We consider a military mission planning problem where a given fleet of aircraft should attack a number of ground targets. At each attack, two aircraft need to be synchronized in both space and time. Further, there are multiple attack options against each targets, with different target effects. The objective is to maximize the outcome of the entire attack, while also minimizing the mission timespan. Reallife mission planning instances involve only a few targets and a few aircraft, but are still computationally challenging.
Problem setting
Military mission planning is a complex task, and it is still to a large extent performed manually by experienced personnel. This is time-consuming and the quality of the plans depend highly on the expertice and skills of the planners. Most military missions of course involve some kind of vehicles, and there is a vast literature on operations research approaches to various military vehicle assignment and path planning problems, in recent years especially involving unmanned aerial vehicles (UAV). Some examples from this literature, adjacent to our work, are [2, 6, 8, 9] .
We here address a mission planning problem, introduced in Quttineh et al. [5] , where a fleet of aircraft should attack a number of ground targets, subject to certain restrictions, such as precedence relationship between the target attacks. The planning of such a mission is typically made close to when the mission actually takes place (say, within 24 hours); one important reason for this is that the planning can then be based on the most recent information. The time needed for the chain of planning is of the order of several hours. The work presented in [5] and in this paper has been performed in collaboration with an industrial partner.
The aircraft fleet is typically deployed from a base situated far away from the targets. The geographic area of interest, where the attacks shall take place, is referred to as the target scene, see Figure 1 , and it is defined by a line of entrance and a line of exit for the aircraft. These enter the scene at the entry line, and when the mission has been carried out they leave at the exit line and turn back to a base. In addition to the ground targets there are enemy defense positions, like surface-to-air missiles (SAMs), and also protected objects, like hospitals and schools, not to be touched by the attacks. All objects are assumed to be stationary with known positions. The goal of the mission is to gain maximal expected effect against all targets within a short timespan. The mission time is from the first aircraft passing the line of entry until the last aircraft passes the exit line. We assume air supremacy and that the threat from defense positions is taken into account by restricting the aircraft not to fly through defended airspace (or by allowing them to fly only in airspace with an acceptably low level of risk). Weapons may pass through defended airspace, but at the risk of being shot down, that is, with a lower expected effect on the target.
The diameter of a target scene is around 100 km, while distances between targets are at most a few kilometers, and the timespan of the attacks is around a quarter of an hour. A large attack would involve 6-8 targets and 4-6 aircraft, and would require several hours, at least, of manual planning to find an acceptable attack plan.
The expected effect of an attack depends on the kind of weapon being used, which is decided in advance, but also on the direction of the impact and the weapon's kinetic energy, which in turn depends on the velocity and altitude of the aircraft at the time of the launch. Each aircraft has an armament capacity which limits the number of attacks it can perform. In addition to the armament, aircraft can also carry illumination laser pods, used for guiding weapons. Once the mission has been planned, it is known how each aircraft shall be equipped to be able to fulfil its tasks.
Each target needs to be attacked exactly once and the attack requires two aircraft to rendez-vous: one that launches the weapon and one that illuminates the target with a laser beam from the launch of the weapon until its impact. At the time of the launch, the flight direction of the attacking aircraft is towards the target, while the illuminating aircraft usually passes by the target relatively far away. We will refer to attack and illumination alternatives as positions.
Any attack is associated with a risk of collateral damage, and for each tentative attack position one can estimate an area of risk for such damage. To prevent any collateral damage, an attack positions is allowed only if no protected object is located within this area. Hence, for each target one can derive a set of feasible attack positions, and each of these is associated with a set of compatible illumination positions.
To summarize, the problem is to define an attack sequence for the given fleet of aircraft so that each target is attacked and illuminated exactly once, in a synchronized manner using compatible attack and illumination positions. Further, the sequence must respect given precedence restrictions, if any. The goal is to maximize the overall expected effect of the attacks on the targets while also minimizing the total timespan of the mission. This problem belongs to the class of vehicle routing problems, where attack and illumination positions are described by nodes, and paths between such positions are described by arcs.
The problem involves three types of decisions. First, the choice of attack direction against each target. Second, which two aircraft shall deliver the weapon and illuminate each target. Third, the schedule for each aircraft's assigned tasks in the mission. Note that these decisions are not independent nor ordered in an hierarchy. We exploit this structure in tailored metaheuristics, based on a partitioning of the decisions. In an outer stage, a heuristic search is made with respect to attack directions, while in an inner stage the other two decisions are optimized, given the outer stage decisions.
The paper is organized in the following way. In Section 2 we introduce notations and present a network-based mathematical model for this mission planning problem. In Section 3 we present three metaheuristics for the problem. In Section 4 we present numerical results, and finally conclusions and future work are discussed in Section 5.
Mathematical description
For a specific type of aircraft and a target requiring a specific type of weapon, one can derive a possible attack space against the target, represented by inner and outer radii of attack. This space is divided into a number of sectors, in which we introduce discrete attack positions, and for each and one of these we create compatible illumination positions. We have chosen to use six sectors with at most three possible attack positions in each. Since only attack positions that are feasible with respect to collateral damage are included, the number of such positions might vary between sectors. For any attack position, an expected effect on the target can be calculated. We introduce two illumination alternatives per sector, which are both compatible with all its attack positions. The two illumination alternatives utilize the same flight path but differ in flight direction, which is roughly clockwise or counterclockwise with respect to the target. See Figure 2 for an illustration of the discretization used. It is of course possible to generalize this discretization by including attack options on discrete altitude layers.
Attack and illumination alternatives are represented by nodes. By further introducing dummy nodes associated with the crossings of the entry and exit lines of the target scene, and modelling possible aircraft movements by arcs, the mission planning problem can partly be represented by a network. Since each target shall be attacked and illuminated exactly once and an aircraft can not both attack and illuminate a target, this network only contains arcs between nodes corresponding to different targets, or from or to the dummy nodes. Further, only arcs respecting the precedence constraints are included in the network. The arcs of the network have two attributes: expected effect and travel time. The effect attribute is present only for an arc that is leaving an attack node, and it then equals the resulting expected effect against the target.
For calculating the travel time attribute, we must between all positions described by nodes find flight paths that are minimal with respect to time. These paths must comply with restrictions on the aircraft dynamics, in particular restrictions on velocity and turning radius. The paths also need to be safe, meaning that the aircraft cannot pass through defended airspace.
The problem of finding an optimal flight path from a given starting point to a given destination, while avoiding defended airspace, is referred to as the aircraft routing problem. We refer to [11] and [1] for examples of algorithms that can be used to solve this problem, and to [7] for a closely related routing problem which gives rise to a shortest-path problem with side constraints.
In our numerical experiments we use a flight path generator which is provided by our industrial partner; it is based on a discretization of the airspace and a calculation of a shortest path. The length of the path is then converted into a time required to traverse it. In our network representation, each node is associated with both a location and a flight direction. Therefore, travel times will in general be asymmetric.
Notation
Given is a set R of aircraft and a set M of targets to be attacked. Each feasible attack space is divided into six sectors, and we let G denote the set of all sectors for all targets while G m is the subset of sectors that belong to target m ∈ M .
Each target m ∈ M is associated with a set of attack nodes, N Let A be the set of all arcs in the network, let A g be the subset of arcs with heads at attack nodes in sector g ∈ G, and let I g be the subset of arcs with heads at illumination nodes in sector g ∈ G. We also define the set of all arcs between two targets m and n,
The effect attribute is denoted c r ij and defined for all (i, j) ∈ A and r ∈ R. For arcs leaving attack nodes, its value is the expected effect of the attack, and otherwise the value is zero. Further, let T r ij denote the time needed for aircraft r ∈ R to traverse arc (i, j) ∈ A. We also introduce T max , either as a pessimistic bound on the total mission time or as a given upper time limit for the duration of the mission.
Let q m denote the number of weapons to be used towards target m ∈ M . Each aircraft r ∈ R is limited to carry at most Γ weapons. To capture precedence relations, let P denote the set of ordered pairs (m, n) of targets such that target m cannot be attacked before target n. If no precedence is given, this set is empty. Further, let K be the number of nonempty subsets of targets, and let S k denote each such subset.
We introduce two types of binary decision variables: z g and x r ij . Variable z g equals one exactly when a sector g ∈ G is active, that is, if an attack is performed from the sector. Variable x r ij equals one exactly when aircraft r ∈ R traverses arc (i, j) ∈ A. To obtain a model with a stronger LP relaxation, we introduce an auxiliary binary variable, u 
The mathematical model
The goal is to maximize the total expected effect against the targets, while also minimizing the mission timespan. We choose to optimize a weighted combination of these two objectives, using a parameter µ > 0. This yields a solution that is Pareto optimal with respect to the two objectives. The mathematical model for the Military Aircraft Mission Planning Problem (MAMPP) is given below.
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Constraints (1) - (3) ensure that each aircraft enters and leaves the target scene via the dummy nodes, constraint (4) ensures that each target m ∈ M is attacked exactly once, while (5) does the same for the illumination. Constraint (6) ensures that the attack and the illumination against each target are performed in the same sector.
Constraint (7) states that exactly one sector should be active for each target, and constraint (8) states that each aircraft can visit each target at most once, either for attacking or for illuminating the target, and then only in the active sector. Constraint (9) limits each aircraft to utilize at most Γ weapons.
The variables u r mn and x r ij are coupled by constraint (10), and (11) is the standard subtour eliminating constraint. Note that the latter constraint is redundant, but by including all such constraints a significantly stronger LP relaxation is obtained. (Even for a scenario with ten targets, there are only at most 2 10 − 1 = 1023 such constraints, which is a relatively small number compared to the overall number of constraints.)
Time is propagated by constraint (12), making sure that if an aircraft r traverses arc (i, j), node j is visited no earlier than the time of the visit to node i plus the time needed to traverse the arc. Note that constraint (12) also eliminates subtours. Note also that the construction of this constraint relies on that each arc can be traversed by at most one aircraft, which follows from (3) and (4). For j = d, constraint (12) defines the total mission time, t d , since all aircraft end up at the dummy destination. Constraint (13) enforces that t i = 0 holds if node i is not visited by any aircraft, and constraints (14) and (15) assign the correct times of attack and illumination, respectively, for each target m. Constraint (16) states that these times must coincide, and constraint (17) imposes the precedence order. Note that although all arcs in the network respect the given precedence order, constraint (17) is not redundant, since if these constraints are removed, precedence relations between non-consecutive targets can be violated. Finally, constraints (18) -(22) are definitional constraints.
The variables z g and constraints (7) and (8) are actually not needed in the model, since the attack constraints (4) -(6), the time propagation constraint (12), and the time synchronization constraint (16) imply that there are values of z g such that (7) and (8) are satisfied. However, the variables z g and constraints (7) and (8) are included since they are instrumental for the design of the metaheuristics to be presented.
The MAMPP and its mathematical model was introduced in Quttineh et al. [5] , where a thorough description of the problem and model can be found. For the scenario described in Figure 1 , the resulting network model contains 110 nodes and 9771 arcs. With four aircraft, the model of MAMPP contains roughly 39,000 binary variables and 130 continuous variables, and roughly 11,000 constraints.
The model of MAMPP belongs to the class of vehicle routing problem, but has the following non-standard characteristics.
i) Since exactly one attack node and exactly one illumination node shall be visited for each target, it is a generalized vehicle routing problem.
ii) Since the attack and illumination nodes for a target need to be compatible, the visits to nodes are coupled by side constraints.
iii) The times of arrival to the compatible attack and illumination nodes for a target are required to be synchronized.
iv) The order in time of the visits to the pairs of attack and illumination nodes for the targets are restricted by precedence relations.
Numerical results in [5] show that standard solver software can manage to solve small-sized problem instances, but even a mid-sized scenario with four targets and two aircraft, without any precedence on the targets, is not solvable to proven optimality within a reasonable time frame (more than three hours). This implies that it is not reasonable to base a decision support system on standard solver software, since the solver in such a system needs to be fast enough to allow interactive use.
Below, we explore the possibility to find high-quality solutions by embedding a standard solver software into tailored metaheuristic searches, and thereby boosting its performance.
Example solution
We here illustrate a solution for the scenario shown in Figure 1 , when four aircraft are used. All numerical data used in the scenario were provided by our industrial partner. For this problem instance, which is no. 16 in Table 1 , the aircraft have dedicated roles (only attacks or only illuminations), an aircraft can attack at most three targets, and the prescribed attack order is 1-2-3-4-5.
The model was implemented using AMPL, see Fourer et al. [3] , and solved with the MIP solver CPLEX [4] . After preprocessing, the problem consists of 5,905 rows, 4,507 columns and 4,390 binary variables. An optimal solution is shown in Figure 3 . The total mission time is t d = 532 seconds. The routes for the attackers are shown as dashed lines, while the routes for the illuminating aircraft are shown as solid lines. The maximal effect is achieved against all targets except the third one, to which a slightly reduced effect is achieved. Table 1 . This instance has target positions as shown in Figure 1 , and with prescribed attack order 1-2-3-4-5. Shown are aircraft routes, chosen attack and illumination nodes against each target, and the time schedule for the mission.
Partitioning-based metaheuristics
The model of MAMPP presented above contains a large number of binary routing variables. Also, the time-propagating constraint (12) are of big-M type, since T max is usually quite large, which makes the linear programming relaxation weak. For these two reasons, the model is computationally challenging.
In this section we present three tailored metaheuristic approaches for the MAMPP, based on a common framework. The first of these metaheuristics is a simulated annealing procedure, while the other two are tabu searches. Readers unfamiliar to metaheuristics are referred to, for example, the book by Talbi [10] .
As mentioned above, we identify three types of decisions in this problem: the choice of attack direction, that is, active sector, against each target, the assignment of aircraft against each target for attack and illumination, and the schedule of tasks for each aircraft. Note that the values of all time variables in the model of MAMPP are direct consequences of these decisions.
The common framework for the heuristics is the partitioning of the three types of decisions into two stages. In an outer stage, the choice of active sectors for all targets is optimized by a metaheuristic search. In an inner stage, all other decisions are optimized, given every tentative choice of active sectors proposed by the outer stage heuristic. The reason for this solution strategy is the observation that if we select active sectors for all targets, that is, forcing all other sectors to be inactive, most of the binary routing variables will be eliminated. This reduces the problem size significantly, so that the remaining, restricted, problem becomes solvable within a reasonable time frame (optimality typically proven within one minute).
More specifically, we introduce the index set F IX ⊂ G that contains exactly one sector from each target. Letting z g = 1, g ∈ F IX, and z g = 0 otherwise, constraint (7) is clearly fulfilled, and constraint (8) will force a majority of all routing variables to become zero. For example, in a problem instance with five targets and two aircraft, the number of binary variables after AMPL and CPLEX preprocessing is reduced by 94%, from 15,952 to 925. A similar reduction holds for the number of rows.
For a given index set F IX, the inner stage problem is solved using CPLEX. The computation time required for this problem is not insignificant, and it is hence reasonable to prevent evaluating the same choice of F IX twice. To this end, we maintain for all three metaheuristics a list of already examined sets F IX. To initialize the index set F IX in the metaheuristic search we solve the linear programming relaxation of the MAMPP model and choose at random for each target a sector with z g > 0 in the optimal solution.
Simulated annealing
We have used a straightforward Simulated Annealing (SA) procedure. The neighbourhood of a given index set F IX is the family of all sets where exactly one target's active sector has been changed. This neighbourhood contains |G| − |M | neighbours. A pseudo-code description is given in Algorithm 1.
Algorithm 1 Simulated Annealing
Initialization: Generate set F IX as described. Temperature T = 2. Cooling factor COOL = 0.97.
Create a tentative F IX set by a random change of sector for a random target.
3:
If the tentative F IX has not already been examined, solve the inner stage problem.
4:
Accept or reject the tentative F IX according to the standard SA rule.
5:
Record the solution if it is the best one ever found.
6:
Update temperature: T = T · COOL. 7: end for
Basic tabu search
The two tabu searches are based on the same type of change of the current set F IX, although the neighbourhoods are of different sizes. The change of this set corresponds to replacing the active sector for a specific target to one of its adjacent sectors, while maintaining active sectors for all other targets, as illustrated in Figure 4 . In the Basic Tabu Search (BTS), we choose a target at random and solve the inner stage problem for the two sectors that are adjacent to the current one. This neighbourhood thus consists of only two neighbours. The set F IX is updated to the best of these two alternatives. To avoid making a modification for the same target twice in a row, the target is placed on a tabu list, that is of length one only. (Recall that the number of targets is small.) An outline of this metaheuristic is found in Algorithm 2.
Algorithm 2 Basic Tabu Search
Initialization: Generate set F IX as described.
Choose a target at random which is not on the tabu list. Keep the sectors of all other targets fixed.
3:
Consider the tentative F IX sets that correspond to the two adjacent sectors for the chosen target. If both sets have already been examined, a new target is chosen at random.
4:
Solve the inner stage problem for each of the tentative F IX sets, unless already examined.
5:
Choose the best of the two evaluated tentative F IX sets.
6:
7:
Update the tabu list. 8: end for
Expanded tabu search
The Expanded Tabu Search (ETS) differs from BTS in the respect that the evaluation of adjacent sectors that is in BTS performed for a specific target is now instead performed for all the targets before any change of F IX is made. However, if an improvement is found, compared to the current F IX set, the evaluation of all the remaining targets is aborted and the current tentative F IX set is chosen. Otherwise, if no improvement is found, the best of all the evaluted tentative F IX sets is chosen.
To avoid any bias, the targets are evaluated in a random order. This can of course have an effect on the update of F IX only when an improvement is found. The neighbourhood in ETS, which is clearly an expansion of the one used in BTS, consists of 2 · |M | neighbours. There is no conventional tabu list, but only the list of already examined sets F IX. This metaheuristic is outlined in Algorithm 3.
Numerical results
In our numerical experiments we consider a homogeneous fleet of aircraft. As is always the case with vehicle routing problems with identical resources, symmetry is an issue. To partially resolve this issue we add to the model of MAMPP constraints stating that the first target is attacked by a specific aircraft and illuminated by another specific aircraft, which does not cause any loss of generality.
Algorithm 3 Expanded Tabu Search
Generate a random permutation of the targets, T ARGET S.
3:
for m ∈ T ARGET S do 4: Consider the tentative F IX sets that correspond to the two adjacent sectors for the chosen target. If both sets have already been examined, continue with next target. 5: Solve the inner stage problem for each of the tentative F IX sets, unless already examined. 6: If an inner stage problem yields an improvement, the evaluation of all the remaining targets is aborted and the current tentative F IX set is chosen. 7: end for 8: If no improvement was found, choose the best of all the evaluated tentative F IX sets.
9:
Record the solution if it is the best one ever found. 10 : end for
The aircraft fleet can be required to be utilized in different ways. A given aircraft, r 1 , can be dedicated to operate pairwise with another aircraft, r 2 , throughout the mission, which is easily modelled as u
mn , for all (m, n) ∈ U . An aircraft r can also be given a dedicated role throughout the mission, that is, to perform attacks or illuminations only. This is modelled by x r ij = 0 for all (i, j) ∈ I g , g ∈ G, and x r ij = 0 for all (i, j) ∈ A g , g ∈ G, respectively. Both requirements, working pairwise and dedicated roles, can be imposed simultaneously.
The model of MAMPP, with the abovementioned extensions, was implemented in AMPL [3] and solved with CPLEX [4] , version 12.3 for 64 bit environment. The tests were performed on a HP DL160 server with two 6-core Intel Xeon CPUs and 72 GB of RAM memory, running Linux.
We consider a benchmark of varying problem scenarios, ranging from four targets and two aircraft up to six targets and eight aircraft, which are solved under various assumptions. Throughout all scenarios, we use six sectors with three attack positions and two illumination positions in each. Further, q m = 1 holds for all targets. For all problem instances, the aircraft fleet is assigned to work in pairs.
To describe precedence relations for targets, we introduce the notation {1234} for no precedences at all among four targets, while for example {12|34} means that targets 1 and 2 must be attacked before targets 3 and 4. Similarly, {1|2|3|4} means that a totally ordered attack sequence is set in advance. Problem characteristics and results are shown in Table 1 , for the choice µ = 0.05 in the objective (which means high priority to expected effects on targets). The problem numbers within brackets are the corresponding problem instances in [5] . We report the best found objective values found by CPLEX after 15 minutes and three hours, respectively, which are used as reference values when evaluating our metaheuristics. Proven optimality for an instance is indicated by an * in the Our analysis of the results shows that ETS is the superior metaheuristic, and hence we give some additional results for ETS in the last column. The figures in the triplet state the number of runs of ETS that produce an objective value that is better than, equal to, and worse than, respectively, the objective value found by CPLEX in three hours. (Again, for problem instance no. 1, the triplet "-7 -" means that all seven runs of ETS gave the same objective value as CPLEX.) Table 2 contains the corresponding figures for all three metaheuristics, but here aggregated over all instances and compared also to the results obtained by CPLEX in 15 minutes. The overall conclusion of the numerical experiments is that the performance of all metaheuristics is fully satisfactory, and that the expanded tabu search is clearly superior to the other two metaheuristics. We note that each of the metaheuristics sometimes produces a solution that is better than what CPLEX does in 15 minutes, while it also sometimes produces a worse solution. Typically, though, each of the metaheuristics produces solutions that are equally good or better. In particular, ETS almost always finds solutions that are at least as good as CPLEX does, and, moreover, for every instance the median result is at least as good. When compared to a three-hour run of CPLEX, ETS in only 15 minutes finds equally good or better solutions in 96.0% of all runs on all instances.
Concluding remarks
We revisited the military mission planning problem introduced in [5] , which involves the routing of aircraft that shall perform attacks against several ground targets. The mathematical model is recognized as a generalized vehicle routing problem with side constraints. This problem involves three types of decisions: choice of attack directions, assignment of aircraft against targets, and scheduling of each aircraft's assigned tasks. It is computationally challenging even for a few targets and aircraft.
Rather than developing a combinatorial construction and improvement heuristic, which would be quite natural for a vehicle routing type problem, we explored the option to exploit a standard solver as a key component in tailored metaheuristics. An analysis of the structure of the decisions revealed an advantageous partitioning of the problem into two stages; these involve selection of target attack directions, and aircraft assignment and scheduling, respectively. This partitioning is the basis for the three proposed metaheuristics for the problem.
They are all able to find solutions in 15 minutes that are equally good, and sometimes even better, than CPLEX finds within three hours. A deeper analysis of the progress of the metaheuristics shows that they all frequently find good or near-optimal solutions within a few minutes. Out of the three methods, the expanded tabu search is by far the most promising. The ability to find high-quality solutions in a short time is significant since the ultimate goal of this research is to enable the development of a decision support system that can be used in an interactive manner.
An alternative to our metaheuristics would be to apply CPLEX to the full model of MAMPP and branch primarily on the variables z g , by invoking this option in CPLEX. We have indeed tried this strategy, with disappointing outcome. It is of course possible to design metaheuristics by exploiting other partitionings of the decisions than the one used in this paper. Preliminary assessements of other partitionings indicate however that these are not as efficient, since they give rise to larger and more computationally demanding inner stage problems. Nevertheless, the other partitionings can perhaps be useful in a variable neighbourhood search context, and this is an area for future research.
Since the proposed metaheuristics retain feasibility, they can be terminated at any time with feasible solutions, and they further allow us to gather a population of feasible solutions. The latter is a valuable feature in a decision support tool, since it might be of interest to generate a Pareto-front that describes the trade-off between expected effect and mission time, and also because the mission planning situation can include considerations that can not be taken into account in the model.
Our ongoing work includes a study of a column generation approach where a column represents a route for an individual aircraft.
