Much research is being conducted on position-sensitive scintillation detectors for medical imaging, particularly for emission tomography. Monte Carlo simulations play an essential role in many of these research activities. As the scintillation process, the transport of scintillation photons through the crystal(s), and the conversion of these photons into electronic signals each have a major influence on the detector performance; all of these processes may need to be incorporated in the model to obtain accurate results. In this work the optical and scintillation models of the GEANT4 simulation toolkit are validated by comparing simulations and measurements on monolithic scintillator detectors for high-resolution positron emission tomography (PET). We have furthermore made the GEANT4 optical models available within the user-friendly GATE simulation platform (as of version 3.0). It is shown how the necessary optical input parameters can be determined with sufficient accuracy. The results show that the optical physics models of GATE/GEANT4 enable accurate prediction of the spatial and energy resolution of monolithic scintillator PET detectors.
et al 2003 , Cherry 2004 , Mitchell and Cherry 2009 , Schramm et al 2003 , Van der Have et al 2009 and/or developing hybrid imaging modalities such as PET/MRI (Catana et al 2009 , Judenhofer et al 2008 , Shao et al 1997 .
Monte Carlo simulations play an essential role in many of these research activities. In such simulations many design parameters can be varied much more easily than in measurements. Moreover, simulations can allow one to perform 'experiments' that would be impossible in reality. Thus, Monte Carlo simulations are very helpful to better understand the factors that determine detector performance, making optimization of the detector design more efficient.
Optical photons are the primary information carriers in any position-sensitive scintillation detector: the scintillation process, the transport of the scintillation photons through the crystal(s) towards the light sensor(s) and the conversion of these photons into electronic signals all have a major influence on the detector performance. Thus, all of these physical processes generally need to be taken into account in a Monte Carlo model in order to obtain accurate results.
Recently, the GATE Monte-Carlo simulation platform (Jan et al 2004) , which makes a wide range of GEANT4 (Agostinelli et al 2003) physics models available through a userfriendly, scripted interface, has come into widespread use in the field of nuclear medicine for simulating PET and SPECT devices. GEANT4 includes models for scintillation and optical transport processes that have been derived from DETECT2000 (Levin and Moisan 1996) . Compared to the latter code, GEANT4 has the advantage that it can also simulate the transport of ionizing radiation. However, up until GATE version 3.0, the optical models of GEANT4
were not yet available within GATE.
The objectives of the present work are threefold. A first aim is to validate the use of the GEANT4 optical models for simulating position-sensitive scintillation detectors, through comparison of simulation and measurement. As a second objective, we have made the GEANT4 optical and scintillation models available within GATE. The third goal is to demonstrate the use of these optical models and to show how the corresponding input parameters can be determined with sufficient accuracy. As the present work was conducted within the scope of a research program on monolithic scintillator detectors for high resolution PET (Bruyndonckx et al 2004 , we develop a detailed Monte Carlo model of these detectors and compare the predicted spatial and energy resolutions to experimental results.
Methods and materials

Description of the PET detector
The design and operating principle of the monolithic PET detectors investigated in this work have been described in detail elsewhere (Maas et al 2008 (Maas et al , 2009 ). Here, we briefly summarize the features relevant for the present study.
Two detector geometries were simulated that have previously been characterized experimentally (Maas et al 2008 (Maas et al , 2009 ). The measured results can thus be used to validate the simulations. Figure 1(a) shows one of the detectors, consisting of a 20 mm × 10 mm × 10 mm LYSO:Ce crystal (Crystal Photonics) readout by a position-sensitive Hamamatsu S8550SPL APD array optically coupled by means of Meltmount (Cargille Laboratories, Cedar Grove, NJ, USA) to the crystal front surface, i.e., the surface at which annihilation photons enter the crystal. We have shown earlier that this type of detector performs better with the light sensor placed in such front-side readout (FSR) geometry than with conventional back-side readout (BSR), as the majority of the detected annihilation photons interact in the front half of the Ce crystal readout by a Hamamatsu S8550SPL APD array on the front surface (FSR geometry) and (b) a 20 mm × 10 mm × 20 mm crystal readout on the front and back surfaces (DSR geometry). In both drawings the arrow indicates the path of an annihilation photon incident on the detector front surface. The coordinate system used to specify the entry point and the angle of incidence is also indicated.
crystal . The second detector is a 20 mm × 10 mm × 20 mm LYSO:Ce crystal readout by two APD arrays in double-sided readout (DSR) geometry, see figure 1(b). Both crystals have optically polished surfaces and are wrapped in highly reflective Teflon tape.
The Hamamatsu S8550SPL APD array consists of 4 × 8 pixels, measuring 1.6 mm × 1.6 mm each and spaced 2.3 mm (centre to centre) apart. The total surface of the APD array measures 19.5 mm × 11.2 mm. The entry points of detected annihilation photons ('events') on the front surface of the crystal are estimated from the measured scintillation light distributions incident upon the APD arrays (Maas et al 2009) . The position estimation algorithm uses a reference set of light distributions from a large number of events with known entry points. The light distribution of an unknown event is compared using least squares to each of the distributions in the reference set. The L best fitting distributions ('nearest neighbours') are selected and the entry point most frequently occurring among these distributions is assigned to the unknown event. It can be shown that as L → ∞ and L/N → 0 (with N the number of reference distributions), the algorithm performs optimally (Webb 2002) . In practice, N < ∞, so a value of L < N that gives good performance has to be found, e.g., as described by Maas et al (2006) .
Simulation parameters
Accurate Monte Carlo simulation of a PET scintillation detector requires that all relevant physical processes, such as the interaction of annihilation photons within the crystal, the scintillation process, the transport of scintillation photons to the light sensor, the conversion of the light signals into electronic signals and the influence of the readout electronics, are properly modelled. In general this requires knowledge of a large number of detector properties that are used as input parameters for the simulation. Some of the parameters needed for the present work could be obtained from previous studies or from the literature. The remaining optical input parameters were determined experimentally as described in the following. For consistency, the values of all parameters, whether determined experimentally, from previous work, or from the literature, will be presented together in section 3 of this work, specifically in section 3.1.
Properties of the scintillator.
Measurements were performed on LYSO:Ce crystals from Crystal Photonics. The absolute light yield, i.e., the expectation value of the number of photons emitted per unit energy deposited in the crystal, of a 20 mm × 10 mm × 10 mm crystal was determined on a calibrated photomultiplier tube (PMT) setup, using the method described by de Haas et al (2005) . The crystal was irradiated with a 137 Cs source, emitting gamma photons with energy E γ = 662 keV. The intrinsic energy resolution E/E was determined using the same measurement setup by correcting the measured energy resolution E m /E m for the influences of the excess noise factor and the photon detection efficiency (PDE) of the PMT (Dorenbos et al 1995) .
The intrinsic emission spectrum of the same crystal was measured in reflection (i.e., the light emission is measured at the irradiated side) using an x-ray tube with a Cu anode operated at 60 kV and 25 mA. The setup used for these measurements has been described by Birowosuto et al (2005) . The optical transmission of a 20 mm long crystal was measured using a Hewlett Packard 8452A diode array spectrophotometer.
Other optical parameters.
The relevant optical properties of the active area (pixels) of the S8550SPL APD array could be obtained from the literature, see section 3.1.2. However, the reflectance r d of the dead area of the APD array could not readily be obtained. Furthermore, different values (ranging from 0.90 to 0.99) are found for the reflectance r PTFE of the Teflon tape around the crystal (Pichler et al 2000 , Moisan et al 1997a . Therefore, r d and r PTFE were determined as follows.
Pulse-height measurements were performed on a polished, trapezoidal LYSO:Ce crystal. The parallel, rectangular top and bottom surfaces of this crystal measure 11.5 mm × 19.5 mm and 15.4 mm × 19.5 mm, respectively. The crystal height (distance between top and bottom surfaces) equals 20 mm. A single APD array was optically coupled to the 19.5 mm × 11.5 mm top surface. The crystal was irradiated with a broad 511 keV photon beam perpendicularly incident on the 15.4 mm × 19.5 mm bottom surface, and pulse-height spectra were acquired by electronically adding up the signals of the 32 APD pixels. The number of primary electron-hole pairs generated by scintillation photons per event was derived from the position of the full-energy peak, using the known gains of the spectroscopic amplifier, the preamplifiers and the APD array. It is noted that the crystal shape and readout scheme used in these measurements are different from those used in the validation measurements, so as to minimize the interdependencies between these two types of measurement.
The pulse-height measurements, with and without Teflon tape wrapped around the crystal, were replicated in simulations of the same detector geometry in which the values of r d and r PTFE were varied until the same electron-hole pair yield was obtained.
Position resolution measurements
The position resolution of the detectors was measured as described below in order to compare the results with those obtained from simulation.
Setup.
The setup used for the position resolution measurements has been described in detail elsewhere (Maas et al 2008) . Here, we only summarize the essential features.
The detectors are contained in a light-tight, temperature-controlled box, placed on a computer-controlled XZ -stage for translating and rotating the detector. A thin (<1 mm diameter) test beam of 511 keV photons is defined by placing the detector under study in coincidence with a second detector, consisting of a ∅ 19 mm × 35 mm BGO crystal mounted on a PMT, placed behind a 60 mm thick lead collimator with a ∅ 5 mm opening. A ∅ 0.5 mm 22 Na point source is placed in between the two detectors, at a 560 mm distance from the front surface of the BGO crystal and at 56 mm distance from the front surface of the LYSO:Ce crystal under investigation.
The 32 signals of each APD array are pre-amplified by Cremat CR-110 charge-sensitive preamplifiers. Further amplification and shaping is provided by CAEN N568BB 16-channel spectroscopy amplifiers, which are read out by 32-channel peak-sensing ADCs (CAEN V785).
Test beam profile.
Position resolution measurements performed in the above setup are affected by the finite diameter of the 511 keV photon beam (Maas et al 2009 (Maas et al , 2010 . To accurately simulate the experiments, the beam intensity profile must therefore be incorporated in the model. This is not trivial as the beam profile is determined by many factors and since the beam diverges: the FWHM of the beam profile increases by approximately 20% over 20 mm.
The beam intensity profile has been determined via detailed Monte Carlo simulations of the measurement setup, taking into account the geometry of the detectors, collimator and 22 Na source, the positron range and the acollinearity of the annihilation photons emitted. The simulation was performed using both GEANT4 and GATE. Further information on these simulations and the experimental validation of the results are given elsewhere (Maas et al 2010) . As in that work, we will characterize the beam diameter d beam as the full width at half maximum (FWHM) of the cross-sectional beam intensity profile at the crystal front surface. . To determine the (one-dimensional) detector spatial response, the entry point of each light distribution in the resulting data set was determined with the position estimation algorithm described in section 2.1, using the remainder of the events as reference data (leave-one-out approach) and taking only the x-coordinate into consideration. The normalized histogram of the differences between the estimated entry point and the beam position was then determined. It is emphasized that this histogram still includes the influence of the test beam diameter d beam (see section 2.3.2).
Measurements. Position resolution measurements
Monte Carlo simulations
As stated in the introduction, this work aims to validate the GEANT4 optical and scintillations models and to make these models available in GATE. To this end, simulations have been performed using version 4.8.2 of GEANT4. The required functionality to perform these simulations via the user-friendly, scripted user interface of GATE has been added as of version 3.0 of this code. The relevant GEANT4 settings are described below. The GATE script for performing the same simulations is available with the online version of this paper (stacks.iop.org/PMB/55/1659/mmedia).
The following physics processes were used (Geant4 2005 (Geant4 , 2004 ): G4LowEnergyCompton, G4LowEnergyRayleigh, G4LowEnergyPhoto-Electric, G4MultipleScattering, G4eIonisation, G4eBremsstrahlung, G4OpScintillation, G4OpAbsorption and G4OpBoundaryProcess, G4OpRayleigh. Here, processes starting with 'G4Op' involve optical photons: those starting with 'G4e' and G4MultipleScattering involve electrons, while the remaining three processes involve photons with ionizing energies. (Melcher and Schweitzer 1992) .
The following data libraries were used: G4EMLOW 4.2 (i.e., the low-energy electromagnetic (EM) package, containing data files for EM processes down to about ∼250 eV) and G4RadioactiveDecay 3.1 (i.e., decay of unstable isotopes). For the transport of electrons we used a range cut of 0.1 mm. This range cut is translated into an energy cut for each material based on the density, the effective atomic number, etc. Figure 2 shows a schematic cross-section of one of the simulated detectors. From top to bottom, we have the APD array, the epoxy coating of the APD array (0.1 mm thick), the Meltmount used to optically couple the APD to the crystal (0.05 mm thick) and the LYSO crystal. In the detector with two APD arrays in DSR geometry, this is followed by another layer of Meltmount, epoxy, etc. The entire detector is contained within an air volume. Some elementary properties of the different materials are given in table 1. It is noted that the density and chemical composition of the thin epoxy and Meltmount layers are approximate, as they do not significantly influence the present simulations.
We use the UNIFIED model in GEANT4 for modelling the reflection of photons at surfaces between two dielectric materials (Nayar et al 1991 , Levin and Moisan 1996 , Geant4 2004 . Different types of surfaces are available, but we only use ground and ground-back-painted in this work. Other types, such as polished surfaces, can be seen as special cases of these two surface types. A ground surface is assumed to be consist of small micro-facets, whose normals have small angles relative to the average surface normal. The distribution of these angles is assumed to be Gaussian with mean 0 and standard deviation σ α . This is illustrated in Figure 3 . The UNIFIED model using micro-facets to model the surface roughness. In the case of a ground-back-painted surface, the outside of the volume is assumed to be covered by a paint layer. figure 3 . For example, a ground surface with σ α equal to 0 is equivalent to a perfectly polished surface. The probability of reflection and the angles of reflection and refraction follow from the direction of the photon, the angle of the micro-facet surface normal and the refractive indices of the two materials involved. The photon is therefore either reflected back into the original volume or refracted into the next volume. In the case of the ground-back-painted surface, this next volume is considered to be a paint layer of which the refractive index can be specified in the definition of the surface. The paint layer reflects a specified proportion of the photons, assuming Lambertian reflection. All other photons are absorbed. The reflected photons reach a micro-facet where they can again be reflected or refracted. This process is repeated until the photon is either absorbed in the paint layer or reflected back into the original volume.
The interface between a dielectric material and a metal is treated somewhat differently (Geant4 2004) from the dielectric-dielectric interface discussed above. As the refractive index is not defined for metals, the probability of reflection has to be specified. This is considered to be specular reflection at the micro-facet. Non-reflected photons are absorbed in the metal.
The type, finish and value of σ α of each of the optical interfaces in figure 2 are given in table 2. Previous simulations have shown that the crystal surface roughness has relatively little influence on the performance of our detectors (Van der Laan et al 2006). It follows that this parameter is not very critical, so we have simply adopted the value of the surface roughness parameter for polished crystal surfaces from Moisan et al (1997b) , namely σ α = 0.1
• . The same value was used for the epoxy and Meltmount surfaces, while the silicon surfaces of the APD array were assumed to be perfectly flat (i.e., σ α = 0
• ). Other optical properties of the various materials and surfaces are discussed in section 3.1.
Results and discussion
Simulation parameters
We first discuss the various detector properties needed as input parameters for our simulations. Details of the measurements performed to obtain some of these parameters have been discussed in section 2.2.
Properties of the scintillator.
The parameters needed to accurately model the LYSO:Ce scintillator in GEANT4 (Geant4 2004) are the absolute light yieldȲ , the FWHM intrinsic energy resolution E/E, the emission spectrum, the optical absorption length λ a , the optical scattering length λ s , the refractive index R LYSO and the surface roughness parameter σ α that has been explained in section 2.4. The values of R LYSO and σ α have been given in tables 1 and 2, respectively.
In GEANT4 the number of scintillation photons n ph emitted upon the absorption of a gamma photon with energy E γ is sampled from a normal distribution with the expectation valuen ph = E γȲ . Furthermore, the variance in the number of emitted scintillation photons is assumed to be proportional to the amount of energy deposited:
with the parameter α given by
Using the methods discussed in section 2.2.1, we foundȲ = 26 000 photons/MeV and α = 4.4 corresponding to an intrinsic energy resolution E/E = 9.0% FWHM at 511 keV. The optical absorption length λ a and the optical scattering length λ s were determined from the measured transmission spectrum of a 20 mm thick LYSO:Ce crystal shown in figure 4 .
These results have been corrected for reflections at the two crystal-air interfaces (Mao et al 2008) .
The resulting total bulk attenuation length λ tot can then be assumed to be due to (elastic) scattering and absorption:
According to Moisan et al (1996) , it can be assumed that λ tot = λ s at the peak emission wavelength of LYSO:Ce (i.e., at 420 nm). This is equivalent to stating that there are no absorption centres other than Ce 3+ ions within the crystal, as Ce 3+ absorption in LYSO:Ce occurs at wavelengths below about ∼400 nm only. Figure 4 indeed appears to exhibit a 'plateau' at wavelengths >400 nm. Assuming that λ tot = λ s at each of these wavelengths, a straight line was fitted through this plateau, from which λ s was derived for all wavelengths between 190 nm and 600 nm (i.e., covering the entire LYSO:Ce emission spectrum). The remaining attenuation at wavelengths <400 nm was assumed to be entirely due to absorption. Figure 5 shows the resulting absorption length (dashed curve) and scattering length (dashdotted curve). The solid curve shows the LYSO:Ce emission spectrum measured as described in section 2.2.1. 
Properties of the APD array.
To model the APD array, we need the refractive index of the epoxy coating R epoxy , the reflectance r a of the active regions of the APD array (i.e., the APD pixels), the reflectance r d of the dead area between the pixels, the internal quantum efficiency η i of the APD pixels (i.e., the probability that absorption of an optical photon results in a electron-hole pair that is amplified), the APD excess noise factor J, the APD gain M and the total equivalent noise charge (ENC) of the detector-amplifier system σ The external quantum efficiency η e of the pixels of the Hamamatsu S8550SPL APD array has been reported by Mosset et al (2003) . As their experiments were performed in air, three factors determine the measured value of η e , namely η i , r a and the reflection r epoxy at the epoxy-air interface. Taking first-, second-and higher-order reflections into consideration, the external quantum efficiency at perpendicular incidence equals
where use is made of the fact that the sum is a geometric series. The value of r epoxy is easily calculated from the refractive index of the epoxy R epoxy = 1.52 (see table 1 ). Reflectance measurements on a variety of photodiodes, which have a similar surface as APDs, showed that the internal quantum efficiency is practically equal to one for wavelengths between 400 nm and 800 nm (Gentile et al 1996) . Thus, we assume that η i = 1 for the emission wavelengths of LYSO:Ce. The resulting values of r a are indicated by the dotted curve in figure 5 . The parameter r d is discussed in the next section. The APD gain, excess noise factor and ENC (referred to the input of the preamplifier) were measured to be approximately M = 60, J = 2 and σ e = 600 electrons, respectively (Maas et al 2008) . It is noted that the ENC includes contributions of the APD leakage current and (pre-) amplifier noise. These numbers were used to add noise to the number of electron-hole pairs following from the optical simulations for each APD-pixel, such that the number of electrons n e at the output of a pixel is given by
where N(μ, σ 2 ) is randomly drawn from a normal distribution with mean μ and variance σ 2 , while n eh is the number of electron-hole pairs generated in the pixel by the event.
Other optical parameters.
The reflectance r d of the APD array dead area and the reflectance r PTFE of the Teflon tape around the crystal were determined by matching optical simulations to pulse-height measurements on a trapezoidal crystal as described in section 2.2.2.
First, r d was determined by performing the measurement and the simulations without any Teflon wrapping around the crystal. In the simulations, r d was varied from 0.5 to 0.9 in steps of 0.1. Figure 6(a) shows the calculated full-energy peak position as a function of r d . The measured full-energy peak was positioned at 1900 electron-hole pairs, corresponding to r d = 0.8. This value of r d was subsequently used to determine r PTFE by repeating the measurement with Teflon tape wrapped around the crystal. In these simulations, the Teflon layer was modelled as a perfectly diffuse reflector Moisan 1996, Nayar et al 1991) with a thin air region between the crystal and the Teflon tape (i.e., we used a back-painted surface with a refractive index of the 'paint' of 1, see section 2.4), and the position of the fullenergy peak was calculated for different values of r PTFE . The results are shown in figure 6(b) . The measured full-energy peak was positioned at 5300 electron-hole pairs, corresponding to r PTFE = 0.95.
Comparison between simulation and experiment
Detector position resolution.
Using the input parameters found in section 3.1, the position resolution measurements discussed in section 2.3 were simulated as described in Figure 7(a) shows the measured detector spatial response of the 20 mm × 10 mm × 10 mm crystal, averaged over the entire length of the crystal, in comparison to the simulated one. The FWHM and FWTM are equal to 1.66 mm and 4.5 mm, respectively. The corresponding simulated values are 1.67 mm and 4.2 mm, respectively. Taking into account a relative uncertainty of 10% (1σ ) in M, J and σ e , the uncertainties in the simulated FWHM and FWTM are estimated to be 0.05 mm (1σ ) and 0.2 mm (1σ ), respectively. Here, the uncertainties due to other parameters were neglected as these are difficult to compute, so these estimates are to be seen as a lower limit on the true uncertainty. Nevertheless, For both crystals, the tails of the measured histograms are slightly higher than those of the simulated ones, which is also apparent from the slightly higher measured FWTM values. This is attributed to scattering of the annihilation photons in materials in between the source and the crystal (such as the box containing the detector). Maas et al (2010) observed a similar effect.
In previous works, it was observed that the position resolution of monolithic scintillator detectors increases near the edges of the crystal (Maas et al 2009 . To investigate if the present simulations correctly reproduce these edge effects, figure 8 compares the FWHM of the measured and simulated spatial responses as a function of the x-position in the crystal, for each of the two detector geometries investigated. These values were obtained from error histograms acquired at 1 mm intervals. The fluctuations in the results are attributed to the relatively small number of events per histogram (approx. 6000 as the step size was 0.25 mm and the number of events per position was 1500). The corresponding uncertainty in the results is in the order of a few tenths of a millimetre. Taking this uncertainty into account, the simulated and measured resolutions are in good agreement. As the increase in position resolution near the edges is due to the changing shapes of the light distributions in these regions (see also Van der Laan et al (2006) ), these results illustrate the importance of accurately taking into account optical transport in the simulations. Figure 9 shows the pulse-height spectra of the two detectors, determined by adding up the signals of all APD pixels for each event in the reference set. All spectra are normalized such that Gaussians fitted through the full-energy peaks are at the same position and have equal heights. For both crystals investigated, the measured and simulated FWHM energy resolutions determined from the Gaussian fits are equal to 10.8% and 10.2%, respectively. An uncertainty of 10% (1σ ) in the light yield causes an uncertainty of approximately 0.5% (1σ ) in the energy resolution, while an uncertainty of 10% (1σ ) in each of M, J and σ e gives rise to an additional uncertainty of approximately 0.15%. Therefore, the measured energy resolutions are well within the confidence intervals of the simulated ones.
Energy resolution.
The Compton ridges of the measured energy spectra are slightly higher than those of the simulated energy spectra. This may at least partially be caused by scattering of radiation in materials between the detector and the source. This was also observed in the comparison of the simulated and measured position resolutions, see section 3.2.1. Simulations including the epoxy container of the source, the aluminium box containing the detector, the circuit boards to which the APD arrays are connected and the copper pins of the APD arrays showed that approximately ∼3% of the annihilation photons are scattered before entering the detector. As the spectra are normalized on the peaks, this results in approximately ∼6% difference in the height of the Compton edge, accounting for a large part, but not all, of the observed difference of ∼10%. However, not all possible sources of scatter have been included in these simulations.
Conclusions
A comparison of simulations and measurements on monolithic scintillator PET detectors shows that the optical physics models of GEANT4 enable accurate prediction of the spatial and energy resolution of such position-sensitive scintillation detectors, provided that all necessary input parameters are known with sufficient accuracy.
As a part of this work, the GEANT4 optical models have been made available within GATE (as of version 3.0), so that these routines can now be used for the simulation of e.g. PET and SPECT detectors via GATE's user-friendly, scripted user interface (Jan et al 2004) . The GATE script for performing the same simulations is available with the online version of this paper (stacks.iop.org/PMB/55/1659/mmedia). As optical photons are the primary information carriers in any scintillation detector, this new functionality of GATE may be helpful to researchers aiming at Monte Carlo aided optimization of existing, and development of new detectors and/or imaging systems.
A validation of the GEANT4/GATE optical models was performed by developing a detailed Monte Carlo model of two different monolithic scintillator detectors for high resolution PET and comparing the predicted spatial and energy resolutions to experimental results. Good agreement was found: for example, the simulated resolution of the 20 mm thick detector of 1.71 mm FWHM and 4.5 mm FWTM agreed with the measured resolution of 1.79 mm FWHM and 5.1 mm FWTM (see section 3.2.1.). In contrast, simulations reported on elsewhere (Maas et al 2010) , intended to solely quantify the influence of scattering and attenuation of the annihilation photons in the detector, without taking into account the scintillation processes, optical transport and the response of the photosensor, predicted a position resolution of 1.23 mm FWHM and 2.5 mm FWTM for the same detector, showing that both the shapes of the light distributions and the noise therein need to be modelled accurately to obtain correct results.
As illustrated in this work, optical Monte Carlo simulations require accurate knowledge of a relatively large number of input parameters. Not all of these parameters may be readily available. The present work demonstrates how the required optical parameters can be determined such that accurate simulations become possible.
