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1. Introduction.
Le concept de structure discre`te est fondamental en science et se retrouve dans toutes les
branches des mathe´matiques ainsi qu’en informatique the´orique, ou` il porte le nom de struc-
ture de donne´es. L’un des objectifs de la the´orie des espe`ces de structures est d’en donner
une description claire. Cette de´finition se fait dans un esprit similaire a` celui de la de´finition
de fonction. Rappelons que la notion de fonction a subi une lente et obligatoire e´volution,
dans l’histoire des mathe´matiques, pour aboutir a` la notion moderne. Cette vision moderne
a se´pare´ la de´finition de la notion de fonction du mode de description de fonctions explicites.
Bien entendu, rien n’empeˆche ensuite de de´crire une fonction particulie`re par une formule,
un algorithme, comme solution d’une e´quation, etc. La` ou` l’on gagne, c’est dans la possibilite´
de de´finir de fac¸on claire des espaces de fonctions. C’est un gain inde´niable quand on pense
a` toutes les re´percussions dans l’e´volution de certains domaines des mathe´matiques (comme
l’analyse fonctionnelle) ou de la physique quantique.
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C’est de ce niveau de ge´ne´ralite´ que rele`ve la de´finition des espe`ces de structures. Le but
est donc de caracte´riser ce qu’est une structure combinatoire (structure discre`te), plutoˆt
que d’imposer une forme explicite de description. Accessoirement, la notion d’espe`ce permet
aussi d’asseoir fermement un autre concept important : celui d’isomorphisme de structures
combinatoires. Cette notion joue un roˆle central dans la comparaison de structures, et permet
de de´duire une foule d’identite´s de fac¸on tre`s  ge´ome´trique . D’autres the´orie ont e´te´
sugge´re´es, mais aucune ne met aussi clairement l’emphase sur ce coˆte´ fonctionnel.
2. Gene`se.
Au moins depuis Euler, l’utilisation de se´ries ou de polynoˆmes formels pour de´montrer des
identite´s combinatoires s’est ave´re´e particulie`rement efficace, bien qu’un peu myste´rieuse.
Au de´part, tout repose sur le fait qu’on a e´galite´ entre se´ries
a0 + a1 x+ a2 x
2 + a3 x
3 + . . . = b0 + b1 x+ b2 x
2 + b3 x
3 + . . .
si et seulement si
a0 = b0, a1 = b1, a2 = b2, a3 = b3, . . .
On exploite ensuite judicieusement (c’est la` que re´side l’aspect un peu myste´rieux) les
ope´rations entre se´ries pour obtenir des identite´s de la combinatoire e´nume´rative. Une illus-
tration classique de cette efficacite´ est dans une de´rivation simple de l’identite´(
n
k
)
=
(
n− 1
k
)
+
(
n− 1
k − 1
)
. (1)
Rappelons que les coefficients binomiaux apparaissent (par de´finition) comme coefficients
du polynoˆme
(x+ 1)n =
n∑
k=0
(
n
k
)
xk.
On constate alors que l’identite´ (1) de´coule simplement de la comparaison du coefficient
de xk dans chaque membre de l’e´galite´ e´vidente : (x+ 1)n = (x+ 1) (x+ 1)n−1. Dans des
situations plus complexes, le fait de savoir trouver comment de´montrer de cette fac¸on des
identite´s combinatoires est longtemps reste´ du grand art. Ce n’est qu’au de´but des anne´es
1980 que des the´ories claires ont commence´ a` e´merger pour rendre le tout limpide.
L’une des the´orie les plus efficaces et englobantes, est la the´orie des espe`ces de structures
propose´e par Andre´ Joyal autour de 1980. Il a montre´ comment adapter la notion d’espe`ces de
structures, de Charles Ehresmann (1905-1979), au contexte de la combinatoire e´nume´rative.
Plus particulie`rement, en de´veloppant un lien clair entre ope´rations sur des espe`ces (de
nature ge´ome´trique) et ope´rations entre se´ries formelles (plus alge´brique), il a nettement mis
en e´vidence comment de´river de fac¸on limpide des identite´s difficiles a` obtenir autrement.
Tre`s rapidement, une e´quipe de chercheurs de l’UQAM (F.B., P. Leroux, J. Labelle, et G.L.,
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et leurs e´tudiants) s’est alors mise a` explorer les ramifications de la the´orie en en montrant
la puissance et en en de´veloppant de nouveaux aspects.
3. Espe`ces de structures.
La notion espe`ce de structures 1 F contient deux parties.
1) Une premie`re partie qui de´crit comment produire, pour chaque ensemble fini A, un
ensemble fini F [A]. On dit que les e´le´ments s de F [A] sont les structures d’espe`ce
F sur A, ou encore que ce sont des F -structures.
2) La seconde partie de la re`gle assure que la description de F [A] peut se traduire
naturellement (au sens pre´cis de´crit plus bas) en une description de F [B], chaque
fois que A et B ont la meˆme cardinalite´. Plus pre´cise´ment, on demande que, pour
chaque bijection σ : A→ B, il y a une bijection
F σ : F [A]→ F [B]
de´crivant comment transformer les e´le´ments de F [A] en e´le´ments de F [B]. On dit
que F σ est le transport de structures le long de σ.
a
b
c
d
e
f
x
4
u
v
5
3
U = {a, b, c, d, e, f}
V = {x, 3, u, v, 5, 4}
Figure 1. Le re´-e´tiquetage comme transport.
Tre`s souvent, les e´le´ments de A servent d’e´tiquettes au sein des structures dans F [A], et
alors F σ correspond a` remplacer l’e´tiquette x par l’e´tiquette σ(x), pour chaque x dans A (voir
la Figure 1). Autrement dit, la bijection F σ est simplement le re´-e´tiquetage selon σ. Bien
entendu, il y a d’autres possibilite´s pour F σ. Quelque soit le cas, pour exclure les situations
potentiellement non de´sirables (contre intuitives), ainsi que pour donner une de´finition qui
soit techniquement aise´ment manipulable, on impose que les bijections F σ satisfassent aux
conditions de fonctorialite´ :
i) pour chaque ensemble fini A, la bijection F IdA est l’identite´ de l’ensemble F [A].
1. On peut trouver une description plus de´taille´e de la the´orie des espe`ces et de ses applications dans la
monographie [2].
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ii) si σ : A→ B et τ : B → C, alors F τ◦σ = F τ ◦ F σ.
La meilleure fac¸on de s’habituer a` cette de´finition est de donner un certain nombre d’exemples
typiques. Nous en verrons toute une liste apre`s la de´finition suivante.
Se´rie ge´ne´ratrice. De la de´finition d’espe`ce, il suit imme´diatement qu’on a force´ment
|F [A]| = |F [B]| ,
chaque fois qu’il y a une bijection entre les ensembles A et B, puisqu’il y a alors une bijection
de F [A] vers F [B]. Le nombre de structures d’espe`ce F sur un ensemble A est donc sim-
plement une fonction du cardinal de A. Pour fin d’e´nume´ration, on peut choisir n’importe
quel ensemble de cardinal n, mais usuellement on prend A = [n] := {1, 2, . . . , n}. On alle`ge
la notation en e´crivant simplement F [n] pour l’ensemble des F -structures sur l’ensemble
A = [n].
La proble´matique de la combinatoire e´nume´rative, consiste a` calculer la suite de nombres :
|F [0]| , |F [1]| , |F [2]| , |F [3]| , · · · |F [n]| , · · ·
Une manie`re efficace de s’attaquer a` cette taˆche est de conside´rer la se´rie ge´ne´ratrice
F (x) :=
∞∑
n=0
fn
xn
n!
,
ou` fn est le nombre d’e´le´ments de F [n]. Un des aspects fascinant de l’approche par se´ries
ge´ne´ratrices, est qu’il y a souvent une fonction classique bien connue dont le de´veloppement
en se´rie a` l’origine correspond pre´cise´ment a` une se´rie ge´ne´ratrice apparaissant ainsi dans un
contexte d’e´nume´ration. Par calcul direct, on trouve facilement certaines se´ries.
4. Exemples d’espe`ces
Voici maintenant une liste d’exemples d’espe`ces et de se´ries ge´ne´ratrices associe´es. Dans la
plupart de ces exemples, le calcul des se´ries est direct. Cependant certaines se´ries s’obte-
niennent par des techniques pre´sente´es plus loin.
Espe`ces de parties. On a, par exemple, l’espe`ce P des parties, obtenue en posant
P [A] := {U | U ⊆ A},
Pσ : P [A]→ P [B], Pσ(U) := {σ(x) | x ∈ U}.
Le transport d’une partie U de A, le long d’une bijection σ : A→ B, est donc l’image de U
par σ. On de´note parfois par σ(U) cette image. On a aussi de´fini l’espe`ce des parties a` k
e´le´ments, en posant
Pk[A] := {U | U ⊆ A, |U | = k},
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avec le transport de structures analogue. Pour la bijection σ(1) = a, σ(2) = b, et σ(3) = c,
de {1, 2, 3} vers {a, b, c}, on a le transport de P-structures :
∅ {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3}
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
∅ {a} {b} {c} {a, b} {a, c} {b, c} {a, b, c}
Puisqu’il y a 2n structures d’espe`ce P sur un ensemble a` n e´le´ments, on a la se´rie
P(x) = 1 + 2x+ 4 x
2
2
+ 8
x3
6
+ 16
x4
24
+ . . . + 2n
xn
n!
+ . . .
= exp(2x).
D’autre part, puisqu’il y a
(
n
k
)
structures d’espe`ce Pk sur un ensemble a` n e´le´ments, on
calcule que
Pk(x) = x
k
k!
exp(x).
Espe`ces de graphes. Conside´rons l’ensemble Gra[A] des graphes simples sur A. C’est
la` la premie`re partie de la description de l’espe`ce des graphes simples. On dit des e´le´ments
de Gra[A] que ce sont les structures d’espe`ce graphe sur A, ou simplement les graphes sur
A. Ainsi, la Figure 2 pre´sente les graphes sur A = {1, 2, 3}. Plus techniquement, on pose
{
s2 s3
s1
,

s2 s3
s1
,
A
As2 s3
s1
, s2 s3
s1
,


A
As2 s3
s1
,

s2 s3
s1
,
A
As2 s3
s1
,


A
As2 s3
s1 }
Figure 2. L’ensemble des graphes sur {1, 2, 3}.
Gra[A] := P [P2[A]]. Reste maintenant a` de´crire le transport de structures, qui est dans ce
cas un re´-e´tiquetage. Pour une bijection σ : A
∼−→B, le transport Graσ d’un graphe G dans
Gra[A] s’obtient en posant :
Graσ(G) := {{σ(a), σ(a′)} | {a, a′} ∈ G}
Ceci correspond a` changer les e´tiquettes des sommets, en remplac¸ant a par σ(a). Ainsi,
lorsqu’on transporte les graphes sur {1, 2, 3} le long de la bijection σ : {1, 2, 3} → {a, b, c},
pour laquelle σ(1) = b, σ(2) = a et σ(3) = c, on obtient le transport :
s2 s3
s1 σ7→ sa sc
sb
,

s2 s3
s1 σ7→

sa sc
sb
,
A
As2 s3
s1 σ7→
A
Asa sc
sb
, s2 s3
s1 σ7→ sa sc
sb
,


A
As2 s3
s1 σ7→


A
Asa sc
sb
,

s2 s3
s1 σ7→

sa sc
sb
,
A
As2 s3
s1 σ7→
A
Asa sc
sb
,


A
As2 s3
s1 σ7→


A
Asa sc
sb
,
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De meˆme, on a l’espe`ce Gro des graphes oriente´s de´finie en posant
Gro[A] := P [A× A].
Le transport de structure correspondant est Groσ := Pσ×σ, ou` σ × σ est la bijection qui
envoie (a, b), dans A× A, sur
(σ × σ)(a, b) := (σ(a), σ(b)).
Autrement dit, l’image par Groσ d’un graphe oriente´ G dans Gro[A], est le graphe oriente´ :
Groσ(G) = {(σ(a), σ(b)) | (a, b) ∈ G}.
Puisqu’il y a 2(
n
2) structures d’espe`ce Gra sur un ensemble a` n e´le´ments, on a la se´rie
Gra(x) = 1 + x+ 2
x2
2
+ 8
x3
6
+ 64
x4
24
+ 1024
x5
120
+ . . .
=
∞∑
n=0
2(
n
2) x
n
n!
.
Pour l’espe`ce des graphes oriente´s, il y a 2(n
2) structures sur un ensemble a` n e´le´ments, on a
donc la se´rie
Gro(x) = 1 + 2x+ 16
x2
2
+ 512
x3
6
+ 65536
x4
24
+ 33554432
x5
120
+ . . .
=
∞∑
n=0
2(n
2) x
n
n!
.
Espe`ces d’endofonctions. On de´finit l’espe`ce S des permutations, en posant
S[A] := {τ | τ : A ∼−→A}.
Le transport de structures, correspondant a` une bijection σ : A → B, se de´finit en posant
Sσ(τ) := σ τ σ−1, pour τ dans S[A]. Autrement dit, le transport de la permutation τ : A→ A
le long de σ : A→ B donne une permutation θ := Sσ(τ) de B :
θ(σ(a)) = σ(b), ssi τ(a) = b.
Plus ge´ne´ralement, pour une endofonction f : A→ A, on a la conjugaison :
A →A↑
↓
B – – –→B
f
σ−1 σ
σfσ−1
Cette conjugaison par σ donne le transport pour les espe`ces de fonctions suivantes :
• l’espe`ce C des cycles (ou des permutations cycliques), de´finie comme
C[A] := {σ | σ : A ∼−→A, σ cyclique}.
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• l’espe`ce Inv des involutions, de´finie comme
Inv[A] := {σ | σ : A ∼−→A, σ2 = IdA}.
• l’espe`ce Der des de´rangements
Der[A] := {σ | σ : A ∼−→A, (∀a) σ(a) 6= a},
• l’espe`ce End des endofonctions
End[A] := {f | f : A→ A}.
Puisqu’il y a n! structures d’espe`ce S sur un ensemble a` n e´le´ments, on a la se´rie
S(x) = 1 + x+ 2
x2
2
+ 6
x3
6
+ 24
x4
24
+ . . . + n!
xn
n!
+ . . .
=
1
1− x.
Il y a (n− 1)! permutations cycliques sur un ensemble a` n e´le´ments. On a donc
C(x) = 0 + x+ 1 x
2
2
+ 2
x3
6
+ 6
x4
24
+ . . . + (n− 1)! x
n
n!
+ . . .
= log
1
1− x.
On montrera plus loin que le se´rie ge´ne´ratrice de l’espe`ce des involutions est
Inv(x) = 1 + x+ 2
x2
2
+ 4
x3
6
+ 10
x4
24
+ 26
x5
120
+ . . .
= exp(x+ x2/2),
et que celle des de´rangements est
Der(x) = 1 + 0x+
x2
2
+ 2
x3
6
+ 9
x4
24
+ 44
x5
120
+ . . .
=
exp(−x)
1− x .
Comme il y a nn endofonctions sur un ensemble a` n e´le´ments, on a
End(x) = 1 + x+ 4
x2
2
+ 27
x3
6
+ 256
x4
24
+ 3125
x5
120
+ . . .
=
∞∑
n=0
nn
xn
n!
,
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L’espe`ce des listes. On de´finit encore l’espe`ce L des listes (ou ordres line´aires) :
L[A] := {` | ` : [n] ∼−→ A}.
Autrement dit, une liste des e´le´ments de A s’identifie a` une fonction
` = {(1, x1), (2, x2), (3, x3), . . . (n, xn)}.
On peut alors de´finir le transport de structures le long de σ tout simplement comme
Lσ(`) := σ ◦ `.
Puisqu’il y a n! structures d’espe`ce L sur un ensemble a` n e´le´ments, on a la se´rie
L(x) = 1 + x+ 2
x2
2
+ 6
x3
6
+ 24
x4
24
+ . . . + n!
xn
n!
+ . . .
=
1
1− x.
L’espe`ce des partitions. Rappelons qu’une partition d’un ensemble A est un ensemble P
de parties non vides de A, deux-a`-deux disjointes, dont la re´union est A. On a l’espe`ce Part
des partitions en prenant
Part[A] := {P | P est une partition de A},
et en conside´rant de pair le transport de structures de´fini par
Partσ(P ) := {σ(B) | B ∈ P}
pour P dans Part[A]. Comme on va le voir plus loin, l’espe`ce des partitions joue un roˆle
crucial dans la de´finition de l’ope´ration de substitution d’espe`ces. On a la se´rie (voir plus
loin pour la justification)
Part(x) = 1 + x+ 2
x2
2
+ 5
x3
6
+ 15
x4
24
+ 52
x5
120
+ . . .
= exp(exp(x)− 1),
dont les coefficients sont les nombres de Bell.
Espe`ces auxiliaires simples. Voici quelques autres exemples, parfois presque trop simples,
qui seront utiles pour la suite. Dans chaque cas on de´crit l’effet de l’espe`ce sur un ensemble
A, et le transport pour σ : A
∼−→B. Cependant, lorsque le transport de structures est assez
e´vident, il n’est pas ne´cessairement de´crit explicitement.
(1) O[A] = ∅, c’est l’espe`ce dite vide. Le transport de structure est l’unique bijection
de l’ensemble vide vers l’ensemble vide. Comme il n’y a aucune structures d’espe`ce
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O sur un ensemble de cardinal n, la se´rie ge´ne´ratrice associe´e est
O(x) = 0 + 0x+ 0
x2
2
+ 0
x3
6
+ 0
x4
24
+ 0
x5
120
+ . . .
= 0.
(2) E[A] = {A}, c’est l’espe`ce des ensembles (avec une seule structure 2 sur tout
ensemble fini). On pose Eσ(A) := B. Il y a exactement une structure d’espe`ce E sur
chaque ensemble de cardinal n, on a donc
E(x) = 1 + x+
x2
2
+
x3
6
+
x4
24
+ . . . +
xn
n!
+ . . .
= exp(x).
(3) 1[A] =
{
{A} si |A| = 0,
∅ sinon.
C’est l’espe`ce caracte´ristique de l’ensemble vide. Le seul ensemble qui admet
une structure d’espe`ce 1 est l’ensemble vide, on a donc
1(x) = 1 + 0x+ 0
x2
2
+ 0
x3
6
+ 0
x4
24
+ 0
x5
120
+ . . .
= 1.
(4) X[A] =
{
{A} si |A| = 1,
∅ sinon.
C’est l’espe`ce caracte´ristique des singletons. Les seuls ensembles qui admettent
des structures d’espe`ce X sont les singletons, et il y a alors une seule telle structure.
On a donc
X(x) = 0 + x+ 0
x2
2
+ 0
x3
6
+ 0
x4
24
+ 0
x5
120
+ . . .
= x.
(5) Pour toute espe`ce F , on peut conside´rer l’espe`ce F+ qui est sa restriction aux
ensembles non-vides :
F+[A] =
{
F [A] si |A| 6= 0,
∅ sinon.
2. Attention ici a` la diffe´rence entre l’ensemble A, qui peut contenir plusieurs e´le´ments, et l’ensemble {A}
qui ne contient qu’un seul e´le´ment, a` savoir l’ensemble A.
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5. Isomorphisme/e´galite´ d’espe`ces.
L’isomorphisme d’espe`ces est la formulation pre´cise de la notion de  bijection naturelle entre
structures combinatoires. Informellement, une bijection est dite naturelle si sa description ne
de´pend pas de proprie´te´s particulie`res des e´le´ments (grandeur, valeur, ...) qui interviennent
dans les structures mises en bijection. Le crite`re technique plus explicite consiste a` demander
que la bijection soit  compatible  avec les transports de structures. Le lecteur inte´resse´
pourra consulter la monographie [2] pour une pre´sentation plus de´taille´e.
Cependant, la notion d’isomorphisme est essentielle pour les de´veloppements les plus signifi-
catifs de la the´orie des espe`ces, par exemple pour l’e´nume´ration de structures non e´tiquette´es,
ou encore pour e´tablir un lien clair avec la the´orie de la repre´sentation de groupes des permu-
tations. En fait, c’est cet aspect de la the´orie qui la rend vraiment originale par rapport au
autres the´ories qui ont e´te´ propose´es pour rendre compte de l’approche par se´ries ge´ne´ratrices
a` la combinatoire e´nume´rative.
Il est souvent agre´able d’e´crire F = G, pour signifier qu’il existe un isomorphisme entre les
espe`ces F et G sans avoir ne´cessairement a` spe´cifier lequel. Cela est certainement un abus
de langage, mais le contexte rend toujours justice aux exigences de rigueur. Du point de vue
tout-a`-fait pratique, on e´tablit qu’il y a e´galite´ entre deux espe`ces en de´crivant comment
transformer les structures de la premie`re espe`ce en structures de la seconde, d’une fac¸on
clairement inversible. Tre`s souvent cette transformation est facile a` comprendre en l’illustrant
judicieusement par un exemple assez ge´ne´rique.
6. Somme et produit.
Nous allons maintenant de´velopper l’un des aspects les plus inte´ressant de la the´orie des
espe`ces :  l’alge`bre des espe`ces . Plus pre´cise´ment, nous allons introduire des ope´rations
entre espe`ces qui permettent de manipuler, de construire et de de´composer les espe`ces. Nous
allons constater que plusieurs arguments combinatoires se formulent agre´ablement en terme
de ces ope´rations.
On a d’abord la somme d’espe`ces :
(F +G)[A] := F [A] +G[A], (somme disjointe)
Autrement dit, une structure d’espe`ce F + G sur A est soit une structure d’espe`ce F , soit
une structure d’espe`ce G. Pour σ : A
∼−→B, on pose
(F +G)σ(t) :=
{
F σ(t) si t ∈ F [A],
Gσ(t) si t ∈ G[A].
On ve´rifie facilement que la somme d’espe`ce est associative et commutative (a` isomorphisme
d’espe`ce pre`s), et que l’espe`ce O agit comme e´le´ment neutre.
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Plus inte´ressant encore est le produit, F · G, d’espe`ces qui est de´fini sur un ensemble A
comme
(F ·G)[A] :=
∑
A=B+C
F [B]×G[C],
ou` la sommation correspond a` l’union disjointe. Le transport de structures d’espe`ce F ·G se
de´finit en posant
(F ·G)σ(f, g) = (F σ(f), Gσ(g)).
Nous allons voir des exemples un peu plus loin.
7. Dessins de structures ge´ne´riques.
Pour ne pas tomber dans un exce`s de formalisme risquant d’obscurcir inutilement les rai-
sonnements, il est agre´able et efficace de de´crire les constructions en terme de dessins qui
pre´sentent un exemple typique de structure de l’espe`ce conside´re´e. C’est d’ailleurs ce que
nous avons fait pour l’espe`ce des graphes oriente´s (Gro).
Il est inte´ressant d’e´tendre cette habitude aux nouvelles espe`ces introduites par des ope´rations
combinatoires. Pour syste´matiser un peu cette fac¸on de faire, et afin de de´crire diverses
ope´rations et manipulations ge´ne´rales sur les espe`ces de fac¸on plus conviviale, on adopte
souvent une pre´sentation  par le dessin  des structures  ge´ne´riques  d’espe`ces abstraites
F , G, etc.
Le premier dessin de la Figure 3 repre´sente un e´le´ment typique de l’ensemble F [A]. Ici les
divers e´le´ments de A apparaissent comme des tiges auxquelles sont rattache´es des points
rouges. L’arc de cercle (avec son indice F ) symbolise abstraitement le fait qu’on a une cer-
taine structure d’espe`ce F sur ces e´le´ments. Une autre possibilite´ de repre´sentation consiste
simplement a` superposer le symbole F sur l’ensemble sous-jacent, tel qu’illustre´ aussi a` la
figure 3.
F
F
Figure 3. Repre´sentations possibles de structure ge´ne´rique d’espe`ce F .
On peut alors reformuler, en ces termes plus image´s, la de´finition d’addition d’espe`ces, comme
on l’a fait a` la figure 4. De meˆme, on peut reformuler de fac¸on image´e la de´finition de produit
d’espe`ces F ·G, soit par la figure 5, soit par la figure 6. La seconde pre´sentation a l’avantage
de mieux mettre en e´vidence qu’on doit conside´rer tous les de´coupages (A = B + C) de
l’ensemble A, sans avoir a`  de´placer  les e´le´ments de A.
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F +G
=
F
ou
G
Figure 4. Une structure d’espe`ce F +G.
F ·G = F G
Figure 5. Une premie`re fac¸on de pre´senter une structure d’espe`ce F ·G.
F ·G
=
F G
Figure 6. Une seconde fac¸on de pre´senter une structure d’espe`ce F ·G.
Il y a de nombreux avantages a` pre´senter les choses de ce point de vue plus image´. En un
certain sens, cela est tout aussi rigoureux si on envisage cette utilisation de figures comme
un nouveau genre de formalisme bi-dimensionnel. En cas de doute, il est toujours possible
de revenir a` une description rigoureusement ensembliste par une traduction presque directe.
8. Passage aux se´ries.
Observons qu’on a imme´diatement F (x) = G(x), si F et G sont des espe`ces isomorphes.
Nous allons maintenant expliquer  pourquoi  la me´thode des se´ries ge´ne´ratrices est si
puissante. En fait, en plus d’eˆtre compatible avec la notion d’e´galite´ (isomorphisme), une
des caracte´ristiques du passage a` la se´rie ge´ne´ratrice est d’eˆtre compatible avec les ope´rations
entre espe`ces. Plus pre´cise´ment,
The´ore`me 8.1. Pour toutes espe`ces F et G, on a
(F +G)(x) = F (x) +G(x),
(F ·G)(x) = F (x)G(x),
La de´monstration de ces e´galite´s est directe (modulo les de´finitions).
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9. Exemples de calcul de se´ries.
Un exemple inte´ressant concerne l’espe`ce Der des de´rangements. Toute permutation σ de
A se de´compose (voir la Figure 7) en :
i) l’ensemble, disons B, de ses points fixes, et
ii) un de´rangement de A \B.
=
Figure 7. Une permutation = points fixes et de´rangement.
Ceci se traduit en un isomorphisme d’espe`ces : S = E · Der, qu’on peut lire :
 Une permutation est constitue´e
d’un ensemble de points fixes accompagne´ d’un de´rangement. 
On en de´duit l’identite´ de se´ries S(x) = E(x)Der(x). Comme on connaˆıt les se´ries ge´ne´ratrices
pour les espe`ces S et E, on trouve
Der(x) =
exp(−x)
1− x .
Il en de´coule une de´monstration simple de la formule souvent cite´e
dn = n!
n∑
k=0
(−1)k
k!
,
pour le nombre de de´rangements de n e´le´ments. On peut meˆme de´finir implicitement une
espe`ce comme solution d’une e´quation. Par exemple, l’espe`ceB des arbres binaires (e´tiquete´s)
est l’unique 3 solution de l’e´quation
B = 1 + X ·B2. (2)
Cette e´quation admet la pre´sentation image´e :
3. Il y a un analogue (a` la mode des espe`ces) du the´ore`me des fonctions implicites qui assure l’existence
et l’unicite´ de cette solution.
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B
B B
=
x
Autrement dit,
 Un arbre binaire (non vide) est constitue´ d’une racine a` laquelle sont attache´s deux
arbres binaires, un a` gauche et un a` droite. 
Il de´coule de l’e´quation (2) que
B(x) = 1 + xB(x)2
dont la solution (la seule admettant un de´veloppement en se´ries a` l’origine) est
B(x) =
1−√1− 4x
2x
=
∑
n≥0
n!Cn
xn
n!
. (3)
Il s’ensuit que le nombre d’arbres binaires (e´tiquete´s) sur [n] est n!Cn, ou` Cn est le n
e nombre
de Catalan 1
n+1
(
2n
n
)
.
10. Substitution.
L’ope´ration qui est certainement la plus inte´ressante est celle de substitution. Elle a lieu
entre un espe`ce G telle que 4 G[∅] = ∅, et une espe`ce F quelconque. On pose
(F ◦G)[A] :=
∑
pi∈Part[A]
F [pi]×
∏
B∈pi
G[B], (4)
ou` Part[A] de´signe l’ensemble des partitions de A. On e´crit aussi F (G) pour F ◦G. On peut
repre´senter graphiquement une structure typique d’espe`ce F ◦ G par l’un des dessins de la
Figure 8.
Il est amusant de constater que nos notations ont e´te´ judicieusement choisies pour faire en
sorte que F = F (X). Bien entendu, comme pour les autres ope´rations, on ve´rifie par calcul
direct qu’il y a compatibilite´ de la substitution avec le passage aux se´ries ge´ne´ratrices :
The´ore`me 10.1. Pour tout espe`ce F , et tout espe`ce G telle que G[∅] = ∅, on a
(F ◦G)(x) = F (G(x)). (5)
4. Nous allons voir plus loin pourquoi cette condition est ne´cessaire lorsqu’on veut de´finir la substitution
en toute ge´ne´ralite´.
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F ◦G = F G
G
G
G
G
F ◦G
= =
F G
G
G
F
G
G
G
Figure 8. Diverses repre´sentations de la substitution.
Ainsi si
F (x) =
∞∑
n=0
fn
xn
n!
, et G(x) =
∞∑
k=1
gk
xk
k!
alors
F (G(x)) =
∞∑
n=0
fn
G(x)n
n!
.
=
∞∑
n=0
fn
n!
( ∞∑
k=1
gk
xk
k!
)n
= f0 + f1g1 x+ (f2g
2
1 + f1g2)
x2
2!
+ (f3g
3
1 + 3 f2g1g2 + f1g3)
x3
3!
+(f4g
4
1 + 6 f3g
2
1g2 + 4 f2g1g3 + 3 f2g2
2 + f1g4)
x4
4!
+ . . .
On interpre`te combinatoirement le terme 6 f3 g
2
1 g2, apparaissant dans le coefficient de x
4/4!
du de´veloppement de F (G(x)), de la fac¸on suivante. Parmi les 15 partitions d’un ensemble
a` 4 e´le´ments (ici {a, b, c, d}), il y en a 6 avec deux parties a` 1 e´le´ment, et une a` 2 e´le´ments :
{{a}, {b}, {c, d}}, {{a}, {c}, {b, d}}, {{a}, {d}, {b, c}},
{{b}, {c}, {a, d}}, {{b}, {d}, {a, c}}, {{c}, {d}, {a, b}}
Le nombre de structures d’espe`ce (F ◦ G) pour chacune de ces partitions est f3 g21 g2. On
choisit, en effet, une structure d’espe`ce G sur chacune des parties ce qui peut se faire de
g21 g2 fac¸ons. Puis on choisit une structure d’espe`ce F sur l’ensemble a` 3 e´le´ments dont les
e´le´ments sont ces parties, ce qui peut se faire de f3 fac¸ons.
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Exemples de substitutions. Puisqu’une partition est un  ensemble d’ensembles non-
vides , on peut de´crire l’espe`ce des partitions par l’e´galite´
Part = (E ◦ E+)
ou` E+ de´signe l’espe`ce des ensembles non vides. On obtient alors
Part(x) = exp(exp(x)− 1)
= 1 + x+ 2
x2
2!
+ 5
x3
3!
+ 15
x4
4!
+ 52
x5
5!
+ 203
x6
6!
+ 877
x7
7!
+ 4140
x8
8!
+ . . .
Les 5 structures d’espe`ce Part sur l’ensemble {a, b, c} sont :
{{a, b, c}}, {{a, b}, {c}}, {{a, c}, {b}}, {{a}, {b, c}}, {{a}, {b}, {c}}
La Figure 9 montre  comment  l’espe`ce des permutations est e´gale a` l’espe`ce des en-
sembles de cycles (E ◦ C) ou` C est l’espe`ce des cycles (permutations circulaires). On
Figure 9. Une permutation est un ensemble de cycles.
a donc
eC(x) = S(x),
d’ou`
C(x) = log 1
1− x,
comme on l’a de´ja` annonce´. Ce re´sultat est consistant avec le fait que |C[n]| = (n − 1)!,
n ≥ 1, puisqu’on a l’e´galite´
− log(1− x) =
∞∑
n≥1
xn
n
.
11. L’espe`ce des arborescences.
On peut de´finir l’espe`ce A, des arborescences, comme solution de l’e´quation fonctionnelle
A = X · (E ◦A). (6)
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Ceci correspond a` de´crire re´cursivement une arborescence comme e´tant constitue´e d’une
racine (un point de A) a` laquelle sont attache´es des branches (qui sont chacune des arbo-
rescences sur des sous-ensembles) comme l’illustre la Figure 10. On a donc A(x) = x eA(x).
=
Figure 10. Une arborescence  est  un ensemble d’arborescences attache´es
a` une racine.
L’espe`ce des arborescence intervient aussi dans la description de l’espe`ce des endofonctions.
En effet, la de´composition de la Figure 11 correspond a` l’isomorphisme d’espe`ce End = S(A).
En passant aux se´ries, on trouve ce qui donne
End(x) =
1
1−A(x) . (7)
Nous allons voir que cette identite´ permet de calculer le nombre d’arborescences a` n noeuds.
Introduisons d’abord deux autres ope´rations de base sur les espe`ces.
=
Figure 11. La de´composition d’une endofonction
12. De´rive´e et pointage.
Les dernie`res ope´rations que l’on conside`re ici sont la de´rive´e et le pointage d’une espe`ce.
Bien entendu, il y aura encore une fois compatibilite´ avec le passage aux se´ries. Pour une
espe`ce quelconque F , les structures d’espe`ce F ′ sur un ensemble fini A sont simplement les
structures d’espe`ces F sur l’ensemble A+{∗}. Une structure typique d’espe`ce F ′ peut donc se
repre´senter a` la Figure 12. On illustre a` la Figure 13 comment la de´rive´e de l’espe`ce des cycles
peut s’identifier a` l’espe`ce des ordre line´aires. En formule, C ′ = L, ce qui est exactement ce
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F F=
Figure 12. Une structure typique d’espe`ce F ′.
a
cb b
a
c
=
d dee
Figure 13. La de´rive´e de l’espe`ce des cycles.
qu’on constate en passant aux se´ries ge´ne´ratrices correspondantes :
d
dx
log
1
1− x =
1
1− x.
Le pointage d’une espe`ce est de´fini via la de´rive´e et la multiplication par X, de la fac¸on
suivante. L’espe`ce F
•
des F structures pointe´es est F
•
:= X · F ′. Autrement dit, une F •-
structure sur A est la donne´e d’une F -structure sur A avec en plus le choix d’un point de
A. Cette donne´e s’identifie au choix de a dans A avec une F ′-structure sur A \ {a} (voir la
Figure 14). La justification de cette terminologie peut se voir par la Figure 14. La Figure 15
F
=
F F
=
Figure 14. Une structure typique d’espe`ce F
•
.
montre qu’une arborescences est un arbre 5 pointe´. On a donc
Arb
•
= X ·A′, (8)
si Arb de´signe l’espe`ce des arbres. Comme en ge´ne´ral, pour F (x) =
∑∞
n=0 fn x
n/n!, on a
F
•
(x) =
∞∑
n=1
n fn
xn
n!
,
5. Graphe simple connexe sans cycle.
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Figure 15. Une arborescence  est  un arbre pointe´.
il de´coule de (8) que le nombre d’arbres a` n noeuds est an/n (avec n ≥ 1), ou` an de´signe le
nombre d’arborescences a` n noeuds. Nous allons maintenant calculer an.
13. Verte´bre´s.
Notre e´nume´ration des arborescence passe par un argument e´le´gant 6, faisant appel a` l’espe`ce
des  verte´bre´s . Un verte´bre´ est une arborescence pointe´e, c’est-a`-dire que l’espe`ce V des
verte´bre´s est : V := A
•
. On dit de la racine de l’arborescence que c’est la teˆte du verte´bre´.
La queue est le noeud pointe´ dans l’arborescence. Il est tout-a`-fait possible que ces deux
sommets soient confondus. L’unique chemin qui joint la teˆte a` la queue est la colonne
verte´brale du verte´bre´. Bien entendu, on dit des noeuds qui se trouvent sur cette colonne
verte´brale, que ce sont les verte`bres du verte´bre´. (voir Figure 16).
Teˆte Queue
Figure 16. Un verte´bre´.
De´notons νn, le nombre de verte´bre´s sur un ensemble de cardinal n. Il est clair que νn =
n |A[n]|, puisqu’il y a n choix possibles pour la queue. Calculons maintenant νn d’une autre
fac¸on. On oriente la colonne verte´brale de la teˆte vers la queue. Puisque a` chaque verte`bre
est attache´e une arborescence, on obtient ainsi une liste non-vide d’arborescences disjointes,
comme il est illustre´ a` la Figure 17).
6. Due a` Andre´ Joyal.
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Teˆte
Queue
Figure 17. Un verte´bre´ transforme´ en liste d’arborescences.
On met ainsi en e´vidence l’isomorphisme d’espe`ces V = L+(A), de fac¸on image´e. En passant
aux se´ries ge´ne´ratrices associe´es, on trouve
V(x) =
A(x)
1−A(x) .
Observons en passant que cette identite´ se de´duit aussi directement de (6) par de´rivation.
D’autre part, il de´coule directement de (7) qu’on a aussi
End+(x) =
A(x)
1−A(x) = V(x).
On en de´duit donc que le nombre de verte´bre´s a` n sommets est e´gal au nombre d’endofonc-
tions sur un ensemble a` n e´le´ments, i.e. : νn = n
n. Finalement on a
Proposition 13.1 (Cayley 1889). Le nombre d’arborescences a` n noeud est nn−1.
14. Extensions et variantes
Il est certain qu’il nous resterait a` discuter bien d’autres aspects de la the´orie des espe`ces.
Nous n’avons qu’effleure´ la the´orie des espe`ces et de´crit ses premie`res applications combina-
toires. La the´orie va beaucoup plus loin, et est toujours en de´veloppement. Pour en savoir
plus, on peut consulter les articles originaux d’Andre´ Joyal [5, 6], ainsi que la monographie [2]
qui pre´sente l’essentiel des de´veloppements jusqu’en 1998. Cependant, pour donner une ide´e
du spectre des notions combinatoires couvertes, on pre´sente ci-dessous un rapide survol de
certains de ces de´veloppements.
Une partie un peu plus technique du de´veloppement de la the´orie des espe`ces, qui met
ve´ritablement en lumie`re ses avantages par rapport aux autres approches propose´es, permet
d’inte´grer la the´orie de Po´lya (voir [8]) concernant l’e´nume´ration de structures a` isomor-
phismes pre`s (aussi conside´re´es comme structures sur des objets non-e´tiquete´s). Cette partie
de la the´orie des espe`ces se relie naturellement a` la the´orie de la repre´sentation des groupes
de permutations, et la the´orie des fonctions syme´triques (voir [1]).
Plusieurs variantes de la the´orie des espe`ces sont possibles, et meˆme ne´cessaires. On a des
espe`ces a` plusieurs  variables  (ou sortes), des espe`ces de structures avec des  poids , etc.
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Il faut aussi parfois adapter la the´orie a` certains contextes particuliers. Il est par exemple
courant de travailler avec des ensembles qui viennent munis de fac¸on explicite, ou impli-
cite, d’un ordre sur les e´le´ments. On peut vouloir conside´rer dans ces cas une the´orie des
espe`ces pour laquelle les structures s’e´laborent sur des ensembles avec un ordre spe´cifie´.
Cette variante s’e´labore facilement en imitant la the´orie pre´sente´e dans ce texte, en tenant
compte syste´matiquement de l’ordre donne´ sur les ensembles manipule´s. Cela rend possible
certaines constructions bien connues de la combinatoire classique, et facilite l’obtention des
re´sultats d’e´nume´ration simples associe´s. On y perd cependant le lien avec la the´orie de la
repre´sentation.
En fait, la variante de la the´orie des espe`ces avec laquelle on choisit de travailler de´pend du
type ge´ne´ral des proble`mes combinatoires conside´re´s, tout comme l’espace de fonction dans
lequel on travaille de´pend du contexte conside´re´, qu’il soit alge´brique, diffe´rentiel, analytique,
etc.
La the´orie des espe`ces trouve des applications non seulement en combinatoire et dans nom-
breux autres domaines des mathe´matiques (alge`bre, the´orie de la repre´sentation, ge´ome´trie
alge´brique, etc.), mais aussi en physique [4, 9] et en informatique the´orique [3]. La the´orie a
aussi e´te´ inte´gre´e a` certains environnements de calcul formels comme SAGE et Haskell.
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