Abstract: In this paper we define and study the (k, m)-Catalan number C k,m (n) = 1 mn+1 (mn+1)k n , which is a generalization of the Catalan number C(n) = 1 n+1 2n n , and give two combinatorial interpretations for this number: (k, m)-ary trees with n crucial vertices and (mn + 1)× k "parking tables". Using these interpretations we give recurrence formulas for C k,m (n) which can be applied to prove formulae for the hook length polynomials for m-ary trees and plane forests.
Introduction
The Catalan number C(n) = 1 n + 1 2n n (1.1) has been well studied, and there are many combinatorial interpretations of it (see [12, Ex. 6 .19], as well as [13] ). One of the most well known is in terms of binary trees. In this paper we will give generalizations of both the Catalan number and binary trees.
Let us first review some terminology related to trees. A tree is an acyclic connected graph, and a forest is a graph such that every connected component is a tree. In this paper we will assume all the trees are unlabelled plane trees, i.e., rooted trees whose vertices are considered as indistinguishable, but the subtrees at any vertex are linearly ordered. For each vertex of a tree, we say that it is of degree m if it has m children, and call vertices of degree 0 leaves. The vertices that are not leaves are called the internal vertices. For any tree T , we use I(T ) to denote the set of internal vertices of T .
A complete binary tree is a tree each of whose internal vertices has degree 2, and a complete m-ary tree is a tree each of whose internal vertices has degree m. Since all of our trees will be complete, we will frequently just say m-ary tree or binary tree. One can find more references about binary trees in [12] . We will use T m (n) to denote the set of all m-ary trees with n internal vertices. An m-ary tree with 0 internal vertices is defined to be a single vertex.
It is known [4, 6, 7] that the cardinality of T m (n) is C m (n) = 1 n mn n − 1 = 1 mn + 1
This is considered as a generalized Catalan number [5, 14] , since when m = 2 we will have C 2 (n) = C(n), which coincides with the fact that binary trees with n internal vertices are counted by the Catalan number [12, Ex. 6 
.19(d)]).
We will now give a further generalization of C m (n), the (k, m)-Catalan number, which is defined as C k,m (n) = 1 mn + 1 (mn + 1)k n .
( 1.3)
It is easy to see that C 1,2 (n) = C(n), C 2,1 (n) = C(n + 1), (1.4) C 1,m (n) = C m (n), C k,1 (n) = C k (n + 1).
(1.5)
We will next introduce two combinatorial interpretations of the (k, m)-Catalan numbers: (k, m)-ary trees and (k, m)-parking tables. Let T be a tree with root r. For each vertex v of T , we say that v is on level j if the unique path from v to r is of length j, and the root is said to be on the level 0. We define (k, m)-ary trees as follows. Definition 1.1 For k, m ≥ 1 and n ≥ 0, a (k, m)-ary tree of order n is a tree which satisfies the following:
1. All the vertices on even levels have degree k.
All the vertices on odd levels have degree m or 0, and there are exactly n vertices of degree
m.
We will use T k,m (n) to denote the set of (k, m)-ary trees of order n. It is easy to check that there are a total of (mn + 1)(k + 1) vertices for each tree T ∈ T k,m (n), with mn + 1 vertices on even levels (which are all internal vertices), and (mn + 1)k vertices on odd levels (in which there are n internal vertices and (mn + 1)k − n leaves). We will call the internal vertices on odd levels crucial vertices. Note that a (k, m)-ary tree of order 0 (with 0 crucial vertices) is a k-ary tree with only one internal vertex (which is the root).
2. For each 1 ≤ i ≤ n, the number of marked squares in the first (i − 1)m + 1 rows of P is not less than i.
We will use P k,m (n) to denote the set of (k, m)-parking tables of order n.
As an example, the tree in Figure 1 is a (3, 2)-ary tree of order 3, and the For a (k, m)-ary tree of order n, if k or m equals 1, we can simply contract the redundant edges and get the following results:
which coincides with (1.4) and (1.5).
A (1, 2)-parking table of order n can also be considered as a sequence of n 1's and n −1's such that every partial sum is nonnegative. This is a well known interpretation of the Catalan numbers (see [12, Ex. 6 .19(r)]), hence we have |P 1,2 (n)| = C(n).
For general k, m ≥ 1 we have the following result:
In Section 2 we will give a bijection between T k,m (n) and P k,m (n) and prove the above result.
In Section 3 and Section 4 we will study hook length polynomials for trees. Given an m-ary tree T, for any internal vertex v, the hook length h v of v is defined as one plus the number of internal vertices below v. As an example, Figure 2 shows the five binary trees of three internal vertices, with each internal vertex labelled by its hook length.
The study of the hook length polynomial is motivated by seeking a simple bijective proof of the following identity:
This identity was first derived by Postnikov [8] , who also asked for a combinatorial proof of this identity. Chen and Yang [2] and Seo [9] both give bijective proofs of it. In Section 3 we
Figure 2: Hook lengths for the five binary trees with 3 internal vertices.
prove a formula for the hook length polynomial (3.1) for (m + 1)-ary trees. When m = 1 and we set x = 1, we will get the identity (1.7). Some other nice identities concerning hook lengths for (m + 1)-ary trees are also studied in this section.
We define a plane forest to be a forest of plane trees which are linearly ordered, and use F(n) to denote the set of plane forests with n vertices. Given a plane forest F ∈ F(n), for any vertex v of F , the hook length h v of v is defined as one plus the number of vertices below v. In Section 4 we study the hook length polynomial for plane forests. A recursion formula for C k,2 is also given in Section 4 by providing a bijection between two kinds of (k, 2)-parking tables, which is a generalization of the recurrence formula
(k, m)-parking tables and (k, m)-ary trees
We will consider (k, m)-parking tables first. As mentioned before, the number of (k, m)-parking tables of order n is the (k, m)-Catalan number of order n :
Before proving this theorem, we first give another combinatorial interpretation of C k,m (n) which is more natural.
We use D k,m (n) to denote the set of all (mn + 1) × k tables with n squares marked by crosses. It is clear that
For any table D ∈ D k,m (n), we informally define the "gluing map" τ which maps D to a cylinder that is obtained by "gluing" the top and the bottom of D together. We consider two cylinders obtained this way to be the same if we can get one by rotating another. We also define the "direction" of a cylinder as the direction from top to bottom of the tables from which the cylinder is obtained. We use L k,m (n) to denote the set of all different marked cylinders (so τ is a map from 
(i × number of marked squares in the ith row) mod mn + 1 .
For instance, the index of the (parking) table P in Figure 1 is ι(P ) = ((1 × 2 + 4 × 1) mod 7) = 6.
Suppose there are r rows between the place we cut L to get D 1 and the place we cut to get D 2 (according to the direction of L). Then we have
Since mn + 1 and n are relatively prime and 1 ≤ r ≤ mn, we see ι(
Proof of Theorem 2.3:
We restrict the "gluing map" τ to P k,m (n), which is a subset of D k,m (n). According to Proposition 2.4, it suffices to show that τ :
We imagine L as a cylindrical parking lot which has mn + 1 rows. For any marked square in L, we replace it with m cars, so we have mn cars in total. The rule of parking is that each row can park at most one car, and we can only drive in the "direction" we defined for L. If at the beginning, no two cars are in one row, then we are done. If not, we pick any car which is on a row with other cars and let it drive to the next empty row. We repeatedly do this until each car is parked alone in a row. Since we have mn cars and mn + 1 rows, this process will end and there will be one row left empty.
We claim that the empty row does not depend on the order of cars we pick to park. It is sufficient to show that if in one order we pick car c 2 right after car c 1 , then by switching the order of picking c 1 and c 2 , i.e., pick c 1 right after c 2 but not change the order of picking other cars, the outcome does not change. In the process of the old order, suppose c 1 , c 2 get rows i 1 , i 2 , respectively. After we switch the order, if c 2 passes i 2 before i 1 , then c 2 is still getting row i 2 and c 1 will get i 1 . If c 2 passes i 1 first, then c 2 will get i 1 but c 1 is going to get i 2 because c 1 must pass i 1 and i 2 is the next empty spot. Therefore, switching the order of c 1 and c 2 will not change the outcome. So we conclude that the order of picking cars to park does not affect the outcome.
Given this empty row, we "cut" L such that this empty row becomes the last row of the resulting table P.
By condition 2 of Definition 1.2, P ∈ P k,m (n) if and only if for all 1 ≤ i ≤ n, the number of marked squares in the first (i − 1)m + 1 rows of P is no less than i. However, one can check that satisfying this condition is equivalent to parking all the first mn rows and leaving the last row empty. (This is the reason that we call P a parking table.) Therefore, we proved that the way we cut L into P gives the inverse map of τ. Thus τ is a bijection.
We want to mention that the idea of using cylindrical parking lots is a generalization of Pollak's proof for the number of parking functions (described in [3, p. 13] ). Now we will start building the connection between (k, m)-parking tables and (k, m)-ary trees. We define a map ψ : T k,m (n) → D k,m (n). Given a (k, m)-ary tree T of order n, we start with an empty (mn + 1) × k table. We do a depth first search on the mn + 1 vertices on even levels. For 1 ≤ i ≤ mn + 1, let v i be the ith vertex appearing in the search. Since v i is on an even level, it has k children. We mark the square at the ith row and the jth column in the table if the jth child of v i is an internal vertex (equivalently, a crucial vertex, since it is on an odd level). Therefore we get ψ(T ), an (mn + 1) × k table with n squares marked. As an example, in Figure 1 , applying ψ to the tree T gives us the parking table P.
Proof. Let P be a table in the image of ψ. We consider how we recover a (k, m)-ary tree from it and what kind of property P has to satisfy. We start with drawing a root r with k children. Then we look at the first row of P, which corresponds to the k children of r. Suppose the first row of P has i 1 marked squares, so the i 1 corresponding children of r are crucial vertices. Note that i 1 is not less than 1 unless n = 0, because otherwise there is no way for us to continue drawing our tree to get enough crucial vertices. For each of the i 1 crucial vertices, we draw another m edges connecting to it. This creates i 1 m new vertices on level 2.
Clearly for 1 ≤ i ≤ i 1 , we have the number of marked squares in the first (i − 1)m + 1 rows of P is not less than i. If i 1 = n, then we are done. Otherwise, we claim that the next marked square has to appear before or on the (i 1 m + 1)st row. If not, except the first row, the other i 1 m rows must correspond to the i 1 m new vertices we just drew. But there are no new marked squares, which means that no new crucial vertices appeared. Therefore, we are unable to continue drawing our tree, which contradicts the fact that P is in the image of ψ.
We then look at the next row that has marked squares. Suppose this is the j 1 th row of P , and it has i 2 marked squares. Thus, by the argument we gave above, j 1 ≤ i 1 m + 1. The j 1 th row should correspond to the j 1 th vertex in the tree we have drawn so far according to the depth first search of the even level vertices, and the i 2 marked squares correspond to the crucial vertices right below that vertex. So for each of the i 2 crucial vertices, we draw another m edges connected to it, which creates i 2 m new vertices on an even level.
Similarly as before, for 1 ≤ i ≤ i 1 + i 2 we have that the number of marked squares in the first (i − 1)m + 1 rows of P is not less than i. If i 1 + i 2 = n, then we are done. Otherwise, the next marked square must appear before or on the ((i 1 + i 2 )m + 1)st row.
We can continue to look at the third row that has marked squares and so on until we reach the last row containing marked squares. Therefore, we have given a unique way to recover a (k, m)-ary tree from P . Thus ψ is an injection. Moreover, we have shown that we can recover a (k, m)-ary tree from P if and only if P satisfies the definition of a parking table. Therefore, the image of ψ is P k,m (n).
According to the previous proposition, ψ induces a bijection between T k,m (n) and P k,m (n). By applying Theorem 2.3, we can conclude the following.
Let T ∈ T k,m (n). For each crucial vertex v of T , one can see that the induced subtree of v together with its children and grandchildren is always the same. Hence if we delete the root and contract all the edges right below each crucial vertex, we will get a forest of k ordered km-ary trees such that there are a total of n internal vertices among all the trees (note that a single vertex is considered as a km-ary tree with 0 internal vertices). Moreover, it is easy to check that this operation gives a bijection between T k,m (n) and these forests. Hence we have the following result.
Corollary 2.7 C k,m (n) is the number of forests of k ordered km-ary trees with n internal vertices.
Hook length polynomials for m-ary trees
We define the hook length polynomial for an m-ary tree T as
For n ≥ 1, the nth hook length polynomial of m-ary trees is then defined as
and by convention, we define H 0,m (x) = 1.
The main result of this section is the following identity for the hook length polynomial of (m + 1)-ary trees:
For the example in Figure 2 , we have
which coincides with equation (3.1).
We will prove Theorem 3.8 by showing that both sides of (3.1) satisfy the same recurrence.
Proof. For the sake of convenience, we set
For any T ∈ T m+1 (n), if r is the root of T, then h r = n, so h r (x) = (mn+1)x+1−n (m+1)n . Let T 1 , T 2 , . . . , T m+1 be the (m + 1)-ary trees obtained by deleting r from T , so the total number of internal vertices in T 1 , T 2 , . . . , T m+1 is n − 1, and
Suppose T j has i j internal vertices for 1 ≤ j ≤ m + 1, by summing over all T ∈ T m+1 (n) we get the desired result.
Lemma 3.10
Proof. Let T be a tree in T k,m (n) with one crucial vertex v circled; clearly there are nC k,m (n) such trees. If we delete the m edges right below v, we will get a forest of m ordered (k, m)-ary trees T 1 , T 2 , . . . , T m together with a (k, m)-ary tree T m+1 which has a leaf circled. Suppose T j has i j crucial vertices for all 1 ≤ j ≤ m + 1, so i 1 + i 2 + · · · + i m+1 = n − 1. It is easy to see that such a split operation is a bijection between trees in T k,m (n) with one circled crucial vertex and the set of (m + 1)-tuples (T 1 , T 2 , . . . , T m ; T m+1 ) such that T 1 , T 2 , . . . , T m are linearly ordered and T m+1 has a circled leaf (see Figure 3 ).
On the other hand, let (T ′ 1 , T ′ 2 , . . . , T ′ m , T ′ m+1 ) be any set of m + 1 ordered (k, m)-ary trees with a total of n − 1 crucial vertices such that there is one tree in it which has a circled leaf. We can always put the tree which has a circled leaf as the last one to form an (m + 1)-tuple (T 1 , T 2 , . . . , T m ; T m+1 ), so we have
Recall that a (k, m)-ary tree with i j crucial vertices has (mi j + 1)k − i j leaves, so there are in total 
Proof of Theorem 3.8: For any positive integer k, we have
According to Lemma 3.9 and Lemma 3.10, H n,m+1 (k) and C k,m (n) have the same recurrence relation. Therefore for any n ≥ 0, we have
However, since H n,m+1 (x) and 1 mn+1 (mn+1)x n are both polynomials of x of degree n, they have to be equal because they agree on infinitely many values.
We define ϕ n , E and R m to be functions that map polynomials of degree at most n to polynomials of degree at most n, given by
for any polynomial f (x). By applying the above functions to both sides of (3.1), we will get the following identity.
Corollary 3.11
Proof. The above identity can be obtained by applying E −(m−1) • ϕ n • E −1 • ϕ n • R m to both sides of (3.1).
We want to remark here that a simpler version of the case m = 1 of equation (3.4) was first conjectured by A. Lascoux through personal discussion. If we take special values 0 or m of x in (3.4), we will get the following identities.
We want to remark here that equation (3.5) is also proved by Stanley in [10, 11] . And for equation (3.6), if we substituting 1 for m in it, we get Postnikov's identity (1.7).
For each T ∈ T m (n), we label all the internal vertices of T with [n] = {1, 2, . . . , n} such that labels along each path from the root go in increasing order, and call such a tree an increasing m-ary tree. It is easy to see (by induction) that the left hand side of (3.5) also counts the number of increasing (m + 1)-ary trees with n internal vertices. Hence we have the following result. 
Corollary 3.13 The number of increasing (m + 1)-ary trees with n internal vertices is

Hook length polynomials for plane forests
Recall that given a plane forest F , for any vertex v of F , the hook length h v of v is defined as one plus the number of vertices below v.
We define the hook length polynomial for a plane forest F as
where V (F ) is the set of vertices of F.
The nth hook length polynomial of plane forests is then defined as
By convention, we define H 0 (x) = 1.
The main result of this section is the following identity for the hook length polynomial of plane forests:
As in the last section, we will prove (4.1) by showing that both sides of it satisfy the same recurrence.
If we replace x by k on the right side of (4.1), we will get
When k = 1, as we mentioned before C 1,2 (n) is just a Catalan number, which satisfies the recurrence relation:
As a generalization of this recurrence relation, we have the following result.
Proposition 4.15
This proposition is apparent when n = 0, so we may assume that n ≥ 1. By Theorem 2.6, the number of (k, 2)-ary trees of order n is C k,2 (n). Thus it is natural to consider a recurrence relation for (k, 2)-ary trees. Given T ∈ T k,2 (n), we do depth first search on even level vertices of T and find the first vertex v such that all the children of v are leaves. Because n ≥ 1, v is not the root of T, so v has a parent, say u, which is a crucial vertex of T. Moreover, since we are doing depth first search, v must be the left child of u. Let vertex w be the right child of u. (Note that T is a (k, 2)-ary tree, so u has two children.) We then divide T into two parts by deleting the edge (u, w). For the part containing vertex u, we add another vertex w ′ as the right child of u and add k new leaves adjacent to w ′ . Then we get another (k, 2)-ary tree, say T 1 . The part with vertex w is still a (k, 2)-ary tree, which we denote by T 2 . Clearly, T 1 and T 2 satisfy:
(1) The total number of crucial vertices of T 1 and T 2 is n.
(2) When we do depth first search on the even level vertices of T 1 , and let v be the first vertex whose children are all leaves, then the vertex right after v in the search must have all children leaves as well.
One can check that for each pair of (k, m)-ary trees (T 1 , T 2 ), if it satisfies the above two conditions, then we can recover T from (T 1 , T 2 ) easily. Therefore, we have the following recurrence relation.
Lemma 4.16
By comparing (4.2) and (4.3), to prove Proposition 4.15, it suffices to prove the following:
However, it is easier to understand condition (2) when we translate T into a parking table in P k,2 (i) by ψ, the bijection between T k,m (n) and P k,m (n) we defined in Section 2. Let P = ψ(T ), it is clear that T satisfies (2) if and only if when we read the rows of P from top to bottom, the row after the first empty row we find is empty too, where "empty" means without marked squares. We define P ′ k,2 (n) to be the set of all such parking tables as follows.
Definition 4.17 Define P ′ k,2 (n) to be the set of all the (k, 2)-parking tables P ′ of order n such that the row after the first empty row of P ′ is empty as well.
Then (4.4) is equivalent to the following result.
Proof.
Given a parking table P ∈ P k,2 (n − 1), there are (2(n − 1) + 1)k − (n − 1) = (2n − 1)k − (n − 1) squares that have not been marked with crosses. We pick one of them and mark a new cross on it. Let j = max{1 ≤ i ≤ n : there are exactly i − 1 marked squares in the first 2i − 2 rows of P }. (Note that i = 1 satisfies this condition, so such a j exists.) Since P is a parking table, the new cross must not be in the first 2j − 2 rows. We cut the first 2j − 2 rows from P and then glue them to the bottom of the other 2(n − j) + 1 rows. We denote this new table as Q. Suppose the first empty row of Q is the lth row. We insert one new empty row right below the lth row and another empty row right below the whole table. We call the resulting table P ′ and claim that P ′ ∈ P ′ k,2 (n). We have added two new rows and marked one more square, so P ′ is a (2n + 1)× k table with n marked squares. In addition, the row after the first empty row of P ′ is empty. Therefore, it is enough to check that P ′ satisfies condition 2 in Definition 1.2. Before checking P ′ , we consider table Q first. The first 2(n − j) + 1 rows of Q are the last 2(n − j) + 1 rows in P. By the definition of j, we have that (a) ∀ 2 ≤ i ≤ n − j + 1, the first 2i − 2 rows of Q have more than i − 1 marked squares, (b) the first 2(n − j) + 1 rows of Q have exactly n − j + 1 marked squares.
Since the (2(n − j) + 2)nd row to the (2n − 1)st row of Q are just the first 2j − 2 rows of P, they must satisfy condition 2 of parking tables:
(c) ∀ 1 ≤ i ≤ j − 1, the number of marked squares in rows from the (2(n − j) + 2)nd to the (2(n − j) + 2i)th of Q is at least i.
Together with (b), we can rephrase (c) as:
(c ′ ) ∀ n − j + 2 ≤ i ≤ n, the first 2i − 2 rows of Q have at least i marked squares.
Therefore, we can put (a) and (c ′ ) together:
∀ 2 ≤ i ≤ n, the first 2i − 2 rows of Q have at least i marked squares.
Another property of Q is that the first row of it is not empty. If 1 ≤ j ≤ n − 1, since P is a parking table, the number of marked squares in the first 2j − 1 rows of P is not less than j. Then by the definition of j, the (2j − 1)st row of P ( which is just the first row of Q) is not empty. If j = n, one can check that we must add the new cross in the last row of P, which is the first row of Q. Hence, the first row of Q is always nonempty. Now it is easy to check that because of the way we obtained P ′ from Q, P ′ must satisfy:
Thus, P ′ ∈ P ′ k,2 (n). Figure 4 gives an example how we transform a parking table P in P k,2 (n − 1) to a parking table P ′ in P ′ k,2 (n), where n = 4, k = 3. Note that in the second table the circled cross is the new cross we added. Figure 4 : An example of the procedure we defined from P k,2 (n − 1) to P ′ k,2 (n), where n = 4, k = 3.
Conversely, given a parking table P ′ ∈ P ′ k,2 (n), suppose the first and second empty rows are the lth and (l + 1)th rows of P ′ . We delete the (l + 1)th row and the last row of P ′ which must be an empty row by the definition of parking tables. We then pick one of the n marked squares and remove the cross from it. We denote the resulting table by Q ′ , where Q ′ is a (2n − 1) × k table with n − 1 marked squares. We claim that (δ) ∀ 1 ≤ i ≤ n, the first 2i − 2 rows of Q ′ have at least i − 1 marked squares.
When i = 1, (δ) holds, so we assume that 2 ≤ i ≤ n. If 2i − 1 ≤ l, then the first 2i − 2 rows have at least 2i − 3 ≥ i − 1 marked squares. Otherwise, we have that 2i − 1 > l. Since P ′ is a parking table, the first 2i − 1 rows of P ′ must have at least i marked squares. And the number of marked squares in the first 2i − 2 rows of Q ′ is either the number of marked squares in the first 2i − 1 rows in P ′ or that number minus 1. Therefore, (δ) holds.
By (δ), ∀ 1 ≤ i ≤ n, the first 2i − 1 rows of Q ′ have at least i − 1 marked squares. Let j ′ = max{1 ≤ i ≤ n : the first 2(n − i) + 1 rows of Q ′ have n − i marked squares}. (Note that i = 1 satisfies this condition, so such a j ′ exists.) Thus, (α) ∀ 1 ≤ i ≤ n − j ′ , the first 2i − 1 rows of Q ′ have at least i marked squares.
(β) The first 2(n − j ′ ) + 1 rows of Q ′ have n − j ′ marked squares.
(γ) ∀ 1 ≤ i ≤ j ′ − 1, the number of marked squares between the (2(n − j ′ ) + 2)th row and the (2(n − j ′ ) + 2i)th row of Q is at least i.
We cut the last 2j − 2 rows from Q ′ , and glue them to the top of the rest of Q ′ . We call the new table P. Together, (α), (β) and (γ) imply that P is a parking table. Thus P ∈ P k,2 (n − 1). Figure 5 gives an example how we transform a parking table P ′ in P ′ k,2 (n) to a parking table P in P k,2 (n − 1), where n = 4, k = 3. Note that the circled cross in the second table is the one we deleted.
An example of the procedure we defined from P k,2 (n − 1) to P ′ k,2 (n), where n = 4, k = 3.
One can check that the two procedures we described give a bijection between P and P ′ if the new cross we added to P is the same as the cross we removed from P ′ , e.g., the examples we gave in Figure 4 and Figure 5 . Thus, we actually gave a bijection between [(2n − 1)k − (n − 1)] × P k,2 (n − 1) and [n] × P ′ k,2 (n). It follows that 
For n ≥ 1, given any plane forest F ∈ F(n), we pick the first plane tree T of F. Suppose T has i vertices, so the rest of the trees in F can be considered as a plane forest with n − i vertices. Let V (T ) be the set of vertices of T and r the root of T , so h r = i. By removing r from T, we get another plane forest which has i − 1 trees. Therefore, According to Proposition 4.15 and Lemma 4.19, C k,2 (n) and H n (k) satisfy the same recurrence relation. Therefore, for any nonnegative integer n, 1 2n + 1 (2n + 1)k n = C k,2 (n) = H n (k), ∀k ∈ N.
Since both 1 2n+1 (2n+1)x n and H n (x) are polynomials of degree n and they agree on infinitely many values of x, we conclude that H n (x) = 1 2n + 1 (2n + 1)x n .
If we apply E • ϕ n • E • ϕ n to both sides of (4.1), we get the following identity. For each F ∈ F(n), we label all the vertices of F with [n] such that labels along each path from a root go in increasing order, and call such a forest an increasing plane forest. Similarly as in last section, we have the following result, which is also proved by Chen in [1] .
Corollary 4.22
The number of increasing plane forests with n vertices is (2n − 1)!!.
