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This thesis is made up of six main chapters and some different appendices. Let us see
briefly their most important results:
In the chapter called introduction, the metodology which is going to be used is des-
cribed, as well as the principal objectives we want to achieve in this thesis.
In chapter 2 we introduce some important concepts which are needed to understand
this thesis. Thus, the Classical Mechanics is described; besides, it comes from the restricted
Relativity Theory. First of all, the Lagrangian and Hamiltonian notation is introduced and
so the Dynamical systems. Secondly, the Langrange and Hamiltonian equations are given.
Thirdly, the canonical transformations and their characteristical functions are studied too.
Later, the Hamilton-Jacobi equations are given and also the Liouville and Liouville-Arnold
theorems. Then the Lie groups, the Lie algebras and the Lie actions are presented. As
they are quite important for us, the simplectic and Poisson manifolds are studied too, as
well as the momentum maps and some reduction theorems, which will allow us to reduce
significantly the problems we will study during this work.
Through chapter 3, the non-canonical Hamiltonian dynamics of a gyrostat in Newto-
nian interaction with n spherical rigid bodies is considered. By using the symmetries of
the system we obtain two reductions. Then, working in the reduced problem, we calculate
the expression for the potential and the equations of motion, a Casimir function of the
system and the equations that determine the relative equilibria. Some global conditions
for the existence of relative equilibria are given. Furthermore, we give the variational
characterization of these equilibria and three invariant manifolds of the problem; being
calculated the equations of motion in these manifolds, which are described by means of
a canonical Hamiltonian system. Lastly, the equations of motion for a planar motion are
described in one of these invariant manifolds.
In chapter 4 we describe the Hamiltonian dynamics, in some invariant manifolds of the
motion of a gyrostat in Newtonian interaction with a spherical rigid body. Considering
a first integrable approximation of this roto-translatory problem, by means of Liouville-
Arnold theorem and some specifics techniques, we obtained a complete topological clas-
sification of the phase flow associated to this system. The action-angle variables regions
are obtained and the Delauny variables too. Thanks to the action-angle variables, we are
able to calculate the modified Keplerian elements of this problem, useful to elaborate a
perturbation theory. And last but not least, for one specific case the orbits are classified.
We must take into account that the results of this work have a direct application to the
study of two body roto-translatory problems, where the rotation of one of them influences
strongly in the orbital motion of the system. In particular, we can apply these results to
binary asteroids.
XVI
In chapter 5 we have considered the Manev systems in a rotating reference frame. We
describe the Hamiltonian dynamics, in the invariant manifolds Eh, Jk and Ihk by means
of Liouville-Arnold theorem and some specific techniques. We also obtain a complete
topological classification of the phase flow associated to this system. Finally, the action-
angle variables are obtained. These variables allow us to calculate the modified Keplerian
elements of this problem useful to elaborate a perturbation theory.
In chapter 6 we consider the Kepler problem with a perturbation; this is an approxi-
mation to the Main Problem of the artificial satellite. We make an analytical, numerical
and topological study of Hamiltonian dynamics for a simplified case where we only con-
sidered the first one and second dominant term of the gravitational potential. Using the
Liouville-Arnold theorem and a particular analysis of the momentum map in its critical
points we obtain a complete topological classification of the different invariant sets of the
phase flow associated to this problem.
Finally, during the appendices we can see the algorithms and calculations which have
been done to obtain the critical points and the relative equilibria, to study the topology
of Ihk and to classify the orbits of one of the main cases.
1Introduccio´n
1.1. Introduccio´n histo´rica y planteamiento del pro-
blema
Uno de los problemas ma´s estudiados de la Meca´nica Celeste en los u´ltimos cincuenta
an˜os es el de movimiento de un sate´lite artificial terrestre. Es bien sabido que, considerado
como un so´lido r´ıgido, su movimiento se descompone en dos, el movimiento orbital de su
centro de masas y el de rotacio´n del sate´lite en torno a dicho punto. En general, dichos
movimientos esta´n relacionados, au´n en el supuesto de despreciar las perturbaciones no
gravitatorias; aunque en la pra´ctica, debido al pequen˜o taman˜o del sate´lite en comparacio´n
con las dimensiones de la o´rbita, se considera nula la influencia del movimiento rotatorio
sobre el orbital, por lo cual en el estudio de su rotacio´n alrededor del centro de masas se
suele suponer conocido el movimiento de este punto. La mayor´ıa de los trabajos publicados
en relacio´n con el problema del sate´lite esta´n en alguna de las dos l´ıneas de estudio
anteriormente citadas (orbital o rotacional), abarcando distintos casos particulares de
sate´lites r´ıgidos y diferentes me´todos de integracio´n, ya sea por las variables utilizadas, la
forma hamiltoniana o no de las ecuaciones del movimiento, el me´todo de perturbaciones
usado, el movimiento adoptado para el centro de masas, etc.
En el caso de sate´lites, Lagrange (1782) encuentra una solucio´n particular al proble-
ma del movimiento de un sate´lite, cuyo centro de masas describe una circunferencia y
para el cual los ejes principales de inercia se hallan orientados segu´n el radio vector, la
tangente y la binormal a esta o´rbita circular; solucio´n que corresponde aproximadamente
al movimiento de la Luna. En rigor, para darse una idea completa del problema hasta
los comienzos del siglo XX, basta seguir la obra de Laplace (1799 a 1825) y la brillante
exposicio´n de Tisserand (1891) en su segundo tomo. Trabajos posteriores importantes
son los de Woolard (1953) y Kinoshita (1977), Kinoshita y Souchay (1990) pues ejercen
decisiva influencia en la confeccio´n actual de las efeme´rides y conducira´n, en los pro´ximos
an˜os a un refinamiento de las fo´rmulas de ca´lculo. Asimismo, en relacio´n a la rotacio´n
terrestre cabe destacar los trabajos de Ferra´ndiz, Getino, Navarro y Escapa (1995, 1997,
2000, 2001, 2002) que estudian la rotacio´n de una tierra ela´stica.
Sen˜alemos, para completar esta resen˜a histo´rico-bibliogra´fica, que, en el planteamiento
general sobre el movimiento conjunto de n so´lidos, destacan los trabajos de Duboshin
(1958, 1963, 1968, 1972), quien probo´ la existencia de las diez integrales cla´sicas. Tambie´n
han aparecido algunos trabajos dedicados a problemas particulares del movimiento de dos
o tres so´lidos, debidos, entre otros, a Duboshin (1974), Kondurar (1964), E.Cid (1982),
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R.Cid y M.E. San Saturio (1981), A. Elipe y S. Ferrer (1985), etc.
Kinoshita (1972) efectu´a la integracio´n del problema de movimiento de dos so´lidos en
interaccio´n newtoniana (uno esfe´rico y otro triaxial), por el me´todo de Hori, considerando
el potencial como una perturbacio´n de la energ´ıa cine´tica. Este mismo problema, para dos
so´lidos sime´tricos, ha sido abordado por Ferra´ndiz (1979), tomando como orden cero la
energ´ıa orbital, como orden uno la energ´ıa cine´tica de rotacio´n de ambos so´lidos y como
orden dos el te´rmino principal del potencial no kepleriano, integrando el problema segu´n
el me´todo de perturbaciones de Deprit.
Ahora bien, el modelo de so´lido r´ıgido para representar a los cuerpos celestes cuando
estudiamos su movimiento implica la ausencia de movimientos internos o relativos, hipo´te-
sis que en algunos casos no es muy adecuada, como probo´ Volterra (1899) en su estudio
de la variacio´n de la latitud sobre la superficie terrestre, explicando las anomal´ıas de la ro-
tacio´n libre terrestre por medio de movimientos internos que no modifican la distribucio´n
de masas.
Siguiendo las investigaciones de Volterra, Rumiantsev (1961, 62) definio´ un giro´stato
como un sistema meca´nico S, compuesto de un so´lido r´ıgido S ′ (tambie´n llamado platafor-
ma) y otros cuerpos S ′′ conectados al primero, estos otros cuerpos son a su vez variables
o r´ıgidos, cuyos movimientos relativos a S ′ no modifican la distribucio´n de masas del
sistema S.
Como queda indicado, en los trabajos antes mencionados, se considera el movimiento
roto-traslatorio de uno o varios so´lidos r´ıgidos, en tanto que nuestra memoria estara´ de-
dicada al estudio del movimiento de so´lidos r´ıgidos o giro´statos indistintamente.
Debemos sen˜alar que, en el problema de movimiento rotatorio de un giro´stato al-
rededor de su centro de masas o cuando dicho punto describe una o´rbita circular, han
sido encontradas algunas soluciones de equilibrio y estudiada su estabilidad en el senti-
do de Lyapunov, en distintos casos particulares. Los trabajos ma´s relevantes se deben a
Rumiansetv (1963, 64,79, 80), Keis (1964), Anchev(1962, 67), Kovalev (1971, 81), Kre-
mentulo (1970), M.R.M. Crespo da Silva (1970), R. Longman y otros (1981), Vigueras
(1983), M. Pascal (1985), M. Pascal y S. Ia. Stepanov (1991).
En la dina´mica hamiltoniana de un giro´stato en el problema restringido plano de tres
cuerpos, podemos citar, entre otros, los trabajos de investigacio´n de C. Hall (1994, 95,
96, 2008), Elipe, Lanchares (1994, 97, 2001, 2008), Cavas & Vigueras (1994), Molina &
Monde´jar (2004), Monde´jar, Vigueras & Ferrer (1999), Wang et al. (1995), Vera & Vigue-
ras (2004, 2005, 2006), Balsas et al. (2008, 2008, 2009). En este estudio sera´ necesario, en
general, utilizar me´todos anal´ıticos, cualitativos y nume´ricos. En relacio´n con el estudio
cualitativo del flujo hamiltoniano que realizaremos en diversos problemas nos sera´ de
gran utilidad el trabajo de Llibre et al (2001).
En los u´ltimos tiempos, numerosos trabajos muestran un gran intere´s sobre las confi-
guraciones de equilibrio relativo y nuevos me´todos han sido propuestos por autores como
Cushmann y Bates, Marsden, Marsden y Ratiu. Al respecto, sobre el estudio de configu-
raciones de equilibrio, as´ı com la estabilidad de los mismos podemos citar los trabajos de
Wang, Krishnaprasad y Maddocks, Maciejewski, Lian y Chen, Monde´jar, Vera y Vigueras.
En referencia al problema de tres so´lidos nos gustar´ıa mencionar que los trabajos de
Vidiakin y Duboshine probaron la existencia de equilibrios tipo Euler y Lagrange cuando
los cuerpos poseen simetr´ıas, Zhuralev y Petruskii hicieron una revisio´n de los resultados
hasta el an˜o 1990.
Por otra parte, Fanny and Badaoui estudiaron los equilibrios relativos en te´rminos
de variables globales en el problema no reducido. En Monde´jar, Vigueras y Ferrer, se
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considera un problema general de tres cuerpos, donde uno de ellos es un giro´stato, traba-
jando en el problema reducido, se proporcionan condiciones necesarias y suficientes sobre
la existencia de ciertos equilibrios relativos del problema. Adema´s, se detalla un estudio
completo de los equilibrios relativos en la dina´mica aproximada de orden cero.
1.2. Objetivos y metodolog´ıa
Consideraremos en nuestro trabajo el movimiento en el problema general de n cuer-
pos, y en particular, estudiamos el caso del problema del sate´lite girosta´tico en inter-
accio´n newtoniana con un so´lido r´ıgido esfe´rico, poniendo de manifiesto la influencia de
los movimientos internos que no modifican la distribucio´n de masas sobre el movimiento
de rotacio´n de la parte r´ıgida del sate´lite. En el estudio cualitativo, se utilizaremos la
formulacio´n hamiltoniana, las variedades invariantes del movimiento y los teoremas de
Liouville-Arnold.
Concretando, los objetivos a alcanzar y pasos a seguir sera´n los siguientes:
1. En primer lugar, se realizara´ un estudio bibliogra´fico del problema de movimiento
rototraslatorio de un sate´lite en atraccio´n newtoniana con uno o varios cuerpos.
2. Se recordara´n brevemente los resultados geome´tricos y topolo´gicos ba´sicos relativos
a la dina´mica del so´lido r´ıgido o giro´stato.
3. Se planteara´ el problema general del movimiento de un giro´stato en atraccio´n new-
toniana con n so´lidos r´ıgidos esfe´ricos o puntos materiales, por medio de una funcio´n
hamiltoniana no cano´nica. Se considera el caso particular en el que n es igual a dos
o tres.
4. Se describira´ su dina´mica hamiltoniana y se estudiara´ el movimiento en las fibras de
momento angular constante de una determinada variedad invariante del movimiento.
5. Para el problema anterior, utilizando el teorema de Liouville-Arnold se investi-
gara´ una clasificacio´n topolo´gica de los conjuntos invariantes del flujo fase en un
caso particular de este problema.
6. Investigaremos la topolog´ıa de las regiones de Hill de diversos problemas pro´ximos
al anteriormente considerado, entre ellos el caso de un un giro´stato en un campo
central newtoniano o un problema de dos cuerpos con potencial tipo Manev.
7. Obtencio´n de las variables accio´n-a´ngulo para algunos de los problemas considera-
dos.
8. Construccio´n y utilizacio´n del software apropiado para el estudio de la dina´mica
hamiltoniana de los problemas anteriormente resen˜ados.
4 Introduccio´n
1.3. Resumen y conclusiones
Los principales resultados obtenidos y expuestos en (Balsas, Jime´nez y Vera (2007)
[7], (2008) [8]; Balsas, Jime´nez, Vera y Vigueras (2009) [9], (2016) [10]; Balsas, Jime´nez,
Guirao y Vera (2009) [12]) as´ı como en esta memoria versan sobre el estudio topolo´gico
de la dina´mica de diferentes sistemas hamiltonianos derivados de problemas de cara´cter
roto-traslatorio.
Durante este u´ltimo siglo varios matema´ticos han utilizado el estudio topolo´gico para
la comprensio´n de la dina´mica de sistemas hamiltonianos, integrables o no. Poincare´ fue el
mentor intelectual de esta idea, que resulto´ ser una especie de nuevo enfoque cualitativo
para estudiar el flujo de un sistema hamiltoniano. Este me´todo de cara´cter topolo´gico
fue utilizado por Birkhoff (1927) [14], en el estudio del problema de tres cuerpos y de
algunos sistemas dina´micos generales, y por Kaplan en el problema de dos cuerpos. Sin
embargo, son de gran intere´s los resultados obtenidos tras la publicacio´n de los art´ıculos
”Topolog´ıa y Meca´nica I y II”de Smale ( (1970) [54], [55]). Estas obras de Smale fueron
seguidas por muchos autores que extend´ıan los resultados de la topolog´ıa al problema de
n cuerpos, para n ≥ 2, es decir, el movimiento de n cuerpos que se mueven en el espacio
bajo la accio´n de sus fuerzas gravitacionales mutuas (ve´ase por ejemplo, los documentos
de Albouy (1993) [3], Cabral (1999) [16], Casasayas (1984) [18], Fomenko (1988) [28],
Llibre (2001) [36].
A continuacio´n haremos un resumen del presente trabajo que consta, con independen-
cia de esta introduccio´n, de cinco cap´ıtulos y cuatro ape´ndices de cara´cter te´cnico, que
describiremos brevemente.
En el cap´ıtulo 2, titulado “Fundamentos meca´nico-geome´tricos de la dina´mica cla´sica”,
se recuerdan brevemente las ecuaciones de movimiento de un sistema dina´mico formado
por N cuerpos materiales, sometidos a ligaduras holo´nomas lisas, que interaccionan segu´n
las leyes de Newton, as´ı como las formas langragiana y hamiltoniana de estas ecuaciones,
las transformaciones cano´nicas, las funciones generatrices y la teor´ıa de Hamilton-Jacobi.
Se continua recordando el teorema de Liouville sobre integrabilidad por cuadraturas de
sistemas hamiltonianos, y el teorema de Louville-Arnold que nos sera´ de gran utilidad
en los cap´ıtulos siguientes para describir la topolog´ıa de los subconjuntos invariantes del
espacio fa´sico de un sistema hamiltoniano integrable. Ma´s adelante, presentaremos algunos
elementos de la moderna meca´nica-geome´trica, destacando los grupos y las a´lgebras de
Lie y las acciones de los grupos de Lie sobre una variedad diferenciable n dimensional M,
que sera´ en unas ocasiones nuestro espacio de configuracio´n y en otras el espacio fa´sico
de los problemas en consideracio´n. Finalmente, debido a la importancia que tienen a la
hora de simplificar algunos de los problemas que consideramos en cap´ıtulos posteriores,
se estudiara´n las variedades simple´cticas y de Poisson, as´ı como las aplicaciones momento
y algunos teoremas de reduccio´n, para sistemas hamiltonianos con simetr´ıa, ya sea sobre
variedades de Poisson o simple´cticas.
El cap´ıtulo 3, titulado “Dina´mica hamiltoniana de un giro´stato en el problema de n
cuerpos”, esta´ dedicado al estudio de la dina´mica hamiltoniana no cano´nica del proble-
ma de n + 1 cuerpos en atraccio´n newtoniana, donde n de ellos son so´lidos r´ıgidos con
distribucio´n esfe´rica de masas (o masas puntuales) y el otro es un giro´stato triaxial cuyo
momento girosta´tico es constante. Tras definir los espacios de configuracio´n y fa´sico re-
lativos al problema, se plantea este en forma hamiltoniana no cano´nica, luego utilizamos
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la reduccio´n del producto semidirecto, por medio de la accio´n del grupo de Lie SE(3),
siguiendo la l´ınea de Vera [59] (2004) y Vera y Vigueras (2006) [62], se procedera´ en dos
pasos, generalizando el trabajo de Monde´jar et al. (2001) [48], en un primer paso se pro-
cedera´ mediante una reduccio´n simple´ctica debido a la accio´n del grupo de translaciones
R3. En una segunda fase, se procedera´ a una reduccio´n de Poisson mediante la accio´n
del grupo de Lie SO(3). Trabajando en el problema reducido calcularemos la expresio´n
del potencial y las ecuaciones del movimiento, as´ı como la funcio´n de Casimir asociada
al sistema y las ecuaciones que determinara´n los equilibrios relativos. Tambie´n se dan
algunas condiciones globales para su existencia, adema´s de la caracterizacio´n variacional
de los mismos y tres variedades invariantes del problema. Posteriormente, sera´n obtenidas
las ecuaciones del movimiento en estas variedades, las cuales sera´n descritas por medio del
sistema del hamiltoniano cano´nico. Finalmente, se escriben las ecuaciones del movimiento
plano de un giro´stato en dichas variedades invariantes.
En el cap´ıtulo 4, titulado “Dina´mica hamiltoniana de un giro´stato en interaccio´n
newtoniana con un so´lido r´ıgido esfe´rico”, se plantea la formulacio´n hamiltoniana no
cano´nica de este problema como caso particular del problema general visto en el cap´ıtulo
anterior, se obtiene una funcio´n de Casimir y su dina´mica aproximada por truncacio´n del
potencial gravitatorio. Luego se trabaja con una aproximacio´n integrable de un problema
de tipo roto-traslatorio del movimiento plano de un giro´stato en interaccio´n newtoniana
con un so´lido r´ıgido esfe´rico o masa puntual. Para ello, haremos el estudio en las fibras de
valor constante del momento angular total (LMC = L) en la variedad invariante MC . Se
describira´ la dina´mica hamiltoniana en dicha variedad de las superficies Eh e Ihk, por medio
del teorema de Liouville-Arnold y otras te´cnicas espec´ıficas. Tambie´n se obtendra´ una
clasificacio´n topolo´gica completa para el flujo fa´sico asociado al sistema. Las variables
accio´n-a´ngulo y la regio´n del espacio fa´sico sera´n obtenidas, as´ı como nuestro hamiltoniano
expresado en dichas variables. De la misma manera, se procedera´ a calcular las variables
de Delaunay y el hamiltoniano correspondiente, u´tiles para poder obtener los elementos
keplerianos modificados que servira´n para la elaboracio´n de una teor´ıa de perturbaciones.
Por u´ltimo, se hara´ un estudio de las o´rbitas para un caso particular y se calculara´n las
ecuaciones planetarias. Los resultados obtenidos, tienen una aplicacio´n directa al estudio
de dos cuerpos de tipo roto-traslatorios, en particular al caso de asteroides binarios, donde
la rotacio´n de uno de ellos influye fuertemente en el movimiento orbital del sistema, el
otro debe ser una masa puntual o un cuerpo esfe´rico y ambos deben estar a una distancia
mucho mayor que sus propias dimensiones. Un ejemplo de este caso es la situacio´n de 45
Eugenia y su luna Petit-Prince (Marchis et al (2004) [42]).
En el cap´ıtulo 5, titulado “Un sistema Manev en referencia rotante”, utilizaremos las
mismas te´cnicas que en los precedentes para estudiar el problema de Manev en un sistema
de referencia rotante, que es una generalizacio´n del trabajo de Llibre (2001) [36]. A trave´s
de diferentes te´cnicas y del teorema de Liouville-Arnold, podremos realizar el estudio
cualitativo del sistema hamiltoniano en cuestio´n. Gracias al ca´lculo de los puntos cr´ıticos
del potencial ampliado, definiremos y calcularemos las regiones de Hill y su topolog´ıa.
Tras definir lo que llamaremos superficie de energ´ıa, se hara´ la clasificacio´n topolo´gica de
los subconjuntos invariantes Eh e Ihk. Finalmente, tanto las variables accio´n-a´ngulo como
el hamiltoniano expresado en dichas variables sera´n obtenidos. Estas nuevas variables nos
permitira´n calcular los elementos de Kepler del problema, u´tiles para elaborar una teor´ıa
de perturbaciones.
6 Introduccio´n
En el cap´ıtulo 6, titulado “Una aproximacio´n al Main Problem del sate´lite artificial”,
se considerara´ el problema principal del sate´lite artificial (ASP) en dimensio´n 2, que como
sabemos es integrable. El objetivo de este cap´ıtulo sera´ usar las te´cnicas anteriormente
utilizadas para describir el flujo hamiltoniano desde un punto de vista topolo´gico.
Por u´ltimo, se puede ver en los ape´ndices, los algoritmos y ca´lculos que se han creado
para poder obtener los puntos cr´ıticos y los equilibrios relativos, as´ı como los necesarios
para el estudio de la topolog´ıa de los subconjuntos invariantes Ihk y para realizar el estudio
nume´rico de las o´rbitas.
Las referencias que otros autores han hecho de dos de los art´ıculos que se han extra´ıdo
de esta tesis pueden consultarse en los siguientes enlaces:
El art´ıculo ”The motion of a gyrostat in a central gravitational field: phase portraits
of an integrable case” es citado en estos 14 papers que pueden obtenerse en:
https://scholar.google.es/scholar?bav=on.2,or.&bvm=bv.124817099,d.d24
&biw=1680&bih=886&dpr=1&um=1&ie=UTF-8&lr&cites=7993730193884344845
El art´ıculo ”Qualitative analysis of the phase flow of an integrable approximation
of a generalized roto-translatory problem” se cita en estos siete papers que pueden




de la dina´mica cla´sica
2.1. Formulaciones lagrangiana y hamiltoniana
Para algunos de los pioneros de la F´ısica, el movimiento de cuerpos materiales cons-
tituyo´ una de las primeras investigaciones. Es a partir de sus esfuerzos, que se ha evolu-
cionado a lo que se conoce como Meca´nica Anal´ıtica, Dina´mica o simplemente Meca´nica.
Posteriormente, se le ha puesto el te´rmino de Meca´nica cla´sica para distinguirla de la
rama de la F´ısica de las modernas teor´ıas f´ısicas, especialmente de la Meca´nica cua´ntica.
Esta Meca´nica cla´sica que aqui vamos a describir proviene de la teor´ıa de la Relatividad
restringida. Como todo, e´sta se basa en algunos principios fundamentales que de forma
breve (ve´ase por ejemplo libros como Goldstein (1988) [31] para ver un desarrollo ma´s
exhaustivo) se repasara´n a lo largo de este cap´ıtulo.
2.1.1. Sistemas dina´micos
Supondremos un sistema dina´mico formado por N puntos materiales Pi(i = 1, ..., N)
con masas mi, cuya posicio´n viene expresada en un sistema inercial por los vectores xi.
La dina´mica de este sistema de puntos viene descrita por el conjunto de ecuaciones





(i = 1, ..., N) (2.1)
donde pi = mx˙i es el momento lineal de la part´ıcula Pi.
Lo normal es que los puntos Pi no se mueven libremente sino que este´n sujetos a una
serie de condiciones o ligaduras holo´nomas lisas dadas por
f(x1,x2, ...,xN , t) = 0.
Como solemos referirnos a cada part´ıcula por su vector xi (de tres coordenadas car-
tesianas), un sistema de N puntos viene representado por 3N coordenadas. Si el sis-
tema tiene k ligaduras, se podra´n introducir n = 3N − k, coordenadas independientes
q = (q1, ..., qn) de forma que podremos expresar las posiciones de las part´ıculas como
xi = xi(q, t), i = 1, ..., N
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Este conjunto de coordenadas independientes se llamara´n coordenadas generalizadas, y
al espacio n-dimensional de las coordenadas libres le llamaremos espacio de configuracio´n.
Se llamara´ nu´mero de grados de libertad al nu´mero n de coordenadas libres del sistema.
Las derivadas de las coordenadas generalizadas o velocidades generalizadas se indican por
q˙ = (q˙1, ..., q˙n)








y puede expresarse en funcio´n de las coordenadas y velocidades generalizadas, ya que









= φi (q, q˙, t) .
Por lo que al final la energ´ıa cine´tica resulta ser una funcio´n de q, q˙, t, es decir, T =
T (q, q˙, t). Si la resultante Fi de las fuerzas que actu´an sobre cada part´ıcula Pi puede
obtenerse como
Fi = −∇xiV
a la funcio´n V se le llama la energ´ıa potencial del sistema y se dice que el sistema es
conservativo.
En general, V depende de q y t, es decir, V = V (q) o V = V (q, t).
2.2. Ecuaciones de Lagrange y de Hamilton
Llamaremos funcio´n lagrangiana de un sistema dina´mico consevativo como el anterior,
a la expresio´n
L (q, q˙, t) = T (q, q˙, t)− V (q, t), (2.2)
es decir, a la diferencia entre la energ´ıa cine´tica y la energ´ıa potencial del sistema.














(∇q˙iL)−∇qiL = 0, i = 1, ..., n. (2.4)
Estas ecuaciones se llamara´n ecuaciones de Lagrange y son equivalentes a las ecuacio-
nes de Newton del sistema.




, (i = 1, ..., n)
Estas ecuaciones se suponen inversibles con respecto a q˙ obtenie´ndose
q˙i = q˙i (q,p, t) (i = 1, ..., n)
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Al espacio 2n dimensional (q,p) le llamaremos espacio fa´sico (o espacio de fases)
y funcio´n hamiltoniana o hamiltoniano H a la transformada de Legendre de la funcio´n
Lagrangiana dada por la fo´rmula
H(q,p, t) = p · q˙(q,p, t)− L(q, q˙(q,p, t), t) (2.5)
donde q = (q1, . . . , qn) ∈ U ⊂ Rn, p = (p1, . . . , pn) ∈ Rn y U es un subconjunto abierto
de Rn y H es una funcio´n de clase Cr donde r ≥ 2.
El sistema de n ecuaciones diferenciales de segundo orden de Lagrange (2.3) es entonces




= ∇pH p˙ = −∂H
∂q
= −∇qH (2.6)
llamadas ecuaciones de Hamilton o cano´nicas del sistema.
Tambie´n podemos utilizar de manera ma´s compacta x = (q,p) ∈ U × Rn, con U
abierto de Rn, que es un vector de coordenadas y momentos. De esta forma el hamiltoniano
quedar´ıa expresado como
H(x, t) = H(q,p, t) (2.7)
La evolucio´n dina´mica del sistema viene dada por las ecuaciones de Hamilton que en
forma compacta se escriben como sigue
x˙ = J∇xH






que verifica que J −1 = J T = −J , siendo 0n la matriz nula de orden n, e In la matriz
identidad de orden n.








: U × Rn → R2n.
2.3. Transformaciones cano´nicas y funciones genera-
trices
Las transformaciones que suponen el cambio de unas coordenadas a otras, como por
ejemplo, pasar de coordenadas cartesianas a coordenadas polares planas, reciben el nombre
de transformaciones puntuales. Ahora bien, en la formulacio´n hamiltoniana, los momentos
generalizados, como ya hemos visto, son tambie´n variables independientes al mismo nivel
que las coordenadas generalizadas. Por tanto, el concepto de transformacio´n de coorde-
nadas, debe ampliarse para que incluya la transformacio´n simulta´nea de coordenadas y
momentos qi,pi, a un nuevo sistema Qi, Pi.
Las transformaciones cano´nicas pueden utilizarse para proporcionar un me´todo general
de resolucio´n de problemas meca´nicos.
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Dada una aplicacio´n ψ definida en un subconjunto abierto de R2n+1 de la forma
(t,x) −→ψ y
definida por las expresiones y = y(x, t), que supondremos de clase C1, donde x = (q,p)
e y = (Q,P) son las coordenadas y momentos antiguos y nuevos.
Una transformacio´n de este tipo se dice cano´nica si y solo si existe una constante µ 6= 0
tal que se satisface la ΓJ ΓT = µJ (∗), donde Γ es la matriz Jacobiana






 ∂y1∂x1 · · · ∂y1∂x2n· · · · · · · · ·
∂y2n
∂x1
· · · ∂y2n
∂x2n

siendo el det(Γ) 6= 0 en el dominio (x, t) que se considere.
Las matrices que cumplen la relacio´n (∗) se dicen simple´cticas. A µ se le llama multipli-
cador de la transformacio´n. En particular, si µ = 1 la transformacio´n se llama comple´ta-
mente cano´nica (t.c.c).
Veamos algunas de las propiedades de estas transformaciones.
Proposicio´n 1 El conjunto de las transformaciones cano´nicas forma grupo con respecto
a la operacio´n de composicio´n de transformaciones. Las transformaciones completamente
cano´nicas forman un subgrupo del grupo anterior.
Observacio´n 2 De esta forma, para cada t.c.c ψ, con y = y(x, t) existe una transfor-
macio´n inversa ϕ, con x = x(y, t). Esta transformacio´n puede ser aplicada a la fun-
cio´n F (x, t) definida en el espacio fa´sico con lo que obtendremos la funcio´n transformada
ϕ∗F (y, t) = F (x(y, t), t).
Proposicio´n 3 Una transformacio´n y = y(x, t) es cano´nica si y solo si transforma to-
do sistema hamiltoniano x˙ = JHx en otro del mismo tipo y˙ = JKy, siendo el nuevo
hamiltoniano
K(y, t) = µH(x(y, t), t) +R(y, t) (2.8)
con Ry = Jyt.
En particular, si la transformacio´n no depende del tiempo, puede tomarse R = 0, si
adema´s fuese µ = 1 (se tratar´ıa de una tranformacio´n completamente cano´nica e inde-
pendiente del tiempo) entonces
K(y, t) = H(x(y, t), t) (2.9)
es decir, el nuevo hamiltoniano ser´ıa el antiguo expresado en las nuevas variables.
Proposicio´n 4 Una transformacio´n y = y(x, t) es cano´nica si y solo si existen funciones
W y R, tal que
dW = 2Rdt− µx · J dx + y · J dy
siendo µ constante y Ry = J yt.
Para el caso de t.c.c. independientes del tiempo se tiene el siguiente resultado
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Proposicio´n 5 Una transformacio´n y = y(x) es completamente cano´nica si y solo si
existe una funcio´n W tal que se verifica una cualquiera de las relaciones siguientes:
dW = q · dp + P · dQ
dW = q · dp−Q · dP
dW = p · dq + Q · dP
dW = p · dq−P · dQ
Proposicio´n 6 Sean S(1)(P,q,t), S(2)(p,Q,t), S(3)(p,P,t), S(4)(q,Q,t) funciones de cla-
se C2 tales que det(S
(1)
Pq) 6= 0, det(S(2)pQ) 6= 0, det(S(3)pP) 6= 0, det(S(4)qQ) 6= 0, entonces las
ecuaciones
p = ∇qS(1), Q = ∇PS(1), R(1) = S(1)t ,
q = −∇pS(2), P = −∇QS(2), R(2) = S(2)t ,
q = −∇PS(3), Q = ∇PS(3), R(3) = S(3)t ,
p = ∇qS(4), P = −∇QS(4), R(4) = S(4)t ,
(2.10)
definen transformaciones completamente cano´nicas de funcio´n resto R(i). A las funciones
S(i) se les llama funcio´n generatriz (o generador) de la transformacio´n, y a las transfor-
maciones generadas se les llama transformaciones de contacto.
Se puede ver en el siguiente teorema co´mo obtener las transformaciones cano´nicas a
trave´s de funciones generatrices.
Teorema 7 Para una eleccio´n arbitraria de funciones generatrices S(k) de la lista (2.10),
obtendremos una transformacio´n completamente cano´nica que modifica el hamiltoniano
(auto´nomo o no) an˜adiendo el te´rmino R(k) = ∂S(k)/∂t, es decir,
K = H +R(k).
donde H y R(k) se suponen expresadas en las nuevas variables Q,P
Se observa en el teorema previo que si la funcio´n generatriz S(k) no depende del tiempo,
entonces la transformacio´n cano´nica definida impl´ıcitamente por ella deja el hamiltoniano
invariante, es decir, el nuevo hamiltoniano es el antiguo expresado en las nuevas variables.
2.4. Ecuacio´n de Hamilton-Jacobi
Sea ahora una funcio´n generartiz S(P,q,t), del tipo S(1) (ve´ase(2.10)) de una trans-
formacio´n completamente cano´nica que satisface la ecuacio´n de Hamilton-Jacobi
H(q,∇qS,t) + St = 0, (2.11)
entonces las nuevas variables y momentos (Q,P) son constantes (integrales) del sistema
dina´mico de hamiltoniano H.
Si H no es una funcio´n expl´ıcita de t, la ecuacio´n de Hamilton-Jacobi para S adop-
tara´ la forma
H(q,∇qS) + St = 0, (2.12)
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donde el segundo te´rmino contiene solamente la dependencia de t, mientras que el pri-
mero so´lo se refiere a la dependencia de S respecto a q. As´ı pues, en el caso en que el
hamiltoniano sea conservativo se tendra´
H(q,∇qS) = −St = P1,
donde P1 es una constante que suele tomarse como nuevo primer momento. De esta forma
S = −P1t+W (P,q),
y la ecuacio´n de Hamilton-Jacobi se transforma en
H(q,∇qW ) = P1, (2.13)
Encontrar una funcio´n W , independiente del tiempo, solucio´n de la ecuacio´n ante-
rior equivale a encontrar una transformacio´n cano´nica que transforma el hamiltoniano
en K(Q,P) = P1, es decir, el hamiltoniano ha de ser igual al nuevo primer momento
P1. Esta funcio´n W , se llama funcio´n caracter´ıstica de Hamilton, y genera una nueva
transformacio´n cano´nica en la cual todas las coordenadas nuevas son c´ıclicas a excepcio´n
de la primera, siendo por tanto Q1 = t + Q
0
1, lineal en el tiempo y las restantes cons-
tantes Qi = Q
0
i (i = 2, ..., n), en tanto que los nuevos momentos son todos constantes
Pi = P
0
i (i = 1, 2, ..., n). Para resolver (2.13) utilizaremos, cuando sea posible, el me´todo
de separacio´n de las variables.
2.5. Teoremas de Liouville y Liouville-Arnold
Sea (q0,p0) ∈ U × Rn y sea tambie´n la solucio´n del sistema (2.6) φHt (q0,p0), donde
φH0 (q0,p0) = (q0,p0). Entonces el intervalo I(q0,p0) de definicio´n de la solucio´n φ
H
t (q0,p0)
es maximal si para cada solucio´n ψHt (q0,p0) del sistema (3.1) definido en el intervalo J tal
que ψH0 (q0,p0) = (q0,p0), J ⊂ I(q0,p0) y φHt |J = ψHt . Una solicio´n φHt (q0,p0) es maximal
si su intervalo de definicio´n es maximal. Por tanto, la solucio´n maximal φHt (q0,p0) es la
funcio´n I(q0,p0) → U × Rn definida por t→ φHt (q0,p0).
El subconjunto {φHt (q0,p0) : t ∈ I(q0,p0)} de U × Rn es llamado la o´rbita del sistema
(2.6) asociada a la solucio´n t→ φHt (q0,p0).
El flujo φHt asociado al campo vectorial XH es la aplicacio´n⋃
(q0,p0)∈U×Rn
I(q0,p0) × {(q0,p0)} → U × Rn
tal que
(t, (q0,p0))→ φHt (q0,p0).
El flujo de (2.6) es completo si todas sus soluciones esta´n definidas para todo t ∈ R,
es decir, el intervalo maximal de definicio´n de todas las soluciones es R.
Un subconjunto V ⊂ U ×Rn es invariante para el flujo si para cada o´rbita que tiene
un punto en V esta´ enteramente contenida en V .
El corchete de Poisson de dos funciones de clase C1, F y G de U×Rn en R es definido
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donde el punto se refiere al producto escalar eucl´ıdeo.
Se dice que n funciones de clase C1, F1, . . . , Fn de U ×Rn en R esta´n en involucio´n
si {Fi,Fj} = 0 para cada i, j ∈ {1, . . . , n}, y que son independientes si las 1- formas
dF1, . . . , dFn son linealmente independientes en un subconjunto de U × Rn de medida
de Lebesgue completa.
Una funcio´n de clase C1 no-constante F de U×Rn en R que satisface {F ,H} = 0 es lla-
mada integral primera del sistema 2.6 o del campo XH. En particular, para todo hamilto-
niano auto´nomo H es una integral primera del sistema. Es fa´cil verificar que si φHt (q0,p0)
es una solucio´n del sistema 2.6 y F es una integral primera entonces F (φHt (q0,p0)) es
constante, es decir, es independiente de t.
Definicio´n 8 Un sistema hamiltoniano con n grados de libertad se dice integrable si tiene
n itegrales primeras independientes en involucio´n.
Claramente sabemos que todas las o´rbitas de un sistema hamiltoniano auto´nomo de 1
grado de libertad, esta´n dadas por las curvas H(q, p) = siendo c una constante arbitraria.
Una pregunta que es natural hacerse es la siguiente: ¿Para que´ sistemas hamiltonianos
de 2 o ma´s grados de libertad, podemos saber todas sus soluciones?
La mejor respuesta hasta ahora a dicha pregunta nos la dio´ Liouville.
Teorema 9 (Liouville) Para un sistema hamiltoniano integrable, sus soluciones se pue-
den calcular mediante cuadraturas.
Este teorema de cara´cter claramente anal´ıtico, recoge casi todos los problemas de
dina´mica resueltos hasta la fecha. Arnold mejoro´ su resultado an˜adie´ndole la geometr´ıa
de los sistemas hamiltonianos integrables.
Pero antes de describir la versio´n de Arnold del teorema de Liouville necesitamos
introducir ma´s notacio´n.
Ahora nos referimos a U como un subconjunto abierto de Rm y empezaremos intro-
duciendo la nocio´n de regularidad. Sea f = (f1, . . . , fn) un aplicacio´n de clase C
1 de U a
Rn. Decimos que x ∈ U es un punto regular si f1, . . . , fn son independientes en x (esto
es, las diferenciales (df1)(x), . . . , (dfn)(x) son linealmente independientes o simplemente
la aplicacio´n lineal df(x) es suprayectiva). Un punto x que no es regular es llamado punto
cr´ıtico.
Un punto y ∈ Rn es un valor regular para f si f1, . . . , fn son independientes para
todo x ∈ U tal que f(x) = y. Si y no es un valor regular, lo llamaremos valor cr´ıtico. Por
lo tanto, los valores regulares son aquellos cuya imagen inversa por f esta´ formada por
puntos regulares o esta´ vac´ıa, y los valores cr´ıticos son la imagen de algu´n punto cr´ıtico
(o aquellos cuya imagen inversa por f contiene un punto cr´ıtico de f).
Si denotamos al conjunto de todos los puntos cr´ıticos de f por σf , y al conjunto de
todos sus valores cr´ıticos por σf , entonces σf = f(σf ). Desde el teorema de Sard se sigue
que Rn \ σf tiene medida de Lebesgue completa.
Para y ∈ Rn denotamos por Iy al conjunto f−1(y) = {x ∈ U : f(x) = y}.
Se dice que Iy cambia su topolog´ıa en c ∈ f(U) o simlemente que la topolog´ıa de Ic
cambia si para cada entorno V de c existe y ∈ V tal que Iy y Ic no son homeomorfos.
En otro caso, decimos que la topolog´ıa de Ic no cambia. As´ı pues, si la topolog´ıa de Ic no
cambia, sera´ la misma en algu´n entorno V de c, y por tanto, es equivalente a decir que la
topolog´ıa de Iy no cambia para cada y ∈ V .
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Sea
T k = Rk/Zk ≈ S1 × · · · × S1
el toro k-dimensional . Una cilindro generalizado lineal T k×Rn−k es una aplicacio´n lineal
ϕ : R× T k × Rn−k → T k × Rn−k tal que
ϕ(t, z) = (z1 + tv1 (mod1), . . . , zk + tvk (mod1), zk+1 + tvk+1, . . . , zn + tvn),
donde t ∈ R, (z1, . . . , zk) ∈ T k, (zk+1, . . . , zn) ∈ Rn−k y (v1, . . . , vn) ∈ Rn.
Se dice que el vector de campo XH1 , definido en U1 × Rn que es un subconjunto
abierto de R2n, es topolo´gicamente conjugado (o simplemente conjugado) para el vector
de campo XH2 , definido en U2 × Rn que es un subconjunto abierto de R2n, si existe un
homeomorfismo h : U1 × Rn → U2 × Rn tal que
(h ◦ ϕH1t )(z) = (ϕH2t ◦ h)(z),
para todo t donde las soluciones ϕH1t (z) y ϕ
H2
t (h(z)) esta´n definidos para todo z ∈ U1×Rn.
Esto es, h lleva o´rbitas de XH1 a o´rbitas de XH2 manteniendo la orientacio´n de las o´rbitas
y el para´metro t. Si h es de clase Cr, diremos que estos campos vectoriales son Cr-
conjugados.
Teorema 10 (Liouville-Arnold) Consideremos un sistema hamiltoniano integrable XH
con n grados de libertad definido por el C2 hamiltoniano H : U ×Rn → R, donde U ×Rn
es un subconjunto abierto de R2n y sean H, F1, . . . , Fn−1, n integrales primeras in-
dependientes en involucio´n. Si Ih,f1,...,fn−1 6= ∅ y (h, f1, . . . , fn−1) es un valor regular de
(H,F1, . . . ,Fn−1), entonces las siguientes afirmaciones son ciertas.
a) Ih,f1,...,fn−1 es un n-dimensional subvariendad de U ×Rn invariante bajo el flujo de
XH.
b) Si el flujo en una componente conexa I∗h,f1,...,fn−1 de Ih,f1,...,fn−1 es completo, entonces
I∗h,f1,...,fn−1 es difeomorfo a T
k×Rn−k para algu´n k ∈ {0, . . . , n}. Notemos que si I∗h,f1,...,fn−1
es compacta, entonces el flujo en ella es siempre completo.
c) Bajo la hipo´tesis b), el flujo en I∗h,f1,...,fn−1 es conjugado a un flujo lineal en T
k×Rn−k.
De hecho, el anterior teorema es una versio´n mejorada del teorema original de Arnold.
Para ma´s detalles sobre sistemas hamiltonianos y la prueba del teorema de Liouville-
Arnold ve´ase [1,3,4].
Como se ha comentado anteriormente, una caracter´ıstica importante del estudio de
sistemas hamiltonianos integrables, es describir la topolog´ıa de los subconjuntos invarian-
tes Eh, Ih,f1 . . . , Ih,f1,...,fn−1 del espacio fa´sico. Ma´s precisamente, ¿co´mo es la foliacio´n
del espacio fa´sico por medio de los niveles de energ´ıa Eh? ¿Co´mo es Eh foliada por Ih,f1?
¿Co´mo Ih,f1 es foliada por Ih,f1,f2? Y as´ı sucesivamente.
El teorema de Liouville-Amold nos ayuda a contestar las preguntas previas pero e´stas
no se pueden resolver. Es ma´s, este teorema solo establece la topolog´ıa de las variedades
n dimensionales conexas I∗h,f1,...,fn−1 cuando (h, f1, . . . , fn−1) es un valor regular y cuando
el flujo asociado correspondiente es completo.
Por supuesto el conjunto {(h, f1, . . . , fn−1) : (h, f1, . . . , fn−1) es un valor regu-
lar} tiene medida completa en Rn, pero en general es diferente de Rn. Por tanto, es
tambie´n necesario describir los subconjuntos Ih,f1,...,fn−1 asociados a los valores cr´ıticos
(h, f1, . . . , fn−1), y al flujo sobre ellos.
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2.6. Elementos de meca´nica-geome´trica
2.6.1. Introduccio´n y terminolog´ıa
En general, el espacio de configuracio´n de un sistema meca´nico langragiano sera´ una
variedad diferenciable n-dimensional M que supondremos de clase C∞, cuyas coordena-
das denotaremos por q = (q1, · · · , qn); en tanto que la funcio´n lagrangiana, en el caso
auto´nomo, estara´ definida sobre el fibrado tangente TM = ∪m∈MTmM (unio´n disjunta
de los espacios tangente a cada m ∈M) en la forma
L : TM −→ R
(q, q˙) −→ L (q, q˙)
Es fa´cil ver que TM es una variedad diferenciable 2n dimensional.
Las coordenadas sobre TM se expresan en la forma (q, q˙), donde q˙ = (q˙1, · · · , q˙n) es
la velocidad generalizada que es un vector tangente a la variedad de configuracio´n M.
Asimismo, se define el fibrado cotangente a la variedad M como T∗M = ∪m∈MT∗M
(es la unio´n disjunta de los T∗mM = {ωm : TmM −→ R |ωm es lineal}, a cuyos elementos
llamaremos covectores o 1-formas, los espacios vectoriales T∗mM tienen la misma dimen-
sio´n n que los TmM. La accio´n natural de un vector cotangente ωm ∈ T∗mM sobre




| 1 = 1, · · · , n
}
es
una base de TmM, la base dual para T
∗





= δij, i, j = 1, · · · , n.
T∗M es tambie´n una variedad diferenciable 2n-dimensional, que suele denominarse es-
pacio o variedad de fase, y sus elementos se escriben en la forma (q, p) = (q1, · · · , qn, p1,···, pn).
Para un lagrangiano L tal que el hessiano
∥∥∥ ∂2L∂q˙i∂q˙j ∥∥∥ 6= 0, se define la transformada de
Legendre (o fiber derivative) en la forma
FL : TM −→ T∗M





Un lagrangiano se dice hiperregular si FL es un difeomorfismo; en este caso se define
el hamiltoniano correspondiente por




siendo las ecuaciones de Lagrange para L equivalentes a las de Hamilton para H.
Observacio´n 11 En el caso no auto´nomo la lagrangiana sera´ una funcio´n L : TM ×
R −→ R y la hamiltoniana H : T∗M× R −→ R.
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2.6.1.1. Notaciones usuales
F (M) = {f : M −→ R | donde f es de clase C∞} .
Un campo vectorial X sobre una variedad M es una aplicacio´n C∞, X : M −→ TM,
tal que pi ◦ X = idM, donde pi es la proyeccio´n cano´nica de TM sobre M e idM es la
aplicacio´n identidad sobre M.
X (M) = J 10 (M) = {campos vectoriales sobre M} .
X∗ (M) = J 01 (M) = {covectores o 1-formas diferenciales sobre M} .
Dadas dos variedades M y N y una funcio´n F : M −→ N de clase C∞ se llama
aplicacio´n tangente de F en m y se denota por TmF o por F∗m a la aplicacio´n lineal
F∗m : TmM −→ TF(m)N
definida por F∗mXm (f) = Xm (f ◦ F ) donde Xm ∈ TmM y f ∈ C∞ (F (m)). Adema´s, si
F es un difeomorfismo, entonces F∗m : TmM −→ TF(m)N es un isomorfismo de espacios
tangentes con inversa (F∗m)
−1 = (F−1)∗F (m). Y si H = F ◦ G es la composicio´n de dos
funciones C∞, F y G, entonces H∗m = F∗G(m) ◦G∗m o tambie´n TmH = TG(m)F ◦ TmG.
En las condiciones del punto anterior, se define la aplicacio´n cotangente de F en m y
se denota por T ∗mF o por F
∗




F(m)N −→ T∗mM definida por〈






donde αF (m) ∈ T∗F(m)N ∧Xm ∈ TmM.
Si F : M −→ N es un difeomorfismo de variedades C∞, se definen:
Pull-back de una funcio´n f ∈ F (N) como la F ∗f = f ◦ F ∈ F (M) .
Push-forward de una g ∈ F (M) como el elemento de F (N) definido por F∗g =
g ◦ F−1.
As´ı mismo, para campos vectoriales se definen:
Push-forward de un campo vectorial de X sobre M, como el campo vectorial sobre
N definido por la expresio´n (F∗X)n = F∗F−1(n)XF−1(n),∀n ∈ N.
Pull-back de un campo vectorial de Y sobre N, como el campo vectorial sobre M
definido por la expresio´n (F ∗Y )m = (F∗m)
−1 YF (m),∀m ∈M.
Pull-back de una k− forma Ω sobre N, a la k− forma F ∗Ω sobre M definida por
(F ∗Ω)m (z1, z2, · · · , zk) = ΩF (m) (TmF · z1, TmF · z2, · · · , TmF · zk) .
Push-forward de una k − forma Ω sobre M, a la k − forma F∗Ω sobre N definida
por F∗Ω = (F−1)
∗
Ω.
2.6.2. Grupos y a´lgebras de Lie
2.6.2.1. Situa´ndonos dentro de nuestro problema
Situe´monos en una variedad diferenciable n-dimensional M, que va a ser nuestro es-
pacio de configuracio´n. En ella describiremos las ecuaciones del movimiento.
Un campo vectorial X en la variedad diferenciable asigna un vector tangente para
cada m ∈M, que sera´ diferenciable cuando, de manera local, pueda expresarse como
X (m) = (X1 (m) , ..., Xn (m))
t
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donde cada componente es una funcio´n diferenciable. A partir de ahora, supondremos que
X es un campo vectorial diferenciable.
Llamaremos curva integral del campo X, a aquella curva γ que verifica que
γ˙ = X (γ (t))
Esta relaciones describen las ecuaciones del movimiento asociadas al campo vectorial
X en la variedad M. El flujo del campo vectorial sobre el intervalo t ∈ (−, ) con  > 0
es una familia uniparame´trica de aplicaciones
φt : M −→M
que verifica que φt (m) es la u´nica curva integral de X que pasa por m cuando t = 0.
Sea ahora un campo vectorial X en la variedad M, y f ∈ C∞ (M). Llamamos derivada
de Lie de la funcio´n f a una nueva funcio´n denotada por LXf expresada por
LXf(m) = Xm (f) (2.14)
El corchete de Lie de los campos vectoriales X e Y es el campo vectorial [X, Y ] definido
por
[X, Y ](f) = LX(LY f)− LY (LXf) (2.15)
El conjunto de todos los campos vectoriales X(M) sobre una variedad M tiene estruc-
tura de espacio vectorial y con esta operacio´n resulta ser un a´lgebra de Lie (recordemos
que un a´lgebra de Lie es un espacio vectorial V dotado de una forma bilineal antisime´trica
[∆,∆] que verifica la identidad de Jacobi [[x, y], z] + [[y, z], x] + [[z, x], y] = 0, para todo
x, y, z ∈ V ).
Proposicio´n 12 Sea M una variedad diferenciable, entonces X(M) es un a´lgebra de Lie
respecto a la operacio´n corchete de Lie.
2.6.2.2. Definiciones y primeras propiedades
Los espacios de configuracio´n de ciertos sistemas dina´micos hamiltonianos, adema´s de
ser variedades diferenciables verifican otras propiedades. Una propiedad muy importante
es que el espacio de configuracio´n tenga estructura de grupo.
Llamamos grupo de Lie a una variedad diferenciable G dotada de una estructura de
grupo consistente con su estructura de variedad, es decir, tal que la operacio´n de grupo
multiplicacio´n
(g, h) −→ gh
es de clase C∞ en G.
Ejemplos de grupo de Lie respecto al producto de matrices son: GL(n,C),O(n),SO(n).
Asociadas a cada grupo de Lie existen dos aplicaciones
Lg : G −→ G
h −→ Lg (h) = gh
Rh : G −→ G
g −→ Rh (g) = gh
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denominadas traslaciones por la izquierda y por la derecha respectivamente.
Adema´s, verifican las propiedades siguientes:
Lg1 ◦ Lg2 = Lg1g2
Rh1 ◦Rh2 = Rh2h1
Si e ∈ G es el elemento identidad, es claro que
Le = Re = IdG





As´ı Lg y Rh son difeomorfismos para cada g y h. Adema´s
Lg ◦Rh = Rh ◦ Lg
Diferenciando lg−1 ◦ lg = IdG se obtiene
TghLg−1 ◦ Thlg = Th(lg−1 ◦ lg) = IdThG
Como consecuencia de las relaciones anteriores las aplicaciones ThLg, TgRh son inverti-
bles.
Un campo vectorial X en G se llama invariante por la izquierda, si para cada g ∈ G
se tiene que
L∗gX = X
es decir, se verifica la fo´rmula siguiente
(ThLg)X (h) = X (gh)
con h ∈ G. Siendo L∗gX el pull-back del campo vectorial X.
Llamamos XL(G) al conjunto de todos los campos vectoriales invariantes por la iz-
quierda en G. Si g ∈ G, y X, Y ∈ XL(G) entonces




gY ] = [X, Y ]
Se cumple que XL(G) es una suba´lgebra de Lie del a´lgebra X(G) de todos los campos
vectoriales sobre G y se verifica que XL(G) y TeG son espacios vectoriales isomorfos.
Definimos un corchete de Lie en TeG por la fo´rmula siguiente
[ξ, η] = [Xξ, Xη] (e)
donde ξ, η ∈ TeG y [Xξ, Xη] es el corchete de Jacobi-Lie de sus campos vectoriales
asociados, que cumplen que
[Xξ, Xη] = X[ξ,η]
El espacio vectorial TeG es un a´lgebra de Lie asociada al grupo de Lie G y es denotada
por g.
En los grupos de Lie matriciales es usual definir un producto interior expresado por
〈A,B〉 = Traza(ABT )
muy importante a la hora de generalizar el concepto de giro´stato a grupos de Lie arbitra-
rios.
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Otro ejemplo es el siguiente. Sea en Rn el conjunto de todas las transformaciones
lineales que dejan invariante la cua´drica x21 + ...+x
2
n = 1. Dicho conjunto tiene estructura
de grupo de Lie al que denotaremos por O(n) que adema´s es compacto. Como espacio
vectorial tiene dimensio´n finita siendo esta igual a n(n−1)/2. Su a´lgebra de Lie o(n) es el
conjunto de todas las matrices antisime´tricas con corchete de Lie dado por el conmutador
[A,B] = AB −BA.
El grupo de Lie O(n) consta de dos componentes conexas, la componente conexa en la
identidad de este, es un grupo de Lie compacto denotado por SO(n) cuya a´lgebra de Lie
coincide con la de O(n), es decir so(n) = o(n). Por su intere´s en los cap´ıtulos siguientes,
demos algunos ejemplos de grupos de Lie y sus a´lgebras de Lie correspondientes.
Grupo de Lie (G) A´lgebra de Lie correspondiente (g)
GL (n,R) = grupo general lineal =
{A ∈Mn (R) | A no es singular}
gl (n,R) = Mn (R) dotado con el corchete
[A,B] = AB −BA, ∀A,B ∈ gl (n,R)
SO(3) = grupo de las rotaciones
sobre R3 = {R ∈ GL(3,R) | RRt = I∧
det(R) = +1}
so(3) = {matrices antisime´tricas reales de
orden 3} dotado con el corchete
[ω̂1, ω̂2] = ω̂1ω̂2 − ω̂2ω̂1, donde
ω̂ =
 0 −ω3 ω1ω3 0 −ω2
−ω1 ω2 0

este espacio es isomorfismo a R3, con el
producto vectorial, mediante la aplicacio´n
∧ : R3 −→ so(3)
ω  ω̂
SE(3) = grupo euclidiano especial =
{g : R3 −→ R3 | g(x) = RX + P ,
siendo R ∈ SO(3) y P ∈ R3} puede






, se trata del
grupo de Lie de los movimientos de R3






w, v ∈ R3} dotado del corchete[
ξ̂1, ξ̂2
]
= ξ̂1ξ̂2 − ξ̂2ξ̂1
El espacio vectorial se(3), es isomorfo a R6
via la aplicacio´n
ξ̂  ξ = (w, v) ∈ R6
Tabla 2.1: Ejemplos de grupos y a´lgebras de Lie.
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2.6.3. Acciones de grupos de Lie
Sea M una variedad diferenciable y sea G un grupo de Lie. Una accio´n por la izquierda
del grupo de Lie G sobre la variedad M es una aplicacio´n C∞
Φ : G×M −→ M
(g,m) −→ Φ (g,m) = Φg (m) = gm
y que verifica las siguientes propiedades:
1. Φ (e,m) = m, para cada m ∈M.
2. Φ (g,Φ (h,m)) = Φ (gh,m) para cada g, h ∈ G y m ∈M.
De igual modo, se puede definir una accio´n por la derecha.
Ahora, si SO(3) actu´a sobre R3
Φ : SO(3)×R3 −→ R3
(A, x) −→ Φ (A, x) = Ax
esta accio´n deja la esfera unidad invariante, luego la misma fo´rmula define una accio´n
en S2. Ana´logamente GL(n,Rn) actua sobre Rn mediante la fo´rmula anterior.
Sea Φ una accio´n de G en M y sea m ∈ M, llamaremos o´rbita del elemento m al
subconjunto
Orb(m) = {Φg(m)/g ∈ G}
Para m ∈ M, llamaremos el grupo de simetr´ıas de la accio´n Φ en m al siguiente
subconjunto
Gm = {g ∈ G/Φg(m) = m}
Una accio´n Φ se dira´:
1. Transitiva cuando solo tenga una o´rbita, o equivalentemente, si ∀x, y ∈M ∃g ∈ G
tal que gx = y.
2. Efectiva si Φg = IdM, entonces g = e, es decir, la aplicacio´n g −→ Φg es inyectiva.
3. Libre cuando no tenga puntos fijos, es decir, si Φg (x) = x =⇒ g = e o equivalente-
mente si para cada x ∈M, g −→ Φg es inyectiva.
4. Propia, si la aplicacio´n
Ψ : G×M −→ M×M
(g,m) −→ Ψ (g,m) = (m, gm)
verifica que para todo compacto K ⊂ M×M, Ψ−1 (K) es un compacto de G×M.
Sea ahora Ig : G −→ G el automorfismo interior asociado al elemento g. Diferenciando
este en la identidad e tenemos la llamada representacio´n adjunta del grupo G sobre el
a´lgebra g
Adg = TeIg : g −→ g
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Expl´ıcitamente la accio´n adjunta, Ad : G× g −→ g es
Adg (ξ) = Te (Rg−1 ◦ Lg) ·ξ
La accio´n coadjunta de G sobre g∗
Φ∗ : G× g∗ −→ g∗,
donde g∗ es el dual del a´lgebra de Lie g se apoya en la aplicacio´n Ad∗g : g





para α ∈ g∗ y ξ ∈ g. De esta forma la accio´n coadjunta de G sobre g∗ tendra´ por expresio´n
Φ∗ (g, α) = Ad∗g−1α
La representacio´n coadjunta de G sobre g∗ es denotada por Ad∗ : G −→ GL (g∗,g∗) y
viene determinada mediante la expresio´n
Ad∗g−1 = (Te (Rg ◦ Lg−1))∗
Una accio´n Φ de G en una variedad M define una relacio´n de equivalencia en M como
sigue
m1 ∼ m2 ⇐⇒ m2 ∈ Orb (m1)
con m1,m2 ∈M.
Sea M/G el conjunto de todas las clases de equivalencia, es decir el conjunto de todas
las o´rbitas, entonces considerando la proyeccio´n cano´nica
pi : M −→ M/G
m −→ pi (m) = Orb (m)
y dotemos a M/G de la topolog´ıa cociente, tendremos que M/G tiene estructura de
variedad diferenciable.
Proposicio´n 13 Sea Φ : G×M −→M una accio´n propia y libre. Entonces M/G es una
variedad diferenciable y la aplicacio´n pi : M −→M/G es una inmersio´n diferenciable.
2.7. Variedades simple´cticas y de Poisson
Definicio´n 14 Sea M una variedad y sea F (M) el conjunto de las funciones reales de
clase C∞ sobre M. Un corchete de Poisson {·, ·} en M es una aplicacio´n bilineal:
{·, ·} : F (M)×F (M) −→ F (M)
satisfaciendo las siguientes propiedades:
1. Anticomutativa: {f, g} = −{g, f} .
2. Identidad de Jacobi: {{f, g} , h}+ {{h, f} , g}+ {{g, h} , f} = 0.
3. La regla de Leibniz: {fg, h} = f {g, h}+ g {f, h} .
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El par (M, {·, ·}) es llamada variedad de Poisson.
La bilinealidad y la regla de Leibniz implican la existencia del tensor B en M asignando
a cada z ∈M una aplicacio´n lineal B (z) : T∗zM −→ TzM tal que
{f, g} = 〈B(z) · df (z) , dg (z)〉 ,
donde 〈·, ·〉 denota la relacio´n natural entre vectores y covectores.
Definicio´n 15 Sean (M1, {·, ·}1) y (M2, {·, ·}2) dos variedades de Poisson. Una aplica-
cio´n ψ : M1 −→M2 es llamada de Poisson si para todo f, g ∈ F (M2) tenemos
{f, g}2 ◦ ψ = {f ◦ ψ, g ◦ ψ}1
Definicio´n 16 Sea M una variedad y Ω una 2-forma en M, es decir,
Ω : M −→ ∧2M
m −→ Ω (m) : TmM×TmM −→ R
(u, v) −→ Ω (m) (u, v)
La variedad M se llama variedad simple´ctica si la 2-forma Ω es simple´ctica, es decir,
si verifica las dos propiedades siguientes
dΩ = 0, es decir, Ω es cerrada.
Ω es no degenerada, es decir, Ω (m) (u, v) = 0 ∀u implica v = 0.
Definicio´n 17 Sea (Ω,M) una variedad simple´ctica y sea f ∈ F (M) una funcio´n real
de clase infinito sobre M. Sea Xf el u´nico campo vectorial sobre M que satisface
Ω (m) (Xf (m) , v) = df (m) · v,∀v ∈ TmM
Llamamos a Xf el campo vectorial hamiltoniano de f . Las ecuaciones de Hamilton
son las ecuaciones diferenciales sobre M
z˙ = Xf (z)
En una variedad simple´ctica (M,Ω) siempre hay asociado un corchete de Poisson
definido como sigue
{f, g} = Ω (Xf , Xg) , f, g ∈ F (M)
Por tanto, toda variedad simple´ctica es una variedad de Poisson.
Teorema 18 (De Darboux) Supongamos que Ω es una 2-forma en una variedad 2n-
dimensional M. Entonces dΩ = 0 si y solo si hay una carta (U, ψ) para cada m ∈M tal
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Las cartas (U, ψ) dadas por el teorema de Darboux son llamadas cartas simple´cticas
para M, y las funciones componentes xi, yi son llamadas coordenadas cano´nicas.
Definicio´n 19 Sean (M,Ω) y (N,Ψ) dos variedades simple´cticas. Una aplicacio´n C∞,
F : M −→ N es llamada simple´ctica si F ∗Ψ = Ω.
Observacio´n 20 El fibrado tangente a una variedad T∗M tiene estructura natural de





Adema´s, see verifica que Ω = −dω1, siendo ω1 la 1-forma cano´nica sobre T∗M (o uno




Definicio´n 21 Sea (M, {·, ·}) una variedad de Poisson y sea f ∈ F (M) . Definimos Xf
como el u´nico campo vectorial sobre M que satisface que
Xf [k] := 〈dk,Xf〉 = {k, f}, ∀k ∈ F (M) .
Llamamos a Xf el campo vectorial hamiltoniano de f .
Dado H ∈ F(M) se llaman ecuaciones de Hamilton correspondientes al campo vecto-
rial hamiltoniano de H a las dadas por
G˙ = {G,H},∀G ∈ (M)
Proposicio´n 22 Sea ϕt un flujo sobre una variedad de Poisson (M, {·, ·}) y sea H ∈
F (M) . Entonces:
i) Para cada F ∈ F (U) , con U abierto de M,
d
dt
(F ◦ ϕt) = {F,H} ◦ ϕt = {F ◦ ϕt, H}
si y solo si ϕt es un flujo de XH .
ii) Si ϕt es un flujo de XH , entonces H ◦ ϕt = H.
Corolario 23 Sean G,H ∈ F (M). Entonces G es constante a lo largo de las curvas
integrales de XH si y solo si {G,H} = 0. Esta afirmacio´n es equivalente a decir que H es
constante a lo largo de las curvas integrales de XG.
Definicio´n 24 Se dice que C ∈ F (M) es una funcio´n de Casimir si {C,F} = 0 para
toda F ∈ F (M), tal que C es constante a lo largo del flujo de todos los campos vectoriales
hamiltonianos.
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Adema´s de las variedades simple´cticas, tambie´n es posible dotar de estructura de





















con µ ∈ g∗ y F,G ∈ F(g∗).
Podemos definir el corchete de Frozen-Lie-Poisson si fijamos un elemento µ0 ∈ g∗ y
F,G ∈ F(g∗)










Este corchete se utiliza mucho a la hora de describir las ecuaciones de Lie-Poisson en un
entorno de un punto de equilibrio.
Por u´ltimo, definimos el siguiente corchete de Poisson que sera´ muy importante para
generalizar la nocio´n de giro´stato a un a´lgebra de Lie cualquiera










con µ, µ0 ∈ g∗ y F,G ∈ F(g∗) y a ∈ R.
2.8. Aplicaciones momento y teoremas de reduccio´n
Las aplicaciones momento son una generalizacio´n geome´trica de los cla´sicos momen-
tos lineal y angular de un sistema material de puntos, y sirven para obtener cantidades
conservadas en sistemas lagrangianos o hamiltonianos con simetr´ıas. Aqu´ı nos restringi-
remos a estos u´ltimos ya sea para el caso de hamiltonianos sobre variedades de Poisson o
simple´cticas.
2.8.1. Aplicaciones momento
Definicio´n 25 Para cada ξ ∈ TeG, denotaremos por Φξ : R −→ G la curva integral del
campo vectorial invariante a izquierda Xξ pasando por e en t = 0; esto es




La funcio´n exponencial exp : g =TeG −→ G se define por exp(ξ) = Φξ(1) y verifica
que exp(ξs) = Φξ(s).
Definicio´n 26 Supongamos que Φ : G × M → M es una accio´n C∞. Si ξ ∈ TeG,
entonces
Φξ : R×M −→ M
(t, x) 7−→ Φ(exp tξ, x)
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es una R-accio´n sobre M, es decir, Φξ es un flujo sobre M. El correspondiente campo




Φ(exp tξ, x) |t=0
y es llamado el generador infinitesismal de la accio´n correspondiente a ξ.
Veamos ahora un importante tipo de integrales en sistemas hamiltonianos.
Definicio´n 27 Sea (M,Ω) una variedad simple´ctica (o de Poisson) conexa y Φ : G ×
M → M una accio´n simple´ctica (o de Poisson) del grupo de Lie G en M. Se dice que
una aplicacio´n
J : M −→ g∗ (donde g∗ es el dual del a´lgebra de Lie de G)
es una aplicacio´n momento para la accio´n dada para cada ξ ∈ g,
XĴ(ξ) = ξM,
donde Ĵ (ξ) : M −→ R esta´ definida por Ĵ (ξ) (x) = 〈J (x) , ξ〉 y ξM es el generador
infinitesimal de la accio´n correspondiente a ξ.
Saquemos ahora a colacio´n la importancia de las aplicaciones momento con el siguiente
teorema:
Teorema 28 (De Noether) Sea Φ una accio´n simple´ctica (o de Poisson) de G sobre
una variedad simple´ctica (o de Poisson) M con una aplicacio´n momento J . Supongamos
que H : M −→ R es invariante bajo la accio´n, esto es,
H (x) = H (Φg (x)) , para todo x ∈M, g ∈ G.
Entonces, J es una integral para XH , es decir, si ϕt es un flujo de XH ,
J (ϕt (x)) = J (x)
Finalmente, decimos que una aplicacio´n momento J es Ad∗-equivariante si
J (Φg (x)) = Ad
∗
g−1J (x)
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2.8.2. Teoremas de reduccio´n
Comencemos hablando de la reduccio´n de Poisson. Sea M una variedad de Poisson
y sea G un grupo de Lie actuando sobre M. Supongamos que M/G es una variedad
diferenciable. En este caso la estructura de la variedad de Poisson para M/G sera´ la u´nica
que hace que la proyeccio´n cano´nica pi : M −→ M/G sea una aplicacio´n de Poisson. El
siguiente teorema muestra co´mo obtener esta situacio´n.
Teorema 29 Sea (M, {·, ·}) , una variedad de Poisson y G un grupo de Lie que nos da
la accio´n Φ sobre M tal que la accio´n es de Poisson. Supongamos que Φ es libre y propia.
Entonces, la variedad cociente M/G lleva una estructura de Poisson dada por el corchete
de Poisson {·, ·}M/G definido por
{f, g}M/G ◦ pi = {f ◦ pi, g ◦ pi}
para todas f, g ∈ F (M/G), donde pi : M −→M/G es la proyeccio´n cano´nica. Adema´s,
la proyeccio´n cano´nica pi es una aplicacio´n de Poisson para esta estructura de Poisson.
Consideremos ahora que tenemos una funcio´n hamiltoniana H ∈ F (M). Supongamos
que H es G-invariante, es decir,
H (Φg (x)) = H (x) , para todo x ∈M, g ∈ G.
Entonces, la funcio´n hamiltoniana H˜ ∈ F (M/G) esta´ dada por
H˜ (z) = H (x) , x es un representante de clase de z que esta´ bien definida.
Y el campo vectorial hamiltoniano XH˜ esta´ defindo por






XH˜ [f ] ◦ pi = {f ◦ pi,H ◦ pi} .
Si ϕt denota el flujo del sistema de Hamilton-Poisson (M, {·, ·} , H) , y ϕ˜t denota el
flujo del sistema de Hamilton-Poisson
(
M/G, {·, ·}M/G , H˜
)
, tenemos que
pi ◦ ϕt = ϕ˜t ◦ pi.
Se dice que el sistema Hamilton-Poisson (M, {·, ·} , H) se reduce al sistema reducido
de Hamilton-Poisson
(
M/G, {·, ·}M/G , H˜
)
.
Seguidamente establecemos el procedimiento de reduccio´n para una variedad simple´cti-
ca. Sea (M,Ω) una variedad simple´ctica y sea Φ : G × M→M una accio´n simple´ctica.
Supongamos que existe una aplicacio´n momento Ad∗−equivariante J : M −→ g∗. Deno-




g ∈ G : Ad∗g−1µ = µ
}
.
Luego, el espacio de o´rbitas Mµ := J
−1 (µ) /Gµ esta´ bien definido. Llamamos a este
espacio el espacio fa´sico reducido.
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Impongamos ahora las condiciones para obtener que Mµ sea una variedad. Para ello
primero asumimos que µ es un valor regular para la aplicacio´n J . Entonces, J−1 (µ) es
una subvariedad de M. En segundo lugar, supongamos que Gµ actu´a libremente y pro-
piamente sobre J−1 (µ). Por tanto, J−1 (µ) /Gµ es una variedad y la proyeccio´n cano´nica
piµ : J
−1 (µ) −→Mµ es una inmersio´n diferenciable. En definitiva, tenemos el siguiente
teorema:
Teorema 30 Sea (M,Ω) una variedad simple´ctica y G un grupo de Lie que actu´a sobre
M simple´cticamente. Supongamos que existe una aplicacio´n momento Ad∗−equivariante
J para esta accio´n. Asumamos que µ ∈ g∗ es un valor regular para J y que el grupo de
isotrop´ıa Gµ bajo la accio´n Ad
∗ sobre g∗ actu´a libremente y propiamente sobre J−1 (µ).
Entonces Mµ = J




donde piµ : J
−1 (µ) −→Mµ es la proyeccio´n cano´nica e iµ : J−1 (µ) −→M es la inclusio´n.
Por u´ltimo, inducimos sistemas hamiltonianos sobre los espacios reducidos. El proce-
dimiento es resumido en el siguiente teorema.
Teorema 31 Asumamos todas las hipo´tesis del teorema anterior y sea H ∈ F (M) una
funcio´n hamiltoniana G−invariante. Entonces el flujo ϕt de XH deja J−1 (µ) invariante
y conmuta con la accio´nde Gµ sobre J
−1 (µ), as´ı induce cano´nicamente un flujo ϕ˜t sobre
Mµ satisfaciendo piµ ◦ ϕt = ϕ˜t ◦ piµ. Esta flujo es un flujo hamiltoniano sobre Mµ con un
hamiltoniano Hµ satisfaciendo Hµ ◦piµ = H ◦ iµ. Hµ es llamado el hamiltoniano reducido.

3Dina´mica hamiltoniana de un
giro´stato en el problema de n
cuerpos
3.1. Introduccio´n
Toda la teor´ıa cualitativa moderna de ecuaciones diferenciales ordinarias parte del
trabajo de Poincare´, para tratar de explicar el que es el problema fundamental de la
meca´nica celeste
¿ES EL SISTEMA SOLAR ESTABLE?
Es decir, si los planetas seguira´n en sus o´rbitas o algunos de ellos, afectados por la
proximidad de otros, escapara´n de sus o´rbitas para siempre.
V.I.Arnold (1963) [5], en su art´ıculo ”Small Denominators, II: Proof of a Theorem by
A.N.Kolmogorov on the Preservation of Conditionals Periodic Motion under a Small Per-
turbation of the Hamiltonian”, realizo´ una pequen˜a demostracio´n de que el sistema solar
es estable bajo hipo´tesis adicionales. De esta pregunta surge un desarrollo matema´tico
que va desde el problema de los dos cuerpos hasta el problema de n cuerpos.
Se considera el problema de los dos cuerpos cla´sico que consiste en determinar el
movimiento de dos cuerpos que interactu´an gravitatoriamente entre s´ı. Algunos ejemplos
son: la Luna orbitando la Tierra y en ausencia del Sol, es decir aislados; un planeta
orbitando una estrella; dos estrellas que giran en torno al centro de masas (estrella binaria),
y un electro´n orbitando en torno a un nu´cleo ato´mico.
Newton resolvio´ geome´tricamente este problema considerando los dos cuerpos como
masas puntuales. Algunas generalizaciones ma´s realistas del problema surgen al conside-
rar:
Un so´lido y una masa puntual.
Dos so´lidos.
En estos casos aparecen sistemas de ecuaciones diferenciales ordinarias fuertemente no
lineales. En general, este tipo de problemas, so´lo pueden ser abordados mediante me´todos
nume´ricos, pero bajo hipo´tesis adicionales realistas pueden ser llevados a cabo estudios
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para describir cualitativamente dichas ecuaciones o efectutar interacciones anal´ıticas me-
diante la teor´ıa de perturbaciones.
El matema´tico france´s Henri Poincare´ (1854-1912)
a los 26 an˜os escribio´ una memoria sobre el problema de los tres cuerpos que resulto´ ga-
nadora de la competicio´n internacional para conmemorar el 60 aniversario de Oscar II, rey
de Suecia y Noruega. El objeto del concurso organizado por el rey Oscar II era responder
a la pregunta de si el sistema solar es estable.
El problema de los tres cuerpos se puede enunciar de un modo muy sencillo: sean tres
part´ıculas de masas diferentes que se mueven en el espacio bajo la accio´n de la gravitacio´n
mutua; dadas unas condiciones iniciales, determı´nese el movimiento de cada una de las
part´ıculas.
Aunque el problema tiene un enunciado de gran simplicidad, su solucio´n no es sencilla
en absoluto, Poincare´ demostro´ que para este problema, en general, no era posible encon-
trar una solucio´n exacta tal y como la conocemos para el problema de los dos cuerpos.
Para el problema de los n cuerpos el estudio es muy complicado, de ah´ı la complejidad
de responder a nuestra pregunta de si el sistema solar es o no estable. Este es un tema de
investigacio´n pasado, presente y futuro.
Antes de hacer un pequen˜o repaso por algunos de los numerosos autores que han
estudiado el problema de los 2, 3 y n cuerpos cuando alguno o varios son so´lidos r´ıgidos
o giro´stato. Recordemos el concepto de giro´stato, que sera´ considerado a lo largo de todo
este trabajo.
Definicio´n 32 Un giro´stato es un sistema meca´nico S0, constituido por un so´lido r´ıgido
S ′ al que hay conectados otros cuerpos S ′′, variables o r´ıgidos pero no r´ıgidamente unidos
a S ′, de tal manera que los movimientos de S ′′ relativos a S ′ no modifican la distribucio´n
de masas del sistema compuesto S0, ve´ase Leimanis (1965) [34].
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Figura 3.1: Giro´stato con tres rotores
El modelo que representa el giro´stato, esto es, un cuerpo rotante con cierto momento
angular interno, ha sido utilizado con e´xito en el estudio de la dina´mica de diferentes
sistemas f´ısicos desde finales del siglo XIX. As´ı Peano y Volterra aplicaron el modelo del
giro´stato a la rotacio´n de la Tierra para explicar el movimiento de los polos terrestres y
la variacio´n de la latitud en la superficie de la Tierra por medio de movimientos internos
que no modifican su distribucio´n de masas.
En las u´ltimas de´cadas el estudio de la dina´mica de los giro´statos ha adquirido un gran
intere´s en astrodina´mica e ingenier´ıa aeroespacial. Esto es debido a que en la actualidad,
la mayor´ıa de los sate´lites artificiales posee uno o ma´s discos giratorios para conseguir
el control y la estabilizaco´n del veh´ıculo de tal manera que este mantenga una cierta
orientacio´n deseada.
Recientemente numerosos autores han estudiado distintos problemas sobre giro´statos
en diferentes situaciones y la mayor´ıa en relacio´n a la dina´mica de sate´lites artificiales o al
estudio de la rotacio´n terrestre, ve´ase por ejemplo, Elipe (1997) [24], Wang et al. (1995)
[67] y Vera y Vigueras (2005) [61] y las referencias que encontramos en ellas.
Volvamos al problema de 2, 3 y n cuerpos. Numerosos autores han estudiado el pro-
blema de los dos cuerpos. Resaltemos Wang et al. (1991) [66] que estudia el caso de un
so´lido en un campo central Newtoniano, donde la dina´mica no cano´nica hamiltoniana se
obtiene por medio de la u´nica reduccio´n de Poisson. Wang et al. (1992), que [66] desde
un punto de vista lagrangiano, construye una teor´ıa sistema´tica de sistemas girosta´ticos
con simetr´ıas. Una visio´n ma´s general del problema, es tratada en Barkin et al. (1982)
[13] y la dina´mica hamiltoniana no cano´nica del problema de dos so´lidos es estudiada en
Maciejewski (1995) [37]. Todos estos art´ıculos se generalizan al caso de un giro´stato en
un campo central newtoniano por Wang et al. (1995) [67] y Monde´jar y Vigueras (1999)
[47] cuando estamos en el caso de dos giro´statos en interaccio´n newtoniana.
Respecto al problema de los tres cuerpos r´ıgidos, Vidiakin (1977) [63] y Duboshin
(1984) [22] prueban la existencia de equilibrios de Euler y Lagrange cuando los cuerpos
poseen simetr´ıas. Zhuravlev y Petrutskii (1990) [68] hacen una revisio´n de los resultados
anteriores. Fanny Cosson y Elmabsout (1997) [26] estudian la configuracio´n de los equili-
brios en te´rminos de las variables globales del problema sin reducir, donde los dos cuerpos
tienen una distribucio´n de masas esfe´rica y el tercero de ellos es un so´lido. Y Monde´jar
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et al. (2001) [48] consideran el problema de los tres cuerpos en el caso en que dos de ellos
tienen una distribucio´n de masas esfe´rica y el tercero de ellos es un giro´stato.
Por u´ltimo, en Vera y Vigueras ((2004) [60], (2005) [61], (2006) [62]), se hace un
estudio general del problema de los n cuerpos, donde dichos cuerpos son so´lidos r´ıgidos
o giro´statos, cuyos momentos girosta´ticos son constantes. Concretamente, se considera la
dina´mica no cano´nica del hamiltoniano de n+ 1 cuerpos en atraccio´n newtoniana, donde
n de ellos son so´lidos r´ıgidos con una distribucio´n esfe´rica de masas (o masas puntuales)
y el otro es un giro´stato triaxial cuyo momento girosta´tico es constante.
Repasemos algunos de los resultados generales, obtenidos en este u´ltimo art´ıculo que
nos servira´n para entender mejor todo lo hecho en este trabajo.
3.2. Espacios de configuracio´n y fa´sico
En lo que sigue utilizaremos la siguiente notacio´n. Sea S0 es un giro´stato de masa m0 y
S1, S2, ..., Sn, n cuerpos r´ıgidos esfe´ricos (o masas puntuales) de masa m1,m2, · · · ,mn res-
pectivamente. I = {O,u1,u2,u3} un sistema de referencia inercial y J = {C0,b1,b2,b3}
un sistema de referencia ligado al cuerpo con centro en el centro de masas C0 de S0. Por
u´ltimo definimos por Ri los vectores de posicio´n respecto al centro de masas de Si en I.
Por lo tanto, una part´ıcula de S0 con coordenadas Q en J es representada en el sistema
inercial I por el vector q = R0 +BQ con B ∈ SO (3) .
As´ı pues, el espacio de configuracio´n del problema es el grupo de Lie
Q = SE (3)× R3 × · · ·n) × R3
siendo SE (3) el producto semidirecto de SO (3) y R3, cuyos elementos son
((B,R0) ,R1, · · · ,Rn)
El vector v̂ es la imagen del vector v ∈ R3 por el isomorfismo esta´ndar entre las
a´lgebras de Lie R3 y so(3), es decir:
v̂ =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 .
As´ı, si tenemos u, v vectores de R3, u · v representa el producto escalar usual, | u | es la
norma eucl´ıdea del vector u y u× v es el producto vectorial.
Tenemos entonces (ve´ase Vera (2004) [59] y Vera y Vigueras (2006) [62] para ma´s






















Donde I = diag(A,B,C), matriz diagonal de orden tres, es el tensor diagonal de inercia
asociado al giro´stato S0, Ω es el vector velocidad angular de S0 definido por B˙
=BΩ̂ y lr
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es el momento girosta´tico. Por u´ltimo, Tr es la energ´ıa cine´tica relativa a el movimiento
relativo de S ′′ con respecto a S ′. Tanto l como Tr esta´n originados por el movimiento de la
parte mo´vil del giro´stato con respecto a su parte r´ıgida. Se asumira´ que Tr es una funcio´n
conocida del tiempo y que lr es un vector constante.













| BQ + R0 −Ri |

Una vez definido el espacio de configuracio´n, pasemos a definir el espacio de fases.
Para ello definimos el Langragiano del problema L : TQ −→ R
L = T − V ◦ τ
siendo τ : TQ −→ Q la proyeccio´n cano´nica. Por otro lado, el espacio de fases T∗Q,
esta´ formado por elementos de la forma
Ξ =
(




,P1, · · · ,Pn
)
donde Π = IΩ+lr el vector momento angular total del giro´stato en el sistema de referencia
ligado al cuerpo J, y Pi = miR˙i son los momentos lineales de los cuerpos en el sistema
fijo I. El espacio fa´sico T∗Q lleva consigo una estructura cano´nica simple´ctica definida
por
ω = ωSE(3) + ωR
3
+ · · ·+ ωR3
Por u´ltimo asociado a ω, tenemos la estructura de Poisson, donde el corchete de Poisson
a tener en cuenta es

























con < ·, · >: T∗SO (3)×TSO (3) −→ R, tal que







Por medio de la transformacio´n de Legende obtenemos nuestro hamiltoniano H :
T∗Q −→R dado por
H(z) = 1
2





+ V ◦ τT∗Q, (3.1)
3.3. Simetr´ıas y reduccio´n
Usando la reduccio´n mediante el producto semidirecto (ve´ase Marsden et al. 1984a, b,
1992 [44]), el problema puede reducirse por medio de la accio´n del grupo de Lie SE(3).
Siguiendo la l´ınea de Vera y Vigueras (2004) [60], se procedera´ por fases, generalizando
el trabajo de Monde´jar et al. (2001) [48] y siguiendo la l´ınea de Vera (2004) [59], en
un primer paso se procedera´ mediante una reduccio´n simple´ctica debido a la accio´n del
grupo de tanslaciones en R3. En una segunda fase, se procedera´ a una reduccio´n de Poisson
mediante la accio´n del grupo de Lie SO(3).
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3.3.1. Reduccio´n por el grupo de traslaciones
Sea la accio´n del grupo translacio´n de R3 en Q
Φ1 : R3 × Q→Q (3.2)
dada por (u,∆) ∈ R3 ×Q donde
Φ1(u,∆) = ((B,R0 + u),R1 + u, . . . ,Ri + u, . . . ,Rn + u) (3.3)
Esta accio´n se eleva a una accio´n libre y propia en T∗Q
ΦT
∗Q
1 : R3 ×T∗Q→T∗Q (3.4)
definida para (u,Ξ) ∈ R3 ×T∗Q por medio de la fo´rmula
ΦT
∗Q
1 (u,Ξ) = ((B,R0 + u),R1 + u, . . . ,Ri + u, . . . ,Rn + u,
(B, Π̂),P1, . . . ,Pi, . . . ,Pn).
(3.5)
que tienen asociada la aplicacio´n momento
j : T∗Q→R3 (3.6)





Si k es un valor regular de j, tendremos que T∗Qk = j−1(k)/R3 es una variedad
simple´ctica con 1-forma simple´ctica asociada, definida por ωk, que a su vez esta´ definida




donde pik : j
−1(k) → T∗Qk es la proyeccio´n cano´nica, ik : j−1(k) → T∗Q es la inclusio´n
cano´nica, pi∗kωk es el pull-back de ωk por pik e i
∗
kω es el pull-back de ω por ik. Ma´s adelante.
se describira´ un modelo para T∗Qk, mediante lo que llamaremos la cadena barice´ntrica,
que no es si no, una generalizacio´n de las coordenadas de Jacobi para n+ 1 so´lidos
Definicio´n 33 Sean Ri,j = Rj−Ri los vectores mutuos entre los centros de masas de Si
y Sj, Gk los centros de masas de los sistemas {Sn, Sn−1, ..., Sn−k} (k = 1, 2, ..., n − 1).
Definimos lo que llamaremos coordenadas barice´ntricas mediante
ρ1 = Rn,n−1, ρ2 = Rn−2 −G1, ρ3 = Rn−3 −G2,
. . . , ρk = Rn−k −Gk−1, ρn = R0 −Gn−1
(3.9)
y los Mj =
∑n
k=j−1mk, ( j = 1, . . . , n).




, . . . , gi =
mn−iMn−i+2
Mn−i+1
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ρ1, ρ˜2 = g2
·
ρ2, ρ˜3 = g3
·
ρ3, . . . , ρ˜i = gi
·
ρi, . . . , ρ˜n = gn
·
ρn (3.11)
Consideremos la siguiente variedad
M = SO(3)× R3 ×T∗R3 × n). . .×T∗R3
y la forma simple´ctica ωM = ω
SO(3) + ωR
3
+ n). . .+ ω, la aplicacio´n
Ψ1 : (T
∗Qk, ωk)→ (M,ωM) (3.12)
definida como
Ψ1(Ξ) = (B,BΠ̂, ρ1, ρ˜1, ρ2, ρ˜2, . . . , ρi, ρ˜i, . . . , ρn, ρ˜n) (3.13)
es un difeomorfismo simple´ctico.





















para cualesquiera f, g ∈ C∞(M).
El hamiltoniano H es ΦT∗Q1 -invariante. Por tanto, la proyeccio´n pik induce un hamil-
toniano Hk en T∗Qk determinado por
Hk(pik(m)) = H(ik(m)) (3.15)
y usando el difeomorfismo Ψ1, tendremos definido el siguiente hamiltoniano HI en M
HI(m) = Hk(Ψ−11 (m)) (3.16)









Π · I−1Π− lr · I−1Π + V (m) (3.17)
donde











| BQ + Ri,0 |
dm(Q)
 (3.18)
siendo las Ri,j funciones lineales de ρi (i = 1, . . . , n).
En particular, para el caso en que n = 2 tendremos que
R2,1 = ρ1, R1,0 = ρ2 − m2
M2




con M2 = m1 +m2.
Y para n = 3 obtenemos
R2,1 = ρ2 − m3
M3
ρ1, R1,0 = ρ3 − M3
M2
ρ2
R3,1 = ρ2 +
m2
M3














siendo ahora M3 = m3 +m2 y M2 = m1 +m2 +m3.
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3.3.2. Reduccio´n por medio del grupo de rotaciones SO(3)
Sea la aplicacio´n
Φ2 : SO(3) × M→M (3.21)
definida para (A,m) ∈ SO(3) × M como
Φ2(A,m) = (AB,ABΠ̂, A ρ1, A ρ˜1, A ρ2, A ρ˜2, . . .
. . . , A ρi, A ρ˜i, . . . , A ρn, Aρ˜n)
(3.22)
Esta apliacio´n es una accio´n libre y propia del grupo SO(3) en la variedad M. As´ı pues,
Φ2 induce una estructura de Poisson en M/SO(3), con corchetes de Poisson dados por
{f, g}M/SO(3) ◦ pi2 = {f ◦ pi2, g ◦ pi2}M (3.23)
Por otro lado, el hamiltoniano HI es ΦM/SO(3)2 −invariante, la dina´mica generalizada
generada por HI , induce la dina´mica generada por el siguiente hamiltoniano reducido
HII(pi2(m)) = HI(m). (3.24)
Describamos ahora un modelo para la variedad M/SO(3). Para ello definimos funcio´n
Ψ2 : (M/SO(3), {·, ·}M/SO(3))→ (R6n+3, {·, ·}II) (3.25)
con
Ψ2(m) = (Π, λ1,pλ1 , λ2,pλ2 , . . . , λn,pλn) (3.26)
donde λi = B
t ρi, pλi = B
t ρ˜i (i = 1, . . . , n); siendo Ψ2 un difeomorfismo de Poisson con
corchete de Poisson {·, ·}II dado por
{f, g}II(z) = (∇zf)tB(z) ∇zg (3.27)
y con el tensor de Poisson B(z) dado por la siguiente expresio´n
B(z) =

Π̂ λ̂1 p̂λ1 · · · · · · λ̂n p̂λn
λ̂1 0 IR3 0 · · · · · · 0
p̂λ1 −IR3 0 . . . . . . · · · · · ·
...
...








. . . 0 IR3
p̂λn 0
...
... 0 −IR3 0

(3.28)
El hamiltoniano doblemente reducido es








ΠI−1Π− lr · I−1Π + V (z) (3.29)
cuyo potencial viene dado por













con BtRi,j expresado como funciones de λi (i, j = 1, . . . , n).
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3.4. Expresio´n de la energ´ıa potencial
La energ´ıa potencial en el caso del problema de dos cuerpos adopta la forma
V (λ1, λ2) = −
(
Gm1m2










| Q + λ2+m1M2λ2 |
) (3.31)
En tanto que para el problema de tres cuerpos adopta ahora la forma
V (λ1, λ2, λ3) = −





































Ambas expresiones pueden generalizarse para cualquier nu´mero de cuerpos r´ıgidos,
pero resolver las anteriores integrales, exceptuando el caso en el que encontremos ciertas
simetr´ıas del giro´stato S0, son muy complicadas de resolver. Es por ello, que resulta me-
jor, considerar el desarrollo multipolar de dichos potenciales, suponiendo que los cuerpos
involucrados esta´n a distancias mutuas mucho mayores que sus propias dimensiones. Bajo
ciertas hipo´tesis adicionales, se podra´ desarrollar el potencial en series ra´pidamente con-
vergentes Leimanis (1965) [34]. Por u´ltimo, considerando los potenciales truncados hasta
cierto orden arbitraro, estaremos en condiciones de estudiar la dina´mica aproximada del
hamiltoniano.
Para un giro´stato triaxial a gran distancia la siguiente fo´rmula se cumple con una
aproximacio´n bastante buena, en el caso en que n = 2,




















− 3Gm1β1| λ2−m2M2λ1 |5
− 3Gm2β2| λ2+m1M2λ1 |5
) (3.34)
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y
α = A+B + C
β1(λ1, λ2) = λ2 · Iλ2 − 2m2
M2






β2(λ1, λ2) = λ2 · Iλ2 + 2m1
M2







El siguiente resultado, explica el potential creado por un so´lido o giro´stato en un punto
P a gran distancia, bajo ciertas condiciones de simetr´ıa Leimanis (1965) [34].
Proposicio´n 35 Consideremos un giro´stato S0 de masa m0; entonces, el potencial creado








donde r =| r | es la distancia desde el centro de masas del giro´stato a P y los coeficientes









siendo r′ el vector posicio´n relativo al centro de masas de S0 para cualquier part´ıcula







los polinomios de Legendre de grado n. En particular, cuando S0 es sime´trico alrededor
de eje OZ y respecto al plano OXY su tensor de inercia viene dado por la matriz
I =
 A 0 00 A 0
0 0 C
 (3.39)
y las siguientes relaciones se verifican
A1 = A3 = A5 = A7 = . . . = 0 (3.40)
En particular, A0 = m0, A2 = (C − A)/2 y el potencial puede aproximarse con gran
precisio´n por medio de la fo´rmula de MacCullagh
V ' −Gm0m˜
r
− Gm˜(C − A)
2r3
(3.41)
Corolario 36 Aplicando los resultados previos al caso n = 2, obtenemos la siguiente
expresio´n para el potencial
V (λ1, λ2) = −
(
Gm1m2











siendo A0 = m0, A2 = (C − A)/2 y A2i dados por (3.37).
Observacio´n 37 Resultados similares pueden ser obtenidos para el caso en que n = 3 o
ma´s cuerpos.
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3.5. Ecuaciones del movimiento
Las ecuaciones del movimiento pueden escribirse como
·
z = {z,HII(z)}II (z) = B(z)∇zHII(z). (3.43)
Desarrollando la fo´rmula anterior obtenemos las ecuaciones diferenciales del movimiento
·









pλi = pλi × Ω−∇λiV
(3.44)
donde Ω =I−1(Π− lr) es la velocidad angular del giro´stato S0 y ∇λiV es la derivada
parcial de V con respecto a la variable λi.
3.5.1. Funciones de Casimir. Integrales del momento angular
Elementos importantes de B(z) son los asociados a las funciones de Casimir. Al igual
que en Maciejewski (1995) [37], Monde´jar el al (2001) [48] y Vera y Vigueras (2004) [60].




λi × pλi (3.45)
Por tanto, podemos probar el siguiente resultado:






es una funcio´n Casimir del tensor de Poisson B(z). Es ma´s, tenemos
que KerB(z) =< ∇zϕ >. Tambie´n se tiene dL
dt
= 0, esto nos dice que el vector momento
angular total se mantiene constante.
3.5.2. Equilibrios relativos





λi × ∇λiV = 0
λi × Ω+ 1
gi
pλi = 0, pλi × Ω−∇λiV = 0
(3.46)












) al equilibrio relativo de las ecua-
ciones de movimiento (3.44), y aplicando ls propiedades del producto vectorial obtenemos
el siguiente resultado:
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Proposicio´n 39 Si ze es un equilibrio relativo de las ecuaciones (3.44), entonces
Πe × Ωe +
n∑
i=1
λei ×∇λiVe = 0





donde el sub´ındice e se usa para indicar que la correspondiente variable o funcio´n es
evaluada en el punto ze y Ωe es la velocidad angular de S0 en el equilibrio relativo ze.
Realizando el producto escalar en las expresiones anteriores con el correspondiente λei ,
obtenemos el siguiente corolario.
Corolario 40 Si ze es un equilibrio relativo de las ecuaciones (3.44), entonces
| Ωe |2 |λei |2 − (λei ·Ωe)2 =
1
gi
(λei · ∇λiVe) (i = 1, ..., n) (3.48)
Observacio´n 41 De la u´ltima ecuacio´n, el valor de | Ωe | puede ser deducido en un
equilibrio relativo.
3.5.2.1. Cara´cter variacional del los equilibrios relativos
Una condicio´n necesaria y suficiente para que ze sea un equilibrio relativos de las
ecuaciones de moviiento (3.44), es que existe λ ∈ R tal que
d(HII + λ(12 | L |2))(ze) = 0 (3.49)
de eso deducimos las ecuaciones
Ωe + λLe = 0
∇λiVe + λ(peλi×Le) = 0,
peλi
gi
− λ(λei×Le) = 0
Entonces la siguiente igualdad se verifica
| Ωe |2= λ2 | Le |2 (3.50)
Observacio´n 42 Obse´rvese que las ecuaciones mencionadas arriba son equivalentes a
las ecuaciones que determinan los equilibrios relativos del sistema (3.46).
As´ı pues, tenemos la siguiente propiedad.
Proposicio´n 43 Si ze es un equilibrio relativo de las eccuaciones (3.44), la velocidad
angular Ωe de S0, es paralela al momento angular total del sistema L.
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3.6. Variedades invariantes







MC = {z ∈ R6n+3 / pi1 = pi2 = λ3i = pλ3i = 0 (i = 1, . . . , n)} (3.51)
es una variedad invariante para el flujo (3.44). De manera similar se puede obtener MB,
MA.
A trave´s de un ca´lculo directo se puede verificar el siguiente resultado
Proposicio´n 44 MC, MB y MA son variedades invariantes del flujo definido por las
ecuaciones del movimiento (3.43). Considerando B(z) restringido a MC, y denotando su
restriccio´n como BMC (z), tenemos que LMC = pi3 +
n∑
i=1
(λ1i pλ2i − λ2i pλ1i ) es una funcio´n
Casimir del tensor de Poisson BMC (z) y KerBMC (z) =< ∇zLMC >.
Observacio´n 45 Resultados similares se pueden obtener para BMA(z) y BMB(z).
Las ecuaciones (3.44) restringidas a MC son equivalentes a aquellas obtenidas por
medio del hamiltoniano cano´nico del sistema (R4n,H, ωR4n) donde el hamiltoniano H












K(λi,pλi) + V (z) (3.52)
con K(λi,pλi) = LMC −
n∑
i=1
(λ1i pλ2i − λ2i pλ1i ) y ωR
4n
la forma simple´ctica esta´ndard en R4n.
Vemamos ahora el siguiente resultado
Proposicio´n 46 Si ze es un equilibrio relativo del sistema de Lie-Poisson (R4n,H, ωR4n),
entonces ze es un equilibrio relativo de (R6n+3,HII ,B(z)). Si ze es un equilibrio re-
lativo de (R6n+3,HII ,B(z)), siendo ze ∈ MC, entonces ze es un equilibrio relativo de
(R4n,H, ωR4n).
Observacio´n 47 Resultados similares se pueden obtener para las variedades invariantes
MA y MB.
3.6.1. Movimiento plano




pλi = −∇λiH (i = 1, . . . , n) (3.53)
y describen el movimiento plano de un giro´stato en la variedad invariante MC . Como ya
hemos comentado antes, resultados similares se obtienen si en vez de restringirnos a la
variedad MC usamos las variedades MA y MB.

4Dina´mica hamiltoniana de un
giro´stato en interaccio´n newtoniana
con un so´lido r´ıgido esfe´rico
4.1. Introduccio´n
En este cap´ıtulo, partiendo del sistema hamiltoniano no cano´nico que describe la
dina´mica de un giro´stato en interaccio´n newtoniana con un so´lido r´ıgido esfe´rico o part´ıcula
material, deduciremos la dina´mica hamiltoniana cano´nica que caracteriza a dicho sistema
en las tres variedades invariantes del movimiento que existen. Obtendremos asimismo el
potencial ampliado y las regiones de Hill, muy u´tiles para posteriores estudios cualitativos
sobre la dina´mica de un sistema giro´stato-esfera.
4.2. Ecuaciones del movimiento
Siguiendo con la notacio´n introducida en los cap´ıtulos anteriores, llamaremos:
S0 es un giro´stato de masa m0 (o masa puntual).
S1 un cuerpo r´ıgido esfe´rico de masa m1.
M1 = m0 +m1.
g1 = m0m1/M1.
IR3 es la matriz identidad y 0 es la matriz nula de orden tres.
La matriz diagonal de orden tres I = diag(A,B,C) es el tensor diagonal de inercia
asociado al giro´stato S0.
El vector z =(Π,u,p) ∈ R9 es un elemento del espacio de fase doblemente reducido
obtenido al usar las simetr´ıas del sistema, siendo mathbfu el vector que va del centro
de masas de S1 al centro de masas de S0 y P el momento lineal.
Ω el vector velocidad angular de S0.
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Π = IΩ+lr el vector momento angular total del giro´stato en el sistema de referencia
ligado al cuerpo, cuyos ejes tienen la direccio´n de los ejes principales de inercia de
S0.
Suponemos, para simplificar, que el momento girosta´tico lr = (0, 0, l) debido al
movimiento relativo de las partes mo´viles del giro´stato respecto a las r´ıgidas es
constante y paralelo al tercer eje de inercia .
Los elementos u,p son las coordenadas y momentos lineales asociados a la reduccio´n
al centro de masas del sistema, expresados en el sistema de referencia ligado al cuerpo
J.
Por u´ltimo L = Π + u×p es el momento angular total del sistema.
Sea M = R9, y consideramos el siguiente sistema de Lie-Poisson (M, { , },H), con los
corchetes de Poisson { , } definidos por medio del tensor de Poisson
B(z) =
 Π̂ û p̂û 0 IR3
p̂ −IR3 0
 . (4.1)
En cada B(z), la matriz v̂ es la imagen del vector v ∈ R3 por el isomorfismo esta´ndar
entre las a´lgebras de Lie R3 y so(3), es decir
v̂ =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 .
El hamiltoniano doblemente reducido del sistema (ve´ase el cap´ıtulo del Problema de
n cuerpos), tiene la siguiente expresio´n






ΠI−1Π− lr · I−1Π + V(u), (4.2)
donde V(u1) es el potencial de la interaccio´n gravitatoria entre el giro´stato S0 y el cuerpo







u | . (4.3)
Las ecuaciones del movimiento vienen dadas por
dz
dt
= {z,H(z)} = B(z)∇zH(z) ,










+ u× Ω, dp
dt
= p× Ω−∇uV .
(4.4)
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4.3. Funciones de Casimir. Integrales del momento
angular
Elementos importantes de B(z) son los asociados a las funciones de Casimir. Conside-
remos el momento angular total L dado por
L = Π + u× p . (4.5)
Por tanto, podemos probar el siguiente resultado:






es una funcio´n Casimir del tensor de Poisson B(z). Es ma´s, tenemos
que KerB(z) =< ∇zϕ >. Tambie´n se tiene dL
dt
= 0, esto nos dice que el vector momento
angular total se mantiene constante.
4.4. Dina´mica hamiltoniana aproximada
Consideramos el desarrollo multipolar del potencial V(u), suponiendo que los cuerpos
involucrados esta´n en distancias mucho ma´s grandes que las dimensiones individuales
de los mismos. Bajo esta hipo´tesis adicional podremos desarrollar el potencial en una
serie ra´pidamente convergente. Considerando que los potenciales esta´n truncados hasta
un orden arbitrario, podremos estudiar la dina´mica hamiltoniana aproximada.
Para un giro´stato triaxial la fo´rmula siguiente (ve´ase Vera y Vigueras (2006) [62]), se
verifica con gran exactitud




2 | u |2 −
3(u · Iu)










ΠI−1Π− lr · I−1Π + V1(u). (4.7)




= {z,H1(z)} = B(z)∇zH1(z). (4.8)
De la ecuacio´n anterior, se deduce que
∇z(| L |2)B(z)∇zH1(z) = 0.
Del mismo modo, cuando el giro´stato es de revolucio´n, tenemos que
∇z(pi3)B(z)∇zH1(z) = 0,
do´nde pi3 es la tercera componente del momento angular del giro´stato. Se verifica el si-
guiente teorema.
Teorema 49 Para las ecuaciones (4.8) | L |2 es una integral del movimiento. Y cuando
el giro´stato es de revolucio´n pi3 sera´ otra integral del movimiento.
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4.4.1. Variedades invariantes del movimiento
Denotando por u = (u1, u2, u3), p = (p1, p2, p3) y Π = (pi1, pi2, pi3), es fa´cil verificar que
MC = {z ∈ R9 / pi1 = pi2 = u3 = p3 = 0}, (4.9)
es una variedad invariante para el flujo de (4.8). Similares resultados pueden ser obtenidos
para las variedades invariantes MA, MB en los casos en los que el momento girosta´tico
esta´ en el primer o segundo eje de inercia, respectivamente.
Como en Vera y Vigueras (2006) [62], consideremos B(z) restringido a MC , y de-
note´mosle por BMC (z), entonces
LMC = pi3 + (u1p2 − u2p1),
es el u´nico Casimir del tensor de Poisson BMC (z). Y para cada valor del momento angular
total del sistema LMC = L constante, la dina´mica en cada una de las fibras MC
⋂






(L− (u1p2 − u2p1))2 − l
C
(L− (u1p2 − u2p1)) + V1(u),
con z = (u,P) siendo ahora u = (u1, u2) y P = (P1, P2). Donde l es la tercera componente
del momento girosta´tico, que suponemos es constante. Y el potencial (4.6), bajo estas
hipo´tesis, adopta la forma






























(γ − (u1p2 − u2p1))2 + V1(u),
siendo γ = L− l.
Para simplificar la notacio´n, escalaremos el problema de la siguiente manera:
G = m0 + m1 = 1 y definimos las constantes α = σ/2C, β = γ/σ
2, σ = µ (1− µ) y
µ = m0. Tambie´n hacemos
u = U, p = σP.








+ α(β − (U1P2 − U2P1))2 + 1
σ
V1(U). (4.10)
Haciendo una transformacio´n cano´nica de coordenadas cartesianas a polares-simple´cticas,



















siendo ahora z = (r, θ, pr, pθ) ∈ R+ × S1 × R2.
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y V1(z) = −1
r
+ P , donde  es una cantidad muy pequen˜a y P es la perturbacio´n debida








+ α (β − pθ)2 − 1
r
+ P .








+ α (β − pθ)2 − 1
r
Esto describe una aproximacio´n integrable, ya que el hamiltoniano H y pθ son dos
integrales primeras, independientes y en involucio´n) de la dina´mica plana del giro´stato
en interaccio´n newtoniana con un cuerpo r´ıgido esfe´rico en la fibra del momento angular
constante total MC
⋂
(LMC = L) en la variedad invariante MC .
4.5. Potencial ampliado. Regiones de Hill
4.5.1. Introduccio´n
En esta seccio´n vamos a calcular el potencial ampliado y vamos a realizar un estudio
de las regiones de Hill, regiones del espacio de configuracio´n donde existe el movimiento
real. Dicho potencial se calculara´ mediante dos me´todos. En el primero utilizaremos el
lagrangiano asociado a (4.10) y en el segundo usaremos un simple procedimiento algebrai-
co.
4.5.2. Obtencio´n del potencial ampliado empleando el lagran-
giano









































con V˜ el potencial ampliado del sistema.
Para calcular H usando la transformada de Legendre obtenemos H =U1 ·P − L , el



























= P1 + 2α(β − U1P2 + U2P1)U2
dU2
dt
= P2 − 2α(β − U1P2 + U2P1)U1
Entonces usando U1 ·P− L, obtenemos (4.13).



















Y puede verificarse ya que L = c, con c ∈ R.




























es la energ´ıa cine´tica generalizada del sistema.
4.5.3. Obtencio´n del potencial ampliado algebraicamente
Otra forma de obtener el potencial ampliado es operar en el (4.13) una vez expresado
e´ste en coordenadas polares simple´cticas. Y sabemos que el hamiltoniano (4.13) expresado








+ α (β − pθ)2 − 1
r
(4.14)
siendo E =R+ × S1 × R2 el espacio de fases del sistema.






















Obse´rvese que el hamiltoniano (4.14) y el momento angular pθ son dos integrales






















es el potencial ampliado expresado en coordenadas polares.
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4.5.4. Variedades de energ´ıa y momento constantes. Regiones
de Hill
Al ser (4.14) integrable, con integrales en involucio´n H y pθ, podemos definir las
siguientes subvariedades del espacio de fases del sistema invariantes por el flujo (4.15).
Definicio´n 52 Llamaremos variedades de energ´ıa constante a
H−1(h) = Eh = {(r, θ, pr, pθ) ∈ E : H (r, θ, pr, pθ) = h} , h ∈ R. (4.17)
Llamaremos variedades de momento constante a
Jk = {(r, θ, pr, pθ) ∈ E : pθ = k} , k ∈ R. (4.18)
Observacio´n 53 En posteriores estudios cualitativos de la dina´mica del sistema consi-
deraremos las subvariedades del espacio de fases Ihk = Eh ∩ Jk llamadas variedades de
energ´ıa-momento constante.
Sea pi : E −→ R+ × S1 la proyeccio´n natural del espacio de fases E en el espacio de
configuracio´n R+ × S1.
Definicio´n 54 Para cada h ∈ R la regio´n de Hill Rh esta´ definida por Rh = pi(Eh).






Utilizaremos el s´ımbolo ≈ para expresar el difeomorfismo entre dos variedades dife-
renciales. Es fa´cil ver que Rh ≈ {r ∈ R+ : αβ21+2αr2 −
1
r
≤ h} × S1.
Definicio´n 55 Las superficies de velocidad nula Sh vienen dadas por





= h} × S1 (4.20)
4.6. Estudio cualitativo del flujo hamiltoniano aso-
ciado a H
4.6.1. Introduccio´n
En este cap´ıtulo, usaremos te´cnicas similares a las introducidas en ([36]) para realizar
un estudio cualitativo del flujo (4.15). En primer lugar analizaremos topolo´gicamente las
regiones de Hill del problema, dando una clasificacio´n de los subconjuntos del espacio de
configuracio´n donde existe movimiento real.
Posteriormente, usando el teorema de Liouville-Arnold y me´todos anal´ıticos describi-
remos:
i) La foliacio´n del espacio de fases E por las variedades de energ´ıa Eh.
ii) La foliacio´n de las variedades de energ´ıa Eh por las variedades energ´ıa-momento Ihk.
iii) La foliacio´n de Ihk por el flujo del sistema hamiltoniano asociado a H.
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4.6.2. Topolog´ıa de las regiones de Hill
Las regiones de Hill estara´n completamente caracterizadas por medio de la funcio´n
potencial (4.16). Son regiones del espacio fa´sico, donde existe movimiento real y esta´n
completamente caracterizadas por medio de los puntos cr´ıticos del potencial. Dichos pun-
tos son las ra´ıces reales de la ecuacio´n polino´mica
1 + 4αr2 − 4α2β2r3 + 4α2r4 = 0, (4.21)
que se obtiene derivando V˜ respecto de r e igualando a cero.
Discutimos, de acuerdo a los diferentes valores de los para´metros α y β, el nu´mero de
ra´ıces reales positivas respecto de r de la ecuacio´n (4.21). Para ello empleamos el me´todo
de Sturm, obteniendo el siguiente resultado (ve´ase ape´ndice A) para la demostracio´n del
mismo.
Proposicio´n 56 Cuando 27αβ4 − 128 > 0 la ecuacio´n (4.21) tiene dos ra´ıces reales
positivas. En el caso en que 27αβ4 − 128 = 0 la ecuacio´n (4.21) tiene una ra´ız real
positiva. Y por u´ltimo 27αβ4 − 128 < 0 la ecuacio´n (4.21) no tiene ra´ıces reales.
En lo que sigue los valores del potencial ampliado en cada una de las familias de puntos
cr´ıticos sera´n denotados por hi = V˜(ri) (i = 1, 2, 3), los valores Ai (i = 1, 2, 3), sera´n los
puntos de corte de la gra´fica del potencial ampliado con V˜ = h.
Recordemos, por otro lado, que las regiones de Hill, para cada h ∈ R, estaban definidas
de la siguiente forma






y que adema´s cumpl´ıan que Rh ≈ {r ∈ R+ : αβ21+2αr2 −
1
r
≤ h} × S1, donde el potencial





Para poder entender la topolog´ıa de las regiones de Hill introducimos las siguientes
figuras:
Figura 4.1: Potencial ampliado para
27αβ4−128 > 0, donde h1, h2 son los pun-
tos cr´ıticos de V˜.
Figura 4.2: Potencial ampliado para
27αβ4 − 128 = 0, donde h3 es el punto
cr´ıtico de V˜.
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Figura 4.3: Potencial ampliado para 27αβ4 − 128 < 0.
Empleando los resultados anteriores se tiene la siguiente clasificacio´n topolo´gica de las
regiones de Hill Rh.
h < h2 Rh ≈ (0, A1]× S1
h=h2 Rh ≈ [(0, A1] ∪ {r2}]× S1
h2<h<0 Rh ≈ [(0, A1] ∪ [A2, A3]]× S1
27αβ4−128>0
(ve´ase Figura 4.1)
0≤h<h1 Rh ≈ [(0, A1] ∪ [A2,+∞)]× S1
h=h1 Rh ≈ (0,+∞)× S1
h1 < h Rh ≈ (0,+∞)× S1
Tabla 4.1: Clasificacio´n topolo´gica de las regiones de Hill para 27αβ4 − 128 > 0.
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h<h3 Rh ≈ (0, A1]× S1
h=h3 Rh ≈ (0, r3]× S1
27αβ4−128=0
(ve´ase Figura 4.2) h3 <h<0 Rh ≈ (0, A1]× S1
0≤h Rh ≈ (0,+∞)× S1
Tabla 4.2: Clasificacio´n topolo´gica de las regiones de Hill para 27αβ4 − 128 = 0.
h<0 Rh ≈ (0, A1]× S1
27αβ4−128<0
(ve´ase Figura 4.3) 0≤h Rh ≈ (0,+∞)× S1
Tabla 4.3: Clasificacio´n topolo´gica de las regiones de Hill para 27αβ4 − 128 < 0
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4.6.3. Estudio cualitativo del flujo hamiltoniano
En esta seccio´n estudiamos la topolog´ıa de las variedades invariantes H−1(h) = Eh e
Ihk. Con idea de dar una clasificacio´n topolo´gica a dichas variedades necesitamos nuevos
resultados e introducir la siguiente notacio´n.
Recordemos que los conjuntos Eh e Ihk ven´ıan dados por
Eh = {(r, θ, pr, pθ) ∈ E : H (r, θ, pr, pθ) = h} , h ∈ R,
Jk = {(r, θ, pr, pθ) ∈ E : pθ = k} , k ∈ R,
Ihk = Eh ∩ Jk,
con z = (r, θ, pr, pθ) ∈ E y (h, k) ∈ R2.
Definimos ahora una nueva aplicacio´n g : R+×R2 −→ R, con g (r, pr, pθ) = H (r, θ, pr, pθ),
es decir








+ α (β − pθ)2 − 1
r
.
Si h ∈ R es un valor regular de la aplicacio´n g : R+ × R2 −→ R y g−1(h) 6= ∅, g−1(h) es
una superficie de R+ × R2 que llamaremos superficie de energ´ıa.
As´ı pues, en te´rminos de la superficie de energ´ıa, los conjuntos invariantes quedan
definidos de la siguiente manera
Eh = H−1(h) = {(r, θ, pr, pθ) ∈ E : g (r, pr, pθ) = h} ≈ g−1(h)× S1,
Jk = {z ∈ E : pθ = k} , k ∈ R,
Ihk = Eh ∩ Jk ≈ (g−1(h) ∩ {pθ = k})× S1,
con z = (r, θ, pr, pθ) ∈ E y (h, k) ∈ R2.
Para el estudio de la topolog´ıa de H−1(h) = Eh y de Ihk, (h, k) ∈ R2 debemos carac-
terizar primero los puntos de equilibrio del hamiltoniano (4.14), ya que las superficies de
energ´ıa son regulares cuando h 6= hi, siendo hi = H(zei) donde zei se corresponden con los
puntos de equilibrio de H. Y por u´ltimo debemos calcular los extremos de la superficie
de energ´ıa g−1(h).
4.6.4. Puntos de equilibrio de H
Mediante un ca´lculo esta´ndar se puede verificar el siguiente resultado:




























Obse´rvese que pi(z˜e) = ze, donde pi : E −→ R+ × S1 es la proyeccio´n natural.
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Utilizando el algoritmo de Sturm para saber el nu´mero de ra´ıces reales de la ecuacio´n
1 + 4αr2 − 4α2β2r3 + 4α2r4 = 0.
Obtenemos el siguiente resultado:
Proposicio´n 58 Cuando 27αβ4 − 128 > 0 el sistema hamiltoniano (4.15) tiene dos
familias de equilibrios. En el caso en que 27αβ4− 128 = 0 el sistema hamiltoniano (4.15)
tiene una familia de equilibrios. Y por u´ltimo, si 27αβ4−128 < 0 el sistema hamiltoniano
(4.15) no tiene equilibrios.
En lo que sigue, los valores de la energ´ıa en cada una de las familias de equilibrios
sera´n denotadas por hi = H (ri, θ, 0, pθi) , i = 1, 2, 3.
Observacio´n 59 Por el lema anterior podemos afirmar que los valores hi = H (ri, θ, 0, pθi)
son los mismos hi utilizados en el estudio de las regiones de Hill.
La proposicio´n anterior caracteriza completamente la topolog´ıa de H−1(h) = Eh.
4.6.5. Extremos relativos de la superficie de energ´ıa g−1(h)
Utilizando el teorema de la Funcio´n Impl´ıcita para la aplicacio´n g, los ma´ximos y
mı´nimos de la superficie g−1(h) vienen dados por las ra´ıces reales de la ecuacio´n polino´mica
−1 + 2(αβ2 − h)k2 − 4αβk3 + 2αk4 = 0. (4.23)
Utilizando el algoritmo de Sturm podemos calcular el nu´mero de ra´ıces reales de (4.23) con
respecto a k = pθ. Dichas ra´ıces son cj(j = 1, 2, 3, 4) y corresponden a los extremos de la
superficie de energ´ıa Qj (j = 1, 2, 3, 4). El ca´lculo de dichos extremos podemos encontrarlo
en el ape´ndice B.
Al aplicar el algortitmo de Sturm a (4.23) nos encontramos con la siguiente ecuacio´n
(ve´ase ape´ndice C)
h− α (β − k)2 = 0,
cuyas rai´ıces reales respecto de k son a1 y a2. La importancia de estos dos valores y de
esta ecuacio´n es que entre a1 y a2, todas las trayectorias no son acotadas. En el caso de
que k = 0 las o´rbitas tampoco son acotadas. Por u´ltimo, en el resto de los casos o no
tendremos superficie de energ´ıa o tendremos un punto o trayectorias acotadas.
Segu´n los diferentes niveles de energ´ıa tenemos que























Tabla 4.4: Extremos relativos de la superficie de energ´ıa g−1 para 27αβ4 − 128 > 0





27αβ4 − 128 = 0 h = h3
Mı´nimo = c2
Ma´ximo = c1
h3 < h < 0
Mı´nimo = c2










Tabla 4.6: Extremos relativos de la superficie de energ´ıa g−1 para 27αβ4 − 128 < 0
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4.6.6. Clasificacio´n topolo´gica de Eh e Ihk
En esta parte del cap´ıtulo estudiaremos la topolog´ıa de las variedades invariantes
H−1(h) = Eh e Ihk. Para ello introduzcamos de nuevo toda aquella notacio´n que es
necesaria para entender las distintas topolog´ıas.
Denotamos por hi = H (ri, θi, 0, pθi) (i = 1, 2, 3), los valores del hamiltoniano H en
cada uno de sus puntos de equilibrio. La aplicacio´n g : R+ × R2 −→ R esta´ definida
por g (r, pr, pθ) = H (r, θ, pr, pθ), y en el caso de que h ∈ R sea un valor regular para
g y g−1(h) 6= ∅, entonces g−1(h) es una superficie de R+ × R2 llamada superficie de
energ´ıa, adema´s g−1(h) = Eh/S1. Los valores de k que son ra´ıces de la ecuacio´n (4.23)
los denotamos por cj(j = 1, 2, 3, 4) y corresponden a los extremos Qj (j = 1, 2, 3, 4) de la
superficie de energ´ıa.
Los valores a1 y a2 son las ra´ıces reales respecto de k de la ecuacio´n h−α (β − k)2 = 0,
y nos delimitan aquellas regiones en las que esta´n o no acotadas las o´bitas. Recordemos
que cuando k = 0 las o´rbitas no esta´n acotadas.
Finalmente, Sn−1 es la esfera en Rn, con n > 1 e Y es la unio´n de dos toros so´lidos
abiertos que se identifican punto a punto con los puntos de dos c´ırculos de cada toro, que
no pueden ser contraidos a un solo punto dentro del correspondiente toro (ve´ase [36] para
ma´s detalles).
Los diferentes casos se muestran a trave´s de las siguientes figuras y de sus correspon-
dientes tablas.
Figura 4.4: H−1(h)/S1 para
27αβ4 − 128 > 0 y h < h2, donde
k = pθ y Q1, Q2 los extremos.
Figura 4.5: H−1(h)/S1 para
27αβ4 − 128 > 0 y h = h2, donde
k = pθ, h2 el punto de equilibrio y
Q1, Q2 los extremos.
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Figura 4.6: H−1(h)/S1 para
27αβ4 − 128 > 0 y h2 < h < 0,
donde k = pθ y Q1, Q2, Q3, Q4 los
extremos.
Figura 4.7: H−1(h)/S1 para
27αβ4 − 128 > 0 y 0 < h < h1,
donde k = pθ y Q1, Q2, Q3, Q4 los
extremos.
Figura 4.8: H−1(h)/S1 para
27αβ4 − 128 > 0 y h = h1, donde
k = pθ, h1 el punto de equilibrio y
Q1, Q2 los extremos.
Figura 4.9: H−1(h)/S1 para
27αβ4 − 128 > 0 y h > h1, donde
k = pθ y Q1, Q2 los extremos.
Figura 4.10: H−1(h)/S1 para
27αβ4 − 128 = 0 y h < h3, donde
k = pθ y Q1, Q2 los extremos.
Figura 4.11: H−1(h)/S1 para
27αβ4 − 128 = 0 y h = h3, donde
k = pθ, h3 el punto de equilibrio y
Q2 los extremos.
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Figura 4.12: H−1(h)/S1 para
27αβ4−128 = 0 y h3 < h < 0, donde
k = pθ y Q1 y Q2 los extremos.
Figura 4.13: H−1(h)/S1 para
27αβ4 − 128 = 0 y 0 < h, donde
k = pθ y Q1 y Q2 los extremos.
Figura 4.14: H−1(h)/S1 para
27αβ4 − 128 < 0 y h < 0, donde
k = pθ y Q1, Q2 los extremos.
Figura 4.15: H−1(h)/S1 para
27αβ4 − 128 < 0 y h ≥ 0, donde
k = pθ y Q1, Q2 los extremos.
h Eh Ihk
∅ k < c2
S1 k = c2
S1 × S1 c2 < k < 0
h < h2 {S2\S0}, ve´ase 4.4 S1 × R k = 0
S1 × S1 0 < k < c1
S1 k = c1
∅ c1 < k
∅ k < c2
S1 k = c2
S1 × S1 c2<k< 0
S1×R k= 0
h=h2 {S2\S0} ∪ {S0}, ve´ase 4.5 S1 × S1 0 < k < c1
S1 k = c1
∅ c1 < k < h2
S1 k=h2
∅ h2 < k
∅ k < c2
S1 k= c2
S1 × S1 c2<k < 0
(Sigue en la pa´gina siguiente)
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h Eh Ihk
S1×R k= 0
h2<h< 0 {S2\S0} ∪ {S2}, ve´ase 4.6 S1 × S1 0 < k < c1
S1 k = c1
∅ c1 < k < c3
S1 k = c3
S1 × S1 c3 < k < c4
S1 k = c4
∅ c4 < k
∅ k < c2




S1 k = c1
0 < h < h1 {S2\S0}∪{S2\S0}, ve´ase 4.7 ∅ c1 < k < c3
S1 k = c3
S1×S1 c3<k<a1
S1×R a1≤ k≤ a2
S1×S1 a2<k<c4
S1 k = c4
∅ c4 < k
∅ k < c2
S1 k = c2
S1 × S1 c2<k< 0
S1 × R k = 0
h = h1 Y , ve´ase 4.8 S
1 × S1 0<k<a1
S1 × R a1 ≤ k ≤ a2
S1 × S1 a2<k<c1
S1 k = c1
∅ c1 < k
∅ k < c2
S1 k = c2
S1 × S1 c2 <k< 0
S1 × R k = 0
h > h1 S
2\{S0 ∪ S0}, ve´ase 4.9 S1 × S1 0<k<a1
S1 × R a1≤ k≤ a2
S1 × S1 a2<k<c1
S1 k = c1
∅ c1 < k
Tabla 4.7: Clasificacio´n topolo´gica de Eh y Ihk cuando 27αβ
4 − 128 > 0.
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h Eh Ihk
∅ k < c2
S1 k = c2
S1 × S1 c2 < k < 0
h < h3 S
2\S0, ve´ase 4.10 S1 × R k = 0
S1 × S1 0 < k < c1
S1 k = c1
∅ c1 < k
∅ k < c2
S1 k = c2
S1 × S1 c2 < k < 0
h = h3 S
2\S0, ve´ase 4.11 S1 × R k = 0
S1 × S1 0 < k < c1
S1 k = c1
∅ c1 < k
∅ k < c2
S1 k = c2
S1 × S1 c2 < k < 0
h3 < h < 0 S
2\S0, ve´ase 4.12 S1 × R k = 0
S1 × S1 0 < k < c1
S1 k = c1
∅ c1 < k
∅ k < c2
S1 k = c2
S1 × S1 c2<k<0
S1 × R k=0
0 < h S2\{S0 ∪ S0}, ve´ase 4.13 S1 × S1 0<k<a1
S1 × R a1 ≤ k ≤ a2
S1 × S1 a2 < k < c1
S1 k = c1
∅ c1 < k
Tabla 4.8: Clasificacio´n topolo´gica de Eh y Ihk cuando 27αβ
4 − 128 = 0.
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h Eh Ihk
∅ k < c2
S1 k = c2
S1 × S1 c2 < k < 0
h < 0 S2\S0, vea´se 4.14 S1 × R k = 0
S1 × S1 0 < k < c1
S1 k = c1
∅ c1 < k
∅ k < c2
S1 k = c2
S1 × S1 c2 < k < 0
S1 × R k = 0
h ≥ 0 S2\{S0 ∪ S0}, ve´ase 4.15 S1 × S1 0 < k < a1
S1 × R a1 ≤ k ≤ a2
S1 × S1 a2 < k < c1
S1 k = c1
∅ c1 < k
Tabla 4.9: Clasificacio´n topolo´gica de Eh e Ihk cuando 27αβ
4 − 128 < 0.
4.7. Variables accio´n-a´ngulo
En esta seccio´n vamos a calcular, por medio de la teor´ıa de Hamilton-Jacobi , las varia-
bles accio´n-a´ngulo y la expresio´n del hamiltoniano en dichas variables. Estas variables son
muy u´tiles para calcular los elementos keplerianos modificados y las ecuaciones planetarias
que se derivan de dichos elementos.








+ α (β − pθ)2 − 1
r
y que completando cuadrados obtenemos el potencial ampliado escribiendo as´ı el hamil-
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Como sabemos, θ es una variable ignorable de H, por lo que podemos definir la si-
guiente funcio´n




















+ 2V˜ (r) = 2h































e integrando obtenemos Wr
Wr =
∫ √





































es la expresio´n del potencial ampliado en coordenadas polares simple´cticas y r1 y r2 son
ra´ıces reales distintas de una ecuacio´n que estudiaremos ma´s adelante.
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Para calcular Jr se ha usado el teorema de los residuos de Cauchy.
Las expresiones para Jθ y Jr son
Jθ = k (4.26)
Jr = −Jθ − 1√
2 (αβ2 − h− 2αβJθ + αJ2θ )
(4.27)
La transformacio´n de variables en polares-simple´cticas a variables accio´n-a´ngulo se
define en la siguiente regio´n mediante la ecuacio´n en r









que tiene dos ra´ıces reales diferentes respecto a los para´metros α, β y h (r1 y r2).
Por medio del algoritmo de Sturm se obtiene la regio´n donde (5.6) tiene dos ra´ıces




h− α (β − k)2) + k2 < 0 (4.29)
h− α (β − k)2 < 0 (4.30)
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Y la regio´n es
Figura 4.16: Regio´n donde (4.28) tiene dos ra´ıces reales distintas
Resolviendo h en (4.27) tenemos el hamiltoniano en variables accio´n-a´ngulo, que se
expresa en estas nuevas variables como
H = − 1
2 (Jr + Jθ)
2 + α (β − Jθ)2 (4.31)
4.8. Variables de Delaunay
Usando las siguientes transformaciones a variables Delaunay
G = Jθ, L = Jr + Jθ
podemos expresar H como
H =− 1
2L2
+ α (β −G)2 (4.32)
En variables Delaunay, la regio´n anterior viene dada por las siguientes desigualdades
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Donde la regio´n es
Figura 4.17: Regio´n para las variables de Delaunay
4.9. Clasificacio´n de o´rbitas
En esta seccio´n daremos una clasificacio´n de las o´rbitas para nuestro problema, en
particular estudiaremos las que corresponden a la figura (4.8). Utilizando el Mathematica
se ha desarrollado un co´digo para poder dibujarlas (ve´ase ape´ndice D para ma´s detalles).
Para hacer esta clasificacio´n, tomaremos el hamiltoniano escrito en variables accio´n-
a´ngulo (Jr, Jθ). Cuya expresio´n es
H = − 1
2 (Jr + Jθ)
2 + α (β − Jθ)2 (4.35)
Encontramos diferentes tipos de o´rbitas: circular, perio´dica, cuasiperio´dica, de colisio´n
y de escape.
Las circulares aparecen cuando nos situamos en un ma´ximo o en un mı´nimo de la
superficie de energ´ıa. Cuando estamos en un punto de equilibrio tendremos como o´rbita








, obtenemos o´rbitas perio´dicas. Finalmente, cuando k = 0 sera´n o´rbitas
de colisio´n y cuando estemos entre a1 y a2 tendremos o´rbitas de escape.
Veamos algunos ejemplos de estas o´rbitas.
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Figura 4.18: Ejemplo de una o´rbita circular en
coordenadas cartesianas (u1, u2) para la figura
4.8. Estas o´rbitas aparecen en los extremos de
la superficie mi, i = 1, 2.
Figura 4.19: Ejemplo de una o´rbita perio´dica
en coordenadas cartesianas (u1, u2) para la figu-
ra 4.8.
Figura 4.20: Ejemplo de una o´rbita cuasiperio´dica en
coordenadas cartesianas (u1, u2) para la figura 4.8.
Figura 4.21: Ejemplo de una o´rbita de coli-
sio´n en coordenadas cartesianas (u1, u2) para la
figura 4.8. Esta o´rbita ocurre cuando k = 0.
Figura 4.22: Ejemplo de una o´rbita de esca-
pe en coordenadas cartesianas (u1, u2) para la
figura 4.8. Estas aparecen entre los valores a1
y a2 de la superficeie.
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4.10. Elemento keplerianos modificados
Utilizando la teor´ıa de Hamilton-Jacobi podemos obtener las expresiones de los ele-
mentos keplerianos modificados, que seguimos llamando (a, e, l, g).





h− α (β − k)2) (4.36)





h− α (β − k)2) k2) 12 (4.37)
l es la anomal´ıa media
l = t− n−1(E − e sinE) (4.38)
donde t es el tiempo, n = a−
3
2 y E es la anomal´ıa exce´ntrica.
g es el argumento del perihelio




2 (1− e2) 12 − β
)
(4.39)
donde f es la anomal´ıa verdadera.
Se puede comprobar que los elementos keplerianos modificados coinciden con los del
problema de Kepler cuando α tiende a cero. Se podr´ıa realizar una teor´ıa de perturbaciones
para este sistema mucho ma´s complicada que la teor´ıa de perturbaciones del problema
kepleriano. Para ma´s detalles sobre las ecuaciones planetarias del problema de Kepler
ve´ase Goldstein (1988) [31].
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4.11. Conclusiones
En este cap´ıtulo se ha considerado una primera aproximacio´n integrable para un pro-
blema de tipo roto-traslatorio del movimiento plano de un giro´stato en interaccio´n new-
toniana con un so´lido r´ıgido esfe´rico. Para ello, hemos hecho el estudio en las fibras de
valor constante del momento angular total (LMC = L) en la variedad invariante MC . Se
ha descrito la dina´mica hamiltoniana en dicha variedad de las superficies Eh, Ik y Ihk,
por medio del teorema de Liouville-Arnold y otras te´cnicas espec´ıficas. Tambie´n se ha
obtenido una clasificacio´n topolo´gica completa para el flujo fa´sico asociado al sistema.
Las variables accio´n-a´ngulo y la regio´n del espacio fa´sico han sido obtenidas, as´ı como
nuestro hamiltoniano expresado en dichas variables. De la misma manera se ha procedido
a calcular las variables de Delaunay y el hamiltoniano correspondiente, u´tiles para poder
obtener los elementos keplerianos modificados que servira´n para la elaboracio´n de una
teor´ıa de perturbaciones. Por u´ltimo, se ha hecho un estudio de las o´rbitas en un caso
particular y se han calculado las ecuaciones planetarias. Los resultados obtenidos, tienen
una aplicacio´n directa al estudio de dos cuerpos de tipo roto-traslatorios, en particular
al caso de asteroides binarios, donde la rotacio´n de uno de ellos influye fuertemente en el
movimiento orbital del sistema, el otro debe ser una masa puntual o un cuerpo esfe´rico y
ambos deben estar a una distancia mucho mayor que sus propias dimensiones. Un ejemplo
de este caso es la situacio´n de 45 Eugenia y su luna Petit-Prince (Marchis et al (2004)
[42]).

5Un sistema Manev en referencia
rotante
5.1. Introduccio´n
Una de las primeras y ma´s conocidas afirmaciones de la teor´ıa de la relatividad de
Einstein fue las explicacio´n cualitativa correcta del movimiento del perihelio de Mercurio.
Sabemos por las leyes de Kepler que todos los planetas describen o´rbitas el´ıpticas alrededor
del Sol, algunas de las cuales son pra´cticamente circulares. En el caso de Mercurio debido a
la gran excentricidad de su o´rbita, lo que ocurre es que e´sta elipse es muy pronunciada. La
perturbacio´n orignada por el resto de los planetas del Sistema Solar hace que el perihelio,
punto de la o´rbita del planeta que se encuentra ma´s cercano al Sol, se mueva unos 43
segundos de arco por siglo. Este hecho no se explicaba mediante las leyes de Newton ni
de la Meca´nica Cla´sica. Lo que se pretende en este cap´ıtulo es dar un modo alternativo
de estudiar la precesio´n de Mercurio usando Meca´nica Cla´sica en lugar de Meca´nica
Relativista.
Entre 1924 y 1930, G. Manev (ve´ase [38], [39], [40], [41]) estudio´ la correccio´n al
potencial atractivo newtoniano del tipo V = −γ/r − ε/(r2), donde γ = G(m1,m2) (G es
la constante gravitatoria, m1 y m2 las masas de dos cuerpos que se atraen mutuamente y
r la distancia que hay entre ellos).
En las u´ltimas de´cadas algunos autores han estudiado este tipo de sistemas. A. V.
Bobylev et al (1997) [15] consideran la ley gravitacional de Manev en el contexto de la
dina´mica estelar.
Consideremos ahora el objeto de nuestro estudio. En algunas variedades invariantes


















es el potencial de Manev y el te´rmino αpθ an˜ade a la dina´mica del problema
de Kepler el efecto asociado a la rotacio´n del sistema de referencia. Los para´metros α > 0
y β ∈ R son dos constantes estructurales del sistema y E = R+ × S1 × R2 es el espacio
fa´sico.
72 Un sistema Manev en referencia rotante
Con idea de hacer un estudio cualitativo de la dina´mica asociada a el sistema ha-
miltoniano, de un modo parecido al que se hace en Llibre (2001) [36], consideramos los
siguientes conjuntos:
Eh = H−1(h) = {(r, θ, pr, pθ) ∈ E : g (r, pr, pθ) = h} ≈ g−1(h)× S1,
Jk = {z ∈ E : pθ = k} ,
Ihk = Eh ∩ Jk ≈ (g−1(h) ∩ {pθ = k})× S1,
donde g : R+ × R2 −→ R esta´ definida por g (r, pr, pθ) = H (r, θ, pr, pθ) y g−1(h) es una
superficie de R+ × R2 denminada superficie de energ´ıa.
Estos conjuntos son invariantes para el flujo asociado a (5.1), siendo H y pθ dos
integrales primeras del movimiento, independientes y en involucio´n.
Los principales resultados que se obtienen en este cap´ıtulo son
a) La descripcio´n de la folacio´n del espacio fa´sico E por medio de los conjuntos de energ´ıa
constante Eh.
b) La de los conjuntos Eh por medio de los conjuntos invariantes Ihk.
c) Y la foliacio´n de Ihk por medio del flujo del sistema hamiltoniano.
Estas foliaciones nos dara´n una buena descripcio´n del espacio de fases cuando (h, k) ∈
R2 y cuando depende de los diferentes valores de α y β.
La herramienta principal de este estudio es el teorema de Liouville-Arnold (ve´ase [6]
para ma´s detalles), e´ste nos permite estudiar la apliacio´n momento, (H, pθ) : E×R −→ R2,
en los valores regulares de ella.
Cuando no estemos en condiciones de usar el teorema de Liouville-Arnold theorem
se hara´ un estudio particular de los conjuntos Ihk para cada uno de los valores cr´ıticos
(h, k) ∈ R2 de la apliacio´n momento. Estos valores correspondera´n, bien a los puntos de
equilibrio de H, bien a los valores donde pθ = k es un ma´ximo o un mı´nimo de la superficie
de energ´ıa.
5.2. Potencial ampliado. Regiones de Hill
Las regiones de Hill esta´n completamente caracterizadas por medio del potencial am-
pliado (ve´ase Abraham y Marsden (1978) [2] para ma´s detalles). El hamiltoniano (5.1),






















Las regiones del espacio fa´sico donde existe movimiento real esta´n determinadas por
medio de los puntos cr´ıticos de V˜ , que corresponden con las ra´ıces reales positivas de la
ecuacio´n polino´mica
α2r4 + r − 2β = 0. (5.2)
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Usando el algoritmo de Sturm obtenemos la siguiente clasificacio´n para la existencia de
valores cr´ıticos (v. c.), estos dependen de los diferentes valores de 2048α2β3 − 27 y β.
1er caso β > 0 y 2048α2β3 − 27 > 0 0 v. c.
2o caso β > 0 y 2048α2β3 − 27 = 0 1 v. c.
3er caso β > 0 y 2048α2β3 − 27 < 0 2 v. c.
4o caso β ≤ 0 1 v. c..
Tabla 5.1: Clasificacio´n de valores cr´ıticos (v. c.) segu´n los diferentes valores de 2048α2β3− 27
y β.
Para cada h ∈ R, definimos las regiones de Hill Rh de Eh por Rh = pi(Eh), donde
pi : E −→ R+ × S1 es la proyeccio´n natural. As´ı pues,








≤ h} × S1,
donde ≈ significa difeomorfo a.
5.3. Topolog´ıa de las regiones de Hill
De ahora en adelante los valores del potencial ampliado, en cada uno de sus pun-
tos cr´ıticos ri, sera´n denotados por hi = V˜(ri), (i = 1, 2, 3). Los valores Aj, (j = 1, ..., 7),
correspondera´n a los puntos de interseccio´n de la gra´fica del potencial y la recta V˜ = h.
Con idea de hacer ma´s claro el estudio de la topolog´ıa de las regiones de Hill se
presentan las siguientes figuras
Figura 5.1: Potencial ampliado para β >
0 y −27/2048 + α2β3 > 0.
Figura 5.2: Potencial ampliado para
−27/2048 + α2β3 = 0.
Figura 5.3: Potencial ampliado para β >
0 y −27/2048 + α2β3 < 0.
Figura 5.4: Potencial ampliado para β = 0.
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Figura 5.5: Potencial ampliado para β < 0.
Usando los resultados que se han obtenido previamente, la clasificacio´n topolo´gica de
las regiones de Hill queda como sigue
Primer caso: β > 0 and −27 + 2048α2β3 > 0.
β > 0,−27 + 2048α2β3 > 0 ∀h Rh ≈ [A1,+∞]× S1
Tabla 5.2: Clasificacio´n topolo´gica de las regiones de Hill cuando β > 0 y −27 + 2048α2β3 > 0
(ve´ase 5.1).
Segundo caso: −27 + 2048α2β3 = 0.
h1 < h Rh ≈ [A1,+∞]× S1
−27 + 2048α2β3 = 0 h=h1 Rh ≈ [h1,+∞)× S1
h<h1 Rh ≈ [A2,+∞)× S1
Tabla 5.3: Clasificacio´n topolo´gica de las regiones de Hill cuando −27/2048 + α2β3 = 0 (ve´ase
5.2).
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Tercer caso: β > 0 and −27 + 2048α2β3 < 0.
h2<h Rh ≈ [A1,+∞)× S1
β > 0,−27 + 2048α2β3 < 0
h=h2 Rh ≈ [h2,+∞)× S1
h3<h<h2 Rh ≈ {[A2, A3] ∪ [A4,+∞)} × S1
h=h3 Rh ≈ [{h3} ∪ [A5,+∞)]× S1
h ≤h3 Rh ≈ [A6,+∞)× S1
Tabla 5.4: Clasificacio´n topolo´gica de las regiones de Hill cuando β > 0 y −27 + 2048α2β3 < 0
(ve´ase 5.3).
Cuarto caso: β = 0.
h4≤h Rh ≈ (0,+∞)× S1
b = 0
h<h4 Rh ≈ [(0, A1] ∪ [A2,+∞)]× S1
Tabla 5.5: Clasificacio´n topolo´gica de las regiones de Hill cuando β = 0 (ve´ase 5.4).
Quinto caso: β < 0.
h5 ≤ h Rh ≈ (0,+∞)× S1
b < 0
h<h5 Rh ≈ [(0, A1] ∪ [A2,+∞)]× S1
Tabla 5.6: Clasificacio´n topolo´gica de las regiones de Hill cuando β < 0 (ve´ase 5.5).
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5.4. Estudio cualitativo del flujo hamiltoniano
En esta seccio´n estudiamos la topolog´ıa de las vaiedades invariantes H−1(h) = Eh e
Ihk. Para poder dar esta clasificacio´n necesitamos introducir la siguiente notacio´n e incluir
algunos resultados nuevos.
En primer lugar, no´tese que ze = (re, θe, pre , pθe) ∈ E es un punto de equilibrio del fujo
hamiltoniano si y so´lo si z˜e = (re, θe) es un punto cr´ıtico del potencial ampliado. Ma´s au´n,
pi(ze) = z˜e. Es por esta razo´n que cuando β > 0 y 2048α
2β3 − 27 > 0 el hamiltoniano
no tiene equilibrios; si β > 0 y 2048α2β3 − 27 = 0 el hamiltoniano tiene una familia de
puntos de equilibrios; si β > 0 y 2048α2β3−27 < 0 el hamiltoniano tiene dos. Finalmente,
cuando β ≤ 0 el hamiltoniano tiene una u´nica familia de puntos de equilibrios.
As´ı pues, podemos denotar de la misma manera que denota´bamos el valor del potencial
ampliado en cada uno de sus puntos cr´ıticos, por hi = H (ri, θi, 0, pθi) (i = 1, 2, 3, 4), a los
valores del hamiltoniano H en cada uno de sus puntos de equilibrio.
Recordemos que llamamos a g−1(h) superficie de energ´ıa. Usando el teorema de la
funcio´n impl´ıcita se puede ver que los extremos de la superficie de energ´ıa son las ra´ıces
reales de la siguiente ecuacio´n
2αk3 − 2hk2 + 4αβk − 4βh− 1 = 0. (5.3)
Estas ra´ıces las llamamos cj y corresponden a los extremos de la superficie de energ´ıa que
denotamos por Qj, (j = 1, 2, 3).
Denotamos por ai, a las ra´ıces reales respecto de k de las ecuaciones h − αk = 0 y
2β + k2 = 0, las cuales se obtienen aplicando el algoritmo de Sturm a (5.3). Estos valores
nos dicen do´nde las trayectorias no son acotadas. En el resto de los casos o no tenemos
superficie de energ´ıa, o es un punto o un trayectoria acotada. Finalmente, sea Sn−1 la
esfera de Rn, con n > 1
Los diferentes casos pueden verse por medio de las siguientes tablas y sus correspon-
dientes figuras.
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Primer caso β > 0 y −27 + 2048α2β3 > 0.
h Eh Ihk
∀h S2\{S1 ∪ S1} (ve´ase 5.6)
∅ c1 < k
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
Tabla 5.7: Clasificacio´n topolo´gica de Eh e Ihk cuando β > 0 y −27 + 2048α2β3 > 0 .
Segundo caso: −27 + 2048α2β3 = 0.
h Eh Ihk
h1<h S
2\{S1 ∪ S1} (ve´ase 5.7)
∅ c1 < k
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
h=h1 S
2\{S1 ∪ S1} (ve´ase 5.8)
∅ h1 < k
S1 k = h1
S1 × S1 a2 < k < h1
S1 × R k ≤ a2
h< h1 S
2\{S1 ∪ S1} (ve´ase 5.9)
∅ c1 < k
S1 k = c1
S1 × S1 a3 < k < c1
S1 × R k ≤ a3
Tabla 5.8: Clasificacio´n topolo´gica de Eh e Ihk cuando −27 + 2048α2β3 = 0.
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Tercer caso: β > 0 y −27 + 2048α2β3 < 0.
h Eh Ihk
h2<h S
2\{S1 ∪ S1} (ve´ase 5.10)
∅ c1 < k
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
h=h2 S
2 ∪ S0 ∪ {S2\{S1 ∪ S1}}(ve´ase 5.11)
∅ c1 < k
S1 k = c1
S1 × S1 h2 < k < c1
S1 k = h2
S1 × S1 a2 < k < h2
S1 × R k ≤ a2
h3<h<h2 S
2 ∪ {S2\{S1 ∪ S1}} (ve´ase 5.12)
∅ c1 < k
S1 k = c1
S1 × S1 c2 < k < c1
S1 k = c2
∅ c3 < k < c2
S1 k = c3
S1 × S1 a3 < k < c3
S1 × R k ≤ a3
h=h3 S
0 ∪ {S2\{S1 ∪ S1}} (ve´ase 5.13)
∅ h3 < k
S1 k = h3
∅ c1 < k < h3
S1 k = c1
S1 × S1 a4 < k < c1
S1 × R k ≤ a4
h ≤h3 S2\{S1 ∪ S1} (ve´ase 5.14)
∅ c1 < k
S1 k = c1
S1 × S1 a5 < k < c1
S1 × R k ≤ a5
Tabla 5.9: Clasificacio´n topolo´gica de Eh e Ihk cuando β > 0 y −27 + 2048α2β3 < 0.
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Cuarto caso: β = 0.
h Eh Ihk
h4 < h {S2\{S1 ∪ S1 ∪ S1}} (5.15)
∅ c1 < k
S1 k = c1
S1 × S1, 0 < k < c1
S1 × R, k = 0
S1 × S1, a1 < k < 0
S1 × R, k ≤ a1
h = h4 {S2\S1} ∪ {S0} ∪ {S2\{S1 ∪ S1}} (5.16)
∅ c1 < k
S1 k = c1
S1 × S1, 0 < k < c1
S1 × R, k = 0
S1 × S1, h4 < k < 0
S1 k = h4
S1 × S1 a2 < k < h4
S1 × R, k ≤ a2
h < h4 {S2\S1} ∪ {S2\{S1 ∪ S1 ∪ S1}} (5.17)
∅ c1 < k
S1 k = c1
S1 × S1, 0 < k < c1
S1 × R, k = 0
S1×S1, c2<k < 0
∅ c3 < k < c2
S1 k = c3
S1 × S1, c3<k <a3
S1 × R, k ≤ a3
Tabla 5.10: Clasificacio´n topolo´gica de Eh e Ihk cuando β = 0.
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Quinto caso: β < 0.
h Eh Ihk
h5<h S
2\{S1 ∪ S1} (ve´ase 5.18)
∅ c1 < k
S1 k = c1
S1 × S1 √2 < k < c1
S1 × R k ≤ √2
h=h5 {S2\{S1 ∪ S1 ∪ S1}} ∪ S0 ∪ {S2\{S1 ∪ S1}} (ve´ase 5.19)
∅ c1 < k
S1 k = c1
S1 × S1 √2 < k < c1
S1 × R −√2 < k ≤ √2
S1 × S1 a1 < k ≤ −
√
2
S1 × R k ≤ a1
h<h5 {S2\{S1 ∪ S1 ∪ S1}} ∪ {S2\{S1 ∪ S1}} (ve´ase 5.20)
∅ c1 < k
S1 k = c1
S1 × S1 √2 < k < c1
S1 × R −√2 < k ≤ √2
S1 × S1 c2 < k ≤ −
√
2
∅ c3 < k < c2
S1 k = c3
S1 × S1 a2 < k < c3
S1 × R k ≤ a2
Tabla 5.11: Clasificacio´n topolo´gica de Eh e Ihk cuando β < 0.
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Primer caso:
Figuras que corresponden a la superficie de energ´ıa para β > 0 y −27 + 2048α2β3 > 0.
Figura 5.6: H−1(h)/S1 para β > 0, −27/2048 + α2β3 y ∀h,
donde k = pθ, y c1 el ma´ximo.
Segundo caso:
Figuras que corresponden a la superficie de energ´ıa para −27 + 2048α2β3 = 0.
Figura 5.7: H−1(h)/S1 para −27/2048+
α2β3 = 0 y h1 < h, donde k = pθ, y c1 el
ma´ximo.
Figura 5.8: H−1(h)/S1 para −27/2048+
α2β3 = 0 y h = h1, donde k = pθ y h1 es
el punto de equilibrio.
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Figura 5.9: H−1(h)/S1 para −27/2048 + α2β3 = 0 y h < h1,
donde k = pθ, y c1 el ma´ximo.
Tercer caso:
Figuras que corresponden a la superficie de energ´ıa para β > 0 y −27 + 2048α2β3 < 0.
Figura 5.10: H−1(h)/S1 para β > 0,
−27/2048 + α2β3 < 0 y h2 < h, donde
k = pθ y c1 el ma´ximo.
Figura 5.11: H−1(h)/S1 para β > 0,
−27/2048 + α2β3 < 0 y h = h2, donde
k = pθ y c1 el ma´ximo.
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Figura 5.12: H−1(h)/S1 para β > 0,
−27/2048 +α2β3 < 0 y h3 < h < h2, donde
k = pθ, y c1, c2, c3 los extremos.
Figura 5.13: H−1(h)/S1 para β > 0, 27/2048 +
α2β3 < 0 y h = h3, donde k = pθ, h3 el punto de
equilibrio y c1 el ma´ximo.
Figura 5.14: H−1(h)/S1 para β > 0, −27/2048 + α2β3 < 0 y
h ≤ h3, donde k = pθ y c1 el ma´ximo.
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Cuarto caso:
Figuras que corresponden a la superficie de energ´ıa para β = 0.
Figura 5.15: H−1(h)/S1 para β = 0 y
h4 < h, donde k = pθ y c1 el ma´ximo.
Figura 5.16: H−1(h)/S1 para β = 0 y
h = h4, donde k = pθ, h4 el punto de
equilibrio y c1 el ma´ximo.
Figura 5.17: H−1(h)/S1 para β = 0 y h < h4, donde
k = pθ y c1, c2, c3 los extremos.
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Quinto caso:
Figuras que corresponden a la superficie de energ´ıa para β < 0.
Figura 5.18: H−1(h)/S1 para β < 0 y
h5 < h, donde k = pθ y c1 el ma´ximo.
Figura 5.19: H−1(h)/S1 para β < 0 y h =
h5, donde k = pθ, h5 el punto de equilibrio y
c1 el ma´ximo.
Figura 5.20: H−1(h)/S1 para β < 0 y h < h5, donde
k = pθ y c1, c2, c3 los extremos.
86 Un sistema Manev en referencia rotante
No´tese que, en el caso de β = 0, tenemos el problema de Kepler en un sistema de
referencia rotante.
5.5. Variables accio´n-a´ngulo
En esta seccio´n calculamos, por medio de la teor´ıa de Hamilton-Jacobi, las variables
accio´n-a´ngulo as´ı como la expresio´n de nuestro hamiltoniano en dichas variables. Estas
varibles son u´tiles para calculas los elementos de Kepler y las ecuaciones planetarias que
derivan de dichos elementos.







































es la expresio´n del potencial ampliado en coordenadas polares-simple´cticas.
Para poder calcular Jr usaremos el teorema de los residuos de Cauchy.
Las expresiones para Jθ y Jr vienen dadas por:
Jθ = k, (5.4)
Jr = −
√
2β + J2θ +
1√
2 (αJθ − h)
, (5.5)
La transformacio´n de coordenadas polares-simple´cticas a variables accio´n-a´ngulo pue-


















tiene dos ra´ıces reales (que son distintas), de acuerdo a los para´metros α, β y h.
Por medio del algoritmo de Sturm obtenemos la regio´n donde (5.6) tiene dos ra´ıces
reales distintas. La regio´n viene dada por las siguientes inecuaciones
2β + k2 > 0,
−h+ αk > 0,
2β + k2 +
1
2h− 2αk < 0.
Dependiendo de β, distinguimos entre dos regiones
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Figura 5.21: Regio´n donde las variables ac-
cio´n-a´ngle esta´n definidas para β > 0
Figura 5.22: Regio´n donde las variables ac-
cio´n-a´ngle esta´n definidas para β ≤ 0
Resolviendo h en (5.5) y considerando Jθ = k obtenemos el hamiltoniano expresado
por medio de estas nuevas variables:
H = αk + 1
2
(







En este cap´ıtulo se ha dado un modo alternativo de estudiar la precesio´n de Mercurio,
a trave´s de la Meca´nica Cla´sica en lugar de la Meca´nica Relativista. Fue Manev quien
estudio´ la correccio´n al potencial atractivo newtoniano, en las u´ltimas de´cadas numero-
sos autores tambie´n lo han estudiado. En ciertas variedades invariantes, al hamiltoniano
asociado al potencial de Manev se le ha sumado un te´rmino que lo que hace es an˜adir a
la dina´mica del problema kepleriano el efecto asociado a la rotacio´n del sistema de refe-
rencia. A trave´s de diferentes te´cnicas y del teorema de Liouville-Arnold, hemos podido
realizar el estudio cualitativo del sistema hamiltoniano en cuestio´n. Gracias al ca´lculo de
los puntos cr´ıiticos del potencial ampliado, hemos podido definir y calcular las regiones
de Hill, regiones del espacio fa´sico donde existe movimiento real, as´ı como su topolog´ıa.
Por u´ltimo, tras definir lo que hemos llamado superficie de energ´ıa, se ha hecho la cla-
sificacio´n topolo´gica de los subconjuntos invariantes Eh e Ihk, y calculado las variables
accio´n-a´ngulo, junto al hamiltoniano expresado en estas variables, u´til para elaborar una
teor´ıa de perturbaciones.

6Una aproximacio´n al Main Problem
del sate´lite artificial
6.1. Introduccio´n
Los sate´lites artificiales nacieron durante la Guerra Fr´ıa, entre los Estados Unidos y
la Unio´n Sovie´tica, ambos intentaron tanto llegar a la Luna como mandar un sate´lite
en o´rbita espacial. En mayo del an˜o 1946, el proyecto RAND presento´ el informe Pre-
liminary Design of an Experimental World-Circling Spaceship (disen˜o preliminar de una
nave espacial en o´rbita), en el cual se dec´ıa que un veh´ıculo sate´lite con instrumentacio´n
apropiada pod´ıa ser una de las herramientas cient´ıficas ma´s poderosas del siglo XX.
El 29 de julio de 1955, la Casa Blanca anuncio´ que los Estados Unidos intentar´ıan
mandar sate´lites en la primavera de 1958. Esto llego´ a ser un proyecto vanguardista. El
31 de julio, los sovie´ticos anunciaron que ellos ten´ıan la intencio´n de mandar un sate´lite en
agosto de 1957. La Unio´n Sovie´tica, desde el puerto espacial de Baikonur, mando´ su primer
sate´lite artificial, el primero de la humanidad, el 4 de octubre de 1957; esto supuso un antes
y un despue´s en la carrera espacial, haciendo que la Unio´n Sovie´tica, liderada entonces
por Rusia, estuviese por delante de los Estados Unidos. Este programa, llamado Sputnik,
al tiempo que se posicionaba satisfactoriamente en o´rbita, emitio´ sen˜ales radiofo´nicas en
forma de sonidos, demostrado el e´xito conseguido por los cient´ıficos sovie´ticos.
Esta´ claro, que, desde el punto de vista que concierne al estudio de la dina´mica de
sate´lites artificiales alrededor de un cuerpo celeste, e´ste tiene much´ısima importancia en
cuanto a casos de misiones espaciales se refiere. El problema del movimiento de un sate´lite
artificial terrestre es uno de los ma´s estudiados en la Meca´nica Celeste.
Actualmente, debido al pequen˜o taman˜o del sate´lite en comparacio´n con las dimen-
siones de la o´rbita, son consideradas nula la influencias del movimiento de rotacio´n en el
movimiento orbital, as´ı pues, en el estudio de su rotacio´n alrededor del centro de masas, se
asume que es bien conocido el movimiento de este punto. El trabajo ma´s importante pu-
blicado en relacio´n a este problema del sate´lite es realizado en algunas de las dos l´ıneas de
estudio previamente mencionadas, incluyendo diferentes casos particulares, desde sate´lites
r´ıgidos y diferentes me´todos de integracio´n, o por medio de las variables usadas, la forma
hamiltoniana o no de las ecuaciones del movimiento, el me´todo de perturbacio´n usado, el
movimiento adoptado por el centro de masas, etc.
En este cap´ıtulo, vamos a considerar un caso perturbado del Main Problem del pro-
blema de sate´lite artificial (ASP, artificial satellite problem). Primero veamos de que´ versa
el Main Problem. Estamos en el caso de un sate´lie artificial orbitando alrededor de un
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cuepo celeste, en particular un planeta como, por ejemplo. la Tierra. Se va a realizar
un estudio anal´ıtico, nume´rico y topolo´gico de la dina´mica hamiltoniana para un caso
simplificado, donde solo consideraremos el primero y el segundo te´rmino dominante del
potencial gravitacional.
La funcio´n potencial para un cuerpo celeste axialmente sime´trico puede escribirse como
(ve´ase Ce´dric (2002) [19])











donde µ = GM, R es una constante esta´ndard, usualmente el radio ecuatorial, r y ϕ son
el radio y la latitud de la posicio´n con respecto al centro de masas del cuerpo y Jn y Pn
son los coeficientes de orden n y el polinomio de Legendre, respectivamente.
Asumiremos que nuestro planeta principal es lo que Coffey et al. (1993) [20] llaman
Earth-like. Esto es, tomamos J2 >> Jn,∀n > 2. Entonces, lo que vamos a hacer es un
truncamiento del potencial a su primer te´rmino del sumatorio.
El potencial toma entonces la forma que sigue









donde asumiremos que ϕ = 0, siendo entonces el caso plano (lo que se dice, en el plano
ecuatorial) y en consecuencia un potencial integrable.
Tambie´n tomaremos, despue´s de hacer una normalizacio´n, que µ = 1 y R = 1.
Nuestro potencial queda expresado como








donde sabemos que el polinomio de Legendre de orden 2 es P2 (sin 0) = cte. Denotaremos
por β al producto de las constantes J2 ·P2 (sinϕ) . Nuestro potencial expresado en te´rminos
de nuestra nueva constante es





Es necesario observar que la constante β depende del valor de J2. Cuando J2 es nega-
tiva, el planeta es achatado, mientras que, cuando J2 es positivo, el planeta es estirado.














y corresponde a la dina´mica de un sate´lite artificial orbitando alrededor de un cuerpo
celeste, en particular un planeta, para el cual hemos introducido el efecto asociado a la
rotacio´n del sistema de referencia.
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En la l´ınea de Vera y Vigueras (2006) [62], la dina´mica del movimiento viene dada por













= HKepler + αpθ + β
r3
(6.1)
donde HKepler vemos que representa el hamiltoniano asociado al cla´sico problema de dos
cuerpos y αpθ es el efecto asociado a la rotacio´n del sistema de referencia (α =
2pi
T
, con T =
per´ıodo de rotacio´n del sate´lite alrededor del cuerpo celeste) y β
r3
es el efecto asociado a la
forma del cuerpo celeste. Los para´metros α > 0 y β ∈ R son dos constantes estructurales
del sistema y E = R+ × S1 × R2 es el espacio fa´sico.
Siguiendo los estudios anteriormente expuestos, para poder estudiar de forma quali-





















recordamos los siguientes conjuntos
Eh = {(r, θ, pr, pθ) ∈ E : H (r, θ, pr, pθ) = h} , h ∈ R,
Jk = {(r, θ, pr, pθ) ∈ E : pθ = k} , k ∈ R,
Ihk = Eh ∩ Ik,
(6.2)
con z = (r, θ, pr, pθ) ∈ E y (h, k) ∈ R2.
Estos conjuntos sabemos que son invariantes por el flujo del hamiltoniano asociado a
H, al ser H y pθ integrales primeras de dicho hamiltoniano en involucio´n, es decir, es un
sistema hamiltoniano integrable.
El objetivo de este cap´ıtulo es describir la foliacio´n, mediante te´cnicas topolo´gicas de:
(i) El espacio de fases E por los conjuntos invariantes Eh.
(ii) Los conjuntos Eh por los conjuntos invariantes Ihk.
(iii) Ihk por el flujo del sistema hamiltoniano.
Esta foliacio´n nos dara´ una buena descripcio´n del espacio de fases E cuando (h, k) ∈ R2
var´ıa para los diferentes valores de los para´metros estructurales α y β.
Como herramienta principal para este estudio utilizaremos el teorema de Liouville-
Arnold, para ma´s detalles acerca de este teorema y de la demostracio´n del mismo ve´ase
Arnold (1961) [6], Abraham y Marsden (1978) [2] y Libre (2001) [36]. Consideraremos
en lo que sigue la aplicacio´n momento (H, pθ) : E × R −→ R2 asociada a dicho sistema
integrable. El teorema de Liouville-Arnold muestra que para sistemas dina´micos hamil-
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tonianos integrables, los conjuntos invariantes asociados a las intersecciones de todas las
integrales primeras independientes en involucio´n son generalmente subvariedades del es-
pacio de fases. Ma´s au´n, si el flujo de cada una de las subvariedades es completo, entonces
esas subvariedades son difeomorfas a la unio´n de cilindros generalizados y el flujo en ellos
es conjugado a un flujo lineal. Adema´s muestra el estudio de la aplicacio´n momento (H, pθ)
para valores regulares de esta.
Cuando no estamos bajo las hipo´tesis del teorema de Liouville-Arnold tenemos que
realizar un estudio particular de los conjuntos Ihk para valores (h, k) ∈ R2 cr´ıticos de la
aplicacio´n momento (H, pθ). Estos se corresponden o bien con puntos de equilibrio de H o
con puntos donde pθ = k coincide con un ma´ximo o un mı´nimo de la superficie de energ´ıa.
Ahora bien, recordemos que los puntos de equilibrio son los que obtenemos al igualar a
cero las ecuaciones del flujo y que los valores cr´ıticos de la aplicacio´n momento (H, pθ) son
aquellos valores (h, k) donde dicha aplicacio´n no es regular, es decir, no es diferenciable.
Cuando hi no sea un valor cr´ıtico lo llamaremos valor regular.
As´ı pues, lo que tratamos de hacer en este cap´ıtulo es estudiar:
(i) La topolog´ıa de los conjuntos invariantes Ihk cuando (h, k) ∈ R2 no es un valor regular
de la aplicacio´n (H, pθ), y co´mo es el flujo en dichos conjuntos.
(ii) Co´mo los conjuntos invariantes Ihk seccionan a los niveles de energ´ıa Eh.
(iii) Co´mo los niveles de energ´ıa Eh seccionan el espacio de fases E.
6.2. Potencial ampliado. Regiones de Hill
En esta seccio´n vamos a calcular el potencial ampliado y vamos a realizar un estudio
de las regiones de Hill, regiones del espacio de configuracio´n donde existe el movimiento
real.
Completando cuadrados se puede ver que el potencial ampliado, en coordenadas
polares-simple´cticas es









Las regiones de Hill, esta´n determinadas por los puntos cr´ıticos del potencial ampliado
V˜ . Diremos que el valor z˜i = (ri, θi) es un punto cr´ıtico de V˜ si es un extremo para el
potencial ampliado. Dichos puntos son las ra´ıces reales de la ecuacio´n polino´mica
α2r5 − r2 + 3β = 0, (6.4)
obtenida al hacer la parcial de la funcio´n potencial V˜ respecto de r e igualando a cero.
Discutimos, de acuerdo a los diferentes valores de los para´metros α y β, el nu´mero de
ra´ıces reales positivas respecto de r de la ecuacio´n (6.4). Para ello empleamos el me´todo
de Sturm.
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Es fa´cil ver que segu´n el valor de los para´metros α y β el potencial ampliado V˜ tiene
los siguientes puntos cr´ıticos:
Proposicio´n 60 Si 3125α4β4−4β > 0 la funcio´n potencial (6.3) no tiene puntos cr´ıticos.
Si 3125α4β4 − 4β = 0, V˜ tiene un punto cr´ıtico (en este caso obtenemos una ra´ız doble
para la ecuacio´n (6.4)). Si 3125α4β4 − 4β < 0 y β > 0 tenemos dos puntos cr´ıticos. Si
β < 0 V˜ tenemos un so´lo un punto cr´ıtico (en este caso obtenemos una ra´ız simple de la
ecuacio´n (6.4) ). Y por u´ltimo si β = 0 tenemos un u´nico punto cr´ıtico.
Observacio´n 61 No´tese que si β = 0 el potencial ampliado es








asociado al efecto de la forma del cuerpo celeste desaparece. En este caso,
obtenemos el hamiltoniano de Kepler en un sistema de referencia rotante.
Sea pi : E −→ R+ × S1 la proyeccio´n natural del espacio de fases E en el espacio de
configuracio´n R+×S1. Para cada h ∈ R la regio´n de Hill Rh esta´ definida por Rh = pi(Eh).
Rh={(r, θ)∈R+ × S1 : V˜ ≤ h} (6.5)
Se puede ver que








≤ h} × S1 (6.6)
donde ≈ denota el difeomorfismo entre dos variadades diferenciables.
Las superficies de velocidad nula Sh esta´n determinadas por








= h} × S1 (6.7)
6.3. Topolog´ıa de la regiones de Hill
En lo que sigue denotaremos por hi = V˜(ri) (i = 1, 2, 3, 4) (donde ri (i = 1, 2, 3, 4) son
las ra´ıces del polinomio (6.4) respecto de r) a los puntos cr´ıticos del potencial. Y por
Ai (i = 1, 2, 3, 4) a los puntos de corte de la gra´fica del potencial ampliado con V˜ = h.
Para poder entender mejor la topolog´ıa de las regiones de Hill introducimos las si-
guientes figuras
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Figura 6.1: Gra´fica del potencial amplia-
do, para 3125α4β4−4β > 0 (caso en el que
no hay puntos cr´ıticos).
Figura 6.2: Gra´fica de la funcio´n potencial
ampliado para 3125α4β4 − 4β = 0 (caso en el
que hay un solo punto cr´ıtico, en este tenemos
una ra´ız doble).
Figura 6.3: Gra´fica de la funcio´n poten-
cial ampliado para 3125α4β4 − 4β < 0 y
β > 0 (caso en el que tenemos dos puntos
cr´ıticos).
Figura 6.4: Gra´fica de la funcio´n potencial
para β < 0 (caso en el que un u´nico punto
cr´ıtico, en este caso tenemos una ra´ız simple).
Empleando los resultados anteriores se obtiene la siguiente clasificacio´n topolo´gica de
las regiones de Hill Rh. E´sta dependera´ de los para´metros α, β y de las relaciones existentes
entre ambos.
3125α4β4 − 4β > 0 ∀h Rh ≈ [A1,+∞)× S1
Tabla 6.1: Clasificacio´n topolo´gica de las regiones de Hill para 3125α4β4 − 4β > 0 (caso en el
que no hay puntos cr´ıticos). Corresponde a la figura (6.1).
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h<h1 Rh ≈ [A1,+∞)× S1
3125α4β4 − 4β = 0 h=h1 Rh ≈ [h1,+∞)× S1
h >h1 Rh ≈ [A1,+∞)× S1
Tabla 6.2: Clasificacio´n topolo´gica de las regiones de Hill para 3125α4β4 − 4β = 0 (caso en el
que hay un solo punto cr´ıtico, en este tenemos una ra´ız doble). Corresponde a la figura (6.2).
h<h2 Rh ≈ [A1,+∞)× S1
h=h2 Rh ≈ {{h2} ∪ [A4,+∞)} × S1
β > 0 y
3125α4β4 − 4β < 0
h2<h<h3 Rh ≈ [[A1, A2] ∪ [A3,+∞)]× S1
h=h3 Rh ≈ [[A1, h3] ∪ [h3,+∞)]× S1
h >h3 Rh ≈ [A1,+∞)× S1
Tabla 6.3: Clasificacio´n topolo´gica de las regiones de Hill para 3125α4β4 − 4β < 0 y β > 0
(caso en el que tenemos dos puntos cr´ıticos). Corresponde a la figura (6.3).
h<h4 Rh ≈ {(0, A1] ∪ [A2,+∞)} × S1
β < 0 h=h4 Rh ≈ {(0, h4] ∪ [h4,+∞)} × S1
h >h4 Rh ≈ (0,+∞)× S1
Tabla 6.4: Clasificacio´n topolo´gica de las regiones de Hill para β < 0 (caso en el que un u´nico
punto cr´ıtico, en este caso tenemos una ra´ız simple). Corresponde a la figura (6.4).
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Observacio´n 62 Para el caso en que β = 0 estamos en el caso kepleriano.
6.4. Estudio cualitativo del flujo hamiltoniano
En esta seccio´n estudiamos la topolog´ıa de las variedades invariantes H−1(h) = Eh e
Ihk. Con idea de dar una clasificacio´n topolo´gica a dichas variedades necesitamos nuevos
resultados y recordar la siguiente notacio´n:
Recordemos que los conjuntos Eh e Ihk ven´ıan dados por
Eh = {(r, θ, pr, pθ) ∈ E : H (r, θ, pr, pθ) = h} , h ∈ R,
Jk = {(r, θ, pr, pθ) ∈ E : pθ = k} , k ∈ R,
Ihk = Eh ∩ Jk,
con z = (r, θ, pr, pθ) ∈ E y (h, k) ∈ R2.
Definimos ahora una nueva aplicacio´n g : R+×R2 −→ R, con g (r, pr, pθ) = H (r, θ, pr, pθ),
como














Si h ∈ R es un valor regular de la aplicacio´n g : R+ × R2 −→ R y g−1(h) 6= ∅, g−1(h) es
una superficie de R+ × R2 que llamaremos superficie de energ´ıa.
Observacio´n 63 Observemos que g−1(h) = Eh/S1.
Por lo tanto, en te´rminos de la superficie de energ´ıa, los conjuntos invariantes quedan
definidos como siguen
Eh = H−1(h) = {(r, θ, pr, pθ) ∈ E : g (r, pr, pθ) = h} ≈ g−1(h)× S1,
Jk = {z ∈ E : pθ = k} , k ∈ R,
Ihk = Eh ∩ Jk ≈ (g−1(h) ∩ {pθ = k})× S1,
con z = (r, θ, pr, pθ) ∈ E y (h, k) ∈ R2.
Para el estudio de la topolog´ıa de H−1(h) = Eh y de Ihk, (h, k) ∈ R2 debemos carac-
terizar primero los puntos de equilibrio del hamiltoniano H, ya que las superficies de
energ´ıa son regulares cuando h 6= hi, siendo hi = H(zei) donde zei se corresponde con
cada uno de los puntos de equilibrio del hamiltoniano H. Y por u´ltimo debemos calcular
los extremos de la superficie de energ´ıa g−1(h).
Mediante un ca´lculo esta´ndar se puede verificar el siguiente resultado:
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Observacio´n 65 pi(z˜e) = ze, donde pi : E −→ R+ × S1 es la proyeccio´n natural.
Utilizando el algoritmo de Sturm para saber el nu´mero de ra´ıces reales de la ecuacio´n:
α2r5 − r2 + 3β = 0
Obtenemos el siguiente resultado:
Proposicio´n 66 Si 3125α4β4 − 4β > 0, H no tiene familias de puntos de equilibrio. Si
3125α4β4 − 4β = 0, H tiene una familia de puntos de equilibrio (hay una ra´ız doble). Si
3125α4β4−4β < 0 y β > 0, H tiene dos familias de puntos de equilibrio. Si β < 0, H tiene
una familia de puntos de equilibrio (hay una ra´ız simple). Si β = 0, nuestro hamiltoniano
tiene una u´nica familia de puntos de equilibrio.
En lo que sigue, los valores de la energ´ıa en cada una de las familias de equilibrios
sera´n denotados por hi = H (ri, θ, 0, pθi) , (i = 1, 2, 3, 4).
Observacio´n 67 Por el lema anterior podemos afirmar que los valores hi = H (ri, θ, 0, pθi) ,
i = 1, 2, 3, 4, son los mismos que los hi utilizados en el estudio de las regiones de Hill.
La proposicio´n anterior caracteriza completamente la topolog´ıa de H−1(h) = Eh.
6.4.1. Trayectorias acotadas
Despejando p2r en hamiltoniano H obtenemos el siguiente polinomio
−2β − k2r + 2r2 − 2(h− αk)r3 (6.9)
Del cual, utilizando el algoritmo de Sturm, podemos calcular el nu´mero de ra´ıces reales
positivas del polinomio con respecto a r y las zonas donde las trayectorias de la superficie
de energ´ıa esta´n acotadas o no.
Proposicio´n 68 Las regiones donde la superficie tiene trayectorias acotadas son
1a Regio´n Caso en que β > 0. Las trayectorias sera´n acotadas en la regio´n que delimitan
las siguientes desigualdades (y adema´s teniendo en cuenta las relaciones existentes
entre ambos para´metros: 3125α4β4−4β > 0, 3125α4β4−4β = 0 o´ 3125α4β4−4β <
0):
β > 0
h− αk < 0
108β2(h− αk)2 + k4(−1− 2hk2 + 2αk3)− 4β(4 + 9k2(h− αk)) < 0
(6.10)
2a Regio´n Caso en que β < 0. No existen trayectorias acotadas.
3a Regio´n Caso en que β = 0. La ecuacio´n h − k = 0 nos da el valor a1, a partir del
cual todas las trayectorias no esta´n acotadas (ve´ase cap´ıtulo 5).
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Para cada uno de los casos pintemos las diferentes regiones. En estas figuras la zona
azul es la regio´n donde sabemos que las trayectorias esta´n acotadas.
Figura 6.5: Regio´n delimitada por las
desigualdades (6.10) y con la condicio´n
3125α4β4− 4β > 0 (caso en el que no hay
puntos cr´ıticos).
Figura 6.6: Regio´n delimitada por las
desigualdades (6.10) y con la condicio´n
3125α4β4 − 4β < 0 y β > 0 (caso en el que
tenemos dos puntos cr´ıticos).
Figura 6.7: Regio´n delimitada por las desigualdades (6.10) y con la
condicio´n 3125α4β4 − 4β < 0 y β > 0 (caso en el que tenemos dos
puntos cr´ıticos).
Observacio´n 69 El caso en que β < 0 no se dibuja, ya que, como hemos comentado
anteriormente, no posee trayectorias acotadas. El caso en que β = 0 corresponde al caso
kepleriano.
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6.4.2. Clasificacio´n topolo´gica de Eh e Ihk
En esta parte del cap´ıtulo estudiaremos la topolog´ıa de las variedades invariantes
H−1(h) = Eh e Ihk. Para ello introducimos toda aquella notacio´n que es necesaria para
poder entender las distintas topolog´ıas.
Sea Sn−1 la esfera en Rn, con n > 1. Y es la unio´n de dos toros so´lidos abiertos que se
identifican punto a punto con los puntos de dos c´ırculos de cada toro, que no pueden ser
contraidos a un solo punto dentro del correspondiente toro (ve´ase Llibre (2001)[36] para
ma´s detalles).
Los valores cj, i = 1, 2, 3 son las ra´ıces reales respecto de k del polinomio
18βk2 + k6 − 108β2(h− αk)− 12β√12β + k4 − k4√12β + k4 = 0. (6.11)
y corresponden a los extremos de la superficie que denotamos por Qj, (j = 1, 2, 3) .
El valor a1 es la ra´ız real respecto de k del polinomio (6.9) y su valor depende de los
valores de α, de β y de las relaciones que existentes entre ellos. A partir de este valor las
trayectorias no estara´n acotadas.
Finalmente hi = H (ri, θi, 0, pθi) (i = 1, 2, 3, 4), son los puntos de equilibrio del hamil-
toniano H.
Obtenemos la siguiente clasificacio´n topolo´gica para Eh e Ihk que entenderemos mejor
a trave´s de las siguientes superficies y de sus correspondientes tablas.
Figura 6.8: g−1(h) = Eh/S1, ∀h, cuando 3125α4β4 − 4β > 0, es decir,
cuando no hay familias de puntos de equilibrio. Donde c1 es un extremo
de la superficie de energ´ıa y k = pθ.
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Figura 6.9: g−1(h) = Eh/S1, h < h1,
cuando 3125α4β4−4β = 0, es decir, cuan-
do hay una sola familia de puntos de equi-
librio, en este tenemos una ra´ız doble.
Donde c1 es un extremo de la superficie
de energ´ıa y k = pθ.
Figura 6.10: g−1(h) = Eh/S1, h = h1, cuan-
do 3125α4β4 − 4β = 0, es decir, cuando hay
una sola familia de puntos de equilibrio, en
este caso tenemos una ra´ız doble. Donde h1
es el punto de equilibrio y k = pθ.
Figura 6.11: g−1(h) = Eh/S1, h > h1, cuando 3125α4β4 − 4β = 0,
es decir, cuando hay una sola familia de puntos de equilibrio, en este
tenemos una ra´ız doble. Donde c1 es un extremo de la superficie de
energ´ıa y k = pθ.
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Figura 6.12: g−1(h) = Eh/S1, h < h2,
cuando 3125α4β4−4β < 0, es decir, cuan-
do hay cuando hay dos familias de puntos
de equilibrio. Donde c1 es un extremo de
la superficie de energ´ıa y k = pθ.
Figura 6.13: g−1(h) = Eh/S1, h = h2, cuan-
do 3125α4β4 − 4β < 0, es decir, cuando hay
cuando hay dos familias de puntos de equili-
brio. Donde c1 es un extremo de la superfi-
cie de energ´ıa, h2 es un punto de equilibrio y
k = pθ.
Figura 6.14: g−1(h) = Eh/S1, h2 < h <
h3 , cuando 3125α
4β4 − 4β < 0, es de-
cir, cuando hay cuando hay dos familias de
puntos de equilibrio. Donde c1, c2 y c3 son
tres extremos de la superficie de energ´ıa y
k = pθ.
Figura 6.15: g−1(h) = Eh/S1, h = h3, cuan-
do 3125α4β4 − 4β < 0, es decir, cuando hay
cuando hay dos familias de puntos de equili-
brio. Donde c1 es un extremos de la superfi-
cie de energ´ıa, h3 es un punto de equilibrio y
k = pθ.
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Figura 6.16: g−1(h) = Eh/S1, h > h3,
cuando 3125α4β4−4β < 0, es decir, cuan-
do hay cuando hay dos familias de puntos
de equilibrio. Donde c1 es un extremo de
la superficie de energ´ıa y k = pθ.
Figura 6.17: g−1(h) = Eh/S1, h < h4, cuan-
do β < 0, es decir, cuando hay una u´nica fa-
milia de puntos de equilibio, en este caso tene-
mos una ra´ız simple. Donde c1 es un extremo
de la superficie de energ´ıa y k = pθ.
Figura 6.18: g−1(h) = Eh/S1, h = h4,
cuando β < 0, es decir, cuando hay una
u´nica familia de puntos de equilibio, en es-
te caso tenemos una ra´ız simple. Donde c1
es un extremo de la superficie de energ´ıa,
h4 es un punto de equilibrio y k = pθ.
Figura 6.19: g−1(h) = Eh/S1, h > h4, cuan-
do β < 0, es decir, cuando hay una u´nica fa-
milia de puntos de equilibio, en este caso te-
nemos una ra´ız simple. Donde k = pθ.
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h Eh Ihk
∀h S3\{S1 ∪ S1}, ve´ase 6.8
∅ k > c1
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
Tabla 6.5: Clasificacio´n topolo´gica de Eh e Ihk cuando 3125α
4β4− 4β > 0, es decir, cuando no
hay familias de puntos de equilibrio.
h Eh Ihk
h < h1 S
3\{S1 ∪ S1}, ve´ase 6.9
∅ k > c1
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
h = h1 S
3\{S1 ∪ S1}, ve´ase 6.10
∅ k > h1
S1 k = h1
S1 × S1 a1 < k < h1
S1 × R k ≤ a1
h > h1 S
3\{S1 ∪ S1}, ve´ase 6.11
∅ k > c1
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
Tabla 6.6: Clasificacio´n topolo´gica de Eh e Ihk cuando 3125α
4β4 − 4β = 0, es decir, cuando
hay una sola familia de puntos de equilibrio. En este caso tenemos una ra´ız doble.
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h Eh Ihk
h < h2 S
3\{S1 ∪ S1}, ve´ase 6.12
∅ k > c1
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
h = h2 {S1} ∪ S3\{S1 ∪ S1}, ve´ase 6.13
∅ k > h2
S1 k = h2
∅ c1 < k < h2
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
h2 < h < h3 {S3} ∪ S3\{S1 ∪ S1}, ve´ase 6.14
∅ k > c1
S1 k = c1
S1 × S1 c2 < k < c1
S1 k = c2
∅ c3 < k < c2
S1 k = c3
S1 × S1 a1 < k < c3
S1 × R k ≤ a1
h = h3 {S3} ∪ S3\{S1 ∪ S1}, ve´ase 6.15
∅ k > c1
S1 k = c1
S1 × S1 h3 < k < c1
S1 k = h3
S1 × S1 a1 ≤ k < h3
S1 × R k ≤ a1
h > h3 S
3\{S1 ∪ S1}, ve´ase 6.16
∅ k > c1
S1 k = c1
S1 × S1 a1 < k < c1
S1 × R k ≤ a1
Tabla 6.7: Clasificacio´n topolo´gica de Eh e Ihk cuando 3125α
4β4 − 4β < 0 y β > 0, es decir,
cuando hay dos familias de puntos cr´ıticos.
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h Eh Ihk
h < h4 {S3\S1} ∪ {S3\S1}, ve´ase 6.17
S1 × R k > c1
{S1 × R} ∪ S1 k = c1
{S1 × R} ∪ {S1 × S1} a1 < k < c1
{S1 × R} ∪ {S1 × R} k ≤ a1
h = h4 Y , ve´ase 6.18
S1 × R k > c1
{S1 × R} ∪ {S1 × S1} a1 < k ≤ c1
{S1 × R} ∪ {S1 × R} k ≤ a1
h > h4 S
3\{S1 ∪ S1}, ve´ase 6.19 S1 × R ∀k
Tabla 6.8: Tabla: Clasificacio´n topolo´gica de Eh e Ihk cuando β < 0, es decir, cuando tenemos
una u´nica familia de puntos de equilibrio. En este caso tenemos una ra´ız simple.
6.5. Conclusiones
En este cap´ıtulo se ha considerado una aproximacio´n al Main Problem del sate´lite
artificial, que viene a ser el problema de Kepler al que se ha an˜adido una perturbacio´n. A
trave´s de diferentes te´cnicas y del teorema de Liouville-Arnold, hemos podido realizar el
estudio cualitativo de este sistema hamiltoniano. Gracias al ca´lculo de los puntos cr´ıiti-
cos del potencial ampliado, obtenido mediante compleccio´n de cuadrados, hemos podido
definir y calcular las regiones de Hill, regiones del espacio fa´sico donde existe movimiento
real, as´ı como su topolog´ıa. Tambie´n se han calculado las regiones donde las trayectorias
son acotadas. Por u´ltimo, tras definir lo que hemos llamado superficie de energ´ıa, se ha
hecho la clasificacio´n topolo´gica de los subconjuntos invariantes Eh e Ihk.

Introduccio´n
A continuacio´n, podemos encontrar los algoritmos utilizados para el ca´lculo de los
puntos cr´ıticos, de los extremos relativos de la superficie, para el estudio de la topolog´ıa
de Ihk y los necesarios para hacer el estudio nume´rico de las o´rbitas. Estos se han realizado
mediante el programa Mathematica para el caso del hamiltoniano del cap´ıtulo 4. Algo-
ritmos similares, se han usado para el estudio de los hamiltonianos de los dos cap´ıtulos
siguientes, pero con la idea de no ser repetitivos, solo mostraremos los concernientes a
este caso.
En lo que sigue, y por comodidad, vamos a denotar en nuestro co´digo a pr como p1 y
a pθ como p2.
Llamaremos ci, (i = 1, 2, 3, 4) a los ma´ximos y mı´nimos de las superficies de energ´ıa,
hi, (i = 1, 2, 3) a los valores de H en los puntos cr´ıticos y como ai, (i = 1, 2) a las ra´ıces
del polinomio en k
h− α (β − k)2

Ape´ndice A
Ca´lculo de los equilibrios de H
Vamos a calcular los equilibrios del sistema de ecuaciones hamiltoniano (4.15). Para
ello usaremos el siguiente co´digo:
Para obtener los puntos cr´ıticos del sistema debemos conocer el nu´mero de ra´ıces reales
del polinomio
p[1] = 1 + 4αr2 − 4α2β2r3 + 4α2r4 (A.1)
Para ello, vamos a utilizar el Me´todo de Sturm para el ca´lculo de ra´ıces reales de este
polinomio.
El me´todo de Sturm es un algoritmo que se utiliza para buscar los ceros de un poli-
nomio p(x) y que nos da el nu´mero de ra´ıces reales de dicho polinomio en un intervalo
determinado. Para nosotros es una herramienta de gran intere´s, ya que permitira´ el ca´lculo
de los puntos cr´ıticos. Pero para ello antes debemos de definir lo que son los sistemas de
polinomios de Sturm.
Supongamos que se van a buscar los ceros de un polinomio p(x), lo primero que se
tiene que buscar para poder utilizar el Teorema de Sturm es un sistema de polinomios
especial para poder evaluar en e´l. Veamos como calcular e´ste sistema.




para el tercer polinomio se debe realizar la divisio´n de p1(x) entre p2(x), el residuo que
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se obtiene con signo contrario sera´ nuestro p3(x); este proceso se continu´a, es decir p4(x)
sera´ el residuo con signo contrario de la divisio´n de p2(x) entre p3(x); el proceso acaba
cuando se obtiene una constante.
Teorema 70 Sea p(x) un polinomio de coeficientes reales tal que p(x) = 0 no tiene ra´ıces
mu´ltiples y constuyamos el sistema de Sturm para p(x). Sean a y b dos nu´meros reales
con a < b, tales que ninguno sea ra´ız de p(x). Entonces la cantidad de ra´ıces reales de
p(x) = 0 entre a y b es la diferencia entre el nu´mero de variaciones de signo del sistema
de Sturm
p1(x), p2(x), p3(x), p4(x),..., pk−1(x), pk(x)
para x = b y el nu´mero de variaciones para x = a. Los te´rminos que den cero deben
ser descartados antes de contar los cambios de signo.
Observacio´n 71 No´tese que el teorema pide que la ecuacio´n p(x) = 0 no tenga ra´ıces
mu´ltiples, au´n as´ı el teorema funciona bien para muchos polinomios con ra´ıces mu´ltiples,
este ser´ıa el caso de nuestro polinomio (A.1). Es ma´s, son muy pocos los polinomios con
ra´ıces mu´ltiples que fallan.
Definicio´n 72 Denotamos por V (a) = (p1(a), p2(a), p3(a), p4(a), ..., pk−1(a), pk(a)) y por
V (b) = (p1(b), p2(b), p3(b), p4(b),...,pk−1(b), pk(b)).
As´ı pues, tendremos que
No de ra´ıces = No de cambios de signo de V (a)− No de cambios de signo de V (b)
Abusando de la notacio´n tambie´n usaremos V (a) como el nu´mero de cambios de signo
de V (a) y V (b) como el nu´mero de cambios de signo de V (b).
Continuando con el estudio de las ra´ıces reales de nuestro polinomio p[1], tomaremos
como intervalo para aplicar el me´todo de Sturm el (0,+∞) debido a que r toma siempre
valores reales positivos.
Observacio´n 73 Obse´rvese que para el estudio de los signos de la sucesio´n de polinomios
de Sturm en +∞, debemos considerar el signo de los coeficientes del te´rmino de mayor
grado de r.
Para ello usaremos el siguiente co´digo
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Donde
V (0) = (1, 0,−1,−32 + 9αβ4,−128 + 27αβ4) = (+,+,−, , )
V (+∞) = (4α2, 16α2,−8 + 3αβ4,−64α2β4,−128 + 27αβ4) = (+,+, ,−, )
a) Para 27αβ4 − 128 > 0 se tiene
V (0) = (+,+,−,+,−), tenemos tres cambios de signo
V (+∞) = (+,+,+,−,−), tenemos un cambio de signo
No de ra´ıces = V (0)− V (+∞) = 3− 1 = 2 ra´ıces
b) Para 27αβ4 − 128 = 0 obtenemos
V (0) = (+,+,−,+, 0), tenemos dos cambios de signo
V (+∞) = (+,+,+,−, 0), tenemos un cambio de signo
No de ra´ıces = V (0)− V (+∞) = 2− 1 = 1 ra´ız
c) Para 27αβ4 − 128 < 0 encontramos tres casos diferentes
Para −32 + 9αβ4 > 0
V (0) = (+,+,−,+,+), tenemos dos cambios de signo
V (+∞) = (+,+,+,−,+), tenemos dos cambios de signo
No de ra´ıces = V (0)− V (+∞) = 2− 2 = 0 ra´ıces
Para −8 + 3αβ4 > 0 y −32 + 9αβ4 < 0
V (0) = (+,+,−,−,+), tenemos dos cambios de signo
V (+∞) = (+,+,+,−,+), tenemos dos cambios de signo
No de ra´ıces = V (0)− V (+∞) = 2− 2 = 0 ra´ıces
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Para −8 + 3αβ4 < 0
V (0) = (+,+,−,−,+), tenemos dos cambios de signo
V (+∞) = (+,+,−,−,+), tenemos dos cambios de signo
No de ra´ıces = V (0)− V (+∞) = 2− 2 = 0 ra´ıces
Resumiendo
27αβ4 − 128 > 0 2 ra´ıces
27αβ4 − 128 = 0 1 ra´ız doble
27αβ4 − 128 < 0 0 ra´ıces
Tabla A.1: Resumen del nu´mero de ra´ıces del polinomio (A.1).
Ape´ndice B
Extremos relativos de la superficie
Para calcular los extremos relativos de la superficie, se ha utilizado el teorema de la
Funcio´n Impl´ıcita. El co´digo usado es el siguiente
El ca´lculo de las ra´ıces de la ecuacio´n
2αp4θ − 4αβp3θ + (2αβ2 − 2h) p2θ − 1 = 0 (B.1)
ha sido llevado a cabo usando de nuevo el Me´todo de Sturm.
El co´digo usado es el siguiente
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Nuestra ecuacio´n (B.1) es una ecuacio´n en p2, recordemos que denota a pθ, donde p2
var´ıa en el intervalo (−∞,+∞). Como algunos valores dependen de h y e´sta se encuentra
en el intervalo (−∞,+∞) veamos que´ ocurre en los intervalos donde var´ıa. Realizaremos
un estudio nume´rico al respecto calculando los puntos cr´ıticos para valores concretos.
1. Caso en que en que hay dos puntos cr´ıticos, h = h1 y h = h2.
Tomamos valores de α y β que verifiquen 27αβ4 − 128 > 0.
Por ejemplo α = 1, β = 2.
Si evaluamos p2 y H en los valores obtenidos, se tienen los siguientes valores cr´ıticos
del hamiltoniano
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2. Caso en que hay un punto cr´ıtico doble, h = h3.
Tomamos valores de α y β que verifiquen 27αβ4 − 128 = 0.
Por ejemplo α = 128
27
, β = 1.
Si evaluamos p2 y H en el valor obtenido, se tiene el siguiente valor cr´ıtico del
hamiltoniano
3. Caso en que no hay puntos cr´ıticos.
Tomamos valores de α y β que verifiquen 27αβ4 − 128 < 0.
Por ejemplo α = 1, β = 1.
Por tanto, hacemos para cada caso
1.a) Primer punto cr´ıtico h = h1.
Veamos los cambios de signo V (−∞).
Obse´rvese antes que se tienen fijados los signos V (+,−, , , ), por lo que
definimos
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y evaluamos en los valores de α, β, y h que hemos obtenido
As´ı pues, tenemos V (+,−,+,−,+), es decir, cuatro cambios de signo.
Veamos los cambios de signo de V (+∞).
Tenemos V (+,+,+,+,+), cero cambios de signo.
Por tanto
V (−∞)− V (+∞) = 4− 0 = 4
es decir, tenemos cuatro ra´ıces reales.
1.b) Segundo punto cr´ıtico h = h2.
Veamos los cambios de signo de V (−∞).
Por tanto queda V (+,−,+,−,+), es decir cuatro cambios de signo.
Viendo los cambios de signo de V (+∞), tenemos V (+,+,+,+,+), es decir cero
cambios de signo
Por tanto
V (−∞)− V (+∞) = 4− 0 = 4
lo que significa que tenemos cuatro ra´ıces reales.
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1.c) Casos intermedios.
Vamos a estudiar los cambios de signo en los casos intermedios, tomando para ello
como valores de h los siguientes:
h = −1 para h < h2
h = −0,01 para h2 < h < 0
h = 0,4 para 0 < h < h1
h = 1 para h1 < h
Sea h = −1.
As´ı pues, obtenemos para V (−∞): V (+,−,+,+,−), que son tres cambios de
signo.
Para V (+∞): V (+,+,+,−,−), que nos da un solo cambio de signo.
Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
es decir, tenemos dos ra´ıces reales.
Caso en que h = −0,01.
Es decir, que para V (−∞) tenemos: V (+,−,+,−,+), que son cuatro cambios
de signo.
Veamos los cambios de signo V (+∞).
Tenemos V (+,+,+,+,+), que son cero cambios de signo.
Por tanto
V (−∞)− V (+∞) = 4− 0 = 4
lo que nos da cuatro ra´ıces reales.
Tomando h = 0,4
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Es decir, que para V (−∞) tenemos V (+,−,+,−,+), que son cuatro cambios
de signo.
Veamos los cambios de signo V (+∞).
Tenemos V (+,+,+,+,+), que son cero cambios de signo.
Por tanto
V (−∞)− V (+∞) = 4− 0 = 4
es decir, tenemos cuatro ra´ıces reales.
Sea h = 1.
Es decir, que para V (−∞) tenemos V (+,−,+,−,−), y esto son tres cambios
de signo
Veamos los cambios de signo V (+∞).
Tenemos V (+,+,+,−,−), que nos da un solo cambio de signo.
Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
lo que significa que tenemos dos ra´ıces reales.
2.a) Un punto cr´ıtico doble,.h = h3
Veamos los cambios de signo de V (−∞) y V (+∞)
Tenemos para V (−∞): V (+,−,+,+,−), que son tres cambios de signo.
Veamos los cambios de signo V (+∞).
Tenemos V (+,+,+,−,−), que nos da un solo cambio de signo.
Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
lo que nos da dos ra´ıces reales.
2.b) Casos intermedios
Vamos a estudiar los cambios de signo en los casos intermedios, tomando como
valores de h los siguientes:
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h = −1 para h < h3
h = −0,2 para h3 < h < 0
h = 1 para 0 ≤ h
Sea h = −1.
Es decir, tenemos para V (−∞): V (+,−,+,+,−), que son tres cambios de
signo.
Veamos los cambios de signo V (+∞).
Tenemos V (+,+,+,−,−), que es un solo cambio de signo.
Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
lo que quiere decir que tenemos dos ra´ıces reales.
Tomando ahora h = −0,2.
Es decir, que para V (−∞) tenemos V (+,−,+,−,−), que son tres cambios de
signo.
Veamos los cambios de signo V (+∞).
Tenemos V (+,+,+,+,−), que es un solo cambio de signo.
Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
es decir, tenemos dos ra´ıces reales.
Caso en que h = 1.
Es decir, que para V (−∞) tenemos V (+,−,+,−,−), que son tres cambios de
signo.
Veamos los cambios de signo V (+∞).
Tenemos V (+,+,+,+,−), que es un solo cambio de signo.
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Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
es decir, tenemos dos ra´ıces reales.
3.a) Casos intermedios.
Tomamos como valores de h :
h = −0,129332 para h < 0
h = 1 para 0 ≤ h
Tomamos ahora h = −0,129332
Se tiene que para V (−∞) tenemos V (+,−,+,−,−), que son tres cambios de
signo.
Veamos los cambios de signo V (+∞).
Se obtiene V (+,+,+,+,−), un solo cambio de signo.
Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
es decir, tenemos dos ra´ıces reales.
Tomamos ahora h = 1.
Se tiene que para V (−∞) tenemos V (+,−,+,−,−), que son tres cambios de
signo.
Veamos los cambios de signo V (+∞).
Se obtiene V (+,+,+,+,−), un cambio de signo.
Por tanto
V (−∞)− V (+∞) = 3− 1 = 2
lo que nos da dos ra´ıces reales.
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En resumen:
Caso 1: 27αβ4 − 128 > 0
Para h = h1, cuatro ra´ıces reales
Para h = h2, cuatro ra´ıces reales
Para h < h2 : h = −1, dos ra´ıces reales
Para h2 < h < 0: h = −0,01, cuatro ra´ıces reales
Para 0 < h < h1: h = 0,4, cuatro ra´ıces reales
Para h1 < h: h = 1, dos ra´ıces reales
Tabla B.1: Nu´mero de ra´ıces del polinomio (B.1) para el caso en que 27αβ4 − 128 > 0.
Caso 2: 27αβ4 − 128 = 0
Para h = h3, dos ra´ıces reales
Para h < h3: h = −1, dos ra´ıces reales
Para h3 < h < 0: h = −0,2, dos ra´ıces reales
Para 0 ≤ h: h = 1, dos ra´ıces reales
Tabla B.2: Nu´mero de ra´ıces del polinomio (B.1) para el caso en que 27αβ4 − 128 = 0.
Caso 3: 27αβ4 − 128 < 0
Para h = −0,129332, dos ra´ıces reales
Para h = 1, dos ra´ıces reales




En esta seccio´n se va a hacer el estudio de las ra´ıces del polinomio
p = −k2 + 2r + (−2αβ2 + 2h+ 4αβk − 2αk2)r2
donde k = pθ.








+ α (β − pθ)2 − 1
r
= 0
y sustituir pθ por k.
El co´digo utilizado es el siguiente:
Vamos a calcular la sucesio´n de Sturm para este polinomio, al que llamaremos p[1].
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En este caso, como r ∈ R+ tendremos que estudiar el polinomio de Sturm para











h− α (β − k)2) , 4 (h− α (β − k)2) ,− 1
2
(−h+ α (β − k)2) + k2
)
Observacio´n 74 Obse´rvese que en V (+∞) el segundo coeficiente es el doble del primero
y que en V (0) tenemos siempre que V (0) = (−,+, ), por lo que para ver el nu´mero de
ra´ıces bastara´ estudiar el signo de
Finalmente, en cada uno de los casos obtenidos, estudiaremos co´mo son las curvas.
h− α (β − k)2
− 1
2
(−h+ α (β − k)2) + k2
1. CASO 1 : Dos puntos cr´ıticos.
a) Para h = −1
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Por tanto
Si c2 = −0,28363796061324487‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 0,3697213408365262‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
por lo que todas las curvas son acotadas.
b) Para h = h2 = −0,12933201834124053‘
Por tanto
Si c2 = −0,30332‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
Para k = 0 es no acotada.
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Para 0 < k < 0,442311 = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
por lo que obtenemos que todas las curvas son acotadas.
c) Para h = −0,01
Por tanto
Para c2 = −0,3065629648763765‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
As´ı pues, todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 0,45880389985380304‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
Para c3 = 1,556999290660659‘ < k < 2,291872432587733‘ = c1
V (0) = (−,+,−)
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V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
por lo que todas las curvas son acotadas.
d) Para h = 0,4
Para c2 = −0,31719946142257877‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
que nos dice que todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 0,5351813767342671‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
Para c3 = 1,0969262383446852‘ < k < 1,3675444679663242‘ = a1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
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Luego
V (0)− V (+∞) = 2
por lo que todas las curvas son acotadas.
Para a1 = 1,3675444679663242‘< k < 2,632455532033952‘ = a2
V (0) = (−,+,+)
V (+∞) = (+,+,+)
Luego
V (0)− V (+∞) = 1
que nos dice que las curvas son abiertasno acotadas.
Para a2 = 2,632455532033952‘ < k < 2,6850918463433535‘ = c4
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
e) Para h = h1 = 0,6746927094654747‘
Por tanto
Para c2 = −0,325082782177043‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
As´ı pues, todas las curvas son acotadas.
Para k = 0 no acotada.
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Para 0 < k < 1,1786031960949235‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
lo que significa que todas las curvas son acotadas.
Para a1 = 1,1786031960949235‘ < k < 2,8213968039050767‘ = a2
V (0) = (−,+,+)
V (+∞) = (+,+,+)
Luego
V (0)− V (+∞) = 1
Es decir, las curvas son no acotadas.
Para a2 = 2,8213968039050767‘ < k < 2,857853286502772‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
lo que nos da que todas las curvas son acotadas.
f) Para h = 1
Por tanto
Para c2 = −0,3350995052996449‘ < k < 0
V (0) = (−,+,−)
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V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
lo que nos da que todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 1 = a1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
Para a1 = 1 < k < 3 = a2
V (0) = (−,+,+)
V (+∞) = (+,+,+)
Luego
V (0)− V (+∞) = 1
As´ı pues, las curvas son no acotadas.
Para a2 = 3 < k < 3,026923394158243‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
por lo que todas las curvas son acotadas.
2. CASO 2: un punto cr´ıtico doble
a) Para h = −1
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Por tanto
Para c2 = −0,24476965565666428‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
lo que nos da que todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 0,45630303815292816 = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
As´ı pues, todas las curvas son acotadas.
b) Para h = h3 = −0,5925925925925926‘
Por tanto
Para −0,25 < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
Para k = 0 es no acotada.
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Para 0 < k < 0,754131
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
lo que significa que todas las curvas son acotadas.
c) Para h = −0,02.
Por tanto
Para c2 = −0,25531297540579606‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
por lo que todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 1,182362573342762‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
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d) Para h = 1.
Por tanto
Para c2 = −0,273430246036642‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
As´ı pues, todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 0,540720673228154‘ = a1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
lo que nos dice que todas las curvas son acotadas.
Para a1 = 0,540720673228154‘ < k < 1,4592793267718456‘ = a2
V (0) = (−,+,+)
V (+∞) = (+,+,+)
Luego
V (0)− V (+∞) = 1
que significa que las curvas son no acotadas.
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Para a2 = 1,4592793267718456‘ < k < 1,5073058252492986‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
3. CASO 3: ningu´n punto cr´ıtico.
a) h = −0,129332.
Por tanto
Para c2 = −0,256299 < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
As´ı pues, todas las curvas son acotadas.
Para k = 0 es no acotada.
Para 0 < k < 1,21121 = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
lo que nos dice que todas las curvas son acotadas.
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b) h = 1.
Por tanto
Para c2 = −0,5787862676985307‘ < k < 0
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
por lo que todas las curvas son acotadas.
Para k = 0 es no acotada.
Para a1 = 0 < k < 2 = a2
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
Es decir, todas las curvas son acotadas.
Para a2 = 2 < k < 2,0574124296879814‘ = c1
V (0) = (−,+,−)
V (+∞) = (−,−,−)
Luego
V (0)− V (+∞) = 2
As´ı pues, todas las curvas son acotadas.
Observacio´n 75 En todos los casos donde aparece el intervalo (a1, a2) las curvas son no
acotadas debido a que el polinomio p tiene una u´nica ra´ız, que adema´s es simple. Esto se
puede comprobar al calcular las ra´ıces del polinomio en (−∞,+∞). En dicho casos nos
salen dos ra´ıces reales, una negativa y otra positiva. Es por ello que al hacer el algoritmo
de Sturm en (0,+∞), obtenemos V (0)− V (+∞) = 1, que es una sola ra´ız.
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En resumen:
c2 = −0,28363‘ < k < 0 Son acotadas
h = −1 k = 0 Es no acotada
0 < k < 0,36972‘ = c1 Son acotadas
c2 = −0,30332‘ < k < 0 Son acotadas
h = h2 k = 0 Es no acotada
0 < k < 0,442311 = c1 Son acotadas
c2 = −0,30656‘ < k < 0 Son acotadas
h = −0,01 k = 0 Es no acotada
0 < k < 0,45880‘ = c1 Son acotadas
c3 = 1,55699‘ < k < 2,29187‘ = c1 Son acotadas
c2 = −0,31719‘ < k < 0 Son acotadas
CASO 1 k = 0 Es no acotada
h = 0,4 0 < k < 0,53518‘ = c1 Son acotadas
c3 = 1,09692‘ < k < 1,36754‘ = a1 Son acotadas
a1 = 1,36754‘ < k < 2,63245‘ = a2 Son no acotadas
a2 = 2,63245‘ < k < 2,68509‘ = c4 Son acotadas
c2 = −0,32508‘ < k < 0 Son acotadas
k = 0 Es no acotada
h = h1 0 < k < 1,17860‘ = c1 Son acotadas
a1 = 1,178605‘ < k < 2,82139‘ = a2 Son no acotadas
a2 = 2,82139‘ < k < 2,85785‘ = c1 Son acotadas
Tabla C.1: Clasificacio´n de las curvas para el caso en que hay dos puntos cr´ıticos.
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c2 = −0,33509‘ < k < 0 Son acotadas
k = 0 Es no acotada
CASO 1 h = 1 0 < k < 1 = a1 Son acotadas
a1 = 1 < k < 3 = a2 Son no acotadas
a2 = 3 < k < 3,02692‘ = c1 Son acotadas
Tabla C.2: Clasificacio´n de las curvas para el caso en que hay dos puntos cr´ıticos.
c2 = −0,24476 < k < 0 Son acotadas
h = −1 k = 0 Es no acotada
0 < k < 0,45630 = c1 Son acotadas
c2 = −0,25 < k < 0 Son acotadas
h = h3 k = 0 Son no acotadas
0 < k < 0,754131 = c1 Son acotadas
c2 = −0,25812‘ < k < 0 Son acotadas
CASO 2 h = −0,02 k = 0 Es no acotada
0 < k < 1,25812‘ = c1 Son acotadas
c2 = −0,27343‘ < k < 0 Son acotadas
k = 0 Es no acotada
h = 1 0 < k < 0,54072‘ = a1 Son acotadas
a1 = 0,54072‘ < k < 1,45927‘ = a2 Son no acotadas
a2 = 1,45927‘ < k < 1,507305‘ = c1 Son acotadas
Tabla C.3: Clasificacio´n de las curvas para el caso en que hay un punto cr´ıtico doble.
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c2 = −0,256299 < k < 0 Son acotadas
h = −0,129332 k = 0 Es no acotada
0 < k < 1,21121 = c1 Son acotadas
CASO 3 c2 = −0,57878‘ < k < 0 Son acotadas
k = 0 Es no acotada
h = 1 a1 = 0 < k < 2 = a2 Son no acotadas
a2 = 2 < k < 2,05741‘ = c1 Son acotadas
Tabla C.4: Clasificacio´n de las curvas para el caso en que no hay ningu´n punto cr´ıtico.
Ape´ndice D
Estudio nume´rico de las o´rbitas
En esta seccio´n vamos a realizar el estudio nume´rico de las o´rbitas y a dibujarlas, para
el caso en que 27αβ4−128 > 0, situacio´n donde tenemos dos puntos cr´ıticos y h = 0,674...,
es decir, coincide con el valor en el punto de equilibrio. Dichas o´rbitas corresponden a la
figura (4.8). Para el resto de los casos, bastar´ıa con variar los valores de α, β, h, k y usar
el mismo co´digo que vamos a describir a continuacio´n.
Observacio´n 76 Usaremos los valores obtenidos en el ape´ndice anterior.
Antes de empezar definiremos los valores de α y β, as´ı como el hamiltoniano en general.
Hay que tener en cuenta que las ics son las coordenadas iniciales que introducimos
y que son las que debemos ir variando segu´n los diferentes valores de h y k para ver los
diferentes tipos de o´rbitas que hay.
Empecemos ahora con cada uno de los casos:
1. Caso 1. Corresponde a la figura (4.18).
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Una vez obtenidas las condiciones iniciales para los valores de h y k propios de este
caso, integramos el problema de Kepler.
Dibujamos ahora la o´rbita
Obteniendo as´ı la siguiente figura
Caso de una o´rbita circular.
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2. Caso 2. Corresponde a la figura (4.19)
Una vez obtenidas las condiciones iniciales para los valores de h y k propios de este
caso, integramos el problema de Kepler.
Dibujamos ahora la o´rbita
142 Estudio nume´rico de las o´rbitas
Obteniendo as´ı la siguiente figura
Caso de una o´rbita perio´dica.
3. Caso 3. Corresponde a la figura (4.22)
Una vez obtenidas las condiciones iniciales para los valores de h y k propios de este
caso, integramos el problema de Kepler. Dibujamos ahora la o´rbita
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Obteniendo as´ı la siguiente figura
Caso de una o´rbita de escape.
4. Caso 4. Corresponde a la figura (4.21)
Una vez obtenidas las condiciones iniciales para los valores de h y k propios de este
caso, integramos el problema de Kepler. Dibujamos ahora la o´rbita
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Obteniendo as´ı la siguiente figura
Caso de una o´rbita de colisio´n.
5. Caso 5. Corresponde a la figura (4.20)
Una vez obtenidas las condiciones iniciales para los valores de h y k propios de este
caso, integramos el problema de Kepler.
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Dibujamos ahora la o´rbita
Obteniendo as´ı la siguiente figura
Que corresponde al caso de una o´rbita de cuasiperio´dica.
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