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a b s t r a c t
In order to solve a class of linear nonlocal boundary value problems, a new reproducing
kernel space satisfying nonlocal conditions is constructed carefully. This makes it easy to
solve the problems. Furthermore, the exact solutions of the problems can be expressed in
series form. The numerical results demonstrate that the newmethod is quite accurate and
efficient for solving fourth-order nonlocal boundary value problems.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Nonlocal boundary value problems (BVPs) arise in a variety of applied mathematics and physics areas. For instance, the
vibrations of a guy wire of uniform cross-section and composed of N parts of different densities can be set up as a nonlocal
BVP. Many problems in the theory of elastic stability can be handled using nonlocal BVPs. In optimal bridge design, large
size bridges are sometimes contrivedwithmulti-point supports, which corresponds to a nonlocal boundary value condition.
Therefore it appears to be very important to develop methods for solving these problems. There are many methods for
solving two-point BVPs, but there are few methods for solving nonlocal BVPs.
In Ref. [1], the author has proven uniqueness for the following linear differential equations with nonlocal boundary value
conditions:
u(n)(x)+
n−1∑
i=0
ai(x)u(i)(x) = f (x),
u(i−1)(xj) = bij, 1 ≤ i ≤ mj, 1 ≤ j ≤ k,
u(xk+1)− u(xk+2) = bn
(1)
where {ai(x)}mji=1 are continuous functions on [a, b], {mj}kj=1 are positive integers such thatm1+m2+ · · · +mk = n− 1 and
a < x1 < x2 < · · · < xk+2 < b, bn, bij are real numbers. Many authors [2–4] have paid attention to the theoretical literature
of nonlocal BVPs, but there are few references on solving these nonlocal BVPs.
Recently, numerical algorithms for solving two-point BVPs and, especially, the reproducing kernelmethods [5,6] emerged
one after the other. However, these reproducing kernel methods cannot be used to deal with multi-point BVPs. Our work is
aimed at constructing a multi-point reproducing kernel space and giving a simple numerical algorithm.
Our work will construct the new reproducing kernel space, and a simple numerical algorithm will be given in this work.
Since the nonlocal boundary conditions can be homogenized, for convenience, we consider bij = 0, bn = 0.
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In this work, a method for constructing a reproducing kernel satisfying nonlocal boundary conditions is presented. This
work is newand significant. Applying somegoodproperties of the reproducing kernel space, a very simple numericalmethod
is provided for obtaining the smooth approximation to the solution for a class of linear nonlocal BVPs.
2. The new reproducing kernel space Hn[a, b]
The inner product space Hn[a, b] is defined by
Hn[a, b] = {u(x)|u(n)(x) is an absolutely continuous function, u(i)(xj) = 0,
1 ≤ i ≤ mj, 1 ≤ j ≤ k, u(xk+1)− u(xk+2) = 0,
a < x1 < x2 < · · · < xk+2 < b and u(n+1)(x) ∈ L2[0, 1]}.
The inner product of Hn[a, b] is defined by
〈u(x), v(x)〉Hn =
n∑
i=0
u(i)(a)v(i)(a)+
∫ b
a
u(n+1)(x)v(n+1)(x)dx. (2)
Lemma 2.1. The inner space Hn[a, b] is a Hilbert reproducing kernel space.
Proof. The proof only needs to show that for any x ∈ [a, b], there exists a Cx > 0 such that |u(x)| ≤ Cx‖u‖, u ∈ Hn[a, b].
In fact,
u(n)(x) = u(n)(a)+
∫ x
a
u(n+1)(x)dx
and
|u(n)(x)| ≤ |u(n)(a)| +
∫ x
a
|u(n+1)(x)|dx ≤ |u(n)(a)| +
∫ b
a
|u(n+1)(x)|dx.
Note that∫ b
a
|u(n+1)(x)|dx ≤
[
(b− a)
∫ b
a
|u(n+1)(x)|2dx
]1/2
= M0
[∫ b
a
|u(n+1)(x)|2dx
]1/2
≤ M0
[
n∑
i=0
[u(i)(a)]2 +
∫ b
a
|f (n+1)(x)|2dx
]1/2
= M0‖u‖Hn ,
and for any i (0 ≤ i ≤ n),
|u(i)(a)| ≤
[
n∑
i=0
[u(i)(a)]2 +
∫ b
a
|f (n+1)(x)|2dx
]1/2
= ‖u‖Hn . (3)
Therefore
|u(n)(x)| ≤ M1‖u‖Hn . (4)
It is easy to see that |u(n−1)(x)| ≤ |u(n−1)(a)| + ∫ ba |f (n)(x)|dx. From (3) and (4), one gets
|u(n−1)(x)| ≤ ‖u‖Hn + (b− a)M1‖u‖Hn = M2‖u‖Hn . (5)
Similarly, we have
|u(x)| ≤ Mn+1‖u‖Hn = Cx‖u‖Hn .  (6)
It is very important to obtain the representation of the reproducing kernel, because it is the basis of our algorithm. In the
following we will give the method for obtaining the reproducing kernel of Hn[a, b].
By Lemma 2.1, there exists a reproducing kernel in Hn[a, b]. Now, let’s find the expression for the reproducing kernel
function Ry(x) in Hn[a, b]. For any fixed y ∈ [a, b] and any u(x) ∈ Hn[a, b], Ry(x)must satisfy
u(y) = 〈u(x), Ry(x)〉Hn =
n∑
i=0
u(i)(a)
∂ iRy(a)
∂xi
+
∫ b
a
u(n+1)(x)
∂n+1Ry(x)
∂xn+1
dx,
and ∫ b
a
u(n+1)(x)
∂n+1Ry(x)
∂xn+1
dx =
n∑
i=0
(−1)iu(n−i)(x) ∂
n+1+iRy(x)
∂xn+1+i
∣∣∣∣∣
b
x=a
+ (−1)n+1
∫ b
a
u(x)
∂2(n+1)Ry(x)
∂x2(n+1)
dx.
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Fig. 1. For every function ri(x, y), the definition domain Di ⊂ [a, b] × [a, b].
Moreover,
u(y) =
n∑
i=0
u(i)(a)
[
∂ iRy(a)
∂xi
− (−1)n−i ∂
2n−i+1Ry(a)
∂x2n−i+1
]
+
n∑
i=0
(−1)n−iu(i)(b) ∂
2n−i+1Ry(b)
∂x2n−i+1
+ (−1)n+1
∫ b
a
u(x)
∂2(n+1)Ry(x)
∂x2(n+1)
dx.
Hence, Ry(x) is the solution of the following generalized differential equation:
(−1)(n+1) ∂
2(n+1)Ry(x)
∂x2(n+1)
= δ(x− y),
∂ iRy(a)
∂xi
− (−1)n−i ∂
2n−i+1Ry(a)
∂x2n−i+1
= 0,
∂2n−i+1Ry(b)
∂x2n−i+1
= 0, i = 0, 1, . . . , n.
(7)
When x 6= y, Ry(x) is the solution of the following constant linear homogeneous differential equation with 2(n + 1)
orders:
(−1)(n+1) ∂
2(n+1)Ry(x)
∂x2(n+1)
= 0, (8)
with the boundary conditions
∂ iRy(a)
∂xi
− (−1)n−i ∂
2n−i+1Ry(a)
∂x2n−i+1
= 0,
∂2n−i+1Ry(b)
∂x2n−i+1
= 0. i = 0, 1, . . . , n.
(9)
Eq. (8) has characteristic equation λ2(n+1) = 0. Then the eigenvalue λ = 0 is a 2(n+ 1)multiple root. Then, the general
solution Ry(x) of Eq. (7) is
ri(x, y) =
2(n+1)∑
j=1
cij(y)xj−1, (10)
where ri(x, y) is the expression ofRy(x)on thedomainDi, i = 1, 2, . . . , (k+4)(k+3), in Fig. 1. For example rk+5(x, y), (x, y) ∈
Dk+5 = {(x, y) | a < x1 ≤ y ≤ x2 ≤ xk+1 ≤ x ≤ xk+2 < b}.
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Nowweneed to establish 2(n+1)(k+4)(k+3) equations for calculating the coefficients cij(y), i = 1, 2, . . . , (k+4)(k+3),
j = 1, 2, . . . , 2(n+ 1). By using
(−1)(n+1) ∂
2(n+1)Ry(x)
∂x2(n+1)
= δ(x− y),
one can obtain 2(n + 1)(k + 3) equations on cij(y). From the smoothing of functions in Hn[a, b], 2(k + 2)(k + 3)(n + 1)
equations can be obtained. Finally, (2) gives 2(n+1)(k+3) equations. The coefficients cij(y) of Ry(x) can be solved from the
above equations. Thus the concrete expression for Ry(x) is given.
Remark. Nonlocal conditions must be rationally applied to establish a set of these equations.
Lemma 2.2. Ry(x) possesses the reproducing property, that is, for each y ∈ [a, b],
∀u(x) ∈ Hn[a, b], 〈u(x), Ry(x)〉Hn = u(y).
Lemma 2.3. Ry(x) = Rx(y).
3. A bounded linear operator on Hn[a, b]
Let us have a bounded linear operator L : Hn[a, b] → L2[a, b], for each u(x) ∈ Hn[a, b]:
(Lu)(x) = u(n)(x)+
n−1∑
i=0
ai(x)u(i)(x). (11)
We rewrite (1) as
(Lu)(x) = f (x). (12)
Lemma 3.1. L is a bounded linear operator.
Proof. According to the reproducing kernel Ry(x), |u(i)(x)| = |〈u(y), ∂yRy(x)〉| ≤ Mi‖u‖Hn , (i = 0, 1, 2, . . . , n), where
{Mi}ni=1 are positive real numbers. Since {ai(x)} are bounded functions, it follows that
‖Lu‖2L2 =
∫ b
a
((Lu)(x))2dx =
∫ b
a
[
u(n)(x)+
n−1∑
i=0
ai(x)u(i)(x)
]2
dx
≤
∫ b
a
[u(n)]2dx+
n−1∑
i=0
∫ b
a
a2i (x)[u(i)(x)]2dx+ 2
n−1∑
i=0
∫ b
a
|ai||u(n)||u(i)|dx
+ 2
n−1∑
i,j=0, i<j
∫ b
a
|ai||aj||u(i)||u(j)|dx
≤ M‖u‖2Hn . 
4. The numerical algorithm for solving a class of linear nonlocal BVPs
We will choose a countably dense subset S = {t1, t2, . . .} ⊂ [a, b] and define ψi(x) by
ψi(x)
def=(LyRy(x))(ti). (13)
Lemma 4.1. ψi(x) ∈ Hn[a, b], i = 1, 2, . . . (see Ref. [7]).
Lemma 4.2. The function system {ψi(x)}∞i=1 is a complete system of the space Hn[a, b].
Proof. For every i,
0 = 〈u(x), ψi(x)〉Hn = 〈u(x), (LyRy(x))(ti)〉Hn
= Ly(〈u(x), Ry(x)〉Hn)(ti) = Ly(u(y))(ti) = (Lu)(ti)
the dense set {ti} ∈ S implies (Lu)(x) = 0. It follows that u(x) ≡ 0 from the existence and uniqueness of the solution of
Eq. (12), namely, the existence of L−1. 
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Applying the Gram–Schmidt process, we obtain an orthogonal basis {ψ˜i(x)}∞i=1 of Hn[a, b] such that
ψ˜i(x) =
i∑
k=1
βikψk(x),
where the βik are orthogonal coefficients.
Theorem 4.1. The solution of Eq. (12) is expressed as
u(x) =
∞∑
i=1
i∑
k=1
βikf (tk)ψ˜i(x). (14)
Proof. u(x) can be expanded to a Fourier series in terms of the normal orthogonal basis ψ¯i(x) in Hn[a, b],
u(x) =
∞∑
i=1
i∑
k=1
〈u(x), ψ˜i(x)〉Hnψ˜i(x)
=
∞∑
i=1
i∑
k=1
βik〈u(x), ψk(x)〉Hnψ˜i(x)
=
∞∑
i=1
i∑
k=1
βik〈u(x), (LyRy(x))(tk)〉Hnψ˜i(x)
=
∞∑
i=1
i∑
k=1
βikLy(〈u(x), Ry(x)〉Hn(tk))ψ˜i(x)
=
∞∑
i=1
i∑
k=1
βik(Lu)(tk)ψ˜i(x) =
∞∑
i=1
i∑
k=1
βikf (tk)ψ˜i(x). 
The approximate solution of Eq. (12) is
um(x) =
m∑
i=1
i∑
k=1
βikf (tk)ψ˜i(x) (15)
and um(x) in (15) is an m-truncation of the Fourier series of the exact solution u(x) in Eq. (12), so um(x)→ u(x) in Hn[a, b]
asm→∞.
Theorem 4.2. The approximate solution um(x) uniformly converges to the exact solution u(x).
Proof. Since Rx(x) is continuous on [a, b],√Rx(x) ≤ C, ∀x ∈ [a, b], where C is a constant. Then
|um(x)− u(x)| = |〈um(y)− u(y), Rx(y)〉Hn |
≤ ‖um(y)− u(y)‖Hn‖Rx(y)‖Hn
= √Rx(x)‖um(y)− u(y)‖Hn ,
and thus ‖um(x)− u(x)‖Hn → 0 shows that |um(x)− u(x)| → 0. 
5. An example
In this section, a numerical example is studied to demonstrate the accuracy of the present method. The example is
computed using Mathematica 5.0. The result obtained by this method is compared with the analytical solution and is found
to be in good agreement.
Example 5.1. We consider the following linear fourth-order nonlocal boundary value problem:
u(4) − exu′′′(x)+ u(x) = 1− ex cosh(x)+ 2 sinh(x), 0 ≤ x ≤ 1
u
(
1
4
)
= 1+ sinh
(
1
4
)
, u′
(
1
4
)
= cosh
(
1
4
)
,
u′′
(
1
4
)
= sinh
(
1
4
)
, u
(
1
2
)
− u
(
3
4
)
= sinh
(
1
2
)
− sinh
(
3
4
)
.
(16)
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Table 1
Absolute errors for Example 5.1.
x u(x) |u− u11| |u− u51| |u− u101| |u− u151|
0.0 1.00000 0.00260432 0.000102092 0.000025496 1.13356E−6
0.1 1.10017 0.000470236 0.0000181764 4.53581E−6 2.01715E−7
0.2 1.20134 0.0000143714 5.33782E−7 1.32679E−7 5.90784E−9
0.3 1.30452 9.54744E−6 3.9412E−7 9.91385E−8 4.39712E−9
0.4 1.41075 0.000183765 7.60808E−6 1.90635E−6 8.46552E−8
0.5 1.5211 0.000577728 0.0000236618 5.92446E−6 2.63147E−7
0.6 1.63665 0.00095603 0.0000389841 9.75828E−6 4.33469E−7
0.7 1.75858 0.000914221 0.0000372728 9.32982E−6 4.14438E−7
0.8 1.88811 0.0000674505 2.41694E−6 5.99989E−7 2.67207E−8
0.9 2.02652 0.00262962 0.000105939 0.0000264986 1.17736E−6
1.0 2.1752 0.00757371 0.000305667 0.0000764646 3.39732E−6
For (16), the reproducing space is
H5[0, 1] =
{
u(x)|u(4)(x) is an absolutely continuous function,
u(i)
(
1
4
)
= 0, i = 0, 1, 2, u
(
1
2
)
− u
(
3
4
)
= 0, L2[0, 1]
}
.
ri(x, y) =
10∑
j=1
cij(y)xj−1, (17)
where ri(x, y) is the expression for Ry(x) on the domain Di, i = 1, 2, . . . , 20. The coefficient is
c12(y) = 1300278544756166036068033614089531
(
−1105534754501094940046524416
+ 14561097436462833247457938747y+ 3132466228633036457372773326795 y
2
2
+ 2131615072275814167410792800713 y
3
8
− 226593521977663572577153106236647 y
4
256
− 38332798738484859884741457921591 y
5
256
− 394453548432030110057844383011 y
6
32
− 19439062276034118571913991511 y
7
112
+ 31892591893153402893904414995 y
8
4
− 278267894026279745556450739 y9 − 25408538539538432589668688 y10
− 914988922476453251151504 y11
)
.
Another 199 cij are omitted due to the page limitation.
The exact solution is u(x) = 1+ sinh(x). The numerical results are given in Table 1.
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