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COMMUTING FAMILIES IN SKEW FIELDS AND
QUANTIZATION OF BEAUVILLE’S FIBRATION
B. ENRIQUEZ AND V. RUBTSOV
Abstract. We construct commuting families in fraction fields of symmetric
powers of algebras. The classical limit of this construction gives Poisson com-
muting families associated with linear systems. In the case of a K3 surface S,
they correspond to lagrangian fibrations introduced by Beauville. When S is
the canonical cone of an algebraic curve C, we construct commuting families
of differential operators on symmetric powers of C, quantizing the Beauville
systems.
Introduction. In [1], Beauville introduced lagrangian fibrations associated with
a K3 surface S. These fibrations have the form S [g] → P(H0(S,L)), where S [g]
is the Hilbert scheme of g points of S, equipped with a symplectic structure in-
troduced in [10], and L is a line bundle on S. Later, the authors of [5] explained
that these systems are natural deformations of the ”separated” (in the sense of
[7]) versions of Hitchin’s integrable systems, more precisely, of their description
in terms of spectral curves (already present in [8]). Beauville’s systems can be
generalized to surfaces with a Poisson structure (see [4]). When S is the canon-
ical cone Cone(C) of an algebraic curve C, then this system coincides with the
separated version of Hitchin’s systems.
A quantization of Hitchin’s system was proposed in [3]. It seems interesting to
construct quantizations of Beauville’s systems.
In this paper, we construct generalizations of the birational version of Beauville’s
construction (Theorem 2.1) and a quantum analogue of this construction (The-
orem 1.1). We show that to obtain a quantization of Beauville’s fibration, it
would be sufficient to have quantizations of function fields of K3 surfaces. Such
a quantization is not known explicitly, in general.
However, in the case of the canonical cone of an algebraic curve C, an explicit
quantization is known (see [2, 6]). In Section 4, we construct the quantized
Beauville systems explicitly in this case, and we show that in some cases these
systems correspond to commuting families of rational differential operators on
symmetric powers of C. We make these operators explicit in the case of a rational
curve with marked points.
Finally, in Appendix A, we discuss the relation of Theorems 1.1 and 2.1 with
the formal non-commutative geometry of [9].
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1. Commuting families in skew fields
Let A be an algebra with unit. For f1, . . . , fn elements of A, we set
[f1, . . . , fn] =
∑
σ∈Sn
ǫ(σ)fσ(1) ⊗ · · · ⊗ fσ(n);
so [f1, . . . , fn] belongs to A
⊗n. Recall that a skew field is an algebra with unit,
where each nonzero element is invertible.
Theorem 1.1. Assume that there exists a pair (φ, F ) of a skew field F and a
ring injection φ : A⊗n →֒ F . (We will identify elements of A⊗n with their images
by φ.) Assume that f0, . . . , fn are linearly independent elements of A. Set
∆i = [f0, . . . , fˇi, . . . , fn],
for i = 0, . . . , n. Then ∆0 6= 0. The elements
Hi = (∆0)
−1∆i
form a commutative family of elements of K: we have HiHj = HjHi for any i, j.
Proof. For (i1, . . . , ik) a family of distinct elements of {0, . . . , n} and b ∈ A
⊗k,
we define b(i1,... ,ik) as the image of b by the injection A⊗k →֒ A⊗n, associated
to (i1, . . . , ik). Since the family (f1, . . . , fn) is free, ∆0 6= 0. Moreover, any
subfamily of (f0, . . . , fn) is also free, so we can work by induction on n.
We will prove the following identities
∆i(∆0)
−1∆j = ∆j(∆0)
−1∆i, (1)
where ∆i = [f0, . . . , fˇi, . . . , fn];
n∑
i=1
(−1)i[f1, . . . , fˇi, . . . , fn]
(1,... ,n−1)[f1, . . . , fn]
−1(fi)
(n) = (−1)n, (2)
and
n∑
i=1
(−1)i[f1, . . . , fˇi, . . . , fn]
(1,... ,n−1)[f1, . . . , fn]
−1(fi)
(a) = 0 (3)
for a = 1, . . . , n−2. Denote these identities by (1n), (2n) and (3n). We will prove
the implications
(22, 32)⇒ (12)⇒ (23, 33)⇒ (13)⇒ · · · ⇒ (1n−1)⇒ (2n, 3n)⇒ (1n)⇒ · · ·
Let us prove (22). This is the identity
f (1)[f, g]−1g(2) − g(1)[f, g]−1f (2) = 1 (4)
(recall that [f, g] = f (1)g(2) − g(1)f (2)). We have
f (1)[f, g]−1g(2) =
(
1− (gf−1)(1)(g−1f)(2)
)−1
= (1− x)−1,
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where x = gf−1 ⊗ g−1f . On the other hand, we have
g(1)[f, g]−1f (2) =
(
(fg−1)(1)(f−1g)(2) − 1
)−1
= (x−1 − 1)−1.
Then (1− x)−1 + (x−1 − 1)−1 = (1− x)−1(1− x) = 1, which proves (4).
Let us prove (32). This is the identity
f (1)[f, g]−1g(1) − g(1)[f, g]−1f (1) = 0. (5)
We have
f (1)[f, g]−1g(1) =
(
(g−1)(1)g(2) − (f−1)(1)f (2)
)−1
and
g(1)[f, g]−1f (1) =
(
(g−1)(1)g(2) − (f−1)(1)f (2)
)−1
,
which proves (5).
Let us prove (12). This is the identity(
f (1)h(2) − f (2)h(1)
)(
f (1)g(2) − f (2)g(1)
)−1(
g(1)h(2) − g(2)h(1)
)
(6)
=
(
g(1)h(2) − g(2)h(1)
)(
f (1)g(2) − f (2)g(1)
)−1(
f (1)h(2) − f (2)h(1)
)
.
Write the difference of both sides as
h(1)Ah(1) + h(1)Bh(2) + h(2)Ch(1) + h(2)Dh(2), (7)
where
A = f (2)
(
f (1)g(2) − f (2)g(1)
)−1
g(2) − g(2)
(
f (1)g(2) − f (2)g(1)
)−1
f (2),
B = −f (2)
(
f (1)g(2) − f (2)g(1)
)−1
g(1) + g(2)
(
f (1)g(2) − f (2)g(1)
)−1
f (1),
C = −f (1)
(
f (1)g(2) − f (2)g(1)
)−1
g(2) + g(1)
(
f (1)g(2) − f (2)g(1)
)−1
f (2),
D = f (1)
(
f (1)g(2) − f (2)g(1)
)−1
g(1) − g(1)
(
f (1)g(2) − f (2)g(1)
)−1
f (1).
As we have seen, A = D = 0, B = 1, C = −1, so (7) is equal to zero. This proves
(6).
Let us now assume that the identities (2k), (3k) and (1k) are proved for k < n.
Let us prove (2n). Set
Ti = (−1)
i[f1, . . . , fˇi, . . . , fn]
(1,... ,n−1)[f1, . . . , fn]
−1(fi)
(n).
We want to prove
n∑
i=1
Ti = (−1)
n. (8)
Recall that
[f1, . . . , fn] =
n∑
j=1
(−1)j+n+1(fj)
(n)[f1, . . . , fˇj, . . . , fn]
(1,... ,n−1).
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So
Ti =
=
( n∑
j=1
(−1)j+n+1(f−1i fj)
(n)
(
[f1, . . . , fˇj , . . . , fn][f1, . . . , fˇi, . . . , fn]
−1
)(1,... ,n−1))−1
=
( n∑
j=1
(−1)j+n+1(f−1i f1)
(n)(f−11 fj)
(n)
(
[f1, . . . , fˇj , . . . , fn][fˇ1, . . . , fn]
−1[fˇ1, . . . , fn][f1, . . . , fˇi, . . . , fn]
−1
)(1,... ,n−1))−1
;
(1n−1) then allows to permute
[f1, . . . , fˇj, . . . , fn][fˇ1, . . . , fn]
−1 and [fˇ1, . . . , fn][f1, . . . , fˇi, . . . , fn]
−1.
Then we get
Ti = (−1)
i+1T1(f
−1
1 fi)
(n)
(
[f1, . . . , fˇi, . . . , fn][fˇ1, . . . , fn]
−1
)(1,... ,n−1)
.
Summing up, we get∑
i=1
Ti = T1
n∑
i=1
(−1)i+1
(
(f1)
−1fi
)(n)(
[f1, . . . , fˇi, . . . , fn][fˇ1, . . . , fn]
−1
)(1,... ,n−1)
= T1
(
(f1)
−1
)(n)( n∑
i=1
(−1)i+1[f1, . . . , fˇi, . . . , fn]
(1,... ,n−1)(fi)
(n)
)(
[fˇ1, . . . , fn]
−1
)(1,... ,n−1)
= T1
(
(f1)
−1
)(n)
(−1)n+1[f1, . . . , fn]
(
[fˇ1, . . . , fn]
−1
)(1,... ,n−1)
= (−1)n.
This proves (1n).
Assume now that we have proved the identities (2k), (3k) and (1k) for k < n,
and let us prove (2n). This identity is equivalent to
n∑
i=1
(−1)i[f1, . . . , fˇi, . . . , fn]
(1,... ,n−1)[f1, . . . , fn]
−1(fi)
(1) = 0.
Let us set
Ui = (−1)
i[f1, . . . , fˇi, . . . , fn]
(1,... ,n−1)[f1, . . . , fn]
−1(fi)
(1).
Then as in the proof of (2n) (in particular, using (1n−1)), one shows that
Ui = U1 · (−1)
i+1[f1, . . . , fˇi, . . . , fn]
(1,... ,n−1)
(
[f2, . . . , fn]
−1
)(1,... ,n−1)
(fi)
(1).
So (2n) will be a consequence of
(f1)
(1) +
n∑
i=2
(−1)i+1[f1, . . . , fˇi, . . . , fn][f2, . . . , fn]
−1(fi)
(1) = 0. (9)
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Let us prove (9). By (2n−1) and (3n−1), we have
1 +
n∑
i=2
(−1)i+1[f2, . . . , fˇi, . . . , fn]
(2,... ,n)[f2, . . . , fn]
−1(fi)
(1) = 0, (10)
and for j = 2, . . . , n, we have
n∑
i=2
(−1)i+1[f2, . . . , fˇi, . . . , fn]
(1,... ,jˇ,... ,n)[f2, . . . , fn]
−1(fi)
(1) = 0, (11)
so multiplying (10) by (f1)
(1) and (11) by (−1)j+1(f1)
(j) from the left, and adding
up the resulting identities, we obtain (9).
Let us now assume that the identities (1n′), (2n′) and (3n′) are proved for
n′ < n, as well as (2n) and (3n), and let us prove (1n). Since we have
[f1, . . . , fn] =
n∑
k=1
(−1)k+1(f1)
(k)[f2, . . . , fn]
(1,... ,kˇ,... ,n),
∆i(∆0)
−1∆j has the expansion
∆i(∆0)
−1∆j =
n∑
k,ℓ=1
(−1)k+ℓ(f0)
(k)[f0, . . . , fˇi, . . . , fn]
(1,... ,kˇ,... ,n)(∆0)
−1[f0, . . . , fˇj, . . . , fn]
(1,... ,ℓˇ,... ,n)(f0)
(ℓ)
To prove (1n), we will prove
[f0, . . . , fˇi, . . . , fn]
(1,... ,kˇ,... ,n)(∆0)
−1[f0, . . . , fˇj, . . . , fn]
(1,... ,kˇ,... ,n) (12)
= [f0, . . . , fˇj , . . . , fn]
(1,... ,kˇ,... ,n)(∆0)
−1[f0, . . . , fˇi, . . . , fn]
(1,... ,kˇ,... ,n)
for any k = 1, . . . , n, and
[f0, . . . , fˇi, . . . , fn]
(1,... ,kˇ,... ,n)(∆0)
−1[f0, . . . , fˇj, . . . , fn]
(1,... ,ℓˇ,... ,n) (13)
− [f0, . . . , fˇj , . . . , fn]
(1,... ,ℓˇ,... ,n)(∆0)
−1[f0, . . . , fˇi, . . . , fn]
(1,... ,kˇ,... ,n)
= (−1)i+j[f0, . . . , fˇi, . . . , fˇj, . . . , fn]
(1,... ,kˇ,... ,ℓˇ,... ,n)
when 1 ≤ k < ℓ ≤ n. We denote these identities by (12k) and (13k,ℓ).
Let us show why the collection of identities (12k) and (13k,ℓ) imply (1n). We
have
∆i(∆0)
−1∆j −∆j(∆0)
−1∆i
=
n∑
k=1
(f0)
(k)(l. h. s. – r. h. s. of (12k))(f0)
(k)
+
∑
1≤k<ℓ≤n
(f0)
(k)(l. h. s. of (13k,ℓ))(f0)
(ℓ) − (f0)
(ℓ)(l. h. s. of (13k,ℓ))(f0)
(k).
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Then (12k) implies that the first summand is zero, and (13k,ℓ) implies that the
second summand is zero, so ∆i(∆0)
−1∆j −∆j(∆0)
−1∆i = 0, that is (1n).
Let us now show why the identities (1n′), (2n′), (3n′), n
′ < n, together with
(2n), (3n), imply the identities (12k) and (13k,ℓ).
Let us first prove (12k). (1n−1) implies the identities
[f1, . . . , fˇj , . . . , fn]
−1[f1, . . . , fˇℓ, . . . , fn][f1, . . . , fˇi, . . . , fn]
−1 (14)
= [f1, . . . , fˇi, . . . , fn]
−1[f1, . . . , fˇℓ, . . . , fn][f1, . . . , fˇj, . . . , fn]
−1.
Insert each identity (14) in the factors (1, . . . , kˇ, . . . , n), multiply it by (−1)ℓ(fℓ)
(k),
and sum up all resulting identities. Using the expansion of ∆0 in the form
∆0 = (−1)
k
n∑
ℓ=1
(−1)ℓ(fℓ)
(k)[f1, . . . , fˇℓ, · · ·fn]
(1,... ,kˇ,... ,n),
this identity can then be written as follows(
[f0, . . . , fˇi, . . . , fn]
−1
)(1,... ,kˇ,... ,n)
∆0
(
[f0, . . . , fˇj , . . . , fn]
)(1,... ,kˇ,... ,n)
=
(
[f0, . . . , fˇj, . . . , fn]
)(1,... ,kˇ,... ,n)
∆0
(
[f0, . . . , fˇi, . . . , fn]
)(1,... ,kˇ,... ,n)
.
Taking the inverse of this identity, we obtain the identity (12k).
Let us now prove identity (13k,ℓ). Using the symmetries of the brackets [f1, . . . , fn],
this identity can be written as follows
[f1, . . . , fn−2, fn−1]
(1,... ,n−2,n−1)[f1, . . . , fn−2, fn−1, fn]
−1[f1, . . . , fn−2, fn]
(1,... ,n−2,n)
(15)
− [f1, . . . , fn−2, fn]
(1,... ,n−2,n−1)[f1, . . . , fn−2, fn−1, fn]
−1[f1, . . . , fn−2, fn−1]
(1,... ,n−2,n)
= [f1, . . . , fn−2]
(1,... ,n−2).
Let us now prove (15). Recall that we assume that the identities (2n) and
(3n) are proved. Denote the identity (3n) corresponding to index a, by (3n,a).
Multiply (2n) by (−1)
n[f1, . . . , fn−2]
(1,... ,n−2) from the right, multiply (3n,a) by
(−1)a[f1, . . . , fn−2]
(1,... ,aˇ,... ,n−2,n) from the right, and sum up all resulting identi-
ties. Then the identities
n−2∑
a=1
(−1)a(fi)
(a)[f1, . . . , fˇi, . . . , fn−2]
(1,... ,aˇ,... ,n−2) = (−1)i[f1, . . . , fn−2]
and [f1, . . . , fn−2] = 0 when fi = fj and i 6= j, yield (15). This proves that (2n)
and (3n) imply (1n).
The proof of Theorem 1.1 can be generalized to give the following result.
Corollary 1.1. Let A be an algebra, (fi,j)0≤i≤n,1≤j≤n be elements of A such that
fi,jfk,ℓ = fk,ℓfi,j
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for any i, j, k, ℓ such that j 6= ℓ. For any I ⊂ {0, . . . , n}, J ⊂ {1, . . . , n} of the
same cardinality, we set ∆I,J =
∑
σ∈Bij(I,J) ǫ(σ)fi,σ(i). Assume that the ∆I,J are
all invertible. Set ∆i = ∆{1,... ,n},{0,... ,ˇi,... ,n}. Then the
Hi = (∆0)
−1∆i
all commute together.
(Theorem 1.1 can be recovered in when fi,j = (fi)
(j); the assumption on the
∆I,J is a replacement of the assumption of freeness of the family (f0, . . . , fn).)
Remark 1. Assume that A has an involution. Then if f0, . . . , fn are self-adjoint,
so is each ∆i. If ∆0 has a self-adjoint square root (∆0)
1/2, then the family
H˜i = (∆0)
−1/2∆i(∆0)
−1/2 is a commuting family of self-adjoint operators.
2. Poisson commuting families on symmetric powers
We will fix a base field k of characteristic 6= 2.
2.1. Poisson commuting families.
Lemma 2.1. If B is an integral Poisson algebra, then there is a unique Poisson
structure on Frac(B) extending the Poisson structure of B.
Proof. This structure is uniquely defined by the relations {1/f, g} = −{f, g}/f 2,
{1/f, 1/g} = {f, g}/(f 2g2).
Theorem 1.1 has a Poisson counterpart.
Theorem 2.1. Let A be a Poisson algebra. Assume that A⊗n is integral, and let
π : A⊗n →֒ Frac(A⊗n) be its injection in its fraction field. For each free family
(f0, . . . , fn) of elements of A, we set
∆classi = [f0, . . . , fˇi, . . . , fn].
Then ∆class0 is nonzero. Set H
class
i = ∆
class
i /∆
class
0 . Then the family (H
class
i )i=1,... ,n
is Poisson-commutative:
{Hclassi , H
class
j } = 0
for any pair (i, j).
Proof. We will give two proofs.
First proof. Theorem 1.1 may be extended to the case where Frac(A⊗n) →֒ K
is replaced by an injection Frac(A⊗n) →֒ R, where R is an algebra where the
[fi1 , . . . , fik ]
(α1,... ,αk) (1 ≤ i1 < · · · < ik ≤ n, α1, . . . , αk all distinct) are all
invertible. Then we apply this generalization of Theorem 1.1 to the following
algebras: the algebra A of Theorem 1.1 is the k[ǫ]/(ǫ2)-algebra A[ǫ]/(ǫ2), equipped
with the product f · g = fg + ǫ{f, g}; the algebra R is the k[ǫ]/(ǫ2)-algebra
K[ǫ]/(ǫ2), with a product defined in the same way.
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An element f of K[ǫ]/(ǫ2) is invertible iff its reduction f0 modulo ǫ is nonzero;
on the other hand, if f, g ∈ K[ǫ]/(ǫ2), fg = gf is equivalent to {f0, g0} = 0. So the
elements [fi1 , . . . , fik ]
(α1...αk) are all invertible in K[ǫ]/(ǫ2); applying the general-
ization of Theorem 1.1 to (f0, . . . , fn), we get HiHj = HjHi, so {H
class
i , H
class
j } =
0.
Second proof. We have to prove
Hclassi {H
class
j , H
class
k }+ cyclic permutation in (i, j, k) = 0. (16)
We have
Hclassi =
n∑
p=1
n∑
α=0
(−1)p+α(fα)
(p)(Mα,i)
(1...pˇ...n),
where
Mα,i = (−1)
1α<i [f0 . . . fˇα . . . fˇi . . . fn]
if α 6= i (we set 1α<i = 1 if α < i and 0 otherwise) and Mα,i = 0 if α = i. Now
we have
{Hclassi , H
class
j } =
n∑
p=1
n∑
α,β=0
(−1)α+β({fα, fβ})
(p)(Mα,iMβ,j −Mα,jMβ,i)
(1...pˇ...n),
so identity (16) is a consequence of
∀(i, j, k, α, β, γ),
∑
σ∈Perm(i,j,k)
ǫ(σ)Mα,σ(i)Mβ,σ(j)Mγ,σ(k) = 0. (17)
When card{α, . . . , k} = 3, this identity follows from the antisymmetry relation
Mi,j + Mj,i = 0. When card{α, . . . , k} = 4 (resp., 5, 6), it follows from the
following Grassmann identities (to get (17), one should set V = (A⊗n)⊕n and Λ
some partial determinant). Let V be a vector space. Then
– if Λ ∈ ∧2(V ), and a, b, c, d ∈ V , then
Λ(a, b)Λ(c, d)− Λ(a, c)Λ(b, d) + Λ(a, d)Λ(b, c) = 0;
– if Λ ∈ ∧3(V ) and a, b, c, b′, c′ ∈ V , then
Λ(b, c, c′)Λ(a, c, b′)Λ(b, b′, c′) + Λ(b, c, b′)Λ(c, b′, c′)Λ(a, b, c′)
− Λ(b, c, b′)Λ(a, c, c′)Λ(b, b′, c′)− Λ(b, c, c′)Λ(c, b′, c′)Λ(a, b, b′) = 0;
– if Λ ∈ ∧4(V ) and a, b, c, a′, b′, c′ ∈ V , then
Λ(b, c, b′, c′)Λ(a, c, a′, c′)Λ(a, b, a′, b′) + Λ(b, c, a′, c′)Λ(a, c, a′, b′)Λ(a, b, b′, c′)
+ Λ(b, c, a′, b′)Λ(a, c, b′, c′)Λ(a, b, a′, c′)
− Λ(b, c, b′, c′)Λ(a, c, a′, b′)Λ(a, b, a′, c′)− Λ(b, c, a′, b′)Λ(a, c, a′, c′)Λ(a, b, b′, c′)
− Λ(b, c, a′, c′)Λ(a, c, b′, c′)Λ(a, b, a′, b′) = 0. (18)
Let us show these identities. Let (ǫ1, ǫ2, . . . ) be a basis of V . In the first
identity, we can assume by linearity that Λ = ǫ1 ∧ ǫ2, then the identity is easy
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to check. In the second identity, we assume Λ = ǫ1 ∧ ǫ2 ∧ ǫ3, then the identity
takes place in a 3-dimensional vector space; then if rank(b, c, b′, c′) < 3, the terms
not involving a are all zero, so the identity is satisfied; if rank(b, c, b′, c′) = 3, the
identity is linear in a, so to check it, it is enough to check the identities where a
is replaced by b, c, b′, c′, which are immediate.
Let us prove identity (18). We may assume that Λ = ǫ1 ∧ ǫ2 ∧ ǫ3 ∧ ǫ4, and
then that V is 4-dimensional. Let Q(a, b, c, a′, b′, c′) be the l.h.s. of (18). Then
Q is a polynomial on V 6. We may replace k by its algebraic closure; then it is
sufficient to prove the vanishing of Q the open subset U2 of all (a, b, c, a′, b′, c′),
such that both families (a, b, c) and (a′, b′, c′) are free. Moreover, we have V 6 =
(k3⊕k3)⊗V ; there is an action of SL3(k)⊗SL3(k) on V
6, namely (ρ⊕ρ)⊗ idV ,
where ρ is the vector representation of SL3(k) on k
3. Then one checks that if
(X, Y ) ∈ sl3(k)⊕ sl3(k), we have
d
dǫ
Q((1 + ǫX)(a, b, c), (1 + ǫY )(a′, b′, c′))|ǫ=0 = 0,
so Q is constant along the orbits of SL3(k) × SL3(k) on U
2. These orbits
are uniquely determined by the vector spaces spanned by (a, b, c) and (a′, b′, c′),
and by the volumes of (a, b, c) and (a′, b′, c′) in these spaces. Since ∧4(V ) is 1-
dimensional, we may assume that Λ = ǫ′1 ∧ ǫ
′
2 ∧ ǫ
′
3 ∧ ǫ
′
4, where (ǫ
′
1, . . . , ǫ
′
4) is a
basis of V adapted to the subspaces Vect(a, b, c) and Vect(a′, b′, c′). There are
two possibilities:
– Vect(a, b, c) = Vect(a′, b′, c′). Then (18) is trivially satisfied.
– dim(Vect(a, b, c) ∩ Vect(a′, b′, c′)) = 2. Then we may assume a = a′ = ǫ′1,
b = b′ = ǫ′2, c = λǫ
′
3, c
′ = µǫ′4. Then each triple product of (18) vanishes, so (18)
also holds in this case.
2.2. The Beauville fibration associated to a K3 surface. In this section, we
explain, at the birational level, Beauville’s construction of a lagrangian fibration
associated to complex K3 surfaces (Proposition 3 of [1]). We show that this result
can be rederived from Theorem 2.1.
Let S be a complex K3 surface, equipped with a very ample line bundle L.
Set g = h0(S,L) − 1. Let ϕ : S →֒ P(H0(S,L)∗) = CP g be the corresponding
embedding. Let Cone(S) be the cone of this embedding, so we get an embedding
Cone(S) →֒ Cg+1 compatible with ϕ.
Let AS =
⊕
i≥0H
0(S,L⊗i) be the graded algebra of Cone(S). Then ϕ induces
a morphism of graded algebras
ϕ∗ : C[X0, . . . , Xg]→ AS.
Here (X0 : . . . : Xg) are projective coordinates on CP
g.
If B is any algebra, we set B(g) = (B⊗g)Sg ; then ϕ∗ induces an algebra mor-
phism
(ϕ∗)(g) : C[X0, . . . , Xg]
(g) → (AS)
(g).
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The geometric version of Beauville’s construction (see [1]) is as follows. To a
generic g-uple (P1, . . . , Pg) of points of CP
g, we associate the unique hyperplane
containing (P1, . . . , Pg). The projective coordinates of this hyperplane are the
minors of the matrix (X
(j)
i )0≤i≤n,1≤j≤n, where for each j, (X
(j)
i )0≤i≤n are projec-
tive coordinates of Pj . The affine coordinates of this hyperplane are therefore
((−1)ihi)i=1,... ,g, where
hi = ∆i(P1, . . . , Pg)/∆0(P1, . . . , Pg),
and
∆i(P1, . . . , Pg) = det
(
(x(j)α )α=0,... ,n,α6=i,j=1,... ,n
)
,
where we set
x(j)α = X
(j)
α /X
(j)
0
(so (x
(j)
α )α=1,... ,n are the affine coordinates of Pj).
Let U ⊂ (CP g)(g) be the Zariski open subset defined as {(P1, . . . , Pg)|X
(1)
0 6=
0, . . . , X
(g)
0 6= 0,∆0(P1, . . . , Pg) 6= 0}, then we get a map
(CP g)(g) ⊃ U
(h1,... ,hg)
→ Cg.
It turns out that ϕ(g) maps the generic point of S(g) to U , so we get a map
S(g) ⊃ V
(h1,... ,hg)◦ϕ(g)
−→ Cg.
This map is Beauville’s fibration ([1]). In [10], Mukai defined a Poisson structure
on S(g), which coincides with the symmetric power of the Poisson structure of S
on the smooth part of S(g). According to Proposition 3 of [1], we have
Proposition 2.1. (h1, . . . , hg) ◦ ϕ
(g) is a lagrangian fibration.
This result may be derived from Theorem 2.1 as follows: Proposition 2.1 means
that for any i, j, we have
{(ϕ(g))∗(hi), (ϕ
(g))∗(hj)} = 0. (19)
Since ϕ(g)(hi) = ∆i/∆0, where
∆i = [1, ϕ
∗(h1), . . . , ˇϕ∗(hi), . . . , ϕ
∗(hn)],
and
∆0 = [ϕ
∗(h1), . . . , ϕ
∗(hn)],
(19) follows from Theorem 2.1.
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2.3. An affine version of Beauville’s fibration. Let S be a complex surface
with Poisson structure, and let ϕ : S → Cg be an embedding. Set
∆i = [1, ϕ
∗(x1), . . . , ˇϕ∗(xi), . . . , ϕ
∗(xg)],
for i = 1, . . . , g, and
∆0 = [ϕ
∗(x1), . . . , ϕ
∗(xg)].
Then if ∆0 is not zero, then the rational functions
hi = ∆i/∆0
on S(g) = Sg/Sg, are Poisson commutative.
2.4. Beauville fibration in the case of the canonical cone of a curve. Let
C be an algebraic curve of genus > 1. Let K,O be its canonical and structure
sheaves. Set S˜C = P(O ⊕ K): S˜C is a ruled surface, obtained from the total
space of the cotangent bundle T ∗C by adding in each fibre, a point at infinity.
We can blow down this additional copy of C at infinity to a point. Let SC be the
resulting surface. The zero-section of T ∗C yields an embedding C ⊂ SC . Let us
define Γ(SC ,OSC (∗C)) as the algebra of all rational functions on SC , with only
poles at C. Then we have an isomorphism of algebras
Γ(SC ,OSC (∗C)) =
⊕
i≥0
H0(C,K⊗i). (20)
Indeed, an element of H0(C,K⊗i) can be viewed as a rational function in each
fiber of T ∗C → C, rational of degree −i, and therefore as a function on each fiber
of S˜C → C, vanishing at ∞ and with only pole at 0.
The right side of (20) is the function algebra on the canonical cone Cone(C).
Then (20) is also an isomorphism of Poisson algebras: the Poisson structure of
Γ(SC ,OSC (∗C)) is induced by the symplectic structure of T
∗C, and the Poisson
structure of AC =
⊕
i≥0H
0(C,K⊗i) was defined in [6].
Then
|nC| = {f ∈ Γ(SC ,OSC(∗C))| valC(f) ≥ −n}
= ⊕ni=0H
0(C,K⊗i).
Then the projective embedding corresponding to the linear system nC is SC →֒
P(|nC|).
On the other hand, we have an embedding
Cone(C) →֒
n⊕
i=1
H0(C,K⊗i), (21)
such that the diagram
SC →֒ P(|nC|)
↑ ↑
Cone(C) →֒
⊕n
i=1H
0(C,K⊗i)
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commutes.
Let us construct the map (21). Recall that the algebra of functions on Cone(C)
is
AC =
⊕
i≥0
H0(C,K⊗i).
The injection of vector spaces ⊕ni=1H
0(C,K⊗i) →֒ AC induces a morphism of
algebras
S•(⊕ni=1H
0(C,K⊗i))→ AC ,
dual to the map (21).
So the Beauville system associated to (SC , nC) corresponds to the system de-
fined in Section 2.3, with respect to the embedding (21).
We now introduce a generalization of this system. Let (d1, . . . , dr) be integers
≥ 1. Then the injection of vector spaces ⊕ri=1H
0(C,K⊗di) →֒ AC induces a
morphism of algebras
S•(⊕ri=1H
0(C,K⊗di))→ AC ,
and therefore an embedding
C →֒ Pweight
( r⊕
i=1
H0(C,K⊗di)∗
)
,
where Pweight is the weighted projective space corresponding to the action of C
×
given by λ · (v1, . . . , vr) = (λ
d1v1, . . . , λ
drvr).
Then the integrable system of Section 2.3 is defined by the Hamiltonians hi =
∆i/∆0, where we set xi = ωi, and (ω1, . . . , ωN) is a basis of ⊕
r
i=1H
0(C,K⊗di).
Let us give a direct proof of the Poisson commutativity of the (hi)i=1,... ,N in
the particular case r = 1.
The Poisson structure on the function algebra AC =
⊕
i≥0H
0(C,K⊗i) may be
defined as follows (see [6]): for any rational form α on C, and any i-differential
ω, set
∇α(ω) = αid(ω/αi),
and for any i′-differential ω′, set {ω, ω′} = iω∇α(ω′) − i′ω′∇α(ω). One checks
that this definition is independent of α and defines a Poisson structure on AC .
Then we get
{∆i,∆j} = d1 · (∆iFj −∆jFi), (22)
where
Fi =
∑
j 6=i
[1, ω1, . . . , ωˇi, . . . ,∇
α(ωj), . . . , ωN ],
and
Fi =
N∑
j=1
[ω1, . . . ,∇
α(ωj), . . . , ωg].
Then (22) immediately implies {∆i/∆0,∆j/∆0} = 0 for any i, j.
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Remark 2. When di = i for i = 1, . . . , r, we obtain the ”separated” version of
Hitchin’s system (see [8, 5]).
3. Quantization of Beauville fibrations
The purpose of this section is to give a partial solution of the problem of
quantizing the Beauville fibrations. In the next section, we will give a more
explicit solution in the case of canonical cones.
3.1. Quantization of fields. Let A be an integral algebra with Poisson struc-
ture, and let K be its fraction field. Let A~ be a quantization of A, i.e., A~ is a
topologically free k[[~]]-module, whose associated Poisson algebra is A. On the
other hand, according to Lemma 2.1, K has a uniquely defined Poisson structure,
extending the Poisson structure of A.
Proposition 3.1. There is a unique quantization K~ of the Poisson ring K,
containing A~ as a subalgebra. K~ is a skew field.
Proof. Let us first select a nonzero element f0 of A and construct the quanti-
zation of Af0 . Let us fix f ∈ A~, whose reduction modulo ~ is f0.
We define (A~)f as the ~-adic completion of the quotient (A~)[X ]/I, where I is
the vector space spanned by all gf ⊗Xn+1−g⊗Xn, g ∈ A~, n ≥ 0. The product
is induced by the formulas
(aXn)(bXm) =
∑
α≥0
(
−n
α
)
a ad(f)α(b)Xn+m+α,
where the r.h.s. is ~-adically convergent. One checks that (A~)f is a quantiza-
tion of Af0 , and it is independent of the choice of f above f0. Repeating this
construction for all nonzero elements of A0, we construct K~.
3.2. Quantization of commuting families. Assume that we are given a Pois-
son algebra A, such that A⊗n is integral, and linearly independent elements
f0, . . . , fn ∈ A. To these data is associated a Poisson commuting family of el-
ements (hi)i=1,... ,n of Frac(A
⊗n). By a quantization of the commuting family
(hi)i=1,... ,n, we understand:
(1) a quantization K~ of the field K = Frac(A
⊗n)
(2) a family of commuting elements (hi)~ of K~, deforming hi, i = 1, . . . , n.
We will show:
Proposition 3.2. To construct a quantization of the commuting family (hi)i=1,... ,n,
it suffices to construct a quantization of the Poisson algebra A.
Indeed, according to Proposition 3.1, the fraction field of (A~)
⊗n is a quanti-
zation of the fraction field of A⊗n; we then apply Theorem 1.1.
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3.3. Quantization of Beauville systems. To quantize the commuting fami-
lies underlying the Beauville fibrations, it is therefore sufficient to quantize the
coordinate rings of K3 surfaces. The solution of this problem is not known ex-
plicitly, in general. However, when S is the canonical cone of an algebraic curve,
a quantization is known in terms of formal pseudodifferential operators (see [6]).
Using the results of [6], we can therefore quantize the Beauville systems in this
case. In the next section, we will make this solution explicit.
4. The case of the canonical cone of an algebraic curve
Recall the situation of Section 2.4. The surface S is birationally equivalent to
the canonical cone Cone(C) of an algebraic curve C, and we have an embedding
Cone(C) →֒
r⊕
i=1
H0(C,K⊗di)∗.
To these embeddings correspond classical integrable systems. We explained how
to construct their quantizations. We will show that when r = 1, these quantized
integrable systems can be obtained as a commuting family of differential operators
in symmetric powers of C.
4.1. Algebras of rational differential operators. Let N be an integer, and
let DOrat(C
N) be the algebra of rational differential operators on CN . If X is
a fixed nonzreo rational vector field on C, then DOrat(C
N) is a subalgebra of
End(C(CN)), and an element of this algebra is uniquely written as∑
α1,... ,αN
fα1,... ,αNX
α1 ⊗ · · · ⊗XαN , (23)
where fα1,... ,αN ∈ C(C
N) and all but finitely many fα1,... ,αN are zero.
Set Fili(DOrat(C
N)) = {operators of the form (23), such that fα1,... ,αN = 0
when α1 + · · ·+ αN > i}. This defines an algebra filtration on DOrat(C
N). The
associated graded algebra identifies the algebra
C(CN)[ξ1, . . . , ξN ]
(the tensor product of C(CN) with a polynomial algebra).
4.2. Relation with Cone(C). Let i be any integer. The space of all rational
functions on Cone(C), homogeneous of degree i along the fibers of Cone(C)→ C,
identifies with
{rational i -differentials on C} = {rational sections of K⊗i}.
The direct sum ⊕
i∈Z
{rational sections of K⊗i}
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is a subalgebra of C(Cone(C)) = C(SC). Moreover, there is a unique algebra
morphism
C(C)[ξ]→
⊕
i∈Z
{rational sections of K⊗i} ⊂ C(Cone(C)),
taking each fξn to fXn (a rational section of K⊗−n).
In the same way, for (i1, . . . , iN) a sequence of integers, the space of ratio-
nal functions on Cone(CN), homogeneous of degree (i1, . . . , iN) in the fibres of
Cone(C)N → CN , is
{rational sections of K⊗i1 ⊠ · · ·⊠K⊗iN over CN},
and we have an algebra morphism
C(CN)[ξ1, . . . , ξN ]→
⊕
(i1,... ,iN )∈ZN
{rational sections of K⊗i1⊠· · ·⊠K⊗iN} ⊂ C(Cone(C)N).
4.3. Commuting differential operators. Let us assume that we are in the
situation of Section 2.4, and that r = 1. We set N = dim(H0(C,K⊗d1)).
Lemma 4.1. When i = 1, . . . , N , we have
Hclassi ∈ C(C
N)[ξ1, . . . , ξN ].
Proof. We have
∆classi =
N∑
j=1
fi,j(ξ1 · · · ξˇi · · · ξN)
−d,
and
∆class0 = f(ξ1 · · · ξN)
−d,
where f, fi,j belong to C(C
N). So Hclassi =
∑N
j=1(fi,j/f)(ξj)
d.
Proposition 4.1. There exists a commuting family (H1, . . . , HN) of rational dif-
ferential operators on CN , with symbols (Hclass1 , . . . , H
class
N ).
Proof. Let (ω1, . . . , ωN) be a basis of H
0(C,K⊗d1) and let X be a nonzero
rational vector field on C. Set fi = ωiX
d (product of sections of bundles), then
each fi is a rational function on C. Moreover, ω˜i = fiX
−d is a formal pseudodif-
ferential operator on C, with symbol ωi (see [6]). Let us compute the ∆i and Hi
corresponding to the family (ω˜1, . . . , ω˜N). We have
∆0 = Φ(X
−d ⊗ · · · ⊗X−d),
where
Φ =
∑
σ∈SN
ǫ(σ)fσ(1) ⊗ · · · ⊗ fσ(N),
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and
∆i =
N∑
i=1
(−1)Niδ
(1...ˇi...N)
i ,
where
δ
(1...N−1)
i = Φi(X
−d ⊗ · · · ⊗X−d),
and
Φi =
∑
σ∈SN−1
ǫ(σ)g
(i)
σ(1) ⊗ · · · ⊗ g
(i)
σ(N−1),
and (g
(i)
1 , . . . , g
(i)
N ) = (f1, . . . , fˇi, . . . , fN). So we get
Hi = ∆i(∆0)
−1 =
N∑
i=1
h
(i1...ˇi...N)
i ,
where
h
(1...N)
i = Φi(X
d ⊗ 1⊗ · · · ⊗ 1)Φ−1.
So h
(1...N)
i is a rational differential operator, and so is Hi.
4.4. Explicit formulas in the rational case. Applying Theorem 1.1 to the
family
fi = T
−1 ·
1
z − Pi
, i = 1, . . . , N,
for T any rational differential operator on CP 1, we get:
Theorem 4.1. Define Tzi as the differential operator on (CP
1)N , acting as T
on the ith variable. Let (P1, . . . , PN) be a set of distinct points of C. Set
Hk =
N∑
i=1
∏
(i′,k′)|i′=i or k′=k(zi′ − Pk′)∏
i′|i′ 6=i(zi − zi′)
· Tzi
for k = 1, . . . , N . Then (H1, . . . , HN) is a commuting family of rational differ-
ential operators on (CP 1)N .
Indeed, we have Hk = ∆k(∆0)
−1.
Appendix A. Relation of Theorem 1.1 with formal
noncommutative geometry
In this section, we assume char(k) = 0.
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A.1. Let x1, . . . , xn be formal variables, and let FreeAlg(x1, . . . , xn) be the free
algebra with generators x1, . . . , xn. This is the enveloping algebra of the free Lie
algebra with the same generators, FreeLie(x1, . . . , xn), so symmetrization induces
a linear isomorphism
S•(FreeLie(x1, . . . , xn))→ FreeAlg(x1, . . . , xn). (24)
Moreover, we can define a grading on S•(FreeLie(x1, . . . , xn)) by giving degree
k−1 to an element of FreeLie(x1, . . . , xn) of degree k. Then the algebra structure
of S•(FreeLie(x1, . . . , xn)) induced by (24) extends uniquely to its completion for
this grading. We denote by F̂reeAlg(x1, . . . , xn) the resulting completed algebra.
Let us denote by FreePoisson(x1, . . . , xn) the free Poisson algebra with gener-
ators x1, . . . , xn. Then FreePoisson(x1, . . . , xn) is isomorphic to the symmetric
algebra S•(FreeLie(x1, . . . , xn)). Then we have
gr(FreeAlg(x1, . . . , xn)) = FreePoisson(x1, . . . , xn).
We denote by ̂FreePoisson(x1, . . . , xn) the completion of FreePoisson(x1, . . . , xn)
for the same grading as above.
A.2. Let Fn be the algebra with generators fi,k, i = 0, . . . , n, k = 1, . . . , n,
and relations fi,kfj,ℓ = fj,ℓfi,k when k 6= ℓ. Then Fn is isomorphic to the tensor
product ⊗nk=1 FreeAlg(f0,k, . . . , fn,k), where the tensor factors commute with each
other. Set
F̂n =
n⊗
k=1
F̂reeAlg(f0,k, . . . , fn,k).
Set
∆0 =
∑
σ∈Sn
ǫ(σ)f1,σ(1) · · · fn,σ(n).
According to [9], we can localize F̂n with respect to ∆0.
Moreover, define Pn as the Poisson algebra ⊗
n
k=1 FreePoisson(f0,k, . . . , fn,k),
where the tensor factor Poisson commute with each other, and P̂n as its comple-
tion
P̂n =
n⊗
k=1
̂FreePoisson(f0,k, . . . , fn,k).
Let ∆Poisson0 be the analogue of ∆0 in P̂n, then we can localize P̂n with respect to
∆Poisson0 . Moreover, we have
gr((F̂n)∆0) = (P̂n)∆Poisson0 .
Then
Proposition A.1. Set ∆i =
∑
σ∈Sn
ǫ(σ)f0,σ(1) · · · fi−1,σ(i)fi+1,σ(i+1) · · · fn,σ(n). Then
the elements Hi = ∆i(∆0)
−1 commute with each other.
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Proof. Let us denote by (δα)α the collection of all minors obtained from the
family (fi,k)0≤i≤n,1≤k≤n. Then we can also localize F̂n with respect to this family,
we we have a sequence of inclusions
F̂n →֒ (F̂n)∆0 →֒ (F̂n)∆0,(δα).
According to Corollary 1.1, the images of the Hi in the last algebra commute
together. This implies that the Hi already commute in (F̂n)∆0 .
We also get the following result.
Proposition A.2. Let A be an algebra. Let us define Commn(A) as the linear
span of all order n commutators, and Fili(A) as the sum∑
n1,... ,nk|n1+···+nk≥i
Commi1(A) · · ·Commik(A).
Then in Corollary 1.1, the hypothesis “the ∆I,J are all invertible” may be replaced
by “∆0 is invertible and A is complete and separated for the topology defined by
Fili(A)”.
Indeed, the hypothesis implies that we have an algebra morphism (F̂n)∆0 → A.
A.3. Let us now discuss the deformation of the commuting family (Hi)i=1,... ,n.
Let us set
TPoisson = {(h1, . . . , hn)|h1, . . . , hn ∈ (P̂n)∆Poisson0 and {H
Poisson
i , hj}+{hi, H
Poisson
j } = 0}
and
Tassoc = {(h1, . . . , hn)|h1, . . . , hn ∈ (F̂n)∆0 and [Hi, hj] + [hi, Hj] = 0}.
Then TPoisson contains the families hi =
∑
j λi,jH
Poisson
j and hj = {a,H
Poisson
i },
for λi,j ∈ k and a ∈ (P̂n)∆Poisson0 . In the same way, Tassoc contains the families
hi =
∑
j λi,jHj and hj = [a,Hi], for λi,j ∈ k and a ∈ (F̂n)∆0.
Equality of TPoisson (resp., Tassoc) with its subspace means that the commuting
family (Hi)i=1,... ,n (resp., (H
Poisson
i )i=1,... ,n) has no nontrivial deformations. It is
easy to check that the absence of nontrivial deformations in the Poisson situation
implies the same statement in the associative situation.
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