The most popularly used method of estimating the parameters in a linear regression model is the Ordinary Least Squares (OLS) Estimator. This estimator is considered best when certain assumptions are satisfied. However, when any of these assumptions fail there is a need for other estimators. In this article, we proposed a new estimator that can handle jointly the violations of three of these assumptions which include multicollinearity, outliers, and an auto-correlated error term. Three estimators were combined to form Generalized-Ridge-Lad estimator. We compared the performance of the new estimator with some of the existing estimators in terms of their mean square error. The proposed estimator (GLSRIDGELAD) perform consistently better than other estimators when the three problems exist.
Introduction
The parameters of the regression model are most popularly estimated using Ordinary Least Squares (OLS) estimator. The OLS estimates are far from their actual values for instance in a model where the observations occur at successive time points [1] . OLS estimator produced inaccurate estimates due to the following violations: multicollinearity, autocorrelated error terms, outliers or their combined presence. Different authors have focused on the individual effects of each of these problems. Some authors have considered the combined impact of these problems. For instance, attention has been paid to the combined effect of multicollinearity and autocorrelated error terms. These include [2] [3] [4] [5] [6] [7] . Both [2] and [3] derived a ridge estimator based on GLS and show that it performs well. [3] obtained an expression for the mean squared error (MSE) of ridge estimators in the presence of AR (1) errors. This expression shows that collinearity and autocorrelation interact with inflating the MSE of OLS and ridge estimators. [1] provided generalized least squares (GLS) based adaptive ridge estimators for regression problems in which the independent variables are collinear rs, and the errors are autocorrelated and compared with the conventional OLS estimator. The GLS based methods are best especially when the independent variables are related and also serially correlated. [7] proposed the Two Stages Ridge Estimator for the multiple linear models that suffer from both problems of autocorrelation AR (1) and multicollinearity. Also, the following authors have considered the combined effect of both problems of multicollinearity and outlier. These include [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . However, it is surprising that the effect of these three problems has drawn little attention. [15] and a few other authors recognized that the issue of collinearity might come associated with that of autocorrelation and outlier. Several authors as stated earlier have considered the use of Ridge regression within the context of the Generalized Least Squares to handle both collinearity and autocorrelation. The aim of this article is to proposed generalized least squares (GLS) based adaptive ridge estimators based on least absolute deviation (LAD) estimator for regression problems in which the independent variables are collinear, the errors are auto-correlated, and there is an outlier in the y-axis.
Existing and proposed Estimators
The Linear Regression Model is defined as:
where, y is the n×1 vector of response variable, X is n×p matrix of explanatory variables. β is the p×1 vector of regression parameters and represents the error terms with zero mean and constant variance σ 2 . Assume that the response variable y and the explanatory variables in Equation (1) are standardized. Let and T be the matrices of eigen-values and eigen-vectors of X ′ X respectively such that ′X ′ XT = = diagonal ( λ 1 , λ 2 , … λ p ), where λ i denotes i-th eigen-values of X ′ X and ′T = ′ =I p. Equation (1) can be written in canonical form as
where, Z = XT such that ′ = and α =T′β.
The OLS estimator of α is :
To overcome multicollinearity, [18] added ridge parameter (k) to the diagonal elements of the correlation matrix Z ′ Z in equation (3) to form ordinary ridge estimator. This is given as:
as suggested by [19] such that k≥0. The mean square error of ordinary ridge estimator is
Ridge regression and OLS estimators are sensitive to outliers. [20] introduced LAD estimator as alternative method to OLS when there is outlier in the y-direction. This technique minimize the sum of the absolute deviations of the response variable form its fitted values i.e., estimator is statistically more efficient than the least squares estimator and ridge estimator when the error terms come from heavy-tailed distributions such as non-normal stable distribution, the Laplace distribution or contaminated normal distributions or the outlier is in the y-direction. The MSE of LAD estimator is defined as:
[21] suggested ridge estimator based on LAD (RIDGELAD) as an alternative method to the Ordinary Ridge Estimator defined in equation (5) . It is defined as follows:
where p denotes the number of estimated parameters. The modified MSE formula for the Lad ridge estimator suggested by [21] is presented in Equation (9)
is the robust version of the k parameter and
The error term in equation (1) and (2) are assumed to follow AR (1) scheme, namely, ε = ε −1 + u t (10) where ρ < 1, E u t = 0, E u t 2 = σ u 2 and E(u t u s )=0, t≠s. Consequently, ε~N(0, 2 V) where V is a positive definite and symmetric matrix given by
where Q is the n×n matrix defined as: 
The generalized least squares estimator of β is given as:
[22] suggested estimating  in equation (10) as follows:
are the OLS residuals. Model (11) is re-written in canonical form as:
The GLS estimator of α is defined as:
The mean square error is defined as follows:
GLS estimator produces large variance when the independent variables are collinear. To reduce multicollinearity, ridge regression estimator is applied to the transformed model in Equation (14) . The generalized ridge estimator based on OLS (GLSRIDGE) of α is defined as: 

When LAD estimator is applied to model (14) as alternative to OLS, the resulting estimator is GLS estimator based on LAD (GLSLAD) of α is defined as:
The MSE is defined as:
The proposed estimator which is referred to as Generalized Ridge estimator based on LAD (GLSRIDGELAD) of α is defined as:
Simulation study and Numerical Example
Following [1] , we carried out a simulation study to compare the performance of the estimators when the error terms and the explanatory variables are correlated coupled with the presence of outliers in the y-direction. Different specifications of the regression model are considered by varying the following factors: n, ρ,  and . n is the sample sizes selected arbitrarily to be 20, 50 and 100, ρ is the level of correlation between any two error terms selected arbitrarily as 0.9 and 0.999 respectively,  is the level of multicollinearity selected arbitrarily as 0.9, 0.99 and 0.999 respectively. p is taken to be three (3) for the experiment. The Q matrix used in this study were obtained from the selected values of ρ= 0.9 and 0.999. Following [13] and others, to obtain different levels of collinearity the following equation was used to generate the explanatory variables: where Z ti~N (0,1).
The dependent variable is obtained by the following equation: 6 and σ are 1, 5 and 10.
Outliers in the y-direction was introduced into the model by considering two cases. These include a case of one outlier and five outliers. We changed the tenth observation to 10 * = Max( ) + 20 when there is one outlier. For five outlier case, the second, fifth, tenth, twelfth and fifteenth observation are altered as follows: 2 * = 2 − 20 , 5 * = 5 + 10 , 10 * =Max( ) +20 , 12 * = 12 + 50 and 15 * = 15 − 50 .
Each model specification was replicated 5000 times. The different estimators were compared using the measures of average mean square error (AMSE). For any estimator , AMSE is defined as follows:
coefficients. An estimator is considered best when it possess the smallest AMSE.
The simulated results for the different estimators are presented in Tables 2 to 4 . From these Tables, it was observed that as sample size increase the MSE decrease for all estimators. As the degree of multicollinearity (γ) and level of correlation among error terms (ρ) increases, MSE estimates increases. All estimators are sensitive to number of observations (n), correlation between regressors (γ) and correlation between errors (ρ). RIDGE and GLSRIDGELAD estimators perform consistently better than other estimators when there is multicollinaerity and autocorrelated error only. GLSRIDGELAD, RIDGELAD and GLSLAD perform consistently better than other estimators when there is multicollinearity, autocorrelated error and outlier(s) in the y-direction. However, the GLSRIDGELAD estimator does reasonably well in most cases.
The simulated results are illustrated by considering the dataset discussed by [7] . It comprises three explanatory variables. The matrix X ′ X has eigenvalues 63942300, 85405.87595 and 8815.62635. The condition number is 7253.29108 and it is very large. This implies the data suffers from multicollinearity. The Durbin-Watson statistics, =
is used to detect the presence of autocorrelated error. The Durbin-Watson value obtained from the data set is 0.832613 with p-value (pvalue = 0.000100437). This result indicated the presence of autocorrelated error. Outlier in the ydirection is often detected using studentized residual. Observation whose absolute value of its studentized residual value is greater than two (2) indicates presence of outlier. Using the data set, the value of studentized residual of case number 30 and 31 is given as 2.11610 and 2.38107 respectively. This implies there are two outlying values in the y-direction. It was observed from the diagnostic checks that the dataset considered in this study suffers the following problems. Multicollinearity, outlier and autocorrelated error. The results for all the estimators and their mean square error are provided in Table 1 . In term of minimum MSE, the first three preferred estimators are GLSRIDGELAD, GLSLAD and GLSRIDGE. The result agrees with the simulated results. However, the best estimator is GLSRIDGELAD when the three problems are present. 
Conclusions
In this study, generalized ridge estimator based on LAD (GLSRIDGELAD) is introduced as alternative study to OLS, GLS, LAD, RIDGE, RIDGELAD, GLSLAD and GLSRIDGE estimators in order to handle the following problems in linear regression model: multicollinearity, autocorrelated error and outlier in the y-direction deal. The simulated results showed that GLSRIDGELAD is generally preferred to other estimators especially when the three problems are present. However, when there is problem of multicollinearity and autocorrelated error with no outlier RIDGEOLS is occasionally preferred to it. Furthermore, the result of the numerical example agrees with the simulated results.
