We present a novel optimization-based algorithm for articulated body dynamics simulation. We formulate the governing equations of rigid body dynamics using only the position variables and recast the position-based articulated dynamics as an optimization problem. We also extend our framework to handle joint limits, control forces/torques, fluid drag forces, and frictional contact forces. Our reformulation allows us to use an off-the-shelf optimization algorithm to time integrate the articulated body with an arbitrarily large timestep size and analyze the stability. Our algorithm can efficiently perform each iteration of optimization within O(N ) time using Quasi-Newton method and O(N 2 ) time using Newton's method, where N is the number of links. We highlight the performance on different benchmarks and compare the performance with prior articulated body dynamics simulators.
I. INTRODUCTION
Articulated body dynamics simulation is a fundamental problem in various robotic applications that involves modelling legged and humanoid robots. For example, it is used to evaluate a controller during offline controller optimization [1] , [2] , to predict the future state of a robot during online control [3] , and to ensure that a robot satisfies a set of constraints in a sampling-based motion planner [4] . In some applications, the simulator must be called more than 1000 times in each control cycle or at a frequency of more than 20Hz [3] . Although a typical robot has very few degrees of freedom (DOFs) (e.g., 22 DOFs for the BigDog [5] ), meeting such critical performance needs is still challenging.
An intuitive method for relieving the high computational burden on a simulator is to perform time integration using a large timestep size, ∆t. This strategy has been proven successful in a series of experiments on humanoid robots [6] where the timestep size used in a controller is larger than that used in a simulator. However, the timestep size used in [6] is still less than 0.01s. Although some previous works, e.g. [7] , studied simulators using larger timestep sizes, we are not sure whether an articulated body simulator is stable under this setting. The most widely-used articulated body simulator [8] , [3] computes acceleration explicitly and then time integrates the articulated body using the semi-implicit Euler scheme. Unfortunately, the stability region of semiimplicit Euler shrinks as the timestep size increases [9] . To time integrate an articulated body under a large timestep size, a simple and widely-used method is to use an unconditionally stable fully implicit Euler integrator. However, in conventional articulated body's governing dynamics equation, an 1 Department of Computer Science, the University of North Carolina at Chapel Hill {zherong,dm}@cs.unc.edu implementation of fully implicit Euler integrator involves a costly O(N 3 ) computation of high-order derivatives, where N is the number of rigid bodies in an articulated body.
To overcome this difficulty, we propose a reformulation of articulated body dynamics, namely, position-based articulated dynamics (PBAD). We notice that previous method [10] represents a rigid body's velocity as a time derivative and evaluates this derivative analytically. Instead, our PBAD formulation represents a rigid body's velocity using finite difference in Euclidean space. This treatment leads to a much simpler form of the governing dynamics equation. We further show that our PBAD formulation can be recast as an unconstrained energy minimization problem. Finally, we show that various hard constraints such as joint limits and force models such as control forces/torques, fluid drag forces, and frictional contact forces can be unified into our energy minimization framework as additional energy terms.
Based on this formulation as an unconstrained energy minimization problem, we can use an off-the-shelf, gradientbased optimization algorithm to time integrate the articulated body system under an arbitrarily large timestep size. An additional benefit of simulation using optimization is that we have better stability for the simulator. This is because an optimizer can ensure that energy value decreases during each iteration through line-search [11] or trust region limitation [12] . Moreover, solving an unconstrained minimization problem only requires evaluating the energy gradient and/or hessian and solving a linear system of size O(N ). Using a similar idea to the well-known forward/inverse-dynamics algorithm [10] , [13] , we show that these evaluations can be accomplished within O(N ) using a Quasi-Newton method, and O(N 2 ) using an exact-Newton method, which is similar to the analysis in [14] . Finally, all the operations in our unconstrained energy minimization are naturally parallel so that we can accelerate the simulation on massive parallel processors such as the GPU, as shown in Section VII-C.
The rest of the paper is organized as follows. We first review conventional Lagrangian articulated body formulation in Section III and then introduce our PBAD formulation in Section IV. In Section VI, we unify various constraints and force models into our optimization framework. Next, in Section VII, we present some algorithmic and numeric analysis of our method. Finally, we compare ourselves with the previous method [10] on a set of classic benchmarks used by [8] , [3] in Section VIII and show some potential applications in online/offline control algorithms.
II. RELATED WORK
We give a brief overview of previous work in these areas: articulated body dynamics, time-integration schemes, optimization-based time integrator, and legged/humanoid control algorithms.
A. Articulated Body Dynamics
Articulated body dynamics simulation is a classic, wellstudied problem in both robotics and computer graphics communities. Some methods [15] , [16] , [17] focus on articulated bodies with general constraints, where the configurations of articulated bodies are represented using maximal coordinates. On the other hand, tree-structured articulated bodies represented using minimal coordinates receive the most attention, for which very efficient algorithms [10] , [13] have been developed for forward/inverse-dynamics, which are key steps in a dynamics simulator. These algorithms have been further accelerated using divide-and-conquer [18] , adaptivity [19] , or GPU [20] , [21] .
B. Time Integration Schemes
A time integrator predicts the future configuration of an articulated body given its current configuration. Time integrators vary in their computational cost, stability, and accuracy (see [9] , [22] for a review). Widely-used time integrators in articulated body simulators [8] , [3] are based on semi-implicit Euler and explicit Runge-Kutta. Instead, in our work we consider fully implicit Euler integrator. For articulated rigid bodies, their configuration space takes the special structure of a Lie Group: SE(3). Therefore, time integration schemes that respect the structure of SE(3) usually lead to better robustness and accuracy in articulated body dynamics simulation, as shown in [23] , [24] , [14] .
C. Optimization-based Time Integrator
The fact that Newton's dynamics can be recast as an optimization problem has been known for a long time and has been used for deformable and fluid body simulations [25] , [26] , [27] , [28] , [29] . We have also noticed some optimization-based rigid body simulation methods, e.g. [16] , [30] , but these methods model an articulated body using maximal coordinates with joints handled using additional constraints. As a result, efficient algorithms such as [10] , [13] cannot be designed for these methods.
D. Legged/Humanoid Control Algorithms
Recently, the development of control algorithms induces higher requirements on the efficiency of articulated body simulators. One such trend is the use of a sampling-based algorithm [31] or a gradient-based algorithm [2] for controller optimization. During offline optimization, both these algorithms update the controller based on data collected by simulating the dynamics systems many times (usually more than 10000 timesteps) in each iteration. Although this is offline, such optimization can typically take hours or even days [1] and can be accelerated by a faster simulator. Unlike offline controller optimization, researchers have also developed online algorithms for model predictive control [3] , [6] , which imposes very strict requirements on the efficiency of the underlying simulator, which will be called thousands of times every tenth of a second. According to [32] , most widely-used articulated body simulators fail to meet such requirements. In Section VIII, we show that our method can drive an online controller to make decisions at a frequency of more than 10Hz. 
III. BACKGROUND: LAGRANGIAN ARTICULATED BODY DYNAMICS
We begin our discussion from a brief review of conventional articulated body dynamics derived from the Euler-Lagrange equation; see [10] for more details. All the notations used in the rest of the paper are listed in Table 1 . For an articulated body, we represent its configuration using generalized coordinates q. q is the number of DOFs and is proportional to the number of joints in practice. Its dynamics are governed by Euler-Lagrange equations:
d dt
given a definition of kinetic energy K(q,q), potential energy P(q), and Lagrangian function L(q,q) = K(q,q) − P(q). In conventional derivation, P(q) is an arbitrary C 1 -continuous function, while the representation of K(q,q) must be chosen carefully. As illustrated in Figure 2 , K(q,q) is expressed with the help of a rigid body's position T (q) = R r 0 1 ∈ SE(3) and velocity in the local frame v ω ∈ R 6 . They are defined as:
where ρ is the rigid body's mass density and p is an arbitrary point on B. Throughout the paper, we use p = x y z T or p = x y z 1 T interchangeably without ambiguity. Note that v ω appears in Equation 2 because we use the time
, which can be further simplified to get K(q,q) = 1 2 V T M V , where M is the global generalized mass matrix. By plugging K(q,q) into Equation 1 and following the standard derivation of [13] , the governing equation of articulated body dynamics is given as:
where C(q,q) is the Coriolis and centrifugal force terms for B.
A. Time Integration and Stability
From Equation 3, we can formulate a discrete version of Euler-Lagrange equation to predict the next configuration q k+1qk+1 from the current configuration q kqk . To this end, several widely-used articulated body simulators [3] , [8] use a semi-implicit Euler scheme: The above scheme usually works well for small timestep size, but their stability under very large timestep size is not guaranteed. This is due to the explicit velocity update in Equation 4, i.e., the right hand size of Equation 4 is on time level k. One common method for achieving better stability under a large timestep size is to use the fully implicit Euler scheme by replacing q kqk in the righthand side of Equation 4 with q k+1qk+1 and solving for q k+1 using an iterative algorithm. A widelyused iterative algorithm is the (Quasi)-Newton's method, which has been used to stably simulate deformable and fluid bodies [7] . However, there are two difficulties in using (Quasi)-Newton's method in Equation 4.
• (Quasi)-Newton's method requires the derivatives of the righthand side of Equation 4 with respect to q k+1 , which involves third order derivatives, ∂ 3 T ∂q 3 , whose evaluation complexity can be O(N 3 ).
• The implicit integrator induces a system of nonlinear equations for which even a (Quasi)-Newton's method could fail to converge under a large timestep size (see [25] ).
IV. POSITION-BASED ARTICULATED BODY DYNAMICS
In this section, we present our PBAD formulation to overcome the problems with prior methods. We notice that, at the very beginning of Section III, the velocity of point p is evaluated analytically as d[T (q)p] dt in Equation 2, which involves first order derivatives. However, if we use the finite difference approximate velocity of p, the analytic derivatives can be eliminated, allowing us to perform a (Quasi)-Newton's method without evaluating ∂ 3 T ∂q 3 . For example, if we use first order finite difference approximate velocity of p, our new kinetic energy can be represented as:
As illustrated in Figure 2 , this discretization approximates the velocity as a vector in R 3 instead of as an element in se (3). As a result, Equation 5 is purely position-based and it does not introduce the velocity V as an auxiliary variable. The rest of our derivation follows the same steps as Section III by plugging the Lagrangian function into a Euler-Lagrange equation. However, since we are now working with a discrete version of the Lagrangian function, we have to use the following discrete Euler-Lagrange equation instead of Equation 1:
which gives our PBAD governing equation as follows: 
A. Time Integration and Stability
One feature of our PBAD formulation is that discretization is accomplished early (V (q k , q k+1 ) at Equation 5). As a result, Equation 6 is already a discrete equation for computing q k+1 from q k q k−1 . However, Equation 6 is still a semiimplicit Euler integrator. For a large timestep size, we should consider the following fully implicit Euler scheme, derived by replacing q k with q k+1 (red):
Note that Equation 7 is a first order approximation of Equation 6 as they converge to the same value as ∆t → 0. We can now argue that Equation 7 overcomes the two difficulties. First, if we use Newton's method to solve Equation 7, we only need to evaluate derivatives up to the second order, i.e. ∂ 2 T ∂q 2 . Moreover, we will show in Section VII that, if we use Quasi-Newton's method, only first only derivatives are needed without resulting in a sacrifice in the quality of solutions. Second, the convergence difficulty of (Quasi)-Newton's method under a very large timestep size can be fixed by reformulating Equation 7 as an energy minimization:
. Such a reformulation allows us to use an off-the-shelf, gradient-based optimizer to solve for q k+1 . These optimizers use line-search [11] or trust region limitations [12] to ensure that each iteration gets the solution closer to a local minima of E(q), i.e. the correct q k+1 . Although E(q) in Equation 8 still involves an integral over B, we can derive its analytic form.
V. ANALYTIC EXPRESSION OF E(q)
In this section, we evaluate the integral in E(q) analytically. We first notice that, up to a constant, E(q) can be written as a sum of the following dot function D(a, b):
where the dot function D(a, b) is defined as:
In 
A. Connection with Other Time Integrators
Since both the position-based formulation and optimization-based integrators are not new ideas, we clarify the connection between our formulation and these previous techniques in this section. First, as shown in [25] , using a position-based formulation is essential for the governing equation to be reformulated as an energy minimization. However, in their problem, i.e. deformable body simulations, the configuration space is the Euclidean space. In our case, however, we use generalized coordinates q, which cause our more complex energy form Equation 8 and the unique procedure to evaluate its partial derivatives. More recently, [14] also presented a position-based formulation using a discrete Euler-Lagrange equation. However, they used a more complex velocity definition:
and it is not obvious how the Euler-Lagrange equation derived from Equation 11 can be recast as an energy minimization.
VI. INTERNAL & EXTERNAL FORCES
In Section III and Section IV, we assumed that P(q) is an arbitrary C 1 -continuous function representing the potential energy in the dynamic system. The exact expression of this potential energy is application dependent. In this section, we discuss some possible forms of P(q) that can arise from joint limits, control forces/torques, frictional contacts, fluid drag forces, and damping forces. For each one of these forces, we derive an equivalent energy form. is its velocity in the global frame (green arrow). Instead of integrating p over the surface ∂B, we approximate this integral using a weighted sum of forces on a set of selected points (black dots). 
A. Joint Limits
The joint limits can be considered as additional box constraints on q during energy minimization. We can also approximate this effect using the following C 1 -continuous penalty function given q low ≤ q ≤ q upper :
B. Constant Forces & Torques
There are two kinds of frequently-used constant forces. The first kind is control forces/torques. Suppose q is represented as joint angles or translation distances, and c is the corresponding torques or forces, then we have:
These forces are invariant to rigid body transformation. The other kind is gravitational force g, which is conserved force with the following energy form:
C. Fluid Drag Forces
Modelling fluid drag forces is very important for simulating underwater swimming robots. However, solving exact fluid dynamics equation is far too expensive. Here we derive an approximate drag force using the quadratic drag model [33] . First, on each surface point p, the drag force is:
where n is the outward normal at p in the global frame,
dt is the normal-component of the velocity, and K drag is the drag strength coefficient. This equation again uses the auxiliary velocity variable V . Following the idea of Equation 5, we can eliminate V using finite difference. This treatment is used in all the following equations. The new f drag (q) becomes:
and its energy form is:
max(n(q) T [T (q) − T (q k )] p, 0) 3 , which is also a C 1 -continuous function. Note that in Equation 12 we used an arbitrary point p so that the correct form of P drag (q) should be an integral over ∂B. However, this integral cannot be evaluated analytically due to the function: max(•, 0), so that we approximate the integral using quadrature points, as illustrated in Figure 3 (a). We refer readers to our previous work [34] for more details.
D. Damping Forces
Damping forces are known to be non-conservative. However, we could still derive an optimizable form as indicated in [25] :
where the integral can be analytically evaluated in the same way as the kinetic energy, i.e. as in Section VII. Note that this is only the mass-proportional part of the Rayleigh damping model. As articulated bodies normally do not have a stiffness matrix, we discard its stiffness-proportional part.
E. Frictional Contacts
Frictional forces introduce a set of complementary constraints. Dealing with these constraints in an optimization requires a sequential active-set method, which is computationally challenging. Here we consider alternative formulations that do not introduce hard constraints to avoid the use of sequential algorithms. Assuming a specific point p ∈ ∂B is in contact, we first consider the case without friction so that we can replace the complementary constraints with the following soft penalty force, as suggested in [25] :
f coll (q) = K coll max(dist(T (q)p), 0)∇dist(T (q)p), where dist(•) is the penetration depth and its energy form is:
which is a C 1 -continuous function if and only if dist(•) is C 1 -continuous. Such a continuous dist(•) can be computed using a smooth version of the signed distance function [35] , for example.
We then investigate a new method to take frictional forces into consideration. In previous optimization-based simulation methods [6] , [25] , frictional forces are applied explicitly as a post-processing. During this post-processing, the normal forces f coll are fixed. Instead, we propose to apply frictional force implicitly as a conditional damping force along the tangent direction. This is similar to Equation 13 , but Equation 13 applies damping forces everywhere, while frictional forces is non-zero only when a point p is in collision. Therefore, we model frictional forces using a product of penetration depth and tangential damping using the following energy form: constraints. Therefore, each timestep becomes an iterative algorithm whose complexity is not a constant. However, we can still analyze the complexity of each iteration and profile the number of iterations empirically. We consider two optimizers, LBFGS [11] and LM [12] , with different complexities in each iteration.
LBFGS requires a user to provide only E(q), ∂E(q) ∂q and LBFGS approximates ∂ 2 E(q) ∂q 2
internally. These evaluations can be done within O(N ), where N is the number of rigid bodies. LM requires a user to provide not only E(q), ∂E(q) ∂q but also an J T J-approximation of ∂ 2 E(q) ∂q 2 , J T J( ∂ 2 E(q) ∂q 2 ) for short, which can be computed within O(N 2 ). Finally, we consider a modified LM algorithm where exact ∂ 2 E(q) ∂q 2 , instead of J T J( ∂ 2 E(q) ∂q 2 ), is provided. Surprisingly, the exact
can be computed within O(N 2 ) as well, using Algorithm 3. We call this algorithm LM-exact. Note that only first order derivatives, ∂T (q) ∂q , are required in LBFGS/LM algorithms, while second order derivatives are required in the LM-exact algorithm.
We need a few more symbols for an articulated body with multiple rigid bodies. For simplicity, we consider a single More general articulated bodies with tree structures can be evaluated similarly. We use all notations from Table 1 , but introduce a superscript for the body index. As a result, our energy becomes a sum over all bodies' energy terms:
Finally, we denote t i (q) as the transformation from B i to B i+1 so that T i (q) = Π i−1 j=1 t j (q). Without loss of generality, we focus on the evaluation of the kinetic energy K(q) and ignore the potential energy P(q), whose evaluation is similar. ∂q 2 ) we have:
where we can evaluate ∂ 2 D(a,b) ∂a∂b within O(N 2 ) using Algo-rithm 2. To evaluate the exact ∂ 2 E(q) ∂q 2 , we have:
where we can evaluate ∂ 2 D(a,b) ∂b 2
within O(N 2 ) as well using Algorithm 3. Finally, for GPU implementation we need to evaluate ∂ 2 D(a,b) ∂a∂b in parallel within O(N ) using Algorithm 4. Note that the evaluation of ∂t i−1 (q) ∂q is O(1) in all these algorithms. This is because a rigid link has at most 6 degrees-of-freedom so that ∂t i−1 (q) ∂q has only non-zero values in a 12 × 6 block. For the same reason the evaluation of
B. Performance of Optimization
We experimented with our method on chains of 20 and 200 DOFs as shown in Figure 5 and Figure 6 , respectively. From these figures, we can see that on low-DOF chains, LM performs the best. Although each LBFGS iteration is cheaper, the number of iterations is much larger than that of the LM algorithm. On high-DOF chains, LM performs as well as LBFGS. Surprisingly, LM-exact always performs the worst. This is because the exact Hessian can be non-positivedefinite, resulting in misleading directions for updating the T i (a) ← T i−1 (a)t i−1 (a) 5:
∂q 2 ) can be computed using Equation 15 . This function is required by the LM/LM-exact algorithm.
5:
C ← A 6: for j = N, ⋯, 1 do 7:
end for
11:
A ← At i−1 (a) T 12: end for solution.
C. GPU Implementation
Our PBAD formulation is designed to be GPU-friendly. Simulating rigid bodies on GPU is not a new idea and the most recent work is [21] , [20] . However, our GPU implementation has the following differences from [21] , [20] . First, our implementation is intended to be used for modelling predictive control [6] and reinforcement learning [1] , where we need to generate multiple trajectories at once. This fact provides more opportunities for parallelism. Second, since our algorithm is iterative and the number of iterations in each timestep is quite different, an implementation that runs each timestep in a separate thread will result in starvation. As a result, we parallelize each iteration, instead of each timestep. This mechanism is illustrated in Figure 4 (a) .
According to Section VII, LM is the algorithm that takes the least number of iterations and we choose the LM algorithm in our GPU implementation. Each iteration of LM can be computed using Equation 16 . This function is required by LM-exact algorithm.
▷ backward pass in parallel 4:
A ← 0 5:
for j = N, ⋯, i + 1 do 6:
7:
A ← At j−1 (a) T 8: end for 9:
10:
for j = N, ⋯, 1 do 11:
13:
A ← t j−1 (b)A 14: end for 15: end for involves the computation of E(q), ∂E(q) ∂q , J T J( ∂ 2 E(q) ∂q 2 ) and a linear system solve. The serial computation of ∂ 2 E(q) ∂q 2 takes O(N 2 ) and the linear solve takes O(N 3 ), which is costly. We introduce an additional fine-grain parallelism and use a GPU workgroup of N threads to reduce the complexity of computing J T J( ∂ 2 E(q) ∂q 2 ) to O(N ) using Algorithm 4. Further, the complexity of the linear solve is reduced to O(N 2 ) using parallel Cholesky factorization. As a result, a GPU with M threads can simulate ⌊M N ⌋ trajectories in parallel and each iteration's complexity is dominated by the linear solve, i.e. is O(N 2 ). The speedup of GPU over CPU using our implementation is profiled in Figure 4 (b) , where the speedup is 3 − 7 times.
VIII. RESULTS & APPLICATIONS
In this section, we experiment our method on several benchmarks. In our first example (Figure 7) , we plot the total kinetic+potential energy over time during a standard simulation of 10-link chain swinging down as done in [19] . We run simulation using PBAD under 4 different timestep sizes. And we compare our results with conventional method Fig. 7 : We simulate a 10-link chain swinging down using PBAD and conventional method under different timestep sizes. We plot the total energy changes over time. Total energy is always decreasing in our method, while it changes abruptly in conventional method. Smaller timestep size leads to better energy conservation. under a smaller timestep size ∆t = 0.01s. Since we use fully implicit Euler scheme, our method loses energy over time but smaller timestep sizes lead to better energy conservation. Compared with our method, the total energy changes abruptly using conventional method. In our second example, we experimented our novel contact model Equation 14 by simulating a rimless wheel [36] . As shown in Figure 8 , our optimizable contact model perform stables under a very large timestep size of ∆t = 0.05s while conventional method fails due to severe contact point drifts. When compared with conventional method under a smaller timestep size ∆t = 0.01s, our method predicts a faster rotational speed than conventional method so that the wheel ends up farther downhill.
In our third example, we train an open-loop swimming controller for the 4-link swimmer (12-DOF) using samplingbased method [31] , which is a standard benchmark in [1] . We run 200 iterations of controller optimization. In each iteration, we run 20000 timesteps under a timestep size of ∆t = 0.05s, using PBAD simulator with our fluid drag force model Equation 12 . The training takes 37min using GPU implementation. We then test our controller on both our PBAD simulator and conventional simulator. The result Figure 9 shows that the controller performs equally well on both models.
Finally, in Figure 10 , we show a set of examples where our PBAD simulator is working with feedback controllers: online ILQG [6] and offline Reinforcement Learning [1] . In all these examples, we use a timestep size of ∆t = 0.05s. In ILQG controller, we use a control horizon of 0.5s, i.e. 10 timesteps. All the state derivatives required by ILQG are computed by finite difference using our GPU implementation. Our implementation allows the controller to make decisions at 10Hz. In reinforcement learning, we run 200 iterations of Natural Policy Gradient (NPG) where we collect 20000 timesteps in each iteration. It takes 66min to train a neuralnetwork controller for a four-legged walker.
(a) (b) Fig. 9 : (a): We train a swimming controller using PBAD simulator and then test it on both PBAD simulator (gray) and a conventional simulator (white). We also plot the locus of center of mass in (b). There are some drift but the controller performs equally well in both case. , we use online model predictive control with timestep size ∆t = 0.05s and we use a control horizon of 0.5s, i.e. 10 timesteps. We control a 5-DOF leg to keep balanced (a) and a 7-DOF walker to jump up (b). In (c), we use Natural Policy-Gradient method in [1] to train a 18-DOF four-legged walker.
In Table I , we compare the computational time of our PBAD simulator and conventional simulator both on CPU. We use a conservative strategy and use a fixed timestep size of 0.01s and a semi-implicit Euler integrator as conventional method. In practice, much smaller timestep size or adaptive timestep size must be used to ensure stability of conventional method as is done in [37] , [6] . By comparison, our algorithm usually, not always though, performs faster but our GPU implementation always does. 
IX. LIMITATIONS & CONCLUSION
In this paper, we present a PBAD reformulation of articulated body dynamics. Our reformulation casts the simu-lation as an energy minimization. As a result, off-the-shelf optimizers can be used to stably simulate articulated bodies under very large timestep sizes. Moreover, our method is GPU-friendly and we present a very efficient implementation using iteration-level parallelism. These new features make our solver suitable for accelerating control algorithms such as model predictive control and reinforcement learning.
However, our current formulation still has some limitations. First, numerical dissipation cannot be totally avoided, although we can reduce it using high-order methods. Second, although we presented a novel energy form of the fluid drag model and frictional dynamic model, we have not investigated their relations with conventional models or how accurate they are in mimicking real-life models. All these problems are left are future work.
