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Synaptic responses are generally studied in the absence of spontaneous spiking, contrasting with the
situation in the intact brain. A new study shows that even small increases in spontaneous network firing
can significantly affect the properties and dynamics of excitatory evoked response in sensory neocortex.Synaptic transmission is crucial for
brain function. Investigating the
properties and dynamics of synaptic
transmission is necessary to fully
understand how incoming signals are
processed by a neural network. In a
recent issue of Current Biology,
Urban-Ciecko et al. [1] report a novel
view of how network activity may
influence synaptic transmission in
mammalian neocortex. Synaptic
dynamics are generally studied in ex vivo
preparations, as they facilitate the
manipulations that isolate specific
synaptic responses. Data obtained from
such experiments have provided the
foundations of our understanding of
synaptic physiology [2].
In intact neural networks, synapses
do not operate in isolation; it is therefore
important to determine how the
properties of synaptic transmission
may be affected by network activity.
Paired recordings in acute slices,
while challenging, make it possible
to investigate specific synaptic
connections in conditions in which
the excitation–inhibition balance
of the circuit is preserved [3,4].
To maximize the resolution with which
synaptic responses are measured,
these experiments are generally
performed by bathing slices in a saline
solution that minimizes spontaneous
spiking [4–6]. In intact networks, neurons
undergo spontaneous spiking, and their
activity can change depending on the
behavioral state, if recordings are done in
awake animals [7], or on the level of
anesthesia, in the case of acute in vivo
recordings [8]. It is possible that the
synaptic properties observed in the
absence of spontaneous spiking
represent only one of many ways inR278 Current Biology 25, R269–R293, Marchwhich synapses can be driven by
incoming activity.
Urban-Ciecko et al. [1] used a clever
approach to investigate the effect of
spontaneous spiking on the dynamics of
synaptic transmission at unitary recurrent
glutamatergic synapses between
pyramidal neurons in layer 2/3 (L2/3) of
mouse barrel cortex. They made paired
recordings in an acute slice preparation to
selectively analyze unitary postsynaptic
potentials (uEPSPs), and test the
hypothesis that spontaneous spiking
alters the properties of uEPSPs. To
address this, the authors compared
amplitude and short-term dynamics of
uEPSPs recorded either in a silent
network or in a network that showed
some spontaneous spiking. They
induced spontaneous spiking by bathing
slices in a modified saline solution that
facilitates low frequency spontaneous
action potential firing [4,6]. While this
approach does not directly mimic in vivo
spontaneous spiking, it does provide a
way of determining how even small
changes in network activity may affect
synaptic properties. In this way,
the authors were able to show that
spontaneous spiking leads to a decrease
in amplitude and efficacy of uEPSPs.
Furthermore, they observed a rather
dramatic change in uEPSP short
term plasticity in response to trains of
presynaptic action potentials. In the
absence of spontaneous activity,
uEPSPs show short-term depression, but
they show facilitation in a more active
slice [1].
When interpreting results from ex vivo
preparations in the context of an intact
network, there is the tendency to think
primarily of how shifts in the balance
between excitation and inhibition may30, 2015 ª2015 Elsevier Ltd All rights reservedaffect the circuit. More specifically, the
role of changes in inhibition can vary
depending on the location of synaptic
contacts and on the type of receptors
[9–12]. In neocortical circuits, two very
well-studied populations of inhibitory
neurons are thought to affect pyramidal
neuron activity in different ways.
Parvalbumin expressing (PV) inhibitory
neurons synapse preferentially on the
perisomatic parts of dendrites, thereby
influencing the output of postsynaptic
neurons. Somatostatin positive (Sst)
inhibitory neurons synapse preferentially
on distal dendrites, and are thus expected
to affect primarily the integration of
inputs [13,14].
The inhibitory neurotransmission is
mediated via g-amino-butyric acid
(GABA) receptors, which come in
two main varieties. GABAA receptors
are ionotropic and are thought to
mediate fast inhibitory transmission.
In the neocortex they are either
postsynaptic or extrasynaptic [11,12,15].
GABAB receptors are metabotropic,
both presynaptic and postsynaptic,
and mediate a slower form of inhibition
that depends on G protein signaling
[16]. Presynaptic GABAB receptors
are known to regulate synaptic release
[17], though whether and how they
may be engaged by spontaneous
spiking activity remains to be
established.
Urban-Ciecko et al. [1] investigated
the possible mechanisms for the change
in synaptic dynamics that they observed
using a slice preparation that is
spontaneously active, and determined
that they are mediated by presynaptic
GABAB receptors [1]. Their results
suggest that presynaptic GABAB
receptors can be activated by low levels
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Figure 1. GABAB receptor-dependent modulation of synaptic dynamics.
(A) A diagram of the local circuit between pyramidal neurons and Sst-positive Martinotti cells in layer 2/3 of
neocortex. Square: possible site of interaction between excitatory and inhibitory synaptic transmission
onto a pyramidal neuron. (B) Expansion of the region of interaction. When Sst neurons are active in the
network, GABA released by their terminals can activate GABAB receptors on a nearby glutamatergic syn-
apse. Activation of presynaptic GABAB receptors reduces the amplitude and changes short-term dy-
namics of monosynaptic excitatory responses.
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strong influence on excitatory synaptic
transmission.
In the experimental conditions of this
study, the modified saline solution
induces spontaneous firing in all neuron
types, although Sst inhibitory neurons
show the highest increase in firing rate.
As these neurons release GABA,
Urban-Ciecko et al. [1] tested the
intriguing hypothesis that Sst neurons
may mediate the GABAB-dependent
effect on uEPSP dynamics (Figure 1).
Using an optogenetic approach
to selectively silence Sst neurons
in the active slice preparation, the
authors showed that preventing Sst
neurons firing acutely reverses the
GABAB-dependent change in uEPSP
amplitude, failure rates and short-term
plasticity [1].
The findings of Urban-Ciecko et al. [1]
support the interpretation that cortical
glutamatergic synapses can operate
differently depending on the state of
excitability of the network. The
strength (uEPSP amplitude), efficacy
(failure rate) and the way they are
recruited by repetitive stimulation
(short-term depression, versus
facilitation) will depend on the activation
of presynaptic and postsynaptic
receptors and on the connectivity of
specific neuron types. This provides
significant flexibility in how singleCuneurons and local microcircuits can
function.
Many interesting questions arise from
the results reported by Urban-Ciecko
et al. [1]. One set of questions has to
do with how GABAB signaling regulates
glutamatergic release. How many Sst
neurons need to be activated to drive
presynaptic GABAB receptors, and is
the effect on uEPSP related to how active
Sst neurons are? Furthermore,
the authors found that changes in
extracellular calcium levels recapitulate
some, but not all, of the effects of GABAB
receptor on uEPSPs; what other GABAB
receptor signaling pathways contribute to
the modulation of synaptic dynamics?
A second group of questions has to do
with the specificity of the source of GABA.
In principle, GABA released by any
GABAergic neuron could modulate
uEPSP dynamics provided that it can
reach presynaptic GABAB receptors.
If more than one inhibitory neuron type
can affect uEPSP dynamics, then it
becomes important to determine under
what conditions each neuron type can be
recruited. For example, Sst neurons in the
barrel cortex of awake animals are most
active during quiet wakefulness [18], while
PV neurons are spontaneously active
during other behavioral states [19,20].
Does the activity of distinct populations
of inhibitory inputs have a different
effect on uEPSP dynamics? If the effectrrent Biology 25, R269–R293, March 30, 2015 ªreported by Urban-Ciecko et al. [1] is
specific to Sst neurons, how is the
specificity achieved?
The results of Urban-Ciecko et al. [1]
highlight how understanding brain
function requires knowledge about
connectivity, but that connectivity alone
does not explain synaptic dynamics.
It is necessary to deepen our knowledge
about how a network with a certain
anatomical connectivity can operate in
different activity states, be recruited by
specific stimuli, and modulated by the
activation of receptors positioned in
distinct locations.REFERENCES
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Technologies have been developed in animal germ cells that produce artificial piRNAs from transgenes in
piRNA clusters to silence target genes by cleaving their transcripts. A new study provides a simple way to
generate artificial piRNAs to direct de novo DNA methylation in mice.It is now known that although chromatin
modifications stabilize silencing of
transposable elements (TEs), a genetic
reinforcement loop based on germline-
specific small RNAs, PIWI-interacting
RNAs (piRNAs), is at the heart of
epigenetic regulation in animal gonads
[1–3]. piRNAs are loaded onto PIWI
proteins, a germline-specific clade of the
Argonaute family, to form effector
complexes, termed piRNA-induced
silencing complexes (piRISCs). piRISCs
are guided to TEs by means of base-
pairing and direct posttranscriptional
silencing by cleaving their transcripts in
the cytoplasm or by mediating the
deposition of repressive chromatin
modifications including methylation of
histone H3 lysine-9 (H3K9me) and DNA
methylation at the target TE loci to induce
heterochromatization. The cleavage
process involves small RNA-directed
endonuclease or Slicer activity of PIWI
proteins, whereas some PIWI proteins
form nuclear piRISCs with otherproteins to direct and maintain the
epigenetic chromatin modification that
suppresses transcription. These silencing
mechanisms act in trans as well as in cis.
Disruption of the piRNA pathway very
often disturbs germline development,
thereby leading to sterility. Thus TE
regulation by piRNAs has a profound
effect on reproduction.
Single-stranded precursors,
transcribed mostly from genomic loci
termed piRNA clusters, are processed to
generate primary piRNAs by a Dicer-
independent mechanism. In some cases,
they further initiate a Slicer-mediated
feed-forward amplification loop, termed
the ping-pong cycle, to produce
secondary piRNAs. The piRNA clusters
mostly comprise various types of TEs and
their remnants with sizes ranging from a
few kilobases (kb) to more than 200 kb. It
has been proposed that piRNA clusters
act as TE traps [4]; once a TE inserts into a
piRNA cluster by chance, it can become
fixed by evolutionary selection and canstart to produce corresponding piRNAs
that base-pair with other homologous
elements to regulate them in trans in germ
cells. This model implies that the greater
their movement activity, the higher the
chance that a TE will jump into a piRNA
cluster, thereby steering piRNA
production towards highly expressed and
transpositionally active TEs. piRNA
clusters also acquire processed
pseudogenes, which in turn become
piRNA sources andmay adapt to regulate
cognate functional genes [5]. piRNA
clusters in Drosophila are mostly located
in heterochromatin and proximal
heterochromatin–euchromatin boundary
zones [6]. Synteny of piRNA cluster
genomic locations is highly conserved
among mammals, although the primary
sequence of each piRNA shows no
apparent similarity [5,7–9]. These findings
suggest that the relative chromosomal
position has specific features that allow
TE insertion and the production of
piRNAs. However, a new study by Itou
