Abstract. In this paper we prove a boundary Harnack inequality for positive functions which vanish continuously on a portion of the boundary of a bounded domain Ω ⊂ R 2 and which are solutions to a general equation of p-Laplace type, 1 < p < ∞. We also establish the same type of result for solutions to the Aronsson type equation
Introduction
Recently there have been several breakthroughs in the study of boundary Harnack inequalities for p-harmonic functions, 1 < p ≤ ∞, which vanish on a portion of the boundary of a bounded domain Ω ⊂ R n . In particular, in the plane, i.e., Ω ⊂ R 2 , the boundary Harnack inequality for p-harmonic functions, 1 < p < ∞, was proved in [BL] assuming only that Ω ⊂ R 2 is bounded and that ∂Ω is a quasicircle. In [LN2] this result was extended to p = ∞ and hence to the case of infinity harmonic functions. Furthermore, in [LN1] and [LN4] a number of results concerning the boundary behavior of positive p-harmonic functions, 1 < p < ∞, in a bounded Lipschitz domain Ω ⊂ R n were proved. In particular, the boundary Harnack inequality as well as Hölder continuity for ratios of positive p-harmonic functions, 1 < p < ∞, vanishing on a portion of ∂Ω were established. Furthermore, the p-Martin boundary problem at w ∈ ∂Ω was resolved under the assumption that Ω is either convex, C 1 -regular or a Lipschitz domain with small constant. In [LN3] the boundary Harnack inequality and Hölder continuity for ratios of p-harmonic functions vanishing on a portion of certain Reifenberg flat and Ahlfors regular NTA-domains were established and the p-Martin boundary problem was resolved in these domains. Finally, in the case of certain Reifenberg flat domains, these results where generalized to equations of p-laplace type in [LLuN] , and to equations of p-laplace with lower order terms in [ALuN] .
The purpose of this paper is to generalize the result on boundary Harnack inequalities proved in [BL] and [LN2] to more general operators of p-Laplace type and to operators of Aronsson type. The latter operators represent generalizations of the so called infinity-Laplacian. In particular, we generalize the results in [BL] and [LN2] to operators with variable coefficients.
To state our main result we need to introduce some notation. In particular, we letĒ, ∂E, diam E, be the closure, boundary, diameter, of the set E ⊂ R 2 . We define d (y, E) to equal the distance from y ∈ R 2 to E, ·, · denotes the standard inner product on R 2 and we let |x| = x, x 1/2 be the Euclidean norm of x. B(x, r) = {y ∈ R 2 : |x − y| < r} is defined whenever x ∈ R 2 , r > 0, and we let dx denote the two dimensional Lebesgue measure on R We now introduce the geometric notions used in this paper. To start with we recall that a Jordan curve J is said to be a k quasicircle,
Here we are using complex notation,
We say that J is a quasicircle if J is a k quasicircle for some 0 < k < 1. Let w 1 , w 2 be distinct points on the Jordan curve J and let J 1 , J 2 be the arcs on J with endpoints w 1 , w 2 . Then J is said to satisfy the Ahlfors three point condition provided there exists 1 ≤ M < ∞ such that
Ω is said to be a uniform domain provided there exists M , 1 ≤ M < ∞, such that if w 1 , w 2 ∈ Ω, then there exists a rectifiable curve γ :
Furthermore, a bounded domain Ω is called non-tangentially accessible (NTA) if there exist M ≥ 2 and r 0 such that the following are fulfilled:
(i) corkscrew condition: for any w ∈ ∂Ω, 0 < r < r 0 , there exists a r (w) ∈ Ω
(ii) R n \Ω satisfies the corkscrew condition, (iii) uniform condition: if w ∈ ∂Ω, 0 < r < r 0 and w 1 , w 2 ∈ B(w, r) ∩ Ω, then there exists a rectifiable curve γ :
(1.4)
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We note that (iii) in (1.4) is different but equivalent to the usual Harnack chain condition given in [JK] (see [BL, Lemma 2.5] For more on these geometric notions and proofs of the stated statements we refer to [G] . We next introduce the operators of p-Laplace type which we consider in this paper.
and that the mapping η → A(x, η) is continuous for almost every x ∈ R 2 . We say that the function A belongs to the class A p (λ, Λ) if the following conditions are satisfied for almost every x ∈ R 2 whenever ξ, ζ ∈ R 2 and η ∈ R 2 \ {0}:
A(x, η/|η|).
If A belongs to the class A p (λ, Λ), then we write A ∈ A p (λ, Λ).
We note that an important class of equations which is covered by Definition 1.1 and 1.2 is the class of equations of the type
where a(x) = {a ij (x)} is a matrix such that the conditions in Definition 1.1 (i) and (ii) are fulfilled. Let p ∈ (1, ∞) be given. We are now ready to state our first results which concern A-harmonic functions. Given a domain Ω ⊂ R 2 we in the following let ∆(w, r) = ∂Ω ∩ B(w, r) whenever w ∈ ∂Ω, 0 < r. We prove the following theorems. 
Theorem 1.3 was proved in [BL] in the case of the p-Laplace operator, i.e., the case A(x, η) = |η| p−2 η while, still in the case of the p-Laplace operator, Theorem 1.4 was established in [LN2] . Still, Theorem 1.3 and Theorem 1.4 are new for the general class operators of p-Laplace type defined by the class A p (λ, Λ).
We next introduce the operators of Aronsson type which we consider in this paper.
exists and is continuous whenever j ∈ {1, 2},
Assume also that the following hold for all x ∈ R 2 , ξ, ζ ∈ R 2 and η ∈ R 2 \ {0}, p ≥p:
(1.8)
We say that a function F belongs to the class
, there exist constants C > 0 and 0 < κ ≤ 1 such that the following holds for all η ∈ R 2 and for all x, y ∈ B(w, r):
If F belongs to the class F (α, β, γ,p,c) , then we write F ∈ F (α, β, γ,p,c) . β, γ,p,c) for some (α, β, γ,p,c) .
we say that u is F -infinity harmonic in G provided u solves the partial
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in the viscosity sense.
The partial differential equation ∆ ∞,F u in Definition 1.6 is referred to as an equation of Aronsson type and we recall that this type of equations was first introduced by Aronsson in [A1-A4] . These equations play an important role as the governing equation in certain minimization problems in the L ∞ -norm. Moreover, to understand the rationale for all of the conditions stated in Definition 1.5, we note that in [Ju] the fundamental work in [J] on the infinity-Laplacian was generalized to the partial differential equation in (1.10) using the assumptions stated in Definition 1.5. In particular, in [Ju, Theorem 2.3, Corollary 3.8 and Theorem 4.25] 
, then there exists a unique viscosity solution to the Dirichlet problem
Moreover, in [Ju, Corollary 4.33] it is proved that if f : ∂G → R is a continuous function, then the Dirichlet problem in (1.11) has a unique viscosity solution in G.
Note that viscosity solutions are by definition continuous and that the conclusions on the solvability of the Dirichlet problem in (1.11) are valid for any bounded domain
. Furthermore, using the assumptions in Definition 1.5, the equation in (1.11) was derived in [Ju, Corollary 3.8] 
as the Euler equation for so called variational F
For more on this minimization problem and questions concerning existence and uniqueness of solutions to equations of Aronsson type, as well as applications to image processing and game theory, we refer to [J] , [JWY] , [Ju] , [BEJ] and the references in these papers.
We are now ready to state our result which concern F -infinity harmonic functions, F ∈ F (α, β, γ,p,c) .
, assume that ∂Ω is a Jordan curve, Ω is a uniform domain with constant M and F ∈ F (α, β, γ,p,c) for some (α, β, γ,p,c) . 
Theorem 1.7 was proved in [LN2] in the case of the infinity-Laplacian, but to our knowledge no boundary Harnack inequalities for solutions of equations of Aronsson type have previously been established and hence Theorem 1.7 is new. As mentioned above we impose the restriction F ∈ F (α, β, γ,p,c) to be able to use framework and results in [Ju] . Moreover, in this paper we do not discuss to what extent the quite lengthy list of conditions stated in Definition 1.5 are necessary for the validity of the results in [Ju] and for the validity of Theorem 1.7.
Concerning proofs, the proof of Theorem 1.3, Theorem 1.4 and Theorem 1.7 follow along the lines of the corresponding proofs in the case of the p-Laplacian, see [BL] , and in the case of the infinity-Laplacian, see [LN2] . Though we claim limited originality here we claim that our results stresses the generality of the technique, applicable only in R 2 though, developed in [BL] for p-harmonic functions and then refined in [LN2] to the case of infinity harmonic functions. In particular, to understand the relation between Theorem 1.3, Theorem 1.4 and Theorem 1.7 and their proofs we let F ∈ F (α, β, γ,p,c) for some (α, β, γ,p,c) and define (1.14)
A
Then A ∈ A p (λ, Λ) for some (λ, Λ) which only depend on (α, β, γ,p,c) .
Then there exists, see Lemma 2.A below, a unique weak solution u p to the Dirichlet problem
Moreover, to describe the relation between the problems in (1.11) and (1.15) we assume, in addition, that
be the unique viscosity solution to (1.11) with boundary data defined by f . Then, arguing as in [Ju, Theorem 1.15 , Proposition 2.5 and Corollary 3.8] we see that there exists a sequence {p j }, p j → ∞ as j → ∞, such that u p j → u ∞ uniformly in G as j → ∞. In particular, the unique solution u ∞ to the Dirichlet problem (1.11) for the operator defined in Definition 1.6 is the uniform limit, as p j → ∞, of the corresponding unique solutions {u p j } to the problems in (1.15). This conclusion allows us to derive Theorem 1.7 from Theorem 1.4.
The rest of the paper is organized in the following way. In Section 2 we prove a number of estimates for A-harmonic functions and in particular we establish estimates which are uniform in p for p large enough. Then, in Section 3 we prove Theorem 1.3-1.7.
Estimates for A-harmonic functions
We begin this section by introducing and recalling some notation. Let max E u and min E u be the essential supremum and infimum of u on E whenever E ⊂ R n and whenever u is defined on E. Recall that ∆(w, r) = ∂Ω ∩ B(w, r) whenever w ∈ ∂Ω, 0 < r and that a r (w) denotes an interior corkscrew point of Ω guaranteed by (i) in (1.4). Throughout the paper c will denote, unless otherwise stated, a constant ≥ 1, not necessarily the same at each occurrence, which is independent of p but may depend on M andp. In general, c(a 1 , . . . , a n ) denotes a constant ≥ 1, not necessarily the same at each occurrence, which is independent of p but depends on a 1 , . . . , a n .
We begin with some preliminaries concerning the solvability of the Dirichlet problem and concerning the possibility to make coordinate transformations. 
(Ω) ∩ C(Ω). Then there exists a unique solution to the Dirichlet problem
Proof. For a detailed proof we refer the reader to [HKM, Theorem 3 .17 and Theorem 6.31]. We just note that the proof of existence is based on the theory of monotone operators while the proof of uniqueness follows from the comparison principle for A-harmonic functions. That lim x→y u(x) exists and equals f (y) for all y ∈ ∂Ω follows from the fact that all points on ∂Ω are A-regular. In particular, by (ii) in (1.4) we see that R 2 \Ω has a corkscrew at each point on ∂Ω. Hence, using [HKM, Theorem 6 .31] we can conclude that R 2 \Ω is (p, µ)-thick at each point on ∂Ω. As a consequence, see [HKM, Corollary 6 .28], all points on ∂Ω are A-regular. This completes the proof.
, in either of the following cases:
Proof. We first note that (i) immediately follows from (iii) in Definition 1.1 and that in this caseû is A-harmonic in Ω = Ω with A = A ∈ A p (λ, Λ). Similarly, (ii) follows with A = A(x + z, ξ), Ω = Ω − z and finally (iii) follows with A = k p−1
A(kx, ξ/k) and Ω = Ω/k.
In the following proofs we will often make the assumptions, w = 0, r = 1 and max
The assumptions (2.16) are permissible since the parameter M in the definition of a uniform domain is invariant under translations and scalings and that the same is true, see Lemma 2.B, for the constants λ and Λ used in the definition of A-harmonic functions. In addition we will also frequently make use of a test function θ which satisfies the following,
After these preliminaries we state, and in some cases also prove, a number of basic lemmas for A-harmonic functions. Moreover, using (1.5) we see that 
and using (2.21) in (2.18) we can conclude that
By using (i) and (ii) in Definition 1.1 we see that
By properties of the test function, we have for a constant c depending only on Λ/λ (2.24) and by using the normalization of u in (2.16),
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By using Hölder's inequality we finally get
for a constant c depending only on Λ/λ, which completes the proof of Lemma 2.1. Proof. For a proof of Harnack's inequality in the case p ∈ (1, ∞) where the constant depends on p we refer the reader to [HKM, Theorem 6.2.] . The proof presented here is based on energy bounds of ∇(log u) and works for p > 2. We note that an alternative proof is given in [KMV] . Assume (2.16) and let θ be as in (2.17). Let > 0 and define u = ( + u). Using the test function θ
and by properties (i) and (ii) in Definition 1.1 we have,
and hence
for a constant c depending only on Λ/λ. Therefore, by using Hölders inequality we see that
Let → 0, then we note that (2.31) in fact states that 0, 1) ), we may use the Sobolev embedding theorem, which yields, if p > 2,
for a constant c which may depend on p. To obtain the uniform in p case, fixp > 2 and let p >p. Then using (2.33) and Hölder's inequality we see that if x ∈ B(0, 1), then
Based on (2.32) and (2.34) we conclude Proof. We start with the case p ∈ (1, ∞) where the constants may depend on p. The interior Hölder continuity for A-harmonic functions was proved in [HKM, Theorem 6.6] . If w ∈ ∂Ω, we note from (ii) in (1.4) and Lemma 2.A that lim x→y u(x) = 0 for all y ∈ ∂Ω ∩B(0, r). The result now follows by the same arguments as in [HKM, Theorem 6.44, Lemma 6.47] , for constants depending on p, M and Λ/λ. For the uniform in p case, assume (2.16). If w ∈ ∂Ω then we extend u to B(0, 2) by defining u ≡ 0 on B(0, 2)\Ω. As u = 0, in the Sobolev sense, on ∆(0, 2) it follows from Lemma 2.2 that u ∈ W 1,p (B (0, 1) ). Hence to prove Lemma 2.4 we can, in both cases, simply use the Sobolev embedding theorem in the form given in (2.33), the Hölder inequality and Lemma 2.2 to obtain sup x,y∈B (0, 1) 
for a constant c which may depend onp and Λ/λ but is independent of p. Hence, Lemma 2.4 is valid with α 3 = 1 − 2/p. Proof. To prove Lemma 2.5 we proceed as in [CFMS] . We prove the lemma for p ≤ p, but the proof for the case 1 < p < ∞ is similar. Instead of (2.16) we assume w = 0. Let k be a large number to be chosen later and assume that ku(ar(0)) < max
where x 1 ∈ ∂B(0,r)∩Ω by the maximum principle. We want to derive a contradiction if k is large enough. If d(x 1 , ∂Ω) ≥r/100 then by Harnack's inequality u(x 1 ) ≤ cu(ar(0)) and hence we obtain a contradiction if k is large enough. Therefore, we assume that d(x 1 , ∂Ω) <r/100. For c 4 large enough we can connect x 1 to ar(0) by a Harnack chain totally contained in B(0, 2r) ∩ Ω. Thus it follows by Lemma 2.3 that there exist constantsĉ, λ ∈ [1, ∞), depending only on M ,p and λ/Λ, such that
From (2.39) and (2.40) we see that
By Harnack's inequality, the maximum principle, our assumption (2.39), (2.41) and (2.42) we obtain, for
By choosing k so large thatčc 3 (ĉ/k)
We can now, thanks to Lemma 2.B, repeat the above argument from (2.39), with (2.43) replacing (2.39), to obtain,
for every m ∈ [1, ∞). Since x m → y for some y ∈ ∂Ω ∩B(0, 2r) and u = 0 continuously on ∆(0, 2r), we conclude that ku(a 1 (0) ≤ 0 which gives a contradiction. Proof. For the case 1 < p < ∞ with a constant depending on p we refere to [KZ] . For the uniform in p case, note that by Lemma 2.3 and Lemma 2.5, there exists a constantc, depending only on M ,p and Λ/λ, such that ifr = r/c, theñ Hence, the right hand side inequality in (2.50) is proved.
Next we prove the left hand side inequality in (2.50). Our proof is based on [KZ] , see also [EL] . We define M (ρ) = sup B(0,ρ) u(x) whenever ρ ∈ [0, 2]. 
