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We study the relationship between the well-known Carleman’s condition guaranteeing that a
probability distribution is uniquely determined by its moments, and a recent easily checkable
condition on the rate of growth of the moments. We use asymptotic methods in theory of
integrals and involve properties of the Lambert W -function to show that the quadratic rate of
growth of the ratios of consecutive moments, as a sufficient condition for uniqueness, is more
restrictive than Carleman’s condition. We derive a series of statements, one of them showing
that Carleman’s condition does not imply Hardy’s condition, although the inverse implication is
true. Related topics are also discussed.
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1 Introduction
Suppose X is a non-negative random variable with the distribution function F (x) =
P[X ≤ x], x ≥ 0, this is further denoted as: X ∼ F . We assume that all the moments of
the random variable X are finite, that is,
mn = EX
n =
∫ ∞
0
xndF (x) <∞, n = 1, 2, . . . .
In the classical setting of the problem of moments the next question emerges: Is the
distribution function of the random variable X uniquely determined by the moments
{mn}? In view of a fundamental Kolmogorov’s theorem (see [9]) the uniqueness property
is attributed to both X and F . If the answer is affirmative, the random variable X
is called M-determinate (the terms M-det, determinate or moment determinate [1], [6],
[19] are also in use). In such a case we also say that the moment problem has a unique
solution. If the answer is negative, that is, if there are different random variables with
the same moment sequence, X is called M-indeterminate (or M-indet) and it is said that
1The work of E.B. Yarovaya on Sections 2–4 is supported by the Russian Science Foundation (Project
no. 19-11-00290) and performed in Steklov Mathematical Institute of Russian Academy of Sciences.
2 Lomonosov Moscow State University, Moscow, Russia; e-mail: yarovaya@mech.math.msu.su
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the moment problem has a non-unique solution. It the case of non-uniqueness there are
infinitely many distributions of any kind, all with the same moment sequence (see [21]).
In this paper we do not discuss rather complex criteria of solvability (existence and/or
uniqueness) of the moment problem expressed in terms of an infinite sequence of Hankel
matrices and the requirement for their positive definiteness (see [1], [19], [20]). For a long
time, a special attention has been paid to finding easily checkable conditions even if they
are only sufficient or only necessary for either M-determinacy or M-indeterminacy. Since
X ≥ 0, then the support of F is the half-line R+ = [0,∞), so we deal with the Stieltjes
moment problem, while for X with values in the whole line R = (−∞,∞), we deal with
the Hamburger moment problem.
It is worth noting that to know if a distribution is M-determinate or M-indeterminate
is of interest by itself. Moreover, the M-determinacy property is essential in the proof of
limit theorems. It is appropriate to recall the Fréchet–Shohat Theorem [14].
Theorem 1. Let FN , N = 1, 2, . . ., be a sequence of distribution functions such that for
each of them all moments are finite and the following limits exist:
lim
N→∞
mn,N = lim
N→∞
∫
xn dFN(x) = mn, n = 1, 2, . . . .
Then the following two statements are true:
(i) {mn} is a moments sequence of some distribution function, say F∗;
(ii) if {mn} uniquely determines F∗, the weak convergence FN d→ F∗, N →∞, holds.
Quite useful is the recent Lin’s paper [17] for providing a systematic description of
almost all available conditions, either necessary or sufficient for both M-determinacy and
M-indeterminacy. The most important feature of this paper is that the author analyzes
the mutual relationships between different conditions. In particular, the most well-known
sufficient conditions for M-determinacy, Carleman’s condition, is discussed. Let us re-
call an important theorem in the Stieltjes moment problem (see, e.g., [1, Ch. II, Part
‘Appendix and Problems’], [6, Section 11, Criterion (C2)], [9, Ch. II, § 12, Section 9]).
Theorem 2. Let {mn} be the moment sequence of a random variable X ≥ 0, and
∞∑
n=1
m−1/(2n)n =∞ (Carleman’s condition). (1)
Then both the distribution function F and the random variable X are uniquely determined
by the moments {mn}, or, as one says, the random variable X is M-determinate.
Though Carleman’s condition (1) (and its analogue
∑∞
n=1m
−1/(2n)
2n = ∞ for distri-
butions on R) is not necessary for M-determinacy, this condition has been successfully
used for characterization of probability distributions. A series of interesting results can
be found, e.g., in the papers [4], [5], [15, 16]. Note also that Carleman’s condition may
play a key role in the above Fréchet-Shohat Theorem when proving limit theorems for
branching random walks (see [8], [10]).
Among the variety of available sufficient conditions for M-determinacy of a random
variable X with unbounded support, there are results based on our knowledge of how fast
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the moments grow, EXn ↗∞ as n→∞. In this case it is useful to involve the ratios of
two consecutive moments mn+1/mn (for X with values in R+) and m2n+2/m2n (if X takes
values in R), because these ratios characterize the rate of growth of the moments. The
determinacy of the distribution function F and the random variable X depends essentially
on this rate. Recall the following result [18, Theorem 1] in the Stieltjes case.
Theorem 3. Let the moments {mk} follow a quadratic rate of growth, that is,
mn+1
mn
= O((n+ 1)2) as n→∞. (2)
Then the random variable X is M-determinate.
A couple of years ago, one of the authors of this paper (J.S.) has given a talk at the
Principal Seminar of the Department of Probability Theory (Faculty of Mechanics and
Mathematics, Lomonosov Moscow State University). He suggested for M-determinacy to
use the convenient and easily checkable condition (2) noting that this condition implies
condition (1), that is,
(2) ⇒ (1).
The question whether the inverse implication (1)⇒ (2) is valid was not discussed. As far
as we know, this question remained open, and our goal here is to show that in general
this implication is not true. We will describe explicitly a positive M-determinate random
variable whose moments satisfy Carleman’s condition (1) but not condition (2). In other
words, it will be shown that condition (2) is more restrictive than (1).
In what follows we are using two notations. The first one, o(1) (little o) is to denote
small numerical quantities (they are different in different places but we do not use specific
indices) depending on a real or integer argument and converging to zero as the argument
increases to infinity. The second one, O(·) (big O) is to compare two functions u(t), t > 0
and v(t), t > 0, as t→∞ : we will write u(t) = O(v(t)), if there is a constant C ≥ 0 such
that |u(t)| ≤ C|v(t)| for large t.
The structure of the paper is as follows. In Section 2 we formulate one of the main
results, Theorem 4, containing an explicit example of a random variable satisfying Car-
leman’s condition (1) but not satisfying the growth rate condition (2). Auxiliary facts
and statements that are necessary to prove Theorem 4 are given in Sections 3 and 4.
For the proofs we use techniques from the asymptotic theory of integrals (see [3], [7]), as
well as properties of the Lambert W -function [13]. In Section 5, Theorem 4 is essentially
extended, see Theorems 5 and 6 (Stieltjes case), Theorem 7 (Hamburger case) and Theo-
rem 8 showing that Hardy’s condition is more restrictive than Carleman’s condition. At
the end, a useful asymptotic for the Euler gamma function is given.
2 The main result and its proof
One of the goals of this paper is to prove the following theorem.
Theorem 4. There exists a positive M-determinate random variable X satisfying Carle-
man’s condition (1) but not satisfying condition (2).
Proof. We are using a somewhat modified idea, that was suggested in [6, Section 11.6]
for comparison of other criteria.
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Let ξ1, η1, ξ2 and η2 be independent non-negative random variables each exponentially
distributed with parameter 1, denoted further by Exp. Consider the random variables
X1 := ξ1 ln(1 + η1), X2 := ξ2 ln(1 + η2).
Since the variables ξi and ηi, i = 1, 2, are independent the expressions for the moments
EXni can be written as
EXni = Eξ
n
i E[ln(1 + ηi)]
n, n = 1, 2, . . . .
We use now the fact that the moments of ξi ∼ Exp are well-known:
Eξni = n!, n = 1, 2, . . . .
Now, we define a new random variable,
X := X1X2 (3)
and will show that all properties, required in Theorem 2, are fulfilled for this variable.
In view of the independence of the random variables X1 and X2, we obtain
mn = EX
n = EXn1 EX
n
2 = (n!)
2K2n, (4)
where
Kn := E[ln(1 + η1)]
n =
∫ ∞
0
[ln(1 + x)]ne−x dx. (5)
In order to complete the proof of Theorem 4, we need one auxiliary notion and two
lemmas.
Recall that the LambertW -function, usually denoted byW (t), t ≥ 0, (see, e.g., [13]),
is defined as the solution of the nonlinear functional equation
t = W (t)eW (t), t ≥ 0.
We need a few properties of the Lambert W -function, they are formulated and proved in
Section 3, see Lemma 3.
Lemma 1. For the moments (4), the following equalities are satisfied:
mn = (n!)
2K2n, n = 1, 2, . . . , (6)
where
Kn = e
√
2pin[W (n)]n−1/2e−n/W (n)(1 + o(1)), n→∞.
Lemma 2. The following relations are true:
K1/nn = (ln(n+ 1)) (1 + o(1)), n→∞, (7)
Kn+1
Kn
= (ln(n+ 1)) (1 + o(1)), n→∞. (8)
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We postpone the proofs of these lemmas to Sections 3 and 4, respectively, while now
we are in a position to complete the proof of Theorem 4, assuming that Lemmas 1 and 2
are already proved.
Applying Lemma 1 and relation (7) from Lemma 2, we have
m1/(2n)n = K
1/n
n (n!)
1/n = (ln(n+ 1)) (n!)1/n (1 + o(1)), n→∞.
Here, using the Stirling formula
n! =
√
2pin
(n
e
)n
(1 + o(1)),
we obtain
m1/(2n)n =
n
e
(ln(n+ 1)) (1 + o(1)), n→∞, (9)
which implies Carleman’s condition (1) for the moments (4).
From (6) it follows that
mn+1
mn
= (n+ 1)2
(
Kn+1
Kn
)2
, n = 1, 2, . . . .
This, together with relation (8) from Lemma 2, yields
mn+1
mn
= (n+ 1)2 (ln(n+ 1))2 (1 + o(1)), n→∞, (10)
and hence condition (2) is not valid for the moments (4). Theorem 4 is proved.
Remark One of the referees has expressed an opinion that, if we use specific results from
sources not in our list of references, then a shorter proof to Theorem 1 can be provided.
We keep our original proof which looks a little long, however the proof itself is instructive
and the intermediate statements are of their own interest.
3 Proof of Lemma 1
We start with obtaining the necessary properties of the Lambert W -function.
Lemma 3. For the Lambert W -function, the equalities W (0) = 0 and W (e) = 1 hold.
Moreover, W (t) > 0 for t > 0, and the following relations are satisfied:
W ′(t) =
1
eW (t)(W (t) + 1)
> 0, t ≥ 0; (11)
W (t) = ln t− ln ln t+O
(
ln ln t
ln t
)
= ln t− ln ln t+ o(1), t→∞. (12)
It follows, in particular, that
W (t) = (ln t)(1 + o(1)), t→∞. (13)
Moreover, (
W (t+ 1)
W (t)
)t
→ 1, t→∞, (14)
t+ 1
W (t+ 1)
− t
W (t)
→ 0, t→∞. (15)
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Proof. By writing the definition of the Lambert W -function,
t = W (t)eW (t), (16)
we easily find that W (0) = 0 and W (e) = 1 and also conclude the strict positivity of
W (t), t > 0 and the inequality (11). Therefore
W (t) > 1, lnW (t) > 0 for t > e. (17)
Taking the logarithm of both sides of (16), we get
W (t) = ln t− lnW (t), (18)
which implies, in view of (17), that
W (t) ≤ ln t, t > e.
Substituting this bound for W (t) in the right side of (18) implies that
W (t) ≥ ln t− ln ln t, t > e. (19)
A substitution of the bound (19) for W (t) in the right side of (18) leads to
W (t) ≤ ln t− ln(ln t− ln ln t) = ln t− ln ln t− ln(1− ln ln t
ln t
)
= ln t− ln ln t+O
(
ln ln t
ln t
)
, t→∞. (20)
By comparing (19) and (20), we conclude that relations (12) hold, and this implies,
in particular, relation (13)5.
Let us now prove relation (14). In view of (11), the functionW (t), t ≥ 0 is increasing,
so
1 ≤ W (t+ 1)
W (t)
. (21)
By the mean value theorem, W (t+ 1)−W (t) = W ′(t+ θ), where θ is a number from
the interval (0, 1). The increasing of the function W (t), t ≥ 0, and equality (11) imply
that the derivative W ′(t) is decreasing. Hence
W (t+ 1)−W (t) = W ′(t+ θ) ≤ W ′(t) = 1
eW (t)(W (t) + 1)
=
W (t)
t(W (t) + 1)
, (22)
where the last equality follows from (16).
From (21) and (22), we obtain that
1 ≤
(
W (t+ 1)
W (t)
)t
=
(
1 +
W (t+ 1)−W (t)
W (t)
)t
≤
≤
(
1 +
1
t(W (t) + 1)
)t
= exp
(
t ln
(
1 +
1
t(W (t) + 1)
))
.
5The limit relation (12) is known, see, e.g., [3, Section 2.4]. Its proof is given here for the sake of
completeness of the exposition.
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This implies, in view of the easy inequality ln(1 + x) ≤ x for all x ≥ 0, that
1 ≤
(
W (t+ 1)
W (t)
)t
≤ exp
(
t ln
(
1 +
1
t(W (t) + 1)
))
≤
≤ exp
(
t
1
t (W (t) + 1)
)
= exp
(
1
W (t) + 1
)
→ 1, t→∞.
These relations prove (14).
It remains to establish relation (15). From (16) and the increasing of the function
W (t), t ≥ 0, it follows that
t+ 1
W (t+ 1)
− t
W (t)
= eW (t+1) − eW (t) ≥ 0. (23)
On the other hand,
t+ 1
W (t+ 1)
− t
W (t)
=
1
W (t+ 1)
+ t
(
1
W (t+ 1)
− 1
W (t)
)
.
The last term in this equality is non-positive since the function W (t) is increasing, and
that is why
t+ 1
W (t+ 1)
− t
W (t)
≤ 1
W (t+ 1)
→ 0, t→∞. (24)
The required relation (15) follows now from (23) and (24). Lemma 3 is proved.
Let us move on studying the asymptotic behaviour ofKn for large n. For this, we first
prove an auxiliary lemma about the asymptotic of Kn in a more general setting, instead
of a natural argument n, we take the argument to be a positive real number t ∈ R+.
Lemma 4. For the function
S(t) :=
∫ ∞
0
[ln(1 + x)]te−x dx, t ∈ R+, (25)
the following relation is true:
S(t) = e
√
2pit [W (t)]t−1/2 e−t/W (t)(1 + o(1)), t→∞.
Proof. Let us rewrite (25) in the form
S(t) =
∫ ∞
0
eQ(x,t) dx,
where
Q(x, t) := t ln ln(1 + x)− x. (26)
In order to find the asymptotic behaviour of the function S(t) as t → ∞, we use
the Laplace saddle-point method. We will need the following lemma which combines the
statements of Theorem 2.3 and Corollary 2.1 from [7].
Lemma 5. Let Q(t, x), x > 0, t > 0 be a real-valued function for which the following
three conditions hold:
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1) for all large t, with respect to the argument x ∈ (0,∞), Q(t, x) has a maximum at
a point xt, which is non-degenerate in the sense that Q′′xx(xt, t) 6= 0, and there exists
a function µ(t)→∞, t→∞, such that uniformly in x, for
x ∈ U(xt) := {x : |x− xt| ≤ µ(t) |Q′′xx(xt, t)|−1/2},
we have the relation
Q′′xx(x, t) = Q
′′
xx(xt, t)(1 + o(1)), t→∞;
2) for each fixed t > 0, the function Q(t, x) is strictly convex upward, that is Q′′xx(x, t) <
0 for all x > 0 and t > 0;
3) limt→∞ xt
√|Q′′xx(xt, t)| =∞.
Then, under conditions 1)–3), for the integral
S(t) =
∫ ∞
0
eQ(x,t) dx, t > 0,
the following asymptotic relation holds:
S(t) =
√
− 2pi
Q′′xx(xt, t)
eQ(xt,t)(1 + o(1)), t→∞. (27)
We continue the proof of Lemma 4 by showing that all conditions in Lemma 5 are
satisfied for the function Q defined by (26).
Verification of Condition 1) in Lemma 5. Let us denote by xt the point, at which
the function Q(x, t) reaches the maximum in the argument x. To find xt, we need to solve
the equation
Q′x(x, t) = (t ln ln(1 + x)− x)′x = 0.
After differentiating Q(x, t), see (26), we get
t = (1 + x) ln(1 + x). (28)
Therefore the solution x = xt of (28) has the form
xt = e
W (t) − 1, (29)
that is, xt is expressed via the Lambert W -function, defined as the solution of equation
(16). Substituting xt = eW (t) − 1 in (26), we obtain
Q(xt, t) = t ln ln(1 + xt)− xt = t lnW (t)− eW (t) + 1. (30)
Differentiating (26) twice with respect to x, we find that
Q′′xx(x, t) = −
t[1 + ln(1 + x)]
[(1 + x) ln(1 + x)]2
. (31)
Then, in view of (29) and (31),
Q′′xx(xt, t) = −
t[1 + ln(1 + xt)]
[(1 + xt) ln(1 + xt)]2
= −1 +W (t)
t
. (32)
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Let x ∈ U(xt), that is
|x− xt| ≤ µ(t) |Q′′xx(xt, t)|−1/2 = µ(t)
√
t
1 +W (t)
.
Introduce the function
h(x, t) =
x− xt
1 + xt
.
Taking into account that 1 + xt = eW (t) and tW (t) = e
W (t), we conclude that
|h(x, t)| ≤ µ(t) 1
1 + xt
√
t
1 +W (t)
≤ µ(t) e−W (t)
√
t
W (t)
= µ(t) e−W (t)
√
eW (t) = µ(t) e−(1/2)W (t), x ∈ U(xt).
Choose a function µ(t)→∞ such that
µ(t)e−(1/2)W (t) → 0, t→∞.
If among the many options we take, e.g.,
µ(t) = e(1/4)W (t), (33)
we obtain
h(x, t) = O (e−(1/4)W (t)) = o(1)→ 0, t→∞,
uniformly in x ∈ U(xt).
Now we study the behaviour of Q′′xx(x, t) for x ∈ U(xt) and t → ∞. First, we find
that
Q′′xx(x, t) = −
t [1 + ln(1 + x)]
[(1 + x) ln(1 + x)]2
= − t [1 + ln(1 + xt + (x− xt))]
[(1 + xt + (x− xt)) ln(1 + xt + (x− xt))]2
= − t
[
1 + ln
(
(1 + xt)(1 + h(x, t))
)][
(1 + xt)(1 + h(x, t)) ln
(
(1 + xt)(1 + h(x, t))
)]2
= − t
[
1 + ln(1 + xt) + ln(1 + h(x, t))
][
(1 + xt)(1 + h(x, t))
(
ln(1 + xt) + ln(1 + h(x, t))
)]2 .
As it was mentioned above, h(x, t) = o(1) as t → ∞ uniformly in x ∈ U(xt), and then
uniformly in x ∈ U(xt) we have that ln(1 + p(x, t)) = O(h(x, t)) = o(1). Hence,
Q′′xx(x, t) = −
t [1 + ln(1 + xt) + o(1)][
(1 + xt)(1 + o(1))
(
ln(1 + xt) + o(1)
)]2
= −
t
[
1 + ln(1 + xt)]
[
1 + o(1)
1+ln(1+xt)
]
[
(1 + xt)(ln(1 + xt))(1 + o(1))
(
1 + o(1)
ln(1+xt)
)]2
= − t[1 + ln(1 + xt)]
[(1 + xt) ln(1 + xt)]2
1 + o(1)
1+ln(1+xt)[
(1 + o(1))
(
1 + o(1)
ln(1+xt)
)]2 . (34)
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Here, due to (32),
t[1 + ln(1 + xt)]
[(1 + xt) ln(1 + xt)]2
= −Q′′xx(xt, t)
and, moreover,
o(1)
1 + ln(1 + xt)
= o(1),
o(1)
ln(1 + xt)
= o(1), t→∞.
Thus (34) implies the equalities
Q′′xx(x, t) = Q
′′
xx(xt, t)
1 + o(1)[
(1 + o(1))(1 + o(1))
]2 = Q′′xx(xt, t)(1 + o(1)), t→∞,
in which, let us recall, all quantities o(1) depend on x and t and tend to zero as t → ∞
uniformly in x ∈ U(xt).
This shows that Condition 1) is fulfilled if we choose the function µ(t) in the form
of (33). It is easy to see that this is also true for many other choices of µ(t).
Verification of Condition 2) in Lemma 5. According to (31), we have
Q′′xx(x, t) = −
t(1 + ln(1 + x))
(1 + x)2 ln2(1 + x)
.
Hence, Q′′xx(x, t) < 0 for all x > 0 and t > 0, that is Condition 2) in Lemma 5 is satisfied.
Verification of Condition 3) in Lemma 5. By the definition (16) of W (t) function,
eW (t) =
t
W (t)
→∞, t→∞. (35)
Therefore
xt = e
W (t) − 1 = t
W (t)
− 1 = t
W (t)
(1 + o(1))→∞, t→∞,
and then
lim
t→∞
xt
√
|Q′′xx(xt, t)| = lim
t→∞
(eW (t) − 1)
√
1 +W (t)
t
= lim
t→∞
(
t
W (t)
− 1
)√
1 +W (t)
t
= lim
t→∞
√
t
W (t)
(1 + o(1)) =∞,
that is Condition 3) in Lemma 5 is satisfied.
Thus, we have shown that all conditions in Lemma 5 are met and then one can use
equality (27) from which, in combination with (30) and (32), to derive the following:
S(t) =
√
2pit
W (t) + 1
exp
(
t lnW (t)− eW (t) + 1) (1 + o(1))
= e
√
2pit
W (t) + 1
[W (t)]t exp
(−eW (t)) (1 + o(1)), t→∞.
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Hence, taking into account (35) and the fact that W (t) → ∞ as t → ∞, the obtained
relation can be rewritten in the following form:
S(t) = e
√
2pit
W (t)
[W (t)]t exp
(−eW (t)) (1 + o(1))
= e
√
2pit [W (t)]t−1/2 e−t/W (t)(1 + o(1)), t→∞.
Lemma 4 is proved.
Notice, that Kn = S(n). Then, referring to Lemma 4, we arrive at the claim in
Lemma 1.
4 Proof of Lemma 2
First, let us prove equality (7). According to Lemma 1,
K1/nn = W (n) e
1/n(2pin)1/n [W (n)]−1/(2n) e−1/W (n)(1 + o(1))1/n. (36)
Here, the factors e1/n, (2pin)1/n and (1 + o(1))1/n clearly tend to 1 as n→∞. Moreover,
in view of statement (13) from Lemma 3,
W (n) = (lnn) (1 + o(1)), (37)
and both factors [W (n)]−1/(2n) and e−1/W (n) also tend to 1 as n → ∞. Finally, since
equality (37) implies that
W (n) = [ln(n+ 1)] (1 + o(1)),
then the required relation (7) follows from (36).
It remains to establish relation (8). By taking t = n in Lemma 4 we find that
Kn+1
Kn
=
S(n+ 1)
S(n)
=
√
n+ 1
n
[W (n+ 1)]n+1−1/2
[W (n)]n−1/2
× exp
(
n
W (t)
− n+ 1
W (n+ 1)
)
(1 + o(1)).
Let us rewrite this equality in the form
Kn+1
Kn
= W (n+ 1)
√
1 +
1
n
(
W (n+ 1)
W (n)
)n−1/2
× exp
(
n
W (n)
− n+ 1
W (n+ 1)
)
(1 + o(1)). (38)
There are four factors in (38). The third and the fourth factors tend to 1 as n → ∞,
which follows from relations (14) and (15) in Lemma 3, respectively. The second factor
obviously tends to 1, as well. Hence all factors, except the first one, tend to 1 and (38)
can be rewritten as
Kn+1
Kn
= W (n+ 1)(1 + o(1)), n→∞.
Here, in view of statement (13) in Lemma 3, one has
W (n+ 1) = (ln(n+ 1)) (1 + o(1)),
which implies the validity of relation (8). Lemma 2 is proved.
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5 Further results and remarks
Remark 1 In proving Theorem 4, we have used relation (7) in Lemma 2 in order to check
whether the moments of the random variable X defined by equality (3) satisfy Carleman’s
condition (1). Let us describe a different approach to show the same property, that the
moments of X satisfy Carleman’s condition (1).
We notice first that the following extension of Theorem 3 is true.
Theorem 5. Let for the moment sequence {mn} of the random variable X the following
relation hold:
mn+1
mn
= O ((n+ 1)2 q2(n+ 1)) as n→∞, (39)
where q(n) > 0, n = 1, 2, . . . , is a function satisfying the condition
∞∑
n=1
1
n q(n)
=∞.
Then the moments {mn} satisfy Carleman’s condition (1) and by Theorem 2 these mo-
ments uniquely determine the random variable X.
The proof of this theorem almost literally repeats the proof of Theorem 1 from [18];
therefore, no details are given here. It remains to refer to relations (10), that were derived
in the proof of Theorem 4, and see that condition (39) for the moments mn of the random
variable X is satisfied with the function q(n) = lnn. Then by Theorem 5 the random
variable X satisfies Carleman’s condition (1).
Remark 2 Let us provide the results of some calculations in order to illustrate the
behaviour of the ratio
mn+1
mn
1
(n+ 1)2
=
(
Kn+1
Kn
)2
as n increases (see Theorem 3). Our calculations look as follows:
K1
K0
≈ 0.60, K2
K1
≈ 0.89, K3
K2
≈ 1.09, K4
K3
≈ 1.24, K100
K99
≈ 3.39, . . . .
They show that (Kn+1/Kn)
2 is increasing with n, however the increase is ‘quite slow’.
At the same time the quantities Kn, n ≥ 2 themselves grow ‘rather fast’, have a look at
specific values:
K2 =
∫ ∞
0
[ln(1 + x)]2e−x dx ≈ 0.53,
. . .
K99 =
∫ ∞
0
[ln(1 + x)]99e−x dx ≈ 1.32× 1041,
K100 =
∫ ∞
0
[ln(1 + x)]100e−x dx ≈ 4.47× 1041.
As a corollary, this confirms also the ‘fast growth’ of the moments mn = (n!Kn)2 them-
selves. Here are some calculated values:
m1 = 1, m2 = 1.13, . . . , m99 = 1.73 × 1082 × (99!)2, m100 = 2 × 1083 × (100!)2.
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The calculations were performed with the help of the package WolframAlphar, whereas
for the integrals we used their representations via the Meijer G-function [2]. It is useful
to note that Carleman’s condition (1) is still satisfied even for such a ‘fast’ rate of growth
of the moments.
Remark 3 The arguments used above allow us to formulate a statement which is more
general than Theorem 4. Recall that we are dealing with independent random variables
ξ1, ξ2, η1, η2, all Exp-distributed. Fix real numbers r1 ∈ [0, 1] and r2 ∈ [0, 1] and consider
the random variables
X1(r1) := ξ1 (ln(1 + η1))
r1 , X2(r2) := ξ2 (ln(1 + η2))
r2
and their product
X(r1, r2) := X1(r1)X2(r2).
Notice that X(1, 1) is precisely the random variable X (see equality (3)), for which The-
orem 4 was proved. Using the same notation mn, as before, we find that
mn = E[X(r1, r2)]
n = (n!)2Kn(r1)Kn(r2),
Kn(rj) = E[ln(1 + ηj)]
nrj =
∫ ∞
0
[ln(1 + x)]nrje−x dx, j = 1, 2.
Theorem 6. For an arbitrary choice of r1 ∈ [0, 1] and r2 ∈ [0, 1], the moments {mn} of
the random variable X(r1, r2) do not satisfy condition (2), however, they satisfy condition
(1) (hence, all variables X(r1, r2) are uniquely determined by their moments).
The proof follows the same scheme as in the proof of Theorem 4. We start with the
definition (25) of the function S(t) implying that Kn(rj) = S(nrj). The next reasoning
is clear, so details are omitted.
Remark 4 In Theorem 6, let us look at the special case r1 = 0, r2 = 1. We conclude that
Theorem 4 is true for the random variable ξ1 ξ2 ln(1 + η2), which is a ‘simpler’ product
than (3). Notice, here the logarithmic function as a factor appears only once.
One can take ξ1
a.e.
= ξ2 and write simply ξ instead of ξ1 and ξ2; also one can take
η1
a.e.
= η2 and write η instead of η1 and η2. Then we see that Theorems 4 and 6 will be
valid for a wide range of random variables, in fact, for any member of the family
ξδ (ln(1 + η))r, r ∈ [0, 1], δ ∈ [0, 2].
Let us note that if ξ1, ξ2 and ξ are Exp-distributed random variables with independent
ξ1 and ξ2, then both conditions (1) and (2) are satisfies for the product ξ1ξ2 and for the
square ξ2. The difference is that E[ξ1ξ2]n = (n!)2, whereas E[ξ2]n = (2n)!.
Note, that the logarithmic function ln(1+x), x > 0 is a slowly varying function, while
the power function xδ, x > 0 is a regularly varying function. Regarding these classes of
functions the reader is referred, e.g., to [12]. The following natural question arises:
Is it possible to compare conditions (1) and (2) for the random variables X1 :=
a(ξ1) b(η1) and X2 := a(ξ2) b(η2), where a(x), x > 0 is an arbitrary regularly varying
function and b(x), x > 0 is an arbitrary slowly varying function?
The material presented in this paper indicates that this can be done, however we do
not discuss here this issue.
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Remark 5 Let us consider the random variables X1, X2, X(r1, r2) defined above. The
analysis provided can be broaden and analogues of Theorems 4 and 6 can be established,
now for distributions on R (Hamburger case).
Indeed, let Y be a random variable taking values in R and let E|Y |n < ∞, n =
1, 2, . . .. In this case Carleman’s condition for the moments mn = EY n, n = 1, 2, . . . , has
the form ∞∑
n=1
m
−1/(2n)
2n =∞. (40)
The rate of growth of the moments is now defined not by condition (2), but in terms of
the even order moments (see [23]):
m2n+2
m2n
= O((n+ 1)2), n→∞. (41)
Theorem 7. One can construct a random variable Y taking values in R such that con-
dition (41) is not satisfied, however condition (40) is valid.
The idea is besides the independent random variables ξ1, ξ2, η1, η2, each Exp-
distributed, to consider an independent from them Bernoulli random variable ζ with
values +1 and −1, each with probability 1/2. Set, for example,
Y1 := ζ ξ1 (ln(1 + η1))
r1 , Y2 := ξ2 (ln(1 + η2))
r2 , r1, r2 ∈ [0, 1].
Then the product Y = Y1 Y2 is a symmetric random variable with values in R. It is easily
seen, that all odd order moments of Y are equal to zero, thus we work only with the even
order moments. The following relation turns to be quite useful:
m2n = EY
2n = (n!)2Kn(r1)Kn(r2).
Several cases can be considered. For example, if r1 = 1, r2 = 1, or r1 = 1, r2 = 0,
then condition (40) is satisfied, while condition (41) is not. If r1 = 0, r2 = 0, both
conditions (40) and (41) are satisfied. Other possible values of r1 and r2 can be treated
in the same way and make respective conclusions.
Finally, let us notice that the random variable ζ ξ1 follows the Laplace distribution
(double exponential distribution); its density is e−|x|/2, x ∈ R.
Remark 6 To continue the previous reasoning, let us compare two more sufficient con-
ditions for M-determinacy. Recall first the following definition (see [22]). Let X > 0 be a
random variable with all moments finite. Suppose, for some ε > 0 the following condition
is satisfied:
Eeε
√
X <∞ (Hardy’s condition). (42)
As shown in the paper [22], Hardy’s condition implies that the random variable X is
uniquely determined by its moments. The question arises of how Hardy’s condition (42)
relates to other sufficient conditions for M-determinacy. In particular, what is the relation
between (42) and Carleman’s condition? It should be mentioned here, that Carleman’s
condition is expressed in terms of all moments, while Hardy’s condition is based on the
distribution of X.
We have the following result.
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Theorem 8. There exists an M-determinate positive random variable X satisfying Car-
leman’s condition (1), but not satisfying Hardy’s condition (42).
Proof. The statement in this theorem will be proved for the random variable X introduced
by (3), which according to Theorem 4, satisfies Carleman’s condition (1) and therefore is
M-determinate, in view of Theorem 2.
In the papers [17], [22] it is shown that for any random variable X ≥ 0, Hardy’s
condition (42) is fulfilled if and only if the moments {mn} of X satisfy the inequali-
ties mn ≤ (2n)! cn0 , n = 1, 2, . . ., with some constant c0. By Stirling formula, the last
inequalities can be rewritten in the following form:
m1/(2n)n ≤ [(2n)!]1/(2n)
√
c0 =
2
√
c0
e
n (1 + o(1)), n→∞. (43)
However, it was established in the proof of Theorem 4 that the moments {mn} of X
satisfies relation (9):
m1/(2n)n =
n
e
(ln(n+ 1)) (1 + o(1)), n→∞,
which contradicts (43) for any choice of c0 > 0. This contradiction shows that the random
variable X does not satisfy Hardy’s condition. Theorem 8 is proved.
We would like to emphasize on the fact that in general, the richness of the theory of
moment determinacy is based on the variety of conditions under which a specific property
is true or is not true, and on the relationships between different conditions. This would
provide more opportunities for both further development of the theory and the appli-
cations. The results derived in this paper can be treated as an addition to the general
picture as described in [15], [17]; see also the references therein. These results, as well
as results of other cited authors, confirm that, in a sense, Carleman’s condition is ‘the
best’ sufficient condition for a probability distribution to be uniquely determined by its
moments. Additional and useful material can be found in the following (yet) unpublished
work:
S. Sodin. Lecture Notes on the classical moment problem. School of Mathematical
Sciences, Queen Mary London University, March 2019. 47 pp.
Remark 7. It was shown above that the rate of growth of the moments of the random
variable X depends on the asymptotic properties of the numerical sequence Kn, n =
1, 2, . . . (see formula (5)). This is closely related to properties of the Euler gamma function
Γ(z) =
∫ ∞
0
tz−1e−t dt, z ∈ C, Re z > 0. (44)
The asymptotics of the function Γ(·) and of its derivatives are important in various appli-
cations. That is why we are giving below some additional facts which seem to be useful
not only for understanding the results in this paper, but also for applied problems.
In [11, Problem 6.48(b)] the question is posed to find the main term of asymptotic
of the quantity
γn :=
dn
dzn
Γ(z)
∣∣
z=1
as n→∞.
To answer this we need n-times differentiation of (44) in z,
dn
dzn
Γ(z) =
∫ ∞
0
(ln t)ntz−1e−t dt,
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which implies that
γn =
∫ ∞
0
(ln t)ne−t dt.
Represent the integral in the right side as the sum:
γn =
∫ 1
0
(ln t)ne−t dt+
∫ ∞
1
(ln t)ne−t dt.
Then, substituting t = 1 + x in the second integral, we get
γn =
∫ 1
0
(ln t)ne−t dt+ e−1
∫ ∞
0
[ln(1 + x)]ne−x dx. (45)
Here, the first integral can be estimated as follows:
e−1n! = e−1
∣∣∣∣∫ 1
0
(ln t)n dt
∣∣∣∣ ≤ ∣∣∣∣∫ 1
0
(ln t)ne−t dt
∣∣∣∣ ≤ ∣∣∣∣∫ 1
0
(ln t)n dt
∣∣∣∣ = n!.
The second one, due to (5), can be expressed in the form:
e−1
∫ ∞
0
[ln(1 + x)]ne−x dx = e−1Kn.
Thus, the first term in (45) is increasing at a rate n!, or, by the Stirling formula, the
rate is
√
2pin (n/e)n. Because of (7), the second term increases not faster than (C lnn)n.
Therefore,
γn =
(∫ 1
0
(ln t)ne−t dt
)
(1 + o(1)),
meaning that for large n the quantity γn increases at a rate n!.
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