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Abstract
Let C⊂Pn be an arithmetically Cohen–Macaulay subscheme. In terms of Gorenstein liaison
it is natural to ask whether C is in the Gorenstein liaison class of a complete intersection. In
this paper, we study the Gorenstein liaison classes of arithmetically Cohen–Macaulay divisors on
standard determinantal schemes and on rational normal scrolls. As main results, we obtain that if
C is an arithmetically Cohen–Macaulay divisor on a “general” arithmetically Cohen–Macaulay
surface in P4 or on a rational normal scroll surface S ⊂Pn, then C is glicci (i.e. it belongs
to the Gorenstein liaison class of a complete intersection). c© 2001 Elsevier Science B.V. All
rights reserved.
MSC: 14H45; 14C10; 14C20
1. Introduction
Let Pn be the n-dimensional projective space over an algebraically closed 9eld k
of characteristic zero. By a codimension c standard determinantal scheme S ⊂Pn we
mean a closed subscheme S of Pn de9ned by the maximal minors of a t × (t + c− 1)
homogeneous matrix, and by a rational normal scroll S ⊂Pn we mean the image S
of a projective bundle P(E) →P1 being E =⊕ki=0 OP1 (ai); a0≤ a1≤ · · · ≤ ak , under
the map to projective space Pn=k+
∑
ai given by the sections of its tautological line
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bundle OP(E)(1). The main purpose of this paper is to study the Gorenstein liaison
classes of arithmetically Cohen–Macaulay divisors on standard determinantal schemes
and on rational normal scrolls. As an application we get that integral curves C ⊂Pn
of maximal arithmetic genus (i.e. Castelnuovo curves) are glicci, namely, they belong
to the Gorenstein liaison class of a complete intersection.
The idea of using complete intersections to link varieties has been used for a long
time, going back at least to work of Noether, Macaulay and Severi. During the last
decades, there have been a great deal of activities and we have a remarkable picture
of liaison theory and its applications in codimension 2. One, naturally, would like to
extend the results to higher codimension. In [18], Kleppe et al. demonstrate that Goren-
stein liaison (brieMy, G-liaison) is a natural generalization to higher codimension of
the well-understood theory of Complete Intersection liaison (brieMy, CI-liaison) codi-
mension two case. We are going to take two of the main results of [18] as starting
point. The 9rst one is the following pleasant surprising theorem:
Theorem 1.1 (Kleppe et al. [18, Theorem 3:6]). In arbitrary codimension; any stan-
dard determinantal scheme S ⊂Pn is glicci.
Our second starting point for this note was:
Theorem 1.2 (Kleppe et al. [18, Corollary 8:9]). All arithmetically Cohen–Macaulay
curves C ⊂P4 lying on a smooth; rational; arithmetically Cohen–Macaulay surface
S ⊂P4 are glicci.
Both results suggest the following question:
Question (Kleppe et al. [18]). In arbitrary codimension; is there only one Gorenstein
liaison class containing arithmetically Cohen–Macaulay subschemes? or; equivalently;
are all arithmetically Cohen–Macaulay subschemes glicci?
In this paper, while we do not fully answer the above question, we provide some
evidence for an aQrmative answer, by giving a number of examples. In fact, we prove
that any eRective divisor X on a smooth, “general”, arithmetically Cohen–Macaulay
surface S ⊂P4 or on a rational normal scroll surface S ⊂Pn, is glicci provided X is
arithmetically Cohen–Macaulay as a subscheme of Pn (see Corollary 3.14 and The-
orem 4.7). This result largely extends Theorem 1.2 and the previous result of the
authors [6, Theorem 3.9]. As a main ingredient we use the fact that, roughly speaking,
Gorenstein liaison is a theory about generalized divisors on arithmetically Cohen–
Macaulay schemes which collapses to the setting of CI-liaison theory as a theory of
generalized divisors on a complete intersection (for more details see [18,13]) and the
fact that the Picard group of rational normal scrolls and of smooth standard determi-
nantal schemes S ⊂Pn is known (Lefscheftz’s Theorem [19], Barth–Larsen’s Theorem
[2], Lopez’s Theorem [20] and Ein’s Theorem [7]).
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Next, we outline the structure of the paper. In Section 2, we provide the necessary
background information about Gorenstein liaison. Sections 3 and 4 are the heart of
the paper. We start Section 3 collecting the results concerning standard determinantal
schemes S ⊂Pn of codimension c, de9ned by the maximal minors of a t × (t + c− 1)
homogeneous matrix A, used later on. In particular, we recall the de9nitions of the
generalized Koszul complex which provide minimal free resolutions of S and of its
canonical module. Using these complexes we obtain the non-Cohen–Macaulayness of
the symmetric powers SiM; i≥ c+1, being M =Coker and  the graded morphism
de9ned by A. As a main result of Section 3, we prove that all arithmetically Cohen–
Macaulay divisors on S of type aH + bK , being H the hyperplane section and K the
canonical divisor of S, are glicci (see Theorem 3.12). In particular, all arithmetically
Cohen–Macaulay eRective divisors D on a “general” arithmetically Cohen–Macaulay
surface S ⊂P4 with degree matrix (ui; j); ui; j ¿ 0, are glicci (Corollary 3.14).
In Section 4, we deal with arithmetically Cohen–Macaulay divisors X on rational
normal scrolls S ⊂Pn. As a main result, we prove that any arithmetically Cohen–
Macaulay eRective divisor X on a rational normal scroll surface S ⊂Pn, or on a smooth
rational normal scroll of codimension ≤ 4 are glicci (Theorems 4.7 and 4.10). As a
by-product, we get that all Castelnuovo curves C ⊂Pn are glicci (Proposition 4.9).
2. Denitions and basic facts
Throughout this paper, Pn will be the n-dimensional projective space over an alge-
braically closed 9eld k of characteristic zero, R= k[X0; : : : ; Xn] and m=(X0; : : : ; Xn) its
homogeneous maximal ideal. For a subscheme V of Pn we denote by IV its ideal sheaf
and by I(V ) its saturated homogeneous ideal; note that I(V )=H 0∗(IV ):=
⊕
t∈Z H
0(Pn;
IV (t)): If V ⊂Pn is a codimension c subscheme, the canonical module KV of V is
de9ned by
KV = ExtcR(R=I(V ); R)(−n− 1):
If M is a graded R-module, we distinguish two types of duals of M : the R-dual
M∗:=HomR(M;R) and the k-dual M∨:=Homk(M; k).
We remind that a 9nitely generated R-module M is said to be Cohen–Macaulay
(brieMy CM) if depth(M) = dim(M) or M = 0. A subscheme V of Pn is arithmeti-
cally Cohen–Macaulay (brieMy ACM) if its homogeneous coordinate ring R=I(V ) is
a Cohen–Macaulay ring, i.e. depth(R=I(V )) = dim(R=I(V )). Note that if V ⊂Pn is a
zero-scheme, then it is automatically ACM. It is well known that if dim V = d≥ 1,
then V is ACM if and only if Hi∗(IV ):=
⊕
t∈Z H
i(Pn; IV (t)) = 0 for 1≤ i≤d:
We recall that a codimension c subscheme X of Pn is arithmetically Gorenstein
(brieMy a.G.) if its saturated homogeneous ideal, I(X ), has a minimal free graded
R-resolution of the following type:
0→ R(−t)→ Fc−1 → · · · → F1 → F0 → I(X )→ 0:
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In particular, X is arithmetically Cohen–Macaulay. It is well known that in codimen-
sion two, a.G. subschemes and complete intersection subschemes coincide. In higher
codimension, any complete intersection subscheme is a.G. but not vice verse (indeed, a
set of n+2 points in Pn in linear general position is a.G. but not complete intersection).
Denition 2.1. A noetherian ring A (resp. a noetherian scheme X ) satis9es the condi-
tion Gr , “Gorenstein in codimension ≤ r”, if every localization Ap (resp. every local
ring Ox) of dimension ≤ r is a Gorenstein local ring.
Remark 2.2. De9nition 2.1 means that the non-locally Gorenstein locus has codimen-
sion greater than r. See [13] for more details on schemes satisfying the
condition Gr .
Let S ⊂Pn be an ACM scheme which satis9es property G1. A divisor D on S is a
pure codimension 1 subscheme D of S with no embedded components.
Now, we collect the main de9nitions about Gorenstein liaison needed in this paper.
Denition 2.3 (see also [18; De9nitions 2:3; 2:4; 2:10]). We say that two subschemes
V1 and V2 of Pn are Gorenstein linked, or simply G-linked, by an a.G. scheme X ⊂Pn
if I(X )⊂ I(V1) ∩ I(V2) and we have I(X ) : I(V1) = I(V2) and I(X ) : I(V2) = I(V1):
We call G-Liaison the equivalence relation generated by G-links. If X is a com-
plete intersection, we say that V1 and V2 are complete intersection linked, or simply
CI-linked. We call CI-Liaison the equivalence relation generated by CI-links. A sub-
scheme X ⊂Pn is said to be licci if it is in the CI-Liaison class of a complete inter-
section. Analogously, we say that a scheme X ⊂Pn is glicci if it is in the Gorenstein
Liaison class of a complete intersection.
We say that V1 and V2 are CI-bilinked (resp. G-bilinked) if V1 is linked to V2 in
two steps by complete intersection schemes (resp. arithmetically Gorenstein schemes).
For more information about Gorenstein liaison, see [21,18].
In codimension two CI- and G-Liaison generate the same equivalence relation, since
complete intersections and a.G. schemes coincide. In higher codimension it is no longer
true. Indeed, a simple counterexample is the following: consider a set X of four points
in P3 in linear general position. By adding a suQciently general 9fth point, we G-link
X to a single point. Therefore, X is glicci. On the other hand, it follows from [14,
Corollary 5:13] that X is not licci.
The most complete picture in terms of Liaison theory and its applications has been
in the codimension two case, where arithmetically Gorenstein schemes and complete
intersection schemes coincide. One naturally would like to develop a program in higher
codimension. The results of [18] suggest that G-Liaison is a more natural approach to
higher codimension (see [18] for more details). We end this section recalling two
results which will be strongly used in Sections 3 and 4:
M. Casanellas, R.M. Mir(o-Roig / Journal of Pure and Applied Algebra 164 (2001) 325–343 329
Proposition 2.4. Let X ⊂Pn be an ACM subscheme satisfying G1 and let K be a
canonical divisor on X and H the hyperplane section. Then; any element of the linear
system |dH − K | is arithmetically Gorenstein.
Proof. See [18, Corollary 5:5].
Proposition 2.5. Let X ⊂Pn be an ACM subscheme satisfying G1 and let C ⊂X be
an e;ective divisor. Take any divisor C1 in the linear system |C + tH | being H a
hyperplane section of X and t ∈ Z. Then; C and C1 are G-bilinked. (Notice that if
t = 0 then C and C1 are linearly equivalent.)
Proof. See [18, Corollary 5:13].
3. Glicci divisors on standard determinantal schemes
We start this section collecting the results on standard determinantal schemes and
the associated complexes needed in the sequel and we refer to [4,8] for more details.
Denition 3.1. If A is a homogeneous matrix, we denote by I(A) the ideal of R gener-
ated by the maximal minors of A and by Ij(A) the ideal generated by the j× j minors
of A. A codimension c subscheme S ⊂Pn is called a standard determinantal scheme
if I(S) = I(A) for some t × (t + c − 1) homogeneous matrix A.
Now, we are going to describe some complexes associated to a codimension c stan-
dard determinantal scheme S. To this end, we denote by  : F → G the morphism of
free graded R-modules of rank t + c− 1 and t, de9ned by the homogeneous matrix A
of S. We denote by Ci() the (generalized) Koszul complex:
Ci() : 0→ ∧iF ⊗ S0(G)→ ∧i−1F ⊗ S1(G)→ · · · → ∧0F ⊗ Si(G)→ 0:
Let Ci()∗ be the R-dual of Ci(). The dual map ∗ induces graded morphisms
!i : ∧t+iF ⊗ ∧tG∗ → ∧iF:
They can be used to splice the complexes Cc−i−1()∗⊗∧t+c−1F ⊗∧tG∗ and Ci()
to a complex Di():
0→∧t+c−1F ⊗ Sc−i−1(G)∗ ⊗ ∧tG∗ → ∧t+c−2F ⊗ Sc−i−2(G)∗ ⊗ ∧tG∗ → · · · →
∧t+iF ⊗ S0(G)∗ ⊗ ∧tG∗ → ∧iF ⊗ S0(G)→ ∧i−1F ⊗ S1(G)→ · · · →
∧0F ⊗ Si(G)→ 0:
The complex D0() is called the Eagon–Northcott complex and the complex D1()
is called the Buchsbaum–Rim complex. Let us rename the complex Cc() as Dc().
Denote by Im() the ideal generated by the m×m minors of the matrix A representing
. Then we have the following a well-known result:
330 M. Casanellas, R.M. Mir(o-Roig / Journal of Pure and Applied Algebra 164 (2001) 325–343
Proposition 3.2. Let S ⊂Pn be a standard determinantal subscheme of codimension
c associated to a graded minimal (i.e. im()⊂mG) morphism  : F → G of free
R-modules of rank t + c − 1 and t; respectively. Set M = Coker. Then it holds:
(i) Di() is acyclic for −1≤ i≤ c.
(ii) D0() is a minimal free graded R-resolution of R=I(S) and Di() is a minimal
free graded R-resolution of length c of Si(M); 1≤ i≤ c.
(iii) KS ∼= Sc−1(M)(−n−1). So; Dc−1()(−n−1) is a minimal free graded R-module
resolution of KS .
(iv) Di() is a minimal free graded R-resolution of Si(M) for c+1≤ i≤ n whenever
depth(Im(); R)≥ t + c − m for all t≥m≥ t + c −min(t + c − 1; i).
Proof. See, for instance [4, Theorem 2:20] and [8, Corollary A2:12 and Corollary
A2:13].
Remarks 3.3. By Proposition 3.2(ii), any standard determinantal scheme S ⊂Pn is
ACM. Moreover, in codimension 2, the converse is true: If S ⊂Pn is ACM of codi-
mension 2 then it is standard determinantal (Hilbert–Burch Theorem).
In 1948, Gaeta proved that, in codimension 2, any standard determinantal scheme
is licci [9]. However, in the context of CI-liaison Gaeta’s Theorem does not general-
ize to higher codimension (see, for instance, [14, Corollary 5:13] and [18, Corollary
7:5 or Example 7:9]). Nevertheless, we have: In arbitrary codimension, any standard
determinantal scheme S ⊂Pn is glicci (Theorem 1.1).
Corollary 3.4. Let S ⊂Pn be a smooth standard determinantal subscheme of codi-
mension c associated to a graded minimal morphism  : F → G of free R-modules
of rank t + c − 1 and t; respectively. Set M = Coker. Then it holds:
(i) If 1≤ l≤ c; then Sl(M) is a Cohen–Macaulay R-module. In particular; KS =
Sc−1(M)(−n− 1) is a Cohen–Macaulay R-module.
(ii) If c + 1≤ l≤ n and t ¿ 1 then; Sl(M) is not a Cohen–Macaulay R-module.
Proof. M and all the symmetric powers Si(M) are annihilated by It(). So, dim(M)=
dim Si(M) = dim R− codim It() = n− c:
(i) By Proposition 3.2(ii), for any integer 1≤ i≤ c; Si(M) has projective dimen-
sion c; so depth Si(M) = n− c by the Auslander–Buchsbaum formula. Therefore,
depth Si(M) = dim Si(M) and Si(M) is a Cohen–Macaulay R-module.
(ii) Since S is smooth, depth(Im(); R)≥ t + c − m for all t≥m≥ t + c − min(t +
c − 1; i). Therefore, we can apply Proposition 3.2(iv) and we get that for any
integer c + 1≤ i≤ n; Si(M) has projective dimension equal to min(i; t + c − 1).
So, since t ¿ 1; depth Si(M)¡n − c by the Auslander–Buchsbaum formula and
depth Si(M)¡ dim Si(M). Therefore, Si(M) is not a Cohen–Macaulay
R-module.
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In order to extend Corollary 3.4(ii) to any integer l≥ n, we need the following easy
lemma:
Lemma 3.5. Let S ⊂Pn be a smooth standard determinantal scheme of codimension c
associated to a graded minimal morphism  :F → G of free R-modules of rank t+c−1
and t; respectively. Set M =Coker. Then depth Si+1(M)≤ depth Si(M) for all i≥ 1:
Proof. Since S is smooth, depth(It−1(); R) = n, so we may assume that the con-
ditions of [8, Theorem A2:14] are satis9ed. Therefore, if we call 1 the subma-
trix of  consisting of the 9rst g − 1 columns of ; M is isomorphic to the ideal
J = (Ig−1(1) + I())=I() of R′ = R=I(S) of codimension 1. So, M˜ ∼= J˜ is a lo-
cally free OS -module of rank 1. This implies that SiM˜ ∼= SiJ˜ ∼= J˜⊗i as OS -modules. As
depthR′ J
⊗i+1≤ depthR′ J⊗i, the Auslander–Buchsbaum formula implies that pdR′(J⊗i)
≤pdR′(J⊗i+1). Shea9fying we get that pdOS (SiM˜) = pdOS (M˜
⊗i
)≤pdOS (M˜
⊗i+1
) =
pdOS (Si+1M˜). This means that pdR′(SiM)≤pdR′(Si+1M), so by the Auslander–
Buchsbaum formula depthR′Si+1M ≤ depthR′ SiM: But these depths are the same as
R-modules (see, for instance, [3, Exercise 1:2:26]), so depthR Si+1(M)≤ depthR Si(M).
Corollary 3.6. Let S ⊂Pn be a smooth standard determinantal subscheme of codi-
mension c associated to a graded minimal morphism  :F → G of free R-modules of
rank t+ c−1 and t; with t ¿ 1. Set M =Coker. Then; for any integer l≥ n; Sl(M)
is not a Cohen–Macaulay R-module.
Proof. By Corollary 3.4(ii), Sn(M) is not a Cohen–Macaulay module or, equivalently,
depth(SnM)¡ dim Sn(M). Since, for any l; depth(SlM)≤ depth(Sl−1M) by Lemma
3.5, we get that depth(SlM)¡ dim Sn(M) for any l≥ n. Therefore, since dim Sl(M)=
dim Sn(M) = n− c; Sl(M) is not a Cohen–Macaulay R-module for l≥ n.
From now until the end of this section we assume that the ground 9eld is the
complex number 9eld. First of all we observe:
Proposition 3.7. Let S ⊂Pn be a smooth complete intersection variety of dimension
r≥ 3 or a smooth standard determinantal variety of dimension r≥ 12 (n + 2). Then
every e;ective divisor D on S is glicci.
Proof. Indeed, in both cases we have Pic(S) = Z:H and D∼ aH with a≥ 0 (see Lef-
schetz’s Theorem [19] and Barth–Larsen’s Theorem [2]). So, by Proposition 2.5, we
only need to prove that H is glicci. When S is a complete intersection, H is also a
complete intersection, thus H is glicci. In the second case, according to Theorem 1.1,
S is glicci and applying [21, Theorem 5:2:15] we get that its hyperplane section H is
also glicci.
Our next goal is to see that there is only one G-liaison class containing ACM curves
C ⊂P4 lying on a smooth, “general”, ACM surface S ⊂P4 and only one G-liaison class
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containing ACM divisors of type aK+bH on a smooth standard determinantal scheme
S ⊂Pn.
Let us start 9xing some notation needed in the sequel.
Terminology 3.8. To say that a statement holds for a general point of a projective
variety Y means that there exists a countable union Z of proper subvarieties of Y
such that the statement holds for every point x ∈ Y \ Z . In particular, we say that
a statement holds for a “general” surface S ⊂P4 with Hilbert polynomial p(t) if the
statement holds for a general point of some irreducible component of HilbP
4
p(t).
From now onwards, we restrict our attention to standard determinantal schemes
S ⊂Pn of codimension c which are not complete intersection. Assume that S ⊂Pn
is given by the maximal minors of a t× (t+c−1) homogeneous matrix A representing
a homomorphism  of free graded R-modules
 :F =
t+c−1⊕
i=1
O(ai)→ G =
t⊕
j=1
O(bj):
Without loss of generality, we may assume a1≤ a2≤ · · ·≤ at+c−1 and b1≤ b2≤
· · · ≤ bt . The following theorem computes the Picard group of smooth standard de-
terminantal schemes and it will allow us to determine all ACM eRective divisors on a
“general” ACM surface S ⊂P4.
Theorem 3.9. Let S ⊂Pn be a smooth standard determinantal variety of dimension
d. Assume that either
(i) ai = bj for all i = 1; : : : ; t + c − 1; j = 1; : : : ; t and d≥ 3; or
(ii) S ⊂P4 is a “general” surface and bj−ai ¿ 0 for all i=1; : : : ; t+1 and j=1; : : : ; t.
Then Pic(S) ∼= Z:H or Pic(S) ∼= Z2; unless S ⊂P4 is a Castelnuovo surface and
Pic(S) ∼= Z9 or S ⊂P4 is a Bordiga surface and Pic(S) ∼= Z11.
Proof. See [7, Corollary 2:4] for standard determinantal varieties S ⊂Pn of dimension
d≥ 3 and [20, Theorem III.4:2], for smooth, “general” surfaces S ⊂P4.
Remark 3.10. We do not know whether Theorem 3.9 generalizes to standard deter-
minantal surfaces (d = 2) S ⊂Pn; n≥ 5. Recall that there are examples of standard
determinantal surfaces S ⊂Pn with arbitrarily large Picard group. Indeed, let S ⊂Pn
be a White surface. By de9nition, S = (Xs)⊂Pn where Xs is the blow up of P2 at
s=( n+12 ) distinct points P1; : : : ; Ps not contained in any curve of degree n−1, and  is
the embedding associated to the linear system |nE0−E1 : : :−Es|, being Ei; i=1; : : : ; s,
the exceptional divisors and E0 the strict transform of a line in P2. By [10, Proposi-
tion 1:1], S ⊂Pn is a smooth ACM surface and its ideal is generated by n forms of
degree 3 which are the (3 × 3)-minors of a 3 × n-matrix of linear forms. Moreover,
Pic(S) ∼= Zs+1 ∼= 〈E0;E1; : : : ; Es〉.
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Notation 3.11. With the notations of Theorem 3.9, we denote by AS the subgroup
of Pic(S) generated by H = OS(1) and the canonical sheaf K = !S of S. By [20,
Observation III.3.5], under the hypothesis of Theorem 3.9(ii) we have AS = Pic(S)
unless S is a Castelnuovo surface and Pic(S) ∼= Z9 or a Bordiga surface and Pic(S) ∼=
Z11. Nevertheless, for standard determinantal schemes X ⊂Pn of dimension d≥ 3 we
do not know, in general, if the inclusion AS=Z:H ⊕Z:K ⊂Pic(S) ∼= Z2 is an equality.
Before stating next theorem we recall some well-known results. Let vExtim(M;−)
be the right-derived functor of vH 0m(HomR(M;−)). We have the spectral sequences
([11, Exp. VI, Th*eorAeme 1:6]):
Ep;q2 =vExt
p
R(M1; H
q
m(M2))⇒vExtp+qm (M1; M2)
and
Ep;q2 =vH
p
m(Ext
q
R(M1; M2))⇒vExtp+qm (M1; M2)
(⇒ means “converging to” and Mi are graded R-modules of 9nite type) and a long
exact sequence ([11, Exp. VI Corollaire 1:9], or [16, Proposition 2:1:2 and Remark
2:1:3])
(∗) →vExtim(M1; M2)→vExtiR(M1; M2)→ExtiOP(M˜ 1; M˜ 2(v))→vExti+1m (M1; M2)→
(where P= Pn).
Now, we are in the position to state and prove the main result of this section:
Theorem 3.12. Let S ⊂Pn be a smooth standard determinantal variety of codimen-
sion c≥ 2. Then; an e;ective divisor C ∼ aK + bH ∈ AS is ACM if and only if
(i) c≥ 3 and −1≤ a≤ 0 or
(ii) c = 2 and −2≤ a≤ 1.
Moreover; any e;ective ACM divisor in AS is glicci.
Remark 3.13. We are interested in studying the G-liaison class of eRective ACM
divisors C on a smooth standard determinantal varieties S of codimension c. The
hypothesis c≥ 2 is not at all restrictive. Indeed, if c=1 then C as a subscheme of Pn
has codimension 2 and according to Gaeta’s Theorem C is glicci and licci.
Proof. According to Proposition 2.5, we only have to study the eRective divisors D
in AS of type D = H (which is glicci because according to Theorem 1.1 S is glicci
and by [21, Theorem 5:2:15] its hyperplane section H is also glicci) and of type
D=aK+bH; with a¿ 0 (indeed, aK+bH and −(a+1)K+mH are G-linked because
aK + bH − (a+ 1)K +mH =−K + (b+m)H is a.G. by Proposition 2.4, so aK + bH
is ACM if and only if −(a+ 1)K + mH is ACM).
By the exact sequence
0→ IS;Pn → ID;Pn → ID;S → 0;
and using the fact that S is an ACM subscheme, we deduce that D=aK+bH is ACM
if, and only if, Hi(S;OS(−aK + lH)) = 0 for all i=1; : : : ; dim S − 1 and for all l ∈ Z:
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Using Serre duality we get that this is equivalent to
Hj(S;OS((a+ 1)K + mH)) = 0 for all j = 1; : : : ; dim S − 1 and all m ∈ Z:
Set M = Coker. Since KS ∼= Sc−1(M)(−n − 1) by Proposition 3.2(iii) and since
M˜ ; !S are invertible OS -modules, we have the following sequence of isomorphisms of
OS -modules:
!⊗(a+1)S ∼= Sa+1!S ∼= Sa+1(Sc−1(M˜)⊗ OS(−n− 1))
∼= Sa+1(M˜⊗(c−1) ⊗ OS(−n− 1))
∼= M˜⊗(a+1)(c−1) ⊗ OS((a+ 1)(−n− 1))
∼= S(a+1)(c−1)M˜ ⊗ OS((a+ 1)(−n− 1)):
Thus, aK + bH is ACM if, and only if, Hj(S; S(a+1)(c−1)(M˜)⊗OS(mH)) = 0 for all
m ∈ Z and for j = 1; : : : ; dim S − 1.
We distinguish two cases depending on the codimension c of S: c≥ 3 or c = 2.
Claim 1. If c≥ 3; aK + bH is not an ACM scheme for a≥ 1.
Proof of Claim 1. Set l = (a + 1)(c − 1). Since a≥ 1; l≥ 2c − 2, and so l≥ c + 1
(as c≥ 3). Therefore, using Corollaries 3.4 and 3.6, we have that Sl(M) is not a
Cohen–Macaulay R-module for a≥ 1. Thus, if a≥ 1; pd(SlM)≥ c + 1 and
Extc+1R (SlM; R) = 0:
Now, we use the long exact sequence (∗) :
· · · →vExtc+1m (SlM; R)→vExtc+1R (SlM; R)→ Extc+1OPn (SlM˜ ;OPn(v))→ · · · :
Since vExtc+1R (SlM; R) = 0 for some v, we have Extc+1OPn (SlM˜ ;OPn(v)) = 0 because
vExtc+1m (SlM; R) ∼=−v−n−1Extn−cR (R; SlM)∗ = 0
(see [17, Theorem 1:1] for the last isomorphism).
Therefore, Extc+1OPn (SlM˜ ;OPn(v)) = 0 for some v ∈ Z and, by Serre duality, Hn−c−1(Pn;
]Sl(M)⊗OS(−v− n− 1)) = 0. Thus, we obtain that, if a≥ 1 and c≥ 3, for some m ∈
Z; H dim S−1(S; SlM˜ ⊗ OS(m)) = 0, so aK + bH is not ACM and Claim 1 is proved.
Claim 2. If c = 2; then aK + bH is not ACM for a≥ 2; but K + dH is ACM and
glicci.
Proof of Claim 2. If a≥ 2, we get that l = (a + 1)(c − 1) = a + 1≥ 3 = c + 1, so,
proceeding as in the proof of Claim 1, we obtain that aK + bH is not ACM.
Now, we prove that if c = 2; K + dH is ACM and glicci:
Let A be the t × (t + 1) homogeneous matrix de9ning S and let B = [A;M ] be
the matrix obtained adding to A a suQciently general column M . Thus, B de9nes a
codimension c + 1 standard determinantal scheme D⊂ S ⊂P4. By [18, Theorem 3:6],
D is glicci. Moreover, OS(D) ∼= !S(t) for some t ∈ Z, i.e., D ∈ |K + tH | (see [18,
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Proof of Proposition 10:7]). Hence, K + tH and D are G-bilinked (Proposition 2.5) so
K + dH is ACM and glicci.
Using these two claims we get the characterization of eRective ACM divisors C on
S linearly equivalent to aK + bH and the fact that every ACM eRective divisor in AS
is glicci.
Corollary 3.14. Let S ⊂P4 be a general ACM surface deAned by a graded minimal
morphism  :
⊕t+1
i=1 O(ai)→
⊕t
j=1 O(bj). Assume that bj−ai ¿ 0 for all i=1; : : : ; t+1
and j = 1; : : : ; t. Then, every ACM e;ective divisor C on S is glicci.
Proof. For the case of a Castelnuovo surface or a Bordiga surface, see [18, Corollary
8:9]. Otherwise, the result follows from Theorem 3.12 and the fact that AS =Pic(S) ∼=
Z:H ⊕ Z:K (see [20, Theorem III.4.2]).
Remark 3.15. Theorem 3.12 and Corollary 3.14 may be viewed as a vast generalization
of [18, Corollary 8:9] and [6, Theorem 3:9].
Remark 3.16. We would like to remark that in the hypothesis of Theorem 3.12, C is
ACM as a subscheme of Pn but C is not necessarily smooth.
4. Glicci divisors on rational normal scrolls
Scrolls are fascinating varieties. We start this section describing the results on rational
normal scrolls needed later on and we refer to [12] for more details.
Let E=
⊕k
i=0 O(ai) be a rank k + 1 vector bundle on P1, where 0≤ a0≤ · · · ≤ ak ,
and ak ¿ 0. Let P(E)=Proj(Sym(E))→ P1 be the projectivized vector bundle and let
OP(E)(1) be its tautological line bundle. Then OP(E)(1) is generated by global sections
and de9nes a birational map P(E) → PVai+k . We write S(E) or S(a0; : : : ; ak) for
the image of this map, which is a variety of dimension k + 1 and degree c:=
∑
ai.
A rational normal scroll is one of the varieties S(E).
The most familiar examples of rational normal scrolls are Pd, which is S(0; : : : ; 0; 1),
and the rational normal curve of degree a in Pa, which is S(a).
Rational normal scrolls S = S(a0; : : : ; ak)⊂Pc+k are integral varieties of minimal
degree, i.e. deg S = codim S + 1. They are ACM and even more, they are standard
determinantal varieties de9ned by the 2 × 2 minors of a 2 × c matrix with suitable
linear entries (see [1, p. 96]).
The divisor class group of a rational normal scroll S = S(a0; : : : ; ak)⊂Pc+k ; k ≥ 1,
is generated by the hyperplane section H and a linear subspace F ⊂ S of dimension
k. Note that F and H can be dependent as it happens in the rational normal curve or
a cone over a rational normal curve. The canonical class of S is KS ∼ − (k + 1)H +
(c − 2)F .
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Remark 4.1. The singularities of a rational normal scroll occur in codimension two
or more, so it satis9es the property G1 (see [1, Proposition II.5:4]). Moreover, S =
S(a0; : : : ; ak) is smooth if and only if ai ¿ 0, for all i, or S = S(0; : : : ; 0; 1) = Pk+1. In
addition, S(0; a0; : : : ; ak) is the cone in PVai+k+1 over S(a0; : : : ; ak).
When S=S(a0; : : : ; ak)⊂Pc+k is a smooth rational normal scroll and k ≥ 1, we have
the intersection numbers Hk+1 =
∑
ai, HkF = 1, HiFk+1−i = 0 for 0≤ i≤ k − 1.
The following well-known theorem gives a classi9cation of varieties of minimal
degree:
Theorem 4.2. Let X ⊂Pr be any reduced; irreducible; non-degenerate variety of min-
imal degree. Then S is either a rational normal scroll; a cone over the Veronese
surface P2 ,→ P5; the Veronese surface itself; or a hyperquadric.
Proof. See [12, p. 51].
Now, we collect a few lemmas on varieties of minimal degree used later on.
Lemma 4.3. Let C ⊂Pn be an integral rational ACM curve. Then C is glicci.
Proof. We may assume n≥ 3 because in the case n = 2, C is a complete inter-
section and therefore C is glicci. Set d:=degC. The following exact cohomology se-
quence
0→ H 0(Pn; IC(1))→ H 0(Pn;OPn(1))→ H 0(C;OC(1))→ H 1(Pn; IC(1))→ 0;
together with the Riemann–Roch theorem, shows that if C is ACM, then d≤ n.
In the case d= n; C is a rational normal curve (by Theorem 4.2) and therefore C
is a standard determinantal scheme. Thus, C is glicci by Theorem 1.1.
If d¡n, then C is a degenerate curve and, in fact, C ⊂Pd. So C is a rational
normal curve in Pd by Theorem 4.2, and, arguing as before, C is glicci.
Lemma 4.4. (a) Let C = L1 ∪ L2 ∪ · · · ∪ Lt ⊂Pn be the union of t di;erent lines
Li⊂Pn; t≤ n; passing through a point P ∈ Pn and such that any i lines among them
span a projective space Pi of dimension i. Then C is ACM and C is glicci.
(b) Let L⊂Pn be a linear subspace of dimension r. Let H1; : : : ; Ht ; t≤ n−r; be linear
subspaces in Pn of dimension r + 1 containing L and such that any i of them
span a projective space Pi+r of dimension i + r. Then X = H1 ∪ H2 · · · ∪ Ht is
ACM and glicci.
Proof. (a) It is a particular case of (b).
(b) We may assume that L is de9ned by the equations X1 = · · ·=Xn−r =0 and that Hi
is given by the equations X1 =X2 = · · ·= Xˆ i= · · ·=Xn−r=0. We may also assume
that t=n− r because if t ¡n− r, then X =H1∪· · ·∪Ht is degenerate. With these
assumptions, the ideal I(X ) is generated by the quadratic forms {XiXj}1≤ i ¡ j≤ n−r :
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Thus, I(C) is generated by the 2× 2 minors of the matrix(
X1 2X2 3X3 · · · jXj · · · (n− r − 1)Xn−r−1 0
0 X2 X3 · · · Xj · · · Xn−r−1 Xn−r
)
:
Therefore, X is a standard determinantal scheme, so X is ACM and glicci by
Theorem 1.1.
Lemma 4.5. Let X ⊂Pr be a reduced; irreducible; non-degenerate variety of minimal
degree. Then X is ACM and glicci.
Proof. According to the classi9cation given in Theorem 4.2 we distinguish three cases.
(i) If X is an hyperquadric, the result is immediate.
(ii) If X is a rational normal scroll, the result follows from the fact that X is standard
determinantal and Theorem 1.1.
(iii) If X is the Veronese surface, then it is well known that X is ACM. If X is a cone
over the Veronese surface, then it is also ACM because, by induction hypothesis
on the dimension of X , its hyperplane section is ACM ([15, Proposition 2:1]). The
fact that the Veronese surface and a cone over the Veronese surface are glicci
will follow from Remark 4.11.
In order to study the Gorenstein Liaison classes of ACM divisors on a rational
normal scroll, we recall the following result:
Proposition 4.6. Let X ⊂Pc+k be an e;ective divisor on a rational normal scroll
S=S(a0; : : : ; ak). Assume that d:=degX ¿c and write d= tc+3; where 1−c≤ 3≤ 0.
Then X is ACM if and only if either
(1) X ∼ tH + 3F; or
(2) c divides d− 1 and X ∼ (t − 1)H + F .
Proof. See [22, Theorem 5:10].
We are now ready to state and prove the main result of this section.
Theorem 4.7. Let C ⊂Pc+1 be an ACM curve lying on a rational normal scroll
surface S = S(a0; a1)⊂Pc+1. Then C is glicci.
Proof. Without loss of generality we may assume a0≤ a1.
We distinguish two cases according to the value of a0.
We consider 9rst the case a0 = 0. In this case, S = S(0; a1)⊂Pa1+1 is a cone, with
vertex a point P ∈ Pa1+1, over a rational normal curve Ca1 ⊂Pa1 : Moreover, in this
case the hyperplane section H is linearly equivalent to a1F , so any divisor X on S is
linearly equivalent to (la1 + n)F for some l; n ∈ Z. By Proposition 2.5, any eRective
divisor X of the form (la1 +n)F is in the G-liaison class of mF for some 0¡m≤ a1.
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If m=a1 then X ∼H and X is glicci. Indeed, S is standard determinantal so it is glicci
and by [21, Theorem 5:2:15] its hyperplane section H is also glicci. If 0¡m¡a1,
we consider the curve C′ = F1 + · · · + Fm where F1; : : : ; Fm are diRerent lines on S
through P. Any i lines among F1; : : : ; Fm span a projective space Pi of dimension i. So
we apply Lemma 4.4 and we get that C′ is glicci and as a consequence, X is glicci.
Therefore, we have proved that if S is a cone over a rational normal curve then every
curve on S is ACM and glicci.
From now until the end of this proof we assume a0¿ 0. According to
Proposition 4.6, C is linearly equivalent to
(a) X ∼ (t − 1)H + F , or
(b) X ∼ tH + bF where 1− c≤ b≤ 0.
Case (a): If X ∼ (t − 1)H + F , since F is an eRective divisor and Proposition 2.5
applies, X is glicci if, and only if, F is glicci. But F is a line, so F is a complete
intersection and X is glicci.
Case (b): We distinguish three subcases depending on the value of b:
Case (b1): b≥ − a0. In this case, H + bF is an eRective divisor on S because
h0(S;OS(H + bF))=
∑
i max{0; ai + b+1}¿ 0. Moreover, the linear system |H + bF |
is base point free (following [12, p. 60]).
A section 5 of |H + bF | is given by a polynomial
5 =
∑
j0+j1=1
ji ≥ 0
5j0 ; j1 (t)Y
j0
0 Y
j1
1 ;
where Y0; Y1 are homogeneous coordinates on each 9bre of S ∼= P(E) → P1 and
5j0 ;j1 ∈ H 0(P1;OP1 (j0a0 + j1a1 + b)). In our situation, 5 = 51;0(t)Y0 + 50;1(t)Y1 with
51;0 ∈ H 0(P1;O(a0 + b)) and 50;1 ∈ H 0(P1;O(a1 + b)). Since, under the hypothesis of
case (b1), ai+b≥ 0 i=0; 1, the value of 50;1 and 51;0 may be prescribed at any given
value t. Therefore, the linear system cuts out the system |OP1 (1)| on each 9bre Ft of
S ∼= P(E). Thus, |H + bF | has no base points and a generic element C′ of |H + bF |
is smooth and irreducible.
Since C is G-bilinked to C′, we just have to prove that C′ is glicci. By [22, Lemma
5:6], the arithmetic genus of an ACM reduced curve D on S linearly equivalent to
6H + 3F is
pa(D) =
6(6− 1)
2
c + (6− 1)(3 − 1):
In particular, since C′∼H+bF , pa(C′)=0. Therefore, C′ is an integral rational ACM
curve (in fact it is a rational normal curve in Pc+1), so by Lemma 4.3 C′ is glicci.
Case (b2): −a0¿b≥max{−a1; 1−a0−a1}. In this case, H+bF is still an eRective
divisor, so we restrict to the case C = H + bF .
Let Ca0 be the rational normal curve lying on S of degree a0 (we are in the case
a0¿ 0; so S is smooth). It is easy to check that Ca0 ∈ |H − a1F | and Ca0 + 7F ∼C =
H + bF being 7= a1 + b. Thus, according to Proposition 2.5, it is enough to see that
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Ca0 + 7F ∼Ca0 + F1 + · · ·+ F7 is glicci. C′:=Ca0 + F1 + · · ·+ F7 is an ACM rational
curve (the genus may be computed as in case (b1)) on S of degree c+b¡c. Thus, it
is degenerate. Indeed, Ca0 ⊂L0:=Pa0 and Ca0 +7F ⊂Pc+b=Pa0+a1+b. We are going to
prove that C′=Ca0 +F1+ · · ·+F7 is the hyperplane section of a certain rational normal
scroll. To this end, we consider 7 points P1; : : : ; P7, Pi ∈ Fi, such that any i-points
of them span an (i − 1)-plane; and we consider a linear space L1:=Pa1+b⊂Pa0+a1+b
containing all these points and disjoint with L0 = Pa0 . Let 0 : P1 → Ca0 be an
isomorphism and let 1 : C7′ → P1 be an isomorphism from a rational normal curve
C′7⊂L1 =P7 to P1. We can perform a change of coordinates 8 in L1 sending each Pi
to −11 ◦−10 (Ca0 ∩Fi) and we call C7 the rational normal curve 8−1(C′7) in L1 passing
through P1; : : : ; P7. The composition 0 ◦ 1 ◦ 8 gives an isomorphism ’ : C7 → Ca0
such that ’(Pi) = Fi ∩ Ca0 .
Let S ′ = S(a0; 7) (resp. S ′ = S(7; a0) if 7¡a0) be the rational normal scroll S ′ =⋃
p∈C7 p; ’(p)⊂Pa0+a1+b+1 (for more details about this construction of rational normal
scrolls see [12, p. 46]). S ′ contains the curve C′ = Ca0 + F1 + · · · + F7. Let H ∼=
Pa0+a1+b⊂Pa0+a1+b+1 be the hyperplane containing the curve C′, so C′ = H ∩ S ′. S ′
is glicci by Lemma 4.5, therefore, the hyperplane section C′ is also glicci by [21,
Theorem 5:2:15].
Case (b3): b¡ − a1. In this case, we consider the eRective divisor Y = lH +(−c+
2 − b)F for l big enough. Since KS ∼ − 2H + (c − 2)F , X and Y are G-linked by
the arithmetically Gorenstein scheme mH − KS for some m (see Proposition 2.4), so
it is enough to study the G-liaison class of Y . Set b′:=− c + 2− b. Since b¡ − a1,
b′ = −c + 2 − b¿ − a0 − a1 + 2 + a1 = −a0 + 2¿ − a0: We can apply case (a) or
(b1) to the divisor Y and we are done.
As application of Theorem 4.7 we will prove that extremal curves C in Pr , i.e.,
curves of maximum arithmetic genus, are glicci. To this end, let us introduce some
notation:
Given two integers d; r with d≥ r≥ 3, we denote by (d; r) the upper bound (Castel-
nuovo bound) for the arithmetic genus of irreducible, non-degenerate curves of degree
d in Pr . More precisely,
Theorem=Denition 4.8 (Castelnuovo Theorem). Let C ⊂Pr be an integral, non-
degenerate curve of degree d; set m=[(d−1)=(r−1)] and write d=m(r−1)+ :+1,
0≤ :≤ r − 2. Then the arithmetic genus of C satisAes
pa(C)≤ (d; r) :=
(
m
2
)
(r − 1) + m::
Integral, non-degenerate curves C ⊂Pr for which the bound is attained are called
Castelnuovo curves; they are ACM curves and were classiAed by Castelnuovo.
Proof. See, for instance [12, p. 42].
As a nice application of Theorem 4.7 we obtain:
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Proposition 4.9. Let C be a Castelnuovo curve of degree d in Pr ; d≥ 2r + 1; r≥ 3.
Then; C is glicci.
Proof. By [1, Theorem III.2.5], C lies either on the Veronese surface or on a rational
normal scroll surface. In the 9rst case, C is glicci because the Picard group of the
Veronese surface is generated by a conic C0 and the hyperplane section H is linearly
equivalent to 2C0; since C0 and H are glicci, applying Proposition 2.5 we get that
every curve lying on the Veronese surface is ACM and glicci. In the second case, C
is ACM and lies on a rational normal scroll surface, so by Theorem 4.7 we get that
C is glicci.
In next theorem, we extend Theorem 4.7 to rational normal scrolls of codimension
≤ 4:
Theorem 4.10. Let X ⊂Pc+k be an ACM e;ective divisor on a rational normal scroll
S = S(a0; : : : ; ak). Set c = codim X . Assume
(i) c = 3; or
(ii) c = 4; 5; and S is smooth.
Then X is glicci.
Proof. Since S satis9es G1, Proposition 2.5 applies and, adding hyperplane sections if
necessary, we may assume that degX ¿c. Thus, the conditions of Proposition 4.6 are
satis9ed and X is either
(a) X ∼ (t − 1)H + F when c divides degX − 1, or
(b) X ∼ tH + bF where 1− c≤ b≤ 0.
Case (a): If X ∼ (t − 1)H + F , since F is an eRective divisor and Proposition 2.5
applies, X is glicci if, and only if, F is glicci. But F ∼= Pk , so F is a complete
intersection and X is glicci.
Case (b): We distinguish three subcases:
Case (b1): b=0. If b=0, by Proposition 2.5 X ′=H is in the same G-liaison class
as X . By Lemma 4.5, S is glicci, so X ′ = H is also glicci by [21; Theorem 5:2:15].
Case (b2): 0¿b≥ − a0. We remark that this case can only occur when a0 = 0,
i.e., when S is smooth.
Since, h0(S;OS(H+bF))=
∑
i max{0; ai+b+1}, we see that H+bF is an eRective
divisor in this case. By Proposition 2.5, the G-liaison class of X is the same as the
G-liaison class of H + bF .
Since ai + b≥ 0, for all i, we argue as in the proof of Theorem 4.7(b1), and we
obtain that the linear system |H + bF | has no base points. Since S is smooth, we
apply Bertini’s Theorem to get that the generic element X ′ ∈ |H + bF | is smooth and
irreducible of degree d′=Hk(H +bF)= c+b¡c. Then X ′ is degenerate and, in fact,
X ′⊂Pd′+k−1 and it is a smooth variety of dimension k of minimal degree in Pd′+k−1.
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Therefore, X ′ is either a smooth rational normal scroll, so X ′ is glicci by Remark 4:3;
or X ′ is the Veronese surface P2 ,→ P5. But the Veronese surface has codimension
3 in P5 and lies on a rational normal scroll S ′ = S(0; 1; 2)⊂P5. Moreover, X ′ is a
divisor of type (a) in S ′, so X ′ is glicci.
Case (b3): −a0¿b≥ 1− c. In this case, we consider an eRective divisor Y = lH +
(−c + 2 − b)F for l big enough. Since KS ∼ − (k + 1)H + (c − 2)F , X and Y are
G-linked by the arithmetically Gorenstein scheme mH − KS for some m (Proposition
2.4), so we just have to study the G-liaison class of Y . Set b′:= − c + 2 − b. Since
b≤ − a0 − 1, b′≥ − c+ 3 + a0 so, in the cases (i) and (ii) of the theorem we have:
(i) if c = 3, then b′≥ − a0 and Y belongs to cases (a), (b1) or (b2).
(ii) if c= 4; 5 and S is smooth, we also get b′≥ − a0 because a0≥ 1; and Y is as in
cases (a), (b1) or (b2).
Therefore, in any case, Y is glicci by the previous cases (a), (b1), (b2) and X is also
glicci.
Remark 4.11. If V is the Veronese surface P2 ,→ P5, then its ideal is de9ned by the
2× 2 minors of the generic symmetric matrix:
A=

 X0 X1 X2X1 X3 X4
X2 X4 X5

 ;
and V is ACM. Therefore, V is an ACM eRective divisor on the rational normal scroll
S(0; 1; 2)⊂P5 de9ned by the maximal minors of the matrix(
X0 X1 X2
X1 X3 X4
)
:
Thus, V is glicci by Theorem 4.10(i).
A cone X in Pr over the Veronese surface V may be de9ned as a variety given,
with respect to suitable coordinates x0; x1; : : : ; xr , by the ideal of 2 × 2 minors of the
matrix A. X has codimension 3 in Pr and it is a divisor on the scroll
S(0; 0; : : : ; 0︸ ︷︷ ︸
r−4
; 1; 2)
de9ned by the 2× 2 minors of the two 9rst lines of A. Therefore, X is also glicci by
Theorem 4.10(i).
Moreover, the divisor class group of V in P5 is generated by a conic C on V .
Using Proposition 2.5 we see that any divisor D∼ aC on V or on a cone over V is
glicci.
We can also apply this theorem to obtain results on extremal varieties V in Pr (i.e.,
varieties of maximum geometric genus), of codimensions 3,4 or 5. The bound on the
geometric genus is given by:
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Theorem=Denition 4.12. Let V ⊂Pr be an integral, non-degenerate variety of di-
mension k and degree d; set m = [(d − 1)=(r − k)] and write d = m(r − k) + : + 1,
0≤ :≤ r − k − 1. Then the geometric genus of V satisAes
pg(V )≤ (d; r; k):=
(
m
k + 1
)
(r − k) +
(
m
k
)
:;
where the binomial coeDcient ( ab) is 0 when b¿a. The integral, non-degenerate
varieties V ⊂Pr of dimension k and degree d≥ k(r − k) + 2 for which the bound is
attained are called Castelnuovo varieties.
Proof. See, for instance [12, p. 44].
Remark 4.13. Castelnuovo varieties V ⊂Pr are ACM varieties.
Theorem 4.14. A Castelnuovo variety V ⊂Pr of dimension k lies on a variety S of
dimension k + 1 and degree r − k in Pr (i.e.; a variety of minimal degree); cut out
by the quadrics containing V .
Proof. See, [12, p. 45].
Proposition 4.15. Let X ⊂Pr be an integral; non-degenerate Castelnuovo variety of
degree d; dimension k and codimension c. Assume that either
(i) c = 3; or
(ii) c = 4; 5 and X lies on a smooth variety of minimal degree S.
Then X is glicci.
Proof. Under the hypothesis of the proposition, X lies either on a rational normal
scroll satisfying the hypothesis of Theorem 4.10 or on a cone over the Veronese
surface. Therefore, by Theorem 4.10 and Remark 4.11 we obtain that X is glicci.
Remark 4.16. A generalization of Theorems 4.7 and 4.10 for arithmetically Buchs-
baum divisors on a rational normal surface S appears to hold. More precisely, two
arithmetically Buchsbaum divisors X1 and X2 on S are in the same G-liaison class if
and only if they have the same Rao module (up to twist). Full details will appear in [5].
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