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Abstract
We study a variant of the semi-stable Cohomological Hall algebra which we construct using
equivariant Chow groups. This algebra, we call it the semi-stable ChowHa, arises as a quotient
of the CoHa. Smooth models of quiver moduli give rise to modules over the semi-stable ChowHa.
We prove that these modules are cyclic and we compute a presentation using Harder–Narasimhan
methods.
Introduction
The Cohomological Hall algebra—which we will call CoHa, for brevity—and its semi-stable version
were invented by Kontsevich and Soibelman in [9]. These algebras have proven to be very useful
tools in the theory of Donaldson–Thomas invariants. For example, a result of Efimov (cf. [2]) shows
that the CoHa of a symmetric quiver is a free super-commutative algebra. This implies that the
Donaldson–Thomas invariants are non-negative and integral.
There is a class of modules over the semi-stable CoHa of a quiver arising from smooth models (a.k.a.
framed stable quiver moduli) of the underlying quiver moduli space. These modules were introduced
by Soibelman (cf. [17, Section 4]). This comprises an important special case: When choosing the
trivial stability condition, the smooth models—which in this case are usually called non-commutative
Hilbert schemes—have a cell decomposition which can be described entirely combinatorially (cf. [12,
Theorem 1.3] and [3, Corollary 7.8]). In [14, Section 2], Reineke relates the generating series of the
CoHa of the m-loop quiver with the Poincaré series of non-commutative Hilbert schemes (over the
path algebra of the m-loop quiver, which is nothing but a free non-commutative algebra in m letters).
Therefore, we want to examine the interrelation of the Cohomological Hall algebra and the modules
over it obtained by non-commutative Hilbert schemes, or, more generally, the connection between the
semi-stable CoHa and the modules coming from smooth models.
When restricting to the case of a trivial potential, we can define an analog of the semi-stable CoHa
using Edidin–Graham’s equivariant Chow groups. Let’s call it the semi-stable ChowHa. The “ordi-
nary” ChowHa—which coincides with the semi-stable ChowHa for the trivial stability—is isomorphic
to the CoHa. The semi-stable ChowHa is a quotient of the ChowHa/CoHa and under the hypothesis
∗Mathematisches Institut der Universität Bonn
Endenicher Allee 60, 53115 Bonn
Email: franzen@math.uni-bonn.de
1
1 Cohomological Hall Algebra
that the closure of every Harder–Narasimhan (HN) stratum is a union of HN strata, we are able to
compute the kernel explicitly in terms of the ChowHa-multiplication (Lemma 2.1). Although not
applicable in most cases, we are able to use this lemma to prove Proposition 2.4 which states that
the CoHa of the quiver of type A˜1 with the symmetric orientation is isomorphic to the (descending)
tensor product of the semi-stable CoHa’s—with respect to a fixed non-trivial stability; in this case
the semi-stable CoHa’s and the semi-stable ChowHa’s agree. Such an isomorphism is known to exist
for the CoHa of the quiver A2 thanks to Kontsevich–Soibelman (cf. [9, 5.2]) or, more generally, for
the CoHa of any Dynkin quiver except for type E8 thanks to Rimányi (cf. [15]).
We are considering modules over the semi-stable ChowHa which are obtained by Chow groups of
smooth models. There is a natural map from the semi-stable ChowHa—regarded as a left-module over
itself—to the aforementioned module which is surjective and whose kernel can be described explicitly
in terms of equivariant Chern classes of universal bundles (Theorem 3.2). As the closure of a framed
HN stratum which lies over the unframed semi-stable locus is a union of framed HN strata, the proof
can be completed with the same methods as the proof of Lemma 2.1. Theorem 3.2 can be viewed as
a generalization of [4, Theorem 3.6]; it describes the case of the m-loop quiver.
The paper is organized as follows: In the first section, we recollect Kontsevich–Soibelman’s defi-
nition and some facts about the CoHa of a quiver (with trivial potential). We do the same in Section
2 for the semi-stable CoHa (with respect to a stability condition in the sense of King [7]). Describing
the Hecke correspondences which induce the multiplication, it follows that the construction of the
semi-stable CoHa may also be carried through for equivariant Chow groups yielding the semi-stable
ChowHa. Viewed as a quotient of the ChowHa/CoHa, we give a presentation under some strong
assumptions about the HN stratification (Lemma 2.1). The third section deals with CoHa-modules.
We give the definition of a smooth model and describe the Hecke correspondences which induce the
module structure. Again, this construction works in both the cohomological and the intersection
theoretic setup. Due to the nice geometric structure of the smooth models, the thus induced modules
coincide as graded abelian groups (if the quiver has no oriented cycles). Theorem 3.2 gives a close
connection between the semi-stable ChowHa and the module. In Section 4, we apply this result to
the special case of non-commutative Hilbert schemes.
Acknowledgements. I am grateful to Markus Reineke for introducing me to the subject of Cohomolog-
ical Hall algebras and for several very inspiring discussions concerning the methods and results of this
work. I would also like to thank Ben Davison, Sergey Mozgovoy, Richard Rimányi, Yan Soibelman,
and Matt Young for very helpful remarks and discussions. While doing this research, I was supported
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1 Cohomological Hall Algebra
A quiver is a finite oriented graph. We denote its set of vertexes by Q0 and its set of arrows by
Q1. Let Q be a quiver which we consider fixed, whence we often suppress it in the notations. For a
dimension vector d, let Rd be the vector space
Rd(Q) =
⊕
α:i→j
Hom(Cdi ,Cdj )
on which the linear algebraic group Gd :=
∏
i∈Q0
Gldi acts via base change.
2
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Construction of the CoHa
For a dimension vector d, define Hd to be the singular Gd-equivariant cohomology group with rational
coefficients
Hd(Q) = H
∗
Gd
(Rd;Q).
Although not always necessary, we will only use cohomology/Chow groups with rational coefficients.
Therefore, most of the time, we will not indicate this in the notation. Abbreviate Γ := ZQ0≥0. The
Γ-graded abelian group
H (Q) :=
⊕
d
Hd(Q)
can be equipped with a multiplication: For dimension vectors d and e, we consider the vector space(
Rd ∗
Re
)
of those M ∈ Rd+e such that Mα(C
di) ⊆ Cdj for all α : i → j; here, Cdi ⊆ Cdi+ei is the
subspace spanned by the first di coordinate vectors. There are maps
Rd ×Re ←
(
Rd ∗
Re
)
→ Rd+e,
the right-hand map embedding
(
Rd ∗
Re
)
as a linear subspace into Rd+e and the map
(
Rd ∗
Re
)
→ Rd×Re
assigning to a representation M =
(
M ′ ∗
M ′′
)
the pair (M ′,M ′′). We have actions of the groups
L = Gd×Ge on Rd×Re, of P :=
(
Gd ∗
Ge
)
on the space
(
Rd ∗
Re
)
, and Gd+e on Rd+e. With respect to
these actions,
(
Rd ∗
Re
)
→ Rd ×Re is an L-equivariant vector bundle and
(
Rd ∗
Re
)
→ Rd+e is the zero
section of the P -equivariant vector bundle Rd+e →
(
Rd ∗
Re
)
(which forgets the south-western blocks
of the matrices). We thus obtain an isomorphism and a push-forward map
HkL(Rd ×Re)
∼=
−→ HkL
(
Rd ∗
Re
)
and HkP
(
Rd ∗
Re
)
→ Hk+s1P (Rd+e).
Here, s1 = 2dimCRd+e−2 dimC
(
Rd ∗
Re
)
= 2
∑
α:i→j diej . As L is the Levi subgroup of P , the quotient
P/L is an affine space, whence the restriction map HkP
(
Rd ∗
Re
)
→ HkL
(
Rd ∗
Re
)
is an isomorphism.
Moreover, as P is a parabolic subgroup of G = Gd+e, the quotient G/P is projective and thus, there
exists a map HkP (Rd+e) → H
k+s0
G (Rd+e). Here, s0 equals −2 dimCG/P = −2
∑
i diei. Composing
these maps, we obtain for integers k, l
HkGd(Rd)⊗H
l
Ge
(Re) H
k+l+s1+s0
G (Rd+e)
Hk+lL (Rd ×Re) H
k+l
L
(
Rd ∗
Re
)
∼= Hk+lP
(
Rd ∗
Re
)
Hk+l+s1P (Rd+e).
×
∼=
The Euler form χ = χQ of Q is the bilinear form on Z
Q0 defined by χ(d, e) =
∑
i∈Q0
diei−
∑
α:i→j diej.
Note that s1 + s0 = −2
∑
i diei + 2
∑
α:i→j diej which is precisely −2χ(d, e). We have constructed a
Q-linear map
Hd ⊗He → Hd+e
which we denote ∗. Kontsevich–Soibelman show that H thus becomes an associative, Γ-graded
algebra.
Definition. The Γ-graded algebra H (Q) is called the Cohomological Hall algebra of Q.
3
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In [9], the multiplication is computed explicitly: The equivariant cohomology group H∗Gd(Rd)
∼=
H∗Gd(pt) is isomorphic to
Q[xi,ν | i ∈ Q0, 1 ≤ ν ≤ di]
Wd
with Wd =
∏
i Sdi . The variables xi,1, . . . , xi,di (living in degree 2) may be interpreted as the Chern
roots of the Gd-linear vector bundle Rd × C
di → Rd with Gd acting by its i
th factor. Using this
identification, the multiplication of the CoHa is given as follows:
Theorem 1.1 ([9, Theorem 2]). For f ∈ Hd and g ∈ He, the product f ∗ g equals the function∑
σ.
(
f(x′) · g(x′′) ·
∆1(x)
∆0(x)
)
.
The above sum ranges over all (d, e)-shuffles σ. These are elements σ = (σi | i) ∈ Wd+e such that
every σi is a (di, ei)-shuffle permutation. The symbols x
′, x′′ and x stand for the sets of variables
x
′ = {xi,ν | i ∈ Q0, ν = 1, . . . , di}
x
′′ = {xi,ν | i ∈ Q0, ν = di + 1, . . . , di + ei}
x = {xi,ν | i ∈ Q0, ν = 1, . . . , di + ei}.
Moreover, the polynomials ∆0 and ∆1 are defined by
∆1(x) =
∏
α:i→j
di∏
µ=1
dj+ej∏
ν=dj+1
(xj,ν − xi,µ)
∆0(x) =
∏
i∈Q0
di∏
µ=1
di+ei∏
ν=di+1
(xi,ν − xi,µ).
Construction with Equivariant Chow Groups
We can also define the CoHa using Edidin–Graham’s equivariant intersection theory (cf. [1]). For
every d ∈ Γ, we put
Ad(Q) = A
∗
Gd
(Rd)Q.
We define A (Q) to be the direct sum over all these abelian groups Ad. We know that the equivariant
cycle map A∗G(V ) → H
∗
G(V ) is an isomorphism of graded rings (which doubles degrees) if V is a
vector space and G is a reductive group (or a parabolic of a reductive group) which acts linearly on
V . So, as Γ-graded abelian groups, H and A coincide. Moreover, the Hecke correspondences
Rd ×Re ←
(
Rd ∗
Re
)
→ Rd
described above give suitable maps in equivariant intersection theory which make A into a Γ-graded
algebra. The cycle maps are compatible with these maps, whence the isomorphism A → H of
graded abelian groups is actually an isomorphism of Γ-graded algebras. If we want to stress that we
are working with the intersection theoretic version of the CoHa, we will call it the ChowHa.
4
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The Symmetric Case
If Q is a symmetric quiver, i.e. for all vertexes i, j, there are as many arrows from i to j as from j
to i, then the Euler form is a symmetric bilinear form. We can then define a refined grading on the
CoHa which makes it a (Γ× Z)-graded algebra (cf. [9, Section 2.6]): We put
H(d,i) = H
i−χ(d,d)
Gd
(Rd)
and see that the CoHa-multiplication ∗ maps H(d,i)⊗H(e,j) → H(d+e,i+j). The thus obtained (Γ×Z)-
graded algebra H =
⊕
d,iH(d,i) can be made into a graded super-commutative algebra: We define
the parity of an element of H(d,i) to be ε(d) := χ(d, d) (mod 2). Using Theorem 1.1, we can see that
for f ∈ H(d,i) and g ∈ H(e,j), we have
f ∗ g = (−1)χ(d,e)g ∗ f
but this does not mean that the multiplication ∗ is super-commutative. Instead, it is possible to
twist this multiplication with an appropriate sign making it super-commutative. There exists (see [9,
Section 2.6]) a bilinear form ψ : (Z/2Z)Q0 × (Z/2Z)Q0 → (Z/2Z) such that
ψ(d, e) + ψ(e, d) = χ(d, e) + ε(d)ε(e) (mod 2).
Thus, the twisted product f ⋆g := (−1)ψ(d,e)f ∗g makes H into a graded super-commutative algebra.
Of course, the same construction applies for the ChowHa as well (since the ChowHa is isomorphic
to the CoHa). Let PQ(q, t) =
∑
d
∑
k(−1)
k dim
(
H(d,k)(Q)
)
qk/2td ∈ Q(q1/2)[[ti | i]] be the generating
series of the CoHa of a symmetric quiver Q. Using that the generating series of the ring of symmetric
polynomials in n variables is (1− q)−1 . . . (1− qn)−1, we see that
PQ(q, t) =
∑
d
(−q1/2)χ(d,d)
∏
i
di∏
ν=1
(1− qν)−1td.
In [9, Corollary 3], it is shown that the generating series of the CoHa has a product expansion
PQ(q, t) =
∏
d
∏
k
∏
n≥0
(1− qn+k/2td)(−1)
k−1c(d,k),
Observing that the generating series of a free super-commutative algebra generated by one element in
bidegree (d, k) is (1−qk/2td)(−1)
k−1
, this product expansion led Kontsevich–Soibelman to a conjecture
which was proved by Efimov:
Theorem 1.2 ([2, Theorem 1.1]). For a symmetric quiver Q, the algebra H (Q) is isomorphic to a
free super-commutative algebra over a (Γ× Z)-graded vector space
V = V prim ⊗Q[z],
where z has bidegree (0, 2) and such that
⊕
k V
prim
(d,k) is finite-dimensional for every d.
From Efimov’s theorem, it follows that the numbers c(d,k) in the product expansion of PQ(q, t) are
positive integers, namely c(d,k) = dimV
prim
(d,k) .
Conventions. If the quiver is symmetric, we will always understand its CoHa/ChowHa to be equipped
with the (Γ× Z)-grading and the super-commutative multiplication, unless otherwise stated.
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Examples
We describe the structure of the CoHa in three examples that will accompany us throughout the
article. For the explicit descriptions, it is necessary to work with rational coefficients. Examples 1.3
and 1.4 can also be found in [9, Section 2.5].
Example 1.3. Let . be the quiver consisting of a single vertex and no arrows. In this case,
H ( . ) =
⊕
d≥0 Hd with
Hd = Q[x1, . . . , xd]
Sd .
The Euler form of . is χ(d, e) = de. Therefore, a symmetric polynomial f ∈ Hd homogeneous of
degree n lives in bidegree (d, 2n + d2) with respect to the refined grading from the previous section.
The product of f ∈ Hd and g ∈ He is given by∑
f(xσ1 , . . . , xσd) · g(xσd+1 , . . . , xσd+e) ·
1∏d
µ=1
∏d+e
ν=d+1(xσν − xσµ)
.
We observe that in this case, the usual product is already super-commutative. We will identify H
with the exterior algebra over H1. We see that f ∗ f = 0 for every f ∈ H1, whence we obtain a
natural homomorphism
∧
(H1)→ H of (Z≥0 × Z)-graded algebras. Consider the elements ψi ∈ H1
defined by ψi(x) = x
i (the power is taken with respect to the usual multiplication of polynomials,
not the CoHa-multiplication). Then, ψi ∈ H(1,2i+1) and ψ0, ψ1, . . . form a basis of H1. An induction
shows that for 0 ≤ k1 < . . . < kd, we have
(ψk1 ∗ . . . ∗ ψkd)(x1, . . . , xd) = sλ(x1, . . . , xd),
where sλ is the Schur function belonging to the partition λ = (kd − d + 1, . . . , k2 − 1, k1). Hence,
the induced homomorphism
∧
(ψ0, ψ1, . . .)→ H is surjective. A comparison of the generating series
shows that it is in fact an isomorphism. So, in this case,
V prim = H(1,1) = Q · ψ0,
the one-dimensional bigraded vector space concentrated in bidegree (1, 1).
Example 1.4. Let . be the quiver with one vertex and one loop. As a Z≥0-graded vector space,
the CoHa H ( . ) coincides with the CoHa of . . However, the multiplication differs. For f ∈ Hd
and g ∈ He, the product f ∗ g equals∑
f(xσ1 , . . . , xσd) · g(xσd+1 , . . . , xσd+e).
The Euler form of the loop quiver is trivial, wherefore an f ∈ Hd which is homogeneous of degree
n is located in H(d,2n). Similar to Example 1.3, we consider the natural map Sym(H1) → H from
the symmetric algebra over H1 to the CoHa. Let ϕi(x) = x
i ∈ H1. It lives in bidegree (1, 2i). For a
sequence k1 ≥ k2 ≥ . . . ≥ kd, we get
(ϕk1 ∗ . . . ∗ ϕkd)(x1, . . . , xd) = cλ ·mλ(x1, . . . , xd),
6
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wheremλ is the monomial symmetric function attached to the partition λ = (k1, . . . , kd) and cλ is some
positive integer. Comparing the two generating series yields that the natural map Q[ϕ0, ϕ1, . . .]→ H
is an isomorphism. That means that for the loop quiver,
V prim = H(1,0) = Q · ϕ0
which lives in bidegree (1, 0).
Example 1.5. Our last example is the quiver . ⇄ . of type A˜1 with the symmetric orientation. A
dimension vector for . ⇄ . is a pair (m,n) of integers which we denote m ⇄ n, in order to avoid
ambiguous notation. Here, H (.⇄ .) =
⊕
m,n≥0 Hm⇄n with
Hm⇄n = Q[x1, . . . , xm, y1, . . . , yn]
Sm×Sn .
Let f ∈ Hm⇄n and g ∈ Hr⇄s. The product f ∗ g, which lives in H(m+r)⇄(n+s), is the polynomial∑
f(xσ1 , . . . , xσm , yτ1 , . . . , yτn)g(xσm+1 , . . . , xσm+r , yτn+1 , . . . , yτn+s) ·
∆1(xσi , yτj)
∆0(xσi , yτj)
,
where σ is an (m, r)-shuffle, τ an (n, s)-shuffle, and
∆1(x1, . . . , xm+r, y1, . . . , yn+s) =
m∏
i=1
n+s∏
j′=n+1
(yj′ − xi)
m+r∏
i′=m+1
n∏
j=1
(xi′ − yj)
∆0(x1, . . . , xm+r, y1, . . . , yn+s) =
m∏
i=1
m+r∏
i′=m+1
(xi′ − xi)
n∏
j=1
n+s∏
j′=n+1
(yj′ − yj).
For two dimension vectors m ⇄ n and r ⇄ s, the Euler form is given by χ(m ⇄ n, r ⇄ s) =
mr+ns−ms−nr and thus χ(m⇄ n,m⇄ n) = (m−n)2. We obtain that a polynomial f ∈ Hm⇄n
homogeneous of degree k lies in bidegree (m⇄ n, 2k + (m− n)2). Observing that χ(m⇄ n, r ⇄ s)
has always the same parity as ε(m ⇄ n)ε(r ⇄ s), we see that the CoHa-multiplication ∗ is in this
case already super-commutative. We will see in the following that we can construct the vector space
V prim explicitly, like in Examples 1.3 and 1.4.
2 Semi-Stable CoHa and Semi-Stable ChowHa
Let’s briefly recall the notion of semi-stability. In addition to fixing Q, we fix a stability condition
θ, i.e. a Z-linear map ZQ0 → Z (or, more generally, a Q-linear map QQ0 → Q). Whenever it is
convenient, we will suppress the dependency on Q and θ in the notation. Define the associated slope
function µ = µθ by assigning to 0 6= d ∈ Γ the value
µ(d) =
θ(d)∑
i di
.
Abbreviate µ(M) = µ(dimM) for any representation M 6= 0 of Q. A representation M of Q is called
θ-semi-stable if µ(M ′) ≤ µ(M) for every (non-zero) subrepresentationM ′ ofM . It is called θ-stable
7
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if the above inequality is strict, unless M ′ = M . Interpreting M as a point of the variety Rd, King
has shown in [7] that this notion of (semi-)stability can be realized as a notion of (semi-)stability in
the sense of Mumford’s geometric invariant theory (cf. [10]). We define Rθ−sstd to be the open subset
of all θ-semi-stable points of Rd. An easy observation shows that
µ(d) ≤ µ(d + e)⇔ µ(d+ e) ≤ µ(e)⇔ µ(d) ≤ µ(e)
for all dimension vectors d and e of Q. Therefore, given a short exact sequence 0 → M ′ → M →
M ′′ → 0 of representations of Q and provided that their slopes are equal, M is semi-stable if and
only if both M ′ and M ′′ are.
Semi-Stable CoHa
The above considerations enable us to restrict the Hecke correspondences from Section 1 to the semi-
stable loci (as introduced in [9]). Given dimension vectors d and e of the same slope, say µ, the sum
d+ e has also slope µ and the map
(
Rd ∗
Re
)
→ Rd ×Re from above restricts to a map(
Rd ∗
Re
)sst
:=
(
Rd ∗
Re
)
∩Rsstd+e → R
sst
d ×R
sst
e .
This map is L-equivariant and a vector bundle as(
Rd ∗
Re
)sst
Rsstd ×R
sst
e(
Rd ∗
Re
)
Rd ×Re
is a cartesian diagram. We may thus carry through the same construction as for the CoHa-multipli-
cation and obtain a linear map
H iGd(R
sst
d )⊗H
j
Ge
(Rsste )→ H
i+j−2χ(d,e)
Gd+e
(Rsstd+e).
Thus, when defining Γµ to be the submonoid of Γ consisting of 0 and of all d 6= 0 with µ(d) = µ and
putting H θ−sstd (Q) = H
∗
Gd
(Rsstd ), we obtain a Γµ-graded algebra by
H
θ−sst,µ(Q) :=
⊕
d∈Γµ
H
θ−sst
d (Q).
Definition. We call H θ−sst,µ(Q) the θ-semi-stable CoHa of Q of slope µ.
It is evident that, when choosing θ = 0, we recover the CoHa as H 0−sst,0. By the above cartesian
diagram, we can see that pulling back along the open embeddings Rsstd → Rd yields a homomorphism
of (Γµ-graded) algebras H
µ → H sst,µ where H µ is the subalgebra
⊕
d∈Γµ
Hd of H .
8
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Semi-Stable ChowHa
Just like in the case of the ChowHa A , we can also define a variant of the semi-stable CoHa using
equivariant Chow groups, say A θ−sst,µ(Q), by defining it to be the direct sum over all
A
θ−sst
d (Q) = A
∗
Gd
(Rsstd )
for d ∈ Γµ. Again, A
sst,µ is a Γµ-graded algebra.
Definition. We call the algebra A θ−sst,µ(Q) the θ-semi-stable ChowHa of Q of slope µ.
There is a homomorphism of (graded) algebras A sst,µ → H sst,µ which is induced by the equiv-
ariant cycle map.
In [11, Proposition 2.5], Reineke proves that every representation M of Q possesses a unique
filtration M =M r ⊇ . . . ⊇M1 ⊇M0 = 0 such that every subquotient Mν/Mν−1 is semi-stable and
which satisfies µ(M1/M0) > . . . > µ(M r/M r−1). This filtration is called the Harder–Narasimhan
(HN) filtration of M (with respect to θ). Denoting the dimension vector of Mν/Mν−1 by dν , the
tuple d∗ = (d1, . . . , dr) is called the HN type of M . The set of HN types of d of length r will be
denoted HNr(d). The set R
HN
d∗ of all representations of Q having HN type d
∗ is an irreducible, locally
closed subset of Rd. Clearly, Rd equals the disjoint union
⊔
d∗ R
HN
d∗ ranging over all possible HN types
which sum to d.
For the semi-stable ChowHa, the natural map A µ → A sst,µ is clearly surjective. Under some
strong hypotheses about the HN stratification, we are able to give a description of the kernel of
Ad → A
sst
d .
Lemma 2.1. Let d be a dimension vector such that for every HN type d∗ of d, the closure of the HN
stratum RHNd∗ is a union of HN strata. Then, the kernel of Ad → A
θ−sst
d equals∑
r≥2
∑
d∗∈HNr(d)
Ad1 ∗ . . . ∗Adr .
Proof. For a HN type d∗ = (d1, . . . , dr) of d, denote by Rd∗ the closure of R
HN
d∗ in Rd. It coincides
with the subset of those M ∈ Rd which possess a filtration
M =M r ⊇ . . . ⊇M1 ⊇M0 = 0
such that dimMν/Mν−1 = dν . Under the assumptions of the lemma, we can define an order on the
set of HN types of d as follows: For two HN types d∗ and e∗ of d, define d∗ D e∗ if Rd∗ is contained
in Re∗. Let
Pd∗ =
Gld1 . . . ∗. . . ...
Gldr
 , Wd∗ =
Rd1 . . . ∗. . . ...
Rdr
 , and W od∗ =
R
sst
d1 . . . ∗
. . .
...
Rsstdr
 .
The group Pd∗ is a parabolic subgroup of G = Gd whose Levi factor is Ld∗ = Gd1 × . . . × Gdr . The
projection Wd∗ → Rd1 × . . .×Rdr is an Ld∗-equivariant vector bundle whence we have isomorphisms
A
j+χ(d1,...,dr)
Ld∗
(Rd1 × . . .×Rdr) ∼= A
j+χ(d1,...,dr)
Pd∗
(Wd∗) ∼= A
G
n (Wd∗ ×
Pd∗ G)
9
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with n = dimRd − j and χ(d
1, . . . , dr) =
∑
j<lχ(d
j , dl). We note that the equivariant product map
A∗Gd(R
sst
d )⊗A
∗
Gd
(Rsste )→ A
∗
Gd×Ge
(Rsstd ×R
sst
e ) is surjective (even with integral coefficients) as Totaro’s
argument from [18, Lemma 6.1] can also be applied to equivariant Chow rings. Therefore, we are
bound to show that the sequence⊕
d∗⊲(d)
AGn (Wd∗ ×
Pd∗ G)
ψ
−→ AGn (Rd)→ A
G
n (R
sst
d )→ 0 (*)
is exact. The map ψ is given by the sum of the push-forwards ofWd∗×
Pd∗G→ Rd. By the well known
exact sequence for (equivariant) Chow groups, we have an exact sequence AGn (R
unst
d ) → A
G
n (Rd) →
AGn (R
sst
d )→ 0, whence it suffices to show that ψ induces a surjection onto A
G
n (R
unst
d ). For every HN
type d∗, let Rcd∗ be the complement of R
HN
d∗ in Rd∗ . In particular, choosing d
∗ = (d), the unstable
locus coincides with Rc(d). We show by induction on d
∗ that the map
ψe∗ :
⊕
d∗⊲e∗
AGn (Wd∗ ×
Pd∗ G)→ AGn (R
c
e∗)
sending αd∗ to ψd∗,e∗(αd∗) is surjective—which then completes the proof of the lemma. Here, ψd∗,e∗
is the push-forward of the proper morphism Wd∗ ×
Pd∗ G→ Rd∗ → R
c
e∗ . For e
∗ maximal, the desired
surjectivity is obvious, whence we proceed to a non-maximal e∗. Let γe∗ ∈ A
G
n (Re∗). By assumption,
Rce∗ =
⋃
d∗⊲e∗ Rd∗ whence the map
⊕
d∗⊲e∗ A
G
n (Rd∗) → A
G
n (R
c
e∗) is surjective. Choose an inverse
image
∑
d∗ βd∗ of γe∗ under this map. Consider the commutative diagrams
W od∗ ×
Pd∗ G Wd∗ ×
Pd∗ G Rd ×
Pd∗ G
RHNd∗ Rd∗ Rd
induced by the natural morphism Rd×
Pd∗G→ Rd. The left squares in the above diagram is cartesian.
The uniqueness of the HN filtration implies that W od∗ ×
Pd∗ G→ RHNd∗ is an isomorphism. Denote by
W cd∗ the complement of W
o
d∗ in Wd∗ . The cartesian diagram
W cd∗ ×
Pd∗ G Wd∗ ×
Pd∗ G
Rcd∗ Rd∗
pid
∗
id
∗
induces an exact sequence
AGn (W
c
d∗ ×
Pd∗ G)→ AGn (R
c
d∗)⊕A
G
n (Wd∗ ×
Pd∗ G)→ AGn (Rd∗)→ 0
using [5, Example 1.8.1]. The surjection in the above sequence is given by mapping γd∗ + αd∗,d∗ to
id
∗
∗ (γd∗) + π
d∗
∗ (αd∗,d∗). Let γd∗ +αd∗,d∗ be an inverse image of βd∗ . By the induction assumption, ψd∗
is surjective, whence there exist αf∗,d∗ for f
∗ ⊲ d∗ such that γd∗ =
∑
f∗ ψf∗,d∗(αf∗,d∗). This implies
that
γe∗ =
∑
d∗
(
ψd∗,e∗(αd∗,d∗) +
∑
f∗⊲d∗
ψf∗,d∗(αf∗,d∗)
)
=
∑
f∗
ψf∗,e∗
( ∑
d∗Ef∗
αf∗,d∗
)
which completes the proof.
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Remark 2.2. Unfortunately, the conditions of Lemma 2.1 are rarely fulfilled. In [11, Section 3],
Reineke shows that for the example of a linearly oriented A3 quiver with dimension vector (1, 1, 1),
the assumption of the lemma does not hold. However, we can apply the above result to, for example,
the quiver .⇄ . (cf. Proposition 2.4). Additionally, the “relative” HN stratification of smooth models
fulfills this requirement, which enables us to prove Theorem 3.2 with the same methods as Lemma
2.1.
Generating Series
Fix a finite field F = Fq. We define the completed Hall algebra of a quiver Q (which is a completed
version of the Hall algebra as in [16] and [6]) as the vector space
H = H((Q)) =
{
f | f :
⊔
d∈Z
Q0
≥0
Rd(F)/Gd(F)→ Q
}
equipped with the following multiplication: For two functions f and g, we define their product f ◦ g
by (f ◦ g)(X) =
∑
U⊆X f(U)g(X/U). The sum ranges over all subrepresentations U of X over F and
is thus finite. We can see that H((Q)) becomes an associative algebra. Let’s assume that the quiver
Q is symmetric (the results below can also be stated for non-symmetric quivers, but they are a little
more technical then). Reineke has shown in [13] that the map
∫
: H → Q(q1/2)[[ti | i ∈ Q0]] defined
by ∫
f =
∑
[X]
(−q1/2)χ(dimX,dimX)
♯Aut(X)
· f(X) · tdimX
is a homomorphism of algebras. Let 1 ∈ H be the constant function with value one (this isn’t the
unit element of H). Then we compute∫
1 =
∑
d
(−q1/2)χ(d,d)
♯Rd(F)
♯Gd(F)
td =
∑
d
(−q1/2)−χ(d,d)
∏
i
di∏
ν=1
(1− q−ν)−1td
which is precisely PQ(q
−1, t), the generating series of the CoHa H (Q) (with the (Γ × Z)-grading)
evaluated at q−1. For a stability condition θ and a rational number µ, we define 1sst,µ = 1θ−sst,µ ∈ H
by
1
sst,µ(M) =
{
1 if M is θ-semi-stable of slope µ
0 otherwise.
Integrating this function, we obtain∫
1
sst,µ =
∑
d
(−q1/2)χ(d,d)
♯Rsstd (F)
♯Gd(F)
td.
Using the Harder–Narasimhan stratification described on page 9, Reineke has shown in [11]:
Theorem 2.3 ([11, Proposition 4.12]). In H((Q)), we have the identity 1 =
←∏
µ∈Q
1
sst,µ.
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The infinite product above is defined as the series
∑
r≥1
∑
µ1>...>µr 1
sst,µ1 ◦ . . . ◦ 1sst,µ
r
. Being a
continuous homomorphism of algebras, the map
∫
preserves this identity. In [9, 5.2], Kontsevich–
Soibelman asked the following question: Given a quiver Q and a stability condition θ, do there exist
embeddings H sst,µ →֒ H of algebras for every µ such that the induced map
⊗←
µ∈QH
sst,µ → H
(by multiplication from left to right) is an isomorphism? They gave a positive answer for the CoHa
of A2. In [15], Rimányi showed that this is true for all Dynkin quivers except for type E8. We give
another example where such an isomorphism exists.
An Example
Like in Example 1.5, we consider the quiver . ⇄ . and let d = (m ⇄ n) be a dimension vector. A
representation of . ⇄ . of this dimension vector consists of a pair of matrices A ∈ Mn×m(C) and
B ∈Mm×n(C). On the vector space Rd =Mn×m ⊕Mm×n, we have the action of the linear algebraic
group Gd = Glm×Gln via
(g, h) ∗ (A,B) = (hAg−1, gBh−1).
Fix the stability condition θ = (1,−1). The associated slope function is given by µ(m⇄ n) = m−nm+n .
The largest possible slope is 1, for dimension vectors m ⇄ 0, while the smallest slope is −1, which
we obtain for dimension vectors 0⇄ n.
For d = (m⇄ 0), there is a unique representation of this dimension vector and this one is θ-semi-
stable (let’s omit θ in the following). Likewise, we can see that R0⇄n = R
sst
0⇄n = pt. Let’s consider
dimension vectors of slope 0, i.e. d = (m ⇄ m). A representation (A,B) is semi-stable if for two
linear subspaces U, V ⊆ Cm satisfying AU ⊆ V and BV ⊆ U , it follows that dimU ≤ dimV . It is
easy to see that this is equivalent to requiring A to be invertible. Thus
Rsstm⇄m = Glm×Mm.
For a dimension vector d = (m ⇄ n) of slope neither 1, 0 nor −1 (this means m 6= n and both non-
zero) there are no semi-stable representations: Let (A,B) be a representation of dimension vector d.
We analyze the case m > n (for m < n we may argue in a similar way). The matrix A must have a
non-trivial kernel whence (kerA, 0) provides a subrepresentation of (A,B) of slope 1 > µ(d).
We described the CoHa of . ⇄ . in Example 1.5. We see at once that the subalgebras H 1 =⊕
n Hn⇄0 and H
−1 =
⊕
n H0⇄n are both isomorphic to the CoHa of the quiver which consists of
a single point (without arrows). This isn’t surprising as [Rn⇄0/Gn⇄0] = [R0⇄n/G0⇄n] = [pt /Gln].
But the unique representation of dimension vector n⇄ 0 (resp. 0⇄ n) is semi-stable, thus
H
1 = H sst,1 ∼= H ( . ) ∼= H sst,−1 = H −1.
Now, let d = (m⇄ m) be a dimension vector of slope 0. The morphism Mm → Rm⇄m which sends a
matrix B to (E,B)—here E is the (m×m)-unit matrix—is Glm-equivariant when viewing Glm as a
subgroup of Gm⇄m = Glm×Glm via the diagonal embedding. By the above considerations, this map
factors through Rsstm⇄m = Glm×Mm and induces an isomorphism [Mm/Glm] → [R
sst
m⇄m/Gm⇄m] of
moduli stacks. Passing to equivariant Chow rings (or equivariant cohomology rings; in this case, it
doesn’t make any difference), we obtain homomorphisms
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A∗Gm⇄m(Rm⇄m) A
∗
Gm⇄m
(Rsstm⇄m) A
∗
Glm
(Mm)
Q[x1, . . . , xm, y1, . . . , ym]
Sm×Sm Q[t1, . . . , tm]
Sm .
∼=
The lower map is given by sending xi and yi to ti. Observing that the Hecke correspondences are
compatible with these maps, we have identified the semi-stable ChowHa/CoHa of Q of slope 0 with
the CoHa of the Jordan quiver . , i.e.
H
0
։H
sst,0 ∼= H ( . ).
But H ( . ) is isomorphic to the symmetric algebra over H1( . ) = Q[t] (as seen in 1.4), i.e.
a polynomial algebra in infinitely many variables ϕ0, ϕ1, ϕ2, . . . with ϕi(t) = t
i. A surjection to a
polynomial algebra allows a section (by choosing inverse images of the variables). So here, sending
ϕi to x
i ∈ H1⇄1(.⇄ .) = Q[x, y] yields a section Ψ
0 of the surjection H 0(.⇄ .)։H ( . ).
Remark. Note that Ψ0 can also be obtained geometrically as the pull-back of the morphism Rm⇄m →
Mm mapping (A,B) to BA which is Gm⇄m-equivariant via the projection Gm⇄m = Glm×Glm →
Glm to the first factor.
We obtain a homomorphism of algebras Ψ : H ( . )⊗H ( . )⊗H ( . )→ H (.⇄ .) by mapping
Ψ(f ⊗ g ⊗ h) = f ∗ Ψ0(g) ∗ h. The tensor product on the left-hand side is to be understood as a
super-commutative tensor product which explains the algebra structure. We show:
Proposition 2.4. The map Ψ : H ( . ) ⊗H ( . ) ⊗H ( . ) → H (. ⇄ .) is an isomorphism of
algebras.
Proof. We prove that Ψ is surjective. It is clear that Hm⇄0 and H0⇄n are contained in imΨ. Let
d = (m ⇄ n) be a dimension vector with m 6= 0 and n 6= 0. The possible HN types (cf. page 9)
of d are of the form d∗(k) = (m − k ⇄ 0, k ⇄ k, 0 ⇄ n − k) with k = 0, . . . ,min{m,n} (for k = 0
or k = min{m,n}, the dimension vectors in d∗(k) which are 0 are understood to be omitted). The
associated HN stratum is
RHNd∗(k) = {(A,B) | rkA = k}
whence the closures of the HN strata give a filtration Rd = Rd∗(m) ⊇ Rd∗(m−1) ⊇ . . . ⊇ Rd∗(0). Lemma
2.1 therefore applies here, yielding that
Hm⇄n =
{∑
r≥2
∑
d∗∈HNr(m⇄n)
Hd1 ∗ . . . ∗Hdr for m 6= n
imΨ0 ⊕
∑
r≥2
∑
d∗∈HNr(m⇄m)
Hd1 ∗ . . . ∗Hdr for m = n.
In order to show thatΨ is moreover an isomorphism of algebras, it remains to verify that the generating
series of both algebras agree. We consider the elements 1,1sst,1,1sst,0 and 1sst,−1 of H((. ⇄ .)). We
have shown that the following identities in the power series algebra Q(q1/2)[[x, y]] hold:∫
1 = P.⇄.(q
−1, x, y)
∫
1
sst,1 = P
.
(q−1, x)∫
1
sst,0 = P
.
(q−1, xy)
∫
1
sst,−1 = P
.
(q−1, y).
Thus, we deduce from Reineke’s theorem that Ψ is in fact an isomorphism.
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Put ψ+i ∈ H1⇄0 = Q[x] to be ψ
+
i (x) = x
i, and define ψ−i ∈ H0⇄1 = Q[y] by ψ
−
i (y) = y
i. Abusing
notation, we denote by ϕi ∈ H1⇄1 the function ϕi(x, y) = x
i. From Proposition 2.4, we deduce:
Corollary 2.5. The CoHa of . ⇄ . is the free super-commutative algebra over the graded (su-
per-)vector space V spanned by
ψ+0 , ψ
+
1 , . . . , ϕ0, ϕ1, . . . , ψ
−
0 , ψ
−
1 , . . .
and as a graded vector space, V is isomorphic to V prim⊗Q[z] with z living in bidegree (0⇄ 0, 2) and
V prim = Q · ψ+0 ⊕Q · ϕ0 ⊕Q · ψ
−
0 .
3 Modules from Smooth Models
We are going to construct modules over H sst,µ (resp. A sst,µ) which come from smooth models.
These modules were introduced, in the more general context of framed stable objects, in Section 4 of
Soibelman’s paper [17].
Smooth Models
We assume, again, a quiver Q, a stability condition θ of Q, and a rational number µ to be fixed. Let
n be a dimension vector for Q. It will be the framing datum. Construct a new quiver Q̂(n) by adding
an extra vertex ∞ to the vertexes of Q and having ni arrows pointing from ∞ to i for every i ∈ Q0.
This framed quiver depends on n; however, when the dependency on n can be neglected, we will drop
it in the notation for the sake of brevity. Let ε > 0 be a rational number. Define a stability condition
θ̂ = θ̂ε for Q̂ by letting θ̂(i) = θ(i) for all i ∈ Q0 and
θ̂(∞) = µ+ ε.
Let d be a dimension vector of Q and let d̂ be the dimension vector of Q̂ with d̂i = di and d̂∞ = 1.
Suppose that µ(d) = µ. A representation (M,f) of Q̂ of dimension vector d̂ consists of a representation
M of Q and linear maps fi : C
ni → Cdi . Engel–Reineke have shown:
Proposition 3.1 ([3, Proposition 3.3]). If ε is small enough then, for a representation (M,f) of Q̂,
the following are equivalent:
(i) (M,f) is θ̂-semi-stable.
(ii) (M,f) is θ̂-stable.
(iii) M is θ-semi-stable and µ(M ′) < µ(M) for every proper subrepresentation M ′ of M which
contains the image of f .
For every dimension vector d of Q of slope µ, choose an ε = εd > 0 such that the above equivalences
are valid for all sub-dimension vectors d′ ≤ d. Denote then
R̂d(Q,n) = Rd̂
(
Q̂(n)
)
= Rd(Q)⊕
=:Fd(n)︷ ︸︸ ︷⊕
i∈Q0
Hom(Cni ,Cdi)
R̂θ−std (Q,n) = R
θ̂εd−(s)st
d̂
(
Q̂(n)
)
.
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Although it is actually θ̂-stability, we write R̂θ−std (Q,n) instead. On R̂d = R̂d(Q,n), there is a natural
action of the group Gd (the usual action on Rd and left-multiplication on the framing). The induced
action on R̂std = R̂
θ−st
d (Q,n) is free. The geometric quotient
M̂θ−std (Q,n) := R̂
θ−st
d (Q,n)/Gd
(which exists by Mumford’s GIT) is smooth and the natural map M̂θ−std (Q,n) = M̂
st
d → M
sst
d =
Rsstd /PGd is projective.
Definition. The variety M̂θ−std (Q,n) is called a smooth model for M
θ−sst
d (Q).
Modules over the Semi-Stable CoHa
Like we did before, whenever no confusion can arise we will suppress the dependency on Q, θ and n in
the notation. Let d and e be dimension vectors of slope µ. We define, in accordance to the notation
from the first section,
̂(Rd ∗
Re
)
:= Rd∗
e
(Q)⊕ Fd+e(n)
̂(Rd ∗
Re
)
st := ̂
(
Rd ∗
Re
)
∩ R̂std+e
For (M,f) =
((
M ′ ∗
M ′′
)
,
( f ′
f ′′
))
belonging to ̂
(
Rd ∗
Re
)
st, let U ′′ be a proper subrepresentation of M ′′
which contains the image of the linear map f ′′. Consider the short exact sequence
0→M ′ →M →M ′′ → 0
and form the pull-back U = M ×M ′′ U
′′ which is a proper subrepresentation of M . We obtain a
short exact sequence 0 → M ′ → U → U ′′ → 0 and we see that im f is contained in U . As (M,f) is
(semi-)stable, µ(U) < µ(M) = µ and thus, µ(M ′′) = µ = µ(M ′) > µ(U ′′). Hence, (M ′′, f ′′) is also
θ̂εd+e-stable (which is equal to θ̂εe-stability for a representation of dimension vector e). This yields
maps
Rsstd × R̂
st
e ←
̂(Rd ∗
Re
)
st → R̂std+e
the first being flat, the latter a closed embedding. Note that the varieties and maps are independent
of the choices of the ε’s. Putting
Ĥ
θ−st,µ(Q,n) =
⊕
d∈Γµ
Ĥ
θ−st
d (Q,n) with
Ĥ
θ−st
d (Q,n) = H
∗
Gd
(R̂θ−std (Q,n)) = H
∗(M̂θ−std (Q,n)),
we have declared an H sst,µ-module structure on Ĥ st,µ. It is graded by Γµ. There are natural
morphisms Rsstd ← R̂
st
d which give rise to a map
H
sst,µ → Ĥ st,µ.
This map is H sst,µ-linear (this can be shown in exactly the same way as [4, Proposition 3.3]).
15
3 Modules from Smooth Models
Modules over the Semi-Stable ChowHa
As for the CoHa and the semi-stable CoHa, we can use intersection theory to construct a module
Â st,µ over the semi-stable ChowHa arising from smooth models. We employ the same Hecke corre-
spondences as in the cohomological version. The natural map A sst,µ → Â st,µ is A sst,µ-linear. We
prove:
Theorem 3.2. The homomorphism A θ−sst,µ(Q)→ Â θ−st,µ(Q,n) is surjective and the kernel equals∑
p,q
A
sst
p ∗ (e
n
q ∪A
sst
q ),
the sum running over all p, q with µ(p) = µ(q) = µ and q 6= 0. Here, ∪ denotes the intersection
product in A sstq = A
∗
Gq
(Rsstq ) and e
n
q is the product of equivariant Chern classes
enq =
∏
i
c
Gq
qi (R
sst
q × C
qi → Rsstq )
ni ,
where Gq is understood to act on C
qi by left multiplication of the ith factor.
Proof. Fix a dimension vector d. The map ϕ : R̂std → R
sst
d is the composition of the open embedding
R̂std →֒ R
sst
d × Fd and the (equivariant) vector bundle R
sst
d × Fd → R
sst
d . Therefore, ϕ is flat and
the induced map in equivariant intersection theory is surjective. As a vector bundle induces an
isomorphism in intersection theory, it suffices to compute a presentation of
AGm(R
sst
d × Fd)→ A
G
m(R̂
st
d ).
The unstable locus of R̂d consists of those (M,f) such that M is either unstable or M is semi-stable
but there exists a proper subrepresentation M ′ of M of the same slope which contains im f . Denote
the subset of pairs (M,f) satisfying the latter with R̂xd . The sequence
AGm(R̂
x
d)→ A
G
m(R
sst
d × Fd)→ A
G
m(R̂
st
d )→ 0
is exact. For a framed representation (M,f) ∈ R̂xd , define L(M,f) to be the subrepresentation of M
which is minimal among those containing the image of f and having the slope µ. Let p = dimL(M,f).
As U := L(M,f) is a proper subrepresentation ofM , we get that µ̂(p̂) > µ̂(d̂) (using [3, Lemma 3.2]).
Moreover (U, f) is framed stable, as U is semi-stable and by the defining minimality condition. As
M/U is also semi-stable, say of dimension vector q, the HN-filtration of (M,f) is
(M,f) ⊃ (U, f) ⊃ 0
whose type is (p̂, q). The HN stratum of this type is thus the set of all (M,f) with M semi-stable
and dimL(M,f) = p. We show that the closure of the stratum R̂HN(p̂,q) in R
sst
d × Fd is
Zp := {(M,f) |M semi-stable, dimL(M,f) ≤ p}.
Denote Grdp =
∏
iGr
di
pi and consider the morphisms
Grdp
pi3←− Rsstd × Fd ×Gr
d
p
pi12−−→ Rsstd × Fd.
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Let Yp be the closed subset of all (M,f,U) ∈ R
sst
d × Fd × Gr
d
p such that U determines a subrepre-
sentation of M which contains the image of f . Then Zp equals π12(Yp) whence it is closed as π12 is
proper. Now, consider the restriction of π3 to Yp. The fiber of U0 which is given by the subspaces
Cpi ⊆ Cdi generated by the first pi coordinate vectors is
(Yp)U0 =
(Rp ∗
Rq
)sst
×
(
Fp
0
)
and therefore irreducible. As Yp → Gr
d
p is an equivariant morphism to a homogeneous space such
that one fiber is (and hence all fibers are) irreducible, Yp must itself be irreducible. We have deduced
that Zp is closed and irreducible. As
R̂HN(p̂,q) = Zp −
⋃
p′<p
µ(p′)=µ
Zp′ ,
Zp is indeed the closure of the HN stratum in R
sst
d × Fd and coincides with the union of HN strata⋃
p′ R̂
HN
(p̂,q) over all p
′ ≤ p with µ(p′) = µ. Arguing in the same way as in the proof of Lemma 2.1, we
obtain the exactness of the sequence⊕
q 6=0
µ(q)=µ
AGn
(((Rp ∗
Rq
)sst
×
(
Fp
0
))
×Pp,q G
)
→ AGn (R
sst
d × Fd)→ A
G
n (R̂
st
d )→ 0.
In this context, G = Gd and Pp,q =
(Gp ∗
Gq
)
. The left hand map of this sequence comes from the
composition (Rp ∗
Rq
)sst
×
(
Fp
0
) s0−→ (Rp ∗Rq )sst × Fd → Rsstd × Fd
and s0 is a base extension of the zero section of the Gq-equivariant vector bundle R
sst
q × Fq → R
sst
q .
This Gq-linear vector bundle can be seen as⊕
i
V (qi)
⊕ni ,
with V (qi) being the trivial vector bundle of rank qi and Gq acting by left multiplication of the i
th fac-
tor. Therefore, the push-forward (s0)∗ is precisely the multiplication with the product
∏
i c
Gq
qi (V (qi))
ni
as asserted.
For two framing data n and m satisfying n ≤ m (i.e. ni ≤ mi for every i), we choose C
ni to
be embedded into Cmi as the coordinate space of the first ni unit vectors. The natural linear map
R̂d(Q,n) → R̂d(Q,m) is then Gd-equivariant and respects stability (with a suitable choice of ε).
Thus, we get a map Ak
(
M̂ st(Q,m)
)
→ Ak
(
M̂ st(Q,n)
)
. We put
←−
A
θ−sst
d (Q) =
⊕
k
lim
←−
n
Ak
(
M̂ st(Q,n)
)
for every d ∈ Γµ. Let
←−
A θ−sst,µ(Q) =
⊕
d∈Γµ
←−
A
θ−sst
d (Q). From the above theorem, we obtain:
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Corollary 3.3. The natural map A θ−sst,µ(Q)→
←−
A θ−sst,µ(Q) is an isomorphism.
Note that the projective limits
←−
A sst,µ and
←−
H sst,µ coincide, provided that the quiver is acyclic.
This follows from a result due to King and Walter (cf. [8, Theorem 3]), which asserts that the cycle
map for a quiver moduli is an isomorphism if the quiver is acyclic and if stability and semi-stability
coincide. Both conditions are satisfied for smooth models if the original quiver Q itself is acyclic.
4 Application to Non-Commutative Hilbert Schemes
For a quiver Q, a framing datum n, and a dimension vector d, the smooth model M̂ std attached to the
stability condition θ = 0 (and the slope µ = 0) is called the non-commutative Hilbert scheme
and is commonly denoted Hilbd = Hilbd,n(Q). It arises as the geometric quotient R̂
st
d /Gd and by
Proposition 3.1, a point of R̂d is a pair (M,f) consisting of a representation M of Q and linear maps
fi : C
ni → Cdi such that no proper subrepresentation of M contains the image of f . Proposition
7.8 of [3] shows that Hilbd possesses a cell decomposition, i.e. it has a filtration by closed subsets
such that the successive complements are isomorphic to affine spaces. A formal consequence of the
existence of a cell decomposition is that the cycle map A∗(Hilbd) → H∗(Hilbd) is an isomorphism
(cf. [5, Example 19.1.11]). It hence does not matter if we consider the intersection theoretic or the
cohomological version of the CoHa-module which is induced by the non-commutative Hilbert schemes.
In this context, Theorem 3.2 which establishes a connection between the CoHa of Q and the module
Ĥ (Q,n) = Ĥ 0−st(Q,n) reads as follows:
Corollary 4.1. The homomorphism H (Q)→ Ĥ (Q,n) is surjective and the kernel equals the sum∑
p,q≥0, q 6=0
Hp ∗ (e
n
q ∪Hq).
Examples
This result has been worked out in the case of the r-loop quiver in [4, Theorem 3.6]. The cases r = 0
and r = 1 can be displayed using the identification as an exterior algebra and a symmetric algebra,
respectively:
Example 4.2. (i) Identifying H ( . ) ∼=
∧
(ψ0, ψ1, . . .), the CoHa-module Ĥ ( . , n) is isomorphic
to the exterior algebra
∧
(ψ0, ψ1, . . . , ψn−1). This has also been worked out in [19, Proposition
3.3].
(ii) The same argument applies for the Jordan quiver . . Under the isomorphism H ( . ) ∼=
Q[ψ0, ψ1, . . .], the CoHa-module Ĥ ( . , n) corresponds to Q[ψ0, ψ1, . . . , ψn−1].
Example 4.3. Let Q be the quiver . ⇄ .. We fix a framing datum r ⇄ s. For a dimension vector
m ⇄ n, a framed representation is a quadruple (A,B,C,D) consisting of A ∈ Mn×m, B ∈ Mm×n,
C ∈Mm×r, and D ∈Mn×s. Such a representation is 0̂-stable if for all linear subspaces U ⊆ C
m and
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V ⊆ Cn such that
AU ⊆ V, (1)
BV ⊆ U, (2)
imC ⊆ U, and (3)
imD ⊆ V, (4)
it follows that U = Cm and V = Cn. Now, fix the stability condition θ = (1,−1). We have seen on
page 12 that θ-semi-stable representations exist only in slopes 1, 0, and −1 and that the semi-stable
CoHas (or ChowHas, they are isomorphic in this case) identify with
H
1,sst(.⇄ .) ∼= H ( . ), H 0,sst(.⇄ .) ∼= H ( . ), and H −1,sst(.⇄ .) ∼= H ( . ).
Moreover, we have constructed an isomorphism of (Γ × Z)-graded super-commutative algebras Ψ :
H ( . ) ⊗ H ( . ) ⊗ H ( . ) → H (. ⇄ .). We want to compare the respective modules arising
from non-commutative Hilbert schemes with respect to this isomorphism. Therefore, let’s describe
θ̂-stability in this particular case. According to Proposition 3.1, a framed representation (A,B,C,D)
as above is θ̂-stable if and only if (A,B) is θ-semi-stable and for all subspaces U ⊆ Cm and V ⊆ Cn
satisfying conditions (1) to (4), it follows that either U = Cm and V = Cn or
dimU − dimV
dimU + dimV
<
m− n
m+ n
.
For a dimension vector d of slope µ(d) = 1, i.e. d = (m⇄ 0), a θ̂-stable representation is nothing but
a m× r-matrix C and thus, under the isomorphism H 1,sst(.⇄ .) ∼= H ( . ), we have an identification
Ĥ
1,sst(.⇄ ., r ⇄ s) ∼= Ĥ ( . , r).
In the same vein, we obtain Ĥ −1,sst(. ⇄ ., r ⇄ s) ∼= Ĥ ( . , s). Let d = (m ⇄ m) be a di-
mension vector of slope 0. We have seen that Rsstm⇄m = Glm×Mm. A framed representation
(A,B,C,D) is therefore θ̂-stable if and only if A is invertible and for all subspaces U, V ⊆ Cm,
not both m-dimensional, satisfying (1) to (4), we have dimU < dimV . We see at once that mapping
(A,B,C,D) 7→ (BA, (C|BD)) gives an isomorphism M̂θ(. ⇄ ., r ⇄ s) ∼= Hilbm,r+s( . ) which is
compatible with the isomorphism of moduli stacks constructed on page 12. Therefore, we obtain an
isomorphism
Ĥ
0,sst(.⇄ ., r ⇄ s) ∼= Ĥ ( . , r + s)
which is compatible with H 0,sst(.⇄ .) ∼= H ( . ).
Let ψ+i ∈ H1⇄0, ϕi ∈ H1⇄1 and ψ
−
i ∈ H0⇄1 be as in Corollary 2.5. We have seen that H (
.⇄ .)
is the free super-commutative algebra generated by these elements. Combining Corollaries 2.5 and
4.1, we obtain
Corollary 4.4. As a graded vector space, Ĥ (. ⇄ ., r ⇄ s) is isomorphic to the free super-
commutative algebra over the vector space spanned by
ψ+0 , ψ
+
1 , . . . , ψ
+
r−1, ϕ0, ϕ1, . . . , ϕr+s−1, ψ
−
0 , ψ
−
1 , . . . , ψ
−
s−1.
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Proof. We show that the kernel, let’s call it I , described in Corollary 4.1 is the ideal of H (. ⇄ .)
which is generated by ψ+i (i ≥ r), by ϕi (i ≥ r+s) and by ψ
−
i (i ≥ s). It is clear that e
r⇄s
1⇄0∪ψ
+
i = ψ
+
i+r
and er⇄s0⇄1 ∪ ψ
−
i = ψ
−
i+s. Now for the elements ϕi(x, y) = x
i ∈ H1⇄1 = Q[x, y]. We have
er⇄s1⇄1 ∪ ϕi = x
i+rys.
We compute ψ+k ∗ ψ
−
l = x
kyl+1 − xk+1yl which lies in I if k ≥ r (or l ≥ s, of course, but we’re not
using this). Thus
er⇄s1⇄1 ∪ ϕi = x
i+rys ≡ xi+r+1ys−1 ≡ . . . ≡ xi+r+s
where f ≡ g means f−g lies in I . Conversely the ideal I is, by Corollary 4.1, generated by elements
of H1⇄0 ⊕H1⇄1 ⊕H0⇄1 as H (.⇄ .) is generated by these elements. But for degree reasons we see
that I can’t contain more than (ψ+r , ψ
+
r+1, . . . , ϕr+s, ϕr+s+1, . . . , ψ
−
s , ψ
−
s+1, . . .).
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