We propose a multi-task learning framework to jointly train a Machine Reading Comprehension (MRC) model on multiple datasets across different domains. Key to the proposed method is to learn robust and general contextual representations with the help of out-domain data in the multi-task framework. Empirical study of multi-task MRC model shows that the proposed approach is orthogonal to the existing pretrained representation models, such as word embedding and language models. Experiments on the Stanford Question Answering Dataset (SQuAD), the Microsoft MAchine Reading COmprehension Dataset (MS MARCO), NewsQA and other datasets show that our multi-task learning approach achieves significant improvement over state-of-the-art models in most existing MRC tasks.
Introduction
Machine Reading Comprehension (MRC) has gained growing interest in the research community (Rajpurkar et al. 2016; Yu et al. 2018) , where machine reads a text passage and a question in order to generate (or select) an answer. This requires the machine to possess strong comprehension, inference and reasoning capabilities. Over the past few years, there has been much progress in building end-to-end neural network models (Seo et al. 2016; Xu et al. 2017) for the MRC challenge. However, most public MRC datasets are typically small (less than 100K, such as SQuAD, MS MARCO, TriviaQA) compared to the model size (around 50M, such as state-of-the-art QANet (Yu et al. 2018) and SAN ) models). To prevent overfitting, recently there has been some studies on using pretrained word-embeddings (Pennington, Socher, and Manning 2014) and contextual-embeddings in the MRC model training, and back-translation approach (Yu et al. 2018 ) for data augmentation.
Multi-task learning (Caruana 1997 ) is a widely studied area in machine learning, which can improve model generalization by combining training datasets from multiple tasks. In this work, we explore a multi-task learning (MTL) framework to enable the training of one universal model across different MRC domains for better generalization. Intuitively, this multi-task MRC model can be viewed as an implicit data augmentation technique, which can improve generalization on the target task by leveraging training data from auxiliary tasks. The proposed MT-MRC model consists of parameter sharing layers that compute a general intermediate representation of questions and documents, and task-specific layers that generate answers for different tasks.
We further propose two techniques to improve the performance of MTL. Firstly, we add a mixture ratio between tasks to improve the model performance on a target task. Secondly, we add highway networks between layers to weigh each neuron differently for each training sample.
Prior to this work, many studies have used upstream datasets to augment the performance of MRC models, including word embedding (Pennington, Socher, and Manning 2014), language models (ELMo) (Peters et al. 2018 ) and machine translation (Yu et al. 2018) . These methods aim to obtain a robust semantic encoding of both passages and questions. Our MTL method is orthogonal to these methods: rather than enriching semantic embedding with external knowledge, we use MRC datasets only, which helps make the whole comprehension process more robust and universal. Our experiments show that MTL can bring further performance boost when combined with language models.
To the best of our knowledge, this is the first work that systematically explores multi-task learning for MRC. In previous methods that use language models and word embedding, the external embedding/language models are pretrained separately and remain fixed during training of the MRC model. Our model, on the other hand, can be trained with more flexibility on various MRC tasks. MTL is also faster and easier to train than embedding/LM methods: our approach requires no pre-trained models, whereas back translation and ELMo both rely on large models that would need days to train on multiple GPUs (Jozefowicz et al. 2016; Peters et al. 2018) .
We validate our MTL framework with two state-of-the-art models and data from four distinct domains. Experiments show that our model achieved state-of-the-art performance on SQuAD (Rajpurkar et al. 2016) and NewsQA datasets (Trischler et al. 2016) , with a large performance gain over single-task baselines on exact match and F1 metrics. For NewsQA, our model surpassed human performance in both exact match and F1.
The contribution of this work is three-fold. First, we apply multi-task learning to the MRC task, which brings significant improvement over single-task baselines. Second, the performance gain from MTL can be easily combined with existing methods to obtain further performance gain. Third, the proposed highway networks and mixture ratios can further improve model performance.
Related Work
Studies in machine reading comprehension mostly focus on architecture design of neural networks, such as bidirectional attention (Seo et al. 2016) , multi-step reasoning (Shen et al. 2017a) , and parallelization (Yu et al. 2018) . Some recent work has explored transfer learning that leverages outdomain data to learn MRC models when no training data is available for the target domain (Golub et al. 2017) . In this work, we explore multi-task learning to make use of the data from other domains and tasks.
Multi-task learning (Caruana 1997) has been widely used in machine learning to improve generalization using data from multiple tasks. For natural language processing, MTL has been successfully applied to low-level parsing tasks (Collobert et al. 2011) , sequence-to-sequence learning (Luong et al. 2015) , and web search (Liu et al. 2015) . More recently, (McCann et al. 2018) proposes to cast all tasks from parsing to translation as a QA problem, and use a single network to solve all of them. However, their results show that multi-task learning hurts the performance of most tasks when tackling them together. Differently, we focus on applying MTL to the MRC task, and show significant improvement over single-task baselines.
Recently, soft parameter sharing, which is different from a hard manually-designed parameter sharing approach across tasks (Ruder 2017) in MTL, has been proposed to explore interactions between tasks (Misra et al. 2016; Kendall, Gal, and Cipolla 2017) . For example, cross-stitch networks (Misra et al. 2016 ) use a trainable scalar to control the amount of transfer between any two tasks. Motivated by this work, we propose a highway mechanism that imposes different weights of neurons for each training sample, thus can be viewed as a soft-parameter-sharing model across different tasks. Instead of using a scalar to control layers of neurons, our approach controls the transfer activity at the neuron scale: each neuron can be weighed differently for each sample in each task, which makes the framework sufficiently flexible to learn across highly-diverse MRC tasks.
Methods
We formally describe our proposed framework of multi-task learning for MRC in this section. The framework can be applied to most existing MRC systems. In this work, we mainly adapt it to two state-of-the-art models on SQuAD, namely SAN and DrQA (Chen et al. 2017 ). We will first introduce our multi-task learning algorithm for MRC, followed by a detailed description of the main model MT-SAN in the framework. We will also discuss how DrQA can be adapted to the MTL setting in a similar fashion. 
Put all mini-batches together and randomly shuffle the order of them, to obtain a sequence
for each mini-batch b ∈ B do 
Randomly pick αN 1 mini-batches from Evaluate the model and get development set performance 11: end for Output: Model with best evaluation performance M *
Multi-task Learning Algorithm
The MTL training procedure is shown in Algorithm 1. In each epoch, we take all the mini-batches from all datasets and shuffle them for model training. Although promising results can be achieved from this base algorithm, too much external data can hurt the performance on target dataset when trained on multiple datasets, because the external data will inevitably bias the model towards external data instead of the target domain.
To avoid such negative effect, we introduce a mixture ratio parameter during training. The training algorithm with the mixture ratio is presented in Algorithm 2, with D 1 being the target dataset. In each epoch, we use all mini-batches from D 1 , while only a ratio α of mini-batches from external datasets are used to train the model. This method resembles previous methods in multi-task learning such as loss 
Model Details: MT-SAN
MT-SAN is a variation of SAN ) model with three main differences: i) we add a highway network layer after the embedding layer, the encoding layer and the attention layer; ii) the answer module is made specific to each dataset; iii) we use exponential moving average (Seo et al. 2016 ) during evaluation. The SAN architecture and our modifications are briefly described below, also illustrated in Figure 1 . Detailed description can be found in . Task definition. The MRC model takes a triple (Q, P, A) as input, where Q = (q 1 , ..., q m ), P = (p 1 , ..., p n ) are the word index representations of a question and a passage, respectively, and A = (a start , a end ) is the index of the answer span. The goal is to predict A given (Q, P ). Lexicon Encoding Layer. We map the word indices of P and Q into their 300-dim Glove vectors (Pennington, Socher, and Manning 2014). Additional information is also used for embedding words: i) 16-dim part-of-speech (POS) tagging embedding; ii) 8-dim named-entity-recognition (NER) embedding; iii) 3-dim exact match embedding:
, where matching is determined based on the original word, lower case, and lemma form, respectively; iv) Question enhanced passage word embeddings:
) is the similarity between word p j and q i , and g(·) is a 300-dim single layer neural net with Rectified Linear Unit (ReLU) g(x) = ReLU(W 1 x); v) Passage-enhanced question word embeddings: the same as iv) but computed in the reverse direction. To reduce the dimension of the input to the next layer, the 624-dim input vectors of passages and questions are passed through a ReLu layer to reduce their dimensions to 125.
After the ReLU network, we pass the 125-dim vectors through a highway network (Srivastava, Greff, and Schmidhuber 2015) , to adapt to the multi-task setting:
, where p t i is the vector after ReLU transformation. The intuition behind adding the highway network is as follows: the importance of each neuron to different tasks can vary greatly across tasks. For example, for the WhoDid-What dataset (Onishi et al. 2016 ) the answers are always a person; whereas for SQuAD, the answer can be arbitrary. As a result, neurons that detect person's names are very important for WDW but not as important for SQuAD. Conversely, neurons that detect places and times are less important for WDW than for SQuAD. Ideally, we would like the network to figure this out automatically through a gating over the neurons and/or a linear transform of the neurons. This is where the highway network comes in, which combines the linear transform and the original form through a gate. In addition to the lexicon encoding layer, we also add highway networks into the contextual encoding and memory layers (described later). In our experiments, we also tried training a separate highway network for each task to make it more specific to each task. Contextual Encoding Layer. Both the passage and question encodings go through a 2-layer Bidirectional LongShort Term Memory (BiLSTM, Hochreiter and Schmidhuber, 1997) network in this layer. We append a 600-dim CoVe vector (McCann et al. 2017) to the output of the lexicon encoding layer as input to the contextual encoders. For the experiments with ELMo, we also append a 1024-dim ELMo vector. Similar to the lexicon encoding layer, the outputs of both layers are passed through a highway network for multitasking. Then we concatenate the output of the two layers to obtain H q ∈ R 2d×m for the question and H p = R 2d×n the passage, where d is the dimension of the BiLSTM. Memory/Cross Attention Layer. We fuse H p and H q through cross attention and generate a working memory in this layer. We adopt the attention function from (Vaswani et al. 2017) and compute the attention matrix as
We then use C to compute a question-aware passage representation as
After that, we use the method of (Lin et al. 2017 ) to apply self attention to the passage:
where drop diag means that we only drop diagonal elements on the similarity matrix (i.e., attention with itself). After attention, we concatenate U p andÛ p and pass them through a BiLSTM:
Finally for MTL, output of the BiLSTM (after concatenating two directions) goes through a highway layer to take into account the weight of each neuron. Answer Module. We use a different answer module for each domain in MT-SAN. The base answer module is the same as SAN, which computes a distribution over spans in the passage. Firstly, we compute an initial state s 0 by self attention on H q : s 0 = Highway
The final answer is computed through T time steps. At step t ∈ {1, ..., T − 1}, we compute the new state using a Gated Recurrent Unit (GRU, Cho et al., 2014) s t = GRU(s t−1 , x t ), where x t is computed by attention between M and s t−1 :
Then each step produces a prediction of the start and end of answer spans through a bilinear function:
The final prediction is the average of each time step:
We randomly apply dropout on the step level in each time step during training, as done in . Optimization. MT-SAN is optimized using Adamax (Kingma and Ba 2014). During evaluation, we compute an exponential moving average (EMA, Seo et al. 2016 ) of model parameters and use it to compute the model performance. We find this can slightly improve the performance of MT-SAN. In our multi-task model, all modules of SAN, except the highway networks and the answer module, are shared across all datasets. We empirically find that sharing/unsharing the answer module does not change the model performance much, so the best between share/unshare answer modules are chosen for each experimental setup.
MT-DrQA: Applying MTL Framework to DrQA
To demonstrate the flexibility of our approach, we also adapt DrQA (Chen et al. 2017 ) into our MTL framework. Similar to MT-SAN, we add a highway network after the lexicon encoding layer and the contextual encoding layer and use a different answer module for each dataset. We apply MTDrQA to a broader range of datasets. For span-detection datasets such as SQuAD, we use the same answer module as DrQA. For cloze-style datasets like Who-Did-What, we use the attention-sum reader (Kadlec et al. 2016) as the answer module. For classification tasks required by SQuAD v2.0 (Rajpurkar, Jia, and Liang 2018), we apply a softmax to the last state in the memory layer and use it as the prediction. Due to distinction in model architecture, different kinds of answer module does not share weights in MT-DrQA. Answer modules of the same type (e.g., span detection) can still share weights, and we search for the best sharing configuration using random search.
Experiments
Our experiments are designed to answer the following questions on multi-task learning for MRC:
1. Can we improve the performance of existing MRC systems using multi-task learning?
2. How is the performance of multi-task MRC changed by the mixture ratio?
3. Does adding highway networks help boost the performance of our multi-task learning model?
Datasets
We conducted experiments on SQuAD (v1 and v2) (Rajpurkar et al. 2016), NewsQA (Trischler et al. 2016) , MS MARCO (v1) (Nguyen et al. 2016 ) and WDW (Onishi et al. 2016) . Dataset statistics is shown in Table 1 . Although similar in size, these datasets are quite different in domains, lengths of text, and types of task. In the following experiments, we will validate whether including external datasets as additional input information (e.g., pre-trained language 
MT-SAN Experiment Setup
We focus on span-based datasets for MT-SAN, namely SQuAD, NewsQA, and MS MARCO. We convert MS MARCO into an answer-span dataset to be consistent with SQuAD and NewsQA, following . For each question, we search for the best span in terms of ROUGE-L score in all passage texts and use the span to train our model. We exclude questions with maximal ROUGE-L score less than 0.5 during training. During evaluation, we use our model to find a span in all passages. The prediction score is multiplied with the ranking score, trained using (Liu, Duh, and Gao 2018) to determine the final answer. Parameters of MT-SAN are largely the same as in the original paper ). We utilize spaCy 1 to tokenize the text and generate part-of-speech and named entity labels. We use a 2-layer BiLSTM with 125 hidden units as the BiL-STM throughout the model. During optimization, we use a batch size of 32 and Adamax (Kingma and Ba 2014) with a learning rate of 0.002. The learning rate is halved every 10 epochs. The dropout rate is set to 0.3. For experiments with ELMo, we use the model provided by AllenNLP 2 . We trun-1 https://spacy.io 2 https://allennlp.org/ cate passages to contain at most 1000 tokens during training and eliminate those data with answers located after the 1000th token. For EMA, the exponential decay value is set to 0.995. The training converges in around 50 epochs for models without ELMo (similar to the single-task SAN). And for models with ELMo, the convergence is much faster (around 30 epochs).
Result of MT-SAN
In the following sub-sections, we report our results on SQuAD and MARCO development sets, as well as on the development and test sets of NewsQA 3 . All results are single-model performance unless otherwise noted.
The multi-task learning results of SAN on SQuAD are summarized in Table 2 . By using MTL on SQuAD and NewsQA, we are able to improve the exact-match (EM) and F1 score by (2%, 1.5%), respectively, both with and without ELMo. The similar gain indicates that our method is orthogonal to ELMo. Note that our single-model performance is slightly higher than the original SAN, by incorporating EMA and highway networks. By incorporating with multitask learning, it further improves the performance. The performance gain by adding MARCO is relatively smaller, with 1% in EM and 0.5% in F1. We suspect that this is due to the longer length of answers in MARCO than that in NewsQA and SQuAD. Using 3 datasets altogether provides another marginal improvement, and we are able to get the best published results on SQuAD, surpassing human performance in terms of EM.
Model
Dev Table 3 : Performance of our method to train SAN in multi-task setting, with published results and human performance on NewsQA dataset. All SAN results are from our models. "3 dataset" means we train using SQuAD+NewsQA+MARCO. References: 1 : implemented by (Trischler et al. 2016) .
2 : implemented by (Golub et al. 2017) .
3 : (Weissenborn, Wiese, and Seiffe 2017 Table 4 : Performance of our method to train SAN in multi-task setting, competing published results and human performance, on MS MARCO dataset. All SAN results are our results. "3 dataset" means we train using SQuAD+NewsQA+MARCO. References: 1 : (Weissenborn, Wiese, and Seiffe 2017).
2 : implemented by (Shen et al. 2017b) .
3 : . 4 : The results of multi-task learning on NewsQA are reported in Table 3 . The performance gain with multi-task learning is even larger on NewsQA, with over 2% in both EM and F1. Experiments with and without ELMo give similar results. What is worth noting is that our approach not only achieves new state-of-art results with a large margin, but also surpasses human performance on NewsQA.
For completeness, we report MT-SAN performance on MS MARCO in Table 4 . Multi-tasking on SQuAD and NewsQA provides a similar performance boost in terms of BLEU-1 and ROUGE-L score as in the case of NewsQA and SQuAD. Our method does not achieve very high performance compared to previous work, probably because we do not apply common techniques like yes/no classification or cross-passage ranking Comparison of methods using external data. We compare our approach to other data augmentation methods for MRC in Table 5 . Our model achieves better performance than back translation. Although using language models (ELMo) obtains a larger performance gain than multitask learning, combining ELMo and multi-task leads to an even greater performance gain. This orthogonal performance boost validates our assumption that multi-task learning is more robust and is different from previous methods such as language modeling.
Optimal Mixture Ratio for SQuAD
In this section, we explore the best mixture ratio between SQuAD and other datasets. We plot the EM/F1 score on SQuAD development set vs. mixture ratio in Figure 2 for MT-SAN without ELMo. The horizontal axis is the ratio of SQuAD data in all training data per epoch, i.e., we plot β = 1/(α + 1) instead of α. We also conduct experiments using all out-domain data but less in-domain data. Here all data from out-domains are used, but data from SQuAD is sub-sampled to make sure the ratio is β.
Our results show that the best SQuAD ratio is typically around 0.6. For two datasets, the best ratio is around 0.65, while for three it is 0.55. The curve is mostly flat for two datasets, but for three datasets the mixture ratio becomes more important: if we use Algorithm 1 to train the network, the performance will be similar to that with two datasets, but will drop by 0.7% in both EM and F1 when used for three datasets. This shows that mixture ratio becomes increasingly important as we introduce more data into training.
Ablation study of Highway Networks
To evaluate the effectiveness of highway networks, we provide ablation studies in this section. We train the following 5 Table 7 : Ablation study for highway networks. models: i) MT-SAN on SQuAD without highway networks; ii) MT-SAN on SQuAD with highway networks; iii) MT-SAN on SQuAD+NewsQA+MARCO without highway networks; iv) MT-SAN on SQuAD+NewsQA+MARCO with highway networks shared between tasks; v) MT-SAN on SQuAD+NewsQA+MARCO with individual highway networks for each dataset. As models with ELMo require longer training time, we only report results without ELMo in Table 7 .
By adding highway networks to MT-SAN, it gives a moderate 0.3% performance boost compared to non-highway counterparts. In contrast, adding highway networks to MT-SAN gives a much greater performance boost (∼ 0.8%). This shows the power of adding highway networks for multitask learning. However, if we do not share the highway networks between tasks, the performance gain is lower (∼ 0.7% in EM). One possible reason is that the separated highway networks are trained with a much smaller number of minibatches than the other components of the model.
Multi-task Learning on DrQA
To test flexibility our approach, we perform another set of experiments by using DrQA (Chen et al. 2017) . We train DrQA on SQuAD (both v1 and v2), NewsQA and WDW. WDW is much more different than the other three datasets (SQuAD, NewsQA, MS MARCO): WDW guarantees that the answer is always a person, whereas the percentage of such questions in SQuAD and NewsQA is 12.9% and 14.8%, respectively. Moreover, WDW is a cloze dataset, whereas in SQuAD and NewsQA answers are spans in the passage. Different than (Rajpurkar, Jia, and Liang 2018), we do not optimize the evaluation score by changing the threshold to predict unanswerable question for SQuAD v2; we just use the argmax prediction. As a result, we expect the gap between dev and test performance to be lower for our model. We follow the setup of (Chen et al. 2017) for model architecture and hyperparameter setup. We use Algorithm 1 to train all MT-DrQA models.
The results of MT-DrQA are presented in Table 6 . The results of combining SQuAD and NewsQA obtain similar performance boost as our SAN experiment, with a performance boost between 1-2% in both EM and F1 for the two datasets. The results of MTL including WDW is different: although adding WDW to SQuAD still brings a marginal performance boost to SQuAD, the performance on WDW drops after we add SQuAD and NewsQA into the training process. We conjecture that this negative transfer phenomenon is probably because of the drastic difference between WDW and SQuAD/NewsQA, both in their domain, answer type, and task type. We leave the problem of further preventing such negative transfer to future work.
Conclusion
We proposed a multi-task learning framework to train MRC systems using different datasets, and demonstrated promising improvement over the single-task baselines. Our method of highway networks and mixture ratio can be of independent interest for research in multi-task learning. It would also be interesting to apply other methods in multi-task learning to the MRC setup for future work.
