Abstract. The set E of Levi-Civita connections of left-invariant pseudo-Riemannian Ein-
Introduction
The Killing form β of any semisimple real Lie group G is a bi-invariant pseudo -Riemannian Einstein metric on the underlying manifold of G. In the case of compact simple groups G other than SU (2) and SO(3), D'Atri and Ziller [6] proved, over three decades ago, the existence on G of at least one left-invariant Riemannian Einstein metric which is not a multiple of β. Recently, Gibbons, Lü and Pope [8] found six more such essentially different examples -two on SO (5) and four on G 2 . In addition, among left-invariant Einstein metrics on G = SU(3), they exhibited one which is indefinite.
This raises the more general question of
( * ) classifying left-invariant pseudo-Riemannian Einstein metrics on simple Lie groups.
For noncompact groups, question ( * ) is in turn related to a conjecture of Alekseevsky [1] , cf. [3, p. 190] , according to which a noncompact homogeneous space G/K may carry a nonflat G-invariant Riemannian Einstein metric only if K is a maximal compact subgroup of G. If true, Alekseevsky's conjecture, applied to a noncompact simple group G and its trivial subgroup K, would imply that left-invariant Einstein metrics on G are all indefinite. The Einstein condition is essential here, as opposed to mere negativity of the Ricci curvature Rc: in fact, Leite and Dotti [13] constructed (non-Einstein) left-invariant Riemannian metrics with Rc < 0 on SL(n, IR), n ≥ 3. Also, all noncompact Lie groups known to admit left-invariant Riemannian Einstein metrics are solvable. Heber [9] and Lauret [11] made substantial progress towards understanding the moduli and properties of such metrics on solvable Lie groups.
Given a Lie group G with the Lie algebra g, let E denote the set of all Einstein connections in g, by which we mean the Levi-Civita connections of left-invariant pseudo -Riemannian Einstein metrics on G. One may view E as a set of bilinear operations g × g → g, that is, a subset of [g * ] ⊗2 ⊗ g. If g is semisimple, the Levi-Civita connection D = [ , ]/2 of the Killing form β is an element of E.
The present paper provides an initial step towards answering the question stated above in ( * ): for any simple Lie algebra g, we explicitly describe the connected component C of E containing D. As C turns out to be a relatively open subset of E, it also contains all Einstein connections sufficiently close to D.
We restrict much of our discussion to g that correspond to the groups G = SL(n, IR), G = SL(n, C), G = SU(l, j), or (n even) G = SL(n/2, IH), (1.1) with l ≥ j ≥ 0 and n = l + j ≥ 3 since, for all remaining simple Lie algebras, D is isolated in E and C = {D}. For the group G = SL(n, C) our argument leads to the following conclusion (Theorem 22.4): all left-invariant pseudo -Riemannian Einstein metrics on G close to multiples of the Killing form are real parts of holomorphic Einstein metrics, cf. [12, p. 210] , which also makes them Kähler-Norden metrics in the sense of [16] .
Outline of the main argument
Let G be a real or complex semisimple Lie group, with the associated semisimple Lie algebra g over IF = IR or IF = C. We study left-invariant connections on G, which are also holomorphic when IF = C, as well as left-invariant metrics on G, assuming the latter to be pseudo-Riemannian if IF = IR, and holomorphic (in the sense of being C-bilinear, symmetric and nondegenerate) if IF = C.
In this section we skip the term 'left-invariant' and simply speak of connections in g and metrics in g. An example of the latter is the Killing form β.
All vector spaces under consideration are finite-dimensional. The spaces T , Y, S , with S ⊂ Y consist, respectively, of symmetric IF-bilinear forms g × g → IF (such as metrics in g), arbitrary connections in g (treated as IF-bilinear operations g × g → g) and, finally, the operations g × g → g in Y which are symmetric. Thus, β ∈ T for the Killing form β, and D ∈ Y, where D = [ , ]/2 is the standard connection. Our discussion focuses on the affine subspace D + S of Y formed by connections ∇ ∈ Y which are torsion-free, so that their skew-symmetric part is D. We refer to any such ∇ = D + S, with S ∈ S, as a weakly-Einstein connection in g, if the symmetric 2-tensor {∇·∇} defined in Section 9, is ∇-parallel, that is,
Since g is semisimple, whenever ∇ happens to be the Levi-Civita connection of a metric, its Ricci tensor is ρ ∇ = −{∇·∇}. The set W of all weakly-Einstein connections in g thus contains the set E of Einstein connections in g, defined here to be the Levi-Civita connections ∇ of (left-invariant) Einstein metrics γ on G. By the latter we mean, as usual, all γ with ρ ∇ = κγ for some κ ∈ IF. For instance, D is an Einstein connection, being the Levi-Civita connection of the Einstein metric β (the Killing form).
The converse "weakly-Einstein implies Einstein" of the implication "Einstein implies weakly-Einstein" (E ⊂ W), generally false (Section 29), is true generically:
if ∇ ∈ W and {∇·∇} is nondegenerate, then ∇ ∈ E .
(2.2)
In fact, ∇ then is the Levi-Civita connection of the metric {∇·∇}, with the Ricci tensor ρ ∇ = −{∇·∇}. Instead of Einstein metrics, we choose to look for weakly-Einstein connections in g. By (2.2), the latter question is only slightly more general than the former. It can, however, be phrased in much simpler algebraic terms: for H : S → S given by H(S) = What N and ∈ in (2.7) stand for requires the following, more detailed explanation. First, we treat the left-hand side of (2.7) as a polynomial function of the variables (a, b,v) = (a, b, ξ, f, h, x, y, z, p, q, r) ∈ g × g × IF
9
(2. 8) with values in S × T . This is achieved by replacing all occurrences of a 2 with ε −1 (ha + b) + ε −2 ξ Id, which in turn leads to replacements of tr a 2 by nε −2 ξ, and a 3 by ε −1 ba + ε −2 (h 2 + ξ)a + ε −2 hb + ε −3 ξh Id. (2.9) (Here ε ∈ {1, i} is a parameter depending on g, cf. (16.1).) Although h still remains quite artificial, ξ and b have now become more tangible. Secondly, ∈ in (2.7) means that the function of (2.8) standing on the lefthand side of (2.7) is itself an element of N (rather than taking values in N ).
Finally, N is the space of (S × T )-valued negligible functions on g × g × IF
. Negligible (polynomial) functions on g × g × IF 9 , valued in various vector spaces, are defined in Section 20; the proper class formed by them (in the sense of set theory) may be called an ideal, since one easily verifies that, applying a multilinear mapping to several polynomial functions on g × g × IF 9 , one of which is negligible, we always obtain another negligible function. In addition, negligible functions vanish at all (a, b,v) ∈ g × g × IF 9 such that b = 0. (2.10)
One specific vector u = (ξ, f, h, x, y, z, p, q, r) ∈ IF
, given by formula (19.3), has J(u) = 0 and ξ = h = 0. (2.11)
In Section 22 we use u to define a family C of Einstein connections by
: a ∈ g and a 2 = 0}), (2.12) which appears as formula (22.3); π S : S × T → S is the Cartesian projection.
That every ∇ = D + S ∈ C is a weakly-Einstein connection (or, equivalently, K(S, σ) = (0, 0) for the corresponding (S, σ), cf. (2.3)) is immediate: by (2.9), with ξ = h = 0 due to (2.11), the relation a 2 = 0 in (2.12) gives b = 0. Now (2.10) implies that the value of left-hand side of (2.7) at (a, b, u) equals 0, while For g = su(n), (2.14) states that a positive-definite multiple of the Killing form is isolated among suitably normalized left-invariant Riemannian Einstein metrics on SU(n). The mechanism which reduces proving the inclusion in (2.14) to establishing the analogous claim (2.13) for real-analytic curves is a version of Milnor's curveselection lemma [14, p. 25] , stated below as Corollary 4.2, and applicable in our case since both C and W are algebraic sets.
The rest of this section is devoted to summarizing the proof of (2.13) given in Section 25. The argument is based on the fundamental formula (2.7) along with the following fact (Lemma 20.1(ii)): suppose that a vector-valued polynomial function P of (2.8) is negligible and (2.8) are themselves C ∞ functions of a variable t ∈ [0, δ), with δ ∈ (0, ∞), which turns P into a function of t, and k ≥ 1 is an integer. In such a case, due to negligibility of P, if a(0) = 0, ξ(0) = h(0) = 0, and
Fixing t → S(t) in (2.13), we now realize a, b, ξ, f, h, x, y, z, p, q, r,v and σ as real-analytic functions of t ∈ [0, δ). First, a natural surjective operator S → g (see Remark 17.4), applied to S = S(t), yields a = a(t) ∈ g. To define σ(t) and ξ(t) we use (2.3) for S = S(t) and the relation tr a 2 = nε −2 ξ in (2.9). Our polynomial mapping J : IF 9 → IF 9 takes values in IF
8
, as its first component is 0, while rank dJ u = 8 at our point u with J(u) = 0. Consequently (cf. Lemma 19.1(b)), a neighborhood of u in J −1 (0) forms the graph of an IF
-valued IF-analytic function ξ → (f, h, x, y, z, p, q, r) of ξ that varies near 0 in IF, with dh/dξ = 0 at ξ = 0. Since ξ already is a function of t ∈ [0, δ), so are now f, h, x, y, z, p, q, r (with smaller δ), v = (ξ, f, h, x, y, z, p, q, r), and b, cf. (2.9).
Next, while proving Lemma 25.1, we establish the following claim:
This is done by using induction on k to show equality between k-jets j k [. . .] of both sides at t = 0, for all k ≥ 0. In the induction step, assuming that j k−1 [b] = 0, we use (2.15), with P equal to the left-hand side of (2.7) (for a = a(t) and v = v(t)) to conclude that j k [P ] = 0. However, our choice of v(t) guarantees that J(v(t)) = 0. Thus, by linearity of I a , (2.7) with j k [P ] = 0 amounts to
(From now on we write a,v for a(t), v(t), etc.) Our quadratic mapping K is the sum of homogeneous components L and K − L of degrees 1 and 2, cf. Remark 11.3. As (S, σ) = 0 at t = 0, the k-jet
, the last equality being the remaining part of the inductive-step assumption in our ongoing proof of (2.16). Recalling that our hypothesis about t → S(t) in (2.13) reads K(S, σ) = (0, 0) for all t (see (2.4)), we thus have 
. However (as a consequence of Remark 11.3 and (12.5.b)), the image of L intersects Ker L trivially, that is, L restricted to its own image must be injective. Thus, both sides in (2.18) must vanish. Now, as M(u) = 0, the equality j
lies in the image of L (see Remark 25.2), the injectivity property just mentioned, combined with vanishing of the left-hand side in (2.18), yields
, completing the inductive step and, consequently, proving (2.16).
The induction argument, used above to show that b(t) = 0 in (2.16), would obviously remain valid if the quantities involved, instead of being real-analytic functions of t, were just formal power series in the variable t. The subsequent conclusion that a 2 = 0 for a = a(t) and every t, outlined in the next paragraph is, however, less straightforward in this regard, as it relies on certain rationality and nonzero-derivative properties of h and ξ. Specifically, vanishing of b = b(t) in (2.16) gives, by (2.9), a 2 = ε −1 ha + ε −2 ξ Id for a = a(t) which, unless a = 0, easily implies that h 2 is a rational multiple of ξ (see Lemma 24.1). Since h is an IF-analytic function of ξ (cf. the lines preceding (2.16)), with dh/dξ = 0 = h at ξ = 0, while ξ is a real-analytic function of t, the rationality conclusion just stated shows that ξ(t) = h(t) = 0 identically in t. (See the end of Section 25.) Thus, a = a(t) satisfies the condition a 2 = 0, while, as v = (ξ, f, h, x, y, z, p, q, r) is a function of ξ (Lemma 19.1(b)), one also has v(t) = u for all t. By (2.16), this completes the proof of (2.13). Treating a complex vector space V as real and writing ( , ) IF rather than ( , ) to indicate the choice of the scalar field, we have, in End C V, by (3.1) and (3.2),
Linear-algebra preliminaries
Let us define the adjoint ∆ * of an operator ∆ between inner-product spaces in the usual way, refer to an endomorphism ∆ of such a space S as self-adjoint if ∆ * = ∆, and call a subspace S ′ of S nondegenerate if so is the restriction of the inner product to S Given subspaces S, S ′ of an inner-product space V, S is nondegenerate if V = S ⊕ S ′ and S, S ′ are orthogonal to each other, (3.5) since vectors in S, orthogonal to S, must be orthogonal to all of V.
Let Φ be an endomorphism of an inner-product space S. Then Φ * = Φ if Φ is diagonalizable with mutually orthogonal eigenspaces; Φ has nondegenerate eigenspaces if Φ * = Φ and Φ is diagonalizable. (3.6) Cf. (3.5) . Obviously, given an endomorphism ∆ of a vector space S,
Let there be given vector spaces S, T , V, an integer k ≥ 1, and a bilinear mapping B : S × T → V, along with C ∞ curves S in S and σ in T , both parametrized by t ∈ [0, δ), where δ ∈ (0, ∞). If S(0) = 0 and σ(0) = 0, then the Leibniz rule clearly implies that, whenever k ≥ 1,
Here and below we use the convention that, for such curves,
Remark 3.1. Due to invariance of the trace functional, an endomorphismÃ of a vector space such that JÃJ −1 = ωÃ for some linear automorphism J and some scalar ω = 1 is necessarily traceless. When ω = −1 and J is the multiplication by i in the underlying real space of a complex vector space, this shows that the real trace of a C-antilinear endomorphism always equals 0. 
Milnor's curve-selection lemma
Throughout this section, all vector spaces are finite-dimensional and real.
A subset of a vector space S is called algebraic if it equals F −1 (0) for some polynomial mapping F : S → V into a vector space V. By a semi-algebraic set in S one means the intersection of an algebraic set with ∞) ), where k ≥ 1 and f 1 , . . . , f k are polynomial functions S → IR. The intersection of two semi-algebraic sets in S is semi-algebraic, while complements of algebraic subsets of S constitute finite unions of semi-algebraic sets. Thus, whenever Z ⊂ S and L ⊂ S are algebraic, one easily sees that Z L is a finite union of semi algebraic sets in S .
(4.1)
The following result of Milnor [14, p. 25 
such that S(0) = 0 and S(t) ∈ A for all t ∈ (0, δ).
Proof. See [14, p. 25 ].
We will need this immediate consequence of Theorem 4.1: Proof. Otherwise, an obvious contradiction would arise from Theorem 4.1 applied to A which is one of the semi-algebraic sets mentioned in (4.1).
The curvature and Ricci tensors
We denote by R = R ∇ the curvature tensor of a torsion-free C ∞ connection ∇ on a manifold, using the sign convention
The Ricci tensor ρ = ρ ∇ has the components R jk = R jsk s . Repeated indices, here and below, are to be summed over.
Any torsion-free C ∞ connection ∇ satisfies the Bochner identity 
via differentiation by parts. For the meaning of (∇v, ∇w), see (3.1) . By an Einstein metric on a manifold we mean any C ∞ pseudo -Riemannian metric γ with ρ = κγ for the Ricci tensor ρ of γ (that is, the Ricci tensor of the Levi-Civita connection of γ) and some κ ∈ IR (the Einstein constant of γ).
One calls a torsion-free C ∞ connection ∇ on an m-dimensional manifold equiaffine if the connection induced by ∇ in the mth exterior power of the tangent bundle is flat, that is, if the manifold locally admits ∇-parallel volume forms.
Equiaffinity of ∇ is equivalent to symmetry of its Ricci tensor ρ Left-invariant connections ∇ on G, and left-invariant symmetric 2-tensor fields τ on G (including metrics) are always treated as elements of
. For v, w ∈ g, we then use the traditional symbol ∇ v w, rather than ∇(v, w), and denote by ∇ v (or, by ∇w) the IF-linear endomorphism of g sending w (or, respectively, v) to ∇ v w.
A left-invariant torsion-free connection ∇ on G will be called unimodular if some/any left-invariant real/complex volume form on G is ∇-parallel.
Unimodularity of ∇ clearly implies its equiaffinity (see the end of Section 5). 
Some operations involving connections and 2-tensors
In this section, g is a fixed semisimple Lie algebra over IF = IR or IF = C. As in the second paragraph of Section 6, we identify elements ∇ of the space
⊗ g with left-invariant connections on a Lie group G having the Lie algebra g, writing ∇ v w, ∇ v and ∇w instead of ∇(v, w), ∇(v, · ) and ∇( · , w), for v, w ∈ g, so that ∇ v , ∇w : g → g. We will repeatedly refer to the vector spaces
Elements of T may, again, be thought of as twice-covariant symmetric tensor fields on G, invariant under left translations. The symbols β and , both stand for the IF-bilinear Killing form of g. Thus, β ∈ T and, with ( , ) as in (3.1),
The IF-bilinear inner product β = , in g leads to an isomorphic identification between bilinear forms σ on g and IF-linear endomorphisms Σ of g, with σ(v, w) = Σv, w for any v, w ∈ g. 
We define the contraction operator c : Tensor-calculus arguments, when needed, will use components relative to a fixed basis e 1 , . . . , e m of g,
⊗ g, and symmetric operations S ∈ S are represented by the components v We will raise and lower indices with the aid of β jk and β jk , so that C
If an endomorphism Σ of g corresponds to σ via (7.3), its components will be written as σ k j , and then
Thus, for the contraction operator c appearing in (7.5),
Since the Killing form β is bi-invariant (that is, Ad-invariant), one has (Ad v, Σ) = 0 whenever v ∈ g and Σ : g → g is β self adjoint, (7.7)
due to skew-adjointness of Ad v, with ( , ) as in (3.1). For the same reason, C jkl is totally skew symmetric in j, k, l, (7.8)
Further operations
We continue using the same assumptions and notations as in Section 7.
The Killing form β = , , being an IF-bilinear inner product in g, naturally induces IF-bilinear inner products, also denoted by , , in the spaces
(Their nondegeneracy is obvious, since a β-orthonormal basis of g gives rise to , -orthonormal bases in the other two spaces.) Explicitly,
(S, , ) and (T , , ) are inner product spaces.
In other words, S ⊂ Y and T ⊂ [g * ] ⊗2 appearing in (7.1) are nondegenerate subspaces, which one easily sees applying (3.5) to our S and
(Note that ∇σ differs only slightly from the ∇-covariant derivative of σ, from which it arises via index-raising applied to the direction of differentiation.) Given such ∇ and σ, we also definẽ ∇ = σ∇ ∈ S, by declaring∇ v w to be Σ(∇ v w), for Σ with (7.3). In view of the line following (7.8), the three definitions: (8.3) of ∇σ (applied to ∇ = D), (7.4) of D, and (8.4) of σ∇ (applied to σ = τ and ∇ = Dσ), imply that for any σ, τ ∈ T and Σ, T related to them as in (7.3), since Σ is β-self-adjoint,
The normalized β-curvature operator Ω : T → T is given by
with ( , ) as in (3.1), any σ ∈ T , and Σ corresponding to σ via (7.3). We have
In fact, (8.9.i) and (8.9 .ii) are obvious from (7.2) and (8.8). To verify (8.9.iii), we extend Ω : 
Two symmetric pairings
We continue the discussion of Sections 7 -8. The symbol { · } denotes two T -valued symmetric bilinear mappings defined on Y (and, respectively, on T ), characterized by the corresponding T -valued homogeneous quadratic functions:
for ∇ ∈ Y, σ ∈ T and v, w ∈ g, with Σ, ( , ) as in (7.3) and (3.1). Equivalently,
Being symmetric, {σ·τ } is uniquely characterized by the requirement that
with Σ, T as in (8.7.b). Lemma 6.1(d) and (9.1) imply that a left-invariant torsion-free unimodular connection ∇ = D + S, with S ∈ S, has the Ricci tensor
cf. Remark 6.3. Note that, due to (7.2), (7.4), (9.5), (7.8) and (8.7.a),
Finally, for the inner products in (8.2), any S ∈ S, and any σ ∈ T ,
In fact, since
As a consequence of (7.8), the first and third of the four resulting terms vanish, and the other two add up to C rj
The Christoffel isomorphism
With the assumptions and notations as in the last three sections, let us introduce the Christoffel isomorphism Φ : S → S by requiring that, whenever v, w, u ∈ g,
We give two more descriptions of Φ, one based on applying, to ∇ = S and σ = β, the definition (8.3) of the ∇-gradient, the other using components and (8.5.a):
For yet another description of Φ, see Remark 10.2. If S ∈ S and σ ∈ T , then The operation T × T ∋ (σ, τ ) → σ ⊛ τ ∈ T is defined by requiring it to correspond, under the identification in (7.3), to (Σ,Σ) → (ΣΣ +ΣΣ)/2 (onehalf of the anticommutator of β-self-adjoint linear endomorphisms of g). Thus, β ⊛σ = σ. Any nondegenerate γ ∈ T has an inverse γ −1 ∈ T with γ ⊛γ −1 = β.
Every σ ∈ T satisfies the following relations, in which, once again, D, β and Ω are the standard connection, Killing form, and normalized β-curvature operator, with (7.4), (7.2) and (8.8), { · } stands for the two operations given by (9.1) or (9.2), while ⊛ is defined as in the last paragraph: Next, for σ, τ ∈ T , applying (9.7.a) to S = Dτ we obtain, from (10.3.b),
Remark 10.2. Another description of Φ, obvious from (10.1), reads: Φ is diagonalizable, has the eigenvalues 1/2 and −1, with the respective eigenspaces consisting of those S ∈ S for which u, S v w is totally symmetric in u, v, w ∈ g or, respectively, u, S v w summed cyclically over u, v, w ∈ g yields 0.
Remark 10.3. We identify nondegenerate elements of T with left-invariant pseudo -Riemannian metrics γ on G. According to Remark 5.2, the Levi-Civita connection of any such γ is the unique ∇ = D + S, with S ∈ [g * ] ⊙2 ⊗ g, such that ∇γ = 0. Writing the last condition as Dγ + Sγ = 0, and using (10.3), we get Dγ = −γS, that is, the classical Christoffel formula ∇ = D + S, for S = −γ −1 (Dγ).
Einstein and weakly-Einstein connections
We adopt the assumptions and notations of Sections 7 -9, so that g is our fixed semisimple Lie algebra over IF = IR or IF = C, associated with a real/complex Lie group G, while [g * ] ⊗2 ⊗ g is identified with the space of left-invariant connections on G (assumed holomorphic if IF = C), and D + S is its affine subspace formed by all ∇ ∈ [g * ] ⊗2 ⊗ g which are torsion-free. Now, for E, U, W defined below,
Here E denotes the set of Einstein connections in g, that is, of the Levi-Civita connections of left-invariant Einstein metrics on G (again, assumed holomorphic when IF = C). The subset W of D + S consists, in turn, of weakly-Einstein connections in g, by which we mean all ∇ ∈ D + S such that the left-invariant symmetric 2-tensor field {∇·∇} on G is ∇-parallel. Finally, U ⊂ D + S is formed by those ∇ which are unimodular and have a ∇-parallel Ricci tensor.
The inclusions E ⊂ U ⊂ W follow from Lemma 6.1(b) and (9.5). Next, we define a nonlinear mapping H : S → S and a linear endomorphism ∆ of S by
with S as in (7.1). According to (9.6.a), 4{D·D} = β, and hence
The operations used in (11.2.i) and (11. since (11.6) expresses H(S) as ∆S plus some terms quadratic and cubic in S. The sets U and W appearing in (11.1) can now be described as follows: 8) as (11.4) yields (11.8.ii), while (11.8.ii), (7.5), Remark 6.3 and (9.5) give (11.8.i).
Lemma 11.1. With the assumptions and notations as in Sections 7 -9, for any S ∈ S and σ ∈ T , the following two conditions are equivalent: (a) ∆S + 4D{S·S} + Sσ = 0, while cS = 0 and σ = 8{D·S} + 4{S·S},
S is a unimodular torsion-free connection in g and its Ricci tensor, given
Proof. First, (a) implies (b), since (7.5) with cS = 0 gives unimodularity of ∇, and (11.5) -(11.6) show that ρ = −(β + σ)/4 is ∇-parallel. Conversely, assuming (b), we obtain (a) from (7.5), (9.5), (11.3) and (11.5) -(11.6).
Lemma 11.2. For the inner-product spaces (8.2) , and Φ, ∆ as in (10.1), (11.2.ii), (i) Φ, ∆ as well as S → Sβ and S → D{D·S} are self-adjoint endomorphisms of S,
Proof. First, Φ is self-adjoint due to the first line of (3.6) and Remark 10.2; so is the endomorphism S → Sβ equal, by (10.2.i), to −2Φ − Id. The same follows for the operator S → D{D · S} obtained, up to a factor, as the composite of S → 2{D · S} with its adjoint σ → Dσ (see (9.7.a)). By (11.2.ii), the last two conclusions give (i) for ∆. Finally, (8.1.i), (8.9 .ii) and (7.8) imply symmetry of the expression Ωσ, τ = 2τ jk C jqp C kr q σ pr in σ, τ ∈ T , proving (ii). 
The nondegeneracy condition
We continue the discussion of Sections 7 -11. By (11. 2) and (11.7), 0 is isolated in H −1 (0). In other words, according to (11.8 .ii) and (11.1), for those Lie algebras, D is an isolated point in both W and E.
The underlying real Lie algebras
Denoting by g IR the underlying real Lie algebra of a given semisimple complex Lie algebra g with the Killing form β, we see that, by (7.2) and (3.3), the Killing form of g IR equals 2 Re β. Proof. If a C-linear endomorphism Σ of g is related to σ ∈ T via (7.3), taking the real parts of both sides of (7.3), with , = β, we see that, by (13.1), the same relation holds, in g IR , between Σ and 2 Re σ ∈ Re T . Now (8.8), its real-part version, and (3.3) yield (c). Next, given σ ∈ T ′ , let Σ : g IR → g IR be associated with Re σ as in (7.
′ is uniquely determined by its real part, (a) follows, while (d) is a trivial consequence of (a), (b) and (c).
Remark 13.2. One has 2∇(Re σ) = ∇σ if ∇ : g × g → g is a (complex-bilinear) connection in a semisimple complex Lie algebra g and σ ∈ T , with ∇σ as in (8.3) , where ∇(Re σ) is analogously defined for g IR , so that Re σ ∈ T IR (notation of Lemma 13.1) and ∇ is treated as a (real-bilinear) connection in g IR .
To see this, apply 2 Re to both sides in (8.3) and use (13.1) with β = , .
Remark 13.3. Given g and g IR as above, let us use the notation of (13.2). Finally, let S ∈ S IR and ∆ IR S ∈ S. By (12.5.b), ∆ IR S − ∆S ∈ Ker ∆ for someS ∈ S. From (vi) and (vii) one thus has ∆ IR (S −S) ∈ Ker ∆ IR . Applying (12.5.b-c) to g IR rather than g, we now conclude that ∆ IR (S −S) = 0, and so S −S ∈ Ker ∆ IR = Ker ∆ ⊂ S (cf. (vi)). Hence S ∈ S.
Complexifications
All vector spaces (and Lie algebras) are assumed here to be finite-dimensional.
By a real form of a complex vector space (or, a complex Lie algebra) g C we mean any real subspace (or, real Lie subalgebra) g ⊂ g C such that, as a real vector space, g C = g ⊕ ig. This is, in an obvious sense, equivalent to requiring that g C be the vector-space (or, Lie-algebra) complexification of g. Whenever l + j = n, sl(n, IR), su(l, j) and sl(n/2, IH) are real forms of sl(n, C), The four Lie algebras appearing in (14.1) are subsets of gl(n, C). Any finite product w of their elements is therefore a complex n × n matrix, and we denote by tr w its matrix trace. Hence, for a, b, w ∈ gl(n, C), one has the inner product since, due to (7.2), (3.1), and (14.5) applied to Σ = (Ad v)Ad w, the latter Killing form arises as the restriction of the former from g C to g. In addition, obviously,
(14.7)
We could also have derived (14.6) from (14.7) via Remark 14.1, using the component formula β jk = C pj q C qk p in (9.6.a) valid for both g and g C .
Let g be a real form of a complex Lie algebra g C . We denote by T C the second complex symmetric power of the complex dual space of g C , that is, the analog for g C of the space T associated with g as in (7.1). Our notation is consistent with the fact that T C may be treated as the complexification of T . In other words, T can be naturally identified with a real form of T C , so that
Specifically, any τ ∈ T , which is a symmetric bilinear form τ : g × g → IR, is identified with its C-bilinear extension τ : g C × g C → C. Thus, T ⊂ T C consists of all symmetric C-bilinear forms τ : g C × g C → C for which τ (v, w) is real whenever v, w ∈ g (or, equivalently, τ jk ∈ IR in a basis of type (14.3)). (ii) the analog for g C of Ω : T → T , given in g by (8.8) , is the unique C-linear extension Ω : Our assertion for g = su(l, j) and g = sl(n/2, IH) now follows from (14.6) applied to either choice of g and to g C = sl(n, C), cf. (14.1).
Traces and Lie subalgebras

The special linear and pseudo-unitary Lie algebras
In this and the following sections, (g, IF, ε) will always be one of the triples (sl(n, IR), IR, 1), (sl(n, C), C, 1), (sl(n, C), C, i), with n ≥ 2, (su(l, j), IR, i) and, for even n ≥ 2 only, (sl(n/2, IH), IR, 1), (16.1) formed by a simple Lie algebra g over IF = IR or IF = C (see (14.1)), the scalar field IF itself, and a fixed scalar ε ∈ IF, equal to 1 or i. Here j, l are fixed integers with l ≥ j ≥ 0 and l + j = n. As before, β = , denotes the IF-bilinear Killing form of g, defined by (7.2), so that β ∈ T for the space T in (7.1).
With any a, b ∈ g we associate elements τ a , θ a,b , µ a,b of T , related as in (7.3) to the IF-linear endomorphisms of g sending each v ∈ g, respectively, to
where ( , ) and the traceless part ( ) 0 are as in (14.2).
Note that the values (16.2) all lie in g due to our choice of ε. In addition, the operators assigning these values to v are easily seen to be self-adjoint for the inner product (14.2.i). Their self-adjointness relative to the Killing form β of g is now immediate from Lemma 15.3. Next, whenever a ∈ g, we set Also, if ξ (in (16.3)) and ε(a, c)/n stand for the corresponding multiples of Id, 3 hold for g = su(l, j) or g = sl(n/2, IH), and g C = sl(n, C). Lemma 14.3(ii), combined with Remark 16.1 below, now shows that the Ω-images of τ a , θ a,b , µ a,b in su(l, j) or sl(n/2, IH) coincide with their Ω-images in sl(n, C).
Note that, if x, y, z ∈ IF and λ = xτ a + n 2 yθ a + zµ a , (16.7) yields
Remark 16.1. By (14.6), the elements τ a , θ a,b , µ a,b of T C associated with the triple (sl(n, C), C, i), or (sl(n, C), C, 1), are the unique C-bilinear extensions of τ a , θ a,b , µ a,b defined for (su(l, j), IR, i) or, respectively, for (sl(n/2, IH), IR, 1). Thus, τ a , θ a,b , µ a,b lie in the real form T ⊂ T C appearing in (14.8).
The curvature spectra of the Lie algebras in (16.1)
Whenever (g, IF, ε) is one of the triples (16.1), n = l + j ≥ 2, and a, b ∈ g, (i) n τ a , τ a = 2ε 2 (n 2 − 4)(a, a), with , , τ a , ( , ) as in (8.1.i), (16.4), (14.2.i), (ii) for n ≥ 3 the operator g ∋ a → τ a ∈ T is injective, (iii) for n = 2 one has τ a = 0 and 2θ a,b = µ a,b + ε 2 (a, b)β/2, cf. (16.2) and (7.2).
In fact, if g = sl(n, IF), (i) follows from the three steps of Remark 15.2, as τ a , τ a is the trace of the endomorphism of g sending v to ε 2 (a(av +va) 0 +(av +va) 0 a) 0 , that is, to ε 2 times a 2 v + va
For the other choices of g, (i) is obvious from (14.1) and Remark 16.1, combined with (14.5) since, again, τ a , τ a equals the trace of the square of the endomorphism corresponding to τ a in (16.4) . Next, the operator in (ii) is injective: by (i), it pulls some symmetric bilinear form in T back to the nondegenerate form ( , ) in g, cf. Lemma 15.3. Finally, proving (iii) amounts, for reasons of symmetry as in (16.5) , to showing that a 2 is a multiple of Id and 2θ a = µ a + ε 2 (a, a)β/2. This is easily verified if a is the diagonal matrix diag (1, −1) . The case of arbitrary a is now immediate as matrices conjugate to multiples of diag(1, −1) form a dense subset of sl(2, IF), consisting of all traceless matrices with two distinct eigenvalues. Proof. We define ι 
⊙2
, since θ a,b is a multiple of the symmetric product (a, · )⊙(b, · ). As 2nθ a,b = ι
where V ± (or, V) is the subspace of T spanned by all ι 
Multiplication tables
In this section (g, IF, ε) is always one of the triples (16.1), with n = l + j ≥ 3, and a denotes an arbitrary element of g. We use the notation of (16.2) -(16.4).
For ⊛ and { · } defined in the lines following Lemma 10.1 and in (9.4),
as one easily verifies with the aid of (16.2) -(16.4) and (16.6) . Also, 
the notation of (8.8) and (16.2) -(16.4) , we have, if x, y, z ∈ IF and λ = xτ a + n 2 yθ a + zµ a ,
Π being the direct-sum projection in (12.6.a), well-defined in view of Lemma 17.1(f).
Proof. Assertion (i) is a trivial consequence of (16.7), while (iii) is immediate from (i) and (16.7), as Ω : T → T is self-adjoint (Lemma 11.2(ii)). Now (iv) is obvious, and (iii)
gives Πχ a = Πφ a = 0, proving (ii).
Some relevant algebraic sets in the nine-dimensional space
Equations (19.1) -(19.2) discussed below, depending on an integer parameter n, are quite important in our argument. Namely, as we will show in the proof of Lemma 25.1, for the Lie algebras g appearing in (16.1) with n = l + j ≥ 3, any real-analytic curve of weakly-Einstein connections emanating from the standard connection D is naturally mapped into the solution set of (19.1) -(19.2) in IF
9
, in such a way that the image of D is the point (19.3) . The rationality conclusion of Lemma 24.1 then implies that the latter mapping must be constant. This means that the real-analytic curves in question all lie in a specific family C of Einstein connections, described by formula (22.3) in Section 22.
Lemma 19.1. For IF = IR or IF = C and any integer n ≥ 3, the conditions
imposed on the nonuple (ξ, f, h, x, y, z, p, q, r) ∈ IF
, where we have set
constitute a system of eight polynomial equations in nine unknowns.
(a) A solution of (19.1), for which (L, U, V, W ) = (0, 0, −2, 1), is given by
. Proof. First, (a) is obvious. Secondly, one easily verifies that
is the Jacobian matrix at the point (19.3) of the mapping IF 8 → IF 8 sending (f, h, x, y, z, p, q, r) to the octuple formed by the left-hand sides in (19.1), in which ξ has been replaced by 0. (Each row of (19.5) thus represents the differential of the corresponding left-hand side written as a combination of df, dh, dx, dy, dz, dp, dq and dr, while asterisks stand for various irrelevant entries.) Replacing the fourth row in (19.5) by the fourth row minus twice the fifth row, we obtain a triangular matrix with nonzero diagonal entries, so that (19.5) is nonsigular and the existence of the curve required in (b), except for the specific value of dh/dξ, is immediate from the implicit mapping theorem.
To evaluate dh/dξ at ξ = 0, we may treat f, h, x, y, z, p, q and r, restricted to the graph of the curve in 
Negligible polynomials
Given one of the triples (16.1), for n = l + j ≥ 3, and a vector space V with dim IF V < ∞, we define a V-valued negligible polynomial function of the variables a, b ∈ g and (ξ, f, h, x, y, z, p, q, r) ∈ IF 9 , (20.1)
to be any mapping g × g × IF 9 → V expressible as a sum of terms, each of which is multilinear in (a, b, . . . ), or (b, b, . . . ), or (ξ, b, . . . ), or (h, b, . . . ), with the dots standing for any finite number of arguments from the list a, b, ξ, f, h, x, y, z, p, q, r, possibly with repetitions. In the case of two mappings E,Ẽ :
we write E ≈Ẽ when E −Ẽ is negligible. 
Proof. This is obvious from the definition of negligibility and the Leibniz rule.
In our discussion, negligible polynomials arise as follows. Choosing (g, IF, ε) to be one of the triples (16.1), with n = l+j ≥ 3, and using the notation of (16.2) -(16.4), we introduce the variables (20.1) consisting of an arbitrary element a of g, the coefficients f, x, y, z, p, q, r of two arbitrary linear combinations With ≈ and λ as in (20.2) and (20.3.i), we now have In fact, (16.6.i) implies that ε 2 a 3 = ε(εa 2 )a = εca + ξa and, as a consequence of (16.6.ii), d = εca + ξa − ε(a, c)/n. Replacing c here by ha + b, and the resulting occurrence of εa 2 by ha + b + ε −1 ξ, which is allowed due to (16.6.i) and (20.4), we see that d − (h 2 + ξ)a = εba + hb − ε(a, b)/n due to the equality ξ = ε 2 (a, a)/n, which yields (20.6). Now (20.6) gives
Lemma 20.2. If (g, IF, ε) is one of the triples (16.1), and n = l + j ≥ 3, then
with the dependence on the variables (20.1) described above. Similarly,
Proof. This is immediate from (20. 
where λ = xτ a + n 2 yθ a + zµ a , as in (20.3).
Proof. The second part of Lemma 20.2 yields
By ( 
In view of (10.5.c), 4{(Dλ)·(Dλ)} = {λ·λ} + [(Id − Ω)λ]⊛ λ, as required.
The first crucial step in the argument
The following result will be used both to verify that the family C defined by formula (22.3) of Section 22 actually consists of Einstein connections, and to prove, later in Section 25, that C contains every real-analytic curve of weakly-Einstein connections emanating from D. 
and, setting ζ = ψ − 8{D·(Dλ)} − 4{(Dλ)·(Dλ)}, we obtain
Proof. Replacing c in (18.4) with ha + b (see (20.4)) we have, from (18.3), 
The main results
Given a real (or, complex) Lie group G with the Lie algebra g, we again refer to the Levi-Civita connections of left-invariant Einstein metrics on G as Einstein connections in g. The metrics themselves are pseudo -Riemannian or, respectively, holomorphic; β and D = [ , ]/2 stand for the Killing form, with (7.2), and its LeviCivita connection; and Dλ is defined as in (8.3) or, equivalently, (8.7.a) . The more general classes of unimodular torsion-free connections with parallel Ricci tensor, and weakly-Einstein connections, were introduced in Section 11.
Whenever (g, IF, ε) is one of the triples (16.1), with n = l + j, while ξ, h ∈ IF, the scalar ε −1 ξ denotes a multiple of Id, and a ∈ g, one clearly has as one sees using Lemma 18.1(iv). The dependence of τ a (or, θ a and µ a ) on a is, by (16.4), homogeneous linear (or, respectively, quadratic). Consequently, λ and ψ in (20.3), along with ∇ and ρ ∇ , will remain unchanged if we replace a with a nonzero multiple, and at the same time suitably rescale f, x, y, z, p, q and r. Thus, (19.1.iii) is a normalizing condition, which can always be realized by rescaling, as long as Πλ = 0 (or, equivalently, (n 2 − 4)x + (n 2 y − 2z)h = 0), while the system (19.1) without equation (19.1.iii) is rescaling-invariant.
In terms of the inclusions E ⊂ U ⊂ W, cf. (11.1), all connections obtained in Theorem 22.1 lie in U, and hence in W but, as shown below in Section 29, they need not be Einstein connections (elements of E).
However, Einstein connections do arise in a special case of Theorem 22.1, which is the first part of the main result of this paper, stated as follows. (sl(n, IR), IR, 1), (sl(n, C), C, 1), (sl(n, C), C, i), (su(l, j), IR, i), (sl(n/2, IH), IR, 1), with n = l + j ≥ 3, and τ a , θ a , µ a are defined by (16.4) . Then the set C = D + L for L = {Dη a : a ∈ g and a 2 = 0}, where − 2θ a ) and θ a ⊛ θ a = µ a ⊛µ a = τ a ⊛ θ a = τ a ⊛µ a = θ a ⊛µ a = 0. All three-factor ⊛-products of linear combinations of τ a , θ a , µ a must therefore vanish. In particular, Σ 3 = 0 for the endomorphism Σ of g corresponding to σ = η a via (7.3), and so 0 is the only eigenvalue of Σ. Consequently, −1 is the only eigenvalue of Σ − Id, and the Ricci tensor ρ ∇ = (η a − β)/4 is nondegenerate, as required in (i). Since ρ ∇ is ∇-parallel, ∇ is its Levi-Civita connection (Remark 5.2). Thus, ρ ∇ is an Einstein metric, which shows that C consists of Einstein connections.
Let ∇ ∈ C. Since (19. 
The rationality condition
The use of Theorem 22.1 to construct examples of weakly-Einstein connections other than D requires not just finding ξ, f, h, x, y, z, p, q, r ∈ IF that satisfy (19.1), but also realizing the assumption (22.1) with a = 0. This leads to the following additional restriction.
Lemma 24.1. If (g, IF, ε) are as in (16.1) and n = l + j ≥ 3, while ξ, h ∈ IF and there exists a ∈ g {0} satisfying (22.1), then
Proof. For a treated as a complex matrix, (22.1)
, where ω is a complex square root of ξ + h 2 /4. We may assume that ω = 0, since otherwise εa − h/2 is nilpotent, and therefore traceless, so that h = 0, and ξ = ε 2 (a, a)/n = 0, which yields (24.1). Now C n is the direct sum of Ker (εa ∓ ω − h/2), the eigenspaces of a. Their dimensions n ± are positive, or else a = 0 would be a traceless multiple of Id. Also, 0 = tr εa = n
, completing the proof.
25. Real-analytic curves through 0 in H −1 (0)
As before, in this section (g, IF, ε) is one of the triples (16.1), n = l + j ≥ 3, and T , S are the spaces (7.1), while H : S → S is given by (11.2.i). Recall that torsion-free connections ∇ in g form the affine space D + S, and so ∇ = D + S, where S : g × g → g is IF-bilinear and symmetric.
The following lemma provides the second crucial step in our argument: the conclusion that, for the sets C and W appearing in (22.3) and (11.1), C contains all real-analytic curves in W, emanating from D. Proof. For such a curve t → S(t), let σ = σ(t) ∈ T and a = a(t) ∈ g be defined by (11.3.b) and ΠS = Dτ a , where S = S(t) and Π is the projection (12.6.b).
(See Remark 17.3.) Besides S, σ and a, we introduce another curve parametrized by t ∈ [0, δ), namely, c = c(t) ∈ g, with (16.3), plus nine IF-valued real-analytic functions of t, which are ξ = ε 2 (a, a)/n, for (a, a) = tr a
2
, and f, h, x, y, z, p, q, r, depending on ξ (and hence on t, with smaller δ) via (19.4). We also use λ = λ(t) and ψ = ψ(t) given by (20.3), with our f, h, x, y, z, p, q, r and a = a(t). For all t,
In fact, as H(S(t)) = 0, (11.6) gives (25.2.i-ii). Our ξ, f, h, x, y, z, p, q, r satisfy (19.1), including (19.1.iii), so that, from (22.2), Πλ = τ a , and hence Π(Dλ) = Dτ a (see Remark 12.2). However, our choice of a is characterized by ΠS = Dτ a . Thus, Π(S − Dλ) = 0, which yields (25.2.iii).
We now proceed to show that, for b = c − ha, at every t ∈ [0, δ),
[In case (25.1), S = S(t) and σ are IR-bilinear, and (25.2) needs to be rewritten so as to use the notation of (13.2). However, a ∈ g = sl(n, C), and ξ (equal to ε 2 (a, a)/n), as well as f, h, x, y, z, p, q, r are complex numbers. Consequently, λ, ψ are C-bilinear (since so are their ingredients τ a , θ a , µ a , β), and (25.3.iii) must be replaced with σ = 2 Re ψ.] To prove (25.3), we establish, by induction on k ≥ 0, the equalities
of k-jets at t = 0 (notation of (3.9)). First, our "initial condition" S(0) = 0 and the above definitions of a, c, σ, λ, ψ, ξ and h give, by (19.3),
Thus, (25.4) holds for k = 0. Assume now that k ≥ 1 and
As S(0) = 0 and σ(0) = 0 (see (25.5)), combining (3.8), for B(S,S) = {S·S} or B(S, σ) = Sσ, with (25.6.ii) -(25.6.iii), we obtain
However, by Lemma 20.1(ii), (25.5) and (25.6.i), the ≈ equivalences in Theorem 21.1 imply equalities of k-jets at t = 0. Since the left-hand sides in (19.1) all vanish due to our choice of f, h, x, y, z, p, q and r, (21.1) and (21.3) thus yield 
. Next, (12.1) and (16.8) give −∆(Dλ) = D[(n 2 y + 2z)θ a + (2y + z)µ a − hyτ a − yτ b ], as Dβ = 0, cf. (9.6.c), and c may be replaced with ha+b. Adding the former equality to [. . .] (k) of the latter, and using equations (ii), (iv), (v) in (19.1), we obtain
. Both sides here must vanish as a consequence of (12. 
Proof of Theorem 22.3
We have the following consequence of Lemma 25.1. , j) , IR, i) in (16.1) implies that all Einstein connections sufficiently close to D lie in C. Secondly, for j = 0 and l = n ≥ 3 one has C = {D}, as 0 is the only element a ∈ su(n) with a 2 = 0. In other words, the Levi-Civita connection D of the Killing form β is isolated among Levi-Civita connections of left-invariant Riemannian Einstein metrics on SU(n). Rephrased in terms of metrics (see Remark 6.2), this amounts to Theorem 22.3.
Complex Witt bases
The following lemma uses Witt's theorem [2, Chapter 13] to evaluate the dimensions of some Lie algebras and manifolds.
Lemma 27.1. Let e 1 , . . . , e k be a basis of a totally null complex subspace V in the space C n endowed with the standard sesquilinear Hermitian inner product , of the sign pattern formed by l pluses and j minuses, where l ≥ j ≥ k.
(a) C n has a basis e 1 , . . . , e k ,ê 1 , . . . ,ê k , u 2k+1 , . . . , u n containing e 1 , . . . , e k such that, for all p, q, r, s in the appropriate ranges, e r , e s = ê r ,ê s = e r , u p = ê r , u p = 0, e r ,ê s = δ rs , u p , u p ∈ {1, −1}, and Proof. Since , descends to a (nondegenerate) Hermitian inner product in V ⊥ /V, we may choose u 2k+1 , . . . , u n representing an orthonormal basis of V ⊥ /V, and then defineẽ 1 , . . . ,ẽ k ∈ C n by requiring · ,ẽ 1 . . . , · ,ẽ k to be the first k elements of basis of [C n ] * dual to a basis for which e 1 , . . . , e k , u 2k+1 , . . . , u n are the initial n − k vectors. Settingê r =ẽ r − k s=1 ẽ r ,ẽ s e s /2, we obtain (a). Skew-adjointness of a ∈ h, combined with the relation a(C n ) ⊂ V, gives V ⊥ ⊂ Ker a. Thus, elements a of h are characterized by
the requirement that the k × k matrix with the entries X rs be skew-Hermitian expressing here skew-adjointness of a ∈ h.
Given a ∈ su(l, j) with a 2 = 0, the image a(C n ) is totally null. Thus, e 1 , . . . , e k span a(C n ) for k = rank a and some basis as in (i), (27.2) which yields (27.1) with some X. Replacing each e r by t −1/2 e r andê r by t 1/2ê r we obtain a new basis with (27.2), in which X now represents ta, proving (c).
Next, a ∈ k if and only if a has, in the basis with (i), the block matrix form
Here T = −T * ∈ u(k) and H = −H * ∈ u(l − k, j − k), while ( ) * denotes three versions of the Hermitian transpose. The zero submatrices reflect the inclusions a(V) ⊂ V and a(V ⊥ ) ⊂ V ⊥ (the latter due to skew-adjointness of a). This gives the formula in (d), with X, Y, T, H and tracelessness of a (which is a separate condition) contributing 2k 2 , 2(n − 2k)k, k 2 , (n − 2k) 2 and −1 to the total.
Transitivity in (e) is obvious from (a). Thus, N l,j,k is a manifold. By (d), dim N l,j,k = dim SU(l, j) − dim k = n 2 − 1 − [(n − k) 2 + 2k 2 − 1], as claimed in (e).
Finally, given a ∈ su(l, j) with a 2 = 0, the image a(C n ) is totally null. We thus have (27.2), and hence (27.1) for some X. Another basis as in (27.2) arises when all e r andê r are replaced by e , where Z * = W −1 is the conjugate transpose of Z. Since X ∈ u(k) is orthonormally diagonalizable, a suitable choice of Z ∈ u(k) will render ZXZ * diagonal, with imaginary entries. Furthermore, rescaling each e r andê r as in the line following (27.2), with t > 0 possibly depending on r, allows us to assume that the imaginary diagonal entries are all ±i or 0. Combined with transitivity in (e), this gives (f).
Remark 27.2. The analog of (f) in Lemma 27.1 for SL(n, IF) (where IF is IR, C or IH), rather than SU(l, j), is simpler: elements a of sl(n, IF) with a 2 = 0 form [n/2] + 1 SL(n, IF)-conjugacy classes, classified by the value of rank a, ranging over {0, 1, . . . , j}. In fact, if k = rank a, a basis ae 1 , . . . , ae k , e 1 , . . . , e k , u 2k+1 , . . . , u n , (27.3)
where ae 1 , . . . , ae k , u 2k+1 , . . . , u n span Ker a, gives a a canonical matrix form.
Remark 27.3. Assertion (c) of Lemma 27.1 remains valid if one replaces SU(l, j) with any of the other groups in (1.1). To see this, one may use, instead of (27.3), the basis tae 1 , . . . , tae k , e 1 , . . . , e k , u 2k+1 , . . . , u n . Condition (c) in Lemma 27.1 is also an immediate consequence of (f) (and similarly for SU(l, j)). We state it separately for easy reference. The set C, being connected (since so is the cone P = {a ∈ g : a 2 = 0}), as well as closed and relatively open in both E and W (by (iv) -(v)), must be a connected component of both, which proves (vi). Assertion (viii) is in turn immediate from Lemma 27.1(f) and Remark 27.2.
All of the above remains valid for the underlying real Lie algebra of sl(n, C). The next result trivially implies (vii) in Theorem 22.2, as well as Theorem 22.4; for the latter, we also use Remark 13.3(ii)-(iv), the final clause of Corollary 26.1, and the preceding one-line paragraph.
In the remainder of this section (g, IF, ε) denotes one of the triples (16.1), for n = l + j The polynomial bijective correspondence in Theorem 22.2(ii) reduces the description of C to determining the structure of the cone P = {a ∈ g : a 2 = 0}. We achieve the latter by providing the following nonsingular model for P. Proof. For triples other than sl(n/2, IH), IR, 1), we define the integer k by k = [n/2] if g = sl(n, IF) and k = j if g = su(l, j). As j ≤ l, in the latter case k is the maximum dimension of a totally null complex subspace in C n endowed with the sesquilinear inner product mentioned in Lemma 27.1.
Let B denote the compact connected IF-analytic manifold formed by all (V, V ′ ) ∈ Gr n k × Gr n n−k such that V ⊂ V ′ and, for g = su(l, j) only, V ′ is the orthogonal complement of the complex totally null subspace V. Thus, when g = sl(n, IF) and n is odd, B is an IFP n−k−1 bundle over Gr ′ if g = su(l, j), which leads to the identification B = N l,j,j , with dim N l,j,k = (2l−j)j (as n = l+j, cf. Lemma 27.1(e)). Consequently, depending on whether g = sl(n, IF) and n is even, or g = sl(n, IF) and n is odd, or g = su(l, j),
, or dim IF B = (k + 2)k, or dim IR B = (2l− j)j.
(28.1)
We denote by M the total space of the real/complex vector bundle over B with the fibre F over any (V, V ′ ) ∈ B consisting of all a ∈ g such that the image of a as a linear endomorphism of IR n or C n is contained in V, and its kernel contains V ′ . As the inclusion V ⊂ V ′ then gives a 2 = 0, an obvious surjective mapping Q : M → P is defined by requiring the Q-image of a fibre element a at any (V, V ′ ) ∈ B to be a itself. In all cases, dim IF F = k ′ of M to be the total space of a (non-vector) subbundle of the bundle M, the fibre of which over any (V, V ′ ) ∈ B is the subset of the fibre of M formed by those a that, in addition, have the maximum rank k. The diffeomorphic property of Q on M ′ is then obvious, with the inverse mapping Q(M ′ ) → M ′ sending any maximum-rank a to the fibre element a at the point (V, V ′ ) ∈ B which is the image-kernel pair of a. For the remaining triple sl(n/2, IH), IR, 1), one sets k = [n/4] and repeats the above definitions M and F verbatim, while that of B is modified: the constituents V, V ′ of any (V, V ′ ) ∈ B are, in addition, required to be quaternionic subspaces of IH n/2 ≈ C n . The argument used to prove (28.1), with IF and n replaced by IH and n/2, now shows that the "quaternionic" dimension of B equals k 2 or (k + 2)k, depending on whether n/2 is even or odd. Adding to either value dim IH F = k 
Non-Einstein examples
Not all weakly-Einstein connections arising in Theorem 22.1 are Einstein connections. For instance, the nonuple (ξ, f, h, x, y, z, p, q, r), where ξ = (z + 1)/z 2 , h = 0, x = 1, y = −z, p = (z + 2)/z, q = −n 2 (z + 2), r = z + 2, f = (z + 1)(2 − z)/z 2 , (29.1) will satisfy (19.1) with (L, U, V, W ) = (−2(z + 1)/z, 0, (2 − n 2 )z, −z) in (19.2), if one chooses z = −(n 2 − 2)/(n 2 − 1). In fact, all equalities in (19.1) except
