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Abstract
The Navier–Stokes equations with hyperdissipation are used to numerically simulate turbulent
flows. While numerical aspects of this model are well-understood, its analytic properties have not
been thoroughly explored. In this article, we prove the existence and uniqueness of strong solutions to
these equations on T2 with periodic boundary conditions. Our proof extends the methods of Cannone
(1995) and Cannone and Meyer (1995) to the discrete setting and relies on Littlewood–Paley theory
and techniques from multiple Fourier series.
 2003 Elsevier Science (USA). All rights reserved.
0. Introduction
The Navier–Stokes equations are the fundamental equations that describe the behavior
of an incompressible viscous fluid. In the absence of external force, they have the form


∂v
∂t
−µ∆v+ (v · ∇)v +∇p = 0,
∇ · v = 0,
v(0, x)= v0(x),
(0.1)
where v(t, x) and p(t, x) denote, respectively, the unknown functions velocity and
pressure. The constant µ represents the kinematic viscosity. In this article we consider
(0.1) with periodic boundary conditions
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
v(t, (0, x2))= v(t, (1, x2)) for 0 x2  1,
v(t, (x1,0))= v(t, (x1,1)) for 0 x1  1,
p(t, (0, x2))= p(t, (1, x2)) for 0 x2  1,
p(t, (x1,0))= p(t, (x1,1)) for 0 x1  1,
(0.2)
where 0  t  T ∞ and x = (x1, x2) is in the two-dimensional torus T2, which we
identify with [0,1]2.
Numerical solutions of the Navier–Stokes equations with periodic boundary conditions
are commonly used to simulate two-dimensional turbulence. However, in order to decrease
the effect of numerical artifacts, such as aliasing, the equations are not always implemented
exactly as stated in (0.1). For example, some researchers prefer the Navier–Stokes
equations with a hyperdissipation term, see [1,10]. The operator L = −(−∆)d for some
real d  1 is the standard choice to replace the operator ∆ in (0.1). See [2,6] for more
discussion on the numerical aspects of these alternative models. Our goal in this paper is
to explore some analytic properties of the Navier–Stokes equations with hyperdissipation.
The results in this paper are similar to those of [15] where x ∈ R2. There are two
important differences. First, in this case, we are able to weaken the definition of adapted
space which is central to the main theorems. At this point it is not clear whether this
same change can be made in the case of R2. We will comment further on this below.
Second, some of the proofs deviate from the corresponding proofs in R2. This is largely
due to the fact that the dilation structure on T2 does not induce a similar structure on its
dual group. This obstacle is overcome with techniques from multiple Fourier series, in
particular the Poisson summation formula. Similarly, on T2, the Navier–Stokes equations
with hyperdissipation do not satisfy the scaling law which holds in the Euclidean case; that
is, if v(t, x) and p(t, x) are solutions to the Navier–Stokes equations with hyperdissipation,
for x ∈R2, then for each λ > 0, λ2d−1v(λ2d t, λx) and λ2d−1p(λt, λ2dx) are also solutions.
In this paper, we will focus on establishing the existence and uniqueness of solutions
v(t, x)= (v1(t, x), v2(t, x)) and p(t, x), x ∈ T2 and 0 t  T ∞, to the Navier–Stokes
equations with hyperdissipation

∂v
∂t
+Lv + (v · ∇)v +∇p= 0,
∇ · v = 0,
v(0, x)= v0(x),
(0.3)
with the periodic boundary conditions (0.2), where we take µ = 1 for simplicity. Since
∇ · v = 0, it will be convenient for us to write
(v · ∇)v =∇ · (v⊗ v)= ∂
∂x1
(v1v)+ ∂
∂x2
(v2v),
where
u⊗ v =
(
u1v1 u1v2
u2v1 u2v2
)
.
For j = 1,2, we define the Riesz transform Rj by
(Rjf )(x)=−i
∑
2
mj
|m| fˆ (m)e
2πim·x.m∈Z
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z(x)=R1v1 +R2v2
and define the orthogonal projection onto the kernel of the divergence operator by
P(v1, v2)= (v1 +R1z, v2 +R2z).
It is easy to verify that P defined in this way has the following properties:
(i) ∇ · v = 0 implies Pv = v.
(ii) Pv = 0 if and only if v =∇g.
(iii) ∇ · Pv = 0 for all v.
After applying the projection P, (0.3) becomes{
∂v
∂t
+Lv + P∇ · (v⊗ v)= 0,
v(0, x)= v0(x), (0.4)
with periodic boundary conditions (0.2), where we have assumed that v0 is divergence free.
Let S(t) denote the semigroup generated by L, that is, S(t) = exp(tL). In other words,
S(t)(g)= g ∗ ht where
ht (x)=
∑
m∈Z2
exp
(−t (2π)2d |m|2d)e2πim·x (0.5)
and ∗ denotes convolution on T2. Then (0.4) integrates to
v(t)= S(t)v0 −
t∫
0
PS(t − s)∇ · (v⊗ v)(s) ds. (0.6)
Solutions to (0.6) are in general mild solutions; however, on separable Banach spaces
strong and mild solutions agree. Since our work will be in the context of separable Banach
spaces, we call solutions to (0.6) strong solutions. Following Kato and Fujita [9], we will
study the existence and uniqueness of these strong solutions. The equivalence between
(0.3) and (0.6) is not assured in general. See [11] for more details.
Notice that the unknown pressure function p has been eliminated from the equation.
However, it can be recovered from v(t, x) via
p =−
2∑
j=1
2∑
k=1
RjRk(vj vk)
up to an inessential additive function of time.
1. Statement of results
Our goal is to determine a set of conditions on a Banach space E that are sufficient
to establish the existence of solutions to (0.6) given initial data v0 ∈ E. Cannone [3]
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equations. Our definition is based on this work. The key requirement is the boundedness
of certain partial sum operators which we now define.
For each integer j  0, let Aj ⊂ Z2 be the square dyadic annulus
Aj =
{
m ∈ Z2: |m1|, |m2|< 2j+1
}− {m ∈ Z2: |m1|, |m2|< 2j}. (1.1)
Let χj be the characteristic function of the set Aj and define ψj to be the inverse Fourier
transform of χj . Define the Littlewood–Paley operator ∆j , for each integer j  0, by
(∆jf )(x)= f ∗ψj (x). Also define the operator S0 by (S0f )(x)= fˆ (0).
The interest in the operators ∆j is two-fold. First, these lead to a decomposition of the
identity
I = S0 +
∑
j0
∆j . (1.2)
Second, most function spaces used in analysis can be characterized by expressions
involving these operators. See [7].
We remark that we have given only one possible decomposition of the identity.
Equivalent decompositions can be obtained by varying the definition of functions χj . As
will be seen in the proof of Lemma 2 below, the main technical condition that is used is
|k| is comparable to 2j for k on the support of χj . Thus, our choice of the dyadic cubes is
convenient in this way.
Let D(T2) denote the set of all smooth functions on T2 with the usual C∞-topology
and let D′(T2) be its dual space, that is, the set of all distributions on T2. Naturally
L1(T2) ↪→D′(T2). We can now state the criteria.
Definition. A Banach space E is adapted to the Navier–Stokes equations with hyperdissi-
pation if and only if the following conditions hold:
(i) D(T2)⊆E ⊆D′(T2),
(ii) the norm on E is translation invariant,
(iii) the pointwise product of all f,g ∈E is defined as a distribution in D′(T2),
(iv) there exists a sequence of real numbers ηj > 0, for j  0, such that
∞∑
j=0
2(1−2d)jηj <∞
and such that for all j  0 and for all f,g ∈E we have∥∥∆j(fg)∥∥ ηj‖f ‖‖g‖.
As we mentioned in the Introduction, this definition is somewhat weaker than the
definition of adapted that was given in the case of R2 in our previous paper [15]. Spe-
cifically, the condition in our previous work
∞∑
2−|j |ηj <∞ (1.3)j=−∞
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j0
2(1−2d)jηj <∞. (1.4)
The fact that we now consider only nonnegative indices is evident from the discussion
above and is not the significant difference. The key observation to make is that while the
condition∑
j0
2−j ηj <∞ (1.5)
is clearly suggested by (1.3), we can show that it is unnecessarily restrictive. In particular,
(1.5) implies (1.4); hence, we can prove Theorem 1 below assuming (1.5). However, in
the one place where this condition is applied in the proof of Theorem 1, it is clear that
the weaker condition (1.4) is sufficient. It should be clear below that this change, from
the point of view of the proof, is extremely minor. Hence, this new definition does not re-
quire significantly reworking the proofs of [15] in order to establish the analogous results
here in the discrete setting. The differences in the proofs are a result of the move from the
continuous setting to the discrete where the usual scaling properties do not hold.
We have the following theorem.
Theorem 1. Let E be a separable Banach space which is adapted to the Navier–Stokes
equations with hyperdissipation. Then, given any v0 ∈ E with ∇ · v0 = 0, there exists a
T = T (‖v0‖) > 0 and a unique strong solution v(t, x) ∈ C([0, T ],E) to the Navier–Stokes
equations with hyperdissipation.
Notice that the adapted space definition depends on the parameter d , the order of
dissipation. Thus, Theorem 1 implies there may exist spaces E such the Navier–Stokes
equations with hyperdissipation can be solved for v0 ∈ E but the usual Navier–Stokes
equations cannot be solved given v0 ∈E.
Theorem 1 will be proven in Section 2. In Section 3, we present an application of
Theorem 1 to the Lebesgue spaces Lp(T2). In particular, we will prove
Theorem 2. Let p  2, d > 1, and v0 ∈ Lp(T2) with ∇ · v0 = 0. Then, there exists a
T = T (‖v0‖p) > 0 and a unique strong solution v(t, x) ∈ C([0, T ],Lp(T2)) to the Navier–
Stokes equations with hyperdissipation.
We will also see in Section 3 that in the case of the usual Navier–Stokes equations where
d = 1, the space Lp(T2) is adapted if and only if p > 2. Hence, the theory for the modified
equations does have substantive differences as compared to the standard case. Specifically
we prove
Theorem 3. Let p > 2 and v0 ∈ Lp(T2) with ∇ · v0 = 0. Then, there exists a T =
T (‖v0‖p) > 0 and a unique strong solution v(t, x) ∈ C([0, T ],Lp(T2)) to the Navier–
Stokes equations.
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The result is that the solutions are now weak-* continuous in time. We do not consider this
case here and refer the reader to [3] for further details.
2. Proof of Theorem 1
As we will see in this section, the adapted space definition provides a minimal list
of properties which are sufficient to establish a solution to the integral form of the
Navier–Stokes equations with hyperdissipation using a simple contraction algorithm. This
algorithm is contained in the following lemma.
Lemma 1. Let X be a Banach space and B :X×X→X a bilinear operator such that∥∥B(x1, x2)∥∥X  η ‖x1‖X‖x2‖X
for all x1, x2 ∈X. Then for all y ∈X which satisfy ‖y‖X < 1/(4η), the equation
x = y +B(x, x)
has a solution in X. Furthermore, this solution is unique in the ball of radius
R = 1−
√
1− 4η‖y‖X
2η
.
This lemma can easily be proved using the Picard contraction mapping theorem. See
[12] for more details.
We now want to relate this lemma to our equation
v(t)= S(t)v0 −
t∫
0
PS(t − s)∇ · (v⊗ v)(s) ds
which can be written
v(t, x)= S(t)v0 +B(v, v)(t),
where
B(u, v)(t) =−
t∫
0
PS(t − s)∇ · (u⊗ v)(s) ds.
Let X be the space C([0, T ],E) with norm
‖v‖X = sup
0tT
∥∥v(t, ·)∥∥
E
,
where E is an adapted space. The first step is to establish an estimate on the bilinear
operator B . The desired estimate is a consequence of the next lemma.
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equations. Then, there exists a function H(t)  0 belonging to L1([0,22d]) such that for
all 0 < t  T and for all f,g ∈E we have∥∥PS(t)∇ · (f ⊗ g)∥∥
E
H(t)
∥∥f (t, ·)∥∥
E
∥∥g(t, ·)∥∥
E
.
Proof. As in [15], it is sufficient to prove that there exists a function ω(t)  0 belonging
to L1([0,22d]) such that for all 0 < t  T and all scalar f,g ∈E we have∥∥ΛS(t)(fg)∥∥  ω(t)‖f ‖‖g‖,
where Λ= (−∆)1/2. Using Eq. (1.2) and the fact that ∆j∆j =∆j , write
ΛS(t)= S0ΛS(t)+
∑
j0
∆jΛS(t)∆j . (2.1)
However, since S0ΛS(t) is the zero operator for all t  0, (2.1) can be rewritten
ΛS(t)=
∑
j0
∆jΛS(t)∆j . (2.2)
For each m 0, define the interval Jm = [2−2dm,2−2d(m−1)). Observe that for t ∈ Jm, the
operator ∆jΛS(t) can be expressed by
∆jΛS(t)=
{
2jWj,t if 0 j m,
2−2j+3mWj,t if j >m,
where Wj,t f = f ∗wj,t . For t ∈ Jm, write
ΛS(t)=
∑
0jm
2jWj,t∆j +
∑
j>m
2−2j+3mWj,t∆j (2.3)
and from this expression obtain an estimate for ΛS(t)
∥∥ΛS(t)(fg)∥∥
E

( ∑
0jm
2j ηj‖wj,t‖1 +
∑
j>m
2−2j+3mηj‖wj,t‖1
)
· ‖f ‖E‖g‖E
 c
( ∑
0jm
2jηj +
∑
j>m
2−2j+3mηj
)
‖f ‖E‖g‖E,
where we have assumed in the final inequality that ‖wj,t‖1  c independent of j and t
which will be shown below. Define ω(t) to be the expression in parentheses. Finally, we
must verify that ω(t) is in L1([0,22d]):
22d∫
0
ω(t) dt  c
∞∑
m=0
[
sup
t∈Jm
ω(t)
]
2−2dm
 c
∞∑ m∑
2j−2dmηj + c
∞∑∑
2−2j+(3−2d)mηj
m=0 j=0 m=0 j>m
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∑
j0
∞∑
m=j
2j−2dmηj + c
∑
j1
j−1∑
m=0
2−2j+(3−2d)mηj
 c
∑
j0
2(1−2d)jηj <∞
by the definition of the ηj ’s.
At this point it is appropriate to point out that the only place where we apply condition
(iv) of the adapted space definition is here in proving that ω(t) is in L1([0,22d]). Certainly
this computation shows that the condition (1.4) is more natural to assume than (1.5) which
is unnecessarily restrictive.
To complete the proof of the lemma, we verify that ‖wj,t‖1  c independent of j, t . We
begin by computing the symbol of the operator in (2.2), that is, the Fourier coefficients of
the convolving kernel. For k ∈ Z2, these are
|k| exp(−t (2π)2d |k|2d)=∑
j0
|k| exp(−t (2π)2d |k|2d)χj (k)χj (k), (2.4)
where χj is the characteristic function of Aj as defined in (1.1). Next assume that t ∈ Jm0
for some m0  0 and rewrite (2.3)
ΛS(t)=
∑
0jm0
2jWj,t∆j +
∑
j>m0
2−2j+3m0Wj,t∆j . (2.5)
The symbol of (2.5) is
|k| exp(−t (2π)2d |k|2d)= ∑
0jm0
2j wˆj,t (k)χj (k)+
∑
j>m0
2−2j+3m0wˆj,t (k)χj (k)
(2.6)
for each k ∈ Z2. Setting the right-hand sides of (2.4) and (2.6) equal to each other and
solving for wˆj,t (k), we find
wˆj,t (k)=
{
2−jχj (k)|k| exp(−t (2π)2d |k|2d) for 0 j m0,
22j−3m0χj (k)|k| exp(−t (2π)2d |k|2d) for j >m0.
Since T2 has finite measure, it is sufficient to show that |wj,t (x)| c uniformly in j for
t ∈ Jm0 and x ∈ T2. However, since∣∣wj,t (x)∣∣∑
k∈Z2
∣∣wˆj,t (k)∣∣
it is sufficient to prove that for k = 0, |wˆj,t (k)|  c|k|−4, with c independent of j and
t ∈ Jm0 . We now focus on establishing this estimate. For j >m0, we want to show that
22j−3m0 |k|5χj (k) exp
(−t (2π)2d |k|2d) c
uniformly in j for t ∈ Jm0 . On the support of χj , |k| is comparable to 2j ; thus, 22j  c|k|2.
Additionally, we have that 1 |k| since j > m0  0. Thus, the problem reduces to showing
that
|k|8 exp(−t (2π)2d |k|2d) c
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j m0 is similar. To pass to the general case of t ∈ Jm for any m 0, we notice that
wˆj,t (k)= wˆj−(m−m0),s
(
2−(m−m0)k
)
with s = 22d(m−m0)t ∈ Jm0 . This completes the proof of the lemma. ✷
We remark that the argument given here does not depend on the precise definition of the
functions χj . In fact, we only use that on the support of χj , the set Aj , |k| is comparable
to 2j . The χj ’s play no other role in the proof of the theorem outside of this lemma. Thus,
it can be seen here exactly how much flexibility one has in defining the sets Aj .
Defining
η(t)=
t∫
0
H(s) ds
it is not difficult to see that∥∥B(u, v)∥∥
X
 η(T )‖u‖X‖v‖X
for all u,v ∈X. Notice that Lemma 2 forces T  22d .
The next step is to establish that
∥∥S(t)v0∥∥X < 14η(T ) (2.7)
for v0 ∈E. Recall that the operator S(t) is defined by S(t)(g)= g ∗ ht with ht defined by
(0.5). Thus,∥∥S(t)v0∥∥E = ‖v0 ∗ ht‖E  ‖ht‖1‖v0‖E.
Assuming that ht ∈ L1(T2) we have∥∥S(t)v0∥∥X  c ‖v0‖E
which will satisfy the required estimate (2.7) provided that
η(T ) <
1
4c‖v0‖E . (2.8)
Choosing T = T (‖v0‖E) > 0 so that inequality (2.8) holds, the theorem will now follow
at once from Lemma 1. It remains to verify that ht ∈ L1(T2). This fact is furnished by the
next lemma.
Lemma 3. Let ht denote the kernel of the operator S(t); that is,
ht (x)=
∑
m∈Z2
exp
(−t (2π)2d |m|2d)e2πim·x.
Then, for 1 p <∞,
‖ht‖p  cpt−(1/d)(1−1/p).
In particular, ‖h ‖  c independent of t .t 1
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is contained in the following theorem. See [13] for a proof.
Theorem. Suppose that f :R2 →R2 and its Fourier transform fˆ satisfy the estimates
∣∣f (x)∣∣ c
(1+ |x|)2+δ , (2.9)∣∣fˆ (ξ)∣∣ c
(1+ |ξ |)2+δ (2.10)
for some δ > 0. Then
∑
m∈Z2
fˆ (m)e2πim·x =
∑
m∈Z2
f (x +m) (2.11)
with both of these series converging absolutely.
Let fˆ (ξ)= exp(−(2π)2d |ξ |2d). It is clear that fˆ satisfies (2.10). The fact that f satisfies
(2.9) is shown in the appendix of [15]. Write fε(x)= ε−2f (ε−1x) for some ε > 0. Notice
that (fε)ˆ(ξ)= fˆ (εξ). Applying (2.11) we obtain∑
m∈Z2
fˆ (εm)e2πim·x =
∑
m∈Z2
fε(x +m).
In other words
hε2d (x)=
∑
m∈Z2
fε(x +m).
Taking the norm of both sides we find
‖hε2d‖pp =
∫
T2
∣∣∣∣
∑
m∈Z2
fε(x +m)
∣∣∣∣
p
dx 
∑
m∈Z2
1∫
0
1∫
0
∣∣fε(x +m)∣∣p dx1 dx2
=
∫
R2
∣∣fε(x)∣∣p dx = ε−2p+2
∫
R2
∣∣f (x)∣∣p dx.
It follows trivially from (2.9) that f ∈Lp(R2) for 1 p <∞. Therefore
‖hε2d‖p  cp · ε−2(1−1/p).
Replacing ε2d by t we obtain the desired bound. ✷
We close this section with a comment on the sense in which the solution is unique. It
can be shown that there is not another solution u(t, x) in some other ball of radius S with
S = R. In fact, it is easy to see that if this were the case, then u and v would coincide for
T sufficiently small. See [14] for further details.
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In this section we consider the Lebesgue spaces Lp(T2). In particular, we determine the
range of the index p for which these spaces are adapted. Condition (i)
D(T2)⊆ Lp(T2)⊆D′(T2)
only holds for 1  p ∞. However, condition (iii) is violated for p < 2 as there exist
f,g ∈ Lp(T2) with fg /∈ D′(T2). We do not consider L∞(T2) because this space is not
separable. Thus, it remains to examine the behavior of the operators ∆j on Lp(T2) for
p  2. Specifically, we must estimate the size of the numbers ηj for each p  2. The next
result provides an upper bound on the sequence.
Lemma 4. Let p  2 and let f,g ∈ Lp(T2). Then for each integer j  0∥∥∆j(fg)∥∥p  ηj‖f ‖p‖g‖p
with
ηj  c · 22j/p. (3.1)
Proof. We begin with the simple observation that∥∥∆j(fg)∥∥p =
∥∥ψj ∗ (fg)∥∥p  ‖ψj‖p′ ‖fg‖p/2  ‖ψj‖p′ ‖f ‖p‖g‖p,
where 1/p + 1/p′ = 1. Thus, for each j  0, ηj  ‖ψj‖p′ . Therefore, it is sufficient to
establish that ‖ψj‖p′  c22j/p.
The function ψj is defined to be the inverse Fourier transform of the characteristic
function of the dyadic square annulus
Aj =
{
m ∈ Z2: |m1|, |m2|< 2j+1
}− {m ∈ Z2: |m1|, |m2|< 2j}.
Thus, we may write
ψj (x)=
∑
|m1|,|m2|<2j+1
e2πi(m1x1+m2x2) −
∑
|m1|,|m2|<2j
e2πi(m1x1+m2x2)
and obtain the estimate
‖ψj‖r 
∥∥∥∥
∑
|k|<2j+1
e2πikx
∥∥∥∥
r
+
∥∥∥∥
∑
|k|<2j
e2πikx
∥∥∥∥
r
(3.2)
for 1 < r <∞. The desired result comes from applying the estimate found in the following
lemma. ✷
Lemma 5. For N > 0 let DN(x) = ∑Nk=−N e2πikx denote the Dirichlet kernel. Let
1 < r <∞. Then
‖DN‖Lr([0,1))  cr · (2N + 1)1/r ′. (3.3)
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DN(1/2 + x)=DN(1/2− x) for 0  x  1/2. Thus, we may reduce to an integral over
[0,1/2]. Next we recall that
DN(x)= sin(2πx(N + 1/2))
sin(πx)
.
From this alternate expression we observe that DN has N roots in the interval [0,1/2],
the smallest being x = 1/(2N + 1). Thus, we will consider DN over the two regions
[0,1/(2N + 1)] and (1/(2N + 1),1/2]. On the first region, DN drops rapidly from its
maximum value DN(0)= 2N + 1 to its first root at x = 1/(2N + 1). After this point the
function is oscillating rapidly between its roots keeping well between the functions ±1/x .
Therefore we have
1/2∫
0
∣∣DN(x)∣∣r dx 
1/(2N+1)∫
0
(2N + 1)r dx +
1/2∫
1/(2N+1)
x−r dx  cr (2N + 1)r−1
and thus
‖DN‖Lr([0,1))  cr · (2N + 1)(r−1)/r = cr · (2N + 1)1/r ′
which completes the proof of Lemma 5. ✷
Notice that the definition of the ψj ’s is used explicitly in the proof of Lemma 4.
We found that the use of the square dyadic annuli simplifies this particular computation
substantially. However, when considering other examples, it should be kept in mind that
one has a great deal of flexibility with this definition as was seen in the proof of Lemma 2.
Given (3.1), the final condition of the adapted space definition can be checked. Observe
that
∞∑
j=0
2(1−2d)jηj  c
∞∑
j=0
2(1−2d)j22j/p.
If d > 1 and p  2, the sum on the right is finite and therefore Lp(T2) is an adapted space.
We now apply Theorem 1 to obtain
Theorem 2. Let p  2, d > 1, and v0 ∈ Lp(T2) with ∇ · v0 = 0. Then, there exists a
T = T (‖v0‖p) > 0 and a unique strong solution v(t, x) ∈ C([0, T ],Lp(T2)) to the Navier–
Stokes equations with hyperdissipation.
If d = 1 and p > 2 the sum on the right is finite and Lp(T2) is adapted to the usual
Navier–Stokes equations. However, in the case d = 1 and p = 2, the sum on the right is
infinite and we cannot determine whether or not L2(T2) is adapted to the usual Navier–
Stokes equations from this estimate. The best result we have in this case is
Theorem 3. Let p > 2 and v0 ∈ Lp(T2) with ∇ · v0 = 0. Then, there exists a T =
T (‖v0‖p) > 0 and a unique strong solution v(t, x) ∈ C([0, T ],Lp(T2)) to the Navier–
Stokes equations.
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We claim that for each j  0 there exist functions fj , gj ∈ L2(T2) such that∥∥∆j(fj gj )∥∥2  c2j‖fj‖2‖gj‖2. (3.4)
Inequality (3.4) implies that on L2(T2), for each j  0, ηj  c2j . Thus, checking the
summability condition we find
∞∑
j=0
2−j ηj 
∞∑
j=0
c2j2−j =∞.
This shows that condition (iv) is violated and thusL2(T2) fails to be adapted to the Navier–
Stokes equations.
To prove the claim, we consider the one-dimensional Fejér kernel on T1. For each n 0
the nth Fejér kernel is
Kn(x)= 1
n+ 1
(
sin((n+ 1)πx)
sin(πx)
)2
.
The properties of the Fejér kernel that we will use are the following:
(i) ∫ 10 Kn(x) dx = 1.
(ii) Kn(x) 0.
(iii) ∫ 1−δδ Kn(x) dx→ 0 as n→∞ for any δ with 0< δ < 1/2.
In other words, the sequence Kn is an approximate identity on T1. For each n 0, define
kn(x)=Kn(x1)Kn(x2) for x ∈ T2. It is easy to see that kn is also an approximate identity
on T2 and thus
‖kn ∗ f ‖2 →‖f ‖2
as n→∞ for all f ∈ L2(T2). See [16] for details. In particular, for each j  0,
‖kn ∗ψj‖2 =
∥∥∆j(kn)∥∥2 →‖ψj‖2
as n→∞. Thus, for each j  0 we can choose nj ∈ Z+ so that
∥∥∆j(knj )∥∥2  12‖ψj‖2.
A simple computation shows that ‖ψj‖2 = c2j . Thus we have∥∥∆j(knj )∥∥2  c2j .
For each j  0 define fj (x)= gj (x)=√knj (x) for x ∈ T2. Clearly fj , gj ∈ L2(T2) and
‖fj‖2 = ‖gj‖2 = 1 for each j  0. Therefore, for each j  0∥∥∆j(fj gj )∥∥2  c2j‖fj‖2‖gj‖2
as desired. ✷
We note that this adapted space criterion is not a necessary condition, as it has been
shown that solutions to the Navier–Stokes equations exist in a subspace of L2(T2) given
divergence free v0 ∈ L2(T2). See [8] for details.
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