Abstract: We study the evolution of an asexual population of binary sequences of finite length in which both deleterious and reverse mutations can occur. Such a model has been used to understand the prevalence of preferred codons due to selection, mutation and drift, and proposed as a possible mechanism for halting the irreversible degeneration of asexual population due to Muller's ratchet. Using an analytical argument and numerical simulations, we study the dependence of the equilibrium fraction of deleterious mutations on various population genetic parameters. In contrast to the one-locus theory, where the fraction of disadvantageous mutations decreases exponentially fast with increasing population size, we find that in the multilocus model, it decreases to zero exponentially for very large populations but approaches a constant for smaller populations logarithmically. The weak dependence on the population size may explain the similar levels of codon bias seen in populations of different sizes.
Introduction
Synonymous codons are those nucleotide triplets that code for the same amino acid. For example, both AAA and AAG code for lysine, while six different codons encode the amino acid leucine. Although the synonymous codons represent the same amino acid, they do not occur in equal frequencies (Hershberg and Petrov, 2008; Plotkin and Kudla, 2011) . To quantify the extent of codon bias, a simple population genetic model with selection, reversible mutation and random genetic drift was introduced (Li, 1987; Bulmer, 1991) . In a gene coding for a two-fold degenerate amino acid (such as lysine), while selection favors the preferred codon, reversible mutations between preferred and unpreferred codons and random genetic drift can maintain the unpreferred one (Li, 1987; Bulmer, 1991) . Assuming that the sites in the sequence evolve independently, a simple result for the equilibrium frequency of unpreferred codons has been obtained (Li, 1987; Bulmer, 1991) , see (11) below. However it is known that the evolutionary dynamics at a genetic locus are affected by other loci (Hill and Robertson, 1966; Comeron et al., 2008; Charlesworth, 2012) . Therefore a proper theory for codon bias must account for the interference between sequence loci, and some understanding of the multilocus model has been obtained using numerical simulations (Comeron et al., 1999; McVean and Charlesworth, 2000) .
The selection-reversible mutation-drift model (Li, 1987 ; Bulmer, 1991) described above has also been proposed as a possible mechanism to stop the degeneration of asexual populations (Lande, 1998; Whitlock, 2000; Goyal et al., 2012) . In a finite non-recombining population, if rare beneficial mutations are completely ignored, deleterious mutations accumulate irreversibly due to stochastic fluctuations by a process known as Muller's ratchet (Muller, 1964) . However beneficial mutations are not as rare as previously thought, and experimental data on E. coli and yeast suggest that as much as five percent of all mutations can be beneficial (Sniegowski and Gerrish, 2010) . Fitness loss due to Muller's ratchet (Chao, 1990; Howe and Denver, 2008) and its recovery due to beneficial mutations (Estes and Lynch, 2003; Silander et al., 2007; Howe and Denver, 2008) has also been experimentally observed. When rare beneficial mutations are allowed to occur in a finite asexual population, the population distribution reaches an equilibrium in which the effect of deleterious mutations is compensated by selection and beneficial mutations. The mutation load in this situation has been calculated for a single locus problem (Kimura et al., 1963; Lande, 1998) , and can be related to the result in (11). In a recent work (Goyal et al., 2012) , the stochastic dynamics of an asexual population with an infinitely long sequence, in which both beneficial and deleterious mutations occur at a constant rate, were studied. The authors argue that stationarity is achieved when the rate at which the deleterious mutation at the edge (or 'nose') of the population distribution is fixed equals the establishment rate of a beneficial mutation due to reverse mutation. A similar argument has been used previously by Bulmer (1991) , but in a single locus setting, to arrive at the equilibrium fraction of deleterious mutations given in (11). In recent years, some analytical understanding of the rate at which an asexual population declines in fitness (Stephan et al., 1993; Gordo and Charlesworth, 2000; Jain, 2008; Rouzine et al., 2008) and adapts (Gerrish and Lenksi, 1998; Wilke, 2004; Rouzine et al., 2008; Desai and Fisher, 2007; Park et al., 2010) has become available in multilocus models. Using these results and the rate balancing argument described above, Goyal et al. (2012) found analytical expressions for the amount of beneficial mutations required to achieve an equilibrium. However the implications of their results for codon usage problem were not discussed.
In this article, we study the multilocus selection-reversible mutationdrift model which is described in Sec. 2, and obtain results for the number of disadvantageous mutations at equilibrium using analytical argument of Goyal et al. (2012) and numerical simulations. As in previous works on codon bias problem (Li, 1987; Comeron et al., 1999; McVean and Charlesworth, 2000) , we work with a sequence of finite length, and assume that the fitness is non-epistatic and depends only on the number of deleterious mutations in a sequence (fitness class). If the mutation probability per site is small, the total probability of a beneficial (deleterious) mutation increases (decreases) linearly with the fitness class. Goyal et al. (2012) considered the same fitness function as used here, but assumed the sequence to be infinitely long and the rate at which a mutation occurs to be independent of the fitness class. As a result of their latter assumption, for a given population size and selection coefficient, the population reaches a stationary state only at a critical value of the mutation rates, which was calculated using an analytical argument. In contrast, for the model considered here, an equilibrium state is obtained for arbitrary set of population genetic parameters, and we are interested in finding how many deleterious mutations the population carries in the stationary state.
For infinitely large populations, equilibrium frequency of preferred codons is known for single-site models (Li, 1987; Bulmer, 1991) . Goyal et al. (2012) obtained an approximate solution of their deterministic equations for the population fraction in the steady state, but their solution does not preserve the total population fraction and can become negative. In Sec. 3, we exactly solve the dynamics as well as the steady state of the deterministic model with fitness-dependent mutation rates. The stochastic model with finite population is studied in Sec. 4 for both weak and strong selection, and we mainly focus on the dependence of the equilibrium fraction of deleterious mutations on the population size. We find that for large populations, the minimum fraction of deleterious mutations decreases to zero exponentially fast with population size but for smaller populations, it approaches a constant logarithmically slowly. Since the synonymous sites are generally found to be under weak selection (Hershberg and Petrov, 2008) , our latter result may help in explaining the observation that the codon bias is similar for populations with very different sizes (Powell and Moriyama, 1997; McVean and Charlesworth, 2000) . In Sec. 5, we also consider a model in which not all sites in the sequence can undergo reverse mutations, and deleterious mutations accumulate at the sites with irreversible mutations. Such a model has been used recently to understand the rapid degeneration of neo-Y chromosome due to Muller's ratchet and background selection (Charlesworth et al., 1993) arising from nonsynonymous coding sites at which reversible changes can occur (Kaiser and Charlesworth, 2010) . Background selection is a type of Hill-Robertson effect (Charlesworth, 2012) and is known to increase the rate at which the Muller's ratchet clicks. If the background sites stay at mutation-selection equilibrium, their effect on the evolutionary dynamics at other loci may be understood as a reduction in the effective population size. As a result, the Muller's ratchet with background selection clicks at a faster rate than that without it (Gordo and Charlesworth, 2001; Söderberg and Berg, 2007; Kaiser and Charlesworth, 2010) . Using the results for the model in which all sites can have reversible mutations, we calculate the effective population size and find that for a wide range of population sizes, the effective population size and hence the click time of the ratchet remains roughly constant. Finally we close the article with a discussion in Sec. 6.
Model
We consider a haploid population of size N consisting of biallelic sequences of finite length L, where an allele is represented by either a zero (wild type) or one (deleterious mutant). A deleterious mutation at a sequence locus occurs with a probability µ and a reverse beneficial mutation with probability ν < µ. We assume that each site contributes to the sequence fitness in a multiplicative fashion and the fitness of a sequence depends only on the number of deleterious mutations in the sequence. Thus the fitness of a sequence with j deleterious mutations is given by w(j) = (1 − s) j where 0 < s < 1 is the selection coefficient. The population is evolved using the discrete time Wright-Fisher process in which an individual is chosen to replicate depending on its fitness. Once it reproduces, the offspring may undergo mutations with mutation rates that depend on the present state of the sequence. In a sequence with j deleterious mutations, as a beneficial mutation can happen at any one of the j sites, the rate of beneficial mutation is jν. Similarly a deleterious mutation can occur at rest of the L − j sites and therefore the deleterious mutation rate is given by (L − j)µ. To find the number of beneficial (b) and deleterious (d) mutations acquired by an individual, random variables were drawn from Poisson distribution with mean jν and (L − j)µ respectively. The total number of deleterious mutations in the offspring is then given by j ′ = j + d − b. If j ′ turns out to be greater than L or less than zero, we ignore that individual and repeat the process until N individuals in the next generation are obtained. We performed numerical simulations for various initial fitnesses and observed that a unique and nontrivial steady state is obtained. In each run, we ran the Wright-Fisher process for about 40, 000 generations and ensured that the stationary state is reached. In the equilibrium state of each run, we measured the minimum, maximum and total number of deleterious mutations present in the population and averaged them over about 10, 000 generations. The data were also averaged over 100 independent stochastic runs.
If the population is infinitely large, the dynamics and equilibrium state of the population fraction can be determined using a rate equation. For later discussion, it is useful to consider the fraction X J (j, t) in the jth class at time t, when the minimum number of deleterious mutations at t = 0 is J. In continuous time, we then have
where
is the average fitness and j = J, ..., L. In the above equation, the first term on the right hand side (RHS) represents the contribution to the change in X J (j, t) due to reproduction and the second term gives the loss in the population fraction in the jth class due to mutations. The last two terms are the gain terms due to deleterious and beneficial mutations respectively. For L = 1, the above equation reduces to equation (1) of Bulmer (1991) .
Then the unnormalised population fraction obeys the following linear differential equation:
with boundary conditions
at all times. The RHS of (3) is a three-term recursion relation (in j) with variable coefficients, which is usually not easy to solve. Inspired by the results of Woodcock and Higgs (1996) , we assume that the population fraction Z J (j, t) is of the following form
where r 1 , r 2 are calculated in the Appendix. The normalised fraction X J (j, t) is then given by (Jain and Krug, 2007a; Jain and Seetharaman, 2011)
where r = r 1 /(r 1 + r 2 ) lies between zero and one. It should be noted that the above form for the population fraction of a class is obtained, if it is assumed that each locus in the sequence contributes independently to the population fraction of a sequence.
Stationary state
In the steady state, the population fraction can be found by taking the limit t → ∞ in the expressions of r 1 (t), r 2 (t) obtained in the Appendix. Using the fact that the eigenvalue λ − given by (28) is negative, from (27), we find that r = 2µ
which can be inserted in (7) to find the steady state population fraction. If the reverse mutation probability ν = 0, a transition occurs at µ c = s (Wiehe, 1997) since we have
while for µ > s, the fraction X (0)
Because the RHS of (7) is a binomial distribution, the following cases may be considered for nonzero ν:
1. If the parameters µ, ν, s are kept fixed but the sequence length is increased, the population fraction is a Gaussian centred about rL (Feller, 2000) .
2. If the deleterious mutation rate per genome U d = µL is held fixed while µ → 0, L → ∞, the ratio r ≈ µ/(s + ν) approaches zero for finite ν and s. In this limit, the population fraction is a Poisson distribution given by (Feller, 2000) 
The above solution has also been obtained recently by Pfaffelhuber et al. (2012) for J = 0. 3. We next consider the limit in which both µ, ν → 0 and L → ∞ such that the product U d = µL, U b = νL remains finite. In this case, taking ν → 0 in (10), we immediately find the population fraction to be a Poisson distribution with mean
)/s, which is independent of the beneficial mutation rate. To understand this rather surprising result, we first note that when beneficial mutations are absent, due to (9), the mean number of deleterious mutations does not increase with L, and therefore the fraction of deleterious mutations goes to zero as the sequence length increases. When beneficial mutations are present, the number of advantageous mutations that can occur is given by jν = (j/L) U b which also approaches zero with increasing L and thus the population remains unaffected by beneficial mutations. This result is in contrast with that in case 2 where ν and hence jν remain finite, as sequence length increases.
Our exact solution (7) and the limiting solutions derived from it are positive throughout. In contrast, assuming that the mutation rates do not depend on the fitness class, Goyal et al. (2012) obtained a solution for the equilibrium fraction which can be negative in some parameter range, and interpreted their result as a lack of true stationary state in the deterministic theory.
Equilibrium fraction of deleterious mutations in finite population
We now consider the three cases discussed above when the population size is finite. The limit in which µ, ν, s are kept fixed but the sequence length is increased has been studied in previous works to gauge the effect of number of loci (and hence interference) on the fraction of preferred codons, and it was found that for a given Ns, the average frequency of preferred codons decreases with increasing sequence length (Li, 1987; Comeron et al., 1999; McVean and Charlesworth, 2000) . Our simulation data (not shown) is also consistent with this observation, and we note that while the average fraction of deleterious mutations in an infinitely large population is a constant in L given by r (refer last section), it increases with the sequence length for finite populations. In the case when U d and ν are kept finite and sequence length is increased, the fraction of deleterious mutations in the high fitness 'nose' of the population distribution approaches zero simply because with increasing L, the deleterious mutation probability decreases while the beneficial one remains the same. Thus a finite fraction of deleterious mutations is not obtained in either of the cases discussed above. In the rest of the article, we consider the biologically relevant limit in which the mutation rates per genome U b and U d remain finite, as the number of loci in the sequence is increased (Drake et al., 1998) . Unlike for an infinitely large population, the steady state properties of a finite population depend on the beneficial mutation rate U b because a finite population can accumulate a finite fraction of deleterious mutations due to Muller's ratchet and become sensitive to beneficial mutations. To find where the population equilibrates in the presence of forward and backward mutations, one can match the degeneration rate at which the fitness class at an edge of the population distribution is lost due to deleterious mutations and the rate at which it is regenerated by back mutations (Goyal et al., 2012) . Assuming that the sites evolve independently, the degeneration and regeneration rate are given as Nµ(1 −j 1 )π(−s) and Nνj 1 π(s) respectively (Bulmer, 1991; Lande, 1998) , wherej 1 is the frequency of deleterious mutation in the single locus problem and π(s) = (1−e −2s )/(1−e −2N s ) is the fixation probability of a rare mutant with selection coefficient s (Kimura, 1962) . On matching these rates, one obtains the frequency of deleterious mutations to be (Bulmer, 1991) 
which decreases from µ/(µ + ν) to zero exponentially, as Ns is increased. The above expression is expected to hold for weak selection (Kimura, 1962; Lande, 1998) but numerical simulations suggest that it is valid for a wide range of 2Ns provided 2Nµ, 2Nν < 1 (Kondrashov, 1995) . A somewhat more general result forj 1 has been obtained using Wright's result for the distribution of equilibrium frequency in a single locus model (Wright, 1931) which is given by (Kimura et al., 1963) 
where 1 F 1 (a, b, z) is the confluent hypergeometric function. For small Ns, it yields (11) above (Li, 1987; Kondrashov, 1995) while for large Ns, it approaches 2µ/s (Kimura et al., 1963) . In Fig. 1 , the results of our numerical simulations for the frequency q 1 = 1 − j 1 of advantageous mutations, using the model described in Sec. 2 when the sequence length is one, are compared with the above expressions. We find that for Ns ≪ 1, the frequency q 1 is well approximated by (11) and (12), but for strong selection, (11) fails as expected. Equation (12) agrees reasonably well over a range of Ns but for very large populations, it predicts q 1 to be twice the value seen in the simulations. However for infinitely large populations, using the deterministic theory discussed in the last section, we find that for L = 1, the fractionj 1 equals r ≈ µ/(s + ν) in agreement with the numerical data in Fig. 1 . For the multilocus model, we will find the fraction of deleterious mutations in the 'nose' of the population distribution by matching the degeneration and regeneration rates, the appropriate expressions for which are discussed in the following subsections. As the above argument applies to the 'nose' of the population distribution, it does not allow us to find the average fraction j of deleterious mutations. However as noted by Li (1987) , the average population fraction is distributed over a narrow range of fitness classes and therefore we expectj to be close to the fitness classes in the edge, see below for a further discussion.
Degeneration rate
In the absence of beneficial mutations, the Muller's ratchet clicks at a constant rate for an infinitely long sequence and non-epistatic fitnesses (Haigh, 1978) . If the number of individuals in the least loaded class given by Ne
is larger than unity, the ratchet clicks slowly and this rare clicking regime has been investigated using a diffusion theory (Stephan et al., 1993; Gordo and Charlesworth, 2000; Jain, 2008; Etheridge et al., 2009 ), a path-integral formulation and an effective two locus model (Waxman and Loewe, 2010; Metzger and Eule, 2013) . A basic result that has emerged from these studies is that the ratchet rate is exponentially small in the parameter Nse −U d /s (Jain, 2008; Neher and Shraiman, 2012; Metzger and Eule, 2013) . When the population in the least loaded class is smaller than one, deleterious mutations accumulate quickly and an accurate expression for the ratchet rate has been obtained by Rouzine et al. (2008) . However for a sequence of finite length L, as shown in Fig. 2 , the average rate r − J to lose all the individuals in the Jth class decreases with increasing J. This is a direct consequence of the fact that the number of deleterious mutations that can occur in an individual in the Jth class decreases linearly with increasing J, which can therefore support more individuals. From (9), we see that the number of individuals in the Jth class given by n J = NX (0)
L−J grows with J and as a result, an initially fast-clicking ratchet crosses over to a slow-clicking ratchet when n J equals unity. For the data shown in Fig. 2 , the Muller's ratchet is slow to begin with for N = 2000. But for N = 50, the number n J crosses unity when J = 23 and lies in the range 17 − 50 for 80 ≤ J ≤ 100.
For a slow ratchet characterised by n J ≫ 1, the loss rate r − J can be estimated by generalising a diffusion theory for infinitely long sequences (Stephan et al., 1993; Gordo and Charlesworth, 2000; Jain, 2008) . A straightforward calculation gives
where ψ J (y) = e −2 y dx a J (x)/b(x) , and a J (x), b(x) are drift and diffusion coefficient respectively given by (14) and (15) below. The drift coefficient a J (x) is expected to vanish when the fraction in the least loaded class is either zero or equals that at mutation-selection balance (Stephan et al., 1993; Jain, 2008; Jain and Nagar, 2013) . Then we can write
where a deterministic argument gives the proportionality constantã to be s− µ (Jain, 2008; Jain and Nagar, 2013) . For infinitely long sequences, it has been shown that this expression forã is not accurate as it does not take into account that fitness classes do not evolve independently . A better estimate of the ratchet rate can be obtained by writing a = cs where c is a decreasing function of U d /s Metzger and Eule, 2013) . The diffusion coefficient b(x) is independent of the class J and given by
The degeneration rate r − J obtained on numerically integrating (13) is compared with numerical simulations in Fig. 2 for two population sizes, and we observe a good agreement for classes with n J ≫ 1. If the fraction in the least loaded class is small, we can write b(x) ≈ x/N. On using this in (13), the Muller's ratchet rate turns out to be (Jain, 2008; Neher and Shraiman, 2012; Metzger and Eule, 2013) 
is obtained on setting ν = 0 in (10).
For a fast ratchet for which n J ≪ 1, the click rate for a finite sequence can be approximated by the corresponding results obtained for infinitely long sequence (Rouzine et al., 2008) . However as we shall see in the following sections, the rate at which the slow ratchet clicks is only relevant to the discussion in this article and therefore we will not discuss the behavior of fast ratchet further.
Regeneration rate
When deleterious mutations are absent, a maladapted population adapts by acquiring beneficial mutations. As Fig. 2 shows, while the degeneration rate r − J decreases with J, the regeneration rate r + J increases since the beneficial mutation rate increases linearly with J. The adaptation rate depends on the number of beneficial mutants produced per generation which is given by NU b . For NU b ≪ 1, the beneficial mutants arise one at a time and go to fixation sequentially. In this parameter regime, one may assume the loci to act independently and obtain the rate to be
Note that the above expression shows a linear dependence on N and U b . However when NU b ≫ 1, the single locus approximation can not be used as the beneficial mutants interfere. In recent years, the rate of adaptation for large populations has been studied (Gerrish and Lenksi, 1998; Wilke, 2004; Rouzine et al., 2008; Desai and Fisher, 2007; Park et al., 2010) and for an infinitely long sequence, the adaptation rate has been obtained using various approaches (for a clear review, see Park et al. (2010) ). For single selection coefficient, as is assumed here, the dependence of the regeneration rate on selection coefficient depends on the details of the model, but the variation with N and U b may be summarised as (Park et al., 2010) 
which shows that the rate r + J depends weakly on N and U b . In this parameter regime, we have tried to obtain an expression for r + J when sequence length is finite using a traveling wave approach (Rouzine et al., 2008) , but the resulting equations do not appear to be amenable to analysis. For this reason, some of our results (see (20) and (23) below) are valid in the NU b ≪ 1 regime. Figure 2 shows the results of our numerical simulations for regeneration rate and we see that the data for N = 50, for which NU b ≪ 1, compares well with (18). For N = 2000, our data fits to a function of the form r + J = δ 1 √ J + δ 2 J but at present, we do not have an understanding of this result.
Rate matching condition
We first discuss how the population size affects the average minimum number J m of deleterious mutations when both forward and backward muta-tions are present. If the population is infinitely large, as it spreads over all the fitness classes, the number J m = 0. In a large but finite population, since the Muller's ratchet operates slowly and adaptation occurs at a fast rate, we expect the population to carry a small fraction of deleterious mutations in the stationary state. When all the individuals in the J m th class are lost due to deleterious mutations, the population in the fitness class J m+1 quickly equilibrates to the deterministic mutation-selection equilibrium with frequency (17) and creates individuals in the J m th class by back mutations. For NU b ≪ 1, on matching the rates r − Jm (N) and r
) given by (13) and (18) respectively, we can obtain the fraction j m of deleterious mutations numerically. However to find an analytical expression, we use (16) instead of (13) and immediately obtain
where m is calculated by noting that the second term in the exponential on the RHS of (20) can be neglected in comparison to the first one since the latter grows faster with j m . On carrying out these steps, we finally get
From the above equation, we see that j m decreases exponentially fast with population size N, and thus a large population will carry a small fraction of deleterious mutations. For NU b ≫ 1, using the numerical conjecture for r + J discussed in the last subsection, we find that the exponential behavior of j m holds in this regime also. The above prediction is tested against the simulation results in the inset of Fig. 3 for NU b ≫ 1 and we see that it is borne out by numerical data.
When the population size is decreased, the Muller's ratchet clicks at a faster rate but the adaptation rate decreases, refer Fig. 2 . As a result, smaller population carries more deleterious mutations and j m increases. As discussed earlier, the Muller's ratchet may initially click at a fast rate but slows down as more deleterious mutations are accumulated. Therefore even for small populations, where J m is expected to be large, the relevant degeneration rate is given by (13) or (16). The regeneration rate is given by (18) or (19) which increases logarithmically or at most linearly with the population size. As before, an expression for j m can be obtained by matching the rates. But as the degeneration rate decays fast with N whereas regeneration rate depends weakly on population size, we may treat the rate r + Jm as a constant in N. This simplification implies that r
Our analytical result (22) is compared with the results of numerical simulations in Fig. 3 and for a wide range of population sizes, we see a good agreement. When the population size is reduced further such that 2Ns < 1, Fig. 3 shows that j m is roughly constant in N and close to the single locus theory expression (12) forj. Figure 3 also shows the variation of maximum fraction j M of deleterious mutations with population size and we observe that j M also decreases logarithmically with N but with a prefactor which is larger than −s/U d . Figure 1 shows our numerical results for the average frequency q = 1 −j of advantageous mutations as a function of the population size. For very small populations (2Ns < 1), as for j m and j M , the results from single locus and multilocus theory coincide, as also observed, in albeit different context, by Gordo and Charlesworth (2001) . For very large populations, we expect q to approach the deterministic value since the sites act independently in this limit, refer Sec. 3. For moderately sized populations, we see that q < q 1 as already observed in previous studies (Li, 1987; McVean and Charlesworth, 2000) . Our data shows that the fraction q also increases logarithmically with N but with a somewhat larger (smaller) prefactor than that obtained for j m (j M ).
We now turn to a discussion of the U b -dependence of the fraction of deleterious mutations when NU b ≪ 1. For large U b , as j m approaches zero, one may set J = 0 in the degeneration rate (16). Equating this to the expression (18) for the regeneration rate, one immediately obtains an inverse relationship between j m and U b . More precisely, from (21), we get
For small U b , when beneficial mutations are rare, we expect the single locus theory to work. The behavior of minimum (j m ), maximum (j M ) and average (j) fraction of deleterious mutations with beneficial mutation rate is shown in Fig. 4 and we observe that all three behave in a similar manner (Li, 1987) . For small U b , the simulation data matches reasonably well with (12) while for large U b , we see an inverse relationship between j m and U b .
Effect of background selection
The results obtained in the last section are useful in understanding the equilibrium properties of a population in which reverse mutations do not occur at all the sites in the sequence (Kaiser and Charlesworth, 2010) . We consider an asexual population of N individuals, each with an infinitely long sequence. At L of the sites in the sequence, as described in Sec. 2, both deleterious and beneficial mutations occur with probability µ and ν respectively and the selection coefficient is s. At rest of the loci, only deleterious mutations occur that are distributed according to a Poisson distribution with mean U ′ d and each mutation reduces fitness by a factor 1 − s ′ . We first consider the case when the sites where only deleterious mutations can occur are under strong selection. In the absence of other linked sites, deleterious mutations accumulate exponentially slowly at such loci (refer (16)) and the population remains close to the deterministic mutation-selection equilibrium with the frequency of the least-loaded class being e −U ′ d /s ′ . If these background selection sites (BGS) remain at equilibrium in the presence of other linked loci also, they affect the evolutionary dynamics at other sites, and their effect is quantified by a reduction in the effective population size to the number of individuals carrying the minimum number of deleterious mutations at BGS (Charlesworth, 2012; Gordo and Charlesworth, 2001 ). For the model described at the beginning of this section, we find that the population reaches a stationary state with the minimum fraction j m (Ne −U ′ d /s ′ ) of deleterious mutations in the reversible-mutation loci, which is larger than that in the absence of BGS. In our simulations, for a parameter set with s = 0.02,
, the minimum number of deleterious mutations was found to increase from 9.7 to 38.8 and 0.2 to 4.5 for the population size N = 100 and 2000 respectively when the BGS were included.
A more interesting situation arises when the loci with reversible mutations act as the background selection sites and increase the rate at which Muller's ratchet clicks due to a reduction in the effective population size (Kaiser and Charlesworth, 2010) . We numerically measured the ratchet time (inverse of rate) and as shown in Fig. 5 , we find that it is considerably decreased from the situation when there are no background selection sites. We also verified that the ratchet time with background selection for a population of size N is well approximated by the ratchet time without BGS for a population of size N e given by
As seen in the last section, with increasing population size N, the minimum fraction j m of deleterious mutations remains roughly constant for N ≪ (2s) −1 , decreases logarithmically with a prefactor −s/U d and finally for large populations, it decays to zero exponentially fast. As a result, we expect N e in (24) to increase linearly with N for small and large populations. But for the intermediate range of population sizes, using (22) in (24) above, we find the effective population size to be independent of N. These predictions are tested in Fig. 5 where the actual population size is varied over three orders of magnitude, but the effective population size and the ratchet time remain roughly constant.
Conclusions
In this article, we examined the stationary state of a model, in which forward and backward mutations can occur, for both infinitely large and finite populations. For the deterministic theory, we find that the sequence loci act independently which allows us to exactly solve for both dynamics and equilibrium state. For finite populations, although some analytical results are known if the sites in the sequence are assumed to act independently (Li, 1987; Bulmer, 1991) , little is known when the interference between sequence loci is accounted for (Hill and Robertson, 1966; Comeron et al., 2008; Charlesworth, 2012) . Here we used a rate balancing argument (Goyal et al., 2012) and numerical simulations to understand how the equilibrium fraction of deleterious mutations depend on the population genetic parameters, viz. population size N, selection coefficient s and the mutation rates U b and U d .
We find that the minimum (j m ), maximum (j M ) and average (j) fraction of advantageous mutations behave in a similar manner and are an S-shaped function of N and U b . Our analysis shows that the minimum fraction j m of deleterious mutation approaches zero exponentially fast for very large populations, but increases logarithmically for moderately large ones. A heuristic understanding of the logarithmic dependence may be obtained if we assume that the population fraction at the edge of the population distribution can be approximated by the deterministic frequency X J (J) given by (10) in the limit ν → 0. For a finite population, since the frequency can not fall below 1/N (Jain and Krug, 2007b) , on setting X J (J) ∼ N −1 , we immediately obtain (22). We also analysed how the fraction of deleterious mutations depend on the beneficial mutation rate, and find that it is roughly constant for small U b but decreases as U −1 b for large beneficial mutation rates. Although the rate balancing argument used here explains the population size and beneficial mutation rate dependence of the fraction of deleterious mutations, we have not been able to obtain a complete analytical understanding of how it varies with s and U d , since not enough is known about the function c(s, U d ) that occurs in the degeneration rate in (16). However our numerical simulations show that the average fraction of advantageous mutations is an S-shaped function of selection coefficient also. We also performed numerical simulations keeping the product Ns constant (= 10) and observed thatj is not a function of Ns unlike the one locus theory prediction (11). We find that if Ns is kept fixed by decreasing N and increasing s, the average fractionj decreases which suggests that it depends more strongly on s than N. For s = 0.005, we find thatj = 13.7 which increases to 28.8 when s is halved (and N is doubled). Since the average fraction of deleterious mutations depends logarithmically on N (as Fig. 1 shows) , this suggests thatj decreases linearly with increasing s, similar to the behavior (22) for j m . We also numerically studied the U d -dependence on the fraction of /tcbluedeleterious mutations and find that it increases with increasing U d advantageous mutations and find that it decreases with increasing U d and for largej, it fits well to an inverse U d dependence, as seen in (22). It has been pointed out in McVean and Charlesworth (1999) that the frequency of preferred codons in the multilocus model is unlikely to depend on the ratio U b /U d , unlike that predicted by (11) for the single site model. Our expression (23) is consistent with this expectation due to the factor e −U d /s in β. We have also carried out simulations keeping the ratio U b /U d fixed and find thatj increases with U d when Ns > 1.
Our results have implications for the codon usage bias problem in the context of which the model studied here was introduced (Li, 1987; Bulmer, 1991) . Previous numerical results (Li, 1987; McVean and Charlesworth, 2000) show that the preferred codon frequency q changes slower than that predicted by (11) which neglects interference effects arising due to linkage. Our results shown in Fig. 1 also support this conclusion and for weak selection, where codon bias problem lies (Hershberg and Petrov, 2008) , we find that q depends weakly on the population size and thus the interference between linked loci can maintain intermediate codon bias levels for a wide range of population sizes (Powell and Moriyama, 1997; McVean and Charlesworth, 2000) . Our result (22) is also useful in understanding the click rate of Muller's ratchet with background selection that arises due to a finite portion of the sequence in equilibrium due to deleterious and back mutations (Kaiser and Charlesworth, 2010) . We find that the effective population size, that determines the click rate, has the interesting feature that it remains almost a constant while the actual population size is varied for several orders of magnitude.
Experimental (Silander et al., 2007; Howe and Denver, 2008) and theoretical (Lande, 1998) studies suggest that asexual populations do not inexorably decline in fitness and can reach a fitness plateau. Here due to the presence of back mutations, the finite population achieves an equilibrium state. The model discussed here assumes that the number of beneficial mutations increase linearly with average number of deleterious mutations. However in an adaptation experiment on bateriophage (Silander et al., 2007) , a nonlinear relationship between these two quantities has been observed. Although at present, we do not know how a more general model of compensatory mutations affect our results, some qualitative features of the experiment of Silander et al. (2007) can be captured by the work presented here. We performed numerical simulations starting with three different initial fitnesses and found that after many generations, the population reaches a steady state fitness which is independent of the initial fitness, a feature also seen in the experiment of Silander et al. (2007) . The fitness of the population was also observed to increase with population size in Silander et al. (2007) as seen here. Moreover the experimental data on the population fitness shows that when the population size was increased by a factor 10, the logarithmic fitness increased mildly, which is also consistent with the weak N-dependence seen here. The model studied here is different from that by Goyal et al. (2012) in which the mutation rates do not depend on the fitness class. For large populations where few deleterious mutations are present, one may neglect the fitness-dependence of the mutation rates and that is why we find that our results are essentially the same as equation (7) of Goyal et al. (2012) for large populations . But for smaller populations that accumulate many deleterious mutations before reaching an equilibrium, it is important to take the fitness dependence of the mutations rates into account.
Throughout this article, we assumed free recombination so that the loci are completely linked as the effects of interference are expected to be strongest in tightly linked loci. For large recombination, we expect the interference effects to be negligible and the single-site theory to work well. The effect of recombination on codon bias and diversity have been investigated numerically in McVean and Charlesworth (2000) . An extension of the analytical results presented here by including recombination would be interesting. Equation 12 1-µ/(ν+s) Figure 1 : The change in average frequency of advantageous mutations with 2Ns obtained in numerical simulations for L = 100 (cross) and 1 (triangle). The frequency in multilocus simulations increases logarithmically with population size but with a prefactor smaller than that for j m in (22). The prediction (7) from single locus deterministic theory, and (11) and (12) 
