A design for an all-optical crossbar network utilizing wavelength-tunable vertical-cavity surface-emitting laser ͑VCSEL͒ technology and a combination of free-space optics and compact optical waveguides is presented. Polymer waveguides route the optical signals from a spatially distributed array of processors to a central free-space optical crossbar, producing a passive, all-optical, fully connected crossbar network directly from processor to processor. The analyzed network could, relatively inexpensively, connect local clusters of tightly integrated processors. In addition, it is also believed that such a network could be extended, with wavelength reuse, to connect much larger numbers of processors in a multicluster network.
Introduction
Although great advances are being made to increase the speed and extend the range of high-speed electronic interconnects, it is becoming increasingly more difficult to keep pace with the bandwidth and connectivity requirements of modern microprocessors and multiprocessor systems. Optics offers many advantages over electronics that add great potential for high-bandwidth multiprocessor interconnects, such as large-bandwidth capability, low-power requirements, relative immunity to electromagnetic interference, and three-dimensional free-space propagation. Unfortunately, optical interconnect systems have traditionally been relatively complex and difficult to implement in a cost-effective manner. Recent advances in micro-optical components and interconnect technologies provide some advantages that could be used to develop high-bandwidth multiprocessor interconnects with a relatively small number of components, with technology that matches well with traditional printed-circuit-͑PC-͒ board-based systems. It is believed that these advances in optoelectronic technology could provide some advantages that make optics a more viable replacement for electronic interconnects.
One technology that is becoming increasingly more common in optical communications systems is the vertical-cavity surface-emitting laser ͑VCSEL͒. [1] [2] [3] Recent advances in VCSEL technology have added the ability to produce VCSEL's with wavelengths that can be externally tuned to a wide range of frequencies. 4 -8 Wavelength-tunable VCSEL's allow for multiple wavelengths to be used for wavelength division multiplexing ͑WDM͒, 9 -12 which can reduce the number of VCSEL's required per processor and can reduce the complexity of the interconnection network by multiplexing multiple signals over a single transmission line. Using tunable VCSEL's with WDM facilitates building highly scalable, compact, dense interconnection networks that use less optical components than do traditional optical networks with fixed-wavelength technologies.
In this paper we propose and analyze a crossbar interconnect implemented with tunable VCSEL's, using WDM. A WDM crossbar can be constructed with a single tunable VCSEL and a single fixed-frequency receiver per processor. The signals from all tunable VCSEL's are routed to a passive WDM optical crossbar that uses a free-space, single-grating crossbardemultiplexer to route the signals to the correct destination processor. With optical WDM the number of components required for creating such a crossbar network scales as a factor of O͑N͒, where N is the number of processors, whereas traditional electronic crossbars require O͑N 2 ͒ switches and wires to implement a crossbar, which tends to limit its scalability.
One problem associated with using VCSEL-based free-space optical interconnects is that a free-space optical system should be compact, owing to the feature sizes of the optical components and alignment constraints of the optics. To solve this problem, we also propose the use of polymer waveguides [13] [14] [15] [16] to route the optical signals from the physically separated discrete processors to a centralized free-space optical crossbar. Polymer waveguides can be fabricated directly on a PC board, thus allowing for the processors to be distributed around the PC board, closely matching the traditional design of PC-boardbased computer systems. Polymer waveguides can also be used in optical backplanes to route signals among multiple PC boards to construct larger-scale systems. An advantage to using polymer waveguides is that the optics can be tightly integrated with the processors, and the processors can be distributed over relatively large distances, thus creating a high-bandwidth, all-optical network between multiple discrete processors and possibly multiple PC boards. In addition, utilizing WDM along the waveguides greatly reduces the number of waveguides required.
The proposed WDM VCSEL-based crossbar features the following characteristics: ͑1͒ It fully exploits the bandwidth and cost advantages of WDM and the inherent benefits of three-dimensional freespace parallel optics; ͑2͒ it supports gigahertz bandwidths and channel switching times in the megahertz range; ͑3͒ it is relatively simple, reducing design complexity and alignment difficulties and reducing the number of limits ͑diffraction limits, latencies, and power losses͒ imposed by the optical components; ͑4͒ there is no optical power loss, owing to optical fanout; and ͑5͒ integrated polymer waveguides are used to route spatially separated processors to a centralized optical crossbar, implementing an all-optical connection directly from processor to processor, which makes the overall crossbar design and implementation compatible with current processor͞PC-board-based technologies, which reduces the difficulty in migrating to optical interconnect technologies. It is believed that this optical interconnect could be used to construct inexpensive optical interconnects for medium-scale parallel processors and that it could be extended through wavelength reuse 17, 18 to support much larger highly parallel architectures.
Optical Implementation of a Wavelength Division Multiplexing Optical Crossbar
An overview of the proposed optical crossbar can be seen in Fig. 1 . Each processor contains a single tunable VCSEL that is tightly integrated with the processor. Optical waveguides are used to route the optical signals from each processor to a central freespace optical crossbar. The all-optical crossbar uses WDM, so only a single transmit-receive waveguide pair is required per processor. The transmit waveguides from each processor are coupled into a single waveguide by use of a passive optical combiner, and the combined optical signal is then routed to a grating-based free-space optical crossbardemultiplexer that routes the optical signals to the appropriate output waveguide. These waveguides are then routed back to an integrated optical receiver.
A. Wavelength-Tunable Vertical-Cavity Surface-Emitting Lasers
The first stage of the optical crossbar is the wavelength-tunable VCSEL's. Promising research into wavelength-tunable VCSEL's is currently being conducted by researchers at Stanford University 4 -8 as well as others. 19, 20 The Stanford researchers are producing VCSEL's that include a deformable membrane as the top mirror of the laser cavity. This membrane can be adjusted continuously with electrostatic charge, which adjusts the dimensions of the laser cavity. Adjusting the length of the laser cavity produces a corresponding lengthening of the optical wavelength output from the laser. These tunable VCSEL's are designed to have a base wavelength of ϳ960 nm and a continuous-wavelength tuning range that has recently reached 31.6 nm. 8 The spectral width of these VCSEL's is less than 1 nm, so a spectral resolution of 1 nm is possible. A WDM crossbar using these VCSEL's and a 1-nm channel spacing could support approximately 32 channels, or 16 channels with a 2-nm channel spacing. The power output ranges from 0.56 to 1.6 mW at a 10-mA bias current. 8 Fig . 1 . Conceptual overview of a free-space optical crossbar with WDM for interprocessor interconnects. Tunable VCSEL lasers are used to select the destination processor, and each processor contains a fixed-wavelength optical receiver. A concave diffraction grating is used to diffract individual wavelengths to the appropriate processor. These VCSEL's can be tuned in the megahertz frequency range 4 ; so tuning speeds of the order of 1 s are possible. This tuning speed is relatively fast for a micromechanical tunable optical device, but it may become a limitation for high-bandwidth communications in parallel computers, where tuning latency is more of an issue. Tunable VCSEL research is still in the early stages, though; so it would seem reasonable to expect the tuning speeds to improve. If higherspeed tuning is required, another alternative is to use multiwavelength VCSEL arrays, 21, 22 in which the single tunable VCSEL is replaced with multiple fixed-frequency VCSEL's that each transmit at a slightly different wavelength. This alternative increases the number of VCSEL's required for implementing the crossbar, but the optical signal from all VCSEL's can be combined into a single waveguide; so the rest of the crossbar hardware remains the same.
B. Polymer Waveguides
It is possible to implement an all-optical crossbar with free-space optics. 23 A free-space optical system has some advantages over a waveguide-based optical system. Free-space optical systems can better utilize the three-dimensional nature of optics and can implement compact and complex interconnection patterns with a minimum of interconnection hardware. One problem associated with free-space optical interconnects, though, is that a free-space optical system should be compact, owing to the feature sizes of the optical components and the optical alignment constraints, but the components being connected ͑dis-crete processors, and the like͒ are not necessarily compact and cannot necessarily be arranged in the configuration required for the free-space optical system. Therefore it seems advantageous to find a method to route the optical signals from the physically separated discrete processors to a centralized free-space optical crossbar. Polymer waveguides [13] [14] [15] [16] seem to provide a good means for achieving this goal. Polymer waveguides can be fabricated directly on a PC board, allowing for the processors to be spaced out around the PC board. The waveguides route the optical signals into and out of the optical crossbar and facilitate building an all-optical interconnect system.
Using polymer waveguides to route the optical signals to the optical crossbar allows for the optical transmitters and receivers to be integrated directly on the processor. This has the advantage of reducing the parasitic capacitance, allowing for higher potential bandwidths, lower potential latencies, and reduced power requirements. There are several methods for integrating VCSEL's and optical receivers with standard complementary metal-oxide silicon circuitry 24, 25 including substrate removal, 25 coplanar flip-chip bonding 24 ͑for bottom-emitting VCSEL's͒, and various top-contact bonding methods. 24 The processor integrated VCSEL's can be coupled with PC board integrated polymer waveguides with standard butt-coupling techniques or with a microlens coupler ͑as depicted in Fig. 1͒ .
Polymer waveguides can be constructed in various sizes and pitches from a few micrometers to tens of micrometers or more. Multimode polymer waveguides have been constructed with a 50 m ϫ 50 m core and a 100-m pitch 15 for use with PC board and optical backplane applications, with large numbers of these waveguides fitting into a compact space. The size and spacing of these polymer waveguides match well with the feature size and spacing of VCSEL's and optical receivers. The 100-m pitch is also a reasonable spacing for integrating with the freespace WDM demultiplexer, although a smaller waveguide size and pitch could be supported, which would make for a more compact crossbar.
C. Optical Combiner
The individual polymer waveguides from each processor route the optical signals from the processors to a centralized optical combiner that couples the signals from the individual waveguides into a single waveguide. This produces a single multiwavelength optical signal that is routed to the free-space optical crossbar-demultiplexer. It is not difficult to construct an optical combiner network with polymer waveguides. 2 ϫ 1 Y couplers can easily be constructed in polymer waveguides, 15, 16, 26 and these Y couplers can be combined to construct a binary tree optical combiner network. A binary tree combiner successively combines the signals from each input source into a single optical waveguide. The 50 m ϫ 50 m core size and 100-m pitch of the polymer waveguides make it possible to construct relatively large optical combiner networks in a small space directly on the PC board.
D. Free-Space Optical Crossbar-Demultiplexer
The combined optical signal on the single waveguide output from the optical combiner contains multiple individual wavelength channels that are destined for different processors. Each processor is assigned a fixed wavelength with which to receive, and other processors can transmit to that processor by transmitting on the wavelength assigned to the receiving processor. For example ͑see Fig. 1͒ , for processor 1 to transmit to processor 3, processor 1 would simply transmit on the wavelength assigned to processor 3 ͑e.g., 3 ͒. This WDM scheme requires tunable transmitters, fixed receivers, and some way to route each signal to the correct destination processor. Two common designs that are employed for demultiplexing WDM networks are ͑i͒ broadcast and select and ͑ii͒ wavelength routing. 27 The former is implemented by broadcasting of the optical signal to all processors, with the receiving processor somehow selecting only the signal transmitted on its own wavelength. A wavelength-routed network, however, uses passive or active optics to route the individual wavelengths to the appropriate processors. The crossbar described in this paper uses wavelength routing to demultiplex the optical signals.
A wavelength-routed crossbar network can be constructed with a standard diffraction-grating-based demultiplexer, in which the combined input signal is separated into the individual wavelength channels by means of a diffraction grating. There are two popular grating types used in wavelength-multiplexed systems, sawtooth gratings and holographic gratings. 28 Sawtooth gratings can approach 100% diffraction efficiency to the first diffraction order and can be produced fairly readily by means of etching or by photolithographic processes. Holographic gratings can be produced with a photographic process and can also approach 100% diffraction efficiency if the Bragg phase-matching condition is satisfied. In this paper we analyze the use of a concave sawtooth grating to perform both the function of wavelength separation and that of focusing the beam from the input waveguide to the various output waveguides.
An overview of a concave-diffraction-grating-based demultiplexer can be seen in the inset in Fig. 2 . The input to the demultiplexer is a single optical waveguide containing the combined optical signals. The output is multiple optical waveguides that route the separate wavelength channels to the individual processors ͑one per processor͒. The diffraction grating must be designed and aligned such that, when the optical source is tuned to the longest wavelength 1 , the first diffraction order will fall on the first output waveguide in the output waveguide array W 1 . When the optical source is tuned to a shorter wavelength n , the beam should fall on the nth output waveguide W n .
For a concave diffraction grating based on the Roland circle, 28 the focus condition is defined by the equation
where ⌳ is the grating period at the center of the grating, ␤ is the angle of incidence of the input beam with respect to the normal to the center of the grating, ␣ is the angle of the diffracted beam with respect to the normal, and n is the diffraction order ͑1 in this case͒.
The angular dispersion of the grating can be found by differentiation of Eq. ͑1͒ with respect to :
For the first diffraction order ͑n ϭ 1͒, and for small variations in the wavelength , this equation defines a linear relationship between ⌬ and ⌬␤. If we term R as the linear offset in the output plane between beams of two different wavelengths and D as the distance from the optical grating to the output plane, for small ⌬␤ there is a linear relationship between the change in the wavelength of the beam ⌬␤ and the offset R:
To resolve the individual channels at the output waveguide array, the focused spot size at the output waveguides must be at least as small as the core of the output waveguides, and the angular dispersion between adjacent channels must be equal to the pitch between neighboring waveguides. From Eq. ͑3͒,
To produce a compact system, we would prefer to resolve the individual channels in the shortest possible distance. This requires reducing the grating period to as small as possible. To reduce aberrations, the grating period should be no smaller than a few wavelengths of the optical source. 29 Since the VCSEL's have a base wavelength of approximately 1 m, we will assume a grating period of 2 m and a channel spacing of 2 nm. If we choose an incident angle from the normal to the center of the grating of ␣ ϭ 13°ϭ0.242 rad, we get a base diffraction angle ␤ from the normal to the center of the grating of ͓from Eq. ͑1͔͒ (5) and angular dispersion ⌬␤ for the first diffraction order of ͓from Eq. ͑2͔͒
Therefore, if we assume a waveguide pitch of 100 m, using Eq. ͑4͒ we can calculate the distance from the center of the optical grating to the output plane required for resolving a 2-nm change in wavelength: Fig. 2 . Proposed compact optical crossbar consisting of polymer waveguides directly coupled to processor-mounted VCSEL's, a polymer waveguide-based optical combiner, and a free-space optical crossbar-demultiplexer based on a concave sawtooth diffraction grating.
The diameter of the Rowland circle d R can then be calculated as
and the grating should be constructed with a radius of curvature of 10.3 cm. Assuming a multimoded numerical aperture of 0.29 for the input polymer waveguide, a grating of approximately 6 cm ϫ 6 cm would be required for capturing and refocusing the expanded beam. If a waveguide with a smaller numerical aperture is used, the size of the grating could be reduced accordingly.
E. Diffracted Spot Size and Cross-Talk Estimation
The primary potential source of cross talk in this free-space, grating-based optical crossbar is overlap of neighboring spots in the spread spectral diffraction pattern of the diffraction grating. The spot size must be smaller than the pitch of the output waveguides, or there will be excessive cross talk between neighboring channels. If the outputs are waveguides, the angle of the incident beam should also closely match the numerical aperture of the output waveguide. In this case the input and the output waveguides are spatially close; so, if the input and the output waveguides are similar, the angle of incidence of the beam should closely match the numerical aperture of the output waveguide.
The spot size of the diffracted beams will be governed first by the diffraction limit of the optics and second by aberrations and imperfections in the grating. If we assume the optical waveguide to be approximately an f͞2 system, the diffraction-limited spot diameter is approximately 4.7 m. This is much smaller than the 100-m spacing assumed between the output optical waveguides. Other factors that contribute to spreading the beam at the output plane include spherical aberrations caused by nonoptimal spacing of the grooves and astigmatism caused by the shape of the grating. 28 Imperfections in the grating grooves, alignment error, and other imperfections can also cause spreading of the spot at the output plane.
Similar concave grating demultiplexers have been implemented. For example, a similar concave grating demultiplexer has been implemented to demultiplex 0.4-nm separated channels spaced around a central wavelength of approximately 1.5 m. 30 This demultiplexer successfully separated signals from a single-mode ͑f͞5͒ optical fiber to multiple single-mode output fibers and achieved a spot size of approximately 20 m, which is near the diffraction limit for an f͞5 system. In this demultiplexer, the output waveguides were separated by 42 m and the cross-talk isolation between adjacent channels was measured at greater than 25 dB. If this is assumed to be typical of such a grating demultiplexer, it would seem reasonable to assume a cross-talk isolation within the grating demultiplexer in this crossbar of greater than 25 dB.
Power Analysis and Bit-Error-Rate Estimation
Calculation of a power budget and the signal-to-noise ratio at the receiver is important for confirming the realizability and scalability of an optical interconnect implementation. The signal-to-noise ratio at the receiver gives an indication of the expected bit-error rate ͑BER͒ of the digital data stream. For optical communications networks it is acceptable to have a BER of 10 Ϫ9 or greater, but for interprocessor optical interconnect networks it is standard to require a BER of 10 Ϫ15 or greater.
A. Required Optical Power
The BER of an optical system can be calculated as follows:
where Q is twice the signal-to-noise ratio required at the receiver to provide the specified BER. For example, a BER of 10 Ϫ9 corresponds to Q ϭ 6, and a BER or 10 Ϫ15 corresponds to Q ϭ 7.94.
If we assume that a BER of 10
Ϫ15 is required, we can calculate an estimation of the minimum power required at the receiver to provide the given BER as follows 23 :
where h is Planck's constant, c is the speed of light, q is the electron charge, is the detector quantum efficiency, k is Boltzmann's constant, T is the absolute ambient temperature, ⌫ is the field-effect transistor ͑FET͒ channel noise factor, I 3 is a weighting function that is dependent on the input optical pulse shape, g m is the FET transconductance, C T is the total capacitance in the receiver circuit, and B is the signal bandwidth. If we assume a GaAs metal-semiconductor FET receiver with a quantum efficiency of 80%, a FET channel noise factor ⌫ of 0.7, an optical pulse weighting function I 3 of 0.0868, a FET transconductanceg m of 30 mS, a total capacitance C T of 0.75 pF, and a data rate of 2 Gbit͞s, 31 we can achieve a BER of 10 Ϫ15 with an optical power at the receiver of 1 W or Ϫ30 dBm.
B. Optical Losses and Power Budget
To determine whether the required power level will be present at the optical receiver, it is necessary to estimate the optical power emitted by the VCSEL's and estimate the losses incurred throughout the optical components of the system. At a 10-mA bias current, wavelength-tunable VCSEL's output between 0.56 and 1.6 mW of optical power. For this analysis we will assume a value at the high end of this range, because the tunable VCSEL's are still in the early research stages, and it is likely that the optical power output will increase as the technology improves; so we will assume a starting optical power output of 1.6 mW or 2.04 dBm.
The total optical loss in the system is the sum total of the losses ͑in decibels͒ of all optical components that a beam must pass through from the transmitter to the receiver. Optical losses are incurred in the following components:
• VCSEL-waveguide coupling ͑L vc ͒. There will be losses incurred during coupling of the beam emitted from the VCSEL's into the optical waveguides. The insertion loss for a commercially available fiber coupler is taken as Ϫ1 dB, so we will assume a Ϫ1-dB loss for VCSEL-waveguide coupling.
• Waveguide ͑L w ͒. Polymer waveguides have a much higher absorption loss than do silicon waveguides, so the absorption losses within the polymer waveguides must be accounted for. This will include the losses incurred both while the beam is routed from each processor to the optical crossbar and while the beams are routed from the optical crossbar back to the receivers. Polymer waveguides are being constructed with losses of less than Ϫ0.1 dB͞ cm. 15 It has been observed for similar waveguides that the losses for 90°bends with radii of curvature of greater than approximately 1 mm are approximately Ϫ0.1 dB. 32 We will assume a total length of 50 cm of polymer waveguide from each transmitting VCSEL to the receivers, and we will assume that each waveguide will contain no more than approximately ten 90°bends. Although for large crossbar networks this length will vary with the size of the network; this should be a good maximum estimation for a system containing a reasonable number of processors, so the total loss within the polymer waveguides is assumed to be Ϫ6 dB.
• Y coupler ͑L Y ͒. We will assume a loss of Ϫ3 dB͞Y coupler, which gives a total optical loss in the optical combiner network of Ϫ3 dB log 2 ͑n͒.
• Demultiplexing ͑L d ͒. Losses will be incurred from various sources within the grating demultiplexer. Losses will be incurred owing to imperfections in the grating, diffraction efficiency losses from the grating, and coupling losses that are due to scattering, waveguide coupling mismatches, and Fresnel losses. A similar grating demultiplexer 30 was observed to have losses ranging from Ϫ6 to Ϫ9 dB for 40 optical channels; so we will assume a loss within the free-space demultiplexer of Ϫ9 dB.
• Receiver coupling ͑L rc ͒. Some losses will be incurred when the beam is coupled from the polymer waveguides onto the optical receiver. We will assume a loss of Ϫ0.5 dB.
Assuming an n input ϫ n output optical crossbar, the individual losses are estimated in Table 1 . The total transmission loss for the optical crossbar network is the total of all the losses:
It should be noted that the only size-dependent parameter of the loss equation is the losses in the tree combiner network. All other losses are fixed and will not vary with the size of the network ͑except for the length of the polymer waveguide, which is discussed above͒. If we assume a VCSEL power of 2.04 dBm, we can plot the resulting optical power at the receivers for varying crossbar sizes ͑Fig. 3͒. It can be seen from Fig. 3 that 32 processors ͑channels͒ can be supported with a BER of less than 10
Ϫ15
. It is expected that further advances in tunable VCSEL technologies should increase the power efficiencies of these VCSEL's, which would allow for larger crossbar sizes.
Integration of the Free-Space Optical Crossbar into Larger Systems
One of the limiting factors of WDM is the limit of the number of wavelength channels that can be supported by the optical components in the system. Several factors limit the number of channels supported, including the tunability range of the VCSEL's, the thermal stability of the VCSEL's, the spectral width of the VCSEL beam, the resolving power of the grating demultiplexer, grating diffraction limits, and the like. If a WDM interconnect Fig. 3 . Optical power at each optical receiver for varying numbers of processors ͑channels͒. It can be seen that, from a power budget perspective, the Ϫ30-dBm optical power required by the receivers is sufficient to support 32 processors, although improvements in the VCSEL efficiencies would likely increase the maximum number of processors. relies solely on a single set of wavelength channels, then ultimately compromises will have to be made when a large number of processors are supported. One way to extend a WDM optical interconnect beyond the limits of the number of channels supported is by wavelength reuse. 17, 18 As the name implies, wavelength reuse optically isolates portions of the interconnect network to allow for the use of the same set of wavelengths simultaneously in multiple parts of the system for different purposes. One method of utilizing wavelength reuse to extend a WDM interconnected system is to connect various portions of the system by means of optically separated networks. In the context of this freespace optical crossbar, wavelength reuse could be utilized by the addition of more VCSEL's and optical receivers to create multiple network connections on each processor. Since VCSEL's and optical receivers are compact, a reasonably sized array of VCSEL's and receivers can be fitted onto a modern microprocessor. Each VCSEL-receiver pair could be thought of as an independent network interface, connecting the processor to different parts of the system.
In Fig. 4 we propose an implementation of a hierarchical network architecture called the scalable optical crossbar network ͑SOCN͒, consisting of clusters of processors contained on individual PC boards. Each processor on a cluster contains a VCSELreceiver pair that is connected to a local ͑intracluster͒ free-space optical crossbar by means of polymer waveguides. Each processor in a SOCN cluster also contains another set of multiple VCSEL-receiver pairs that connect the processors on one cluster to the processors on other clusters, creating a set of intercluster interconnects. For any given intercluster connection, the VCSEL corresponding to that connection is connected to an intercluster optical combiner, which could be constructed similar to the optical combiner used for the intracluster free-space optical crossbar, by means of polymer waveguides. The output of the optical combiner is coupled with a standard optical fiber, which is routed to the remote cluster, possibly through an optical backplane configuration. The fiber is then coupled into a waveguide on the remote cluster that is routed to an optical demultiplexer. This optical demultiplexer could also be constructed similar to the intercluster crossbardemultiplexer. The demultiplexed signals are then routed to the appropriate remote processor by use of polymer waveguides. This, in effect, extends the local free-space optical crossbar, with wavelength reuse, over optical fibers to remote clusters, potentially creating much larger systems.
If there are m clusters in a system, each containing n processors, and if each cluster contains an intercluster link to every other cluster, a full N ϭ n ϫ m processor crossbar network could be created. To construct such a crossbar, each processor would have to contain m VCSEL's and m optical receivers. Each cluster would contain one intracluster crossbar network and m Ϫ 1 intercluster crossbar connections. If a fully connected network is not required, it should also be possible to extend the system further by connection of the clusters by means of an intercluster network other than a fully connected crossbar, thereby trading full connectedness for a larger system size. Details of the proposed SOCN architecture will be the subject of a separate study.
Conclusions
We have presented a design for an all-optical, wavelength division multiplexed ͑WDM͒ crossbar interconnect that uses wavelength-tunable VCSEL's and is integrated with polymer waveguides. On the basis of already achieved results from tunable VCSEL research, it should be possible to construct a fully connected optical crossbar network that will support at least 16 channels, assuming a 2-nm channel spacing, or 32 channels with a 1-nm channel spacing. As the technology improves, the number of channels supported should increase along with the technological advancements. It was shown that such a system could be constructed with a BER of less than 10
Ϫ15 by use of current research level technology, and it is expected that the bandwidth, latency, and scalability will directly scale with advances in the tunable VCSEL technology. An overview of a proposed extension of the optical crossbar for interconnecting multiple clusters was also presented. By combining WDM with space division multiplexing, it should be possible to extend the crossbar network to systems containing a much larger number of processors. We plan to analyze this further in later research. Fig. 4 . Proposed implementation of a hierarchical network architecture called the SOCN. A SOCN system consists of a network of multiprocessor clusters linked by means of free-space and fiberbased WDM optical crossbars. Free-space optical interconnects are used for intraboard interconnects ͑within the cluster͒, and fiber interconnects are used for interboard interconnects ͑between clusters͒. Polymer waveguides are used to route the optical signals on the PC boards.
