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Abstract
Nowadays, satellite-based localization is a well-established technical solution
to support several navigation tasks in daily life. Besides the application
inside of portable devices, satellite-based positioning is used for in-vehicle
navigation systems as well. Moreover, due to its global coverage and the
availability of inexpensive receiver hardware it is an appealing technology
for numerous applications in the area of Intelligent Transportation Systems
(ITSs). However, it has to be admitted that most of the aforementioned
examples either rely on modest accuracy requirements or are not sensitive
to temporary integrity violations. Although technical concepts of Advanced
Driver Assistance Systems (ADASs) based on Global Navigation Satellite
Systems (GNSSs) have been successfully demonstrated under open sky
conditions, practice reveals that such systems suffer from degraded satellite
signal quality when put into urban areas.
Thus, the main research objective of this thesis is to provide a reliable
vehicle positioning concept which can be used in urban areas without the
aforementioned limitations. Therefore, an integrated probabilistic approach
which preforms fault detection & exclusion, localization and multi-sensor
data fusion within one unified Bayesian framework is proposed. From an
algorithmic perspective, the presented concept is based on a probabilistic
data association technique with explicit handling of outlier measurements
as present in urban areas. By that approach, the accuracy, integrity and
availability are improved at the same time, that is, a consistent positioning
solution is provided. In addition, a comprehensive and in-depth analysis of
typical errors in urban areas within the pseudorange domain is performed.
Based on this analysis, probabilistic models are proposed and later on used
to facilitate the positioning algorithm. Moreover, the presented concept
clearly targets towards mass-market applications based on low-cost receivers
and hence aims to replace costly sensors by smart algorithms.
The benefits of these theoretical contributions are implemented and
demonstrated on the example of a real-time vehicle positioning prototype
as used inside of the European research project GAlileo Interactive driviNg
(GAIN). This work describes all necessary parts of this system including
GNSS signal processing, fault detection and multi-sensor data fusion within
one processing chain. Finally, the performance and benefits of the proposed
concept are examined and validated both with simulated and comprehensive
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α Scaling parameter of unscented transform
β Adjustment parameter of unscented transform
χ The continuous chi distribution
λ The longitude of a point on the earth’s surface
λmax Maximum expected horizontal position variance
λp Population size parameter inside of CMA-ES optimizer
ω0 Bias of yaw rate sensor
φ The latitude of a point on the earth’s surface
dρ Linearized pseudorange vector
ρi Pseudorange between GNSS receiver and satellite i
σ2drift Variance of clock drift noise inside of Bayes Filter
ΣKDE The covariance used for all components of the KDE
Θ Parameter vector used for optimization
Θopt Optimal parameter vector sought during optimization
X i Set of sigma points
Probabilistic expressions and operators
N (x;µ,P) Gaussian PDF over x with mean value µ and variance P
p(zk|xk) Likelihood probability density function
p(xk|Zk−1) Prior probability density function
p(xk|Zk) Posterior probability density function
p(xk|xk−1) Transitional probability density function
Latin letters
Ami Discrete association events
c Speed of light
∆treceiver Clock offset of the GNSS receiver
∆tdrift Clock drift of the GNSS receiver
f State transition equation for the state space model
hKDE The bandwidth smoothing parameter for the KDE
hmax Maximum number of hypotheses for hypotheses pruning
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Symbols and Notation
h Measurement equation for the state space model
H Parameter space explored during optimization
Kk Kalman gain matrix
nmax Maximum number of assumed LOS pseudoranges
nmin Minimum number of assumed LOS pseudoranges
ni(t) Function describing reception condition of NovAtel receiver
nX Number of sigma points for unscented transform
Oi(t) Identification function to classify LOS and NLOS
P Covariance matrix of Kalman filter
Pk−1|k−1 Covariance matrix of the belief PDF in a Gaussian filter
Pgate Gating probability for PMM algorithm
plos PDF of pseudorange residuals in LOS environment
pnlos PDF of pseudorange residuals in NLOS environment
puser 3D position of GNSS receiver in Cartesian coordinates
P jV Validity likelihood
Pxy Sub-matrix of covariance matrix representing x and y
Qk−1 Process noise matrix of Kalman filter
ri Geometric range between GNSS receiver and satellite i
Rk Measurement noise matrix of Kalman filter
si 3D position of ith satellite in Cartesian coordinates
S Whole set of measurement sequence samples
Seval Sub set of S used for evaluation
svel Velocity scale factor
Strain Sub set of S used for optimization/training
Sval Sub set of S used for validation
TL,max Maximum latency with respect to real-time
tprop Propagation time of satellite signal
uk−1 Control vector at time k − 1
ui(t) Function describing reception condition of u-blox receiver
vk−1 Process noise vector at time k − 1
W ic Weight of sigma point for calculating the covariance matrix
W im Weight of sigma point for calculating the expectation value
x State vector to estimate of a Bayes filter
xˆk−1|k−1 Expectation value of the belief PDF in a Gaussian filter
xˆk|k Expectation value of the posterior PDF in a Gaussian filter
xˆk|k−1 Expectation value of the prior PDF in a Gaussian filter
zk Measurement vector at time k
{z}LOS Subset of satellite observations received under LOS
{z}NLOS Subset of satellite observations received under NLOS
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CMA-ES Covariance Matrix Adaptation Evolution Strategy
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DBN Dynamic Bayesian Network
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Today, satellite navigation systems already improve our individual and
collective carbon footprints by optimizing travel planning and navigation
tasks. A study conducted by NAVTEQ1 in two metropolitan areas of
Germany highlights that traffic-enabled navigation may reduce the CO2
emissions by 21 % compared to vehicles without navigation systems. More-
over, satellite navigation is a key-technology that will increase comfort
and safety for future mobility solutions. However, as observed by Groves
et al. [2014], next generation positioning systems need to provide a greater
accuracy and reliability in challenging environments such as urban areas.
Although, several novel methods have been proposed in the recent years,
an integrated approach which provides robust, reliable and cost-efficient
positioning is still missing.
According to Gustafsson [2009], navigation systems and future ADASs
will require accurate and robust information about the position of the host
vehicle. The same observation is shared by Toledo-Moreo et al. [2008] who
claim that positioning systems installed into future vehicles should provide
an indicator of the level of integrity that the user might expect from the
positioning system anytime. In figure 1.1 the major requirements for such
a vehicle positioning system are illustrated. In general, a recent satellite-






Figure 1.1: Contrary requirements to positioning for typical nowadays
ITS applications. While accuracy, availability and integrity are technical
requirements, reasonable costs are crucial for successful mass-market
introduction.
based positioning system is characterized by three2 technical properties:
accuracy, integrity and availability [Spilker and Parkinson, 1996b, p. 331].
In order to better illustrate the contribution of this thesis, these three
properties are briefly explained:
Accuracy expresses the level of conformance of the estimated position
with the true position often referred to ground truth. Due to its easy
understandability, the accuracy is most commonly used to characterize
a positioning system. Typically, the accuracy is expressed by means
of statistics, i.e. it by giving a Probability Density Function (PDF)
of the positioning error.
Integrity describes the ability of a positioning system to correctly identify
situations when limited performance is expected. It therefore specifies
the level of trust that can be placed in positioning system. In general,
the system could notify the user to stop using the system immediately
if the promised accuracy cannot be guaranteed anymore which directly
lowers the availability.
Availability is a measure in terms of percentage of time that indicates
how often the positioning solution can be delivered to the user or
2In addition to the aforementioned parameters a fourth indicator, the continuity
of service, is used by some authors. For instance, Spilker and Parkinson [1996b]
quantify the period without interruption of a GNSS signal by that term.
18
the function. Typically, the availability is defined as the long-term
average probability that the accuracy and integrity requirements are
simultaneously met.
As indicated by the aforementioned definition, theses three properties are
coupled and influence each other. For instance, if the implemented integrity
scheme proposes to the user to not trust the promised solution (e.g. under
harsh conditions), the availability drops. Moreover, by admitting only a low
level of accuracy, a high level of integrity and availability can be achieved,
as the risk of violating the integrity interval significantly decreases. It is
worth mentioning that a positioning system for reliable vehicle localization
carefully needs to balance these parameters.
Besides the technical performance indicators of a positioning system, its
cost is another important property that directly influences the applicability
to mass-market applications. For example, a professional dual-frequency
receiver with Real-Time Kinematic (RTK) support and Inertial Measure-
ment Unit (IMU) integration clearly delivers the highest level of accuracy,
integrity and availability at once. However, such systems are expensive and
bulky and therefore are not an option for low-cost applications. An in-depth
discussion of the differences between low-cost and high-end receivers can
be found in [Carcanague et al., 2013]. Fortunately, an ongoing trend is to
try to replace costly and highly specialized sensors with smart software
algorithms as perceived by Gustafsson [2009]. For example, in [Persson
et al., 2001] a low tire pressure detection system based on sensor data
fusion was successfully proposed. In the light of the previous statement,
the contribution of this thesis is to show a potential solution how to achieve
accurate and reliable vehicle positioning for urban areas with low-cost
satellite navigation sensors in combination with data fusion algorithms.
Satellite Positioning in the ADAS Domain Although, fully accepted and
proven to be useful within the ITS community, absolute positioning by
satellite navigation has received only scant public attention in the ADAS
world.3 Apparently, currently deployed ADAS implementations in commer-
cial vehicles (mostly in the mid-range or premium segment) do not rely on
reliable satellite-based positioning to a big extend. The usual problems
they try to address—e.g. lane-keeping, Adaptive Cruise Control (ACC) or
3Figure 1.2 shows a brief bibliographical analysis of GPS/GNSS-related papers at
the Intelligent Vehicles symposium—which is considered a flagship conference in
the ADAS domain—over the last eight years. Obviously, the influence of satellite
navigation is constantly increasing. Furthermore, it is interesting to see that by 2009




Figure 1.2: Bibliographical analysis of GNSS-related conference papers
submitted to the Intelligent Vehicles Symposium during the last eight years.
Apparently, the role of satellite navigation constantly increased in the past.
emergency braking to only mention some—can be tackled by using general-
purpose perception sensor systems such as radars, lidars or cameras. Even
the introduction of detailed digital maps and the successful and accurate
localization within is nowadays mostly achieved by correlating various
features from vision-based systems to the geo-referenced map attributes as
shown in [Mattern and Wanielik, 2010]. At the maximum, a coarse absolute
position is required to accelerate the initialization of these algorithms as
admitted in [Schu¨le et al., 2013], afterwards, this requirement vanishes.
Consequently, one might ask itself whether there is a real need for precise
and reliable positioning going beyond simple navigation tasks as done in
most consumer-grade devices nowadays. To briefly answer that question I
selected three recently published and representative papers dealing with
next-generation ADASs to justify the rising demand for inexpensive but
reliable absolute positioning.
In [Lefevre et al., 2012] a risk assessment at road intersections to prevent
accidents in such areas—which are asserted to account for 40 % to 50 % of
road fatalities—is demonstrated. Although, the proposed method targets
to model the problem of reasoning about situations and risk at a higher
level, that is, by using Dynamic Bayesian Networks (DBNs), sensor input
is a crucial requirement for this practical system. According to Lefevre
et al., the potential of Vehicle-To-Vehicle (V2V) communication overcomes
the limitations of classical on-board vehicle sensors with limited field of
20
view. Nevertheless, the wireless exchange of arbitrary information always
involves a transmission of the absolute vehicle position which is supposed
to originate from some kind of GNSS. In the empirical results presented
by Lefevre et al., the accuracy in terms of standard deviation for the
positioning estimate was always around 2 m.4
The appealing concept of protecting Vulnerable Road Users (VRUs) by
exchanging their current position coming from smart phone GPS sensors
to vehicles in their vicinity to support active safety systems has been
under investigation in [Liebner et al., 2013]. Within this study an average
positioning deviation in longitudinal and lateral driving direction of 4.6 m
and 6.8 m, respectively, has been observed. Though, the achieved accuracy
is sufficient to demonstrate the anticipated use-case, the authors admit
that reliable lane-level localization is currently not possible. Finally, this
work directly demands for a more reliable positioning on low-cost hardware
which is supposed to be a key-technology to reduce road fatalities.
A comprehensive road user tracking approach at intersections has been
introduced in [Meissner et al., 2013]. By combining the information of
several statically installed sensor systems such as lasers, radars and moving
in-vehicle sensors, a global knowledge of an intersection is constructed.
While the static road-side sensors are perfectly geo-referenced, the on-board
tracking estimates of the vehicles connected by Vehicle-To-Infrastructure
(V2I) communication are not. Again, it is apparent that the introduction
of such systems requires a reliable ego localization of the vehicles to allow
a consistent centralized data fusion.
To conclude the previously cited papers, it can be summarized that by
the large-scale introduction of V2V/V2I communication and the anticipated
use-cases, reliable absolute positioning based on GNSS will become a crucial
requirement for next generation ADASs. By combining GNSS receivers and
Dedicated Short-Range Communication (DSRC) a new sensor configuration
for environmental perception at a global level will be available5. In contrast
to the expensive sensor systems currently installed at intelligent vehicles,
this low-cost approach has the potential to fast penetrate the market and
thus make traffic safer for humans.
In addition to the aforementioned research activities, the European
Commission is seeking to standardize several satellite-based services and
4As proven in chapter 7, a reliable accuracy of 2 m cannot be guaranteed by nowadays
low-cost GNSSs, in particular in urban areas. Therefore, the conducted experiments
in [Lefevre et al., 2012] are supposed to have been carried out under open-sky
conditions, or more precisely assume a reliable positioning system.
5In [Obst et al., 2014] a multi-sensor data fusion for 360 degree perception based on
on-board vision and V2V has been implemented
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applications with the following mandates as well. All of them have in
common that they are relying on a reliable and accurate positioning:
M/338 EETS European Electronic Toll Service GNSS-based road user
charging for interoperability of toll systems within EU member states
[European Commission et al., 2009].
M/453 C-ITS Cooperative Intelligent Transport System Applications
based on vehicular communication of GNSS measurements.
M/493 eCall Location Enhanced Emergency Call Service GNSS-based
localization and automatic crash notification to the nearest emergency
center. The eCall system is based on GNSS positioning and will be
mandatory from October 2015.6
Over the last five years I have been actively studying the activities related to
GNSS positioning and dived into the particular topic of reliability. Starting
from the work presented in [Richter et al., 2008, 2009], where I first came
into contact with satellite localization and probabilistic filtering techniques.
Within the European research project Cooperative Vehicle Localiza-
tion (CoVeL), I contributed the relative positioning and the European
Geostationary Navigation Overlay Service (EGNOS) implementation for
a prototypical cooperative approach which aimed to provide lane-level
accuracy for vehicle positioning in urban areas by using standard low-cost
sensors. Then, for the very first time, I came into contact with the inherent
principles of GNSS positioning while working with the raw observations
commonly known as pseudoranges and did research on augmentation sys-
tems [Obst et al., 2011c]. While the CoVeL project was rather focused
on providing a high accuracy only7, I realized that a robust positioning
system, applicable for many different use-cases in various domains of ITSs,
would need to consider two additional aspects; a continuous availability
and a trustworthy integrity information. Only by taking these three issues
into account, a reliable positioning system based on satellite navigation
can be implemented and deployed to the field.
In the meantime, I realized that it is sometimes worth to step back and
glance into related ADAS topics; For example, I contributed to the active
field of multiple object tracking of extended objects in [Richter et al., 2011]
which extended my understanding of complex Bayesian concepts beyond
6More information on eCall can be found under http://ec.europa.eu/digital-agenda/
en/news/ecall-automated-emergency-call-road-accidents-mandatory-cars-2015.
7As the CoVeL approach heavily relies on the reasonable assumption that an appropri-
ate geometrical constellation of the vehicles on the road is present, its availability
was rather limited as mentioned in [Obst et al., 2012e].
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(a) Line-of-Sight (b) Multipath (c) Non-Line-of-Sight
Figure 1.3: For satellite navigation, different reception conditions might
occur: Especially multipath and NLOS are two important challenges in
urban areas. In both cases, the resulting position estimate will be biased if
not handled properly.
the Kalman filter and its derivatives. Furthermore, by thoroughly analyzing
the work of my colleagues presented in [Schubert et al., 2012], I developed
some first ideas on how algorithms as used in the tracking community can
be adopted to satellite navigation and exploit its benefits in challenging
environments. Within the succeeding European research project GAIN, I
fortunately had the opportunity to directly continue my research activities
on the topic of reliable vehicle positioning. Furthermore, I was faced with
the appealing challenge to transform and extend my preliminary concepts
into a real-world system by implementing it in the GAIN prototype and so
finally bringing it to the road.
1.1 Objectives
According to Groves [2013], satellite navigation usually provides decent
accuracy and integrity capabilities under open sky conditions. However,
the performance might seriously degrade if used inside of dense urban areas.
Besides the limited signal availability due to blockage, the reflection of satel-
lite signals near the surface of buildings or foliage as depicted in figure 1.3
is one major reason for the observed behavior. Especially so called NLOS
signals as shown in (c) are known to negatively influence the positioning
solution. As these NLOS signals are obviously not easily detectable, their
usage might lead to a biased position which underestimates the promised
confidence interval due to severe model violations. In figure 1.4(b) such
an inconsistent position solution is shown. It has to be highlighted that
when applying satellite navigation to safety relevant applications such as
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(a) Optimal estimate (b) Inconsistent estimate (c) Consistent estimate
Figure 1.4: Comparison of three different position estimates of a local-
ization algorithm. The gray ellipse typically indicates the area where the
vehicle is assumed to be located within a certain probability. The incon-
sistent estimate shown in (b) may be caused by multipath and should be
avoided for a reliable positioning system in any case. Figure (c) depicts a
more conservative solution that is still correct.
automated driving it has to be considered that underestimating the position
error can lead to serve traffic accidents. Hence, reliably knowing about a
low accuracy is better than pretending an inappropriate high one.
Therefore, the main aim of this work is to design and implement a
probabilistic vehicle localization algorithm which performs fault detection &
exclusion, vehicle localization and multi-sensor data fusion within one inte-
grated approach. The proposed system will be called probabilistic multipath
mitigation and rigorously relies on Baysian estimation techniques. The
rationale behind this concept is to introduce a general-purpose localization
system that considers the requirements introduced in figure 1.1. Moreover,
the presented system solely relies on raw pseudorange observations as
provided by low-cost GNSS receivers. The challenging task of identifying
and excluding erroneous NLOS measurements as present in urban ares is
achieved by a novel probabilistic data association technique. The expected
result of the proposed system is shown in figure 1.4(c); a consistent position-
ing solution that correctly considers the local conditions around the receiver
antenna. Thus, the functionality of the Probabilistic Multipath Mitigation
(PMM) significantly extends existing vehicle positioning concepts.
Furthermore, a comprehensive analysis of typical errors for satellite
navigation in urban environments is conducted. The rationale behind that
approach is two-fold: On the one hand, this analysis contributes to gain
an in-depth understanding of the effects satellite signals are exposed to in
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Figure 1.5: Typical refinement steps for localization algorithms. The
NLOS detection and exclusion proposed in this work is added as an early
stage and therefore does not influence the following steps.
urban areas. Based on that observations the design of the PMM can be
appropriately adjusted. On the other hand, the obtained knowledge is used
to introduce probabilistic sensor and error models. It will be demonstrated
that using such probabilistic models inside of the PMM further improves
the performance in terms of accuracy and integrity.
In addition to the algorithmic design of the PMM, a further objective of
this thesis is to describe a prototypical implementation that is evaluated
under real-time conditions in numerous test drives under urban conditions.
In order to realize that, the PMM is implemented within a typical refinement
chain as schematically illustrated in figure 1.5.
Finally, the presented contribution aims facilitating to convince people on
the potential and the benefits of reliable GNSS positioning and thus finally
fosters the deployment of innovative ITS applications and next-generation
ADASs.8
1.2 Contents and Contributions of the Work
The structure of this work is described in this section. The algorithmic
background which is necessary for the PMM is introduced in the chapters
2 and 3. The former chapter introduces probabilistic filtering techniques
based on different implementations of the Bayes filter. In particular, the
Unscented Kalman Filter (UKF) implementation is emphasized as it will be
used for the practical implementation of the PMM concept. Moreover, this
chapter analyzes several time synchronization strategies which are necessary
in order to implement consistent multi-sensor data fusion applications.
8There is an article at the EGNOS Portal mentioning the activities of the author on
how research successfully supports ITS deployment under http://goo.gl/LpSuK.
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In the subsequent chapter 3, the fundamentals of satellite navigation
are presented. Besides a discussion of the principles of GNSS positioning,
advanced topics such as multi-constellation positioning and augmentation
systems are presented as well. Furthermore, the ideas and limitations of
existing fault detection and isolation techniques are illustrated.
Chapter 4 reviews related work and gives an overview of the state-of-the-
art in the area of vehicle positioning. The aim of this chapter is to identify
and motivate the need for further research on the topic of reliable vehicle
localization.
The subsequent chapter 5 discusses the particular challenges of satellite-
based vehicle localization in denied environments. For this purpose, a
detailed analysis of typical errors for GNSS signals in urban environments
is conducted. Therefore, a lightweight 3D environmental model approach
is introduced and used to facilitate the classification of Line-of-Sight (LOS)
and NLOS observations. Based on empirical data from numerous test
drives and the aforementioned 3D classification method, probabilistic error
models for satellite signals are derived. Likewise, a discussion of a consistent
data fusion approach among GNSS and in-vehicle sensors is provided. The
approach relies on the reasonable assumption that a robust and reliable
vehicle positioning requires an appropriate modeling of the errors the
utilized sensors are exposed.
Chapter 6 is the main theoretical contribution of this work. Firstly, it
is analyzed how deterministic 3D models can be used to detect suspicious
satellite signals. This contribution is also described in [Obst et al., 2012c].
Secondly, a novel integrated Bayesian approach to provide reliable vehicle
positioning is presented. It is shown how with this approach (which is
also described in [Obst et al., 2012a]), erroneous GNSS observations can
be identified and isolated from the localization process. Furthermore, a
practical implementation of the presented concept for a real-time vehicle
localization system is described. In particular, this includes a discussion
of the application to multi-constellation GNSS configurations which are
supposed to be widely introduced in the near future.
In chapter 7, the results of this work are presented. This includes
simulative and real-word sensor data. In addition to an assessment of
the PMM when used with a GNSS sensor only, the chapter contains an
evaluation of a prototypical real-time vehicle positioning system based on
the PMM that comprises GNSS and odometry.
Finally, this thesis concludes with chapter 8 that summarizes the content





In this chapter the concept of Bayesian filtering and its application to
practical multi-sensor data fusion problems is given. The contents of this
chapter are mainly based on the work of Ristic et al. [2004] and Thrun
et al. [2005] which are widely considered as standard text books in the area
of Bayesian filtering and probabilistic estimation theory.
In the first step, a mathematical formulation of Bayesian filtering is
provided in section 2.1. Afterwards, a conceptual solution coined the Bayes
filter is given. Based on the provided theoretical background, section 2.3
introduces common Gaussian filter implementations. Under the assumption
that all random variables can be described by Normal distributions, this
class of filters has proven to deliver reasonable performance for practical
systems. Special emphasize is put on the UKF as it allows a straightforward
handling of nonlinear dynamic systems and sensor models which are required
by the implementation given in chapter 6.
The subsequent section 2.4 is dedicated to the problem of delayed sensor
measurements in practical multi-sensor data fusion applications. After a
brief discussion of the cause of sensor latencies, several strategies to handle
them are explained. Finally, an appropriate synchronization strategy for




The term Bayesian filtering refers to the process of recursively estimating
the PDF of a state describing a dynamic system by using noisy observations
on the system under investigation [Ristic et al., 2004, p. 3]. In order to
perform dynamic state estimation, a consistent and widely used approach
is to model the system by a discrete-time formulation. This implies the
use of difference equations to describe the temporal behavior of the system.
Consequently, a nx dimensional state vector xk ∈ Rnx is introduced which
contains all necessary information to represent the system and predict its
evolution in the future. According to [Carlone et al., 2014], the state vector
comprises target and support variables. While target variables are actually
required as output of the estimation problem, the support variables are
solely functional to the estimation problem. The index k ∈ N represents
the time index which in its most general form denotes a time-dependent
sampling interval Tk−1 =̂ tk − tk−1.
In order to describe the behavior of the system, a dynamic model com-
monly referred to system model or state transition equation is required. In
general, this discrete-time stochastic model is formally given by
xk = f(xk−1,uk−1,vk−1, Tk−1), (2.1)
where f is a deterministic nonlinear function describing the evolution of the
state xk−1 to time tk based on the process noise vk−1. The process noise
accounts for unmodeled effects or unexpected disturbances. This implies
that the process noise is an important tuning parameter which influences
the performance of a Bayes filter9.
Furthermore, the vector uk−1 may contain any kind of control data
resulting from an action induced by the system under investigation itself.
For example, Thrun et al. [2005] propose to consider odometer sensor
observations as control input since they directly measure the effect of a
control action forced by the driver of a vehicle. However, in this work
odometry measurements and perception observations are handled the same
way, hence the control vector uk−1 is empty.
Consequently, and to not further overload the notation, the control input
uk−1 and the time interval Tk−1 are skipped and (2.1) simplifies to
xk = f(xk−1,vk−1), (2.2)
which complies with the definition given in [Ristic et al., 2004, p. 4].
9Appendix B contains further information how the process noise can be adjusted
automatically based on optimization.
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In order to recursively estimate xk, a connection between measurement
data zk∈ Rnz , which contains information about the current state of the
system, and the target state has to be established. Following the notation of
(2.2), this relation is mathematically described by the so-called measurement
equation:
zk = h(xk,wk), (2.3)
where h denotes a nonlinear function and wk is the measurement or
observation noise according to the sensor specification10. Both the process
noise vk−1 and the measurement noise wk, are assumed independent
and identically distributed noise sequences with known PDFs. Obviously,
for each sensor that contributes to the estimation process, a dedicated
measurement equation has to be specified. Moreover, the measurement
errors are assumed uncorrelated over time. However, if for example the
output of a sensor is itself based on Kalman filtering or smoothing than
this prerequisite no longer holds. In such particular situations one common
strategy to ensure consistent state estimates is to increase the assumed
measurement noise [Groves, 2013, p. 123].
Both, the state transition (2.2) and the measurement equation (2.3)
together, describe the behavior of the dynamic system and its connection
to the environment. Figure 2.1 graphically depicts the connection of the
states and the observations. Under the assumption of a complete state, xk
only depends on the previous state at time k−1. Moreover, the observation
zk solely depends on the system state xk at the same time. In general,
such a model is known as a Hidden Markov Model (HMM) [Thrun et al.,
2005, p. 25].
This underlying Makrov assumption makes Bayesian filtering an appeal-
ing and convenient candidate for practical real-time estimation problems
[Ristic et al., 2004, p. 4]. Due to its recursive implementation, recent sensor
data can be processes sequentially without the need of storing all past data
samples as required in batch processing. This finally makes the algorithm
computationally tractable [Thrun et al., 2005, p. 24].
Furthermore, Bayesian filtering naturally provides a solution to synchro-
nize observations from several sensors to a central system state in terms of
time. However, it is worth mentioning that up to now the issue of delayed
sensor measurements, i.e. the sensor data was generated earlier than the
time stamp tk indicates, was neglected as proposed in [Thrun et al., 2005,
10In theory, the specified observation noise from the hardware manual should be
appropriate for the usage inside of a Bayes filter. However, practice reveals that
the vendor parameters are often to optimistic and only valid under very controlled
laboratory conditions. Hence, similar to the process noise, the measurement noise
is considered a free parameter that has to be tuned by the user.
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xk−1 xk xk+1 state
zk−1 zk zk+1 observation
k − 1 k k + 1 time
hh h
f f
Figure 2.1: Schematic illustration of a first-order hidden Markov model,
which characterizes the evolution of the states and observations within
Bayesian filtering. In general, the system states are not observable, while
the measurements are.
p. 22]. Section 2.4 is dedicated to that particular problem and aims to give
a brief overview of existing strategies to cope with delayed measurements
in practical multi-sensor data fusion systems.
2.2 Theoretical Concept of a Bayes Filter
By applying the Bayes theorem to the problem defined in section 2.1, the
PDF of the target state xk at time k can be recursively estimated based
on all available observations Zk =̂ {zi, i = 1, . . . , k}. In a probabilistic
notation this means to compute the posterior p(xk|Zk). The recursive
estimation process commonly known as Bayes filter comprises two essential
steps: prediction and update.
Generally speaking, the prediction step broadens the PDF as it decreases
the knowledge of the system due to noise (e.g. due to driving maneuvers)
[Thrun et al., 2005, p. 23]. On the other hand, the update step typically
tightens the predicted PDF by incorporating the information from the most
recent sensor observations [Ristic et al., 2004, p. 4].
Prediction By using the deterministic nonlinear function of the state
transition equation from (2.2) and the known statistics of the process noise
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vk−1, the state transition probability p(xk|xk−1)11 is defined. Given the
belief12 PDF p(xk−1|Zk−1) from the previous time k − 1, the prediction
step to compute the prior PDF can be performed by solving the Chapman-
Kolmorgorov integral [Ristic et al., 2004, p. 5] which basically represents a










According to Ristic et al. [2004], the initial belief PDF of the state x0 is
given by p(x0) =̂ p(x0|z0) where z0 is set to no measurements, that is,
p(x0) has to be specified manually. As proposed in [Thrun et al., 2005, p.
27], a common choice for the initial belief p(x0) is either to set it to a point
mass distribution to express perfect knowledge, or to initialize it using a
uniform distribution in case if no prior knowledge is available.
Update After the prior at time k is available the most recent measurement
zk can be incorporated to compute the posterior PDF by the update step
using the Bayes theorem:




where the rule of conditional independence for the measurement probability
p(zk|xk,Zk−1) = p(zk|xk) finally yields









The term p(zk|xk) denotes the measurement probability which is also
commonly known as likelihood function. In analogy to the state transition
probability, it is defined by the deterministic measurement equation from
11In general, the state transition probability is conditioned on all previous states
and observations. However, due to the assumption of a complete state [Thrun
et al., 2005, p. 24] and the description as a first-order Makrov process the rule of
conditional independence can be applied: p(xk|x0:k−1, z1:k−1) = p(xk|xk−1).
12The term belief to represent the internal knowledge of a system was introduced in
















Figure 2.2: Taxonomy of Bayes filter algorithm implementations adopted
from [Fox, 2003]. While parametric filters impose some restrictions on
the used PDFs, nonparametric filters try to approximate arbitrary PDFs.
(2.3) and the statistics of the sensor noise wk. According to Thrun et al.
[2005], the measurement probability is responsible for performing a noisy
projection of the state into the measurement space.
Finally, the normalizing constant of the denominator of (2.7) can be




Despite its convenient mathematical formulation, the conceptual solution
of the Bayes filter can only be implemented in the given form for very
restricted estimation problems. The approach relies on the reasonable
assumption that the integration of (2.4) and the multiplication of (2.8) can
be determined analytically. However, for the majority of practical appli-
cations the analytical solution is intractable. Nevertheless, by admitting
some restrictions on the utilized PDFs, e.g. if they can be represented by a
finite number of parameters, so-called parametric filter13 implementations
of the Bayes filter concept can be used. Due to its relevance for this thesis,
in the next section, the Kalman Filter (KF) and UKF are introduced. Both
belong to the class of parametric filters as depicted in figure 2.3.
For the sake of completeness the class of nonparametric filters should be
mentioned as well. There the key idea is to approximate the PDFs. For
instance, the particle filter uses Monte Carlo sampling to represent the
13The term Gaussian filters is used in literature as well.
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ωikδ(xk − xik), (2.9)
where ωik denotes the normalized weights and δ the Dirac impulse. A
comprehensive discussion of this class of filters can be found in [Thrun
et al., 2005, pp. 85] and [Ristic et al., 2004, pp. 19].
2.3 Gaussian Filter Implementations
In this section two important representatives of the class of Gaussian
filters, the KF and the UKF, are introduced. In general, the key idea
is to represent the posterior PDF at any time by a multivariate Normal
distribution denoted by N (x;µ,P). Hence, the Normal distribution is fully
described by the two parameters µ and P, which denote the mean vector
and the covariance matrix, respectively. The density with the argument x
is formally given by [Thrun et al., 2005, p. 38]:







In following section the linear KF will be introduced which imposes an-
other restriction, i.e. it requires linearity on the state transition and the
measurement equation given in (2.2) and (2.3), respectively.
Afterwards, an extension of the KF, known as UKF, which relaxes
the limitation of linear system and measurement models by statistical
approximation, is presented.
2.3.1 Kalman Filter
Under the highly restrictive assumption of linear dynamics and measure-
ment functions, the KF offers an optimal solution to the Bayes filter concept
from section 2.1. Furthermore, the process noise vk−1 and observation noise
wk series have to follow a zero-mean Normal distribution with covariances
Qk−1 and Rk [Ristic et al., 2004, p. 7]:
vk−1 = N (vk−1; 0,Qk−1) (2.11)
wk = N (wk; 0,Rk) (2.12)
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If the aforementioned assumptions hold, the state transition and measure-
ment equation can be considered a linear transformation expressed by
matrix operations:
xk = Fk−1xk−1 + vk−1 (2.13)
zk = Hkxk + wk, (2.14)
where Fk−1 denotes the state transition matrix and Hk is describing the
measurement matrix. According to Ristic et al. [2004] and without any
further proof, the belief, prior and posterior density of (2.7) can be directly
related to a set of Normal distributions:
p(xk−1|Zk−1) = N (xk−1; xˆk−1|k−1,Pk−1|k−1) (2.15)
p(xk|Zk−1) = N (x; xˆk|k−1,Pk|k−1) (2.16)
p(xk|Zk) = N (xk; xˆk|k,Pk|k), (2.17)
where the mean and covariance parameters are computed by:
xˆk|k−1 = Fk−1xˆk−1|k−1 (2.18)
Pk|k−1 = Qk−1 + Fk−1Pk−1|k−1F
ᵀ
k−1 (2.19)
xˆk|k = xˆk|k−1 + Kk(zk −Hkxˆk|k−1︸ ︷︷ ︸
innovation
) (2.20)




k + Rk (2.22)
representing the covariance of the innovation νk = zk −Hkxˆk|k−1 used in
(2.20). Moreover, the Kalman gain Kk, which specified the degree to which






A more compact version of this algorithm can be found in [Thrun et al.,
2005, p. 42].
As indicated above, the KF recursively computes the parameters of the
Gaussian posterior p(xk|Zk) by weighting the predicted filter state and
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the innovation νk at each time step
14. The weights of each component are
defined by the Kalman gain.
2.3.2 Unscented Kalman Filter
The KF provides an essential efficient and optimal solution for the dynamic
estimation of p(xk|Zk) under the assumption of a Gaussian PDF repre-
sentation and linear transformation for the state and measurements. The
rationale behind this prerequisite is the fact that a linear transformation
of a Gaussian variable always results in another Gaussian variable with a
modified parametric representation.
However, in practice only few problems exist where the dynamic system
can be described by a linear transition. For instance, vehicle positioning,
which is investigated in this thesis, requires the modeling of the vehicle
on a circular trajectory. To overcome that limitation, that is, to relax the
constraint of linear models but still keeping the Gaussian restriction on the
PDFs, several approximation techniques have been proposed. For instance,
a commonly used method used by the Extended Kalman Filter (EKF) is
to linearize the nonlinear transition and measurement functions
xk =f(xk−1) + vk−1 (2.24)
zk =h(xk) + wk (2.25)
via a first order Taylor expansions at the last known state [Thrun et al.,
2005, p. 56]. Contrary to the general nonlinear equations given in (2.2)
and (2.3), the process and measurement noise are required to be additive.
In figure 2.3 the result of this kind of numerical approximation for passing
a Gaussian variable through a nonlinear function is exemplarily illustrated.
Although, the true final PDF is not exactly captured by the Gaussian
approximation, the EKF algorithm provides an efficient estimation of the
mean and covariance.
It is worth mentioning that the linear Taylor expansion usually requires
the calculation of the Jacobian matrices that are sometimes difficult to
determine for certain applications. Hence, other approximation techniques
such as the UKF have been proposed. In the subsequent section, the
14Apparently, the innovation, that is, the similarity between the predicted state and
the measurement, only influences the mean of the posterior PDF, while the posterior
covariance solely depends on the prior covariance and the measurement noise matrix.
Consequently, in the case of an outlier measurement, only the mean will be deformed
while the covariance still follows the modeled statistics. From a perspective of a
reliable vehicle positioning which might encounter a number of spoiled satellite
observations, this property of the KF is considered an important problem which


























Figure 2.3: Nonlinear transformation of a Normal distributed random
variable (modified after [Thrun et al., 2005, p. 57]). The bottom right
figure shows the initial one-dimensional PDF which is transformed by
the non-linear function f(x). The result is illustrated in the upper left
figure: The true PDF (blue) is not captured by the approximated Normal
distribution shown in red.
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unscented transform and the adopted filter equations for the UKF are
introduced.
2.3.2.1 The Unscented Transform
Instead of performing a numerical approximation of the nonlinear state
and measurement equations by linearization, the UKF uses a statistical
approach by representing the n-dimensional Gaussian PDF by 2n+ 1 so-
called sigma points which are denoted by X i. These points are weighted
samples which are deterministically drawn from the belief density according
to a predefined sampling regime and directly passed through a nonlinear
function such as given in (2.2). Afterwards, the mean and covariance of
the approximated Gaussian can be recovered from the transformed sigma
points and their corresponding weights. This process of doing a nonlinear
transformation of a random variable is coined Unscented Transform (UT)
[Ristic et al., 2004, p. 30].
According to [Thrun et al., 2005], the following rules are used to select
the sigma points
X 0 = xˆk−1|k−1 (2.26)





, for i = 1, . . . , n (2.27)





, for i = n+ 1, . . . , 2n (2.28)
where λ = α2(n+ κ)− n comprises the two scaling parameters15 α and κ
which influence the distance of the sigma points related to the mean. In
order to recover the mean and the covariance after the transformation of
the sigma point set X i by the nonlinear function f into Zi:
Zi = f(X i), (2.29)
two classes16 of weights are necessary. For computing the mean, the weights
15A comprehensive discussion on the appropriate parameters for the scaled UT is given
in [Julier, 2002].
16It should be mentioned that the definition of the UT given in [Ristic et al., 2004, p.
30] only covers the unscaled algorithm which solely requires one set of weights for
computing the mean and the covariance.
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for i = 1, . . . , 2n, (2.31)





+ (1− α2 + β) (2.32)
W ic = W
i
m for i = 1, . . . , 2n, (2.33)
where the parameter β may be used to represent additional knowledge of
the underlying PDF representation [Thrun et al., 2005, p. 66]. Finally, the
first two moments of the approximated Gaussian after the transformation















Broadly speaking, the UT provides an essential efficient algorithm to
perform a nonlinear transformation of any Gaussian PDF. For example, the
UT may be used to achieve a nonlinear coordinate transformation of a PDF
of a 3D position given in World Geodetic System 1984 (WGS84) coordinates
to a Cartesian Universal Transverse Mercator (UTM) representation. In
the next section the UKF algorithm, which heavily relies on the UT, is
presented.
2.3.2.2 The Unscented Kalman Filter Algorithm
In contrast to the EKF, the UKF does not require the calculation of
the Jacobian matrix17 while providing a similar estimation performance
for nonlinear systems [Thrun et al., 2005, p. 70]. Instead, a statistical
approximation by using the UT is performed. In the remaining part of
this section, the filter equations of the UKF to perform nonlinear Bayesian
17Hence, the UKF can be applied to nonlinear functions with discontinuities as well
[Ristic et al., 2004, p. 30].
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filtering under the assumption of Gaussian PDFs are briefly elaborated.
The filter algorithm itself was introduced in the seminal paper by Julier
and Uhlmann [2004]. Furthermore, interested readers are encouraged to
consult the work of Van Der Merwe [2004] which provides a comprehensive
discussion on sigma point based KFs.
As claimed in section 2.2, the first stage of every Bayes filter algo-
rithm is to perform a prediction step based on the n-dimensional be-
lief PDF p(xk−1|Zk−1) which is represented by a Gaussian density with
N (xk−1; xˆk−1|k−1,Pk−1|k−1). For the UKF this means to pass nX deter-
ministically drawn sigma points X ik−1 from time k−1 through the nonlinear
state transition equation to compute the prior density by considering the
















In order to perform the update step of the Bayes filter algorithm, a
new set of sigma points needs to be drawn from the prior density
N (xk; xˆk|k−1,Pk|k−1). These prior sigma points denoted by X ik now repre-
sent the predicted state PDF at time k including the process noise which
accounts for potential mismodeling. Afterwards, each sigma point is pro-
jected into the measurement space according to the measurement model,
that is, the observation is predicted:
Zik = h(X ik). (2.38)
Similar to (2.36) and (2.37), the mean and covariance of the Gaussian
















In a next step the cross-covariance Uk between the state and measurement
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Finally, the update step is finished and the posterior Gaussian PDF is
represented by:
xˆk|k = xˆk|k−1 + Kk(zk − zˆk) (2.43)
Pk|k = Pk|k−1 −KkSkKᵀk . (2.44)
In this section, a basic implementation of the UKF to solve a broad range
of practical nonlinear estimation problems has been presented. Although,
the limitation of a standard KF to only use linear system and measurement
models is removed by introducing the UT, the restriction to apply additive
Gaussian noise is still present. Another techniques coined state augmenta-
tion extends the dynamic state with additional components to represent
the process and measurement noise. By that approach, their influence can
be modeled more accurately [Thrun et al., 2005, p. 222].
2.4 Time Synchronization
The data fusion of different sensor systems raises the problem of correctly
re-ordering the individual observations according to their validity. This
problem commonly referred to Out-Of-Sequence Measurements (OOSMs)
arises mainly due to different inherent sensor latencies; as exemplarily
shown for a two sensor configuration in figure 2.4. If these latencies
are not properly handled, the original order of the measurements is lost.
However, a typical Bayes filter relies on that chronological order and will
therefore generate corrupted estimation results under an OOSM scenario
without proper handling. Especially scenarios with high dynamics such as
vehicle positioning are vulnerable to this problem [Groves, 2013, p. 114].
For example, sometimes this problem is simply mitigated by introducing
additional process noise to compensate these errors. In table 2.1 typical
latencies of real sensor systems used in the automotive domain are shown.
In order to better illustrate the problem of delayed sensor measurements
and its proposed solution, it is useful to introduce the following definitions18
to describe different absolute points in time (with respect to real-time):
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Figure 2.4: Consistent re-ordering according to time of validity of several
OOSMs for a fusion system with two asynchronous sensors. While the
odometry observations are usually assumed to have no latency, the GPS
observations typically have a latency of app. 60 ms. Therefore, for a
consistent data fusion, the chronological order of the measurements needs
to be restored. (Adopted from [Muntzinger et al., 2010])
Time of Validity denotes that time tvalidity when a particular sensor ob-
servation was acquired. Often it is also referred to hardware time
stamp. For example, for a GPS device the time of validity is the
time when all observations required to calculate a position fix are
received independent of the time needed to perform the actual calcu-
lation. It should be highlighted that for a straightforward data fusion
implementation with a Bayes filter approach this is the relevant time.
Time of Arrival indicates that time tarrival when the output of a sensor
reaches the data fusion system. In general, tarrival ≥ tvalidity is always
true for practical systems. According to [Kaempchen and Dietmayer,
2003] the sensor latency TL = tarrival − tvalidity comprises the time
needed for acquisition, pre-processing and communication.
Especially the data fusion of an absolute sensor system such as GPS and
vehicle odometry requires re-ordering of the observations as otherwise the
vehicle dynamics—which incrementally update the system state—do not
correspond to the observed antenna location [Kais et al., 2005]. Thus, the
problem of OOSMs is directly related to this work. For the remainder of
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Table 2.1: Typical sensor latencies in the automotive domain
Sensor System Latency [ms] Source
ABS/ESP 0 ms [Groves, 2013]
GPS fix 20 ms - 200 ms [Kais et al., 2005]
GPS raw data 51 ms see section 5.4.2
Long Rang Radar 198 ms [Muntzinger et al., 2010]
Short Rang Radar 80 ms [Muntzinger et al., 2010]
Vision system up to 100 ms [Sun et al., 2006]
this section the following notation19 and sensor properties will be used:






= 20 ms (2.45)






= 20 ms (2.46)






= 250 ms (2.47)
Here TL,Sensor represents the worst-case measurement latency of that par-
ticular sensor and TC,Sensor denotes the measurement cycle duration. Both
values are required throughout this section to calculate the maximum delay
a synchronization strategy will introduce with respect to real-time. To avoid
overloading of the following notation, the two sets TL,Sensors and TC,Sensors
to collect all measurement latencies and measurement cycle durations,
respectively, are introduced:
TL,Sensors ={TL,Yawrate TL,Velocity TL,GPS} (2.48)
TC,Sensors ={TC,Yawrate TC,Velocity TC,GPS} (2.49)
2.4.1 Synchronization Strategies
The work of Muntzinger et al. [2010] briefly explains three typical syn-
chronization strategies for known sensor latencies often found in recent
literature. For the more complicated case where the sensor latencies are un-
known in advance, the inter-sensor delay can be estimated by a Bayes filter
as explained in [Groves, 2013, p. 114]. In the recent work of Su¨nderhauf
et al. [2013a] and Lange [2013], a pose-graph-based online optimization
19The notation was inspired from [Kaempchen and Dietmayer, 2003].
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approach is used to estimate the unknown and time-dependent sensor
delays along with initial filtering problem of a data fusion application.
Basically, this approach is an implementation of the reprocessing strategy.
A comprehensive discussion of an extension for a sigma point Kalman filter
to handle delayed measurements is given in [Van Der Merwe, 2004].
In the following, these synchronization strategies will be briefly discussed.
Furthermore, the worst-case latency of the filter estimate with respect to
real-time is calculated for this particular data fusion application where
sensor observations from the Controller Area Network (CAN) bus and a
GPS receiver are fused. Finally, an appropriate synchronization strategy is
selected.
2.4.1.1 Reprocessing
The reprocessing synchronization strategy is a straightforward and con-
sistent approach to correctly handle OOSMs. New non-OOSMs can be
integrated as soon as they arrive without introducing any delays in the
data fusion process. At the same time, all measurements are stored in a
history buffer. When an OOSM arrives, this history buffer—which contains
the estimated states and all sensor observations—is used to chronologically
reprocess all measurements incorporating the recently received OOSM. Due
to that architecture the reprocessing method cuts down the worst-case
latency of the filter estimate in respect to real-time to the latency of the
sensor with the minimum latency:
TL,max = min(TL,Sensors) = 0 ms. (2.50)
However, even if reprocessing has the smallest latency, which makes it
attractive for online scenarios, this approach requires all previously mea-
surements to be recorded as well as the state estimates. Furthermore, the
Bayes filter equations need to be iterated several times when a new OOSM
arrives. Hence, reprocessing is considered a costly synchronization strategy
which is often ignored in practical systems [Muntzinger et al., 2010].
2.4.1.2 Buffering
The core idea of buffering is to delay and store all recently received measure-
ments until the next OOSM arrives. In contrast to reprocessing, only the
measurements need to be stored and no repeated iteration of the filter equa-
tions is required as each measurement is processed only once. Therefore, it
has lower computational demands compared to reprocessing. However, this
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strategy introduces another delay of the estimation results with respect to
real-time which is obviously larger than (2.50).
The paper of [Kaempchen and Dietmayer, 2003] introduces and discusses
two different buffering strategies for asynchronous sensor systems named
deterministic and non-deterministic buffering.
Deterministic Approach If the sensor latencies are known in advance and
fixed over time, the deterministic buffering synchronization is a reasonable
compromise between computational demands and real-time requirements.
As proven in [Kaempchen and Dietmayer, 2003], the maximum latency
introduced by deterministic buffering is
TL,max = max(TL,Sensors) + min(TC,Sensors) = 80 ms. (2.51)
The key idea is to delay each measurement according to the slowest sensor
component which might emit OOSMs. The delay time for all measurements
belonging to a particular sensor is formally given by
∆Sensor = max(TL,Sensors)− TL,Sensor. (2.52)
After the sensor delay ∆Sensor is known, the time of delivery for a particular
measurement zk can be calculated with
tdelivery,k = tarrival,k + ∆Sensor (2.53)
and the sensor observation is chronologically queued to the buffer in con-
junction with its tdelivery,k time stamp. Whenever a trigger, which is often
implemented as a clock signal, is received at time tclock, the flushing of
the buffers is started. Each stored measurement sample that satisfies the
synchronization condition
tdelivery,k ≤ tclock (2.54)
is released and passed to the data fusion module. Due to the fact that
deterministic buffering only requires knowledge of the sensor latencies but
does not rely on their actual delivery, this method is not sensitive to sensor
outages.
Non-Deterministic Approach In contrast to the previously presented
buffering strategy, the non-deterministic approach does not require any
prior knowledge of the sensor latencies to achieve chronological re-ordering.
Instead, the correct delivery of the sensor observations is guaranteed by
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ensuring that every sensor is constantly delivering data.
Whenever a potential OOSM sample zk is received, it is chronologically
queued to the buffer according to its time of validity tvalidity,k. Again,
the flushing of this buffer is triggered when a clock signal is received at
tclock. However, this time the decision which elements from the buffer are
released to the data fusion is independent of tclock: As long as the buffer
contains at least one measurement sample from each sensor system, the
oldest element of the buffer can be queued and passed to the data fusion
subsystem. This process is repeated until the previous condition fails. In
that case no further element can be processed and this iteration is finished.
Even if this method has the advantage that no sensor latencies need
to be defined, its introduced worst-case latency with respect to real-time
given by
TL,max = max(TL,Sensors) + max(TC,Sensors) = 310 ms (2.55)
is significantly larger than for the deterministic cases as shown in (2.51).
Moreover, as the synchronization condition relies on the constant delivery of
the measurements from all sensors, it requires an independent monitoring20
of the sensor outputs to detect outages. Otherwise, the synchronization
condition will always fail and the buffer will block the whole system.
Criticism Even if buffering is an appealing strategy to deal with OOSMs,
it has the significant drawback of introducing a delay between the filter
estimate and the real system time as criticized in [Muntzinger et al., 2010].
Usually this gap is bridged by doing a prediction of the system state using
the system model of the Bayes filter as for example shown in [Muntzinger
et al., 2009] for a collision avoidance system. However, this state prediction
approach has two further issues:
1. Due to the process noise used in the state prediction additional
uncertainty represented through an increasing covariance will be
introduced.
2. The state prediction which is obviously solely performed using the
last known system state prevents the system from reacting to driving
maneuvers with high dynamics.
20Even if the non-deterministic buffering synchronization does not require knowledge
of the sensor timings itself, an independent instance which monitors the sensor for
potential outages does. Therefore, contrary to its naming, the non-deterministic




Especially the last point is critical for safety-related applications such as
pre-crash avoidance systems. For example, in the seldom but important
event of an emergency stop with a high deceleration, a buffering-based
system will simple predict the vehicle state according to the last estimated
velocity and acceleration (which are usually modeled as constant states) as
it has to wait of the next measurement from the sensor with the highest
latency. At the same time, an up to date velocity observation indicating the
emergency brake might be available on the in-vehicle CAN bus but cannot
be processed due to the synchronization policy. Consequently, to limit
the negative effect of prediction for synchronization, the non-deterministic
buffering approach should be avoided as it potentially has the highest
worst-case latency.
2.4.1.3 Retrodiction
If no dedicated handling of OOSMs is integrated into the data fusion
process (under the assumption that the sensor observations have the correct
hardware time stamp) it might happen that the state transition equation of
the Bayes filter is operated with a negative time span dT , that is, backward-
prediction or interpolation is required. This is true if the system state to
estimate is already updated to time tstate and the time of validity of the
new measurement sample zk to incorporate lies in the past:
tstate ≥ tvalidity,z. (2.56)
Consequently, the system state is subject to interpolation as dT is negative:
sgn(dT ) = sgn(tvalidity,z − tstate) = −1. (2.57)
However, a typical data fusion system is normally designed to constantly
perform forward-prediction also referred to extrapolation. If such a system is
now required to interpolate the current system state according to the time
of validity of the processed OOSM sample, the initial assumption of a Bayes
filter that the process noise is white noise, i.e. it is independent of the system
state, is violated as proven in [Bar-Shalom, 2002]. In the previously cited
work the author proposes two approximations and one optimal solution
to perform the backward-prediction which is coined retrodiction. In short,
the intuition behind the approximation approach is to assume the process
noise for the interpolation step to be zero, that is to neglect it, which is
rather easy to implement. Contrary, the full retrodiction algorithm for the
optimal solution requires a complex mathematical treatment to correctly




Another essentially efficient algorithm, which is introduced in [Rhe´aume
and Benaskeur, 2008] and coined Forward-Prediction Fusion and De-
correlation (FPFD), solves the problem of OOSMs without backward-
prediction. In order to correctly process the OOSM sample only forward-
prediction and a de-correlation technique is used. The efficiency of that
approach has been independently evaluated in [Muntzinger et al., 2009]
and the FPFD was recommended as the preferred method for integrating
OOSMs samples due to is lower computational complexity and superior
accuracy.
2.4.2 Discussion and Selection
In the previous section several possible avenues for the consistent integration
of OOSM samples have been discussed. Based on their properties and
the requirements of the data fusion system for reliable vehicle localization
discussed in this work, one method is selected for implementation. Due
to the fact that the sensor latencies for the GPS device and the odometry
measurements are known or easy to estimate21 the deterministic buffering
approach as depicted in figure 2.5 is a reasonable choice. Furthermore,
compared to the non-deterministic method, is has a significantly smaller
latency time of the state estimate which is an important requirement for
an online system22 as well. Finally, this synchronization strategy does not
require any fundamental changes of the Bayes filter—like the retrodiction
or FPFD—itself and can be implemented independently.
To conclude this topic, it should be highlighted that none of the presented
strategies considers the processing time of the data fusion algorithm itself.
Hence, the filter estimate will never be perfectly synchronized to real-time
when it is finally delivered to subsequent components or the user function.
Consequently, if no further dedicated handling is added, the resulting filter
estimate will become an out-of-sequence value on its own.
2.5 Summary
This chapter introduced the theoretical general-purpose concept of Bayesian
filtering for dynamic state estimation. The Bayes filter allows integrating
21See section 5.4.2 for a description of how to estimate the sensor latencies for a GPS
sensor in general and the u-blox LEA-4T device in particular.
22Even if the evaluation within this work is performed under oﬄine conditions it
















Figure 2.5: Schematic description of implemented deterministic buffering
to synchronize OOSMs for a consistent data fusion. The asynchronous
sensor observations arriving from the in-vehicle CAN bus and the GPS are
queued to buffers according to their time of delivery (real-time) which is
deduced from the different sensor latencies. Every time a new clock signal
is received all buffered measurements where tdelivery ≤ tclock are forwarded
in the correct chronological order to the data fusion system.
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prior knowledge of the system under investigation: For instance, the physical
constraints that apply to road vehicles can be considered. Furthermore, the
Bayes filter has been demonstrated as a convenient technique to perform
consistent data fusion under uncertainty for several heterogeneous and
asynchronous sensor configurations. For the sake of compactness, some
important properties of Bayesian filtering in the context of real-world
data fusion systems are summarized: Firstly, the integration of several
sensors provides a high level of fault tolerance by introducing redundancy.
Secondly, unobservable states such as the vehicle velocity can be derived
from other measurements or states (e.g. in that case the position). And
lastly, if an expected or unexpected sensor outage (e.g. the unavailability
of satellite signals in urban areas) occurs, an estimate is still provided by
solely computing the current state based on the dynamic model.
Moreover, by admitting some limitations such as the restriction to Gaus-
sian PDFs, efficient and computational tractable implementations of the
Bayes filter concept become possible. Special emphasize has been put on
the derivative-free UKF which is used to implement the data fusion system
for reliable vehicle positioning described in this thesis.
In the last part of this chapter another important topic related to the
application of Bayes filters to real-world problems has been addressed, that
is, the consistent incorporation of delayed sensor observations was discussed.
Several available solutions were introduced and an appropriate choice that
represents a baseline solution for the topic of this thesis has been made.
The following chapter will introduce the basic concept of satellite naviga-
tion. This includes a discussion of algorithms for performing the position




Global Navigation Satellite Systems
The last chapter concluded with the proposal of the Bayes filter that is an ef-
ficient tool for multi-sensor data fusion. In this chapter, satellite navigation
to perform autonomous absolute positioning is introduced. After a brief
discussion of the system architecture, typical coordinate systems are pre-
sented. In section 3.3, a comprehensive discussion on the ranging concept to
determine a three-dimensional position from several one-dimensional mea-
sures follows. Furthermore, this section compares available mathematical
techniques usually used to perform the position calculation.
After that, typical sources of errors and their magnitude for satellite
navigation are introduced. In the subsequent sections 3.5 and 3.6 multi-
constellation positioning and augmentations systems which both aim to
improve the performance of standard GNSSs are discussed.
Finally, section 3.7 is dedicated to available fault detection algorithms
in satellite navigation. This section provides a qualitative example of the
Receiver Autonomous Integrity Monitoring (RAIM) method and elaborates
why this method delivers rather limited performance in urban environments
This section is mainly based on the standard GPS text books of [Spilker
and Parkinson, 1996a] and [Spilker and Parkinson, 1996b]. Furthermore,
advances topics such as multi-constellation positioning with Galileo are
based on [Groves, 2013].
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3.1 Overview
Today, several GNSSs such the U.S. GPS, or the Russian Globalnaja Naw-
igazionnaja Sputnikowaja Sistema (GLONASS) consist of three individual
segments which are, the space segment, the control segment and the user
segment [Kaplan and Hegarty, 2006, p. 67]. The emerging Galileo satellite
system of the European Union that is foreseen to reach is full constellation
by the end of 2019 is built on exactly the same architecture.
The space segment typically refers to all individual satellites of a GNSS
which are orbiting the earth. For a fully deployed GNSS the absolute
number of operational satellites is typically in the range of 24 to 32 Space
Vehicles (SVs). These SVs are moving on fixed elliptical orbits at a height of
app. 20.000 km above the surface of the earth and are equipped with high-
accurate atomic clocks. Each of these satellites has an antenna mounted
in the direction of the earth and constantly emits a so-called navigation
messages. The main content of such a navigation message is a predictive
description of the satellite orbit, which is often referred to ephemeris.
As these satellites are independent23, a stationary control segment is
necessary. Within the control segment, the conditions of the satellites
are continuously monitored. This is especially important for the clock
drift within the in-satellite clocks and the actual deviation of the satellite
position from the pre-calculated and transmitted orbits. Consequently, the
control segment has to transmit corrections via an uplink channel to the
satellites that finally adopt them to their navigation messages.
Finally, the user segment comprises the GNSS receivers installed at or
near the surface of the earth24. This typically includes dynamic users
such as airplanes, vehicles or pedestrians as well as static applications such
as geodetic surveying or monitoring of infrastructure (e.g. wind wheels).
The GNSS receivers use the transmitted navigation messages to calculate
the current time and position at the receiver location. Furthermore, it
is possible to calculate a user velocity as well. In that case, the result
is commonly described by the term Position, Velocity and Time (PVT)
solution.
23Innovative technologies such as inter-satellite communication-links [Ferna´ndez, 2011]
are available as well but have not been implemented in current systems. For Galileo
such a system, which in theory drastically reduces the required infrastructure for
the control segments, was under discussion but has been rejected due to technical
doubts related to the planned integrity functionality of Galileo.
24In http://http://www.insidegnss.com/node/3527, for the first time, an high orbit
positioning by using GPS signals from a civilian satellite has been successful
demonstrated. It has been highlighted that by this approach future space missions




For satellite-based navigation the definition of a 3D Cartesian coordinate
system is crucial [Kaplan and Hegarty, 2006, 26ff.]. To calculate the position
of the user receiver at a fixed time t, the position of the used satellites at the
same time t is required as well. Therefore, for the ease of implementation
the calculation is often done in a coordinate system where the satellite orbits
follow Newton’s laws of motion. An appropriate class of coordinate systems
is referred as Earth-centered inertial (ECI). Furthermore, for practical
reasons it is desirable that time-invariant coordinates can specify a point
at the earth. Hence, the ECI coordinates need to be corrected by the
rotation of the earth around the Z-axis which leads to the definition of
Earth-Centered, Earth-Fixed (ECEF) coordinate frame where a coordinate
is described by
ECEFP = (x, y, z). (3.1)
While ECEF coordinates can be easily used to perform the mathematical
calculation of the receiver position, they are not very convenient for the daily
use of human beings. Instead, a system based on latitude and longitude
representation in combination with an altitude specification in relation to
the mean sea level is preferred. A point in such a coordinate system is
expressed by
GEOP = (φ, λ, h), (3.2)
where φ denotes the latitude, λ the longitude and h the geodetic height,
respectively. A geodetic datum is a combination of reference system and
a reference frame [Mularie, 2000]. While the first describes a model of
the shape and mass of the earth, the latter one associates an existing
point to the surface of the earth. Nowadays the WGS84 is the most
important geodetic datum as it is used by the popular GPS [Mularie, 2000].
Similar systems are the Galileo Terrestrial Reference System (GTRF) of the
emerging Galileo or the International Terrestrial Reference Frame (ITRF).
According to [Kaplan and Hegarty, 2006, p. 578] and [Mularie, 2000, pp.
2] these geodetic systems are congruent up to a few centimeters and are
therefore assumed to be equal in the context of this work.25
In the following parts of that work so-called motion models will be
introduced to describe and predict the physical movement of vehicles. In
general, such models rely on a local 2D Cartesian coordinate system where
the earth surface is assumed flat and spanned between the plane of the
25In this work, algorithms for low-cost GNSS hardware, which is typically limited to a
resolution of 1 m, are presented. Therefore, inaccuracies in the centimeter level can
be neglected.
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X and Y-axis. Therefore, a transformation of the 3D ECEF coordinates
used in GNSS positioning to such a local coordinate system is necessary.
The Mercator projection is an appropriate mathematical tool to map clips
of the earth’s surface to a plane while preserving the angle. The UTM is
a well-known and widely used variation of the Mercator projection which
uses several dedicated UTM zones for that mapping process to ensure good
global coverage and approximation.
3.3 Position Calculation
To calculate a user position in GNSS localization the principle of lateration
is used. By lateration, a process is described where the unknown position
is determined by measuring several distances to a priori known reference
points. In the context of satellite navigation, the unknown position is the
location of the receiver antenna on the earth and the reference points are
the satellites in space.
Example 3.1. For the sake of simplicity, figure 3.1 illustrates the funda-
mental idea of lateration for a simple 2D problem. There are two reference
points P1 and P2 with known coordinates (x1, y1) and (x2, y2), respectively.
The receiver now measures the distances r1 between its unknown position
and the first reference point P1. Based on that measurement, the receiver
position has to be on a circle around the reference position P1 with a radius
of r1. By now performing a second measurement r2 to another reference
point P2 and a final intersection operation, two potential solutions of the
receiver antenna position are left. Typically, one of these remaining solu-
tions is discarded due to pre-defined constraints or consistency check. For
example, for low orbit GNSS positioning such a constraint is defined by
assuming that the desired position is expected between the center of the
earth and the navigation satellites. 
In order to calculate a final user position, the receiver needs to estimate
the geometrical ranges (distances) between its unknown position and the
satellites. Therefore, the required time for sending the signal from space
down to earth to the receiver antenna is measured. This so-called time-of-
flight measurement is performed for every satellite individually and will be
briefly described in the following text.
As mentioned above, every SV is equipped with a high-precise atomic
clock. Each GNSS satellite constantly emits a signal in the L-band (1 GHz







Figure 3.1: Principle idea of lateration with two known reference points.
The receiver measures the distance to both points at once and generates a
first set of solutions by the intersection points of the two circles described
by the distance (radius). Afterwards, by applying a validity check, the
desired solution is selected.
Noise (PRN) code which is unique to every satellite26. This PRN sequence
is constantly repeated and furthermore intermodulated with the navigation
message containing the satellite orbit and time parameters [Kaplan and
Hegarty, 2006, 123ff.].
To measure the time-of-flight of the satellite signal at the receiver side
another clock is necessary. For the sake of simplicity, in the first approxi-
mation this clock is assumed to be perfectly synchronized to the atomic
clocks of the satellites. The first step to estimate the 1D distance to the
satellite is to replicate the transmitted PRN code of that specific satellite.
Afterwards, the phase of the replica code is shifted until it correlates with
the PRN code of the SV. By that approach, commonly referred as code
phase measurement, the signal propagation time tprop in seconds is mea-
sured. If that propagation time tprop is now multiplied by the speed of
light denoted by c, the so-called pseudorange ρi given in meters between
the receiver and the ith satellite is obtained:
ρi = tprop · c, . (3.3)
This distance ρi is called pseudorange, as the initial assumption at the
26That is the reason why the navigation satellites which are officially named as SVs
are often abbreviate by their used PRN code instead. In fact, every SV, depending
on its state (either operational or in backup mode), can take the role of a dedicated
PRN inside of that particular GNSS.
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beginning of the paragraph of a perfectly synchronized receiver clock does
not hold for a practical system. Hence, the pseudorange is a combination
of the real geometrical range ri and an additional part caused by the
clock offset ∆treceiver between the satellite system time and the receiver.
Consequently, solving a 3D position on earth by satellite navigation involves
the estimation of an additional GNSS receiver clock offset ∆treceiver as well.
Therefore, the minimum parameter or state vector xreceiver to compute for
satellite navigation comprises the user position and the clock offset:
xreceiver = (xuser yuser zuser | ∆treceiver)ᵀ. (3.4)
After estimating the clock offset, the real geometric range ri to the ith
satellite is known and can be used for the lateration process [Kaplan and
Hegarty, 2006]. To finally perform the position calculation, the receiver
is simultaneously observing m independent pseudorange measurements
ρi, i ∈ [1,m] to m different satellites. As indicated above, the 3D position
of the satellites denoted by si = (xi, yi, zi) can be extrapolated from the
navigation messages containing the ephemeris emitted by the satellites itself.
Therefore, following Kaplan and Hegarty [2006], (3.3) can be rewritten to:
ρi =
√
(xi − xuser)2 + (yi − yuser)2 + (zi − zuser)2︸ ︷︷ ︸
real geometrical range ri
+c∆treceiver + ei. (3.5)
The previous equation now describes the measured pseudoranges as a
non-linear function depending on four unknown parameters, i.e. the user
position puser = (xuser, yuser, zuser) and the receiver clock offset ∆treceiver.
Furthermore, an additional term ei, which captures all unmodeled errors, is
introduced. For the moment, ei = 0 is assumed. A more compact definition
of (3.5) is often given by
ρi = ||si − puser||+ c∆treceiver + ei. (3.6)
To solve that non-linear system of equations with four unknown variables
given by
ρ = Gx + e, (3.7)
in general four independent pseudorange observations from different satel-
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1 Ideal Highest possible value.
1-2 Excellent Suitable for most applications.
2-5 Good Sufficient quality for navigation purposes.
5-20 Moderate Fix should be used for rough positioning only.






















According to (3.6), the geometrical range ri contained in G is computed
from the user and satellite position:
ri = ||si − puser||. (3.9)
The user position—commonly referred as position fix—and the receiver
clock bias of (3.4) can be obtained by several techniques: performing an
analytical solution, using the least squares method [Romero and Mason,
2011] or by applying a Bayes filter algorithm [Kaplan and Hegarty, 2006,
p. 55]. All three techniques are used in practical positioning system
implementations and will be described briefly in the following text.
However, in a next step, the concept of dilution of precision is explained.
It is a commonly used measure in literature to assess the performance
of a navigation solution. Furthermore, it can be used to derive a rough
estimation of the accuracy when combined with the error statistics of the
pseudoranges.
3.3.1 Dilution of Precision
The concept of Dilution of Precision (DOP) provides a simple one-
dimensional metric to describe how the constellation in the measurement
domain, e.g. the geometry of the pseudoranges, will affect the final solution
in the position domain. In general, a small DOP value indicates a higher
level of quality than a bigger value. Table 3.1 summarizes typical DOP
values and their meaning.
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σ2x + σ2y + σ2z 3D position
HDOP =
√






PDOP2 + TDOP2 Comprises time and position
In order to calculate the DOP value, the unit vectors with ri taken from
(3.5) between the satellite positions denoted by si = (xi, yi, zi) and the
assumed user position need to be derived. For instance, if four satellites
































Afterwards the matrix Q—under the assumption that all satellites are
weighted equally—is formally given by:
Q = (AᵀA)−1, (3.11)
where the elements of Q are:
Q =












Based on that matrix Q, different dilution metrics for the time, position
and geometry can be calculated. In table 3.2 the calculation of these DOP
values is summarized.
Obviously, the DOP values solely depend on the satellite geometry and
the total number of considered satellites. Other quality indicators such as
the Signal-to-Noise Ratio (SNR) or multipath conditions are not considered
by that metric at all. Hence, the family of DOP values alone is an insufficient
measure to quantify the quality and reliability of a satellite-based vehicle
positioning system. Nevertheless, they are important indicators if combined
with other information. In section 6.3.2, a hypothesis pruning strategy for
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the PMM algorithm based on the DOP value is proposed and implemented
for a multi-constellation system.
3.3.2 Least Squares Method
For the sake of simplicity, the navigation equations from the previous
sections assumed perfect knowledge of the user position and four measured
pseudoranges without any propagation errors. However, under practical
conditions these assumptions do not hold anymore. For instance, when
more than four satellites are visible, the system of equations from (3.7) is
over-determined and has no unique solution anymore.
In order to calculate a position from more than four observations one
solution is to select the four best pseudoranges in terms of geometry.
Here, a typical criterion is the Geometric Dilution of Precision (GDOP) as
explained in section 3.3.1. For a practical implementation this means to
calculate the GDOP for all subsets consisting of only four satellites and
selecting that one with the lowest GDOP value to perform the navigation
solution.
Another approach is to use all available satellite observations for calcu-
lating the user position. The rationale behind this choice is to increase
the robustness by redundancy and thus efficiently exploit all available
information. If all visible satellites are used, the results are as good as
or better than using the four best [Groves, 2013, pp. 292]. Typically, an
iterated Least squares (LS) solver is applied to solve for a solution at one
epoch. Extended versions of the LS algorithm, which allow to consider the
quality of the single measurements by introducing weights, exist as well.
In satellite navigation, the pseudoranges are typically weighted according
to the SNR or elevation angle or even both.
In a final step, the Cartesian position expressed in ECEF coordinates
is expressed in a specific coordinate system which comprises latitude and
longitude. A common choice is the geodetic WGS84 datum or a country-
specific system.
3.3.3 Other Methods
Although, the LS method is widely regarded as the standard technique for
satellite navigation, alternatives are available. In the following section a
brief discussion of analytic and Bayesian techniques is given.
Analytic Techniques Most analytical solution algorithms such as the
method of Leva [1996], the Kleusberg algorithm [Kleusberg, 2003] or
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the approach presented by Awange and Grafarend [2002] for solving the
geometrical problem in GNSS localization are fixed to use exactly four inde-
pendent satellite observations. Due to that limitation, they are rarely used
in practical systems but can be useful for teaching or academic purposes.
On the other hand, the Bancroft algorithm [Bancroft, 1985], which trans-
forms the pseudorange equations to a set of quadratic equations, provides
an accurate algebraic closed form solution for over-determined pseudorange
equations. Therefore, the Bancroft algorithm is especially attractive for
providing a fast initial solution27 during the position refinement.
Bayesian Techniques Neither the LS method nor the analytic techniques
consider dependent historical or future information of connected measure-
ments. As the subsequent position estimates are calculated independently,
they are therefore often called single-shot positioning algorithms. However,
with Bayesian filtering methods additional knowledge, like the temporal
behavior or the dynamics of the system, can be incorporated which usually
provides more accurate and stable results. As Bayesian filters can be quite
powerful and complex a more comprehensive discussion of their application
to state-of-the-art satellite navigation is given in chapter 6. Additionally,
the proposed approach for reliable vehicular positioning is built on the top
of sophisticated Bayesian algorithms which are presented in section 6.2.
3.3.4 Discussion and Algorithmic Selection
In the previous section two major algorithmic concepts for GNSS position-
ing, the LS method and the class of closed-form solutions, were briefly
discussed. It might be an interesting question to ask, why the LS method
is still preferred in many real-world systems even if faster closed-form solu-
tions are available. Especially for some of the analytic algorithms like the
Bancroft method28, which are not limited in accuracy, allow weighting
of the measurements and can handle over-determined systems by using all
available pseudorange observations, a proper justification is needed.
In [Sirola, 2010] a comprehensive overview and discussion of that question
in the context of mobile positioning is presented. The main drawback
advanced by Sirola is that closed-form methods, depending on the actual
27For example, the Bancroft method is used inside of the EGNOS SDK provided at
http://www.egnos-portal.eu/developer-platform/egnos-toolkits/egnos-sdk to set
an initial solution. The EGNOS SDK is an open-source toolkit which delivers the
benefits of EGNOS corrections to smart phones.
28In [Chalfee and Kovach, 1996] the remarkable contention is expressed that the




algorithm chosen, have several concealed pitfalls, which make them not
appropriate for general use or inexperienced users. Basically, one major
difference is that most closed-form solutions try to minimize the term
||z2 − h(x)2|| instead of ||z− h(x)|| as the LS method does. The squaring
of the actual measurement z and the predicted measurement obtained
by using the observation model h transforms the Euclidean distance into
second-order polynomials which are easier to handle. Unfortunately, in the
case of an over-determined system, this operation leads to a minimization
of the measurement errors to the fourth power. Consequently, large errors
have more influence on the final solution than with a LS solver, where the
sum of the squared errors is minimized. Furthermore, Sirola highlights
that the introduction of the squared measurements considerably changes
the structure of the measurement covariance matrix which is not handled
correctly in most closed-form implementations.
Mainly due to the previous reasons and the potential numerical instability
of closed-form algorithms mentioned in his paper as well, the LS method
is recommended as well-understood tool for solving problems such as
GNSS positioning, even if the computational demands are slightly higher.
Moreover, as the LS algorithm does not require any special treatment of
over-determined systems, a straightforward implementation is sufficient.
Finally, the LS method naturally extends to the time series approach of
Bayesian filtering which is the algorithmic base of the presented work.
Consequently, whenever a reference implementation for comparing the
achievements of this work is required, the LS method will be used. Analytic
or closed-form solutions are not considered in this context.
3.4 Ranging Errors
According to Spilker and Parkinson [1996a, p. 478], the ranging errors in
the context of satellite navigation are grouped into six separate classes.
To take these errors into account, the term ei introduced in (3.5), is now
defined by a sum of different error sources:
ei = eeph + eclk + eiono + etrop + emultipath + ereceiver + eother (3.13)
By that approach, a more realistic modeling of the pseudorange observations
is possible. In the following text, these standard errors are briefly discussed.
Besides these classical errors which apply to satellite navigation in general,
reliable vehicle positioning needs to consider ranging errors caused by NLOS
reception conditions as well. Due to their important role, a comprehensive
discussion and analysis of this error class is given in chapter 5.
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3.4.1 Ephemeris Errors
In addition to the pseudorange signal, GNSS satellites usually transmit
their position—so called broadcast ephemerides—at constant intervals over
the same channel as well. By that approach, satellite navigation is a
self-contained localization technique without additional external depen-
dencies (compare the fundamental equation given in (3.5)). Typically,
the ephemerides allow a prediction of the satellite position in time with
an accuracy of about 2 m [Realini, 2009, p. 13]. Hence, the ephemeris
errors and so its radial component eeph pointing to the GNSS user antenna
will grow over time. The ephemerides transmitted by the satellites are
controlled and periodically updated by the ground segment.
Additionally to the GNSS ground segment, Satellite Based Augmentation
Systems (SBASs) such as EGNOS broadcast corrections for the satellite
positions with a higher update rate. Theses corrections can be used in
parallel with the original ephemeris.
3.4.2 Satellite Clock Errors
While the receiver clock bias ∆treceiver is typically directly covered while
computing the navigation solution, the clock errors of the individual satel-
lites are not. In fact, during a 12-hour interval the clock drift might project
into a ranging error eclk of app. 1-2 m [Spilker and Parkinson, 1996a, p.
278].
3.4.3 Ionosphere Errors
On the way from space down to earth, the satellite signals travel across
various parts of the earth’s atmosphere, which influence their propagation
characteristics. On one hand, the ionosphere contains free electrons which
will delay the propagation speed in proportion to the number of electrons.
Furthermore, the number of free electrons in the atmosphere, which is
usually described by the term Total Electron Content (TEC), is depending
on the time of day, the season and the position at which the pseudorange
pierces the ionosphere.
In order to compensate the delay eiono introduced by the ionosphere
there are several options are available: One straightforward correction
is to use the internal diurnal model provided by GPS—also known as
Klobuchar model—itself. Similar to the ephemeris position data, the
model parameters are broadcasted as part of the GPS message. By using
that simple model, an improvement of the ionospheric pseudorange delay
of app. 60 % is achievable [El-Rabbany, 2006, p. 55].
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If a synchronized dual-frequency receiver is available, the ionospheric
delay for a satellite i can be directly computed from the measured GNSS
pseudorange signals ρi,f1 and ρi,f2 at both frequencies by the equation
provided in [Hegarty et al., 2006]:
ρi,LC =
ρi,f2 − γρi,f1
1− γ , (3.14)
where γ = (f1/f2)
2. The resulting pseudorange ρi,LC is called ionosphere
free linear combination and does not contain any ionospheric delay at all.
Hence, eiono = 0.
However, as already mentioned in section 1, dual-frequency receivers are
until today not considered as low-cost receivers. Thus, other alternatives
are necessary if the standard Klobuchar model does not provided the
required accuracy. Again, SBASs can be used, as the ionospheric delay
for single-frequency receivers is part of the real-time correction messages
broadcasted over signal in space. Moreover, post-processed and predicted
IONosphere map Exchange format (IONEX) products are available from
the International GNSS Service (IGS). A brief description of the ionospheric
corrections contained in IONEX is given in section 3.6.3.
3.4.4 Trophosphere Errors
In contrast to the ionosphere, which might encounter rapid changes through-
out the day, the variation inside of the troposphere is rather modest [Spilker
and Parkinson, 1996a, p. 485]. The main parameters influencing the amount
of the tropospheric delay etrop are temperature, humidity and air pressure.
Furthermore, similar to the ionospheric delay, the path of the ray needs
to be considered. Due to the fact that the range error of the troposphere
does not exhibit changes greater ±10 %, it can be accurately described by
static models such as the Saastamoinen model29.
According to Schro¨dter [1994], the aforementioned model already provides
tropospheric corrections with an accuracy of a few centimeters. Therefore,
in the context of reliable vehicle positioning, the Saastamoinen model
is considered an appropriate choice to compensate the tropospheric delay
and will be used throughout the evaluation section of this work.
29A comprehensive comparison of different tropospheric models and their application
is available in [Spilker and Parkinson, 1996a, p. 544].
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3.4.5 Multipath
In general, multipath errors are caused by additional reflected signals
received by the GNSS user antenna as depicted in figure 1.3(b). As the
receiver front-end is not able to distinguish between the real and the reflected
signal, the internal correlation peak is masked [Spilker and Parkinson, 1996a,
p. 480]. Especially under static conditions near reflecting surfaces such as
buildings, multipath may introduce a pseudorange ranging error of up to
15 m. Under more relaxed conditions, multipath errors are usually in the
range of 1 m as illustrated in table 3.3.
It is worth mentioning that multipath is not only critical in satellite nav-
igation, even other radio based safety technologies, such as an Instrument
Landing System (ILS) for airplanes30, are sensitive to signal distortion.
According to Spilker and Parkinson [1996a], multipath errors can be
mitigated to a large extend by the GNSS receivers themselves, e.g. by
using a so-called narrow correlator31. The important difference between a
multipath scenario and a real NLOS situation as depicted in figure 3.2 is
the fact that the receiver still tracks the real signal. Contrastingly, when
solely dealing with NLOS signals, the receiver is not able to identify a
signal distortion and therefore simply assumes the signal was received under
direct LOS conditions.
3.4.6 Receiver Errors
In addition to the error sources caused by the environment of the GNSS
antenna, the design of the GNSS receiver itself influences the positioning
performance as well. For example, parameters such as the number of con-
current tracking channels or the used precision for the position computation
are worth mentioning [Spilker and Parkinson, 1996a, p. 480].
In fact, modern GNSS hardware is designed in such a way that the
receiver error ereceiver accounts at the maximum for app. 0.5 m.
3.4.7 Summary of Standard Errors
Based on the individual ranging errors from table 3.3, a so-called User
Equivalent Range Error (UERE) can be calculated which is defined as the
30 On November the 3rd 2011, a runway excursion of an approaching airplane happened
at Munich airport. Due to adverse weather conditions, the pilots decided to perform
an automatic landing procedure based on an ILS. At the same time another airplane
was departing and overflying the localizer antenna which interfered the ILS signal.




Figure 3.2: Schematic illustration of NLOS effect in urban area. The
direct line of sight (white path) between the GNSS satellite and the receiver
antenna is blocked. Nevertheless, the signal is likely to be indirectly received
through the reflection (black path) near the building surface.
Table 3.3: Standard deviation of errors for single-frequency GPS receivers
Error source
Standard deviation Standard deviation
[Spilker and Parkinson, 1996a] [Skog and Handel, 2009]
Ephemeris 2.1 m
3.6 m
Satellite clock 2.1 m
Ionosphere 4.0 m 7.0 m
Troposphere 0.7 m 0.7 m
Multipath 1.0 m 0.1 m - 3.0 m
Receiver noise 0.5 m 0.1 m - 0.7 m
Total (UERE) 5.3 m 7.9 m - 8.5 m
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Afterwards, the UERE can be used to examine the GNSS performance [El-
Rabbany, 2006, p. 44]. For example, the UERE can be roughly projected
to the horizontal accuracy represented by the Circular Error Probable
(CEP) as given in [Skog and Handel, 2009]:
CEP =
√
ln 2 ·HDOP ·UERE, (3.16)
where the satellite geometry is represented by the Horizontal Dilution of
Precision (HDOP) value as calculated in table 3.2. It is worth mentioning
that the errors contained within the upper part of table 3.3 can be mitigated
by various available models as elaborated in the previous sections. Hence,
the final CEP experienced at the user’s side will be usually lower than the
values calculated from (3.16).
In figure 3.3 the statistics of typical HDOP values for an urban scenario
are depicted. Based on these values and the UERE from table 3.3 a rough




ln 2 · 1.5 · 2.0 m = 2.5 m. (3.17)
In the previous example a total UERE of app. 2.0 m was assumed which
comprises mainly the receiver noise and the multipath error as the other
errors are typically mitigated by correction models. However, it should
be highlighted that (3.16) is only valid under several assumptions such
as zero-mean Gaussian errors and uncorrelated ranging measurements.
Finally, practice reveals that a CEP of 2.5 m is seldom observed in urban
conditions where NLOS observations are the dominating error source. In
the evaluation section 7.3 this effect is demonstrated.
3.5 Multi-Constellation GNSS
Currently there are two full operational capability GNSSs, i.e. the American
GPS and the Russian GLONASS system.32 If two or more GNSSs are used
32In [Obst et al., 2012b] a preliminary version of the algorithms described in this thesis
has been applied to a multi-constellation scenario with GPS and GLONASS. The
text in this section is based to a large extend on the aforementioned work.
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Histogram of observed HDOP in urban environments
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(b) CDF of HDOP
Figure 3.3: Statistics of HDOP value for a typical urban scenario.
in parallel, this is typically referred to multi-constellation positioning33. As
specified in (3.4), the antenna position and the time offset between the
receiver and the satellite system time needs to be estimated. In general, if
another GNSS is used in parallel, its time offset has to be estimated as well.
Under the assumption that the GNSS receiver uses separate hardware clocks
for each satellite system, a second time offset34 is needed for a combined
multi-constellation solution. The complete system state to estimate for a
combined GNSS (more than one system) algorithm is described by
xreceiver = (xuser yuser zuser dtGNSS1 dtGNSS2)
ᵀ. (3.18)
The time offset of the local receiver to the first GNSS system time is dtGNSS1,
and for the second GNSS dtGNSS2 . For example, if GPS and GLONASS
are used, dtGNSS1 is replace by dtGPS and dtGNSS2 by dtGLONASS, respec-
tively. It should be noted that for a combined positioning solution with
two hardware clocks, the minimum number of pseudorange observations
increases from four to five. The approach relies on the assumption that
four GPS pseudoranges are used to estimate the ECEF position and GPS
time offset, and one GLONASS pseudorange is used for the determination
of the GLONASS time offset [Xu et al., 2011]. Of course, the situation
may be vice versa as well.
Galileo and the Concept of EGNSS By the term European GNSS (EG-
NSS) the integrated usage of the European Galileo satellite system in
combination with the EGNOS augmentation system is referred. Further-
33In the work of Hegarty [2012] and Montenbruck et al. [2014], a comprehensive
overview of all currently deployed GNSSs including their characteristics is given.
34This is also known as inter-constellation timing bias [Groves, 2013, p. 414].
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Table 3.4: Anticipated GNSS accuracy performance (Source: ITS European
Congress 2013, Dublin.
Time line
2000 2009 2012 > 2016
Phase 1 Phase 2 Phase 3 Phase 4
Technology





Accuracy 5-20 m 2-5 m 1-2 m >1 m
more, Galileo early services35 in combination with GPS and GLONASS
satellites provides a rich multi-constellation scenario as required by most
recent positioning applications. The main benefit, an improved satellite
availability and better geometrically constellation, is illustrated in fig-
ure 3.4. A forecast of the anticipated performance of this concept is listed
in table 3.4.
Besides these theoretical benefits, first practical studies on the potential
of Galileo have been performed. For instance, in the study conducted by
Falco et al. [2012] the successful decoding of the first two Galileo IOV
satellite signals was reported. Entitling its release From Orbit with Love,
the European Space Agency (ESA) announced on March 12, 2013, that the
first four satellites of the future Galileo Satellite Navigation constellation
achieved their first-ever autonomous position fix. The positioning was
replicated and confirmed by a team at the NavSAS group of Politecnico di
Torino, Italy.36
Because Galileo is not marked as operational, it was not explicitly
considered within this thesis. Hence, the interesting task of applying the
proposed concept to Galileo is left for future research.
35More information on Galileo early services which starts in 2014 can be found under
http://www.gsa.europa.eu/sites/default/files/Galileo_early_services_en_2.pdf.




Figure 3.4: Simulation with GSSF [Kalden et al., 2012] of expected HDOP
for a multi-constellation scenario with GPS and Galileo (subset as of 2014)
satellites. In the area of Europe a theoretical value of HDOP = 1.1 can
be reached. If all planed Galileo satellites are available, the HDOP value
will drop to 0.75 for Europe.
3.6 Augmentation Technologies
Several techniques to improve standalone satellite navigation have been
developed and are considered to be broadly available37. On the one hand,
there are the Ground Based Augmentation Systems (GBASs) which are
based on a separate ground segment. With this network of geo-referenced
ground stations, pseudorange corrections of GNSS satellites in sight can
be determined. Under the assumption that the absolute position of each
single reference station is known, it is possible to calculate a differential
correction for the current satellite by calculating the difference between the
measured pseudorange and the true distance between the station and the
satellite. There exist several ways how GNSS receivers can obtain these
corrections. For example, mobile phone networks are suitable channels.
Different service providers such as SAPOS (Germany) or LAAS (USA)
are offering access to these data. Because any calculated pseudorange
37The contents of this section are based on the work presented in [Obst et al., 2011c].
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correction is valid only in the nearby environment of the ground station,
the gain of accuracy of the positioning solution is decreasing with the
distance to it (the so-called baseline). In order to obtain globally valid
differential corrections for any position within the network, the pseudorange
measurements of the surrounding reference stations have to be considered.
On the other hand, there are SBASs that deliver additional information
to GNSS receivers by broadcasting them via geostationary satellites. This
information is obtained by a ground segment that, in the case of EGNOS,
consists of three monitoring and uplink stations.
It is worth mentioning that although systems such as EGNOS are able
to mitigate ionospheric errors, local phenomena such as multipath cannot
be corrected.
3.6.1 EGNOS
EGNOS is the European satellite-based augmentation system and a corner-
stone of the European contribution to EGNSS. In general, EGNOS aims
to improve accuracy and integrity. Measurements from the various visible
GPS and GLONASS satellites above Europe and North Africa and of
ionospheric variations are being gathered by a dense network of observing
stations called Ranging and Integrity Monitoring Stations (RIMs). In
the case of EGNOS, the current space segment configuration consists of
three satellites (PRN120, PRN124 and PRN126) in geostationary orbits at
an altitude of 36.000 km. On their way down from satellites in space to
receivers on earth, GPS signals are subjected to several errors as discussed
in section 3.4. In short, EGNOS contains corrections for:
Ephemeris and clock corrections EGNOS transmits ephemeris corrections
and clock bias information for monitored GPS satellites. When calculating
the user’s position, the receiver has to calculate the position of the used
satellites, too. Normally this is done with the ephemeris information
broadcasted by the GNSSs itself. During this step, the receiver has to add
the corrections to the calculated satellite positions to improve the accuracy
of the navigation solution.
Ionospheric delays Usually, GPS signals are subject to an ionospheric
path delay when passing through the ionosphere [Marinescu and Catalin,
2010]. EGNOS transmits ionospheric corrections enabling the ionospheric
error to be estimated for each receiver and satellite line of sight. The
ionospheric corrections are broadcasted for each point in a virtual grid
situated at an altitude of 350 km. These points are called Ionospheric
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Grid Points (IGPs). The receiver knows the position of these particular
points and the estimated delay for each of them and is able to calculate an
interpolated delay for each intersection to the grid.
Integrity information Beyond that, EGNOS transmits, for each moni-
tored satellite, an integrity signal which indicates detected anomalies or
insufficient satellite data in order to alert the receiver not to use that
satellite for a Safety-of-Life application. Since March 2nd 2011, the EGNOS
Safety-of-Life service officially started.
It is worth mentioning that the correct application of this rather strict
integrity mechanism might lead to a decreased accuracy as observed in
[Obst et al., 2011c]38. Hence, further research is still needed in that area
to clearly identify the benefits and correct application scheme of EGNOS
for urban applications.
3.6.2 EDAS
As the EGNOS satellites are located in geostationary orbits, from a view
of 52° latitude, where for instance Berlin is located, the elevation of these
satellites is about 28°. Intentionally designed for aviation and maritime
applications, where visibility is almost not a problem, it is assumed that the
reception of correction information from Geostationary Satellites (GEOs) is
rather limited especially in urban areas and the tendency of losing a GEO
is increasing. To obtain access to EGNOS correction data independent
from the actual user position, several services have been established. The
EGNOS Data Access Service (EDAS) can be seen as an increment of Signal
In Space Through The Internet (SiSNeT), whose service was limited on
sending EGNOS messages over mobile internet connections as shown in
[Ubeda et al., 2003]. In addition to SiSNeT, EDAS provides all EGNOS raw
measurements monitored by RIMs and the generated EGNOS correction
messages.
38During a benefit analysis of EGNOS for vehicle positioning which was performed
in Chemnitz, Germany and Orbassano, Italy in parallel, it was observed that
the positioning accuracy of GPS and EGNOS in Chemnitz was sometimes worse
compared to the GPS-only solution. This behavior was not discovered during
the test drives in Orbassano. After checking the raw data it was realized that in
Chemnitz GPS satellite with PRN 25 (which has space vehicle number 62) was
visible and therefore used by the GPS-only solution. This satellite transmits the
modernized GPS signals (L2C and L5) but obviously had some problems concerning
quality [United States Naval Observatory, 2010]. At least EGNOS was explicitly
marking this satellite as faulty. Since the navigation solution for the GPS+EGNOS
case was implemented according to the MOPS D229 [RTCA, 2001], this satellite
was finally excluded. In Orbassano this satellite was not visible and thus did not
influence the positioning performance.
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3.6.3 IONEX
The IGS also provides models of the ionosphere’s TEC by means of so
called IONEX files [Dow et al., 2009]. The TEC values provided by the
IGS are in general more accurate when compared to the Klobuchar and
EGNOS models [Paparini et al., 2013]. Hence, a better estimation of the
pseudorange error introduced by the ionosphere is expected which will result
in a lower UERE. Similarly to the EGNOS service, the TEC is represented
by samples in a spherical grid. Although, the IGS’s data is originally
intended for post-processing applications such as Precise Point Positioning
(PPP) it is also available as predicted product. The post-processed data
is available with a certain latency after observation that ranges from one
day (for the so-called Rapid Product) to 11 days (Final Product). The
Final Product is more accurate because data from more analysis centers is
incorporated [Herna´ndez-Pajares et al., 2009]. The temporal resolution is
two hours, that is, for each day the ionosphere is mapped 12 times. To use
that data inside of a positioning algorithm, the following steps are applied:
1. First, the receiver calculates the Ionospheric Pierce Point (IPP) which
is the intersection of the ionosphere between the LOS of the satellite
and the receiver.
2. Afterwards, to get the TEC at the IPP from the model, a spatial as
well as temporal interpolation is performed.
The interpolation step is different to the model used by EGNOS, where
only spatial interpolation is necessary [Streiter et al., 2013a].
Similarly, to the EGNOS model, it is necessary to account for the slant
with which the signal has passed the ionosphere. For that, a so called
obliquity factor [Allien et al., 2009] or mapping function [Schaer, 1999] is
used. A common choice is the Single Layer Mapping Function where the
modeled pseudorange error eiono introduced by the ionosphere is formally
given by
eiono =
√1− ( |ru| cosφ|rIPP|
)2−1 · 40.3 · TEC
f2
. (3.19)
Here |ru| represents the distance of the receiver antenna to the ECEF
origin, φ denotes the satellite’s elevation angle and |rIPP| is the distance
between the IPP and the ECEF origin. Furthermore, an empirical constant
[Schro¨dter, 1994, p. 129] set to 40.3 and the signal frequency is represented
by f .
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The estimated error for the ionosphere can now be considered in (3.5),
that is, ei is no longer neglected:
ei = eiono. (3.20)
By that approach, the predicted pseudorange now more accurately accounts
for the physical effects caused by the ionosphere. In addition to the abso-
lute value of the ionospheric delay, IONEX also provides a corresponding
estimate of the uncertainty for the delay by an equation similar to (3.19).
The information of the assumed uncertainty for the ionospheric delay σiono
can be directly used during the measurement prediction step of a Bayes
filter as explained in section 2.2.
3.7 Receiver Autonomous Integrity Monitoring
A well-known and standard integrity mechanism for satellite-based
positioning—originally developed for civil aviation applications—is the
RAIM [Spilker and Parkinson, 1996b]. In general, this technique is used to
detect suspicious satellite observations and therefore provides an indicator
of the reliability of the localization system. In its most basic implementa-
tion, it simply notifies the pilot of a malfunction and is therefore considered
as a Fault Detection Algorithm (FDA). As a consequence, RAIM provides
autonomous integrity but only at the expense of reduced availability. In
short, RAIM relies on straightforward statistical tests and use-case specific
(e.g. based on that flight phase) alarm limits and rates. Typically, a sensor
fault is detected if the horizontal radial error in the position domain exceeds
the predefined limits. Based on the assumption that the set of pseudorange
observations contains only one erroneous measurement at a particular
epoch, it tries to detect if the localization system is operating under invalid
conditions [Mansfeld, 2004, p. 307]. If such a situation is encountered, an
additional39 step is performed to identify the suspicious satellite and finally
exclude it from positioning algorithm. In that particular situation RAIM
extends to the class of Fault Detection and Exclusion (FDE) algorithms.
According to [Spilker and Parkinson, 1996b, p. 143], several imple-
mentations of RAIM are available. In general, all of them are based on
self-consistency checks among all available sensor measurements. Conse-
quently, RAIM requires a high degree of redundancy within the observations.
As minimum number of independent observations for GNSS positioning
39In fact, in case of a sensor fault, the usual procedure in aviation is to completely
ignore that particular sensor and switch to a redundant system. Therefore, it is
normally not necessary to identify which satellite observation caused the error.
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is normally set to four, the RAIM method for fault detection within one
satellite system requires at least five satellite signals. As summarized in
[Spilker and Parkinson, 1996b] commonly used RAIM implementations are
based on:
 the pseudorange comparison method [Lee, 1986],
 the least squares residual method [Parkinson and Axelrad, 1988],
 the parity method [Sturza, 1988], and
 the maximum separation of solutions method [Brown and McBurney,
1988].
In general, the available RAIM methods can be divided into two classes;
either detecting a satellite failure in the measurement space or the solution
space (also known as position domain). To illustrate the core idea of RAIM,
an intuitive example to detect a satellite fault based on the maximum
separation of solutions method, which is performed in the solutions space,
is selected.40
Example 3.2. The intuitive maximum separation of solutions method shall
be demonstrated to correctly identify a single satellite failure. Consider
a situation with five available satellite observations, which is the mini-
mum requirement for fault detection with RAIM. From this five satellite
observations ρ1 . . . ρ5, one full-set solution xfull and five sub-sets based on
four satellites denoted by x1 . . .x5 at a time can be created. Each solu-
tion vector is estimated by the LS method and consist of four dimensions
[x, y, z,∆treceiver]. Consequently, under the assumption that there is only a
single satellite failure, one of the sub-set solutions will be error-free while
the others are erroneous to various degrees.
By now measuring the maximum observed separation among the n so-
lutions in a horizontal plane, a satellite malfunction can be detected. Fig-
ure 3.5 exemplarily shows the distribution of five solutions in the 2D plane
for the no-failure and failure decision. Obviously, it is necessary to set an
appropriate threshold for the maximum observed solution separation which
is considered a scalar and non-negative test statistic. In short, the idea is
to derive an expected solution accuracy for any four-satellite constellation
from the HDOP value under normal conditions. From this, the maximum
separation can be calculated as shown in [Spilker and Parkinson, 1996b, p.
150].
It should be highlighted that this approach is limited to detect an abnor-
mal state; the identification of any bad satellite is not possible with five
observations. 
40This example is adopted from [Spilker and Parkinson, 1996b, p. 150].
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Figure 3.5: Satellite failure detection with RAIM based on the maximum
separation of solutions method in the position domain. From five available
satellite observations, five sub-sets that consist of four observations only,
can be created. By comparing the maximum observed separation among
the five solutions under a given threshold, a single satellite failure can be
detected.
3.7.1 Fault Detection Algorithm
A commonly used RAIM implementation to perform FDA in the measure-
ment space is based on the least squares residual method. The derivation
of the fundamental RAIM equations is given according to Le Marchand
et al. [2008]. In principle, RAIM is based on the linearized pseudoranges
equations:
dρ = H · dx + vρ, (3.21)
where dρ denotes the linearized pseudorange vector and vρ represents the
observation noise on the pseudoranges which is stored in the diagonal matrix
Rρ. The matrix H is the Jacobian of the observation matrix linearized at
the point dx. The estimated state is given by:
dxˆ = (HᵀR−1ρ H)
−1HR−1ρ · dρ = H+ · dρ (3.22)
with H+ being the weighted pseudo inverse of the matrix H. Next, the resid-
uals  are calculated as the difference between the measured pseudoranges
and the predicted ones which are taken from the state estimate:
 = dρ−Hdxˆ = (I−HH+)dρ = S · dρ (3.23)
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As the matrix S cannot be inverted, a vector e is introduced to contain
the faults:
 = S · (dρ+ e). (3.24)
If no fault is present, then term e = 0. On the other hand, if a fault occurs
on a certain pseudorange, the residuals vector is no more centered. In most
practical implementations the detection of a fault is made upon the sum of
the squared errors
SSE = ᵀR−1ρ  (3.25)
which is compared to a χ2 distribution at n− 4 degrees of freedom—where
n denotes the number of used satellites—having a defined probability of
false alarms Pfa. Finally, a satellite failure is detect if
SSE > χ2(1− Pfa, n− 4). (3.26)
3.7.2 Fault Detection and Exclusion
After the detection of a satellite failure, it is often desirable to identify the
suspicious satellite and exclude it from the position calculation. As stated
in [Le Marchand et al., 2008], a typical detection technique is based on
calculating a score ωi for each satellite as a function of its residuals and
variance:
R = Rρ −H(HᵀR−1ρ H)−1Hᵀ (3.27)




After the calculation of the individual scores ωi, the satellite with the
highest score is supposed to be defective and can be marked for exclusion
from the navigation solution. Apparently, this integrity monitoring scheme
will work under the assumption of a single satellite failure. However, if
more than one satellite measurement is defective, this strategy will fail.
3.7.3 Discussion
The RAIM method was originally developed for aviation applications
and provides a reasonable performance under the assumption of a single
satellite (or pseudorange) failure of one GNSS. As the key idea relies on
self-consistency checks among all available satellite observations at one
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epoch, the algorithm obviously benefits from a high level of redundancy. In
the meantime, extensions of the original RAIM approach such as Novel In-
tegrity Optimizes RAIM (NIORAIM) which work under multi-constellation
scenarios have been proposed [Hwang and Brown, 2008].
Nevertheless, it may happen that faults are not detected at all [Martini
and Hein, 2006]. In a comprehensive simulation study conducted by Qiang
et al. [2007] it was proven that the identification method is ineffective in the
case of multiple signal failures. Especially for road transport applications
in urban areas, the occurrence of several signal distortions may lead to a
kind of mutual compensation which prevents the RAIM algorithm from
working correctly. Le Marchand et al. [2008] came to the same conclusion
when evaluating the applicability of RAIM methods to vehicle positioning:
“[...] the hypotheses of only one fault occurring at a time, which is the main
drawback of this algorithm when applied to the automotive context.”
3.8 Summary
In this chapter, satellite navigation has been presented as a mean of abso-
lution positioning. The basic principles of determining a three dimensional
position on earth has been demonstrated. After a brief overview of available
methods to perform a position calculation, special focus was put on the
iterated LS approach as it is considered the standard method for performing
satellite navigation when there are more than four satellite signals available.
Afterwards, a discussion of typical sources of errors that influence the
ranging process has been given. In particular, the influence of the iono-
sphere and troposphere have been studied. In a subsequent section multi-
constellation positioning by using several GNSSs in parallel was introduced.
By that approach, a higher number of satellites is visible and the availabil-
ity of the position solution can be increased. Furthermore, the European
contribution coined EGNSS which is built around Galileo was introduced.
In addition, an overview of existing augmentation technologies to either
improve the positioning performance or reliability of GNSSs was given.
The real-time services EGNOS and its terrestrial counterpart EDAS were
presented. Moreover the potential of correction data for the ionosphere
from the IGS known as IONEX was discussed.
Finally, a standard fault detection method based on RAIM was intro-
duced. Although this method is widely used and yields acceptable results
for aviation applications, it can be summarized that it does not work well






In the previous chapters, the basics of Bayesian filtering and satellite
navigation have been introduced as two fundamental components of a
reliable vehicle positioning. Furthermore, challenges and solutions for
implementing practical system such as delayed sensor measurements have
been described. In order to further motivate the theoretical contributions
of chapter 5 and 6, a brief overview of the state-of-the-art and related work
is given in this chapter.
At first, current activities in the field of solely improving GPS and GNSS
performance are reviewed in section 4.1. Besides a discussion of standalone
and cooperative approaches, this section also emphasizes currently available
integrity concepts in general. In section 4.2, different approaches for
integrating GNSS sensors with other sensor systems such as odometers or
vision systems are reviewed. This section focuses on the requirements and
targeted applications for such systems. Moreover, the potential of using
digital maps as kind of an additional sensor in combination with satellite
navigation is discussed. After that, special emphasize is put on analyzing
recent work for NLOS detection and multipath mitigation in dense urban
areas in section 4.3. As this is considered one of the major contributions of
this thesis a comprehensive comparison of different approaches and their
compatibility is given. In the subsequent section 4.4 a nearly commercial
system developed by Continental is discussed. Moreover, that section
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introduces and briefly compares an independent reimplementation of the
initial PMM algorithm introduced in [Obst et al., 2012a]. Finally, based on
a summary, section 4.5 identifies and highlights the need for an integrated
and flexible vehicle localization algorithm providing accurate and consistent
positioning estimates in dense urban areas.
The content in this chapter is mainly focused on work in the field of
real-time vehicle positioning with low-cost GNSS sensors. The motivation
behind this is to give a broad overview of recent algorithms and approaches
that have a high potential to be introduced to mass-market in the near
future. Highly specialized domains such as surveying are therefore not
addressed even if they might theoretically benefit from the proposed concept
as well.
4.1 Improving GPS/GNSS Performance
One possible solution to mitigate the shortcomings of standalone GPS
localization is the combination with other independent sensor information
as discussed in section 4.2. Especially in the automotive domain, additional
sensor measurements from the in-vehicle Electronic Stability Control (ESC)
and Antilock Braking System (ABS) sensors are available from the CAN bus
[Amditis et al., 2012]. Even though such an integration approach is useful
to stabilize the positioning solution, it cannot be used to further improve
the absolute accuracy to lane-level. Therefore, other approaches based
on cooperative systems or augmentations systems have been developed.
The remainder of this section gives a brief overview of currently available
algorithms and their performance. Furthermore, additional focus is put on
their applicability to challenging environments such as urban areas where
NLOS conditions might be present.
4.1.1 Cooperative Positioning
Classical distributed approaches which aim to improve the satellite navi-
gation accuracy such as Differential GPS (DGPS) and RTK positioning
are based on exchanging correction messages or raw observations between
the moving receiver and a fixed and surveyed reference station [Groves,
2013, p. 437]. Contrastingly, recent cooperative systems are mainly built
up on relative GNSS in combination with DSRC such as V2V and V2I
communication. By that approach, correlated and slowly varying errors41
such as troposphere delays may be calibrated out [Realini, 2009, p. 14].
41In [Skog and Handel, 2009] this class of errors is called common mode errors.
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Hence, the final navigation solution accuracy will be improved, leaving just
the receiver noise and multipath errors [Groves, 2013, p. 437].
A number of practical cooperative implementations exist: For instance,
Pollard and Gingras [2012] propose a GPS-based system in combination
with an Interacting Multiple Model (IMM) to guarantee a greater robustness
for the localization estimate. In particular, the authors claim that the
automotive constraints require the use of low-cost sensors. However, in
order to fulfill the reliability demands, redundant information from several
sensors, which is incorporated by data fusion techniques, is required. Their
system is proven with simulations and achieves an average horizontal Root
Mean Square Error (RMSE) of 2.96 m for the IMM configuration.
A similar approach has been taken by Alam et al. [2012]42, who propose
a tightly coupled cooperative architecture by exchanging pseudoranges
over Vehicular Ad Hoc Networks (VANETs)43. In a first step, the authors
evaluate the quality and performance of their relative positioning system
based on comprehensive experimental test drives. Afterwards, the influence
to the absolute positioning accuracy is investigated. Although the tightly
coupled cooperative approach improves the accuracy by app. 45 % compared
to DGPS, one additional key finding was that the considerable multipath
error usually present in urban areas could not be removed.
Liu and Lim [2012] propose a simulation model to evaluate the expected
performance of a cooperative system based on pseudoranges depending on
the number of communicating vehicles. In their study, the authors conclude
that an improvement of the positioning accuracy under conditions with
good GPS signal quality can be achieved by their cooperative approach.
However, for a robust behavior under different environments such as urban
areas, further work still needs to be done.
CoVeL
Within the European research project CoVeL a cooperative approach for
lane-level vehicle positioning has been developed. The CoVeL architecture
is mainly built on GPS positioning and the emerging V2V communication
protocol based on the 802.11p standard [Obst et al., 2012d]. The V2V
communication is an important cornerstone of the Intelligent Car Initiative
[European Commission, 2006] of the European Commission and will be
introduced widely by the year 2014. Within CoVeL, it has been demon-
42A more comprehensive version of this work including Inertial Navigation System
(INS) data is available in [Alam et al., 2013].
43The terms VANET, DSRC and V2V/V2I are often used synonymously in literature
to indicate wireless communication based on the 802.11p standard.
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Table 4.1: Positioning error from CoVeL evaluation [Obst et al., 2012d]
Error Metric GPS EGNOS CoVeL (avg.) CoVeL (opt.)
CEP 3.26 m 2.13 m 1.83 m 1.09 m
65 % 5.42 m 4.22 m 2.70 m 1.62 m
95 % 22.9 m 22.7 m 5.90 m 3.54 m
strated that wireless communication in combination with standard low-cost
GPS receivers has a huge potential to improve the localization performance
for vehicular applications up to lane-level accuracy. Obviously, such an
approach is favorable, as only standard sensors are used and no additional
investments are necessary.
From an algorithmic point of view, CoVeL utilizes relative GNSS posi-
tioning by communicating raw GPS pseudoranges via V2V communication
to nearby vehicles44. Here, the key idea is that independent GPS receivers
within the vicinity will be subject to the same class of ranging errors,
which will be mitigated by relative positioning. Finally, after the accurate
relative vectors have been estimated a so-called group map matching step
is applied which–—in contrast to classical point map matching—–considers
the position of the ego and remote vehicles at once [Mattern et al., 2012].
In table 4.1 the achieved position accuracy in sub-urban areas of the CoVeL
system is presented. Moreover, standard GPS positioning based on a LS
solver is shown. The CoVeL results are divided in situations with opti-
mal and average geometric conditions of the V2V partners, respectively.
Although, lane-level accuracy has been achieved under optimal conditions,
it turned out that the proposed system was rather sensitive to NLOS errors
at the pseudorange level and therefore was not able to provide reliable
integrity information.
4.1.2 Augmentation Systems
Due to the limited accuracy that can be provided by standard GNSS signals,
space or ground-based augmentation system have received considerable
attention [Shladover and Tan, 2006]. For instance, in Europe the EGNOS
provides several classes of correction data via geostationary satellites as
elaborated in section 3.6.1.
44A more detailed explanation of the proposed approach and its implementation is
given in [Obst et al., 2011b].
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Figure 4.1: Horizontal position error for GPS localization in sub-urban
conditions dependent on different ionospheric correction models. Obviously,
EGNOS and IONEX improve the positioning accuracy. (These results
have been initially presented in [Streiter et al., 2013b])
In order to verify the applicability of EGNOS and its terrestrial counter-
part EDAS to road transport applications, several practical studies have
been performed in the past. For instance, in [Peyret et al., 2008] the influ-
ence of EGNOS in terms of accuracy for a cooperative lane-level positioning
approach have been investigated. In the context of a comprehensive French
study coined EGNOS-On-The-Road, Peyret et al. [2010] evaluated EGNOS
under real-life conditions. A similar study focusing on the potential benefits
of such an augmentation system in urban environments has been presented
in [Obst et al., 2011c]. Another study conducted by Ali et al. [2012] assesses
the integrity capabilities of EGNOS when applied to road transport.
One key finding of the aforementioned studies confirms that EGNOS
and EDAS are not able to mitigate multipath and NLOS errors in urban
areas. On the contrary, it is rather making the localization system more
sensitive to outliers as shown in figure 4.2 if implemented according to
[RTCA, 2001]. Nevertheless, at least under open-sky conditions, EGNOS is
able to provide up to 30 % of improvement in the horizontal position error.
Due to the design philosophy of SBASs in general and EGNOS in
particular, being an augmentation system to be primarily used during
real-time positioning, some studies aim to investigate the applicability of
other correction models. For example, Bauer and Obst [2013] applied the
ionospheric corrections of IONEX provided by the IGS to post-processing for
reference trajectory generation with low-cost sensors. This idea was pursued
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(a) EGNOS ICD variances (b) Standard pseudorange variances.
Figure 4.2: GPS positioning (magenta) with EGNOS ionospheric correc-
tions (blue) under multipath conditions in urban area compared to ground
truth (green). In (a) the vehicle trajectory with EGNOS corrections imple-
mented according to MOPS [RTCA, 2001] is shown. Subfigure (b) depicts
the same sequence but without changing the pseudorange variances, which
results in a more accurate position solution.
by Streiter et al. [2013b] for a broad set of urban scenarios. Typical results
of the achieved performance compared to other ionospheric corrections
are shown in figure 4.1. Both advanced models, EGNOS and IONEX, are
obviously able to reduce the horizontal position error compared to the
well-known empirical approach proposed by Klobuchar [1987]. A major
benefit of using IONEX instead of EGNOS/EDAS is its availability as
predicted and post-processed product. Depending on the targeted use case,
it therefore either provides higher accuracy and confidence (post-processed)
or removes the constraints imposed by low-elevation satellites or cellular
networks (predicted).
4.2 Multi-Sensor GNSS-Integration
According to the comprehensive survey on in-car positioning systems pre-
sented by Skog and Handel [2009] and the work of Jo et al. [2012], vehicle
positioning systems solely depending on GPS sensors are vulnerable to
various threats such as signal outage and spoiled observations. Therefore,
the inclusion of additional sensor information to obtain the desired accuracy,
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integrity, availability and continuity is actively proposed. Nevertheless, it
should be highlighted that in the meantime even without additional sensors
reliable GNSS positioning is possible as proven in chapter 7. The findings
of Skog and Handel date back to the year 2009 when algorithmic NLOS
detection and mitigation algorithms were rarely available. However, the
general remark that the integration of multiple information yields supe-
rior performance is of course still valid. In the remainder of this section,
different information sources and their corresponding fusion strategies are
reviewed.
4.2.1 Adding Additional Sensors
By utilizing additional sensors, the positioning solution provided by a
GNSS-based localization algorithm may be stabilized and improved. Fur-
thermore, by introducing redundancy, the availability and consistency of a
navigation solution can be improved compared to GNSS-only approaches.
This section is devoted to typical in-vehicle sensors which are supposed to
be complementary to GNSS [Toledo-Moreo et al., 2008]. After a brief dis-
cussion of the different sensors and their fusion strategies, their applicability
to accurate and reliable positioning with low-cost sensors is assessed.
4.2.1.1 Odometry, Yaw Rate and INS Integration
In general, Wheel Speed Sensors (WSSs) and yaw rate observations as
delivered by the in-vehicle CAN bus only provide information on the relative
movement of the host vehicle. Hence, if an absolute position and heading
is required, two steps are necessary: First, an initial state of the vehicle
position and heading is required. Afterwards, the position and heading
estimates can be derived by integrating the sensor measurements and
errors over time [Skog and Handel, 2009]. In the context of GNSS-based
data fusion system, the satellite observations can be used to initialize and
continuously correct the accumulated vehicle position which is generally
referred to Dead Reckoning (DR).
A large number of practical studies which implement DR for vehicle
positioning exist: For instance, Bonnifait et al. [2001] present a loosely
coupled GPS positioning system which incorporates the observations from
the ABS sensors. In particular, the authors propose to apply differential
odometry as all four WSSs are providing information. The system is
reported to deliver sufficient performance to bridge short durations of
full GPS satellite masking as it might happen in urban areas. However,
considering the different latencies of the ABS system and the GPS sensors
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as well as accounting for the scale error of the velocity measurements is not
part of this work. A comparable approach which considers the yaw rate
bias error and the individual scale factors for the WSSs is conducted in
[Mattern et al., 2011]. Therefore, the error terms are added to the state
space to estimate and computed online.
A tightly coupled approach for safety-relevant automotive applications
which uses GPS and Galileo is proposed by Busing et al. [2011]. In addition
to the pseudoranges, the system uses the Doppler measurements and
correction data from a RTK service. The achieved performance in terms of
accuracy is reported to be below an error of 1 m in app. 80 % of all cases.
Furthermore, the data fusion with DR compensates full GNSS outages of
several seconds without any reasonable performance degradation. However,
it should be mentioned that the accuracy evaluation was performed for
a highway scenario only without addressing multipath or NLOS errors
explicitly. Although, the proposed system performs well in general, it
suitability for mass-market is questionable as it uses a mid-range NovAtel
GNSS receiver and depends on RTK services [Jimenez et al., 2011].
Li et al. [2006] propose another tightly coupled approach. In contrast,
to the previously reviewed work, their study focuses on analyzing and
evaluating different nonlinear filter implementations such as the EKF and
sigma-point filters for the data fusion task. The main finding of that work
is that sigma-point filters are in general more easy to implement and have
a higher convergence speed for DR applications.
Finally, a comprehensive study on interacting multiple model filtering
for data fusion of GPS and in-vehicle sensors has been conducted by
Jo et al. [2012]. One main outcome of that work is that the overall
reliability and accuracy can be improved by using several process models
for the Bayes filter in parallel to better cover the vehicle dynamics under
certain driving conditions. In addition to modeling the yaw rate bias
error, Jo et al. attempt to infer the quality of the GPS fix obtained
from the receiver by the number of available satellites and the HDOP
value. Afterwards, a so-called validation gate is used to decide whether to
fuse a potential erroneous GPS observations. Although the work contains
interesting insights on how to better model the vehicle dynamics for typical
urban driving conditions, it does not fully exploit the potential on rejecting
suspicious GPS pseudoranges in the measurement domain due to the loosely
coupled integration approach.
Almost all reviewed studies in this section either focus on the algorithmic
candidates for the data fusion process itself or try to mitigate GNSS
signal outage by DR. The problem of identifying and excluding erroneous
measurements in the context of DR has not been investigated. Nevertheless,
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it can be summarized that DR is supposed to be an integral part of every
vehicle positioning system which aims to provide high availability.
4.2.1.2 Camera Integration
Besides using sensors that directly measure dynamic parameters of the
vehicle, machine vision as provided by camera systems for vehicle localiza-
tion is another active field of research. In general, such systems are able
to generate different information such as the relative vehicle movement by
optical flow [Jaehne, 2005, p. 405] or to detect lane markings in front of
the vehicle [Tao et al., 2013] which might be used as land marks.
In the absence of physical sensors to measure the vehicle dynamics, a
camera system can be used to reconstruct the movement by means of visual
odometry [Groves, 2013, p. 546]. Garc´ıa-Garc´ıa et al. [2007] propose to use
3D visual odometry based on a stereo vision system in combination with
GPS to estimate accurate vehicle trajectories. Such systems are of special
interest in the domain of smartphones which may be used as navigation
devices45.
A similar work has been proposed by Schleicher et al. [2010]. In order to
develop a manufacture-independent, i.e. without access to the vehicle CAN
bus, self-localization system with low-cost sensors, their system incorporates
visual DR from a stereo camera system with GPS measurements. The
data fusion step is done by a cross-covariance based track-to-track fusion
algorithm46 where two PDFs delivered by different sensors are combined
in a probabilistic manner. Furthermore, their system does not suffer
from the typical bias and scale errors of yaw rate and odometry sensors,
respectively. This is mainly achieved by the ability of the stereo system
to detect loop closing on repeating trajectories, such as bus routes, which
efficiently removes accumulated drifts. One key finding of the authors is
that the proposed approach is able to successfully mitigate GPS outages in
urban areas. In addition, the uncertainties of the estimated covariance are
showing consistent behavior, that is, they bound the horizontal position
error.
Dawood et al. [2011] extend the concept of DR and GPS integration
by introducing a visual absolute positioning. The authors state that the
long-term stability of DR is often not sufficient especially in urban areas
45The smartphone application iOnRoad is a prominent example of such a system. The
smartphone is mounted behind the windshield with the camera sensor observing
the area in front of the vehicle. From the camera image the ego motion of the
vehicle is derived and fused with the internal GPS signal of the smartphone.
46In the work of Matzka and Altendorfer [2009] a comparison of several state-of-the
art algorithms for track-to-track fusion including a performance evaluation is given.
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where long and full GPS outages might happen. Therefore, they propose
to stabilize and improve the positioning system by adding a front camera
and a geo-referenced 3D city model. The evaluation of the aforementioned
work mainly focuses on the localization performance of the vision-based
system without considering the overall influence to the data fusion process.
Furthermore, only full GPS outages are considered without paying attention
to available but potentially erroneous satellite signals.
Another class of algorithms aims to reach lane-level accuracy by com-
bining a rough GPS solution with a vision system for refined positioning.
Most practical implementations of such systems consider detected features
as landmarks and therefore rely on a geo-referenced database to correlate
them to absolute coordinates. Practice reveals that such systems deliver
remarkable performance in intersection areas as demonstrated in [Popescu
et al., 2011]. Especially at intersections, where vehicles are usually stop-
ping or traveling with low speed, satellite based positioning systems show
degraded performance [Be´taille et al., 2013].
For instance, Mattern and Wanielik [2010] introduced a vision-based
vehicle positioning system which uses the GPS observation only to generate
a coarse initial position hypothesis based on particle filtering. Based on
that initial information, the image of the front camera is correlated to a
geo-referenced orthoimage which yields a final position estimate with an
accuracy of <2 m. While the aforementioned work simply uses the emitted
horizontal position of the GPS sensor and uniformly adds pose hypotheses in
a predefined area, Schindler [2013] proposes to use the uncertainty estimate
of a GPS receiver represented by the covariance matrix. Obviously, the
latter approach demands for a GPS solution with a high level of integrity,
while the method of Mattern and Wanielik is rather modest in terms of
the required GPS performance.
4.2.2 Digital Maps
Digital maps are often used in combination with satellite navigation to
correlated an absolute coordinate as emitted by a GPS receiver to a more
human-friendly representation such as a street name or a point of interest.
Obviously, such an approach solely uses the digital road network to translate
the GPS coordinates.
In the context of data fusion, using the digital map as another type of
sensor—often referred as map matching—seems to be a natural extension.
According to Amditis et al. [2012, p.12], digital maps, which are considered
as virtual sensors, are an important source of information in intelligent
vehicles. The general idea is that vehicles are typically assumed to travel
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(a) Bird’s eye view and aerial image (b) In-vehicle camera view
Figure 4.3: Geo-referenced road polygons created within the GAIN project
with sub-meter accuracy which can be used for lane-level positioning similar
to [Toledo-Moreo et al., 2009].
on roads. Therefore, the trajectory is constrained by the road network
[Gustafsson et al., 2011]. By that approach, biases and drifts accumulated
during DR can be compensated to a certain extent [Groves, 2013, p. 520].
A comprehensive overview of existing approaches can be found in [Quddus
et al., 2007]. For instance, Li et al. [2012] use the orientation of the road
elements to stabilize the heading estimation. If the road network is not
only described by topological segments like in [Peker et al., 2011], but also
contains the spatial extension of the road or even lanes as illustrated in
figure 4.3, sophisticated techniques based on particle filters can be applied.
For example, assuming that high-accuracy lane-level maps are available
or can be easily created as proposed in [Be´taille and Toledo-Moreo, 2010],
robust lane-level positioning with GPS is possible at highways [Toledo-
Moreo et al., 2009]. However, the authors admit that the benefits introduced
by the road polygons vanish if such a system is put into urban environments
as the area of valid road surface increases compared to the accuracy provided
by standard GPS receivers which might lead to mismatches.
Finally, it is worth mentioning that digital maps are usually assumed to
be perfectly accurate or at least do not contain any accuracy measures47.
For a reliable vehicle positioning this shortcoming should not be ignored.
Consequently, if a digital map is considered a kind of sensor in robust
positioning, a confidence value similar to the classical measurement noise
for physical sensors should be available as well.
47Besides the accuracy of a map, its up-to-dateness is another critical point to be
considered. For instance, a positioning system solely relying on digital maps, might
totally fail in a temporary construction area.
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Figure 4.4: A taxonomy of the multipath/NLOS problem.
4.3 NLOS and Multipath Mitigation
Currently there are many different approaches for multipath mitigation
and NLOS detection to increase localization reliability in urban areas
under investigation. Figure 4.4 gives a brief schematic overview of existing
techniques to address this kind of problem. In the recent work of Groves
et al. [2013] a comprehensive overview of hardware-based and algorithmic
approaches is presented. Even if there are deeply integrated solutions like
[Closas et al., 2009], which try to address the problem of multipath inside the
receiver hardware, this review is restricted to algorithmic approaches which
solely rely on GNSS code measurements or additional external information
and are therefore assumed to be receiver-independent. A review of carrier
phase-dependent approaches such as real-time PPP48 is not part of this
work. In general, the discussed solutions can be divided into several classes.
4.3.1 Advanced Antenna Concepts
As the antenna is the first part of the user equipment that is exposed to the
emitted satellite signals, it is obvious to try to suppress suspicious signals
already at that stage. For professional GNSS equipment, polarization-
sensitive antennas are considered standard according to Groves et al. [2013].
On the other side, patch antennas as used for the low-cost u-blox LEA-4T
offer less polarization discrimination and are therefore more sensitive to
48A comprehensive introduction and overview of PPP can be found in [Rizos et al.,
2012].
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Figure 4.5: Configuration of two choke ring antennas at the roof of the
prototyping vehicle Carai. Obviously, such antenna concepts are too bulky
for mass-market applications.
NLOS signals49.
Furthermore, analysis showed that the usage of better antennas, e.g. with
dual-polarization [Groves et al., 2010], or the application of antenna arrays
[Ray et al., 2001] can improve the reception performance in restricted areas.
Moreover, choke ring antennas are known to suppress multipath effects
caused by ground reflections. However, due to their physical dimensions
(compare figure 4.5) they are usually too large for integrated dynamic
applications such as vehicle positioning.
4.3.2 Environmental Approaches
In this section, algorithms that consider the local environment near the
GNSS receiver are reviewed. In the first part, approaches based on ad-
ditional perception sensors are introduced. Afterwards, a discussion of
several studies on the potential of using digital map databases for NLOS
classification and detection follows. In the last part of this section, available
probabilistic techniques are reviewed.
4.3.2.1 Sensor Perception
The first class of approaches introduces new physical sensors that need
to be integrated into vehicles. For example in [Meguro et al., 2009], a
multipath detection algorithm based on an additional infrared camera is
49Even if beyond of the scope of this thesis, according to Groves et al. [2013] smartphone
antennas are linearly polarized and are therefore equally sensitive to direct and
reflected signals. Hence, the proposed concept should exploit additional benefits
when used on such devices.
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introduced. There, the camera is mounted on the vehicle roof and observes
the sky for buildings blocking the direct line-of-sight between the antenna
and the GPS satellites.
In [Suzuki and Kubo, 2012] a similar approach using a laser scanner
was used to generate a 3D model of the environment from point cloud
measurements. The proposed positioning algorithm is based on particle
filtering with a constant position system model.
4.3.2.2 Environmental Maps
A further class of algorithms uses digital map databases to predict the direct
visibility of GNSS satellites in urban areas. For instance, a solution called
Intelligent Urban Positioning which relies on high accurate 3D city maps
is proposed in [Groves et al., 2012b]. Closely related to the aforementioned
work is a study conducted by Wang et al. [2012]. The authors focus on
pedestrian navigation in urban areas with a relatively low update rate
of 1 Hz only. Moreover, they introduce a shadow matching algorithm
in combination with a scoring scheme which is based on experimental
data, i.e. it depends on GNSS receiver and evaluation area. Wang et al.
demonstrated that the accuracy could be increased while the availability
was lowered. The approach is based on a digital elevation map which
includes buildings within a 10 cm accuracy. By that, 80 % of all position
solutions were accurate up to 3 m. In [Wang et al., 2013] this concept
has been successfully ported to a smartphone and was evaluated under
real-time conditions in urban areas.
By conducting a comprehensive simulation study for an urban envi-
ronment, Bourdeau and Sahmoudi [2012] successfully demonstrated the
potential of a tightly coupled Bayes filter in combination with ray tracing
to identify and exclude NLOS observations.
Under the assumption that a high-accurate 3D map is available, Takeuchi
et al. [2011] demonstrated a particle filter approach to estimate the direct
satellite visibility in urban environments. Moreover, the authors imple-
mented an efficient shadow map approach that removes the computational
demanding ray tracing step during online positioning.
A similar study—assuming an accurate 3D map—conducted by Peyret
et al. [2011] investigates the integration of a ray tracing-based NLOS de-
tection algorithm. Although the proposed algorithm uses the pseudoranges
from the low-cost GNSS receiver for the positioning solution, the ground
position for the ray-tracing step is taken from an independent reference
sensor. In addition to a comparison of a LS solver and an EKF-based
Bayes filter, the authors further evaluate the achieved performance with
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receiver hardware of the u-blox LEA-4T and u-blox LEA-6T family. One
interesting key finding of that work is the superior performance in terms of
accuracy of the u-blox LEA-6T GNSS receiver with and without NLOS
detection.
To overcome the drawback of the aforementioned approach that a high-
accurate reference position is required for ray tracing, Peyraud et al. [2013]
propose an extended concept that uses road constrains and odometry
measurements to restrict the ground position. The proposed method is
evaluated with real-word data and compared to a SNR-based selection
strategy.
Recently, in [Be´taille et al., 2013] the problem of the complexity of 3D
maps for online LOS/NLOS classification was addressed by an alternative
representation coined urban trench models. First experimental results
of that idea, including a comparison to a NLOS detection with 3D city
maps and ray tracing, were published in [Peyret et al., 2012]. Even if this
model, i.e. the classification of the environment, was created manually,
the implemented least squares approach drastically reduces the positioning
errors in urban areas.
Another approach which also tries to reduce the complexity of 3D maps
was presented by Costa [2011]. The algorithm is based on the publicly
available elevation data of the Shuttle Radar Topography Mission (SRTM).
From that data, a static digital elevation and azimuth map is created and
used during the positioning process. A similar implementation relying on
elevation enhanced maps was proposed by Pinana-Diaz et al. [2011]. An
extended version of this algorithm, now including road constrains as well,
can be found in [Pin˜ana-Dı´az et al., 2012].
A different approach, not based on Bayesian filtering at all, was intro-
duced in the work of Drevelle and Bonnifait [2011]. The key idea is to
represent the digital map and the GPS measurements by geometric con-
straints which yields a so-called confidence domain of the final user position.
In [Drevelle and Bonnifait, 2012] this geometric constraints concepts—called
iGPS—has been extended for urban canyons in combination with road
surface maps.
In contrast to the aforementioned studies, Ahmad et al. [2013] advance the
concept of a 3D model-based NLOS detection. Instead of fully excluding the
NLOS pseudoranges, the authors propose to exploit these measurements by
explicitly modeling the NLOS bias. The rationale behind this constructive
use of NLOS observations is to increase the availability in conditions with
poor satellite visibility. Although, high-accuracy 3D models were available
in their work, the authors admit that the performance of the NLOS bias




The last reviewed class of positioning approaches uses statistical tests
and probabilistic filtering to automatically exclude erroneous pseudorange
observations from the localization process to increase robustness. In contrast
to 3D-based NLOS detection algorithms, which received broad public
attention throughout the last years, integrated probabilistic approaches are
rarely available.
4.3.3.1 Consistency Checking
In the simplest case, if only one pseudorange is considered as outlier due
to NLOS conditions, the detection can be done by the RAIM50 algorithm
and its extensions [Qiang et al., 2007]. However, classical RAIM is limited
to assume and detect only one outlier within the observation set. It is
therefore not fully appropriate for urban NLOS situations as proven in
[Le Marchand et al., 2008], where even more than one observation may be
affected.
Jiang et al. [2011] propose to use a consistency checking scheme by using
observations from multiple GNSSs. In principle, the idea is similar to
RAIM. The authors conclude that their recursive consistency-checking
method improves the positioning errors under moderate multipath con-
ditions. Nevertheless, the performance is still unreliable in challenging
environments, such as urban canyons. Instead of using RAIM, in [Jiang
and Groves, 2012] a consistency checking scheme based on Random Sample
Consensus (RANSAC)51 has been demonstrated. Within their work, the
authors studied different possible cost functions. Although, the authors
claim that this approach shows improved performance compared to the
aforementioned work, it still may happen that the algorithm shows ill
convergence behavior under severe conditions. Further studies which apply
RANSAC to satellite navigation named RANCO and smart RANSAC can
be found in [Schroth et al., 2008] and [Tu et al., 2011], respectively.
4.3.3.2 Bayesian Mitigation
Pesonen [2011] attempted to autonomously detect multipath signals in
urban environments with an integrated Bayesian integrity-monitoring al-
gorithm and shows its feasibility through simulations. A comprehensive
overview of a Bayesian RAIM approach for personal positioning systems
can be found in [Pesonen, 2013].
50The key idea of RAIM is briefly explained in section 3.7.1.
51RANSAC was introduced in [Fischler and Bolles, 1981].
94
4.4 Recent Integrated Positioning Approaches
An interesting simulative study explicitly focusing on a more accurate
model for the pseudorange error distribution was presented by Marais et al.
[2010]. In order to represent the non-Gaussian nature of the pseudorange
error, a nonparametric Dirichlet process mixture has been introduced.
Compared to classical techniques a remarkable enhancement in positioning
error was achieved.
In [Niehoefer et al., 2013] an advanced software-defined receiver approach
that considers the reception conditions in the local environment is presented.
The system design is supposed to achieve an accuracy of <1.5 m in urban
environments. In contrast to other approaches, no additional hardware is
required and the received signals are exploited to a high level.
Su¨nderhauf et al. [2012] proved that robust factor graph-based52
optimization—which was limited to oﬄine processing—can be applied
to satellite navigation as well. In order to identify and excluded NLOS
observations from the solution process, the concept of switchable constraints
[Su¨nderhauf, 2012] has been implemented. Motivated by the promising re-
sults of Indelman et al. [2012], an online-capable extension of the previously
mentioned work was published in [Su¨nderhauf et al., 2013b].
4.4 Recent Integrated Positioning Approaches
In this section, two practical implementations targeting to address the same
topic as the work at hand are introduced. The first system is a commercial
localization platform for urban areas with focus on lane-level accuracy and
reliability. Afterwards, an independent reimplementation of the author’s
previous work is discussed.
4.4.1 Commercial M2XPro System
The German company Contintental is currently working on a reliable GNSS-
based positioning system to fulfill the requirements of the V2V positioning
demands named M2XPro53. In general, their system focuses on lane-level
accuracy in combination with a consistent confidence estimation for urban
environments. Thus, the M2XPro system addresses a similar topic like
the presented work. Although, this system is using a probabilistic filtering
architecture, it does not incorporate digital map data nor is it foreseen to
included empirical sensor models.
52A hands-on introduction into the factor graph theory can be found in [Dellaert,
2012].




For the sake of brevity, the principle architecture is described briefly: The
probabilistic data fusion is implemented with an EKF which tightly couples
raw pseudoranges from a u-blox LEA-4T receiver and inertial data from
a 6DOF IMU. In contrast to the system presented in this work, an error
state space approach is utilized [Groves, 2013, p. 661]. Further information
about the anticipated performance of this system and the architecture can
be found in [Dziubek et al., 2012].
4.4.2 Independent Reimplementation
The work of Glans [2013] is a straightforward reimplementation of the PMM
algorithm, which is considered one of the main contributions of this thesis.
It is internally based on a MATLAB GPS toolbox and the RTKLIB54
software package. It directly follows the approach and methodology of
[Obst et al., 2012a] by implementing a tightly coupled Bayes filter to provide
an enhanced positioning in harsh environments through combining several
complementary sensors and the PMM. The sensor setup is rather similar
as it uses a u-blox LEA-4T receiver and the in-vehicle sensors that are
mounted on a truck. The PMM implementation is compared to a loosely
and tightly coupled UKF approach by evaluating two test drives in areas
which are supposed to be subject to multipath and contain tunnels and
dense forests.
It is interesting to see that an independent implementation of the PMM
concept comes to the same conclusion. Without anticipating the results
of this work, it can be summarized that the PMM approach yields the
best localization performance under multipath conditions compared to
state-of-the-art implementations such as classical tightly coupled filters.
Furthermore, it is worth mentioning that the results of the PMM with and
without in-vehicle sensors are only slightly different. However, especially
under low speed conditions the integration of the vehicle sensors leads to a
further noticeable improvement of the accuracy.
4.5 Summary and Motivation of Research Needs
In the previous sections, a compressed description of the state-of-the-art
and related work in the domain of low-cost vehicle positioning was given.
From this review, several conclusions can be drawn:
The majority of current low-cost approaches that integrate GNSS with
complementary sensors, communication or augmentation systems aim to
54The RTKLIB is a powerful open source library written in C for satellite positioning.
It is available from http://www.rtklib.com/
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solely increase the accuracy of the final positioning result. A few prac-
tical system address the problem of complete satellite outage in severe
environments, such as urban canyons. By that approach, an increased
availability can be reached. The study of Toledo-Moreo et al. [2008] is
worth mentioning as it contains some first ideas and practical proposals how
to build vehicle localization systems that also focus on integrity. However,
even today practical systems that follow this concept are rare. According to
Jiang et al. [2011] the errors caused by multipath-contaminated and NLOS
reception are the dominant source of reduced consumer grade positioning
accuracy in urban environments.
Within the last years, much efforts were spend in exploiting additional
knowledge by means of considering the local environment of the GNSS
receiver. The straightforward idea of using a digital 3D representation of
cities and buildings has been pursued by many authors. However, most of
these approaches assume high-accurate and faultless map content. If these
requirements are violated, e.g. due to an outdated map, this might lead to
inconsistent positioning results which conflicts with the idea of a reliable
vehicle positioning as proposed in this work. Moreover, the major part of
available 3D NLOS detection implementations uses only single-epoch LS
solvers. Hence, the potential benefit of multiple-epoch Bayesian filtering is
unexploited.
An additional research need can be identified for the problem of creating
lightweight and robust representations of the full 3D environmental models,
which can be easily put on board of vehicles into low-cost sensors. First
ideas with promising results by introducing the urban trench model were
presented in [Be´taille et al., 2013]. Moreover, the introduction of empirical
sensor models, e.g. based on an analysis of the SNR behavior under LOS
and NLOS conditions is under investigation [Groves, 2013].
Until today, no integrated but flexible vehicle-positioning concept which
focuses on reliability in terms of availability, accuracy and integrity is
available. Perhaps, the commercial M2XPro system which was briefly pre-
sented in section 4.4.1 is the closest available implementation. A consistent
probabilistic integration of in-vehicle sensors, additional environmental
knowledge by means of lightweight 3D models and empirical sensor models
has not been proposed until now. This statement is supported by Groves
[2013] who compared 18 different classes for NLOS detection and exclusion
techniques. According to him, only a portfolio approach might be effective
at eliminating multipath and NLOS errors. However, even if the different
techniques are compatible in general, a practical implementation is still
missing.
Other research domains, such as the Simultaneous Localization and
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Mapping (SLAM) community, are seeking towards an integrated Bayesian
approach to integrate the estimation process of a dynamic state with the
detection and mitigation of erroneous observations as well. For example,
Olson and Agarwal [2012] highlighted, “[...] This is an interesting devel-
opment, since it provides a fully integrated Bayesian treatment of both
mapping and data association, tasks which are usually decoupled”.
Based on these conclusions, a proposal to close the identified research
gaps will be given in the following chapters. Besides a theoretical concept
called PMM to identify and exclude suspicious satellite measurements
from the localization process, a practical implementation of a reliable road
vehicle-positioning concept will be proposed. In order to get a better
understanding of the error characteristics in urban environments, chapter
5 analysis the pseudorange and SNR behavior. Based on that knowledge,
empirical sensor models are created. In chapter 6, their application to a
multi-constellation GNSS simulation as well as a probabilistic sensor model
for the PMM is illustrated.
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In literature, it is accepted that besides the localization technique itself,
the conditions of the measurements mainly caused by the environment
influence the positioning performance in general and the accuracy in par-
ticular. For example, Drawil et al. [2012] propose a scheme to address the
localization accuracy estimation process. However, such an approach does
not try to analyze the characteristics at the pseudorange level itself which
is an important prerequisite for modeling these errors. In this chapter,
the pseudorange error in urban environments is analyzed. Therefore, this
chapter complements the discussion of typical sources of ranging errors
in satellite navigation given in section 3.4. Furthermore, the SNR charac-
teristic of satellite signals—which is known to be an important indicator
of the pseudorange quality—for open-sky and blocked-sky conditions is
investigated and their statistics are derived. Later on, in chapter 6 these
results are used inside of the proposed positioning algorithm to increase
the robustness in urban environments.
In order to investigate the influence of the environment to the satellite
signals it has been proven useful to represent the reception conditions.
For instance, by means of a virtual 3D model a visual inspection can be
easily performed. Hence, this chapter starts by introducing a lightweight
approach to build such a three-dimensional environmental model.
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5.1 Digtal 3D Environmental Model
Knowing the environment and the conditions under which a satellite signal
has been acquired may significantly improve the positioning accuracy and
reliability. Furthermore, it helps to understand why errors happen and
how they are characterized. Hence, this chapter introduces a lightweight
concept of representing the receiver environment in urban areas by a virtual
3D model. The model itself will be used for different purposes:
 Visual inspection during post-processing
 Automatic and reliable oﬄine classification of LOS/NLOS signals
(see section 5.3)
 Online multipath and NLOS detection (see section 6.1)
First ideas of this model where implemented in [Bauer, 2011] and extended
in [Bauer et al., 2012] while it was applied to urban positioning by Obst
et al. [2012c]55. Compared to other existing technologies such as CityGML,
the selected approach is considered more lightweight as it does not aim to
represent every detail of buildings and infrastructure. Instead, objects are
represented and composed by simple geometry shapes such as rectangles.
The rationale behind this choice is twofold: On the one hand, it allows
easy and rather fast automatic generation of the model from decoupled
sources. On the other hand, the final model can be efficiently used—even
online while the vehicle is performing a test drive.
In the remaining part of this section, the principle idea of composing
a virtual 3D model from different sources, i.e. a digital road map and
elevation data, is briefly explained.
5.1.1 Digital Road Map
For the sake of simplicity, the building layouts are taken from 2D road maps.
Even if there are many internet map providers such as Google Maps or
Bing, an easy to access interface is often missing. Therefore, it was decided
to use the publicly available OpenStreetMap (OSM) service. Within the
OSM database, building layouts are contained as separate polygons. A well-
documented online API that allows an efficient geo-referenced query style
can easily access them. Furthermore, the OSM data can be downloaded
in the Shapefile format for oﬄine use. For this work, the area of Saxony,
55The presentation of the cited paper at the Intelligent Vehicles Symposium 2012 was
recorded and is available online under http://goo.gl/5Shni.
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(a) Terrain Model (b) Elevation Model (c) OpenStreetMap (d) 3D Model
Figure 5.1: Generation of 3D model from different digital map sources:
The elevations of the two models (a) and (b) are used to get the vertical
dimension limits of the buildings. The layouts are taken from the Open-
StreetMap road map (c). The final results are 3D representations of the
buildings (d) (First published in [Obst et al., 2012b]).
Germany was downloaded from [OpenStreetMap Wiki, 2012] and imported
to a local geo-referenced database56.
5.1.2 3D Building Models
To extrude the 3D building models from the previously described building
layouts, the exact height in relation to the road surface is necessary. Un-
fortunately, the OSM database does not entirely contain this information.
Hence, the building height needs to be extracted from another source.
Therefore, geo information, i.e. digital terrain and elevation models, from
the land surveying office of Saxony (GeoSN) with a horizontal resolution
of 2 m and an accuracy of 0.2 m haven been used instead. Similar to the
processing of the OSM data, the elevation information is converted to a
common coordinate system and imported in the geo-referenced database.
The actual generation of the 3D environment around the receiver antenna
is done dynamically during the positioning step. By that approach, only
the required building models need to be created which efficiently lowers the
computational load. For this purpose, the following steps are performed:
1. Query all building layouts within an area of 500 m around the current
antenna position from the database.
2. For each building layout, generate a number of mesh points.
56Meanwhile the concept has been extended to allow the integration of road maps
from other digital map providers as well. For example, in the context of the GAIN
project, data from Nokia Here has been used as well.
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3. For each mesh point, look up the height from the digital terrain
model. The smallest value represents the base of the building.
4. For the same mesh points, look up the height from the digital elevation
model. The largest value indicates the top of the building.
5. Calculate absolute building height from the two previously estimated
mesh points.
In figure 5.1 the generation of the 3D model from different digital map
sources is shown. After the model is generated, either online while driving
or in advance as a kind of preparation activity, it can be easily used to
perform simple deterministic ray tracing tests between two arbitrary points
in world coordinates.
In particular, in the context of satellite-based vehicle positioning, the
line of sight between the receiver antenna and the GNSS satellites is of
special interest. Hence, the model provides a programmatic way to ask
whether the direct line of sight between a particular satellite at position si




0 if free line of sight
1 if blocked by building
(5.1)
It is worth mentioning that up to this point this model provides only a
deterministic representation of the environment. In chapter 6, this model
is used in a probabilistic manner to correctly handle the uncertainties of
the buildings and the receiver antenna position.
5.2 Analysis of Multipath Error
In this section, an assessment of multipath errors to the pseudorange
observations under typical urban conditions is presented. In order to
correctly model the behavior of LOS and NLOS measurements, a deeper
understanding of their statistics is necessary.
The empirical probabilistic models deduced, are hereafter used as degra-
dation model within a multi-constellation simulation framework in the
evaluation section in 7.3.3.1 and to support the proposed PMM algorithm
in its Bayesian inference during the vehicle localization process itself. For
that purpose, the raw pseudorange measurements of a typical low cost GPS
receiver are analyzed, which is a two-step process:
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1. The received measurements are classified to belong either to the group
of LOS or NLOS observations by comparing them to some kind of a
ground truth.
2. Afterwards, the statistics of both classes are estimated based on the
contained measurement samples.
Finally, two independent empirical and continuous PDFs for the NLOS
and LOS observations are available and used in the subsequent parts of
this work.
5.2.1 Oﬄine Classification of Observations
As mentioned above, the main objective of that section is to calculate the
statistics of GNSS measurements received under NLOS and LOS conditions.
Therefore, representative real-world data collected from an urban test drive
is analyzed in post-processing. However, a prerequisite for calculating the
statistics is to label the individual observations denoted by z1, . . . , znz ∈ {z}
over time and group them in one of the two classes {z}LOS and {z}NLOS.
Obviously, this task to identify whether a measurement was acquired
under NLOS or LOS conditions, is essentially the same problem which
needs to be solved in the reliable online localization of a vehicle. In contrast
to the online processing, where the system is limited to use a low-cost
receiver and the odometry observations of the vehicle only, for the oﬄine
classification task under discussion, it is perfectly fine to use additional
information and sensors such as a reference system as well.
The analyzed data was taken from a 45-minute urban test drive, which
has been used, in previous work [Obst et al., 2012a,b]. It contains the raw
pseudoranges observations of the u-blox LEA-4T GPS receiver with 4 Hz
as well as the ground truth position of the host vehicle from the NovAtel
OEMV reference system with 50 Hz. In addition, the reference system also
emitted its raw pseudorange observations to the GPS satellites. Contrary
to [Obst and Wanielik, 2013], where a similar analysis for the SNR values of
the pseudorange observations under static conditions with a priori known
reception conditions was conducted, this time it is performed in a dynamic
situation with unknown conditions.
Therefore, to fulfill the classification task of the u-blox LEA-4T obser-
vations, two different approaches that are described in the following text
have been applied: The first techniques is based on a ground truth GNSS
sensor which has some multipath mitigation capabilities on its own. The
second techniques makes use of the deterministic 3D model introduced in
section 5.1.
103
5 Localization in Denied Environments
Table 5.1: Receiver dependent reception conditions
Signal received
Reception conditions
NovAtel OEMV u-blox LEA-4T
Yes LOS LOS/NLOS
No Blocked/NLOS Blocked
5.2.1.1 Ground Truth-based Classification
Over the last years, while working with the NovAtel OEMV receiver, either
for evaluation purpose57 or to support several ADAS applications such
as relative vehicle positioning in [Obst et al., 2011b, 2012d], I realized
that this high-end localization system apparently already includes some
sort of multipath mitigation. On the one hand, this may be due to some
hidden internal algorithms. On the other hand, this system is supported
by a sophisticated Choke ring antenna, which on its own already helps to
suppress reflected signals as mentioned in [Kaplan and Hegarty, 2006, p.
293].
Besides the directly visible accurate absolute vehicle position which is
emitted by the NovAtel OEMV system, the receiver applies its mitigation
strategies to the raw pseudorange observations as well. Consequently,
pseudorange measurements which the receiver identifies as defective—most
likely due to NLOS conditions—are not emitted at all58. It has to be
admitted that the previous statement is not fully correct; that is, satellite
observations which are not received at all, for example, due to masking, are
obviously not emitted, too. By summarizing the previous statements, it
can be concluded that, in general, the NovAtel OEMV system only delivers
LOS pseudorange observations to the user.
In contrast to the above discussed NovAtel OEMV system, the low-cost
u-blox LEA-4T receiver does not implement such multipath mitigation
techniques. This implies that its pseudorange observations typically con-
tain LOS and NLOS observations according to the reception conditions.
Furthermore, there is no indicator on how an observation was received as
57For example, in [Obst et al., 2011c] a benefit analysis of EGNOS and EDAS in urban
areas for road transport applications was presented. In addition, in [Schubert et al.,
2011] the NovAtel OEMV ground truth was used to assess the performance of
different vehicle motion models. An analysis on inexpensive reference trajectory
estimation based on smoothing was conducted in [Bauer and Obst, 2013].
58Typically, other sensor system such as lidar or radar, attach some kind of quality
indicator to their measurements to indicate whether a measurement should be used
or not and do not simply suppress it like the NovAtel OEMV system does.
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well. By taking these issues into account, it becomes clear that for such
low-cost devices there is a real need for online identification of LOS/NLOS
observations as proposed by this work. Table 5.1 summarizes the observed
sensor behavior.
The key idea to identify NLOS/LOS samples inside of a test drive
sequence is to correlate the outputs of both sensor systems and use it to
construct a discrete identification function formally given by
Oi(t) : {t ∈ R|t1 ≤ t ≤ tn} → {LOS,NLOS, blocked}, (5.2)
where t denotes the observation time of the pseudorange measurements
within the test sequence of the ith satellite. As both sensors are timely
synchronized and the antennas are installed nearby59, it is an acceptable
assumption that both systems were sensing the satellite signals under the
same conditions.
For the identification task two index sets which contain the PRNs of the
received satellites at time t for the NovAtel OEMV and u-blox LEA-4T
receiver are introduced60; they are indicated by Nt and Ut, respectively.
Afterwards, the identification process schematically shown in figure 5.2 is
described by the following steps:
1. From the raw observations of the NovAtel OEMV system, make an
availability analysis of each satellite over time to identify the time
steps when a certain satellite was visible (which, according to the
previous assumptions, means is was received under LOS conditions)
or not (in this case it was either fully masked or assumed to be
received under multipath/NLOS conditions). Record that particular
state of the NovAtel OEMV receiver for the satellite i at time t to
ni(t) =
{
LOS : ∃i Nt
NLOS/blocked : @i Nt
. (5.3)
2. Repeat the same analysis as in 1. but now for the pseudorange
observations of the u-blox LEA-4T receiver. In contrast to the
NovAtel OEMV system, this time, the presence of a satellite indicates
a NLOS/LOS condition, while the absence clearly corresponds to a
59Both antennas are installed at the roof with an 30 cm offset in longitudinal direction
of the vehicle while ensuring that they do not interfere with each other.
60For the sake of clarity a simple example is provided: Given that the u-blox LEA-4T
sensor received three satellite signal from PRN 1, 8 and 23 at time t, the index set
is formally described by Ut = {1, 8, 23}.
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fully blocked signal which is formally given by
ui(t) =
{
LOS/NLOS : ∃i Ut
blocked : @i Ut
. (5.4)
3. Afterwards, combine the partly complementary availability informa-
tion from ni(t) and ui(t), which yields an unique identification of




LOS : ni(t) = LOS ∨ ui(t) = LOS/NLOS
NLOS : ni(t) = NLOS/blocked ∨ ui(t) = LOS/NLOS
blocked : ni(t) = NLOS/blocked ∨ ui(t) = blocked
.
(5.5)
4. Finally, recheck the individual pseudorange observations from the u-
blox LEA-4T receiver by evaluating them within their corresponding
identification function from 3. and classify them as either NLOS or
LOS.
In summary, the always available pseudorange measurements of the u-
blox LEA-4T receiver are blended with the gaps of the availability from
the NovAtel OEMV system to identify NLOS and LOS sequences within
the test drive. It should be highlighted that the described approach is
not appropriate for general application as it heavily relies on the specific
implementation details of the utilized GNSS receivers. Nevertheless, in
this particular situation it supported the classification of observations from
the low-cost hardware in a straightforward manner. The final classification
results are presented in table 5.2. Evidently, only approximately 12 % of
the measurements have been acquired under open-sky conditions according
to the NovAtel OEMV system.
Table 5.2: Number and percentage of classified pseudoranges per class
Class # of samples Amount in Percent
LOS 8.408 12.2 %
NLOS 60.687 87.8 %
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Identification function for pseudorange n
Pseudorange n from u-blox receiver
Pseudorange n from NovAtel receiver
Figure 5.2: Illustration of NLOS/LOS oﬄine identification processes
based on the observations of two different GPS receivers over time. As
the availability information of both receivers contains complementary
information about the reception conditions, the observations of the u-blox
LEA-4T receiver can be easily classified to belong either to NLOS or LOS
group by evaluating them under the discrete identification function Oi(t).
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5.2.1.2 Environment Model-based Classification
Besides the previously discussed approach which classifies the u-blox LEA-
4T observations based on the output of a ground truth sensor, a classification
technique by using a 3D environmental model as proposed in section 5.1.2
can be used as well. The main drawback of the classification discussed in
section 5.2.1.1 is that it relies on having pseudorange observations available
from the ground truth sensor. Unfortunately, this prerequisite is not true
for most of the already recorded measurement data.61
Hence, an alternative method to classify NLOS/LOS observations was
necessary. Apparently, a deterministic 3D model of the receiver environment
is an appealing tool to infer from. As it does not require any additional
sensor information, this method can be applied to already existing data
sets easily. In [Ahmad et al., 2013] a similar approach has been demon-
strated to distinguish between LOS and NLOS signals. Furthermore, the
authors incorporated the ideas presented in [Viandier et al., 2008] where
the classification process was based on SNR values.
Given that at 3D model and a ray tracing method between an arbitrary
point on the earth’s surface and the GNSS satellites is available as in
(5.1), an essentially efficient algorithm for the NLOS/LOS classification is
described by the following sequential steps:
1. At each epoch t when new satellite observations {z} are available,
look up the accurate vehicle position puser from the ground truth
system.
2. For each pseudorange observation zi, identify the corresponding
satellite system and the SV identifier to calculate its position denoted
by si at time step t.
3. Perform a ray tracing between the vehicle ground truth position
puser from step 1. and the position of the satellite si from 2. by
(5.1), which directly yields the sought result and finally classifies the
observation to either belong to the set {z}LOS or {z}NLOS.
The main benefit of the previously described algorithm is that is does not
rely on any specific sensor properties or additional measurements from the
ground truth system. Furthermore, it can be used even when the ground
truth antenna and the antenna of the low-cost sensor are not mounted
nearby, which was a constraint of the algorithm from section 5.2.1.1.
61While rather all test drives recorded after 2012 at the professorship contain this
data, the pseudoranges of the ground truth system are missing in the Chemnitz
City data set acquired during the comprehensive CoVeL validation session in 2011.
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Nevertheless, this approach is subject to some major drawbacks that have
to be mentioned: First, it obviously relies on public information of the OSM
database for which no accuracy numbers are given nor even guaranteed.
Hence, the classification results directly depend on the accuracy of the
building models. Furthermore, the OSM database should not be considered
a static source. That is, the coverage of buildings is constantly increased and
updated.62 Therefore, it is far from clear that the pseudorange observations
under classification are always applied to the corresponding—in terms of
time—OSM data basis.
To concluded this section, it should be noted that within the presented
work, the 3D-based approach was solely used for cross-validating the classifi-
cation results of the first method presented in section 5.2.1.1. Consequently,
its application to other datasets is left to future work.
5.2.2 Deducing an Empirical Pseudorange Error Model
The first step, the classification of the pseudorange observations to either the
NLOS or the LOS class, was achieved in the previous section. What follows
next, is the estimation of the statistical parameters of the pseudorange errors
from both sets {z}LOS and {z}NLOS to finally represent their behavior in
urban areas in a compact and probabilistic manner by giving two individual
PDFs plos(·) and pnlos(·), respectively. For the sake of clarity, the time
index is skipped on all symbols of the remaining section to not overload the
notation. Consequently, all assumptions and algorithmic steps are carried
out within one single epoch.
It should be highlighted that this time the pseudorange errors which
are often referred to pseudorange residuals, are considered and not the
pseudorange measurements ρi itself. By slightly changing the fundamental
pseudorange representation of (3.5) for the ith satellite to
ei = ||si − puser||+ c∆treceiver − ρi, (5.6)
it is clearly understandable that the term ei which was supposed to account
for all unmodeled errors represents the pseudorange residual. Consider an
ideal world, where no receiver noise nor any multipath errors are present,
the pseudorange residual ei would always be zero.
62In fact, the coverage of the OSM databasis has changed significantly over the last
three years. When we started our first work in 2011 on 3D models for vehicle
localization in [Obst et al., 2011a] the total number of buildings in Saxony was app.
180.000. For the work presented in [Bauer et al., 2012] the number of buildings for
the same area already increased to app. 305.000. In the meantime (06/2013) the
OSM database covers around 572.000 buildings in Saxony.
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To model the measurements as realistic as possible and remove any bias,
(5.6) is further extended by the tropospheric and ionospheric delays which
are typically estimated from the Klobuchar and Saastamoin models: 63
ei = ||si − puser||+ etrop + eiono + c∆treceiver︸ ︷︷ ︸
modelled pseudorange
−ρi. (5.7)
Except of the receiver clock bias ∆treceiver, all other variables are known;
 the user position puser is set to the ground truth,
 the satellite position si is taken from the navigation message
64,
 the pseudorange ρi was measured by the u-blox LEA-4T receiver,
 the ionospheric and tropospheric delays eiono and etrop are derived
from their corresponding models,
 and c is the speed of light.
As the clock bias ∆treceiver is usually estimated along with the 3D user
position and receiver-dependent65 it requires some special treatment.
Estimating ∆treceiver: The clock bias is an inherent property of every GNSS
receiver and its estimation directly depends on the sensed pseudoranges.
Apparently, the quality of its estimation directly influences the calculated
pseudorange residuals as indicated by (5.6). Therefore, it is rather impor-
tant to ensure that the clock bias is not spoiled by NLOS, i.e. invalid,
pseudorange observations.
For example, in [Le Marchand et al., 2009] a similar evaluation of pseu-
dorange errors in urban environments is presented. There, the authors
are faced with exactly the same problem of how to estimate the error-free
clock bias. As Le Marchand et al. had no access to a LOS/NLOS classifi-
cation system, they propose a receiver autonomous method. In a similar
study conducted by Be´taille et al. [2013], the clock bias was computed
from the highest satellite in view denoted by selmax (which was considered
63A more sophisticated modeling of the residuals would use the dual-frequency receiver
of the ground truth to estimate the actual ionospheric delay more correctly as
proposed in [Kaplan and Hegarty, 2006, p. 312]. Additionally, the corrections from
more expressive models such as EGNOS or the IONEX data of the IGS should be
considered.
64Alternatively, in correspondence to the IONEX data, it could be interpolated from
the post-processed Standard Product # 3 (SP3) data which naturally proivdes a
higher accuracy.
65In contrast to the user position puser, which was simply adopted from the ground
truth system, each GNSS receiver has an independent and specific clock bias.
Therefore, no straightforward solution is available to a priori set it.
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multipath-free) and the ground truth position:
∆treceiver = −||selmax − puser|| − ρelmax
c
(5.8)
However, by that method the pseudorange ρelmax is no longer available as
a sample for the error analysis. Hence, a different approach based on the
available LOS/NLOS classification system is used.
To enforce the aforementioned requirement the following steps are per-
formed: Based on the classification result of either the ground truth or the
3D environment model approach, the suspicious observations are isolated
from the set {z} of observed pseudoranges. Afterwards a straightforward
LS single shot positioning algorithm is used on the sub set {z}LOS to solve
for the user position and the clock bias. By that approach, it is ensured
that the clock bias is decorrelated from multipath errors. However, in rare
conditions it might happen that due to the strict isolation strategy, too
less (e.g. fewer than four) pseudoranges are available for the LS solution.
To handle such particular situations, two options are available:
1. If the clock bias cannot be estimated, then the calculation of the
pseudorange residuals has to be omitted as well. Consequently, such
samples cannot be used to describe the empirical sensor model.
2. Instead of doing only a single shot LS solution to solve the clock bias,
a linear total-space KF which constantly estimates the clock bias and
drift is applied [Groves, 2013, p. 413]. The state and measurement
space comprises
x = (∆treceiver ∆tdrift)
ᵀ, z = (∆tdrift) (5.9)











with a continuous noise matrix Qc and its corresponding time discrete





















Thus, the clock bias is modeled to be linearly dependent on the clock
drift which is considered a random walk with the noise statistics of
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Distribution of LOS and NLOS samples
Figure 5.3: Robust statistical properties of collected GPS pseudorange
residual samples under LOS and NLOS conditions from a u-blox LEA-4T
receiver. Apparently, the statistical properties of both sets {z}LOS and
{z}NLOS are significantly different. The influence of the clock bias has
been compensated.
σ2drift over time.
Every time, a new clock bias is available from the LS solution of the
{z}LOS set, the KF is updated and the new estimate is used to correct
all observed pseudoranges. Otherwise, if no LS could be performed,
the predicted filter state is used which is available at any time.
In order to exploit as much information as possible from the received
pseudorange samples, in this work, the second option was chosen. After
the pseudoranges were corrected for the clock bias and the ionospheric and
tropospheric delay by (5.7) the residuals are available and the statistics
can be derived.
Derivation of a Probabilistic Model
For both sets the histogram of the residual errors is shown in figure 5.4
and figure 5.5. Moreover, a visual comparison of the statistical properties
of both sets is given in figure 5.3.
Obviously, the set {z}LOS which represents the residual errors of the
pseudoranges received under LOS conditions is well-centered and symmetric.
This complies with the initial assumptions of typical GNSS errors from
chapter 3 and can be easily approximated by a Normal distribution as
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Histogram of LOS samples
Figure 5.4: Histogram of residual GPS pseudorange errors received under
LOS conditions and averaged over all observed satellites. The residual
errors have been acquired over a rather long observation window, i.e. a
complete urban test drive. Obviously, the residual errors follow a Normal
distribution and therefore comply with the standard error model introduced
in chapter 3.

















Histogram of NLOS samples
Figure 5.5: Histogram of residual GPS pseudorange errors received under
NLOS conditions. In contrast to the LOS case, the distribution is no
longer centered and symmetric. The depicted residual error was calculated
by comparing the modelled pseudorange with the measured satellite signal.
Apparently, the received pseudoranges are longer than expected which
typically indicates NLOS multipath.
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proposed in [Viandier et al., 2008] for the usage inside of Gaussian filters
as explained in section 2.3.
For the {z}NLOS set the situation is different: The pseudorange residuals
are no longer zero-mean. Instead, the samples follow a heavy-tailed distri-
bution on the left66 which according to the deviation of (5.7) means that
the observed pseudoranges are longer than expected. Here the key insight
is that the additional delay introduced by the signal reflection under NLOS
conditions was not considered. Hence, this is an illustrative example of the
multipath problem in the pseudorange domain.
To mathematically describe the empirically observed behavior of the
sensor, a probabilistic model represented by a PDF is desirable. In general,
this model needs to be evaluable (e.g. to form the likelihood for sensor
observations or to derive weights for the PMM algorithm as shown in
section 6.2) and a method for drawing samples (required for LOS/NLOS
degradation simulation in section 7.3.3.1) has to be available as well.
In general there are two options available to statistically describe em-
pirical data; either by a parametric model or a non-parametric approach.
Both techniques are briefly explained and applied to the collected data.
Afterwards, their applicability in the scope of this thesis is discussed.
Parametric Model Performing a density estimation based on a parametric
model is a common way to represent the properties of arbitrary data
denoted by samples in a compact notation. Usually, the first step is to
select a parametric function, e.g. a Normal distribution. As this initial
choice directly influences the approximation performance, it should be done
carefully. For instance, based on the information provided by a boxplot
which does not assume any shape of the distribution at that stage, this
step can be supported. In the next step, the parameters, e.g. the mean
and covariance, for the selected function need to be estimated. In the case
of a Normal distribution, which is denoted by N (µ¯, σ¯), these parameters











(xi − µ¯)2. (5.12)
66In the work of Be´taille et al. [2013] the pseudorange residuals have been calculated
in a different way. Hence, the data in the histogram of figure 5.5 is mirrored along
the x-axis.
114
5.2 Analysis of Multipath Error




















Parametric Laplace fit of LOS samples
(a) Laplace LOS




















Parametric Laplace fit of NLOS samples
(b) Laplace NLOS



















Parametric Normal fit of LOS samples
(c) Normal LOS




















Parametric Normal fit of NLOS samples
(d) Normal NLOS



















Kernel density estimate of LOS samples
(e) KDE LOS




















Kernel density estimate of NLOS samples
(f) KDE NLOS
Figure 5.6: Comparison of several parametric and non-parametric data
fit approaches to empirical LOS and NLOS error samples. Obviously,
the data is not normally distributed and is therefore not well captured
by a parametric Gaussian. The non-parametric KDE rather well fits the
underlying data but implies a demanding representation by a large number
of Gaussian kernels. A reasonable compromise is achieved by using a
Laplace distribution.
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Table 5.3: Parameters of estimated densities to describe LOS/NLOS
Parametric PDF LOS parameters NLOS parameters
Laplace µ¯ = 1.39 m, b¯ = 3.46 m µ¯ = 0.52 m, b¯ = 9.60 m
Normal µ¯ = 0.67 m, σ¯ = 5.11 m µ¯ = 2.69 m, σ¯ = 15.19 m
For other popular parametric representations such as a Laplace distribution,






|xi − µ¯|, (5.13)
where µ¯ denotes the median of the observed samples.
Under the assumption of a Laplace and Normal distribution67 of the
observed NLOS and LOS samples, the estimated densities are presented in
the upper part of figure 5.6. The parameters are summarized in table 5.3.
Despite the rather good approximation capabilities of the Normal distribu-
tion to the LOS samples in figure 5.6(c), the NLOS samples approximation
of figure 5.6(d) is insufficient. In contrast to that, the Laplace distribu-
tion represents the layout of the underlying samples in figure 5.6(a) and
figure 5.6(b) more correctly.
Although, parametric descriptions are an efficient way—both in the
context of estimation and usage—to describe the statistical properties of
observed data, they have some important drawbacks: For instance, it has
been shown that the investigated parametric PDFs are not able to fully
cover the underlying data which is known as underfitting. Moreover, most
of the available parametric densities are uni-modal which restricts their
application to more sophisticated modeling approaches (e.g. combining
the behavior of LOS and NLOS samples within one unique PDF is not
possible in a straightforward manner). Finally, the approximation quality
is always sensitive to the initial selection of the parametric function used
for the estimation process. Consequently, expert or domain knowledge is
indispensable in order to build up empirical sensor models.
Non-Parametric Model Besides the parametric density estimation which
aims to determine the most appropriate values for a parametric function,
67The Laplace distribution was motivated by the shape of the boxplot in figure 5.3,
while the Normal distribution is usually a good starting point if no additional
knowledge is available.
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Table 5.4: KDE parameters to describe LOS/NLOS
KDE Parameter LOS NLOS
Kernel K(·) N (0, 0.84 m) N (0, 1.68 m)
Bandwidth acc. to [Scott, 2009] hkde = 0.16 hkde = 0.11
Number of kernels 8408 60687
non-parametric ways to estimate the PDF of a random variable exist as
well. For example, the KDE is a flexible—this means it does not follow
a fixed functional form—approach which depends on all observed data
points. Hence, it is not restricted to uni-modal data, nor does it require
any explicit assumption of the shape of the underlying data. The result of
a KDE is a statistical representation pˆ(x) of the underlying data denoted
















In order to achieve a good approximation behavior a suitable unscaled
kernel K(·) for each mixture component and a bandwidth parameter hKDE
need to be selected. Afterwards, this kernel is applied to each observed
sample. An extended explanation of the kernel selection and the bandwidth
computation is given in appendix A.3.
Table 5.4 summarizes the results for a KDE assuming a Gaussian kernel
with a bandwidth computation strategy according to Scott [2009]. The
lower two graphs of figure 5.6 illustrate the approximated densities of the
LOS and NLOS samples, respectively. It is clearly visible that the KDE
closely follows the distribution of the underlying samples.
The shown approach to represent the empirical sensor model by a KDE
is obviously superior to the straightforward parametric description as it
better approximates the observed samples. Nevertheless, this form of the
density estimation requires the same number of kernels as observed samples
and therefore does not scale very well. Moreover, it might happen that
the KDE is sensitive to over-fitting as it directly uses every representative
from the sample set.
In the recent publication of Rosen and Leonard [2013], a more robust
and efficient approach to estimate arbitrary noise distributions for mobile
robotics has been introduced. By making use of Dirichlet process mixture
models good approximation properties are achieved while producing com-
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putationally tractable density estimates at the same time. The presented
algorithm of Rosen and Leonard neither relies on the initial selection of any
parametric function, nor does it require using the same number of mixture
components as available samples. The application and investigation of that
technique to the problem of modeling pseudorange residual errors is left to
future work.
5.2.3 Discussion
In order to better understand multipath effects, this section aimed to ana-
lyze the pseudorange residual errors in urban areas. It therefore proposed
two practical approaches—one based on sensor hardware, the other one on
a virtual 3D city model—to classify LOS and NLOS samples from collected
real-world data. Both approaches have been implemented and were tested
on recorded data. By means of cross-validation, the recorded pseudorange
samples were robustly separated in the aforementioned classes. Moreover,
the resulting shape of the pseudorange residual PDFs is consistent with
similar experimental studies performed by Rabaoui et al. [2009], Peyret
et al. [2012] and Viandier et al. [2008].
Based on these two classes, two common methods to represented em-
pirical data in a probabilistic notation by an estimated PDF haven been
discussed. While the parametric density estimation provides only limited
approximation performance for the investigated data, the more accurate
non-parametric KDE suffers from poor performance during usage as it
directly depends on the number of considered samples. Especially the
NLOS density comprises app. 60.000 kernels which need to be evaluated
every time this PDF is used.
The results of this section, that is, the estimated PDFs for the LOS
and NLOS scenarios, are used in the subsequent chapters inside of the
PMM algorithm. Furthermore, the empirical models are validated with a
simulated multi-constellation scenario in the evaluation chapter.
5.3 Empirical SNR Sensor Model
In the previous section, the statistics of the pseudoranges in urban environ-
ments have been investigated. In addition to the pseudorange observations
itself, most of the available GNSS receivers allow to obtain information
about the signal quality represented by the SNR value as well. Apparently,
there seems to be a correlation between the SNR and the reception condi-
tions. This section aims to investigate that correlation and express it by a
PDF representation.
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As discussed in [Groves et al., 2012a], lower-elevation signals are more
likely to be blocked and reflected than higher-elevation signals. Similarly,
NLOS signals have a lower SNR value on average than direct LOS signals.
Thus, a better positioning performance may be obtained by selecting the
highest elevation and/or highest SNR signals. However, NLOS signals can
have a high elevation or SNR as well, while direct LOS signals may be
received at a low elevation or subject to attenuation. Consequently, these
simple methods can never correctly identify all of the NLOS signals by
itself.
The difficulty of finding the right threshold value for the SNR has been
elaborated by Peyraud et al. [2013]. Instead of using a fixed threshold
or a probabilistic SNR model as proposed in this work, Groves [2013]
for example suggests to use a polynomial function whose parameters are
estimated from empirical data.
5.3.1 Data Collection and Preparation
In order to derive the empirical likelihoods for open and blocked sky events
given a particular SNR value, the same low-cost GPS receiver as used for
the vehicle localization, i.e. a u-blox LEA-4T, has been used for several
data collection campaigns. During the first campaign which is described
in section 5.3.2, particular interest was to analyze the behavior of the
SNR values under clear LOS conditions. Hence, the receiver was installed
at a fixed position with good sky visibility (i.e. GPS signals were never
blocked). The second campaign covered by section 5.3.3 was focusing on
the SNR performance in urban environments with heavy NLOS conditions.
Therefore, the already recorded data samples from the CoVeL evaluation
phase have been refined and reprocessed.
5.3.2 LOS Case
The pseudorange SNR values and the satellite elevation angles were collected
during a continuous long-term measurement campaign of nine days in
Chemnitz, Germany under well-prepared open sky conditions. Table 5.5
gives an overview of the collected data and their frequency. More details
about the collected data and the scenario can be found in appendix D.
Figure 5.7 depicts the result of this static measurement campaign. The
raw data is visualized by a two-dimensional histogram showing the observed
SNR values under open sky conditions at a given satellite elevation angle.
Obviously, the expected SNR values are dependent on the elevation angle
of the emitting satellites. A more detailed look at the recorded samples
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Table 5.5: Recorded data for SNR long-term measurement campaign
Data Frequency
3D receiver position in WGS84 coordinates 1 Hz
GPS raw measurements (incl. SNR) 1 Hz
GPS clock information 1 Hz
GPS satellite position (azimuth, elevation) 1 Hz
Figure 5.7: Histogram of empirical signal-to-noise ratio for raw GPS
satellite measurements depending on elevation angle. This data was
collected during a continuous long-term measurement campaign of nine
days under open sky conditions in Chemnitz. A typical low-cost GPS
receiver (u-blox LEA-4T) was installed at a fixed position with good sky
visibility.
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Robust statistical properties of SNR depending on elevation
Figure 5.8: Robust statistical properties calculated from empirical mea-
surements presented in figure 5.7. Starting from an elevation angle of 15°
several boxplots at a 10° interval are shown.

















Figure 5.9: Assuming a Normal distribution, this figure includes the
statistical properties (mean and 1σ standard deviation) calculated from
empirical measurements presented in figure 5.7. For each elevation angle
the observed distribution of the SNR values is depicted.
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grouped by the elevation angle is given in figure 5.8. In order to analyze
the distribution of the observed samples the data was separated by an
interval of 10 ° and several boxplots have been created.
Apparently, the samples are closely distributed according to a Normal
distribution, at least starting from 45 °. In the next step, a parametric
density estimation, assuming a Normal distribution, is applied to the
samples grouped by elevation angle in the range of 0° and 90° using the
equations given in (5.12). The final result including the mean and std.
deviation is presented in figure 5.9.
With this knowledge, the open sky likelihood—which is later used inside
of the PMM algorithm—for a given SNR observation
p(SNR=s|Sky=O) ∼ N (µ, σ) (5.15)
can be calculated by evaluating the corresponding Normal distribution
with the parameters available from figure 5.9.
5.3.3 NLOS Case
The deviation of the statistics for the NLOS scenario from empirical data
is more complicated. For instance, the initially performed long-term mea-
surement campaign from the previous section did not contain any SNR
observations for blocked satellites at all. Hence, the NLOS statistics of the
SNR values under NLOS conditions formally given by
p(SNR=s|Sky=B), (5.16)
cannot be directly inferred by a similar approach.
Nevertheless, two alternative strategies have been developed to fulfill
this task: The first is based on the LOS statistics from section 5.3.2 and
some further assumptions, while the second approach uses the capabilities
of the 3D model from section 5.1 to classify the SNR observations. Both
are explained in detail below.
Deviation from LOS samples This approach assumes that even if the long-
term measurement campaign did not contain any NLOS samples, it can be
expected that due to attenuation a satellite observation received through a
blocking building or a reflection will have a smaller SNR value compared
to a directly received one [Groves et al., 2013]. Unfortunately, no other
information about the distribution of the SNR values for blocked signals
can be deduced from figure 5.9. By admitting that no further information
is available, the blocked sky likelihood is therefore approximated by a
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continuous uniform distribution formally given by:
p(SNR=s|Sky=B) ∼ U(blower, bupper). (5.17)
Obviously, the parameters blower and bupper need to be selected carefully.
The lower bound blower was identified by analyzing the already recorded
data form the comprehensive urban test drives conducted in [Obst et al.,
2012e]. It has been observed that the lowest possible value of a SNR
observation ever delivered by a u-blox LEA-4T receiver was 6 dB. Hence,
setting blower = 6 dB is proposed.
Contrary to the selection of the lower bound which was supported
by the observed data samples, it is proposed to set the upper limit to
bupper = µ − σ.68 The required parameters µ and σ are taken from the
corresponding open sky likelihood of figure 5.9 with the same elevation
angle. Later within the evaluation section, the empirical SNR model derived
by that approach is referred to SNR (lbounds).
Deviation from NLOS samples by 3D model This approach implies that
dedicated SNR observations under NLOS conditions are available in order
to constructing an empirical model. Within the validation phase of the
European research project CoVeL several hours of urban test drives have
been recorded [Obst et al., 2012e]. In total, five test vehicles were running
in parallel for five different scenarios resulting in more than 20 hours of
urban data. Obviously, this sequence includes LOS and NLOS samples at
the same time. Consequently, a preprocessing step to classify and separate
both sets was necessary. In that particular case, a ray tracing method
based on a simple 3D environment model as proposed in section 5.1 was
used to examine, whether a SNR observation was performed under open or
blocked sky conditions.
In general, the ray tracing test assumes a fixed location of the GPS
antenna on the ground plane in order to check the direct line-of-sight.
This typically results in a binary decision whether an observation was
performed under LOS or NLOS conditions, respectively. In order to
correctly consider the uncertainty of the antenna position itself (which was
taken from a u-blox LEA-4T low-cost receiver), the ray tracing test has
been repeated for different position candidate samples drawn from the PDF
of the antenna position and an overall probability was calculated. Finally,
for each SNR observation of the urban test drive a probability that this
68The upper limit was set to µ− σ as a simple approximation. In [Obst and Wanielik,
2013] other values such µ+σ haven been tested as well but did not show a significant
influence.
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particular sample has been recorded under NLOS conditions was available.
Figure 5.10(a) depicts a histogram of the classification result considering
the NLOS probability of all SNR observations. Obviously, both sets are
well separated. Nevertheless, it is still far from clear which probability
threshold tNLOS (in general any value between 0.1 and 0.9 could be valid)
should be finally selected in order to split the SNR observations either to
the LOS or NLOS set.
Although ultimately only interested in the NLOS set, the data contained
in the LOS set can be used to compute an estimate for tNLOS. The key idea
is to use the black box Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) optimizer introduced in appendix B to seek for an optimal value
for tNLOS. As an optimization criteria the similarity between the empirical
LOS distribution from section 5.3.2 now denoted by pLOS,1(s) and the
LOS samples from this section indicated by pLOS,2(s) is used. Obviously a
change in tNLOS will influence the shape of pLOS,2(s). Hence, the optimizer
repeats the adaption of tNLOS until the maximum fit between both PDFs is
achieved. The parameter vector for the optimizer Θ comprises tNLOS only.
As both PDFs are described by one-dimensional Normal distributions:
pLOS,1(s) ∼ N (µ1, σ1) (5.18)
pLOS,2(s) ∼ N (µ2, σ2) , (5.19)
a closed-form solution of the Kullback Leibler divergence (KLD)69 can be





















The rationale behind that choice is to compute the root mean square
KLD for each elevation angle in the range of 1 ° to 90 ° between both
Gaussian representations. Based on the objective function the optimizer
yields tNLOS = 0.9 which is a reasonable proposal.
In figure 5.10(b) the final classification result—in terms of counted
samples—for each test vehicle is depicted. The probability threshold has
been fixed to tNLOS = 0.9. According to the 3D model classification, the
majority of the satellite observations within the test data was recorded
under LOS conditions. This conclusion can be confirmed as the test
data contained large sequences of sub-urban and motorway sequences.
69A mathematical derivation of the KLD for two one-dimensional Gaussian distributions
is given in appendix A.2.
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Distribution of NLOS probability
(a) Histogram of NLOS probability



















(b) Number of LOS/NLOS samples
Figure 5.10: In (a) the histogram of the NLOS probability as a result of
the 3D classification is shown. Although, both sets are well separated, most
of the samples have been recorded under LOS conditions as shown in (b)
where the NLOS probability threshold tNLOS was set to 0.9 as confirmed
by the optimization step.
Furthermore, the classification result is cross validated in figure 5.11 by
analyzing the distribution of the elevation angle in both sets. The results
comply with the initial assumption that NLOS observations are more likely
for satellites having a low elevation. Finally, it is worth mentioning that now
an empirical set of SNR samples recorded under proven NLOS conditions
is available for further analysis. In the remainder of this section, these
samples are used to construct a probabilistic model of the SNR under urban
conditions.
In contrast to the LOS case, where a Normal distribution was assumed,
for the NLOS scenario a Rayleigh distribution70 is considered a more
suitable parametric choice [Kaplan and Hegarty, 2006]. Therefore, the
blocked sky likelihood is now formally given by
p(SNR=s|Sky=B) ∼ Rayleigh(σ). (5.21)
Apparently, the parameter σ of the Rayleigh distribution has to be estimated








70According to Rappaport [2004], the Rayleigh distribution is an appropriate choice for
modeling the signal magnitude of multipath signals in communication engineering.
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Figure 5.11: After setting the probability threshold to tNLOS = 0.9, the
distribution of the LOS and NLOS samples for each test vehicle can be
visualized. Apparently, there is a strong correlation between NLOS samples
and low elevation satellites.
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Figure 5.12: Based on the assumption of a Rayleigh distribution the
estimated parameter σ under NLOS conditions is shown. Furthermore,
the minimum and maximum observed samples are depicted.
The result of the parameter estimation for the SNR (rayleigh) approach is
presented in figure 5.12. In addition to the previously described approach,
a uniform distribution similar to (5.17) has been defined as well. The
parameters blower and bupper are taken from the observed minimum and
maximum NLOS sample of the recorded data. This empirical model is
coined SNR (uniform) and will be mainly used for validation purposes.
5.3.4 Discussion
In figure 5.13 the proposed likelihoods for an elevation angle of 30° are
exemplarily illustrated. For the LOS case, a Normal distribution was
selected. For the NLOS model the probabilistic representation depends on
the available data: If NLOS samples are available, a parametric Rayleigh
distribution is preferred, otherwise an uniform distribution is assumed
(which basically accounts for the fact that no knowledge is available).
The empirical SNR distribution for open sky presented in figure 5.9 rather
agrees to the expected behavior. With an increasing elevation, the SNR’s
expectation value of a measured satellite observation increases as well. This
can be explained by the fact that low-elevation GNSS measurements are
typically more subject to tropospheric disturbances and are therefore more
absorbed when arriving at the receiver antenna. The non-linearity of the
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(a) LOS SNR model with Normal distribution















SNR [dB]σ = 2
(c) Alternative NLOS SNR model with Rayleigh distribution
Figure 5.13: Proposed likelihoods for SNR model under open (LOS) and
blocked (NLOS) sky conditions. For each discrete elevation angle between
0° an 90°, such likelihoods are defined. While the LOS observations
are modeled by a Normal distribution, either a uniform or a Rayleigh
distribution describes the NLOS case.
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distribution in the elevation range between 55° and 70° may be explained
by the internal design of the u-blox LEA-4T receiver.
Finally, a lookup-table based likelihood function71 for the use inside of
the PMM algorithm is available.
5.4 GNSS/INS Sensor Integration
Besides representing the environment of a vehicle and having knowledge of
the statistics of the satellite signals, a consistent data fusion among the
GNSS observations and the in-vehicle sensor data is crucial in order to
provide a reliable positioning. For instance, in harsh environments where
in the worst case not satellite signals are visible at all, the positioning
algorithm has to solely rely on the velocity and yaw rate measurements of the
CAN bus. As both classes of sensors are typically subject to different kinds
of errors and latencies this section is dedicated to a deeper investigation.
5.4.1 Vehicular Sensors
Quite all vehicles on the road are nowadays equipped with ABS/ESC and
odometry sensors to support the driver during high dynamic and difficult
braking maneuvers. These sensors typically emit yaw rate and velocity
measurements with an update rate of 50 Hz to the in-vehicle CAN bus where
they are available to other sub-systems. Due to their broad availability
and high update rate these sensors are appealing candidates for a data
fusion with GNSSs as presented in [Bonnifait et al., 2001]. However, it
should be highlighted that these low-cost sensors—which according to the
work presented in [Groves, 2013, p. 138] belong to the class of consumer
or automotive grade sensors—are unfortunately subject to offset and scale
errors. In example 5.1 the significant influence of these errors for a dead-
reckoning application for 2D positioning is demonstrated. Consequently,
these error sources need to be addressed in a data fusion system for a
reliable vehicle positioning as proposed in this work.
In the following sections, the error characteristics of the velocity and
yaw rate observations are briefly discussed. Furthermore, strategies to
determine and describe these errors are presented and their integration
into a Bayesian data fusion algorithm is outlined.
71In fact, a MATLAB data file is generated which contains the mean, standard
deviation of the SNR distribution for each elevation angle between 1 ° and 90 °
for LOS and NLOS conditions. These values are loaded inside the algorithmic
component and used as a likelihood function during the localization process.
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Example 5.1. During the first integration phase of the European research
project CoVeL the velocity and yaw rate measurements from the CAN bus
were recorded on a circular test track as shown in figure 5.14. In order to
demonstrate the performance of these sensors, DR without error compensa-
tion (red) has been performed and was compared to a GPS-based reference
trajectory (blue). By that approach, the individual measurement samples
are integrated over time resulting in an absolute 2D position solution. The






 ωk ·∆Tvk cos(θk)∆T
vk sin(θk)∆T
 (5.23)
where vk and ωk denote the velocity and yaw rate observations at time k,
respectively. The time span since the last integration step is given formally
by ∆T and was fixed to 20 ms.
At the beginning of the test sequence indicated by (1) the initial position
variables x0 and y0 as well as the vehicle heading θ0 were exactly set to
the ground truth to ensure an appropriate starting point. Already after a
quarter of the test track distance, which was traveled clockwise, the integrated
position is off-road and significantly differs from the ground truth. At the
ending position (2), which is reached after two rounds, it is clearly visible
that the integration process was subject to typical sensor errors such as a
yaw rate bias and a velocity scale error. 
5.4.1.1 Yaw Rate Bias
The yaw rate sensors used in commercial vehicles are typically built from
small and low-cost Micro-Electro-Mechanical Systems (MEMS) sensors,
which produce a non-zero-mean noise [Groves, 2013, pp. 151]. Due to that
systematic offset or bias error, the yaw rate measurement as delivered by
the CAN bus, when used for dead reckoning, will introduce a bias in the
position estimate as proven in figure 5.14. In addition to the bias, yaw rate
sensors are subject to scale factor errors and random noise to a certain
extent as well. A comprehensive and instructive discussion of yaw rate error
characteristics can be found in [Groves, 2013, pp. 151]. In the following
text the main points are summarized solely focusing on the yaw rate bias
error ω0.
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Figure 5.14: Qualitative performance comparison of dead-reckoning (red)
to ground truth (blue). The yaw rate and velocity measurements of the
in-vehicle sensors are integrated over time for two consecutive rounds.
Obviously, the sensor is subject to an offset and a scale error.
Error Model Given the yaw rate measurement ωESP from the in-vehicle
ESP sensor, a simple yaw rate bias error model can be formulated by
ωreal = ωESP + ω0 (5.24)
where the bias ω0 contains four further components
ω0 =
pre-calibrated︷ ︸︸ ︷
ωstatic + ωtemperature +
unknown︷ ︸︸ ︷
ωrun-to-run + ωin-run . (5.25)
As the static error ωstatic is fixed each time the sensor is used, it is usually
already corrected by calibration data collected under laboratory conditions
and is therefore neglected. The same applies to the temperature dependent
term ωtemperature. The run-to-run variation ωrun-to-run changes every time
the sensor is used but stays constant throughout an operating period.
A pre-calibration step at the sensor manufacture is therefore impossible.
Finally, the bias instability represented by the in-run variation ωin-run
models dynamic changes in the range of minutes and is typically max.
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about 10 % of the run-to-run variation. By admitting that the run-to-run
variation has the most significant influence to the yaw rate bias ω0 it is
approximated by:
ω0 ≈ ωrun-to-run. (5.26)
In figure 5.15 this approximation is further justified by empirical data
collected from the prototyping vehicle Carai 1 for two representative urban
test drives. In order to generate these plots, the yaw rate measurement
ωESP,k was recorded every time k the vehicle was stopped. As proposed
in [Groves, 2013, p. 638] this stationary-condition detection is indicated
by the odometry velocity vk = 0. Under the assumption that a static
vehicle on the road should have a yaw rate of 0 rad/s, values different from
0 rad/s clearly indicate a yaw rate bias observation ω0,k. The yaw rate
samples shown in figure 5.15(a) and 5.15(b) apparently have a bias which
differs between both sequences, that is, it is supposed a run-to-run bias.
For (a) this run-to-run bias is negative, while for (b) a positive offset is
observed. Except of a few outliers in (a) the yaw rate bias is rather constant.
Consequently, the most significant contribution to the yaw rate bias is the
run-to-run variation as stated in (5.26).
Error Statistics In the previous section the run-to-run variation was iden-
tified to be the dominating part of the yaw rate bias ω0. Hence, the yaw
rate bias needs to be estimated for each test sequence again for a consistent
DR or data fusion application. In the remainder of that section, an algo-
rithm to identify the statistical properties of the yaw rate bias is proposed
and demonstrated with real-world data. In contrast to [Mattern et al.,
2011] where the yaw rate bias is estimated online by doing differential
odometry as explained in [Groves, 2013, p. 238], this algorithm is based on
post-processing.
Starting from the already recorded empirical yaw rate bias samples of
figure 5.15, the statistical properties for each test sequences are calculated
individually. The results are visualized in figure 5.16. Apparently, the
samples of both urban test sequences are distributed according to a Gaussian
distribution with a centered mean and a symmetric variation:
ω0 ∼ N (µ¯ω0 , σ¯ω0). (5.27)
After the selection of a Gaussian distribution has been justified, the em-
pirical expectation value µ¯ω0 and estimated standard deviation σ¯ω0 are
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Figure 5.15: Evolution of yaw rate bias over time for two different test se-
quences recorded under urban conditions with the same vehicle. Obviously,
the yaw rate bias error is rather constant within each sequence. However,
a significant run-to-run bias which differs between the sequence (a) and
(b) was observed.
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Table 5.6: Statistical parameters of yaw rate bias
Test sequence Estimated parameters
IV Stream N (−1.101 · 10−3 rad/s, 1.32 · 10−3 rad/s)













(xi − µ¯ω0)2, (5.29)
where n denotes the number of recorded yaw rate bias samples xi within
each sequence. The results for both streams are summarized in table 5.6.
These estimated empirical values comply with the typical bias of consumer
grade yaw rate sensor which is given to be in the range of > 5 · 10−4 rad/s
[Groves, 2013, p. 153]. Moreover, the expectation value of the yaw rate
bias is different between the selected sequences, while the magnitude of the
observed noise is rather equal.
The experiment of estimating the yaw rate bias has been repeated for
all used test sequences of this work; the complete results are presented in
appendix D.
Bayes Filter Integration In order to properly integrate the yaw rate sensor
with the GNSS hardware, the previously derived error model and character-
istics need to be considered in the data fusion algorithm. In previous work
such as [Schubert et al., 2011] the bias contribution was ignored within the
measurement model of the Bayes filter as formally given by:
ωESP,k = h(ωk, w) = ωk with w ∼ N (0, σmeas,ω). (5.30)
Nevertheless, at the same time its influence was partly72 mitigated by
an increased observation noise σmeas,ω which has been determined by an
automatic optimization process. For example, in the previous cited work—
where the same test vehicle has been used—the observation noise for the
72In fact, unmodelled biases within Gaussian distributions cannot be fully covered by
simply increasing the variance. Hence, this constitutes only an approximation.
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Distribution of yaw rate bias samples
Figure 5.16: Statistical properties of yaw rate bias samples for two repre-
sentative test sequences. Apparently, the samples of both sequences are
nearly distributed according to a Gaussian distribution.
yaw rate sensor including the bias was set to σmeas = 2.53 · 10−3 rad/s.
Consequently, if the yaw rate bias is known from (5.27), an extended
observation model for the yaw rate sensor based on (5.24) can be formulated:
ωESP,k = h(ωk, ω0, w) = ωk + ω0 with ω ∼ N (0, σ∗meas,ω). (5.31)
Now, the noise term σ∗meas,ω comprises the already known yaw rate bias
noise as well as other unmodelled errors. As both components are typically
modelled as Gaussians, the resulting observations noise is deduced by
summing up both values:
σ∗meas,ω = σbias,ω + σmeas,ω. (5.32)
By using the observation model given in (5.31) in combination with the
more precise description of the noise parameters of (5.32) an improved
handling of the yaw rate bias was proposed. For the remainder of this work,
that sensor model will be used.
5.4.1.2 Velocity Scale Factor
In addition to the yaw rate measurements, the in-vehicle CAN bus typically
also provides velocity observations of the ego vehicle acquired from an
odometry sensor. Such an odometry sensor derives the vehicle’s speed and
traveled distance by measuring the rotation of the wheels by utilizing a so
called WSS. According to [Groves, 2013, p. 237] the scale factor error is the
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dominant error source when doing odometry by using WSSs. This is due to
the fact that the velocity is derived from the radius of the wheels, which is
supposed to be fixed. However, in practice the radius is subject to different
influences such as pressure and temperature which may introduced errors
of about 1 %. Furthermore, the wear will lower the radius over the lifetime
of a tire which accounts for up to 3 % [Groves, 2013, p. 237].
Error Model To take the previously mentioned issue into account, a
straightforward error model which considers the scale factor svel of the
average host vehicle velocity vESP as present on the CAN bus can be
formulated by:
vreal = svel · vESP (5.33)
More sophisticated models which comprise the scale factors of all four
wheels are given in [Mattern et al., 2011] and [Groves, 2013, p. 674].
Additionally, in the above cited references the scale factor is estimated
on the fly as a Kalman filter state by correlating it with a GPS sensor.
In general, even low-cost GNSS sensors are proven to provide a reliable
velocity estimate under dynamic, i.e. v ≥ 10 m/s, and open-sky conditions.
Under the assumption that the sensor latencies of the WSS and the






However, (5.34) relies on the assumption that the observations of both
sensor systems are perfectly aligned over time. As the sensor are operating
asynchronously, the following steps are applied in post-processing:
1. Record odometry vESP and GNSS velocity vGNSS over time.
2. Linearly interpolate both time series and resample at fixed points.
3. Calculate velocity scale samples svel,k with (5.34) at resampled points
where v ≥ 10 m/s.
4. Estimate average velocity scale svel for each test sequence.
In table 5.7 the results for two representative urban test drives are presented.
In order to have a more reliable estimation, the odometry velocity is
compared to the GNSS velocity of the high-precision NovAtel OEMV
and the low-cost u-blox LEA-4T73 system. Apparently, for rather high
velocities, the quality of the GNSS velocity observation is independent of
73The velocity observation of the u-blox LEA-4T receiver was only available within
the Falkeplatz stream.
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Table 5.7: Estimation results of odometry velocity scale
Test sequence
NovAtel OEMV u-blox LEA-4T
Median Mean Median Mean
IV Stream 1.0126 1.0085 n/a n/a
Falkeplatz Stream 0.9917 0.9916 0.9912 0.9910
the chosen sensor. Therefore, the computed odometry velocity scale factor
is almost equal as proven for the Falkeplatz sequence.
Another interesting observation is that the velocity scale factor is signifi-
cantly different between both sequences. As both sequences were recorded
at different seasons of the year74 it can be explained by different types
of tires which were mounted on the vehicle. In appendix D, where this
experiment was repeated for the remaining test drives, this explanation is
further justified.
Despite the convenience of the presented approach it should be highlighted
that the straightforward correlation of the WSS velocity and the GNSS
velocity only works on flat terrains [Groves, 2013, p. 237]. This is because
the WSS measures the real travelled distance of the vehicle, while the GNSS
system only observes the horizontal motion. Therefore, both values may
significantly disagreed on slopes for examples. Consequently, the median
of the odometry velocity scale as presented in table 5.7 is used inside of
the odometry velocity measurement model of the Bayes filter as a constant
scale factor. By that approach, outliers introduced by the violation of the
flat-terrain constraint are mitigated to some extent.
5.4.2 GNSS Sensors
In section 2.4 the sensor latency has been identified as an important
parameter for a consistent Bayesian data fusion. Especially GNSS sensors—
which are considered the heart of this work—are subject to several latencies.
In general, the observed latency comprises the acquisition time required to
track the signals; the processing time to compute a 3D position from the
raw pseudoranges and finally, the latency introduced by communication.
Therefore, knowing or estimating the GNSS sensor latency is considered
a highly relevant topic for a reliable vehicle localization that cannot be
neglected at all. For example in the work of [Bevly et al., 2001] the effect of
74The Falkplatz stream was recorded as part of the CoVeL validation campaign in
summer 2011, while the IV stream has been recorded in winter 2012.
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the GPS sensor latency in the context of a data fusion application with INS
sensors for vehicle side slip detection is illustrated. An online estimation
approach for the GPS receiver latency which reveals a dependency on the
number of visible satellites is introduced in [Bouvet and Garcia, 2000].
In this work, two differnt GNSS receivers have been used: For the
implementation and demonstration of the robust multipath mitigation
approach presented in section 6.2, an u-blox LEA-4T low-cost receiver
was selected; its latency needs to be considered during the Bayesian data
fusion. Whereas, for the evaluation in chapter 7, a high-precision system
based on the NovAtel OEMV dual-frequency receiver was utilized. As the
latencies of both sensor systems are unknown, two different strategies for
their estimation are explained below.
Timestamping Due to its fundamental design, user positioning with
satellite navigation always yields an inherent absolute timing solution—
commonly known as time of fix—in addition to the 3D antenna position.
According to Dana and Penrod [1990] this time is usually considered rather
accurate in the range of 100 ns. Hence, it can be efficiently used to directly
derive the sensor latency if another reference clock is present. Finally, the
GNSS sensor latency compatible to the definition introduced in section 2.4
is calculated by
TL,GNSS = tref − ttof. (5.35)
The time of fix, which is usually attached to the GNSS sensor observations,
is denoted by ttof, while the reference time is indicated by tref. In order to
compute the sensor latency, the reference clock is constantly synchronize by
the Network Time Protocol (NTP) which provides a reasonable accuracy
of a few milliseconds [Mills, 1989]. Afterwards, several messages, which
contain a hardware time stamp, are collected and compared to the reference
clock. In figure 5.17 a histogram of the observed sensor latency for an u-blox
LEA-4T GPS receiver is shown. Based on the aforementioned empirical
data, table 5.8 summarizes the measured latencies for two distinct revisions
of a low-cost GPS receiver. As sensor latencies may vary over different
messages and transport channels, this process has to be repeated for each
message of interest.
Measurement Correlation Another approach to estimate the GNSS sensor
latency is to correlate it to another sensor such as the odometry wheel
speed. However, it should be considered that a reasonable low noise of the
GNSS velocity measurement is required for that. Therefore, this approach
is only suitable for high-performance GNSS systems usually used for ground
138
5.4 GNSS/INS Sensor Integration



















Histogram of ublox LEA-4T sensor latency
Figure 5.17: Empirical sensor latency of u-blox LEA-4T GPS receiver
determined by comparison to synchronized PC clock. The average latency
is TL,ublox = 51 ms.
















(a) Uncompensated sensor latency
















(b) Compensated sensor latency
Figure 5.18: Exemplarily comparison of the odometry and NovAtel OEMV
GNSS sensor velocity observations. In (a) the observations are shown as
they were recorded during the test drive. Obviously, both observations do
not agree, i.e. there is an unknown velocity scale factor for the odometry
velocity and a time offset error introduced by the latency of the GNSS
sensor. In (b) the same sequence is shown but now with a constant scale
factor and the compensated GNSS latency.
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Table 5.8: Empirical sensor latencies for GNSS receivers
Sensor Message Transport Latency [ms]
protocol Median Mean
u-blox LEA-4T PositionLLH serial 131 131
Observations serial 51 52
u-blox LEA-6T PositionLLH USB 108 111
Observations USB 148 148
truth generation. In figure 5.18 the estimated latency for the NovAtel
OEMV velocity measurement is illustrated. It is worth mentioning that in
the case of the NovAtel OEMV receiver, the velocity observation is based
on two successive positioning computations and hence the velocity latency
directly depends on the configured message frequency fpos [Nov, 2009, p.
260]. Therefore, to derive the latency of the underlying position message
the following computation has to be performed:
TL,GNSS,pos = TL,GNSS,vel︸ ︷︷ ︸
observed latency
− 2 · fpos. (5.36)
The estimated latencies can be found in appendix D.
5.5 Summary
In this chapter the behavior of several GNSS observations under open
and blocked sky scenarios has been investigated. In order to perform
that analysis, a simple 3D environmental model was introduced and used
throughout that chapter as kind of probabilistic classifier.
Section 5.2 was dedicated to an assessment of the multipath error in
urban environments and its influence the pseudorange residuals. It was
confirmed that the residual error follows a Normal distribution under
open sky conditions. For blocked sky scenarios, which is also referred to
NLOS condition, the pseudorange residuals showed a different behavior
which was obvious non-Gaussian. This evaluation at the pseudorange
level further motivates the need for a probabilistic localization algorithm
which goes beyond simple Gaussian hypothesis. Moreover, the established
probabilistic pseudorange error model under LOS and NLOS conditions is a
prerequisite for the multi-constellation simulator and evaluation presented
in the subsequent chapter 7.
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In section 5.3 the SNR value of a pseudorange observations was investi-
gated as kind of important quality indicator. It has been proven that there
is a strong correlation between the SNR and the conditions under which
a satellite signal was acquired. The main objective of this section was to
express this correlation by two dedicated empirical PDFs, one for the LOS
and one for the NLOS case, respectively. These density functions will be
used inside of the proposed PMM algorithm in order to weight the different
hypothesis according to the environmental conditions. Hence, the SNR
value can be understand as an important additional information which
should be used in any localization algorithm aiming to provided robust and
accurate results.
In the next chapter the idea of the probabilistic localization algorithm,
coined PMM, is introduced. After a brief motivation, the chapter will
present the mathematical framework. Later on, it will be shown how
additional information such as the SNR behavior elaborated in this chapter






In the previous chapter, the challenges for satellite navigation in urban
areas have been analyzed. Therefore, the influence of multipath to the
pseudorange measurements and the SNR was investigated. Based on the
observed behavior, which was deduced by comparing the observations to a
reference system, probabilistic representations for both, LOS and NLOS,
conditions have been derived.
Finally, this chapter is dedicated to introduce the key concept of an
integrated Bayesian vehicle positioning algorithm. In a first step, section
6.1 proposes the usage of a lightweight 3D model for online multipath
mitigation and localization. Afterwards, a fully probabilistic approach,
which is referred to PMM, is presented in section 6.2. The important
property of the PMM, the ease inclusion of additional information, may it
be a 3D model or a probabilistic representation of the SNR behavior, is
elaborated as well. In the subsequent section, it is shown how the PMM can
be extended to multi-constellation scenarios by implementing a hypothesis
pruning strategy. This is especially important for future applications as
more and more GNSSs become available.
The chapter concludes by showing a first working example of how suspi-
cious GNSS observations can be efficiently excluded form the localization
process leading to a more reliable positioning.
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6.1 3D Model Multipath Detection
The growing number of publications in the last years reveals that the time
was ripe for integrating a 3D model inside of a localization algorithm for an
enhanced robustness. One major reason for that is the availability of fast
computers and dedicated Graphics Processing Unit (GPU) hardware to
efficiently perform ray tracing. Moreover, the general availability of digital
map data such as OSM facilitates these approaches. However, most of the
related approaches, which were discussed in section 4.3, solely rely on high
accurate digital maps that are not available in general. Furthermore, a
consistent integration considering uncertainties—either of the 3D model or
the vehicle state itself—is often missing. The proposed approach—which
was first introduced in [Obst et al., 2012b] and [Obst et al., 2012c]—of
using a lightweight 3D model for online NLOS detection aims to avoid both
issues by
1. consequently considering the 3D model as a sensor with measurement
noise, and
2. integrating the 3D model with a probabilistic approach inside of
localization algorithm.
In this section, the proposed NLOS detection algorithm is described. Fur-
thermore, it is discussed how the result of the 3D model NLOS detection can
be integrated into standard positioning algorithms. Finally, the limitations
of this approach are explained and potential extensions are proposed.
6.1.1 Influence to Localization Algorithm
The standard algorithm for GPS positioning uses a weighted LS method to
estimate a 3D position in ECEF coordinates from a set of pseudoranges as
explained in section 3.3. The weights are usually chosen in respect to the
SNR of the measurements or the elevation angle to the satellites. Other
algorithms such as RAIM which aim to increase the integrity of the solution
are also able to propose to excluded a particular measurement from the
positioning solution [Groves, 2013, p. 491].
Based on these commonly used strategies, the 3D model-based NLOS
detection can be implemented in a similar manner. In general, the 3D
model provides an answer to the question whether a particular pseudorange
was acquired under open or blocked sky conditions. Hence, there are
two obvious solutions to incorporate this binary decision of the multipath
detection into the localization process:
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 Completely exclude suspicious pseudoranges from the observation
set. This aggressive approach may lead to less than four pseudorange
measurements, which makes a LS solution impossible under harsh
conditions.
 Modify, i.e. lower, the weights of the suspicious pseudoranges, so that
the LS algorithm puts lesser trust to this observations.
Apparently, the second options appears to be the more compelling strategy
as it implies that as much information as possible is used. However, it is
worth mentioning that even by reducing the impact of suspicious measure-
ments through decreasing the weights, the inherent modeling error—the
pseudorange error is still assumed to be zero-mean—cannot be compen-
sated. Especially for applications which required a high level of integrity
this approach is not appropriate as the impact of the NLOS pseudoranges
is still underestimated [Bauer, 2011].
Consequently, the first method—the exclusion of suspicious observations—
is pursued within the remainder of that section. It should be noted that for
standalone GPS positioning, this approach would be rather aggressive, as
it might result in too less satellites for LS positioning and therefore lead to
degraded availability. To consider this issue, a GPS/INS integration based
on the in-vehicle sensors will be proposed in order to bridge situations with
difficult satellite reception conditions. Therefore, this strict exclusion is
acceptable.
6.1.2 Ray Tracing Model Integration
The ray tracing model is limited to examine whether a direct line-of-sight
between the assumed GNSS antenna position and the satellites is present.
In order to perform this test, the theoretical signal path for each received
pseudorange is tested to intersect with the 3D environmental model from
section 5.1.2. If an intersection of a pseudorange with a building surface
is detected, the pseudorange observation is marked to be received under
NLOS conditions. For the sake of clarity, the mathematical formulation




0 if free line of sight
1 if blocked by building
(6.1)
In order to integrate the 3D NLOS detection inside of a positioning al-
gorithm, this equation is implemented as kind of filter which directly
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operates on the received pseudoranges from the GNSS receiver. This
means, that at every time step t when nz new pseudoranges denoted by
the set z1, . . . , znz ∈ {z} are received the following steps are applied:
1. Assume a particular and fixed 3D ground position of the GNSS
antenna which is denoted by puser. In order to carefully evaluate the
performance of the 3D NLOS model, the antenna position is taken
from the reference system at time t which is supposed to have an
accuracy in the decimeter range.
2. Iterate over all pseudoranges in {z} and compute the corresponding
satellite position si as elaborated in section 3.3. In the next step, the
NLOS classifier equation f3D(puser, si) is applied to the fixed antenna
position and the satellite position of the current pseudorange.
3. Based on the binary decision of (5.1) the pseudorange is marked to
either belong to the set {z}LOS or {z}NLOS.
4. Finally, the set {z}LOS is passed to the underlying positioning algo-
rithm which might be a single epoch LS algorithm, a loosely coupled
or a tightly coupled Bayes filter.
Obviously, the integration into existing positioning algorithms is rather
straightforward as the 3D model is only filtering the incoming observations.
In figure 6.1 the integration of the 3D NLOS detection is shown schemati-
cally for loosely and tightly coupled filtering. In the case of single epoch
LS solving the additional Bayes filter step is skipped.
Although, this model can be easily added to existing algorithms, it
should be emphasized again that the availability might be degraded. The
implications for the different positioning algorithms are explained below.
Therefore, all three algorithms are implemented and extended with the
proposed 3D NLOS detection model.
Least Squares As the LS algorithm does not make any assumptions on
the vehicle dynamics nor does it required any past information it is a rather
general algorithm. However, it implies that at least four pseudoranges are
available in order to calculate the 3D position and the receiver clock bias.
If the cardinality of {z}LOS is less than four, no position can be calculated.
Hence, the availability of the final position solution will be lowered in harsh
environments.
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Loosely Coupling This approach—which was first presented in [Obst
et al., 2012c]—combines the result of a LS algorithm and the 3D NLOS
detection with a Bayes filter as illustrated in figure 6.1. In general, the
integrating Bayes filter will consist at least of an observation model for the
GNSS fix and a system model which accounts for the motion of the vehicle.
Furthermore, other sensors such as the yaw rate and the velocity from the
in-vehicle CAN bus can be easily added in order to realized DR.
According to Schubert et al. [2011], the Constant Turn Rate and Velocity
(CTRV) motion model is a reasonable choice for modeling vehicle motion
for typical maneuvers when access to the CAN bus is available. Additional
candidates for modeling vehicle motion can be found in [Blackman and
Popoli, 1999]. Moreover, the CTRV model is compatible to loosely coupling
of GNSS fixes as the sensor measurements can be easily connected to the
state space. The state space
looselyx =
(
x y ϑ v ω
)ᵀ
(6.2)
comprises the two dimensional Cartesian vehicle position x and y (e.g.
in UTM coordinates) as well as the vehicle heading ϑ. Furthermore, it
contains the speed of the vehicle denoted by v and the yaw rate ω which
is needed for the CAN bus data integration. In general, the CTRV state
transition is formally given by:












For the special case ω = 0 a case discrimination is needed. Hence, the state
transition for straight motion is similar to the CV motion model [Schubert
et al., 2011]:








As the 2D horizontal position, the velocity and yaw rate states are directly
observable by in-vehicle sensors and the GNSS receiver, the measurements



















Figure 6.1: Schematic description of a loosely and tightly coupled
GNSS/INS integration method (algorithmic blocks are shown in orange).
If the 3D NLOS detection leaves less than four satellite measurements
no GNSS fix can be calculated and the loosely coupled sensor update is
skipped. For the tightly coupled approach, single pseudorange observations
are used instead of full position fixes.
model for the GNSS fix which results from the LS algorithm is given by:
gnss (x y)ᵀ = hgnss (x,wgnss) = (x y)ᵀ + wᵀgnss, (6.5)
where wgnss denotes the GNSS receiver observation noise which is taken
from the HDOP value of the LS algorithm as explained in section 3.3.1.
The dynamic observations of the CAN bus can be formulated as direct
transformations as well. For the velocity measurement it is
velv = hvel (x, wv) = v + wv, (6.6)
and for the yaw rate
yawω = hyaw (x, wω) = ω + wω. (6.7)
is used. The excluded pseudoranges identified by the 3D NLOS detection
are already considered in the LS algorithm. Therefore, no special treatment
is necessary. If the amount of valid satellites is lower than four—this
may be due to the 3D NLOS detection which actively excludes suspicious
satellites—no standalone GNSS fix can be calculated anymore and the
Bayes filter update step has to be skipped. It should be noted that in this
particular situation the estimated position accuracy and integrity is solely
depending on the prediction performance of the motion model and the
CAN bus observations which are used for the data fusion.
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Tightly Coupling One major drawback of the loosely coupling integration
scheme is that due to the rather aggressive exclusion strategy of the
proposed 3D NLOS detection method, it is likely that the number of
available pseudoranges is lower than four. As illustrated in the previous
section, the information contained within the remaining LOS pseudoranges
has to be neglected in this case.
In order to perform a tightly coupling of individual pseudoranges with
the proposed CTRV motion model an extended sensor model for the
pseudorange prediction is required. Starting from (3.5), it is obvious that
the raw pseudorange ρi delivered by a GNSS receiver is a linear combination
of the true geometric range ri, two clock errors and some additional delays
caused by the troposphere and atmosphere.
The position of the satellites needed for the measurement model can be
calculated from the ephemeris sub frames. Furthermore, the 3D antenna
position of the receiver is needed in ECEF coordinates as well. Due to the
fact that the basic CTRV state space of (6.2) only contains a horizontal
position on the earth surface, an augmented state space which contains an
additional support variable z denoting the altitude of the GNSS antenna is
needed. Moreover, the system state space needs to be extended with the
receiver clock bias ∆treceiver and a clock drift parameter ∆tdrift to predict
pseudoranges in time. Hence, the augmented CTRV state space for this









Consequently, the state transition equation of the CTRV has to be adopted
as well:
















The aforementioned model assumes a constant altitude and clock drift.
Thus, the vertical velocity of the vehicle will be constrained similar to
[Carcanague, 2012]. The clock bias is modeled as a linear process solely
depending on the clock drift parameter and the time interval.
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Finally, the pseudorange measurement model for one particular satellite
observation i is formally given by:




(xi − x)2 + (yi − y)2 + (zi − z)2 (6.11)
di = dtrop + diono. (6.12)
The predicted pseudorange comprises the geometric range ri and the
receiver clock error ∆treceiver. Furthermore, the tropospheric delay dtrop is
modeled by the Saastamoinen model while the ionospheric delay diono is
provided by either the Klobuchar model, EGNOS or IONEX.
This sensor model is now used for each pseudorange received from the
GNSS sensor and contained in the set {z}LOS. Thus, it is expressed by a
n-dimensional measurement vector ρ and an uncorrelated noise covariance
matrix R:
ρ = ( ρ1 ρ2 ... ρn )ᵀ R = diag(σρ, σρ, . . . , σρ). (6.13)
As there are this time no constraints on the minimum number of required
measurements for a pseudorange sensor update, even less than four satellite
observations can be efficiently used with this data fusion approach.
The data fusion of the vehicle velocity and yaw rate measurements is
performed similar to the loosely coupled method. Hence, (6.6) and (6.7)
are used as observation models as well.
6.1.3 Discussion and Limitations
In the previous section, the integration of the 3D NLOS detection into
typical positioning algorithms has been demonstrated. This section is
dedicated to give a brief qualitative evaluation of the different approaches
and to discuss limitations and areas of further application.
In figure 6.2 the result of the 3D NLOS detection model when imple-
mented with different positioning algorithms is presented. The particular
situation that is shown consists of a vehicle which is driving within an
urban area with buildings shadowing the direct line-of-sight to the satellites.
Obviously, the GNSS receiver acquired five pseudorange signals as indi-
cated in figure 6.2. However, two of them—marked in red—are excluded
by the 3D NLOS detection as they are obviously received by a reflection.
Hence, after applying the 3D NLOS detection the set {z}LOS contains three
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(a) Least Squares (b) Loosely coupling (c) Tightly coupling
Figure 6.2: Overview of possible integration schemes for 3D model-based
NLOS detection and its influence to the degradation of availability in an
urban scenario. Two (indicated by red) of five (green) satellite observations
are rejected due to NLOS reception conditions caused by nearby buildings.
pseudoranges.
For the LS approach this means that no position fix can be computed at
all in this situation. The last valid position and confidence—illustrated by
the blue line and circle in figure 6.2(a)—was computed before entering the
canyon. Afterwards, no LS solution is available.
On the contrary, the loosely coupled Bayes filter is still able to provide
a position solution as presented in figure 6.2(b). As the position update
has to be skipped due to the unavailability of the LS solution, the filter
estimate (red line) is solely based on integrating the velocity and yaw rate
from the CAN bus which is indicated by an increased covariance ellipse.
Apparently, this leads to a drift when compared to the ground truth.
Finally, the achieved performance of the tightly coupled Bayes filter is
presented in figure 6.2(c). It is clearly visible that by using the information
of the three remaining pseudoranges from {z}LOS the drift introduced by
the CAN bus observations is mitigated. Hence, the estimated position
(cyan) is still close to the true vehicle position. Furthermore, this approach
also has the highest level of confidence and robustness. For instance,
compared to figure 6.2(b) the risk of estimating a vehicle position which
might be inside of the buildings is significantly reduced.
It has been proven that the 3D NLOS detection can be easily implemented
as an add-on to current positioning algorithms. Moreover, it can be
concluded that the tightly coupled approach should be preferred when such
a rather aggressive exclusion strategy of suspicious satellite observations
as proposed in this section is used. Although the tightly coupled filter
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provides a compelling positioning performance in terms of accuracy and
integrity in urban areas, it has some important drawbacks that limit its
applicability to practical systems under real-time conditions:
 The performance of the 3D NLOS detection directly depends on the
accuracy of the digital map data base. If for example, a building is
missing inside of the 3D model, the algorithm is sensitive to produce
false negatives.
 The proposed implementation of the algorithm assumes that the
ground position for the ray tracing test is taken from a high-accurate
reference system in order to deliver consistent results. Unfortunately,
this prerequisite cannot be fulfilled in mass-market applications, as
there will be only one consumer-grade receiver.
Based on the aforementioned summary it can be concluded that a 3D
model-based signal validation is in general able to increase the accuracy
and integrity for vehicle positioning in urban areas. The aggressive exclusion
strategy of the 3D NLOS detection can be compensated by a tightly coupled
Bayes filter implementation. However, due to its deterministic nature, the
sensitivity to potentially outdated map data and the dependence on a high-
accurate ground position it is not considered a general-purpose approach.
Nevertheless, for selected applications such as shown in chapter 5, such a
model provides a clear benefit.
6.2 Probabilistic Approach
In this section, the theoretical background of the PMM approach which
was first published in [Obst et al., 2012a] is presented. In general, the
core idea of the proposed algorithm is similar to Generalized Probabilistic
Data Association (GPDA) which is used in vehicle tracking for multiple
objects under clutter [Schubert et al., 2012]. In the work of Dezert and
Bar-Shalom [1993] a similar idea was presented where the Joint probabilistic
data association (JPDA) algorithm used in multiple object tracking has
been adopted to autonomous navigation in robotics based on landmarks.
Again and similar to section 6.1 the main objective is to figure out which
pseudorange measurements should be used to update the vehicle state
vector and which should be skipped due to signal distortion. However, this
time no dedicated detection algorithm such as the 3D NLOS detection is
available in the first place. Thus, this task is similar to vehicle tracking
under clutter where a decision has to be made whether a measurement
should be associated to an object hypothesis or not.
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It is worth mentioning that at this conceptual stage no definition of a
particular system model or measurement model is required. Hence, the
algorithmic concept is considered flexible and generic.
6.2.1 Hypotheses Generation
At one time step, the receiver gets several pseudorange measurements
z1, . . . , znz ∈ {z}. The measurement set {z} has to be divided into two
subsets {z}LOS and {z}NLOS which contain the valid measurements and
the invalid, i.e. NLOS or outlier measurements, respectively. Unfortunately,
it is not known a priori which measurements were observed under LOS
and NLOS conditions. Thus, the algorithm defines the set of all possible
association hypotheses based on combinatorial assumptions and statistical
hypothesis testing.
From a probabilistic point of view, these hypotheses are represented by
discrete association events Ami ∈ Am ⊂ A. The subsets Am contain all
association events Ami which are based on the assumption that exactly m
pseudoranges are not subject to NLOS conditions. The cardinality of Am is





, where nz denotes the cardinality of
{z}. The maximum number of assumed LOS pseudoranges is either given
by nz or by a predefined system parameter nmax. Moreover, the minimum
number of assumed LOS pseudoranges is given by nmin. In general, to
show respect to rather harsh conditions, nmin is predefined to zero which
means that hypotheses without any LOS pseudorange are generated.
Without any further constraints, that is nz ≥ nmax and nmin = 0, the
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Figure 6.3: Generation of hypotheses as implemented in PMM algorithm.
All received nz GNSS sensor observations are either assumed to be re-
ceived under LOS or NLOS conditions. All possible combinations of these
assumptions are generated and yield the final association events.










contains all combinations for n ∈ N, k ∈ N0, n ≥ k. For instance, the com-
binations for drawing two LOS pseudoranges from a set of three observed
ones is given by
C23 =
{






= {(1, 1, 0), (1, 0, 1), (0, 1, 1)} . (6.17)
The notation Ckn[i, j] represents cj from the ith combination.
6.2.2 State Update
The core idea of the algorithm is to condition the posterior state PDF on





p(xk|Zk, Ami ) P (Ami |Zk). (6.18)
Here, p(xk|Zk, Ami ) is the conditioned posterior PDF which arises from the
standard filtering operations from section 2.1 involving those pseudoranges
which are considered to be received under LOS conditions in this particular




P (Ami |Zk) = η p({z}k|Ami ,Zk−1) P (Ami |Zk−1). (6.19)
The association probability P (Ami |Zk−1) is assumed to be independent
from previous measurements, that is, P (Ami |Zk−1) = P (Ami ). Furthermore,
according to the principle of indifference, the prior distribution of this
probability is assumed to be uniformly distributed, as there is no prior
knowledge which would justify a particular distribution for this random
variable. Thus, P (Ami ) cancels out in (6.19).
In a next step, the likelihood for the appearance of {z}k needs to be split
into several components. As defined previously, the set of pseudoranges
consists of the set of LOS and the set of NLOS observations. Assuming
independence between those sets, the likelihood can be written as
p({z}k|Ami ,Zk−1) =
LOS measurements set︷ ︸︸ ︷
p({z}LOSk |Ami ,Zk−1) p({z}NLOSk |Ami ,Zk−1)︸ ︷︷ ︸
NLOS measurements set
. (6.20)
Moreover, each of the two likelihood expressions can be split further into a
spatial and a validity part which are explained in the next section.
6.2.3 Spatial Likelihood
For the subset of LOS observations, the spatial likelihood is known from
the Bayes filter equations, i.e. the measurement likelihood p(zik|xk). As the
pseudoranges are dependent, this likelihood cannot be obtained by simply
multiplying the individual likelihoods of each pseudorange. Instead, the
pseudoranges are combined to the measurement vector zik with dim z
i
k = m
according to the hypothesis under investigation. Using the Bayes filter
equations, a m-variate Gaussian representing the predicted PDF of the
pseudoranges to these satellites is obtained. By evaluating this Gaussian
at zik, the spatial likelihood for the LOS observations is formally given by:
p(}{z}LOSk |Ami ,Zk−1) = p(zik|Zk−1). (6.21)
The likelihood term p(zik|Zk−1) will be abbreviated by Λik in the following.
As the NLOS pseudoranges are assumed to be independent, their spatial
likelihood is defined by the product of the spatial likelihoods for each single
155
6 Multipath Mitigation
invalid measurement. They are assumed to follow a uniform distribution:





where lj denotes the gate width of the measurement j. A preliminary
gating of the pseudoranges, i.e. removing measurements from {z}k which
are too far away from their predicted value, is essential for the usage of
this distribution [Llinas et al., 2009, p. 75]. Otherwise, this likelihood
would be always zero as the gate would be infinitely wide. In [Obst et al.,
2012a], where the concept of the PMM was introduced for the first time,
the gate width l was set to a fixed value of 100 m, i.e. all pseudoranges
whose deviation from their predicted value was greater than 50 m had
been removed from the measurement set during the gating step. An
alternative and more consistent method is to calculate the gate width for
each pseudorange individually based on the statistics of the predicted range
and the state vector. This can be achieved by dynamically calculating the
Mahalanobis distance for each observed pseudorange denoted by z to the
predicted measurement represented by the mean ρ and covariance P by
d(z,ρ) =
√
(z− ρ)ᵀP−1(z− ρ). (6.23)
Afterwards, only a particular threshold Pgate in terms of probability needs
to be defined for the gating step. It specifies the probability that a pseu-
dorange observation is discarded, i.e. outside of the gate. The maximum
Mahalanobis distance dmax, i.e. the gating threshold, is the argument of a
χ2-distribution function for a given Pgate:









where the degree of freedom depends on the dimensionality nz of the
measurement space. Values for x may be obtained from corresponding
tables as provided in [Bronsˇtejn et al., 2005, p. 1120].
Finally, for each pseudorange contained in the NLOS set of the current
hypothesis the Mahalanobis distance is computed according to (6.23) and





The validity likelihood P (
∨
z =
∨ |Ami ,Zk−1) defines the probability that
the particular pseudorange j was received under LOS conditions, i.e. it
is not affected by multipath, given the association event and the prior




∨|Ami ,Zk−1) for a pseudorange being received under NLOS
conditions equals 1− P (∨ z = ∨ |Ami ,Zk−1). Assuming that the validity
of all pseudoranges are independent from each other, the validity likelihood






























The validity likelihood is an important parameter in order to consider
additional knowledge during the position computation. For example, in the
general case it is simply set to the most conservative value of 0.5 for both,
the LOS and NLOS pseudoranges, which expresses that no information
whether a pseudorange belongs to a particular set or not is present. There
are several ways to incorporate more knowledge: One way is to define
fixed values for different environments, e.g. urban areas, rural road, woods,
etc. The values can be obtained by statistical analysis of test drives or
retrieved from digital map databases. Another way is to incorporate the
local environment of the receiver, e.g. buildings or trees in the surrounding,
to calculate the LOS probability for each pseudorange individually. For
instance, section 6.2.10 demonstrates how the probabilistic SNR sensor
model from section 5.3 can used inside of the validity likelihood to increase
the reliability. Furthermore, it is worth mentioning that the validity
likelihood can be also adopted to include the 3D NLOS detection model as













Figure 6.4: System architecture of proposed PMM algorithm. The Bayes
filter predicts its internal state on the reception of new pseudorange mea-
surements. Afterwards, several hypotheses are generated which are in-
dividually updated by a standard Bayes filter update step. Finally, the
updated state hypotheses are incorporated through a Gaussian Mixture and
approximated by moments matching to a single Gaussian.
6.2.5 Association Probabilities
Inserting these spatial and the validity likelihoods from the previous sections
into (6.20) gives the overall likelihood for a particular association event:







l−1j (1− P jV)
)1−Cmnz [i,j]
(6.26)
From this, the final association probabilities given a hypothesis can be
determined to
P (Ami |Zk) = η p({z}k|Ami ,Zk−1), (6.27)







By inserting these probabilities in (6.18), the final state estimation repre-
sented by a Gaussian mixture of the corrected states from each hypothesis





Apparently, the result of (6.18) is a Gaussian mixture that fully represents
and weights all hypotheses according to the association probability. How-
ever, a Gaussian filter implementation such as the UKF requires the belief
density for the next filtering step to be a single Normal distribution (please
compare (2.4) and section 2.3 for the requirements of Gaussian filters) in
order to draw new sigma points.
Thus, in the last step of the PMM algorithm the mixture has to be
approximated by a single Gaussian PDF denoted by N (xˆk|k,Pk|k). Ac-
cording to Bar-Shalom et al. [2004] this step is called moment matching.
Obviously, this step is rather critical as it might result in approximation
errors when the underlying Gaussian mixture density is not Gaussian at
all. For instance, this might happen if the mixture components are too far
away75 and thus no consistent single umbrella Gaussian can be identified.
According to the work presented in [Ristic et al., 2004, p. 26] the mixture























for the covariance matrix. Here, xˆ
Ami
k|k denotes the expectation value and
P
Ami
k|k the covariance matrix of the updated state based on the hypothesis
Ami .
Another approach sometimes used in literature is to solely select the
mixture component with the highest weight. Under the assumption that
the individual mixture components are Gaussian itself this directly yields
a single Gaussian PDF representation. In a subsequent example, both
techniques are compared.
Example 6.1. In this example the moments matching by equation (6.29)
and (6.30) to approximate a Gaussian mixture by a single Gaussian should
be illustrated. For the sake of clarity a Gaussian mixture containing only
two components is used.
75In [Bar-Shalom et al., 2004, p. 57] an upper bound for the distance between the
means of the mixture components is proposed with two standard deviations.
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The Gaussian mixture as delivered by the PMM is given by two Normal
distributions and their according weights (in the case of the PMM these are
the association probabilities):
p(x) = ω1N (µ1,P1) + ω2N (µ2,P2) (6.31)






















while the weights are set to
ω1 = 0.7 ω2 = 0.3. (6.34)
In figure 6.5 a contour plot of the Gaussian mixture that represents the PDF
of a two-dimensional vehicle position is illustrated. Obviously, both mixture
components are rather far apart. After applying the moments matching











is available. The resulting contour plot is shown in figure 6.6. It should
be emphasized that due to the two well-separated modes of the underlying
Gaussian mixture the approximation by a single Gaussian is not optimal.
Nevertheless, this approach is more conservative and thus more consistent,
than just taking the mode with the highest weight. Therefore, this approx-
imation technique was selected for the implementation of the PMM for
reliable vehicle positioning. 
6.2.7 Bayes Filter Integration
According to figure 6.4 the PMM is foreseen to be integrated with a Bayes
filter implementation in order to predict the system state in time. For each
input measurement vector hypotheses, a dedicated prior density will be
available. After performing the Bayes filter update step, the measurements
are integrated and the posterior is available as a Gaussian mixture.
In general, the PMM can be used with any appropriate vehicular motion




















Figure 6.5: Mixture components as delivered by PMM after hypotheses
update. Both mixtures components are rather far apart and have a consid-
erably weight. Hence, the Gaussian mixture represents a PDF with two
proper modes. In order to perform a next Bayes filter update step, this









Result of moments matching








Figure 6.6: Single Gaussian representation as a result of moments match-
ing for a Gaussian mixture. Although, the single Gaussian only partially
captures the statistics of the underlying Gaussian mixture from figure 6.5
it is more consistent than just taking the mode with the heights weight.




implemented the CTRV model from (6.3) is a reasonable choice. On the
other hand, less sophisticated motion models such as the CV model can be
used as well. Especially when no further sensor information is considered
within the data fusion simpler models are reported to provide more stable
state estimates [Schubert et al., 2011].
In order to demonstrate the efficiency of the proposed PMM algorithm it
will be evaluated in a first step by solely integrating the GNSS observations
with the vehicle motion model. The measurements from the CAN bus are
deliberately omitted to ensure that the positioning performance is merely
evaluated based on the pseudoranges and the algorithmic concept of the




x y ϑ v
)ᵀ
(6.36)
where x and y describe the horizontal position of the vehicle with local
Cartesian coordinates. The heading ϑ contains the direction the vehicle is
driving and should be equal to the attitude for normal driving maneuvers.
Additionally, this state space model contains the velocity v.
The CV state transition equation which describes how the system state
evolves from one time step k to k + 1 denoted by Tk is







Based on the summary provided in section 6.1.3 the tightly coupled data
fusion scheme was identified to deliver the best performance in terms of
availability and integrity. Moreover, as the PMM creates hypotheses within
the measurement domain it naturally applies to tightly coupling. Therefore,




x y ϑ v | z ∆treceiver ∆tdrift
)ᵀ
. (6.38)
By that approach the pseudorange measurement model from (6.12) can be
used. The state transition equation of the tightly coupled CV model with
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a constant height assumption is finally given by











Finally, the process noise parameters σa denoting the horizontal accelera-
tion, σω representing the yaw rate and σz for the velocity of the altitude
and the clock drift acceleration σc need to be specified. For the evalua-
tion presented in section 7.3 they will be derived by CMA-ES black-box
optimization according to appendix B.1.
In chapter 7 the PMM will be implemented with a similarly extended
CTRV model in order to demonstrate the performance of a data fusion
with GNSS and CAN bus measurements.
6.2.8 Implementation Notes
Although, up to now no particular Bayes filter implementation has been
defined, it is clear that the proposed PMM algorithm depends on the
Bayesian filtering framework.76 As the PMM algorithm heavily relies
on the evaluation of hypotheses in the measurement domain it is worth
to step back and think about the potential side effects for a practical
implementation. Furthermore, it should be considered that the UKF,
which was introduced in section 2.3.2, is used throughout this thesis for
the Bayes filter implementation.
Typically, if n synchronous measurements are available (e.g. the pseu-
doranges in satellite navigation) a parallel update step of the Bayes filter
with a n-dimensional measurement vector given by
z = ( z1 z2 ... zn )ᵀ (6.40)
is performed. The rationale behind this choice it to correctly describe
potential relations between the individual observations under the assump-
tion that they are statistically dependent. For example, the observations
noise matrix can be used to express further correlations by putting values
different from zero to the non-diagonal elements.
76More details about the software-supported design of the PMM can be found in
[Schubert et al., 2013].
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However, if this assumption is relaxed and the pseudorange observations
are assumed independent—as done in this work—a sequential measurement
update can be performed as well. By admitting a diagonal noise covariance
matrix
R = diag(σ1, σ2, . . . , σn), (6.41)
the posterior state can be serially updated with each observation. Thus,
receiving n pseudoranges at time k will lead to n one-dimensional update
steps which are sequentially performed. In Groves [2013, pp. 107] this
is motivated for the EKF by an increased run-time performance due to
improved computational efficiency (e.g. the number of required matrix
inversions is reduced).
For the PMM system this consideration becomes even more important
as the Bayes filter update step has to be performed for every hypothesis
(compare figure 6.4). Based on the initially created hypotheses of the LOS
measurements the prediction to the measurement space—and thus the
drawing of the sigma points—has to be performed as well. For example,
for the usual case of seven visible satellites, up to 128 hypotheses have
to be created. Obviously, these hypotheses are only combinations of
particular pseudoranges. Hence, implementing the Bayes filter for the
PMM algorithm with a sequential measurement update will significantly
improve the run time performance and contribute to the real-time capability
of the localization system. Therefore, every time the GNSS receiver provides
new measurements the following steps are performed:
1. Iterate over all received pseudorange observations, perform a one-
dimensional measurement prediction and store the result.
2. At the evaluation stage of the PMM, perform a sequential measure-
ment update of the previously stored predictions according to the
satellites contained in the NLOS hypothesis.
By that approach, the time to predict the measurements is drastically
reduced as only the minimum number of pseudoranges is considered.
In [McManus and Barfoot, 2012] a sequential measurement update for the
UKF was recently introduced. The authors demonstrated that it provides
numerically equal results under the assumption of uncorrelated measure-









Figure 6.7: Schematic illustration of degradation model which is applied
to real-world GPS measurements. It degrades the range and the SNR
of the satellite observations at once. The PMM algorithm is expected to
autonomously identify and exclude the degraded signals.
6.2.9 A First Working Example
In order to demonstrate the principle functionality and performance of
the PMM approach a brief qualitative assessment based on simulations is
presented. However, instead of doing a full virtual simulation of satellite
constellations and signals, a degradation model as depicted in figure 6.7
which introduces typical NLOS errors is applied to real-world data received
from a hardware GPS receiver. Of course, this implies that the quality of
the recorded data and the conditions under which it has been acquired are
well known to ensure an appropriate application of the degradation model.
It is expected that the PMM algorithm exactly identifies and excludes the
degraded pseudorange observations and finally fully mitigates the NLOS
errors in this controlled experiment.
As already highlighted before, the degradation model should be solely
applied to LOS satellite observations which have been acquired under open
sky conditions. The Suedring stream collected during the CoVeL validation
phase fulfills this requirement as it only contains open-sky sequences on an
urban highway where on average eight GPS satellites were visible above an
elevation angle of 15 °. Hence, already a conventional positioning algorithm
such as the LS solver will provide reasonable results when applied to
this data. At the same time the PMM algorithm is supposed to use all
available satellites and should therefore provide a similar trajectory when
no artificial NLOS degradation is performed. In the upper part of figure 6.9
these assumptions are verified: Both trajectories are almost equal and the
PMM uses all available eight satellites for positioning.
In order to verify the NLOS mitigation capabilities of the PMM approach
the same experiment is now repeated with an artificial signal degradation on
the satellites with PRN 31 and PRN 32 as depicted in figure 6.8(a). There-
fore, the pseudoranges of both satellites are modified with a constant noise
pattern derived from the empirical NLOS pseudorange residual distribution
of section 5.2 for a duration of app. six seconds. Moreover, the SNR of the
pseudorange observations is degraded according to figure 6.8(b). Evidently,
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Figure 6.8: The pseudoranges of the satellites with PRN 31 and PRN 32
which are depicted in blue have been degraded with a NLOS error according
to the empirical PDF from section 5.2. Furthermore, the SNR of these
observations was degraded according to (b).
(a) No NLOS at all
(b) Simulated NLOS
Figure 6.9: Comparison of trajectories provided by LS (blue) and PMM
approach (red) for LOS observations (a) and artificially degraded NLOS
measurements (b). Without degradation, both algorithms perform equally.
However, if NLOS errors are present the LS solution is offset towards
south while the PMM trajectory is still on the correct lane.
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the LS algorithm is directly affected by the NLOS pseudorange errors
and yields a biased trajectory as illustrated in the lower part figure 6.9.
On the other hand, the PMM is able to correctly identify these spoiled
measurements and excludes them from the positioning. By only using six
of the eight satellites the PMM generates exactly the same trajectory as in
the LOS scenario discussed before.
Finally, it can be concluded that the proposed PMM has proved to
successfully mitigate NLOS errors even in the case of more than one outlier
observation. In the presented example, the PMM correctly excluded two
erroneous pseudorange measurements which have been degraded with a
multipath error similar to an urban canyon. It is worth mentioning that
this cannot be achieved with classical consistency checks such as RAIM
as explained in section 3.7. Directly after stopping the signal degradation,
the PMM recovered to use all available eight satellites.
6.2.10 Deduction of a SNR-based Validity Likelihood
In section 6.2.4 the validity likelihood has been introduced in order to
consider additional knowledge about the generated hypotheses. Up to now
both probabilities P jV and 1− P jV were set to 0.5 for each LOS and NLOS
pseudorange to indicate that no further information is available. However,
besides the pseudoranges there are further measurements delivered by GNSS
receivers which may be used to increase the robustness of the positioning
algorithm. For instance, in section 5.3 a probabilistic model to derive a
LOS/NLOS likelihood from the SNR of the pseudorange observations has
been introduced. In this section this probabilistic SNR model is used inside
of the PMM validity likelihood77.
In the context of urban satellite navigation, a LOS measurement is one
which was observed under open sky conditions, while a NLOS observation
was measured under blocked sky, respectively. Hence, the validity likelihood
for a single pseudorange measurement zj given its SNR value s is now
described by the following probabilities:
P jV =P (Sky = O|SNR = s), open sky (6.42)
1− P jV =P (Sky = B|SNR = s), blocked sky (6.43)
In the subsequent text, these probabilities will be derived from an empirical
sensor model describing the SNR property of a GNSS receiver under open
and blocked sky conditions. Due to the binary nature of this distribution
77First ideas on this were presented in [Obst and Wanielik, 2013].
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(observation is either open or blocked sky), it is obvious that equation
(6.43) can be expressed by (6.42) as well:
1− P jV = 1− P (Sky = O|SNR = s). (6.44)
Further, by applying Bayes’ rule, equation (6.42) can be written as:
P (Sky = O|SNR = s) =
η p(SNR = s|Sky = O)︸ ︷︷ ︸
empirical opensky likelihood
P (Sky = O), (6.45)
while the normalizer constant η expresses the total probability which is the
sum of the two discrete events that the sky is open or blocked, respectively:
η−1 =
open sky likelihood︷ ︸︸ ︷
p(SNR = s|Sky = O)P (Sky = O)
+ p(SNR = s|Sky = B)︸ ︷︷ ︸
blocked sky likelihood
P (Sky = B).
(6.46)
As no further a priori knowledge of P (Sky = O) and P (Sky = B) is
available, they are both set to 0.5.
Finally, the open sky likelihood p(SNR = s|Sky = O) is taken from the
Normal distribution described by (5.15). Under the assumption of uniformly
distributed NLOS samples the blocked sky likelihood p(SNR = s|Sky = B)
is set to (5.17). Otherwise, the more appropriate Rayleigh distribution
from (5.21) should be used.
6.2.11 3D Model-based Validity Likelihood
In the previous section it was exemplarily demonstrated how additional
information—in particular the empirical SNR model—can be integrated
within the PMM framework. In the subsequent part of this section the
probabilistic integration of the 3D model from section 5.1 into the PMM is
outlined in a similar way.
In section 6.1 the 3D environmental model was used as a kind of filter
in order to excluded potential NLOS measurements from the positioning
process in the context of classical algorithms. Therefore, the position of
the individual satellites was calculated from the ephemeris data while the
ground position of the vehicle antenna has been taken from a reference
sensor system. Based on these two points a ray tracing step, to examine
whether a building is blocking the direct line of sight or not was performed.
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If the predicted ray intersects a building that particular pseudorange is
marked as NLOS and removed from the input measurement vector which
is finally passed to the positioning algorithm.
Obviously, one major shortcoming of this approach is that the PDF
describing the assumed antenna position is not considered at all. Hence,
this deterministic approach might lead to wrong detections that negatively
influence the positioning result.
In this section a probabilistic integration of the aforementioned deter-
ministic 3D NLOS model into the PMM algorithm is proposed. By that
approach, the main limitation of not considering the uncertain antenna
position, which is available from the state vector, is addressed. In general,
an answer to the question how decision algorithms—e.g the 3D NLOS
detection—can interface with filters providing uncertain state information
has to be given.
According to Gustafsson [2009], a general approach usually used in threat
assessment is based on Monte Carlo simulations. Here the key idea is to
draw a predefined number N of samples {xik; i = 1, . . . , N} from the prior
state PDF denoted by p(xk|Zk−1) resulting from the Bayes filter update
step:
xik ∼ p(xk|Zk−1). (6.47)
Afterwards, a probability for a particular event given a binary indicator
function can be computed. Basically, the probability for a free line of sight
for the j-th pseudorange at time k given the uncertain antenna position









Obviously, a drawback of the proposed approach by Monte Carlo simulation
is the potential complexity. However, it should be noted that in this
particular application the 3D NLOS detection function requires only three
quantities: x, y and z. Hence, the PDF to be sampled in (6.47) is indeed a
low-dimensional marginalized representation of p(xk|Zk−1).
Finally, the PMM validity likelihood for LOS and NLOS observations is
directly given by:
P jV = p
j
LOS, open sky (6.49)
1− P jV = 1− pjLOS. blocked sky (6.50)
By means of this approach—without any further modification to the pro-
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posed PMM algorithm itself—the 3D NLOS detection model was easily
integrated in a probabilistic manner. Moreover, the constraint of hav-
ing a high-accurate reference position available for the ray tracing was
removed. By that the applicability to online systems with mass-market
GNSS receivers is ensured.
It should be noted that the evaluation of the PMM in combination with
the 3D model is not part of this thesis. A first analysis of this approach
also considering uncertain map information can be found in [Bauer et al.,
2013].
6.2.12 Summary
Within this section the conceptual solution of the PMM algorithm—an
integrated probabilistic approach to excluded NLOS satellite observations—
has been introduced. Contrary to classical Bayes filters for satellite-based
vehicle positioning the PMM considers several hypothetical configurations
of the input measurement vector. The key idea of the PMM is to assess
the quality of the satellite signals in the measurement domain. Hence, it
represents a tightly coupled data fusion architecture. Theses hypotheses are
created in a straightforward combinatorial manner. The rationale behind
that choice is to prevent deterministic detector stages, which are usually
applied early in the refinement chain, from accidentally excluding LOS
observations from the position computation. For example, the 3D NLOS
detection from section 6.1 might exclude a valid LOS observations based
on outdated digital map data or an uncertain ground position.
In order to distinguish the measurement vector hypotheses, the PMM
introduces so-called association weights, which comprise a spatial and va-
lidity likelihood part. It has been demonstrated that the validity likelihood
can be efficiently used to include additional knowledge: In particular, a
probabilistic SNR sensor model has been implemented. Moreover, a proba-
bilistic integration based on Monte Carlo sampling of the 3D NLOS model
was demonstrated.
Although, the PMM concept is not restricted to a particular Bayes filter
implementation, it has been elaborated that an UKF in combination with
a sequential measurement update step is a reasonable choice to achieve
good run-time performance for practical implementations.
Differences to RAIM Obviously, there are certain similarities to the
concept of RAIM which was introduced in section 3.7. For example, the
initial version of RAIM intends to merely consider exactly one observation
an outlier—which is similar to a NLOS measurement in the context of urban
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positioning. As indicated in the section 6.2.1, the hypotheses generation
of the PMM can be freely configured; a configuration similar to RAIM is
achieved by setting nmax = nz and nmin = nz − 1.
Besides the limited scalability of RAIM, that integrity monitoring scheme
is solely based on self-consistency checks among the received satellite signals.
Hence, it will fail in situations when the majority of satellite signals is
obstructed which is likely to happen in urban areas as demonstrated in
section 6.2.9. The PMM algorithm on the other hand aims to solve this
issue by conducting the consistency check on the prior density which is
predicted from the state estimate of the previous time step. By rigorously
relying on Bayesian multi-sensor data fusion the reliability of the PMM
algorithm can be increased. Thus, it also works in harsh situation where
only a small number of satellite signals is available.
Finally, due to the fundamental design of RAIM, the information con-
tained within the potential suspicious measurements is not exploited at all
and therefore simply neglected.78 This limitation vanishes inside of the
PMM framework where the validity likelihood part of the NLOS observation
weight contributes to the separation process of the hypotheses. Thus, by
considering this kind of negative information within the mixture weight the
overall positioning accuracy and integrity can be considerably improved as
unlikely mixture components will decay [Thrun et al., 2005, p. 232].
Limitations As the proposed PMM algorithm is implemented on top of uni-
modal Gaussian filters, it is crucial to approximate the intermediate result
represented by a Gaussian mixture to a signal Gaussian PDF. To take this
issue into account moments matching was implemented as demonstrated
in section 6.2.6. However, under some conditions—e.g. when the NLOS
observations itself can be clustered—it might happen that the Gaussian
mixture is representing a strong multi-modal PDF. Obviously, trying to
represent this with a single Gaussian is not optimal.
Furthermore, it is worth mentioning that the number of hypotheses that
have to be considered grows exponentially with the number of received
satellite observations. Thus, the run time performance has a non-linear
dependence as well.
78This does not only apply to RAIM in particular, but to all classical Gaussian Bayes
filters such as the EKF and UKF in general.
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Figure 6.10: Distribution of available and used observations from a GPS
receiver in a typical urban environment. After the elevation cut-off angle
was applied, in the best case, only seven from ten observations are left for
the position calculation.
6.3 Application to Multi-Constellation Scenarios
The concept of the PMM algorithm was introduced in the previous section
under the assumption of a single-constellation GNSS scenario. However,
with the successful decoding of the Galileo satellite signals reported in [Falco
et al., 2012] and the first-ever autonomous Galileo fix, multi-constellation
scenarios will become standard in the near future. As the run time of the
PMM vehicle localization algorithm depends on the number of available
satellite observations an adaption for multi-constellation scenarios is re-
quired. In this section, a hypotheses pruning strategy for multi-constellation
applications is proposed. The intuition behind the hypotheses pruning is
to keep the run time of the PMM algorithm constant while still achieving
a decent level of localization performance. This step is rather important to
guarantee real-time performance for online applications.
6.3.1 Hypotheses under Multi-Constellation Scenarios
As mentioned in section 6.2.1, the PMM algorithm has a process parameter
nmax which defines the maximum number of LOS measurements during the
generation of the hypotheses. Under the assumption of a single-constellation
GNSS positioning this parameter should be set to the number of available
observations nz. In figure 6.10(a) the density representing the available
satellites in a single-constellation system for a typical urban scenario is
depicted, while figure 6.10(b) gives the density for the used satellites (e.g.
after the elevation cut-off angle was applied). It is clearly visible that
although up to eleven satellites are in theory available (which means that
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ephemeris data for these satellites has been received), only up to seven
are used on average during an urban test drive. This is caused by the
rather low elevation of some satellites in combination with temporary
shadowing of buildings and infrastructure. If now a second GNSS, for
example GLONASS or Galileo, is added to GPS the number of visible and
usable satellites will considerably increase [Viandier et al., 2009].
However, as already mentioned as one potential limitation of the PMM
algorithm in section 6.2.12, the number of generated hypotheses exponen-
tially depends on the number of received satellite signals. Hence, applying
the PMM in its presented form to multi-constellation scenarios will raise
high computational demands. Obviously, the number of generated hy-
potheses is directly dependent on the available observations nz and the
nmax parameter of the PMM algorithm. In general, the total number of
generated hypotheses is calculated by








where the constant addition of 1 denotes the null-hypothesis that all
observations are received under NLOS conditions79.
The relation between the number of input measurements and generated
hypotheses is exemplarily shown in table 6.1. In the context of a multi-
constellation application where typically up to 12 satellite observations will
be available, the straightforward approach of setting nmax to some upper
bound such as seven might not work as still too many hypotheses would
be generated. The last three columns of table 6.1 reveal that for a large
number of observations even with a proper chosen nmax the final number
of hypotheses is rather large and would prevent smooth online processing
under real-time conditions.
6.3.2 Approximation by Hypotheses Pruning
In the last paragraph, the influence of the number of available observations
to the hypotheses count was elaborated. To ensure a proper real-time pro-
cessing of the PMM algorithm a strategy to limit the considered hypotheses
is necessary.
According to Kaplan and Hegarty [2006], a particular satellite constel-
lation, and thus a PMM hypothesis, can be associated to a scalar value





itself is calculated by nz !i!·(nz−i)! .
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Table 6.1: Number of hypotheses depending on available observations
Constellation # Obs. # Hyp. nmax = 7 nmax = 8 nmax = 9
Single / Dual
3 8 8 8 8
5 32 32 32 32
7 128 128 128 128
Dual
9 512 502 511 512
11 2048 1816 1981 2036
13 8192 5812 7099 7814
relates the satellite geometry to the expected position error. In general,
small DOP values are better than larger ones.
Starting from this DOP value a straightforward approach to prune the
hypotheses generated from (6.51) is proposed: Therefore, all hypotheses
are ranked with their corresponding DOP value and sorted in an ascending
manner. For each hypothesis where no DOP calculation will be possible
(i.e. every time less than four satellite observations are in a hypothesis) a
large constant value of 100 is assumed.
Finally, the application designer or user can decide—e.g. based on
the available computational resources—how many hypotheses should be
considered by the PMM by setting the new hmax parameter. By that
approach, the most significant hypotheses—at least from a geometric point
of view—are included in the PMM algorithm calculation. Nevertheless, this
approximation may yield inaccurate results if too few hypotheses are left.
The efficiency and accuracy of the proposed hypotheses pruning strategy
will be evaluated in section 7.3.3.
6.4 Summary
In this chapter, two theoretical concepts for performing multipath miti-
gation and NLOS detection for vehicle positioning in urban areas have
been described. In section 6.1 a lightweight 3D model was described. The
integration of this model to conventional localization systems has been
presented. It was concluded that a tightly coupled approach apparently is
the most appropriate solution as the NLOS detection and data fusion are
both performed within the measurement domain, that is, at pseudorange
level.
Another major part of this chapter is dedicated to the introduction of
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a novel Bayesian localization concept in section 6.2. This probabilistic
multipath mitigation performs fault detection & exclusion, localization
and data fusion within one integrated algorithm. One main advantage
compared to existing integrity monitoring techniques such as RAIM is that
the PMM is able to reliably exclude more than one outlier observation.
Hence, in rather harsh conditions (e.g. under bridges or in tunnels) almost
all satellite measurements might be temporarily neglected. Moreover, it
was exemplarily demonstrated how additional knowledge by means of a
probabilistic sensor model can be seamless integrated.
As an additional contribution the PMM was prototypical implemented
within a typical refinement chain which comprises a multi-sensor data fusion
of GNSS and CAN bus observations. Furthermore, in order to ensure proper
real-time performance for multi-constellation GNSS scenarios an additional
hypotheses pruning stage was proposed.
In the next chapter, a comprehensive evaluation of the proposed concept
with simulated and real-word measurement data is given. Furthermore, the
prototypical vehicle localization system which comprises the PMM and a





Simulative and Empirical Results
In the previous chapters, the main contributions of this thesis have been
described: After a comprehensive analysis of the state-of-the-art and related
work, chapter 5 presented an error analysis of typical situations in denied
environments. In chapter 6, the theoretical concept of the PMM and its
practical implementation for a real-time vehicle localization system was
described. The theoretical concept of the PMM has already been examined
by a tentative evaluation under controlled conditions by artificially injecting
NLOS observations. Finally, a first hypotheses pruning strategy in order
to address the issue of increasing computational demands under rich multi-
constellation scenarios was proposed.
In this chapter, the evaluation results of the aforementioned contributions
are presented. In section 7.1, the evaluation methodology is introduced and
a critical consideration of possible performance metrics is presented. This
also includes the requirements to a trustworthy reference sensor system.
The subsequent section 7.2 is dedicated to a performance assessment of
the 3D NLOS detection model. After that, results of the evaluation based
on simulated and real-world sensor data are given. The system will be
evaluated under single constellation with GPS only and a multi-constellation
scenario which considers GLONASS as well. The chapter concludes by a
examination of a typical refinement chain for vehicle positioning in section
7.4. This includes the PMM in combination with GNSS and odometry.
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Figure 7.1: The implementation presented in this work has been evaluated
using the concept vehicles Carai 1 and Carai 2 which are available at
Chemnitz University of Technology.
7.1 Evaluation Methodology
In general, any positioning system can be evaluated based on several
performance quantities: Typically, these are the position, the velocity, the
timing and the integrity. In addition, for each of these features there exist
different performance metrics that can be used to compare algorithms and
implementations.
The evaluation section of the thesis at hand pays particular attention
to the accuracy of the position and the risk of violating the promised
integrity interval. In order to allow a comprehensive assessment for a broad
range of applications, several metrics are calculated and discussed. It is
worth mentioning that neither the vehicle heading nor the velocity will
be evaluated separately. Instead, their accuracy is indirectly assessed by
examining consecutive position solutions.
Moreover, the presented evaluation section pursues a two-fold approach:
First, the results of the proposed PMM are compared to a high-reliable
reference system. Second, the performance is evaluated against other
state-of-the-art implementations typically used for vehicle positioning. The
performance metrics are calculated for whole test sequences in order to have
sound numbers for a comparison available. Furthermore, selected sequences




In order to evaluate two important aspects, the position accuracy and the
integrity, of the reliable vehicle localization algorithm, several performance
metrics are calculated. The selected metrics comply to the preliminary
standards developed within the Satellite Positioning Performance Assess-
ment for Road Transport (SaPPART) project80. In the following text, they
are briefly introduced.
7.1.1.1 Accuracy Metrics
Accuracy metrics try to give a statistical summary of the position error a
localization algorithm achieves under typical operational conditions. The
position error itself is the difference between the true position and the
output of the algorithm/system under investigation usually expressed as a
vector in a local reference frame (e.g. vehicle frame or UTM zone).
Besides the position error originating from the localization algorithm
itself, for ADASs which typically operate under real-time conditions, an
additional component due to the output latency of the system needs to be
considered as well. This issue of sensor latencies has already been addressed
in section 2.4.1. As this evaluation was conducted in post-processing the
correlation in the time domain between the reference position and the
algorithm output is ensured.
Circular Error Probable Especially in military application the accuracy
of a positioning system is often expressed by the CEP in two dimensions.
It represents the median horizontal position error which exceeds 50 percent
of all position errors and is therefore known as 50th percentile. If the CEP
is extended to three dimensions it is called Spherical Error Probable (SEP).
According to [Novatel, 2003] the CEP is calculated from the variances of
the standard errors in x and y direction:
CEP = 0.62σy + 0.56σx. (7.1)
Although, the CEP is seldom used in research papers and scientific work,
sensor manufacturers such as u-blox usually quantify the positioning per-
formance for their hardware by the CEP.81 Apparently, the main drawback
80SaPPART is a European cooperation in science and technology which aims to
propose a unified framework for definition and assessment of performance for next-
generation GNSS-based positioning terminals. More information can be found at
http://www.cost.eu/domains_actions/tud/Actions/TU1302?.
81See u-blox LEA-6T module description at http://goo.gl/fI8PnL.
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of the CEP is that it only provides an accuracy estimate for a 50 percent
probability, that is, it is rather optimistic. Furthermore, as it only considers
the standard deviation of the errors in x and y, any systematic offset errors
(e.g. temporal uncompensated ionospheric delays) are not covered by this
metric. An extension of that measure called the CEP95 gives the radius of
a circle centered at the true position which contains the position estimate
with a probability of 95 percent. It can be roughly estimated by a circle
twice the radius of the CEP measure [Novatel, 2003].
Root Mean Square Error This metric represents a frequently used measure
to express the overall difference between the values provided by a positioning
system and the true state for a whole sequence. In this evaluation the
RMSE is used to calculate the average horizontal Euclidean distance. Hence,
based on the position error, which is the deviation between the estimated
vehicle state xˆi and the reference trajectory xgt,i, the RMSE is defined by
RMSE =
√∑n
i=1 ||xˆi − xgt,i||2
n
(7.2)
for the whole sequence represented by n samples. As the RMSE considers
all samples by its integrating approach, there is not straightforward way to
identify the impact of potential outlier observations. Thus, the RMSE is
not considered a robust metric. However, compared to the CEP it accounts
for stochastic and systematic errors.
Cumulative Density Function Both aforementioned accuracy metrics, the
CEP and the RMSE, try to express the statistical characteristics of the
position error by a standard deviation or the mean, respectively. However,
the strong assumption that the position error distribution belongs to a well-
defined parametric distribution such as a Gaussian, is often not properly
justified nor true. Hence, it might happen that these metrics do not properly
capture the true characteristics of the positioning system under evaluation.
In order to address this problem a more general approach is adopted by
utilizing the empirical Cumulative Density Function (CDF) of the position
error. Based on this CDF, particular percentiles which are of interest to




7.1.1.2 Integrity Interval Metric
The integrity interval or protection level is an output parameter of a
positioning system which statistically bounds the error of the position with
a specified (preferred high) probability. In the context of reliable vehicle
positioning that means that the the actual position error achieved by the
localization system should be within the promised integrity interval. The
event of exceeding the integrity interval is often associated with increasing
the risk of violating the protection level. It is worth mentioning that the
target integrity risk is application-specific and in general not known to the
localization system.
Deriving an integrity measure is straightforward in the context of a Bayes
filter. As Toledo-Moreo et al. [2008] have shown, the state covariance matrix
P can be used for that. In general, P represents the level of confidence that
the Bayes filter has in its own state estimates. Similar to [Toledo-Moreo
et al., 2008], the main interest of the integrity evaluation in this work is to
assess the horizontal position represented by the x and y components of
the state vector x. Therefore, a sub-matrix Pxy is extracted from P which












In the next step, a scalar indicator defining the integrity interval λmax
which bounds the maximum value of the horizontal position variance is
derived. As demonstrated in [Toledo-Moreo et al., 2008], λmax is computed












+ σ4xy − σ2xσ2y. (7.4)
For a reliable positioning algorithm, the number of solutions outside the
estimated integrity interval λmax should be rather small (i.e. a low risk
of violating the protection level). For example, taking the 3σ measure
yields that 99.7% of all possible solutions shall be within the estimated
interval. In that particular case, the upper bound is defined by 3
√
λmax.
Obviously, the selection of the sigma interval directly depends on the final





which neglects the cross-correlation of the x and y components. During evaluation,
it turned out that the aforementioned equation was rather pessimistic. Therefore,
the proposal of Toledo-Moreo et al. [2008] has been adopted in this thesis.
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application. For instance, safety related applications may rely on high
integrity 5σ intervals [Toledo-Moreo et al., 2008].
If for a particular test sequences the required percentage of position errors
is not within the interval, this is a rather significant indicator for a model
violation. This may instantly happen if NLOS measurements are used in
a least squares solver or Bayes filter without proper multipath handling.
For the sake of completeness, the average of the estimated protection level
denoted by PL3 is calculated for the whole test sequences as well. Moreover,
the empirical CDF of the achieved protection level is given.
7.1.2 Providing a Reliable Ground Truth
For a comprehensive quantitative evaluation of a positioning system as
presented in this work, a reference trajectory which is often called ground
truth is required. The ground truth—which is supposed to represent the
true state of the system—is used for the calculation of the aforementioned
performance metrics. Typically, the ground truth is generated by a high-
accurate reference sensor system such as a dual-frequency GNSS receiver.
For the sake of compactness, the requirements for a ground truth system
are the same as for a positioning system but with higher demands:
Availability In order to assess the system under evaluation at every time
step and even under difficult conditions, an availability of the ground
truth of almost 100 % is required. Usually this is achieved by utilizing
multi-constellation receivers and tightly coupled GNSS/INS systems
with tactical-grade IMUs.
Accuracy Today, an accuracy within the decimeter range can be achieved
by using dual-frequency receives in combination with RTK. By that
approach, also the ionospheric error can be almost compensated. In
situations with limited GNSS signal availability the ground truth is
stabilized by the IMU sensor.
Update rate As the system under evaluation and the ground truth are
typically not synchronized, a manual synchronization has to be per-
formed in order to correctly correlate both measurements over time.
A common practice is to interpolate (post-processing) or extrapolate
(online use) the reference trajectory exactly to the point in time of
the system under evaluation. In order to keep the interpolation errors




(a) NoVatel OEMV receiver (b) Choke ring antenna
Figure 7.2: NovAtel hardware for providing a reliable reference trajectory.
It consist of a dual frequency GNSS receiver (a) with RTK and SPAN
support as well as a choke ring antenna (b) for improved signal reception.
In the subsequent text, the used reference sensors and the hardware setup
are briefly introduced. Furthermore, an additional refinement strategy to
improve the quality of the ground truth in harsh environments is presented.
7.1.2.1 Reference Sensor System
Initially a Leica GPS1200 system with RTK support was used to obtain the
ground truth. During the first test drives, as reported in [Obst et al., 2011c],
it proved that this receiver configuration showed frequently outages of RTK
solutions and rather long convergence times in difficult receptions conditions
(e.g. caused by trees and traffic signs). As a result, only 40 % of the
recorded track data could be used for evaluation purposes. Hence, the Leica
system was replaced with a NovAtel OEMV tightly coupled GNSS/INS
Synchronized Position, Attitude and Navigation (SPAN) solution with RTK
technology. In general, this setup provides a reliable and accurate position,
velocity and attitude with data rates up to 100 Hz. The NovAtel OEMV
system, which is depicted in figure 7.2(a), is equipped with a high sensitivity
dual frequency receiver and a choke ring antenna (see figure 7.2(b)) for
robust multipath rejection. It is able to calculate a navigation solution by
resolving ambiguities in GPS and GLONASS signal phases and can deliver
user positions with accuracies within a few centimeters.
7.1.2.2 Sensor Configuration
As the ground truth system and the vehicle positioning under evaluation are
based on satellite navigation, both systems require an appropriate antenna
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Figure 7.3: Geometric arrangement of reference and evaluation antenna
on the prototyping vehicle. Both antennas are shifted in x-dimension
compared to the vehicle origin (rear axle) at vehiclex = 0, vehicley = 0.
to receive the satellite signals. For example, the u-blox LEA-4T receiver uses
a low-cost patch antenna, while the NovAtel OEMV system is connected to
a choke ring antenna as shown in figure 7.2(b). Obviously, both antennas
cannot be installed at the same physical position at the test vehicle as
they might significantly influence each other (e.g., the huge choke ring
might shadow the patch antenna). Therefore, the antennas were installed
with a sufficient distance on the roof of the test vehicles as illustrated in
figure 7.3. However, it is worth mentioning that by this approach both
systems have a systematic error, which needs to be considered within the
evaluation. Some authors intend to address this problem by using just
a single antenna. For instance, in the evaluation of EGNOS presented
in [Ali et al., 2012], the authors propose to use a passive RF-splitter
to multiplex the received satellite signals between the reference receiver
and the receiver under evaluation. Although, this approach removes the
systematic bias between both systems, it introduces another issue: Based
on the selected antenna, the low-cost receiver may either benefit from the
multipath mitigation performance of the choke ring antenna, or the ground
truth system will suffer from the limited performance of the low-cost patch
antenna.
Within the evaluation presented in this thesis, the known offset ∆xantenna
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Table 7.1: Reference sensor properties in Carai 1 and Carai 2
Feature Carai 1 Carai 2






Update rate 50 Hz 50 Hz
Antenna x-offset 0.1 m 0.1 m
between both GNSS systems is handled by a dedicated coordinate trans-
formation before performing the calculation of the performance metrics.
In table 7.1 the properties of the two different reference sensor systems
available in the prototyping vehicles Carai 1 and Carai 2 are compared.
The vehicle origin83 in absolute UTM coordinates is calculated by a
translation and rotation of the measured antenna position by the GNSS
receiver as depicted in figure 7.3:
UTMx = GNSSx− cos(θ) ∆xantenna (7.5)
UTMy = GNSSy − sin(θ) ∆xantenna, (7.6)
where ∆xantenna denotes the antenna offset in x-direction according to
the vehicle coordinate frame and θ represents the vehicle heading. If
the results of two different antenna positions should be compared the
measured positions are therefore consequently transformed to the global
UTM coordinate system respecting the x-offset caused by the different
mounting position.
It should be noted that in the case of Bayesian filtering, the offset
compensation of the evaluation antenna is usually done in the measurement
model. The final estimated vehicle position is therefore already correctly
transformed according to the vehicle origin and no further correction at
the evaluation step is necessary.
83For an easy application of vehicular motion models, the vehicle origin is assumed
above the middle of the rear axle.
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7.1.2.3 Improving Performance by Post-Processing and Smoothing
In section 7.1.2.1 the ground truth system based on expensive GNSS sensors
has been introduced. However, even high-performance reference sensor
systems do not always meet the requirements that are necessary for a
consistent algorithmic evaluation. For example, under bridges or in deep
urban canyons the satellite signal reception is limited which forces the
reference system to solely rely on the IMU measurements. If the period
of signal outage is too long, the initially mentioned accuracy of a few
centimes cannot be guaranteed anymore. Consequently, the assessment of
the particular localization system under evaluation is aggravated as well.
In figure 7.4 the overall availability of the reference sensor system for a
typical urban test drive in Chemnitz is summarized.
To overcome the limitation of the degraded availability a typical approach
is to apply algorithms in post-processing to refine the reference trajectory.
For instance, in [Be´taille et al., 2008] the quality of the reference trajectory
was improved by smoothing in post-processing84.
For the evaluation at hand, a comparable approach by applying a
Bayesian smoothing algorithm has been used. Furthermore, the in-vehicle
velocity and yaw rate measurements were integrated in order to stabilize
the reference trajectory. The used smoothing algorithm was implemented
with a forward-backward Unscented Kalman Smoother (UKS) [Julier et al.,
1995]. In general, this nonlinear smoothing technique comprises three steps:
a forward filtering which is similar to a classical Bayes filter, a backward
filtering which starts at the last sample and uses an inverse system model,
and a final step which combines the PDFs of both aforementioned filter



















With this approach the availability of the reference system for a target
accuracy of 20 cm was increased from 64 % to almost 100 % in the case of
the IV Stream. For the other streams, a similar value has been achieved.
More information and implementation details can be found in [Bauer and
Obst, 2013].
84Although, smoothing is traditionally only used for post-processing applications,
new smoothing frameworks, which can be applied to online scenarios as well, are
evolving [Kaess et al., 2012].
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Figure 7.4: Quality of reference trajectory for an urban scenario. For the
complete trajectory (yellow) the availability of the reference system with
a required accuracy of 20 cm was merely at 62 % (green). This data was
first presented in [Bauer and Obst, 2013].
7.2 3D Multipath Mitigation
In this section the performance of the deterministic 3D model which was
introduced in section 6.1 is investigated. Although, the application of the
proposed environmental model to real-time localization systems which are
solely based on low-cost GNSS receivers is considered critical, this 3D model
is an appropriate choice for classification tasks as done in section 5.2.1.2.
Furthermore, the straightforward implementation to classical positioning
algorithms as demonstrated in 6.1.2 justifies a deeper look inside of the
additional performance in terms of accuracy and integrity which can be
exploited by using a 3D model as kind of filter for the received satellite
observations.
In a first step, the detection performance of the 3D model is evaluated.
Afterwards, an analysis of the impact of the 3D NLOS detection to the
positioning error is presented.
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7.2.1 NLOS Detection Performance
Obviously, the localization performance can only benefit if the NLOS
detection algorithm is able to robustly identify which satellite observations
have been received under open sky conditions and which have been reflected.
Therefore, in this section the detection performance on pseudorange level
of the deterministic 3D NLOS detection is solely examined. As the 3D
model-based detection is based on a ray tracing approach its performance
directly depends on the following three parameters:
 The accuracy of the vehicle’s antenna position on the ground plane.
 The assumed position of the satellites in space.
 The accuracy and level of detail of the used 3D models.
As the antenna position is taken from the ground truth system for this
evaluation it is assumed to be perfectly known and should not influence the
result. For the position of the satellites in space, the accuracy provided by
the broadcasted ephemeris data is assumed accurate as well. This is due
to the fact that small errors of a few meters in the satellite position will
not influence the ray tracing due to its rather larger distance from earth
to space. In contrast to the aforementioned parameters, the accuracy of
the used 3D models is critical. For instance, if the foot print of a building
model is assumed too close to the vehicle antenna, the 3D NLOS detection
might produce a false positive detection and therefore unnecessarily exclude
a valid satellite observation.
Although, the exact accuracy of the digital map data is not known, a
rough estimate of the quality of the data is usually available. For example,
in the case of OSM data, which was used for the building foot prints in
this work, an average accuracy of app. 5 m for urban conditions can be
expected as proven in [Helbich et al., 2012]. A straightforward approach
to consider the uncertainty of the digital map data throughout the ray
tracing is to extrude the virtual ray in such a way that it finally represents
a cylinder [Obst et al., 2012b]. The diameter of the cylinder dray directly
represents the quality of the digital map data. For instance, in the case
of perfect 3D models, it is simply set to zero and a classical ray tracing
is performed. On the other hand, if OSM data is used a value of 5 m is a
more appropriate choice. The influence of this parameter will be examined
below as well.
In order to perform a sound evaluation a large number of satellite
observations is required. Therefore, a dual-constellation GNSS receiver
which was able to receiver GPS and GLONASS signals at the same time
was used during an urban measurement drive. The received pseudoranges
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were filtered by the 3D NLOS detection and the resulting measurement
set was compared to the ground truth which was generated similar to the
methodology presented in section 5.2.1.1. Finally, the total number of
correct, missing and false positive detections for the whole test drive and
different values of dray are calculated.
Table 7.2 shows a summary of correct, missing and false detections for
different values of the ray diameter dray. For a value of 0.0 m this model
is similar to the simple ray tracing method described in section 6.1. Even
if there are about 93 % of successful detections, app. 7 % are completely
missed. If the ray diameter parameter is increased—which means the digital
map data is assumed more uncertain—the missing detections get lower at
the expense of more false positives. Figure 7.5 shows the distribution of the
performed detections for a sequence from the urban test drive. Within the
interval of the first 25 seconds it can be seen that the 3D NLOS detection
produced a number of false positive detections, which are obviously caused
by inaccurate map data. However, it is worth mentioning that with a
value of dray = 5 m the number of missing detections could be significantly
reduced. Theoretically, this should result in a more robust positioning
solution as now almost all suspicious observations are removed before
calculating the user position.
7.2.2 Impact to Positioning Error
Within the previous section the basic NLOS detection performance of
the 3D model was investigated. It turned out the quality of the digital
map data has to be considered in order to realize a robust classification
process which is characterized by a low number of missed detections. In the
subsequent text, the influence of the 3D model to the positioning error will
be examined. Therefore, a classical LS algorithm which directly uses all
received satellite observations from a low-cost GPS receiver is compared to
a LS approach which utilized the 3D NLOS detection. For both approaches
the horizontal position error and the corresponding protection level, which
Table 7.2: Percentage of correct, missing and false positive detections
Ray trace diameter dray Correct Missing False positive
0.0 m 93.3 % 6.7 % 0.0 %
1.0 m 88.8 % 0.3 % 10.9 %
5.0 m 84.0 % 0.2 % 15.8 %
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is calculated according to (7.4), is given.
In figure 7.6 the positioning error and the estimated protection level for
a GPS-only localization algorithm under urban multipath conditions is
shown. Apparently, the GPS receiver was subject to multipath during the
first 30 seconds which led to an impressive positioning error of app. 50 m.
At the same time, the LS algorithm underestimated the promised integrity
level which was more or less constant of the whole period of time.
Figure 7.7 illustrates the same results for a GPS algorithm with integrated
3D NLOS detection. It can be seen that with the NLOS exclusion algorithm,
the protection level is more dynamically, i.e. it adapts to local conditions
and correctly detects the multipath. Furthermore, the number of outlier
positions decreases as well. For the whole sequence the RMSE dropped
from 21.4 m to 12.2 m when the proposed 3D NLOS detection is used. At
the same time the situations in which the present positioning error was
bounded by the estimated protection level increased from 68 % to 99 %.
7.3 Probabilistic Multipath Mitigation
In this section the results of the PMM algorithm evaluation using the
metrics introduced in section 7.1.1 are presented. To better assess the
achieved results, the PMM algorithm is compared to several state-of-the-
art implementations of localization algorithms. In particular theses are, a
classical single-epoch LS solver, a loosely coupled Bayes filter which fuses
the LS results with a CV motion model, and a tightly coupled Bayes filter
which performs data fusion in the pseudorange domain.
In a first step, the PMM algorithm is examined in its most basic form as
state in section 6.2 with a CV motion model. Afterwards, a benefit analysis
of using additional information in terms of the probabilistic SNR sensor
model from section 5.3 is presented. Moreover, a performance comparison
under multi-constellation conditions is given. Finally, the PMM algorithm
is assessed in a more complex data fusion setup where in-vehicle velocity
and yaw rate measurements are used in combination with a CTRV motion
model and the IONEX correction model.
7.3.1 Multipath Mitigation without Additional Knowledge
The PMM algorithm has been applied to different urban scenarios and was
compared to other relevant localization algorithms. In order to conduct an
evaluation, which is as application independent as possible, the performance
metrics from section 7.1.1 were calculated and compared. Moreover, a
qualitative evaluation of the multipath mitigation, which considers some
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Figure 7.5: Classification result of 3D NLOS detection algorithm for an
urban test drive. A ray diameter dray of 5 m was configured.
Figure 7.6: Position error and protection level for GPS-only solution.
Figure 7.7: Position error and protection level for GPS solution with 3D
NLOS detection. The number of outliers was drastically reduced.
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Table 7.3: Used parameters and noise terms for PMM evaluation
Parameter Description Value
σa Acceleration process noise 8.0 m/s
2
σω Yaw rate process noise 0.75 rad/s
σz Altitude velocity process noise 0.2 m/s
σc Clock drift acceleration process noise 8.0 m/s
2
Pgate Gate probability for outliers 0.05
P jV Validity likelihood 0.5
σmeas,p Pseudorange measurement noise 10 m
particular scenarios, will be presented. It should be noted that the results
presented in this section are solely based on the raw pseudorange mea-
surements and the data fusion with the CV motion model as described
in section 6.2.7. The rationale behind this choice is to demonstrated the
potential of the proposed algorithmic approach without relying on any
other sensor information (e.g. from the environment or the in-vehicle CAN
bus).
For the subsequent evaluation the process and noise parameters, which
are summarized in table 7.3, were used. The pseudorange observation noise
σmeas,p has been chosen accordingly to [Groves, 2013, p. 595] which is a
suitable conservative value for most applications. The process parameters
were derived from a CMA-ES optimization as presented in appendix B.1
based on the cost function represented by (B.12). The parameter opti-
mization was performed on the first five minutes of the IV Stream which
represents an urban scenario with different driving maneuvers.
First Qualitative Analysis
A first qualitative assessment of the performance of the PMM algorithm
is presented in figure 7.8. Here, a scatter plot of the achieved trajectory
for the urban test trail around the Mercure hotel Chemnitz85 is shown. It
includes the ground truth, the results of a loosely coupled Bayes filter and
the trajectory of the PMM algorithm. The prototyping vehicle Carai 1 was
driven for app. 36 minutes along a road junction several times. Within
that area a large number of tall buildings (especially the Mercure hotel)
were present which caused a high number of GPS signal occlusions and
85In related work such as [Su¨nderhauf, 2012] this is referred to Chemnitz City dataset.
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reflections.
Apparently, the conventional Bayes filter estimate (depicted in blue)
is strongly biased compared to the ground truth (green) and has a large
number of significant outliers. On the contrary, the PMM algorithm (red),
which used the same type of input data, yields a smoother and more accurate
trajectory. Compared to the conventional Bayes filter, the proposed PMM
algorithm successfully removes excessive outliers larger than 10 m and is
therefore considered more robust against multipath effects.
The outliers in the positioning domain have been removed by au-
tonomously identifying and excluding the suspicious pseudorange mea-
surements based on the hypothesis approach of the PMM algorithm. In
figure 7.9 the total number of available and finally used satellite observa-
tions over time is shown. The available satellites comprise all pseudorange
observations received by the u-blox LEA-4T receiver from satellites with a
elevation angle higher than the typical elevation cut-off angle of 15 °. The
number npmm of utilized satellites for the PMM is derived by approximating
(i.e. ceiling) the average of the cardinality of the LOS sets of all available









Apparently, the PMM algorithm is able to reliably exclude up to five
suspicious pseudorange observations from the localization process for this
particular test drive as depicted in figure 7.10. For instance, around the
time of 500 seconds, the PMM algorithm only used five of the seven available
satellites for a duration of app. 100 seconds. The remaining two satellites
are classified as NLOS.
In [Su¨nderhauf et al., 2013b] a similar behavior has been observed with a
factor graph-based approach on the same data set. There, for almost every
position along the vehicle trajectory at least one satellite observation has
been rejected as well. However, it is worth mentioning that the proposed
PMM approach evidently has a more aggressive exclusion behavior as
proven in figure 7.10(b).
Quantitative Analysis
In the previous section a first analysis using the Mercure test stream was
presented. In the following text, the IV measurement stream, which was
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Figure 7.8: Estimated vehicle trajectory from real-world data in an urban
scenario (Chemnitz City data set, Hotel Mercure). The conventional
Bayesian filter estimate (blue) is sensitive to multipath outliers. With the
proposed probabilistic multipath mitigation algorithm (red), the positioning
performance can be significantly improved.
Figure 7.9: Comparison of number of used satellites for Bayes filter results
with and without multipath mitigation. When using multipath mitigation
suspicious observations are autonomously excluded.
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(a) Available satellites in IV stream
















(b) Excluded satellites in IV stream
Figure 7.10: For a typical urban scenario where six to seven satellites are
visible the PMM shows the illustrated exclusion behavior. In rather harsh
conditions, up to five satellites might be excluded.
initially collected for the work presented in [Obst et al., 2012b], is used for
giving a comprehensive quantitative evaluation.
A visual comparison of the positioning performance for a particular urban
sequence inside of this stream is shown in figure 7.11. The trajectory of the
PMM algorithm is compared to a conventional tightly coupling approach
(a) as presented in section 6.1.2. Obviously, the buildings next to the road
are causing erroneous pseudorange measurements that lead to an inaccurate
tightly coupled result. On the contrary, the PMM algorithm (b) is able
to detect and mitigate these errors and keeps the trajectory on the road.
Again, it is worth mentioning that this improvement was just realized by
the autonomous identification and exclusion strategy of the PMM.
Figure 7.12 illustrates the horizontal positioning error (blue curve) and
the estimated protection level (red area) from the LS solver. As no ad-
ditional filtering is applied, the protection level is directly connected to
the number of visible satellites and their geometric constellation. Due to
the fact that the LS solver does not exclude any NLOS measurements,
there are large positioning errors (e.g. at time step t=180 s and t=310 s).
For the loosely and tightly coupled filter which are shown in figure 7.13
and figure 7.14, respectively, the results are rather similar. Even if a more
bounded protection level is achieved by filtering, there are still many posi-
tioning errors due to the NLOS observations. Moreover, from a perspective
of a reliable positioning, the results are rather worse as the number of
position solutions outside of the promised protection level is quite large.
In figure 7.15 the estimated result of the PMM algorithm with a fixed
validity likelihood P jV = 0.5 is shown. Obviously, the number of critical
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(a) Conventional tightly coupled (b) PMM
Figure 7.11: Bird’s eye view for a conventional tightly coupled filter (a)
and the PMM algorithm (b) at t=320 s. With multipath mitigation, a
more accurate position estimate (shown in red) is generated in relation to
the ground truth (blue).
position estimates (i.e. where the horizontal position error is outside the
estimated protection level) is quite small, while providing a reasonable
positioning error and well-bounded protection level at the same time.
Furthermore, the protection level correctly adopts to the dynamic reception
conditions. In fact, the protection level grows if more satellites are excluded
due to harsh NLOS conditions. This complies with the initial requirement
of a reliable positioning system that shall be able to provide a consistent
assessment of the quality of its own estimates. When comparing figure 7.11,
which shows a bird’s eye view of the evaluated sequence at t=320 s, with
the aforementioned position error/protection level plots it becomes clear
that the PMM algorithm efficiently mitigates the large position error which
is not detected by conventional algorithms.
In table 7.4 the results are finally summarized. In addition to the absolute
number of valid position solutions within the estimated protection level,
the RMSE, the CEP as well as the average protection level over the whole
sequence is shown. It should be noted that the PMM outperforms all other
candidates in terms of smallest RMSE and therefore delivers the highest
positioning accuracy. For the CEP measure this conclusion is true as well.
Here, actually the positioning error could be lowered to more than half the
value of the LS solver. Furthermore, the integrity could be stabilized and
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Table 7.4: Percentage of fixes within the estimated protection level
Algorithm PL1 PL2 PL3 RMSE CEP PL3
LS 63.8 % 88.9 % 94.5 % 7.45 m 4.91 m 14.42 m
CV loosely 18.9 % 67.3 % 83.4% 6.63 m 4.23 m 8.16 m
CV tightly 17.1 % 58.1 % 75.0 % 8.86 m 6.64 m 7.71 m
PMM 23.3 % 84.1 % 97.5 % 4.45 m 2.19 m 8.58 m
the number of outlier position solutions could be reduced down to 2.5%
for the evaluated test sequence. At the same time it is worth mentioning
that the average protection level for the PMM is not as good as for the
loosely/tightly coupled filter. This can be easily explained by the fact
that the PMM sometimes refuses to incorporate (suspicious) pseudorange
observations. Consequently, the sensor information and thus the confidence
given to the Bayes filter is lower compared to the conventional solutions.
Although this seems like a disadvantage at first glance, the benefit of
removing positioning outliers outbalances the slightly increased protection
level.
The tradeoff between an increased positioning accuracy and a slightly
worse protection level estimation is further visualized by the empirical CDF
of the horizontal positioning error and the protection level in figure 7.16
and figure 7.17, respectively. Obviously, the proposed PMM algorithm
provides in almost all cases the lowest horizontal positioning error for that
examined average urban scenario. Only in some rare cases, e.g. less than
10 % of the evaluated test drive, the conventional tightly coupled Bayes filter
provides more accurate results. This particular situation might correspond
to clear open-sky conditions where no multipath errors were present at all.
This conclusion is further underpinned by the CDF of the protection level.
Again, the conventional tightly coupled Bayes filter provides the smallest
protection level as it always considers the whole information available from
all received satellite measurements. Due to the exclusion strategy of the
PMM algorithm its achieved protection level is a little bit more pessimistic.
Intermediate Summary
After this first evaluation, it becomes clear that a final decision whether
a particular localization algorithm performs better cannot be made solely
based on a single performance measure. For example, by just looking
at the average protection level or its CDF one might concluded that the
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Figure 7.12: Position error and protection level for least squares solution.
Figure 7.13: Position error and protection level for loosely coupled Bayes
filter with CV motion model. There are still many position solutions
outside of the estimated protection level.
Figure 7.14: Position error and protection level for tightly coupled Bayes
filter with CV motion model. Again, there are many outlier positions.
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Figure 7.15: Estimation results for tightly coupled Bayes filter with CV
motion model and PMM with validity likelihood P jV = 0.5.
conventional tightly coupled Bayes filter is the most appropriate choice.
However, by considering the amount of invalid positioning fixes where the
present horizontal error was outside of the integrity interval, the situation
drastically changes: In fact, the tightly coupled approach achieves the worst
result among all evaluated algorithmic candidates with app. 25 % of outlier
samples. On the contrary, the PMM has been proven to yield well-balanced
results with significant improvements in accuracy and reliability.
7.3.2 Multipath Mitigation based on an Empirical Sensor Model
The aim of this section is to demonstrate how the PMM algorithm can be
supported by incorporating additional information such as GNSS signal
strength indicators. In addition to the raw pseudorange observation, typical
GNSS receivers such as the u-blox LEA-4T include information about the
SNR of the measurement as well. If this additional information about
the SNR value can be expressed in terms of a probability as illustrated in
section 6.2.10, it could be directly used inside the validity likelihood term
P jV of the PMM algorithm described in section 6.2.4. The rationale behind
that approach is to support the autonomous NLOS exclusion strategy of
the PMM concept by additional information. As elaborated in section
5.3, the statistical distribution of the SNR values is correlated to the
occurrence of NLOS measurements. Hence, using the probabilistic SNR
model inside of the validity likelihood seems to be a compelling approach.
Below, three different versions of the empirical SNR model which were
introduced in section 5.3.3 will be examined and compared to the basic
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Empirical CDF of horizontal position error














Figure 7.16: CDF of horizontal position error for conventional algorithms
and PMM approach. Obviously, the PMM achieves the highest accuracy.












Empirical CDF of horizontal protection level














Figure 7.17: CDF of horizontal protection level. The protection level of
the PMM is in between the LS solution and the tightly coupled approach.
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PMM implementation with a static validity likelihood as presented in the
previous section.
Results
In order to ensure a fair comparison the PMM with the empirical SNR model
is evaluated with the same test data as in the previous section. The static
validity likelihood has been replaced by a dynamic approach: For every
association hypotheses of the PMM algorithm, the empirical SNR model
under investigation is evaluated with the corresponding SNR observation
contained within the LOS and NLOS sub set. From a theoretical point
of view this should support the PMM algorithm to better separate the
individual hypotheses.
When comparing figure 7.18, which presents the results of the PMM
with the empirical SNR (lbounds) likelihood, with the results of the basic
PMM implementation from figure 7.15, it can be seen that the number
of critical estimates is further reduced. For the sake of completeness, the
same sequence is presented for the SNR (rayleigh) and the SNR (uniform)
model in figure 7.19 and figure 7.20, respectively.
In table 7.5 the results for the empirical SNR models are summarized.
It should be noted that the PMM algorithm in combination with a SNR
model outperforms the basic PMM (and therefore all other evaluated
algorithms from section 7.3.1 as well) in terms of smallest RMSE and CEP
and therefore delivers the highest positioning accuracy. Furthermore, the
integrity could be stabilized and the number of outlier position solutions
could be reduced down to 0.1 % for the evaluated test sequence. For
the different SNR approaches (lbounds, rayleigh, uniform) no significant
difference is observed. The SNR (lbounds) model yields the smallest RMSE,
while the SNR (rayleigh) approach has the smallest average protection
interval among all empirical models. Figure 7.21 and figure 7.22 summarize
that observations in terms of a CDF plot for the horizontal positioning
error and the estimated protection level.
For the sake for completeness, figure 7.23 contains an overview of the
achieved trajectory error distribution for all evaluated approaches. Again,
the PMM algorithm in combination with the SNR model clearly lowers the
number and magnitude of outliers.
Discussion
In the previous evaluation of the positioning performance, the empirical
SNR distribution proved to be feasible for increasing the reliability of a real-
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Figure 7.18: Position error and protection level for PMM with SNR error
model. The number of position estimates outside of the protection level is
reduced to almost zero.
Figure 7.19: Position error and protection level for PMM with SNR error
model described by Rayleigh distribution for NLOS observations.
Figure 7.20: Position error and protection level for PMM with SNR error
model described by uniform distribution for NLOS observations.
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Table 7.5: Comparison of protection level for different SNR models
Algorithm PL1 PL2 PL3 RMSE CEP PL3
PMM 23.3 % 84.1 % 97.5 % 4.45 m 2.19 m 8.6 m
SNR (lbounds) 30.3 % 91.7 % 99.9 % 4.06 m 1.85 m 9.4 m
SNR (rayleigh) 26.3 % 90.4 % 99.8 % 4.15 m 2.18 m 8.8 m
SNR (uniform) 26.7 % 89.9 % 99.1 % 4.56 m 2.24 m 8.9 m












Empirical CDF of horizontal position error











CV + PMM/SNR (lbounds)
CV + PMM/SNR (rayleigh)
CV + PMM/SNR (uniform)
Figure 7.21: CDF of horizontal position error for different implementa-
tions of the PMM approach. By incorporating the probabilistic SNR model,
a further improvement of the accuracy is observed.
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Empirical CDF of horizontal protection level











CV + PMM/SNR (lbounds)
CV + PMM/SNR (rayleigh)
CV + PMM/SNR (uniform)
Figure 7.22: CDF of horizontal protection level for different implementa-
tions. It is clearly visible, that the positioning algorithm is more pessimistic
when applying the SNR error model.
















Trajectory Error Distribution for Different Approaches
Figure 7.23: Comparison of trajectory error for all algorithms. The
proposed algorithm (CV + PMM/SNR) shows the best performance and
efficiently reduces the number of outliers caused by NLOS measurements.
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time vehicular positioning algorithm. On the one hand, it was demonstrated
that the integration of completely different information can be implemented
rather easily within the PMM framework by adopting the validity likelihood.
Furthermore, using a simple empirical sensor model based on the SNR
value to support the PMM algorithm, results in an improvement of app.
10 % for the positioning error for the evaluated sequences. Nevertheless,
such empirical models depend on different conditions and assumptions and
can therefore not be assumed generally valid. If such a model is applied to
real-world applications, the following issues have to be considered carefully:
Receiver location The receiver was put at a fix position at a roof in Chem-
nitz. Therefore, the observed SNR values are perhaps only represen-
tative for this particular geographic area. For other locations (e.g.
with a different latitude) the observed SNR behavior might not apply.
Season The measurement campaign was done over nine days in autumn
2012. A further investigation would be needed to verify how the SNR
values will change in other periods of the year (e.g. due to different
solar activity in summer and winter).
Receiver hardware The observed SNR behavior is typical for a u-blox
LEA-4T receiver in combination with the standard patch antenna. In
general, it will not be transferable to other receiver types or antennas.
Weather conditions The measurement campaign included typical autum-
nal weather of Central Europe such as rain and snow. Dry conditions
like in summer periods are not covered by this data and model.
Thus, when using such a model it has to be carefully verified whether the
targeted scenario or application might be sensitive to these parameters.
In the worst-case, the measurement campaign to collect the data for the
empirical model has to be repeated for the area and hardware of interest.
Besides the aforementioned constraints, it is worth mentioning that the
selection of the underlying statistical representation and its parameters
influences the overall performance of the empirical model. In this particular
case, when comparing the SNR (lbounds) with SNR (uniform), it is evidently
that the same uniform PDF shows different behavior based on the selected
parameters.
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7.3.3 Evaluation under Multi-Constellation Scenario
In this section, the previously introduced PMM algorithm for reliable
vehicle localization is evaluated for its application to multi-constellation
GNSS conditions. Initially, this algorithm was developed and validated for
a single-constellation scenario, i.e. GPS, only. With the introduction of
further GNSSs, may it be Galileo or GLONASS, the number of visible and
usable satellite observations will significantly increase.
As the run time of the PMM vehicle localization algorithm is depending
on the number of available satellite observations, an adaption for multi-
constellation setups is required in order to ensure a bounded run time
under real-time conditions. Hence, this section is dedicated to evaluate the
hypotheses pruning strategy for multi-constellation scenarios which was
introduced in section 6.3. Therefore, the influence of different values of the
hypotheses pruning parameter hmax will be examined. For this evaluation
the basic PMM implementation assessed in section 7.3.1 is used. The
main goal is to figure out a reasonable value for hmax which achieves an
acceptable tradeoff between accuracy and run time.
7.3.3.1 Constellation Augmentation
In order to account for the limitation of the used low-cost hardware GNSS
receiver (which was able to receive GPS observations only) used in this
evaluation, the measurements from a multi-constellation system had to
be simulated. To make the simulation as realistic as possible, the real
satellite orbits at the time of the measurement campaign (which was in
the beginning of 2012) for the GLONASS system have been used86. The
satellite orbits itself are provided by the IGS and are publicly available
for post-processing as so called SP3 files [Xu, 2003]. Within such a SP3
file the absolute satellite positions of a system are stored and ready for
interpolation in time. A brief overview of existing interpolation techniques
to calculate the satellite position from SP3 files for a specific time is given
in [Schenewerk, 2003]. For the sake of brevity, the multi-constellation
simulation and signal degradation approach87 is briefly explained:
1. Every time new GPS observations are received from the physical
sensor, all GLONASS satellite positions are calculated from the SP3
86Meanwhile it will be possible to use the Galileo orbits as well as there are now
four satellites available in space. More information on the merged versions of the
broadcasted ephemerides can be found at the Multi-GNSS Experiment (MGEX)
service [Montenbruck et al., 2014].
87A basic version of this simulation framework was first introduced in [Obst et al.,
2012b].
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PMM considering all 
hypotheses
Mixed LOS/NLOS pseudoranges for GPS-only






PMM with hypotheses 
pruning
Figure 7.24: System setup used for augmenting the real-world GPS ob-
servations with a simulated GLONASS constellation in order to have a
realistic multi-constellation scenario. This data is finally used in order to
evaluated the hypotheses pruning of the PMM algorithm.
files by interpolation for the same epoch.
2. All GLONASS satellites which have an elevation angle lower than
15 degrees (according to [Kaplan and Hegarty, 2006] this is a typical
cut-off angle for satellite observations) are removed.
3. For each of the remaining GLONASS satellites a pseudorange mea-
surement is simulated by utilizing the pseudorange LOS/NLOS model
from section 5.2.1.2. The simulation process uses these empirical
PDFs to randomly draw samples modeling the receivers residual
error—with or without NLOS effects. However, randomly drawing
the samples at each simulation step yields a high frequency noise
pattern that is not observable at real world measurements. To smooth
them without losing the main characteristics of the pseudorange error
distribution, splines are used to interpolate between the error samples
over short periods.
4. This mixed set of received real-world GPS and simulated GLONASS
observations is passed to the algorithm under evaluation.
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By that approach, a realistic—at least in terms of satellite constellation—
multi-constellation scenario can be simulated. Figure 7.24 graphically
illustrates the described simulation framework. The capabilities of simulat-
ing realistic and degraded pseudoranges similar to urban areas have been
proven in appendix C.
7.3.3.2 Results
In order to achieve a sound evaluation three different urban scenarios
are examined: The first one is a GPS-only scenario, which just uses the
acquired pseudoranges of the hardware receiver, that is, no constellation
augmentation is performed. Obviously, the influence of the hmax parameter
will be rather limited as this is a single-constellation scenario. The second
scenario augments the real-word GPS measurements with a coupled of
GLONASS observations which are all simulated with LOS behavior. Hence,
they will follow the well-known pseudorange error statistics. Although
quite similar to scenario 2, the third simulation run augments the GPS
pseudoranges with GLONASS measurements which all follow the NLOS
characteristics.
Starting from the simulation scenarios defined above, the results of the
PMM algorithm with hypotheses pruning are presented. This time, for all
simulated scenarios the PMM algorithm evaluation was performed with
different parameters for the hypotheses pruning parameter hmax. The
results are summarized in figure 7.25. Apparently, the RMSE decreases
with a larger number of considered hypotheses. In table 7.6 the results of the
localization for the GPS-only scenario are presented. Already at hmax = 50
the RMSE and protection level of the positioning solution converges to a
static value similar to the unrestricted PMM implementation.
For the second simulation scenario the results are given in table 7.7.
As the additional GLONASS observations do not contain any multipath
error at all, this time the PMM already converges to the final RMSE and
protection level at hmax = 20. If the number of considered hypotheses is
increased, no better result can be achieved.
Finally, table 7.8 contains the results for the third scenario where all
simulated GLONASS observations are NLOS measurements. Here, the
convergence to the final value for the position error and integrity happen
at hmax = 80. Again, a further extension of hmax will not provide any
better localization results. However, compared to the previous simulation
scenarios, in this run where all GLONASS satellites are simulated as NLOS,
the PMM is not able to reach a similar low RMSE and protection level. This
behavior can be explained by that fact that the PMM algorithm was faced
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Figure 7.25: RMSE performance metric dependent from maximum number
of considered hypotheses inside of PMM algorithm.
Table 7.6: Localization performance for GPS-only
hmax PL1 PL2 PL3 RMSE PL3
20 13.0 % 71.4 % 88.6 % 9.9 m 7.3 m
30 13.2 % 70.5 % 88.7 % 6.8 m 7.4 m
50 14.8 % 76.6 % 94.6 % 4.3 m 7.3 m
80 15.1 % 77.1 % 94.8 % 4.3 m 7.4 m
100 15.1 % 77.2 % 94.8 % 4.3 m 7.4 m
unrestricted 15.1 % 77.2 % 94.8 % 4.3 m 7.4 m
with an excessive number of NLOS measurements for the whole duration.
Hence, it was never able to converge close to the true vehicle position
throughout the evaluation. One potential solution could be to change the
simulation in such a way that it only simulates NLOS measurements for
a limited time. However, at this point I will leave this consideration to
future work.
7.3.3.3 Discussion
In this section, a hypotheses pruning strategy for the PMM algorithm has
been evaluated. It was shown that by this approach current challenges
such as the evolvement of new satellite systems can be addressed while still
providing reliable vehicle localization in urban areas. With the proposed
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Table 7.7: Localization performance for GPS+GLONASS LOS
hmax PL1 PL2 PL3 RMSE PL3
20 23.7 % 76.8 % 91.2 % 2.7 m 4.9 m
30 21.3 % 73.9 % 89.5 % 3.0 m 5.0 m
50 24.3 % 77.5 % 89.8 % 3.0 m 5.0 m
80 25.3 % 78.9 % 90.1 % 3.0 m 5.0 m
100 29.0 % 79.5 % 90.3 % 3.0 m 5.0 m
unrestricted 44.5 % 88.1 % 92.9 % 2.9 m 5.5 m
Table 7.8: Localization performance for GPS+GLONASS NLOS
hmax PL1 PL2 PL3 RMSE PL3
20 22.3 % 42.4 % 76.2 % 35.7 m 57.4 m
30 20.8 % 42.4 % 77.6 % 32.3 m 48.1 m
50 19.8 % 40.3 % 76.1 % 24.5 m 43.0 m
80 14.7 % 40.2 % 76.88 % 16.0 m 21.4 m
100 14.1 % 39.3 % 78.2 % 15.9 m 21.0 m
150 11.4 % 33.8 % 72.14 % 17.4 m 20.3 m
200 10.5 % 34.6 % 69.23 % 15.4 m 18.8 m
unrestricted 4.7 % 29.5 % 68.3 % 16.2 m 6.6 m
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hypotheses pruning strategy, which is based on the geometric constellation,
an acceptable computational burden is achieved and online processing
under real-time conditions can be assured for the PMM system. With the
proposed approximation, the PMM algorithm still shows similar localization
performance if the parameter hmax is chosen appropriately. Moreover, it is
worth mentioning that the basic architecture of the PMM concept was not
changed at all.
7.4 Putting it All Together
In this section, a complex tightly coupled data fusion between the GNSS
pseudoranges and the in-vehicle yaw rate and velocity measurements is
evaluated. Therefore, the PMM algorithm is used with the extended CTRV
motion model from (6.9) which allows a straightforward sensor data fusion
with the CAN bus observations. In order to ensure a consistent data fusion
among the heterogeneous sensors, their latencies (compare section 5.4.2) are
correctly considered to handle OOSM situations. This is achieved by apply-
ing a deterministic buffering as introduced in section 2.4.1.2. Furthermore,
the scale and bias errors discussed in section 5.4.1 are considered within the
measurement model. The final data fusion architecture for reliable real-time
vehicle positioning is illustrated in figure 7.26. It is worth mentioning that
the introduced localization system will be used for the real-word validation
of the GAIN vehicle positioning system. Thus, this concept will be applied
to different test vehicles and scenarios under real-time conditions.
Compared to the previous evaluation of the PMM, which was solely
based on GNSS measurements and the CV vehicular motion model, the
multi-sensor data fusion system evaluated in this section is expected to
provide better overall performance due to the following reasons:
 The data fusion with the high-frequent velocity and yaw rate obser-
vations allows to account for high-dynamic maneuvers. Furthermore,
a full stop of the vehicle can be detected.
 The incorporation of the sensor information from the in-vehicle CAN
bus yields a higher confidence in the final state estimate which will
also result in a more aggressive outlier exclusion.
 As the in-vehicle sensor observations are not subject to signal outage,
which might happen for the GNSS under bridges or in tunnels, the
reliability and robustness will improve.
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Table 7.9: Used parameters and noise for PMM + CTRV evaluation
Parameter Description Value
σa Acceleration process noise 5.28 m/s
2
σω˙ Angular acceleration process noise 1.052 rad/s
2
σz Altitude velocity process noise 0.049 m/s
σc Clock drift acceleration process noise 22.98 m/s
2
Pgate Gate probability for outliers 0.05
P jV Validity likelihood SNR model
σmeas,p Pseudorange measurement noise 10 m
σmeas,v Velocity measurement noise 1.95 m/s
σmeas,ω Yaw rate measurement noise 0.0081 rad/s
 The consideration of the ionospheric model from EGNOS/IONEX
allows a better compensation for the ionospheric delay compared to
the standard Klobuchar model.
As the extended system and measurement model required new process
and noise parameters, another CMA-ES black-box optimization has been
performed to find a reasonable set of parameter values. The optimization
was conducted on the same test sequence and with the identical cost function
from section 7.3.1. The results of the optimization and the parameters
which were used for the subsequent evaluation are summarized in table 7.9.
Instead of quantitatively evaluating all potential algorithmic candidates
as done before, this time the PMM with integrated CAN data is exclusively
compared to the basic PMM implementation with GNSS-only. Therefore,
some well-selected sequences, which contain challenging situations from
real-world data, are selected and discussed. Moreover, the performance
of the presented approach is compared to the results provided by the
integrated positioning algorithm of the commercial u-blox LEA-4T GPS
receiver.
7.4.1 Results & Discussion
The evaluation was conducted on one hour of test drives from the IV
Stream and Suedring Stream in Chemnitz which include all aspects of
crucial challenges for positioning algorithms. It contains open sky seg-
ments, suburban areas, bridges and deep urban canyons. Moreover, static
situations at traffic lights and intersection are included as well. As proven
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Figure 7.26: Block diagram of final tightly coupled data fusion architec-
ture with in-vehicle CAN sensor data and satellite observations. The
PMM algorithm is used in combination with a CTRV motion model and
a SNR validity likelihood. To compensate for ionospheric delays the EG-
NOS/IONEX model is used instead of the standard Klobuchar model.
The individual sensor latencies are taken into account by deterministic
buffering.
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in the previous section, the PMM with the empirical SNR model yields
the best performance. Consequently, it will be used for the subsequent
evaluation.
The achieved results in terms of horizontal accuracy are presented in
figure 7.27. It can be summarized that the PMM implementation which
integrates GPS and CAN bus observations by utilizing the CTRV motion
model yields the smallest horizontal positioning error. Compared to the
PMM (CV) approach an improvement of app. 13 % was observed, whereas
when compared to the u-blox LEA-4T an improvement of 20 % revealed.
Apparently, the higher confidence in the state estimate by considering the
CAN bus observations supports the PMM in identifying and excluding
NLOS satellite measurements. Obviously, another reason for this improve-
ment is the more accurate modeling of the ionospheric delay through the
EGNOS/IONEX ionospheric grid. It is a remarkable observation that the
benefits of EGNOS are now also visible in urban environments. In the
analysis of the state-of-the-art in section 3.6, it has been mentioned that
current implementations of EGNOS, which do not consider multipath and
NLOS, degrade the final solution due to serve model violations.
Finally, it is clearly visible that the tightly coupled approach implemented
inside of the PMM concept—independent whether used with or without
odometry measurements—outperforms the internal algorithms of the u-blox
LEA-4T receiver.
The previously established presumption that the NLOS exclusion is more
aggressive when fusing odometry and yaw rate observations is supported
by the empirical CDF of the excluded satellite observations in figure 7.28.
Evidently, the multi-sensor data fusion leverages the correct identification
of suspicious satellite observations in harsh conditions and finally excludes
them from the localization process. Typically, the independent velocity
observations bound the error ellipse within the longitudinal direction of
travel while the yaw rate helps to keep the lateral estimate constrained.
Again, the initially established thesis that excluding erroneous satellite
observations in favor of having a more reliable positioning solution is
confirmed.
For the sake of completeness, figure 7.29 provides a comparison of the
estimated horizontal protection level for the whole IV Stream data set.
Therefore, the estimated protection level (red) is depicted over the traveled
trajectory (blue) for the whole measurement sequence and all examined
algorithmic candidates. The estimate of the u-blox LEA-4T receiver appar-
ently solely relies on the number of visible satellites, e.g. the HDOP value,
which is almost constant for this particular test data. Consequently no
NLOS errors are considered and the percentage of protection level violation
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Empirical CDF of horizontal position error













Figure 7.27: The PMM which integrates GPS and CAN bus observations
achieves the best performance in terms of horizontal accuracy. Moreover,
both PMM versions are more accurate than the positioning provided by













Empirical CDF of excluded satellites












Figure 7.28: Due to the higher confidence in the positioning estimate when
integrating odometry and yaw rate observations the PMM implementation
with the CTRV motion model tends to excluded more suspicious satellites.
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Figure 7.29: Comparison of estimated horizontal protection level (red) for
the whole IV Stream data set. The proposed PMM with the CTRV system
model provides a reasonable compromise between the static estimate of the
u-blox LEA-4T and the basic PMM implementation with the CV model.
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events is rather high. On the other hand, the PMM (CV) implementation
is very pessimistic and estimates conservatives protection levels which can
be seen from the high peaks in figure 7.29. One explanation of this behavior
is the fact that the algorithm tends to temporarily exclude a large number
of satellites in urban canyons or constrained environments such as bridges.
The proposed PMM with the CTRV system model provides a reasonable
compromise between the static estimate of the u-blox LEA-4T receiver and
the basic PMM implementation which solely considers GNSS observations.
The large peaks mentioned before are almost mitigated by the integration
of the in-vehicle sensor data.
Finally, a more detailed examination of particular challenging situations
for land-based positioning algorithms follows. For each selected sequence,
the result of the PMM (CV), which only uses GNSS measurements, is
compared to PMM (CTRV), which is based on tightly coupled GNSS/INS
integration. The following evaluation includes an urban canyon, an in-
tersection and the passage below a bridge where a left-turn maneuver is
performed.
Straight Urban Canyon
In figure 7.30 the vehicle is driving straight along a row of buildings under
urban conditions. Obviously, these buildings cause some severe multipath
reflections which force the PMM to excluded these measurements. Unfortu-
nately, the trajectory in figure 7.30(a) is still biased to the north. Perhaps
this is caused by a further NLOS observation within the set of remaining
satellites which was not detected by the PMM so far. However, by incorpo-
rating the in-vehicle measurements this difficult situation can be managed
and lane-level accuracy is finally restored as shown in figure 7.30(b). Again,
it is worth mentioning that the bias was not directly removed by fusing
the CAN bus observations itself. Instead, the in-vehicle sensors facilitate
the PMM in excluding a further NLOS satellite which obviously caused
that bias. This conclusions highlights an important difference to existing
multi-sensor GPS/INS data fusion algorithms.
Approaching an Intersection
For vehicle localization algorithms solely based on satellite navigation, static
periods are a challenging situation as the stop of the vehicle is typically not
reliably detectable. The sensor noise, which is in the range of 0.5 m to 1 m,
pretends that the vehicle is still moving. In figure 7.31(a) this behavior
is clearly visible: Although, the vehicle has stopped in front of the traffic
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(a) CV
(b) CTRV
Figure 7.30: The vehicle is entering from the right side and passes a row
of buildings which introduces multipath errors. Thus, the PMM excludes
spoiled satellite observations and gives more influence to the DR. By that,
lane-level accuracy is achieved.
light, the GNSS receiver still measures a low-speed movement which results
in the observed random walk of the trajectory. When the vehicle starts to
accelerate again, the estimated heading seems to be completely wrong as
it is supposed to drive southwards. Consequently, the filter needs a short
period to recover and follow the trajectory of the ground truth that is
depicted in blue. Traditionally, this issue is handled by defining a velocity
threshold which is assumed to represent a stopped vehicle. Afterwards, a
so-called zero velocity update can be performed [Groves, 2013, p. 638].
The proposed PMM which combines GNSS and CAN bus observations
does not suffer from this shortcoming at all as illustrated in figure 7.31(b).
Apparently, the velocity measurement from the in-vehicle sensors, which
will go down to 0 m/s when the vehicle is static, forces the filter to estimate
its internal velocity to zero as well. Furthermore, the heading is kept as it
was before when approaching the intersection. When the vehicle starts to
move again it closely follows the ground truth. It is worth mentioning that
the zero velocity update is not required anymore.
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(a) CV (b) CTRV
Figure 7.31: The vehicle enters from the right and stops at the traffic
light before the intersection. When using odometry measurements, the
PMM is able to reliably detect the stopped vehicle.
(a) CV (b) CTRV
Figure 7.32: The vehicle has to pass a bridge and perform two left corner
maneuvers. As the PMM excludes most of the available satellites below
the bridge due to NLOS it is hardly possible for the Bayes filter to fol-
low the changing dynamics of the vehicle when solely relying on GNSS
observations.
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Passing a Bridge
Similar to urban canyons or intersections, bridges or tunnels are further
important test cases for positioning algorithms. When the PMM algorithm
is utilized with GNSS observations only, it tends to exclude almost all
pseudoranges due to heavy NLOS signal reflection and the SNR attenuation.
Figure 7.32(a) confirms this presumption for a maneuver where a bridge
is passed. As almost all satellite signals are degraded (in this particular
situation only one LOS pseudorange was left), the PMM localization
algorithm has to rely on the trajectory prediction. However, due to the
corner maneuver, this does not work very well and the filter ultimately
fails to provide a correct result.
Again, this limitation can be removed by integrating the CAN bus
observations and therefore taking advantage of the multi-sensor data fusion
approach. As almost no valid satellite observations are available below the
bridge, the PMM automatically switches to DR. By that approach, this
difficult situation can be bridged and the filter smoothly recovers to reuse
satellite navigation when the reception conditions improve as shown in
figure 7.32(b).
7.5 Summary
In this chapter, the main contributions of this work have been examined and
evaluated with comprehensive simulative and real-world data. The PMM
concept for reliable vehicle positioning has been analyzed with respect to
its general functionality and its advantages compared to the state-of-the-art
and its applicability to further challenges such as rich multi-constellation
scenarios. Furthermore, several limitations have been discussed.
After introducing the evaluation methodology and key performance
indicators in section 7.1, the refinement of the reference trajectory was
motivated and demonstrated by smoothing. In section 7.2, the detection
performance and reliability of the 3D NLOS detection model from section
6.1 was evaluated. It has been demonstrated that this approach is able
to correctly identify suspicious pseudoranges under the assumption of a
rather accurately known ground position of the GNSS antenna. Moreover, a
straightforward approach to consider uncertain digital map information was
examined and its influence to the positioning accuracy has been evaluated.
The subsequent section 7.3 was dedicated to a comprehensive assessment
of the probabilistic multipath mitigation concept which was proposed in
chapter 6 and is considered the main contribution of this thesis. The
results have been validated with simulations and several empirical data sets
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from real-world test drives. It could be demonstrated that the proposed
approach is able to autonomously identify and exclude NLOS satellite
observations and provide a reliable and accurate positioning estimate. By
that approach, the general performance of the GNSS equipment could
be restored and guaranteed even in urban areas. Furthermore, it was
shown that addition information can be naturally included within the
PMM concept by probabilistic modeling. In particular, the empirical SNR
model, which was introduced in section 5.2, has been successfully used and
proven to increase the positioning accuracy and reliability.
Despite the successful demonstration of the PMM concept, few prob-
lems and limitations have been identified. For example, the increased
computational demands under a multi-constellation scenario can lead to
non-real-time performance under certain situations. Although a hypotheses
pruning based on the DOP value has been proposed, a further investigation
of other suitable criteria, e.g. the SNR values, is needed. Another limitation
of the proposed concept is the fact that the PMM is implemented on top
of uni-modal Gaussian filters. Due to the required moments matching to
approximate the intermediate Gaussian mixture to a single Gaussian PDF,
large covariance matrices might be observed as illustrated in figure 7.29.
Although the filter estimate is still consistent, the overall performance is
far from optimal in such particular situations.
In section 7.4, the new theoretical concept was applied to a typical refine-
ment chain used for vehicle positioning which comprises GNSS, in-vehicle
measurements from the CAN bus and corrections from augmentation sys-
tems. Therefore, the PMM was used in a tightly coupled multi-sensor data
fusion which correctly considered individual sensor timings and latencies.
Moreover, it was demonstrated that the increased confidence in the filter
estimate by using complementary sensors directly supports the NLOS miti-
gation capabilities of the presented approach. Likewise, the overall stability
and reliability in challenging situations such as bridges or urban canyons
has been illustrated.
In summary, this chapter demonstrated the Bayesian approach for reliable
vehicle localization in urban areas which was announced in the introductory
chapter. It could be shown that the estimation of the vehicle dynamics
and the identification and exclusion of erroneous satellite observations can
be performed by one integrated probabilistic data fusion approach. Besides
the demonstration of the theoretical concept, its advantages for practical
real-world applications have been proven as well. By that approach, the
accuracy and integrity were significantly improved when compared to the
state-of-the-art while still ensuring a high availability of the navigation





This chapter summarizes the contents, contributions and results of the
thesis at hand. Moreover, sections 8.1 and 8.2 will conclude the main
achievements as well as unsolved problems in order to provide an outlook
and proposals for further research.
From an engineering point of view, the main objective was to design and
implement a high-available and real-time capable localization algorithm
which increases accuracy and integrity of consumer grade low-cost GNSS
receivers with decent performance in open and blocked sky environments.
By proposing such a general purpose approach, future applications in the
area of ADASs and autonomous driving can be implemented in a cost-
efficient manner as costly hardware sensors could be replaced by smart
algorithms. In chapter 1, the motivation for such a localization system
was elaborated based on a bibliographical analysis in the area of intelligent
vehicles.
In the chapters 2 and 3, important fundamentals of Bayesian filter
algorithms and satellite navigation were described. The idea of the UKF,
which was used throughout this thesis as a practical implementation of
a Gaussian filter, was introduced in section 2.3.2. In order to ensure a
consistent data fusion among heterogeneous sensors over time, several
synchronization strategies were discussed in section 2.4 and an appropriate
choice for this work has been proposed. The idea of single-epoch LS
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positioning and assumed error models for GNSSs were presented in sections
3.3 and 3.4, respectively. Chapter 3 concluded by mentioning recent
augmentation systems and integrity monitoring concepts which have been
initially developed for aviation.
Chapter 4 reviewed current approaches for vehicle localization mainly
based on satellite navigation. It turned out that the majority of the
analyzed concepts solely focuses on improving the positioning accuracy
while mostly neglecting an analysis of the overall integrity and consistency
of the estimation result. Though several theoretical studies and practical
implementations could be identified which try to improve the reliability
by multi-sensor data fusion, an integrated approach which handles fault
exclusion, localization and multi-sensor data fusion in a probabilistic way
was not found to be available to the best knowledge of the author. Moreover,
most of the reviewed algorithms are highly optimized to particular use cases
(e.g. RAIM for aviation) and are therefore not easily applicable to other
areas. A similar conclusion can be drawn for the relatively new research
field of NLOS detection by 3D environmental models and shadow maps.
In chapter 5, a comprehensive analysis of typical errors for satellite
navigation in urban environments was given. This analysis was an important
prerequisite in order to understand why conventional algorithms typically
fail and thus prepared the introduction of the PMM concept. Besides
an evaluation of the statistics for the pseudorange residuals under LOS
and NLOS conditions, a similar examination for the SNR values has
been conducted. Furthermore, this chapter discussed and proposed best
practices for a consistent multi-sensor data fusion among GNSS and INS
sensors as available in commercial vehicles. Therefore, sensor latencies and
inherent errors have been identified and were estimated. In the subsequent
chapter 6, two approaches for NLOS detection and multipath mitigation
have been presented. While the lightweight 3D NLOS detection mainly
facilitates validation and post-processing tasks as shown in chapter 5, special
emphasis was placed on the integrated probabilistic approach introduced
in section 6.2 which is appropriate for real-time applications. The design
included considerations such as Bayes filter integration and support for
multi-constellation GNSSs. Moreover, the flexible architecture to plug-
in additional information by replacing the validity likelihood has been
exemplarily derived for the empirical SNR model from section 5.3.
Chapter 7 presented numerous simulated and real-world results for the
proposed PMM concept. It has been compared to several state-of-the-art
localization algorithms and proved to show an improved performance for
accuracy and integrity while retaining a high availability of the navigation
solution. In addition to the successful illustration of the principle func-
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tionality, the PMM was implemented within a typical refinement chain
as used in vehicle localization. The rationale behind that choice was to
demonstrate that the benefits of this new concept could be easily integrated
with existing technologies without loss of generality.
8.1 Achievements of the Work
First of all, a prototypical vehicle positioning algorithm has been designed,
implemented and tested in practice. This has been achieved by developing
an integrated data fusion approach which comprises a probabilistic NLOS
exclusion and a tightly coupled GNSS/INS integration. Thus, the proposed
concept considers all three aspects of modern vehicle localization systems:
accuracy, integrity and availability.
A detailed and comprehensive assessment of typical errors for GNSS
equipment has been performed. In chapter 5, special emphasis has been put
on deriving the statistics of LOS and NLOS measurements by several long-
term measurement campaigns. The classification whether a measurement
belongs to the class of LOS or NLOS was facilitate by the proposed
lightweight 3D model. Finally, the results were described in a probabilistic
manner by PDFs and have been used as input for the degradation model
inside of the simulation framework as well as for supporting the NLOS
detection algorithm at run-time. Thus, chapter 5 contributes by providing
reusable knowledge of how GNSS errors behave in urban environments. As
the errors were examined in the measurement domain, the non-Gaussian
distribution of the NLOS errors clearly revealed.
From an algorithmic point of view, chapter 6 introduced a novel approach
that allows to perform fault detection & exclusion, localization and multi-
sensor data fusion at the same stage by utilizing an integrated Bayesian
concept coined PMM. The key insight is that by this design, the overall
performance can be considerably increased compared to conventional ar-
chitectures. Instead of having dedicated and decoupled subsystems, i.e.
integrity monitoring such as RAIM, a stand-alone positioning algorithm
such as iterated LS and a data fusion based on a centralized Kalman filter,
the proposed system performs all of these tasks within one Bayesian algo-
rithm at pseudorange level, that is, in the measurement domain. Thus, the
main shortcoming of conventional approaches that early decision cannot
be reversed is removed.
Despite the successful demonstration of the functionality, the PMM al-
gorithm furthermore represents a generic integrated probabilistic approach,
which can easily incorporate different kind of information without any
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modification. In particular, this has been exemplarily demonstrated for
the observation’s SNR values. Furthermore, the probabilistic incorporation
of a deterministic 3D city model has been outlined.
Internally, the PMM algorithm for vehicle localization is based on the
generalized probabilistic data association concept first used in multiple
object tracking. Therefore, the satellite NLOS measurements have been
modeled similar to clutter in radar-based vehicle tracking. Hence, this thesis
demonstrated that algorithmic concepts could be successfully adopted and
extended from one domain to another.
Finally, it is worth mentioning that I hope this work contributes to
close the gap towards a full integrity chain for reliable satellite navigation
in Europe. Currently, the trustworthiness and political independence of
European satellite navigation is ensured by the emerging Galileo satellite
system. The integrity of the emitted satellite signals in space itself is
monitored by the EGNOS system. With the PMM concept an integrated
integrity monitoring at the receiver antenna level is now possible as well.
8.2 Open Questions and Subsequent Research Topics
Similar to almost all scientific work in general, there are finally still open
questions and further challenges that need to be addressed. A summary of
these issues and a proposal for further research will be given below. Hence,
these open points should be considered a guideline and the considerations
are left to future work.
As elaborated in section 2, this thesis restricts itself to parametric fil-
tering by using an UKF in order to provide an acceptable computational
burden for real-time applications. Although the PMM is internally based
on a Gaussian sum filter in order to perform the hypotheses handling, the
resulting PDF is still approximated to a single Gaussian after each GNSS
sensor update. However, this approximation implies that the system is pre-
vented from correctly accounting for multi-modal distributions as it might
happen under severe reception conditions. The current implementation
tries to partly mitigate this approximation error by using a conservative
moments matching approach as shown in section 6.2.6. Nevertheless, the
aforementioned limitation that intermediate multi-modal estimates cannot
be handled is still present. Within the proposed probabilistic concept,
this is the only place where a dedicated decision is made which cannot be
reversed easily later on. Besides applying conventional techniques such
as non-parametric filtering or Monte Carlo methods, using robust factor
graphs might be an compelling alternative as tentatively shown in [Su¨nder-
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hauf et al., 2013b]. By combining the results of the aforementioned work
with the recently introduced ideas of Rosen et al. [2013], it might be possi-
ble to more accurately address the challenging problem of non-Gaussian
multi-modal state estimates. Especially for more complex data fusion
setups as required for upcoming autonomous systems, this ideas should be
investigated.
Although the results presented in chapter 7 have been generated from
numerous real-world data sets and field tests it has to be admitted that
the assessment was mainly conducted under single-constellation scenarios
with a u-blox LEA-4T GPS-only receiver. Consequently, a sound multi-
constellation evaluation of the performance with GPS and Galileo was
not possible. The conditions for such an evaluation, a Galileo satellite
constellation with more than three satellites and the availability of low-cost
multi-constellation GNSS receivers are meanwhile fulfilled. Thus, Reisdorf
et al. [2014] are going to present first results generated from empirical data.
Moreover, the hypotheses pruning required to ensure real-time behavior
should be investigated in further research. The method proposed in section
6.3 is solely based on the satellite geometry. A more detailed analysis of
other criteria might reveal further insights into how the system could be
optimized in terms of run-time performance. Another interesting open
point is the application of the PMM to recent low-cost GPS receivers. For
example, the successor of the u-blox LEA-4T receiver is known to provide a
better performance as discovered by the experiments of Peyret et al. [2011].
Due to the generic design of the PMM, the adoption to this new receiver
would not require any algorithmic changes at all. At best the measurement
and process noise parameters would need to be readjusted which is a
straightforward task by repeating the CMA-ES black box optimization.
In section 5, two probabilistic models have been generated for the pseu-
dorange residuals and the SNR observations from empirical data. This
process involved several manual and semi-manual tasks such as perform-
ing test drives, classification of the pseudorange observations by the 3D
model and finally fitting the parametric functions by expert knowledge. In
order to accelerate this time-consuming process an automated approach
should be aspired. For example, the nonparametric density estimation of
arbitrary noise distribution for empirical sensor modeling as proposed by
Rosen and Leonard [2013] seems to be a promising concept which should
be investigated in future work. In addition, the generated knowledge from
chapter 5 could facilitate sophisticated GNSS degradation models which
might be used inside of comprehensive simulation frameworks. Currently,
most traffic simulators in the ADAS domain are limited to solely provided
perfect ground truth GNSS measurements without realistic error models
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and are therefore currently of limited use for the evaluation of upcoming
ADASs.88
Finally, the multi-sensor data fusion demonstrated in section 7.4 could be
improved by using more accurate vehicular motion models and probabilistic
concepts similar to the IMM which are able to more accurately account for
different driving maneuvers as demonstrated in [Jo et al., 2012]. Likewise,
the integration of recent consumer-grade MEMS sensors in combination with
extended 3D vehicular motion models should be investigated. Compared
to the in-vehicle sensors used in this work, a better performance during
long GNSS outages in harsh multipath environments is expected.
In the end, I hope that the presented ideas serve as a useful step and
valuable contribution towards attaining reliable and accurate localization
performance for a broad range of low-cost devices and applications in
the field of ITS in general and ADAS in particular. Especially in the
light of the recently published study by Groves et al. [2014], the proposed
system apparently contributes to address the four observed key challenges
in multi-sensor positioning which are complexity, context, ambiguity and
environmental data handling.
88For example, typical simulation tools used in the ADAS domain are PreScan and
DYNA4. On the other side, sophisticated GNSS simulators such as GSSF are




A.1 Time Discrete Process Noise
In order to properly apply the prediction step of the KF, a time discrete
representation Qt of the continuous process noise matrix Qc is required.




F(T − τ)QcF(T − τ)ᵀ dτ (A.1)
A discussion of alternatives to calculate and approximate Qt can be found
in [Groves, 2013, pp. 96].
A.2 KLD Between Normal Distributions





































































































































(X − µ2)2 =(X − µ1 + µ1 − µ2)2 (A.12)






















































A.3 Non-Parametric Density Estimation
A.3 Non-Parametric Density Estimation
The KDE is a non-parametric approach to estimation an unknown density
function based on a given set of samples drawn from that density. In the
following example, the KDE for a non-trivial density function described by
a Gaussian Mixture Model (GMM) is shown. In general, a density function





















where the used kernel is denoted by K(·) and the parameter hKDE > 0
represents the smoothing bandwidth.
Contrary to the generic definition of the GMM from (A.18), the result




γiGi(x, µi, ΣKDE︸ ︷︷ ︸
fixed cov.
). (A.20)
The main difference is that now for each component Gi of the KDE, the
same covariance ΣKDE is assumed. Moreover, the KDE introduces an
additional component for every sample observed.
The result of a KDE is a statistical representation of the underlying data.
In order to use this representation inside of a probabilistic algorithm it is
often necessary to draw samples from that density. Moreover, a technique
to evaluate a particular sample is required. Both steps are explained in the
light of a KDE.
Sampling To draw a sample xˆ from a non-parametric model described by a
mixture the following sample scheme is applied [Shalizi, 2009]: As the
kernels of the kernel density estimate are itself PDFs (e.g. Gaussians)
which are centered on the observed samples x1, x2, . . . , xn, sampling
xˆ is implemented by picking an uniformly distributed integer i from
the interval [1, n]:
i ∼ U(1, n). (A.21)
Afterwards, i is used to select the correct Gaussian kernel which is
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itself sampled by a well-known method such as Box-Muller transform
[Box and Muller, 1958]:
xˆ ∼ N (xi, h). (A.22)
Evaluation The evaluation of a sample within a non-parametric PDF is
done by evaluating the sample within each individual component by




Typically, complex algorithms as presented in this work have several free
parameters that can be adjusted to different conditions. For example, one
well-known class of these parameters is the process noise usually used in
the system model of Bayes filters. Moreover, correlation or even measure-
ment noise terms89 as well as sensor latencies are supposed to be tunable
parameters which can significantly influence algorithmic performance and
consistency. Unfortunately, the identification of the most appropriate values
for theses parameters is not a straightforward task. In general, there are
one or more combinations of the following approaches:
1. Manually set parameters based on expert knowledge and experience
gained from similar problems. Possibly, the process is repeated and
the parameters are adjusted after a supervised assessment of the
algorithmic performance.
2. Automatic (or even manual) grid and brute force search of the pa-
rameter space under investigation. This includes an exhaustive and
possibly long-term search through a subset of the parameter space.
For each parameter candidate an objective function90 is calculated
89Despite the fact that the sensor’s observation noise is usually specified in the sensor
manual, practical experience reveals that these values are often inappropriate.
90The synonyms cost function (minimization) or fitness function (maximization) are
used frequently as well.
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Motion/system model
process noise
(velocity, yaw rate, …)
PMM parameters





Robust vehicle localization optimization parameters
Figure B.1: An example of different classes of free parameters which
may influence localization and multipath mitigation performance of the
algorithm under discussion. All of them were automatically optimized
based on ground truth data within one optimization step.
and stored. Finally, the best—in terms of smallest cost—parameter
sample can be selected.
Even if the first method by manually setting the parameters provides a
good starting point, it relies on comprehensive knowledge and experience.
It is therefore not appropriate for new problems and often difficult to com-
prehend and justify. Furthermore, for high-dimensional and non-separable
parameter vectors, that approach may yield suboptimal results and thus
leave the system with unexploited performance.
On the contrary, the automatic brute force search will find the optimal
parameter vector in any case91, as it samples and evaluates all possible
combinations. Obviously, this method is slow and inefficient and requires
the longest runtime.
Because of the previously mentioned limitations, people often split the
problem by manually adjusting a certain subset of the parameter vector
and using grid searching for some selected parameters only.
In order to address and overcome the problem of manually tuning param-
eters, I propose to use a generic black box optimization92 strategy for all
parameters under investigation in this work. This includes the process noise
parameters as well as the parameters of the PMM and the 3D environment
model as depicted in figure B.1. Finally, the aim of the optimizing process
91Actually, this contention applies to discrete state spaces which are sampled in a
dense manner only. For continuous state spaces even a brute force approach may
miss the global minimum.
92Black box optimization refers to the situation that no knowledge of the underlying
optimization problem is given to the optimizer. Instead, only function values for
each evaluated search point are available.
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is to find at least one candidate solution Θ ∈ Hn of the n-dimensional
parameter space whose function value f(Θ) is as small as possible.
f : Hn → H (B.1)
Θ 7−→ f(Θ) (B.2)
A typical objective function f(Θ) for localization algorithm evaluation is
the RMSE generated from a test drive with k samples of ground truth data
g and the state estimate xˆ . For the remainder of this section it is assumed
that the ground truth and the state estimate are described by the same
state space representation and are therefore compatible:
RMSE(Θ) =
√∑k
i=1 ||xˆi − gi||2
k
. (B.3)
Therefore, the task of the optimizer is to find the optimal parameter vector
Θopt, e.g. containing the process noise for a typical vehicular motion model,
which yields the smallest RMSE value.
In literature, there are many different algorithms for non-linear opti-
mization available. Besides the classical derivative based methods, e.g.
quasi-Newton93, other numerical approaches like the simplex method for
function minimization first introduced in [Nelder and Mead, 1965] exist as
well. While derivative methods are usually fast in convergence, they require
a differentiable objective function (in this case the localization algorithm
for the whole measurement sequence) which is not generally available.
Moreover, they might fail in non-convex and rugged search landscapes
(e.g. including discontinuities and ridges). To achieve a straightforward
and convenient parameter optimization of the localization algorithm the
following features are required:
 Black box optimization without analytic objective function
 Require only a minimum number of objective function evaluations
 Appropriate for search space dimensions between two and 20
 Support for coarse-grained94 parallelization for efficient optimization
 Only few tuning parameters for the optimizer itself
 Robust to discontinuities and multi-modalities
 Support for easily putting constraints on the search space
93See [Bonnans et al., 2006] for a comprehensive overview.
94At the prototyping phase, scientific algorithms are often not optimized for paralleliza-
tion. By a coarse-grained approach like supported by CMA-ES, several independent
instances of the sequential algorithm are run in parallel (e.g. on different cores of a
CPU or even different computers).
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The above optimizer properties where deduced from my experience of the
last years while working on localization algorithm problems. For example,
as indicated in figure B.1, the dimension of the coupled parameter vector
is about ten.
B.1 Covariance Matrix Adaption Evolution Strategy
The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is a
recent and highly competitive [Hansen and Ostermeier, 2001] optimiza-
tion approach which is applicable to difficult non-linear and non-convex
optimization problems. It is a stochastic method for continuous domain
problems and was successfully used to explore non-separable state spaces
with up to a hundred dimensions. Instead of the Nelder-Mead method
that uses the concept of a simplex to explore the state space, CMA-ES is a
sample based approach which does not require gradients. It is leveraged
by the knowledge of previous information and uses the path of successful
mutations to build up a covariance matrix [Buche et al., 2005]. Afterwards,
the new population is sampled from this covariance.
Even if mainly designed for local optimization, it includes support for
global optimization as well and shows reasonable performance [Hansen and
Kern, 2004].
Another important benefit of CMA-ES is that it does not require extensive
parameter tuning—i.e. the optimization algorithm is free from parameters
itself—for a successful application, which makes it easy to use in various
domains. Only an appropriate initial solution as well as some termination
criteria need to be specified.
For the sake of simplicity, only a short introduction of the CMA-ES
algorithm is given here. A comprehensive explanation and hands-on tutorial
can be found in [Hansen, 2011]. In a nutshell, the CMA-ES consists of the
following steps:
1. Generate a population of independent search points (parameter vec-
tors) from a multivariate Normal distribution described by mean and
covariance matrix. The properties95 of this Normal distribution are
the initial solution parameters provided by the user. The population
size λp is depending on the parameter space dimension n and typically
chosen to be λp = 4 + [3 lnn].
2. For each of these samples, evaluate the objective function and store
the result as a weight for each sample. As this objective function
95The standard deviation is a good indicator for the interval of the search space.
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is evaluated for each sample independently, this step can easily be
parallelized to speed up optimization.
3. Select and recombine samples from the population according to
assigned weight and calculate new mean and adopted covariance
matrix.
4. If termination criteria is not met, repeat at step 1 by now using the
new mean and covariance matrix from step 3.
The CMA-ES implementation used in this work is fully described in [Hansen,
2006]. The source code of a MATLAB implementation is available as well.
Example B.1. Consider the Rosenbrock function96 which is a non-linear
and non-convex function typically used as a performance test for optimiza-
tion algorithms. The global minimum of this function is inside a long flat
valley at (x, y) = (1, 1) where f(x, y) = 0. It is defined by the following
non-linear function of the two parameters x and y
f(x, y) = (1− x)2 + 100(y − x2)2. (B.4)
In this example the brute-force grid search and CMA-ES approach are used
to seek for the minimum and compared to each other in terms of required
iterations.
For the grid search method a typical interval for the 2D parameter space
consisting of x and y is chosen by
−1.5 ≤ x ≤ 2 (B.5)
−0.5 ≤ y ≤ 3 (B.6)
while using a step width of ∆x = ∆y = 0.05 in both dimensions. As a
result, the grid search needs to evaluate the objective function for each of
the 5.041 parameter samples. Because of the well-chosen parameter interval
and step width, the global minimum is contained within the sampled grid
points.
On the other hand, the CMA-ES optimization algorithm is provided
with an initial solution of (x, y) = (0, 0) while the termination criteria is
left unchanged. After 830 iterations the CMA-ES converges to the correct
global minimum at (x, y) = (1, 1). For other random initial solutions like
(x, y) = (−3,−3) or (x, y) = (−10,−10), the optimizer shows similar
convergence behavior.
96It was introduced as a benchmark for optimization algorithms in [Rosenbrock, 1960].
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(a) Grid search approach (b) CMA-ES optimization approach
Figure B.2: An exemplary comparison of grid search and CMA-ES opti-
mization for typical non-convex Rosenbrock function with global minimum
at (x, y) = (1, 1). While the grid search approach has to evaluate app.
5.000 samples in this configuration, the CMA-ES approach converges to
the global minimum after 830 samples.
The final results of both approaches are shown in figure B.2. By using
the gird search algorithm, the Rosenbrock valley is completely covered by all
5.041 samples as shown in figure B.2(a). On the contrary, the CMA-ES
optimizer is able to converge to the global minimum by using 830 samples
and therefore efficiently explores only a subspace of the Rosenbrock valley.
The red path inside of figure B.2(b) indicates the evolution path along which
the optimizer searches the parameter space. 
Due to the properties of the CMA-ES and its efficient application as
a black-box optimizer to many different problems, it was used in several
chapters of this work wherever automatic parameter optimization has
been considered worthwhile. The particular objective function, may it be
the RMSE or something different as well as the parameter vector under
optimization, were explained as necessary.
B.2 When Optimization Fails—The Risk of Over-Fitting
It is obvious that an optimizer only has a limited number of samples
available to rate the proposed candidate solutions. Therefore, dependent
on the used objective function, the result of an optimization process might
be more or less generally applicable. As written in [Russell et al., 2010, p.
661], it is likely that an optimizer will find a hypothetical solution Θ ∈ Hn
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Whole Measurement Sequence
Training Set Validation Set Evaluation Set
Optimizer Validation Evaluation
Optimized parameter vector Average  parameter vector Final evaluation results
Figure B.3: Schematic illustration of a cross-validation technique to reduce
over fitting. When optimizing process parameters, the available measure-
ment sequence is partitioned into three different subsets used for training,
validation and evaluation, respectively.
that is consistent with all evaluated samples even if vital information to
describe the whole problem is missing. For example, if there exists another
hypothesis Θ′ ∈ Hn so that Θ generates a smaller error compared to Θ′ for
the evaluated samples, but Θ′ provides a smaller error than Θ in general,
the model will have poor prediction performance.
This general phenomenon is called over-fitting and applies to optimization
and machine learning as well. Basically, one reason for over fitting might be
due to the fact that the evaluated samples do not provide enough statistically
significant information. Furthermore, over fitting starts when the training
data is memorized instead of learning the underlying relationship.
One common strategy to detect and reduce this unwanted over fitting is
the cross-validation technique as described [Russell et al., 2010, p. 663]. In
short, the idea of cross-validation is to randomly divide the available data
S (i.e. test samples of a measurement sequence) into n complementary
subsets S1, . . . Sn. The optimization process itself is solely performed on
one of the generated subsets denoted by Strain, while the reaming sets are
used for validating the performance. If over fitting is detected during the
validation phase, the sample set S is repartitioned and the whole process
is repeated. By that approach, it can be estimated how well the chosen
candidate solution performs on unseen data. The expected outcome should
be a candidate solution of parameters that produce on average the best
performance on the whole evaluation sequence. In this work, a 2-fold
cross-validation approach—also called holdout method—as depicted in
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figure B.3 has been used. The following steps were used in the evaluation:
1. Partition available data S into two equal sized subsets S =
{Strain, Sval} and run optimizer on the training subset Strain only.
This yields a first candidate solution.
2. Test performance of chosen candidate solution on validation subset
Sval as proposed by cross validation. Afterwards, repeat optimizer
step on Sval and use Strain for validation.
3. Combine the results from step one and two and evaluate performance
of algorithm under investigation with this average parameter set on
the final evaluation sequence Seval. These results can be considered
optimal.
The partitioning of the data in step one was completed by dividing a single
measurement sequence into three different parts or by using three dedicated
sequences from a similar scenario (e.g. an urban test drive).
B.3 Appropriate Cost Functions for Localization
Algorithms
Even if the RMSE over a test sequence appears to be a sensible solution
for the objective function, it does account only for the first moment of the
estimated trajectory PDF. For example, when optimizing the process noise
terms of a CV motion model with a RMSE objective function, practical
experience revealed that the optimizer found a small RMSE value by
choosing atypical large noise terms. In fact, with such large process noise,
the optimizer degenerated the CV model to a simpler Constant Position
(CP) model which is not the desired behavior.
Estimated Probability Density Function In order to achieve a correct and
consistent optimization, an objective function considering the entire PDF
as shown in [Schubert et al., 2011] is desirable. The Maximum Likelihood
Estimation (MLE)97 is a method to calculate the likelihood of parameters
given observed data points. In the context of an optimizer for a vehicular
localization algorithm, the parameters Θ are the terms under optimization,
e.g. the process noise, while the observed data is the reference trajectory
from the ground truth GT = {g1,g2, . . .gk}.
The likelihood L(Θ) itself is described by the product of the evaluated
trajectory PDF—which itself depends on the parameter vector Θ—at the
97In [Thrun et al., 2005, p. 159] MLE is introduced for learning model parameters
from observed data.
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p(gi|Θ) = L(Θ), (B.7)




Before using (B.7) inside of an optimizer as an objective function it should
be transformed to a Log Likelihood which replaces the product by a sum
and therefore makes the algorithm numerically more stable98. Since the
logarithm is a monotonic increasing function, the maximum of logL(Θ) is





Moreover, as CMA-ES from section B.1 seeks for a minimum, equation





As the estimated trajectory PDF of a Bayes filter as proposed in this work is
always Gaussian, p(gi|Θ) can be described by a n-dimensional multivariate









(gi −µi)ᵀΣ−1i (gi −µi)
)
. (B.11)
By substituting this in (B.10) and further applying some logarithmic
98Even if theoretically fully correct, multiplying several small floating point values
may cause inaccuracies due to limited resolution on typical computer hardware and
should be avoided if possible.
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− ln((2pi)n/2)︸ ︷︷ ︸
constant




(gi −µi)ᵀΣ−1i (gi −µi)︸ ︷︷ ︸
Mahalanobis distance
As the term − ln((2pi)n/2) is constant and therefore not relevant for the
optimization it can be skipped. Finally, the appropriate objective func-
tion for minimization—which is a sum over several Mahalanobis distance












(gi −µi)ᵀΣ−1i (gi −µi). (B.12)
The penalty term − ln(det Σi 12 ) is important as it compensates for small
Mahalanobis distances caused by a large Σi.
99
It should be noted that often even the ground truth—especially if it was
provided by GNSS sensors—is subject to some extent of uncertainty. If
theses unaccounted errors become too large, the optimizer might propose
incorrect optimal parameters. Under the assumption that the quality of
a ground truth observation is available as a statistical parameter of a
Gaussian distribution N (gi,Σgti ), a straightforward approximation is to
replace Σi of (B.12) by
Σ∗i = Σi + Σ
gt
i (B.13)
and therefore consider its uncertainty. With the above extension, a consis-
tent optimization result in relation to the ground truth quality is ensured.
However, it should be highlighted that the addition of the two covariance
matrices in (B.13) is only valid if both matrices have that same shape,
99Imagine an example where the optimizer proposes a large process noise. In this case,
the estimated Σi will grow which results in a small Mahalanobis distance even if
the estimated mean µi disagrees to the ground truth gi. Therefore, the penalty
term − ln(det Σi0.5) is required to keep the cost function consistent.
242
B.3 Appropriate Cost Functions for Localization Algorithms
that is they are not rotated in any way. For more complex distributions
where the above assumption of Gaussians is not valid, the KLD can be used
as a general indicator of similarity.100 According to [Thrun et al., 2005,
p. 263] the KLD is a measure of the difference between two probability
distributions P and Q and is denoted by DKL = (P ||Q). If P is equal to
Q the KLD is zero. For all other cases, it is non-negative.
For the sake of completeness and without any further proof, a cost
function K(Θ) based on the sum of the KLDs for two Gaussian distributions,
that is, the estimated state and the ground truth PDF at each time step,

















However, it should be noted that this is not a MLE anymore, even if the
divergence between the state estimate and the ground truth is considered
correctly. That is, the cost function K(Θ) minimizes the information
divergence and not any kind of distance metric101.
Empirical Models Instead of using the estimated PDF of a localization
algorithm from a test sequence as an objective function, empirical models
are used as well. Especially when the generation of the full PDF is an ex-
pensive and time-consuming task, the usage of empirical models can speed
up the optimization significantly. In [Buche et al., 2005] a comprehensive
overview of current empirical model approaches is introduced. Furthermore,
Gaussian Processes (GPs)102 are highlighted as a recent candidate and
discussed more detailed. One way to integrate such models into the opti-
mization is to evaluate only a subset of the proposed parameter population
on the true objective function, while the remainder is solely processed
by the empirical model. Under the assumption that the empirical model
is faster than processing the objective function on the whole trajectory,
the optimization process can be accelerated significantly. Using empirical
models in evolutionary optimization algorithms like CMA-ES appears to
be a promising approach and should be considered for further research.
100In [Das et al., 2009] the KLD was successfully used inside the cost function of an
optimizer to find the best correspondence between Indus and Brahmi writing.
101For a proper distance metric of two PDFs the interested reader is encouraged to
study [Endres and Schindelin, 2003] which introduces a symmetric distance metric
based on the KLD.
102A comprehensive overview on the fundamentals and application of GPs can be found





In order to verify the correct behavior of the constellation and pseudorange
simulator the following methodology was chosen. First, a LS solver was
used to estimate the vehicle position over time from the GPS measure-
ments delivered by the u-blox LEA-4T receiver. As the observations where
gathered under urban conditions, they are likely to contain NLOS measure-
ments. Afterwards, this reference solution is used as a baseline to assess the
results provide by the simulator. As the constellation simulator introduced
another set of observations, an improvement in the estimated protection
level is expected while the positioning error will change depending on the
type of simulated measurement. If only LOS measurements are simulated
the positioning solution should improve, whereas in the NLOS case the
estimate will be less consistent.
Figure C.1 shows the positioning error (blue curve) and the estimated
protection level (red curve) of the LS solver. Obviously, the majority of
the positioning solutions lie within the promised protection level. However,
there are some large outliers that are not correctly detected and compen-
sated. In the figures C.2, C.3 and C.4 the same result of the LS solver is
presented for three different simulation scenarios. The scenario depicted in
figure C.2 uses the GPS observations from the receiver and augments it with
additional observations from the GLONASS constellation. The GLONASS
observations itself are sampled from the NLOS and LOS pseudorange dis-
tribution from section 5.3. In the subsequent text this simulation scenario
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Table C.1: Least Squares results for different simulation runs
Scenario PL1 PL2 PL3 RMSE PL3
GPS only 66.5 % 89.1 % 94.6 % 7.38 m 14.4 m
GLONASS (LOS) 24.9 % 50.7 % 86.8 % 4.94 m 6.9 m
GLONASS (dictgps) 3.5 % 36.1 % 67.9 % 7.49 m 6.9 m
GLONASS (NLOS) 5.4 % 19.1 % 35.2 % 11.8 m 6.9 m
Figure C.1: Position error and protection level for GPS measurements.
is referred as GPSGLOmixed. Compared to the baseline solution from fig-
ure C.1 the larger number of available observations improved the protection
level. Moreover, the number of position outliers increased, as there are now
more NLOS observations used throughout the LS solution. The result of
the simulation scenario where the GPS receiver observations are augmented
with additional LOS measurements (later on referred as GPSGLOLOS) is
illustrated in figure C.3. As the additional measurements are simulated
under LOS conditions the position error is rather small. Finally, the result
of GPSGLONLOS scenario where the additional measurements are solely
NLOS is shown in figure C.4. Compared to the previous examples the
position error significantly increases with an estimated protection level
similar to the previous scenarios. Table C.1 summaries all simulation
results. They are in line with the initial expectations that the estimated
protection level should improve with more observations. Furthermore, it
has been proven that the exclusive addition of LOS measurements improved
the localization performance, while the simulation of full NLOS or mixed
NLOS measurements produces less consistent results.
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Figure C.2: Position error and protection level for GPS measurements
augmented with simulated GLONASS constellation based on GPS se-
quences.
Figure C.3: Position error and protection level for GPS measurements
augmented with GLONASS constellation under LOS conditions.
Figure C.4: Position error and protection level for GPS measurements





In this chapter of the appendix a detailed overview of the used test data
acquired during numerous real-word test drives is given. To a large ex-
tend this mainly comprises the comprehensive measurement data from the
CoVeL validation campaign conducted in 2011 as well the long-term mea-
surement campaign to derive the empirical SNR characteristics. For each
test sequence several information such as length, duration and dynamic
conditions are given. Furthermore, the available sensor configuration as




One Round Test Location: Turino, Italy
Recording date: 09.09.2011 Vehicle type: Fiat
Distance: 4.2 km Duration: 13 min 180 min
Dynamics: moving Condition: sub-urban
Road polygons: yes 3D models: no
Odometry
Velocity scale factor: 1.004













IV Stream Location: Chemnitz, Germany
Recording date: 01.02.2012 Vehicle type: VW Touran (Carai 1)
Distance: 14.5 km Duration: 42 min
Dynamics: moving Condition: sub-urban
Road polygons: yes 3D models: yes
Odometry
Velocity scale factor: 1.0123














CoVeL Mercure Location: Chemnitz, Germany
Recording date: 21.04.2011 Vehicle type: VW Touran (Carai 1)
Distance: 6.8 km Duration: 35 min
Dynamics: moving Condition: sub-urban
Road polygons: yes 3D models: yes
Odometry
Velocity scale factor: 0.99













CoVeL Falkeplatz Location: Chemnitz, Germany
Recording date: 21.04.2011 Vehicle type: VW Touran (Carai 1)
Distance: 9.8 km Duration: 39 min
Dynamics: moving Condition: sub-urban
Road polygons: yes 3D models: yes
Odometry
Velocity scale factor: 0.99














Static 10 Days Location: Chemnitz, Germany
Recording date: 19.10.2012 Vehicle type: none
Distance: 0 km Duration: 10 days
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