




An introduction to higher form gauge ﬁelds.
SFB lectures, April 2009
Es steht daher jedermann frei, mir zu widersprechen. Ich bitte die
Leserinnen und Leser nur um jenen Vorschuss an Sympathie, ohne den
es kein Verstehen gibt.
(J. R.)
1 Classical electrodynamics
Most of the content of these lectures concerns in fact kinematical and not
really dynamical structures. In fact, we are just aiming at describing the
appropriate geometric framework for certain topological terms in the action
of a charged point particle and, in a second step, of a string. These lectures
primarily aim at showing how a (certain) modern way of doing geometry
works.
Ultimately, we aim at describing terms for world sheet actions of strings.
We start, however, with the more familiar case and consider actions for world
lines of charged point particles. We start with a review of electrodynamics,
diﬀerential forms and line bundles on manifolds.
1.1 Motivation for diﬀerential forms
We recall a simple kinematical fact of electrodynamics: consider a charged
particle moving uniformly with velocity v along the x-axis; in its rest frame
we have just an electric ﬁeld:





Consider in the external reference frame the ﬁelds in the point B = (0, b, 0).





a moving charged particle creates a magnetic ﬁeld.
The most eﬃcient mathematical kinematical description of this observa-
tion goes as follows: combine the six components of the electric ﬁeld ~E and
the magnetic ﬁeld ~B into an antisymmetric 4× 4-tensor Fµν by:
F0i = −Ei Fij = ijkBk
The kinematical information is encoded by the statement that it transforms







This leads us to the notion of a 2-form, and then more generally of a p-
form or diﬀerential form on an n-dimensional manifold M . I want to explain
the notions of a manifold and of a diﬀerential form on a manifold quite
carefully and in a way such that the deﬁnition of the kinematic framework
for higher p-form gauge theories becomes clear.
1.2 Diﬀerential forms on open subsets of Rn
All spaces we consider are locally modelled by Rn: local coordinates give local
identiﬁcations to Rn. We therefore start by introducing diﬀerential forms on
open subsets U of Rn.
Let U be an open subset of Rn. A p-form consists of np smooth functions
on U
ωµ1...µp : U → R
subject to the condition that they are alternating in the indices, i.e. for any
permutation σ ∈ Sp we have
ωµ1...µp(x) = sign(σ)ωµσ(1)...µσ(p)(x) .






In particular, we only need to consider p ≤ n. It is convenient to include the
case p = 0 and to call smooth functions 0-forms.
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We introduce the following calculus: combine the np functions by writing
a formal sum
ω = ωµ1...µp(x)dx
µ1 ∧ . . . ∧ dxµp
(summation convention is understood) and impose on the symbols dxµ the
antisymmetry by the rule
dxµ ∧ dxν = −dxν ∧ dxµ
We call this a p-form on a subset of Rn.
We have thus deﬁned for any open subset U ⊂ Rn an (inﬁnite-dimensional)
vector space Ωp(U) of p-forms. It has additional structure:
1. There is a natural product of forms:
∧ : Ωp(U)× Ωq(U)→ Ωp+q(U)
which is graded commutative. We will not use this product in these
lectures.
2. There is an exterior diﬀerential:
d : Ωp(U)→ Ωp+1(U)
with
dω := ∂µ0ωµ1µ2...µp(x)dx
µ0 ∧ dxµ1 ∧ . . . ∧ dxµp
with the property
d ◦ d = 0 .
(One has the following compatibility with the product:
d(ω ∧ η) = (dω) ∧ η + (−1)pω ∧ dη
for ω ∈ Ωp(U).)
So far, this is just a gadget to combine some simple antisymmetric combi-
natorics with diﬀerentiation - think about the deﬁnition of the rotation of a
vector ﬁeld on R3 or the deﬁnition Fµν = ∂µAν−∂ν Aµ and the homogeneous
Maxwell equation ∂[µFνρ] = 0. We still have to take into account a property
generalizing (1):










This leads to the following
3
3. Covariance property:
Given a smooth map
U
f→ V
of open subsets of Rn with coordinates {xµ} for U and {yµ} for V , we
get a map
f ∗ : Ωp(V )→ Ωp(U)
with






dxµ1 ∧ dxµ2 ∧ . . . ∧ dxµp
with the property
(f ◦ g)∗ = g∗ ◦ f ∗
and
f ∗dω = f ∗dω
Notice that in the particular case of a smooth function s ∈ Ω0(V ), we
simply have f ∗s = s ◦ f .





which extends by antisymmetry to p-forms. In particular, the electro-
magnetic ﬁeld strength in local coordinates is a 2-form.
1.3 Deﬁning manifolds
The whole formalism just introduced does not show its power, if one considers
just the local situation on subsets U ⊂ Rn.
We want to introduce the notion of a smooth manifold M of dimension
n. The basic idea is that this is a topological space  in fact paracompact
and Hausdorﬀ  that can be described locally by open subsets of Rn.
Let us make this precise: there is a family of open sets (Yα)α∈I with
Yα ⊂ Rn with continuous local bijections
piα : Yα →M
such that ∪αsα(Uα) = M , i.e. their images cover all of M . It is a bit incon-
venient to work with families of maps. There is a simple trick: consider the
disjoint union
Y := unionsqα∈IYα := ∪α Yα × {α}
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This is a topological space with |I| connected components: as many as there
are coordinate neighborhoods. Notice that there is a continuous surjection
pi : Y →M .
The idea is now to construct locally, i.e. to work on Y . To this end, we
need to incorporate information about the overlaps pi(Yα) ∩ pi(Yβ). We want
to do this just using open subsets of Rn, because in this way, we can use that
we know how to diﬀerentiate and integrate functions (and diﬀerential forms)
on open subsets of Rn  and what diﬀerential forms are.
For the description of overlaps, we introduce
Y [2] := unionsqα,β∈IYαβ
with
Yαβ := {yα ∈ Yα|pi(yα) ∈ pi(Yβ)}
Clearly Y [2] is again a disjoint union of open subsets of Rn. The evident
injection of a subset
∂αβ1 : Yαβ → Yα
yα 7→ yα
gives a continuous map of open subsets of Rn:
∂αβ1 : Y
[2] → Y




∂αβ0 : Yαβ → Yβ
yα 7→ yβ
with the unique yβ ∈ Yβ such that pi(yβ) = pi(yα). We introduce the notation
yβ = sαβ(yα) for the corresponding bijection
sαβ : Yαβ
∼→ Yβα
of open subsets of Rn that describes the change of local coordinates. As a










We can now formulate the condition that on overlaps pi(Yα) ∩ pi(Yβ) the
coordinate change is smooth. To this end, we note that the map
sαβ : Yαβ → Yβα
of open subsets of Rn reads in canonical local coordinates xiβ on Yβ and xiα






This map extends to a map
s : Y [2] → Y [2]
of disjoint unions of open subsets of Rn. A manifold is called diﬀerentiable
(n-fold diﬀerentiable, holomorphic,. . . ) iﬀ the map s is diﬀerentiable (n-fold
diﬀerentiable, holomorphic,. . . ).
For completeness, one should note that s obeys a condition that is for-
mulated on threefold overlaps. Introduce
Y [3] := unionsqαβγYαβγ
with
Yαβγ := {yαβ ∈ Yαβ|pi(yαβ) ∈ pi(Yγ)} = {yαβ ∈ Uα |pi(yαβ) ∈ pi(Yβ) ∩ pi(Yγ)}
As above, the evident injection
∂αβγ2 : Yαβγ → Yαβ
yα 7→ yα
gives a continuous map
∂2 : Y
[3] → Y [2] ;
in fact, since this is a map between subsets of Rn, it makes sense to say that
it smooth for a smooth manifold. Similarly, we construct maps using the fact
that pi is a local bijection
∂αβγ1 : Yαβγ → Yγα
∂αβγ0 : Yαβγ → Yβγ
Notice that the map
sαγ : Yαγ → Yγα
pulls back to a map
∂∗1sαγ : Yαβγ → Yγαβ ⊂ Yγα
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On the other hand, we have the maps
Yαβγ
∂∗2sαβ→ Yβαγ ⊂ Yβα ∂
∗
0sβγ→ Yγβα ⊆ Yγβ




which can be expressed as a relation on Y [3]:
(∂1)
∗s = (∂0)∗s ◦ (∂2)∗s . (2)
At this point we should point out that a deﬁnition of a smooth manifold
can (and maybe should) be given without mentioning the topological space












pi //M . (3)
There is also no reason why the induced map pi : Y → M should be a
local bijection. The natural class are indeed surjective submersions, as they












The structure becomes clear if one considers it over the simplicial struc-
ture in the index sets:
• an object  a disjoint union of open subset of Rn  for I
• a morphism  i.e. a smooth map of open subsets Y [2] of Rn on I2 = I×I.
• a relation for these morphisms on Y [3] for I3.
One then deﬁnes M by an appropriate equivalence relation and imposes
the condition that the quotient is a paracompact Hausdorﬀ space.
We can also start to deﬁne smooth maps of manifolds. Consider
• a smooth map
f : Y1 → Y2
of the covers
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on Y [2] is obeyed.
This deﬁnes a map f¯ : M1 → M2 in x ∈ M1 by picking y ∈ pi−11 (x)
and setting f¯(x) = pi2 ◦ f(y). One should check that this is well-deﬁned and
deﬁnes a continuous map of topological spaces M1
f¯→M2.
At this point, we are cheating: we really deﬁne maps compatible with the
covers. To get all maps, one has to introduce the notion of a reﬁnement of a
cover and deﬁne maps on suitable reﬁnements.
1.4 Diﬀerential forms on manifolds
We know from a previous subsection what a diﬀerential form on Rn is. It is
also straightforward to deﬁne a diﬀerential form on a disjoint union of open
subsets of Rn as a disjoint union of diﬀerential forms.
To deﬁne what a diﬀerential form on a manifoldM is, we use the strategy
to see the manifold as described in the previous subsection:




pi //___ M . (5)




Properties of p-forms inherited from local properties:
1. Elements of Ωn(M) transform like a determinant and can be integrated,
using a partition of unity argument.
2. Given a smooth map of manifolds
M
f→ N
we get a so-called pull back map
f ∗ : Ωp(N)→ Ωp(M)
such that
(f ◦ g)∗ = g∗ ◦ f ∗
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3. Diﬀerentiation is local, hence we get an exterior diﬀerential
d : Ωp(M)→ Ωp+1(M)
with the property
d ◦ d = 0
which commutes with pull back, f ∗(dω) = df ∗(ω).
1.5 Back to electrodynamics
We are now in a position to write down the homogeneous Maxwell equation
for a 2-form F ∈ Ω2(M):
dF = 0 ;
the inhomogeneous Maxwell equation reads
d ? F = ?j
here j ∈ Ω1(M) is a 1-form describing the sources. The Hodge star is a linear
map
? : Ωp(M)→ Ωn−p(M)
induced by the conformal class of a metric on an oriented manifold M like





- it will not be discussed here.
Classically, one could think of electrodynamics as a theory of 2-forms,
with the vector potential just being a calculational tool. In the quantum
theory, however, this is not true any more.
2 Electrodynamics and line bundles
The homogeneous Maxwell equation dF = 0 does not necessarily imply a
global identity
F = dA
for some 1-form A. But the Poincaré lemma (and some topology of manifolds)
tells us that we can choose a so-called good open cover: it has the property
that on q-fold intersections
Uα1...αq := Uα1 ∩ . . . ∩ Uαq
The following holds for a p-form ω with dω = 0 (a so-called closed 2-form):
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• If p = 0, then ω is a constant function.
• If p > 0, then there is a p − 1-form such that dλ = ω, i.e. for p > 0 a
closed p-form on Uα1...αq is exact.
In our more abstract language: we can ﬁnd a surjective submersion Y →
M and a one-form A ∈ Ω1(Y ) such that dA = pi∗(F ). This is just saying
that we can ﬁnd vector potentials locally.
2.1 From gauge potentials to line bundles
How can we ﬁnd the appropriate geometry for gauge potentials? We use
the same strategy as deﬁning p-forms on manifolds and keep in mind that a












pi //___ M . (6)
So we consider objects constructed on a cover Y
pi→M as follows:
• A 1-form A ∈ Ω1(Y )
• Pulling back A, we get two 1-forms ∂∗0A and ∂∗1A on Y [2].
In the case of 1-forms, we were imposing on Y [2] the identity ∂∗1A = ∂
∗
0A.
In the case of gauge potentials, this is inappropriate since the gauge potential
itself is not observable. Rather, gauge equivalent potentials give the same
ﬁeld strength. We therefore require that there exists a U(1)-valued function
g on Y [2] such that
1
i
dlogg = ∂∗1A− ∂∗0A .
To simplify our notation, we put Ω˜0(M) the smooth U(1)-valued functions
on M . Given two 1-forms A1 and A2, we call an element g ∈ Ω˜0(M) with
1
i
dlogg = A2 − A1
a morphism A1
g→ A2 of 1-forms.
Hence we have a hierarchical structure with two layers: gauge potentials
and gauge transformations. In mathematical terms, this means that we are
considering for each open set U ⊂ Rn a category Gauge(U) whose objects
are 1-forms and whose morphisms are the U(1)-valued functions we have just
described.
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On these functions one imposes a condition of the same type as (2):
∂∗1 g = ∂
∗
0 g · ∂∗2 g .
Hence we deﬁne a line bundle L with connection on a smooth manifold
M with the help of a cover Y →M as
1. A 1-form on Y , i.e. an object of Gauge(Y ). - This is a locally deﬁned
gauge potential.
2. A morphism of 1-forms on Y [2]. - This is a gauge transformation on
two-fold overlaps.
3. A relation on Y [3]. - This is a cocycle relation of the gauge transforma-
tions on three-fold overlaps.
A simple example of a line bundle is, of course, the trivial line bundle
with Y = M , A ∈ Ω1(M) and the identity on Y [2] ∼= M .
We have the following local data and relations:
Data Relations
Aα ∈ Ω1(Yα) Aα − Aβ = 1i dloggαβ on Yαβ
gαβ ∈ Ω˜0(Yαβ) gαβg−1αγ gβγ = 1 on Yαβγ
It is easy to guess how to relate line bundles, again by using the similarity
with morphisms of manifolds: a morphism of line bundles is
1. A morphism of 1-forms on Y , i.e. a locally deﬁned gauge transforma-
tion.
2. A relation for these gauge transformations on Y [2].
2.2 Consequences of the deﬁnition
This deﬁnition has a number of important consequences:
1. It turns out that both line bundles and their morphisms can be pulled
back along smooth maps M
f→ N of smooth manifolds.
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2. Not every 2-form on M is the curvature of a line bundle on M : the
additional constraint is that∫
Σ
F ∈ 2piZ
for any closed oriented surface Σ ↪→M .
3. There is a well-established classiﬁcation scheme for line bundles with
connection and for line bundles. It has one consequence we will need
in the sequel: a line bundle on a one-dimensional surface is trivial in
the sense that it can be described by a 1-form on M .
We will now be able to give a very simple deﬁnition of holonomy: consider
a smooth map
Φ : S1 →M
and a line bundle with connection on M . Then the pullback Φ∗L is a line





Had we used instead ω′ ∈ Ω(S1) with ω′ = ω + 1
i
dlogg, we would have
obtained the same value for the holonomy.
Let us compute the holonomy more explicitly: given Φ : S1 → M ,
decompose S1 into intervals Iα with Φ(Iα) ⊂ pi(Uα). Then the pullback of
the line bundle is trivial up to a gauge transformation λα:
ω = Φ∗(Aα) − idlogλα on Iα






































where the point xα,β separates the intervals Iα and Iβ. This is exactly the
term appearing in the action of a charged point particle moving on a closed
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loop. In the situation when Φ(S1) is the boundary of a disc D, i.e. ∂D =





Such a rewriting is not possible in the situation encountered in the discussion
of the Aharonov Bohm eﬀect.
2.3 The total space of a line bundle
You might be used to think about a line bundle as a morphism Ltot
p→M of
smooth manifolds with ﬁbres isomorphic to U(1). From our point of view,
this is a derived aspect and one should not overestimate its importance. In
fact, it has no direct analogue for gerbes, the structure arising in the deﬁnition
of surface holonomy.
Its construction goes as follows: consider two maps
Y [2] × U(1) → Y × U(1)
∂ˆ0 = ∂0 ⊗ id : (yαβ, g) 7→ (yαβ, g)
∂ˆ1 = ∂1 ⊗ l : (yαβ, g) 7→ (yβ, gαβ · g)
Then Ltot is deﬁned as the diﬀerence cokernel of these two maps. It
inherits from the smooth surjection Y
pi→M a smooth surjection Ltot p→M .
The central fact in the theory of line bundles is that the pull back of any
bundle to its total space is a trivial bundle. Hence the pull back of the
connection is described by a globally deﬁned 1-form on Ltot.
3 Surface holonomy and bundle gerbes
We are now in a position to consider geometric structure that is appropriate
to deﬁne holonomy for surfaces. String theory replaces particles by strings
which sweep out world sheets. The world sheet of a string is described in
terms of a smooth map Φ: Σ → M . The simplest case is to consider closed
and oriented world sheets. The exponentiated action functional of the string
is
eiS[Φ] = eiSkin[Φ] holG(Φ) , (7)
where Skin[Φ] is a kinetic term which involves a conformal structure on Σ
and the holonmy term is precisely the term we wish to set up. Physical
models whose ﬁelds are maps deﬁned on surfaces are called (non-linear) sigma
models, and the holonomy term is called a Wess-Zumino term. Such terms
are the stringy analogue of what we have just done for a point particle. They
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are needed in certain models in order to obtain quantum ﬁeld theories that
are conformally invariant.
The ultimate goal of these lectures is to deﬁne Wess-Zumino terms for
unoriented surfaces.
3.1 Deﬁnition of bundle gerbes
We could integrate 1-forms over world lines and obtain terms in the action
of point particles.
To be able to integrate over world sheets, we start with 2-forms and set
up the relevant hierarchical structure Grbtriv∇:
• An object is a 2-form ω ∈ Ω2(M), called a trivial bundle gerbe with
connection and denoted by Iω.
• A 1-morphism η : ω → ω′ is a 1-form η ∈ Ω1(M) such that dη = ω′−ω.
• A 2-morphism φ : η ⇒ η′ is a smooth function φ : M → U(1) such that
−i dlog(φ) = η′ − η.
The fact that we have gauge transformations of gauge transformations
has lead to a three-layer structure, in mathematical terms to a 2-category.
There is also a natural pullback operation along maps, induced by pull-
back on diﬀerential forms. The idea is now to close the construction on the
structure given on a cover Y
pi→M .
As a ﬁrst step we complete the morphism categories. Since these are
categories of trivial line bundles with connections, we set
Hom(Iω, Iω′) := Bun∇ω′−ω(M) , (8)
the category of hermitian line bundles with connection of ﬁxed curvature
ω′ − ω. The horizontal composition is given by the tensor product of line
bundles. In the next step, we get the following deﬁnition of a bundle gerbe:
A bundle gerbe G (with connection) overM consists of the following data:









pi //___ M (9)
(GO1) an object Iω of Grbtriv∇(Y ): a 2-form ω ∈ Ω2(Y ), the locally deﬁned
B-ﬁeld. In fact, string theory naturally contains ﬁelds coupling to a
2-form gauge ﬁeld, the B-ﬁeld or Kalb-Ramond ﬁeld;
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(GO2) a 1-isomorphism
L : ∂∗0Iω → ∂∗1Iω (10)
in Grbtriv∇(Y [2]): a line bundle L with connection over Y [2] such
that curv(L) = ∂∗0B − ∂∗1B;
(GO3) a 2-isomorphism
µ : ∂∗2L⊗ ∂∗0L⇒ ∂∗1L (11)
in Grbtriv∇(Y [3]): a multiplication of line bundles
(GO4) an equality
∂∗2µ ◦ (id⊗ ∂∗0µ) = ∂∗1µ ◦ (∂∗3µ⊗ id) (12)
of 2-morphisms in Grbtriv∇(Y [4]): the associativity of this multipli-
cation.
An example is, of course, the trivial gerbe with Y = M , ω ∈ Ω2(M), the
trivial line bundle L on Y [2] ∼= M and the natural isomorphism for µ.
In terms of local data we obtain:
Data Relations
Bα ∈ Ω2(Yα) Bα −Bβ = dAαβ on Yαβ
Aαβ ∈ Ω1(Yαβ) Aαβ − Aαγ + Aβγ = 1i dloggαβγ on Yαβγ
gαβγ ∈ Ω˜1(Yαβγ) (δg)αβγδ = 1 on Yαβγδ
For applications to D-branes and defects, it is necessary to close the mor-
phism categories under a second operation, namely direct sums. Closing
the category of line bundles with connection under direct sums leads to the
category of complex vector bundles with connection, i.e. we set
Hom(Iω, Iω′) := VectBun∇ω′−ω(M) , (13)
where the curvature of these vector bundles is constrained to satisfy
1
n
tr(curv(L)) = ω′ − ω , (14)
with n the rank of the vector bundle. Notice that this does not aﬀect the def-
inition of a bundle gerbe, since the existence of the 2-isomorphism µ restricts
the rank of L to be one.
• It is clear that similarly, one can introduce 1-morphisms and 2-morphisms
between bundle gerbes.
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• Gerbes and gerbes with connection are classiﬁed by certain (hyper-
)cohomology theories. In particular, a gerbe over a closed oriented
2-dimensional manifold is necessarily trivial and thus described by a
2-form.
• There exists a globally deﬁned 3-form curvature H ∈ Ω3cl(M) such
that pi∗H = dω.
• Again, there is a formula for the holonomy in terms of local data.
3.2 Surface holonomy
Consider a bundle gerbe G with connection over a smooth manifold M , and
a smooth map
Φ : Σ→M (15)
deﬁned on a closed oriented surface Σ. By the classiﬁcation result mentioned
above, the pullback Φ∗G is isomorphic to a trivial bundle gerbe. Hence one
can choose a trivialization, i.e. a 1-isomorphism
T : Φ∗G ∼→ Iω (16)








∈ U(1) . (17)
In the same way as for the holonomy of a line bundle with connection, this
deﬁnition is independent of the choice of the 1-isomorphism T . Namely, if
T ′: Φ∗G ∼→ Iω′ is another trivialization, we have a transition isomorphism
L := T ′ ◦ T −1 : Iω ∼→ Iω′ , (18)
which shows the independence, because the curvature of a line bundle with
connection has integral ﬂux over closed oriented surfaces.
In the situation when Φ(Σ) is the boundary of a three-manifold B, i.e.




Such a rewriting is not always possible, just like in the situation encountered
in the Aharonov Bohm eﬀect.
One obtains also the following formula in terms of local data: choose a
triangulation of Σ that is subordinate to a good open cover
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• plaquettes ∆ 3 c with Phi(c) ⊂ Uα(c)
• edges E 3 b with Φ(b) ⊂ Uα(b)
• vertices V 3 v with Φ(v) ∈ Uα(v)






















A particular class of sigma models with Wess-Zumino term is given by WZW
(Wess-Zumino-Witten) models. For these the target space M is a connected
compact simple Lie group G, and the curvature of the bundle gerbe G is an
integral multiple of the canonical 3-form
H = 〈θ ∧ [θ∧ θ]〉 ∈ Ω3(G)
(θ is the left-invariant Maurer-Cartan form on G, and 〈· , ·〉 the Killing form
of the Lie algebra g of G). WZW models have been a distinguished arena
for the interplay between Lie theory and the theory of bundle gerbes.
Deﬁning Wess-Zumino terms as the holonomy of a bundle gerbe with
connection allows one in particular to explain the following two facts.
• The Aharonov-Bohm eﬀect : This occurs when the bundle gerbe has
a ﬂat connection, i.e. its curvature H ∈ Ω3(M) vanishes. This does
not mean, though, that the bundle gerbe is trivial, since its class in
H3(M,Z) may be pure torsion. In particular, it can still have non-
constant holonomy, and thus a non-trivial Wess-Zumino term.
An example for the Aharonov-Bohm eﬀect is the sigma model on the
2-torus T = S1×S1. By dimensional reasons, the 3-form H vanishes.
Nonetheless, since H2(T, U(1)) = U(1), there exists a whole family
of Wess-Zumino terms parameterized by an angle, of which only the
one with angle zero is trivial.
• Discrete torsion: The set of isomorphism classes of bundle gerbes
with connection that have the same curvature H is parameterized by
H2(M,U(1)). If this group is non-trivial, there exist diﬀerent Wess-
Zumino terms for one and the same ﬁeld strength H.
An example for discrete torsion is the level-k WZW model on the Lie
group PSO(4n). Since H2(PSO(4n), U(1)) ∼= Z2, there exist two non-
isomorphic bundle gerbes with connection having equal curvature;
their diﬀerence corresponds to `discrete torsion'.
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4 Holonomy for unoriented surfaces
String theory naturally requires so-called type I theories which are theories
of unoriented strings (which can have boundaries - a fact we will not discuss
in these lectures). This raises the question: what is the correct space time
structure to deﬁne holonomy for unoriented strings? (Put diﬀerently: what
is the correct deﬁnition of an orientifold background?)
4.1 The correct trivial 2-category
The natural object to be integrated over an unoriented surface Σ are so-
called 2-densities. They are deﬁned as follows: take the orientation cover
Σˆ → Σ, a two-fold cover with Σˆ oriented. The exchange of the two sheets
gives an orientation reversing involution σ : Σˆ → Σˆ. A 2-density is a 2-
form ω ∈ Ω2(Σˆ) such that σ∗ω = −ω. They are integrated by choosing a
fundamental domain for Σˆ→ Σ on Σˆ.
It is clear that this is not the correct 2-category to work on: identities
on 2-gauge potentials should only be imposed up to gauge equivalence. We
thus arrive at the following 2-category for any smooth manifold:
1. Objects are 2-forms in Ω2(M)
2. 1-Morphisms are in Ω1(M)o Aut(U(1)) with ω (η,±)→ ω′ if
dη = ±ω′ − ω .
3. 2-Morphisms (η, ) ⇒ (η′, ′) only exist if  = ′ and are then φ ∈
Ω0(M) with
dlogφ = η′ − η
4.2 Local data
It should have become clear by now that from now on one has a powerful
machine to produce a geometric structure  now called a Jandl structure
 that allows to deﬁne holonomy for unoriented surfaces. We conclude by
giving the corresponding structure in local coordinates and discussing the
monodromy.
To this end, we ﬁrst note that there are no 2-morphisms for the Z2 part.
We thus get an ordinary Z2 bundle P → M . Obviously, P comes with an
involution k : P → P . 1
1In orientifold backgrounds, this involution is not necessarily free. This can be incor-
porated in our formalism by considering for M a smooth orbifold rather than a smooth
manifold.
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We can then pull back the whole structure from M to P and obtain a
gerbe on P , together with the following data:
• A 1-isomorphism A : k∗G → G∗
• A 2-isomorphism ϕ : k∗A ⇒ A∗
• A relation k∗ϕ = (ϕ∗)−1.
It can be shown that the Jandl structures for a ﬁxed gerbe G on a Z2-cover
P →M form a torsor over Pic〈k〉0 (P ). This way one ﬁnds
• For SU(2), a single Jandl structure for each of the involutions g 7→
zg−1 with z = ±1 in the center of SU(2).
• For the non simply connected group SO(3), two Jandl structure for
the involution g 7→ g−1.
All known results nicely conﬁrm results obtained earlier in a representa-
tion theoretic approach.
Explicitly, in local data, we have
Data Relations
Wα ∈ Ω1(Yα) k∗Bα = −Bα + dWα




jα ∈ Ω0(Yα) k∗tαβ = tαβj−1β jα
k∗Wα = Wα − dlogjα
k∗jα = j−1α
We explain the formula for the holonomy in terms of local data in the
following ﬁgure.
We visualize this formula in Figure 1.
This passes many tests - in particular all explicit results coincide with
explicit algebraic solutions of rational conformal ﬁeld theories.
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Figure 1: Assignment of local data. The middle layer shows the worldsheet
Σ and the subordinated indices; the top and lower layer show parts of the
two sheets of the cover Σˆ.
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