On asymptotic behavior and periodic solutions of a certain volterra integral equation  by Heard, Melvin L
IOURNAL OF DIFFERENTIAL EQUATIONS 6, 172486 (1969) 
On Asymptotic Behavior and Periodic Solutions 
of a Certain Volterra Integral Equation 
MELVIN L. HEARD 
Department of Mathematics, University of Illinois, Chicago, Illinois 60680 
Received June 12, 1968 
1. INTRODUCTION 
The purpose of this paper to study the continuous solutions of the integral 
equation 
where the kernel function K(x,Y) and the forcing function h(x) are real, 
(Lebesque) measurable and satisfy: 
(PI) For each real number x, K(x, y) = 0 if y < 0 or y > 1. 
(Ps) For each real number X, K(x, y) is absolutely integrable on 0 < y < 1 
and for each M > 0 there exists a function LX&Y) which is absolutely 
integrable on [0, l] such that 1 K(x, y)l < 01&y) for all 0 6 y < 1 
and [ x j < M. 
(Pa) There is a set E C [0, 1] of measure zero such that for each y 4 E, 
K(x, y) is continuous for all X. 
h(x) is continuous for all x. (1.2) 
It will be shown that if K(x + 1, y) = K(x, y) for all x and y, then the 
homogeneous equation 
admits a Floquet theory on certain finite dimensional subspaces (cf. 
Theorem 7). Under the assumption K(x, y) > 0 (without periodicity) 
the convergence of all solutions of (1 .l) is investigated in Section 3 (cf. 
Theorem 5). The conditions developed there are used to study the existence 
and uniqueness of periodic solutions of the periodic equation (1.1) (cf. 
Theorem 10 and Theorem 11). 
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By formally differentiating (1.1) a functional differential equation is 
obtained. Moreover, the derived equation is of “retarded type” (cf. [I]), 
so it is not surprising that the methods developed for functional differential 
equations with periodic coefficients [2] should be applicable. Volterra [3] 
studied equations of the form (1.3). N. G. DeBruijn [4J investigated conditions 
on K(x, y) which made all solutions of (1.3) convergent. The constant 
coefficients case (K&y) = K(y)) was studied by Anselone and Greenspan 
[5]. Hale and Meyer’s work on functional differential equations of neutral 
type [6] also encompass equations of the type (1.1). 
2. PRELIMINARIES 
The problem of existence and uniqueness of solutions of equation (1.1) 
is analogous to that for differential difference equations (cf. [I], chapter 3). 
A function f(z) is called a solution of (1.1) if there exist constants a and b, 
- 00 < a < b < +co, such thatf(N) is defined on [a - 1, b), is absolutely 
integrable on every finite subinterval of [a - 1, b) and satisfies (1.1) almost 
everywhere in [a, b). In general, f(x) is not determined uniquely by its values 
on Ia - 1, u]. However, it will be shown that under the conditions (PI), 
(Pz), (Pa) and (1.2), f(x) is uniquely determined up to sets of measure zero. 
Further, if f(x) is continuous on [u - 1, a], it will be shown that f(x) is 
uniquely determined everywhere in [a, b) (cf. Theorem 2). 
The following notation will be required in the sequel. Let t[u, b] denote 
the Banach space of absolutely integrable functions on [a, b] with norm 
II F II1 = .fi i dy)l dr- Let W, 4 d enote the Banach space of continuous 
functions on [a, b] with norm jl p /j = sup{\ p7(y)i ; u < y < b]. Let Rab = 
((x, y); a < ,T < u. + 1, b < y < b + 11 be a bounded rectangle in two- 
dimensional Euclidean space. Let X(&J denote the Banach space of 
functions u((x, y) defined on R,, satisfying 
I 
b+l 
PC4 = SUP I U(%Y)I dY < +a 
rm~maztl b 
For each u E X(R&, p(u) denotes the norm of 14. Each function u E X(R,,) 
which satisfies 
is called absolutely continuous on R,, . By the Lebesque Dominated 
Convergence theorem each kernel function satisfying (PI), (PJ and (P3) is 
absolutely continuous on R,, for every a and b. For each x c [a, a + 11 let 
c(x, y) denote the characteristic function for the interval [a, ~1. 
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LEMMA 1. Let u E X(R,,J be absolutely continuous and assume that for 
each x (a < x < a + 1) u(x, *) E C[O, 11. Dejke v(x, y) on R,, by v(x, y) = 
c(x, y) u(x, x - y). Theu o(x, y) is absohtely continuous on Ii,, . 
Proof. For each x E [a, a + 11, 
,I+’ I v(x, $I& = j; I u(x, x - r)l 4 < j: I u(x, r>l dy 
so that v E X(R,,). Fix x E [a, a + 11, then for 4 < x we have 
j”” I v(x, y) - v(f, y)l dY d j: I 4%Y) - 4LY)I dY 
lz 
+ j' 1 u(x, x -- y) - u(x, 6 - y>l dy + j*' I 4x, r)l 4 = 4 + 4 + Is . 
a 0 
By the absolute continuity of u, I, -+ O as f 4 x- and by the absolute 
continuity of the integral, Is--f 0 as f + x-. To show that 1, -+ 0 as f -+ x; 
let E > 0 be given. Then there exists 6 = 6(~, x) > 0 such that 0 < x - E < 6 
implies/u(x,x-y)-U(x,[-y)l <~forallO,(y~~.SoO<x-((6 
implies I, < E. A similar argument works for the case f --f x~t. This proves 
the lemma. 
COROLLARY (cf. [7], p. 224). Let u(x, y) satisfy the hypothesis of Lemma 1. 
Define a map V 011 C[a, a + l] by 
U(f)(x) = 1:: u(x, x - y)f(y) dy (a < x < a + I), (2.1) 
then U is a completely continuous linear transformation. 
THEOREM 1. Let u E X( T,,) be absolutely continuous on Ri,, . DeJine a map 
U on C[a, a + l] by (2.1), then U is a completely continuous linear trans- 
formation. 
Proof. There exists a sequence (uJ in X(Rao) such that for each x and n, 
u,(x, *) E C[O, I], u, is absolutely continuous on R,, and p(u - UJ < l/n. 
Define U,, on C[a, a + l] by 
U,(f)(x) = j: u&, x - y>f(y) dy (a < x < a + I), 
then each U, is completely continuous and jl U - U, !I < I/n. It follows 
that U is completely continuous and the theorem is proven. 
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Let K(x, y) be a kernel function satisfying (Pl), (PJ and (Pa). For every 
real number a and each y $ E defme R,(y) = max(l X(x, y)\ ; a < x < a + 1) 
and fory E E put &(y) = 0. Then K, EL[O, l] and there exists 7 = ~(a) > 0, 
0 < y < 1, such that 
0 < f”h,(y)dy < 1. (2.2) 
J 0 
LEMMA 2. Let 9 EL[U - 1, a] and 77 be determined by k,(y) in (2.2). Then 
there exists a ftlnction f E L[a - 1, a + q], depending on 9, a and h, szlch that 
f(x) = v(x) on [a - 1, a) andf(x) satisjies (1 .l) almost everywhere orz [a, a + q]. 
Furthermore, f(x) is unip up to sets of measure zero. 
Proof. Let v E L[a - 1, a] and for each f E L[a, a + T] define 
KCf>(x) = j; J+, x: - y)f(y> dy + Q(x) (a < x G- a + 7) (2.3) 
where 
@(%I = j: 1 W, x -Y) FJ(Y) dy + h(x) (a < x < a + 7). (2.4) 
It will be shown that K is a contradiction operator on L[a, a f q]. 
First of all, 
so that by Fubini’s theorem, j/ G//r < j/ y jji // K, j[r f // h ljl < fee;. Here 
j/ v ]]i refers to the norm in L[a - 1, a] whereas 11 CD ]I1 , and }/ h jli refer to the 
norm in L[a, a + 71. By the same reasoning, for each f EL[u, a + -?] 
II ~(f)ih G ilf iI1 jnkdyj d  + II Q 11~ < + a 
0 
so that K(f) EL[ a, a + 71. Now choose any f, g sL[a, a + T] then 
K(f >(x) - wm = jz J+G x - YNf(Y) - ‘drll dY (a<x<aj-f) 
a 
so that 
!I WI - %9ll, 9 Ilf - g III j: UY) c2’y 
Therefore K has a unique fixed point, say f. Extending f to [a - 1, a + q] 
by defining f(x) = v( x j f or a - 1 < x < a completes the proof of the lemma. 
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THEOREM 2. Let p) E L[a - 1, a] be giuen. Then there exists a fuzctionf(x), 
depending on 9, a and h, defined 012 [a - 1, co), f(x) = F(X) on [a - 1, a) and 
f(x) satisjes (1.1) for almost all x > a. This fimction is unique up to sets of 
measure ,zero. 
IJ in addition, pl E C[a - 1, a] theft f(x) is continuous, mique a& satisjies 
(I.l)forallx > a. Thefunctionf( 7) x. is continuousfor x 3 a - 1 if and on& if 
~(4 = j: K(a) Y> da - Y> 4 + 44 (2.5) 
Proof. In Lemma 2 the number 7 depends only on K(x, y) and a. So 
the function f (x) can be extended to [a, a + l] using the same approximations. 
It follows thatf( x can be extended to [a - 1, co) satisfying the requirements ) 
of the first part of the theorem. 
The proof of the second part is very similar to that for Lemma 1, except 
that the topology of uniform convergence is used. Let g, E C[a - 1, a] and q 
be determined by /z,(y) in (2.2). Define G(x) by (2.4) and for each 
f~ C[a, a + ~1 define K(f) by (2.3). Let x E [a, a + 71 be a fixed point 
and f < x. Then 
@(xl - @k? = j’ K(x, rh+ - Y> - df - YN dy 2-a 
+ j: a NY, Y) - K(5, Y)I df - Y) dr 
+ j’-” K(f, :Y) v(E -Y) dy + 4x) - WC)‘). 2-a 
For f close to x, the first integral is small by the continuity of v, the second 
integral is small by the absolute continuity of the kernel function K(x, y), 
the third is small by the absolute continuity of the integral and the last 
difference is small by (1.2). So @ is left continuous at x and a similar argument 
may be used to show that it is also right continuous at x. It follows that 
@G C[a, a + rJ. By a similar argument, K(f) E C[a, a + ~1 for each 
f E C[a, a + 71. Also, for any f, g E C[a, a + 771 it is clear that 
llK(f> -Rdll <IIf -gll j;Ur)Hr 
Consequently, K is a contraction operator and has a unique fixed point, 
say f. As noted above, this argument can be repeated to obtain a unique, 
continuous extension off(x) to the half line x > a and satisfying (1.1) there. 
Defining f(x) = v(x) on [a - 1, a) finishes the proof of the second part. 
As the last statement in the theorem is obvious, the proof is completed. 
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This paper is concerned only with continuous solutions of (1.1). Accord- 
ingly, if a is any real number and cp E C[-1, 0] then f(v, 12, n, x) will denote 
the continuous solution of (1.1) for x > a which satisfies f(v, h, a, X) = 
cp(x - a) for n - 1 < x < a. The function f(y, h, n, x) will be called the 
solution of (1.1) with initial function p at the point a. For each fixed t > a 
we define the function ft(v, h, a, *) on E-1, 0] by 
Geometrically, the function ft(v, h, a, .) represents that part of j(rp, h, a, x) 
on the interval t - 1 < x < t. By Theorem 2, f&, fz, a, *) E CC-l, O] for 
each t > a + 1 and t = a. Further, 
ftb h, a, 0) = ft(fhJ, k a> -1, k T>fl) (2.6) 
whenever t > r > n + 1. From [6], Lemma 1, p. 9 and Theorem 2, p. 11 
we have the following results. 
LEMMA 3. Let K(x, y) satisfy (PI), (PB), (Pa) and II(x) satisfy (1.2). Suppose 
that 
esssup{/ K(x,y)l; -a < x < co,0 <y d 11 < +co. (2.7) 
Then there exists constants M and L depending only on K(r, y) such that 
IIf&, k 41 < W II v II + it - 4 ff(t, 41 eL(t-a) 
for al2 t > a + 1, where H(t, a) = sup{/ h(x)l; a < x < t} and (t - aj 
denotes the least integer greater than or equal to t - a. 
THEOREM 3. Let K(x, y) satisfy (PI), (PJ, (P3) and (2.7). If h(x) sutisjes 
(1.2) then there exists a function 77(x, .) of bounded variation on [a, x] for each 
x .D a such that 
where f(v, 0, a, x) denotes the solution @’ (1.3) with inzitial function g, at the 
point a. 
Formula (2.8) allows us to deduce the asymptotic behavior of (1.1) from 
that of (1.3). However, this approach requires the condition (2.7). In the next 




3. POSITIVE KERNELS 
In addition to (Pr), (Ps), (Ps) and (1.2) we shall assume throughout this 
section that K(x, y) > 0. Conditions will be presented here on K(x, y) and 
h(x) which will guarantee convergence of all solutions of (1.1). Consequently, 
the initial conditions will play no important part. So it shall be assumed that 
a = 0, K(x, y) = 0 for x < 0 and f(v, h, a, x) will simply be denoted by 
f(x). By a solution of (1.1) it is still meant a continuous solution. 
In [4] convergent solutions of (1.3) were studied. Under the assumption 
that the kernel is normalized, 
J *l K(x,y) dy = 1, 0 (3-l) 
DeBruijn showed that either of the following conditions is sufficient to 
guarantee convergence: 
(DJ There is a constant y, 0 < y < 4, and a continuous function 
F(x) > 0 (x > 0) satisfying 
Zo% = +a, r],=min{r(x); n<x,(n+2} 
such that for any measurable set G C [0, l] of measure &, 
s qx, Y) dY 3 e4 (x 2 0) G 




o 4Y) dY > 0 
such that K(x, y) 3 LX(~) for all x > 0,O < y < 1. 
Neither of the conditions (DJ or (Da) is sufficient to guarantee con- 
vergence of all solutions of (1.1). The function f(x) = x is a solution of 
and K(x, y) = 1 satisfies (3.1), (DJ and (DJ. 
A sufficient condition for boundedness of solutions of (1.1) will be presented 
first. Define 
qx) = j1 +, Y) dY (-co <x < +a). (3.2) 
0 
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LEMMA 4. Suppose that 
sup(B$c); -co < x < +o.$ < 1. 
If h(x) is bounded for x > 0 then every solution of (1 .l) is bounded. 
(3.3) 
Proof. Letf(3c) be any solution of (1 .I) and suppose there exists a sequence 
(~~1 such that X, > 1, x, -+ +co and f(~~) + +ao. We may assume 
f(%> = sup{fW; xn - 1 < x < x,J. Let H = sup{1 h(x)]; x > 01, then 
there exists IV > 0 and 0 < 9 < 1 such that H < (1 - 9)f(xn) and 
K(x,) < q for all n > N. Since f(xn - y) < f(xJ for 0 < y < 1 the 
application of (1.1) leads to a contradiction. A similar argument shows that 
f(x) must be bounded below. This proves the lemma. 
To discuss the convergence of solutions of (1.1) the method or iteration is 
used. Define a sequence {KJx, y)} of positive kernels by Kr(x, y) = K(x, y) 
and 
&(x, y) = 0 if y-=cO or y>n 
K,(x, y) = j” K&x, t) K(x - t, Y - t) dt 
0 
(3.4) 
for 0 < y < n (n = 2, 3,...). Now define a sequence (K,(x)} of positive 
functions by K,(x) = K(X) and 
for n = 2, 3,4,... Then 
for n = 1, 2,... From this it follows that 
s;p K(X) = 8 implies SUP K,(x) < 6”. (3.6) x 
An easy inductive argument establishes the following lemma. 
LEMMA 5. Let f(x) be a solution of the homogeneous equation (1.3) for 
x > 0. Then 
f(x) = 1: G(x, yjf (x - Y) dy for x > n - 1 S (3.7) 
THEOREM 4. Assu?ne that (3.3) holds. Then every solution of (1.3) convmges 
tozwoasx-+ t-co. 
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Proof. Letf(x) be any solution of (1.3). Define M = sup{lf(x)l; x > -l>, 
then M < co and by (3.7) /f(x)\ < MKn(x) for all x > n - 1. Applying 
(3.6) gives the desired results. 
THEOREM 5. Suppose that (3.3) is satisjied.and h(x) converges as x + + co. 
Then every solution of (1 .I) converges as x + +CO. 
ProoJ Let f(x) be any solution of (1.1). By incomplete iteration 
f(x) = I”; G(x, r)f(x - Y> 4)+ nc j-" K(x, Y> h(x -Y> 4~ + 44 (34 
u=l 0 
for x > n - 1. By arguing as in Theorem 2 and by assumption, the first 
and third functions on the right side of (3.8) converge as x -+ +oo. So it 
suffices to show that the partial sums in (3.8) converge. Let H = sup{/ h(x); 
x 3 0} then 
Let S = sup-$(x); ---co < x < +co> then by (3.6), K,(x) < Sy for all 
x and V. So the partial sums in (3.8) are majorized by the partial sums of 
a convergent series of positive constants. This proves the theorem. 
Remark. On first appearance it may seem that condition (3.3) is too 
restrictive and that the requirement 
lim sup K(x) < 1 
X-+fCC 
would be sufficient. Actually, if S = lim sup K(x) then for each E > 0 there 
exists a number X, > 0 and a kernel &(x, y) such that if f(x) is a solution 
of (1.1) (for x > 0) then 
f(4 = s: K(x, y)f(x - Y)dr + h(x) for x > X, 
and 
sup{K,(x, y); --co < x < + co} d s + E. 
So replacing sup K(x) < 1 by lim sup K(x) < 1 in (3.3) only requires 
shifting the initial conditions to the right. By (2.6) this has no effect on the 
asymptotic behavior off(x). 
The situation for kernels satisfying (3.1) is more difficult. The reason for 
this is that if K(x, y) is normalized then each I&(x, y) is normalized. However, 
for the special case K(x + 1,~) = K(x, y) some asymptotic results are 
obtained in Section 5 by means of (2.8). S ince (2.8) requires a knowledge of 
the behavior of solutions of (1.3), it is to this equation that we turn our 
attention toward in the next section. 
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4. FLOQUET THEORY 
This section is devoted to the study of equation (1.3) where the kernel 
K(x, y) is assumed to satisfy (PJ, (PJ, (Pa) and be periodic of period one 
in the x-variable, i.e. K(x + 1, y) = K(x, y), for all .x, 0 < y < 1, Again 
it is assumed that a = 0 and the solutions f(y, 0, 0, X) of (1.3) with initial 
function y at the point zero will be denoted byf(y, x). 
First of all, we introduce the concept of a “solution map” associated with 
the existence and uniqueness problem for (1.3). Let x > 0 and n be the 
positive integer such that ti - 1 < x < n. Then by (1.3) 
fw = jI+r K(X, X: - Ym9 do + j:-, a~, x -Ye do. (4.1) 
In keeping with the notation established in Section 2, define a sequence 
{fnJ of functions on C[-1, 0] by 
fm = f@ + 4 (-1 < e < 0) 
fn(O) = fb - 0) (4.2) 
fn(-1) =f(n - 1 + 0) 
for n = 0, 1, 2 ,... Since x = 0 + n for -1 < 0 < 0 we have by (4.1) 
f,(d) - j:l K(e, 0 - y)h(y) dy = j; W 0 -Y + l)fn-I(Y) do (4.3) 
Define integral operators K’ and K” on C[- 1, 0] by 
Kde) - j”, ~(6 0 -Y) T(Y) do c-1 d e d 01, (4.4) 
Kve) = jl we, e -Y + 1) ?(Y) dy (-1 d e ~0). (4.5) 
Then (4.3) is equivalent to 
(I - K’) fn = K’lfn-1 (91 = 1, 2,...). (4.6) 
THEOREM 6. Let K’ and K” be integral opHato?s dejned on CC---l, O] 
by (4.4) and (4.5). Tl?en tlze map T dejined on C[-1, 01 by 
T = (I - K’)-1K 
exists and is a completely corztitzuous linear transformation. Let f(q, x) be tRe 
solution of (I .3) with initial function q~ at zero, then jbr each ifzteger n 3 0, 
Twe) = f,h f4 (-1 d e d 0). (4.7) 
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Proof. By Theorem 2 the operator (I - K’)-l exists and is a bounded 
linear transformation (in fact, it can be shown that (I- K’)-1 = I + W 
where Wis an integral operator on C[- 1, 01, cf. [a]). Since the kernel function 
for the operator K” is absolutely continuous, it follows from Theorem 1 
that K” is a completely continuous linear transformation. Consequently, T 
exists and is a completely continuous linear transformation on CL---l, 01. 
Let v E C[-1, 0] and define f. = v. Generate a sequence (fn) by (4.6), 
then fn(0) = fn+l( - 1) for n 3 1. If f(x) is defined by (4.2) for x: 3 - 1, then 
f(x) is a solution of (1.3) with initial function p at zero. Therefore f (x) = f (cp, x) 
for all x > -1. By the definition of T, Tfn = fn-l for all n 3 1 so that 
T?@) =f,(v, 4 f or all n > 0 and -1 < 0 < 0. This proves the theorem. 
The transformation T is called the solution map for equation (1.3). The 
rest of this section is devoted to an analysis of T and the implications of this 
analysis for equation (1.3). The following lemma is a well known result for 
completely continuous linear transformations on a Banach space (cf. [9]). 
LEMMA 6. The spectrum a(T) qf T consists only of its point spectrum 
Pu(T) plus possibly the point zero and the only possible limit point of Pa(T) 
is zero. For each h E Pa(T) the maximal subspace M(X; T) annihilated by 
powers of T - AI is jinite dimensional. There exists a closed subspace R(A; T) 
such that C[-1, O] = M(h; T) @ R(A; T), T{M(A; T)) C M(h; T) and 
T{R(X; T)} C R(h; T). Furthermore, thepoint spectrum of T restricted to R(h; T) 
does not contain the point A. 
LEMMA 7. Let h E Pu(T), h f 0, be given. If q~ E i?I(h, T) then rp sattijes 
(1.3) at x = 0. Consequently, ;f f(p x) is the solution of (1.3) with initial 
function ye at zero, then f(y, x) is continuozls for all x > -1. 
Proof. To prove the first part of the lemma, it suffices to show that if 
h f 0 and (T - M)“g, = 0 then v satisfies (1.3) at x = 0. We do this by 
induction on n. Let n = 1 and assume (T - U))p, = 0. Then by (4.7) 
MO) =fh 0) = ~~W,~)fl,(w -Y) 4 = h ~%-JY) d-y)+. 
0 
Since X # 0, v satisfies (1.3) at x = 0. Assume that the result is true for 
n = m and let (T - hl)m+lp, = 0. Define # = (T - M)v then (T-XT)m# =0 
so that # satisfies (1.3) at x = 0. Therefore 
CT - W ~(0) = 1; K(O, YP - AI) V(Y) dy. 
By (4.7), Tp, satisfies (1.3) at x = 0, hence v satisfies (1.3) at x = 0. By 
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Theorem 2 and (2.5) it follows that f(F, X) is continuous for x 3 -1. This 
proves the lemma. 
Let X E PO(T), h # 0, and di = row(vl ,..., v.J be a basis for M(h; T). 
Since M(h; T) is invariant under T there exists an n x n matrix A, whose 
only eigenvalue is A, such that Tdi = (PA. Since X f 0, A is invertible and 
B = log A exists. Now define 
f(@, 4 = row(f h, 4,...,f(91.~, 4) (x z -1) 
ft(@, 0) =fP, t + 6) (t>O,-1 <e<o> 
Then we have the following Floquet theory. 
THEOREM 7. Let h E Pa(T), h f: 0, and @ be a basis for M(A; T). De&e 
P(x) = f(@, x) e-Ba, then P(x) is continuous and P(x f 1) = P(x) for all x. 
Further, for each q E M(h; T) there is a vector 5 such that 
f(p, x) = P(x) es”S (-co<s<co) (4.8) 
Proof. First of all, the continuity of P(x) for x 3 -1 follows from 
Lemma7. Now f(@, x + 1) = f(fi(@, a), x) for all x 3 --1. By (4.7), 
fi(@, 0) = T@(B) so thatf(dj, x + 1) = f(T@, x) = f(@, x)A = f(@, x)@ for 
x 3 -1. It follows that P(x + 1) = P(x) for x > -1~ 
Now let ~JI E M(A; T) and f be a vector such that p 1 @[. Thenf(y, x) = 
f(@, x)[ which implies that f(cp, X) = P(x)eB”c for x 3 - 1. Extending this 
to the whole real line gives (4.8) and completes the proof of the theorem. 
Let {&J be an enumeration of o(T) such that ] &+r 1 < j h, I. For each n, 
let P, be the projection of C[-1, 0] onto M(A; T). Let R” = nrml R(&, ; T) 
and define T, to be the restriction of T to R”, then u( T,) =u(T) -(A,,..., A,$-. 
The asymptotic behavior of solutions of (1.3) is given in the following theorem. 
THEOREM 8. Let 97 E C[- 1, OJ be given. 
(4 suPPose ~P&P) is meaningful and define $ = q~ - zlp,(q~). Then for 
any real W, 
.l-lm P"f(#, x) = 0. 
(b) Stlppose UP, is not meaningful and define 
Then for any w > 0 there exists N(w) > 0 such that 
&ym ew”f(A , x) = 0 
fog all n > N(W). 
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Proof. Suppose Lsp,(v) is not meaningful, then a(T) is infinite. So given 
w > 0 there exists N(w) > 0 such that n > N(w) implies log 1 An 1 < --w. 
Fix 12 > N(w) and define #n as in (b). Then 
so there is a 6 > 0 such that 
Hence there exists a sequence {E”} such that em 11 T,” (lilV = 6 + E, and 
eV -+ 0, E, > 0. Thus evw 11 T,,B 11 + 0 as v ---f + co. Now TILpl = T&J, so that 
by (4.7) evw Ilfy(h , *)II -+ 0 as v - +a. 
Let {xj} be any sequence such that x1 > 0 and xj + +cc as j + + co. 
Then there is a sequence {vi} of integers such that vi + + co and 
ewZ5 I .f(h ,d I G ewvj IIfV,(& , .)I\. So ewZj If(#n , xi)] --+ 0 as j + +a0 and 
part (b) is proven. 
Now suppose ZP,(v) is meaningful and let # be given as part (a). Then 
# E R = fi R(& ; T) and u(TR) = {0}, w h ere TR is the restriction of T to R. 
So 11 TRV ljllV -+ 0 as v + +CO which implies eoV 11 TRY II -+ 0 as v -+ fco 
for each real number w. As in the previous case, this leads to ewx ) f(#, x)1 --t 0 
as x + +co. This completes the proof of the theorem. 
To summarize, it is seen that a Floquet theory for solutions is always 
possible when initial functions are chosen from the eigenmanifolds M(h; T). 
Furthermore, all solutions can be approximated along these eigenmanifolds 
with an error which has exponential decay. For this reason it seems natural 
to call Pa(T) the set of characteristic multipliers and log[Pu(T)] the set of 
characteristic exponents of (1.3) (cf. [2], [IO]). 
5. APPLICATIONS 
In this section we given some applications of the results obtained thus far. 
THEOREM 9. Let K(x, y) be a kernel function satisfying (PI), (Pa), (Pa), 
(2.7) and assume that K(x + 1, y) = K(x, y) for all x, 0 < y < 1. Let h(x) 
satisfy (1.2), p E C[-I, 0] andf(v, h, x) denote the solution of (1.1) with initial 
function v at zero. Let P, denote the projection of C[-I, 0] onto M(h, ; T). 
Then there exists square matrices B, , continuous row vector functions P”(x) of 
period one and column vectors 5, such that 
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(a) ;f 21p,(qz~) exists then ZPJX)~Y”&, exists and 
as x -+ tc.0 for every real w; 
(b) if ~Prab) d oes not exist then given w > 0 there exists IV = M(w) > 0 
such that 
J(v, h, x) = 5 P,(x) eBp” 
v=l 
5, + j-1 h(y) 4(x, Y) + ‘Wwm> 
as x -+ +GO; and if, in addition to this, all the characteristic exponents cf (1.3) 
have negative real parts then there exists 0 < w’ < w such that 
J(cp, h, x) = s: h(y) dq(x, y) + O(e-w’z) (x - +a>. 
Proof. This theorem follows from (2.X), Theorem 7, Theorem 8 and the 
linearity of T. 
Now assume that h.(x) is periodic of period one. Let KY be defined by (4.4) 
and define S on @[-I, 0] by 
S9 = Ts, + (I - K’)-lh 
By the methods employed in Section 4 it follows that iff(v, h, .) is the solution 
of (I. 1) with initial function y at zero then for every integer n > 0 
SW) = .hz(v> h, 6) (-1 < 0 < 0). 
So (1 .l) has a periodic solutionf(v, h, X) of period one if and only if Sg, = 93. 
But S~J = 9” if and only if (I - T)p, = (1 - Ii=‘)-V. Hence equation (1.1) 
has a unique periodic solution of period one if and only if 1 6 G(T). 
For the case of positive kernels we can give some sufficient conditions 
on K(x, y) for the existence of unique periodic solutions. 
THEOREM 10. Let K(x, y) be a positive kernel jimction satisfying (PI), 
(Ps), (Ps) and K(x + 1,~) = K(x, y). Let K(x) be de$ned by (3.2) and assume 
that if satisfies (3.3). Tl2en fov each continuous pwiodic function h(x) of period 
one, there exists a unique periodic solution f (x) of period one of (1.1). Furthermore, 
f(x) is asymptotically stable, i.e., iff( x is any otlzer so&ion of (l.l), then ) 
)& If(x) -m = 0. 
Proof. We first show that 1 4 o(T). For purposes of contradiction, 
suppose that J E o(T). Then there exists a nonzero v E CL-l, O] such that 
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Trp = 91. Let f (9, x) denote the solution of (1.3) with initial function v at 
zero. By (4.7) and Lemma 7, f(v, x) is continuous periodic of period one. 
But this contradicts Theorem 4, so that 1 4 o(T). Hence (1.1) has a unique 
periodic solution f(x) of period one. Now let &c) be any other solution of 
(1.1) for x > 0. Then the function g(x) = f(x) - f(.x) satisfies (1.3) for 
x 2 0 so that by Theorem 4, g(x) -+ 0 as x + +co. This proves the theorem. 
Finally, for positive kernels satisfying (3.1) we have the following theorem. 
THEOREM 11. Let K(x, y) be a positive kernel satisfying (PI), (Pa), (Pa), 
(3.1) and K(x + 1, y) = K(x, y). If K(x, y) sutisjes either (Dr) or (Da) UEY.Z 
for each continuous periodic function h(x) of period one, either (1 .l) has no 
periodic solution of period one or (1.1) h as an uncountable number of periodic 
solutions of period one. 
Proof. By (3.1) every constant function f(x) = c is a solution of (1.3). 
It follows that 1 E a(T) which implies that equation (1 .I) does not have a 
unique periodic solution of period one. In fact, iff(x) is any periodic solution 
of (1.1) thenf’x) + c is a periodic solution of (I. 1) for every real number c. 
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