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Introduction
In this book we compare the linear heat equation on a static manifold with the Ricci flow -
which is a nonlinear heat equation for a Riemannian metric g(t) on M - and with the heat
equation on a manifold moving by Ricci flow. The aim of the book is to explain some of the
theory of Perelman’s first Ricci flow paper [28] as well as its thematic context. Concretely, we
will discuss differential Harnack inequalities, entropy formulas and Perelman’s L-functional.
In particular, we want to emphasize how these three topics are related with each other and
with special solutions of the Ricci flow, so-called Ricci solitons. We will see that Li-Yau type
Harnack inequalities are related with Perelman’s entropy formulas and the L-functional in
a quite natural way. To motivate the results and to start with simpler computations, we
will first consider the analogs of these topics for the heat equation on a static manifold. We
will see that the results in the static and in the Ricci flow case are often very similar and
sometimes coincide on special solutions.
This introduction contains a brief exposition of the historical background and summarizes
the main content of the book.
Hamilton’s Ricci flow and its early success
Nonlinear heat flows first appeared in Riemannian geometry in 1964, when James Eells and
J.H. Sampson [10] introduced the harmonic map heat flow as a tool to deform given maps
u : M → N between two manifolds into extremal maps (i.e. critical points in the sense of
calculus of variations) for the energy functional
E(u) =
∫
M
|∇u|2 dV. (0.1)
In particular, these so-called harmonic maps include geodesics, harmonic functions and min-
imal surfaces. Eells and Sampson showed that the gradient flow of the energy functional
(0.1) above - the harmonic map heat flow - will converge to a harmonic map if the target
manifold N has negative sectional curvature. Since then, geometric heat flows have become
an intensively studied topic in geometric analysis.
A fundamental problem in differential geometry is to find canonical metrics on Riemannian
manifolds, i.e. metrics which are highly symmetrical, for example metrics with constant
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curvature in some sense. Using the idea of evolving an object to such an ideal state by a
nonlinear heat flow, Richard Hamilton [13] invented the Ricci flow in 1981. Hamilton’s idea
was to smooth out irregularities of the curvature by evolving a given Riemannian metric on
a manifold M with respect to the nonlinear weakly parabolic equation
∂t gij(t) = −2Rij(t), (0.2)
where gij denotes the Riemannian metric and Rij its Ricci curvature. Hamilton showed that
there exists a solution for a short time for any smooth initial metric g0, see [13] (or also [9]
for a simplified proof).
A solution metric g(t) shrinks where its Ricci curvature is positive, while it expands in
regions where the Ricci curvature is negative. For example a round sphere, which has posi-
tive constant Ricci curvature at time t = 0, will shrink - faster and faster - and collapse to
a single point in finite time. In particular, the volume of the sphere is strictly decreasing
along the flow. Hamilton therefore also considered the normalized (i.e. volume preserving)
version of the Ricci flow, given by the equation
∂t gij = −2Rij + 2
n
rgij ,
where n denotes the dimension of M and r =
∫
M
R dV/
∫
M
dV is the average scalar curva-
ture.
The stationary metrics under the Ricci flow (0.2) are Ricci flat metrics (i.e. metrics with
Ric ≡ 0). These are also the critical points of the Einstein-Hilbert functional
E(g) =
∫
M
R dV, (0.3)
a fact wich we will prove in chapter one. However, we will see that the gradient flow of
this functional differs from the Ricci flow by an additional term, which makes the equation
impossible to solve in general. More precisely, the gradient flow of (0.3) is given by the
equation
∂t gij = −2Rij +Rgij , (0.4)
which does not have to be solvable (in either time direction) even for a short time, since
∂t g = −2 Ric is parabolic, while ∂t g = Rg is backwards parabolic and at the symbol
level these two terms do not cancel. One can hence regard the Ricci flow as the part of
the Einstein-Hilbert gradient flow that one gets by cancelling out the bad (i.e. backwards
parabolic) term. Now the natural question arises whether the Ricci flow is the gradient flow
of any functional at all, but unfortunately the answer is no. This seems to be a well-known
proposition of Hamilton, but we have not yet seen any published proof in the literature. A
proof can be found in chapter one.
If the Riemannian metric evolves with respect to a nonlinear heat equation, then so do
its derivatives, in particular the different curvature tensors. All these equations will be
presented in chapter one. For example the scalar curvature satisfies
∂tR = 4R+ 2 |Ric|2 ≥ 4R+ 2
n
R2, (0.5)
so by the maximum principle its minimum Rmin(t) = infM R(·, t) is non-decreasing along
the flow. Hamilton developed a maximum principle for tensors, with which he could find
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similar results for the Ricci and Riemannian curvature tensors. He proved that the Ricci
flow preserves the positivity of the Ricci tensor in dimension three [13] and of the curvature
operator in all dimensions [14]. Moreover, he also proved that the eigenvalues of the Ricci
tensor in dimension three approach each other under the normalized flow. This allowed him
to prove the following convergence result in his seminal paper.
Proposition 0.1 (Hamilton, [13])
For a three-manifold with initial metric of strictly positive Ricci tensor a solution to the
normalized Ricci flow will exist for all time and will converge exponentially fast to a metric
of constant positive sectional curvature as time t tends to infinity.
Such a three-manifold must hence be diffeomorphic to the three-sphere or a quotient of it
by a finite group of isometries. Given a homotopy three-sphere, if one can show that it
always admits a metric of positive Ricci curvature, then with Hamilton’s result the Poincare´
conjecture would follow. In [14], Hamilton proved a similar result for four-manifolds with
initial metric of positive curvature operator.
However, such a simple result does not hold if one starts with an arbitrary metric with-
out curvature assumptions. In the general case, the solution of the Ricci flow (0.2) may
behave much more complicatedly and develop singularities in finite time, in particular the
curvature may become arbitrarily large in some region while staying bounded in its com-
plement. For example, if one starts with an almost round cylindrical neck, which looks like
S2 × B1 connecting two large pieces of low curvature, then the positive curvature in the
S2-direction will dominate the slightly negative curvature in the B1-direction and therefore
one expects the neck to shrink and pinch off.
An existence proof and detailed analysis of such neckpinches can be found in a recent book
by Bennett Chow and Dan Knopf [8], the first rigorous examples have been constructed by
Sigurd Angenent and Dan Knopf in [1].
Remark. The above picture is justified by Angenent’s and Knopf’s paper [2], where they
proved that the diameter of the neck remains finite and that the singularity occurs solely on
a hypersurface diffeomorphic to S2 rather than along S2 × [a, b], for instance.
In order to deal with such neckpinches, Hamilton [15] invented a topological surgery where
one cuts the neck open and glues small caps to each of the boundaries in such a way that one
can continue running the Ricci flow. He proposed a surgery procedure for four-manifolds
that satisfy certain curvature assumptions and conjectured that a similar surgery would also
work for three-manifolds with no a-priori assumptions at all. This led him to a program of
attacking William Thurston’s geometrization conjecture [29], which states that every closed
three-manifold can be decomposed along spheres S2 or tori T 2 into pieces that admit one
of eight different geometric structures. In this context, neckpinch surgery corresponds to
the topological decomposition along two-spheres into such pieces. However, neckpinches can
also occur for purely PDE-related reasons, as in the picture above, where a sphere S3 is
decomposed into two spheres S3. Note that attaching a three-sphere along a two-sphere to
any manifold M does not change the topology of M . A good source for Hamilton’s program
is his survey [19] from 1995. To analyze singularities, one can use an analytic tool that
allows to compare the curvatures of the solution at different points and different times. This
tool is known as a Harnack type inequality, which we will now describe.
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Differential Harnack inequalities
The classical Harnack inequality from parabolic PDE theory states that for 0 < t1 < t2 ≤ T
a non-negative smooth solution u ∈ C∞(M × [0, T ]) of the linear heat equation ∂t u = 4u
on a closed, connected manifold M satisfies
sup
M
u(·, t1) ≤ C inf
M
u(·, t2), (0.6)
where C depends on t1, t2 and the geometry of M . However, in the classical presentation,
the geometric dependency of C is not easy to analyze and the inequality does not provide
the optimal comparison at points that are far from the infimum and the supremum.
In 1986, Peter Li and Shing Tung Yau [22] found a completely new Harnack type result,
namely a pointwise gradient estimate (called a differential Harnack inequality) that can be
integrated along a path to find a classical Harnack inequality of the form (0.6). They proved
that on a manifold with Ric ≥ 0 and convex boundary, the differential Harnack expression
H(u, t) :=
∂t u
u
− |∇u|
2
u2
+
n
2t
(0.7)
is non-negative for any positive solution u of the linear heat equation. To prove this differ-
ential Harnack inequality one uses the maximum principle for parabolic equations. With his
maximum principle for systems mentioned above, Hamilton [17] was able to prove a matrix
version of the Li-Yau result. On the one hand Hamilton’s result is more general since his
matrix inequality contains the Li-Yau inequality as its trace, on the other hand the matrix
inequality demands stronger curvature assumptions than Li-Yau’s trace version. We will
see in chapter two that the Li-Yau Harnack expression H(u, t) as well as Hamilton’s matrix
version vanish identically on the heat kernel (which is the expanding self-similar solution of
the heat equation which tends to a δ-function as t→ 0).
For the Ricci flow, the self-similar solutions are called Ricci solitons. Concretely, a Ricci
soliton is a solution metric of the Ricci flow which moves only by diffeomorphisms and scal-
ing, i.e. a solution g(t) = a(t) · Φ∗t (g(0)) which is the pull-back of the initial metric g(0) by
a one-parameter family of diffeomorphisms Φt : M →M multiplied with a scaling function
a(t). An easy example for a shrinking (i.e. a(t) decreasing) soliton is the sphere Sn discussed
above. If the scaling function a(t) equals 1 for all time, then the soliton is called steady.
The simplest nontrivial example here is the so-called cigar soliton, which is defined to be
R2 equipped with the metric
ds2 =
dx2 + dy2
1 + x2 + y2
. (0.8)
It is called a cigar because it is asymptotic to a cylinder at infinity, has maximal Gauss
curvature at the origin and burns away.
If the diffeomorphisms in the definition of a soliton are generated by the gradient of some
scalar function f on M - the so-called soliton potential - we call g(t) a gradient soliton.
Hamilton’s idea was to find a nonlinear analogon to the Li-Yau Harnack inequality involving
positive curvature in place of u. Motivated by the fact that Li Yau’s Harnack expression and
his own matrix version are zero on expanding self-similar solutions as mentioned above, he
looked for curvature expressions which vanish on expanding Ricci solitons and then searched
for a linear combination of these expressions and derivatives of it. With this idea he found
a matrix and a trace Harnack inequality for the Ricci flow, cf. [18]. We will present them at
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the end of chapter two.
Using his Harnack inequalities, Hamilton [19] was able to prove the following classifica-
tion of blow-ups of three-dimensional singularities - modulo the control of the injectivity
radius.
Proposition 0.2 (Hamilton, theorem 26.5 of [19])
Let (M, g(t)) be a solution to the Ricci flow on a compact three-manifold where a singularity
develops in finite time T . Then either the injectivity radius times the square root of the
maximum curvature goes to zero, or else there exists a sequence of dilations of the solution
which converges to a quotient by isometries of either S3, S2 × R or Σ × R, where Σ is the
cigar soliton.
Notice that all three possible limits in the proposition are gradient solitons, the first two
being shrinking and the last one being steady. A key question for Hamilton’s program is:
How can one prove that all singularities are modelled by self-similar solutions? This question
was answered by Grisha Perelman [28], who introduced a new differential Harnack inequality
for the Ricci flow, described below. In fact, Hamilton’s and Perelman’s Harnack estimates
and gradient Ricci solitons are important for the study of the flow in arbitrary dimensions,
not only in dimension three.
Perelman’s gradient flow approach
Recall that it was Hamilton’s idea to take linear combinations of expressions that vanish on
soliton solutions in order to find interesting estimates. Therefore, we list various vanishing
expressions of a soliton potential f for steady, shrinking and expanding gradient solitons in
chapter one. Combining some of them, one finds the remarkable result that in the steady
soliton case the function e−f satisfies the adjoint heat equation on a manifold evolving by
Ricci flow. Similar results hold for expanding and shrinking solitons. This connection be-
tween Ricci solitons and the adjoint heat equation is the starting point for a completely new
approach to the subject, introduced by Perelman [28] in 2002.
Perelman presented a new functional, which may be regarded as an improved version of
the Einstein-Hilbert functional (0.3), namely
F(g, f) :=
∫
M
(
R+ |∇f |2
)
e−fdV, (0.9)
which has the gradient flow system{
∂t gij = −2(Rij +∇i∇jf),
∂t f = −4f −R. (0.10)
After a pull-back by the family of diffeomorphisms generated by ∇f , this system becomes{
∂t gij = −2Rij , (Ricci flow)
∗e−f = 0, (adjoint heat equation) (0.11)
where ∗ := −∂t − 4 + R denotes the adjoint heat operator under the Ricci flow. So in
this sense the Ricci flow may be regarded as a gradient flow up to a modification with a
family of diffeomorphisms. Note that if we interpret the Ricci flow as a dynamical system on
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the space of Riemannian metrics modulo diffeomorphisms and scaling, the soliton solutions
correspond to fixed points in this space.
In chapter three we will show that the entropy functional F(g, f) is non-decreasing along
the flow and constant exactly on steady Ricci solitons with potential f . Similar entropy
functionals to (0.9) have been found for shrinking solitons (by Perelman [28]) and later for
expanding solitons (by Feldman, Ilmanen and Lei Ni [12]) as well. We will introduce them
all in the third chapter. We will also explain the corresponding entropy functionals for the
heat equation on a static manifold. This is taken from Lei Ni’s papers [25] and [26].
In Perelman’s paper [28] no clear motivation for the various entropy functionals can be
found, so at first read it is almost impossible to understand where these functionals come
from, even if one already knows the connection between solitons and the adjoint heat equa-
tion mentioned above. But using Lei Ni’s result (for the heat equation on a fixed manifold),
we will see that the entropy functionals are quite natural and are strongly connected to the
Nash entropy and, surprisingly, also to the Li-Yau Harnack inequality. This relationship will
be our main interest in chapter three.
In this chapter, we also show how one finds another differential Harnack inequality for
the heat kernel via a local version of Ni’s entropy formula (cf. [25]). In the Ricci flow case,
this corresponds to Perelman’s Harnack inequality for the adjoint heat kernel on a manifold
evolving by Ricci flow (cf. [28], section 9), which one gets via a local version of the shrinking
soliton entropy. Note that while the classical Li-Yau result presented in chapter two holds
for the linear heat equation on a static manifold and Hamilton’s Harnack inequalities are
results for the curvature under Ricci flow (i.e. a nonlinear heat equation on the space of
Riemannian metrics), Perelman’s Harnack inequality involves both heat equations together:
it holds for a solution of the (adjoint) heat equation on a manifold that also evolves by a
heat equation.
In the same way as one can integrate the Li-Yau Harnack estimate along a path to get
a classical Harnack inequality, one can also integrate Perelman’s Harnack inequality and
the new Harnack inequality that corresponds to Lei Ni’s entropy formula. One gets a lower
bound for the adjoint heat kernel under Ricci flow in the Perelman case or for the heat kernel
on a static manifold in the other case. This will lead us to Perelman’s L-length functional
(cf. [28], section 7), a functional defined on space-time paths. We will discuss this functional,
the corresponding space-time geodesics and exponential map in chapter four. We will also
introduce and analyze the corresponding “length” functional for the static case. The new
results that we will get there follow as a natural continuation of Lei Ni’s results. On flat Rn
the two cases coincide modulo the necessary sign changes.
One finds an interesting fact there: If one computes the first and second variation of Perel-
man’s L-functional with respect to variations of the space-time path - remember that we
found this functional by integrating Perelman’s Harnack inequality along a path - one finds
Hamilton’s matrix and trace Harnack expressions for the Ricci flow. So these two (at first
glance completely different) Harnack expressions come together in this chapter on the L-
functional in a very natural way. Surprisingly, to draw conclusions, Hamilton’s Harnack
inequalities for the Ricci flow do not have to be satisfied, since the Harnack terms appear
during the computations but cancel out in the final result! If one does the analogous compu-
tation for the static case, the Ricci curvature appears where Hamilton’s Harnack expressions
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appeared in the Ricci flow case. However, the curvature terms do not cancel out and hence
the conclusions one wants to make on the corresponding L-length (as well as the mono-
tonicity of Ni’s entropy functionals mentioned above or the positivity of Li-Yau’s Harnack
expression) only hold if the Ricci curvature is non-negative. This shows that the results for
the Ricci flow case - even so they are harder to compute - are in fact more natural since
they hold without any a-priori curvature assumptions converse to the static case.
Here is a heuristic explanation why the results for the linear heat equation hold exactly
in the case of Ric ≥ 0: In this case the constant metric g˜(t) ≡ g(0) is a supersolution to the
solution of the Ricci flow ∂t g = −2 Ric ≤ 0. Moreover a positive solution to the backwards
heat equation ∂t u = −4u is a subsolution to the adjoint heat equation under the Ricci flow
∂t u = −4u + Ru (since R ≥ 0 if Ric ≥ 0). Putting this together, the inequalities which
hold for the Ricci flow and the adjoint heat equation will also hold for the backwards heat
equation on a manifold with fixed metric. Changing the time direction will then lead to
the results for the (forward) heat equation. With this explanation in mind, there are two
ways of looking at this monograph. One can either start with the static case and interpret
the results in the Ricci flow case as more complicated analogs. This is how historically the
Harnack inequalities have been found and it also gives an easier approach to Perelman’s
entropy formulas and L-geodesics, even so the presentation is then chronologically reversed
in chapter three and four. Since the computations in the case of a fixed metric are usually
much easier, we have chosen this order to present the results. Alternatively one could also
see the Ricci flow combined with the adjoint heat equation as the geometrically natural case
and - in contrast to our point of presentation - interpret the formulas for the static case
as an application of the corresponding formulas for the Ricci flow to a super- respectively
subsolution in the special case of non-negative Ricci curvature.
For this book, we have condensed some of the already existing proofs or carried them out in
more detail to make the topic more accessible to non-experts. However, it is always a good
idea to look at the original sources, especially since some propositions are not presented in
their most general version here, which would only distract from the main geometric ideas
sometimes. In particular, we recommend Hamilton’s original sources (especially [13], [17]
and [18]) and Lei Ni’s papers [25] and [26] on Perelman’s ideas.
To not get sidetracked too much, we only present a compact core of the subject without
too many applications. In particular, we will not discuss any of the applications for three-
manifolds towards the Poincare´ conjecture or Thurston’s geometrization conjecture at all,
but only present results which are valid for arbitrary dimensions. But there are also various
applications for general dimensions (such as non-collapsing, no breathers, ε-regularity, etc.)
which we skip. Most of them can be found in Perelman’s paper [28].
Let me stress again that I do not claim any original work. The only new results (in chapter
three and four) are natural simplifications of Perelman’s work applied to Lei Ni’s entropy
formula for the static case.
Outline of the book
Let me now explain the outline of the book in more detail and with references to the most
important results.
The book is divided into four main chapters. In chapter one we explain general varia-
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tions of Riemannian metrics and introduce the Ricci flow as the (weakly) parabolic part of
the L2-gradient flow of the Einstein-Hilbert functional. We then prove that there exists no
functional which has the Ricci flow as its gradient flow (proposition 1.7). After computing
various evolution equations for the Ricci flow, we introduce gradient Ricci solitons and derive
equations for the three cases of steady, shrinking and expanding solitons (propositions 1.14,
1.15 and 1.16). A reader who is familiar with Hamilton’s papers will already know most of
the results in this chapter.
Chapter two is devoted to the study of differential Harnack inequalities. We start with
the famous Li-Yau Harnack estimate, which we present in its original form (proposition 2.5)
as well as in a quadratic and an integrated version (corollaries 2.6 and 2.7). We then explain
the maximum principle for systems to prove Hamilton’s matrix Harnack inequality for the
heat equation (proposition 2.11). Finally, we proceed with Hamilton’s Harnack inequali-
ties for the Ricci flow (theorem 2.14), where we only give a heuristic motivation instead of
rewriting the rather lengthy proof.
In the third chapter we present Lei Ni’s entropy formulas for the heat equation on a static
manifold. The main result (theorem 3.8) will relate these entropy formulas with the Nash
entropy and the Li-Yau Harnack inequality. Moreover, a local version of an entropy formula
for the positive heat kernel (proposition 3.6) will lead us to a new Li-Yau type differential
Harnack inequality, which gives a lower bound for the heat kernel when being integrated
(corollary 3.10). We also discuss the entropy formulas for steady, shrinking and expanding
solitons, the most important being the shrinking case in which we will again integrate a
Harnack type inequality (proposition 3.15) to find a lower bound for the adjoint heat kernel
under Ricci flow (corollary 3.16), as in section 9 of Perelman’s paper [28]. The quantities
`(q, τ¯) and `(q, T ) which one finds in these two corollaries 3.16 and 3.10, respectively, will
turn out to be Perelman’s backwards reduced distance and its analog for the heat kernel on
a static manifold.
This motivates our investigation of the two corresponding distance-functionals in chapter
four. We first examine the static case, where the computations are much easier. This will
lead to proposition 4.2, a new result for the heat kernel on a manifold, which coincides with
Perelman’s result (theorem 4.9) in the case of a Ricci flat manifold. The second part of
chapter four provides a detailed exposition of Perelman’s L-length, L-geodesics and the L-
exponential map. We finish with the monotonicity of Perelman’s backwards reduced volume
(corollary 4.13).
Development of the book and acknowledgements
In the summer semester 2004, Tom Ilmanen held an introductory lecture on the Ricci flow
at ETH Zu¨rich that was inspired by Perelman’s paper from 2002 and Ilmanen’s discussions
with Richard Hamilton, Mu-Tao Wang and Lei Ni. Invited guest speakers involved Richard
Hamilton, Dan Knopf and Natasa Sesum. This lecture was the reason I became interested
in the subject of geometric flows, entropy formulas and Harnack inequalities and I would
like to thank Tom Ilmanen as well as the above mentioned guest speakers very much for
it. Much of the first chapter as well as some parts of the third chapter are inspired by this
lecture.
This book was written as my diploma thesis in the winter semester 2004/2005 at ETH
Zu¨rich under the guidance of Michael Struwe. I wish to express my gratitude to Michael
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Struwe for many interesting and helpful discussions, comments and suggestions during this
semester. I would also like to thank Daniel Perez for proof-reading parts of my diploma
thesis.
In the winter semester 2005/2006, I organized a student seminar on geometric heat flows
together with Tom Ilmanen, where my thesis was used as a source which was often easier
to understand for the students than the original papers. So in the present (slightly revised)
form, we think that this book can be used for an introductory lecture or seminar on this
topic, but it is also adapted for self-study - even for undergraduate students or people who
are new to this subject.
1 Foundational material
In this preliminary chapter we briefly explain the objects and notations which we will use
throughout this book. The reader is expected to be familiar with the most basic theory from
Riemannian geometry, in particular with the notion of Riemannian manifolds, connections,
geodesics and (curvature) tensors. For the convenience of the reader we first summarize
without proofs some of the relevant material, thus making our exposition as self-contained
as possible. For the proofs we refer the reader to [21]. Afterwards, we introduce the Ricci
flow and explain some of its most important properties. Especially the evolution equations
derived here will be of great importance for the following chapters. We will see that the
evolution equations for Riemannian, Ricci and scalar curvature all have the form of heat
equations, too. We then deduce the adjoint heat equation under Ricci flow. Finally, we
define Ricci flow solitons and show how gradient solitons and adjoint heat equations are
connected. For a more detailed introduction on the Hamilton-Ricci flow, we refer to Chow’s
and Knopf’s book [8], Topping’s lecture notes [30] or Hamilton’s survey [13].
1.1 Riemannian metric and curvature tensors
Let M be a closed Riemannian manifold. Our notation is similar to the standard classical
notation for Riemannian geometry as found in [21]. We write vi for vectors and vj for
co-vectors, meaning vi ∂∂xi and vjdx
j , respectively. We write ∂k as an abbreviation for
∂
∂xk
and ∇k for the covariant derivative in the direction of ∂∂xk .
The Riemannian metric on M is denoted as gij = gji, its inverse as g
k`, so that gijg
jk = δki .
For the induced measure on M we write dV =
√
det(gij)dx. We always use the ex-
tended Einstein summation convention, where xaya means
∑n
a=1 x
aya, and xaya denotes
gabxayb =
∑n
a,b=1 g
abxayb.
We will mix this classical index notation with the nice coordinate-free notation, where
usually the underlying geometric idea can better be seen, because the index notation is
well-adapted to the intense computations we will perform in this book.
The Levi-Civita` connection ∇ivk = ∂ivk + Γkijvj is determined by the Christoffel symbols
Γkij :=
1
2
gk`(∂i gj` + ∂j gi` − ∂` gij),
and the Riemannian curvature tensor
Rm(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z = Rk`ijXiY jZ`
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has the local representation
Rk`ij = ∂i Γ
k
`j − ∂` Γkij + Γm`j Γkim − Γmij Γk`m.
If we lower the upper index to the first position, we get Rk`ij = gkhR
h
`ij , a tensor which is
anti-symmetric in (k, `) and (i, j), and symmetric in the interchange of these pairs, Rijk` =
Rk`ij . The Ricci tensor Ric is defined by Rik = g
j`Rijk`, the scalar curvature as its trace
R = gikRik = g
ikgj`Rijk`. It is easy to see that
Rki = Rik = g
h`Rhi`k = g
h`ghjR
j
i`k = R
j
ijk.
We write 〈X,Y 〉 := g(X,Y ) = gijXiY j for the induced inner product of the metric g. If
{e1, . . . , en} is an orthonormal basis with respect to this inner product, then
Ric(X,Y ) =
n∑
i=1
〈Rm(X, ei)ei, Y 〉 , and R =
n∑
i=1
Ric(ei, ei). (1.1)
For p ∈ M , one defines the exponential map expp : Vp → M , v 7→ γv(1), where γv(t) :
[0, T ] → M is the unique maximal geodesic with γv(0) = p and ∂t γv(0) = v, and Vp :=
{v ∈ TpM | γv is defined on [0, 1]}, cf. [21], definition 1.4.3. The exponential map expp
maps a neighborhood V of 0 ∈ TpM diffeomorphically onto a neighborhood U of p ∈ M
(see theorem 1.4.3 of [21]). So by identification of TpM with Rn, the map x(q) = exp−1p (q)
defines a local chart of U with p mapped to x(p) = 0. The local coordinates defined by this
chart (x, U) are called (Riemannian) normal coordinates.
Lemma 1.1 (metric in normal coordinates)
In Riemannian normal coordinates x = {xi} around x(p) = 0, we have
gij(x) = δij − 1
3
Ripjqx
pxq +O(|x|3),
so in particular
gij(0) = δij , ∂k gij(0) = 0, Γ
k
ij(0) = 0,
and
4coord.(gij) :=
(
n∑
k=1
∂2
∂(xk)2
gij
)
= −2
3
Rij . (1.2)
Proof. It is a standard fact that gij(0) = δij and ∂kgij(0) = 0 (and hence also Γ
k
ij(0) = 0)
for normal coordinates, cf. [21], theorem 1.4.4. We can then compute
2Ripjq = 2gikR
k
pjq = 2gik(∂jΓ
k
pq − ∂pΓkjq)
= gikg
k`(∂j∂qgp` + ∂j∂pgq` − ∂j∂`gpq − ∂p∂qgj` − ∂p∂jgq` + ∂p∂`gjq)
= ∂j∂qgpi − ∂j∂igpq − ∂p∂qgij + ∂p∂igjp. (1.3)
In normal coordinates, the metric satisfies the symmetries
∂i∂jgpq = ∂p∂qgij , (1.4)
∂a∂bgcd + ∂b∂cgad + ∂c∂agbd = 0, (1.5)
so (1.3) simplifies to
Ripjq = ∂j∂qgpi − ∂p∂qgij . (1.6)
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By Taylor approximation, we have
gij(x) = δij +
1
2
∂p∂qgijx
pxq +O(|x|3),
and hence it only remains to show that
1
2
∂p∂qgijx
pxq = −1
3
Ripjqx
pxq.
We compute
−1
3
Ripjqx
pxq = −1
6
(Ripjq +Riqjp)x
pxq
= −1
6
(∂j∂qgip + ∂p∂jgiq − 2∂p∂qgij)xpxq
= −1
6
(−3∂p∂qgij)xpxq = 1
2
∂p∂qgijx
pxq,
where we used (1.6) for the second line and the symmetry (1.5) for the last line. The claim
follows.
In the following, we also need the Bianchi identities for the Riemannian curvature tensor,
i.e. the first Bianchi identity
Rm(X,Y )Z + Rm(Y,Z)X + Rm(Z,X)Y = 0,
and the second Bianchi identity
〈(∇X Rm)(Y,Z)V,W 〉+ 〈(∇Y Rm)(Z,X)V,W 〉+ 〈(∇Z Rm)(X,Y )V,W 〉 = 0,
which implies the local formula at x(p) = 0
∇hRijk` +∇kRij`h +∇`Rijhk = 0.
Tracing this with gih gives the formula
∇iRijk` = gih∇hRijk` = −gih∇kRij`h − gih∇`Rijhk
= ∇kRj` −∇`Rjk. (1.7)
This formula can be used to change derivatives of the Riemannian curvature into derivatives
of the Ricci curvature. By tracing again with gj` we get another form of this equation,
which will allow us to change derivatives of the Ricci tensor into derivatives of the scalar
curvature. We find
∇iRik = gj`∇iRijk` = gj`∇kRj` − gj`∇`Rjk = ∇kR−∇jRjk.
By changing the indices in the last term, this implies
∇iRik = 1
2
∇kR. (1.8)
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1.2 Variation formulas
We vary a fixed metric gij ∈ Γ(Sym2+(T ∗M)) in direction hij ∈ Γ(Sym2(T ∗M)) to obtain
gs = g+ sh. For any functional F(g) depending on g, we denote by δh F or by ∂s F the first
variation
δh F = ∂s F := ∂s |s=0 F(gij + shij).
The variation of other objects depending on the Riemannian metric is understood in an
analogous sense.
Definition 1.2 (Lichnerowicz Laplacian)
For a symmetric two-tensor tik we define the Lichnerowicz Laplacian 4L by the formula
4Ltik := 4tik + 2Ripkqtpq −Riptpk −Rkptpi,
where 4tik := gj`∇j∇`tik is the raw Laplacian.
Remark. The Lichnerowicz Laplacian for a symmetric two-tensor is formally the same as
the Hodge-de Rham Laplacian for a two-form, see [8], appendix A.4.
Definition 1.3 (divergence operator)
For a one-form η = (ηi) and a symmetric two-tensor t = (tik) we define the divergence as
div η := ∇iηi and (div t)k := ∇itik, respectively. In the second case, we then find the adjoint
operator div∗ : Ω1(M)→ Γ(Sym2(T ∗M)) of div : Γ(Sym2(T ∗M))→ Ω1(M) to be
div∗ η = −1
2
(∇iηk +∇kηi).
Proposition 1.4 (variation of curvature)
Let ∂s gij = hij be a variation of the Riemannian metric. In normal coordinates at x(p) = 0,
we then get
∂sR
`
ijk =
1
2
g`m(∇j∇khim −∇j∇mhik −∇i∇khjm +∇i∇mhjk
−Rijkphpm −Rijmphkp), (1.9)
∂sRik = −1
2
4Lhik − 1
2
∇2(trg h)− div∗ div h, (1.10)
∂sR = −hikRik −4(trg h) + div2 h. (1.11)
The above general variation formulas can be used to compute evolution equations for the
curvature under different flows, such as Einstein flow, Yamabe flow or - as we will do a few
pages below - for the Ricci flow.
Proof. With 0 = ∂s δ
i
` = ∂s (g
ikgk`) = (∂s g
ik)gk` + g
ikhk` we find
∂s g
ij = (∂s g
ik)δjk = g
j`(∂s g
ik)gk` = −gj`gikhk` =: −hij .
If we choose normal coordinates for g, the definition of the Christoffel symbols implies
∂s Γ
`
ik =
1
2
g`m(∇ihkm +∇khim −∇mhik) (1.12)
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at x = 0. Since the Christoffel symbols vanish in normal coordinates, the Riemannian
curvature tensor is given by R`ijk = ∂j Γ
`
ik − ∂i Γ`jk. Thus
∂sR
`
ijk =
1
2
g`m(∇j∇khim −∇j∇mhik −∇i∇khjm +∇i∇mhjk
+∇j∇ihkm −∇i∇jhkm),
which implies (1.9), because
∇j∇ihkm −∇i∇jhkm = −Rijkphpm −Rijmphkp. (1.13)
To compute (1.10) we use Rik = R
j
ijk, which yields
∂sRik =
1
2
(∇m∇khim −4hik −∇i∇kgjmhjm +∇i∇jhjk
−Rijkphpj +Riphkp)
=
1
2
(∇k∇mhim −4hik − 2Rijkphpj +Rkphpi +Riphkp
−∇i∇k(trg h) +∇i∇jhjk)
=
1
2
(−4Lhik −∇i∇k(trg h) +∇k(div h)i +∇i(div h)k)
= −1
2
4Lhik − 1
2
∇2(trg h)− div∗ div h.
Finally, we have
∂sR = ∂s (g
ikRik) = −hikRik + gik(∂sRik)
= −hikRik + 1
2
gik(−4hik −∇i∇k(trg h) +∇k(div h)i +∇i(div h)k
− 2Rijkphpj +Rkphpi +Riphkp)
= −hikRik + 1
2
(−4(trg h)−4(trg h) +∇i(div h)i +∇k(div h)k
− 2Rjphpj +Riphpi +Rkphkp)
= −hikRik −4(trg h) + div2 h,
which proves the last formula.
Proposition 1.5 (variation of dV )
Let ∂s gij = hij, then the volume element satisfies
∂s dV =
(
1
2
trgh
)
dV.
Proof. W use the following classical result from linear algebra. Let A = (aij) and B = (bij)
be two matrices and let A : B denote the product aijbij . If det(A) 6= 0, then ∂s |s=0 det(A+
sB) = (A−1 : B) det(A). In our case
∂s det(g) = g
ijhij det(g) =: (trg h) det(g).
Hence, we find the variation of dV to be
∂s dV = ∂s
√
det(g)dx =
∂s det(g)
2
√
det(g)
dx =
(
1
2
trgh
)√
det(g)dx =
(
1
2
trgh
)
dV.
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1.3 Einstein-Hilbert functional and Ricci flow
The Einstein-Hilbert functional is defined as
E(g) =
∫
M
R dV.
With the results from the previous section, we can now easily compute its first variation.
With proposition 1.4 and 1.5 we find
∂s E =
∫
M
(∂sR dV +R ∂s dV )
=
∫
M
[(−hikRik −4trgh+ div2 h)+ (R 1
2
trgh
)]
dV
=
∫
M
hik
(
−Rik + 1
2
Rgik
)
dV
=
∫
M
−hikEik dV =
∫
M
〈h,∇E〉 dV,
where Eik = Rik − 12Rgik is the Einstein tensor . We thus get ∂t g = ∇E = −E as the
gradient flow of E. For the third line, note that on a closed manifold M the integral of the
divergence form (−4trgh+ div2 h) disappears.
Definition 1.6 (stationary metrics)
We call g stationary for E, if δh E = 0 for all h ∈ Γ(Sym2(T ∗M)). Since Eik = Eki, this is
the case if and only if Eik ≡ 0 on M . Taking the trace we get 0 ≡ gikRik− 12Rgikgik = 2−n2 R,
so in dimension n 6= 2 this implies R ≡ 0 on M and therefore Ric ≡ 0 on M . One calls
such a manifold Ricci flat. In dimension n = 2, every Riemannian metric satisfies E ≡ 0.
For the gradient flow of the Einstein-Hilbert functional we have (modified by multiplication
with factor 2)
∂t gij = −2Eij = −2Rij +Rgij ,
which one can prove is not a parabolic flow and which does not have to be solvable even for
a short time. So we only take the (weakly) parabolic part of the equation, which leads to
Hamilton’s famous Ricci flow equation
∂t g = −2 Ric . (1.14)
By comparing this with (1.2), we see that in Riemannian normal coordinates this equation
- up to a multiplicative constant - is simply the heat equation ∂t gij = 34coord.(gij) for the
Riemannian metric.
Remark. Alternatively, one can chose harmonic coordinates {xi}, i.e. local coordinates for
which each coordinate function xi satisfies
0 = 4xi = gjk(∂j∂k − Γ`jk∂`)xi.
In such harmonic coordinate, the Ricci flow takes the form
∂t gij = 4coord.(gij) +Qij(g−1, ∂g),
where Q denotes a sum of terms which are quadratic in the inverse g−1 and first derivatives
∂g of the metric g, see [8], chapter 3.5.
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For every smooth metric gij = gij(0) the Ricci flow equation has a solution gij(t) for at least
a short time t ∈ [0, ε), see [13] for Hamilton’s original proof using the Nash-Moser implicit
function theorem, or see [9] for a simplified short-time existence proof using the fact that
(1.14) is equivalent to a strictly parabolic system modulo the action of the diffeomorphism
group on M . On the other side, the Ricci flow is not a gradient flow:
Proposition 1.7 (Hamilton)
There exists no smooth functional
F(g) =
∫
F (∂2g, ∂g, g)dV
such that its first variation is ∂s F =
∫ 〈h,−2 Ric〉 dV .
Proof. The idea of the following proof was proposed to the author by Tom Ilmanen. Fix a
metric g ∈ Γ(Sym2+(T ∗M)) and let h and k be symmetric two-tensors h, k ∈ Γ(Sym2(T ∗M))
with which we vary g. Since C∞
(
Γ(Sym2+(T
∗M))
)
is a linear space, it has a natural con-
nection ∇ satisfying
∇Fg(h) := ∂t |t=0 F(g + th).
We compute
∇2 Fg(h, k) = ∂s ∂t |(s,t)=(0,0) F(g + th+ sk) = ∂s |s=0∇Fg+sk(h),
and hence the symmetry of ∇2 Fg(h, k) requires that the map
T : (h, k) 7→ ∂s |s=0∇Fg+sk(h)
should be symmetric in (h, k). We now assume that there exists indeed a functional F ∈
C∞
(
Γ(Sym2+(T
∗M))
)
that has the Ricci flow as its gradient flow, i.e.
∇Fg(h) =
∫
M
〈h,−2 Ric〉 dV.
With the notation gs = g + sk, we compute
T (h, k) = ∂s |s=0
∫
M
〈h,−2 Ric(gs)〉gs dVgs
= −2
∫
M
(
〈h, ∂s Ric(gs)〉 dV + ∂s 〈h,Ric〉gs dV + 〈h,Ric〉 ∂s dVgs
)∣∣∣
s=0
= −2
∫
M
(〈
h,−1
2
4Lk − 1
2
∇2(trg k)− div∗ div k
〉
− 2 trg(k : Ric : h) + 〈h,Ric〉
(
1
2
trg k
))
dV
∼ −
∫
M
(∇(trg k) · div h+ 〈h,Ric〉 trg k) dV, (1.15)
where we used ∼ to indicate that we dropped all terms symmetric in h and k in the last
step. Now (1.15) is manifestly not symmetric - unless h and k satisfy some special differential
identities - and we get the desired contradiction.
Perelman [28] solved this problem by introducing a functional, whose gradient flow is equiv-
alent to the Ricci flow modified with a family of diffeomorphisms. We will see this functional
in chapter three.
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1.4 Evolution equations under Ricci flow
When the Riemannian metric evolves, then so does its curvature. For the Ricci flow, one
can now derive evolution equations from the general variation formulas in proposition 1.4
by setting h := −2 Ric. Define Bijk` := RipjqRkp`q, the square of Rm.
Theorem 1.8 (evolution of curvature)
Let g(t) be a solution of the Ricci flow equation (1.14). Then
∂tRijk` = 4Rijk` + 2(Bijk` −Bij`k +Bikj` −Bi`jk)
−RipRpjk` −RjpRipk` −RkpRijp` −R`pRijkp, (1.16)
∂tRik = 4LRik = 4Rik + 2RpqRipkq − 2RipRpk, (1.17)
∂tR = 4R+ 2 |Ric|2 . (1.18)
Proof. We won’t prove (1.16), because we will not need it in the following chapters. For a
direct proof of this equation without the variation formula from proposition 1.4, see [13].
To prove (1.17), note that with the twice contracted second Bianchi identity (1.8) one gets
−1
2
∇2(trg h)− div∗ div h = ∇2(trg Ric)− (∇k∇jRij +∇i∇jRjk)
= ∇2R−
(
1
2
∇k∇iR+ 1
2
∇i∇kR
)
= ∇2R−∇2R = 0,
and hence proposition 1.4 implies
∂tRik = 4LRik = 4Rik + 2RpqRipkq − 2RipRpk.
For the scalar curvature formula, use proposition 1.4, equation (1.11), to get
∂tR = −hikRik −4(trg h) + div2 h
= 2 |Ric|2 + 24R− 2∇i∇jRij .
With (1.8) we get −2∇i∇jRij = −4R, and equation (1.18) follows.
Notice that the evolution equation (1.12) for the Christoffel symbols gives the evolution for
the Levi-Civita` connection ∇ivk = ∂ivk + Γkijvj . However, we want to derive the evolution
of the connection in a more elegant and coordinate-free form. This index-free equation will
then be used at various places in chapter four. We need the following formula.
Lemma 1.9
The Levi-Civita` connection satisfies the equation
2 〈∇XY, Z〉 = X 〈Y,Z〉 − Z 〈X,Y 〉+ Y 〈X,Z〉
− 〈[Y, Z], X〉+ 〈[X,Y ], Z〉 − 〈[X,Z], Y 〉 .
Proof. Since ∇ is metric, i.e. ∇g = 0, it satisfies
X 〈Y,Z〉 = 〈∇XY,Z〉+ 〈Y,∇XZ〉 ,
Y 〈Z,X〉 = 〈∇Y Z,X〉+ 〈Z,∇YX〉 ,
Z 〈X,Y 〉 = 〈∇ZX,Y 〉+ 〈X,∇ZY 〉 .
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Since ∇ is also torsion free, i.e. ∇XY −∇YX = [X,Y ] for all X,Y ∈ Γ(TM), we conclude
X 〈Y, Z〉 − Y 〈Z,X〉+ Z 〈X,Y 〉 = 2 〈∇XY, Z〉 − 〈[X,Y ], Z〉
+ 〈Y, [X,Z]〉+ 〈X, [Y,Z]〉 ,
which is obviously equivalent to the assertion of the lemma.
Remark. In fact, the Levi-Civita` connection is uniquely determined by the formula above,
see theorem 3.3.1 of [21].
We now define ∇˙ = ∂t∇ by ∇˙XY := ∂t (∇XY ) for (time-independent) vector fields X,Y ∈
Γ(TM) and a time-dependent metric g(t) on M . Note that since the difference of two
connections ∇(1) and ∇(2) on M is a tensor, ∇˙ is also a tensor - in contrary to the connection
∇ itself. We now write h = ∂t g and differentiate the equation from the lemma above. This
yields
2〈∇˙XY,Z〉+ 2h(∇XY,Z) = X · h(Y, Z)− Z · h(X,Y ) + Y · h(X,Z)
− h([Y,Z], X) + h([X,Y ], Z)− h([X,Z], Y ).
Hence, we get
2〈∇˙XY,Z〉 = (∇Xh)(Y, Z)− h(∇XY, Z) + h(∇XZ, Y )− (∇Zh)(X,Y )
− h(∇ZX,Y )− h(∇ZY,X) + (∇Y h)(X,Z) + h(∇YX,Z)
+ h(∇Y Z,X)− h([Y,Z], X) + h([X,Y ], Z)− h([X,Z], Y )
= (∇Xh)(Y, Z)− (∇Zh)(X,Y ) + (∇Y h)(X,Z),
where the last equality follows directly from the fact that the Lie-brackets satisfy [X,Y ] =
∇XY −∇YX for the Levi-Civita` connection. Setting h = −2 Ric, we have thus proved
Proposition 1.10 (evolution of ∇)
Let g(t) be a solution of the Ricci flow equation (1.14). Then the Levi-Civita` connection
satisfies
〈∇˙XY,Z〉 = −(∇X Ric)(Y,Z) + (∇Z Ric)(X,Y )− (∇Y Ric)(X,Z). (1.19)
With proposition 1.5 we find the evolution equation for the volume element:
∂t dV =
(
1
2
trgh
)
dV =
1
2
gij(−2Rij) dV = −R dV. (1.20)
This equation will not only be used to compute variations of integral functionals, but also
for partial integrations with respect to the time t. As an application, we can now derive the
evolution equation for the Laplace operator.
We define the operator 4˙ = ∂t4 by 4˙f := ∂t (4f) for a (time-independent) function
f ∈ C∞(M) and a time-dependent metric g(t) on M . We will use this operator in chapter
three. We get the following evolution equation.
Proposition 1.11 (evolution of 4)
Let g(t) solve the Ricci flow equation. Then the Laplace operator on C∞(M) satisfies
4˙ = 2Rij∇i∇j . (1.21)
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Proof. Let f, h ∈ C∞(M) be arbitrary functions. With partial integration (and using ∂M =
∅) we find ∫
M
h4f dV = −
∫
M
〈∇h,∇f〉 dV = −
∫
M
gij∇ih∇jf dV.
If we differentiate both sides with respect to t, we get∫
M
[h4˙f dV + h4f(∂t dV )] = −
∫
M
[(∂t g
ij)∇ih∇jf dV + gij∇ih∇jf(∂t dV )].
Using ∂t dV = −R dV and ∂t gij = 2Rij , we obtain∫
M
[4˙f −R4f ] h dV = −
∫
M
[2Rij∇jf −Rgij∇jf ](∇ih) dV
= +
∫
M
∇i[2Rij∇jf −Rgij∇jf ] h dV.
This holds for all h ∈ C∞(M), hence
4˙f −R4f = ∇i[2Rij∇jf −Rgij∇jf ]
= (2∇iRij)∇jf + 2Rij∇i∇jf − gij∇iR∇jf −Rgij∇i∇jf
= ∇jR∇jf + 2Rij∇i∇jf −∇jR∇jf −R4f
= 2Rij∇i∇jf −R4f,
which proves 4˙f = 2Rij∇i∇jf, ∀f ∈ C∞(M).
Remark. Of course, one could also derive this formula by differentiating 4f := gij∇i∇jf
and using the evolution equations for g−1 and ∇, which we already know.
Sometimes, one likes to consider the backwards Ricci flow equation ∂τ g(τ) = 2 Ric, where
g(t) is a solution of the forward Ricci flow for t ∈ [−T, 0] (after a time shift), and τ is defined
as τ := −t. Note that we can adapt all the evolution equations above for the backwards
Ricci flow, by simply replacing ∂t derivatives with (−∂τ ) derivatives.
1.5 Adjoint heat equation and gradient solitons
As mentioned in the introduction, we now want to introduce gradient Ricci solitons and
derive various equations for them. In particular, we want to show the connection between
their potential function and solutions of the adjoint heat equation.
We define the heat operator  := ∂t − 4 on MT = M × [0, T ]. Some may know this
symbol as the wave operator, but throughout this book it will always denote the heat oper-
ator in accordance to the notation of Perelman’s paper [28]. The heat equation can hence
be written as u = ∂t u − 4u = 0. For u and v which satisfy the boundary condition∫
M
u(T )v(T ) dV =
∫
M
u(0)v(0) dV , we claim that the formal adjoint heat operator under
Ricci flow is ∗ := −∂t −4+R, i.e. the adjoint heat equation is ∗v = 0. To see this, we
use ∂t dV = −R dV and integration by parts. We get∫
MT
(u)v dV dt =
∫
MT
(∂t u)v dV dt−
∫
MT
(4u)v dV dt
= −
∫
MT
u(∂t v dV + v ∂t dV )dt−
∫
MT
u(4v)dV dt
=
∫
MT
u(−∂t v −4v +Rv)dV dt =
∫
MT
u(∗v)dV dt.
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which proves the claim. We will also need the following.
Lemma 1.12
Let f, h ∈ C∞(M × [0, T )) be two arbitrary functions,  and ∗ the heat operator and its
formal adjoint, defined as above. Then
∂t
∫
M
fh dV =
∫
M
(f)h− f(∗h))dV (1.22)
Proof. We have
∂t
∫
M
fh dV =
∫
M
(∂t f)h dV +
∫
M
f(∂t h)dV +
∫
M
fh(∂t dV ).
With integration by parts, we obtain
0 =
∫
M
(f4h− h4f)dV.
Adding the two equations gives
∂t
∫
M
fh dV =
∫
M
(∂t f −4f)h− f(∂t h−4h+R))dV
=
∫
M
((f)h− f(∗h)) dV,
which is what we claimed.
A solution to an evolution equation which changes under a one-parameter subgroup of the
symmetry group of the equation is called a soliton (or a self-similar solution). The symmetry
group of the Ricci flow contains all diffeomorphisms. We hence consider metrics which move
by a one-parameter group of diffeomorphisms (and scaling), i.e. we consider solutions of the
Ricci flow, which are fixed points modulo diffeomorphism and scaling :
Definition 1.13 (Ricci solitons)
We call a solution g(t) of (1.14) a Ricci soliton, if it is the pull-back of g(0),
g(t) = a(t)Φ∗t (g(0)),
where (Φt) is a family of diffeomorphisms: M →M with Φ0 = idM , and a(t) is a real-valued
function. The cases dadt = a
′ < 0, a′ ≡ 0 and a′ > 0 correspond to shrinking, steady and
expanding Ricci solitons, respectively. We will often simply call them shrinkers, steadies
and expanders.
Now assume Φt is generated by a vector field X, i.e. ∂t Φt(p) = X ◦ Φt(p). We call g(t) =
Φ∗t (g(0)) a gradient steady soliton, if X is the gradient of a function f , i.e. Xi = ∇if ,
Xi = gij∇jf .
Proposition 1.14 (equations for gradient steadies)
Suppose g(t) = Φ∗t (g(0)) is a gradient steady soliton with potential f . Then we have
i) Ric + Hess(f) = 0,
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ii) R+4f = 0,
iii) |∇f |2 +R ≡ const,
iv) ∂t f = |∇f |2.
Proof. If we differentiate g(t) = Φ∗t (g(0)) with respect to t, use (1.14) and the definition of
the Lie-derivative LXg (cf. [21], definition 1.6.6), we get
−2Rij = ∂t gij = (LXg)ij = −2 div∗X = ∇iXj +∇jXi,
and hence −2Rij = 2∇i∇jf , which proves the first equation. The computation for LXh,
where h is a two-tensor, is explained in [21], after theorem 1.6.4. The second equation is
just the trace of the first one. To derive the third equation, we take ∇ of i), permute the
indices and subtract the two equations:
∇kRij +∇k∇i∇jf = 0
∇iRkj +∇i∇k∇jf = 0
⇒ ∇kRij −∇iRkj +Rkijp∇pf = 0.
Now we trace this equation with gkj and get
∇jRij −∇iR+Rip∇pf = 0.
Note that the twice contracted second Bianchi identity (1.8) and i) imply ∇jRij = 12∇iR
and Rip = −∇i∇pf , and hence
0 = −1
2
∇iR−∇i∇pf∇pf = −1
2
∇i
(
R+ |∇f |2
)
,
which proves iii). Finally, by definition
f(t, p) = f(0,Φt(p)), i.e. f(t, ·) = Φ∗t (f(0, ·)).
So differentiating with respect to t proves iv), namely
∂t f = LXf = X · ∇f = |∇f |2 .
As stated in the introduction, it was Hamilton’s idea to take linear combinations of these
equations for solitons. Here, by combining equation ii) with iv), ∂t f = |∇f |2 = |∇f |2 −
(R+4f), one obtains
(∂t +4)f = |∇f |2 −R. (1.23)
So if one defines u := e−f , one finds
(∂t +4)u =
(
−∂t f −4f + |∇f |2
)
u = Ru,
i.e. u = e−f solves the adjoint heat equation
∗u = −∂t u−4u+Ru = 0.
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Remark. It is usually not possible to solve such an equation in positive time direction,
because it is backwards parabolic. Normally one therefore has to solve the Ricci flow equation
(forward in time) first and then go back in time solving this adjoint heat equation. More
precisely, one takes a solution g(t) of the Ricci flow equation for t ∈ [0, T ] and fixes some
final time Cauchy data u(T ) = u0. One can then solve the parabolic equation
∂τ u(τ)−4u(τ) +Ru(τ) = 0,
with initial data u(τ = 0) = u0. With τ = T − t, this leads to a solution u(t) of the
backwards parabolic equation.
Similar to the steady case, a shrinking soliton is called gradient shrinker if the generating
vector field X(p) := −∂t Φt(p) has a potential f . We assume that a(t) = (T − t), thus
g(t) = (T − t)Φ∗t (g(0)). This involves no loss of generality. We will often write τ instead of
(T − t) in the shrinking case.
Proposition 1.15 (equations for gradient shrinkers)
Let g(t) be a gradient shrinker with potential f , g(t) = (T − t)Φ∗t (g(0)). Then f satisfies the
equations
i) Ric + Hess(f)− g2τ = 0,
ii) R+4f − n2τ = 0,
iii) |∇f |2 +R− fτ ≡ const,
iv) ∂t f = |∇f |2 = −∂τ f .
Proof. Differentiating g(t) = (T − t)Φ∗t (g(0)) and using (1.14) implies
−2Rij = −gij
τ
+ (LXg)ij = −gij
τ
+∇iXj +∇jXi,
hence −2Rij = 2∇i∇jf − gijτ , which proves i). The second equation is again the trace of
the first one. Because ∇g = 0, we can continue by taking ∇ of i) as in the steady case to
get the same equation, namely
∇jRij −∇iR+Rip∇pf = 0,
where now Rip = −∇i∇pf + gip2τ . Hence we find
0 = −1
2
∇iR−∇i∇pf∇pf − gip
2τ
∇pf = −1
2
∇i
(
R+ |∇f |2 + f
τ
)
.
This proves the third equation. The last one follows as in proposition 1.14.
We find again a connection to the adjoint heat equation: Combining the second and last
equations, one gets
∂t f = |∇f |2 −
(
R+4f − n
2τ
)
,
that is,
(∂t +4)f = |∇f |2 −R+ n
2τ
, (1.24)
21
analogous to (1.23). We now define u := (4piτ)−n/2e−f and compute
(∂t +4)u =
( n
2τ
− ∂t f −4f + |∇f |2
)
u = Ru,
so the function u = (4piτ)−n/2e−f solves the adjoint heat equation
∗u = −∂t u−4u+Ru = 0.
The expanding case is pretty much the same as the shrinking case, there are only some
sign changes. For t > T , let g(t) be a gradient expander , i.e. a solution of the form
g(t) = (t − T )Φ∗t (g(0)), where the generating X(p) := ∂t Φt(p) has a potential. We often
write σ for (t− T ) in the expanding case.
If we replace τ by −σ and ∂τ by (−∂t ) in the proof of the above proposition, we immediately
get
Proposition 1.16 (equations for gradient expanders)
The soliton potential f of a gradient expander satisfies the following equations
i) Ric + Hess(f) + g2σ = 0,
ii) R+4f + n2σ = 0,
iii) |∇f |2 +R+ fσ ≡ const,
iv) ∂t f = |∇f |2.
Similarly to (1.24) we find
(∂t +4)f = |∇f |2 −R− n
2σ
. (1.25)
Now define u := (4piσ)−n/2e−f . Then
(∂t +4)u =
(
− n
2σ
− ∂t f −4f + |∇f |2
)
u = Ru,
and hence u is again a solution of the adjoint heat equation ∗u = 0.
We have thus seen that for every gradient soliton the potential function f leads in a natural
way to a solution of the adjoint heat equation. This allows us to deduce properties for Ricci
solitons from properties of heat equations.
Remark. In this chapter, all manifolds in sight have been assumed compact and without
boundary. But the three propositions 1.14-1.16 also hold in the case of noncompact gradient
solitons. Especially in the steady and expanding case this is important, since there the only
compact solitons are Einstein manifolds.
2 Differential Harnack inequalities
We begin this chapter by recalling some of the classical theory about linear parabolic differ-
ential equations. Let M be a compact Riemannian manifold with boundary ∂M , where in
many cases we will assume that M is closed, i.e. ∂M = ∅. Let U denote the interior of M,
U := M \ ∂M , and fix T > 0.
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Definition 2.1 (parabolic cylinder)
The parabolic cylinder above U is the set UT := U×(0, T ], its parabolic boundary is defined
as
∂MT := UT \ UT = (M × [0, T ]) \ (U × (0, T ]).
Note that the parabolic boundary ∂MT consists of the sides ∂M × [0, T ] and the bottom
M × {t = 0}, but does not contain the top U × {t = T}, which belongs to the parabolic
interior. For closed manifolds M , the parabolic boundary ∂MT is simply M × {t = 0}.
The following schematic picture illustrates the idea of this cylinder.
Let L denote a second order partial differential operator on UT of the form
Lu = −aij(x, t)∇i∇ju+ bi(x, t)∇iu,
where aij = aji, and ∇ is the Levi-Civita` connection. Moreover, let q = q(x, t) ≥ 0 be a
non-negative function on UT .
Definition 2.2 (uniformly parabolic operator)
We say that the partial differential operators (∂t + L) and (∂t + L + q) are uniformly
parabolic, if there exists a constant λ > 0, such that
aij(x, t)ξiξj ≥ λ |ξ|2 , ∀(x, t) ∈ UT ,∀ξ = (ξi) ∈ Rn.
In this case, for each fixed time 0 < t ≤ T , the operators L and (L+q) are uniformly elliptic
in the spatial variable x.
We will always assume that aij , bi and q are C∞-functions on UT , ∀i, j ∈ {1, . . . , n}, and
u : UT → R is a C∞-solution of
(∂t + L+ q)u = 0 in UT . (2.1)
Remark. In PDE theory, one shows that there is a (unique) C∞-solution of (2.1) under the
additional assumptions u = 0 on ∂M× [0, T ] and u = u0 on U×{t = 0} for smooth u0 which
satisfy some compatibility conditions, cf. [11], chapter 7.1, theorem 7. For closed M there
are no compatibility conditions. We are actually not interested in existence and regularity
questions in this book and we never need infinitely many derivatives. But if u is at least C4
in the x-variable and C2 in the t variable, and these derivatives have a continuous extension
up to the boundary, we can skip a lot of technical details, which distract from the geometric
results.
One obvious example for a parabolic operator is aij = gij , the Riemannian metric, and
bi ≡ 0 ∀i, in which case L = −4 and the operator (∂t +L) is the heat operator  = ∂t −4
from chapter one.
The classical Harnack inequality says that for a solution of (2.1) with u ≥ 0 in UT , V b U
connected and 0 < t1 < t2 ≤ T , there exists a constant C, which depends only on V, t1, t2, q
and the coefficients of L, such that
sup
V
u(·, t1) ≤ C inf
V
u(·, t2).
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In particular, if M is closed and connected, we find that a non-negative solution u ∈ C∞(M×
[0, T ]) of u = 0 satisfies
sup
M
u(·, t1) ≤ C inf
M
u(·, t2), (2.2)
where C depends only on t1, t2 and the geometry of M .
As an immediate consequence of this, if u(x0, t0) = 0 for some x0 ∈ M, t0 > 0, then
u ≡ 0 on M × [0, t0]. Conversely, if u(·, 0) ≥ 0 with u(x0, 0) > 0 for some x0 ∈ M , then at
any t > 0 there holds u(x, t) > 0 for all x ∈M . That is, we have infinite propagation speed.
This phenomenon is a special case of the following more general result.
Proposition 2.3 (strong maximum principle)
Assume u ∈ C∞(UT ) and q ≥ 0 in UT , U connected. Then
i) If u is a subsolution of (2.1), i.e. (∂t + L + q)u ≤ 0 in UT , and if u attains a non-
negative absolute maximum over UT at an interior point (x0, t0) ∈ UT , then u is
constant on Ut0 .
ii) If u is a supersolution of (2.1), i.e. (∂t + L + q)u ≥ 0 in UT , and if u attains a
non-positive absolute minimum over UT at an interior point (x0, t0) ∈ UT , then u is
constant on Ut0 .
Proof. See [11], chapter 7.1, theorem 12.
The disadvantage is that we only get the qualitative information u > 0 for all t > 0, but
sometimes one wishes a quantitative lower estimate. Equation (2.2) gives such a lower
bound, but the classical results (as found in [11], [24]) have the disadvantage that the geo-
metric dependency of C is complicated and sometimes unclear.
Peter Li and Shing Tung Yau established a pointwise gradient estimate, the so-called Li-Yau
differential Harnack inequality, which implies a classical Harnack inequality by integrating
along a path. Being a pointwise property of solutions u, such a Li-Yau type gradient in-
equality can also be used to analyze the function u locally. We will start this chapter with
a special case of Li and Yau’s result, cf. [22].
Richard Hamilton proved a matrix version of the Li-Yau inequality under slightly differ-
ent assumptions in [17]. It is worth pointing out that in order to prove this, he had to
develop a maximum principle for systems first. Hamilton then found a nonlinear analog for
the Ricci flow case in [18]. These estimates for the Ricci flow will be our main interest in this
chapter. However, no attempt has been made to reprove Hamilton’s Harnack inequalities
for the Ricci flow here, but rather to give a heuristic motivation for the results and establish
the relation between them and the Harnack inequality for the heat equation.
2.1 The Li-Yau Harnack inequality
Following Li and Yau’s paper [22], we first prove a technical result.
Lemma 2.4 (Li-Yau, lemma 1.1 of [22])
Let f(x, t) be a smooth function on M × [0, T ] satisfying ∂t f = 4f + |∇f |2, and define
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F := t(|∇f |2 − ∂t f) = −t4f . Then F satisfies the inequality
(4− ∂t )F ≥ −2 〈∇F,∇f〉 − 2Kt |∇f |2 − 1
t
F +
2
nt
F 2,
where −K is a lower bound on the Ricci curvature, with K ≥ 0.
Proof. We first derive a lower bound for 4|∇f |2 = 2 〈4∇f,∇f〉+ 2 〈∇2f,∇2f〉. Note that
〈4∇f,∇f〉 = gijgkl∇k∇l∇if∇jf
= gijgkl∇i∇k∇lf∇jf + gijgklRkilp∇pf∇jf
= gij∇i(4f)∇jf +Rip∇pf∇if
= 〈∇4f,∇f〉+ Ric(∇f,∇f).
We also have
(4f)2 ≤ ∣∣gij∣∣2 |∇i∇jf |2 = n |Hess(f)|2 ,
and putting this together gives
4|∇f |2 = 2 〈∇4f,∇f〉+ 2 Ric(∇f,∇f) + 2 |Hess(f)|2
≥ 2 〈∇4f,∇f〉 − 2K |∇f |2 + 2
n
(4f)2. (2.3)
Hence we get
4F = t
(
4|∇f |2 −4(∂t f)
)
≥ t(2 〈∇4f,∇f〉 − 2K |∇f |2 + 2
n
(4f)2 − ∂t (4f))
= 2t
〈
∇
(−F
t
)
,∇f
〉
− 2Kt |∇f |2 + 2t
n
(−F
t
)2
− t∂t
(−F
t
)
= −2 〈∇F,∇f〉 − 2Kt |∇f |2 − 1
t
F +
2
nt
F 2 + ∂t F.
Subtracting ∂t F on both sides yields the desired inequality.
To formulate the Harnack inequality in the case where ∂M 6= ∅, we need the second fun-
damental form on a submanifold N of M with co-dimension 1, i.e. an (n − 1)-dimensional
submanifold of the n-manifold M . Let ν ∈ C∞(N,Rn), with |ν(p)| ≡ 1 and ν(p) ∈ TpN⊥ :=
{µ ∈ TpM | 〈µ, v〉 = 0, ∀v ∈ TpN} ⊂ TpM , be a normal vector field to N in TM . Then the
second fundamental form IIp at p ∈ N with respect to ν is given by
IIp(v, w) := −〈dν(p)v, w〉 , v, w ∈ TpM.
Choose a moving frame {e1, . . . , en}, where en(p) = ν(p) and {e1(p), . . . , en−1(p)} is a basis
for TpN . Then [ν, v] = 0 for v ∈ Γ(TN) and hence we see that
IIp(v, w) = −
〈∇ν(p)v, w〉 .
We now choose N = ∂M and let ν be the outward pointing unit normal vector to ∂M . We
call the boundary of M convex , if the second fundamental form of ∂M with respect to ν is
non-negative, IIp ≥ 0, ∀p ∈ ∂M .
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Proposition 2.5 (Li-Yau differential Harnack inequality)
Let M be a compact manifold with non-negative Ricci curvature and convex boundary if
∂M 6= ∅. Let u(x, t) be a positive solution of the heat equation u = 0 with Neumann
boundary condition ∂u∂ν = 0 on ∂M × [0, T ]. Then u satisfies the estimate
H =
∂t u
u
− |∇u|
2
u2
+
n
2t
≥ 0 on M × (0, T ]. (2.4)
Proof. Set f = log u. Note that 0 = (∂t − 4)u =
(
∂t f −4f − |∇f |2
)
u and hence f
satisfies the assumption of lemma 2.4. We also have
∂t u
u
− |∇u|
2
u2
= ∂t f − |∇f |2 = −F
t
,
where F = t
(
|∇f |2 − ∂t f
)
as in lemma 2.4. The claim is now equivalent to the assertion
that F ≤ n2 , which we will now prove with the inequality we found for F , namely
(4− ∂t )F ≥ −2 〈∇F,∇f〉+ 2
nt
F
(
F − n
2
)
(2.5)
in our case where K = 0. If the assertion was not true, then there would be a maximum
point (x0, t0) of F on M × [0, T ] where F (x0, t0) > n2 > 0. Because F (x, 0) = 0, ∀x ∈M , t0
must be strictly positive. If x0 is an interior point of M , i.e. (x0, t0) ∈ UT , then obviously
∇F (x0, t0) = 0, 4F (x0, t0) ≤ 0, ∂t F (x0, t0) ≥ 0.
But plugging this into (2.5), gives the contradiction
0 ≥ (4− ∂t )F (x0, t0) ≥ 0 + 2
nt
F (x0, t0)
(
F (x0, t0)− n
2
)
> 0.
Hence x0 can only be on ∂M . In this case the strong maximum principle applied to F
implies ∂F∂ν (x0, t0) > 0. However in the moving frame described above
∂F
∂ν
(p, t) = t∇n
(
|∇f |2 − ∂t f
)
= 2t
n∑
k=1
∇n∇kf∇kf − ∂t (∇nf)
= 2t
n−1∑
k=1
∇n∇kf∇kf = −2t IIp(∇f,∇f),
where we used the Neumann boundary condition ∇nf = 0 on ∂M and the expression for
the second fundamental form we derived above. Now because the boundary is convex, and
t0 > 0 we get
∂F
∂ν
(x0, t0) = −2t0 IIx0(∇f,∇f) ≤ 0,
which is a contradiction. Hence F ≤ n2 on M × (0, T ], and the inequality is proved.
Corollary 2.6 (quadratic version)
Let M,u be as in proposition 2.5. Then for any vector field V on M , we have
H(V ) := ∂t u+
n
2t
u+ 2 〈∇u, V 〉+ u |V |2 ≥ 0 on M × (0, T ].
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Proof. We search for the vector field which minimizes this expression. Take a variation V s
of V = V 0, with δV = ∂s |s=0V s. The minimizing V 0 must satisfy
∂s |s=0(H(V s)) = 2 〈∇u, δV 〉+ 2u
〈
V 0, δV
〉
= 0.
Hence V 0 = −∇uu . Plugging this into the definition of H gives
H(V 0) = ∂t u+
n
2t
u− 2
〈
∇u, ∇u
u
〉
+ u
∣∣∣∣∇uu
∣∣∣∣2
= ∂t u− |∇u|
2
u
+
n
2t
u,
which is exactly the Li-Yau Harnack expression multiplied by u. This proves that H(V ) ≥
H(V 0) ≥ 0.
Finally, we want to integrate the differential Harnack inequality along a path to get a
classical Harnack type estimate. Therefore, notice that the Li-Yau Harnack inequality (2.4)
is equivalent to
∂t log u ≥ |∇ log u|2 − n
2t
. (2.6)
So on a path γ(t), we compute
d
dt
log u(γ(t), t) = ∂t log u+∇ log u · ∂t γ(t)
≥ |∇ log u|2 − n
2t
+∇ log u · γ˙
=
∣∣∣∣∇ log u+ γ˙2
∣∣∣∣2 − 14 |γ˙|2 − n2t
≥ −1
4
|γ˙|2 − n
2t
.
If γ : [t1, t2]→M with γ(t1) = x1 and γ(t2) = x2, then
log
(
u(x2, t2)
u(x1, t1)
)
= log u(γ(t), t)
∣∣t2
t1
=
∫ t2
t1
d
dt
log u(γ(t), t)dt
≥
∫ t2
t1
(
−1
4
|γ˙|2 − n
2t
)
dt
= −n
2
log
(
t2
t1
)
−
∫ t2
t1
1
4
|γ˙|2 dt.
By exponentiating, we get
u(x2, t2)
u(x1, t1)
≥
(
t2
t1
)−n/2
exp
{
−
∫ t2
t1
1
4
|γ˙|2 dt
}
. (2.7)
This proves the following corollary.
Corollary 2.7 (integrated version)
Under the same conditions as in proposition 2.5, a positive solution u of u = 0 satisfies
the inequality
u(x2, t2) ≥ u(x1, t1)
(
t2
t1
)−n/2
e−L(x1,x2,t2−t1),
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where
L(x1, x2, t2 − t1) := inf
γ∈Γ
{
1
2(t2 − t1)
∫ 1
0
1
2
|γ˙|2 dt
}
with
Γ = {γ : [0, 1]→M | γ(0) = x1, γ(1) = x2}.
Note that in the case where M is a geodesic manifold, i.e. every pair of points p and q in M
can be joined by a minimizing geodesic, we have
L(x1, x2, t2 − t1) = E(x1, x2)
2(t2 − t1) =
d2(x1, x2)
4(t2 − t1) ,
where E(x1, x2) is the classical energy of such a minimizing geodesic between x1 and x2.
On flat Rn, a minimizing geodesic is of course a straight line, hence |γ˙|2 = |x2 − x1|2 and
L(x1, x2, t2 − t1) = |x2 − x1|
2
4(t2 − t1)
In this case, the inequality in the corollary becomes an equality for the heat kernel u¯(x, t) =
(4pit)−n/2e−|x|
2/4t at x1 = x2 = 0. Moreover, the function u(x, t) = (4pit)
−n/2e−L(x1,x,t−t1)
then satisfies the heat equation u = 0 for fixed x1, t1.
One can show something similar for general manifolds with Ric ≥ 0 (but with the inequality
u ≤ 0 instead of an equality). We will do that in chapter three. Moreover, Perelman’s
L-functional can be seen as an analog of the above energy functional under backwards Ricci
flow. However this needs a lot of long and technical computations. We will discuss this
functional in chapter four.
2.2 Hamilton’s matrix Harnack inequality
To prove Hamilton’s matrix version of the Li-Yau result, one needs a version of the maximum
principle which holds for systems of equations. We closely follow Hamilton’s idea, cf. [14].
Let f = {fα} be a system of m functions on the compact manifold M , satisfying the
non-linear heat equation
∂t f = 4f + φ(f), f = f0 at t = 0. (2.8)
where φ : U ⊂ Rm → Rm is a smooth vector field. The basic idea is that the effect of the
heat equation is to average out the system and hence, if f lies in a convex set X ⊂ U at
t = 0, it will remain there, unless it is moved out by φ.
Suppose (2.8) has a smooth solution for t ∈ [0, T ]. To study the PDE, we first look at
the ODE
∂t f = φ(f), f = f0 at t = 0. (2.9)
Let X ⊂ U be a closed convex subset. Define the tangent cone TkX to X at k ∈ ∂X as the
intersection of all closed half-spaces containing X with k on the boundary of the half-space.
This is the smallest closed convex cone with vertex at k which contains the set X. Hamilton
proved the following proposition in [14].
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Proposition 2.8 (maximum principle for systems)
Let X be a closed and convex subset of U .
i) Solutions of the ODE (2.9) which start in X will remain in X if and only if for all k ∈ ∂X
we have φ(k) ∈ TkX.
ii) If the solution of the ODE (2.9) remains in X, then so does the solution of the heat
equation (2.8).
Note that the path of solutions does not change when we multiply φ(f) with a cutoff func-
tion which equals 1 on a very large ball. Hence we may always assume X to be compact by
intersecting it with an even larger ball on whose complement the cutoff function disappears.
The idea of the proof is to reduce the problem to the one-dimensional case. One does
that with linear functionals ` on Rm: We say ` is a support function for X at f ∈ ∂X (or
` ∈ SfX for short) if ‖`‖ = 1 and `(f) ≥ `(k) for all k ∈ X. Then
φ(f) ∈ TfX ⇔ `(φ(f)) ≤ 0, ∀` ∈ SfX. (2.10)
Define the distance function
s(f) = dist(f,X) =
{
sup{`(f − k) | k ∈ ∂X, ` ∈ SkX} if f 6∈ X,
0 if f ∈ X.
To estimate the derivative of s(f) we need the following lemma.
Lemma 2.9
Let g be a smooth function of t ∈ R and y ∈ Rm. Let f(t) = sup{g(t, y) | y ∈ Y } where
Y ⊂ Rm is compact. Then f(t) is Lipschitz (and hence differentiable almost everywhere)
and with Y (t) = {y ∈ Y | g(t, y) = f(t)} we have
∂t f(t) ≤ sup{∂t g(t, y) | y ∈ Y (t)}. (2.11)
Proof. Choose a sequence of times tj decreasing to t0 such that
lim
tj↘t0
f(tj)− f(t0)
tj − t0 = lim supt↘t0
f(t)− f(t0)
t− t0 .
Because Y is compact, we can choose yj ∈ Y with f(tj) = g(tj , yj). Moreover there is
a point y0 ∈ Y with yj → y0 for a subsequence. Without loss of generality, the whole
sequence converges to y0. Since g is continuous, f(t0) = g(t0, y0) and y0 ∈ Y (t). Moreover
g(t0, yj) ≤ g(t0, y0) yields
f(tj)− f(t0) ≤ g(tj , yj)− g(t0, yj),
and by the mean value theorem there exists ξj ∈ [t0, tj ] with
g(tj , yj)− g(t0, yj)
tj − t0 = ∂t g(ξj , yj).
Now because ξj → t0 too, and because g is smooth, we find
lim
tj↘t0
f(tj)− f(t0)
tj − t0 ≤ limj→∞
g(tj , yj)− g(t0, yj)
tj − t0 = limj→∞ ∂t g(ξj , yj) = ∂t g(t0, y0),
which proves the lemma.
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We have now the necessary material to prove the maximum principle for systems.
Proof of proposition 2.8. i) If φ(f) 6∈ TfX, then with (2.10) there is an ` ∈ SfX such that
`(φ(f)) > 0. We find
∂t `(f) = `(∂t f) = `(φ(f)) > 0
and hence `(f) is increasing and f can not stay in X. For the converse, suppose `(φ(k)) ≤
0, ∀k ∈ ∂X, ∀` ∈ SkX. With lemma 2.9 applied to
g = g(t, k, `) = `(f(t)− k) and Y = {(k, `) | k ∈ ∂X, ` ∈ SkX}
and with the definition of s(f) we get
∂t s(f) ≤ sup{∂t `(f − k)} = sup{`(φ(f))}
≤ sup{`(φ(f))− `(φ(k))}, (2.12)
where the supremum is taken over k ∈ ∂X and ` ∈ SkX with s(f) = `(f − k). Because X is
convex, k must be the unique closest point on ∂X to f , and ` must be the functional with
gradient in the direction f − k. Because φ is smooth, |φ(f)− φ(k)| ≤ C |f − k| = Cs(f),
and so (2.12) becomes ∂t s(f) ≤ Cs(f). Since s(f) = 0 at t = 0, it must remain 0.
ii) In the PDE case, the computations are similar, but we also have to take the supremum
over all x ∈M . Note that s(t) = supx∈M s(f(x, t)) satisfies
∂t s(t) ≤ sup{∂t `(f(x, t)− k)} = sup{`(4f) + `(φ(f))},
the supremum now being taken over all x ∈M , k ∈ ∂X and ` ∈ SkX with s(t) = `(f(x, t)−
k). Because `(f(x, t)) has its maximum at x, the term `(4f) = 4`(f) is non-positive. So,
as before, we get
∂t s(t) ≤ sup{`(φ(f))} ≤ |φ(f)− φ(k)| ≤ C |f − k| = Cs(t),
and since s(t) = 0 at t = 0, it must remain 0.
An immediate consequence is the following.
Corollary 2.10 (maximum principle for matrices)
Let M be compact. Let Mij(x, t) be a symmetric (n× n)-matrix which depends smoothly on
t ∈ [0, T ] and x ∈M . Suppose Mij satisfies the heat equation
∂tMij = 4Mij + φ(Mij), (2.13)
where φ(Mij)(v, v) ≥ 0 for all zero-eigenvectors v of Mij. Then if Mij ≥ 0 at t = 0, it
remains so for all t ∈ [0, T ].
Remark. If the corollary is true, then it obviously also holds for supersolutions which satisfy
∂tMij ≥ 4Mij + φ(Mij).
With the help of this corollary we can now prove Hamilton’s matrix version of the Li-Yau
result. To shorten the proof, we assume that u is smooth and solves the heat equation up
to the boundary M ×{t = 0}, while Hamilton [17] proves the inequality under more general
assumptions on u.
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Proposition 2.11 (Hamilton’s matrix Harnack inequality)
Let M be a closed Riemannian manifold and u ∈ C∞(M × [0, T ]) a positive solution to
the heat equation u = 0. Suppose M is Ricci parallel and has weakly positive sectional
curvatures: ∇Ric = 0 and 〈Rm(v, w)w, v〉 = Rijklviwjvkwl ≥ 0 for all v, w ∈ Γ(TM).
Then
Hij := ∇i∇ju− ∇iu∇ju
u
+
u
2t
gij ≥ 0 on M × (0, T ].
Proof. Because u, ∇u and ∇2u are bounded on M × [0, T ], the inequality Hij ≥ 0 obviously
holds for t small enough. If we can show that Hij satisfies a heat equation of the form (2.13),
with φ(Hij) ≥ 0 whenever Hij ≥ 0, then we are done. Set
Lij := ∇i∇ju− ∇iu∇ju
u
= Hij − u
2t
gij .
We first calculate (?) := 4Lij −4∇i∇ju. We get
(?) = −gk`∇k
(∇`∇iu∇ju+∇iu∇`∇ju
u
− ∇iu∇ju∇`u
u2
)
= −gk`
(∇k∇i∇`u∇ju
u
+
∇iu∇k∇j∇`u
u
− ∇iu∇ju∇k∇`u
u2
)
− 2
u
(
∇k∇iu− ∇ku∇iu
u
)
·
(
∇k∇ju− ∇ku∇ju
u
)
= −
(∇i(4u)∇ju
u
+
∇iu∇j(4u)
u
− ∇iu∇ju4u
u2
)
− gk`
(
Rki`p
∇pu∇ju
u
+Rkj`p
∇pu∇iu
u
)
− 2
u
LkiLkj
= −∂t
(∇iu∇ju
u
)
−Rip ∇pu∇ju
u
−Rjp ∇pu∇iu
u
− 2
u
L2ij . (2.14)
Using (1.13), we also have
∂t (∇i∇ju) = ∇i∇j(4u) = gk`∇i∇j∇k∇`u
= gk`∇i∇k∇j∇`u−∇i(Rjp∇pu)
= gk`∇k∇i∇`∇ju−∇i(Rjp∇pu)
−Rip∇p∇ju+Rikjp∇k∇pu
= 4∇i∇ju−∇iRjp∇pu−Rjp∇p∇iu−Rip∇p∇ju
+Rikjp∇k∇pu+∇k(Rikjp∇pu)
= 4∇i∇ju−Rjp∇p∇iu−Rip∇p∇ju+ 2Rikjp∇k∇pu
−∇iRjp∇pu+∇pRij∇pu−∇jRip∇pu,
where in the last step we used the contracted second Bianchi identity (1.7) to get
∇k(Rikjp∇pu) = ∇kRikjp∇pu+Rikjp∇k∇pu
= −∇kRkijp∇pu+Rikjl∇k∇lu
= −∇jRip∇pu+∇pRij∇pu+Rikjl∇k∇lu.
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Now we put all this together. We find
∂t Lij = ∂t (∇i∇ju)− ∂t
(∇iu∇ju
u
)
= 4Lij + 2
u
L2ij + 2Rikj`∇k∇`u−RikLjk −RjkLik
+ (∇pRij −∇jRip −∇iRjp)∇pu
= 4Lij + 2
u
L2ij + 2Rikj`Lk` −RikLjk −RjkLik
+
2
u
Rik`j∇ku∇`u+ (∇pRij −∇jRip −∇iRjp)∇pu,
where the last line is non-negative, because of the assumptions that M is Ricci parallel and
has weakly positive sectional curvatures. Thus
∂t Lij ≥ 4Lij + 2
u
L2ij + 2Rikj`Lk` −RikLjk −RjkLik. (2.15)
It is now easy to derive the evolution equation for Hij = Lij +
u
2tgij . With
4Hij = 4Lij + 4u
2t
gij
we obtain
∂tHij = ∂t Lij +
4u
2t
gij − u
2t2
gij
≥ 4Lij + 2
u
L2ij + 2Rikj`Lk` −RikLjk −RjkLik +
4u
2t
gij − u
2t2
gij
= 4Hij + 2
u
L2ij + 2Rikj`Lk` −RikLjk −RjkLik −
u
2t2
gij .
Note that
2Rikj` · u
2t
gk` −Rik · u
2t
gjk −Rjk · u
2t
gik =
u
2t
(2Rij −Rij −Rij) = 0,
and hence
2Rikj`Lk` −RikLjk −RjkLik = 2Rikj`Hk` −RikHjk −RjkHik.
With this and with
2
u
L2ij =
2
u
gk`
(
Hik − u
2t
gik
)(
Hj` − u
2t
gj`
)
=
2
u
H2ij −
2
t
Hij +
u
2t2
gij ,
we find the desired evolution inequality
∂tHij ≥ 4Hij + 2
u
H2ij −
2
t
Hij + 2Rikj`Hk` −RikHjk −RjkHik. (2.16)
This is of the form (2.13) and all the terms H2ij , Rikj`Hk`, −RikHjk, and −RjkHik are
non-negative at a zero-eigenvector of Hij , which allows us to apply the maximum principle
for symmetric matrices. Hence Hij will remain non-negative for all time.
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Remark. The inequality (2.15) proves that if Lij ≥ 0 at time t0 then Lij ≥ 0 for all t ≥ t0.
However Lij could also start negative and stay negative for all time.
As in the trace case, the matrix Harnack inequality becomes an equality for the heat kernel
u¯ = (4pit)−n/2e−|x|
2/4t on Euclidean space Rn.
We can again find a quadratic vector field version of this Harnack inequality:
Corollary 2.12 (quadratic version)
Let M,u be as in proposition 2.11. Then for any vector field V on M we have
Hij(V ) := ∇i∇ju+ u
2t
gij +∇iuVj +∇juVi + uViVj ≥ 0 on M × (0, T ].
Proof. As in corollary 2.6, the minimizing V 0 must be V 0 = −∇uu and we get
Hij(V ) ≥ Hij(V 0) = ∇i∇ju− ∇iu∇ju
u
+
u
2t
gij ≥ 0.
We can also use Hamilton’s argument to prove the Li-Yau inequality. This gives a better
understanding of how the Harnack expression itself evolves in time, and of why we need
the assumption of non-negative Ricci curvature. On a closed manifold M and for a positive
solution u of the heat equation, we set
H = ∂t u− |∇u|
2
u
+
n
2t
u, L = H − n
2t
u.
Then suppose that H is positive for t small enough. With the above computation (2.14) for
4
(∇iu∇ju
u
)
, which does not require bounds on the Ricci curvature, we find
4L−4(∂t u) = gij
[
−4
(∇iu∇ju
u
)]
= −∂t |∇u|
2
u
− 2
u
Ric(∇u,∇u)− 2
u
|Lij |2
≤ −∂t |∇u|
2
u
− 2
u
Ric(∇u,∇u)− 2
nu
L2,
where we used the Cauchy-Schwarz inequality for L2 = (gijLij)
2 ≤ n |Lij |2 in the last step.
Because 4(∂t u) = ∂t (4u) = ∂t (∂t u), we get
∂t L ≥ 4L+ 2
nu
L2 +
2
u
Ric(∇u,∇u). (2.17)
With ∂tH = ∂t L− n2t4u+ n2t2u and 4H = 4L− n2t4u, we finally find
∂tH ≥ 4H + 2
nu
H2 − 2
t
H +
2
u
Ric(∇u,∇u). (2.18)
This shows that H is supersolution to a non-linear heat equation (and hence stays positive)
exactly under the assumption of non-negative Ricci curvature.
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Remark. In the case of Ric ≥ 0, we also find that L = ∂t u− |∇u|
2
u ≥ 0 is preserved if initially
true, exactly as in the matrix case with Lij . But again L could also be negative for all time.
Furthermore, we can again derive an integrated version of the matrix Harnack inequality, as
for the Li-Yau result. Let M satisfy the assumptions of proposition 2.11 and suppose that
u > 0 is a solution of u = 0. Then by multiplying the Harnack inequality with 1u , we get
0 ≤ 1
u
Hij =
1
u
(
∇i∇ju− ∇iu∇ju
u
)
+
1
2t
gij
=
u∇i∇ju−∇iu∇ju
u2
+
1
2t
gij
= ∇i
(∇ju
u
)
+
1
2t
gij
= ∇i∇j log u+ 1
2t
gij ,
which is a kind of logarithmic convexity. Hence, along a geodesic γ(s) parameterized by
arc-length, we get
∂2s log u+
1
2t
≥ 0,
or equivalently
∂2s
(
log u+
s2
4t
)
≥ 0,
i.e. h(s, t) = log u(γ(s), t) + s
2
4t is convex in s. We conclude that for any geodesic γ(s)
parameterized by arc-length, we have
h(0, t) ≤ 1
2
h(s0, t) +
1
2
h(−s0, t).
By exponentiation, we find the following result
Corollary 2.13 (integrated version)
Let M,u be as in proposition 2.11 and let γ(s) : I → M be a geodesic parameterized by
arc-length. Then for s0 with ±s0 ∈ I, we have
u(γ(0), t) ≤ u(γ(s0), t)1/2u(γ(−s0), t)1/2es2/4t.
2.3 Harnack inequalities for the Ricci flow
Remember that the trace and matrix Harnack expressions for the heat equation both vanish
on the heat kernel, which we interpret as a gradient expander in the following way. The
Euclidean metric is an expanding soliton in the sense of proposition 1.10, with birth time
T = 0 and potential f(x, t) = − |x|2 /4t, i.e. the metric expands along the vector field
X = ∇f = − x2t and we have Φt(x) = x√t . Motivated by this, when searching for a Harnack
estimate for the Ricci flow, we will try to find an expression which vanishes on gradient Ricci
expanders.
Recall from the first chapter, proposition 1.16, that such an expanding soliton satisfies
the equation Ric + Hess(f) + g2t = 0, if we set the birth time T to zero. With V = ∇f we
have
−∇iVj = Rij + gij
2t
(2.19)
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Differentiating and commuting gives
∇jRik −∇iRjk = ∇i∇jVk −∇j∇iVk = RijklVl.
Then tracing with gik and applying the twice contracted second Bianchi identity (1.8) yields
∇jR−∇kRjk = 1
2
∇jR = Rj`V`. (2.20)
Applying this to V gives our first expression
−∇iRVi + 2RijViVj = 0. (2.21)
Differentiating (2.20) again, and tracing with gik gives
0 = −gik∇k∇iR+ 2gik∇kRijVj + 2gikRij∇kVj
= −4R+ 2∇iRijVj + 2Rij∇iVj
= −4R+∇jRVj + 2Rij∇iVj
= −4R+∇jRVj − 2 |Ric|2 − 2R
2t
= −∂tR+∇iRVi − R
t
. (2.22)
Here, we used (2.19) and the evolution equation for the scalar curvature (1.18) for the last
two steps. Now, by subtracting (2.22) from (2.21), we get
H(V ) = ∂tR+
R
t
− 2∇iRVi + 2RijViVj = 0. (2.23)
Observe that H(V ) is a similar expression to the quadratic version of Hamilton’s Harnack for
the heat equation in corollary 2.12. To see this claimed similarity even better, we formally
take the inequality from corollary 2.12 and plug in 2Rij instead of u (note that u satisfies
∂t u = 4u while Rij satisfies ∂tRij = 4LRij). With (1.8) we get
0 ‘ ≤ ‘ 2∇i∇jRij + 2Rij
2t
gij + 2∇iRijVj + 2∇jRijVi + 2RijViVj
= ∇i∇iR+ R
t
+∇jRVj +∇iRVi + 2RijViVj
= 4R+ R
t
+ 2∇jRVj + 2RijViVj
≤ ∂tR+ R
t
+ 2∇iRVi + 2RijViVj = H(−V ).
This heuristic argument shows that our H(V ) may in fact be the right expression. Note
that the Harnack inequality holds for positive solutions u of the heat equation, so here we
will probably also have to assume Ric ≥ 0 to get the Harnack inequality H(V ) ≥ 0.
Moreover, if we do not trace (2.22) and (2.21), we get a matrix expression which vanishes
on expanding solitons. This actually turns out to be Hamilton’s matrix Harnack expression
for the Ricci flow. The similarity to corollary 2.12 can now be seen if we insert Rm instead
of Ric or u. This also heuristically explains why we have to assume Rm ≥ 0 (i.e. weakly
positive curvature operator, Rijk`UijUk` ≥ 0 for all two-forms U) to get a non-negative
Harnack expression. Hence the following theorem is not a big surprise anymore.
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Theorem 2.14 (Hamilton’s Harnack estimates for the Ricci flow)
Suppose (M, g) is a complete solution to the Ricci flow (1.14) for t ∈ [0, T ]. Suppose gij has
a weakly positive curvature operator. Define
Mij = 4Rij − 1
2
∇i∇jR+ 2Rikj`Rk` −RikRjk + 1
2t
Rij .
Then for any vectors V,W and t > 0 we have
i) H(V,W ) := 2MijWiWj − 4(∇iRjk)(ViWj − VjWi)Wk
+ 2Rijk`ViWjVkW` ≥ 0,
ii) H(V ) := ∂tR+
R
t
− 2∇iRVi + 2RijViVj ≥ 0.
Proof. The proof is similar to Hamilton’s proof of the matrix Harnack estimate for the
heat equation, i.e. one shows that the expressions H(V,W ) and H(V ) are supersolutions to
non-linear heat equations which preserve the cone H(V,W ) ≥ 0 or H(V ) ≥ 0, respectively.
However the computations are obviously longer and more complicated. We hence skip them
here and refer the reader to [17]. Note that one has to substitute V by −V and set U = V ∧W
(i.e. Uij =
1
2 (ViWj − VjWi)) to get Hamilton’s expression as found in [17].
We now want to write this theorem in a different form. Use
H(V,W ) = 2MijWiWj − 4(∇iRjk)(ViWj − VjWi)Wk
+ 2Rijk`ViWjVkW`
= 2M(W,W )− 4(∇V Ric)(W,W ) + 4(∇W Ric)(V,W )
+ 2 〈R(V,W )W,V 〉 .
Note that with ∂tRij = 4Rij + 2Rikj`Rk` − 2RikRjk we get
2Mij = 24Rij + 4Rikj`Rk` − 2RikRjk −∇i∇jR+ 1
t
Rij
= 2∂tRij + 2RikRjk −∇i∇jR+ 1
t
Rij ,
and hence
2M(W,W ) = 2(∂t Ric)(W,W ) + 2 |Ric(W, ·)|2 −∇W∇WR+ 1
t
Ric(W,W ).
So we get the index-free form
H(V,W ) = 2(∂t Ric)(W,W ) + 2 |Ric(W, ·)|2 −∇W∇WR+ 1
t
Ric(W,W )
− 4[(∇V Ric)(W,W )− (∇W Ric)(V,W )] + 2 〈R(V,W )W,V 〉 ≥ 0.
To get an index-free version of equation ii) in theorem 2.14, we trace this over an orthonormal
basis {Wi}. Note that
∂tR = 4R+ 2 |Ric|2 = ∂t (gijRij) = 2 |Ric|2 +
∑
i
(∂t Ric)(Wi,Wi),
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and hence
∑
i(∂t Ric)(Wi,Wi) = 4R. Moreover, we use∑
i
(∇Wi Ric)(V,Wi) =
1
2
〈∇R, V 〉 ,
which follows from the second Bianchi identity. We then get
n∑
i=1
H(V,Wi) = 24R+ 2 |Ric|2 −4R+ 1
t
R
− 4
(
〈∇R, V 〉 −
∑
i
(∇Wi Ric)(V,Wi)
)
+ 2
∑
i
〈R(V,Wi)Wi, V 〉
= ∂tR+
1
t
R− 4
(
〈∇R, V 〉 − 1
2
〈∇R, V 〉
)
+ 2 Ric(V, V )
= ∂tR+
1
t
R− 2 〈∇R, V 〉+ 2 Ric(V, V ) = H(V ) ≥ 0.
We can now restate the theorem in a second (index-free) version.
Theorem 2.15 (Harnack estimates for Ricci flow, second version)
Suppose (M, g) is a complete solution to the Ricci flow (1.14) for t ∈ [0, T ] with bounded
curvature. Suppose g has a weakly positive curvature operator. Then for any vectors V,W
and t > 0 we have
i) H(V,W ) := 2(∂t Ric)(W,W ) + 2 |Ric(W, ·)|2 −∇W∇WR+ 1
t
Ric(W,W )
− 4[(∇V Ric)(W,W )− (∇W Ric)(V,W )]− 2 〈R(V,W )V,W 〉 ≥ 0,
ii) H(V ) := ∂tR+
1
t
R− 2 〈∇R, V 〉+ 2 Ric(V, V ) ≥ 0.
Remark. The Harnack expressions H(V,W ) and H(V ) will appear exactly in this form again
in chapter four. However, we will not use theorem 2.15 in any essential way there, since -
surprisingly - the Harnack expressions will cancel out in the final results!
There have been several alternate proofs and geometric interpretations of these Harnack
inequalities. We like to point out one of them, which is very interesting: One can define a
degenerate metric g˜ on the space-time manifold M˜ = M × [0, T ] in such a way that
g˜ij =
{
gij if i, j ≥ 1
0 if i = 0 or j = 0,
where the index 0 denotes the time direction. Associated to this metric is a space-time
connection ∇˜ defined by the Christoffel symbols
Γ˜kij =

Γkij if i, j, k ≥ 1
0 if k = 0
−Rkj if i = 0 and j, k ≥ 1
− 12∇kR if i = j = 0 and k ≥ 1.
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This connection is compatible with the metric in the usual sense that ∇˜g˜ = 0, and it satisfies
∂t Γ˜
k
ij = −g˜k`
(
∇˜iR˜j` + ∇˜jR˜i` − ∇˜`R˜ij
)
,
which is formally identical to the equation satisfied by the Levi-Civita` connection ∇ of the
metric g evolving under the Ricci flow, cf. (1.12).
One can then show that the Riemannian curvature tensor for this space-time connection
is exactly Hamilton’s matrix Harnack expression for the Ricci flow. Similarly, the Ricci
curvature tensor of the space-time connection is Hamilton’s trace Harnack expression.
The theorem hence says that weakly positive curvature operator on M implies weakly posi-
tive Riemannian curvature on the space-time manifold M˜ , and the same holds for the Ricci
curvature.
This geometric approach to the Harnack inequalities was found by Bennett Chow and Sun-
Chin Chu. The details can be found in their papers [5] and [6].
Remark. With this argument in mind, if the Riemannian or Ricci curvature appear during
certain computations for a static manifold, one might not be surprised too much to find
these Harnack expressions when one makes the corresponding computation for an evolving
manifold, since they can be interpreted as the curvature tensors for the space-time manifold
with the above natural space-time connection. We will see in chapter four, when we compute
the variation of Perelman’s L-distance functional with respect to space-time paths, that this
actually really happens!
3 Entropy formulas
This chapter provides an exposition of integral quantities that are monotone non-increasing
or non-decreasing in time under Ricci flow. We will first present entropy formulas for the heat
equation on a static manifold (cf. [25]) and then derive the analogs of these results for steady,
shrinking and expanding Ricci solitons. We will also present local versions of these formulas.
Perelman showed in the first section of [28] that the gradient flow of his entropy functional
F is the Ricci flow modified with a family of diffeomorphisms, compare with proposition 1.7.
We like to point out an additional motivation here, where the connection to the static case
and to shrinking and expanding solitons can be seen even better. This idea is the connection
between Perelman’s functional and Nash entropy. This was first shown to the author by
Tom Ilmanen, [20].
With Nash’s entropy we will also be able to show a nice connection between the entropy
formulas and the original Li-Yau Harnack inequality from the last chapter. We found most
of these ideas in Lei Ni’s paper [26]. We will also see an application for the Li-Yau Harnack
estimate, namely we will prove that the Li-Yau inequality holds as an equality for the heat
kernel for some t0 > 0, if and only if the manifold is isometric to the Euclidean space Rn.
Similar results will be shown for Ni’s entropy formulas for the heat equation on a static
manifold.
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3.1 The static case, part I
On any closed manifold the heat equation ∂t u = 4u may be regarded as the L2-gradient
flow of the Dirichlet functional D(u) :=
∫
M
1
2 |∇u|2 dV . We compute
∂tD = ∂t
∫
M
1
2
|∇u|2 dV =
∫
M
−4u ∂t u dV =
∫
M
−(4u)2dV ≤ 0,
so the Dirichlet functional is a monotone quantity for the linear heat equation.
Another monotone quantity is the Nash entropy N(u) =
∫
M
u log u dV . Let u be a positive
solution of the heat equation u = 0. A direct computation shows
∂tN =
∫
M
(
∂t u · log u+ u 1
u
∂t u
)
dV =
∫
M
4u log u+4u dV
=
∫
M
4u log u dV =
∫
M
−|∇u|
2
u
dV
=
∫
M
− |∇f |2 e−fdV ≤ 0, (3.1)
where f = − log u. So the Nash entropy of a solution of the heat equation on a static
manifold is monotone decreasing. To compute the second derivative, we use the following
lemma, which can also be used to simplify other computations below.
Lemma 3.1
Let u be a positive solution of the heat equation u = 0. Define f = − log u and w =
24f − |∇f |2. Then
(∂t −4)w = −2
(
|Hess(f)|2 + Ric(∇f,∇f)
)
− 2 〈∇w,∇f〉 .
Proof. With (∂t −4)f = − |∇f |2 we find w = 2∂t f + |∇f |2 = ∂t f +4f . In the proof of
lemma 2.4 we showed that
4|∇f |2 = 2 〈∇4f,∇f〉+ 2 Ric(∇f,∇f) + 2 |Hess(f)|2 ,
thus a direct computation gives
(∂t −4)w = 2∂t (∂t f)− 24(∂t f) + ∂t |∇f |2 −4 |∇f |2
= 2∂t (∂t f −4f) + ∂t |∇f |2 −4 |∇f |2
= −∂t |∇f |2 −4 |∇f |2
= −2 〈∇(∂t +4f),∇f〉 − 2 Ric(∇f,∇f)− 2 |Hess(f)|2 .
This is precisely the assertion of the lemma.
With ∇u = −u∇f and u = 0, we get
(∂t −4)(wu) = −2u
(
|Hess(f)|2 + Ric(∇f,∇f)
)
− 2u 〈∇w,∇f〉 − 2 〈∇w,∇u〉+ w(∂t −4)u
= −2u
(
|Hess(f)|2 + Ric(∇f,∇f)
)
.
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Note that we can write
wu =
(
24f − |∇f |2
)
e−f = |∇f |2 e−f − 24 (e−f) ,
so for the second derivative of the Nash entropy we find the following formula for u which
satisfy the heat equation,
∂t
2N(u) = ∂t
∫
M
− |∇f |2 e−fdV
=
∫
M
2u
(
|Hess(f)|2 + Ric(∇f,∇f)
)
dV, (3.2)
i.e. the derivative of the Nash entropy is monotone non-decreasing under the heat equation
if Ric ≥ 0 on M . In other words, the Nash entropy is convex in this case. We will now
see an analog to this equation for the Ricci flow. In this way we obtain what is known as
Perelman’s entropy formula for steady solitons.
3.2 Entropy for steady Ricci solitons
Recall, that for a steady soliton with potential f , the function u = e−f solves the adjoint
heat equation under Ricci flow, see chapter one. So let now gij be a solution of the Ricci flow
(1.14) and u = e−f a (positive) solution of ∗u = 0 and define the Nash entropy formally
as above, N(u) =
∫
M
u log u dV . Differentiating gives
∂tN =
∫
M
(
∂t u · log u dV + u 1
u
∂t u dV + u log u ∂t dV
)
=
∫
M
((∂t −R)u log u+ ∂t u) dV
=
∫
M
(−4u log u+ (R−4)u) dV.
Because the integral of 4u vanishes on the closed manifold M and partial integration yields∫
M
−4u log u dV = ∫
M
|∇u|2
u dV , we have
∂tN =
∫
M
(
|∇u|2
u
+Ru
)
dV =
∫
M
(
|∇f |2 +R
)
e−fdV. (3.3)
Converse to the static case, equation (3.1), the derivative here does not have a sign, unless
we assume R ≥ 0 on M . However, we will see below, proposition 3.4, that the second
derivative ∂2tN(u) is non-negative (i.e. N(u) is convex) without a-priori assumptions on the
curvature, while we needed Ric ≥ 0 in the static case to get such a result. Hence (3.3) is a
monotone quantity along the Ricci flow and may be interpreted as an entropy functional.
Definition 3.2 (Perelman’s F-entropy, section one of [28])
We define the F-functional for a Riemannian metric gij and a function f ∈ C∞(M) by
F(gij , f) =
∫
M
(
|∇f |2 +R
)
e−fdV,
restricted to f that satisfy
∫
M
e−fdV ≡ 1.
40
Note that for a solution u = e−f of the adjoint heat equation ∗u = 0 and a solution g(t) of
the Ricci flow equation (1.14),
∫
M
u dV is preserved and hence the assumption
∫
M
e−fdV ≡ 1
is satisfied if initially true. Moreover, for this setting, F(g, f) = ∂tN(u) is simply the first
derivative of the Nash entropy.
We may interpret F as a combination of the entropy functional
∫
M
|∇f |2 e−fdV from the
static case, equation (3.2), with the Einstein-Hilbert functional defined in chapter one. We
are now interested in its gradient flow. Perelman noticed that the first variation of his
functional is
δh F =
∫
M
−hij(Rij +∇i∇jf)e−fdV, (3.4)
if the measure dm = e−fdV is pointwise kept fixed. This follows from the following lemma.
Lemma 3.3 (Perelman, section 1.1 of [28])
Let ∂s gij = hij and ∂s f = ` be variations of the Riemannian metric gij and the function
f . Then the first variation of F(gij , f) is
∂s F =
∫
M
[
−hij(Rij +∇i∇jf) +
(
1
2
trg h− `
)(
24f − |∇f |2 +R
)]
e−fdV.
Proof. We need the evolution equations
∂sR = −hikRik −4(trg h) + div2 h,
∂s dV =
1
2
trg h dV
from chapter one, as well as
∂s |∇f |2 = δ 〈∇f,∇f〉g = 2 〈∇f,∇`〉 − hik∇if∇kf,
∂s e
−f = −`e−f .
By simply inserting these four expressions, we find
∂s F =
∫
M
[
∂sRe
−fdV + ∂s |∇f |2 e−fdV
+
(
R+ |∇f |2
) (
∂s e
−fdV + e−f∂s dV
) ]
=
∫
M
[
− hikRik −4(trg h) + div2 h− hik∇if∇kf
+ 2 〈∇f,∇`〉g +
(
R+ |∇f |2
)(1
2
trg h− `
)]
e−fdV. (3.5)
We now rewrite some of these terms using partial integration. With div2 h = ∇i∇khik and
∇i∇ke−f = (∇if∇kf −∇i∇kf)e−f , one finds∫
M
(
div2 h− hik∇if∇kf
)
e−fdV =
∫
M
−hik∇i∇kfe−fdV. (3.6)
Moreover, −4e−f = (4f − |∇f |2)e−f yields∫
M
(
−4(trg h) + |∇f |2 · 1
2
trg h
)
e−fdV =
∫
M
(
24f − |∇f |2
) 1
2
trg h e
−fdV. (3.7)
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Finally, one computes∫
M
(
2 〈∇f,∇`〉 − |∇f |2 `
)
e−fdV = −
∫
M
(
2 div
(∇fe−f)+ |∇f |2 e−f) ` dV
= −
∫
M
(
24f − |∇f |2
)
` e−fdV, (3.8)
where we used again div
(∇f e−f) = (4f − |∇f |2) e−f . The lemma now follows by insert-
ing the equations (3.6)-(3.8) into (3.5).
Remark. If dm = e−fdV is pointwise kept fixed, then
∂s
(
e−fdV
)
=
(
1
2
trg h− `
)
e−fdV = 0
and equation (3.4) follows directly from lemma 3.3.
We hence get the following system of evolution equations for the L2-gradient flow of Perel-
man’s F-functional {
∂t gij = −2(Rij +∇i∇jf),
∂t f =
1
2 trg(∂t gij) = −4f −R.
(3.9)
We now look at the pull-back of this system with the family of diffeomorphisms with gener-
ating vector field X = ∇f . Let φ : M →M be generated by ∇f , i.e.
∂t φ(t, t0) = X(t) ◦ φ(t, t0), φ(t0, t0) = idM ,
and write φ(t) for φ(t, 0). Moreover, let g˜ := φ∗g, f˜ := φ∗f be the pull-backs of the metric
g and the function f on M . Then
∂t g˜|t=t0 = ∂t (φ∗g)|t=t0 = ∂ε|ε=0(φ(t0 + ε)∗g)
= ∂ε|ε=0(φ(t0)∗φ(t0 + ε, t0)∗g) = φ(t0)∗
(
LX(t0)g + ∂t g|t=t0
)
= φ(t0)
∗ (2∇i∇jf(t0)− 2(Rij(g(t0)) +∇i∇jf(t0)))
= −2φ(t0)∗Ric(g(t0)) = −2 Ric(g˜(t0)),
as well as
∂t f˜ = ∂t (φ
∗f) = ∂t f ◦ φ+ df ◦ ∂t φ(t)
= φ∗∂t f + df ◦ ∇f ◦ φ
= φ∗(−4f −R) + φ∗ |∇f |2 .
= −4f˜ + ∣∣∇f˜ ∣∣2 −R(g˜)
Hence the pull-backs satisfy {
∂t g˜ij = −2Rij ,
∂t f˜ = −4f˜ +
∣∣∇f˜ ∣∣2 −R, (3.10)
where 4, |·|, Ric and R depend on the metric g˜. Note that the second equation is equivalent
to ∗e−f˜ = 0. Thus the system (gij , u) where gij solves the Ricci flow and u > 0 solves
the adjoint heat equation may be regarded as the gradient flow system of F modulo the
family of diffeomorphisms generated by ∇f . This nice result neutralizes the bad result from
proposition 1.7.
With (3.4) and (3.9), we get the convexity of N(u) claimed above.
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Proposition 3.4 (Perelman, section 1.1 of [28])
Let gij be a solution of the Ricci flow ∂t g = −2 Ric and let u = e−f be a positive solution
of the adjoint heat equation. Then the F-functional satisfies
∂t F = ∂
2
tN =
∫
M
2u |Hess(f) + Ric|2 dV ≥ 0,
hence F is monotone increasing in time and constant exactly on steady Ricci solitons with
potential f which satisfy ∇i∇jf + Rij = 0. Moreover, N(u) is convex and strictly convex
away from steady solitons.
Similar results for shrinking and expanding solitons will be explained below. Especially the
shrinking soliton entropy turns out to be very important. In order to find similar functionals
to F which are constant on shrinkers (or expanders), we have to look for modifications that
include an explicit factor t to control the shrinking (or expanding) process. We first do this
for the static case.
3.3 The static case, part II
We return again to the heat equation u = 0 on a static closed manifold M . In the follow-
ing, we will always write a positive solution u of u = 0 in the form u = (4pit)−n/2e−f .
We look at a modification of the functional
∫
M
|∇f |2 e−fdV from equation (3.2). This
is taken from Lei Ni’s papers [25] and [26]. Define the entropy for the heat equation on a
static manifold by
W(u, t) :=
∫
M
(
t |∇f |2 + f − n
)
u dV,
restricted to (u, t) which satisfy
∫
M
u dV ≡ 1. Note that ∫
M
u dV is preserved if u = 0,
because ∂t
∫
M
u dV =
∫
M
∂t u dV =
∫
M
4u dV = 0. We get a similar result to the one in
equation (3.2). The following result goes back to Lei Ni.
Proposition 3.5 (entropy for heat equation)
For any closed M , a positive solution u = (4pit)−n/2e−f of the heat equation u = 0 on M ,
and W(u, t) defined as above, we have
d
dt
W(u, t) = −
∫
M
2ut
(∣∣∣Hess(f)− g
2t
∣∣∣2 + Ric(∇f,∇f)) dV. (3.11)
In particular, if M has non-negative Ricci curvature, W(u, t) is monotone decreasing along
the heat equation.
Proof. We use lemma 3.1 to simplify the computation. Define
W (u, t) = t
(
24f − |∇f |2
)
+ f − n. (3.12)
With u = e−f˜ = (4pit)−n/2e−f , we get f = f˜ − n2 log(4pit), and hence ∇f˜ = ∇f , 4f˜ = 4f
and Hess(f˜) = Hess(f). We can thus rewrite W as
W (u, t) = tw + f˜ − n
2
log(4pit)− n,
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where w = 24f˜ − ∣∣∇f˜ ∣∣2 = 24f − |∇f |2 is defined as in lemma 3.1. We compute
(∂t −4)W = t(∂t −4)w + w + (∂t −4)f˜ − n
2t
= −2t
(
|Hess(f)|2 + Ric(∇f,∇f)
)
− 2t 〈∇w,∇f〉
+
(
2∂t f˜ + |∇f |2
)
− |∇f |2 − n
2t
= −2t
(
|Hess(f)|2 + Ric(∇f,∇f)
)
− 2
〈
∇(W − f˜),∇f
〉
+ 2∂t f˜ − n
2t
= −2t
(
|Hess(f)|2 + Ric(∇f,∇f)
)
+ 24f − n
2t
− 2 〈∇W,∇f〉
= −2t
(∣∣∣Hess(f)− g
2t
∣∣∣2 + Ric(∇f,∇f))− 2 〈∇W,∇f〉 .
Finally with u∇f = −∇u and u = 0, we obtain
(∂t −4)(Wu) = −2ut
(∣∣∣Hess(f)− g
2t
∣∣∣2 + Ric(∇f,∇f))
− 2 〈∇W,∇f〉u− 2 〈∇W,∇u〉+W (∂t −4)u
= −2ut
(∣∣∣Hess(f)− g
2t
∣∣∣2 + Ric(∇f,∇f)) .
Note that ∫
M
Wu dV =
∫
M
(
t(24f − |∇f |2) + f − n
)
u dV
=
∫
M
(
t |∇f |2 + f − n
)
u dV + 2
∫
M
(
4f − |∇f |2
)
u dV
= W(u, t), (3.13)
since in view of
(
4f − |∇f |2
)
u = −4u the second integral on the second line vanishes on
closed M . This proves the proposition.
There is a good reason why we introduced the expression W (u, t) in the proof, equation
(3.12). In fact we may interpret Wu as the local version of the entropy W(u, t) =
∫
M
Wu dV .
Note that a function W ′(u, t) that differs from W (u, t) by a divergence term will also satisfy
W(u, t) =
∫
M
Wu dV , so at first glance there are many different local versions of W(u, t),
but since we want the local entropy to satisfy a pointwise inequality if u is the heat kernel,
we choose W (u, t) as in (3.12).
Proposition 3.6 (local entropy, theorem 1.2 of [25])
Let u = (4pit)−n/2e−f be the positive heat kernel on M , i.e. u tends to a δ-function as
t→ 0 and satisfies ∫
M
u dV ≡ 1. Let M be closed with non-negative Ricci curvature and let
W (u, t) be as in (3.12). Then for t > 0 we have
W (u, t) = t(24f − |∇f |2) + f − n ≤ 0.
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Proof. For any t0 > 0, let h be any positive smooth function. Then define h(·, t) for t ≤ t0
such that h satisfies the backwards heat equation ∂t h = −4h. A direct computation shows
that
∂t
∫
M
hWu dV =
∫
M
(∂t h(Wu) + h∂t (Wu))dV
=
∫
M
((∂t +4)h︸ ︷︷ ︸
=0
(Wu) + h (∂t −4)(Wu)︸ ︷︷ ︸
≤0
)dV ≤ 0.
If u tends to a δ-function (at a point p ∈M) for t→ 0, then f satisfies
f(x, t) ≤ d
2(p, x)
4t
, (3.14)
a fact which we will prove in the last chapter, corollary 4.3. This yields
lim
t→0
∫
M
fhu dV ≤ lim sup
t→0
∫
M
d2(p, x)
4t
hu dV =
n
2
h(p, 0), (3.15)
where the last equality is taken from [27], section 3. In [27], u is actually the adjoint heat
kernel on an evolving manifold M and h satisfies the forward heat equation, but (3.15)also
holds in our case. Note that the (original) Li-Yau Harnack inequality holds since Ric ≥ 0
and that for u = (4pit)−n/2e−f it can be written in the form H(u, t) = −t4f + n2 ≥ 0. So
by adding H(u, t)hu ≥ 0 to the integrand, we get
lim
t→0
∫
M
hWu dV = lim
t→0
∫
M
[
t
(
24f − |∇f |2
)
+ f − n
]
hu dV
≤ lim
t→0
∫
M
[
t
(
4f − |∇f |2
)
+ f − n
2
]
hu dV
= lim
t→0
∫
M
[(
f − n
2
)
hu− tu4h
]
dV
= lim
t→0
∫
M
(
f − n
2
)
hu ≤ 0,
where we used (3.15) in the very last line. Thus
∫
M
hWu dV ≤ 0 for any t0 and any positive
function h. This implies Wu ≤ 0 and because u is positive, we get W ≤ 0 as claimed.
Note that W vanishes identically for the heat kernel u¯ = (4pit)−n/2e−|x|
2/4t on the Euclidean
space Rn as an easy computation shows. Actually this is the only case where W can vanish
for a strictly positive time t0 > 0:
Proposition 3.7 (Lei Ni)
Let M be a closed manifold with Ric ≥ 0 and let u = (4pit)−n/2e−f be the heat kernel on M
as in proposition 3.6. Then W(u, t0) ≥ 0 for some t0 > 0 if and only if M is isometric to
Rn.
Proof. We only give a heuristic argument without analyzing the error terms when we write
that f is close to f¯ for the heat kernel. A rigorous proof (for example with parabolic rescal-
ings) is left to the reader.
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Proposition 3.6 implies W(u, t) ≤ 0. Moreover, proposition 3.5 shows that ddtW(u, t) ≤ 0,
so we must have W(u, t) ≡ 0 for 0 ≤ t ≤ t0. But - again with proposition 3.5 - this implies
that |Hess(f)− g/2t|2 = 0, i.e. ∇i∇jf − gij/2t = 0. Taking the trace, we find
2t4f − n = 0. (3.16)
Because f(x, t) ≈ f¯(x, t) = d2(p,x)4t for t small and p being the point where the δ-function
forms, we have limt→0 4tf = d2(p, x). Hence (3.16) implies that 4d2(p, x) = 2n. So we get
for the area Ap(r) of ∂Bp(r) and the volume Vp(r) of the ball Bp(r) the following quotient:
Ap(r)
Vp(r)
=
n
r
.
This shows that Vp(r) is exactly the same as the volume function for Euclidean balls. One
can then use the volume comparison theorem with Ric ≥ 0. The equality case implies that
M is isometric to Rn. The details are left to the reader.
Remark. This argument shows that the Li-Yau Harnack inequality, which is equivalent to
2t4f − n ≤ 0 for u = (4pit)−n/2e−f , becomes an equality (i.e. the above equation (3.16)
holds), if and only if the manifold M (with Ric ≥ 0) is isometric to Rn and u is the heat
kernel.
After this technical part, we want to give another motivation for the choice of the entropy
functional W(u, t) which connects this section with the previous ones. Lei Ni showed an
interesting relation between Li-Yau’s gradient estimate, the (local) entropy formula and
Nash’s entropy. Let again u > 0 solve u = 0 and
∫
M
u dV = 1. Let N(u) =
∫
M
u log u dV
be the Nash entropy as before, and set
N˜(u, t) = N(u) +
n
2
log(4pit) +
n
2
.
Note that we can write this as
N˜(u, t) =
∫
M
(
log((4pit)n/2u) +
n
2
)
u dV =
∫
M
(
−f + n
2
)
u dV. (3.17)
We get the derivative
F˜ (u, t) :=
d
dt
N˜(u, t) =
∫
M
4u · log u dV + n
2t
=
∫
M
(
4(log u) + n
2t
)
u dV.
Using ∫
M
t4(log u)u dV = −
∫
M
t ∇(log u)∇u dV = −
∫
M
t
|∇u|2
u
dV,
we can write the entropy functional as
W(u, t) =
∫
M
(
t |∇f |2 − n
2
)
u dV +
∫
M
(
f − n
2
)
u dV
= −tF˜ (u, t)− N˜(u, t) = − d
dt
(tN˜(u, t)). (3.18)
This shows that the entropy is again the derivative of the modified Nash entropy tN˜(u, t).
Moreover, there is a surprising connection to the Li-Yau result: the integrand of F˜ (u, t) is
exactly their Harnack expression(
4(log u) + n
2t
)
u =
(
−4f + n
2t
)
u = 4u− |∇u|
2
u
+
nu
2t
= H(u, t).
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Hence an immediate consequence is that N˜(u, t) is monotone increasing when M has non-
negative Ricci curvature, because the Harnack estimate holds in this case, which implies
F˜ (u, t) ≥ 0. Moreover, one can see that limt→0 N˜(u, t) = 0 for the heat kernel, and hence,
if M has non-negative Ricci curvature, we get N˜(u, t) ≥ 0, too. We are thus led to the
following stronger version of proposition 3.7.
Theorem 3.8 (entropy for heat kernel)
Let W(u, t), N˜(u, t) and F˜ (u, t) be as above, and let H(u, t) be the Li-Yau Harnack expres-
sion. Under the hypotheses of proposition 3.5 for M and u, the following are equivalent:
i) ∃t0 > 0 such that W(u, t0) ≥ 0,
ii) ∃t0 > 0 such that N˜(u, t0) ≤ 0,
iii) ∃t0 > 0 such that F˜ (u, t0) ≤ 0,
iv) ∃t0 > 0 such that H(u, t0) ≤ 0,
v) M is isometric to the Euclidean space Rn,
vi) ∀t > 0 we have W(u, t) = N˜(u, t) = F˜ (u, t) = H(u, t) = 0.
Proof. i) ⇒ ii), iii): This is obvious, since W(u, t) = −tF˜ (u, t) − N˜(u, t) and both F˜ (u, t)
and N˜(u, t) are non-negative.
ii) ⇒ iii): N˜(u, t) is monotone increasing and non-negative. Thus N˜(u, t0) = 0 implies
N˜(u, t) = 0 for all t ∈ [0, t0]. Hence F˜ (u, t) = ddtN˜(u, t) = 0 for all t ∈ [0, t0).
iii) ⇒ iv): F˜ (u, t0) =
∫
M
H(u, t0) dV = 0 and the Li-Yau Harnack estimate states that
H(u, t0) ≥ 0. Hence we must have H(u, t0) ≡ 0 on M .
iv) ⇒ v): This follows from the remark after proposition 3.7.
v) ⇒ vi): On Rn (with f(x, t) = f¯(x, t) = |x|2 /4t) we immediately get vi), and thus it will
also hold for M isometric to Rn.
vi) ⇒ i): This is trivial.
The remarkable similarity between the Li-Yau Harnack inequality,
H(u, t) = t(24f)− n ≤ 0,
and the local entropy formula for the heat kernel,
W (u, t) = t(24f − |∇f |2) + f − n ≤ 0, (3.19)
implies that one can use similar technics to the ones we used in chapter two to find more
results about the local entropy W . For example, W also satisfies a non-linear heat equation
similar to (2.18) and hence stays non-positive, if this is initially true. But, different from
the Li-Yau expression, this does not have to be initially so, except for the heat kernel !
Finally we try to integrate the pointwise gradient inequality (3.19) along a path, similarly
to corollary 2.7, where we integrated Li-Yau’s Harnack expression. To do that, we first have
to write it in a different form.
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Proposition 3.9 (differential Harnack for heat kernel on a static manifold)
Let u = (4pit)−n/2e−f be the heat kernel on a closed manifold M with non-negative Ricci
curvature and let γ(t) ba a smooth curve in M . Then for t > 0, we have the estimate
d
dt
f(γ(t), t) ≤ 1
2
|γ˙(t)|2 − f(γ(t), t)
2t
.
Proof. Proposition 3.6 says that (3.19) holds. Multiplying equation (3.19) by − 12t yields
−4f + 1
2
|∇f |2 + n− f
2t
≥ 0.
If we insert the evolution equation u = 0 or, in terms of f , 4f = ∂t f + |∇f |2 + n2t into
this inequality, we get
− ∂t f − 1
2
|∇f |2 − f
2t
≥ 0. (3.20)
The lemma now follows with Young’s inequality,
d
dt
f(γ(t), t) = ∂t f + 〈∇f, γ˙〉 ≤ ∂t f + 1
2
|∇f |2 + 1
2
|γ˙|2 ≤ 1
2
|γ˙|2 − f
2t
,
where we added the positive expression from (3.20) in the last step.
To be able to integrate this, we must get rid of the second term on the right hand side. We
can do this by multiplication of f by 2
√
t, which yields
d
dt
(2
√
tf) = 2
√
t
d
dt
f +
f√
t
≤ √t |γ˙|2 .
This implies
2
√
Tf(y, T ) = 2
√
tf(γ(t), t)
∣∣T
0
=
∫ T
0
d
dt
(
2
√
tf
)
dt ≤
∫ T
0
√
t |γ˙|2 dt.
Hence, we get a similar result to corollary 2.7, namely
Corollary 3.10 (integrated version)
Let u be the heat kernel on a closed manifold M with Ric ≥ 0, and let p ∈ M be the point
where the δ-function forms for t→ 0. Then
u(q, T ) = (4piT )−n/2e−f(q,T ) ≥ (4piT )−n/2e−`(q,T ),
where
`(q, T ) := inf
γ∈Γ
{
1
2
√
T
∫ T
0
√
t |γ˙|2 dt
}
with
Γ := {γ : [0, T ]→M | γ(0) = p, γ(T ) = q}.
We call the above-defined distance function `(q, T ) the reduced distance.
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3.4 Entropy for shrinking solitons
Recall that Perelman’s steady soliton entropy was the analog of the static case entropy
functional
∫
M
|∇f |2 e−fdV in (3.2). In the same way one finds an entropy functional for
shrinking solitons by looking at the analog of the modified static case entropy W(f, t).
Let gij be a complete solution to the Ricci flow for 0 ≤ t ≤ T . Set τ := (T − t) as be-
fore for the shrinking case. Let u = (4piτ)−n/2e−f > 0 satisfy the adjoint heat equation
∗u = (−∂t −4+R)u = 0. First note that this is equivalent to f satisfying the equation
(∂t +4)f = |∇f |2 −R+ n
2τ
. (3.21)
Proof. With 4(e−f ) =
(
−4f + |∇f |2
)
e−f we get
0 = ∗u = (−∂t −4+R)
[
(4piτ)−n/2e−f
]
=
[
−∂t (4piτ)−n/2
]
e−f + (4piτ)−n/2(−∂t −4)e−f +Ru
= − n
2τ
u+
[
∂t f +4f − |∇f |2
]
u+Ru
=
[
− n
2τ
+ (∂t +4)f − |∇f |2 +R
]
u
This proves the claim, because u is positive.
We can now prove the following lemma, which is similar to the static case above, compare
with the proof of proposition 3.5.
Lemma 3.11 (Perelman, proposition 9.1 of [28])
Define v = Wu = [τ(24f − |∇f |2 +R) + f − n]u. Then v satisfies
∗v = −2τ
∣∣∣Ric + Hess(f)− g
2τ
∣∣∣2 u. (3.22)
Proof. We will show that
u−1∗v = −2τ
∣∣∣∣Rij +∇i∇jf − 12τ gij
∣∣∣∣2
= −2τ
(
|Ric|2 + 2Rij∇i∇jf + |Hess(f)|2
)
+ 2τ
(
1
τ
gijRij +
1
τ
gij∇i∇jf − |gij |
2
4τ2
)
= −τ
(
2 |Ric|2 + 4Rij∇i∇jf + 2 |Hess(f)|2
)
+ 2(R+4f)− n
2τ
.
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A direct computation yields
u−1∗v := u−1(−∂t −4+R)v
= u−1
[
−(∂t +4)
[
τ
(
24f − |∇f |2 +R
)
+ f − n
]]
u
− 2u−1
〈
∇
[
τ
(
24f − |∇f |2 +R
)
+ f − n
]
,∇u
〉
+ u−1
[
τ
(
24f − |∇f |2 +R
)
+ f − n
]
∗u
= −(∂t +4)
[
τ
(
24f − |∇f |2 +R
)
+ f − n
]
+ 2
〈
∇
[
τ
(
24f − |∇f |2 +R
)
+ f − n
]
,∇f
〉
,
where in the last step we used u−1∇u = −∇f and ∗u = 0. We continue
u−1∗v =
(
24f − |∇f |2 +R
)
− τ(∂t +4)
(
24f − |∇f |2 +R
)
− (∂t +4)f + 2τ
〈
∇
(
24f − |∇f |2 +R
)
,∇f
〉
+ 2 |∇f |2
= 24f + |∇f |2 +R− τ
[
(∂t +4)
(
24f − |∇f |2 +R
)]
− (∂t +4)f + 2τ
〈
∇
(
24f − |∇f |2 +R
)
,∇f
〉
. (3.23)
For the part of (3.23) which is proportional to τ , one obtains
(?) := (∂t +4)
(
24f − |∇f |2 +R
)
− 2
〈
∇
(
24f − |∇f |2 +R
)
,∇f
〉
= 24˙f + 24(∂t +4)f − (∂t +4) |∇f |2 + (∂t +4)R
− 2
〈
∇
(
24f − |∇f |2 +R
)
,∇f
〉
.
With the evolution equations ∂tR = 4R+2 |Ric|2 and 4˙f = 2Rij∇i∇jf from chapter one,
and with (3.21), we continue
(?) = 4Rij∇i∇jf + 24
(
|∇f |2 −R
)
− 2 Ric(∇f,∇f)
− 2 〈∇(∂t f),∇f〉 − 4 |∇f |2 + 24R+ 2 |Ric|2
− 2
〈
∇
(
24f − |∇f |2 +R
)
,∇f
〉
= 2 |Ric|2 + 4Rij∇i∇jf +4|∇f |2 − 2 Ric(∇f,∇f)
− 2
〈
∇
(
∂t f + 24f − |∇f |2 +R
)
,∇f
〉
.
Using again the evolution equation (3.21) for f from above, we find (∂t f+24f−|∇f |2+R) =
4f and hence we get
(?) = 2 |Ric|2 + 4Rij∇i∇jf +4|∇f |2
− 2 Ric(∇f,∇f)− 2 〈∇4f,∇f〉
= 2 |Ric|2 + 4Rij∇i∇jf + 2 |Hess(f)|2 , (3.24)
where in the last step we used once more our formula (2.3) in the form
4|∇f |2 = 2 〈∇4f,∇f〉+ 2 Ric(∇f,∇f) + 2 |Hess(f)|2 .
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For the remaining terms of (3.23), which are not proportional to τ , we find with (3.21)
24f + |∇f |2 +R− (∂t +4)f = 24f + |∇f |2 +R−
(
|∇f |2 −R+ n
2τ
)
= 2(R+4f)− n
2τ
.
Plugging this and (3.24) into (3.23), we obtain
u−1∗v = −τ
[
2 |Ric|2 + 4Rij∇i∇jf + 2 |Hess(f)|2
]
+ 2(R+4f)− n
2τ
,
which is exactly what we wanted to prove.
Definition 3.12 (entropy formula for shrinking solitons)
Let gij satisfy the Ricci flow equation. We define the shrinker entropy by
W(gij , u, τ) =
∫
M
[
τ
(
|∇f |2 +R
)
+ f − n
]
u dV
restricted to u satisfying
∫
M
u dV = 1 and τ = (T − t) > 0. We also define its local version
v = Wu =
[
τ
(
24f − |∇f |2 +R
)
+ f − n
]
u.
With lemma 3.11 above, we get the monotonicity
d
dt
W(g, u, τ) = ∂t
∫
M
Wu dV = −
∫
M
∗(Wu) dV
=
∫
M
2τ
∣∣∣Ric + Hess(f)− g
2τ
∣∣∣2 u dV ≥ 0,
and ddtW(g, u, τ) = 0 exactly for gradient shrinking solitons with potential f , which satisfy
Rij + ∇i∇jf − 12τ gij = 0. So, similar to the steady soliton case, the functional is non-
decreasing and constant exactly on shrinkers.
The local version satisfies again a pointwise estimate for the (adjoint) kernel. The following
result may be proved in much the same way as proposition 3.6.
Proposition 3.13 (Perelman, corollary 9.3 of [28])
If u tends to a δ-function as t→ T , then W ≤ 0 for all t < T .
Proof. As in the heat equation case, choose an arbitrary t0 < T and h(·, t0) smooth and
positive. Let h(·, t) be a solution to the heat equation h = 0 for t ≥ t0. Then we have
∂t
∫
M
hu dV =
∫
M
((h)u− h(∗u))dV = 0,
as well as
∂t
∫
M
hv dV =
∫
M
((h)v − h(∗v))dV = −
∫
M
h∗v dV ≥ 0, ∀t < T.
Hence to prove the proposition, it remains to show that v = Wu satisfies
lim
t→T
∫
M
hv ≤ 0. (3.25)
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This can be proved with a similar argument to the proof of proposition 3.6 above, the
computations being slightly more complicated. To shorten the text, we skip the proof of
this inequality and refer the reader to Lei Ni’s paper [27]. However, some of the theory used
in Lei Ni’s proof will only be explained in chapter four of this book.
We know that the entropy W(g, u, τ) is non-decreasing in time. But what about the local
entropy W? We can show that at least the maximum value of W over M also increases, see
[28], section 9.
Proposition 3.14 (Perelman, corollary 9.2 of [28])
On the closed manifold M the maximum value of W = vu is non-decreasing in t.
Proof. On a maximum point of W , we have 4W ≤ 0. We first compute (∂t +4)W to get
an estimate on ∂tW . We have
(∂t +4) v
u
= ∂t
( v
u
)
+4 (v · u−1)
=
u∂t v − v∂t u
u2
+ u−14v + v4u−1 + 2 〈∇v,∇u−1〉 . (3.26)
With ∇u−1 = −∇uu2 we find that the last expression in (3.26) equals
2
〈∇v,∇u−1〉 = − 2
u3
〈u∇v,∇u〉 .
Furthermore, with
4u−1 = div
(
−∇u
u2
)
=
(
−4u
u2
+
2
u3
〈∇u,∇u〉
)
,
we get
v4u−1 = −v4u
u2
+
2
u3
〈∇u, v∇u〉 .
Inserting these two expressions into (3.26) yields
(∂t +4) v
u
=
u∂t v − v∂t u
u2
+
u4v − v4u
u2
+
2
u3
〈∇u, v∇u〉 − 2
u3
〈∇u, u∇v〉
=
v∗u− u∗v
u2
− 2
u3
〈∇u, (u∇v − v∇u)〉 . (3.27)
Because we compute this at a maximum point, where 0 = ∇ vu = 1u2 (u∇v− v∇u), the scalar
product term in (3.27) is zero. With ∗u = 0, ∗v ≤ 0 and u > 0, we conclude that
(∂t +4) v
u
=
v∗u
u2
− u
∗v
u2
≥ 0.
This yields ∂tW = ∂t
v
u ≥ −4 vu ≥ 0 at a maximum point, which proves the claim.
Finally, we prove a differential Harnack inequality for f which we can integrate along a
path, similarly to the static case, proposition 3.9. The following result is a slightly modified
version of corollary 9.4 from [28].
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Proposition 3.15 (Perelman’s differential Harnack inequality)
Assume that u is a positive solution of the adjoint heat equation with tends to a δ-function
as t→ T . We write u in the form u(x, τ) = (4piτ)−n/2e−f(x,τ). Then for any smooth curve
γ(τ) in M , we obtain
d
dτ
f(γ(τ), τ) ≤ 1
2
(
R(γ(τ), τ) + |γ˙(τ)|2
)
− f(γ(τ), τ)
2τ
. (3.28)
Proof. With proposition 3.13 we get W ≤ 0 which is equivalent to
−4f + 1
2
|∇f |2 − 1
2
R+
n− f
2τ
≥ 0.
If we insert (3.21) in the form
4f = ∂τ f + n
2τ
+ |∇f |2 −R
into the above equation, we get
− ∂τ f − 1
2
|∇f |2 + 1
2
R− f
2τ
≥ 0. (3.29)
We can then compute
d
dτ
f(γ(τ), τ) = ∂τ f(γ(τ), τ) + 〈∇f(γ(τ), τ), γ˙(τ)〉
≤ ∂τ f + 1
2
|∇f |2 + 1
2
|γ˙|2 ≤ 1
2
R+
1
2
|γ˙|2 − f
2τ
,
where we added the positive expression (3.29) in the last step.
Again, we can not directly integrate this, so we multiply the function f in the inequality of
the proposition with 2
√
τ . We can then write all terms containing f as one single derivative,
namely
d
dτ
(2
√
τf(γ(t), t)) =
f(γ(t), t)√
τ
+ 2
√
τ
d
dτ
f(γ(t), t) ≤ √τ
(
R(γ(τ), τ) + |γ˙(τ)|2
)
.
We integrate along the path γ(τ) from γ(0) = x to γ(τ¯) = y. This yields
2
√
τ¯ f(y, τ¯) = 2
√
τf(γ(τ), τ)
∣∣τ¯
0
=
∫ τ¯
0
d
dτ
(
2
√
τf
)
dτ ≤
∫ τ¯
0
√
τ
(
R+ |γ˙|2
)
dτ.
We get the analog to corollary 3.10.
Corollary 3.16 (integrated version)
Let gij be a solution of the Ricci flow ∂t g = −2 Ric. Let u be a positive solution of the
adjoint heat equation which tends to a δ-function as t→ T at a point p ∈M . Then we have
the lower bound
u(q, τ¯) ≥ (4piτ¯)−n/2e−`(q,τ¯),
where
`(q, τ¯) := inf
γ∈Γ
{
1
2
√
τ¯
∫ τ¯
0
√
τ
(
R+ |γ˙|2
)
dτ
}
with
Γ = {γ : [0, τ¯ ]→M | γ(0) = p, γ(τ¯) = q}.
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Definition 3.17 (backwards reduced volume)
We call the above `(q, τ¯) the backwards reduced distance between p and q. The integral over
all q,
V˜ (τ) :=
∫
M
(4piτ)−n/2e−`(q,τ¯)dV (q), (3.30)
is called the backwards reduced volume of M with basepoint p.
One of our main goals in chapter four is to prove the monotonicity of this backwards reduced
volume. We will see that V˜ (τ) is monotone in general and constant exactly on shrinking
solitons.
3.5 Entropy For Ricci expanders
We leave away all the details here and only write down the results, which can be proved
similarly to the shrinking case, we only have to tweak some signs. Let again σ denote (t−T )
as in chapter 1. For positive solutions u = (4piσ)−n/2e−f of the adjoint heat equation, which
satisfy
∫
M
u dV = 1, we define for t > T the expander entropy functional by
W+(gij , u, σ) :=
∫
M
[
σ
(
|∇f |2 +R
)
− f + n
]
u dV,
and its local version by
v+ := W+u =
[
σ
(
24f − |∇f |2 +R
)
− f + n
]
u.
Similar to lemma 3.11 above, we find that v+ satisfies the equation
∗v+ = 2σ
∣∣∣Ric + Hess(f) + g
2σ
∣∣∣2 u, for t > T.
This leads to the evolution equation for the entropy W+. One obtains
d
dt
W+(g, u, σ) =
∫
M
2σ
∣∣∣Ric + Hess(f) + g
2σ
∣∣∣2 u dV ≥ 0,
and ddtW+ = 0 exactly for gradient expanding solitons with soliton potential f , which satisfy
Rij +∇i∇jf + 12σ gij = 0, see proposition 1.16.
One can find similar results to the shrinking case and to Ni’s entropy for the heat equation
on a static manifold. For example we can define N˜(u, σ) = N(u) + n2 log(4piσ) +
n
2 , where
N(u) denotes the Nash entropy as before. Feldman, Ilmanen and Ni [12] proved that with
F˜ (u, σ) = ddtN˜(u, σ), we can write the entropy formula in the expanding case as
W+(g, u, σ) = N˜(u, σ) + tF˜ (u, σ) =
d
dt
(tN˜(u, σ)),
exactly as in the static manifold case, only with a different sign. This sign change comes
from the fact that u satisfies the adjoint heat equation, wich can be regarded as a backwards
heat equation with potential R. All details can be found in [12].
Remark. With some sign changes, one also gets a similar volume formula to the reduced
volume V˜ (τ) from definition 9, the so-called forward reduced volume. The forward reduced
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volume is monotone in general and constant on expanders.
For a solution g of the Ricci flow, there is the conjecture, that g(t)/t converges in some
weak sense to a Ricci negative Einstein manifold as t → ∞. If the limit is known a-priori
to be smooth and compact, this conjecture follows from considering any monotone quan-
tity that is constant on expanders. For instance, one can use this forward reduced volume
to prove the conjecture in this special case. However the existence of such quantities was
known before. Other monotone functionals which are constant on expanding solitons and
can hence be considered to prove the above claim are for example t−n/2vol(g) (Hamilton)
or λ¯ (Perelman, section 2.3. of [28]).
4 Reduced distance and reduced volume
Motivated by corollary 3.16, we will study the backwards reduced distance `(q, τ¯) and its
associated backwards reduced volume (see definition 3.17) in this chapter. The main goal
is to show that the backwards reduced distance `(q, τ) solves ∗[(4piτ)−n/2e−`(q,τ)] ≤ 0
and that the backwards reduced volume V˜ (τ) is non-increasing in τ under the Ricci flow
∂t g = −2 Ric, where τ = −t. To prove this, we will closely follow section 7 of Perelman’s
paper [28]. Note that the backwards reduced distance is only Lipschitz in general, as will
be seen in lemma 4.8.
The scalar curvature R and the norm |γ˙|2 in the definition of the backwards reduced distance
`(q, τ¯) are computed at γ(τ) using the current metric gij(τ), i.e. if we move on the curve,
the metric on the manifold changes continuously. This makes some of the computations
rather long and unclear, and the notations - we try to adopt Perelman’s notations here -
are not always easy to understand. That is why we start again with the static case, where
the metric gij(t) ≡ gij(0) on M is kept fixed and the corresponding distance functional
`(q, t) from corollary 3.10 takes a simpler form. However, most of the analytic ideas can
already be seen in this simpler case. We prove that on a manifold M with Ric ≥ 0 the
function u = (4pit)−n/2e−`(q,t) is a subsolution of the heat equation. We will also show that
the associated reduced volume to the distance function `(q, t) is non-increasing in time. If
Ric = 0, this result and Perelman’s result coincide.
The evolution of length (and energy) functionals under Ricci flow has already been studied
by Hamilton. Namely, he showed that the standard length functional L(γ) =
∫ s2
s1
|γ(s)| ds
of an orientation-preserving closed geodesic curve γ on a surface satisfies some kind of heat
equation under the Ricci flow ∂t gij(t) = −2Rij . With this, he could prove that a weakly
stable geodesic loop on a surface which preserves orientation has its length increase. He also
proved a similar result for orientation preserving loops on three-manifolds, which one can
generalize to arbitrary dimensions. However, there is an important difference to Perelman’s
results presented here, because Hamilton only considered curves, where the curve parameter
s is independent of the time parameter t, with which the metric evolves.
We will not study Hamilton’s results here. A good overview of his evolution equations
for closed geodesic loops can be found in [19], section 12.
The way we found the backwards reduced distance in corollary 3.16 suggests that there
must be a connection between the L-length and shrinking solitons. One does not only find
this, but also a beautiful connection to Hamilton’s Harnack estimates for the Ricci flow.
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However, one does not need weakly positive curvature operator, because the Harnack in-
equalities do not need to be satisfied for the computations here. The Harnack expressions
from theorem 2.15 will only appear during the computations and cancel out in the final
results.
4.1 The static case
The following results about the first and second variation of the energy functional are clas-
sical in Riemannian geometry, cf. [21], but we will introduce a different notation, which is
adopted from Perelman’s paper [28]. Let gij be a fixed Riemannian metric on the closed
manifold M . The standard energy functional for a curve γ : [t0, T ]→M is defined by
E(γ) :=
∫ T
t0
1
2
|γ˙(t)|2 dt.
Let γs(·) = γ(s, ·) be a variation of γ(t) = γ0(t), i.e. γ : (−ε, ε) × [t0, T ] → M smooth
with γ(0, t) = γ0(t), ∀t ∈ [t0, T ]. We introduce the notation X(t) := ∂t γs(t)|s=0 and
Y (t) := ∂s γs(t)|s=0. We write ∇X := ∇˜t and ∇Y := ∇˜s, where ∇˜ denotes the pull-back
connection of the Levi-Civita` connection on M . In this notation, we get the first variation
of the energy functional,
δY E(γ) := ∂sE(γs)|s=0 = 〈Y,X〉
∣∣T
t0
−
∫ T
t0
〈Y,∇XX〉 dt.
A curve γ is called geodesic, if the first variation of E(γ) vanishes for all variations γs with
fixed endpoints, i.e. variations with Y (t0) = Y (T ) = 0. Hence γ is a geodesic iff ∇XX = 0.
For geodesic curves, we get the second variation
δ2Y E(γ) := 〈∇Y Y,X〉
∣∣T
t0
+
∫ T
t0
(
|∇XY |2 − 〈R(Y,X)X,Y 〉
)
dt.
Now let u be the positive heat kernel on M and let p ∈M be the point where the δ-function
forms for t → 0. By integrating a differential Harnack inequality, we showed in corollary
3.10 that the heat kernel u on M satisfies the inequality
u(q, T ) ≥ (4piT )−n/2e−`(q,T ),
where
`(q, T ) := inf
γ∈Γ
{
1
2
√
T
∫ T
0
√
t |γ˙|2 dt
}
with
Γ := {γ : [0, T ]→M | γ(0) = p, γ(T ) = q}.
To study this reduced distance `(q, T ) we introduce the length functional
L(γ) :=
∫ T
t0
√
t |γ˙(t)|2 dt (4.1)
for a curve γ(t) : [t0, T ] → M . Let γs be a variation of γ, as above. We use again the
notation X(t) = ∂t γs(t)|s=0 and Y (t) = ∂s γs(t)|s=0. We compute the first variation of the
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L-length,
δY L(γ) =
∫ T
t0
2
√
t 〈∇YX,X〉 dt =
∫ T
t0
2
√
t 〈∇XY,X〉 dt
= 2
∫ T
t0
√
t(∂t 〈Y,X〉 − 〈Y,∇XX〉)dt
= 2
∫ T
t0
(
∂t (
√
t 〈Y,X〉)− 1
2
√
t
〈Y,X〉 − √t 〈Y,∇XX〉
)
dt
= 2
√
t 〈Y,X〉 ∣∣T
t0
− 2
∫ T
t0
√
t
〈
Y,∇XX + 1
2t
X
〉
dt,
which implies that L-geodesics must satisfy
G(X) := ∇XX + 1
2t
X = 0. (4.2)
Note that the substitution λ =
√
t yields
L(γ) =
∫ T
t0
√
t |γ˙(t)|2 dt =
∫ √T
√
t0
2λ2
∣∣γ˙(λ2)∣∣2 dλ = ∫ √T√
t0
1
2
|γ′(λ)|2 dλ, (4.3)
where γ˙(t) = ∂t γ(t), γ
′(λ) = ∂λγ(λ). In other words, the L-length functional is a reparametriza-
tion of the standard energy functional above. With the notation X˜(λ) = γ′(λ), we find that
(4.2) is equivalent to ∇X˜X˜ = 0, i.e. γ(t) is an L-geodesic if and only if γ(λ) = γ(
√
t) is an
E-geodesic.
If γ(t) is an L-geodesic, equation (4.2) implies
∂t |X|2 = 2 〈∇XX,X〉 = −1
t
|X|2 , (4.4)
i.e. t |X(t)|2 is constant and hence √tX(t) has a limit as t → 0 for geodesic curves. So in
this case we can extend the definition of L(γ) above to t0 = 0.
For an L-geodesic γ : [0, T ]→M , the second variation can be computed as
δ2Y L(γ) = 2
√
T 〈∇Y Y,X〉
∣∣T
0
+ 2
∫ T
0
√
t
(
|∇XY |2 − 〈R(Y,X)X,Y 〉
)
dt.
We now fix p ∈ M and denote by L(q, T ) the L-length of an L-shortest geodesic from
p = γ(0) to q = γ(T ). We can hence write the reduced distance `(q, T ) from corollary 3.10
as `(q, T ) = 1
2
√
T
L(q, T ). Because of (4.3), γ is an E-geodesic, and we can compute
L(q, T ) =
1√
T
· d
2(p, q)
2
,
and thus `(q, T ) = d
2(p,q)
4T . The regularity for L is established only in the Ricci flow case
below, but analogous arguments work also for the static case.
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Lemma 4.1 (equations for the reduced distance)
The reduced distance `(q, T ) satisfies the following equations.
|∇`(q, T )|2 = 1
T
`(q, T ), (4.5)
∂T `(q, T ) = − 1
T
`(q, T ), (4.6)
4`(q, T ) ≤ n
2T
− 1
2T 3/2
∫ T
0
2t3/2 Ric(X,X)dt. (4.7)
Proof. We multiply (4.4) by t3/2 and integrate along γ. This yields
−L(q, T ) = −
∫ T
0
√
t |X|2 dt =
∫ T
0
t3/2∂t |X|2 dt
=
∫ T
0
(
∂t
(
t3/2 |X|2
)
− 3
2
√
t |X|2
)
dt
= t3/2 |X|2 ∣∣T
0
− 3
2
∫ T
0
√
t |X|2 dt = T 3/2 |X(T )|2 − 3
2
L(q, T ),
and hence
1
2
L(q, T ) = T 3/2 |X(T )|2 . (4.8)
Since an L-geodesic γ satisfies (4.2), the first variation of L(γ) becomes simply δY L =
2
√
t 〈Y,X〉 |T0 . Note that this depends only on the value of Y at t = T . Hence ∇Y L = δY L,
where Y in the first term denotes Y (T ) whereas in the second term it denotes the vector
field Y (t) along the curve γ(t). With this, we obtain ∇L(q, T ) = 2√TX(T ). Equation (4.8)
yields
|∇L(q, T )|2 = 4T |X(T )|2 = 2√
T
L(q, T ).
Hence
|∇`(q, T )|2 = 1
4T
|∇L(q, T )|2 = 1
2T 3/2
L(q, T ) =
1
T
`(q, T ),
which proves (4.5). Note that ddT L(q, T ) has a time direction component ∂T L(q, T ) and a
space direction component ∇XL(q, T ). With equation (4.8) and L(q, T ) =
∫ T
0
√
t |X(t)|2 dt,
we find
∂T L(q, T ) =
d
dT
L(q, T )−∇XL(q, T ) =
√
T |X(T )|2 − 〈X(T ),∇L(q, T )〉
= −
√
T |X|2 = − 1
2T
L(q, T ),
and hence
∂T `(q, T ) = ∂T
(
1
2
√
T
L(q, T )
)
= −L(q, T )
4T 3/2
− L(q, T )
4T 3/2
= − 1
T
`(q, T ),
which is exactly (4.6). Now let Y (T ) be any normalized tangent vector in TqM , i.e. |Y (T )|=1,
and define Y (t) as the solution of
∇XY = 1
2t
Y.
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This immediately implies |Y (t)|2 = t/T , in particular Y (0) = 0. Then there is a smooth
vector field Y˜ (t) along γ with |Y˜ (t)| ≡ 1 and Y (t) = √t/T Y˜ (t). With a variation γs(t) in
the direction Y (t), we find
HessL(Y (T ), Y (T )) ≤ HessL(Y, Y ) = 2
∫ T
0
√
t
(
|∇XY |2 − 〈R(Y,X)X,Y 〉
)
dt
=
∫ T
0
(
1
2T
√
t
− 2√t 〈R(Y,X)X,Y 〉
)
dt
=
1√
T
−
∫ T
0
2t3/2
T
〈
R(Y˜, X)X, Y˜
〉
dt. (4.9)
Summing over an orthonormal basis {Y1, . . . , Yn} of TqM and the associated vector fields
{Y˜1(t), . . . , Y˜n(t)} along γ yields
4L(q, T ) =
n∑
i=1
HessL(Yi, Yi)
≤ n√
T
− 1
T
∫ T
0
2t3/2
(
n∑
i=1
〈
R(Y˜i, X)X, Y˜i
〉)
dt
=
n√
T
− 1
T
∫ T
0
2t3/2 Ric(X,X)dt,
where for the last step we used (1.1) and the Gauss lemma which says that Y˜i(t) stay
orthonormal for all t. So for `(q, T ), we find
4`(q, T ) = 1
2
√
T
4L ≤ n
2T
− 1
2T 3/2
∫ T
0
2t3/2 Ric(X,X)dt,
which is equation (4.7) of the lemma.
Note that for a manifold M with Ric ≥ 0 equation (4.7) becomes 4`(q, t) ≤ n2t , which
is exactly the Li-Yau Harnack inequality for a (sub)solution v(q, t) := (4pit)−n/2e−`(q,t) of
the heat equation. We now show that the function v(q, t) defined this way satisfies indeed
v ≤ 0.
Proposition 4.2
Let M be a closed manifold with Ric ≥ 0. Let v(q, t) := (4pit)−n/2e−`(q,t) where `(q, t)
is the reduced distance defined above. Then v(q, t) is a subsolution to the heat equation,
i.e. v = ∂t v −4v ≤ 0.
Proof. As mentioned above, equation (4.7) becomes 4`(q, t) ≤ n2t in the case where Ric ≥ 0.
Together with the two equations (4.5) and (4.6), we get
∂t `(q, t)−4`(q, t) + |∇`(q, t)|2 + n
2t
≥ 0,
which is apparently equivalent to v ≤ 0.
We now have the necessary material to prove equation (3.14) from chapter three.
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Corollary 4.3
If Ric ≥ 0 and u = (4pit)−n/2e−f is the heat kernel which tends to a δ-function at p ∈ M
for t→ 0, then f(q, t) ≤ d2(p, q)/4t.
Proof. Note that we are not allowed to use f ≤ ` from corollary 3.10, since we used equa-
tion (3.14) to prove this corollary. But for `(q, t) = d2(p, q)/4t the function v(q, t) =
(4pit)−n/2e−`(q,t) tends to the same δ-function at p ∈M as u does, and according to propo-
sition 4.2 we have v ≤ 0, so we get v ≤ u on MT with the maximum principle and hence
f ≤ `.
We define the reduced volume as
V˜ (t) =
∫
M
(4pit)−n/2e−`(q,t)dV (q) =
∫
M
v(q, t) dV (q).
Proposition 4.2 implies that
∂t V˜ (t) =
∫
M
∂t v(q, t) dV (q) ≤
∫
M
4v(q, t) dV (q) = 0,
and hence the reduced volume is non-increasing in time. Note that the classical volume of
M is of course constant, because gij is constant, but the reduced distance depends on t,
because L-geodesics γ : [0, t]→M have an L-length which depends on t.
Remark. If M is the Euclidean space Rn and p = 0 is the origin, we have `(q, t) = |q|
2
4t , and
so v(q, t) = (4pit)−n/2e−`(q,t) is not only a lower bound to the heat kernel (which is true
on every closed manifold M with Ric ≥ 0 according to the corollaries 3.10 and 4.3), but
it is in fact equal to the heat kernel. This is in fact the only case where `(q, t) = f(q, t)
holds. We can see that with the derivation of `(q, t) by integrating the Harnack inequality
from proposition 3.9, which must hold as an equality to get `(q, t) = f(q, t). However, this
Harnack inequality can only hold as equality if (3.19) holds as equality, which implies that
M is isometric to Rn, see theorem 3.8.
4.2 Perelman’s L-length and L-geodesics
We now do the analogous computations for the Ricci flow case. In the remainder of this
chapter, we let τ := −t, so that gij(τ) satisfies the backwards Ricci flow in τ , ∂τ g = 2 Ric.
We assume again that M is closed or alternatively that all (M, gij(τ)) are complete and
have uniformly bounded curvatures.
Definition 4.4 (Perelman’s L-functional)
Let γ : [τ0, τ¯ ]→M be a smooth curve with 0 < τ0 < τ¯ . We define the L-length of γ(τ) as
L(γ) :=
∫ τ¯
τ0
√
τ
(
R(γ(τ)) + |γ˙(τ)|2
)
dτ, (4.10)
where γ˙(τ) := ∂τ γ(τ). Note that R(γ(τ)) and |γ˙(τ)|2 are computed using the metric at time
τ .
Remark. While one moves on the curve γ(τ), the metric changes continuously, so γ may
be seen as a path on the space-time manifold M˜ and L as a functional on the space of
space-time curves.
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The change of variable λ =
√
τ yields
L(γ) =
∫ √τ¯
√
τ0
2λ2
(
R(γ(λ)) + |γ˙(λ)|2
)
dλ =
∫ √τ¯
√
τ0
(
2λ2R(γ(λ)) +
1
2
|γ′(λ)|2
)
dλ,
where γ′(λ) = ∂λγ(λ). This time we do not get the standard energy functional as in the
static case, but something which differs from the standard energy functional by the curva-
ture term 2λ2R(γ(λ)) in the integrand.
We now take a variation γs of γ and define Y (τ) = ∂s γs(τ)|s=0 as above. We also de-
fine X(τ) := ∂t γs(τ)|s=0 as in the static case. We compute the first variation of L(γ) in the
direction of Y (τ).
δY L(γ) := ∂s L(γs)|s=0 =
∫ τ¯
τ0
√
τ∂s (R(γs(τ)) + 〈X,X〉)|s=0 dτ
=
∫ τ¯
τ0
√
τ(∇YR+ 2 〈∇YX,X〉)dτ (4.11)
=
∫ τ¯
τ0
√
τ(〈Y,∇R〉+ 2 〈∇XY,X〉)dτ
=
∫ τ¯
τ0
√
τ(〈Y,∇R〉+ 2∂τ 〈Y,X〉 − 2 〈Y,∇XX〉 − 2 · 2 Ric(Y,X))dτ
=
∫ τ¯
τ0
2
√
τ∂τ 〈Y,X〉 dτ +
∫ τ¯
τ0
√
τ 〈Y,∇R− 2∇XX − 4 Ric(X, ·)〉 dτ,
where we used ∂τ 〈Y,X〉 = 〈∇XY,X〉 + 〈Y,∇XX〉 + 2 Ric(Y,X). For the first integral we
find by partial integration∫ τ¯
τ0
2
√
τ∂τ 〈Y,X〉 dτ = 2
√
τ 〈Y,X〉 ∣∣τ¯
τ0
−
∫ τ¯
τ0
1√
τ
〈Y,X〉 dτ.
Plugging this into the above computation, we get
δY L(γ) = 2
√
τ 〈Y,X〉 ∣∣τ¯
τ0
− 2
∫ τ¯
τ0
√
τ 〈Y,G(X)〉 dτ, (4.12)
where
G(X) := ∇XX − 1
2
∇R+ 1
2τ
X + 2 Ric(X, ·).
In other words, the condition for γ(τ) to be an L-geodesic is
G(X) = ∇XX − 1
2
∇R+ 1
2τ
X + 2 Ric(X, ·) = 0. (4.13)
This Euler-Lagrange equation is the analog to equation (4.2) above, the additional term
− 12∇R comes from the additional R in the definition of L(γ) and the term 2 Ric(X, ·) comes
from the evolution of g.
Let C be a bound for both |Ric| and |∇R| on M × [τ0, τ¯ ]. For L-geodesics, we find with
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G(X) = 0 that
∂τ
∣∣√τX∣∣2 = 2 〈∂τ (√τX),√τX〉+ 2 Ric(√τX,√τX)
= 2τ
〈
1
2τ
X +∇XX + Ric(X, ·), X
〉
= 2τ
(
1
2
〈∇R,X〉 − Ric(X,X)
)
≤ τC |X|+ 2τC |X|2 ,
and hence
√
τX(τ) has a limit as τ → 0 for L-geodesics as in the static case. So we can
extend the definition of L(γ) to τ0 = 0 in this case, which we will do from now on. We also
fix p ∈M . By L(q, τ¯) we denote the L-length of an L-shortest curve γ(τ), joining p = γ(0)
to q = γ(τ¯). Obviously, such a shortest curve is also an L-geodesic.
We can then write the backwards reduced distance `(q, τ) from corollary 3.16 as
`(q, τ) =
1
2
√
τ
L(q, τ). (4.14)
We will now study the existence of minimizing L-geodesics, and show some regularity results
for L(q, τ) before continuing as in the static case above. Some of the following ideas can be
found in [31].
We denote the initial standard distance between two points p, q ∈ M , i.e. the distance
measured at time τ = 0 in the metric gij(0), by d(p, q). Because we assumed, that the
curvatures of (M, g(τ)) are uniformly bounded, we can find positive constants k and K,
such that −kg ≤ Ric ≤ Kg for all τ ∈ [0, τ¯ ]. We then get the following estimates on `(q, τ).
Lemma 4.5 (bounds on `(q, τ¯))
The backwards reduced distance function satisfies the inequalities
e−2kτ¯
d2(p, q)
4τ¯
− nk
3
τ¯ ≤ `(q, τ¯) ≤ e2Kτ¯ d
2(p, q)
4τ¯
+
nK
3
τ¯.
Remark. Compared to the static case above, where `(q, T ) = d2(p, q)/4T , we have a mul-
tiplicative error term which comes from the evolution of the metric g(τ) and an additive
error term which comes from the additional R in the definition of the distance-functional
L. Lei Ni [27] used these bounds on ` to prove (3.25), analogous to our proof of (3.14) with
f ≤ ` = d2(p, q)/4T for the static case.
Proof of lemma 4.5. The assumption −kg ≤ Ric implies ∂τ g = 2 Ric ≥ −2kg and hence we
get
log g
∣∣τ¯
0
=
∫ τ¯
0
∂τ g
g
dτ ≥
∫ τ¯
0
−2k dτ = −2kτ¯.
Exponentiating and multiplying by g(0) yields
g(τ) ≥ e−2kτg(0). (4.15)
Recall that with the substitution λ =
√
τ above, we found
L(γ) =
∫ √τ¯
0
(
2λ2R(γ(λ)) +
1
2
|γ′(λ)|2
)
dλ.
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So for an arbitrary curve connecting p to q, we find with (4.15)
L(γ) ≥ e
−2kτ¯
2
∫ √τ¯
0
|γ′(λ)|2g(0) dλ−
2nk
3
τ¯3/2 ≥ e−2kτ¯ d
2(p, q)
2
√
τ¯
− 2nk
3
τ¯3/2.
With the definition `(q, τ¯) = 1
2
√
τ¯
infγ∈Γ L(γ), we find the lower bound in the lemma. The
upper bound can be proved in an analogous way.
Remark. This shows that the lower estimate (4piτ¯)−n/2e−`(q,τ¯) of the adjoint heat kernel
u in corollary 3.16 converges to the same δ-function as u itself for τ → 0. So for small τ¯ ,
our lower bound lies very close to the adjoint heat kernel u. Moreover, on the Euclidean
space Rn, we get with k = K = 0 that `(q, τ¯) = d
2(p,q)
4τ¯ as in the static case, and hence
(4piτ¯)−n/2e−`(q,τ¯) is equal to the adjoint heat kernel for all τ¯ ≥ 0.
Definition 4.6 (L-exponential map at time τ¯)
We define the L-exponential map expL,τ¯p : TpM →M at the time τ¯ as follows. For v ∈ TpM
let γv be the L-geodesic with γv(0) = p and limτ→0
√
τ γ˙(τ) = v. If γv exists for [0, τ¯ ], we
set expL,τ¯p (v) = γv(τ¯).
Remark. Note that unlike in the static case or in the classical Riemannian geometry case,
the exponential map defined this way does not have to satisfy expL,τ¯p (0) = p, because of the
∇R term in (4.13).
The L-exponential map is defined on the whole tangent space TpM . This can be shown
similarly to the proof of the same result for the standard exponential map on a closed
manifold. Moreover, there always exists a minimal L-geodesic from p to q, i.e. the L-
exponential map is onto. This can be seen as follows. For given points p and q in M , we let
Γ be the set of Sobolev curves γ : [0, τ ]→M , joining p = γ(0) to q = γ(τ). Then we take a
sequence of curves γk ∈ Γ with
lim
k→∞
L(γk) = inf
γ∈Γ
L(γ).
Because we found a lower bound for `(q, τ) which shows that `(q, τ)→∞ as d2(p, q)→∞,
there is a weakly converging subsequence γkm and a Sobolev curve γ˜, such that γkm ⇀
γ˜ (m → ∞). Then L(γ˜) = infγ∈Γ L(γ) and hence γ˜ must be an L-geodesic, which proves
the claim.
Our next concern will be the regularity of L.
Definition 4.7 (injectivity domain)
We define the injectivity domain Ω(τ) at time τ to be Ω(τ) := {q ∈ M | there is a unique
minimal L-geodesic γ : [0, τ ] → M with γ(0) = p, γ(τ) = q and q is not conjugate to p
along γ}. The condition of q not being a conjugate point is understood as in the standard
Riemannian geometry, namely there is no nontrivial L-Jacobi field J along γ with J(0) =
J(τ) = 0. We also define the cut locus to be the set C(τ) := M \ Ω(τ).
Obviously `(q, τ) is smooth outside of
⋃
τ (C(τ)×{τ}). Hence, if we can show that
⋃
τ (C(τ)×
{τ}) is of measure zero, we have `(q, τ) smooth almost everywhere. With this regularity
result, we can then assume that `(q, τ) is smooth on the whole space-time manifold M×[0, τ¯ ],
and the inequalities we derive under this assumption will hold for general `(q, τ), too.
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Lemma 4.8 (Rugang Ye, [31])
The function L(q, τ) is locally Lipschitz continuous in both variables and the cut locus C(τ)
is a closed set of measure zero for all τ , hence
⋃
τ (C(τ)× {τ}) is of measure zero, too.
Proof. We only explain the idea of the proof, the details can be found in [31]. We will
not prove that L(q, τ) is locally Lipschitz. For the local Lipschitz continuity of L(·, τ) with
respect to the metric gij(τ) see [31], lemma 1.5. For the local Lipschitz continuity of L(q, ·)
for any fixed q ∈M see [31], lemma 1.6.
We set C1(τ) := {q ∈ M | ∃ more than one minimal L-geodesic from p at time 0 to q
at time τ}, and C2(τ) := {q ∈ M | ∃ a unique L-geodesic γ from p = γ(0) to q = γ(τ) and
q is conjugate to p along γ}. Because expL,τp is onto, we get C(τ) = C1(τ) ∪ C2(τ).
As in the standard Riemannian geometry, C2(τ) is contained in the set of critical values
of the L-exponential map expL,τP . Hence it has measure zero by Sard’s theorem. At points
in C1(τ), the function L(·, τ) is obviously not differentiable. But because it is Lipschitz,
L(·, τ) must be differentiable almost everywhere, so C1(τ) is also a set of measure zero.
Hence C(τ) has measure zero. Using the same arguments as in the standard Riemannian
geometry, one can show that the injectivity domain is open, and hence C(τ) is closed. This
proves the lemma.
Since `(q, τ) is smooth outside of the set
⋃
τ (C(τ) × {τ}), i.e. smooth almost everywhere,
we may always assume without loss of generality that L(q, τ) and `(q, τ) are C∞-functions
on M . At the points in
⋃
τ (C(τ)×{τ}), the inequalities which we compute in the following
section will still hold in the barrier sense (and hence also in the sense of distributions).
4.3 Monotonicity of the reduced volume
Note that if Ric = 0 on M , Perelman’s L-length is simply our L-length from the static
case above. So if Ric = 0, the function v(q, τ) := (4piτ)−n/2e−`(q,τ) satisfies ∂τ v − 4v =
−∂t v − 4v ≤ 0, i.e. v is a subsolution to the backwards heat equation, which in the case
R = 0 is of course also the adjoint heat equation. This is in fact also true on a general
manifold, namely we have the analogous to proposition 4.2.
Theorem 4.9 (Perelman, section 7 of [28])
Let gij solve the backwards Ricci flow in τ = −t. Let `(q, τ) be the backwards reduced
distance defined above and set v(q, τ) := (4piτ)−n/2e−`(q,τ). Then v(q, τ) is a subsolution to
the adjoint heat equation on M , i.e. ∗v = ∂τ v −4v +Rv ≤ 0.
Remark. Note that this theorem does not require any curvature assumptions converse to
the static case!
We have divided the proof of theorem 4.9 into a sequence of lemmas.
Lemma 4.10 (equations for the backwards reduced distance)
Perelman’s backwards reduced distance `(q, τ¯) satisfies the equations
|∇`|2 = −R+ 1
τ¯
`− 1
τ¯3/2
K, (4.16)
∂τ¯ ` = −1
τ¯
`+R+
1
2τ¯3/2
K, (4.17)
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where
K :=
∫ τ¯
0
τ3/2H(X)dτ
and H(X) is Hamilton’s trace Harnack inequality for the Ricci flow from theorem 2.15,
evaluated at the negative time t = −τ .
Proof. The following computations are analogous to the static case above. A minimiz-
ing curve satisfies (4.12) with G(X) = 0. We hence get the first variation δY L(q, τ¯) =
2
√
τ¯ 〈X(τ¯), Y (τ¯)〉 = 〈∇L(q, τ¯), Y (τ¯)〉, and so the gradient of Lmust be∇L(q, τ¯) = 2√τ¯X(τ¯).
This yields
|∇L|2 = 4τ¯ |X|2 = −4τ¯R+ 4τ¯
(
R+ |X|2
)
. (4.18)
Moreover, still analogous to the static case, we compute
∂τ¯ L(q, τ¯) =
d
dτ¯
L(q, τ¯)−∇XL(q, τ¯)
=
√
τ¯
(
R+ |X|2
)
− 〈∇L(q, τ¯), X〉
=
√
τ¯
(
R+ |X|2
)
− 2√τ¯ |X|2
= 2
√
τ¯R−√τ¯
(
R+ |X|2
)
. (4.19)
Note again, that ∂τ¯ denotes the partial derivative with respect to τ¯ keeping the point q fixed,
while ddτ¯ refers to differentiation along an L-geodesic, i.e. simultanously varying the time τ¯
and the point q. Next, we determine
(
R+ |X|2
)
in terms of L. With the Euler-Lagrange
equation (4.13), we get
d
dτ
(
R(γ(τ)) + |X(τ)|2
)
= ∂τ R+∇XR+ 2 〈∇XX,X〉+ 2 Ric(X,X)
= ∂τ R+ 2 〈∇R,X〉 − 1
τ
|X|2 − 2 Ric(X,X)
= −H(X)− 1
τ
(
R+ |X|2
)
,
where
H(X) = ∂tR+
1
t
R− 2 〈∇R,X〉+ 2 Ric(X,X)
= −∂τ R− 1
τ
R− 2 〈∇R,X〉+ 2 Ric(X,X)
is exactly the expression from theorem 2.15 for Hamilton’s trace Harnack inequality for the
Ricci flow, evaluated at t = −τ . So we get
τ3/2
d
dτ
(
R+ |X|2
)
= −τ3/2H(X)−√τ
(
R+ |X|2
)
and thus by integrating and using the notation K =
∫ τ¯
0
τ3/2H(X)dτ , as in the lemma, one
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obtains
−K − L(q, τ¯) =
∫ τ¯
0
τ3/2
d
dτ
(
R+ |X|2
)
dτ
= τ¯3/2
(
R(γ(τ¯)) + |X(τ¯)|2
)
−
∫ τ¯
0
3
2
√
τ
(
R+ |X|2
)
dτ
= τ¯3/2
(
R+ |X|2
)
− 3
2
L(q, τ¯).
Thus, we have
τ¯3/2
(
R+ |X|2
)
= −K + 1
2
L(q, τ¯). (4.20)
If we insert this into (4.18) and (4.19) respectively, we get the equations for L(q, τ¯).
|∇L|2 = −4τ¯R+ 4τ¯
(
R+ |X|2
)
= −4τ¯R− 4√
τ¯
K +
2√
τ¯
L(q, τ¯),
∂τ¯ L(q, τ¯) = 2
√
τ¯R−√τ¯
(
R+ |X|2
)
= 2
√
τ¯R+
1
τ¯
K − 1
2τ¯
L(q, τ¯).
Hence `(q, τ¯) = 1
2
√
τ¯
L(q, τ¯) satisfies
|∇`|2 = −R+ 1
2τ¯3/2
L− 1
τ¯3/2
K = −R+ 1
τ¯
`− 1
τ¯3/2
K,
which proves (4.16), as well as
∂τ¯ ` = − 1
4τ¯3/2
L+R− 1
4τ¯3/2
L+
1
2τ¯3/2
K = −1
τ¯
`+R+
1
2τ¯3/2
K,
which proves (4.17).
To compute the second variation of L(γ), we need the following claim.
Lemma 4.11
Under backwards Ricci flow in τ , we have
∂τ 〈∇Y Y,X〉 = 〈∇X∇Y Y,X〉+ 〈∇Y Y,∇XX〉+ 2 Ric(∇Y Y,X)
+ 2(∇Y Ric)(Y,X)− (∇X Ric)(Y, Y ). (4.21)
Proof. Apparently, we have
∂τ 〈∇Y Y,X〉 = 〈∇X∇Y Y,X〉+ 〈∇Y Y,∇XX〉
+ 2 Ric(∇Y Y,X)− 〈∇˙Y Y,X〉, (4.22)
where ∇˙ := ∂t∇ = −∂τ ∇. Proposition 1.10 says that
〈∇˙UV,W 〉 = −(∇U Ric)(V,W ) + (∇W Ric)(U, V )− (∇V Ric)(U,W ).
Hence, with U = V = Y and W = X, we get
〈∇˙Y Y,X〉 = −2(∇Y Ric)(Y,X) + (∇X Ric)(Y, Y )
Inserting this into (4.22) proves the lemma.
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With equation (4.21), we can now write 2 〈∇Y∇XY,X〉 as
2 〈∇Y∇XY,X〉 = 2 〈∇X∇Y Y,X〉+ 2 〈R(Y,X)Y,X〉
= 2∂τ 〈∇Y Y,X〉 − 2 〈∇Y Y,∇XX〉
− 4 Ric(∇Y Y,X)− 4(∇Y Ric)(Y,X)
+ 2(∇X Ric)(Y, Y ) + 2 〈R(Y,X)Y,X〉 .
A partial integration then yields∫ τ¯
0
2
√
τ 〈∇Y∇XY,X〉 dτ = 2
√
τ 〈∇Y Y,X〉
∣∣τ¯
0
−
∫ τ¯
0
√
τ
1
τ
〈∇Y Y,X〉 dτ
−
∫ τ¯
0
2
√
τ 〈∇Y Y,∇XX + 2 Ric(X, ·)〉 dτ
−
∫ τ¯
0
√
τ (4(∇Y Ric)(Y,X)− 2(∇X Ric)(Y, Y )) dτ
+
∫ τ¯
0
2
√
τ 〈R(Y,X)Y,X〉 dτ. (4.23)
If the geodesic equation G(X) = ∇XX − 12∇R+ 12τX + 2 Ric(X, ·) = 0 holds, we can write
the first two integrals on the left hand side of (4.23) as
−2
∫ τ¯
0
√
τ
〈
∇Y Y, 1
2τ
X +∇XX + 2 Ric(X, ·)
〉
dτ = −
∫ τ¯
0
√
τ 〈∇Y Y,∇R〉 dτ,
and so equation (4.23) becomes∫ τ¯
0
2
√
τ 〈∇Y∇XY,X〉 dτ = 2
√
τ 〈∇Y Y,X〉 |τ¯0 −
∫ τ¯
0
√
τ 〈∇Y Y,∇R〉 dτ
−
∫ τ¯
0
√
τ (4(∇Y Ric)(Y,X)− 2(∇X Ric)(Y, Y )) dτ
+
∫ τ¯
0
2
√
τ 〈R(Y,X)Y,X〉 dτ. (4.24)
We can now compute the second variation of L(γ) for L-geodesics γ, where G(X) = 0 is
satisfied. Using the first variation
δY L(γ) =
∫ τ¯
τ0
√
τ(∇YR+ 2 〈∇YX,X〉)dτ
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from (4.11), we compute
δ2Y L(γ) =
∫ τ¯
0
√
τ
(
∂s 〈∇R, Y 〉+ 2 〈∇Y∇YX,X〉+ 2 |∇YX|2
)
dτ
=
∫ τ¯
0
√
τ
(
〈∇R,∇Y Y 〉+∇Y∇YR+ 2 |∇XY |2
)
dτ
+
∫ τ¯
0
2 〈∇Y∇XY,X〉 dτ
= 2
√
τ 〈∇Y Y,X〉
∣∣τ¯
0
+
∫ τ¯
0
√
τ
(
∇Y∇YR+ 2 |∇XY |2
)
dτ
+
∫ τ¯
0
√
τ(2(∇X Ric)(Y, Y )− 4(∇Y Ric)(Y,X))dτ
+
∫ τ¯
0
2
√
τ 〈R(Y,X)Y,X〉 dτ, (4.25)
where we used (4.24) in the last step. As in the static case, we now consider a special test
variation to estimate the Hessian of L. Namely, we take a normalized vector Y (τ¯) in TqM
and construct Y (τ) on [0, τ¯ ] as the solution of the ODE
∇XY = −Ric(Y, ·) + 1
2τ
Y. (4.26)
As above, we find ∂τ |Y |2 = 2 Ric(Y, Y ) + 2 〈∇XY, Y 〉 = 1τ |Y |2 and hence |Y (τ)|2 = τ/τ¯ , in
particular Y (0) = 0. We have
HessL(Y, Y ) = ∇Y∇Y L = δ2Y (L)− 〈∇Y Y,∇L〉
≤ δ2Y L− 2
√
τ¯ 〈∇Y Y,X〉 (τ¯),
where the Y in HessL(Y, Y ) = ∇Y∇Y L denotes a vector Y (τ¯) ∈ TqM , while in δ2Y (L) it
denotes the associated variation of the curve, i.e. the vector field Y (τ) along γ which solves
the above ODE (4.26). Note that the inequality becomes an equality if Y is an L-Jacobi
field, which are exactly the minimizers of the expression on the second line. This is explained
in detail in [23]. Inserting the formula (4.25) for the second variation, we find
HessL(Y, Y ) ≤
∫ τ¯
0
√
τ
(
∇Y∇YR+ 2 |∇XY |2 + 2 〈R(Y,X)Y,X〉
)
dτ
+
∫ τ¯
0
√
τ(2(∇X Ric)(Y, Y )− 4(∇Y Ric)(Y,X))dτ. (4.27)
We can now prove an estimate for the Laplacian of `(q, τ¯) as in the static case.
Lemma 4.12
For K defined as in lemma 4.10, the backwards reduced distance `(q, τ¯) satisfies
4`(q, τ¯) ≤ n
2τ¯
−R− 1
2τ¯3/2
K. (4.28)
Proof. Note that with (4.26) we find
|∇XY |2 = |Ric(Y, ·)|2 − 1
τ
Ric(Y, Y ) +
1
4τ2
|Y (τ)|2
= |Ric(Y, ·)|2 − 1
τ
Ric(Y, Y ) +
1
4τ τ¯
. (4.29)
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Moreover, (4.26) also implies
d
dτ
Ric(Y (τ), Y (τ)) = (∂τ Ric)(Y, Y ) + (∇X Ric)(Y, Y ) + 2 Ric(∇XY, Y )
= (∂τ Ric)(Y, Y ) + (∇X Ric)(Y, Y )
+
1
τ
Ric(Y, Y )− 2 |Ric(Y, ·)|2 . (4.30)
By plugging equation (4.29) into (4.27), we obtain
HessL(Y, Y ) ≤
∫ τ¯
0
√
τ (∇Y∇YR+ 2 〈R(Y,X)Y,X〉) dτ
+
∫ τ¯
0
√
τ(2(∇X Ric)(Y, Y )− 4(∇Y Ric)(Y,X))dτ.
+
∫ τ¯
0
√
τ
(
2 |Ric(Y, ·)|2 − 2
τ
Ric(Y, Y ) +
1
2τ τ¯
)
dτ
and with a partial integration and using (4.30), we find
HessL(Y, Y ) ≤ 1√
τ¯
−
∫ τ¯
0
√
τH(X,Y )dτ
−
∫ τ¯
0
√
τ
(
2(∇X Ric)(Y, Y )− 4 |Ric(Y, ·)|2
)
dτ
−
∫ τ¯
0
√
τ
(
3
τ
Ric(Y, Y ) + 2(∂τ Ric)(Y, Y )
)
dτ
=
1√
τ¯
−
∫ τ¯
0
√
τH(X,Y )dτ
−
∫ τ¯
0
√
τ
(
2
d
dτ
Ric(Y, Y ) +
1
τ
Ric(Y, Y )
)
dτ
=
1√
τ¯
− 2√τ¯ Ric(Y, Y )−
∫ τ¯
0
√
τH(X,Y )dτ, (4.31)
where
H(X,Y ) = 2(∂t Ric)(Y, Y ) + 2 |Ric(Y, ·)|2 −∇Y∇YR+ 1
t
Ric(Y, Y )
− 4[(∇X Ric)(Y, Y )− (∇Y Ric)(X,Y )]− 2 〈R(X,Y )X,Y 〉
= −2(∂τ Ric)(Y, Y ) + 2 |Ric(Y, ·)|2 −∇Y∇YR− 1
τ
Ric(Y, Y )
− 4[(∇X Ric)(Y, Y )− (∇Y Ric)(X,Y )]− 2 〈R(X,Y )X,Y 〉
is exactly Hamilton’s matrix Harnack expression for the Ricci flow evaluated at the negative
time t = −τ , see theorem 2.15.
We now let {Yi} be an orthonormal basis of TqM , and define Yi(τ) as above, as the so-
lutions of the ODE (4.26). Then there exist vector fields Y˜i(τ) along γ with |Y˜ (τ)| ≡ 1 and
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Yi(τ) =
√
τ/τ¯ Y˜i(τ). Summing (4.31) over all i = 1, . . . , n yields
4L(q, τ¯) ≤
n∑
i=1
(
1√
τ¯
− 2√τ¯ Ric(Yi, Yi)−
∫ τ¯
0
√
τH(X,Yi)dτ
)
=
n√
τ¯
− 2√τ¯R− 1
τ¯
∫ τ¯
0
τ3/2
n∑
i=1
H(X, Y˜i)dτ
=
n√
τ¯
− 2√τ¯R− 1
τ¯
∫ τ¯
0
τ3/2H(X)dτ
=
n√
τ¯
− 2√τ¯R− 1
τ¯
K,
where K =
∫ τ¯
0
τ3/2H(X) dτ as above. Here we used
∑n
i=1H(X, Y˜i) = H(X), which we
proved in chapter two. Finally, for `(q, τ¯) this yields
4`(q, τ¯) = 1
2
√
τ¯
4L(q, τ¯) ≤ n
2τ¯
−R− 1
2τ¯3/2
K.
This finishes the proof of the lemma.
We can now prove our main theorem.
Proof of theorem 4.9. We need the three equations (4.16), (4.17) and (4.28) from lemma
4.10 and lemma 4.12, i.e.
|∇`|2 = −R+ 1
τ¯
`− 1
τ¯3/2
K,
∂τ¯ ` = −1
τ¯
`+R+
1
2τ¯3/2
K,
4` ≤ n
2τ¯
−R− 1
2τ¯3/2
K.
This yields
∂τ¯ `−4`+ |∇`|2 −R+ n
2τ¯
≥ 0,
which is apparently equivalent to ∗
[
(4piτ¯)−n/2e`(−q,τ¯)
] ≤ 0, compare with (3.21). This
proves the theorem.
Remark. In the static manifold case, we had
4`(q, T ) ≤ n
2T
− 1
2T 3/2
∫ T
0
2t3/2 Ric(X,X)dt
and needed to assume that Ric ≥ 0 to get the result we wanted. But here, in
4`(q, τ¯) ≤ n
2τ¯
−R− 1
2τ¯3/2
∫ τ¯
0
τ3/2H(X)dτ,
we do not need to assume that H(X) ≥ 0, which one could guess by analogy. The K-terms
cancel out, even if the Harnack inequality H(X) ≥ 0 does not hold! We have seen similar
results before, where we needed Ric ≥ 0 in the static case, whereas under the Ricci flow
everything just works fine without additional assumptions. Thus, even so the computations
are longer and more difficult in the Ricci flow case, the results are more natural and hold
without a-priori assumptions on the curvature.
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Corollary 4.13 (monotonicity of backwards reduced volume)
The backwards reduced volume
V˜ (τ) :=
∫
M
(4piτ)−n/2e−`(q,τ)dV (q)
is non-increasing in τ under the backwards Ricci flow in τ .
Proof. With theorem 4.9, v(q, τ) defined by v(q, τ) := (4piτ)−n/2e−`(q,τ) and with ∗ =
∂τ −4+R, we get
∂τ V˜ (τ) =
∫
M
∂τ v dV +
∫
M
v ∂τ dV
≤
∫
M
(4−R)v dV +
∫
M
Rv dV
=
∫
M
4v dV = 0.
This proves the corollary.
In corollary 3.16 we have seen, that (4piτ)−n/2e−`(q,τ) is a lower bound on the adjoint heat
kernel (4piτ)−n/2e−f(q,τ). In particular, we have `(q, τ) ≥ f(q, τ). With the estimates from
corollary 4.5 we have seen above, that `(q, τ) converges to a δ-function as τ → 0 and hence
`(q, τ) → f(q, τ) as τ → 0. Now the backwards reduced volume above is constant if and
only if `(q, τ) satisfies the adjoint heat equation (instead on being a subsolution). But this
immediately implies that `(q, τ) = f(q, τ) for all τ ≥ 0, and hence we are on a gradient
shrinking soliton with potential f = `. This shows that the backwards reduced volume is in
fact strictly decreasing in τ , unless we are on a gradient shrinking soliton.
Remark. All the above computations can also be made for the forward reduced volume,
i.e. for the expanding case instead of the shrinking case. Again, one only has to change
some signs. In this case one does not have to evaluate Hamilton’s Harnack expressions at
negative times, but for positive t, so the interpretations actually sometimes slightly differ.
However, the result at the end is analogous, namely we get for the forward reduced distance
`(q, t) that (4pit)−n/2e−`(q,t) is a supersolution to the adjoint heat equation. Moreover, the
forward reduced volume is monotone non-increasing in t along the Ricci flow and constant
precisely on gradient expanders.
A remarkable fact is, that the shrinker-entropy W and the expander-entropy W+ both
increase in forward time, while the reduced volumes both increase as t approaches the ref-
erence time t = 0.
Again, the details for the expanding case can be found in [12].
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