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Abstract
In this paper, we study the stability of a system of wave equations which are weakly coupled and partially
damped. Using a frequency domain approach based on the growth of the resolvent on the imaginary axis, we
establish the polynomial energy decay rate for smooth initial data. We show that the behavior of the system
is sensitive to the arithmetic property of the ratio of the wave propagation speeds of the two equations.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω ⊂ RN be a bounded domain of RN with smooth boundary Γ of class C2 such that
Γ = Γ1 ∪ Γ0 and Γ1 ∩ Γ0 = ∅. We consider the following weakly coupled and partially damped
wave equations:
utt − au+ αy = 0 in Ω, (1.1)
ytt −y + αu = 0 in Ω, (1.2)
u = 0 on Γ0, a∂νu+ γ u+ ut = 0 on Γ1, (1.3)
y = 0 on Γ, (1.4)
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toward the exterior of Ω and ∂ν denotes the normal derivative. The damping ut is only applied
at Γ1 part of the boundary Γ in the first equation. The second equation is indirectly damped
through the coupling between the two equations.
In a recent paper by Alabau-Boussouira [6] (see also [5,7]), more general systems of coupled
second order evolution equations (wave–wave, Kirchhoff–Petrowsky, wave–Petrowsky) have
been studied. The lack of uniform stability was proved by the compact perturbation argument
and the polynomial energy decay rate 1/
√
t was established by a general integral inequality in
the case where a = 1 and Ω is a star-shaped domain in RN , or in the case where a = 1/k2 with
k being an integer and Ω is a cubic domain of R3. These results are very interesting but not
optimal. The purpose of the present work is to focus the analysis on two coupled wave equa-
tions. We demonstrate that the energy decay rate of the system (1.1)–(1.4) is greatly influenced
by the parameter a. In the case of a = 1, the waves propagate at the same speed. Therefore, the
damping applied at the boundary of the first equation can be effectively transmitted through the
coupling terms y,u to the second equation. We prove that the energy decays at the rate (ln t)3/t
for smooth initial data on a N -dimensional domain Ω with usual geometrical condition. In the
case of a = 1, the waves propagate at the different speeds and the situation becomes more del-
icate. First the system has pure imaginary eigenvalues for some values of a = 1 and the strong
stability is not true in general. So we limit our attention to one-dimensional domain. It is proved
that the energy decays at a slower rate which depends on certain arithmetic property of the para-
meter a. Roughly speaking, if a is a rational number and not of the form p2/q2 for integers p,q ,
the energy decays at the rate (ln t)7/3/t1/3. But if a is of the form p2/q2, the energy decay rate
is further reduced to (ln t)11/5/t1/5. On the other hand, when a takes almost all irrational values,
the energy decays at the rate (ln t)7/3−	/t1/3−	 for any 	 > 0.
The polynomial energy decay rate occurs in many control problems where the open-loop sys-
tems are strongly stable, but not exponentially stable (hybrid systems, partially or locally damped
systems), see [13] and references therein. The majority of the works in establishing polynomial
energy decay rate has been based on the spectral method, frequency domain method, time domain
multiplier method and weak observability method. We quote [21,22,29,30] for hybrid systems,
[17,18] for wave equations with local internal or boundary damping, [1,3,4,25] for second order
systems with partial internal damping, [8,23] for abstract system and [32,33] for systems of cou-
pled wave-heat equations. Also we mention [31] for a general formulation of partially damped
systems and [20] for exact controllability and observability of coupled distributed systems. In a
recent work [23], using the growth of the resolvent of the infinitesimal on the imaginary axis, we
established the following polynomial energy decay rate for a C0-semigroup of contractions.
Theorem 1.1. LetH be a Hilbert space andA generates a bounded C0 semigroup inH. Assume
that
iR ⊂ ρ(A), (H1)
sup
|β|1
1
βl
∥∥(iβ −A)−1∥∥< +∞, for some l > 0. (H2)
Then for any positive integer k  1, there exists a positive constant Ck > 0 such that
∥∥etAU0∥∥ Ck
(
ln t
t
) k
l
ln t‖U0‖D(Ak) ∀t > 0, (1.5)
for all U0 ∈ D(Ak).
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equations showed that the estimate (1.5) was optimal except the factor ln t . Another semigroup
result given in [8] also missed the optimal estimate by a factor of t	 for an arbitrary 	 > 0.
However, the optimal estimation can be achieved under additional assumptions, for example,
if the system of eigenvectors forms a Riesz basis [25] or the system is composed of normal
operators [8]. For the system considered in this paper, it is possible to use other methods to obtain
the optimal decay rate when a = 1. For example, one can obtain weak observability estimate as
in [13,14,16,33], or use the time domain multiplier method as in [26]. However, both methods
run into difficulty when a = 1 even for the one-dimensional case. Since our frequency domain
method lead to decay rate estimates in both cases, though not optimal, it is worthwhile to stay
with this method for the purpose of consistency and comparison. In a forthcoming paper, we will
use the Riesz basis method to study the case of a = 1 for one spacial dimension which will give
the optimal decay rate.
This paper is organized as follows. In Section 2, we give the well-posedness and the lack
of uniform exponential stability for general problem. In Section 3, we establish the polynomial
energy decay rate l = 2 for all smooth initial data. Section 4 is devoted to the study of the
system in one space dimension with different propagation speeds. We give the energy decay
rates according to arithmetic properties of the parameter a.
2. Well-posedness and non-uniform stability
Setting
V = {u ∈ H 1(Ω): u = 0 on Γ0}, (2.1)
we define the energy space as following
H= V ×L2(Ω)×H 10 (Ω)×L2(Ω). (2.2)
For all U1 = (u1, v1, y1, z1) ∈H and U2 = (u2, v2, y2, z2) ∈H, the inner product inH is defined
by
(U1,U2)H = γ
∫
Γ1
u1u¯2 dΓ
+
∫
Ω
(a∇u1∇u¯2 + v1v¯2 + ∇y1∇y¯2 + z1z¯2 + αu1y¯2 + αy1u¯2) dx. (2.3)
It is easy to check that the inner product (2.3) is equivalent to the usual inner product in H for
small α. Notice that if Γ0 = ∅, we can take γ = 0.
Now we define a linear unbounded operator A :D(A) →H by
D(A) =
⎧⎨
⎩U = (u, v, y, z) ∈H:
u,y ∈ H 2(Ω), v, z ∈ H 1(Ω),
u = v = 0 on Γ0, y = z = 0 on Γ
a∂νu+ γ u+ v = 0 on Γ1
⎫⎬
⎭ , (2.4)
AU = (v, au− αy, z,y − αu). (2.5)
Then, setting
U = (u,ut , y, yt ),
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dU
dt
=AU, U(0) = U0 ∈H. (2.6)
Proposition 2.1. Let α be a small real number. Then A is a maximal dissipative operator on the
energy space H, therefore generates a C0-semigroup eAt of contractions on H.
Proof. For any U ∈ D(A), using the definitions (2.3)–(2.4), we have
(AU,U)H
= γ
∫
Γ1
vu¯ dΓ +
∫
Ω
(
a∇v∇u¯+ (au− αy)v¯ + ∇z∇y¯ + (y − αu)z¯ + αvy¯ + αzu¯)dx
= γ
∫
Γ1
vu¯ dΓ + a
∫
Γ1
∂νuv¯ dΓ
+
∫
Ω
(a∇v∇u¯− a∇u∇v¯ + ∇z∇y¯ − ∇y∇ z¯ + αvy¯ − αyv¯ + αzu¯− αuz¯) dx. (2.7)
Then, by the boundary conditions described in (2.4), we get
Re(AU,U)H = Re
∫
Γ1
(γ vu¯+ a∂νuv¯) dΓ = −
∫
Γ1
|v|2 dΓ  0. (2.8)
Now let F = (f1, f2, f2, f4) ∈H. We look for an element U = (u, v, y, z) ∈ D(A) such that
(I −A)U = F . Equivalently, we consider the following system
v = u− f1, z = y − f3, (2.9)
u− au+ αy = f1 + f2, (2.10)
y −y + αu = f3 + f4, (2.11)
u = 0 on Γ0, a∂νu+ (γ + 1)u = f1 on Γ1, (2.12)
y = 0 on Γ. (2.13)
Let φ ∈ V and ψ ∈ H 10 (Ω). Multiplying (2.10) by φ¯ and (2.11) by ψ¯ , we get the following
variational equation∫
Ω
(uφ¯ + a∇u∇φ¯ + yψ¯ + ∇y∇ψ¯ + αyφ¯ + αuψ¯) dx + (γ + 1)
∫
Γ1
uφ¯ dΓ
=
∫
Ω
(
(f1 + f2)φ¯ + (f3 + f4)ψ¯
)
dx +
∫
Γ1
f1φ¯ dΓ. (2.14)
It is easy to check that the left-hand side of (2.14) is a continuous and coercive bilinear form
on the space (V × H 10 (Ω)) × (V × H 10 (Ω)) for α small enough, and the right-hand side is a
continuous linear form on the space V × H 10 (Ω). Then thanks to Lax–Milgram Lemma [20,
Theorem 2.9.1], the variational equation (2.14) admits a unique solution (u, y) ∈ V ×H 1(Ω).0
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u− au = f1 + f2 − αy ∈ L2(Ω), (2.15)
y −y = f3 + f4 − αu ∈ L2(Ω). (2.16)
Then the classical elliptic theory [19, Chapter 2], implies that the weak solution (u, y) of (2.15)–
(2.16) associated with the boundary conditions (2.12)–(2.13) belongs to the space H 2(Ω) ×
H 1(Ω). Moreover we have
‖u‖2
H 2(Ω) + ‖v‖2H 1(Ω) + ‖y‖2H 2(Ω) + ‖z‖2H 1(Ω)  C‖F‖2H, (2.17)
where C > 0 is a positive constant. Therefore, (u, v, y, z) ∈ D(A) and (I −A)−1 is compact in
the energy space H. Then, thanks to Lumer–Philips Theorem [27, Theorem 1.4.3], we conclude
that A generates a C0-semigroup of contractions on H. The proof is thus completed. 
Proposition 2.2. The system (2.6) is not uniformly exponentially stable in the energy space H.
Proof. Let μn be an eigenvalue of − in H 10 (Ω) corresponding to the normalized eigenfunction
en, and
Un = 1√
2
⎛
⎜⎜⎝
0
0
en
i
√
μ
n
en
⎞
⎟⎟⎠ . (2.18)
Then a straightforward computation gives
‖Un‖H = 1,
∥∥(i√μn −A)Un∥∥2H = α22μn → 0. (2.19)
This shows that the resolvent of A is not uniformly bounded on the imaginary axis. Follow-
ing [12,24] and [28], the system (2.11) is not uniformly and exponentially stable in the energy
space H. 
3. Wave equations with same propagation speed
Since the energy of system (2.6) has no uniform decay rate, we will look for polynomial decay
rate for smooth initial data. In order to establish the polynomial energy decay rate, we need the
usual geometrical control condition: There exist a point x0 ∈RN and a positive constant m0 > 0
such that
(m · ν) 0 on Γ0, (m · ν) > m0 on Γ1, (3.1)
where m = x − x0. The main result of this section is the following theorem.
Theorem 3.1. Let a = 1 and α be a real number small enough. Then for any positive integer
k  1, there exists a positive constant Ck > 0 independent of U0 such that
∥∥eAtU0∥∥2H Ck
(
ln t
t
)k
ln2 t‖U0‖2D(Ak) ∀t > 0, (3.2)
for all initial data U0 ∈ D(Ak). In particular, the energy of the system E(t) = ‖eAtU0‖2H → 0
as t → +∞ for all U0 ∈H.
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1. We first check the condition (H1). Since (I − A)−1 is compact in H, it is sufficient to
check that A has no pure imaginary eigenvalue. Suppose that λ = iβ is an eigenvalue and U be
the normalized eigenfunction, i.e.,
AU = iβU. (3.3)
Using (2.8) in (3.3), we get∫
Γ1
|v|2 dΓ = −Re(AU,U)H = −Re iβ‖U‖2H = 0.
It follows that
v = 0 on Γ1. (3.4)
Then we can write (3.3) into
v = iβu, z = iβy, (3.5)
β2u+u− αy = 0 in Ω, (3.6)
β2y +y − αu = 0 in Ω, (3.7)
u = 0 on Γ0, ∂νu+ γ u = 0 on Γ1, (3.8)
y = 0 on Γ. (3.9)
Case I. β = 0. We have v = z = 0 from (3.5). Then multiplying (3.6) by u¯ and (3.7) by y¯, we
get ∫
Ω
(|∇u|2 + |∇y|2)dx + γ ∫
Γ1
|u|2 dΓ + 2α
∫
Ω
yu¯ dx = 0
which yields u = y = 0 for α small enough.
Case II. β = 0. In this case (3.4), (3.5) and (3.8) imply that
u = 0 on Γ1, ∂νu = 0 on Γ1. (3.10)
Recall that for all u ∈ H 2(Ω), we have the following well-known Rellich’s identity:
2 Re
∫
Ω
u(m · ∇u¯) dx
= (N − 2)
∫
Ω
|∇u|2 dx + 2 Re
∫
Γ
∂νu(m · ∇u¯) dΓ −
∫
Γ
(m · ν)|∇u|2 dΓ. (3.11)
Multiplying (3.6) by (Nu¯+ 2m · ∇u¯) and using Rellich’s identity (3.11), we get
2
∫
Ω
|∇u|2 dx
= −α
∫
y(Nu¯+ 2m · ∇u¯) dx + 2 Re
∫
∂νu(m · ∇u¯) dΓ −
∫
(m · ν)|∇u|2 dΓ. (3.12)
Ω Γ Γ
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∇u = (∂νu)ν on Γ0, ∇u = 0 on Γ1. (3.13)
Inserting (3.13) into (3.12) leads to
2
∫
Ω
|∇u|2 dx =
∫
Γ0
|∂νu|2(m · ν)dΓ − α
∫
Ω
y(Nu¯+ 2m · ∇u¯) dx. (3.14)
On the other hand, multiplying (3.6) by y¯, (3.7) by u¯ and using the boundary condition (3.10),
we get∫
Ω
|y|2 dx =
∫
Ω
|u|2 dx. (3.15)
Then using the geometrical condition (m · ν)  0 on Γ0, Cauchy–Schwartz and Poincaré’s in-
equalities, we deduce from (3.14)–(3.15) that there exists a positive constant C > 0, depending
only on Ω , such that∫
Ω
|∇u|2 dx  αC
∫
Ω
|∇u|2 dx
which yields u ≡ 0 for α small enough. It then follows from (3.6) that y = 0, and from (3.5) that
v = z = 0. Combining these two cases, we conclude that iR ⊂ ρ(A).
2. Now we check the condition (H2). Assume that (H2) is false. Then by the uniform bound-
edness theorem, there exist a sequence β → +∞ and a unit sequence U = (u, v, y, z) ∈ D(A)
such that
β2
∥∥(iβI −A)U∥∥→ 0. (3.16)
For the simplicity of notations, we omitted the subscripts for β and U that should be denoted
by βn and Un. Our goal is to obtain a contradiction ‖U‖H = o(1) from (3.16).
Since U is bounded, it follows from (3.16) that
iβ‖U‖2H − (AU,U)H =
o(1)
β2
(3.17)
which, together (2.8), leads to∫
Γ1
|v|2 dΓ = −Re(AU,U)H = o(1)
β2
. (3.18)
Therefore
‖v‖L2(Γ1) =
o(1)
β
. (3.19)
Now we detail (3.16) as
β2(iβu− v) = f1 → 0 in V, (3.20)
β2(iβv −u+ αy) = f2 → 0 in L2(Ω), (3.21)
β2(iβy − z) = g1 → 0 in H 10 (Ω), (3.22)
β2(iβz −y + αu) = g2 → 0 in L2(Ω). (3.23)
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‖u‖L2(Γ1) =
∥∥∥∥ viβ + f1iβ3
∥∥∥∥
L2(Γ1)
= o(1)
β2
. (3.24)
Since U ∈ D(A), the boundary conditions (2.4), (3.19) and (3.24) yield
‖∂νu‖L2(Γ1) =
o(1)
β
. (3.25)
Substituting (3.20) into (3.21), and (3.22) into (3.23), respectively, we get
β2u+u− αy = f in L2(Ω), (3.26)
β2y +y − αu = g in L2(Ω), (3.27)
where
‖f ‖L2(Ω) =
∥∥∥∥ iβf1 + f2β2
∥∥∥∥
L2(Ω)
= o(1)
β
,
‖g‖L2(Ω) =
∥∥∥∥ iβg1 + g2β2
∥∥∥∥
L2(Ω)
= o(1)
β
. (3.28)
Define the neighborhoods of Γ0 and Γ1 as follows
Γ 	0 =
{
x ∈ Ω: inf
x˜∈Γ0
|x˜ − x| 	
}
, Γ 	1 =
{
x ∈ Ω: inf
x˜∈Γ1
|x˜ − x| 	
}
.
Clearly, Γ 	0 ∩ Γ 	1 = ∅ for small 	.
Let θ ∈ C2(Ω¯) such that
θ ≡ 0 in Γ 	0 , θ ≡ 1 in Γ 	1 . (3.29)
We introduce a new variable w = θy (see [15]). Thus,∥∥β2w +w∥∥
L2(Ω) = ‖αu+ θg + 2∇θ∇y + yθ‖L2(Ω) = O(1). (3.30)
Multiplying (3.30) by 2m · ∇w¯, we get
2β2
∫
Ω
wm · ∇w¯ dx + 2
∫
Ω
wm · ∇w¯ dx = O(1).
By Rellich’s identity (3.11), the above equation can be rewritten as
−Nβ2
∫
Ω
|w|2 dx + (N − 2)
∫
Ω
|∇w|2 dx + 2 Re
∫
Γ
∂νw(m · ∇w¯) dΓ
−
∫
Γ
(m · ν)|∇w|2 dΓ = O(1). (3.31)
From (3.29), we have
w = 0 on Γ0, ∇w = ∇y = (∂νy)ν on Γ1. (3.32)
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‖∇w‖L2(Ω) are also bounded. It follows from (3.31)–(3.32) that∫
Γ1
|∂νy|2 dΓ  C < +∞. (3.33)
Next we multiply (3.26) by y¯ and (3.27) by u¯, then add the resulting equations. This yields
α
∫
Ω
|u|2 = α
∫
Ω
|y|2 dx +
∫
Γ1
∂νyu¯+
∫
Ω
(f y¯ − gu¯) dx. (3.34)
Moreover, using (3.22), (3.24), (3.28) and (3.33) in (3.34) we obtain
β2
∫
Ω
|y|2 = β2
∫
Ω
|u|2 dx + o(1). (3.35)
Similarly, we multiply (3.26) by u¯ to obtain
β2
∫
Ω
|u|2 dx −
∫
Ω
|∇u|2 dx = −
∫
Γ1
∂νuu¯+
∫
Ω
(αy + f )u¯ dx. (3.36)
Applying (3.24), (3.25) and (3.28) to (3.36), we deduce that
β2
∫
Ω
|u|2 dx −
∫
Ω
|∇u|2 dx = O(1)
β2
. (3.37)
In what follows, we apply the standard multiplier technique to the wave equation. Multiplying
(3.26) by 2m · ∇u¯ leads to
2β2
∫
Ω
u(m · ∇u¯) dx + 2
∫
Ω
u(m · ∇u¯) dx = 2
∫
Ω
(αy + f )(m · ∇u¯) dx. (3.38)
Using Rellich’s identity (3.11) and integrating by parts, we get
nβ2
∫
Ω
|u|2 dx + (2 −N)
∫
Ω
|∇u|2 dx
= −2 Re
∫
Ω
(αy + f )(m · ∇u¯) dx + β2
∫
Γ1
(m · ν)|u|2 dΓ + 2 Re
∫
Γ
∂νu(m · ∇u¯) dΓ
−
∫
Γ
(m · ν)|∇u|2 dΓ. (3.39)
The boundary terms in (3.39) can be estimated as follows.
First since u = 0 and (m · ν) 0 on Γ0,
∂νu(m · ∇u¯) = (m · ν)|∂νu|2  0, (m · ν)|∇u|2 = (m · ν)|∂νu|2. (3.40)
On the other hand, since (m · ν)m0 > 0 on Γ1,
2 Re ∂νu(m · ∇u¯)− (m · ν)|∇u|2  ‖m‖
2∞ |∂νu|2 = o(1)2 . (3.41)m0 β
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Nβ2
∫
Ω
|u|2 dx + (2 −N)
∫
Ω
|∇u|2 dx −2 Re
∫
Ω
(αy + f )(m · ∇u¯) dx + o(1)
β2
. (3.42)
The sum of (1 −N)× (3.37) and (3.42) gives that∫
Ω
(
β2|u|2 + |∇u|2)dx −2 Re∫
Ω
(αy + f )(m · ∇u¯) dx + o(1)
β2
. (3.43)
Applying Young’s inequality to (3.43) yields∫
Ω
(
β2|u|2 + |∇u|2)dx  8‖m‖2∞
∫
Ω
|αy + f |2 dx + 1
2
∫
Ω
|∇u|2 dx + o(1)
β2
which, together with (3.28) and (3.32), implies∫
Ω
(
β2|u|2 + |∇u|2)dx  o(1)
β2
. (3.44)
It follows from (3.35) and (3.44) that∫
Ω
β2|y|2 dx → 0. (3.45)
Finally, multiplying (3.27) by y¯ gives∫
Ω
|∇y|2 dx = β2
∫
Ω
|y|2 dx −
∫
Ω
(αu+ g)y¯ dx.
Therefore,∫
Ω
|∇y|2 dx → 0. (3.46)
Combining (3.44)–(3.46), we obtain that
‖∇u‖2
L2(Ω) + ‖βu‖2L2(Ω) + ‖∇y‖2L2(Ω) + ‖βy‖2L2(Ω) → 0. (3.47)
This is a contradiction with the assumption that ‖U‖H = 1.
By the denseness of D(A) in H and the contraction of the semigroup, the polynomial decay
rate (3.2) implies the strong stability of the system (1.1)–(1.4). The proof is thus complete. 
Remark 3.1. Except for a factor of ln t , we have proved that the energy E(t) decays at the rate 1
t
for all initial data U0 ∈ D(A). This improved an earlier result in [6] where decay rate of 1√t was
established for general second order evolution equations.
For a general domain without any geometric condition, we even do not know whether the
strong stability is true. The following result is based on a gap condition on the distinct eigenvalues
of − in lower space dimension.
870 Z. Liu, B. Rao / J. Math. Anal. Appl. 335 (2007) 860–881Theorem 3.2. Let a = 1 and N  2. Then there exists α0 > 0 such that for all 0 < |α| < α0 we
have
E(t) → 0 as t → +∞ (3.48)
for all initial data U0 ∈H.
Proof. Let (μn)n1 denote the distinct eigenvalues of − in H 10 (Ω). Following a classic result
of Agmon [2], we have μn ∼ n2/N . Then we have
inf
m,n1
|μn −μm| = 2α0 > 0. (3.49)
Since (I −A)−1 is compact in H, by virtue of the spectrum decomposition theory in [9], in
order to prove (3.48), it is sufficient to check that A has no pure imaginary eigenvalue. Suppose
that iβ = 0 is an eigenvalue of A. Using (3.6), (3.7) and (3.10), we have to prove that⎧⎪⎪⎨
⎪⎪⎩
β2u+u− αy = 0 in Ω,
β2y +y − αu = 0 in Ω,
u = y = 0 on Γ,
∂νu = 0 on Γ1.
(3.50)
It follows from (3.50) that{−(u± y) = (β2 ∓ α)(u± y) = 0 in Ω,
u± y = 0 on Γ. (3.51)
Then (β2 ∓α) would be two distinct eigenvalues of − in H 10 (Ω). This contradicts with (3.49).
Therefore we have u− y = 0 or u+ y = 0. It follows that{−u = (β2 − α)u, or −u = (β2 + α)u in Ω,
u = 0 on Γ, ∂νu = 0 on Γ1.
(3.52)
Using a classical unique continuation result in [11], we deduce from (3.52) that u ≡ y ≡ 0 in Ω .
The proof is thus complete. 
4. Wave equations with different propagation speeds
In this section, we consider the case of different wave speeds (a = 1). It turns out that this
case is much more complicated. The only available result in the literature is given by Alabau
in [6] when Ω is a cube of R3 and a = 1/k2 with k ∈ N. Thus we limit our attention to the
one-dimensional case:
utt − au′′ + αy = 0, (4.1)
ytt − y′′ + αu = 0, (4.2)
y(0) = y(d) = u(d) = 0, (4.3)
au′(0)− ut (0) = 0, (4.4)
where d > 0, a > 0, a = 1.
Unlike to the case of same speed, the strong stability is not true even for all a > 0 in the
present case.
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such that for all 0 < |α| < α0, the system (4.1)–(4.4) is strongly stable.
(ii) For any α = 0 small enough, there exist 0 < a < 1 and a > 1 such that the system (4.1)–
(4.4) admits pure imaginary eigenvalues. Therefore, the system (4.1)–(4.4) is not strongly stable.
Proof. (i) Let iβ be a pure imaginary eigenvalue and y,u the associated eigenfunction. Then we
have ⎧⎪⎪⎨
⎪⎪⎩
β2u+ au′′ = αy,
β2y + y′′ = αu,
y(0) = y(d) = u(d) = 0,
u′(0) = u(0) = 0.
(4.5)
Eliminating y in (4.5) yields⎧⎪⎨
⎪⎩
au(4) + (a + 1)β2u′′ + (β4 − α2)u = 0,
u′′(0) = u′(0) = u(0) = 0,
u′′(d) = u(d) = 0.
(4.6)
Let ±λ1,±λ2 be the solutions of the characteristic equation
aλ4 + (a + 1)β2λ2 + (β4 − α2)= 0. (4.7)
The general solution of the ODE in (4.6) is
u = Aeλ1x +Be−λ1x +Ceλ2x +De−λ2x.
Using the boundary conditions at x = 0 we get
u = C(λ2 sinhλ1x − λ1 sinhλ2x). (4.8)
In order to satisfy the boundary conditions at x = d , we must have
sinhλ1d = sinhλ2d = 0. (4.9)
Therefore,
λ21d
2 = −m2π2, λ22d2 = −n2π2. (4.10)
On the other hand, the roots of Eq. (4.7) must satisfy
(
m2 + n2)π2 = a + 1
a
β2d2, m2n2π4 = β
4 − α2
a
d4. (4.11)
Eliminating β in (4.11) we get
aπ4
(1 + a)2
(
am2 − n2)(an2 −m2)+ α2d4 = 0. (4.12)
If a = p
q
, then
aπ4
(1 + a)2
∣∣am2 − n2∣∣∣∣an2 −m2∣∣=
{
0, if pn2 = qm2 or pm2 = qn2,
 aπ4 2 , otherwise.(1+a)
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0 < α2 <
aπ4
(1 + a)2d4 =: α
2
0 .
By a classic result in number theory [10, Theorem 1.10], we know that for almost all irrational
number a > 0 there exist constants C1 > 0, C2 > 0 such that for all positive large integers m, n
we have∣∣∣∣√a − nm
∣∣∣∣ C1m2(lnm)2 ,
∣∣∣∣ 1√a − nm
∣∣∣∣ C2m2(lnm)2 . (4.13)
It follows that
∣∣am2 − n2∣∣ C1√a
(lnm)2
,
∣∣m2 − an2∣∣ C2√a
(lnm)2
, m,nN0. (4.14)
Assume that
∣∣an2 −m2∣∣ |a2 − 1|
2
m2. (4.15)
Then from the first inequality of (4.14) and (4.15) we deduce that
aπ4
(1 + a)2
∣∣(an2 −m2)(am2 − n2)∣∣ π4C1a√a|a − 1|
2(a + 1)
m2
(lnm)2
, m,nN0.
In the opposite case of (4.15), we have
∣∣am2 − n2∣∣= 1
a
∣∣(a2 − 1)m2 + (m2 − an2)∣∣
 1
a
∣∣a2 − 1∣∣m2 − 1
a
∣∣m2 − an2∣∣
 |a
2 − 1|
2a
m2. (4.16)
It follows from the second inequality of (4.14) and (4.16) that
aπ4
(1 + a)2
∣∣(an2 −m2)(am2 − n2)∣∣ π4C2√a|a − 1|
2(a + 1)
m2
(lnm)2
, m,nN0.
Setting⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
α21 = inf
m>N0
π4C1a
√
a|a − 1|
2(a + 1)d4
m2
(lnm)2
,
α22 = inf
m>N0
π4C2
√
a|a − 1|
2(a + 1)d4
m2
(lnm)2
,
α23 = inf1mN0
aπ4
(1 + a)2d4 |(an
2 −m2)(am2 − n2)|,
α0 =: min{α1, α2, α3},
then Eq. (4.12) has no solution provided that 0 < |α| < α0.
Therefore, by virtue of the spectrum decomposition theory in [9], we see that the system
(4.1)–(4.4) is strongly stable for all rational a > 0 and almost all irrational a > 0.
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0 < α2 <
π4
4d4
(
m2 − n2)2.
We define the function
F(x) = xπ
4
(1 + x)2
(
xm2 − n2)(xn2 −m2)+ α2d4. (4.17)
Hence
F(0) = α2 > 0, F (1) = −π
4
4
(
m2 − n2)2 + α2d4 < 0, F (+∞) > 0.
This implies that Eq. (4.17) admits two solutions 0 < a1 < 1 and a2 > 1. Consequently, the
system (4.1)–(4.4) admits pure eigenvalue iβ
β2 = a
(a + 1)d2
(
m2 + n2)π2 =
√
am2n2π4
d4
+ α2.
In particular, the system (4.1)–(4.2) is not strongly stable. The proof is thus completed. 
Theorem 4.2. Let a > 0 and α be a real number small enough. Then for any positive integer
k  1, there exists a constant Ck > 0 independent of U0 such that
E(t) Ck
(
ln t
t
) 2k
l
ln2 t‖U0‖2D(Ak) ∀t > 0, (4.18)
for all initial data U0 ∈ D(Ak) with
l =
⎧⎨
⎩
6, a ∈ Q, a > 0, a = p2/q2,
10, a = p2/q2,
6 + 	, 	 > 0, a.e. 0 < a ∈ R \Q.
(4.19)
Proof. We will apply the general Theorem 1.1 for l described in (4.19). First by virtue of the
assertion (i) of Theorem 4.1,A has no pure imaginary eigenvalue for α = 0 small enough. On the
other hand since 0 ∈ ρ(A) and A−1 is compact, therefore iR ⊂ ρ(A). Therefore the condition
(H1) is verified.
Assume that the condition (H2) is false. Then there exists a sequence β → +∞ and a se-
quence U = (u, v, y, z) ∈ D(A) such that
βl
∥∥(iβI −A)U∥∥→ 0 as β → ∞. (4.20)
Rewrite (4.20) as
a‖u′‖2 + ‖v‖2 + ‖y′‖2 + ‖z‖2 + α
∫
Ω
(uy¯ + u¯y) dx = 1, (4.21)
βl(iβu− v) = f1 → 0 in H 1(0, d), (4.22)
βl(iβv − au′′ + αy) = f2 → 0 in L2(0, d), (4.23)
βl(iβy − z) = g1 → 0 in H 1(0, d), (4.24)
βl(iβz − y′′ + αu) = g2 → 0 in L2(0, d). (4.25)
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βl
∣∣v(0)∣∣2 → 0 as β → +∞. (4.26)
From the boundary condition au′(0) = v(0)
βl/2+1u(0) → 0, βl/2u′(0) → 0 as β → +∞. (4.27)
Substituting (4.22) into (4.23), and (4.24) into (4.25), respectively, we get
β2u+ au′′ − αy = f in L2(0, d), (4.28)
β2y + y′′ − αu = g in L2(0, d), (4.29)
y(0) = y(d) = u(d) = 0, (4.30)
where
f = − iβf1 + f2
βl
, g = − iβg1 + g2
βl
. (4.31)
We will prove that
y′(0) → 0 as β → ∞. (4.32)
Assume that (4.32) is false. Since y′(0) is bounded away from 0, we can assume that y′(0) = 1
after normalization. Next we write the system (4.28)–(4.29) into
d
dx
⎛
⎜⎜⎝
y
z
u
v
⎞
⎟⎟⎠=
⎛
⎜⎝
0 1 0 0
−β2 0 α 0
0 0 0 1
α/a 0 −β2/a 0
⎞
⎟⎠
⎛
⎜⎝
y
z
u
v
⎞
⎟⎠+
⎛
⎜⎝
0
g
0
f/a
⎞
⎟⎠ .
Then, setting
U =
⎛
⎜⎝
y
z
u
v
⎞
⎟⎠ , F =
⎛
⎜⎝
0
g
0
f/a
⎞
⎟⎠ , B =
⎛
⎜⎝
0 1 0 0
−β2 0 α 0
0 0 0 1
α/a 0 −β2/a 0
⎞
⎟⎠ ,
we write (4.28)–(4.29) into
dU
dx
= BU + F.
A straightforward computation shows that the eigenvalues λ of the matrix B are the roots of
the following equation
aλ4 + (a + 1)β2λ2 + β4 − α2 = 0 (4.33)
which has only pure imaginary solutions when β is large enough. Applying the variation of
parameter formula, we obtain
U(x) = U0(x)+
x∫
0
F(s)W(x − s) ds, (4.34)
where W is the solution of the homogeneous equation
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dx
= BW, W(0) = I (4.35)
and U0 is the solution of the homogeneous equation
dU0
dx
= BU0, U0(0) =
(
0,1, u(0), u′(0)
)T
. (4.36)
To obtain an explicit expression of (4.34), we consider the initial value problem⎧⎨
⎩
β2y + y′′ − αu = 0,
β2u+ au′′ − αy = 0,
y(0) = c1, y′(0) = c2, u(0) = c3, u′(0) = c4.
(4.37)
Then a straightforward computation gives that{
y = Aeλ1x +Be−λ1x +Ceλ2x +De−λ2x,
αu = (β2 + λ21)(Aeλ1x +Be−λ1x)+ (β2 + λ22)(Ceλ2x +De−λ2x), (4.38)
where⎧⎪⎪⎪⎨
⎪⎪⎪⎩
A+B +C +D = c1,
λ1(A−B)+ λ2(C −D) = c2,(
β2 + λ21
)
(A+B)+ (β2 + λ22)(C +D) = αc3,
λ1
(
β2 + λ21
)
(A−B)+ λ2
(
β2 + λ22
)
(C −D) = αc4.
(4.39)
Thus,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A = (c1λ1 + c2)(β
2 + λ22)− αc3λ1 − αc4
2λ1(λ22 − λ21)
,
B = (c1λ1 − c2)(β
2 + λ22)− αc3λ1 + αc4
2λ1(λ22 − λ21)
,
C = (c1λ2 + c2)(β
2 + λ21)− αc3λ2 − αc4
2λ2(λ21 − λ22)
,
D = (c1λ2 − c2)(β
2 + λ21)− αc3λ2 + αc4
2λ2(λ21 − λ22)
.
(4.40)
Inserting (4.40) into (4.38), we obtain
y = 1
λ22 − λ21
[(
c1
(
β2 + λ22
)− αc3) coshλ1x + (c2(β2 + λ22)− αc4) sinhλ1xλ1
]
− 1
λ22 − λ21
[(
c1
(
β2 + λ21
)− αc3) coshλ2x + (c2(β2 + λ21)− αc4) sinhλ2xλ2
]
, (4.41)
u = β
2 + λ21
α(λ22 − λ21)
[(
c1
(
β2 + λ22
)− αc3) coshλ1x + (c2(β2 + λ22)− αc4) sinhλ1xλ1
]
− β
2 + λ22
α(λ22 − λ21)
[(
c1
(
β2 + λ21
)− αc3) coshλ2x + (c2(β2 + λ21)− αc4) sinhλ2xλ2
]
.
(4.42)
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y1 = 1
λ22 − λ21
[(
β2 + λ22
)
coshλ1x −
(
β2 + λ21
)
coshλ2x
]
,
u1 = (β
2 + λ21)(β2 + λ22)
α(λ22 − λ21)
[coshλ1x − coshλ2x],
(4.43)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y2 = 1
(λ22 − λ21)
[
β2 + λ22
λ1
sinhλ1x − β
2 + λ21
λ2
sinhλ2x
]
,
u2 = (β
2 + λ21)(β2 + λ22)
α(λ22 − λ21)
[
1
λ1
sinhλ1x − 1
λ2
sinhλ2x
]
,
(4.44)
⎧⎪⎪⎨
⎪⎪⎩
y3 = α
λ22 − λ21
[− coshλ1x + coshλ2x],
u3 = 1
λ22 − λ21
[−(β2 + λ21) coshλ1x + (β2 + λ22) coshλ2x], (4.45)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y4 = α
(λ22 − λ21)
[
− 1
λ1
sinhλ1x + 1
λ2
sinhλ2x
]
,
u4 = 1
λ22 − λ21
[
−β
2 + λ21
λ1
sinhλ1x + β
2 + λ22
λ2
sinhλ2x
]
.
(4.46)
Now assume that a > 1 and β is large enough. The case a < 1 could be treated similarly. Then
from (4.33), we have
2aλ21,2 = −(a + 1)β2 ±
√
(a − 1)2β4 + 4aα2. (4.47)
It follows that
β2 + λ21 =
(a − 1)
a
β2 + α
2
(a − 1)β2 +
O(1)
β6
, (4.48)
β2 + λ22 = −
α2
(a − 1)β2 +
O(1)
β6
, (4.49)
λ1 = iβ√
a
− i
√
aα2
2(a − 1)β3 +
O(1)
β7
, (4.50)
λ2 = iβ + iα
2
2(a − 1)β3 +
O(1)
β7
. (4.51)
Substituting (4.48)–(4.51) into (4.43)–(4.46) gives the following pointwise expansions
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y1 = coshλ2x +O
(
1
β4
)
,
u1 = α
(a − 1)β2 (coshλ1x − coshλ2x)+O
(
1
β6
)
,
y2 = 1
iβ
sinhλ2x +O
(
1
β5
)
,
u2 = α
i(a − 1)β3 (
√
a sinhλ1x − sinhλ2x)+O
(
1
β7
)
,
y3 = αa
(1 − a)β2 (− coshλ1x + coshλ2x)+O
(
1
β6
)
,
u3 = coshλ1x +O
(
1
β4
)
,
y4 = αa
i(1 − a)β3 (−
√
a sinhλ1x + sinhλ2x)+O
(
1
β4
)
,
u4 =
√
a
iβ
sinhλ1x +O
(
1
β5
)
.
(4.52)
Noticing that
W =
⎛
⎜⎝
y1 y2 y3 y4
y′1 y′2 y′3 y′4
u1 u2 u3 u4
u′1 u′2 u′3 u′4
⎞
⎟⎠ (4.53)
we deduce from (4.34) and (4.53) that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
y = y2 + u(0)y3 + u′(0)y4 +
x∫
0
(
y2(x − s)g(s) + 1
a
y4(x − s)f (s)
)
ds,
u = u2 + u(0)u3 + u′(0)u4 +
x∫
0
(
u2(x − s)g(s) + 1
a
u4(x − s)f (s)
)
ds.
(4.54)
From (4.50)–(4.51) we see that | sinhλ1x|, | coshλ1x|, | sinhλ2x|, | coshλ2x| are uniformly
bounded for 0 x  1. Then there exists a constant C > 0 such that⎧⎪⎪⎨
⎪⎪⎩
‖y2‖∞  C
β
, ‖y3‖∞  C
β2
, ‖y4‖∞  C
β3
,
‖u2‖∞  C
β3
, ‖u3‖∞  C, ‖u4‖∞  C
β
.
(4.55)
Using (4.27) and (4.55), we have the following uniform estimations⎧⎪⎪⎨
⎪⎪⎩
∣∣u(0)y3(x)∣∣+ ∣∣u′(0)y4(x)∣∣ o(1)
βl/2+3
, 0 x  1,
∣∣u(0)u3(x)∣∣+ ∣∣u′(0)u4(x)∣∣ o(1)
βl/2+1
, 0 x  1.
(4.56)
Using (4.31) and (4.55), we have the following uniform estimations
878 Z. Liu, B. Rao / J. Math. Anal. Appl. 335 (2007) 860–881⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∣∣∣∣∣
x∫
0
y4(x − s)f (s) ds
∣∣∣∣∣ ‖y4‖∞‖f ‖L2(0,d) = o(1)βl+2 , 0 x  1,
∣∣∣∣∣
x∫
0
u2(x − s)g(s) ds
∣∣∣∣∣ ‖u2‖∞‖g‖L2(0,d) = o(1)βl+2 , 0 x  1,
∣∣∣∣∣
x∫
0
y2(x − s)g(s) ds
∣∣∣∣∣ ‖y2‖∞‖f ‖L2(0,d) = o(1)βl , 0 x  1,
∣∣∣∣∣
x∫
0
u4(x − s)f (s) ds
∣∣∣∣∣ ‖u4‖∞‖f ‖L2(0,d) = o(1)βl , 0 x  1.
(4.57)
Since l + 2 > l  l/2 + 3 > l/2 + 1 for l  6, then inserting (4.56)–(4.57) into (4.54), we get the
following uniform estimations⎧⎪⎪⎨
⎪⎪⎩
y = y2 + o(1)
βl/2+3
, 0 x  1,
u = u2 + o(1)
βl/2+1
, 0 x  1.
(4.58)
Now applying the boundary conditions y(d) = u(d) = 0 and the expressions of y2, u2 in (4.52)
leads to⎧⎪⎪⎨
⎪⎪⎩
sinhdλ1 = o(1)
βl/2−2
+ O(1)
β4
,
sinhdλ2 = o(1)
βl/2+2
+ O(1)
β4
.
(4.59)
Then using (4.50)–(4.51), it follows (4.59) that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dβ√
a
− d
√
aα2
2(a − 1)β3 = mπ +
o(1)
βl/2−2
+ O(1)
β4
,
dβ + dα
2
2(a − 1)β3 = nπ +
o(1)
βl/2+2
+ O(1)
β4
.
(4.60)
Since m ∼ n ∼ β , (4.60) can be further written as⎧⎪⎪⎨
⎪⎪⎩
d2β2
a
= m2π2 + α
2d2
(a − 1)β2 +
o(1)
βl/2−3
+ O(1)
β3
,
d2β2 = n2π2 − α
2d2
(a − 1)β2 +
o(1)
βl/2+1
+ O(1)
β3
.
(4.61)
Finally we obtain
(
am2 − n2)π2 = α2d2(a + 1)
(1 − a)β2 +
O(1)
β3
+ o(1)
βl/2−3
. (4.62)
(a) Assume that a = p0/q0 and a = p2/q2 for any p,q ∈N. Then we have
∣∣am2 − n2∣∣= |p0m2 − q0n2|  1 ∀m,n ∈N. (4.63)q0 q0
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1
q0
 O(1)
β2
+ o(1)
βl/2−3
which cannot be true for l  6.
(b) Assume that a = p2/q2. If am2 − n2 = 0, then
∣∣am2 − n2∣∣= |p2m2 − q2n2|
q2
 1
q2
. (4.64)
It follows from (4.62) and (4.64) that
1
q2
 O(1)
β2
+ o(1)
βl/2−3
which cannot be true for l  6. If am2 − n2 = 0, it follows from (4.62) that
α2d2(a + 1)
(1 − a) =
O(1)
β
+ o(1)
βl/2−5
which cannot be true for l  10. Combining the two cases, we obtain that (4.62) cannot be true
for l  10 in that case.
(c) For almost all irrational number a > 0, noting that m ∼ β , it follows from (4.14) and (4.62)
that
C0
√
a
(lnm)2
 O(1)
m2
+ o(1)
ml/2−3
which cannot be true for l > 6.
Thus we have proved (4.32) for l described in (4.19). The remainder of the proof is based
on the classical multiplier method. For the sake of completeness, here we give a sketch of the
procedure.
First multiplying (4.28) by 2(x − d)u¯′, (4.29) by 2(x − d)y¯′ and integrating by parts to get
d∫
0
(|βu|2 + a|u′|2)dx = ∣∣βu(0)∣∣2 + ad∣∣u′(0)∣∣2 − 2 Re
d∫
0
(f + αy)(x − d)u¯′ dx, (4.65)
d∫
0
(|βy|2 + |y′|2)dx = d∣∣y′(0)∣∣2 − 2 Re
d∫
0
(g + αu)(x − d)y¯′ dx. (4.66)
Thanks to (4.21), for α small enough, we have
‖u′‖2 + ‖v‖2 + ‖y′‖2 + ‖z‖2  C < ∞. (4.67)
Furthermore, using (4.22) and (4.24) we deduce that
‖βu‖ = ‖v‖ + o(1), ‖βy‖ = ‖z‖ + o(1). (4.68)
Then using (4.27), (4.31), (4.32), (4.27), (4.67) and (4.68) in (4.65) and (4.66) we get
‖βu‖2 + ‖u′‖2 + ‖βy‖2 + ‖y′‖2 → 0.
This is a contradiction to (4.21). The proof is thus complete. 
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dimensional system, the polynomial energy decay rate which varies according to the arithmetic
property of the wave speed a. It is not clear that whether these rates are optimal since they are
obtained by verifying the sufficient conditions in Theorem 1.1. We have picked the value of l as
small as possible throughout our proof until the argument fails. Therefore, we believe that our es-
timate of decay rate should be near optimal. One advantage of our proof is that it does not require
information on eigenvalues and eigenfunctions of the system. Of course, if the Riesz basis prop-
erty holds, we can get the least upper bound of the polynomial decay rate. However, obtaining
these information is much more complicated than the method used in the proof of Theorem 4.2.
We will report our results along this direction in a forthcoming paper.
We have met many difficulties in generalizing Theorem 4.2 to N -dimensional domain Ω . The
fact that the decay rate depends on the arithmetic property of a suggests the use of the method
of Fourier in a square of R2. But the method presented in [6] requires a very special coupling
operator P constructed via the eigenvectors of the corresponding homogeneous problem. We
tried the approach by weak observability (see [13,14,33] and references therein) without much
success. To our knowledge the polynomial decay rate remains an open problem for the system
(1.1)–(1.4) in a general domain Ω of RN with different wave speeds.
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