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Abstract. In this paper, we investigate the Cauchy problem for the higher-order KdV-
type equation
ut + (−1)
j+1∂2j+1x u+
1
2
∂x(u
2) = 0, j ∈ N+, x ∈ [0, 2πλ)
with low regularity data. Firstly, we show that the Cauchy problem for the periodic
higher-order KdV equation is locally well-posed in Hs(T) with s ≥ −j + 1
2
, j ≥ 2. By
using some new Strichartz estimate and some new function spaces, we also show that
the Cauchy problem for the periodic higher-order KdV equation is ill-posed in Hs(T)
with s < −j+ 1
2
, j ≥ 2 in the sense that the solution map is C3. The result of this paper
improves the result of [7] with j ≥ 2.
1. Introduction
In this paper, we consider the Cauchy problem for the periodic higher-order KdV
type equation
ut + (−1)
j+1∂2j+1x u+
1
2
∂x(u
2) = 0, (1.1)
u(x, 0) = u0(x), x ∈ T = [0, 2πλ), (1.2)
where j ≥ 2, j ∈ N and λ ≥ 1. When j = 1, equation (1.1) reduces to the Korteweg-de
Vries (KdV) equation
ut + ∂
3
xu+
1
2
∂x(u
2) = 0. (1.3)
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KdV equation possesses the bi-Hamiltonian structure and completely integrable, thus,
it possesses infinite conservation laws.
In recent some years, many people have paid more attention to the Cauchy problem
for the KdV equation, for instance, see [3–5, 7, 13–15, 20] and the references therein.
Using the Fourier restriction norm method introduced in [2, 3] by Bourgain, Kenig et.
al. [13] proved that the Cauchy problem for the KdV equation is locally well-posed in Hs
with s > −3
4
on the real line and the Cauchy problem for the periodic KdV equation is
locally well-posed in Hs(T) with s ≥ −1
2
. Bourgain [4] proved that the Cauchy problem
for the periodic KdV equation is ill-posed in Hs([0, 2π)) with s < −1
2
. By using the
I-method, Colliander et.al. [5] proved that the Cauchy problem for the periodic KdV
equation is globally well-posed in Hs(T) with s ≥ −1
2
. Recently, Kappeler and Topalov
[10] proved that the Cauchy problem for the KdV equation is locally well-posed in Hs(T)
with s ≥ −1. Guo [6] and Kishimoto [15] proved that the Cauchy problem for the KdV
equation is globally well-posed inH−3/4(R).Molinet [18] proved that the Cauchy problem
for the KdV equation is locally well-posed in Hs(T) with s ≥ −1 and ill-posed in Hs(T)
with s < −1.
Using the Fourier restriction norm method, Hirayama [7] proved that (1.1) is locally
well-posed in Hs(T) with s ≥ − j
2
. In this paper, as in [1, 12], combining the new function
spaces introduced in this paper, the Strichartz estimate established in this paper with
the fixed point Theorem, we show that the Cauchy problem for (1.1) is locally well-posed
in Hs(T) with s ≥ −j + 1
2
with j ≥ 2, j ∈ N ; we also show that the Cauchy problem
for (1.1) is ill-posed in Hs(T) with s < −j + 1
2
with j ≥ 2, j ∈ N in the sense that the
solution map is C3.
We give some notations before presenting the main results. C > 0 may vary from
line to line. 0 < ǫ < 1
100j
. A ∼ B denotes that |B| ≤ |A| ≤ 4|B|. A ≫ B denotes that
|A| ≥ 4|B|. a∨ b = max {a, b} . a∧ b = min {a, b} . Throughout this paper, Z˙ := Z −{0}
and Z˙+ := Z+ − {0}. Denote by (dk)λ the normalized counting measure on Z˙λ =
Z˙
λ
:∫
a(k)(dk)λ =
1
λ
∑
k∈Z˙λ
a(k).
Let
Fxf(k) =
∫ 2πλ
0
e−ikxf(x)dx.
4
denote the Fourier transformation of a function f on [0, 2πλ). Let
f(x) =
∫
eikxFxf(k)(dk)λ =
1
λ
∑
k∈Z˙λ
eikxFxf(k).
Let
Ftf(τ) =
∫
R
e−itτf(t)dt
denote the Fourier transformation of a function f with the respect to the time variable.
Let
f(t) =
∫
eitτFtf(τ)dτ.
Let
S(t)φ(x) =
∫
eikxei(−1)
j+1tk2j+1
Fxφ(k)(dk)λ.
We define the space-time Fourier transform Ff(k, τ) for k ∈ Z˙ and τ ∈ R by
Ff(k, τ) =
∫ ∫ 2πλ
0
e−ikxe−iτtf(x, t)dxdt
and this transformation is inverted by
f(x, t) =
∫ ∫
eikxeiτtFf(k, τ)(dk)λdτ.
It is easily checked that
‖f‖L2(T) = ‖Fxf‖L2((dk)λ),∫ 2πλ
0
f(x)g(x)dx =
∫
Fxf(k)Fxf(k)(dk)λ,
Fx(fg) = Fxf ∗Fxg =
∫
Fxf(k − k1)Fxg(k1)(dk1)λ.
Let
P (k) = k2j+1, σ = τ − P (k), σj = τj − P (kj),
D1 =
{
(τ, k) ∈ R× Z˙ : |τ − P (k)| ≤
2(2j + 1)
3
|k|2j, |k| ≥ 1
}
,
D2 =
{
(τ, k) ∈ R× Z˙ :
2(2j + 1)
3
|k|2j < |τ − P (k)| ≤ 2(2j + 1)|k|2j+1, |k| ≥ 1
}
,
D3 =
{
(τ, k) ∈ R× Z˙ : |τ − P (k)| > 2(2j + 1)|k|2j+1, |k| ≥ 1
}
,
D4 =
{
(τ, k) ∈ R× Z˙ : |τ − P (k)| > 2(2j + 1)|k|2j+1,
1
λ
≤ |k| ≤ 1
}
,
D5 =
{
(τ, k) ∈ R× Z˙ : |τ − P (k)| ≤ 2(2j + 1)|k|2j+1,
1
λ
≤ |k| ≤ 1
}
,
F (Λ−1)f = 〈σ〉−1Ff.
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We define the Sobolev space Hs(T) with the norm
‖f‖Hs(T) = ‖〈k〉
s
Fxf(k)‖L2(dk)λ
and define the Xs,b spaces for 2πλ-periodic KdV equipped with the norm
‖u‖Xs,b(T×R) =
∥∥∥〈k〉s 〈τ − P (k)〉b Fu(k, τ)
∥∥∥
L2(dk)λ(dτ)
.
We define the Zs space equipped with the norm
‖u‖Zs = ‖PD1∪D5u‖X
s,
2j−1
2j
+ ‖PD2u‖X(1−2j)s−1,s+1 + ‖PD3∪D4u‖X− s
j
−1, s
j
+1
+ ‖u‖Y s ,
where j ≥ 2 and ‖u‖Y s = ‖〈k〉
sFu(k, τ)‖L2(k)L1(τ) .
We define Zs([0, T ]) by the following norm:
‖u‖Zs([0,T ]) := inf {‖v‖Zs : u(t) = v(t) on t ∈ I} .
The main result of this paper are as follow.
Theorem 1.1. Let s ≥ −j+ 1
2
, j ≥ 2 and u0 be 2πλ-periodic function. Then the Cauchy
problems (1.1)(1.2) are locally well-posed in Hs(T).
Theorem 1.2. Let s < −j + 1
2
, j ≥ 2 and u0 be 2π-periodic function. Then the solution
map St: of the Cauchy problem for (1.1) is not C
3 at zero. More precisely, for any
T > 0, the solution map St : u0 ∈ H
s(0, 2π)→ u ∈ C([0, T ];Hs(0, 2π)) is not C3 at zero.
Remark: Theorem 1.1 is sharp in the sense of Theorem 1.2.
The rest of the paper is arranged as follows. In Section 2, we present some prelim-
inaries. In Section 3, we establish three important bilinear estimates. In Section 4, we
present the proof of Theorem 1.1. In Section 5, we present the proof of Theorem 1.2.
2. Preliminaries
In this section, we give some preliminaries which palys a paramount role in estab-
lishing Lemmas 3.1, 3.2.
Lemma 2.1. Let ul with l = 1, 2 be L
2(Z˙ × R)-real valued functions. Then for any
(l1, l2) ∈ N
2, we derive
‖(Ψl1u1) ∗ (Ψl2u2)‖L2
kτ
≤ C
(
2l1 ∧ 2l2
)1/2 (
2l1 ∨ 2l2
) 1
2(2j+1) ‖Ψl1u1‖L2‖Ψl2u2‖L2 . (2.1)
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For the proof of Lemma 2.1, we refer the readers to Lemma 2.1 of [16].
Lemma 2.2. Let u(x, t), v(x, t) be 2π-periodic functions and a+b ≥ j+1
2j+1
andmin{a, b} >
1
2(2j+1)
. Then, we derive
‖uv‖L2xt ≤ C‖u‖X0,a([0,2π)×R)‖v‖X0,b([0,2π)×R), (2.2)
‖uv‖X0,−a ≤ C‖u‖X0,b([0,2π)×R)‖v‖L2xt. (2.3)
Proof. From Lemma 2.1, we derive that
‖uv‖L2xt ≤ C
∑
l1≥0
∑
l2≥0
‖(Ψl1u1) ∗ (Ψl2u2)‖L2xt
≤ C
∑
l1≥0
∑
l2≥0
(
2l1 ∧ 2l2
)1/2 (
2l1 ∨ 2l2
) 1
2(2j+1) ‖Ψl1u1‖L2‖Ψl2u2‖L2. (2.4)
Let Mj = 2
lj with j = 1, 2. Without loss of generality, we can assume that M1 ≥ M2
and M1 = NM2 and uMj = Ψljuj with j = 1, 2.
‖uv‖L2xt ≤ C
∑
M1,M2≥1
M
1
2(2j+1)
1 M
1/2
2 ‖uM1‖L2‖vM2‖L2
≤ C
∑
N,M2≥1
M
j+1
2j+1
2 N
1
2(2j+1) ‖uNM2‖L2‖vM2‖L2
≤ C
∑
M2,N≥1
N
1
2(2j+1)
−aM
j+1
2j+1
−a−b
2 (NM2)
a‖uNM2‖L2M
b
2‖vM2‖L2
≤ C‖u‖X0,a([0,2π)×R)‖u‖X0,b([0,2π)×R). (2.5)
We can have (2.7) by duality.
We have completed the proof of Lemma 2.2.
Lemma 2.3. Let u(x, t), v(x, t) be 2πλ-periodic functions and a+b ≥ j+1
2j+1
andmin{a, b} >
1
2(2j+1)
. Then, we obtain
‖uv‖L2xt ≤ C‖u‖X0,a(T×R)‖v‖X0,b(T×R), (2.6)
‖uv‖X0,−a ≤ C‖u‖X0,b(T×R)‖v‖L2xt. (2.7)
By using a similar technique of Lemma 3.4 in [18] and Lemma 2.2, we have Lemma
2.3.
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Lemma 2.4. Let s ∈ R and T > 0 and u(x, t), v(x, t) be 2πλ-periodic functions. Then,
we have ∥∥∥∥
∫ t
0
S(t− τ)∂x(uv)dτ
∥∥∥∥
Zs([0,T ])
≤ C‖∂xΛ
−1(uv)‖Zs([0,T ]).
For the proof of Lemma 2.4, we refer the readers to [1].
Lemma 2.5. Let s ∈ R and j ≥ 2, j ∈ Z and u(x, t) be 2πλ-periodic function. Then,
we derive
‖u‖
X
s, 12j
≤ C‖u‖Zs ≤ C‖u‖
X
s,
2j−1
2j
, (2.8)
‖u‖
Xs,
1
2 (D1
⋃
D2)
≤ C‖u‖Zs(D1
⋃
D2). (2.9)
Proof. We firstly have that (2.8). When suppFu ⊂ D1, since
2j−1
2j
≥ 1
2j
, we de-
rive that ‖u‖X
s,
2j−1
2j
≥ ‖u‖X
s, 12j
. When suppFu ⊂ D2, since −j +
1
2
≤ s ≤ − j
2
, we
derive that 〈σ〉s+
2j−1
2j ≥ C〈k〉2js+1 which yields that 〈k〉s〈σ〉
1
2j ≤ C〈k〉(1−2j)s−1〈σ〉s+1,
thus, we derive that ‖u‖X(1−2j)s−1,s+1 ≥ ‖u‖Xs, 12j
. When suppFu ⊂ D3, since −j +
1
2
≤ s ≤ − j
2
, we obtain that 〈σ〉
s
j
+ 2j−1
2j ≥ C〈k〉s+1+
s
j which yields that |k|s〈σ〉
1
2j ≤
C〈k〉−
s
j
−1〈σ〉
s
j
+1, thus, we have that ‖u‖X
−
s
j
−1, s
j
+1
≥ ‖u‖X
s, 1
2j
. Consequently, we have
that ‖u‖Zs ≥ C‖u‖X
s, 12j
. When suppFu ⊂ D2, since −j +
1
2
≤ s ≤ − j
2
, we obtain
that 〈σ〉s+
2j−1
2j ≥ C〈k〉2js+1 which yields that 〈k〉(1−2j)s−1〈σ〉s+1 ≤ C〈k〉s〈σ〉
2j−1
2j , thus,
we have that ‖u‖X(1−2j)s−1,s+1 ≤ C‖u‖Xs,2j−12j
. When suppFu ⊂ D3, since −j +
1
2
≤
s ≤ − j
2
, we derive that 〈σ〉−
s
j
− 1
2j ≥ C〈k〉−s−1−
s
j which yields that 〈k〉−
s
j
−1〈σ〉
s
j
+1 ≤
C〈k〉s〈σ〉
2j−1
2j , thus, we obtain that ‖u‖X
−
s
j
−1, s
j
+1
≤ C‖u‖X
s,
2j−1
2j
. Consequently, we de-
rive that ‖u‖Zs ≤ C‖u‖X
s,
2j−1
2j
. By Cauchy-Schwartz inequality with respect to τ , we de-
rive that ‖〈k〉sFu‖l2
k
l1τ
≤ C‖u‖X
s,
2j−1
2j
, consequently, we have that ‖u‖Zs ≤ C‖u‖
X
s,
2j−1
2j
.
Now we show (2.9). When suppFu ⊂ D1, since
2j−1
2j
≥ 1
2
, we derive that ‖u‖X
s,
2j−1
2j
≥
‖u‖X
s,12
. When suppFu ⊂ D2, since s ≥ −j+
1
2
, we derive that 〈k〉s〈σ〉1/2 ≤ C〈k〉(1−2j)s−1〈σ〉s+1,
consequently, we derive that ‖u‖X(1−2j)s, s+1 ≥ ‖u‖Xs,12
.
We have completed the proof of Lemma 2.5.
Remark: The conclusion of case j = 2 of (2.8)-(2.9) can be found in [12].
Lemma 2.6. Assume that s ∈ R and T > 0. Then, we have that
‖S(t)φ‖Zs([0,T ]) ≤ C‖φ‖Hs(T).
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Proof. From the definition of Lemma 2.5, we have thatX
2j−1
2j ([0, T ]) →֒ Zs([0, T ]) →֒
C([0, T ] : Hs(T)).
We have completed the proof of Lemma 2.6.
Lemma 2.7. Let
σ = τ − k2j+1, σ1 = τ1 − k
2j+1
1 , σ2 = τ1 − k
2j+1
2 .
Then, we have
3max {|σ|, |σ1|, |σ2|} ≥ |σ − σ1 − σ2| =
∣∣k2j+1 − k2j+11 − k2j+12 ∣∣ ≥ (2j + 1)|kkj1kj2|.
For the proof of Lemma 2.7, we refer the readers to Lemma 2.4 of [17]. From Lemma
2.7, we have that one of three following cases must occur:
(a) : |σ| = max {|σ|, |σ1|, |σ2|} , (2.10)
(b) : |σ1| = max {|σ|, |σ1|, |σ2|} , (2.11)
(c) : |σ2| = max {|σ|, |σ1|, |σ2|} . (2.12)
3. Bilinear estimates
This section is devoted to establishing some significant bilinear estimates which are
used to derive the Theorem 1.1.
Lemma 3.1. Let j ≥ 2 and −j + 1
2
≤ s ≤ − j
2
and uj(x, t)(j = 1, 2) be 2πλ-periodic
functions. Then, we have
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
2∏
j=1
‖uj‖Zs, (3.1)
here C > 0, which is independent of λ, ‖·‖Xs is the norm removing ‖·‖Y s from ‖·‖Zs .
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Proof. Obviously,
(
R× Z˙λ
)2
⊂
8⋃
j=1
Ωj , where
Ω1 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
: max {|k1|, |k|} ≤ 1
}
,
Ω2 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k1| ∼ |k2| ≫ |k| ≥ 1
}
,
Ω3 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k1| ∼ |k2| ≫ |k|, 1 ≥ |k| ≥
1
λ
}
,
Ω4 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k2| ≫ |k1| ≥ 1
}
,
Ω5 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k2| ≫ |k1|, 1 ≥ |k1| ≥
1
λ
}
,
Ω6 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k1| ≫ |k2| ≥ 1
}
,
Ω7 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k1| ≫ |k2|, 1 ≥ |k2| ≥
1
λ
}
,
Ω8 =
{
(τ1, k1, τ, k) ∈
(
R× Z˙λ
)2
∩ Ωc1 : |k| ∼ |k1| ∼ |k2| ≥ 1
}
.
(1) In region Ω1. By using Lemma 2.5, from the definition of Z
s, since max {|k1|, |k|} ≤ 1
and −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥∥∥(1− ∂2x)−
1
2∂x(
2∏
j=1
uj)
∥∥∥∥∥
X
s,
2j−1
2j
≤ C
∥∥∥k〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C‖|k|‖l2
k
‖Fu1 ∗Fu2‖l∞
k
L2τ
≤ C‖Fu1‖l2
k
L2τ
‖Fu2‖l2
k
L1τ
≤ C‖u1‖X
s, 12j
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
(2) In region Ω2. In this region, we consider (a)-(c) of Lemma 2.7, respectively.
(a) Case |σ| = max {|σ|, |σ1|, |σ2|} , we have supp [Fu1 ∗Fu2] ⊂ D3.
When suppFuj ⊂ Ω1 ∪Ω2 with j = 1, 2, by using Lemmas 2.5, 2.7, 2.3, since −j +
1
2
≤
10
s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉− sj 〈σ〉 sj [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C‖(Jsu1)(J
su2)‖L2xt
≤ C‖u1‖X
s,12
‖u2‖X
s, 1
2(2j+1)
+ǫ
≤ C‖u1‖X
s, 12
‖u2‖X
s, 12j
≤ C
2∏
j=1
‖uj‖Zs.
When suppFu1 ⊂ Ω3, by using Lemmas 2.5, 2.7 and the Young inequality, since −j+
1
2
≤
s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉− sj 〈σ〉 sj (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥Fu1 ∗ [〈k〉2sFu2]∥∥l2
k
L2τ
≤ C
∥∥∥[〈k〉− sj−1〈σ〉 sj+1u1
]
∗
[
〈k〉−2jFu2
]∥∥∥
l2
k
L2τ
≤ C‖u‖X
−
s
j
−1, s
j
+1
‖〈k〉−2jFu2‖l1
k
L1τ
≤ C‖u‖X
−
s
j
−1, s
j
+1
‖〈k〉−2j−s〈k〉sFu2‖l1
k
L1τ
≤ C‖u‖X
−
s
j
−1, s
j
+1
‖〈k〉sFu2‖l2
k
L1τ
≤ C
2∏
j=1
‖uj‖Zs.
When suppFu2 ⊂ Ω3, this case can be proved similarly to suppFu1 ⊂ Ω3.
(b) Case |σ1| = max {|σ|, |σ1|, |σ2|} , in this case, we consider the following cases
(i) : |σ1| > 4max {|σ|, |σ2|} , (ii) : |σ1| ≤ 4max {|σ|, |σ2|} ,
respectively.
When (i) occurs: if supp u1 ⊂ D1 which yields that 1 ≤ |k| ≤ C, by using Lemmas 2.5,
2.7, 2.3, since −j + 1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈σ〉− 12j (〈k〉s〈σ〉 2j−12j Fu1) ∗ (〈k〉−s−2j+1Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(JsΛ 2j−12j u1
) (
J−s−2j+1u2
)∥∥∥
X
0,− 12j
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
−s−2j+1, 12
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
11
if supp u1 ⊂ D2, by using Lemmas 2.5, 2.7, 2.3, since −j +
1
2
≤ s ≤ − j
2
≤ −1, we have
that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥(J (1−2j)s−1Λs+1u1) (J−s−2j+1u2)∥∥X
0,− 12j
≤ C‖u1‖X(1−2j)s−1,s+1‖u2‖X
−s−2j+1, 12
≤ C‖u1‖X(1−2j)s−1,s+1‖u2‖Xs, 12
≤ C
2∏
j=1
‖uj‖Zs.
When (ii) occurs: we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ| is valid, this case can be proved similarly to |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, if supp u1 ⊂ D1 which yields that 1 ≤ |k| ≤ C, by using Lemmas 2.5,
2.7, 2.3, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(〈k〉s〈σ〉 2j−12j Fu1) ∗ (〈k〉−s−2j+1Fu2)
∥∥∥
X
0,− 12j
≤ C
∥∥∥(JsΛ 2j−12j u1
) (
J−s−2j+1u2
)∥∥∥
X
0,− 12j
≤ C‖u1‖X(1−2j)s−1,s+1‖u2‖X
−s−2j+1, 12
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
if supp u1 ⊂ D2, by using Lemmas 2.5, 2.7, 2.3, since −j +
1
2
≤ s ≤ − j
2
≤ −1, we have
that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥(J (1−2j)s−1Λs+1u1) (J−s−2j+1u2)∥∥X
0,− 12j
≤ C‖u1‖X(1−2j)s−1,s+1‖u2‖X
−s−2j+1, 12
≤ C‖u1‖X(1−2j)s−1,s+1‖u2‖Xs, 12
≤ C
2∏
j=1
‖uj‖Zs;
if Fu1 ⊂ D3, then Fu2 ⊂ D3, by using the Ho¨lder inequality and the Young inequality,
12
from Lemma 2.5, since −j + 1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉− 12j+ 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l∞
k
L∞τ
≤ C
∥∥∥(〈k〉s+j+1− 12j+(2j+2)ǫFu1
)
∗Fu2
∥∥∥
l∞
k
l∞τ
≤ C
∥∥∥〈k〉−3s+1− 12j−3j+(2j+2)ǫ∥∥∥
l∞
k
2∏
j=1
‖uj‖X(1−2j)s−1,s+1
≤ C
2∏
j=1
‖uj‖X(1−2j)s−1,s+1 ≤ C
2∏
j=1
‖uj‖Zs.
(c) Case |σ2| = max {|σ|, |σ1|, |σ2|} . This case can be proved similarly to case (b).
(3) Region Ω3. We consider |k| ≤ |k1|
−2j and |k1|
−2j < |k| ≤ 1, respectively.
When |k| ≤ |k1|
−2j, by using Lemmas 2.5, 2.7, since −j + 1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥[〈k〉−(2j−1)Fu1 ∗ 〈k〉−(2j−1)Fu2]∥∥l∞
k
L2τ
≤ C‖u1‖X1−2j,0‖u2‖Y 1−2j ≤ C‖u1‖X1−2j,0‖u2‖Y s ;
if suppFu1 ⊂ D1, since −j +
1
2
≤ s ≤ − j
2
, then ‖u‖X1−2j,0 ≤ C‖u‖Xs,12
; if suppFu1 ⊂
D2, since −j+
1
2
≤ s ≤ − j
2
; then ‖u‖X1−2j,0 ≤ C‖u‖X(1−2j)s−1,s+1 ; if suppFu1 ⊂ D3, since
−j + 1
2
≤ s ≤ − j
2
; then ‖u‖X1−2j,0 ≤ C‖u‖X− s
j
−1, s
j
+1
, thus, according to the definition of
Zs, we have that
‖u1‖X1−2j,0‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
Now we consider the case |k1|
−2j < |k| ≤ 1. In this case, we consider cases (a)-(c) of
Lemma 2.7, respectively.
When (a) occurs: in this case supp [Fu1 ∗Fu2] ⊂ D4, by using the Ho¨lder inequality and
the Young inequality and Lemma 2.7, since |k| ≤ 1 and s
j
+1 ≤ 0 and −j+ 1
2
≤ s ≤ − j
2
,
we have that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉− sj−1〈σ〉 sj [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|1+ sj [(|k|sFu1) ∗ (|k|sFu2)]
∥∥∥
l2
k
L2τ
≤ C ‖[(|k|sFu1) ∗ (|k|
s
Fu2)]‖l∞
k
L2τ
≤ C‖u1‖Xs,0‖u2‖Y s;
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if suppFu1 ⊂ D1, since −j +
1
2
≤ s ≤ − j
2
, then ‖u‖Xs,0 ≤ C‖u‖Xs,12
; if suppFu1 ⊂ D2,
since −j + 1
2
≤ s ≤ − j
2
, then ‖u‖Xs,0 ≤ C‖u‖X(1−2j)s−1,s+1 ; if suppFu1 ⊂ D3, since
−j + 1
2
≤ s ≤ − j
2
, then ‖u‖Xs,0 ≤ C‖u‖X− s
j
−1, s
j
+1
; thus, according to the definition of
Zs, we have that
‖u1‖Xs,0‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs: we consider the case |σ1| > 4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|}.
When |σ1| > 4max {|σ|, |σ2|} is valid, we have that suppFuj ⊂ D1 with j = 1, 2.
If supp [Fu1 ∗Fu2] ⊂ D4, by by using the Ho¨lder inequality and the Young inequality,
since |k| ≤ 1 and 1 + s
j
≥ 0, by using Lemma 2.7, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉− sj−1〈σ〉 sj [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|1+ sj [(|k|sFu1) ∗ (|k|sFu2)]
∥∥∥
l2
k
L2τ
≤ C ‖[(|k|sFu1) ∗ (|k|
s
Fu2)]‖l∞
k
L2τ
≤ C‖u1‖Xs,0‖u2‖Y s
≤ C
2∏
j=1
‖uj‖X
s,
2j−1
2j
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D5, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉s〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈σ〉− 12j [(〈k〉s〈σ〉 2j−12j Fu1) ∗ (〈k〉−s−2j+1Fu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥(JsΛ 2j−12j u1
) (
J−s−2j+1u2
)∥∥∥
X
0,− 1
2j
≤ C‖JsΛ
2j−1
2j u1‖L2xt‖J
−s−2j+1u2‖X
0, 12
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖X
s,
2j−1
2j
≤ C
2∏
j=1
‖uj‖Zs.
When |σ1| ≤ 4max {|σ|, |σ2|} is valid, we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
If |σ1| ∼ |σ|, then this case an be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, we consider suppFu1 ⊂ Ω1 and suppFu1 ⊂ Ω2, respectively.
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When suppFu1 ⊂ Ω1, if supp [Fu1 ∗Fu2] ⊂ D5, since −j +
1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉s〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(JsΛ 2j−12j u1
) (
J−s−2j+1u2
)∥∥∥
X
0,− 12j
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
−s−2j+1, 12
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D4, since −j +
1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉 sj 〈σ〉 sj [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(JsΛ 2j−12j u1
) (
J−s−2j+1u2
)∥∥∥
X
0,− 12+ǫ
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
−s−2j+1, 22j+1
≤ C
2∏
j=1
‖uj‖Zs.
When suppFu1 ⊂ Ω2, if supp [Fu1 ∗Fu2] ⊂ D5, since −j +
1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉s〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|〈k〉s〈σ〉− 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥(J (1−2j)s−1Λs+1u1) (J−s−2j+1u2)∥∥X
0,− 12+ǫ
≤ C‖u1‖X(1−2j)s−1,s+1‖u2‖X
−s−2j+1, 22j+1
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D4, since −j +
1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥|k|〈k〉 sj 〈σ〉 sj [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥(J (1−2j)s−1Λs+1u1) (J−s−2j+1u2)∥∥X
0,− 12+ǫ
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
−s−2j+1, 2
2j+1
≤ C
2∏
j=1
‖uj‖Zs.
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(4) Region Ω4. We consider cases (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: if |σ| > 4max {|σ1|, |σ2|}, then suppFuj ⊂ D1 ∪D2 with j = 1, 2 and
supp [Fu1 ∗Fu2] ⊂ D2. In this case, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
, we
have that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉−(2j−1)s〈σ〉s [Fu1 ∗Fu2]∥∥l2
k
L2τ
≤ C ‖(Jsu1)(J
su2)‖L2xt ≤ C‖u1‖Xs, 12j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ≤ 4max {|σ1|, |σ2|}, we have that |σ| ∼ |σ1| or |σ| ∼ |σ2|.
When |σ| ∼ |σ1|, if supp [Fu1 ∗Fu2] ⊂ D2, by using Lemma 2.3, since −j+
1
2
≤ s ≤ − j
2
,
we have that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉−(2j−1)s〈σ〉s [Fu1 ∗Fu2]∥∥l2
k
L2τ
≤ ‖(Jsu1)(J
su2)‖L2xt
≤ C‖u1‖X
s, 12j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D3, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉− sj 〈σ〉 sj [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤
∥∥∥(J− sj−1Λ sj+1u1)(J− sj−(2j−1)u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X
−
s
j
−1, s
j
+1
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ∼ |σ2|, if supp [Fu1 ∗Fu2] ⊂ D2, by using Lemma 2.3, since −j+
1
2
≤ s ≤ − j
2
,
we have that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉−(2j−1)s〈σ〉s [Fu1 ∗Fu2]∥∥l2
k
L2τ
≤ ‖(Jsu1)(J
su2)‖L2xt
≤ C‖u1‖X
s, 12j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
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if supp [Fu1 ∗Fu2] ⊂ D3, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉− sj 〈σ〉 sj [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤
∥∥∥(J− sj−(2j−1)u1)(J− sj−1Λ sj+1u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X
s, 12
‖u2‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖Zs.
(b): |σ1| = max {|σ|, |σ1|, |σ2|} . If |σ1| > 4max {|σ|, |σ2|}, then suppFu1 ⊂ D3. We
consider
supp [Fu1 ∗Fu2] ⊂ D1, supp [Fu1 ∗Fu2] ⊂ D2,
respectively.
When supp [Fu1 ∗Fu2] ⊂ D1, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
, we have
that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(J− sj−1Λ sj+1u1)(J−s−2j+1u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X s
j
+1, s
j
+1
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D2, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(J− sj−1Λ sj+1u1)(J−s−2j+1u2)
∥∥∥
X
0,− 1
2j
≤ C‖u1‖X s
j
+1, s
j
+1
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs.
When |σ1| ≤ 4max {|σ|, |σ2|}, we have that |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, if supp [Fu1 ∗Fu2] ⊂ D1, by using Lemma 2.3, since −j +
1
2
≤ s ≤
− j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤
∥∥∥(J− sj−1Λ sj+1u1)(J−s−2j+1u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X
s, 1
2j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
17
if supp [Fu1 ∗Fu2] ⊂ D2, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥〈k〉−(2j−1)s〈σ〉s [Fu1 ∗Fu2]∥∥l2
k
L2τ
≤ ‖(Jsu1)(J
su2)‖L2xt
≤ C‖u1‖X
s, 12j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D3, by using Lemma 2.3, since −j +
1
2
≤ s ≤ − j
2
and ǫ < 1
100j
,
we have that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉− 12j+ 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l∞
k
L∞τ
≤ C
∥∥∥(〈k〉s+j+1− 12j+(2j+2)ǫFu1
)
∗Fu2
∥∥∥
l∞
k
l∞τ
≤ C
∥∥∥〈k〉−3s+1− 12j−3j+(2j+2)ǫ
∥∥∥
l∞
k
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖Zs.
(c): |σ2| = max {|σ|, |σ1|, |σ2|} . In this case, we consider |σ2| ≥ 4max {|σ|, |σ1|} and
|σ2| < 4max {|σ|, |σ1|}, respectively.
When |σ2| ≥ 4max {|σ|, |σ1|}, Fu2 ⊂ D2 and [Fu1 ∗Fu2] ⊂ D1
⋃
D2, since −j +
1
2
≤
s ≤ − j
2
, we have ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥[(J−s−2j+1Fu1) ∗ (〈k〉(1−2j)s−1Λs+1Fu2)]∥∥X
0,− 12j
≤ ‖u1‖X
s, 12
‖u2‖X(1−2j)s−1,s+1
≤ C
2∏
j=1
‖uj‖Zs.
When |σ2| < 4max {|σ|, |σ1|}, we have |σ2| ∼ |σ1| or |σ2| ∼ |σ|.
Case |σ2| ∼ |σ1| can be proved simialrly to |σ1| = max {|σ|, |σ1|, |σ2|}.
|σ2| ∼ |σ| can be proved simialrly to |σ| = max {|σ|, |σ1|, |σ2|}.
(5) In region Ω5. In this case, we consider the case |k1| ≤ |k|
−2j and |k|−2j < |k1| ≤ 1,
respectively.
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When |k1| ≤ |k|
−2j, by using the Young inequality and Cauchy-Schwartz inequality as
well as Lemmas 2.5 2.7, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j Fu1) ∗ (〈k〉sFu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j Fu1
∥∥∥
l1
k
l2τ
‖u2‖Y s
≤ C‖Fu1‖l2nL2τ‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When |k|−2j ≤ |k1| ≤ 1, we consider cases (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: by using the Young inequality and Cauchy-Schwartz inequality as well
as Lemma 2.7, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j Fu1) ∗ (〈k〉sFu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j Fu1
∥∥∥
l1
k
l2τ
‖u2‖Y s
≤ C‖Fu1‖l2
k
L2τ
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs: by using the Young inequality and Cauchy-Schwartz inequality and
Lemma 2.7, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j 〈σ〉 12j Fu1) ∗ (〈k〉sFu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j 〈σ〉 12j Fu1
∥∥∥
l1
k
l2τ
‖u2‖Y s
≤ C‖〈σ〉
1
2j Fu1‖l2
k
L2τ
‖u2‖Y s
≤ C‖u1‖X
0, 1
2j
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (c) occurs: in this case 〈k2〉
−s〈σ2〉
− 1
2j ≤ |k1|
− 1
2j 〈k2〉
−s−1, by using the Young
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inequality and Cauchy-Schwartz inequality, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j Fu1) ∗ (〈k〉s〈σ〉 12j Fu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j Fu1
∥∥∥
l1
k
l1τ
‖u2‖X
s, 12j
≤ C‖Fu1‖l2
k
L1τ
‖u2‖X
s, 12j
≤ C‖u1‖Y s‖u2‖X
s, 12j
≤ C
2∏
j=1
‖uj‖Zs.
(6)In region Ω6. This region can be proved similarly to Ω4.
(7)In region Ω7. This region can be proved similarly to Ω5.
(8)In region Ω8. We consider cases (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: supp (Fu1 ∗Fu2) ⊂ D3. If |σ| > 4max {|σ1|, |σ2|}, then suppFuj ⊂
D1 ∪ D2 with j = 1, 2. In this case, by using Lemma 2.5, since −j +
1
2
≤ s ≤ − j
2
, we
have that ∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉− sj 〈σ〉 sj (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C ‖(Jsu1)(J
su2)‖L2xt
≤ C‖u1‖X
s, 12
‖u2‖X
s, 1
2(2j+1)
+ǫ
≤ C‖u1‖X
s, 12
‖u2‖X
s, 12j
≤ C
2∏
j=1
‖uj‖Zs.
If |σ| ≤ 4max {|σ1|, |σ2|} , then we have |σ| ∼ |σ1| or |σ| ∼ |σ2|.
When |σ| ∼ |σ1|, supp (Fu1 ∗Fu2) ⊂ D3, since −j +
1
2
≤ s ≤ − j
2
, then we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉− sj 〈σ〉 sj (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[〈k〉− sj−1〈σ〉 sj+1Fu1
]
∗
[
〈k〉−2jFu2
]∥∥∥
l2
k
L2τ
≤ C‖u‖X
−
s
j
−1, s
j
+1
‖〈k〉−2jFu2‖l1
k
L1τ
≤ C‖u‖X
−
s
j
−1, s
j
+1
‖〈k〉sFu2‖l2
k
L1τ
≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ∼ |σ2|, this case can be proved similarly to case |σ| ∼ |σ1|.
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When (b) occurs: if |σ1| > 4max {|σ|, |σ2|} which yields suppFu1 ⊂ D3 and in this case,
supp [Fu1 ∗Fu2] ⊂ D1 ∪D2 and suppFu2 ⊂ D1∪D2, by using Lemmas 2.5, 2.3, since
−j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(J− sj−1Λ sj+1u1)(J−s−(2j−1)u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X
−
s
j
−1, s
j
+1
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs.
If |σ1| ≤ 4max {|σ|, |σ2|} , we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to |σ| = max {|σ|, |σ1|, |σ2|} .
If |σ1| ∼ |σ2|, we can assume that |σ| ≤ C|k|
2j+1, since −j + 1
2
≤ s ≤ − j
2
, we have
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉− 12j+ 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l∞
k
L∞τ
≤ C
∥∥∥(〈k〉s+j+1− 12j+(2j+2)ǫFu1
)
∗Fu2
∥∥∥
l∞
k
l∞τ
≤ C
∥∥∥〈k〉−3s+1− 12j−3j+(2j+2)ǫ
∥∥∥
l∞
k
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖Zs.
We have completed the proof of Lemma 3.1.
Lemma 3.2. Let j ≥ 2 and −j + 1
2
≤ s ≤ − j
2
. Then
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Zs
≤ C
2∏
j=1
‖uj‖Zs. (3.2)
Proof. Obviously,
(
R× Z˙λ
)2
⊂
8⋃
j=1
Ωj , where Ωj(1 ≤ j ≤ 8) are defined as in
Lemma 3.1.
(1) In region Ω1. By using the Lemma 2.5 and the Ho¨lder inequality as well as the
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Cauchy-Schwartz inequality, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
X
s,
2j−1
2j
≤ C
∥∥∥|k|〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C‖|k|‖l2
k
‖Fu1 ∗Fu2‖l∞
k
L2τ
≤ C‖Fu1‖l2
k
L2τ
‖Fu2‖l2
k
L1τ
≤ C‖u1‖X
s, 12j
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
(2) In region Ω2. In this case, we consider (a)-(c) of Lemma 2.7, respectively.
(a) Case |σ| = max {|σ|, |σ1|, |σ2|} , by using the Young inequality and Lemma 2.7, since
−j + 1
2
≤ s ≤ − j
2
, we have that
∥∥〈k〉s+1〈σ〉−1 [Fu1 ∗Fu2]∥∥l2
k
L1τ
≤ C
∥∥(〈k〉−jFu1) ∗ (〈k〉−jFu2)∥∥l∞
k
L1τ
≤ C
2∏
j=1
‖uj‖Y s .
(b) Case |σ1| = max {|σ|, |σ1|, |σ2|} , we consider the following cases:
(i) : |σ1| > 4max {|σ|, |σ2|} , (ii) : |σ1| ≤ 4max {|σ|, |σ2|} ,
respectively.
When (i) occurs: if suppFu1 ⊂ D1 which yields that 1 ≤ |k| ≤ C, by using Lemmas
2.5, 2.7, 2.3, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs
≤ C ‖∂x(u1u2)‖X
s,− 12j
≤ C
∥∥∥〈k〉s〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥σ〉− 12j (〈k〉s〈σ〉 2j−12j Fu1) ∗ (〈k〉−s−2j+1Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(JsΛ 2j−12j u1
) (
J−s−2j+1u2
)∥∥∥
X
0,− 12j
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
s,12
≤ C
2∏
j=1
‖uj‖Zs;
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if suppFu1 ⊂ D2, by using Lemmas 2.5, 2.7, 2.3, since −j+
1
2
≤ s ≤ − j
2
≤ −1, we have
that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs
≤ C ‖∂x(u1u2)‖X
s,− 12j
≤
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥(J (1−2j)s−1Λs+1u1) (J−s−2j+1u2)∥∥X
0,− 12j
≤ C‖u1‖X(1−2j)s−1,s+1‖u2‖Xs, 12
≤ C
2∏
j=1
‖uj‖Zs.
When (ii) occurs: we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ| is valid, this case can be proved similarly to |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, if suppFu1 ⊂ D1 which leads to that 1 ≤ |k| ≤ C, by using Lemmas
2.5, 2.7, 2.3, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 12j
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈σ〉− 12j [(〈k〉s〈σ〉 2j−12j Fu1) ∗ (〈k〉−s−2j+1Fu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥(JsΛ 2j−12j u1
) (
J−s−2j+1u2
)∥∥∥
X
0,− 12j
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs;
if suppFu1 ⊂ D2, we can assume that suppFu2 ⊂ D2, since −j +
1
2
≤ s ≤ − j
2
≤ −1,
we can assume that |σ| ≤ C|k1|
2j+1, by using the Ho¨lder inequality and the Young
inequality, since 〈k1〉
(2j−1)s+1〈σ1〉
−s−1 ≤ C〈k1〉
−2s−2j, since −j + 1
2
≤ s ≤ − j
2
, we have
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that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 1
2j
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉− 12j+ 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l∞
k
L∞τ
≤ C
∥∥∥(〈k〉s+j+1− 12j+(2j+2)ǫFu1
)
∗Fu2
∥∥∥
l∞
k
l∞τ
≤ C
∥∥∥〈k〉−3s+1− 12j−3j+(2j+2)ǫ
∥∥∥
l∞
k
2∏
j=1
‖uj‖X(1−2j)s−1,s+1
≤ C
2∏
j=1
‖uj‖X(1−2j)s−1,s+1 ≤ C
2∏
j=1
‖uj‖Zs.
(c) Case |σ2| = max {|σ|, |σ1|, |σ2|} . This case can be proved similarly to case (b).
(3) Region Ω3. We consider |k| ≤ |k1|
−2j and |k1|
−2j < |k| ≤ 1, respectively.
When |k| ≤ |k1|
−2j , by using the Young inequality, since −j+ 1
2
≤ s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥[(〈k〉−(2j−1)Fu1) ∗ (〈k〉−(2j−1)Fu2)]∥∥l∞
k
L2τ
≤ C‖u1‖X1−2j,0‖u2‖Y 1−2j ≤ C‖u1‖X1−2j,0‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When |k1|
−2j < |k| ≤ 1, we consider cases (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: by using the Ho¨lder inequality and the Young inequality, since −j+ 1
2
≤
s ≤ − j
2
, we have that∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥|k|〈k〉s〈σ〉−1 [Fu1 ∗Fu2]∥∥l2
k
L1τ
≤ C
∥∥〈k〉s [〈k〉−jFu1 ∗ 〈k〉−jFu2]∥∥l2
k
L1τ
≤ C
∥∥[(〈k〉−jFu1) ∗ (〈k〉−jFu2)]∥∥l∞
k
L1τ
≤ C
2∏
j=1
‖〈k〉−jFuj‖l2
k
L1τ
≤ C
2∏
j=1
‖uj‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When (b) occurs: we consider |σ1| > 4max {|σ|, |σ2|} and |σ1| ≤ 4max {|σ|, |σ2|}, respec-
tively.
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When |σ1| > 4max {|σ|, |σ2|}, we have suppFu1 ⊂ D1 and Xs, 1
2
+ǫ →֒ Y
s, by using the
Ho¨lder inequality and the Young inequality, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k| 12j (〈k〉s〈σ〉 2j−12j Fu1
)
∗
(
〈k〉−s−2j+1Fu2
)∥∥∥
l2
k
L2τ
≤ C
∥∥∥(〈k〉s〈σ〉 2j−12j Fu1
)
∗
(
〈k〉−s−2j+1Fu2
)∥∥∥
l∞
k
L2τ
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖Y s .
When |σ1| ≤ 4max {|σ|, |σ2|}, we have that |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, if suppFuj ⊂ D1 with j = 1, 2, by using Xs, 1
2
+ǫ →֒ Y
s and the Young
inequality, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k| 12j 〈σ〉− 12+ǫ (〈k〉s〈σ〉 2j−12j Fu1
)
∗
(
〈k〉−s−2j+1Fu2
)∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈σ〉− 12+ǫ (〈k〉s〈σ〉 2j−12j Fu1
)
∗
(
〈k〉−s−2j+1Fu2
)∥∥∥
l2
k
L2τ
≤ C‖u1‖X
s,
2j−1
2j
‖u2‖X
s, 12j
≤ C
2∏
j=1
‖uj‖Zs;
if suppFuj ⊂ D2, by using Xs, 1
2
+ǫ →֒ Y
s and the Young inequality, since −j + 1
2
≤ s ≤
− j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥(〈k〉(1−2j)s−1〈σ〉s+1Fu1) ∗ (〈k〉−2s−2jFu2)∥∥X0,− 12+ǫ
≤ C ‖u1‖X(1−2j)s,s+1 ‖u‖X−2s−2j, s
j
+1
≤ C‖u1‖X(1−2j)s,s+1‖u2‖X−2s−2j, s
j
+1
≤ C
2∏
j=1
‖uj‖X(1−2j)s,s+1 ≤ C
2∏
j=1
‖uj‖Zs;
if suppFuj ⊂ D3, by using Xs, 1
2
+ǫ →֒ Y
s and the Young inequality, since −j + 1
2
≤ s ≤
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− j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥|k|〈σ〉− 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(〈k〉− sj−1〈σ〉 sj+1Fu1
)
∗
(
〈k〉−2s−2jFu2
)∥∥∥
X0,−
1
2+ǫ
≤ C ‖u1‖X−
s
j
−1, s
j
+1 ‖u‖X
−2s−2j, s
j
+1
≤ C‖u1‖X
−
s
j
−1,− s
j
−1
‖u2‖X
−2s−2j, s
j
+1
≤ C
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖Zs.
(4) Region Ω4. We consider cases (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: we consider case |σ| > 4max {|σ1|, |σ2|} and |σ| ≤ 4max {|σ1|, |σ2|} ,
respectively.
If |σ| > 4max {|σ1|, |σ2|}, then suppFuj ⊂ D1∪D2 with j = 1, 2 and supp [Fu1 ∗Fu2] ⊂
D2. In this case, by using Lemma 2.5, since −j +
1
2
≤ s ≤ − j
2
, we have that
∥∥Λ−1∂x(u1u2)∥∥Y s
≤ C
∥∥〈k〉s+1〈σ〉−1 [Fu1 ∗Fu2]∥∥l2
k
L1τ
≤ C
∥∥〈k〉s+1−2j |k1|−1 [Fu1 ∗Fu2]∥∥l2
k
L1τ
≤ C
∥∥[(〈k〉−2jFu1) ∗ (〈k〉sFu2)]∥∥l2
k
L1τ
≤ C‖〈k〉−2jFu1‖l1
k
L1τ
‖u2‖l2
k
L1τ
≤ C
2∏
j=1
‖uj‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ≤ 4max {|σ1|, |σ2|}, we have |σ| ∼ |σ1| or |σ| ∼ |σ2|.
When |σ| ∼ |σ1|, if supp [Fu1 ∗Fu2] ⊂ D2, by using the Young inequality, we have that
∥∥〈k〉s+1〈σ〉−1 [Fu1 ∗Fu2]∥∥l2
k
L1τ
≤
∥∥(〈k〉−2jFu1) ∗ (〈k〉sFu2)∥∥L2
k
l1τ
≤ C‖〈k〉−2jFu1‖l1
k
L2τ
‖u2‖Ys ≤ C
2∏
j=1
‖uj‖Zs;
if supp [Fu1 ∗Fu2] ⊂ D3, suppFu1 ⊂ D3, by using Lemma 2.3, since −j+
1
2
≤ s ≤ − j
2
,
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we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 1
2j
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤
∥∥∥(J− sj−1Λ sj+1u1)(J−s−(2j−1)u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X
−
s
j
−1, s
j
+1
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ∼ |σ2|, this case can be proved similarly to case |σ| ∼ |σ1|.
(b): |σ1| = max {|σ|, |σ1|, |σ2|} . If |σ1| > 4max {|σ|, |σ2|}, then suppFu1 ⊂ D3 and
suppFu2 ⊂ D1∪D2, In this case, by using Lemma 2.3, since −j+
1
2
≤ s ≤ − j
2
, we have
that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 12j
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(J− sj−1〈σ〉 sj+1u1)(Js−(2j−1)u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X
−
s
j
−1, s
j
+1
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs.
When |σ1| ≤ 4max {|σ|, |σ2|}, we have that |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to case |σ| = max {|σ|, |σ1|, |σ2|} .
When |σ1| ∼ |σ2|, we have suppFu1 ⊂ D3 and suppFu2 ⊂ D2
⋃
D3.
When suppFu2 ⊂ D2, by using Lemmas 2.5, 2.3, since −j +
1
2
≤ s ≤ − j
2
, we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 12j
≤ C
∥∥∥〈k〉s〈σ〉− 12j [(|k|Fu1) ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈k〉s+ 12+ǫ〈σ〉− 12j+ 12+ǫ [(|k|Fu1) ∗Fu2]
∥∥∥
l∞
k
L∞τ
≤ C
∥∥∥〈k〉s+j− 12j+(2j+2)ǫ ((|k|Fu1) ∗Fu2)
∥∥∥
l∞
k
l∞τ
≤ C
∥∥∥〈k〉−3s+1− 12j−3j+(2j+2)ǫ
∥∥∥
l∞
k
‖u1‖X
−
s
j
−1, s
j
+1
‖u2‖X(1−2j)s−1,s+1
≤ C
2∏
j=1
‖uj‖Zs.
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When suppFu2 ⊂ D3, by using Lemma 2.5, since −j +
1
2
≤ s ≤ − j
2
, we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 12j
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉− 12j+ 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l∞
k
L∞τ
≤ C
∥∥∥(〈k〉s+j+1− 12j+(2j+2)ǫFu1
)
∗Fu2
∥∥∥
l∞
k
l∞τ
≤ C
∥∥∥〈k〉−3s+1− 12j−3j+(2j+2)ǫ
∥∥∥
l∞
k
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖Zs.
(5) In region Ω5. In this region, we consider the case |k1| ≤ |k|
−2j and |k|−2j < |k1| ≤ 1,
respectively.
When |k1| ≤ |k|
−2j, by using Lemma 2.5, the Young inequality and Cauchy-Schwartz
inequality, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j Fu1) ∗ (〈k〉sFu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j Fu1
∥∥∥
l1
k
l2τ
‖u2‖Y s
≤ C‖Fu1‖l2nL2τ‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
When |k|−2j < |k1| ≤ 1. We consider cases (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: by using Lemma 2.5, the Young inequality and Cauchy-Schwartz
inequality, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j Fu1) ∗ (〈k〉sFu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j Fu1
∥∥∥
l1
k
l2τ
‖u2‖Y s
≤ C‖Fu1‖l2
k
L2τ
‖u2‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
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When (b) occurs: by using the Lemma 2.5, Young inequality and Cauchy-Schwartz
inequality, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j 〈σ〉 12j Fu1) ∗ (〈k〉sFu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j 〈σ〉 12j Fu1
∥∥∥
l1
k
l2τ
‖u2‖Y s
≤ C‖〈σ〉
1
2j Fu1‖l2
k
L2τ
‖u2‖Y s ≤ C‖u1‖X
0, 12j
‖u2‖Y s
≤ C
2∏
j=1
‖uj‖Zs.
When (c) occurs: by using Lemma 2.5, the Young inequality and Cauchy-Schwartz
inequality, since −j + 1
2
≤ s ≤ − j
2
, we have that
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Y s
≤ C
∥∥∥∥∥(1− ∂2x)−
1
2∂x(
2∏
j=1
uj)
∥∥∥∥∥
Xs
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥[(|k|− 12j Fu1) ∗ (〈k〉s〈σ〉 12j Fu2)
]∥∥∥
l2
k
L2τ
≤ C
∥∥∥|k|− 12j Fu1
∥∥∥
l1
k
l1τ
‖u2‖X
s, 12j
≤ C‖Fu1‖l2
k
L1τ
‖u2‖X
s, 1
2j
≤ C‖u1‖Y s‖u2‖X
s, 12j
≤ C
2∏
j=1
‖uj‖Zs.
(6)In region Ω6. This region can be proved similarly to Ω4.
(7)In region Ω7. This region can be proved similarly to Ω7.
(8)In region Ω8. We consider cases (a)-(c) of Lemma 2.7, respectively.
When (a) occurs: supp (Fu1 ∗Fu2) ⊂ D3. If |σ| > 4max {|σ1|, |σ2|}, then suppFuj ⊂
D1 ∪D2 with j = 1, 2. In this case, by using Lemmas 2.5, 2.3, since −j +
1
2
≤ s ≤ − j
2
,
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we have that
∥∥Λ−1∂x(u1u2)∥∥Y s
≤ C
∥∥〈k〉s+1〈σ〉−1(Fu1 ∗Fu2)∥∥l2
k
L1τ
≤ C
∥∥〈k〉s−2j(Fu1 ∗Fu2)∥∥l2
k
L1τ
≤ C‖〈k〉−2ju1‖L1
k
L1τ
‖〈k〉su1‖L2
k
L1τ
≤ C
2∏
j=1
‖uj‖Y s ≤ C
2∏
j=1
‖uj‖Zs.
If |σ| ≤ 4max {|σ1|, |σ2|} , we have |σ| ∼ |σ1| or |σ| ∼ |σ2|.
When |σ| ∼ |σ1|. In this case, supp (Fu1 ∗Fu2) ⊂ D3, by using Xs, 1
2
+ǫ →֒ Y
s, since
−j + 1
2
≤ s ≤ − j
2
, then we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥〈k〉s+1〈σ〉−1 (Fu1 ∗Fu2)∥∥l2
k
L2τ
≤ C
∥∥(〈k〉−2jFu1) ∗ (〈k〉sFu2)∥∥l2
k
L2τ
≤ C
∥∥∥[〈k〉− sj−1〈σ〉 sj+1Fu1
]
∗
[
〈k〉−s−4jFu2
]∥∥∥
l2
k
L1τ
≤ C‖u1‖X
−
s
j
−1, s
j
+1
‖〈k〉−s−4jFu2‖l1
k
L1τ
≤ C‖u1‖X
−
s
j
−1, s
j
+1
‖〈k〉sFu2‖l2
k
L1τ
≤ C
2∏
j=1
‖uj‖Zs.
When |σ| ∼ |σ2|, this case can be proved similarly to case |σ| ∼ |σ1|.
When (b) occurs: if |σ1| > 4max {|σ|, |σ2|} which yields suppFu1 ⊂ D3 and in this
case, supp [Fu1 ∗Fu2] ⊂ D1∪D2 and Fu2 ⊂ D1∪D2, by using Lemmas 2.5, 2.3, since
−j + 1
2
≤ s ≤ − j
2
, we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 12j
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j (Fu1 ∗Fu2)
∥∥∥
l2
k
L2τ
≤ C
∥∥∥(J− sj−1Λ sj+1u1)(J−s−(2j−1)u2)
∥∥∥
X
0,− 12j
≤ C‖u1‖X
−
s
j
−1, s
j
+1
‖u2‖X
s, 12
≤ C
2∏
j=1
‖uj‖Zs.
If |σ1| ≤ 4max {|σ|, |σ2|} , we have |σ1| ∼ |σ| or |σ1| ∼ |σ2|.
When |σ1| ∼ |σ|, this case can be proved similarly to |σ| = max {|σ|, |σ1|, |σ2|} .
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If |σ1| ∼ |σ2|, in this case, we can assume that |σ| ≤ C|k|
2j+1, since −j + 1
2
≤ s ≤ − j
2
and ǫ < 1
100j
, we have that
∥∥Λ−1∂x(u1u2)∥∥Y s ≤ C
∥∥Λ−1∂x(u1u2)∥∥Zs ≤ C ‖∂x(u1u2)‖Xs,− 12j
≤ C
∥∥∥〈k〉s+1〈σ〉− 12j [Fu1 ∗Fu2]
∥∥∥
l2
k
L2τ
≤ C
∥∥∥〈k〉s+ 32+ǫ〈σ〉− 12j+ 12+ǫ [Fu1 ∗Fu2]
∥∥∥
l∞
k
L∞τ
≤ C
∥∥∥(〈k〉s+j+1− 12j+(2j+2)ǫFu1
)
∗Fu2
∥∥∥
l∞
k
l∞τ
≤ C
∥∥∥〈k〉−3s+1− 12j−3j+(2j+2)ǫ
∥∥∥
l∞
k
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖X
−
s
j
−1, s
j
+1
≤ C
2∏
j=1
‖uj‖Zs.
We have completed the proof of Lemma 3.2.
Lemma 3.3. Let j ≥ 2 and −j + 1
2
≤ s ≤ − j
2
. Then
∥∥∥∥∥Λ−1∂x(
2∏
j=1
uj)
∥∥∥∥∥
Zs
≤ C
2∏
j=1
‖uj‖Zs, (3.3)
Proof. Combining Lemmas 3.1, 3.2 with the definition of Zs, we have that Lemma
3.3.
We have completed the proof of Lemma 3.3.
4. Proof of Theorem 1.1
Now we are in a position to prove Theorem 1.1. We define
Φ(u) = η(t)S(t)φ−
1
2
η(t)
∫ t
0
S(t− t
′
)η(t
′
)∂x(u
2)dt
′
,
B =
{
u ∈ Zs : ‖u‖Zs ≤ C‖φ‖Hs(T)
}
.
By using Lemmas 2.4, 2.6, 3.3, we have that
‖Φ(u)‖Zs ≤ ‖S(t)φ‖Zs +
∥∥∥∥−12η(t)
∫ t
0
S(t− t
′
)η(t
′
)∂x(u
2)dt
′
∥∥∥∥
Zs
≤ C1‖φ‖Hs(T) + C
∥∥η(t)∂x(u2)∥∥Zs ≤ C‖φ‖Hs(T) + C‖u‖2Zs.
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For u, v ∈ B, provided that ‖φ‖Hs(T) is sufficiently small, we derive that
‖Φ(u)− Φ(v)‖Zs
≤ C (‖u‖Zs + ‖v‖Zs) ‖u− v‖Zs
≤ 2C‖φ‖Hs(T)‖u− v‖Zs ≤
1
2
‖u− v‖Zs.
For large initial data, if u(x, t) is the solution to (1.1)-(1.2), then uµ(x, t) := µ
−2ju
(
x
µ
, t
µ2j
)
is the solution to
∂tuµ + (−1)
j+1∂2j+1x uµ +
1
2
∂x
[
(uµ)
2
]
= 0, (4.1)
uµ(x, 0) = µ
−2ju0
(
x
µ
)
, x ∈ T = R/2λµπ, (4.2)
since ‖uµ(x, 0)‖Hs ≤ Cµ
−2j+ 1
2
−s‖u0‖Hs , we take µ sufficiently large, then ‖uλ(x, 0)‖Hs is
sufficiently small, which is reduced to the case of small initial data.
The proof of the rest of Theorem 1.1 can be found in [11, 19], thus, we omit the
process.
We have completed the proof of Theorem 1.1.
5. Proof of Theorem 1.2
This section is devoed to presenting Theorem 1.2. Following the method of [4], it
suffices to derive that
‖A3(u0)‖H˙s ≤ C‖u0‖
3
H˙s
(5.1)
fails when s < −j + 1
2
, with j ≥ 2, j ∈ Z. where
A3(u0) = 2
∫ t
0
S(t− s)∂x(u1(s)A2(u0)(s),
u1(t) = S(t)u0,
A2(u0) =
∫ t
0
S(t− s)∂x
[
(u1(s))
2
]
ds.
Let
u0 = φN = N
−s (χN(k) + χ−N (k)) .
It is easily checked that ‖u0‖H˙s ∼ 1. By a direct computation, we derive that
FxA2(u0)(t) =
∑
k1 6=0,k 6=k1
k
eitp(k) − eitp(k1)+itp(k−k1)
q0(k1, k − k1)
Fxu0(k1)Fxu0(k − k1), (5.2)
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where
q0(k1, k − k1) = k
2j+1
1 + k
2j+1
2 − k
2j+1,
A3(u0) = 2
∑
k1 6=0
∑
k2 6=0
∑
k3 6=0
e(k1+k2+k3)x+ip(k1+k2+k3)t
(
−
1 − e−iq1t
q1
+
1− e−iq2t
q2
)
×
(k1 + k2 + k3)(k2 + k3)
q0(k2, k3)
3∏
j=1
Fxu0(kj),
and
q1 = k
2j+1
1 + k
2j+1
2 + k
2j+1
3 − k
2j+1,
q2 = k
2j+1
1 + (k2 + k3)
2j+1 − k2j+1.
Obviously, when k1 = −N and k2 = k3 = N, q2 does not vanish but q1 vanishes.
CN−2s−(2j−1) ≤ ‖A3(u0)‖H˙s ∼ 1. (5.3)
When s < −j + 1
2
, letting N → +∞ yields that the left hand side of (5.3) goes to +∞.
Thus, we obtain the contradiction.
We have completed the proof of Theorem 1.2.
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