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Abstract
We consider a system of real-valued spins interacting with each other through a mean-
field Hamiltonian that depends on the empirical magnetisation of the spins. The system
is subjected to a stochastic dynamics where the spins perform independent Brownian
motions. Using large deviation theory we show that there exists an explicitly computable
crossover time tc ∈ [0,∞] from Gibbs to non-Gibbs. We give examples of immediate
loss of Gibbsianness (tc = 0), short-time conservation and large-time loss of Gibbsianness
(tc ∈ (0,∞)), and preservation of Gibbsianness (tc = ∞). Depending on the potential,
the system can be Gibbs or non-Gibbs at the crossover time t = tc.
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1 Introduction and main results
1.1 Background
Gibbs states are mathematical tools to describe physical interacting particle systems. In the
lattice context, a Gibbs measure is a probability measure on the configuration space where
the conditional distributions inside a finite subset of the lattice, given that the configuration
outside this set is fixed, are described by a Gibbs specification, i.e., by a Boltzmann factor
depending on an absolutely summable interaction potential (see Georgii [11, Definition 2.9]).
When such systems evolve over time according to a stochastic dynamics, it may happen that
the time-evolved state no longer is Gibbs. This phenomenon was originally discovered and
described for heating dynamics by van Enter, Ferna´ndez, den Hollander and Redig [6]. In this
paper, a low-temperature Ising model is subjected to a high-temperature Glauber spin-flip
dynamics. The state remains Gibbs for short times, but becomes non-Gibbs after a finite
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time. If the magnetic field is zero, then Gibbsianness once lost is never recovered. But if the
magnetic field is non-zero and small enough, then Gibbsianness is recovered at later times.
By now results of this type are available for a variety of interacting particle systems,
both in the lattice setting and in the mean-field setting. Both for heating dynamics and
for cooling dynamics estimates are available on transition times, as well as characterisations
of the so-called bad configurations leading to non-Gibbsianness (i.e., the “points of essential
discontinuity of the conditional probabilities”). It has become clear that Gibbs-non-Gibbs
transitions are the rule rather than the exception. We refer the reader to the recent overview
by van Enter [5].
In many papers non-Gibbsianness is proved by looking at the evolving system at two
times, the initial time and the final time, and applying techniques from equilibrium statisti-
cal mechanics. This is a static approach that does not illuminate the relation between the
Gibbs-non-Gibbs phenomenon and the dynamical effects responsible for its occurrence. This
unsatisfactory situation was addressed in Enter, Ferna´ndez, den Hollander and Redig [7],
where possible dynamical mechanisms were proposed and a program was put forward to de-
velop a theory of Gibbs-non-Gibbs transitions in terms of large deviations for trajectories of
relevant physical quantities.
Ferna´ndez, den Hollander and Mart´ınez [9], [10], building on earlier work by Ku¨lske and Le
Ny [14] and Ermolaev and Ku¨lske [8], showed that this program can be fully carried out for the
Curie-Weiss model of Ising spins subjected to an infinite-temperature spin-flip dynamics, and
also for a Kac-type version of the Curie-Weiss model. The present paper extends these works
to systems of continuous spins that interact with each other through a general mean-field
interaction potential and perform independent Brownian motions. The fact that we consider
Brownian motions allows us to obtain a complete characterisation of passages from Gibbs to
non-Gibbs. The key notions of interest are good magnetisations and bad magnetisations in the
thermodynamic limit. Gibbsianness corresponds to having only good magnetisations, while
non-Gibbsianness corresponds to having at least one bad magnetisation.
1.2 Outline
The definition of Gibbs for mean-field models differs from that for lattice models because the
interaction depends on the size of the system and does not have a geometric structure. In
Section 1.3 we introduce the notions of a sequence of finite-volume mean-field Gibbs measures
with a potential, good magnetisations, bad magnetisations and sequentially Gibbs, and show
that a sequence of finite-volume mean-field Gibbs measures with a continuously differentiable
potential is sequentially Gibbs. In Section 1.4 we define the Brownian motion dynamics. We
show that a magnetisation α ∈ R is bad at time t if and only if the large deviation rate function
for the magnetisation at time 0 conditional on the magnetisation at time t being α has multiple
global minimisers. We further show that the system is sequentially Gibbs at time t if and only
if all magnetisations are good at time t. In Section 1.5 we show that a magnetisation α is bad
at time t if and only if the large deviation rate function for the trajectory of the magnetisation
conditional on hitting the value α at time t has multiple global minimisers. We further show
that different minimising trajectories are different at time 0. In Section 1.6 we show that
Gibbsianness can be classified in terms of the second difference quotient of the potential. With
the help of this classification we show that there exists a unique time tc ∈ [0,∞] at which the
system changes from Gibbs to non-Gibbs, and give a characterisation of tc in terms of the
potential associated with the starting measures. In Section 1.7 we give examples for which
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tc = 0, tc ∈ (0,∞) and tc = ∞. In Section 1.8 we discuss our results and indicate possible
future research. Proofs are given in Sections 2–5. Appendix A collects a few key formulas
that are needed along the way. Appendix B contains some background on proper weakly
continuous regular conditional probabilities.
1.3 Sequences of finite-volume mean-field Gibbs measures, Potential, Se-
quentially Gibbs
In this section we give the definition of a sequence of finite-volume mean-field Gibbs measures
(Definition 1.1), and of good/bad magnetisations and sequentially Gibbs sequences (Defini-
tion 1.2). We show that a sequentially Gibbs sequence has a weakly continuous specification
kernel (Lemma 1.3). We show that sequences of finite-volume mean-field Gibbs measures with
a continuously differentiable potential are sequentially Gibbs (Theorem 1.4).
In what follows, we write N = {1, 2, 3, . . . } and N≥2 = N \ {1}. For n ∈ N, B(Rn) denotes
the Lebesgue measurable subsets of Rn, and µN (v,A) denotes the normal distribution on B(Rn)
with mean vector v ∈ Rn and covariance matrix A ∈ Rn×n. We write In for the identity matrix
in Rn×n. For α ∈ R and ǫ > 0, B(α, ǫ) denotes the open ball of radius ǫ centered at α.
Definition 1.1. For n ∈ N, the empirical magnetisation mn : Rn → R is given by
mn(x1, . . . , xn) =
1
n
n∑
i=1
xi
(
(x1, . . . , xn) ∈ Rn
)
.(1.1)
For n ∈ N, let νn be a probability measure on B(Rn). Let V : R → [0,∞) be a Borel
measurable function. The sequence (νn)n∈N is called a sequence of finite-volume mean-field
Gibbs measures with potential V and reference measures (µN (0,In))n∈N when
νn(A) =
1
Zn
∫
Rn
1A(x) e
−n(V ◦mn)(x) dµN (0,In)(x) (A ∈ B(Rn), n ∈ N),(1.2)
where Zn ∈ (0,∞) is the normalizing constant.
Note that νn in (1.2) does not change when V is replaced by V + c for some c ∈ R. Therefore
our assumption that V ≥ 0 is equivalent to the assumption that V is bounded from below.
The model described in Definition 1.1 is an example of a mean-field model, where the
Hamiltonian (Hn(x) = n(V ◦mn)(x)) depends on the magnetisation (mn(x)) only. In general
the Hamiltonian of a mean-field model depends on the empirical mean (i.e., on “ 1n
∑n
i=1 δxi”),
but we restrict ourselves to the models in Definition 1.1.
Definition 1.2. For n ∈ N, let ρn be a probability measure on B(Rn), and let π(2:n) : Rn →
R
n−1 be defined by
π(2:n)(y1, . . . , yn) = (y2, . . . , yn)
(
(y1, . . . , yn) ∈ Rn
)
.(1.3)
Suppose that for every n ∈ N≥2 there exists a weakly continuous proper regular conditional
probability γn : R
n−1 × B(R)→ [0, 1] under ρn of the first spin given the other spins, i.e., γn
is the unique weakly continuous probability kernel for which
ρn (A×B) =
∫
Rn
1B(y2, . . . , yn) γn
(
(y2, . . . , yn), A
)
d
[
ρn ◦ π−1(2:n)
]
(y2, . . . , yn)(1.4)
(A ∈ B(R), B ∈ B(Rn−1)).
See Appendix B for precise definitions and properties of these objects.
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(a) α ∈ R is called a good magnetisation for the sequence (ρn)n∈N when there exists a prob-
ability measure γα : B(R)→ [0, 1] for which the sequence of measures (γn(vn−1, ·))n∈N≥2
weakly converges to γα for all sequences (vn−1)n∈N≥2 with vn−1 ∈ Rn−1 for which the
empirical magnetisation of vn converges to α, i.e., mn−1(vn−1)→ α.
(b) α ∈ R is called a bad magnetisation when it is not a good magnetisation.
(c) The sequence (ρn)n∈N is called sequentially Gibbs when all α ∈ R are good magnetisa-
tions.
The notion of Gibbs for a mean-field model was introduced by Ku¨lske and Le Ny [14, Definition
2.1] (see also Ku¨lske [13]) and is the same as our definition of sequentially Gibbs (even though
our definition of good magnetisation is slightly different).
The following lemma shows that, in the thermodynamic limit n → ∞, the probability
measure of the first spin given the magnetisation of the other spins is a transition kernel that
depends weakly continuously on the magnetisation of the other spins. This lemma will be
proved in Section 2.
Lemma 1.3. Let (ρn)n∈N be sequentially Gibbs. With the same notation as in Definition 1.2,
define γ : R × B(R) → [0, 1] by letting γ(α, ·) = γα. Then α 7→ γ(α, ·) is weakly continuous
and, consequently, γ is a transition kernel (called the specification kernel).
Our first main result, whose proof will be given in Section 3, shows that a sequence of finite-
volume mean-field Gibbs measures with a continuously differentiable potential is sequentially
Gibbs.
Theorem 1.4. Let (νn)n∈N be a sequence of finite-volume mean-field Gibbs measures with
potential V : R→ [0,∞).
(a) Define γn : R× B(R)→ [0, 1] by
γn(α,A) =
∫
R
1A(x)e
−nV (n−1
n
α+ x
n
)e−x2/2 dx∫
R
e−nV (
n−1
n
α+ x
n
)e−x2/2 dx
(α ∈ R, A ∈ B(R)).(1.5)
Then γn : R
n−1×B(R)→ [0, 1] defined by γn(v,A) = γn(mn−1(v), A) for v ∈ Rn−1 and
A ∈ B(R) is the weakly continuous proper conditional probability under νn of the first
spin given the other spins.
(b) If V is continuously differentiable on a neighbourhood of α ∈ R, then γn(αn, ·) converges
weakly (even strongly) to µN (−V ′(α),1) for all sequences (αn)n∈N that converge to α (in
particular, α is a good magnetisation for (νn)n∈N).
(c) If V is continuously differentiable, then (νn)n∈N is sequentially Gibbs.
In Section 1.7 we give an example of a non-differentiable potential for which (νn)n∈N is
a sequence of finite-volume mean-field Gibbs measures but not sequentially Gibbs (Example
1.17, where we write µn,0 instead of νn).
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1.4 Brownian motion dynamics
In this section we introduce the Brownian motion dynamics, give the essential tools for iden-
tifying good magnetisations (Lemma 1.5) and global minimisers of a certain tilted form of
the potential (Lemma 1.6), and show that a magnetisation is good if and only if the tilted
potential has a unique global minimiser (Theorem 1.7).
For n ∈ N, µn,0 represents the law of the n spins at time t = 0. We assume that (µn,0)n∈N
is a sequence of finite-volume mean-field Gibbs measures with potential V . Let µn,t be the
evolved law at time t ∈ (0,∞) when the n spins perform independent Brownian motions, i.e.,
µn,t(A) =
1
Zn
∫
Rn
pn(t, z, A) e
−n(V ◦mn)(z) dµN (0,In)(z) (A ∈ B(Rn))(1.6)
(recall (1.2)), where
pn(t, z, A) = µN (z,tIn)(A) = (2πt)
−n
2
∫
Rn
1A(y) e
− ‖y−z‖2
2t dy (z ∈ Rn, A ∈ B(Rn)).(1.7)
There exists a weakly continuous proper regular conditional probability γn,t under µn,t of
the first spin given the other spins for which γn,t(u, ·) = γn,t(v, ·) for all u, v ∈ Rn−1 with
mn−1(u) = mn−1(v) (a proof and an expression for γn,t are given in Appendix A). Therefore
we can determine whether or not (µn,t)n∈N is sequentially Gibbs by looking at the sequence
(γn,t)n∈N of probability kernels R×B(R)→ [0, 1], where γn,t(α, ·) = γn,t(v, ·) for all v ∈ Rn−1
and α ∈ R with mn−1(v) = α (an expression for γn,t is given in Appendix A and also in
(1.10)). This is formalized in the following lemma.
Lemma 1.5. Let t ∈ (0,∞). Then α ∈ R is a good magnetisation for (µn,t)n∈N if and only
if there exists a measure γα : B(R) → [0, 1] such that the sequence (γn,t(αn, ·))n∈N converges
weakly to γα for all sequences (αn)n∈N in R that converge to α.
The function ηn,t : R× B(R)→ [0, 1] defined for n ∈ N and t ∈ (0,∞) by
ηn,t(α,A) =
∫
R
1A(s) e
−n
[
V (s)+ s
2
2
+
(s−α)2
2t
]
ds∫
R
e−n
[
V (s)+ s
2
2
+
(s−α)2
2t
]
ds
(α ∈ R, A ∈ B(R)).(1.8)
is the weakly continuous proper regular conditional probability of the magnetisation at time
0 given the magnetisation at time t (see Appendix A). By den Hollander [12, Theorem III.17],
the sequence (ηn,t(α, ·))n∈N satisfies the large deviation principle with rate n and rate function
r 7→ V (r) + r
2
2
+
(r − α)2
2t
− inf
s∈R
[
V (s) +
s2
2
+
(s− α)2
2t
]
.(1.9)
(See Dembo and Zeitouni [2] or den Hollander [12] for background on large deviations.) With
this notation, γn,t can be written as (see Appendix A)
γn,t(α,B) =
∫
R
µN (s,t)(B) gn,t(α, s) dµN (0,1)(s)∫
R
gn,t(α, s) dµN (0,1)(s)
(α ∈ R, B ∈ B(R)),(1.10)
where gn,t : R
2 → R is given by
gn,t(α, s) =
∫
R
e−n[V (r+
1
n
(s−r))−V (r)] e−V (r) d[ηn−1,t(α, ·)] (r)∫
R
e−V (r) d[ηn−1,t(α, ·)] (r)
(α, s ∈ R).(1.11)
The following lemma will be proved in Section 4.
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Lemma 1.6. Let V ∈ C1(R, [0,∞)), t ∈ (0,∞) and α ∈ R.
(a) If (1.9) has a unique global minimiser q ∈ R, then there exists a µN (0,1)-integrable
function h : R→ [0,∞) such that
gn,t(αn, s)→ e−sV ′(q) (s ∈ R),(1.12)
gn,t(αn, s) ≤ h(s) (n ∈ N, s ∈ R),
for all sequences (αn)n∈N that converge to α.
(b) Let q1, q2 be the smallest, respectively, the largest global minimiser of (1.9). Then there
exists a µN (0,1)-integrable function h : R→ [0,∞), and sequences (α1n)n∈N and (α2n)n∈N
both converging to α, for which (1.12) holds with q = q1, αn = α
1
n and with q = q2,
αn = α
2
n, respectively.
In case (1.9) has multiple minimisers, Lemma 1.6(b) implies that there are sequences (α1n)n∈N
and (β2n)n∈N that in some sense “select” the smallest and the largest global minimiser of (1.9),
respectively. In the proof of Lemma 1.6 we will see that this is the case for α1n = α− 1√n and
α2n = α+
1√
n
.
Our second main result shows that sequentially Gibbs is equivalent to uniqueness of the
global minimiser of (1.9).
Theorem 1.7. Let V ∈ C1(R, [0,∞)). Then for every t ∈ (0,∞)
(a) α ∈ R is a good magnetisation for (µn,t)n∈N if and only if (1.9) has a unique global
minimiser.
(b) If α ∈ R is a good magnetisation for (µn,t)n∈N, then
γα(B) = µN (−V ′(q),1+t)(B) (B ∈ B(R)),(1.13)
where γα is the (limiting) probability measure as in Definition 1.2(a).
(c) (µn,t)n∈N is sequentially Gibbs if and only if (1.9) has a unique global minimiser for all
α ∈ R.
The claim in Theorem 1.7(a) follows from Lemma 1.6, (1.10) and Lebesgue’s Dominated
Convergence Theorem after we note that if q1, q2 ∈ R with q1 6= q2 are global minimisers of
(1.9), then V ′(q1)− V ′(q2) = (q2 − q1)(1 + t−1) 6= 0. By Lemma 1.6(a),
γα(B) =
∫
R
µN (s,t)(B)e−sV
′(q) dµN (0,1)(s)∫
R
e−sV ′(q) dµN (0,1)(s)
(B ∈ B(R)),(1.14)
from which it is easy to conclude Theorem 1.7(b). Theorem 1.7(c) is an immediate consequence
of Theorem 1.7(a).
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1.5 Trajectories of the magnetisation (Intermezzo)
In this section we consider the probability measure on the set of trajectories of the magneti-
sation between time 0 and time t. We show the equivalence of uniqueness of the minimising
magnetisation at time 0 and uniqueness of the minimising trajectory of the magnetisation
(Theorem 1.8). This characterises good and bad magnetisations in terms of the trajectory of
the magnetisation (Corollary 1.9).
By considering minimising trajectories instead of minimising initial points of the magneti-
sation, we obtain a better picture of the effects of the evolution. The name two-layer model
has been used for a description of the minimisation problem for the magnetisation at time
0 given the magnetisation at time t. As Section 1.6 will confirm, the optimisation problem
for the two-layer model is computationally easier. However, in contrast with obtaining the
function (1.9), obtaining the large deviation rate function for the two-layer model for more
general dynamics, e.g., independent diffusion processes, might not be so easy and the rate
function might not be given by an explicit formula like (1.9). For example, we took advantage
of the fact that the transition kernel for the Brownian motion over time t is given explicitly.
For more general diffusions this is not the case and we expect it to be necessary to consider the
large deviation rate function for the trajectories (with the goal to obtain an implicit formula
for the large deviation rate function for the two-layer model in terms of the more explicit
large deviation rate function for the trajectories, by means of the contraction principle). We
will show that for the case of independent Brownian motions the minimising problem for the
two-layer model and the minimising problem for the trajectories are equivalent by showing
that the minimising paths for the trajectories are fully determined by their initial point and
endpoint.
Let µn be the law on C([0,∞),Rn) of the paths of the independent Brownian motions
performed by the n spins with initial distribution µn,0. Thus, with P (x, ·) denoting the law
of the Brownian motion on C([0,∞),R) starting at x ∈ R and SC([0,∞),Rn) denoting the
Skorohod σ-algebra on C([0,∞),Rn), we have
µn(A) =
∫
Rn
(
n⊗
i=1
P (xi, ·)
)
(A) dµn,0(x1, . . . , xn) (A ∈ SC([0,∞),Rn)).(1.15)
Let t ∈ (0,∞). Let Qn,t : R × SC([0,t],R) → [0, 1] be the transition kernel where Qn,t(s, ·) is
the probability measure of a Brownian motion with variance 1n starting at s. We write mn
also for the function C([0, t],Rn)→ C([0, t],R) given by
mn
(
φ1, . . . , φn
)
=
1
n
n∑
i=1
φi,
(
(φ1, . . . , φn) ∈ C([0, t],Rn)
)
.(1.16)
Then Qn,t(s,A) = [⊗ni=1P (xi, ·)](π−1[0,t](m−1n (A))) for all A ∈ SC([0,t],R) and all s ∈ R and
x = (x1, . . . , xn) ∈ Rn with mn(x) = s, where π[0,t] : C([0,∞),Rn)→ C([0, t],Rn) is given by
π[0,t](φ) = φ|[0,t]. We have
µn ◦ π−1[0,t]
(
m−1n (A)
)
=
∫
R
Qn,t(s,A) d
[
µn,0 ◦m−1n
]
(s) (A ∈ SC([0,t],R)).(1.17)
Let πt : C([0, t],R)→ R be the projection on the endpoint of the path, i.e., πt(φ) = φ(t).
Theorem 1.8. Let t ∈ (0,∞).
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(a) For every n ∈ N there exists a weakly continuous proper regular conditional probability
ρn : R × SC([0,t),R) → [0, 1] under µn ◦ π−1[0,t] ◦m−1n given πt (given the endpoint of the
trajectory).
(b) For all α ∈ R, (ρn(α, ·))n∈N satisfies the large deviation principle (in C([0, t),R) equipped
with the uniform topology) with rate n and rate function C([0, t),R)→ [0,∞] given by
φ 7→
{
V (φ(0)) + 12φ(0)
2 + 12
∫ t
0 φ˙(s)
2 ds− Ct,α, if φ ∈ AC([0, t),R) and lims↑t φ(s) = α,
∞, otherwise,
(1.18)
where AC([0, t),R) is the set of absolutely continuous functions from [0, t] to R restricted
to [0, t), and Ct,α = infs0∈R V (s0) +
s20
2 +
(α−s0)2
2t .
(c) For every α ∈ R, (1.18) has a unique global minimiser if and only if (1.9) has a unique
global minimiser.
Proof. The proof of (a) and (b) is given in Appendix A. For (c) we only prove the ‘if’ impli-
cation. The function
L1([0, t],R) → [0,∞], g 7→
∫ t
0
g2(s) ds(1.19)
is strictly convex (on L2([0, t],R)), since 2ab < a2 + b2 for a, b ∈ R with a 6= b. Hence, for all
r ∈ R, the path ψ(s) = r + r−αt s for s ∈ [0, t] is the unique path that minimises
inf
φ∈AC([0,t],R),φ(0)=r,φ(t)=α
1
2
∫ t
0
φ˙2(s) ds.(1.20)
In particular (1.20) equals (r−α)
2
2t . Hence the infimum of (1.18) over all paths φ ∈ C([0, t),R)
with φ(0) = r is equal to (1.9).
As a consequence of Theorem 1.8, we can refine the result of Theorem 1.7.
Corollary 1.9. Let V ∈ C1(R, [0,∞)). Then for every t ∈ (0,∞):
(a) For α ∈ R the following are equivalent:
(a1) α ∈ R is a good magnetisation for (µn,t)n∈N,
(a2) (1.9) has a unique global minimiser,
(a3) (1.18) has a unique global minimiser.
(b) The following are equivalent:
(b1) (µn,t)n∈N is sequentially Gibbs,
(b2) (1.9) has a unique global minimiser for all α ∈ R,
(b3) (1.18) has a unique global minimiser for all α ∈ R.
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1.6 Uniqueness of the minimisers of the rate function
In this section we give a necessary and sufficient condition in terms of the second difference
quotient of V (Definition 1.10) to have uniqueness of the global minimisers of (1.9) (Theo-
rem 1.11 and Corollary 1.12). From this condition it follows that Gibbsianness can never be
recovered once it is lost.
Definition 1.10. Let f : R→ R. The second difference quotient of f is the function
Φ2f : {(x, y, z) ∈ R3 : x < y < z} → R,(1.21)
(x, y, z) 7→ 1
z − x
(
f(z)− f(y)
z − y −
f(y)− f(x)
y − x
)
.
Our third main result, whose proof will be given in Section 5, is the following classification
of Gibbsianness.
Theorem 1.11. Let V : R → [0,∞) be lower semicontinuous. Fix t ∈ (0,∞). There exists
an α ∈ R for which (1.9) has multiple global minimisers if and only if Φ2V 6> −1+t2t , i.e., if
and only if there exist a, b, c ∈ R with a < b < c for which Φ2V (a, b, c) ≤ −1+t2t . Consequently,
there exists a crossover time tc ∈ [0,∞] such that (µn,t)n∈N is sequentially Gibbs for t ∈ (0, tc)
and not sequentially Gibbs for t ∈ (tc,∞).
At t = tc, (µn,t)n∈N may be sequentially Gibbs or not sequentially Gibbs. Both scenar-
ios are possible (see Example 1.14). Theorem 1.7(c) together with Theorem 1.11 yield the
following.
Corollary 1.12. Let V ∈ C1(R, [0,∞)). Fix t ∈ (0,∞). For all α ∈ R, (1.9) has a unique
global minimiser if and only if Φ2V > −1+t2t . Consequently, the following scenarios occur
(where M ∈ (12 ,∞)):
(a) (µn,t)n∈N is sequentially Gibbs
(a1) for t ∈ (0,∞) when Φ2V ≥ −12 ,
(a2) for t ∈ (0, (M − 12 )−1) when Φ2V ≥ −M ,
(a3) for t ∈ (0, (M − 12 )−1] when Φ2V > −M .
(b) (µn,t)n∈N is not sequentially Gibbs
(b1) for t ∈ ((M − 12 )−1,∞) when Φ2V 6≥ −M ,
(b2) for t ∈ [(M − 12 )−1,∞) when Φ2V 6> −M ,
(b3) for t ∈ (0,∞) when Φ2V is not bounded from below.
Note that if V is convex, then (µn,t)n∈N is sequentially Gibbs for all t ∈ (0,∞). We will
see at the end of Section 5 that if V ∈ C2(R, [0,∞)), then (a1),(a2) and (b1),(b2) hold with
Φ2V replaced by V
′′.
1.7 Examples
In this section we give examples of continuously differentiable potentials for each of the sce-
narios described in Corollary 1.12 (Examples 1.13–1.16).
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Example 1.13. [Polynomial potentials: tc ∈ (0,∞], sequentially Gibbs at t = tc]
Let m ∈ N, a2m ∈ (0,∞), a2m−1, . . . , a2, a1 ∈ R. Let a0 ∈ R be such that
V : R→ R, r 7→ a2mr2m + a2m−1r2m−1 + · · · a1r1 + a0(1.22)
satisfies V ≥ 0. Since V ′′ is a polynomial of even degree, it is bounded from below, say
V ′′ ≥ −M for some M ∈ (0,∞). Hence, if V is such a polynomial, then the crossover time tc
is strictly positive, i.e., tc ∈ (0,∞]. For example, for the potentials V (r) = 0, V (r) = r2 and
V (r) = r4− 12r2+1, (µn,t)n∈N is sequentially Gibbs for all t ∈ [0,∞), while for the potentials
V (r) = r4 − 4r2 + 3 and V (r) = (r2 − 9)2 there exists a tc ∈ (0,∞) for which (µn,t)n∈N is
sequentially Gibbs for t ∈ [0, tc) and not sequentially Gibbs for t ∈ (tc,∞).
If m = 1, then Φ2V = a1 > 0. Hence tc =∞ by Corollary 1.12.
If m ≥ 2, then V ′′ is a polynomial of even degree at least 2. Hence, if β = −12 infr∈R V ′′(r),
then the set {r ∈ R : V ′′(r) = −2β} is finite. By Lemmas 5.9–5.10, we therefore have that
Φ2V > −β and Φ2 6≥ −M for all M < β. So if β ∈ (−∞, 12 ], then tc =∞, while if β ∈ (12 ,∞),
then tc = (β − 12 )−1 and (µn,t)n∈N is sequentially Gibbs for t = tc by Corollary 1.12.
Example 1.14. [Other potentials: tc ∈ (0,∞], sequentially Gibbs at t = tc]
Consider the potential V (r) = 2β(1 + cos r) for some β ∈ (0,∞). Then V ′′ ≥ −2β and
V ′′ 6≥ −M , and hence Φ2V ≥ −β and Φ2V 6≥ −M for M < β (see Lemma 5.9). So, for
β ∈ (0, 12 ] we have tc = ∞, while for β ∈ (12 ,∞) we have tc = (β − 12)−1 by Corollary 1.12.
Moreover, if β ∈ (12 ,∞), then by Lemma 5.10 it follows that Φ2V > −β, and hence (µn,t)n∈N
is sequentially Gibbs for t = tc.
In the previous two examples the sequence (µn,t)n∈N is sequentially Gibbs at t = tc. This
is not always the case, as we show in Example 1.15 below.
Example 1.15. [Other potentials: tc ∈ (0,∞], not sequentially Gibbs at t = tc]
Let g : R→ R be given by
g(r) =
{
e
− 1
|r|−1
+|r|−1
r ∈ (−∞,−1) ∪ (1,∞),
0 r ∈ [−1, 1].
(1.23)
Because
d
dr
e−
1
r
+r = (1 + r−2)e−
1
r
+r (r ∈ (0,∞)),(1.24)
by L’Hoˆpital’s rule limr↓0 ddre
− 1
r
+r = 0 = limr↑0 ddr0. Hence g ∈ C1(R, [0,∞)). Furthermore
d2
dr2
e−
1
r
+r = r−4(1− 2r + 2r2 + r4)e− 1r+r ≥ 0 (r ∈ (0,∞)).(1.25)
So g is a convex function with Φ2g ≥ 0 (see Lemma 5.4) and Φ2g|[−1,1] = 0. Hence Φ2g 6> 0.
Note also that limr→∞ r−2e−
1
r
+r =∞ by L’Hoˆpital’s rule. Therefore, for all β ∈ (0,∞),
lim
|r|→∞
g(r)− 2βr2 =∞.(1.26)
Let β ∈ (0,∞) and consider V ∈ C1(R, [0,∞)) given by
V (r) = g(r)− βr2 − Cβ (r ∈ R),(1.27)
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where Cβ = infs∈R g(s) − βs2 (which exists because of (1.26)). By Lemma 5.9, Φ2V ≥ −β
and Φ2V |[−1,1] = −β and thus also Φ2V 6> −β. So, for β ∈ (0, 12 ] we have tc = ∞, while
for β ∈ (12 ,∞) we have tc = (β − 12)−1 and (µn,t)n∈N is not sequentially Gibbs for t = tc by
Corollary 1.12.
Example 1.16. [Other potentials: tc = 0]
Consider the potential V (r) = 1− cos(r2). Then
V ′(r) = 2r sin(r2) (r ∈ R),(1.28)
V ′′(r) = 2
[
2r2 cos(r2)− sin(r2)] (r ∈ R),
V ′′(±
√
πk) = (−1)k4πk (k ∈ N).
Hence V ′′ 6≥ −M for all M ∈ (0,∞), and hence (µn,t)n∈N is sequentially Gibbs for t = 0 but
not for t ∈ (0,∞) (see Corollary 1.12).
We end with an example of a sequence of finite-volume mean-field Gibbs measures that is
not sequentially Gibbs.
Example 1.17. [A sequence of finite-volume mean-field Gibbs measures that is not
sequentially Gibbs]
Let V ∈ C(R, [0,∞)) be given by V (r) = |r| for r ∈ R. Then (µn,0)n∈N is a sequence of
finite-volume mean-field Gibbs measures, but it is not sequentially Gibbs as we will show.
Indeed, for all sequences (αn)n∈N,∫
R
1A(r)e
−nV (n−1
n
αn+
r
n
)e−
r2
2 dr (A ∈ B(R)).(1.29)
= e(n−1)αn
∫ −(n−1)αn
−∞
1A(r)e
− r2
2
+r dr + e−(n−1)αn
∫ ∞
−(n−1)αn
1A(r)e
− r2
2
−r dr.
If αn ≥ 0, then by substitution we get (using
∫ 0
−∞ e
− 1
2
r2 dr =
√
pi
2 ):
e(n−1)αn
∫ −(n−1)αn
−∞
e−
r2
2
+r dr ≤
∫ 0
−∞
e−
(r−(n−1)αn)
2
2
+r dr ≤
√
π
2
e−
1
2
((n−1)αn)2 .(1.30)
Hence, if αn = (n− 1)− 12 for n ≥ 2, then αn ↓ 0, (n− 1)αn →∞ and, for A ∈ B(R),
0 ≤ lim
n→∞ e
2(n−1)αn
∫ −(n−1)αn
−∞
1A(r)e
− r2
2
+r dr ≤ lim
n→∞
√
π
2
e(n−1)αn(1−
1
2
(n−1)αn) = 0,(1.31)
and hence (γn as in (1.5))
lim
n→∞ γn(αn, A) = limn→∞
e2(n−1)αn
∫ −(n−1)αn
−∞ 1A(r)e
− r2
2
+r dr +
∫∞
−(n−1)αn 1A(r)e
− r2
2
−r dr
e2(n−1)αn
∫ −(n−1)αn
−∞ e
− r2
2
+r dr +
∫∞
−(n−1)αn e
− r2
2
−r dr
(1.32)
= µN (−1,1)(A) (A ∈ B(R)).
Similarly, if αn = −(n − 1)− 12 for n ≥ 2, then αn ↑ 0, (n − 1)αn → −∞ and γn(αn, A) →
µN (1,1)(A) for A ∈ B(R). From this we conclude that (µn,0)n∈N is not sequentially Gibbs.
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1.8 Discussion
1. If V has a power series expansion V (x) =
∑
k∈N Jkx
k, x ∈ R, then
−n(V ◦mn)(x1, . . . , xn) = −
∑
k∈N
Jk
nk−1
n∑
i1,...,ik=1
k∏
j=1
xij ,(1.33)
i.e., the system with n spins has a mean-field k-spin interaction of strength Jk/n
k−1 for k ∈ N.
The special case with Jk ≥ 0 for all k ∈ N is called the ferromagnetic model.
2. Redig and Wang [17] analysed our model for a restricted class of potentials. Short-
time Gibbsianness (i.e., the time-evolved state is Gibbs up to a strictly positive time) was
proved under the condition that the second derivative of the potential exists and is bounded
from below. Several scenarios of Gibbs-non-Gibbs transitions were discussed. Our paper
considers a very general class of positive potentials and provides the precise connection between
bifurcation of minimising trajectories and loss of Gibbsianness.
3. Our paper contains the first example of an initial Gibbs state and a stochastic dynamics
for which there is immediate loss of Gibbsianness. For all the models that were considered in
the literature so far, short-time Gibbsianness occurs. See e.g. [3], [6], [9], [15], [16].
4. In case the independent Brownian motions are replaced by independent Ornstein-Uhlenbeck
processes, we get
r 7→ V (r) + r
2
2
+
(etr − α)2
e2t − 1 − infs∈RV (s) +
s2
2
+
(ets− α)2
e2t − 1(1.34)
instead of (1.9) (cf. [17, Eq. (25)]), and so we obtain completely analogous results (in Corol-
lary 1.12 the condition Φ2V > −1+t2t is replaced by Φ2V > −(e2t − 1)−1). In a forthcoming
paper we will investigate what happens when the independent Brownian motions are replaced
by independent diffusions.
5. For n ∈ N and t > 0, we can write µn,t as (compare with (1.2))
µn,t(A) =
1
Zn
∫
Rn
1A(x) e
−n(Vn,t ◦mn)(x) dµN (0,(1+t)In)(x) (A ∈ B(Rn))(1.35)
with
Vn,t(r) = − 1
n
log
[∫
R
e−nV (s) dµN ( r
1+t
, t
n(1+t)
)(s)
]
(r ∈ R)(1.36)
(see (A.11) in Appendix A). The sequence
(1.37)
(
µN ( r
1+t
, t
n(1+t)
)
)
n∈N
satisfies the large deviation principle with rate n and rate function s 7→ 12(s − r1+t)2
(
1+t
t
)
.
Therefore, by Varadhan’s Lemma (see den Hollander [12, Theorem III.13]),
lim
n→∞Vn,t(r) = infs∈R
[
V (s) + 12
(
s− r
1 + t
)2(1 + t
t
)]
(r ∈ R).(1.38)
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Note that, in the context of Definition 1.1, we are interested in the behaviour of µn for large
n only. Therefore, looking back at Definition 1.1, we may generalise the notion of a sequence
of finite-volume mean-field Gibbs measures with potential V , namely replacing V in (1.2) by
a sequence of potentials (Vn)n∈N that converges to V in an appropriate sense. Then (µn,t)n∈N
becomes a “generalised” sequence of finite-volume mean-field Gibbs measures with (limiting)
potential Vt(r) = limn→∞ Vn,t(r) as given in (1.38). It is then interesting to investigate how
the regularity of Vt is related to the sequentially Gibbs property of the sequence (µn,t)n∈N
(compared to Theorem 1.4(c)).
2 Proof of Lemma 1.3
Lemma 2.1. Let (X , dX ) and (Y, dY ) be metric spaces. Let fn : X → Y for n ∈ N and
suppose that there exists an f : X → Y such that, for all x ∈ X and for all sequences (xn)n∈N
in X with xn → x we have fn(xn)→ f(x). Then f is continuous.
Proof. The proof is elementary. Let (xn)n∈N be a sequence in X that converges to an element
x ∈ X . We first prove that fkn(xn)→ f(x) for all strictly increasing sequences (kn)n∈N in N.
To that end, define the sequence (ym)m∈N in X by putting ym = x for m ∈ N \ {kn : n ∈ N}
and ykn = xn for n ∈ N. Then ym → x, hence fm(ym) → f(x), in particular, fkn(xn) =
fkn(ykn) → f(x). Since fk(xn) k→∞−−−→ f(xn) for all n ∈ N, we can find a strictly increasing
sequence (kn)n∈N for which dY(fkn(xn), f(xn)) <
1
n for all n ∈ N. Hence dY(f(xn), f(x)) ≤
dY(fkn(xn), f(xn)) + dY(fkn(xn), f(x))→ 0.
Proof of Lemma 1.3. The proof of weak continuity of the map α 7→ γ(α, ·) is an adaptation
of the proof of Lemma 2.1. Weak continuity of the map α 7→ γ(α, ·) implies continuity of the
maps α 7→ ∫
R
f(x) d[γ(α, ·)](x) for f ∈ Cb(R). For open A ∈ B(R) there exists a sequence
(fn)n∈N in Cb(R) with fn ↑ 1A (point wise). It follows that
∫
R
fn(x) d[γ(α, ·)](x) ↑ γ(α,A)
for all α ∈ R and open A, and so α 7→ γ(α,A) is measurable for all A ∈ B(R) (since the open
sets generate the Borel sigma-algebra).
3 Proof of Theorem 1.4
Proof of Theorem 1.4. It is not hard to check that γn is a regular conditional probability
under ρn of the first coordinate given the magnetisation of the other coordinates. To see that
γn is proper and weakly continuous, we refer to Appendix B. Let (αn)n∈N be a sequence that
converges to α. Let δ > 0 be such that V is continuously differentiable on B(α, 2δ). Then, by
the mean value theorem,
lim
n→∞1[−nδ,nδ](y)1A(y)e
−n[V (αn+ yn )−V (αn)] = 1A(y)e−yV
′(α) (y ∈ R, A ∈ B(R)).(3.1)
Let N ∈ N be such that αn ∈ B(α, δ) for all n ≥ N . Then, by the mean value theorem,
e−n[V (αn+
y
n
)−V (αn)] ≤ esups∈B(α,2δ) |V ′(s)||y| (y ∈ [−nδ, nδ], n ≥ N).(3.2)
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Since y 7→ esups∈B(α,2δ) |V ′(s)||y| is µN (0,1)-integrable, Lebesgue’s Dominated Convergence The-
orem implies
lim
n→∞
∫
[−nδ,nδ]
1A(y) e
−n[V (αn+ yn )−V (αn)]e−y
2/2 dy =
∫
R
1A(y) e
−yV ′(α) e−y
2/2 dy
(
A ∈ B(R)).
(3.3)
Furthermore (because n ≤ en, n2 = n(n− 1) + n and V ≥ 0)∫
[−nδ,nδ]c
e−n[V (αn+
y
n
)−V (αn)]e−y
2/2 dy = n
∫
[−δ,δ]c
e−n[V (αn+z)−V (αn)]e−n
2z2/2 dz(3.4)
≤ n
∫
[−δ,δ]c
enV (αn)e−n
2z2/2 dz ≤ e−n[n−12 δ2−(V (αn)+1)]
∫
[−δ,δ]c
e−nz
2/2 dz,
where the last term converges to 0 as n→∞. So, by (3.3) – (3.4),∫
R
1A(y) e
−n[V (αn+ yn )−V (αn)] e−y
2/2 dy →
∫
R
1A(y) e
−yV ′(α)e−y
2/2 dy
(
A ∈ B(R)),(3.5)
and hence, by (1.5), limn→∞ γn(αn, A) = µN (−V ′(α),1)(A) for all A ∈ B(R), i.e., (γn(αn, ·))n∈N
converges strongly (and hence weakly) to µN (−V ′(α),1).
4 Proof of Lemma 1.6
Section 4.1 contains two preparatory lemmas (Lemmas 4.1–4.2) that provide estimates on gn,t
in (1.11). These lemmas will be needed in Section 4.2 to give the proof.
4.1 Two preparatory lemmas
Define It,α : R→ [0,∞) for t ∈ (0,∞) and α ∈ R by
It,α(r) = V (r) +
(
r − α
1 + t
)2 1 + t
2t
(r ∈ R).(4.1)
Note that r 7→ It,α(r)− infs∈R It,α(s) is equal to (1.9). Hence (see (1.8))
ηn,t(α,A) =
∫
R
1A(s) e
−nIt,α(s) ds∫
R
e−nIt,α(s) ds
(
α ∈ R, A ∈ B(R), n ∈ N, t ∈ (0,∞)).(4.2)
Lemma 4.1. For every t ∈ (0,∞) there exists an L > 0 such that, for all n ∈ N≥2,
gn,t(α, s) ≤ Le−
α
t
s+ 1
4
s2Gt(n, α) (α, s ∈ R),(4.3)
where Gt : N× R→ R is given by
Gt(n, α) =
∫
R
e(
1+t
t )
2
z2e−nV (z)e−(n−1)(z−
α
1+t)
2 1+t
2t dz∫
R
e−nV (r)e−(n−1)(r−
α
1+t)
2 1+t
2t dr
(n ∈ N, α ∈ R).(4.4)
Consequently, if for a bounded sequence (αn)n∈N in R the sequence (Gt(n, αn))n∈N is bounded
as well, then there exists a µN (0,1)-integrable function h : R→ [0,∞) for which, for all n ∈ N,
gn,t(αn, s) ≤ h(s) (s ∈ R).(4.5)
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Proof. After some elementary computations (see (A4) in Appendix A), we may rewrite (1.11)
as
gn,t(α, s) =(4.6)
n
n− 1e
−α
t
s
∫
R
e[−2z
2+2(s+ α
1+t
)z− 1
n−1
(z−s)2] 1+t2t e−nV (z)e−(n−1)(z−
α
1+t)
2 1+t
2t dz∫
R
e−nV (r)e−(n−1)(r−
α
1+t)
2 1+t
2t dr
(α, s ∈ R).
Since −z2 + 2 α1+tz = −(z − α1+t)2 + ( α1+t)2 and 1+tt sz ≤ 14s2 + (1+tt )2z2, we get
gn,t(α, s) ≤ 2e(
α
1+t)
2
e−
α
t
se
1
4
s2
∫
R
e(
1+t
t )
2
z2e−nV (z)e−(n−1)(z−
α
1+t)
2 1+t
2t dz∫
R
e−nV (r)e−(n−1)(r−
α
1+t)
2 1+t
2t dr
(α, s ∈ R),(4.7)
which yields (4.3). The claim in (4.5) follows from (4.3) because s 7→ Lel|s|+ 14 s2 is µN (0,1)-
integrable for all l ∈ R.
Lemma 4.2. Let V ∈ C1(R, [0,∞)) and t ∈ (0,∞). For all q, s, α ∈ R, all sequences (αn)n∈N
with αn → α and all ǫ > 0, there exist δ > 0, N ∈ N and M > 0 such that for all n ≥ N ,∣∣∣gn,t(αn, s)− e−sV ′(q)∣∣∣ ∨ ∣∣∣Gt(n, αn)− e( 1+tt )2q2∣∣∣
≤ ǫ+M
∫
B(q,δ)c e
2( 1+tt )
2
(r−αn)2e−(n−1)V (r)∧V (r+
1
n
(s−r))e−(n−1)(r−
αn
1+t
)2
(1+t)
2t dr∫
B(q,δ) e
−V (r)e−(n−1)
[
V (r)+(r− αn
1+t
)2
(1+t)
2t
]
dr
,
(4.8)
where Gt(n, α) is as in (4.4).
Proof. Let q, s, α ∈ R, let (αn)n∈N be a sequence in R with αn → α, and let ǫ > 0. Let δ > 0
be such that∣∣∣e−sV ′(q) − e−sV ′(r)∣∣∣ < ǫ, ∣∣∣e( 1+tt )2r2 − e( 1+tt )2q2∣∣∣ < ǫ (r ∈ B(q, 2δ)).(4.9)
Let N ∈ N be such that |s|+|q|+δN < δ. By the Mean Value Theorem, we have
sup
r∈B(q,δ)
∣∣∣e−n(V (r+ 1n (s−r))−V (r)) − e−sV ′(q)∣∣∣ < ǫ (n ≥ N).(4.10)
Hence ∫
R
∣∣∣∣e−n
[
V (r+ 1
n
(s−r))−V (r)
]
− e−sV ′(q)
∣∣∣∣ e−V (r)e−(n−1)
[
V (r)+(r− αn1+t)
2 (1+t)
2t
]
dr(4.11)
≤ ǫ
∫
B(q,δ)
e−(n−1)
[
V (r)+(r− αn1+t)
2 (1+t)
2t
]
dr
+ e−sV
′(q)
∫
B(q,δ)c
e−(n−1)
[
V (r)+(r− αn1+t)
2 (1+t)
2t
]
dr
+
∫
B(q,δ)c
e−(n−1)
[
V (r+ 1
n
(s−r))+(r− αn1+t)
2 (1+t)
2t
]
dr
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and ∫
R
∣∣∣e( 1+tt )2r2 − e( 1+tt )2q2∣∣∣ e−V (r)e−(n−1)[V (r)+(r− αn1+t)2 (1+t)2t ] dr(4.12)
≤ ǫ
∫
B(q,δ)
e−(n−1)
[
V (r)+(r− αn1+t)
2 (1+t)
2t
]
dr
+ e(
1+t
t )
2
q2
∫
B(q,δ)c
e−(n−1)
[
V (r)+(r− αn1+t)
2 (1+t)
2t
]
dr
+
∫
B(q,δ)c
e(
1+t
t )
2
r2e−(n−1)
[
V (r+ 1
n
(s−r))+(r− αn1+t)
2 (1+t)
2t
]
dr.
Because e−(n−1)V (r) ∨ e−(n−1)V (r+ 1n (s−r)) ≤ e−(n−1)[V (r)∧V (r+ 1n (s−r))], we obtain∣∣∣gn,t(αn, s)− e−sV ′(q)∣∣∣ ∨ ∣∣∣Gt(n, αn)− e( 1+tt )2q2∣∣∣
≤ ǫ+K
∫
B(q,δ)c e
( 1+tt )
2
r2e
−(n−1)
[
V (r)∧V (r+ 1n (s−r))+(r− αn1+t )2
(1+t)
2t
]
dr∫
B(q,δ) e
−V (r)e−(n−1)
[
V (r)+(r− αn
1+t
)2
(1+t)
2t
]
dr
(4.13)
with K = e−sV ′(q) + e(
1+t
t )
2
q2 + 1 (see (A.15) in Appendix A). Because r2 ≤ 2
(
r − αn1+t
)2
+
2
(
αn
1+t
)2
and (αn)n∈N is bounded, we get (4.8).
4.2 Proof of Lemma 1.6
In the proof we use the identity
(
r − αn
1 + t
)2 1 + t
2t
=
(
r − α
1 + t
)2 1 + t
2t
+
1
t
(
r − α
1 + t
)
(α − αn) + (α− αn)
2
2t(1 + t)
,(4.14)
which implies
It,αn(r) = It,α(r) +
1
t
(
r − α
1 + t
)
(α− αn) + (α− αn)
2
2t(1 + t)
.(4.15)
Proof of Lemma 1.6. Let s, q ∈ R be the smallest global minimiser of (1.9), i.e.,
q = inf
{
r ∈ R : It,α(r) = inf
s∈R
It,α(s)
}
.(4.16)
(A similar argument works for the largest global minimiser.) By Lemmas 4.1–4.2 it suffices
to show that, for all δ > 0,
∫
B(q,δ)c e
2( 1+tt )
2
(r− αn1+t)
2
e
−(n−1)
[
V (r)∧V (r+ 1n (s−r))+(r− αn1+t )2
(1+t)
2t
]
dr∫
B(q,δ) e
−V (r)e−(n−1)
[
V (r)+(r− αn
1+t
)2
(1+t)
2t
]
dr
→ 0.(4.17)
For Part (b) we need to consider a particular sequence (αn)n∈N in R converging to α, while
for Part (a) we need to consider all sequences (αn)n∈N converging to α. In both cases, for
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δ > 0 we provide a sequence (cn)n∈N in R for which we check the following three steps, which
together yield (4.17):
Step 1: Find R > 0, C1 > 0 and N1 ∈ N for which∫
B(0,R)c
e2(
1+t
t )
2
(r−αn)2e−(n−1)
[
V (r)∧V (r+ 1n (s−r))+(r− αn1+t )2
(1+t)
2t
−cn
]
dr ≤ C1 (n ≥ N1).(4.18)
Step 2: Find C2 > 0 and N2 ∈ N for which
∫
B(q,δ)c∩B(0,R)
e2(
1+t
t )
2
(r−αn)2e−(n−1)
[
V (r)∧V (r+ 1n (s−r))+(r− αn1+t)
2 1+t
2t
−cn
]
dr ≤ C2 (n ≥ N2).
(4.19)
Step 3: Find N3 ∈ N and a sequence (Γn)n∈N with Γn →∞ for which∫
B(q,δ)
e−V (r)e−(n−1)
[
V (r)+(r− αn
1+t
)2 (1+t)
2t
−cn
]
dr ≥ Γn (n ≥ N3).(4.20)
Abbreviate
c = It,α(q) = inf
r∈R
It,α(r) ∈ [0,∞).(4.21)
• Step 1 for (a) and (b). For all bounded sequences (αn)n∈N (in particular those that
converge to α) there exists an R > 0 such that(
r − αn
1 + t
)2 1
2t
> c+ 1 (r ∈ B(0, R)c, n ∈ N).(4.22)
Therefore, for all sequences (cn)n∈N in R with cn ≤ c+ 1 for all n ∈ N,
V (r) ∧ V
(
r +
1
n
(s− r)
)
+
(
r − αn
1 + t
)2 1 + t
2t
> cn +
(
r − αn
1 + t
)2 1
2
,(4.23)
(r ∈ B(0, R)c, n ∈ N).
Let N1 ∈ N be such that N1 − 1 > 4(1+tt )2 + 1. Then∫
B(0,R)c
e2(
1+t
t )
2
(r− αn1+t)
2
e−(n−1)
[
V (r)∧V (r+ 1n (s−r))+(r− αn1+t)
2 1+t
2t
−cn
]
dr(4.24)
≤
∫
R
e
(
4( 1+tt )
2−(n−1)
)
(r− αn1+t)
2 1
2 dr ≤
∫
R
e−(r−
αn
1+t)
2 1
2 dr =
√
2π (n ≥ N1).
• Step 2 for (a). Because limr→±∞ It,α(r) =∞, It,α is continuous and It,α attains its global
minimum at q, there exists a ρ ∈ (0, 15) for which
It,α(r) > c+ 5ρ (r ∈ B(q, δ)c).(4.25)
Here, and in Step 3 for (a) below, we pick cn = c+ 3ρ for n ∈ N. Note that cn ≤ c+ 1 for all
n ∈ N. By (4.14) and the continuity of V there exists an N2 ∈ N such that, for all n ≥ N2,
V (r) ∧ V
(
r +
1
n
(s− r)
)
+
(
r − αn
1 + t
)2 1 + t
2t
> It,α(r)− ρ > c+ 4ρ(4.26) (
r ∈ B(q, δ)c ∩B(0, R)).
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Moreover, there exists an Υ > 0 such that e2(
1+t
t )
2
(r− αn1+t)
2
≤ Υ for all n ∈ N and all r ∈
B(0, R). Hence we obtain (4.19) with C2 = 2RΥ (and cn = c+ 3ρ for n ∈ N).
• Step 2 for (b). Here, and in Step 3 for (b) below, we consider αn = α− 1√n for n ∈ N, and
cn = It,αn(q) +
δ√
nt
= It,α(q) +
1
t
(
q − α
1 + t
)
(α− αn) + (α− αn)
2
2t(1 + t)
+
δ√
nt
(n ∈ N).
(4.27)
Note that cn → c, and so there exists an N1 ∈ N for which N1−1 > 4(1+tt )2+1 and cn ≤ c+1
for n ≥ N1 (and thus (4.24) holds). For r ∈ B(q, δ)c ∩B(0, R) we write
V (r) ∧ V
(
r +
1
n
(s− r)
)
+
(
r − αn
1 + t
)2 1 + t
2t
− cn(4.28)
=
(
V (r) ∧ V
(
r +
1
n
(s− r)
)
− V (r)
)
+ (It,αn(r)− cn) .
For the left part (of the right hand side of (4.28)) we have
V (r) ∧ V
(
r +
1
n
(s− r)
)
− V (r) ≥ − 1
n
Θ(4.29)
with Θ = (supu∈B(0,R+|s|) |V ′(u)|)(R+ |s|). For the right part first note that, by the definition
of q and the continuity of It,α, there exists a ρ > 0 such that
It,α(r) > It,α(q) + ρ
(
r ∈ (−∞, q − δ)).(4.30)
Because (α− αn) 1t = 1√nt , by (4.15) we have for the right part, for r ∈ B(0, R),
It,αn(r)− cn = It,α(r)− It,α(q) + (r − q)
1√
nt
− δ√
nt
(4.31)
≥
{
ρ− (R+ δ) 1√
nt
r < q − δ,
0 r > q + δ.
Let N2 ∈ N be such that (R+ δ) 1√nt < ρ for n ≥ N2. Then, for r ∈ B(q, δ)c ∩B(0, R),
V (r) ∧ V
(
r +
1
n
(s− r)
)
+
(
r − αn
1 + t
)2 1 + t
2t
− cn ≥ − 1
n
Θ (n ≥ N2).(4.32)
Moreover, there exists a Υ > 0 such that e2(
1+t
t )
2
(r− αn1+t)
2
≤ Υ for all n ∈ N and all r ∈ B(0, R).
Therefore we obtain (4.19) with C2 = 2RΥe
Θ.
• Step 3 for (a). For r ∈ A = B(q, δ) ∩ {r ∈ R : It,α(r) < c+ ρ} there exists an N3 ∈ N for
which It,αn(r) < c+ 2ρ for all n ≥ N3. Hence∫
B(q,δ)
e−V (r)e−(n−1)
[
V (r)+(r− αn
1+t
)2 (1+t)
2t
−(c+3ρ)
]
dr ≥ e(n−1)ρ
∫
A
e−V (r) dr (n ≥ N3).(4.33)
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• Step 3 for (b). There exists a K > 0 such that, for all n ∈ N and r ∈ B(q, δn),
It,αn(r)− cn = It,α(r)− It,α(q) + (r − q)
1√
nt
− δ√
nt
(4.34)
<
δ
n
sup
s∈B(q,δ)
∣∣∣∣ ddsIt,α(s)
∣∣∣∣+ δtn√n − δ√nt
<
1
n
K − δ√
nt
=
1√
n
(
K√
n
− δ
t
)
.
Let N3 ∈ N be such that K√n < 12 δt for n ≥ N3. Then, for r ∈ B(q, δn),
V (r) +
(
r − αn
1 + t
)2 1 + t
2t
− cn < −1
2
δ
t
1√
n
(n ≥ N3).(4.35)
Let κ > 0 be such that e−V (r) > κ for all r ∈ B(q, δ). Then∫
B(q, δ
n
)
e−V (r)e−(n−1)
[
V (r)+(r− αn
1+t
)2 (1+t)
2t
−cn
]
dr ≥ 2δ
n
κe(
√
n−1) 12 δt (n ≥ N3).(4.36)
5 Tools from convex analysis: proof of Theorem 1.11
In this section we state a definition (Definition 5.1) and several lemmas (Lemmas 5.2–5.8) that
are based on convex analysis, and use these to give the proof of Theorem 1.11. After that we
prove the claim made below Corollary 1.12 (Lemma 5.9) and make an additional observation
(Lemma 5.10) that can be used to determine whether (µn,t)n∈N is sequentially Gibbs at t = tc.
Definition 5.1. Let f : R→ R. Then a ∈ R is called a supporting point for f if there exists
a linear function l : R→ R with l(a) = f(a) and l(x) ≤ f(x), x ∈ R.
Lemma 5.2. Let f : R→ R. Then
(a) for x, y, z ∈ R with x < y < z:
Φ2f(x, y, z) =
f(x)
(x− y)(x− z) +
f(y)
(y − x)(y − z) +
f(z)
(z − x)(z − y) .
(b) for a, b, c, d ∈ R with a < b < c < d:
(d− a)Φ2f(a, b, d) = (b− a)Φ2f(a, b, c) + (d− c)Φ2f(b, c, d),
(d− a)Φ2f(a, c, d) = (c− a)Φ2f(a, b, c) + (d− b)Φ2f(b, c, d).
(c) for g : R→ R, θ, κ ∈ R:
Φ2(θf + κg) = θΦ2f + κΦ2g.
(d) for g(x) = x2, Φ2g = 1 and Φ2h = 0 if h(x) = αx+ β for α, β ∈ R.
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Proof. The proof can be done by hand. See also Schikhof [19, Lemma 29.2].
Lemma 5.3. Let f : R→ R and y ∈ R. Then the following are equivalent:
(a) y is a supporting point for f ,
(b) f(z)− f(y)
z − y ≥
f(y)− f(x)
y − x (x, z ∈ R, x < y < z),
(c) Φ2f(·, y, ·) ≥ 0.
Proof. Straightforward.
Lemma 5.4. A function f : R→ R is convex if and only if Φ2f ≥ 0. Moreover, f is strictly
convex if and only if Φ2f > 0.
Proof. See Schikhof and van Rooij [18, Theorem 2.2].
Lemma 5.5. Let f : R → R be lower semicontinuous with lim|x|→∞ f(x) = ∞. Suppose
that f is bounded from below. Then there exists an a ∈ R for which f(a) = infx∈R f(x). In
particular, a is a supporting point for f .
Proof. Let c = infx∈R f(x). Define An = {x ∈ R : f(x) ≤ c+ 1n}, n ∈ N. Then An is compact
and An+1 ⊂ An for all n ∈ N. Therefore there exists an a ∈ R for which a ∈
⋂
n∈NAn.
Lemma 5.6. Let f : R→ [0,∞) be lower semicontinuous with lim|x|→∞ f(x) =∞. Then the
following are equivalent:
(a) There exists an α ∈ R for which x 7→ f(x)− αx has multiple global minimisers.
(b) There exists a linear l : R→ R for which #{x ∈ R : l(x) = f(x)} ≥ 2 and l ≤ f .
(c) There exist a, b, c ∈ R with a < b < c and Φ2f(·, a, ·) ≥ 0, Φ2f(·, c, ·) ≥ 0, Φ2f(·, b, ·) 6> 0.
(d) There exist a, x, b, y, c ∈ R with a ≤ x < b < y ≤ c and Φ2f(·, a, ·) ≥ 0, Φ2f(·, c, ·) ≥ 0,
Φ2f(x, b, y) ≤ 0.
Proof. The equivalence (a) ⇐⇒ (b) and the implication (d) ⇒ (c) are trivial.
(c)⇒ (d). Assume (c). Then there exist x, y ∈ R with x < b < y for which Φ2f(x, b, y) ≤ 0. If
x < a and/or y > c, then Φ2f(a, b, y) ≤ 0 and/or Φ2(x, b, c) ≤ 0 by Lemma 5.2(b). Therefore
we may assume that x ≥ a and y ≤ c, i.e., we obtain (d).
(b) ⇒ (c). Assume (b). Let a, c ∈ {x ∈ R : l(x) = f(x)} with a < c. Let b ∈ (a, c). Then
f(c)− f(a)
c− a =
l(c) − l(a)
c− a =
l(b)− l(a)
b− a ≤
f(b)− f(a)
b− a ,(5.1)
i.e., Φ2f(a, b, c) ≤ 0.
(d) ⇒ (b). Define w, z ∈ R by
w = sup{s ≤ b : Φ2f(·, s, ·) ≥ 0},(5.2)
z = inf{s ≥ b : Φ2f(·, s, ·) ≥ 0}.
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Because f is lower semicontinuous, we have lim infs↑w f(s) ≥ f(w). Hence, by Lemma 5.2(a),
we have, for q, r ∈ R with q < w < r,
0 ≤ lim sup
s↑w
Φ2f(q, s, r)(5.3)
=
f(q)
(q − w)(q − r) +
f(r)
(r − w)(r − q) −
lim infs↑w f(s)
(r −w)(w − q) ≤ Φ2f(q, w, r).
So Φ2f(·, w, ·) ≥ 0. Similarly Φ2f(·, z, ·) ≥ 0. If w = b, then z = b, and vice versa.
• Assume that w = b = z. Then f is convex and Φ2f(x, b, y) = 0. With l : R → R,
s 7→ f(x) + f(y)−f(x)y−x (s− x) one then has l ≤ f and l(s) = f(s) for all s ∈ [x, y], since
f(b)− f(x)
b− x ≤
f(s)− f(b)
s− b ≤
f(y)− f(b)
y − b =
f(b)− f(x)
b− x .(5.4)
• Assume that w < b < z. Define l : R → R, s 7→ f(w) + f(z)−f(w)z−w (s − w). Then l ≤ f on
(w, z)c. Note that f − l|[w,z] is lower semicontinuous and bounded from below. By Lemma
5.5, it attains its infimum at some a ∈ [w, z]. This a is a supporting point of f , and hence
a = w or a = z by Lemma 5.3. Thus l(s) ≤ f(s) for all s ∈ R.
Lemma 5.7. Let f : R → [0,∞) be lower semicontinuous. Let r ∈ R and β > 0. Then
there exist q, s ∈ R with q < r < s that are supporting points of x 7→ f(x) + βx2, i.e.,
Φ2f(·, q, ·) ≥ −β, Φ2f(·, s, ·) ≥ −β.
Proof. Since x 7→ f(x) + βx2 is lower semicontinuous and lim|x|→∞[f(x) + βx2] = ∞, by
Lemma 5.5 there exists an a ∈ R for which a is a global minimum and thus a supporting point
for x 7→ f(x) + βx2. There exists a (large enough) θ > 0 such that
{x ∈ R : f(a)− 1 + θ(x− r) = βx2}(5.5)
has two elements, say x1, x2 with x1 < x2. By the definition of a, we have x1 > r. By
Lemma 5.5, there exists an s ∈ R that is a global minimum and a supporting point of
x 7→ f(x) + βx2 − (f(a)− 1 + θ(x− r)).(5.6)
Hence s is also a supporting point of x 7→ f(x) + βx2. Because (5.6) is strictly negative on
(x1, x2) and non-negative on [x1, x2]
c, we have s ∈ [x1, x2]. Therefore s > r. There also exists
a (small enough) θ < 0 for which (5.5) has two elements. In the same way we can prove that
there is an q < r that is also a supporting point of x 7→ f(x) + βx2. The last part of the
statement is a consequence of Lemma 5.2.
Lemma 5.8. Let f : R → [0,∞) be lower semicontinuous and let β ∈ (0,∞). Then there
exists an α ∈ R for which x 7→ f(x) + βx2 − αx has multiple global minimisers if and only if
Φ2f 6> −β.
Proof. This is a consequence of Lemmas 5.6–5.7.
Proof of Theorem 1.11. The claim in Theorem 1.11 follows by applying Lemma 5.8 with β =
1+t
2t to the lower semicontinuous function r 7→ V (r) + 12r2.
The following observation proves the claim made below Corollary 1.12.
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Lemma 5.9. Let f : R→ R be twice differentiable. Then f ′′ ≥ 2β if and only if Φ2f ≥ β for
all β ∈ R.
Proof. By Lemma 5.4, Φ2g ≥ 0 if and only if g is convex. Since a twice differentiable function
g is convex if and only if g′′ ≥ 0, this implies the equivalence Φ2f ≥ 0 ⇐⇒ f ′′ ≥ 0. Let β ∈ R
and let g : R → R be given by g(r) = f(r) − βr2. Then, by Lemma 5.2, we have f ′′ ≥ 2β
⇐⇒ g′′ ≥ 0 ⇐⇒ Φ2g ≥ 0 ⇐⇒ Φ2f ≥ β.
In contrast to Lemma 5.9, we can have Φ2f > β but not f
′′ > 2β (take e.g. β = 0 and
f(x) = x4, in which case Φ2f > 0 by Lemma 5.4 but f
′′(0) = 0). However, according to the
next observation the second derivative of f can be used to determine whether Φ2f > β. This
observation can be used to determine whether (µn,t)n∈N is sequentially Gibbs at t = tc.
Lemma 5.10. Let f : R→ R. Let a, b, c ∈ R with a < b < c, and β ∈ R.
(a) If Φ2f |(a,b) > β, Φ2f |(a,b] ≥ β, Φ2f |(b,c) > β, Φ2f |[b,c) ≥ β and Φ2f |(a,c)(·, b, ·) ≥ 0, then
Φ2f |(a,c) > β.
(b) If f is upper semicontinuous and Φ2f |(a,b) ≥ β, then Φ2f |[a,b] ≥ β.
(c) If f is twice differentiable on (a, b) and f |(a,b)′′ > β, then Φ2f |(a,b) > β.
Proof. Without loss of generality we may assume b = 0.
(a) Let x, y, z ∈ (a, c). If x < y < 0 < z or x < 0 < y < z, then with Lemma 5.2(b) we easily
get Φ2f(x, y, z) > β. If y = 0, then x <
x
2 < 0 < z, and hence Φ2(x,
x
2 , 0) > 0. Again with
Lemma 5.2(b), we get Φ2(x, 0, z) > 0.
(b) If f is upper semicontinuous, then lim sups↑b f(s) ≤ f(b) and lim sups↓a f(s) ≤ f(a).
Together with Lemma 5.2(a) this proves the second statement.
(c) If f |(a,b)′′ > 0, then f is strictly convex, and with Lemma 5.4 this implies (c) in case β = 0.
Replacing f by g(r) = f(r)− β2 r2, we obtain (c) for β 6= 0 (see Lemma 5.2).
A Key formulas
In this appendix we derive a few formulas that were used in the main body of the paper.
A1. We derive formulas for γn,t and γn,t described in Section 1.4.
Inserting (1.7) into (1.6) we get, for A ∈ B(Rn),
µn,t(A) =
1
Zn
∫
Rn
[
(2πt)−
n
2
∫
Rn
1A(y)e
− ‖y−z‖2
2t dy
]
e−n(V ◦mn)(z) dµN (0,In)(z)(A.1)
=
1
Zn
∫
Rn
1A(y)
[
(2π)−nt−
n
2
∫
Rn
e−
‖y−z‖2
2t e−
‖z‖2
2 e−n(V ◦mn)(z) dz
]
dy.
Since ‖y−z‖
2
2t +
‖z‖2
2 =
‖y‖2
2(1+t) +
‖ y
1+t
−z‖2(1+t)
2t for y, z ∈ Rn, we get, for A ∈ B(Rn),
µn,t(A) =
1
Zn
∫
Rn
1A(y)
[
(2π)−nt−
n
2
∫
Rn
e
− ‖y‖2
2(1+t) e−
‖
y
1+t−z‖
2(1+t)
2t e−n(V ◦mn)(z) dz
]
dy.(A.2)
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Then it is not hard to check that γn,t : R
n−1 ×B(R) defined for y2, . . . , yn ∈ R and B ∈ B(R)
by
γn,t((y2, . . . , yn), B)(A.3)
=
(2π(1 + t))−
n
2
∫
R
1B(x) e
− x2
2(1+t)
∫
Rn
e−n(V ◦mn)(z) dµN ( (x,y2,...,yn)
1+t
, t
1+t
In)
(z) dx
(2π(1 + t))−
n
2
∫
R
e
− x2
2(1+t)
∫
Rn
e−n(V ◦mn)(z) dµN ( (x,y2,...,yn)
1+t
, t
1+t
In)
(z) dx
.
is the weakly continuous proper conditional probability under µn,t of the first spin given the
other spins. Using the identities
µN
(
(x,y2,...,yn)
1+t
, t
1+t
In
) = µN ( x
1+t
, t
1+t
) ⊗ µN( (y2,...,yn)
1+t
, t
1+t
In−1
),(A.4)
µN
(
(y2,...,yn)
1+t
, t
1+t
In−1
) ◦m−1n−1 = µN(mn−1(y2,...,yn)
1+t
, t
(n−1)(1+t)
),(A.5)
mn(z1, . . . , zn) =
z1
n
+
n− 1
n
mn−1(z2, . . . , zn),(A.6)
we obtain the expression
γn,t((y2, . . . , yn), B) =
(A.7)
∫
R
1B(x)
∫
R
∫
R
e−nV (
1
n
s+n−1
n
r) dµN
(
mn−1(y2,...,yn)
1+t
, t
(n−1)1+t
)(r) dµN( x1+t , t1+t)(s) dµN (0,1+t)(x)∫
R
∫
R
∫
R
e−nV (
1
n
s+n−1
n
r) dµN
(
mn−1(y2,...,yn)
1+t
, t
(n−1)1+t
)(r) dµN( x1+t , t1+t)(s) dµN (0,1+t)(x)
.
We see that γn,t(u, ·) = γn,t(v, ·) for all u, v ∈ Rn−1 with mn−1(v) = mn−1(u). Hence we can
define γn,t : R × B(R) → [0, 1] by letting γn,t(α,B) = γn,t(v,B) for α ∈ R and B ∈ B(R),
where v ∈ Rn−1 is such that mn−1(v) = α, i.e.,
γn,t(α,B)(A.8)
=
∫
R
1B(x)
∫
R
∫
R
e−nV (
1
n
s+n−1
n
r) dµN
(
α
1+t
, t
(n−1)1+t
)(r) dµN( x1+t , t1+t)(s) dµN (0,1+t)(x)∫
R
∫
R
∫
R
e−nV (
1
n
s+n−1
n
r) dµN
(
α
1+t
, t
(n−1)1+t
)(r) dµN( x1+t , t1+t)(s) dµN (0,1+t)(x)
.
A2. We show that ηn,t is indeed the weakly continuous proper regular conditional probability
of the magnetisation of the n spins at time 0 given the magnetisation at time t.
Let µn be the law on C([0,∞),Rn) of the paths of the independent Brownian motions per-
formed by the n spins with initial distribution µn,0, i.e., µn is given by (1.15). The joint law
of the process at time 0 and time t is given by
µn,(0,t)(A) =
∫
R
∫
R
1A(x, y) d [pn(t, x, ·)] (y) dµn,0(x) (A ∈ B((R2)n)).(A.9)
We write mn also for the function (R
2)n → R2 given by
mn((x1, y1), . . . , (xn, yn)) =
1
n
n∑
i=1
(xi, yi) (x1, y1, . . . , xn, yn ∈ R).(A.10)
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Let µn,(0,t) = µn,(0,t) ◦ m−1n . Since pn(t, x, ·) ◦ m−1n = µN (x,tIn) ◦ m−1n = µN (mn(x), tn ) and
µN (0,In) ◦m−1n = µN (0, 1
n
), we have
µn,(0,t)(A) =
∫
R
∫
R
1A(s, α) dµN (s, t
n
)(α)e
−nV (s) dµN (0, 1
n
)(s)(A.11)
=
1√
2π tn
1√
2π 1n
∫
R
∫
R
1A(s, α) e
−n[V (s)+ s2
2
+ (s−α)
2
2t
] ds dα (A ∈ B(R2)).
From this it follows that ηn,t given in (1.8) is the weakly continuous proper regular conditional
probability under µn,(0,t) of the first coordinate given the second, i.e., the weakly continuous
proper regular conditional probability of the magnetisation of the n spins at time 0 given the
magnetisation at time t.
A3. We verify (1.11) and (1.10).
An elementary computation gives that, for α, s ∈ R, t ∈ (0,∞) and n ∈ N,
∫
R
e−nV (
1
n
s+n−1
n
r) dµN
(
α
1+t
, t
(n−1)1+t
)(r)
(A.12)
=
√
(n− 1)(1 + t)
2πt
∫
R
e−nV (
1
n
s+n−1
n
r)e−(r−
α
1+t)
2 (n−1)(1+t)
2t dr
=
√
(n− 1)(1 + t)
2πt
e−(n−1)
α2
1+t
∫
R
e−n[V (r+
1
n
(s−r))−V (r)] e−V (r) e−(n−1)[V (r)+
r2
2
+
(r−α)2
2t
] dr.
Hence, for n ∈ N and t ∈ (0,∞), we can write
γn,t(α,B) =
∫
R
1B(x)
∫
R
gn,t(α, s) dµN( x1+t , t1+t)(s) dµN (0,1+t)(x)∫
R
∫
R
gn,t(α, s) dµN( x1+t , t1+t)(s) dµN (0,1+t)(x)
(α ∈ R, B ∈ B(R)),
(A.13)
where gn,t : R
2 → R is as in (1.11). With Fubini’s Theorem we have∫
R
1B(x)
∫
R
gn,t(α, s) dµN( x1+t , t1+t)(s) dµN (0,1+t)(x)(A.14)
=
1
2π
√
t
∫
R
∫
R
1B(x) gn,t(α, s)e
−(s− x1+t)
2 1+t
2t e
−x2 1
2(1+t) dx ds
=
1
2π
√
t
∫
R
(∫
R
1B(x) e
2xs 1
2t e−x
2 1
2t dx
)
gn,t(α, s) e
−s2 1+t
2t ds
=
1√
2π
∫
R
µN (s,t)(B) es
2 1
2t gn,t(α, s) e
−s2 1+t
2t ds
=
∫
R
µN (s,t)(B) gn,t(α, s) dµN (0,1)(s) (B ∈ B(R)).
With this we obtain (1.10).
A4. Let n ∈ N≥2 and t ∈ (0,∞). Note that, with (4.1) and (4.2), gn,t is given by
gn,t(α, s) =
∫
R
e−n[V (r+
1
n
(s−r))] e−(n−1)(r−
α
1+t)
2 1+t
2t dr∫
R
e−nV (r)e−(n−1)(r−
α
1+t)
2 1+t
2t dr
(α, s ∈ R).(A.15)
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The numerator equals
∫
R
e−n[V (r+
1
n
(s−r))] e−(n−1)(r−
α
1+t)
2 1+t
2t dr =
n
n− 1
∫
R
e−nV (z) e−(n−1)(
n
n−1
z− 1
n−1
s− α
1+t)
2 1+t
2t dz.
(A.16)
Via the identities
− (n− 1)
(
n
n− 1z −
1
n− 1s−
α
1 + t
)2
(A.17)
= −(n− 1)
(
z +
1
n− 1(z − s)−
α
1 + t
)2
= −(n− 1)
(
z − α
1 + t
)2
− 2
(
z − α
1 + t
)
(z − s)− 1
n− 1(z − s)
2
= −(n− 1)
(
z − α
1 + t
)2
− 2z2 + 2
(
s+
α
1 + t
)
z − 2 α
1 + t
s− 1
n− 1(z − s)
2,
we get
gn,t(α, s) =
(A.18)
n
n− 1 e
−α
t
s
∫
R
e[−2z
2+2(s+ α
1+t
)z− 1
n−1
(z−s)2] 1+t2t e−nV (z) e−(n−1)(z−
α
1+t
)2 1+t
2t dz∫
R
e−nV (r) e−(n−1)(r−
α
1+t)
2 1+t
2t dr
(α, s ∈ R).
A5. We give the proof of Theorem 1.11, namely we prove (a), i.e., the existence of ρn men-
tioned in Theorem 1.8 and prove (b), i.e., that for α ∈ R the large deviation principle holds
for (ρn(α, ·))n∈N with rate n and rate function given in (1.18).
• Proof of (a), existence of ρn.
Let J = {(t0, t1, · · · , tk, t) : k ∈ N0, 0 = t0 < t1 < · · · < tk < t} and let j ∈ J be given by
j = (t0, t1, . . . , tk, t). Define πj : C([0, t],R)→ Rk+2 by
πj(φ) =
(
φ(t0), φ(t1), . . . , φ(tk), φ(t)
) (
φ ∈ C([0, t],R)).(A.19)
Similarly as in item A2, µn,j := µn ◦ π−1[0,t] ◦ π−1j ◦m−1n = (µn ◦ π−1[0,t] ◦m−1n ) ◦ π−1j is given by
µn,j(A) =(A.20)∫
Rk+2
1A(s0, s1, . . . , sk, sk+1)
√
n
2π(t− tk) e
−n (sk+1−sk)
2
2(t−tk)
k∏
i=1
[√
n
2π(ti − ti−1) e
−n (si−si−1)
2
2(ti−ti−1)
]
× 1
Zn
e
−n
[
V (s0)+
s20
2
]
dsk+1 dsk · · · ds1 ds0 (A ∈ B(Rk+2)).
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Then ρn,t,j : R× B(Rk+1)→ [0, 1] defined by
ρn,t,j(α,A) =(A.21)
∫
Rk+1
1A(s0, s1, . . . , sk)e
−n (α−sk)
2
2(t−tk)
∏k
i=1
[
e
−n (si−si−1)
2
2(ti−ti−1)
]
e
−n
[
V (s0)+
s20
2
]
dsk · · · ds1 ds0
∫
Rk+1
e
−n (α−sk)2
2(t−tk)
∏k
i=1
[
e
−n (si−si−1)
2
2(ti−ti−1)
]
e
−n
[
V (s0)+
s20
2
]
dsk · · · ds1 ds0
(A ∈ B(Rk+1)),
is the weakly continuous proper regular conditional probability under µn,j given the coordinate
at time t. By Kolmogorov’s Theorem (e.g. Bogachev [1, Theorem 7.7.2]), there exists a
measure ρn,t(α, ·) on C([0, t),R) (see e.g. [1, Theorem 7.7.4], it is similar to the fact that the
Brownian motion is a process on C([0, t],R), which is stated below [1, Theorem 7.7.4]) for
which ρn,t(α, ·)◦π−1j = ρn,t,j(α, ·) for all j ∈ J. Because α 7→ ρn,t,j(α, ·) is strongly continuous
for all n ∈ N and j ∈ J (see Appendix B), the map α 7→ ρn,t(α, ·) is (strongly and hence)
weakly continuous, i.e., ρn,t is the weakly continuous proper regular conditional probability
of µn ◦ π−1[0,t] ◦m−1n under πt.
• Proof of (b), large deviation principle.
Let j ∈ J be given by j = (t0, t1, . . . , tk) and let α ∈ R. By den Hollander [12, Theorem
III.17], the sequence (ρn,t,j(α, ·))n∈N satisfies the large deviation principle with rate n and
rate function Ij : R
k+1 → [0,∞] given by
(s0, s1, . . . , sk) 7→ V (s0) + s
2
0
2
+
[
k∑
i=1
(si − si−1)2
2(ti − ti−1)
]
+
(α− sk)2
2(t− tk) − Cj,(A.22)
where Cj is such that (A.22) has infimum 0, i.e.,
Cj = inf
s0,s1,...,sk∈R
(
V (s0) +
s20
2
+
[
k∑
i=1
(si − si−1)2
2(ti − ti−1)
]
+
(α− sk)2
2(t− tk)
)
.(A.23)
We will show that Ij is a good rate function, i.e., Ij has compact level sets. Let c > 0. Let
K0 = {s0 ∈ R : V (s0) + s
2
0
2 ≤ c}, Ki = {si ∈ R : supsi−1∈Ki−1 (si−si−1)
2
2(ti−ti−1) ≤ c} for i ∈ {1, . . . , k}
and K∗k = {sk ∈ R : (α−sk)
2
2(t−tk) ≤ c}. All these sets are compact and therefore also the set
{(s0, s1, . . . , sk) ∈ Rk+1 : si ∈ Ki for i ∈ {0, . . . , k − 1}, sk ∈ Kk ∩K∗k}. Since the level sets of
Ij are closed, we conclude by this that Ij has compact level sets.
We will show that the constant Cj, does not depend on j, by showing
Cj = C(0,t) = inf
s0∈R
V (s0) +
s20
2
+
(α− s0)2
2t
= Ct,α.(A.24)
First, note that (a+b)
2
c+d ≤ a
2
c +
b2
d for a, b, c, d ∈ R with c, d > 0, since (da − cb)2 ≥ 0. By
this we conclude that [
∑k
i=1
(si−si−1)2
2(ti−ti−1) ] +
(α−sk)2
2(t−tk) ≥
(α−s0)2
2t for all s0, s1, . . . , sk ∈ R and thus
that Cj ≥ C(0,t). By letting si = ψ(ti) for i ∈ {1, . . . , k}, where ψ(s) = s0 + α−s0t s, we get[∑k
i=1
(si−si−1)2
2(ti−ti−1)
]
+ (α−sk)
2
2(t−tk) =
(α−s0)2
2t . Hence we conclude Cj = C(0,t).
By the Dawson-Ga¨rtner projective limit theorem [2, Theorem 4.6.1] the sequence (ρn,t(α, ·))n∈N
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satisfies the large deviation principle on R[0,t), equipped with the product topology (see the
beginning of the proof [2, Theorem 5.1.6] why one can replace the projective limit by this
product space) with rate n and rate function R[0,t) → [0,∞] given by φ 7→ supj∈J Ij(πj(φ)),
i.e.,
φ 7→ V (φ(0)) + φ(0)
2
2
−Ct,α+(A.25)
sup
{[
k∑
i=1
(φ(ti)− φ(ti−1))2
2(ti − ti−1)
]
+
(α− φ(tk))2
2(t− tk) : k ∈ N, 0 < t1 < · · · < tk < t
}
.
Note that if φ ∈ AC([0, t),R) and φ(s) does not converge to α as s ↑ t, then supj∈J Ij(φ) =∞,
since sups∈(0,t)
(α−φ(s))2
2(t−s) =∞. Furthermore, if φ ∈ AC([0, t),R) and lims↑t φ(s) = α, then the
function φ : [0, t]→ R given by φ = φ on [0, t) and φ(t) = α is an element of AC([0, t],R) and
the supremum on the second line in (A.25) is equal to
sup
{
k+1∑
i=1
(φ(ti)− φ(ti−1))2
2(ti − ti−1) : k ∈ N, 0 < t1 < · · · < tk < tk+1 = t
}
,(A.26)
In [2, Proof of Lemma 5.1.6] (with Λ∗(x) replaced by x2) it is shown that this supremum is
equal to 12
∫ t
0 φ˙
2(s) ds. Furthermore, in [2, Proof of Lemma 5.1.6] (last part) it is also shown
that (A.25) equals∞ when φ /∈ AC([0, t),R). Hence (ρn,t(α, ·))n∈N satisfies the large deviation
principle on R[0,t) with rate n and rate function R[0,t) → [0,∞] given by (1.18). This leaves
us to prove that the large deviation principle also holds on C([0, t),R) equipped with the
topology of uniform convergence. To prove this, by [2, Theorem 4.1.5(b) and Theorem 4.2.6],
it is sufficient to show that (ρn,t(α, ·))n∈N is exponentially tight in C([0, t),R) equipped with
the topology of uniform convergence. The exponential tightness follows in turn by showing
that the large deviation rate function in (1.18), which we call J here, has compact level sets
in the uniform topology of C([0, t),R), i.e., for b > 0 the set
Kb = {φ ∈ AC([0, t),R) : lim
s↑t
φ(s) = α, J(φ) ≤ b}(A.27)
is compact. We prove this by using the Arzela`-Ascoli theorem (see e.g. [2, Theorem C.8]).
Since Kb is closed it is sufficient to show that Kb is bounded and equicontinuous (actually the
Arzela`-Ascoli theorem can not directly be used since [0, t) is not compact, however proving
that K˜b = {φ ∈ AC([0, t],R) : φ(t) = α, J˜(φ)} is bounded and equicontinuous in C([0, t],R)
suffices, where J˜ is the canonical extension of J to R[0,t]. The proof is similar as showing that
Kb is bounded and equicontinuous).
Equicontinuity of Kb. For φ ∈ Kb and u, v ∈ [0, t) with u < v (applying Jensen’s inequality)(
φ(u)− φ(v)
u− v
)2
≤ 1
(u− v)
∫ v
u
φ˙(s)2 ds ≤ 2b+ Ct,α
(u− v) .(A.28)
and since 2m|x| ≤ x2 +m2 for all m > 0 we have
|φ(u)− φ(v)| ≤ 2b+Ct,α
2m
|u− v|+ m
2
.(A.29)
This implies equicontinuity.
Boundedness of Kb. Let ψ1, . . . , ψk be the global minimisers of the (lower semicontinuous)
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rate function J . By the proof of (c) we know that ψi is the linear function that connects
(0, ψi(0)) and (t, α), i.e., ψi(s) = ψi(0) +
α−ψi(0)
t s for s ∈ [0, t). Let m > 0 be such that
|ψi(0)| ≤ m for all i ∈ {1, . . . , k} and |α| ≤ m and such that V (s0) + s
2
0
2 +
(α−s0)2
2t ≥ Ct,α + b
for s0 ∈ [−m,m]c. Suppose that φ ∈ AC([0, t),R) with lims↑t φ(s) = α and ‖φ‖∞ ≥ m+ b+1
(where ‖ · ‖∞ is the supremum norm). Let u ∈ (0, t) be such that |φ(u)| ≥ m+ b + 1. Then
the optimal path ψ from 0 to t which agrees with φ in 0, in u and in t (i.e., lims↑t ψ(s) = α)
is the linear interpolation between the points (0, φ(0)), (u, φ(u)), (t, α) (see the proof of (c)),
i.e.,
ψ(s) =
{
φ(0) + φ(u)−φ(0)u s s ∈ [0, u],
φ(u) + α−φ(u)t−u (s− u) s ∈ [u, t].
(A.30)
So then we have
J(φ) ≥ J(ψ) ≥ I(0,u,t)(ψ) = V (φ(0)) +
φ(0)2
2
−Ct,α + (φ(u) − φ(0))
2
2u
+
(α− φ(u))2
2(t− u) ≥ b,
(A.31)
since either φ(0) ∈ [−m,m] and thus |φ(0)−φ(u)|2 ≥ (b+1)2 ≥ b or φ(0) ∈ [−m,m]c and thus
V (s0) +
s20
2 +
(α−s0)2
2t ≥ Ct,α + b. By this we conclude that the set Kb bounded in ‖ · ‖∞-norm
by m+ b+ 1.
B Proper weakly continuous regular conditional probabilities
Definition B.1. Let X and Y be topological spaces with Borel sigma-algebras B(X ) and
B(Y). Equip X × Y with the product topology. Then B(X × Y) = B(X ) ⊗ B(Y) (i.e., the
smallest sigma-algebra containing all sets A × B with A ∈ B(X ) and B ∈ B(Y)). Let µ be
a probability measure on B(X × Y) and let π : X × Y → Y the canonical projection. Then
γ : Y ×B(X )→ [0, 1] is called a regular conditional probability under µ of the first coordinate
given the second, when γ is a transition kernel and
µ(A×B) =
∫
1B(y)γ(y,A) d[µ ◦ π−1](y)
(
A ∈ B(X ), B ∈ B(Y)).(B.1)
γ is called proper when γ(y, ·) = 0 for all y ∈ supp(µ ◦ π−1)c, where
supp(ν) = Y \
⋃{
U ⊂ Y : U is open and ν(U) = 0}(B.2)
for measures ν on B(Y). γ is called weakly continuous when the map α → γ(α, ·) is weakly
continuous.
Lemma B.2. With the notation as in Definition B.1, if γ1, γ2 : Y × B(X ) → [0, 1] are two
proper regular conditional probabilities under µ of the first coordinate given the second, then
γ1(y, ·) = γ2(y, ·) for µ ◦ π−1-a.e. y ∈ Y . Consequently, if there exists a weakly continuous
proper regular conditional probability of µ under π, then it is unique.
Proof. The first statement can be found in Bogachev [1, Section 10.4]. The second statement
follows from the fact that if γ1 and γ2 are proper regular conditional probabilities, then
µ(B) = 1 for B = {y ∈ supp(µ) : γ1(y, ·) = γ2(y, ·)}, and hence B is dense in supp(µ). So if
γ1 and γ2 are weakly continuous, then B = supp(µ), i.e., γ1 = γ2.
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We will use the following lemma to conclude that regular conditional probabilities with
a continuous bounded density are weakly continuous. This lemma is an easy consequence of
Lebesgue’s Dominated Convergence Theorem.
Lemma B.3. Let X and Y be topological spaces with Borel sigma-algebras B(X ) and B(Y).
Let µ be a probability measure on B(X ). Let f ∈ Cb(X × Y,R). If γ : Y × B(X ) → [0, 1] is
given by
γ(y,A) =
∫
1A(x)f(y, x) dµ(x)∫
f(y, x) dµ(x)
(
y ∈ Y, A ∈ B(X )),(B.3)
then γ is weakly continuous (even strongly continuous, i.e., y 7→ γ(y,A) is continuous for all
A ∈ B(X )).
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