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We study the spin 1/2 triangular-lattice J1-J2-J3 antiferromagnet close to the saturation field
using the dilute Bose gas theory, where the magnetic structure is determined by the condensation of
magnons. We focus on the case of ferromagnetic J1 and antiferromagnetic J2, J3, that is particularly
rich because frustration effects allow the single-magnon energy dispersion to have six-fold degenerate
minima at incommensurate momenta. Our calculation also includes an interlayer coupling J0,
which covers both antiferromagnetic and ferromagnetic cases including negligibly small regime (two-
dimensional case). Besides the spiral and fan phases, we find a new double-q phase (superposition
of two modes), dubbed “Q0-Q1” (or simply “01”) phase, that enjoys a new type of multiferroic
character. Certain phase boundaries have a singular J0 dependence for J0 → 0, implying that
even a very small interlayer coupling drastically changes the ground state. A mechanism for this
singularity is presented. Moreover, in some regions of the parameter space, we show that a dilute
gas of magnons can not be stable, and phase separation (corresponding to a magnetization jump)
is expected. In the J1-J2 model (J3 = 0), formation of two-magnon bound states is observed, which
can lead to a quadrupolar (spin-nematic) ordered phase. Exact diagonalization analysis is also
applied to the search of bound states.
PACS numbers: 75.10.Jm,75.30.Kz,75.85.+t
I. INTRODUCTION
Frustrated spin systems are privileged hosts of ex-
otic phases of matter. Quantum spin liquids, quan-
tum spin nematics, and topological spin textures (such
as skyrmion and vortex crystals) among others have re-
cently attracted a lot of theoretical and experimental in-
terest. In theoretical analysis, however, fully quantum
mechanical treatments of these systems present in gen-
eral huge difficulties, most notoriously for the sign prob-
lem of quantum Monte-Carlo simulations. It is therefore
crucial to establish and develop fully quantum methods
of exploring at least some parts of the magnetic phase
diagram.
Since the pioneering work of Batyev and Braginskii1,
the dilute Bose gas theory of magnons near saturation
field has become one of the few approaches that deal
with magnetic systems in a fully quantum-mechanical
fashion. In this theory, magnetic systems are mapped
to interacting hard-core Bose gas of magnons2 and the
magnetic state near saturation is described as a dilute
condensed Bose gas. With the work of Nikuni and Shiba3
on the prototypical triangular Heisenberg antiferromag-
net it was made clear that frustration can induce various
types of Bose-Einstein condensation (BEC), hence new
magnetic phases, thanks to the more complex low-energy
structure of magnons and their interaction. These states
are in general characterized by the coherent superposi-
tion of one or more spirals, from which the terminology
single-q and multiple-q states comes.
While the triangular-lattice Heisenberg antiferromag-
nets (and helimagnets in general4) near saturation can
accommodate only single-q (spiral) or coplanar double-
q (fan) phases, here we are interested in new kinds of
multiple-q phases that appears due to condensation of
magnons at (unusual) multiple momenta. In this respect,
a necessary condition is a high degeneracy of inequiva-
lent single-magnon energy minima (in momentum space),
which is typically brought about by competing exchange
interactions. For this purpose, we start in this paper from
the triangular-lattice J1-J2-J3 model with ferromagnetic
J1 and antiferromagnetic J2, J3 near saturation, which in
a certain range of parameters features six energy minima
at π/3 rotation-symmetric momenta inside the Brillouin
zone. Besides being pedagogical for our study, this model
has been proposed for several materials, such as NiBr2
(Ref. 5) and NiGa2S4 (Ref. 6), both with spin S = 1.
Moreover, a recent classical Monte-Carlo study, for a spe-
cific choice of exchange couplings, reported the appear-
ance of an exotic triple-q state, which is accompanied by
skyrmion lattice, at finite temperature in intermediate
applied magnetic field.7
In this paper, to study possible magnetic phases of
the S = 1/2 triangular-lattice J1-J2-J3 antiferromag-
net near the saturation field, we use the dilute Bose gas
theory. In Sec. III, we write down the general form of
ground-state energy a` la Ginzburg-Landau for six com-
plex order parameters corresponding to the condensed
magnon modes in the dilute limit. We stress that the
same type of effective theory can arise from very differ-
ent microscopic Hamiltonians. A recent attractive ex-
ample is given by the spin-dimer compound Ba3Mn2O8,
which features magnetic triangular lattices with non-
trivial stacking and interlayer exchange couplings.8 All
of the effective coupling constants in this energy func-
2tional can be calculated from the microscopic model in
the dilute Bose gas approximation.9 This will be done
in two ways. First we consider layered systems with a
finite, eventually very small, interlayer coupling; while
the relevant physics still comes from the triangular lat-
tice, the three-dimensionality naturally protects the cal-
culation from infra-red singularities. Besides, we take
a purely two-dimensional (2D) approach, in which an
infra-red momentum cutoff is introduced as a regular-
ization. It should be however noted that the latter ap-
proach requires the assumption of a stable low-density
single-magnon Bose gas. In the present model we find
that various instabilities that may affect the existence
of dilute single-magnon gas can not be captured in this
approach.
Minimization of the ground-state energy leads to the
phase diagrams of Figs. 4 and 5, which are the main
results of this paper. In particular, besides the well-
known spiral and fan phases, we find in quite extended
regions a new phase (“01” phase) with a striped chi-
ral order and new multi-ferroic properties, as described
in Sec. IVC. Also, we show that the presence of ferro-
magnetic exchange interactions can sometimes induce an
effective attraction between magnon modes, causing an
instability of the dilute magnon gas for weak interlayer
coupling regime. In this situation a field-induced first-
order phase transition (magnetization jump) or a tran-
sition to a different quantum phase (not described by a
single-magnon BEC) is typically expected.10 It has been
discussed that ferromagnetic interactions sometimes in-
duce formation of two-magnon bound states, which give
rise to spin nematic ordering.11 In our model, we indeed
find that two-magnon bound states are more stable than
single magnons in a certain parameter region inside of
the “phase separation” region. We also applied exact
diagonalization analysis of finite-size systems in this pa-
rameter region, which indicates a small magnetization
jump at the saturation field and a tendency toward spin
nematic ordering below the jump.
Comparison between purely two-dimensional analysis
and quasi-two-dimensional analysis with weak interlayer
coupling also reveals that the shape of a phase boundary
can have strong interlayer coupling (J0) dependence in
the weak J0 limit. The “01” phase in Fig. 4 extends to
the weak J0 regime, such as J0 ∼ 10−4, but purely two-
dimensional analysis concludes that this phase cannot
appear in the two-dimensional system near saturation.
We discuss that this singularity comes from the logarith-
mic correction of the effective coupling Γ ∼ α/(log |J0|)+
O(1/(log |J0|)2) and the phase boundary between the
“01” phase and fan phase presumably has a logarithmic
singularity, going rapidly down to the J3 = 1/4 point in
the |J0| → 0 limit.
The paper is organized as follows: In Sec. II we briefly
describe the model and degeneracy in the single-magnon
energy dispersion at saturation field. In Sec. III we dis-
cuss the dilute Bose gas theory for describing magnon
condensation at multiple momenta, explaining how effec-
tive couplings are calculated from the microscopic model.
In Sec. IV we present results of phase diagrams and char-
acteristic of each phase. In Sec. V we conclude with a
summary and discussions.
II. MODEL
We consider the spin S = 1/2 J1-J2-J3 model on the
triangular lattice in applied magnetic field at zero tem-
perature and, including an interlayer coupling, we also
consider the model on the hexagonal lattice. The Hamil-
tonian reads
H =J1
∑
〈i,j〉
Si · Sj + J2
∑
〈i,j〉2nd
Si · Sj + J3
∑
〈i,j〉3rd
Si · Sj
+ J0
∑
〈i,j〉⊥
Si · Sj −H
∑
i
Szi , (1)
where 〈i, j〉 counts nearest neighbor bonds, 〈i, j〉2nd
counts next-nearest neighbor bonds, and 〈i, j〉3rd counts
3rd-nearest neighbor bonds on the triangular-lattice lay-
ers. The J0 term represents the nearest-neighbor (NN)
coupling between adjacent layers. In this paper, we focus
on ferromagnetic (negative) J1, fixing J1 = −1 without
loss of generality.
The saturation field is defined as the value of the
applied magnetic field at which all spins are polarized.
Slightly below the saturation field the magnetic excita-
tions are interacting hard-core bosons (magnons). The
bosonic vacuum corresponds to the fully polarized state.
Using the hard-core boson map2 of spin 1/2 operators
(S−i = a
†
i , S
z
i = 1/2 − a†iai) the Hamiltonian in Fourier
space becomes, modulo constant terms,
H =
∑
k
[ǫ(k)− µ] a†kak +
1
2N
∑
k,k′,q
V (q) a†k+qa
†
k′−qak′ak,
(2)
where N is the number of lattice sites and
ǫ(k) =J1 ν(k) + J2 γ(k) + J3 σ(k)
+ J0 cos kz + |J0|, (3)
ν(k) =
2∑
i=0
cosa2i · k, (4)
γ(k) =
2∑
i=0
cosb2i · k, (5)
σ(k) =
2∑
i=0
cos c2i · k, (6)
V (q) =2(ǫ(q)− |J0|+ U), (7)
µ =3(J1 + J2 + J3) + |J0| −H. (8)
{ai}i=0,...,5, {bi}i=0,...,5, and {ci}i=0,...,5 are, respec-
tively, the NN, 2nd-NN, and 3rd-NN lattice vectors of
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Figure 1. Regions of interest (I and II) in the J2-J3 plane
with J1 = −1. For the analytic expression of the three curves
delimiting the colored area we refer to Ref. 12. Region I and
II are separated by the line J2 = 2J3.
the triangular lattice. U represents a repulsive on-site
interaction, which will be eventually sent to infinity to
implement the hard-core condition. The saturation field
is given by Hc = 3(J1 + J2 + J3) + |J0| − ǫmin, where
ǫmin = mink ǫ(k).
The single-magnon energy minima have qualitatively
different structure depending on the value of the ex-
change couplings. For ferromagnetic J1 (J1 = −1),
there are two interesting regions in the J2-J3 plane
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(see Fig. 1), with six degenerate minima at inequivalent
(generically incommensurate) wave-vectors. In region I,
they areQ0 = (k
I
0 , 0, 0) (resp. Q0 = (k
I
0 , 0, π)) for J0 < 0
(resp. for J0 > 0) and all π/3 rotations thereof around
the kz axis; k
I
0 is given by
kI0 = 2 cos
−1
(
2J3 − 3J2 +
√
(3J2 + 2J3)2 + 8J3
8J3
)
.
(9)
In region II, we instead define Q0 = (0, k
II
0 , 0) (resp.
Q0 = (0, k
II
0 , π)) for J0 < 0 (resp. for J0 > 0), with
kII0 =
2√
3
cos−1
(
1− J2
2(J2 + 2J3)
)
, (10)
and the other ones are generated by the same rotational
symmetry.
In this paper we are interested in these two ar-
eas, where the system can possibly host new multiple-q
phases. In particular, we concentrate on two represen-
tative semi-infinite lines, namely i) J2 = 0, J3 > 1/4 for
region I and ii) J3 = 0, J2 > 1/3 for region II, which
correspond to the J1-J2 model and the J1-J3 model re-
spectively. We do not expect qualitative differences for
other choices of the parameters within the two regions.
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Figure 2. Section of the Brillouin zone with the single magnon
minima and single-magnon energy dispersion ǫ(k) in region I
of the J2-J3 parameter space; in region II they appear rotated
by π/2.
III. MAGNON CONDENSATION WITH FINITE
DEGENERACY
For applied magnetic field H above the saturation field
Hc, or in other words for µ < ǫmin, all spins are aligned
along the direction of the field, which corresponds to the
absence of magnons. When H is tuned slightly below Hc
we expect a dilute gas of magnons, most of which occupy
the lowest energy states.
A. Ground-state energy in the dilute limit
The six inequivalent single-magnon minima, denoted
{Qi}i=0,...,5, are arranged for region I as in Fig. 2, where
we depict the appropriate section of the Brillouin zone
(for region II they are rotated by π/2). We intro-
duce the (complex) order parameters 〈aQi〉 =
√
NψQi
(i = 0, . . . , 5) referring to particles condensed at the six
different wave-vectorsQi. In the dilute limit the ground-
state energy per site can be written, by exploiting the
symmetries of the system (six-fold rotation and mirror
4symmetries), as
E
N
=(ǫmin − µ)
5∑
i=0
|ψQi |2 +
1
2
Γ(1)
5∑
i=0
|ψQi |4
+
5∑
i=0
2∑
j=1
Γ
(2)
j |ψQi |2|ψQi+j |2
+
2∑
i=0
2∑
j=0
Γ
(3)
j ψ
∗
Qi
ψ∗−QiψQi+jψ−Qi+j (11)
and higher orders in the condensate amplitudes can be
neglected. The coefficients Γ(1) and Γ
(i)
j are the ef-
fective vertices, namely renormalized four-point func-
tions, describing the interaction between condensed par-
ticles, that in the dilute regime can be determined by a
full quantum mechanical calculation as first shown by
Beliaev.9 The energy E/N is clearly real-valued, even
though not all of the quartic terms are density-density
type; in particular, the last term of Eq. (11) depends
on the relative phases of the condensates. This is a pe-
culiarity of our theory, originating essentially from the
presence of frustrated non-NN exchange.13 Note that,
while there is only one global U(1) symmetry in the orig-
inal spin model [Eq. (1)], the low-energy effective the-
ory in the dilute limit enjoys an additional emergent
symmetry, namely the product of three “chiral” sym-
metries U(1)j (j = 0, 1, 2) acting as (ψQj , ψ−Qj ) →
(eiαjψQj , e
−iαjψ−Qj ).
14
In order to find the effective couplings Γ(n) in
Eq. (11) we must calculate the renormalized scattering
amplitude15 Γ(q;k,k′) at low density (many-body T -
matrix) for initial momenta k,k′ ∈ {Qi}. The effective
couplings are given by the following combinations:
Γ(1) =Γ(0;Q0,Q0), (12)
Γ
(2)
1 =Γ(0;Q0,Q1) + Γ(Q1 −Q0;Q0,Q1), (13)
Γ
(2)
2 =Γ(0;Q0,Q2) + Γ(Q2 −Q0;Q0,Q2), (14)
Γ
(3)
0 =Γ(0;Q0,Q3) + Γ(Q3 −Q0;Q0,Q3), (15)
Γ
(3)
1 =Γ(Q1 −Q0;Q0,Q3)
+ Γ(−Q1 −Q0;Q0,Q3), (16)
Γ
(3)
2 =Γ(Q2 −Q0;Q0,Q3)
+ Γ(−Q2 −Q0;Q0,Q3) = Γ(3)1 . (17)
The strategy for the calculation is presented in the fol-
lowing Section III B.
B. Bethe-Salpeter equation
In the dilute limit Γ(q;k,k′) satisfies the Bethe-
Salpeter equation for the ladder approximation, which
reads
Γ(q;k,k′) = V (q) − 1
N
∑
q′∈BZ
q′:ǫ−ǫmin>µ
V (q− q′)
ǫ(k+ q′) + ǫ(k′ − q′)− 2ǫmin − EΓ(q
′;k,k′). (18)
= +
k
k’
k+q
k’-q
k
k’
k+q
k’-q
k
k’
k+q
k’-q
qΓ(q) Γ(q’) q-q’
Figure 3. Ladder diagram included in Bethe-Salpeter equa-
tion (18). The filled squares and the dashed lines represent
the full and the bare interaction respectively.
We keep the total energyE (measured from the minimum
of the free two-particle spectrum) generically different
from its on-shell value E = 0 and an infrared cutoff for
reasons that will become clear in the following. This
equation is diagrammatically depicted in Fig. 3.
The ladder approximation includes all multiple scatter-
ing of two particles; processes involving more than two
particles are indeed suppressed at low density.16,17 This
actually amounts to approximating Γ(q;k,k′) with the
renormalized scattering amplitude for two particles in the
vacuum (two-body T matrix), namely at µ − ǫmin = 0.
While in three dimensions this gives a finite result that is
correct also at low but non-vanishing density up to small
correction of order µ − ǫmin, it is well-known that the
two-body scattering amplitude vanishes logarithmically
with lowering the density in two dimensions18, due to
the non-integrable singularities in the kernel of Eq. (18).
Thus finite density (many-body) effects become impor-
tant. In fact, we expect that at energies lower than
µ − ǫmin the magnon dispersion is modified a` la Bogoli-
ubov and becomes linear. In the calculation it is therefore
required to cutoff the integration in the neighborhoods
where ǫ(k + q′), ǫ(k′ − q′) . µ. This is the meaning of
the cutoff introduced in Eq. (18). Whereas it is possible
to work directly in momentum space, we choose the more
convenient treatment of Refs. 19 (see also Ref. 20), where
it is shown that calculating Eq. (18) at negative energy
E = −C(µ − ǫmin) (C a numerical constant of order 1)
without momentum cutoff yields an equivalent result at
leading order in µ− ǫmin. This procedure will be used in
5Section IVF, while in the following Section IV we take a
different approach, namely we consider the system with a
non-vanishing interlayer coupling, thus avoiding the sub-
tleties appearing in two dimensions.
IV. PHASE DIAGRAMS: QUASI-2D SYSTEMS
WITH INTERLAYER COUPLING
We now consider layered systems with non-vanishing
interlayer NN exchange coupling J0. Whereas the inter-
esting physics is essentially delivered by the triangular
lattice planes, the sign of J0 determines the relative or-
dering of two adjacent planes.
The solution of Eq. (18) can be obtained by expanding
in lattice harmonics, that is by taking the Ansatz
Γ(q) =〈Γ〉+
2∑
i=0
{J1Ai cosa2i · q+ J2Bi cosb2i · q
+ J3Ci cos 2a2i · q}+ J0D cos qz, (19)
where 〈Γ〉 = (1/N)∑q Γ(q). The calculation of the ef-
fective coupling is detailed in Appendix A; in this case
we do not need any cutoff procedure since all integrals
are finite.
By plugging the result into and minimizing Eq. (11)
we obtain the phase diagrams of the J1-J3 and J1-J2
models, which are shown in Figs. 4 and 5 respectively.
It is interesting to note that in the classical limit, these
models always have the spiral state in their ground state
manifold in the present parameter space. However, this
phase disappears in most cases due to quantum effects
and is replaced with other new quantum phases.
Below we describe the characteristics of the different
regions composing the phase diagrams.
A. Spiral phase
Magnon condensation at a single wave-vector, say
ψQ0 =
√
ρeiα and ψQi = 0 for i = 1, · · · , 5, yields the
so-called spiral phase, whose spin structure is
〈Sxj 〉 =
√
ρ cos (Q0 · rj + α) ,
〈Syj 〉 =
√
ρ sin (Q0 · rj + α) ,
〈Szj 〉 =
1
2
− ρ. (20)
The magnon density is given by ρ = (µ−ǫmin)/Γ(1). This
phase breaks the C6 rotation symmetry and reflection
symmetry, and is accompanied by a vector chiral order
(〈Sr〉 × 〈Sr+a0〉)z = ρ sin(Q0 · a0). (21)
As noted already in Ref. 4 this phase shows multi-ferroic
behaviour due to the spin-current mechanism,21 which
generates an electric polarization Pe = η e × (〈Sr〉 ×
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Figure 4. Phase diagrams of the J1-J3 model for ferromag-
netic (upper) and antiferromagnetic (lower) interlayer cou-
pling J0, with J1 = −1. PS denotes the regions with phase
separation (see Sec. IVD) and Q0-Q1 denotes “01” phase (see
Sec. IVC). Note the logarithmic scale of the vertical axis.
〈Sr+e〉) associated to a bond e (η is a constant). Specif-
ically, for longitudinal magnetic field H = (0, 0, H),
Pai = η ρ sin (Q0 · ai) (âi × Ĥ). (22)
Let us note that the out-of-plane component of Pai is
locally non-zero, but it vanishes in average over a period
since it is proportional to sin (Q0 · (r+ ai/2)). In case of
in-plane magnetic field all components vanish in average.
B. Fan phase
In this phase magnons condense simultaneously at two
opposite wave-vectors, e.g. Q0 and Q3∼= −Q0 with the
same density. We can choose the parametrization ψQ0 =√
ρeiα1 and ψQ3 =
√
ρeiα2 with ρ = (µ − ǫmin)/(Γ(1) +
Γ
(3)
0 ), and define θ = α1 + α2, φ = α2 − α1. The spin
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Figure 5. Phase diagrams of the J1-J2 model for ferromag-
netic (upper) and antiferromagnetic (lower) interlayer cou-
pling J0, with J1 = −1. BS denotes the regions where two-
magnon bound states have lower energy.
structure is given by
〈Sxj 〉 = 2
√
ρ cos
(
Q0 · rj − φ
2
)
cos
θ
2
,
〈Syj 〉 = 2
√
ρ cos
(
Q0 · rj − φ
2
)
sin
θ
2
,
〈Szj 〉 =
1
2
− 4ρ cos2
(
Q0 · rj − φ
2
)
. (23)
This state has a coplanar spin structure; The spins oscil-
late within a fixed plane parallel to the z-axis and identi-
fied by the angle θ. This phase breaks only C3 symmetry
and is not accompanied by chiral symmetry breaking.
The vector chirality 〈Sr〉×〈Sr+e〉 always vanishes on av-
erage and no multi-ferroic property can appear.
C. “01” phase
In the regions denoted by “Q0-Q1” in Figs. 4 and 5,
magnons equally occupy the lowest-energy states of two
adjacent wave-vectors, e.g. Q0 and Q1. The spin struc-
ture is given by
〈Sxj 〉 = 2
√
ρ cos
(
Q1 −Q0
2
· rj + φ
2
)
cos
(
Q1 +Q0
2
· rj + θ
2
)
,
〈Syj 〉 = 2
√
ρ cos
(
Q1 −Q0
2
· rj + φ
2
)
sin
(
Q1 +Q0
2
· rj + θ
2
)
,
〈Szj 〉 =
1
2
− 4ρ cos2
(
Q1 −Q0
2
· rj + φ
2
)
, (24)
where the condensate density is ρ = (µ − ǫmin)/(Γ(1) +
Γ
(2)
1 ). This phase somehow interpolates between the spi-
ral and fan phases. In fact, along the direction ofQ1+Q0
the spins spiral with pitch vector (Q1 +Q0)/2, whereas
along the orthogonal direction they oscillate in the fan
state (see Fig. 6). The (z-component of) vector chiral
order exists forming a stripe structure,
(〈Sr〉 × 〈Sr+l〉)z
= 4ρ cos2
(
Q1 −Q0
2
· rj + φ
2
)
sin
(
Q1 +Q0
2
· l
)
(25)
for l ‖ Q1 + Q0, where the stripe of the chiral order is
parallel to the vector Q1 +Q0.
Recalling the considerations of Sec. IVA we find an in-
duced electric polarization for longitudinal magnetic field
given by
Pai = 4η ρ cos
(
Q1 −Q0
2
· rj + φ
2
)
cos
(
Q1 −Q0
2
· (rj + ai) + φ
2
)
sin
(
Q1 +Q0
2
· ai
)
(âi × Ĥ). (26)
7Figure 6. Spin structure of the “01” phase.
For bonds in the l direction (l ‖ Q1+Q0), this expression
simplifies to
Pl = 4η ρ cos
2
(
Q1 −Q0
2
· rj + φ
2
)
sin
(
Q1 +Q0
2
· l
)
(̂l× Ĥ). (27)
The main peculiarity compared to the spiral case is that
the amplitude of the polarization is modulated along
one direction, but does not change sign, thus yielding
a striped structure with non-zero net average over a pe-
riod.
D. Phase separation (PS)
If at least one of Γ(1), Γ(1) + Γ
(2)
1 , and Γ
(1) + Γ
(3)
0 be-
comes negative the system suffers from instabilities as is
clear from the runaway behaviour of Eq. (11). As dis-
cussed recently in Ref. 10, in this situation a state with
low density of magnons can not be stable. The system
instead undergoes a field-induced first-order phase transi-
tion, featuring phase separation between the fully polar-
ized state and a low-magnetization state. Technically, the
latter can be stabilized by including higher order terms
in the ground state energy Eq. (11) (e.g. sixth order in
the ψ’s). By looking at which of the above three combi-
nations of couplings is (the most) negative, one can argue
about the nature of the low-magnetization state. For in-
stance, if Γ(1) < 0 and all others positive, it is reasonable
to expect a low-magnetization spiral state, etc..
E. Bound states (BS)
In the J1-J2 model at relatively small interlayer cou-
pling there exist regions where bound states of two
magnons are formed (see Fig. 5). This can be inferred
from the appearance of a pole singularity in Γ(1), that
is essentially a two-particle Green’s function at zero fre-
quency. The presence of a bound state branch in the
spectrum below the single-magnon states would suggest
0 1 20
1
h/|J1|
m
/m
s
48 spins
36 spins
∆Sz= 3 ∆S
z
= 2
Figure 7. Magnetization process of the S = 1/2 triangular-
lattice J1-J2 model with J1 = −1 and J2 = 1 for N = 36 and
48 spin clusters. In the smaller size system (N = 36), the
total magnetization always changes by ∆Sz = 3, but, in the
larger size system (N = 48), it has a jump ∆Sz = 4 below
saturation and wide steps at even values of Sz below the jump,
showing a tendency to the formation of two-magnon bound
states.
the occurrence of BEC of bound states and thus a spin
nematic phase.11,22 We however do not know how the
bound states interact and therefore we can not make any
statement about the stability of the spin nematic phase
only from this analysis. If the interaction is attractive,
there will be again phase separation. Moreover, we can
not rule out the existence of three magnon bound states
or higher.
To examine the appearance of spin nematic phase we
performed exact diagonalization study of the purely two-
dimensional model (J0 = 0) with N = 36 and 48 spins
with the fixed choice of parameters J1 = −1 and J2 = 1.
We used finite-size clusters with high space symmetry
(C3v) and under the periodic boundary condition. The
magnetization process is plotted in Fig. 7. In case of 36
spins, we find a weak signature of formation of three-
magnon bound states from saturation down to low mag-
netization, which corresponds to the change of total mag-
netization by three (∆Sz = 3)23. However, this seems to
be an artefact of a small size system, since for the larger
size system (N = 48), the magnetization process does not
posses this periodicity and, instead, it shows a tendency
to the formation of two-magnon bound states; the lowest
energy states in even number Sz sectors have lower en-
ergy than in odd Sz sectors, giving rise to wide steps at
even Sz in the magnetization process. Clearly the stabil-
ity of this spin nematic phase below the magnetization
jump remains to be studied further because finite-size
effects can still be strong for N = 48.
8F. Purely 2D calculation
To compare the quasi-two-dimensional systems with
purely two-dimensional systems, we analyze effective cou-
pling Γ in two dimensions, using the procedure described
in Sec. III B. At small energy cutoff E < 0 of order
µ − ǫmin, the Γ’s in Eq. (17) have a 1/| log |E|| expan-
sion that looks like
Γ(1) =
α(1)
|log |E|| +O
(
1
|log |E||2
)
, (28)
Γ(l)m =
α
(l)
m
|log |E|| +O
(
1
|log |E||2
)
. (29)
The leading coefficients can be calculated analytically as
described in Appendix A. The results are shown in Fig. 8
for the case of the J1-J3 model, from which we can see
that
α(1) = α
(3)
0 , α
(2)
1 = α
(2)
2 , α
(3)
1 = 0, (30)
0 < α(1) < α
(2)
1 (31)
for arbitrary J3> 1/4 (J1 = −1 fixed). An analogous
behavior occurs for the J1-J2 model.
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Figure 8. Effective couplings (leading coefficients) of the J1-
J3 model as a function of J3, with J1 = −1.
Thus at leading order the ground-state energy becomes
E0
N
=(ǫmin − µ)
5∑
i=0
|ψi|2 + 1
2
α(1)
|log |E||
 5∑
i=0
|ψi|4 + 2
2∑
j=0
|ψi|2|ψi+3|2
+ α(2)1|log |E||
5∑
i=0
2∑
j=1
|ψi|2|ψi+j |2
=(ǫmin − µ)
5∑
i=0
|ψi|2 + 1
2
α(1)
|log |E||
2∑
i=0
(|ψi|2 + |ψi+3|2)2
+
α
(2)
1
|log |E||
[
(|ψ0|2 + |ψ3|2)(|ψ1|2 + |ψ4|2) + (|ψ0|2 + |ψ3|2)(|ψ2|2 + |ψ5|2) + (|ψ1|2 + |ψ4|2)(|ψ2|2 + |ψ5|2)
]
,
(32)
which exhibits an emergent U(2)3 symmetry. Namely in
the zero density limit, µ → ǫmin (E → 0), each U(1)i is
effectively enhanced to U(2)i whose elements transform
the doublet (ψi, ψi+3)
T . This is reflected in the degener-
acy of a continuous family of physically distinct ground
states, defined by
|ψQi |2 + |ψQi+3 |2 =
µ− ǫmin
Γ(1)
,
ψQj = 0 if j 6= i, i+ 3 (33)
for a certain i. To the level of approximation of Eq. (32)
the U(2)i symmetry is then spontaneously broken to U(1)
by choosing a ground state out of the space Eq. (33).
The spiral phase (see Sec. IVA) and coplanar (fan) phase
(see Sec. IVB) are just two states in this ground-state
manifold. This symmetry enhancement is analogous to
that occurring at low-energy in a mixture of two species
of dilute Bose gases with equal masses in the continuum
in two dimensions.24 It is worth noting, however, that
experiments with cold atoms are typically done at fixed
number of particles, whereas in magnetic systems the
chemical potential, which is determined by the applied
magnetic field, can be actually made vanishingly small.
In the phase diagrams (Figs. 4 and 5) with interlayer
couplings, we however find different phases. The lower
part of the phase diagrams, where J0 is as small as 10
−4
and the system looks almost two-dimensional, shows the
fan phase only for J3 & 1.5 and for J2 & 5.5, respectively.
This is because, as described in Sec. III B, the calculation
in two dimensions is intrinsically based on the assump-
tion that a stable single-magnon condensate exists as the
many-body ground state and the elementary excitations
are quasiparticles with Bogoliubov-like dispersion. If this
assumption is violated, approximating the many-body T -
matrix with the two-body T -matrix calculated with neg-
ative energy cutoff is not justified. For example, if a first-
order phase transition occurs between the ferromagnetic
state (magnon vacuum) and a low-magnetization state
9(finite density of magnons), evidently the two-body T -
matrix obtained with the above method will not give any
information about the true many-body state below sat-
uration. Similarly, it will not capture the appearance of
two-magnon bound states below the single-magnon spec-
trum, which also breaks the above assumption. Therefore
the prediction that either the spiral or the fan phase ap-
pear below the saturation field is reliable only when no in-
stability affects the dilute single-magnon gas picture. We
believe that this is the reason why the phase-separation
and bound-state regions do not appear in the pure 2D
analysis.
The other discrepancy between the pure 2D result
and the result for the quasi-2D system is the existence
of “01” phase in the J1-J3 model even for weak J0
(see Fig. 4). We note that “01” phase is forbidden
in the J0 = 0 limit. A possible reason for this dis-
crepancy is that J0 is not small enough in our calcu-
lation. For small J0, the couplings Γ
(i) are expanded as
Γ(i) = α(i)/| log |J0||+O(1/(log |J0|)2). Since 1/| log |J0||
decays slowly with decreasing |J0|, in general the effect
of interlayer coupling is still not negligible in this energy
scale of J0 near saturation field. For example, let us con-
sider the boundary between the “01” and fan phases in
Fig. 4. The two relevant couplings for this transition are
Γ
(2)
1 and Γ
(3)
0 , and the condition for the phase boundary
is given by Γ
(2)
1 = Γ
(3)
0 . Including the next-to-leading
order, this equation looks like
α
(2)
1
|log |J0|| +
β
(2)
1
|log |J0||2
=
α
(3)
0
|log |J0|| +
β
(3)
0
|log |J0||2
. (34)
Note that the coefficients of the leading terms, α
(2)
1 and
α
(3)
0 , are the same as in Eq. (30). We know from Fig. 8
that these coefficients are two different regular functions
of J ′3 ≡ J3 − 1/4 satisfying α(2)1 ≥ α(3)0 . Assuming that
also β
(2)
1 , β
(3)
0 are regular, we can expand Eq. (34) in pow-
ers of J ′3 as
a
|log |J0|| +
(
B +
b
|log |J0||
)
J ′3 + . . . = 0, (35)
where a = limJ′
3
→0(β
(2)
1 − β(3)0 ), B = limJ′3→0 ∂(α
(2)
1 −
α
(3)
0 )/∂J
′
3, and we have used the relation limJ′3→0(α
(2)
1 −
α
(3)
0 ) = 0. At small J
′
3 we can retain only the first two
terms in the above equation, so that there exists an ap-
proximate solution for the phase boundary
J ′3c ≃ −
a
B |log |J0|| . (36)
Due to this logarithmic singularity the phase boundary
can rapidly shift to the J3 = 1/4 point with decreas-
ing |J0|. The “01”-fan phase boundary in Fig. 4 indeed
appears to start this logarithmic behavior for the lower
values of J0. We thus believe that the “01” phase will
eventually disappear in the pure 2D limit due to this
mechanism. We note that if the two coefficients α
(2)
1 and
α
(3)
0 were equal for J3 > 1/4, we could not obtain this
logarithmic singularity, and in general there is no reason
to expect it. We are led to conclude that, given a micro-
scopic model whose ground state energy is in the form of
Eq. (11), the transition between 3D to 2D can be either
smooth or singular, according to the value of the leading
coefficients α(i) of the effective couplings.
V. CONCLUSION AND DISCUSSION
In conclusion, we have studied, in a magnon Bose-
Einstein condensation picture, the triangular J1-J2-J3
antiferromagnet as a prototypical model where a combi-
nation of competing exchange interactions and geometri-
cal frustration makes the single-magnon energy minima
more-than-doubly degenerate. We focused on the high
applied magnetic field regime, just below the saturation
field, where the two-magnon interaction can be treated
quantum-mechanically by means of the dilute Bose gas
theory, and determined the zero-temperature phase dia-
gram as a function of the exchange couplings. Together
with the spiral and fan phases (commonly featured in
the phase diagram of helimagnets) we found an interest-
ing new phase, the “01” phase, whose physical properties
are in some sense halfway between the former two. In the
spiral phase, magnons are condensed to a single wave-
vector, whereas in both fan and “01” phases magnons
are condensed to two wave-vectors with an equal density.
While the fan phase is non-chiral, the spiral and “01”
phases possess chiral order. The peculiarity of the chi-
ral order in the “01” phase is its stripe structure, which
results in a novel type of multiferroic. By studying the
singular behavior of the relevant phase boundary as a
function of the interlayer coupling J0 for J0 → 0, we ex-
plained how the “01” phase disappears in the purely 2D
limit. This mechanism shows that even a very small in-
terlayer coupling can drastically change the ground state.
Also, we elucidated the circumstances in which the di-
lute single-magnon Bose gas picture breaks down; this oc-
curs quite often when competing ferromagnetic exchange
is present10. From the discussion in Sec. IV, we can ex-
pect that the condensed state in such a case is either a
low-magnetization state (with finite density of magnons)
or a dilute Bose gas of multi-magnon bound states. We
can identify the first case by a runaway behavior, i.e.,
instability, in the dilute Bose gas theory, which leads to
phase separation. The second case can be captured by
the appearance of stable multi-magnon bound states. In
the J1-J2 model, we found that bound two-magnons can
have a lower energy than single magnons around J2 = 1
with J1 = −1 for a weak interlayer coupling regime. Ex-
act diagonalization study of the purely two-dimensional
model at J2 = 1 with 48 spins indeed indicates a small
magnetization jump at the saturation field and a ten-
dency to the two-magnon pairing below the magnetiza-
tion jump. This would correspond to a weak first-order
10
phase transition to spin-nematic state, but this picture
needs further confirmation since finite-size effects might
be strong in our numerical calculation.
We also note that the boundary between a dilute Bose
gas of magnons (spiral, fan or “01”) and phase separation
in Figs. 4 and 5 corresponds to a tricritical point25 on the
J3-M (or J2-M) phase diagram. When phase separation
appears, it is accompanied by two first-order phase tran-
sitions in the magnetization (H-M) curve. These two
first-order transition lines merge with a line of second-
order phase transition at this phase boundary. In fact,
following the discussion in Sec. IVD, if we assume that
the sixth-order terms are continuous and non-vanishing
in that neighborhood, the tricritical point is located at
(J∗3 ,Ms) [or (J
∗
2 ,Ms)], where J
∗
3 (J
∗
2 ) denotes the value at
which the relevant quartic term (Γ(1) for the spiral state,
etc.) changes sign and Ms the saturated magnetization.
Lastly, let us stress that our analysis of the ground-
state energy of the dilute magnon gas in Sec. III is quite
general for spin exchange models enjoying a finite degen-
eracy of single-magnon energy minima. For example, it is
straightforward to introduce XXZ -type spin anisotropy
in our model (see Appendix A). We performed the anal-
ysis for several values of anisotropy, but did not find
qualitative modification of the phase diagrams. While
we have found only single-q or double-q states near sat-
uration in our simple microscopic model, there is the
possibility to find higher-q states with this method by
starting from a more complex Hamiltonian.26 We expect,
in some complex systems including frustrated interlayer
couplings, that spin anisotropy can drive the transition
to interesting multiple-q phases. In fact we note that
this is essentially what happens in the spin model for
Ba3Mn2O8, which can accommodate various new phases
including magnetic vortex crystals.8
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Appendix A: Details on the solution of the BS
equation
A common method of solving Eq. (18) is to make an
expansion in lattice harmonics. Here we briefly describe
the method. First note that, integrating over the Bril-
louin zone, one has
〈Γ(q;k,k′)〉 =
2U
1− 1
N
∑
q′∈BZ
Γ(q′;k,k′)
ǫ(k+ q′) + ǫ(k′ − q′)− 2ǫmin − E
 ,
(A1)
where 〈· · ·〉 ≡ (1/N)∑q∈BZ · · · and we have used 〈ǫ〉 =
0. For U →∞ we obtain
1− 1
N
∑
q′∈BZ
Γ(q′;k,k′)
ǫ(k+ q′) + ǫ(k′ − q′)− 2ǫmin − E = 0.
(A2)
Using Eq. (A1), Eq. (18) becomes
Γ(q;k,k′) = 2ǫ(q) + 〈Γ(k,k′)〉
− 1
N
∑
q′∈BZ
2ǫ(q− q′)
ǫ(k+ q′) + ǫ(k′ − q′)− 2ǫmin − EΓ(q
′;k,k′).
(A3)
At this stage one would like to take a suitable Ansatz
for Γ and transform the problem, namely Eqs. (A2) and
(A3), to a linear algebraic system. The most general ex-
pansion in lattice harmonics would contain both harmon-
ics of type sine and cosine. However, one can get rid of
harmonics of the type sine by considering even functions
of q to obtain the Γ’s, namely
Γˆ(1)(q) =Γ(q;Q0,Q0),
Γˆ
(2)
1 (q) =Γ((Q1 −Q0)/2 + q;Q0,Q1)
+ Γ((Q1 −Q0)/2− q;Q0,Q1),
Γˆ
(2)
2 (q) =Γ((Q2 −Q0)/2 + q;Q0,Q2)
+ Γ((Q2 −Q0)/2− q;Q0,Q2),
Γˆ(3)(q) =Γ((Q3 −Q0)/2 + q;Q0,Q3)
+ Γ((Q3 −Q0)/2− q;Q0,Q3). (A4)
Then the couplings in the ground-state energy (11) will
be given by
Γ(1) = Γˆ(1)(0),
Γ
(2)
1 = Γˆ
(2)
1 ((Q1 −Q0)/2),
Γ
(2)
2 = Γˆ
(2)
2 ((Q2 −Q0)/2),
Γ
(3)
0 = Γˆ
(3)((Q3 −Q0)/2),
Γ
(3)
1 = Γˆ
(3)(Q1 − (Q3 +Q0)/2),
Γ
(3)
2 = Γˆ
(3)(Q2 − (Q3 +Q0)/2). (A5)
It is possible to verify Γ
(3)
1 = Γ
(3)
2 , as argued previously
from symmetry considerations.
In order to solve Eq. (A4) we then take the Ansatz
Eq. (19). For simplicity let us restrict ourselves to J2 = 0
and define
11
T(q) = (1, cosa0 · q, cosa2 · q, cosa4 · q, cos 2a0 · q, cos 2a2 · q, cos 2a4 · q, cos qz)T , (A6)
τij(k,k
′;E) =
1
N
∑
q′∈BZ
Ti(q
′)Tj(q
′)
ǫ
(
k+k′
2 + q
′
)
+ ǫ
(
k+k′
2 − q′
)− ǫ(k)− ǫ(k′)− E . (A7)
For the 3D calculation in Sec. IV we can safely set E to its
“on-shell” value E = 0. However for the 2D calculation
in Sec. IVF (J0 = 0), a small but finite E will be used to
regularize the integrals in Eq. (A7), that typically suffer
from logarithmic divergences, as explained in Sec. III B.
Upon plugging Eq. (19) into Eq. (A2) and Eq. (A3)
we derive a system of linear equations for the coefficients
in Eq. (19), that is x = (〈Γ〉, A0, A1, A2, C0, C1, C2, D)T ,
which reads
Mx = n (A8)
with
M =

τ11 J1τ12 J1τ13 J1τ14 J3τ15 J3τ16 J3τ17 J0τ18
2τ21 1 + 2J1τ22 2J1τ23 2J1τ24 2J3τ25 2J3τ26 2J3τ27 2J0τ28
2τ31 2J1τ32 1 + 2J1τ33 2J1τ34 2J3τ35 2J3τ36 2J3τ37 2J0τ38
2τ41 2J1τ42 2J1τ43 1 + 2J1τ44 2J3τ45 2J3τ46 2J3τ47 2J0τ48
2τ51 2J1τ52 2J1τ53 2J1τ54 1 + 2J3τ55 2J3τ56 2J3τ57 2J0τ58
2τ61 2J1τ62 2J1τ63 2J1τ64 2J3τ65 1 + 2J3τ66 2J3τ67 2J0τ68
2τ71 2J1τ72 2J1τ73 2J1τ74 2J3τ75 2J3τ76 1 + 2J3τ77 2J0τ78
2τ81 2J1τ82 2J1τ83 2J1τ84 2J3τ85 2J3τ86 2J3τ87 1 + 2J0τ88

, (A9)
n =
(1, 2, 2, 2, 2, 2, 2, 2)
T for Γˆ(1),(
2, 4 cos k
′−k
2 · a0, 4 cos k
′−k
2 · a2, 4 cos k
′−k
2 · a4, 4 cos(k′ − k) · a0, . . . , 4 cos(k′z − kz)
)T
otherwise.
(A10)
The matrix elements can be calculated numerically in
three dimensions.
In two dimensions, we recognize that the integration in
Eq. (A3) is dominated at small E by the neighborhoods
of the solutions of ǫ(k+ q′) + ǫ(k′ − q′) = 0 (one, two or
six solutions depending on the choice of k,k′ ∈ {Qi}).
The quantities in Eq. (A5) therefore have the singular
behavior
Γˆ(1)(q) =
αˆ(1)(q)
|log |E|| +O
(
1
|log |E||2
)
(A11)
(and similarly for the others) at small E. By plugging
into Eq. (A3) and keeping only the leading terms we ob-
tain a set of coupled algebraic equations whose solution
is given in the form
α(1) ≡ αˆ(1)(0) = 8π√
3
√
det(h(1)/2),
α
(2)
1 ≡ αˆ(2)1 ((Q1 −Q0)/2) =
8π√
3
√
det(h
(2)
1 /2),
α
(2)
2 ≡ αˆ(2)2 ((Q2 −Q0)/2) =
8π√
3
√
det(h
(2)
2 /2),
α
(3)
0 ≡ αˆ(3)(Q3) =
8π√
3
√
det(h(3)/2),
α
(3)
1 ≡ αˆ(3)(Q1) = 0,
α
(3)
2 ≡ αˆ(3)(Q2) = 0. (A12)
Here we have introduced the relevant Hessian matrices
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h
(1)
ij = ∂ki∂kj [ǫ(Q0 + k) + ǫ(Q0 − k)]k=0,
h
(2)
1,ij = ∂ki∂kj
[
ǫ
(
Q0 +Q1
2
+ k
)
+ ǫ
(
Q0 +Q1
2
− k
)]
k=
Q1−Q0
2
,
h
(2)
2,ij = ∂ki∂kj
[
ǫ
(
Q0 +Q2
2
+ k
)
+ ǫ
(
Q0 +Q2
2
− k
)]
k=
Q2−Q0
2
,
h
(3)
ij = ∂ki∂kj [2ǫ (k)]k=Q0 = h
(1)
ij . (A13)
It is easy to verify that det h(1) = deth(3) and deth
(2)
1 =
deth
(2)
2 . Equations (30) and (31) follow.
Note that in order to include a generic XXZ -type spin
anisotropy, namely to change the various terms in the
Hamiltonian Eq. (1) from JαSi ·Sj to Jα(Sxi Sxj +Syi Syj +
∆αS
z
i S
z
j ), one just need the replacement Jα → Jα∆α in
Eqs. (19) and (A9).
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