Abstract. We offer a survey on the decay rates of subsequent differences of operator powers.
Z. LÉKA
The Esterle-Katznelson-Tzafriri theorem has an extensive literature and comprehensive studies were made in several directions concerning it, see e.g. [14] , [15] , [21] , [37] , [43] , [44] , [45] and the references therein. The aim of this survey is to present the recent results on the rate of the convergence in the classical Esterle-Katznelson-Tzafriri theorem. In advance, we can say that for a given operator it can be a difficult problem to determine the exact decay rates. The first essential and general result here is related to J. Esterle, who pointed out that the decay rates cannot be arbitrarily fast (except for trivial cases). For any bounded, linear operator T = I such that σ(T ) = {1}, he found that lim inf n→∞ n T n (T − I) > const > 0 any Banach space [13] . The exact value of the constant appeared in his theorem is 1/e which was determined later by N. Kalton et al. [17] , O. Nevanlinna et al. [29] and N. Dungey [10] . Dropping the minimal spectral condition, now let us choose any bounded operator T acting on a Banach space X. We know that either lim sup n n T n (T − I) ≥ 1/e or X can be decomposed into the direct sum of two closed T -invariant subspaces X 0 and X 1 such that T is the identity on X 1 and the restriction of T onto X 0 has spectral radius strictly less than 1 (see [17, Theorem 3.1] , [35, Theorem 2.1] ). This means that we can get faster decay rates than O(n −1 ) only in very special situations.
Concerning the time regularity property, one can simply construct operators having various decay rates if one allows the spectrum to be large. Throughout the paper we shall use the notation Θ(a n ) = b n for positive sequences (a n ) ∞ n=1 and (b n ) ∞ n=1 which means that there does exist a positive constant C such that C −1 a n ≤ b n ≤ Ca n for all n. For instance, let us consider a simple geometric construction.
Note that the spectrum of M z is large σ(M z ) = Ω ε .
On the other hand, to get more light on Esterle's result and the decay rates under the single-point assumption σ(T ) = {1} we shall need much more refined constructions.
Ritt operators.
Roughly speaking, Ritt operators are power bounded operators with extremal decay rates. However, the definition of the Ritt property looks quite different at first. It was actually described by means of a resolvent estimate, instead of the decay rates. Precisely, we say that an operator T is Ritt if it satisfies the resolvent condition
As was observed by Yu. Lyubich [25] and independently by B. Nagy and J. Zemánek [31] , the above resolvent condition can be extended to a sectorial estimate; i.e. there exists a δ > 0 such that the set {|λ − 1| (T − λI)
Note that the spectrum of any Ritt operator is lying in a proper sector with a vertex at 1. Next we collect a few non-trivial examples of Ritt operators.
Example 2.1. For α > 0, let us consider the fractional integral operator acting on [26] . This example by Yu. Lyubich tells us that it may happen that a Ritt operator is the sum of the identity and a quasinilpotent operator. For further examples which exploit the method of fractional powers the reader might see the papers [12] and [11] .
Example 2.2. Choose a conformal map f from D into a sector of the right half complex plane with vertex at 0. If one assumes that the modulus of f is relatively small which precisely means that the range of f ⊆ (D∩(1+D)) and lim z→1 f (z) = 0 then the operator
. Below we shall make it precise how to define the operator f (I − 2V ). Here, the geometric condition on the range of f can be readily stated with the particular choice of f (z) =
Thus we instantly deduce that
Example 2.3. Markov operators induced by random walks on graphs and groups have the Ritt property as well (e.g. [9] and [8] ).
Motivated by Example 2.1, N. Dungey proved that any Ritt operator can be described by means of a fractional power approach. We say that an operator T is Kreiss if it satisfies the resolvent condition
Now the characterization reads as follows. . Furthermore, it is easy to check that if (T t ) t≥0 is a bounded, analytic C 0 -semigroup then T t is (uniformly) Ritt for every t ≥ 0 and by P. Vitse the converse statement holds as well [42, Section 3] . For further analogues, for instance, to the maximal regularity property, interpolation property and the functional calculus of analytic semigroups, the reader may consult [4] , [5] , [18] , [34] , [20] , [42] and the references therein.
Nevertheless, we note that the previous boundedness assumptions of the Ritt property,
are independent. In general the time regularity property does not imply that the operator T is power bounded (for an example in L 1 (R), see [17, Theorem 3.3] ). However, we do not know whether the conditions σ(T ) = {1} and
(This question originates from [31, p. 147] .) Regarding the assumptions of the Esterle-Katznelson-Tzafriri theorem, note that whenever the convergence T n+1 − T n → 0 (n → ∞) holds, the convergence T n /n → 0 follows as well. In [1] , G. Allan's question was the converse of whether the latter condition with the spectral one σ(T ) ⊆ D ∪ {1} implies the stability of the subsequent differences T n+1 − T n . This would mean that the power boundedness assumption could be relaxed quite significantly. Y. Tomilov and J. Zemánek provided a negative answer to Allan's question building upon an operator matrix construction [40] . In fact, the operator
For further discussions on different types of boundedness and their consequences on the iterates and ergodic properties of linear operators, the reader can see [39] .
Functions of the Volterra operator.
In general, the calculation of the exact decay rates of the differences T n − T n+1 is a subtle and complicated task. In the case of the operator I − V , these estimates were settled by A. Montes-Rodríguez, J. Sánchez-Álvarez and J. Zemánek, in their paper [30] . Relying on asymptotic formulas for the Laguerre polynomials and the Riesz-Thorin interpolation theorem, they were able to prove the following fundamental theorem. 
The Montes-Sánchez-Zemánek result provided the very first examples for operators with small spectrum where it became possible to determine the sharp decay rates. We remark that exploiting their approximation method, one can even prove a more general version of the above theorem. Actually, for any α > 0, 
Now let us choose a function f which is analytic on D and assume that f has a holomorphic extension to a neighbourhood of 1. The above theorem simply implies that the decay rate of the subsequent differences of the powers (I − f (I − 2V )) n , as long as they are uniformly bounded in norm, is n −1/2 (up to constant factors). However, if we require a less strict boundary condition on f ; i.e. the range of f has only C 1,ε smooth boundary we can get faster decays. To make this idea clear, we collect a few facts about the shift operator and its compressions on the Hardy space H 2 (D). Let S denote the unilateral shift operator on H 2 (D) defined by (Sh)(z) = zh(z). The function ψ stands for the singular inner function
Let T be the compression of S into the subspace P ψ H 2 (D); that is,
where P ψ denotes the orthogonal projection from
D). A classical result by Sarason shows us that (I + V )
−1 is unitarily equivalent to the operator (T + I)/2 [35, Theorem 1]. Moreover, from T. V. Pedersen's similarity relation [1] we have
Hence the above chain of reasoning tells us that the operator I −2V is actually similar to the contraction T . Now let J :
2 denote the bounded linear bijection for which
This similarity enables us to define an H ∞ -calculus for I − 2V ; i.e.
. Furthermore, we recall that the algebra {f (T ) : f ∈ H ∞ (D)} and the factor algebra [36] ). Hence it is enough to determine the time regularity of the differences
. We remark that the last question requires function theory and it has nothing to do with operator theory.
Roughly speaking, we can say that the regularity properties (in the sense of function theory) and smoothness of the boundary of holomorphic functions at 1 are crucial to describe the time regularity of operators which have the form I − f (I − 2V ). Now let us choose a conformal map f α that maps D onto the domain Ω ε which has the C 1,ε boundary w ε : t → |t
, for ε = (1 − α)/α and 1/2 < α < 1 (as we used it in the Introduction). With an appropriate modification of f α , one can even guarantee that the condition
holds as well. This enables us to calculate the rate of the convergence in the factor algebra
To summarize the above observations, we have 
If one chooses f α with small supremum norm, von Neumann's inequality implies that the contraction I − f α (I − 2V ) is indeed a (compact) quasinilpotent perturbation of the identity. This construction offers further examples with single-point spectrum and various time regularities.
Example 3.4. For any 1/2 < α < 1, define the operator matrix
(following the matrix construction of Y. Tomilov and J. Zemánek [40] ). Then a straightforward calculation gives T n+1 − T n = O(n −2α+1 ). Of course, σ(T ) = {1} holds as well but T n ≥ const · n 1−α ; i.e. T is not power bounded anymore.
Unfortunately, we do not know how to construct contractions or power bounded operators on Hilbert space with single-point spectrum {1} and time regularity slower than n −1/2 . We are not aware of such examples in Banach spaces either.
Question. Does there exist a Hilbert space contraction (or power bounded operator) T such that σ(T ) = {1} and
where 0 < α < 1/2 ?
4. Subsequent differences with decay rates O(n −α ). We recall that a classical lemma found by S. Foguel and B. Weiss [16] says that if T is a contraction in a Banach space, then the convex sum T β := (1 − β)I + βT (0 < β < 1) always satisfies the estimate
Surprisingly, N. Dungey observed that the converse statement holds as well. (i) The operator T is power bounded and
There exist β ∈ (0, 1) and a power bounded operator S such that T = βI + (1 − β)S.
Moreover, if these conditions hold, there is a β
Condition (ii) of the theorem was first essentially studied in a paper by O. Nevanlinna (see [34, Theorem 8] ). His result characterizes the operators S which are power bounded and can be written in the form S = (1+ε)T −εI for some ε > 0. Relying on Theorem 4.1, we note that the answer 'Yes' to our Question would immediately provide an example of a quasinilpotent operator Q in Hilbert space such that I + Q is power bounded, but for any ε > 0 the perturbed operator I + (1 + ε)Q is not. (For a similar question on 'stability' of power boundedness on segments, see [48, Question 5] .)
In fact, condition (i) holds for a large class of subordinated discrete semigroups of operators. Let F be a discrete probability measure on Z + = {0, 1, 2, . . .} and let T be a power bounded operator acting in a Banach space X. Then we say that the operator
is subordinated to T via the probability F . Dungey pointed out the same regularity properties of the subordinated operator Ψ(F ; T ) and that of the function k∈Z+ F (k)z k (z ∈ D) in the Wiener algebra. He proved that
whenever F is an aperiodic probability measure on Z + [10, Theorem 2.4]. Note that the Bernoulli probability with parameter β gives the direction (ii) =⇒ (i) in Theorem 4.1. For instance, if F is a zeta probability with parameter 0 < β < 1,
or it is given by generalized binomial coefficients, 0 < β < 1, (i) The operator T is power bounded and Here, the equivalence in the important special case α = 1 is due to O. Nevanlinna; that is, T is Ritt if and only if the semigroup e −t(I−T ) is bounded analytic and σ(T ) ⊆ D∪{1}. Unfortunately, the aforementioned theorem does not work for α ≥ 1/2.
Quite often stability results or regularities of operator powers follow from the regularity properties of the resolvent function near its singularities. For instance, we can observe this phenomenon around the definition of Ritt (or analytic) operators and its equivalent reformulation. Or a simple application of the Cauchy integral formula tells us that any Kreiss operator T satisfies the growth condition T n = O(n). Concerning the decay rates in the Esterle-Katznelson-Tzafriri theorem, a more sophisticated version of this approach was studied in detail for C 0 -semigroups by Y. Tomilov and A. Borichev [6] . They proved that the polynomial resolvent growth implies rather strong stability results and studied the optimality of these results as well. Quite recently D. Seifert exploited their method to prove the discrete analogues for single operators in Banach spaces. Let R(λ, T ) stand for the resolvent operator (T − λI) −1 , as usual. The above theorem is a special case of a general result which links the so-called dominating function for the resolvent of T to the decay rates of the differences T n+1 − T n (see [36, Theorem 2.11] ). Theorem 4.3 is optimal in general Banach spaces which means that the logarithmic factor cannot be dropped. However, in Hilbert spaces the theorem can be significantly improved. 
