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Abstract
In this work, kinds of Marr-type wavelets Ψn(t) are obtained and an explicit expression for the wavelets is derived.
Time–frequency analysis shows that, regarded as window functions in a short time Fourier transform (STFT), the wavelets have
monotonically increasing supporting areas in terms of the size of the so-called time–frequency windows and the vanishing moment
of Ψn(t) is also monotonically regularly increasing with n.
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1. Introduction
The theory of wavelets or multiresolution analysis has been developed and investigated for twenty years, since
Grossman and Morlet introduced the continuous wavelet transform [6]. In the past two decades, many efforts have
been made to promote the applications of wavelets in various fields, above all in engineering. For example, wavelets
have been successfully applied to digital signal processing [3,7] and digital image processing, which deals with such
subjects as image compression, image resizing, image fusion, edge and feature detection, image hiding and texture
analysis [1]. As we know, wavelets evolve from the Fourier transform (FT) and short time Fourier transform (STFT)
or window Fourier transform which was pioneered by Gabor [5]. In this work, we start with Marr wavelet (also called
the Mexican Hat wavelet) which was defined using the second derivative of the exponential function e−t2/2 and then
generalized to the so-called Marr-type wavelets Ψn(t) which are obtained by differentiating the exponential function
e−at2n times, where a is a positive parameter. These wavelets are well known. In fact, there is a Matlab toolbox
concerning the wavelets in the Gaussian derivatives family.
The purpose of this work is to derive an explicit expression forΨn(t) and show thatΨn(t) can act as a basic wavelet
and a window function as well. What is more, it is brought to light that the size of Ψn(t), as a window function, is
O(n1/2) and, as a basic wavelet, its vanishing moment is n.
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To make our forthcoming statements clearer, we first review a few important definitions.
Definition 1 ([2,4]). If a function w(t) satisfies w(t) ∈ L2(R) and tw(t) ∈ L2(R), where L2(R) denotes the space
of the functions that are square integrable on the real line, then w(t) is called a window function and its center t∗ and
radius ∆w are defined respectively by the following integrals:
t∗ = 1‖w‖2
∫ ∞
−∞
t |w(t)|2dt,
∆w = 1‖w‖
[∫ ∞
−∞
(t − t∗)2|w(t)|2dt
]1/2
,
where
‖w‖ =
[∫ ∞
−∞
|w(t)|2dt
]1/2
and 2∆w is called the width of the window function w(t).
Definition 2 ([2,4]). If wˆ(η) is the Fourier transform of w(t), i.e.,
wˆ(η) =
∫ ∞
−∞
w(t)e−iηtdt,
and ηwˆ(η) ∈ L2(R), then wˆ(η) can also be regarded as a window function which is called the frequency window
function and its center ω∗ and radius ∆wˆ are defined respectively by
ω∗ = 1‖wˆ‖2
∫ ∞
−∞
η|wˆ(η)|2dη,
∆wˆ = 1‖wˆ‖
[∫ ∞
−∞
(η − ω∗)2|wˆ(η)|2dη
]1/2
,
where
‖wˆ‖ =
[∫ ∞
−∞
|wˆ(η)|2dη
]1/2
and 2∆wˆ is called the width of the frequency window function wˆ(η).
Definition 3 ([2,4]). If a functionw(t) satisfiesw(t) ∈ L2(R), tw(t) ∈ L2(R) and its Fourier transform wˆ(η) satisfies
ηwˆ(η) ∈ L2(R), then w(t) is called the time–frequency (TF) window function which is a virtual window in two-
dimensional space, i.e., time–frequency space. The time–frequency window has the following logical location:
[t∗ −∆w, t∗ +∆w] × [ω∗ −∆wˆ, ω∗ +∆wˆ]
and the area or size of the time–frequency window function w(t) is measured by the quantity 4∆w∆wˆ.
Definition 4 ([2,4]). If w(t) is a time–frequency (TF) window function, then the transform
(G˜b f )(ω) =
∫ ∞
−∞
e−iωt f (t)w(t − b)dt
is called the short time Fourier transform of f (t).
Definition 5 ([2,4]). If Ψ(t) ∈ L2(R) and its Fourier transform Ψˆ(ω) satisfies the admissibility criterion
CΨ =
∫ ∞
−∞
|Ψˆ(ω)|2
|ω| dω <∞,
then Ψ(t) is called a basic wavelet or mother wavelet.
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Definition 6 ([2,4]). If Ψ(t) is a basic wavelet, then the continuous wavelet transform (CWT) of f (t) ∈ L2(R) with
respect to the wavelet Ψ(t) is defined by
WT f (a, b) = 1√a
∫ ∞
−∞
f (t)Ψ
(
t − b
a
)
dt.
The continuous wavelet transform is also called the integral wavelet transform (IWT).
Definition 7 ([2,4]). If a basic wavelet Ψ(t) satisfies for p = 0, 1, . . . , n,∫ ∞
−∞
t pΨ(t)dt = 0
and ∫ ∞
−∞
tn+1Ψ(t)dt 6= 0,
then we say the basic wavelet Ψ(t) has vanishing moments (VM) up to order n.
2. Marr-type wavelets
The Marr wavelet (the Mexican Hat wavelet) Ψ2(t) is given by
Ψ2(t) = (1− t2)e−t2/2 = − d
2
dt2
(e−t2/2)
which is a basic wavelet with vanishing moments up to order 2. It is not difficult to show that the Marr wavelet, as a
time–frequency window function, has the following time–frequency window:[
−
√
7
6
,
√
7
6
]
×
[
−
√
5
2
,
√
5
2
]
which has an area of 4
√
35/12 ≈ 6.8313. Now let
Ψ3(t) = − d
3
dt3
(e−t2/2) = (−3t + t3)e−t2/2,
Ψ4(t) = d
4
dt4
(e−t2/2) = (3− 6t2 + t4)e−t2/2,
Ψ5(t) = d
5
dt5
(e−t2/2) = (−15t + 10t3 − t5)e−t2/2,
Ψ6(t) = − d
6
dt6
(e−t2/2) = (15− 45t2 + 15t4 − t6)e−t2/2.
Then we get Table 1 concerning the properties of the above four functions. From the table we find that functions
Ψ3(t),Ψ4(t),Ψ5(t) and Ψ6(t) are all basic wavelets, and the area of Ψn(t), if viewed as a time–frequency window
function, increases with n and so is the vanishing moment. We also find that the sizes of the TF windows of Ψn(t)
present a strong regularity with respect to n. In order to show up the regularity, let us introduce positive real number
a and positive integer n, and consider the following more general Marr-type function:
Ψn(a; t) = (−1)[n/2] d
n
dtn
(e−at2/2), (2.1)
where [x] denotes the greatest integer not exceeding x . It is not difficult to see that Ψn(1; t) = Ψn(t) for
n = 2, 3, 4, 5, 6. We have the following main results.
Theorem 1. For any positive integer n and positive real a, Ψn(a; t) defined in (2.1) is a basic wavelet and it has
vanishing moment up to order n.
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Table 1
The properties of functions Ψ3(t),Ψ4(t),Ψ5(t) and Ψ6(t)
Functions Symmetry TF window Area FT CΨ VM
Ψ3(t) Odd [−
√
11/10,
√
11/10] × [−√7/2,√7/2] 7.8486 Ψˆ3(ω) = i
√
2piω3e−ω2/2 4pi 3
Ψ4(t) Even [−
√
15/14,
√
15/14] × [−√9/2,√9/2] 8.7831 Ψˆ4(ω) =
√
2piω4e−ω2/2 12pi 4
Ψ5(t) Odd [−
√
19/18,
√
19/18] × [−√11/2,√11/2] 9.6379 Ψˆ5(ω) = i
√
2piω5e−ω2/2 48pi 5
Ψ6(t) Even [−
√
23/22,
√
23/22] × [−√13/2,√13/2] 10.4272 Ψˆ6(ω) =
√
2piω6e−ω2/2 240pi 6
Theorem 2. The basic wavelet Ψn(a; t) has the following explicit algebraic expression:
Ψn(a; t) = (−1)[n/2]
[n/2]∑
i=0
(
n
2i
)
(2i − 1)!!(−2a)n−i tn−2ie−at2 , (2.2)
where we apply the convention (−1)!! = 1.
Theorem 3. The basic wavelet Ψn(a; t), viewed as a time–frequency window function, has the following virtual
window:[
−
√
4n − 1
4a(2n − 1) ,
√
4n − 1
4a(2n − 1)
]
× [−√(2n + 1)a,√(2n + 1)a]
and its area is 2
√
(4n−1)(2n+1)
2n−1 .
3. Proofs of the theorems
Proof of Theorem 1. Let ga(t) = e−at2 . Then the Fourier transform of ga(t) is given by gˆa(ω) = √pi/ae− ω
2
4a . It
follows from the differential property of the Fourier transform that the Fourier transform of Ψn(a; t) is given by
Ψˆn(a;ω) = (−1)[n/2](iω)n gˆa(ω)
= (−1)[n/2](iω)n
√
pi
a
e−
ω2
4a . (3.1)
This leads to
CΨn =
∫ ∞
−∞
|Ψˆn(a;ω)|2
|ω| dω
= 2pi
a
∫ +∞
0
ω2n−1e−
ω2
2a dω
= 2pi(2a)n−1
∫ +∞
0
ωn−1e−ωdω
= 2pi(n − 1)!(2a)n−1 < +∞.
Therefore Ψn(a; t) defined in (2.1) is a basic wavelet and (3.1) implies that Ψn(a; t) has vanishing moment up to
order n. Theorem 1 is proved. 
Proof of Theorem 2. Since
Ψ1(a; t) = ddt (e
−at2) = −2ate−at2 ,
Ψ2(a; t) = − d
2
dt2
(e−at2) = −[(−2a)2t2 − 2a]e−at2 ,
we see that expression (2.2) holds for n = 1 and n = 2. Now assume that (2.2) is valid for n = 2k, i.e.,
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Ψ2k(a; t) = (−1)k
k∑
i=0
(
2k
2i
)
(2i − 1)!!(−2a)2k−i t2k−2ie−at2 .
Then
Ψ2k+1(a; t) = dΨ2k(a; t)dt
= (−1)k
k∑
i=0
(
2k
2i
)
(2i − 1)!!(−2a)2k−i [(2k − 2i)t2k−2i−1 − 2at2k+1−2i ]e−at2
= (−1)k
k∑
i=1
(
2k
2i − 2
)
(2i − 3)!!(−2a)2k−i+1(2k − 2i + 2)t2k−2i+1e−at2
+ (−1)k
k∑
i=0
(
2k
2i
)
(2i − 1)!!(−2a)2k−i+1t2k−2i+1e−at2
= (−1)k
[
k∑
i=1
(
2k + 1
2i
)
(2i − 1)!!(−2a)2k−i+1t2k−2i+1 + (−2a)2k+1t2k+1
]
e−at2
= (−1)k
k∑
i=0
(
2k + 1
2i
)
(2i − 1)!!(−2a)2k−i+1t2k−2i+1e−at2
and
Ψ2k+2(a; t) = −dΨ2k+1(a; t)dt
= (−1)k+1
k∑
i=0
(
2k + 1
2i
)
(2i − 1)!!(−2a)2k−i+1[(2k + 1− 2i)t2k−2i − 2at2k+2−2i ]e−at2
= (−1)k+1
[
k∑
i=1
(
2k + 2
2i
)
(2i − 1)!!(−2a)2k−i+2t2k−2i+2
+ (−2a)2k+2t2k+2 + (−2a)k+1(2k + 1)!!
]
e−at2
= (−1)k+1
k+1∑
i=0
(
2k + 2
2i
)
(2i − 1)!!(−2a)2k−i+2t2k−2i+2e−at2 .
Therefore (2.2) is true for n = 2k + 1 and n = 2k + 2 and Theorem 2 is proved by induction. 
In order to prove Theorem 3, we need the following lemmas.
Lemma 1. Let
φn(t) = d
n
dtn
(e−at2).
Then ∫ ∞
−∞
φ2n(t)dt =
√
pi
2
a
2n−1
2 (2n − 1)!!.
Proof. Notice that dφn−1(t) = φn(t)dt and lim|t |→∞ φn(t) = 0; we have∫ ∞
−∞
φ2n(t)dt =
∫ ∞
−∞
φn(t)dφn−1(t)
= (−1)n
∫ ∞
−∞
φ2n(t)e−at
2
dt
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= (−1)n
∫ ∞
−∞
n∑
i=0
(
2n
2i
)
(2i − 1)!!(−2a)2n−i t2n−2ie−2at2dt
=
n∑
i=0
(−1)n
(
2n
2i
)
(2i − 1)!!(−2a)2n−i (2n − 2i − 1)!!
2n−i
√
pi(2a)−
2n−2i+1
2
= a 2n−12
√
pi
2
(2n − 1)!!,
where the infinite integral∫ ∞
−∞
t2ne−at2dt = (2n − 1)!!
2n
√
pia−
2n+1
2
has been used. 
Lemma 2. Let
φn(t) = d
n
dtn
(e−at2).
Then ∫ ∞
−∞
t2φ2n(t)dt =
√
pi
2
a
2n−3
2
(4n − 1)(2n − 3)!!
4
.
Proof. Keep employing the formula for integration by parts; we get∫ ∞
−∞
t2φ2n(t)dt =
∫ ∞
−∞
t2φn(t)dφn−1(t)
= (−1)n
∫ ∞
−∞
e−at2 d
n
dtn
(t2φn(t))dt
= (−1)n
∫ ∞
−∞
e−at2 [t2φ2n(t)+ 2ntφ2n−1(t)+ n(n − 1)φ2n−2(t)]dt
= I1 + I2 + I3,
where
I1 = (−1)n
∫ ∞
−∞
t2φ2n(t)e−at
2
dt
= (−1)
n
2a
(∫ ∞
−∞
φ2n(t)e−at
2
dt + 1
2a
∫ ∞
−∞
φ2n+2(t)e−at
2
dt
)
= 1
2
a
2n−3
2 (2n − 1)!!
√
pi
2
− 1
4
a
2n−3
2 (2n + 1)!!
√
pi
2
,
I2 = (−1)n2n
∫ ∞
−∞
tφ2n−1(t)e−at
2
dt
= (−1)n n
a
∫ ∞
−∞
φ2n(t)e−at
2
dt
= na 2n−32 (2n − 1)!!
√
pi
2
and
I3 = (−1)n
∫ ∞
−∞
n(n − 1)φ2n−2(t)e−at2dt
= −n(n − 1)a 2n−32 (2n − 3)!!
√
pi
2
,
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and consequently∫ ∞
−∞
t2φ2n(t)dt = I1 + I2 + I3 =
√
pi
2
a
2n−3
2
(4n − 1)(2n − 3)!!
4
. 
Proof of Theorem 3. Note that Ψn(a; t) = (−1)[n/2]φn(t) and Ψˆn(a;ω) = (−1)[n/2](iω)n
√
pi
a e
− ω24a . Denote by tcn
and ωcn the center of Ψn(a; t) and Ψˆn(a;ω) respectively. Then it is easy to verify that tcn = 0 and ωcn = 0; therefore
by Lemmas 1 and 2, we have
∆Ψn =
√√√√∫∞−∞ t2(Ψn(a; t))2dt∫∞
−∞(Ψn(a; t))2dt
=
√√√√√√a
2n−3
2 (2n − 3)!! 4n−14
√
pi
2
a
2n−1
2 (2n − 1)!!
√
pi
2
=
√
4n − 1
4a(2n − 1)
and
∆Ψˆn =
√√√√∫∞−∞ ω2(Ψˆn(a;ω))2dω∫∞
−∞(Ψˆn(a;ω))2dω
=
√√√√√∫∞−∞ ω2n+2e− ω22a dω∫∞
−∞ ω2ne
− ω22a dω
=
√√√√ (2n+1)!!2n+1 (2a) 2n+32 √pi
(2n−1)!!
2n (2a)
2n+1
2
√
pi
= √(2n + 1)a
as asserted. The proof of Theorem 3 is completed. 
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