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We consider one-dimensional spin systems in which the transition rate is 1 at site k if there are at least 
N sites in {k - N, k - N + 1, , k + N ~ 1, k + N} at which the ‘opinion’ differs from that at k, and the 
rate is zero otherwise. We prove that clustering occurs for all N a 1 in the sense that P[v,(k) # v,(j)] 
tends to zero as t tends to a3 for every initial configuration. Furthermore, the limiting distribution as 
t + ~0 exists (and is a mixture of the pointmasses on TJ = 1 and n = 0) if the initial distribution is translation 
invariant. In case N = 1, the first of these results was proved and a special case of the second was 
conjectured in a recent paper by Cox and Durrett. 
Now let D(p) be the limiting density of l’s when the initial distribution is the product measure with 
density p. If N = 1, we show that D(p) is concave on [O,;], convex on [f, 11, and has derivative 2 at 0. 
If N 2 2. this derivative is zero. 
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1. Introduction 
The (linear) voter model has been the subject of a large number of papers during 
the past fifteen years (see, for example, Chapter V of Liggett, 1985; and Bramson, 
Cox and Griffeath, 1988; and the references there). It exhibits two basic kinds of 
behavior: (a) In dimensions one and two it clusters, in the sense that P[ n,( k) # n,(j)] 
tends to zero as t tends to 00 for every initial configuration. (b) In dimensions three 
and larger, it exhibits coexistence, in the sense that there are invariant measures 
which concentrate on configurations with infinitely many O’s and 1’s. In a recent 
paper, Cox and Durrett (1991) initiated the study of a class of spin systems which 
Correspondence fo: Dr. Thomas M. Liggett, Department of Mathematics, University of California, Los 
Angeles, CA 90024, USA. 
* Research supported in part by NSF Grant INT 8714944. Now at Universite de Provence, Marseille, 
France. 
** Research supported in part by NSF Grant DMS 8601800. 
*** Research supported in part by NSF Grant DMS 8902152. 
0304-4149/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved 
14 E.D. Andjel / Threshold voter models 
they call nonlinear voter models. They discovered that there is coexistence in some 
of these, even in one dimension. This raises the question of determining for exactly 
which nonlinear voter models one has coexistence and for which one has clustering. 
Obtaining a complete answer to this question is probably out of the question. 
Nevertheless, in this paper we will prove some results which contribute to its answer. 
We will consider only a subclass of nonlinear voter models: the threshold-T voter 
model in one dimension with range N. This is the continuous time Markov process 
r], on (0, 1)” with transitions given as follows: the coordinate n(k) is replaced by 
1 -n(k) at rate 
4k VI= 
1 
1 if the number ofj such that /j-k/ G N and v(j) # r](k) is at least T, 
0 otherwise. 
In their paper, Cox and Durrett proved the following results for this class: 
(a) Coexistence occurs if T = 1 and N 2 4. The proof is based on a comparison 
of the voter model with a contact process. The comparison is such that if the contact 
process survives, then the corresponding voter model exhibits coexistence. Use of 
the Holley-Liggett upper bound (Theorem 1.33 of Chapter VI of Liggett, 198.5) on 
the critical value of the basic contact process yields the result for N 2 7. Analogous 
results obtained in Liggett (1991) for variants of the contact process give the 
improvement down to N 2 4. 
(b) Coexistence occurs if T = 2 and N 3 47 (Theorem 8). 
(c) Clustering occurs if T= N = 1 (Theorem 4). 
Cox and Durrett also conjectured that coexistence occurs if T = 1 and N = 2 or 
3 (Conjecture 1). Durrett (1992) proved that for each a E (0, i), there is coexistence 
for the process with T = [UN] if N is sufficiently large. It is easy to see that clustering 
does not occur if T> N, since then the configurations in which strings of length 
Z= N + 1 of O’s and l’s alternate are traps for the process. (Durrett and Steif have 
noted that in this case, the process ‘gets stuck’ for any initial distribution.) In view 
of these remarks, the case T = N appears to be of particular interest. We now restrict 
ourselves to this case. 
We need some notation in order to state our results. If ti is a probability measure 
on {0, l}“, then p, will denote the distribution at time t when the initial distribution 
is p. The product measure with density p E [0, l] will be denoted by u,. We then 
have the following: 
Theorem 1. Suppose T = N Z- 1. 
(a) If n is any initial conjiguration and k and j are any two sites, then 
!ic P’[rl,(k) # v,(j)1 = 0. 
(b) If p is translation invariant, then 
lim t4 = D(p)5 +[I -WP)IUO, 1-r 
where D(~_L) is some constant depending on the initial distribution y. 
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Part (a) of Theorem 1 is Theorem 4 of Cox and Durrett (1991) if N = 1. It was 
conjectured by Durrett for general N in a private communication. Part (b) of 
Theorem 1 in case N = 1 and p = up is Conjecture 3 of Cox and Durrett (1991). 
It would be interesting to ‘compute’ the limiting density in part (b) of Theorem 
1, at least when the initial distribution is the product measure with density p. This 
is probably not possible, but we can compute the derivative of this density at p = 0. 
This is the main content of the next two theorems. 
Theorem 2. Suppose T = N = 1. Then 
(a) -- lim D(“,) _ 2 3 
010 P 
and 
(b) D(u,) is concave as a function ofp on [O,$] and is convex on [$, 11. 
In the case treated in Theorem 2, the threshold voter model has a dual called a 
double branching annihilating random walk (DBARW) which has been studied by 
Sudbury (1990). In this process, particles are distributed on 2 with at most one 
particle per site. A particle at k jumps to k + 1 and k - 1 with rate 4 each. In addition, 
it creates two new particles at rate 4 which are placed at k + 1 and k - 1 respectively. 
Whenever two particles end up at the same site, they annihilate each other, and the 
site becomes vacant. 
We consider the DBARW evolving on the finite subsets of Z, and identify 
configurations n E (0, 1)” with subsets {k E Z: 77 (k) = 1). Letting [A( denote the cardi- 
nality of A, we have the following statement of the duality relation between the two 
processes (see Cox and Durrett, 1991): 
P7(nl(k)=l)=P’k’(]A,nn1isodd). (1.1) 
Here n1 is the threshold voter model (with T = N = l), and A, is the DBARW with 
initial configurations 7 and {k} respectively. Note that if the DBARW starts in a 
set of odd cardinality, its cardinality remains odd at all later times. In particular, 
it never becomes empty. We now identify subsets of Z of odd cardinality which 
differ by translations, and consider the DBARW as evolving on the resulting quotient 
space. 
For a probability measure p on that state space, define 
p(n)= C P(A). 
A:IAj=n 
We can now state a corollary to Theorem 2. The positive recurrence part of the 
statement was conjectured by Cox and Durrett (1991). 
Corollary. The DBARW on the above quotient space is positive recurrent, and its 
unique invariant measure 37 satisjies 
: (2n+l)?r(2n+1)=2. 
n=O 
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The behavior of the limiting density for larger range is described in the next result. 
We use a subscript to denote the value of N. 
Theorem 3. Suppose T = N. 
(a) -= ,i* DN(%) N-l 
0. 
PLO P 
(b) ___ li*infDN(“P)>O 
010 PN . 
Cc) lim DN(u,)=O ifp<:. N+*, 
Remarks. (i) A simple consequence of part (a) above is that if N 2 2, the threshold 
voter model does not have a dual satisfying (1.1). If it did, a slight modification of 
the proof of part (b) of Theorem 2 would imply that the concavity statement there 
would apply here as well. But that would contradict part (a) of Theorem 3. 
(ii) In view of Theorem 2, part (a) of Theorem 3 is only of interest if N 2 2. 
(iii) Theorem 3 suggests that the following statement may be true: For N z 2 and 
p <i, DN(up) is decreasing in N and convex in p. It would be interesting to prove 
either part. 
(iv) With some additional work, one can improve part (a) of Theorem 3 to show 
that DN (u,) is 0( p”) as p JO. Part (b) of Theorem 3, which shows that this 
improvement is best possible, is due to an observation of Durrett. 
Theorem 1 is proved in the next section. Theorem 2 and its corollary are proved 
in Section 3. Theorem 3 is proved in Section 4. 
2. Threshold = Range 
This section is devoted to the proof of Theorem 1. We begin with the following 
definitions: 
Definition. We say that x is _fZippabZe at 7 E (0, 1)” if c(x, n) = 1. 
Definition. Given r] in (0, 1)” and A a subset of Z, nA will denote the state which 
agrees with 7 on A’ but disagrees with it at every site of A. The state n05A will equal 
77 on A’ and be identically 0 on A. The state v’7A is similarly defined. 
Definition. We say that ,$ is jlippable from 7 on an interval I if there exist finite 
sequences 7 = no, vr,. . . , rlrn = 5 in (0, l}” and yo, y,, . . . , y,_, in I so that 
(i) nj = njy,iI’ 
and 
(ii) c(Yj-r 9 77j-11c1. 
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Lemma. Let Z be any interval. Any conjiguration 7~ isflippable on Z to at least one of 
77 ‘3’ and v*.‘. 
Proof. We prove the result by induction on v(n), the number of maximal subintervals 
of Z on which 77 is constant. The result is clear if n = no3’ or ql,‘. Suppose now 
that the result is true for all 5 with v(5) < zi and that u(n) = ZI > 1. There exist 
subintervals [n, m] and [m + 1, I] of Z which are maximal, on which 77 is constant 
and such that n(m) is not equal to n( m + 1). Assume without loss of generality that 
n(m)=l. Now since n(m)=1 and n(m+l)=O it follows that 
This means that either m or m + 1 is flippable for 7. Furthermore, if m is flippable 
for r), then m - 1 is flippable for T{~}, m - 2 is flippable for ~{“-*,““, . . . , n is flippable 
for 7-~ {[n-lzml}. A similar statement holds if m + 1 is flippable. Hence there is a 5 
which is flippable from 7 and which has v(5) < v. So by induction, we find that n 
is flippable to 771X1 or 7~“‘. 0 
Proof of part (a) of Theorem 1. We will assume that our threshold voter model is 
constructed by Harris’ method from a family of independent rate one Poisson 
processes {K,(x), x E Z}, as described in Cox and Durrett (1991). We will need two 
additional rate one Poisson processes which are independent of the others, and will 
be denoted by K,(-co) and K,(a). The set of event times for the Poisson processes 
will be denoted by K(x). We may also assume without loss of generality that k = 1 
and j = 0. We will say that 5 in (0, l}” is in state A (for ‘agree’) if l(i) are all equal 
for ) i 1 G TV. By the lemma, for every n there exists an m(T) in iz, and 
Ye(V), Y,(V), . . . , Y,,_~( q) in [-IV, N] which are measurable functions of { n (i); ( i 1 G 
2N) and such that (for m > 0) for 0 ~j < m, 
and 
47 {Yo.....Y,-I), yj) = 1, 
77 
~Y”,...,Y,,_,) 
is constant on [-iV, N]. We take A4 to be the largest value m(q) assumes and for 
each n we define yi(q) for i in [0, M - l] by 
Y’(77)’ o 
{ 
Yi(rl) for i< m(v), 
for i 3 m(r)). 
Now for the threshold voter model beginning at any n, if the first M arrivals among 
the Poisson processes K,(x), 1x1~ 2N occur in order at Y”(v), Y](q), . . . , yMp’(~), 
then by the time of the last of these arrivals, the threshold voter model will be at a 
configuration in state A. More generally, if at time t the threshold voter model has 
value 7, and the next M arrivals among the Poisson processes K,(x), 1x1 c 2N occur 
in order at y’(v,), y’(v,), . . . , y”-’ (T,), then at the time of the last of these flips 
the threshold voter model will be at a configuration in state A. 
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For our threshold voter model and a (possibly random) time T, we say the event 
A’3T occurs if the first A4 arrivals after T among the Poisson processes K,(x), (xl s 2N 
occur in order at v”( yT), v’( v7), . . . , ybfp’( ~1~). The stopping time (with respect to 
the natural filtration of the Poisson processes) V(l, T) is defined to be the time at 
which A’2r occurs or becomes impossible. We define for n > 1, 
V(n, T) = V(1, V(n - 1, T)) and An,T= A’,v(“p’,7’. 
Note that if T is a stopping time (with respect to the Poisson process filtration), 
then V( 1, T) - T is independent of FT, and in particular, of q7. Similarly the event 
A n,r is independent of the sigma-field Fvi, _,,T,. If 
Q( T) = inf{ n : A”,’ occurs}, 
then the random variable V( Q( T), T) - T. IS independent of FT and has finite mean. 
The random variable V(Q( T), T) . IS a stopping time, at which point the threshold 
voter process will be at a configuration in state A. It should be noted that V( Q( T), T) 
is by no means the first time after T that our process is at a configuration in state 
A; r]= may well be in state A. 
Suppose now that S is a stopping time so that a.s. rls is in state A. We define the 
continuous time simple random walks Ri,s( .) for i = -1 and i = +1 as follows: 
R i,s(0) = iN, 
if S+f~K(Ri,s(t-)+i) and vs+r(R,,(t-))# ~s+~(Ri,s(t-)+i), 
then R,s( t) = Ri,s( t-) + i, 
if S+ TV K(ia) and qs+r(R,s(t-)) = ~+,(R,,s(t-)+ i), 
then Ri,s( t) = R,d t-) + i, 
if S+~EE(R,,~(Z-)), thenR,,,(t)=R,,(t-)-i, 
and these are the only jumps of the random walks. Let a(S) be the stopping time 
(for the above random walks) 
cr(S)=inf{t:IR,,(t)(<Nfori=-lori=+l}. 
Note that a(S) is independent of S, that S-t CT(S) is a stopping time for the natural 
filtration, and that throughout the time interval [S, S+ a(S)), the process 7, is in 
state A. Finally note that P[a(S) > 11 is of the order l/t for large t and so in 
particular E[(T(S)] is infinite. To complete the proof we note that if we define the 
stopping times 
T, = V(Q(O), 0) 
and 
S, =c(T,)+ T,, 
and for n> 1, 
T, = V(Q(S,p,), S+,) 
E.D. Andjel / Threshold voter models 19 
and 
then the random variables {T, -Sn_,}, {S, - T,,} are independent, the first set of 
these random variables are identically distributed with finite mean, and the second 
set are also identically distributed with infinite mean. This implies that 
0, T,,S,,..., T,,S,, . . . . 
is an alternating renewal sequence. It follows from standard theory (see for example 
Karlin and Taylor, 1975, pp. 191 and 201) that the probability that t is in an interval 
CT,,, S,) for some n, tends to one as r tends to infinity. This completes the proof of 
the first part of the theorem. Cl 
Proof of part (b) of Theorem 1. The key to the proof of the second part of the 
theorem is the following observation: If k 2 N + 2, then 
n+k-I 
= ,gn ~,{~~:n(j)=O,~(i)=lforn~i<n-~-k,i#j} 
-p({n: q(j)=lforncj<n+kand 
for any n. 
(2.1) 
Assume now that p is translation invariant and puts no mass on the configurations 
n = 0 and n = 1. First we will show that the limit of p, exists. Note that p, is 
translation invariant for each t, and hence the first and last terms in the sum are Z= 
the two negative terms respectively. Therefore the right side of (2.1) can be written 
as a sum of nonnegative terms. Hence the left side of (2.1) is integrable in t. It then 
follows that each of the nonnegative expressions on the right of (2.1) is integrable 
as well, and hence we conclude that 
I 
u^ 
~r{n:~(j)=O,~(i)=lforj-~~iij+k,i#j}dt<~ (2.2) 
0 
for k, 1~ 1, k + 13 N + 1. Since the process is invariant under interchange of O’s and 
l’s, in any statement such as (2.2), the roles of 0 and 1 may be interchanged. 
Next, we wish to prove that many other cylinder probabilities are integrable. This 
will be done via a series of reductions. In carrying out these reductions, it is important 
to keep in mind that if one cylinder probability is integrable, then so is any other 
cylinder probability which leads to it in one step with a positive rate. This argument 
will be spelled out the first time it occurs, but will just be mentioned briefly in future 
applications. 
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For k, 12 1, let 
fk,l(t)=~,{~:~(O)=1,~(i)=OforO<i~k,~(i)=1fork<i~k+1, 
and v(k+/+l)=O}. 
Then 
for k> N. Integrating this gives 
I‘ I 
-x 
L\,,+,(t) dts 1+(4N+2) .fh,,(f) dt. (2.3) 
0 0 
Interchanging the roles of k and 1 gives 
5 
X 
h+,,,-,(t) dts 1+(4N+2) 
i 
K1;.,(0 dt (2.4) 
0 0 
for l> N. By (2.2) and its analogue with O’s and l’s interchanged, fL,,( I) and f;,,(f) 
are integrable if k, 1~ N. Therefore by (2.3) and (2.4), &,(t) is integrable if 
max{ k, 1) z N. For k > N, write 
~~(7: n(O)=l,n(i)=OforO<i~k,and~(k+l)=l} 
N-l 
= ,“, .L,.,(~)+P,{T: 71(0)=1,rl(i)=OforO<iak, 
v(i)=lfork<isk+N}. (2.5) 
All of the terms in the sum are integrable by the earlier observations. Similarly, the 
last term on the right of (2.5) is integrable, via a series of reductions, by comparison 
with 
~,{~:~(0)=1,~(1)=Oand~(i)=1for2~iik+N}. 
This cylinder probability is in turn integrable by (2.2). Thus, we conclude that the 
cylinder probability on the left of (2.5) is integrable for k> N. 
Now take k Z= N (this restriction is in force for this entire paragraph), and consider 
any cylinder probability of the form 
p,{r]: v(i)=~(i)for-N<isk+N}, 
where E(O)= e(k+l)= 1, e(i)=0 for some 1 G is k, and is otherwise arbitrary. 
Such a cylinder probability can be compared with either 
ll~~{77:77(i)=~(i)for--N<i~Oandk<i~k+N,andrl(i)=Oforl~i~k} 
or with 
~~(7: v(i)=&(i)for-N<isOandk<i<k+N,r](j)=O,and 
v(i) = 1 for 1s i S k, i #j} 
E.D. Andjel / Threshold voter models 81 
for some 1 ~j s k. To see this, use the lemma to show that the configuration E is 
flippable on I = [l, k] to either &03’ or to e’.‘. In the first case, the comparison is 
made with the first probability above. In the second case, removing the last flip 
shows that E is flippable on I = [l, k] to a configuration which has exactly one zero 
in [l, k], so the comparison is with the second probability above. But each of these 
two cylinder probabilities is integrable, since they are smaller than those considered 
in (2.5) and (2.2) respectively. 
It now follows easily that any cylinder probability which is not of the form . . . 1 
1100~~~or~~~00111~~~ (i.e., in which there is at least one change from 1 to 
0 and at least one from zero to one) is integrable. To see this, we can assume without 
loss of generality (since any cylinder probability with constraints at m sites can be 
written as the sum of 2” cylinder probabilities with constraints at m +p sites), that 
it is of the form 
~~(7: n(i)=e(i)forO<i~k+N}, 
for some k > 2, where a(i) is arbitrary except that there are 0 <j < 1 i m s k 
so that 
E(j)=~(m)#a(Z). 
If &(k+ N) = F(I), write 
p,{v: n(i)=e(i)forO<iCk+N}S~,{n: v(i)=~(i)forI~iik+N}, 
while if e(k+ N) # F(I), write 
p,{r]: ~(i)=~(i)forO<i~k+N}~~,{n: n(i)=~(i)forj~iik+N}. 
In either case, the right side is integrable by the result of the previous paragraph. 
The final step in the proof that the limit of Jo, exists is to write the derivative of 
the cylinder probability 
g(t)=pLI{r): q(i)=~(i)forO<i~k} 
as a sum of other cylinder probabilities minus kg(t). It follows that every cylinder 
probability which is not of the form . . . 1 1 10 0. . . or . . .O 0 1 1 1 . . * has a limit 
as t + ~0. To check that the remaining cylinder probabilities have limits as well, it 
is enough to show this for 
~~(7: ~(i)=lforO<i~k} 
for any k 2 1. We will do this by showing that its derivative is integrable. This 
derivative consists of terms which are now known to be integrable, except for the 
terms 
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These differ by terms which are known to be integrable from 
PAT: v(l)=02 71(2)=lI+/4{77: rl(k-l)=l, rl(k)=OI 
-P,{v: rl(O)=O,~(l)=l)-Arl: ~(k)=l,~(k+l)=OI. 
But these cancel by translation invariance. So, the limit of p, exists. 
To show that the limit is a mixture of u0 and o, , it suffices to recall that all cylinder 
probabilities not of the form 1 1 1 0 0 0 or 0 0 0 1 1 1 are integrable, and hence 
converge to zero since their derivatives are bounded. So the limit of p, concentrates 
on configurations which are either ‘1, ‘0, or of the form 1 1 1 0 0 0 or 0 0 0 1 1 1. 
Since the limit is translation invariant, it can put no mass on these latter configur- 
ations. Thus the proof of part (b) of the theorem is complete. 0 
3. Threshold = Range = 1 
This section is devoted to the proof of Theorem 2 and its corollary. Hence we 
consider the case T = N = 1, and assume that we have a right continuous version 
of the threshold voter model T,, constructed as indicated in the remark in Section 
2 of Cox and Durrett (1991). This construction makes it possible to follow the 
trajectories of the edges of blocks of spins with the same value. In what follows, it 
is important to keep in mind that no new blocks are created as the process evolves. 
This is a special feature of the case T = N = 1. 
Proof of part (a) of Theorem 2. For each r] E (0, l}“, define a process X,,(.) on 
Z u {co} as follows: 
X, (0) = 
I 
0 ifv(O)=landq(l)=O, 
cc otherwise, 
and for t > 0, 
X,(f) = 
1 
Y+l ifX,(t-)=yEZandr],(Y+l)=landq,(y+2)=0, 
Y-l ifX,(t-)=YEZandT,(Y-l)=landv,(y)=O, 
Y ifX,(t-)=YEZand~,(y)==landr],(y+l)=O, 
co otherwise. 
Define also a process Y,( . ) on (0, l} by 
Y,(r) = 
I 
1 ifX,(t)EZandv,(X7(t)+2)=1, 
0 otherwise. 
The interpretation of these processes is the following: If at time 0, site 0 is the 
right edge of a block of ones for 7, then X,(t) is the position at time t of that same 
edge, assuming that it still exists, i.e., that the block of ones corresponding to that 
edge has not disappeared and has not joined the next block of ones to its right. In 
all other cases, X,,(t) = 00. On the other hand, Y,(t) = 1 if and only if X,(t) E Z 
and the block of zeros immediately to the right of X,(t) is of length one. 
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Let TV = inf{ t: Y,(t) = l}. Since blocks of zeros of length 
we have 
one disappear at rate 1, 
and hence 
E Y,(~)~~GP(T~<<co). (3.1) 
Let p, be the distribution at time t for the threshold voter model with initial 
distribution up. In what follows, we take advantage of the translation invariance of 
the distribution to write cylinder events more economically. The expression p,( 1 0 l), 
for example, denotes the probability of the event { 7: 77(k) = 1, T( k + 1) = 0, 
7 (k + 2) = 1) at time t, which is independent of k. 
For n E (0, l}“, let 6,,, be the distribution at time t of the process with initial 
configuration 7. Let Tk be the operator which translates elements of (0, I}” k units 
to the right: 
Tk(rl)(j) = ~(j- k). 
Any 10 at time t can be traced back to some 10 at time zero. So, summing over 
the possible locations of the 1 0 at time zero, and using the translation invariance 
of the evolution of the process, we see that 
%,,G’: 4X-l) = 1,5(O) = 0,5(I) = I1 = & P( YT,cq,(‘) = I, X,,,,(t) = k- I) 
for all initial configurations 7. Integrating with respect to up yields 
/-4lO l)= 1 
I 
P( Y~lcv,(t) = I, Xrkc,,,(r) = k - l)u,(dq), 
kaL 
and since up is invariant under Tk, we get 
/-4lOl)= 1 
I 
P(Y,(r) = 1, X,(t) = k- l)r+(dT). 
ke+ 
Therefore, we have the following identity: 
J EY,(t)v,(dT) = /-4lO 1). 
Integrating this identity and using Tonelli’s Theorem yields 
j (P j; Yq(r)d+,(d~)=jOm~,(IOI)dt (3.2) 
The key step in the proof of the first part of Theorem 2 is the observation that 
the expressions in (3.2) are o(p) as p L 0. First we show that this is sufficient, by 
looking at the right side of (3.2). Then we will come back and check the claim by 
looking at the left side. 
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To show that part (a) of the theorem is a consequence of the fact that the right 
side of (3.2) is o(p), start by writing 
&(1)=~,(100)+~,(001)+~,(101)-~,(010)-~,(01 I)-/J,(l 10) 
=A(0 10)-AL 0 I), (3.3) 
where the second equality follows from the translation invariance of the distribution. 
Similarly, 
$0 O)=/-&(l oo)+k(l 10)-2k(lO) 
= -/A,(1 0 1) -/_&(O 1 0). 
By part (a) of Theorem 1, 
lim p,( 1 0) = 0. 
1+1*7 
Therefore we can integrate the above identity to obtain 
J 
aT Al-p)= i%u,(l 0 1)+/-40 1011 dt. 
0
(3.4) 
We conclude that ~~(0 1 0) and p,( 1 0 1) are in L’[O, oo), and hence we may integrate 
(3.3) to obtain s m Wup)=Pf J p,(O 1 0) dt - J pu,(l 0 1) dr, 0 0
which when combined with (3.4) gives 
J 
iT 
D(v,)=2p-p*-2 +L,(l 0 1) dt. 
0
Part (a) of Theorem 2 follows from this and the fact that the integral on the right 
side of (3.2) is o(p). 
Next, we will show that the left side of (3.2) is o(p). Let 
A={v: v(O)= 1 and n(l)=O} 
and for a positive integer n, let 
B, ‘(7: n(i)=Oforall iE[-n, n]\{O},and n(O)= 1). 
We will first show that 
lim sup P( rV < 00) = 0. 
n-O3 7E.9,, 
(3.5) 
For this purpose, introduce three independent processes U,,,(t), l-&(t) and (V,(t), 
Vz(t)). The processes U,,,(t) and U,,,(t) are simple symmetric continuous time 
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random walks on 2 with exponential holding times of parameter one and initial 
states 
U,,,(O) = -n and U,,,(O) = n. 
The process ( V,(t), V,(t)) is also a continuous time Markov process with state space 
Z2 u {co}, initial state (0,O) and transitions 
(x,y)+(x-1,~) atrate 1, 
(x,y)+(x,y+l) atratel, 
(x,y)+(x+l,y) atrate 1 ifx<y, 
(x,y)-+(x,y-1) atrate 1 ifx<y, 
and 
(x,x)+a at rate 1. 
The process (V,(t), V2(t)) represents the evolution of the boundaries of the block 
of ones when the threshold voter model starts with configuration 
We now 
and 
introduce the following three stopping times: 
u, = inf{t: (V,(t), V,(t)) = co}, 
a,,,=inf{t: V,(f)= U,,,(t)+l} 
a,,, = inf{ t: V2( t) = U,,,(t) - 2). 
Statement (3.5) follows from the fact that for all 77 E B,, 
P( TV = co) > P( o1 < oz2,n and U, < u~,~) 
and the observation that since P(o, < co) = 1, 
lim P(a, < CT*,, and cI < cr3,n) = 1. 
n+cc 
Now write 
Yn(t )dt Up(dT) 
> 
03 02 
sup E Y,(t) dt+o,(B,) sup E Y,(t) dt. 
rltA\&, I 0 r)ER, I 0 
By (3.1), the right side of this inequality is bounded above by 
p(l-p)2np+p sup P(T,,<co). 
r)afA, 
This is o(p) by (3.5), and the proof of the first part of Theorem 2 is complete. 0 
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In proving part (b) of Theorem 2 and the corollary, we need to use some properties 
of 
fn ( P) = P(X, is odd), 
where X, is binomially distributed with parameters n and p. These properties are 
most easily seen from fO( p) = 0 and the recursion 
fn+,(P)=(l-PIfn(P)+Prl-f,(P)l, 
or equivalently, 
2f,+,(p)-1=(1-2p)[2fn(p)-ll. (3.6) 
By induction, one then proves the following statements for n 3 0: 
lzL(P)-#4~-2Pln. (3.7) 
fXP)=~[~-vz-,(P)l. (3.8) 
E( P> = --2n(n - 1x1 -?LA PII. (3.9) 
L(P)< nP2 .L(P)--P aspLO. (3.10) 
fn+l(~)-fn(p)=~L1-2fn(~)1~0 ifospst. (3.11) 
Proof of the Corollary. By the duality relation (l.l), if the initial measure is II,,, 
then the distribution at time t of the threshold voter model satisfies 
CL,(L)= t 5-,(2fl+llfin+l(P), 
n=0 
(3.12) 
where V, is the distribution of the DBARW at time t when it starts from a singleton. 
If the DBARW were not positive recurrent, it would follow that r,( 1) tends to 0 as 
t + 00. (Note, however, that it does not necessarily follow that am tends to 0 for 
k> 1.) Passing to the limit in (3.12) and using (3.11) gives 
D(u,) sf;( PI 
for 05 p ~4. By (3.10), this contradicts the first part of Theorem 2, and hence the 
DBARW is positive recurrent. By Scheffe’s Theorem, we may pass to the limit in 
(3.12) to conclude that 
D(b,) = z 5-(2n + L)“&n+1( P). 
n=0 
(3.13) 
It follows from (3.10), (3.13), Fatou’s Lemma, and the first part of Theorem 2 that 
; (2n+l)42n+l)G2. 
n=O 
Using this and (3.10), one can divide (3.13) by p and pass to the limit using the 
Dominated Convergence Theorem to finish the proof of the corollary. 0 
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Proof of part (b) of Theorem 2. By the representation (3.12), it suffices to show that 
fn( p) is concave on [0, i] and convex on [$, l] for odd n. By (3.9) we need to show 
that 
for odd n. But this is an immediate consequence off,(p) = p, (3.6) and induction. 0 
4. Threshold = Range 2 2 
The proof of Theorem 3 is based on two lemmas. Throughout the section, we assume 
that the threshold and range are both N. 
Lemma 1. There is a universal constant C so that if the initial distribution is up and 
O<p <4, then 
.for all N. 
Proof. Let 
Al, = { 7: for every x E [-k, k], 77 is flippable at x if and only if n(x) = l}, 
and let Yh denote a random variable with a Poisson distribution with parameter A. 
We wish to give an upper bound to the following expression: 
sup PT 
?&Ah ( 
c vF(x) Z= N for some s E [0, t] 
x~[-N.NI\IOI ) 
, (4.1) 
where t > 0. By the definition of Ak, it is clear that an upper bound for (4.1) is given 
by 2p(yN,a1), since every configuration in A,, has fewer than N ones in 
[-N, N]\(O). To improve the bound, note that if k > N, then a coordinate has to 
flip in the region [-2 N, -N - l] u [N + 1,2 N] before a coordinate in state zero in 
[-N, N]\(O) becomes flippable. Hence in this case, an upper bound for (4.1) is 
given by 2P( Y,,,, 3 2). Arguing inductively, we conclude that an upper bound for 
(4.1) is given by 2P( YN, 2 k/N). 
Let c and A be positive reals satisfying ln(c/h) 2 2. Then 
P(Yh~C)~E(c/A)Y~~C=ec~h-c’n(c/h)~e~~. 
Combining this with the earlier upper bound for (4.1) gives the upper bound of 
2 exp(-k/ N) for the expression in (4.1) whenever k 2 e2N2t. So, for such values 
of k and t, we conclude that 
sup PT(r),(0) = 1) S 2 e-k’N. (4.2) 
vtAl : ,,(O)=O 
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Suppose now that 7 E Ak and r](O) = 1. Then, as long as 
c %(X) < N 
rt[-NNI\fOJ 
the spin at 0 flips to zero at rate 1 and does not flip back to one. Therefore, 
sup P7(v,(0) = 1) < 2 e-‘lN +e-‘. (4.3) 
TEA, : q(O)=1 
Combining (4.2) and (4.3) yields 
sup P”(~,(0)=1)G2e~“‘N+e-’ 
‘)EAh 
(4.4) 
for k 3 e2N2t. Now write 
pu,(l)~ v,(A;)+ sup P’(rl,(O) = 1). 
?&Ah 
(4.5) 
Since up is translation invariant and 
UP 77: c 
x&C--N,NI\fOJ 
7(x)--N}) =~~(2N)p’(I-p)2N~‘r14p(l-p),N 
for O<p <$, we have 
00(A;)~(2k+1)[4p(l-p)]? (4.6) 
Combining (4.4), (4.5) and (4.6) yields 
p,(l)G2ep”‘N +e-‘+(2k+1)[4p(l-p)lN 
whenever k 2 e2N2t. The statement of the lemma follows from this by taking 
t=-Nlnp and k=[-e’N”lnp]+l. 0 
Lemma 2. If the initial distribution p is translation invariant, then 
P,(l)< (NS-2)P(l) 
.for all t 3 0. 
Proof. Consider the following modification of the threshold voter model: 
(a) If the spin at coordinate x is equal to one, then it flips to zero at rate one if 
at least one of the neighboring spins is zero and at least N spins in the interval 
[X - N, x + N] are zero. Otherwise, its flip rate is zero. 
(b) If a block of zero spins is of length k and kc N + 1, then all the spins in this 
block flip simultaneously to one at rate k. If a block of zero spins is of length k 
and k> N + 1, then the spins in this block behave as they do in the threshold voter 
model. In particular, the interior spins cannot flip. 
We will next use coupling techniques to show that it suffices to prove the statement 
of the lemma for this new model. The idea is to couple together the threshold voter 
model r)r with the new model &‘, in such a way that the coordinatewise inequality 
7, d 5, is preserved. The joint transitions for (v,, 5,) are taken to be the following: 
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1. (1, 1) + (0,O) at site x at rate one if the conditions for flipping of S,(x) are 
satisfied; 
2. (1, 1) + (0, 1) at site x at rate one if the conditions for flipping of n,(x) are 
satisfied, but those for flipping of c,(x) are not; 
3. (0, 1) + (1, 1) at site x at rate one if the conditions for flipping of n,(x) are 
satisfied; 
4. (0, 1) + (0,O) at site x at rate one if the conditions for flipping of J,(x) are 
satisfied; 
5. for any block of zero spins in 5, of length k s N + 1, at rate k, that block 
changes entirely to ones in the process c,, and the spin at a site chosen uniformly 
at random from that block changes to a one in the process v,, provided that the 
conditions for its flipping are satisfied; 
6. (0, O)+ (1, 1) at any site x which is the endpoint of a block of zero spins in 5, 
of length k > N + 1 at rate one if the conditions for flipping of n,(x) are satisfied; and 
7. (0,O) + (0, 1) at any site x which is the endpoint of a block of zero spins in 5, 
of length k > N + 1 at rate one if the conditions for flipping of c,(x) are satisfied, 
and those for flipping of n,(x) are not satisfied. 
In proving the statement of the lemma for the new process, it is important to 
notice that “blocks of zeros are not created” in the new process. Using translation 
invariance of the distribution, this observation leads to the cancellation of a number 
of terms which would otherwise have appeared on the right of the following 
derivatives: 
N+l 
k 
$41 O)s- 1 k~,(l~O~~~Ot?l). 
k=l 
k 
;p,(l)~ “c” k’p,(le 
N+2 
-J-V--- 
~~001)+~,(11~~~1100~~~00) 
k=l 
Ni2 
-N N 
+p,(oo~*~oo 11~*~11)-/.&,(100~~~00) 
N 
- /.L, (bl) 
N+I 
k 
s 1 k’p,(l~O.~~O$l)~(N+l) “c” kp, (lbO...Oo\l). 
k=l k=l 
Combining these inequalities, one sees that 
~.,(l)+(N+1)~,(10) 
is nonincreasing in t. Therefore 
~,(l)~~,(l)+(N+l)~t(l O)~~(l)+(Nfl)~(l O)s(N+2)~(1), 
which completes the proof of the lemma. q 
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Proof of Theorem 3. Let p, be the distribution at time t when the initial distribution 
is up, where O<p <i. Using Lemma 1, and applying Lemma 2 to the process with 
initial distribution p-N ,np, we see that for t 2 -N In p, 
141)s C(N+2)N3(-lnp)[4p(l-p)lN, 
and hence 
D,(v,)~C(N+2)N~(-lnp)[4p(l-p)]~. 
Parts (a) and (c) of Theorem 3 follow immediately from this bound. 
To prove part (b), note that for any t > 0, 
p,{v: q(j)=1 forO<jS N+1}~pN(1-p)2e-‘Nt2”[l-e-‘]2. (4.7) 
The left side of (4.7) is nondecreasing in t by (2.1) and the remarks following it. 
The right side is maximized by t such that e-‘= (N+2)/(N+4). Therefore, 
The result follows immediately from this. 0 
References 
M. Bramson, J.T. Cox and D. Griffeath, Occupation time large deviations of the voter model, Probab. 
Theory Rel. Fields 77 (1988) 401-413. 
J.T. Cox and R. Durrett, Nonlinear voter models, in: R. Durrett and H. Kesten, eds., Festschrift in 
Honor of Frank Spitzer (Birkhauser, Basel, 1991) pp. 189-201. 
R. Durrett, Multicolor particle systems with large threshold and range, J. Theoret. Probab. 5 (1992) 
127-152. 
S. Karlin and H. Taylor, A First Course in Stochastic Processes (Academic Press, New York, 1975, 2nd 
ed.). 
T.M Liggett, Interacting Particle Systems (Springer, Berlin, 1985). 
T.M. Liggett, The periodic threshold contact process, in: R. Durrett and H. Kesten, eds., Festschrift in 
Honor of Frank Spitrer (Birkhauser, Basel, 1991) pp. 339-358. 
A. Sudbury, The branching annihilating process: an interacting particle system, Ann. Probab. 18 (1990) 
581~601. 
