It has been suggested that during decisions about actions, multiple options are initially 27 specified in parallel and then gradually eliminated in a competition for overt execution. To 28 further test this hypothesis, we studied the modulation of human corticospinal excitability 29 during the reaction time of the Eriksen flanker task. In the task, subjects responded with 30 finger flexion or extension to a central arrow while ignoring congruent or incongruent flanker 31 arrows. Single-pulse transcranial magnetic stimulation (TMS) was applied over primary 32 motor cortex (M1) at one of five different latencies after stimulus onset, and motor-evoked 33 potentials (MEPs) were measured in the contralateral index finger. During the control (no 34 flankers) and congruent conditions, MEP size in the agonist increased gradually over the 35 course of reaction time, indicating an increase in corticospinal excitability. Conversely, when 36 the same muscle acted as an antagonist, MEP size decreased, suggesting inhibition. Critically, 37 in the incongruent condition, MEPs briefly increased in the muscle corresponding to an initial 38 default response to the flanker arrows, and were later replaced by MEPs corresponding to the 39 correct response to the central arrow. Finally, we found that the gradually growing MEPs for 40 the three conditions reached a constant maximum level just before movement initiation. We 41
Introduction

50
Recent neurophysiological studies have suggested that decisions about actions involve 51 many of the same brain regions implicated in the planning and execution of movements (Cisek 52 and Kalaska 2005; Glimcher 2003; Gold and Shadlen 2007; Hoshi and Tanji 2007; Romo et al. 53 2004; Schall 2004) . These findings challenge the classical serial model of brain processing and 54 suggest that whenever a subject is faced with multiple opportunities or demands for action, the 55 nervous system processes sensory information to specify the options in parallel. For example, 56
Cisek & Kalaska (2005) showed that while a monkey is deciding between two mutually 57 exclusive potential reaching actions, neural correlates of these actions are simultaneously 58 encoded in dorsal premotor cortex (PMd), a region strongly implicated in motor preparation 59 (Wise et al. 1997) . Earlier studies have shown that partial information about movements can 60
"preshape" population activity even at the level of primary motor cortex (M1) (Bastian et al. 61 2003) . Such observations have motivated the hypothesis that decisions about actions are made 62 through a biased competition between representations of the potential actions (or "affordances") 63 (Cisek 2007; 2006) , analogous to the mechanism believed to underlie selective attention 64 (Desimone and Duncan 1995) . According to this model (Erlhagen and Schöner 2002; Furman 65 and Wang 2008; Tipper et al. 2000) , sensory information is used to specify potential actions as 66 regions of activity in a distributed population of directionally-tuned cells. Distinct actions 67 produce distinct hills of activity, which compete against each other through lateral inhibition 68 (Sherrington 1906) . This competition is then biased by influences from a variety of sources, 69 including prefrontal cortex (Hoshi et al. 2000; Kim and Shadlen 1999) and the basal ganglia 70 (Redgrave et al. 1999) , and the system commits to a given choice when the activity associated 71
with that choice reaches a fixed threshold (Gold and Shadlen 2007) . 72
One important prediction of the affordance-competition hypothesis is that neural 73 correlates of decisions should be present even at relatively late stages of processing, possibly 74 tangentially on the left hemiscalp with its handle pointing backwards at an angle of about 45 148 degrees from the midsagittal axis. The motor hotspot was defined as the optimal (minimum 149 TMS intensity) position for induction of MEPs of approximately 1 mV peak-to-peak 150 amplitude at rest. Throughout the experiment, the coil was manually maintained over the 151 hotspot using the Brainsight frameless stereotaxy system (RogueResearch, Montréal) to 152 continuously monitor coil placement. 153
The motor evoked potential (MEP) produced by the stimulation was measured from 154 the FDI muscle of the right hand. (As previously mentioned, it was not possible to analyze 155 exclusively the IE MEPs because of contaminating flexor activity). The size of this MEP 156 (peak-to-peak amplitude measure) was used as a measure of the corticospinal excitability at 157 the time of the TMS pulse ( Figure 1C) . 158
The experimental design was divided into five blocks of 100 trials. After verbal 159 explanation of the task and a few preliminary trials (<10), each experiment started with 160 a practice block of 100 trials without stimulation in order to evaluate EMG activity, 161 reaction times (RTs), and error rates without TMS interferences (No TMS trials). During 162 the remaining four blocks TMS was applied for each trial (TMS trial), with a 6.7 (± 0.3)-163 second inter-stimulus interval. The TMS pulse was applied over left primary motor 164 cortex at one of five different latencies (t1 to t5) after cue onset (respectively 80ms, 165 160ms, 240ms, 320ms, 400ms). The three trial conditions, the two movement directions 166 and the five stimulation times were interleaved in a pseudo-random order and the mean 167 number of MEPs computed for each of the 30 different experimental conditions was 12.5 168 per subject. The same 500-trial sequence was presented to each subject. For 8 out of 10 169 subjects, we also performed about 10 TMS stimulations outside of the context of the 170 task, at the very beginning and/or at the very end of the experiment, to obtain an MEP 171 baseline. A one way ANOVA indicated that there was no significant difference between 172 these baseline MEPs and the MEPs 80ms after the cue (t1) for each of the 6 (3 conditions 173 x 2 directions) distinct trial combinations (F (6,899)=1.17,p>0.05). We therefore treat 174 the stimulus at t1 as a baseline condition. 175
176
Behavioral measures. The reaction time (RT) was measured between the cue 177 appearance and the beginning of the voluntary change in EMG activity (Figure 1b) . RTs 178 greater than 1000 ms were considered to be incorrect response. For the statistical 179 analysis of RTs, three factors were considered: task conditions (control, congruent or 180 incongruent), stimulation time (no TMS or TMS at t1 to t5), and muscle involved (agonist or 181 antagonist). ANOVAs and t-tests with Bonferroni-Dunn correction for post hoc analysis were 182 used. We set the significance levels for the ANOVAs to p < 0.01 to correct for multiple 183 comparisons and for the posthoc t-tests to p < 0.05. All data are given as means ± standard 184 error (SE). We also compared the behavioral effect of the three task-conditions (control, 185 congruent or incongruent) in no-TMS trials using a one way ANOVA. For analyses involving 186 TMS trials, trials in which the TMS pulse was delivered after the voluntary EMG onset and 187 trials in which there was a change in the baseline EMG activity in a 250 ms window before 188 the TMS pulse were also excluded (11.02 %). gives an example of typical EMG activity recorded from the FDI before, during and after the 229 TMS pulse. 230 231 Figure 3 shows the relative MEP amplitude for each stimulation time. Statistics 232 described below refer to results for all subjects, represented in Figure 3b . Using a paired t-test 233
we systematically compared agonist and antagonist MEP amplitudes for a given TMS time in 234 order to find the time at which the CSE reflected information on motor preparation. In control 235
and congruent trials, cortical excitability gradually increased during agonist movements and 236 decreased during antagonist movements. The difference between MEPs in agonist and 237 antagonist movements became significant at t3 (time = 240ms, t-test, p < 0.0001). 238
239
In contrast to the control and congruent trials, in the incongruent condition CSE 240 exhibited correlates of response replacement. In particular, FDI excitability was larger for 241 antagonist movements when the TMS pulse was delivered early (<=240ms, t test, p < 0.0001), 242 but larger for agonist movements when the TMS was delivered late (>240ms, t-test, p < 243
0.0001). 244 245
For each subject, we estimated the timing of response replacement by interpolating the 246 time-course of corticospinal excitability with a cubic spline and finding the "crossing time" at 247 which the CSE for extension trials fell below the CSE for flexion trials ( Figure 4a ). We then 248 compared each subject's "crossing time" from incongruent trials with that subject's mean RTs 249 in control, congruent, and incongruent condition. We found a significant and monotonic 250 relationship whereby subjects with fast crossing times trials tended to have the fastest reaction 251 times (see Figure 4b) . In other words, subjects who were fast at response replacement during 252 incongruent trials were also fast at initiating their movements in all task conditions. 253
We then examined precisely whether MEP amplitude could allow us to predict the RT 254 for each trial ( Figure 4C and 4D) . We compared MEP amplitude as a function of TMS time 255 normalized by each trial's RT. This "TMS-time/RT ratio" formalized the relative time from 256 the TMS pulse to the movement onset, such that 0 represents stimulation at cue onset time 257 and 1 represents stimulation exactly at the movement onset time. We found a gradual increase 258 in MEP amplitude as this ratio approached approximately 0.8 (Figure 4d ). At this point, MEP 259 amplitude reaches a maximum value (mean 0.65). Interestingly, this maximum was virtually 260 identical for the three conditions, preceded the movement onset at fixed latency, and was 261 followed by a decrease in amplitude as the ratio approached 1. This suggests that a movement 262 was initiated when the corticospinal excitability reached a constant threshold. A number of theories have suggested that the sensorimotor system can simultaneously encode 266 multiple potential actions that compete for overt execution. For example, according to the 267 continuous flow model (Coles et al., 1985) : 1) any information in an array associated with a 268 response channel will activate that channel; and 2) if a particular stimulus array contains 269 information that activates two different response channels, the concurrent activation of these 270 channels will produce mutual inhibition (Smid et al. 1990 ). Likewise, the "affordance 271 competition hypothesis" (Cisek 2006 (Cisek , 2007 suggests that sensory information is used to 272 specify, in parallel, representations of several "potential actions". These representations 273 underlying action selection plays out across a large distributed system. The aim of the present 277 study was to indirectly test whether this competition can extend into the level of neural 278 activity in primary motor cortex. 279
The Eriksen flanker task is believed to manipulate competition at the response level (Eriksen 280 and Schultz 1979). As expected, our behavioral results replicate the classic finding that RTs 281 for incongruent trials are significantly longer than for congruent ones. The increase in RT is 282 believed to result from a competition between mutually exclusive potential responses. 283
Moreover the clear separation in RT distribution between these conditions (Figure 2 ) also 284 confirms that this task is well suited to assess the time course of information processing 285 through comparison of MEP amplitude among the three different conditions. 286
The primary behavioral effect of TMS is an influence on RTs. Previous studies have 287 suggested that there is an imbalance between an early shortening of RTs due to inter-sensory 288 facilitation and a later lengthening as a consequence of an inhibitory process (Ashby et al. 289 1999; Leocani et al. 2000; Ziemann et al. 1997) . As reported in Figure 2d our results are in 290 accordance with these studies because TMS significantly modulates the RTs in all task 291 conditions and we found the "biphasic" pattern of TMS influence on RTs. Importantly, while 292 our TMS focally activates the FDI area, its modulatory effect on RTs occurs in both agonist 293 and antagonist movements. This result allows further comparison of cortical information 294 processing occurring during both flexion and extension movements. Error rate was not 295 increased during TMS trials as compared with no-TMS trials and was also equivalent for 296 agonist and antagonist responses. This absence of a difference in error rates favors the 297 interpretation that stimulation did not trigger responses. 298
When stimulating at different times following presentation of the visual instruction with a 299 fixed TMS output intensity, we found a significant modulation of FDI MEP amplitude during 300 the preparatory period. Our hypothesis suggests that in control and congruent trials, activity 301 related to the selected action grows over time, causing movement initiation when it reaches a 302 threshold. This is consistent with ERPs studies which provided evidence that movement 303 initiation occurred at a certain activation criterion. The P300 latency is considered as an index 304 of selective central activation. Its analysis showed that movement initiation is a function of a 305 response activation process controlled by an evaluation process that accumulates evidence 306 gradually (Coles et al. 1985; Smid et al. 1990 ). Complementarily, LRP measures have shown 307 that EMG responses occur when response activation achieves a particular fixed level (fixed 308 amplitude of LRPs at the time of the response onset) (Gratton et al. 1988) . 309
In parallel with the growing agonist activity, our results also showed that activity related to 310 the alternative and antagonist option is gradually inhibited. Hence, we predicted a selective 311 increase of MEP amplitude in the muscle used for producing the movement (i.e. the agonist) 312 and a corresponding inhibition of the antagonist (Bogacz et al. 2007; Usher and McClelland 313 2001) . The results shown in figure 3 confirm this prediction. We found a significant inhibition 314 in antagonist MEPs in the congruent condition at t3 and t4 (t-tests, p < 0.01). For control and 315 incongruent conditions the MEPs at t3-t5 show a decreasing trend, but it does not reach 316 significance (t-tests, p < 0.06). Moreover, the minimal activity of the antagonist, which 317 supports the inhibition tendency, is not exactly concomitant with the maximum activity of the 318 agonist. This favors the hypothesis that reciprocal inhibition in M1 is also biased and 319
modulated by other influences (Cisek 2006). 320
During incongruent trials, we predicted that neural activity in M1 first favors the movement 321 direction instructed by the more salient flanker arrows, and later, this "default" response 322 showed that in the incompatible condition EMG activity is evident in both hands (i.e. both in 326 the muscle appropriate to the required response and in the arm muscle related to the 327 incongruent response) (Eriksen et al. 1985) . In these cases, RTs are longer than for the 328 congruent stimulus-response association (Eriksen et al. 1985; Hasbroucq et al. 1999) . 329
Interestingly, EMG activity for the default, incorrect response always leads the EMG activity 330 for the correct response (Eriksen et al. 1985; Hasbroucq et al. 1999; Rösler and Finger 1993) . 331 ERP techniques also provide good evidence of a response competition process through 332 observations that either P300 or LRP in correct and incorrect responses can be activated 333 concurrently on the same trial (Coles et al. 1985; Coles et al. 1988; DeSoto et al. 2001 ; Valle-334
Inclán and Redondo 1998). 335
These results are also consistent with observations of neural activity in the dorsal premotor 336 cortex of the monkey during pro-and anti-reach tasks (e.g. Crammond and Kalaska, 1994) . 337
During anti-reach movements, PMd cells exhibit an initial burst followed by suppression. It 338 has been suggested that the initial burst is the correlate of an initial "default" response to 339 move directly toward the target, followed by a suppression indicating the replacement of the 340 default action with the correct anti-reach action. However, a similar response replacement 341 process was not observed in monkey M1 (Crammond and Kalaska 1994). A plausible reason 342 that no "default" responses were seen in M1 is that the monkeys' task included an instructed 343 delay during which M1 was suppressed. During a free reaction-time task, such as ours, no M1 344 suppression is expected and the competition is more likely to extend into M1. The present 345 results support this prediction. Moreover, the MEP growth for the agonist appears to shift 346 later in time in incongruent trials as compared to congruent (see Figure 4c) , presumably 347 resulting in longer RTs, and there is a monotonic relationship between crossing times and 348
RTs. Both of these results confirm the dependence of motor initiation on M1 excitability. 349
Because the modulation of MEP amplitude is thought to reflect the dynamic modulation in 350 corticospinal excitability, we propose that these activation/inhibition patterns during 351 provided good evidence that lateralized activity was localized within M1 (DeSoto et al. 2001) . 359
However, the EROS technique could not reveal inhibitory processes, and it is possible that 360 response inhibition could explain the existence of a difference in the location of the 361 contralateral and ipsilateral activity observed on incongruent trials (DeSoto et al. 2001) . 362
Moreover, there is a possible contamination of LRP activation recorded over the ipsilateral 363
M1 by ipsilateral parietal activation (Wascher and Wauschkuhn 1996) . Importantly, while the 364 P300 provides insightful results regarding response competition processes, it is difficult to 365 distinguish between overlapping components, or sources of these ERPs (see for example 366 (Friedman et al. 2001; Frodl-Bauch et al. 1999; Gratton et al. 1992) ). Most of the experiments 367 investigating competition within the motor cortex involved a right or left hand response to the 368 decision cue (Soto et al. 2009 ). While there is no obvious reason that neural mechanisms 369 underlying intra-and inter-hemispheric choices should differ, it is nevertheless important to 370 assess response competition at the level of a single effector. In our design, it is physically 371 impossible to simultaneously respond to the cue and the flankers (i.e., performing an index 372 finger extension and flexion at the same time). And yet, our results suggest that both potential 373 responses can overlap and compete, despite the fact that they are physically mutually 374 exclusive. We believe this goes beyond bimanual studies in which subjects could, at least in 375 theory, perform both a right and left hand movement at the same time (see DeSoto et al.: 376 "when in doubt, do it both ways…"). 377
Because the results of these studies are concerned with between-hand competition 378 mechanisms (right vs. left movement), their conclusions implicate inter-hemispheric 379 mechanisms. Here, by stimulating the dominant motor cortex when only dominant hand 380 movements were executed, we avoid possible confounds from the non-moving side and focus 381 on possible interactions between neighboring cells in the left M1. Thus a TMS approach 382 combines the advantages of both high temporal and spatial resolution, allowing us to study 383 the time course of information processing at the level of groups of neurons that specifically 384 command the muscles involved in the response required by the task. 385
One may argue that the observed modulation of MEP amplitude can be explained by a non-386 central effect of TMS. Indeed, we must take into account the possibility that inhibition of 387
MEPs takes place at the spinal level by projection of corticospinal neurons to Ia inhibitory 388 interneurons (Jankowska et al. 1976) . In an instructed force production paradigm, Romaiguère 389 et al. studied the amplitude of the Hoffmann reflex at different times during the RT period in 390 order to separate the spinal effect of TMS from its cortical effect (Romaiguère et al. 1997) . 391
The authors reported no detectable effect of electrical stimulation time on the amplitude of the 392 evoked response, favoring the hypothesis that MEP amplitudes reflect mainly the level of 393 CSE at the time of TMS. This result is further confirmed by the finding that in an RT task, the 394 H reflex increased when the muscle is involved in the response and decreased when it is not, 395 about 35 ms before the muscle contraction (Hasbroucq et al. 2000) . The authors also favored 396 the interpretation in which the balance of excitability reflects a property of the central 397 command rather than the spinal circuitry (Hasbroucq et al. 2000) . It still remains to be 398 determined whether these activity patterns are a consequence of other cortical influences or a 399 more local process within M1. While TMS experiments give access to the dynamics of 400 information processing and competition, this technique only addresses population-level 401 activity. It therefore cannot be determined from the present study whether this gradual 402 increase of activity results from intrinsic properties of M1 neurons, the influence of other 403 structures on the complete population, or both. It is likely that the summation that occurs 404 during the RT period involves many cortical and subcortical regions projecting into M1. The 405 strong anatomical connection between M1 and PMd areas (Dum and Strick 2005; Takada et 406 al. 2004 ) and recent findings of their strong functional links favor this hypothesis (Fadiga et 407 al. 2005) . 408
Whatever the cellular bases underlying our results, they suggest that neural activity within the 409 motor system reflects a competition between neural representations of potential actions. 410
Because M1 is thought to implement the final motor output stage, these late activities 411 involved in the response selection process allow relatively late decision-related influences. 412
Because of reciprocal interconnections, the activity of cells anywhere within the system will 413 be related not only to the features of the actions they control, but will also reflect the biases 414 for or against a given action in relation to other available options. This result favors the 415 hypothesis that decision-making is not an abstract, purely cognitive process separate from 416 sensorimotor control. At least in cases when decisions are associated with specific actions, 417
decision-making appears to be intimately involved with on-line planning and control of 418 actions, as required by the real time demands of interactive behavior. Hence the dynamic 419 imbalance between facilitation and inhibition is to be related not only to the selection of an 420 appropriate movement (as provided by reciprocal inhibition at the spinal level) but also to the 421 possibility of adjustment at a relatively late stage of motor execution (Messier and Kalaska 422 1999) . This "high level" ability is in keeping with recent studies showing that M1 is involved 423 in many cognitive processes such as learning, mental imagery or even error observation 424 (Koelewijn et al. 2008; Muellbacher et al. 2001; Tkach et al. 2007) . 425
Finally, one of the most influential models of decision-making is based on the idea that a 426 response is triggered when the signal that represents the decision process reaches a threshold 427 level (Coles et al. 1985; Gold and Shadlen 2007; Gratton et al. 1988; Hanes and Schall 1996; 428 Smid et al. 1990) . Albeit cortico-spinal excitability is not a direct measure of neuronal 429 activity, our findings are in good accordance with this model. In particular, 1) MEP size 430 grows over time, 2) it reaches a fixed level at a fixed latency prior to the onset of voluntary 431 EMG activity (decision threshold), and 3) the time taken to reach this threshold accounts for 432 much of the variability of RTs. 
