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Salah satu pemeriksaan standar yang ditetapkan untuk deteksi osteoporosis 
adalah DEXA. Akan tetapi, pemeriksaan tersebut mahal dan hasilnya tidak dapat 
memberikan informasi tentang mikroarsitektur tulang. Oleh karena itu, pada 
penelitian ini dilakukan pengenalan pola dari citra DPR yang dianalisis pada 
tulang ramus mandibula. Tujuannya agar dapat mengklasifikasi tulang normal, 
osteopenia dan osteoporosis melalui tiga tahapan yaitu pre-processing dari 
adaptive histogram equalization, ekstraksi fitur dengan GLCM dan klasifikasi 
dengan SVM Multiclass dari adanya hubungan antara perubahan pola trabekula 
pada tulang rahang dengan fraktur tulang panggul. Jumlah data citra DPR yang 
digunakan sebanyak 61 data (24 data tulang normal, 24 data tulang osteopenia, 
dan 13 data tulang osteoporosis) yang terbagi menjadi dua bagian, yakni 75% 
sebagai data latih dan 25% sebagai data uji. Berdasarkan analisis citra DPR pada 
ROI ramus mandibula yang digunakan sebagai dasar computer-aided diagnosis 
sistem telah dapat digunakan sebagai deteksi osteoporosis. Ekstraksi fitur GLCM 
berdasarkan empat fitur statistik telah menujukkan sudut orientasi terbaik adalah 
     dan jarak     piksel serta SVM Multiclass terbaik dibangun oleh kernel 
polynomial berderajat dua. Hasil akurasi data uji yang dihasilkan sebesar 81,25%, 
sensitivitas sebesar 75%, spesifisitas sebesar 90%, dan precision sebesar 88,89%. 
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ANALYSIS OF DENTAL PANORAMIC RADIOGRAPH IMAGE (DPR) 
ON MANDIBULA BONE FOR DETECTION OF OSTEOPOROSIS USING 
GLCM METHOD - SVM MULTICLASS (GRAY LEVEL CO- 






One of the standard checks used for osteoporosis detection is DEXA. 
However, the examination is expensive and the results cannot provide information 
about bone microarchitecture. Therefore, in this study the pattern recognition of 
DPR image was analyzed on mandibular ramus bone. The goal is to classify 
normal bone, osteopenia and osteoporosis through three stages of pre-processing 
with adaptive histogram equalization, feature extraction with GLCM and 
classification with SVM Multiclass from the relationship between trabecular 
pattern changes in jaw bone and hip fracture. Total data of DPR image used were 
61 data (24 of normal, 24 of osteopenia, and 13 of osteoporosis) and the data 
divided into two, 75% as training data and 25% as testing data. Based on the 
analysis of DPR image on the ROI of the mandibular ramus used as the basis of 
computer-aided diagnosis, the system has been able to be used for osteoporosis 
detection. GLCM feature extraction based on four statistical features has shown 
that the best orientation angle is      and the distance is     pixel, also the 
best SVM Multiclass is built by a polynomial kernel of two degrees. Testing 
accuracy result is 81,25%, sensitivity is 75%, specificity is 90%, and precision is 
88,89%. 
 
Keywords: Osteoporosis Detection, Gray Level Co-occurrence Matrix, Support 
Vector Machine Multiclass   
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A. Latar Belakang 
Manusia sangat menginginkan adanya hidup sehat. Pepatah Indonesia 
mengatakan “lebih baik mencegah daripada mengobati” yang artinya lebih 
baik menghindari segala kemungkinan terburuk daripada mengobatinya 
karena sehat itu mahal harganya. Untuk mencegah hal tersebut, maka perlu 
diterapkan perilaku hidup sehat. Bentuk konkret dari perilaku sehat adalah 
perilaku dalam diri untuk aktif dalam pemeliharaan kesehatan, menentang 
adanya penyakit, dan ikut serta dalam upaya-upaya hidup sehat (Badan 
Kesehatan, 2016). 
Dalam Islam, konsep mengenai hidup sehat sangat tegas. Hal ini 
ditandai dengan adanya prinsip-prinsip Islam yang menetapkan penjagaan 
keseimbangan tubuh manusia. Tidak hanya itu, agama Islam sangat 
mengutamakan hidup sehat baik sehat dalam lahir maupun batin. Oleh 
karenanya Islam sangat memperhatikan soal kesehatan dengan cara mengajak 
atau menganjurkan untuk menjaga dan mempertahankan kesehatan yang 
dimiliki setiap orang. Anjuran menjaga kesehatan dapat dilakukan dengan 
tindakan preventif (pencegahan) dan represif (pengobatan). Jika dilihat secara 
preventif, Islam sangat menganjurkan dengan sungguh-sungguh terhadap 
pemeliharaan kebersihan.  
Akan tetapi, dilihat dari perkembangan zaman perilaku hidup sehat 
semakin menurun. Hal ini berhubungan dengan peningkatan kejadian Penyakit 



































Tidak Menular (PTM) (Soepardi, 2012). Salah satu faktor yang menyebabkan 
tingginya angka penyakit tidak menular ini adalah karena adanya transisi 
epideminologi. Transisi epideminologi ditandai dengan adanya pergeseran 
pola penyakit mulai dari penurunan angka kejadian penyakit menular tertentu 
dan meningkatnya angka kejadian penyakit tidak menular (Limbong & 
Syahrul, 2015). Salah satu PTM yang setiap tahunnya mengalami peningkatan 
adalah penyakit osteoporosis (Depkes, 2007).  
Osteopenia adalah keadaan kepadatan (densitas) tulang yang kurang 
rapat dibandingkan tulang normal pada umumnya namun tidak terlalu rendah 
nilainya untuk didiagnosis sebagai osteoporosis (Sihombing, Sunarya, & 
Atmaja, 2014). Sedangkan osteoporosis merupakan penyakit tulang yang 
berhubungan dengan proses penuaan dengan ciri-ciri berupa penurunan 
jaringan tulang, sedemikian sehingga tulang akan menjadi rapuh (Azhari dkk, 
2014).  
Dua penyakit ini sangat membutuhkan perhatian serius dikarenakan 
penyakit tersebut dapat menyebabkan patah tulang, cacat tubuh, komplikasi 
hingga kematian (Limbong & Syahrul, 2015). Kedua penyakit ini dapat terjadi 
pada semua usia, sehingga menjadi ancaman bagi kehidupan manusia. Angka 
prevalensi kedua penyakit ini termasuk tinggi. Dilihat dari data statistik pada 
tahun 2009, dari 200 juta penderita osteoporosis di seluruh dunia diperkirakan 
nantinya 6.3 juta manusia pada tahun 2050 akan mengalami patah tulang 
panggul setiap tahun yang mana lebih dari setengahnya terdapat di Asia 
(Tandra, 2009). Tidak hanya itu, kedua penyakit tersebut adalah jenis penyakit 



































yang sulit diketahui dengan kasat mata (silent disease) dan bersifat progresif 
yang artinya kedua penyakit tersebut sulit diketahui sampai adanya patah 
tulang (fraktur) (Kawiyana, 2009).  
Beberapa usaha yang dapat dilakukan untuk pencegahan osteoporosis 
dan osteopenia adalah melakukan deteksi dengan melihat kondisi tulang 
secara aktual seperti mengukur kepadatan tulang dalam luasan (Bone Mineral 
Density). Metode yang dapat diupayakan adalah dengan mengenali suatu citra 
dengan menggunakan sinar X atau pemeriksaan radiologis. Namun, 
pemeriksaan radiologis seperti sinar rontgen (X-Ray polos) baru dapat 
dideteksi apabila massa tulang sudah berukuran 30% (Rukmoyo, 2017).  
Deteksi osteoporosis dapat juga dengan menggunakan sinar rontgen 
yang sudah diberlakukan secara khusus untuk mengukur massa tulang seperti 
QCT (Quantitative Computerized Tomography) atau OCT (Osfeo 
Computerized Tomography), gelombang ultrasonik, SPA (Single Photon 
Absorptomer) dengan menggunakan sinar gamma, DPA (Dual photon 
Absorptometry), DEXA (Dual Energy X-ray Absorptometry) atau dengan 
pemeriksaan histomorfometri tulang (Rukmoyo, 2017). Namun pemeriksaan 
dengan menggunakan alat-alat tersebut membutuhkan biaya yang relatif mahal 
dan alat-alatnya terbatas. Oleh karena itu, diperlukan pilihan alternatif deteksi 
selain menggunakan alat-alat tersebut. 
Alternatif deteksi osteoporosis dapat dilakukan dengan citra X-Ray 
tulang rahang dari dental paronamik yang dianalisis teksturnya (Mulyono, 
2008). Citra DPR adalah jenis citra ekstraoral yang sering digunakan dokter 



































gigi sebelum melakukan tindakan. Horner mengatakan bahwa citra ekstraoral 
merupakan alternatif deteksi osteoporosis karena memiliki hubungan antara 
tulang mandibula pada citra DPR dengan kerapatan massa tulang dengan cara 
mengukur lebar tulang korteks mandibula dan menganalisis densitas trabekula 
tulang mandibula (Azhari dkk, 2014).  
Alternatif deteksi yang menggunakan citra DPR dapat dilakukan 
dengan bantuan machine learning dan pengolahan citra digital (Singh dkk, 
2017). Sehingga adanya suatu identifikasi dini dapat diperoleh dengan cepat. 
Alternatif tersebut dapat digunakan untuk mencari fitur spesifik yang ada baik 
dengan cara mengukur lebar tulang korteks mandibula atau menganalisis 
density trabekula tulang mandibula (Sela & Sutarman, 2017). Dengan 
demikian resiko kesalahan penentuan osteoporosis, serta biaya diagnosis yang 
sangat mahal dapat dikurangi dengan adanya bantuan analisis tekstur yang 
diperoleh dengan bantuan komputer atau computer aided diagnosis system. 
Penelitian-penelitian deteksi osteoporosis menggunakan sistem CAD 
telah dilakukan dan dipublikasikan dengan berbagai macam metode. Beberapa 
diantaranya penelitian yang dilakukan oleh Muthu Subash Kavitha yang 
mengimplementasikan Fractal Dimension (FD) dan GLCM untuk 
menganalisis tekstur pada tulang korteks mandibula dengan menggunakan 
citra radiografi panoramik untuk diagnosis osteoporosis wanita Korea 
(Kavitha, An, & An, 2014). Selain itu, Markus P Sihombing yang 
mengimplementasikan threshold otsu untuk deteksi osteopenia dan 
osteoporosis (Sihombing, Sunarya, & Atmaja, 2014) dan Azhari yang 



































mengimplementasikan analisis tekstur GLCM untuk deteksi osteoporosis 
melalui analisa citra radiografi panoramik pada tulang mandibula (Azhari dkk, 
2014). 
Dari beberapa penelitian tersebut hasil yang dilakukan oleh Muthu 
Subash Kavitha dan Azhari yang menerapkan metode GLCM dengan 
klasifikasi SVM memberikan akurasi yang cukup bagus yaitu 96.8% dan 
85,71%. Tidak hanya penelitian-penelitian tersebut, beberapa penelitian lain 
telah menunjukkan bahwa GLCM dan SVM sangat cocok digunakan untuk 
mengklasifikasi citra medik seperti halnya penelitian yang dilakukan Refta 
Listia yang mengklasifikasi massa pada citra mammogram menggunakan 
GLCM dengan hasil akurasi 81.1 % dari segala arah (Listia & Harjoko, 2014), 
dan Fransiska Meilisa yang mendeteksi meningioma dan schwannoma dari 
citra CT-Scan menggunakan GLCM dengan hasil akurasi 85.5263% (Meilisa, 
2016).  
Sedangkan penelitian-penelitian dengan klasifikasi SVM dilakukan 
oleh Yohana Karina yang mendeteksi kelainan tulang belakang dengan SVM 
menghasilkan akurasi sebesar 91.87% (Karina, Magdalena, & Atmaja, 2017), 
Prihananto J. T. Laksono menerapkan SVM untuk klasifikasi kanker payudara 
dengan hasil akurasi 87.57%, (Laksono, 2007) dan Niyalatul Muna 
mengidentifikasi diabetic retinopathy dengan SVM menghasilkan keakuratan 
sebesar 90% (Muna, 2013). 
Hal ini menunjukkan bahwa klasifikasi citra medik khususnya untuk 
sistem deteksi osteoporosis sangat baik jika dilakukan dengan menggunakan 



































prinsip GLCM sebagai ekstraksi ciri, dan SVM untuk klasifikasi. GLCM 
sendiri merupakan metode analisis tekstur orde dua yang menerapkan matriks 
kookurensi terhadap probabilitas hubungan ketetanggan pada sudut tertentu 
dan SVM merupakan metode klasifikasi yang menerapkan konsep hyperplane 
sebagai pemisah antar kelas.  
Pada penelitian ini data yang digunakan adalah data tulang rahang dari 
citra DPR pada tulang mandibula untuk menentukan kepadatan tulang dan 
karakteristiknya dengan menggunakan analisis tekstur. Pendekatan analisis 
tekstur menggunakan prinsip GLCM sebagai pengekstraksi ciri dan metode 
SVM Multiclass sebagai klasifikasi. Karena klasifikasi dilakukan dengan 
menggunakan metode SVM Multiclass maka hasilnya difokuskan pada 
klasifikasi tulang normal, tulang osteopenia dan tulang osteoporosis sebagai 
pembeda dari penelitian-penelitian sebelumnya. 
Berdasarkan kondisi yang ada, maka judul penelitian yang dilakukan 
adalah “Analisis Citra Dental Panoramic Radiograph (DPR) pada Tulang 
Mandibula untuk Deteksi Osteoporosis menggunakan Metode Gray Level 
Co-occurrence Matrix - Support Vector Machine Multiclass”. Harapan dari 
sistem ini adalah dapat mengklasifikasikan tulang berdasarkan ciri gray level 
menjadi tiga kategori yaitu normal, osteopenia, dan osteoporosis. Hasil dari 
sistem ini dapat digunakan untuk deteksi penyakit tulang osteoporosis. 
B. Rumusan Masalah 
Berdasarkan latar belakang yang ada maka peneliti merumuskan 
permasalahan sebagai berikut : 



































1. Bagaimana proses awal untuk perbaikan perataan tingkat keabuan pada 
citra DPR menggunakan adaptive histogram equalization? 
2. Bagaimana proses ekstraksi fitur citra DPR yang sudah diperbaiki 
dengan pendekatan analisis tekstur citra menggunakan prinsip GLCM? 
3. Bagaimana proses klasifikasi matriks hasil ekstraksi fitur GLCM 
menggunakan model SVM Multiclass untuk klasifikasi tiga kategori 
yaitu normal, osteopenia dan osteoporosis? 
C. Tujuan Penelitian  
Berdasarkan rumusan masalah yang ada, maka tujuan penelitian ini adalah 
1. Dapat memperbaiki perataan tingkat keabuan pada citra DPR 
menggunakan adaptive histogram equalization. 
2. Dapat mengekstraksi fitur citra DPR yang sudah diperbaiki dengan 
pendekatan analisis tekstur citra menggunakan prinsip GLCM. 
3. Dapat mengklasifikasi matriks hasil ekstraksi fitur GLCM 
menggunakan model SVM Multiclass untuk klasifikasi tiga kategori 
yaitu normal, osteopenia dan osteoporosis. 
D. Batasan Masalah 
Mengingat ruang lingkup penelitian yang begitu luas, maka penulis 
memberi batasan pada penelitian ini, yaitu: 
1. Data yang digunakan dalam penelitian ini menggunakan data citra 
DPR. Citra DPR yang diambil adalah ROI pada tulang mandibula. 
2. Deteksi osteoporosis di bagi dalam tiga kategori yaitu normal, 
osteopenia dan osteoporosis. 



































3. Keluaran dari sistem ini adalah berupa informasi hasil klasifikasi 
tulang normal, osteopenia, dan osteoporosis dengan menggunakan 
SVM Multiclass. 
E. Manfaat Penelitian 
Manfaat dari peneltian ini terbagi menjadi manfaat teoritis dan manfaat 
praktis. 
1. Manfaat Teoritis  
Secara teoritis, bagi bidang kesehatan dan ilmu matematika kajian 
ini mampu menambah pengetahuan tentang model GLCM dan SVM 
dalam sistem deteksi osteoporosis. 
2. Manfaat Praktis 
a. Bagi dokter gigi, penelitian ini memberikan alternatif untuk deteksi 
osteoporosis. 
b. Bagi Universitas Islam Negeri Sunan Ampel Surabaya, penelitian 
ini menambah koleksi bahan pustaka yang bermanfaat bagi 
Universitas Islam Negeri Sunan Ampel Surabaya dan bagi 
mahasiswa Program Studi Matematika, Fakultas Sains dan 
Teknologi. 
F. Sistematika Penulisan  
Penulisan ini disusun dengan sistematika sebagai berikut: 
Bab I Pendahuluan, berisi tentang Latar Belakang Masalah, Rumusan 
Masalah, Tujuan, Batasan Masalah, Manfaat Penelitian, dan Sistematika 
Penulisan. 



































Bab II Tinjauan Pustaka, berisi tentang Teori-teori, Landasan Teori, 
mengenai osteoporosis, osteopenia, Pengelolahan citra berupa adaptive 
histogram equalization (AHE), GLCM,dan SVM Multiclass. 
Bab III Metode Penelitian, berisi tentang jenis penelitian, waktu 
penelitian, pengumpulan data, analisis data, dan pengujian serta evaluasi. 
Bab IV Hasil dan Pembahasan, berisi tentang hasil ekstraksi fitur 
menggunakan GLCM dan hasil klasifikasi menggunakan SVM Multiclass 
serta analisis dari hasil-hasil yang di dapat. 
Bab V Penutup, berisi tentang kesimpulan yang di dapat dari penelitian 
analisis citra DPR pada tulang mandibula untuk deteksi osteoporosis serta 
perbaikan untuk penelitian selanjutnya. 
  




































A. Penyakit Tulang 
Penyakit tulang seperti osteoporosis dan osteopenia merupakan penyakit 
tidak menular yang semakin meningkat dari tahun ke tahun (Depkes, 2007). 
Dua penyakit ini sangat membutuhkan perhatian serius dikarenakan penyakit 
tersebut dapat menyebabkan patah tulang, cacat tubuh, komplikasi hingga 
kematian (Limbong & Syahrul, 2015) dan kedua penyakit ini dapat terjadi pada 
semua usia, sehingga menjadi ancaman bagi kehidupan manusia. Selanjutnya, 
berdasarkan data statistik pada tahun 2009, dari 200 juta penderita osteoporosis 
di seluruh dunia diperkirakan nantinya 6.3 juta manusia pada tahun 2050 akan 
mengalami patah tulang panggul setiap tahun yang mana lebih dari 
setengahnya terdapat di Asia (Tandra, 2009). Agar lebih memahami 
osteoporosis dan osteopenia, berikut akan dijelaskan mengenai pengertian, 
faktor resiko, deteksi, dan gejala klinis osteoporosis dan osteopenia. 
1. Pengertian Osteoporosis dan Osteopenia 
Osteoporosis adalah salah satu jenis penyakit kronik yang yang 
berhubungan dengan proses penuaan dengan ciri-ciri berupa penurunan 
jaringan tulang. Penyakit ini dapat menimbulkan kerapuhan tulang, yang 
mengakibatkan tulang mudah retak, atau bahkan terjadi patah (Navastara, 
Anggraeni, & Arifin, 2017). Pengertian lain mengatakan bahwa 
osteoporosis merupakan penyakit tulang yang berhubungan dengan 
proses penuaan dengan ciri-ciri berupa penurunan jaringan tulang, 



































sedemikian sehingga tulang akan menjadi rapuh dan berisiko patah 
(Azhari dkk, 2014).  
Selain itu, osteoporosis juga disebut sebagai penyakit metabolisme 
tulang, yang menyebabkan kerapuhan akibat pengurangan massa, 
kemunduran mikroarsitektur tulang, dan karena berkurangnya kepadatan 
tulang yang progresif (Sihombing, Sunarya, & Atmaja, 2014). Pada 
dasarnya, tulang terdiri dari kalsium dan fosfat, dengan berkurangnya 
kandungan zat tersebut dan disertai penurunan kualitas serta mikro-
arsitektur tulang, maka akan menimbulkan kerapuhan, keretakan dan 
patah tulang.  
Sedangkan osteopenia adalah keadaan kepadatan (densitas) tulang 
yang kurang rapat dibandingkan tulang normal pada umumnya namun 
tidak terlalu rendah nilainya untuk didiagnosis sebagai osteoporosis 
(Sihombing, Sunarya, & Atmaja, 2014). Berikut Gambar 2.1 dan 2.2 
adalah mikroarsitekur jaringan tulang. 
       
Gambar 2.1 Mikroarsitekur Tulang Normal (kiri) dan Mikroarsitektur Tulang 
Osteoporosis (kanan) 
(National Osteoporosis Foundation, 2014) 




































Gambar 2.2 Mikroarsitektur Tulang Osteopenia (kiri), Tulang Normal (Tengah), 
dan Mikroarsitektur Tulang Osteoporosis (kanan) 
 (Sihombing, Sunarya, & Atmaja, 2014) 
2. Faktor Resiko  
Faktor penyebab terjadinya osteoporosis dan osteopenia 
diantaranya faktor keturunan (heredity), kurangnya kalsium, rokok dan 
alkohol yang berlebihan, kegiatan fisik, penyakit menahun atau obat-
obatan seperti kortikosteroid, antikonvulsan, radiasi, perubahan hormonal 
yang dialami wanita maupun pria, usia, dan ras (Rukmoyo, 2017). 
3. Deteksi Osteoporosis dan Osteopenia 
Sebenarnya, pencegahan kedua penyakit ini dapat dilakukan sejak 
awal apabila diketahui kondisi tulang secara aktual seperti mengukur 
kepadatan tulang dalam luasan. Metode analisis tekstur yang dapat 
dilakukan adalah dengan mengenali suatu citra dengan menggunakan 
sinar X atau pemeriksaan radiologis. Namun, pemeriksaan radiologis 
seperti sinar rontgen (X-ray polos) baru dapat dideteksi apabila massa 
tulang sudah berukuran 30% (Rukmoyo, 2017).  
Deteksi osteoporosis dan osteopenia dapat juga dengan 
menggunakan sinar rontgen yang sudah diberlakukan secara khusus 
untuk mengukur massa tulang seperti QCT, OCT, gelombang ultrasonik, 



































SPA dengan menggunakan sinar gamma, DPA, DEXA atau dengan 
pemeriksaan histomorfometri tulang (Rukmoyo, 2017). Namun 
pemeriksaan dengan menggunakan alat-alat tersebut membutuhkan biaya 
yang relatif mahal dan alat-alatnya terbatas. 
Alternatif lain yang digunakan untuk deteksi osteoporosis adalah 
dengan menggunakan citra X-Ray tulang rahang dari dental paronamik 
yang dianalisis teksturnya (Mulyono, 2008). Horner mengatakan bahwa 
citra DPR merupakan alternatif deteksi osteoporosis karena memiliki 
hubungan antara tulang mandibula pada citra DPR dengan kerapatan 
massa tulang (Azhari dkk, 2014) yang dilakukan dengan cara 
menganalisis trabekula pada tulang mandibula (Azhari dkk, 2014).  
4. Gejala Klinik Osteoporosis dan Osteopenia 
Pada fase awal osteoporosis dan osteopenia gejalanya tersamar 
(silent disease) dan progresif sehingga sulit diketahui sampai adanya 
fraktur. Gejala yang ditemui pada penderita osteoporosis dan osteopenia 
antara lain (Rukmoyo, 2017): 
a. Nyeri tulang belakang (back pain) yang menahun. 
b. Fraktur tulang akibat cedera yang ringan. 
B. Citra DPR 
Radiografi panoramik merupakan salah satu teknik sinar-X yang 
digunakan untuk melihat struktur facial gigi dan rahang termasuk tulang 
maksila dan tulang mandibula beserta struktur pendukungnya baik 
perkembangan gigi geligi, dan gigi impaksi (Masyrifah, 2011). Pencitraan 



































panoramik juga digunakan untuk menidentifikasi masalah yang terdapat pada 
rahang.  
Contoh yang umum termasuk lokasi dari molar (geraham) ketiga, lesi 
gigi, evaluasi trauma, gigi impaksi, dan anomali gigi. Tidak hanya itu, citra 
DPR biasanya digunakan untuk memeriksa atau mendeteksi penyakit tulang 
seperti osteopenia dan osteoporosis. Hal ini karena terdapat hubungan antara 
tulang mandibula pada citra DPR dengan kerapatan massa tulang (Bunga, 
2013). 
 
Gambar 2.3 Dental Panoramik Radiograph 
RSGM FKG UNMAS (2013) dalam (Paramaputri, 2014) 
C. Tulang Mandibula 
Mandibula adalah tulang rahang bawah yang digunakan sebagai tempat 
menempelnya gigi geligi rahang bawah. Mandibula merupakan tulang yang 
berbentuk seperti tapal kuda dengan struktur tulang yang paling besar dan 
paling kuat di antara tulang-tulang pada wajah. Permukaan-permukaan tulang 
mandibula meliputi anterior, posterior, superior, inferior, dan bagian tengah 
terdapat simfisis menti. Selain itu juga terdapat permukaan protuberansia 
mentale, frosa mentalis, dan ridge alveolar. Dalam tulang mandibula terdapat 
dua bagian terbesar yaitu  corpus mandibula dan ramus mandibula 
(Paramaputri, 2014). 



































Corpus madibula, anatomi dari corpus mandibula adalah bentuk 
melengkung lebih mirip tapal kuda, tepi atas processus alveolaris, tepi bawah 
terdapat subkutan, pada bagian luar origo dengan celah foramen mentale, 
bagian dalam cavum oris, submandibulais, lingual dan sublingualis dan 
beberapa otot yang lain. 
Ramus mandibula, anatomi dari ramus mandibula adalah terdapat dua 
sisi dengan bentuk seperti lempengan tulang vertikal, bagian luar, dan bagian 
dalam. Pada bagian superior terdapat dua processus, selanjutnya pada bagian 
depan terdapat processus coronoideus, dan bagian belakang terdapat processus 
condylaris dan foramen mandibula. Pada permukaan dalam dan tengah terdapat 
foramen mandibula, dengan celah posterior dari canalis alveolaris inferior. 
Ramus mandibula memiliki permukaan yang kasar dan merupakan daerah 
insersi mandibula pterygoideus medialis (Paramaputri, 2014). Anatomi tulang 
mandibula seperti pada Gambar 2.4 
 
Gambar 2.4 Anatomi Tulang Mandibula 
Putz (2006) dalam (Paramaputri, 2014) 



































D. Citra Digital 
Citra adalah kumpulan piksel yang disusun dalam struktur dua dimensi, 
indeks baris dan kolom yang ada dalam sebuah citra direpresentasikan oleh 
(x,y) yang dinyatakan dalam bentuk bilangan bulat (Ahmad, 2005). Sedangkan 
citra digital merupakan citra yang dapat diolah oleh komputer. Citra digital 
tersusun dari jumlahan nilai derajat keabuan yaitu piksel pada posisi tertentu. 
Untuk jenis dari citra digital itu sendiri terbagi menjadi tiga yaitu citra biner, 
citra grayscale, dan citra warna.  
Citra biner merupakan citra yang tersusun dari dua warna dan tiap 
pikselnya direpresentasikan dalam bit 0 dan 1 yang mana bit 0 memiliki arti 
warna hitam dan bit 1 memiliki warna arti putih (Fanani & Ulinnuha, 2016). 
Selanjutnya citra grayscale merupakan citra yang intensitasnya bergerak antara 
0 sampai 255 yang terdiri dari warna hitam dan putih dan juga perpaduan dari 
kedua warna. Sedangkan untuk citra warna merupakan citra yang tersusun dari 
tiga layer yang terdiri dari warna-warna yang berintensitas merah, hijau dan 
biru serta perpaduan dari ketiganya (Hanifah, 2012). Citra digital dapat 
direpresentasikan dalam suatu fungsi berikut : 
 (   )                                                                                                                                      (   )  
x adalah koordinat posisi dengan      ,   sebagai lebar citra dan y 
adalah koordinat posisi dengan      ,   sebagai tinggi citra. Sedangkan 
  adalah fungsi citra digital dimana       , dengan   sebagai derajat 
keabuan citra. 



































E. Pengelolahan Citra Digital 
Dalam pengklasifikasian citra medik diperlukan teknik pengolahan citra 
yang terbagi menjadi tiga tahap yaitu preprocessing, ekstraksi fitur dan 
klasifikasi. Berikut adalah proses dari tahapan klasifikasi citra medik. 
1. Preprocessing Citra DPR 
DPR yang telah diperoleh tidak dapat digunakan secara langsung 
karena kualitas citra tersebut belum memenuhi standar pengelolahan. 
Citra tersebut memiliki variasi intensitas yang kurang seragam akibat 
pencahayaan yang tidak merata dan kontras yang lemah. Citra dengan 
kualitas yang rendah memerlukan langkah-langkah perbaikan atau 
peningkatan kualitas untuk memfasilitasi pengelolahan yang akan 
digunakan dan untuk menghindari kesulitan dalam melakukan pemisahan 
citra dengan latar belakang.  
Oleh karena itu, perlunya langkah-langkah preprocessing untuk 
memperbaiki kualitas citra. Pada tahap ini, dilakukan proses image 
enhancement berupa pengontrasan citra grayscale dengan ekualisasi 
histogram, dan filter median. 
a. Image Enhancement 
Image Enhancement merupakan perbaikan citra pada domain 
spasial yang bertujuan untuk memproses citra sehingga didapatkan 
hasil yang lebih sesuai dibandingkan citra aslinya. Proses-proses 
pada domain spasial dapat dinyatakan dalam persamaan berikut 
(Gonzalez & Woods, 1997): 



































 (   )   [ (   )]                                                                                     (   ) 
 Keterangan : 
 (   )  = Citra Input 
 (   )  = Citra Output 
   = Operator f 
Perbaikan kualitas citra merupakan salah satu proses awal 
dalam pengolahan citra (Munir, 2004). Dalam arti lain, perbaikan 
kualitas citra adalah proses memperbaiki suatu citra agar lebih 
mudah diinterprestasikan oleh mata, karena seringkali citra awal 
yang digunakan sebagai objek pembahasan mempunyai kualitas 
yang buruk, seperti citra memiliki banyak noise, intensitas citra 
yang terlalu terang atau terlalu gelap, citra kurang tajam, kabur, dan 
sebagainya.  
Berikut adalah proses-proses yang termasuk ke dalam 
perbaikan kualitas citra: 
1) Pengubahan Kecerahan Gambar (Image Brightness) 
2) Peregangan Kontras (Contrast Stretching) 
3) Pengubahan Histogram Citra. 
Terdapat dua metode pengubahan histogram citra: 
a) Perataan historam (histogram equalization) 
b) Spesifikasi histogram (histogram spesification) 
4) Pelembutan Citra (Image Smoothing) 
Terdapat dua metode pelembutan citra 



































a) Penapis Lolos-Rendah 
b) Penapis Lolos-Tinggi 
5) Penajaman Citra (Image Sharpening) 
6) Pewarnaan Semu 
7) Koreksi Geometrik 
Selanjutnya dalam proses perbaikan citra DPR, peneliti 
menggunakan pengembangan dari metode histogram equalization 
yaitu adaptive histogram equalization sebagai perbaikan citra DPR. 
2. Region of Interest (ROI) 
ROI adalah perlakuan khusus yang dilakukan pada area yang 
diinginkan pada saat pengelolahan citra. Prinsip dari ROI adalah dengan 
membatasi daerah tersebut dengan daerah lainnya. Pada ROI 
memungkinkan adanya suatu kode berbeda pada area tertentu. Sehingga 
citra yang dihasilkan berkualitas lebih baik dari background citranya 
(Eliyen, 2013). Hasil ROI merupakan fitur yang sangat penting karena 
mendapatkan bagian yang paling diinginkan dari citra digital.  
ROI memudahkan proses segmentasi dalam image processing 
karena fitur yang diinginkan lebih mudah dikenali. Hal ini karena pada 
ROI fitur objek sudah akan dibagi dalam region-region tertentu sesuai 
dengan citra objeknya.  
3. Analisis Tekstur 
Tekstur adalah karakteristik yang ada dalam suatu daerah yang 
cukup besar sehingga karakteristiknya akan berulang dalam daerah 



































tersebut (Ahmad, 2005). Sedangkan analisis tekstur merupakan dasar dari 
berbagai macam aplikasi. Aplikasi dari analisis tekstur meliputi 
pencitraan medik, identifikasi kualitas suatu bahan dan berbagai aplikasi 
lainnya. Tujuan dari analisis tekstur adalah dapat mengidentifikasi 
parameter-parameter dengan ciri atau karakteristik dari objek di dalam 
gambar atau citra tersebut.  
Parameter yang diekstrak dari gambar atau citra merupakan 
karakteristik objek di dalam citra tersebut yang mempresentasikan bentuk 
atau tekstur dalam gambar atau citra. Pada analisis citra, pengukuran 
tekstur dikategorikan menjadi lima kategori utama yaitu: statistis, 
struktural, geometri, model dasar, dan pengelolahan sinyal (Susanto, 
2015). Untuk metode statistik analisis tekstur dijelaskan pada Subbab 4 
Ekstraksi Fitur. 
4. Ekstraksi Fitur 
Fitur adalah informasi khusus pada citra. Dengan adanya fitur, 
peneliti dapat menentukan karakteristik dari sebuah citra sehingga citra 
tersebut dapat diklasifikasi dengan benar berdasarkan karakteristik yang 
didapat (Ahmad, 2005). Salah satu bentuk ekstraksi fitur yang digunakan 
untuk citra DPR adalah analisis tekstur. Tekstur adalah karakteristik yang 
ada dalam suatu daerah yang cukup besar sehingga karakteristiknya akan 
berulang dalam daerah tersebut.  
Tekstur dapat dikatakan sebagai distribusi spasial dari derajat 
keabuan di dalam sekumpulan piksel-piksel yang bertetangga, sehingga 



































tekstur tidak hanya didefinisikan untuk sebuah piksel saja (Ahmad, 
2005). Analisis tekstur yang digunakan pada citra DPR berupa analisis 
secara statistik yang dihitung berdasarkan distribusi statistik dari matriks 
yang berisi intensitas piksel terhadap posisi antar piksel. Metode 
ekstraksi fitur yang digunakan pada penelitian ini adalah ekstraksi orde 
kedua atau sering disebut dengan GLCM. 
a. Orde Statistik  
Berdasarkan orde statistiknya, analisis tekstur dapat 
dikategorikan menjadi tiga jenis, yaitu:  
1) Statistik satu merupakan metode ekstraksi orde pertama 
yang didasarkan pada karakteristik histogram citra 
(Gonzalez & Woods, 1997). Histogram adalah peluang 
munculnya nilai derajat keabuan piksel pada suatu citra 
berdasarkan piksel ketetanggaannya. Berdasarkan nilai-
nilai pada histogram yang dihasilkan, dapat dihitung dan 
dianalisa tekstur orde satu dalam merepresentasikan 
tekstur citra dari beberapa parameter ciri orde pertama. 
Parameter tersebut meliputi mean, standar deviasi, 
smoothness, third moment, uniformity, skewness, kurtosis 
dan entropy (Ahmad, 2005).   
a) Mean  
Mean menunjukkan ukuran dispersi dari suatu citra, dapat 
dihitung dengan persamaan (Ahmad, 2005):  
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                                                                  (   ) 
Dimana     adalah nilai derajat keabuan, 
 (   ) menunjukkan nilai histogram, dan L adalah nilai 
tertinggi dari intensitas dan   adalah mean. 
b) Standar deviasi  
Standar deviasi menunjukkan ragam histogram dari suatu 
citra (Ahmad, 2005): 
  √∑∑ (   )(    ) 
 
   
 
   
                                                   (   ) 
Dimana     adalah nilai derajat keabuan,  (   ) 
menunjukkan nilai histogram, dan L adalah nilai tertinggi 
dari intensitas,   adalah mean dan   adalah standar 
deviasi. 
c) Smoothness 
Smoothness menunjukkan tingkat smooth atau kelembutan 
dari intensitas suatu citra (Ahmad, 2005): 
    
 
    
                                                                                (   )           
Dimana   adalah standard deviasi dan R adalah 
smoothness 
d) Third moment 
Third moment menunjukkan tingkat kemiringan relatif 
histogram dari suatu citra (Ahmad, 2005): 
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                                               (   ) 
dimana     adalah suatu nilai derajat keabuan,  (   ) 
menunjukkan nilai histogram, dan L adalah nilai tertinggi 
dari intensitas,   adalah mean dan    adalah third moment. 
e) Uniformity 
Uniformity menunjukkan tingkat kesamaan derajat 
keabuan dari suatu citra (Ahmad, 2005): 
  ∑∑ (   ) 
 
   
 
   
                                                                     (   ) 
dimana     adalah suatu nilai derajat keabuan, 
 (   ) menunjukkan nilai histogram dan U sebagai 
uniformity. 
f) Entropy 
Entropy menunjukkan ukuran bentuk yang tidak teratur 
pada suatu citra (Ahmad, 2005): 
        ∑∑ (   )(    (   )) 
 
   
 
   
                                 (   ) 
dimana      adalah suatu nilai intensitas keabuan,  (   )  
menunjukkan nilai histogram. 
2) Statistik dua yaitu dengan mempertimbangkan hubungan 
antara dua piksel (piksel yang bertetangga) pada citra. 
Untuk kebutuhan analisanya, analisis tekstur orde dua 
memerlukan bantuan matriks kookurensi (matrix co-



































occurence) untuk citra keabuan. Metode statistik orde dua 
ini disebut GLCM. Metode ini cukup baik dalam 
merepresentasikan tekstur citra dalam parameter-
parameter terukur seperti kontras, korelasi, homogenitas, 
entropi dan energi (Azhari dkk, 2014). 
3) Selain menggunakan matriks GLCM, terdapat metode 
ekstraksi fitur yang menggunakan matriks run-length. Run 
memiliki arti menunjukkan suatu urutan arah pencarian 
piksel yang memiliki nilai intensitas piksel sama yaitu 
dengan arah pencarian lurus dari piksel asal (Ahmad, 
2005). Metode Gray Level Run Length Matrix (GLRLM) 
merupakan salah satu metode untuk mendapatkan fitur 
statistik orde tinggi. Nilai statistik run-length dapat 
menunjukkan tingkat kekasaran dari suatu tekstur pada 
arah tertentu. Tekstur yang halus cenderung lebih banyak 
memiliki short runs dengan intensitas tingkat keabuan 
yang mirip, sedangkan tekstur kasar memiliki lebih 
banyak long run dengan intensitas tingkat keabuan yang 
berbeda secara signifikan. Ekstraksi ciri GLRLM 
merupakan ciri statistik yang mempertimbangkan 
hubungan antara tiga atau lebih piksel. Pada Ekstraksi ciri 
GLRLM orientasi sudut yang digunakan sama dengan 
GLCM, yaitu sudut            dan       



































Oleh karena itu, berdasarkan ketiga orde statistik dari analisis 
tekstur, metode GLCM dipilih karena metode tersebut cukup baik 
dalam merepresentasikan tekstur citra pada parameter-parameter 
terukur seperti kontras, korelasi, homogenitas, entropi dan energi. 
b. Matriks Kookurensi  
Matriks kookurensi merupakan ketetanggaan antar piksel 
dalam citra pada berbagai arah dan jarak (Saifudin & Fadlil, 2015). 
Matriks kookurensi merupakan matriks berukuran n x n dimana n 
merupakan derajat tingkat keabuan, dengan elemen P(     ) yang 
merupakan nilai peluang bersama (join probability distribution) 
dari pasangan titik-titik dengan derajat keabuan    yang berlokasi 
pada koordinat (   ) dengan    yang berlokasi pada koordinat 
(   ). Koordinat pasangan titik-titik tersebut berjarak r dengan 
sudut 𝜃 (Susanto, 2015). 
5. GLCM 
Teknik ciri statistik orde dua berdasarkan matriks probabilitas 
ketetanggaan antara dua piksel pada jarak dan sudut tertentu disebut 
sebagai GLCM (Saifudin & Fadlil, 2015). Selain definisi tersebut GLCM 
dapat dikatakan sebagai metode ekstraksi ciri orde kedua berdasarkan 
matriks kookurensi, yaitu suatu suatu matriks ketetanggan antara setiap 
piksel pada citra dari berbagai arah dan jarak (Karima, 2014).  
Pendekatan ini bekerja dalam dua tahapan, yaitu: pembentukan 
sebuah matriks kookurensi dari data citra, dilanjutkan dengan 



































perhitungan ciri sebagai fungsi dari matriks tersebut. GLCM 
merepresentasikan hubungan yang terjadi pada berbagai jarak dan arah, 
yang mana jarak dinyatakan dalam piksel dan orientasi dinyatakan dalam 
derajat. Orientasi sudut dalam GLCM dibentuk dalam interval sudut 
sebesar    , sehingga didapatkan empat sudut yang meliputi            
dan     , sedangkan jarak pada umumnya ditetapkan sebesar satu piksel 
(Susanto, 2015). 
 
Gambar 2.5 Sudut-sudut dalam GLCM            dan      (Satrio, 2016) 
 
Berikut adalah contoh-contoh ilustrasi pembuatan matriks 
kookurensi dengan menggunakan sudut    dan jarak       piksel. 
 
Gambar 2.6 Contoh Ilustrasi Pembuatan Matriks Kookurensi Sudut    
(Satrio, 2016) 




































Gambar 2.7 Contoh Ilustrasi Pembuatan Matriks Kookurensi (i)-(a) untuk Sudut 
  , (ii)-(b) untuk Sudut    , (iii)-(c) untuk Sudut    dan (iv)-(d) Sudut      
 
Setelah mendapatkan matriks kookurensi tersebut, langkah 
selanjutnya adalah melakukan normalisasi matriks yaitu nilai peluang 
setiap piksel terhadap jumlah nilai keseluruhan piksel. Normalisasi 
dilakukan untuk mengurangi jangkauan antar piksel. Persamaan peluang 
matriks kookurensi setiap piksel didefinisikan sebagai berikut (Satrio, 
2016). 
 (   )  
 (   )
∑  (   )        
                                                                                             (   ) 
Dengan f adalah fungsi citra. Sebelum matriks kookurensi 
dinormalisasi, melalui Gambar 2.6 dilakukan penambahan dengan hasil 
transposenya seperti contoh pada Gambar 2.8. 




































Gambar 2.8 Penambahan Transpose Matriks Kookurensi GLCM (Satrio, 2016) 
Untuk menghilangkan ketergantungan pada ukuran citra, nilai-nilai 
elemen GLCM perlu dinormalisasikan sehingga jumlahnya bernilai satu. 

















































Untuk mendapatkan fitur GLCM terdapat beberapa cara yang dapat 
dilakukan yakni dengan menghitung fitur statistik berupa energi, kontras, 
homogenitas, entropi dan korelasi.  
a. Energi 
Energi yang merupakan ukuran konsentrasi citra dihitung 
dengan cara seperti berikut (Gonzalez & Woods, 1997): 
       ∑∑ (   ) 
 
   
 
   
                                                                           (    ) 
Energi (Energy) merupakan ukuran konsentrasi pasangan-
pasangan piksel yang memenuhi syarat matriks intensitas 
kookurensi pada beberapa koordinat. Nilai energi makin membesar 
bila hubungan antara matriks intensitas kookurensi terkonsentrasi 



































pada beberapa koordinat (memusat) dan mengecil bila letaknya 
menyebar (Gonzalez & Woods, 1997). 
b. Kontras 
Kontras (contrast) merupakan ukuran ragam intensitas 
keabuan suatu citra atau ukuran penyebaran elemen keabuan dalam 
suatu citra. Selain itu, kontras juga menunjukkan momen inersia 
elemen-elemen matriks citra yang menyebar (Gonzalez & Woods, 
1997). Semakin jauh nilai dari diagonal utama, maka kontras akan 
semakin besar. Kontras didefinisikan dengan: 





                                                                (    ) 
c. Homogenitas 
Homogenitas adalah kehomogenan citra yang berderajat 
keabuan sejenis (Gonzalez & Woods, 1997). Nilai homogenitas 
membesar bila ragam derajat keabuan dalam citra mengecil dan 
sebaliknya. Homogenitas dapat dilakukan dengan cara sebagai 
berikut (Gonzalez & Woods, 1997):  
            ∑∑
 (   ) 
  (   ) 
 
   
 
   
                                                    (    ) 
d. Entropi 
Entropi menunjukkan ukuran bentuk derajat keabuan yang 
tidak teratur. Entropi mengukur informasi yang hilang sebuah citra 
dan didefinisikan sebagai berikut. 
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                                                  (    ) 
Harga entropi besar jika nilai transisi derajat keabuan merata 
dan sebaliknya (Gonzalez & Woods, 1997). 
e. Korelasi 
Korelasi menunjukkan ukuran struktur linear dari keabuan 
suatu citra sehingga dapat memberikan petunjuk adanya struktur 
linear dalam citra (Gonzalez & Woods, 1997). 
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                                                                 (    ) 
f. Variansi 
Variansi menunjukkan ragam matriks kookurensi. Variansi 
dapat dinyatakan dalam bentuk berikut. (Gonzalez & Woods, 
1997). 
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  (   )
 
   
 
   
                                                         (    ) 
Dengan   (   ) menyatakan nilai pada baris i dan kolom j 
pada matriks kookurensi dan L menyatakan jumlah level yang 
digunakan untuk komputasi. 
Pada penelitian ini, proses analisis tekstur dengan metode GLCM 
untuk mendapat ekstraksi ciri yang akan digunakan sebagai input bagi 
SVM yang ditentukan dari fitur kontras, energi, korelasi, dan 
homogenitas. Fitur kontras adalah mengukur banyaknya keragaman 
derajat keabuan pada suatu citra, sedangkan fitur energi, mengukur 
konsentrasi pasangan-pasangan piksel yang seragam. Fitur korelasi dapat 
mengukur ukuran struktur linear dari keabuan suatu citra. Fitur 
homogenitas mengukur tingkat kehomogenan citra yang berderajat 
keabuan sejenis dan memiliki nilai maksimum. 
F. Support Vector Machine 
Klasifikasi SVM merupakan metode klasifikasi yang banyak 
dikembangkan dan diterapkan karena dapat memberikan hasil yang lebih baik 
dari metode yang lain (Prasetyo, 2014). SVM disebut juga sebagai algoritma 
yang tergolong dalam mesin pembelajaran (machine learning). Pada SVM, 
hanya sejumlah data terpilih saja yang berkontribusi untuk membuat model 
yang digunakan dalam data latih untuk digunakan pada saat prediksi. SVM 
sendiri hanya menyimpan sebagian kecil dari data latih untuk dilibatkan dalam 



































setiap iterasi pelatihannya. Data-data yang berkonstribusi atau yang paling 
dekat tersebut disebut dengan support vector (Prasetyo, 2014).  
Pada dasarnya awal ide dari SVM adalah memaksimalkan batas 
hyperplane karena dengan hyperplane yang maksimal akan memberikan 
generalisasi yang lebih baik pada metode klasifikasi. Dengan adanya 
hyperplane nantinya akan menjadi pemisah dua buah kelas data input space 
yaitu +1 dan -1 (Prasetyo, 2014). Hyperplane dikatakan maksimal jika jarak 
antara hyperplane dengan data terdekat dari masing-masing kelas sudah 
optimal.  
SVM merupakan penerapan SVM untuk kasus regresi. Dalam kasus 
regresi output berupa bilangan riil atau kontinu. SVM merupakan metode yang 
dapat mengatasi overfitting sehingga akan memberikan hasil yang bagus 
(Smola dan Schölkopf 2004). Dalam SVM adalah set data dibagi menjadi set 
latih dan set uji.  
Pada set latih akan ditentukan suatu fungsi regresi sehingga dihasilkan 
pola prediksi yang mendekati target aktual. Data latih diproses menggunakan 
pelatihan SVM untuk memperoleh model data terbaik (Hermanianto, 2014). 
Pada intinya bagian terpenting dari algoritma ini adalah mencari suatu bidang 
yang dapat memisahkan data dengan jarak pemisah optimal dengan 
mengklasifikasikan data ke dalam dua kelas. 
Permasalahannya, dalam dunia nyata seringkali melibatkan masalah-
masalah yang Multiclass, sehingga SVM dimodifikasi sedemikian sehingga 
mampu digunakan dalam masalah-masalah klasifikasi Multiclass. 



































1. Klasifikasi SVM 
Konsep SVM adalah menentukan hyperplane terbaik yang 
berfungsi sebagai pemisah dua buah class pada input space. Gambar 2.20 
memperlihatkan class yang ada pada SVM yaitu: class -1 dengan simbol 
warna merah (kotak), sedangkan class +1, dengan simbol warna kuning 
(lingkaran). Masalah klasifikasi pada SVM adalah usaha mendapatkan 
hyperplane yang optimal untuk memisahkan antara kedua kelompok 
tersebut. Misalkan diberikan himpunan data: 
 (     ) (     )   (     )  
Dengan    [             ] adalah vektor baris di ruang  , dan 
          adalah target dari kelas. Nilai   adalah banyak data, dan nilai 
  bergantung banyaknya data atribut dari data yang dimiliki dengan 
asumsi data dapat dipisahkan secara linear. Berikut adalah persamaan 
SVM yang menyimpan dua kelas dengan sebuah pemisah. 
                                                                                                                   (    ) 
Dengan   adalah suatu vektor bobot berupa vektor kolom dan 
  suatu skalar. Ada banyak kemungkinan suatu bidang pemisah 
bergantung pada nilai   dan  , seperti tampak pada Gambar 2.9.  
 
Gambar 2.9 SVM dengan Hyperplane Terbaik yang Memisahkan Dua Class 
(Nugroho Et Al., 2003) 



































Bidang pemisah dalam SVM yang disebut sebagai separating 
hyperplane atau hyperplane akan memisahkan data ke dalam dua kelas 
yaitu kelas positif dan kelas negatif dengan ketentuan sebagai berikut: 
         untuk                                                                                      (    ) 
          untuk                                                                                (    ) 
Selanjutnya dapat diformulasikan menjadi  
  (      )                                                                                                    (    ) 
Misalkan bidang             adalah bidang yang melalui 
titik dekat bidang pemisah serta memenuhi Persamaan 2.23 dan bidang 
              adalah bidang yang melalui titik terdekat ke bidang 
pemisah yang memenuhi kendala pada Persamaan 2.23. Bidang    dan 
   (supporting hyperplanes) sejajar terhadap bidang pemisah. Misalkan 
      adalah jarak terdekat data positif dan negatif dengan pusatnya, 
maka hal tersebut didefinisikan sebagai margin. Margin merupakan jarak 
antara   dan   . 
Maka jarak    ke pusat adalah: 
   || ||  √    √
(   ) 
   
 
   
|| ||
                                                       (    ) 
Untuk mencari jarak terdekat suatu titik di bidang    terhadap titik 
pusat dapat dihitung dengan meminimalkan     dengan melihat dan 
memperhatikan kendala berikut:  
           
        (       ) 





































           









         
  
 (   )
   
 
Sehingga dengan mengsubtitusikan kembali   pada   diperoleh: 
      
(    )
   
  
    
((    ) )
(   ) 
    
(    ) 
   
 
Maka jarak    ke pusat adalah 
   || ||  √    √
((    ) )
   
 
(    )
|| ||
                                        (    ) 
Margin maksimum didapatkan dengan memaksimumkan jarak 
antara    dan   : 
|     |  |
(   )
|| ||
 





                                                    (    ) 
Dengan kata lain, agar didapat margin yang maksimal maka akan 
dicari bidang pemisah yang meminimumkan || || dengan kendala 
berupa pertidaksamaan. Gambar 2.10 merupakan ilustrasi bidang 
pemisah dan margin di ruang berdimensi dua. 




































Gambar 2.10 Ilustrasi Bidang Pemisah dan Margin di Ruang Berdimensi Dua 
Penyelesaian masalah meminimumkan || ||, dengan cara 
menggunakan turunan pertama dari fungsi yang memuat || || terhadap 
variabel || ||. Agar nilai   berpengaruh tanpa mengurangi keumuman 
dari || || maka diganti dengan meminimumkan || ||
 
. Dengan 
demikian didapatkan model permasalahan sebagai berikut: 






  (      )       
Kendala berupa pertidaksamaan sehingga fungsi tujuan 
menggunakan pengali Lagrange    dengan        . Sehingga model 
masalah sebelumnya dapat ditulis sebagai berikut. 
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Untuk meminimumkan    digunakan 
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Meminimumkan hasil turunan parsial    terhadap variabel-
variabelnya dengan dua variabel diubah ke masalah dual sehingga hanya 
terdiri satu dari variabel yang tidak diketahui yaitu pengali-pengali 
Lagrange   : 
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Dengan kendala 
∑      
 
   
 
             
Akan tetapi, untuk data-data yang tidak dapat dipisahkan secara 
linear (lineary non separable case) ditambahkan slack variabel      ke 



































pertidaksamaan   (      )    sehingga kendala dan fungsi tujuan 
menjadi: 
  (      )            
Didefinisikan sebuah parameter baru   sebagai batasan antara 
memaksimalkan margin dan mengurangi jumlah data yang salah ketika 
diklasifikasikan, model masalah menjadi: 
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Dengan   (      )                 
Dengan menggunakan pengali Lagrange, permasalahan 
meminimumkan tanpa kendalanya menjadi: 
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Untuk meminimalkan    digunakan  
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untuk        . Maka  
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Akibatnya  ∑   
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Dengan menggunakan turunan parsial    terhadap     dan   , 
masalah dualnya menjadi: 
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Dengan kendala  
∑      
 
   
 
Karena 
   
   
              



































Semua nilai    tidak diperhitungkan pada fungsi tujuan, maka 
terdapat kendala tambahan         untuk          . Bias yang 
sebelumnya telah didefinisikan sebagai  , yang menyebabkan adanya 
kendala: 
∑      
 
   
  
Dapat didefinisikan secara implisit sebagai atribut tambahan. 
Sehingga data input    [            ] menjadi   
  [             ] 
dan vektor bobot   menjadi    [       
 
 
] dengan   adalah suatu 
konstanta. Bentuk masalah menjadi. 
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Untuk meminimalkan    digunakan 
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                                            (    ) 
Dengan kendala         untuk           
a. Kernel 
Tidak semua data dapat dipisahkan secara linear oleh sebuah 
separating hyperplane meskipun ditambahi slack variabel. Oleh 
karena itu diperkenalkan metode kernel yang memungkinkan SVM 
dapat diterapkan pada data-data yang terpisah secara nonlinear 
(Prasetyo, 2014). Dasar dari kernel adalah memetakan data-data ke 
ruang dengan dimensi yang lebih tinggi menggunakan fungsi 
pemetaan 𝜃( ), dengan perkalian fungsinya sebagai berikut: 
(𝜃(  ) 𝜃(  ))   (     )  
Kernel  (     ) merupakan fungsi yang memenuhi kondisi 
berikut: 
∫∫ (     ) (  ) (  )             
   



































Berikut kernel-kernel dasar yang digunakan dalam SVM: 
Kernel Polinomial  :  (     )  (       )
 
            (    ) 
Kernel Gaussian  :  (     )     ( 
||     ||
 
   
)   (    ) 
Kernel Sigmoid   :  (     )       (        )   (    ) 
Kernel Quadratic :  (     )    
||     ||
 
||     ||
 
  
       (    )   
Dengan       adalah pasangan dua data dari semua bagian 
data latih, dan parameter      dan   adalah konstanta. Masing-
masing kernel tersebut akan digunakan dalam percobaan untuk 
menentukan kernel dan parameter kernel yang dapat memberikan 
keakuratan terbaik dalam klasifikasi. Dengan menggunakan fungsi 
pemetaan 𝜃( ), setiap bentuk perkalian       akan dihitung 
menggunakan  (     ). Setelah     dipetakan ke ruang dengan 
dimensi yang lebih tinggi. Model masalah diberikan pada 
persamaan berikut: 
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Menjadi  
        ∑   
 
 
∑∑        (𝜃(  
 ) 𝜃(  
 ))
 
   
 
   
 
   
 
Bias yang sebelumnya dibuat sebagai atribut tambahan dari 
data tidak dipetakan, sehingga 𝜃(  
 )  [𝜃(  
 )    ]. Oleh karena itu, 
diperoleh persamaan berikut: 
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 ) 
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 ) 
Bentuk masalah menjadi 
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∑∑        ( (     )   
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Dengan kendala         untuk           
Permasalahan ini juga dapat ditulis 





           ) 
Dengan kendala         untuk          , dan komponen D 
adalah         ( (     )   
 ) 
Terdapat algoritma sequential untuk mencari  . Sehingga 
untuk selanjutnya SVM yang digunakan disebut SVM sequential. 
Berikut langkah-langkah dalam algoritma tersebut: 
1) Diambil      
2) Komponen matriks dihitung dengan  persamaan: 
[ ]       ( (     )   
 ) 
3) Dilakukan langkah 1 dan 2 untuk           
4) Untuk setiap         dihitung  
 )    ∑  
 
   
      
 )             [ (     )    ]        
 )             



































 )                (|   |   ) 
b. SVM Multiclass 
Pada dasarnya SVM hanya dapat melakukan klasifikasi biner 
(dua kelas), sehingga terdapat tiga pendekatan SVM Multiclass 
yaitu pendekatan one-against-all, one-against-one dan error 
correcting output code (Prasetyo, 2014). Berikut adalah metode 
yang umum digunakan untuk mengimplementasikan SVM 
Multiclass dengan beberapa pendekatan. 
1) Metode OAA (satu lawan semua). Dengan menggunakan 
metode ini dibangun k buah model SVM biner (k adalah 
jumlah kelas). Dengan adanya k sebagai jumlah kelas 
yang ada di dalam SVM sehingga metode ini juga terdapat 
k klasifikasi. SVM melakukan klasifikasi dua kelas antara 
satu kelas dengan kelas-kelas yang lain yang dipandang 
sebagai satu kelas. Kelas untuk suatu sampel data dapat 
langsung ditentukan dengan menggunakan metode ini. 
Ketika sampel data tidak dimasukkan ke dalam kelompok 
yang berisi sekumpulan kelas, tetapi masuk ke dalam 
sekumpulan kelas yang spesifik, maka kelas tersebut 
adalah kelas dari sampel data yang bersangkutan 
(Prasetyo, 2014).  
2) Metode OAO  (satu lawan satu). Dengan menggunakan 
metode ini, akan dibangun 
 (   )
 
 buah model klasifikasi 



































biner dengan k adalah jumlah kelas. Terdapat beberapa 
metode untuk melakukan pengujian setelah keseluruhan 
 (   )
 
 model klasifikasi selesai dibangun. Salah satunya 
adalah metode voting. Di antara pasangan-pasangan itu, 
kelas yang paling banyak terpilih oleh sampel data 
tersebut merupakan kelas sampel data yang bersangkutan. 
Jika tidak ada kelas yang terbanyak, maka dilakukan 
analisis terhadap nilai fungsi tujuan sehingga diperoleh 
pola pengklasifikasi (Prasetyo, 2014). 
3) Metode Error Correcting Output Code (ECOC) 
merupakan suatu metode prediksi SVM Multiclass yang 
diinspirasi dari pendekatan teori informasi untuk 
mengirimkan pesan melalui saluran yang ber-noise. Ide 
dari pendekatan ini adalah dengan menambahkan data 
redudan ke dalam pesan yang dikirimkan dalam bentuk 
codeword sehingga si penerima dapat mendeteksi 
kesalahan dalam pesan yang diterima dan bahkan 
penerima dapat memulihkan pesan asli jika ada sejumlah 
kesalahan yang kecil. Ide pendekatan tersebut dinamakan 
sebagai kode Hamming (Prasetyo, 2014) . 
Dalam permasalahan SVM Multiclass, setiap kelas    
direpresentasikan dalam string bit dengan panjang n yang 
disebut sebagai codeword. Kemudian dibentuk n 



































klasifikator biner untuk memprediksi setiap bit sesuai 
codeword dan nantinya kelas vektor uji hasil prediksi 
diberikan oleh codeword berdasarkan jarak Hamming 
yang terdekat. Berikut adalah contoh metode ECOC, 
diberikan masalah multikelas di mana                . 
Langkah selanjutnya adalah, melakukan encoding setiap 
kelas menggunakan 8 bit seperti yang ditunjukkan pada 
Tabel 2.1. 
Tabel 2.1 Encoding SVM Multiclass dengan 8 Bit 
Kelas Codeword 
   
   
   






























Setiap bit codeword dugunakan untuk pelatihan 
klasifikator biner. Jika vektor uji diprediksi menjadi 
(1,1,1,1,1,0,1) oleh keujuh klasifikator, maka dilakukan 
perhitungan jarak Hamming di antara hasil prediksi 
dengan codeword dari keempat kelas. Untuk kelas    
didapatkan jarak 1, kelas    didapatkan jarak 5, kelas    
didapatkan jarak 3, kelas    didapatkan jarak 5. Karena 
kelas    merupakan jarak terdekat, maka vektor uji 
diprediksi masuk ke kelas   . 
Karena pada permasalahan analisis tulang mandibula pada 
citra DPR untuk deteksi osteoporosis merupakan permasalahan 
multikelas, maka pendekatan yang dilakukan pada penelitian ini 



































adalah metode ECOC. Pada permasalahan skripsi ini, model 
klasifikasi hasil ekstraksi fitur GLCM dari ROI tulang mandibula 
menggunakan empat parameter statistik, yaitu kontras, korelasi, 
energi dan homogenitas yang nantinya diklasifikasikan 
menggunakan SVM Multiclass ke dalam tiga kelas. Kelas tersebut 
meliputi ‘normal’, ‘osteopenia’, dan ‘osteoporosis’. Panjang 
codeword yang nantinya digunakan pada penelitian ini adalah tiga 
bit, yang ditunjukkan pada Tabel 2.2. 















Dengan menggunakan parameter kernel polynomial, RBF 
(gaussian radial basis function), multilayer perceptron, dan kernel 
quadratic. Dilakukan pembangunan model sebagai berikut. Model 
pertama adalah model biner untuk memisahkan {‘normal’} dengan 
{‘osteopenia’,’osteoporosis’}. Model kedua adalah model biner 
yang untuk {‘normal’,’osteoporosis’} dengan {‘osteopenia’}, dan 
model ketiga adalah model biner yang memisahkan 
{‘normal’,’osteopenia’} dengan {‘osteoporosis’}. 
G. Pengukuran Kerja Klasifikator   
Sebuah sistem yang melakukan klasifikasi diharapkan dapat melakukan 
klasifikasi semua set data dengan benar, akan tetapi kinerja dari suatu sistem 
sedikit yang dapat mencapai 100% benar. Oleh karena itu pengukur dari 



































klasifikasi osteoporosis menggunakan empat pengukur kinerja yaitu akurasi, 
sensitivitas spesifisitas, dan precision. Uji diagnosa tersaji pada Tabel 2.3. 
Tabel 2.3 Hasil Uji Diagnosa 
Disease Disease Sum 
Positive Negative 
Present True Positive (TP) False Negative (FN) TP + FN 
Absent False Positive (FP) True Negative (TN) FP + TN 
Sum TP + FP FN + TN TP + FP + FN + TN 
 
Keterangan : 
TP  = Pasien memiliki penyakit dan hasil diagnosa tepat 
TN  = Pasien tidak memiliki penyakit dan hasil diagnosa tepat 
FP  = Pasien tidak memiliki penyakit  tetapi hasil diagnosa  menyatakan pasien 
memiliki penyakit 
FN = Pasien memiliki penyakit  dan  hasil diagnosa  menyatakan pasien tidak 
memiliki penyakit 
1. Akurasi 
Akurasi menyatakan suatu tes untuk mengidentifikasi dengan tepat 
kondisi pasien sebenarnya (hasil positif maupun hasil negatif yang tepat). 
Contoh akurasi adalah sebagai berikut. Pada penelitian deteksi 
osteoporosis, hasil akurasi yang didapatkan sebesar 81,25%. Hasil 
tersebut bermakna jika pasien yang melakukan uji diagnosa tersebut 
81,25% akurat, baik pasien osteoporosis maupun pasien dengan tulang 
normal. Persamaan akurasi sebagai berikut (Prasetyo, 2014). 
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Sensitivitas merupakan suatu tes untuk mengidentifikasi pasien 
yang tepat sakit dari semua pasien yang sakit (Wong & Lim, 2011). 
Berikut adalah salah satu contoh dari sensitivitas. Pada penelitian deteksi 
osteoporosis, hasil sensitivitas klasifikasi osteoporosis sebesar 75% yang 
artinya bahwa pasien yang menderita osteoporosis jika melakukan uji 
diagnosa maka pasien tersebut berpeluang 75% positif menderita 
osteoporosis. Persamaan sensitivitas sebagai berikut (Prasetyo, 2014). 
             
  
     
                                                                                    (    ) 
3. Spesifisitas  
Spesifisitas merupakan suatu tes untuk mengidentifikasi pasien 
yang tepat tidak memiliki penyakit dari semua penyakit (Wong & Lim, 
2011).  Berikut adalah contoh dari spesifisitas. Pada penelitian ini, 
spesifisitas untuk deteksi osteoporosis sebesar 90% yang bermakna 
bahwa pasien yang menderita osteoporosis jika melakukan uji diagnosa, 
pasien tersebut berpeluang 90% tidak menderita osteoporosis. Persamaan 
spesifisitas adalah sebagai berikut (Prasetyo, 2014). 
             
  
     
                                                                                    (    ) 
4. Precision 
Precision menyatakan level keberagaman yang terletak pada nilai 
beberapa pengukuran dari faktor prediksi yang sama (Prasetyo, 2014). 
Berikut adalah contoh dari precision. Pada penelitian ini, nilai 
presisi/precision sebesar 88,89%. Nilai tersebut bermakna bahwa pasien 



































yang menderita osteoporosis dan didiagnosa tepat menderita osteoporosis 
berpeluang 88,89%. Persamaan precision adalah sebagai berikut. 
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A. Jenis Penelitian 
Penelitian tentang analisis citra DPR untuk deteksi osteoporosis 
menggunakan metode GLCM - SVM Multiclass termasuk dalam jenis 
penelitian terapan yang dilihat dari aspek fungsinya. Hasil klasifikasi ini 
bertujuan sebagai alternatif deteksi yang tepat dan mempercepat pemeriksaan 
osteoporosis. Penelitian terapan juga dapat diartikan sebagai suatu tindakan 
aplikatif untuk pemecahan masalah tertentu. 
B. Waktu Penelitian 
Waktu pelaksanaan penelitian ini di mulai dari bulan Februari sampai 
Juni 2018 yang disajikan dalam Tabel 3.1 berikut: 
Tabel 3.1 Rencana Pelaksanaan Penelitian 
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C. Pengumpulan Data 
Data yang digunakan dalam penelitian ini adalah data tulang rahang dari 
DPR di tulang mandibula untuk menentukan BMD dan untuk mendapatkan 
karakteristiknya dengan menggunakan analisis tekstur GLCM untuk mendapat 
ekstraksi fitur yang akan digunakan sebagai input bagi SVM Multiclass untuk 
klasifikasi osteopenia dan osteoporosis. Jumlah data citra DPR sebanyak 61 
data (24 data tulang normal, 24 data tulang osteopenia, dan 13 data tulang 
osteoporosis) dari Laboratorium Klinik Pramita Jl. Raya Jemur Andayani 67 
Surabaya. 
D. Analisis Data 
Data tulang rahang dari DPR sejumlah 61 data yang sudah diklasifikasi 
oleh ahli yang terbagi ke dalam tiga klasifikasi yaitu (24 data tulang normal, 24 
data tulang osteopenia, dan 13 data tulang osteoporosis). Data dibagi menjadi 
dua bagian. Bagian pertama sebagai data training sejumlah 45 data (18 data 
tulang normal, 18 data tulang osteopenia, dan 9 data tulang osteoporosis), dan 
bagian kedua sebagai data testing sejumlah 16 data (6 data tulang normal, 6 
data tulang osteopenia, dan 4 data tulang osteoporosis).  
Dalam mencapai tujuan dalam penelitian ini, perlu dilakukan langkah-
langkah analisis data dengan menggunakan tiga tahapan, yaitu proses 
preprosessing, ekstraksi fitur menggunakan GLCM dan klasifikasi 
menggunakan SVM Multiclass. Langkah awal yang dilakukan adalah 
perbaikan kualitas citra atau biasa disebut sebagai proses preprosessing karena 
hasil citra DPR memiliki intensitas yang berbeda. Proses ini dilakukan dengan 



































tahapan tahapan berikut: langkah pertama adalah image enhancement sebagai 
perbaikan citra.  
Pada tahapan image enhancement difokuskan pada adaptive histogram 
equalization karena citra DPR memiliki penyebaran intensitas pixel-pixel yang 
berbeda. Setelah citra diproses dengan menggunakan adaptive histogram 
equalization, dilakukan proses Region of Interest (ROI) berupa cropping 
sebesar 80 x 100 pixel pada tulang mandibula, dengan tujuan agar citra 
terfokus pada tulang mandibula. Selanjutnya dilakukan analisis tekstur 
menggunakan GLCM untuk mendapat ekstraksi fitur yang akan digunakan 
sebagai input bagi SVM Multiclass untuk klasifikasi osteoporosis. 
E. Pengujian dan Evalusi 
Pengujian pertama dilakukan dengan proses image preprocessing dengan 
mengambil citra DPR yang selanjutnya dilakukan analisis tekstur 
menggunakan GLCM untuk mendapat ekstraksi fitur yang akan digunakan 
sebagai input bagi SVM Multiclass untuk klasifikasi osteopenia dan 
osteoporosis. Setelah dilakukan klasifikasi menggunakan SVM Multiclass, di 
gunakan pengukur kerja klasifikator yang meliputi kontras, korelasi, energy 
dan homogenitas. 
Dalam mencapai tujuan penelitian ini, perlu langkah-langkah secara urut 
dan sistematis, adapun Gambar 3.1 dan Gambar 3.2 merupakan representasi 
dari diagram alir flowchart untuk deteksi osteoporosis dan osteopenia 
menggunakan metode GLCM – SVM Multiclass adalah sebagai berikut. 




































Gambar 3.1 Diagram Alir Flowchart untuk Deteksi Osteoporosis 
Tahapan-tahapan deteksi osteopenia dan osteoporosis sebagai berikut : 
a. Proses perbaikan kualitas citra atau biasa disebut sebagai proses 
preprosessing.  
b. citra DPR diperbaiki menggunakan image enhancement dengan metode 
adaptive histogram equalization. 
c. Setelah citra diproses dengan menggunakan adaptive histogram 
equalization, dilakukan proses ROI berupa cropping 80 x 100 pixel pada 
tulang mandibula, agar citra terfokus pada tulang mandibula.  
d. Selanjutnya dilakukan analisis tekstur menggunakan GLCM untuk 
mendapat ekstraksi fitur.  



































e. Hasil fitur statistik GLCM diambil dari ciri statistik fitur contrast, 
energy, correlation, dan homogeneity. 
f. Matriks fitur vektor yang diperoleh dari ciri statistik fitur contrast, 
energy, correlation, dan homogeneity, selanjutnya digunakan sebagai 
inputan SVM Multiclass. 
g. Pembagian data yang diperoleh dari Matriks fitur vektor GLCM, data 
dibagi menjadi data latih dan data uji.  
h. Pemilihan kernel dan parameter SVM, karena data berupa data nonlinear 
yang didapat dari matriks fitur vektor GLCM. 
i. Pembentukan model SVM Multiclass 
j. Setelah didapatkan model SVM Multiclass, dilakukan tahap pengujian. 
k. Setelah pada tahap pengujian selesai, didapatkan model optimum dari 
sudut orientasi terbaik GLCM dan kernel terbaik SVM, selanjutnya 
ditentukan hasil klasifikasi. 
l. Klasifikasi dibagi menjadi tiga kategori yaitu normal, osteopenia dan 
osteoporosis. 



































HASIL DAN PEMBAHASAN 
A. Pre-processing Citra 
1. Analisis Tulang Mandibula 
Pada penderita osteoporosis, jumlah trabekula akan mengalami 
penurunan karena pengurangan hormon esterogen yang mengakibatkan 
terjadi penipisan trabekula. Selanjutnya, ROI tulang mandibula yang dipilih 
terletak di bagian ramus mandibula seperti tampak pada anatomi tulang 
mandibula pada Bab II-C. Hal ini karena di dalam ramus mandibula terdapat 
foramen mandibula yang sering mengalami fraktur tulang akibat trauma. 
Penentuan ROI ramus mandibula pada citra DPR terlihat pada Gambar 4.1, 
yang mana pada citra DPR memuat berbagai informasi seperti citra susunan 
geligi, tulang maksila, rongga hidung, dan tulang mandibula.  
 
Gambar 4.1 ROI Ramus Mandibula pada Citra DPR 
 
Tulang ramus mandibula merupakan tulang yang kasar, luas dan lebih 
tajam dan sering mengalami fraktur tulang. Daerah ini ratak skunder terhadap 
kecelakaan kendaraan, serangan, jatuh, dan kecelakaan olah raga. Selain itu, 
karena faktor fisiologi ramus mandibula dalam sistem stomatognasi memiliki 
kencenderungan yang berbeda saat menerima beban sehingga pada ramus 



































mandibula kanan dan kiri memiliki perbedaan keseimbangan meskipun secara 
anatomi sama (Azhari, dkk, 2014). 
Secara faktor fisiologi ramus mandibula kanan dan kiri memiliki 
perbedaan keseimbangan, akan tetapi keduanya memiliki selisih nilai 
kerapatan yang kecil sehingga keduanya memiliki keterkaitan dalam deteksi 
osteoporosis. Pada penelitian ini, analisis tulang mandibula diukur dalam dua 
region/bagian topografis tubuh, yaitu regio kanan dan kiri. Pengambilan ROI 
pada regio kanan sekaligus kiri tulang ramus mandibula akan diakumulasi 
untuk mendapatkan proporsi trabekula secara keseluruhan. Karena dengan 
melihat proporsi mandibula, dapat mendeteksi perubahan kualitas tulang atau 
kerapatan mineral tulang sebesar 94% dari pada melakukan analisa 
berdasarkan kortikal atau tulang-tulang yang lain. 
2. Image Pre-Processing 
Pada tahap ini citra masukan yang digunakan untuk deteksi 
osteoporosis adalah citra DPR dengan format bitmap (.bmp) sebanyak 61 
data. Format gambar bitmap (.bmp) merupakan format gambar yang paling 
umum dan merupakan format standar windows. File dengan format bitmap 
cukup bagus karena format tersebut belum terkompresi dan menggunakan 
sistem warna RGB (Red, Green, Blue) yang dicampur menjadi satu.  
Data dibagi menjadi dua bagian yaitu data latih dan data uji. Data latih 
yang digunakan pada penelitian ini sebanyak 45 data yang terdiri dari 18 data 
tulang normal, 18 data tulang osteopenia, dan 9 osteoporosis. Dan data uji 
yang digunakan sebanyak 16 yang terdiri dari 6 data tulang normal, 6 data 



































tulang osteopenia, dan 4 data tulang osteoporosis. Karena citra DPR 
memerlukan proses awal sebelum digunakan untuk deteksi osteoporosis, 
maka proses pengolahan citra dilakukan melalui tiga tahap yaitu tahap 
perbaikan kualitas citra, tahap ekstraksi fitur dan tahap klasifikasi. 
Perbaikan kualitas citra merupakan tahap pertama yang dilakukan 
pada penelitian ini, tahapan-tahapan yang dilakukan berupa proses grayscale, 
image enhancement, adaptive histogram equalization, dan ROI dalam bentuk 
cropping pada tulang mandibula dengan ukuran 100 x 80 piksel. Tahap kedua 
dilakukan ekstraksi fitur menggunakan GLCM yang difokuskan pada fitur 
statistik yang meliputi kontras, korelasi, energi dan homogenitas. Dan tahap 
ketiga adalah klasifikasi osteopenia dan osteoporosis menggunakan SVM 
Multiclass.  
Klasifikasi dilakukan ke dalam tiga kelas yaitu tulang normal, tulang 
osteopenia, dan tulang osteoporosis. Gambar 4.2 merupakan sampel data dari 
berbagai kelas yang akan mengalami proses pengolahan citra. 
 
Gambar 4.2 Sampel Data DPR 
 



































Citra DPR yang telah diperoleh tidak dapat digunakan secara langsung 
karena kualitas citra tersebut belum memenuhi standar pengelolahan. Citra 
tersebut memiliki variasi intensitas yang kurang seragam akibat pencahayaan 
yang tidak merata, dan kontras yang lemah. Citra dengan kualitas yang 
rendah memerlukan langkah-langkah perbaikan atau peningkatan kualitas 
untuk memfasilitasi pengelolahan yang akan digunakan Oleh karena itu, 
perlunya langkah-langkah preprocessing untuk memperbaiki kualitas citra. 
Pada tahap ini, dilakukan proses image enhancement berupa pengontrasan 
citra grayscale dengan adaptive histogram equalization, dan ROI. Berikut 
akan dijelaskan lebih rinci mengenai tahapan pre-processing tersebut: 
a. Image Enhancement 
Perbaikan kualitas diperlukan karena citra DPR yang digunakan 
sebagai objek pembahasan mempunyai kualitas yang buruk, seperti 
citra memiiki noise, citra DPR terlalu terang, citra DPR terlalu gelap, 
kabur dan citra kurang tajam, dan sebagainya. Pada tahapan ini, citra 
DPR diperbaiki dengan menggunakan adaptive histogram 
equalization. 
b. Adaptive Histogram Equalization  
Citra DPR yang digunakan sebagai objek pembahasan 
mempunyai kualitas yang buruk. Oleh karena itu, proses adaptive 
histogram equalization bertujuan untuk memperoleh penyebaran 
histogram yang merata, sedemikian sehingga setiap derajat keabuan 
citra DPR memiliki jumlah pixel yang seragam. Adaptive histogram 



































equalization merupakan pengembangan dari metode histogram 
equalization sehingga hasil penyebaran histogram derajat keabuan 
citra lebih merata dan relatif sama. Pada penelitian ini digunakan 
fungsi adapthisteq yang terdapat pada library Matlab, dengan bentuk 
fungsi sebagai berikut: 
J = adapthisteq (K), dimana K adalah citra grayscale DPR dan J 
adalah hasil citra yang sudah melalui proses adaptive histogram 
equalization. 
Perbedaan antara citra DPR asli dan hasil dari proses adaptive 
histogram equalization ditunjukkan pada Gambar 4.3. 
 
Gambar 4.3 Image Enhancement Citra DPR 
c. ROI 
Pada tahapan ini, citra DPR yang sudah diperbaiki memiliki 
ukuran awal 1976 x 976 piksel. Karena dalam melakukan deteksi 
osteoporosis, fitur yang dibutuhkan hanyalah tulang mandibula maka 
dilakukan proses ROI. ROI sangat membantu untuk mengambil fitur 
mandibula yang diinginkan lebih mudah dikenali dan lebih mudah 
untuk diproses dalam ekstraksi fitur. ROI yang dilakukan berupa 
bentuk cropping pada tulang mandibula kanan dan kiri dengan ukuran 



































100 x 80 piksel. Pada library Matlab terdapat fungsi ROI sebagai 
berikut: 
out = roipoly (J,r,c), dimana J adalah hasil citra DPR yang melalui 
proses adaptive histogram equalization, r adalah hasil baris citra DPR 
setelah melaui proses ROI dan c adalah kolom citra DPR setelah 
melaui proses ROI dengan ukuran baris dan kolom sebesar [100 x 80] 
piksel atau dilakukan dengan menggunakan cropping secara langsung 
melalui matlab, dengan fungsi cropping sebagai berikut: 
out = imcrop (J,[310 420 80 100]), dimana [310, 420] merupakan 
koordinat (   ) yang tepat pada mandibula kanan dan [80, 100] 
merupakan ketebalan dan ketinggian dari proses cropping pada 
mandibula kanan.  
Hal yang sama juga dilakukan pada mandibula kiri untuk 
mendapatkan ukuran cropping yang sama. Pada Gambar 4.4 
ditunjukkan hasil ROI berupa proses cropping berukuran [100 x 80] 
pada citra DPR. Proses cropping ini dilakukan pada keseluruhan citra 
dengan ukuran yang sama. 
 
Gambar 4.4 ROI Citra DPR pada Tulang Mandibula 
 



































B. Ekstraksi Fitur 
Fitur adalah informasi khusus yang dimiliki sebuah citra. Adanya fitur 
pada peneliti dapat menentukan karakteristik dari sebuah citra sehingga citra 
tersebut dapat diklasifikasi dengan benar berdasarkan karakteristik yang 
didapat. Fitur yang difokuskan pada penelitian ini merupakan fitur mandibula 
dengan ukuran 100 x 80 piksel. Fitur mandibula baik kanan maupun kiri 
dianalisis tekstur menggunakan GLCM.  
GLCM merupakan metode ekstraksi ciri statistik orde kedua dengan 
menggunakan matriks kookurensi yang merepresentasikan hubungan 
ketetanggaan antar piksel dalam citra pada berbagai arah orientasi dan jarak 
spasial. Pada penelitian ini, matriks kookurensi dibentuk dengan jarak d = 1 
piksel dan sudut orientasi meliputi            dan      dengan 
menggunakan persamaan 2.15. Selanjutnya, untuk memperoleh informasi 
tekstur dari parameter statistik GLCM digunakan Persamaan 2.17 sampai 
dengan Persamaan 2.21. 
Informasi tekstur dari tulang mandibula yang didapat dari proses GLCM 
bertujuan untuk membedakan dua wilayah yang berdekatan, atau dua wilayah 
yang saling tumpang tindih. Tekstur dari hasil GLCM ini digunakan untuk 
membedakan antara jaringan trabekula tulang yang nantinya digunakan untuk 
deteksi tulang normal, osteopenia, dan osteoporosis.  
Fitur mandibula baik kanan maupun kiri dari 45 citra DPR digunakan 
sebagai data latih sebagai dasar klasifikasi SVM Multiclass. Pada penelitian ini 
fitur statistik GLCM difokuskan pada empat fitur yang meliputi kontras, 



































korelasi, energi dan homogenitas masing-masing dengan sudut orientasi 
           dan      dan jarak d = 1 piksel.  
Untuk melakukan ekstraksi fitur menggunakan GLCM, ada beberapa 
tahapan. Tahapan-tahapan tersebut telah dibahas pada tinjauan pustaka Subbab 
5 Bab II mengenai GLCM. Berikut merupakan langkah-langkah ekstraksi fitur 
menggunakan GLCM. 
1. Membentuk Matriks Co-Occurance 
Citra DPR yang telah melalui proses perbaikan citra menggunakan 
adaptive histogram equalization dan ROI pada tulang mandibula kanan 
maupun kiri nantinya akan dibangun matriks co-occurance sebagai berikut. 







          
          
   
    
    
  
       
       
      






2. Normalisasi  
Selanjutnya akan dilakukan normalisasi ke dalam 8 piksel dengan 
menggunakan normalisasi min-max dengan persamaan sebagai berikut: 
     
(     )(             )
       
                                                         (   ) 
Dengan   merupakan Hasil ROI Mandibula dari Citra DPR,     
merupakan data terkecil,     merupakan data terbesar,        merupakan 
nilai piksel baru terkecil,        merupakan nilai piksel baru terbesar. 
Sehingga ketika hasil ROI ramus mandibula dinormalisasi berdasarkan 
persamaan 4.1, maka terbentuk matriks berikut: 









































   
   




   








3. Menentukan Area Kerja Matriks 
Langkah selanjutnya adalah menentukan area kerja matriks ROI 
ramus mandibula 8 piksel dengan jarak       piksel dan sudut orientasi   . 
Hasil area kerja matrik ROI mandibula direpresentasikan pada Tabel 4.1 
Tabel 4.1 Area Kerja Matriks 
    1 2 3 4 5 6 7 8 
1 1,1 1,2 1,3 1,4 1,5 1,6 1,7 1,8 
2 2,1 2,2 2,3 2,4 2,5 2,6 2,7 2,8 
3 3,1 3,2 3,3 3,4 3,5 3,6 3,7 3,8 
4 4,1 4,2 4,3 4,4 4,5 4,6 4,7 4,8 
5 5,1 5,2 5,3 5,4 5,5 5,6 5,7 5,8 
6 6,1 6,2 6,3 6,4 6,5 6,6 6,7 6,8 
7 7,1 7,2 7,3 7,4 7,5 7,6 7,7 7,8 
8 8,1 8,2 8,3 8,4 8,5 8,6 8,7 8,8 
 
4. Menentukan Hubungan Spasial Antar Piksel 
Menentukan hubungan spasial antara piksel referensi ( ) dengan 
piksel tetangga ( ) dari ROI ramus mandibula pada jarak       piksel dan 
sudut orientasi   . Hasil hubungan spasial antara piksel referensi dan 
tetangga di representasikan pada Tabel 4.2. 
Tabel 4.2 Hubungan Spasial Antar Piksel 
    1 2 3 4 5 6 7 8 
1 134 161 9 0 0 0 0 0 
2 161 4078 1688 65 3 0 0 0 
3 9 1688 5806 1870 74 0 4 0 
4 0 65 1870 5050 1289 87 8 0 
5 0 3 74 1289 2406 725 50 2 
6 0 0 0 87 725 1148 303 15 
7 0 0 4 8 50 303 516 115 
8 0 0 0 0 2 15 115 448 
 
 



































5. Menghitung nilai probabilitas matriks 
Langkah selanjutnya adalah menghitung probabilitas matriks 
kookurensi dengan persamaan berikut: 
 (   )  
            
                  
                                                                                             (   ) 
Berdasarkan persamaaan 4.2, berikut adalah hasil nilai probabilitas 
matriks kookurensi ROI ramus mandibula. 
 (   )  
   
     
         
 (   )  
   
     
         
 (   )  
 
     
          
  
 (   )  
   
     
          
Untuk hasil selengkapnya, nilai probabilitas matriks kookurensi ROI 
ramus mandibula direpresentasikan pada Tabel 4.3 berikut. 
Tabel 4.3 Nilai Probabilitas Matriks Kookurensi 
p(i,j) 1 2 3 4 5 6 7 8 
1 0.0041 0.0049 0.00027 0 0 0 0 0 
2 0.0049 0.12539 0.05190 0.00199 9.22E-05 0 0 0 
3 0.00027 0.05190 0.17852 0.0575 0.00227 0 0.00012 0 
4 0 0.00199 0.0575 0.1552 0.03963 0.00267 0.00024 0 
5 0 9.22E-05 0.00227 0.03963 0.07398 0.02229 0.00153 6.15E-05 
6 0 0 0 0.00267 0.02229 0.03529 0.00931 0.00046 
7 0 0 0.00012 0.00024 0.00153 0.00931 0.01586 0.00353 
8 0 0 0 0 6.15E-05 0.00046 0.00353 0.01377 
 
Selanjutnya adalah melakukan ekstraksi fitur pada semua ROI ramus 
mandibula citra DPR yang melalui pelatihan maupun pengujian. Pada 
penelitian ini ekstarksi fitur yang digunakan adalah kontras, korelasi, energi 



































dan homogenitas. Ekstraksi fitur tersebut dihitung menggunakan persamaan 
2.9 sampai persamaan 2.17. dengan menggunakan persamaan tersebut 
didapatkan nilai ekstraksi fitur dengan sudut orientasi    dan jarak     
piksel sebagai berikut: 
a. Kontras  






  (|   |          )  (|   |         )    
      (|   |        )  (|   |         )    
      (|   |          )  (|   |          )            
Hasil perhitungan kontras ROI ramus mandibula juga dinyatakan pada 
Tabel 4.4 
Tabel 4.4 Kontras ROI Ramus Mandibula 
|   | |   |  |   |  (   ) 
(1,1) 0 0 
(2,1) 1         
      
(8,8) 0 0 







b. Korelasi  
Sebelum menghitung korelasi matriks kookurensi hasil ROI ramus 
mandibula, perlu menghitung nilai mean untuk baris, mean untuk 
kolom, standar deviasi untuk baris dan standar deviasi untuk kolom. 
Hasil perhitungan           dan    dinyatakan pada Tabel 4.5 sampai 
Tabel 4.8. 



































Menghitung mean untuk baris matriks kookurensi ramus mandibula: 
     (                                 ) 
         
     (                        (      
  )       ) 
       
     (                                         ) 
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     (        (       
  )                      ) 
        
Tabel 4.5 Mean pada Baris 
Baris  
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 3.75586 
Menghitung mean untuk kolom matriks kookurensi ramus mandibula: 
     (                                 ) 
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Tabel 4.6 Mean pada Kolom 
Baris  
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 3.75586 
 
Menghitung nilai standar deviasi pada baris i dari hasil matriks 
kookurensi ramus mandibula: 
   √∑∑ (   )(    ) 
 
   
 
   
 
 √(        [        ])  (        [        ])    (        [        ]) 
 √       
         
Tabel 4.7 Simpangan Baku pada Baris i 
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 2.0335 
   1.42601 



































Menghitung nilai standar deviasi pada kolom j dari hasil matriks 
kookurensi ramus mandibula: 
   √∑∑ (   )(    )
 
 
   
 
   
 
 √(        [        ])  (        [        ])    (        [        ]) 
 √       
         
Tabel 4.8 Simpangan Baku pada Kolom j 
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 2.0335 
   1.42601 
 
Sehingga didapatkan nilai korelasi sebagai berikut: 
         ∑∑
(    )(    ) (   )
    
 
   
 
      
      
        
 
   
 
c. Energi 
 ∑∑ (   ) 
 
   
 
   
 
                                       0.09531 
Hasil perhitungan energy dari matriks kookurensi ramus mandibula 
dinyatakan pada Tabel 4.9. 



































Tabel 4.9 Energi 
 1 2 3 4 5 6 7 8 ∑ (   ) 
 
   
 
1 1.7E-05 2.5E-05 7.7E-08 0 0 0 0 0 4.2E-05 
2 2.5E-05 0.01572 0.00269 4E-06 8.5E-09 0 0 0 0.01845 
3 7.7E-08 0.00269 0.03187 0.00331 5.2E-06 0 1.5E-08 0 0.03788 
4 0 4E-06 0.00331 0.02411 0.00157 7.2E-06 6.1E-08 0 0.029 
5 0 8.5E-09 5.2E-06 0.00157 0.00547 0.0005 2.4E-06 3.8E-09 0.00755 
6 0 0 0 7.2E-06 0.0005 0.00125 8.7E-05 2.1E-07 0.00184 
7 0 0 1.5E-08 6.1E-08 2.4E-06 8.7E-05 0.00025 1.3E-05 0.00035 
8 0 0 0 0 3.8E-09 2.1E-07 1.3E-05 0.00019 0.0002 
∑∑ (   ) 
 
   
 





d. Homogenitas  
 ∑∑
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Hasil perhitungan homogenitas dinyatakan pada Tabel 4.10. 
Tabel 4.10 Homogenitas 
|   | |   |   (   ) 
 (   )
  (   ) 
 
(0,0) 0 0.00412 0.00412 
(1,0) 1 0.00495 0.00248 
        
(8,8) 0 0.01378 0.01378 
 ∑∑
 (   )
  (   ) 
 
   
 





Perhitungan yang telah dilakukan, merupakan salah satu contoh dari 
hasil ekstraksi fitur salah satu citra DPR pada ROI ramus mandibula untuk 
deteksi osteoporosis. Berdasarkan pelatihan 45 sampel data latih, dengan 
sudut orientasi yang berbeda dengan menggunakan bahasa pemograman 
MATLAB, menghasilkan nilai ekstraksi fitur berikut. 



































1. Uji Coba Sudut Orientasi    dan Jarak       Piksel 
Sampel data latih yang telah diekstraksi fitur dengan jarak       
piksel dan sudut orientasi    ditunjukkan pada Tabel 4.11. 
Tabel 4.11 Ekstraksi Fitur dengan Sudut Orientasi    dan Jarak       Piksel 
Citra Ke- Kontras Korelasi Energi Homogenitas 
1 0.4632 0.8861 0.0953 0.7978 
2 0.3776 0.9544 0.0982 0.8390 
3 0.4845 0.7852 0.1132 0.7874 
… … … … … 
43 0.5541 0.8867 0.0727 0.7751 
44 0.4839 0.8353 0.1050 0.7969 
45 0.4375 0.9117 0.0784 0.8066 
 
2. Uji Coba Sudut Orientasi     dan Jarak       Piksel 
Sampel data latih yang telah diekstraksi fitur dengan jarak       
piksel dan sudut orientasi     ditunjukkan pada Tabel 4.12. 
Tabel 4.12 Ekstraksi Fitur dengan Sudut Orientasi     dan Jarak       Piksel 
Citra Ke- Kontras Korelasi Energi Homogenitas 
1 0.6281 0.8454 0.0825 0.7557 
2 0.4827 0.9418 0.0873 0.8031 
3 0.6605 0.7057 0.0989 0.7436 
… … … … … 
43 0.7230 0.8521 0.0641 0.7380 
44 0.6218 0.7885 0.0922 0.7593 
45 0.5958 0.8796 0.0671 0.7632 
 
3. Uji Coba Sudut Orientasi     dan Jarak       Piksel 
Sampel data latih yang telah diekstraksi fitur dengan jarak       
piksel dan sudut orientasi     ditunjukkan pada Tabel 4.13. 
Tabel 4.13 Ekstraksi Fitur dengan Sudut Orientasi     dan Jarak       Piksel 
Citra Ke- Kontras Korelasi Energi Homogenitas 
1 0.4405 0.8911 0.0967 0.8011 
2 0.3392 0.9589 0.0989 0.8392 
3 0.4862 0.7837 0.1123 0.7846 
… … … … … 
43 0.5165 0.8942 0.0740 0.7798 
44 0.4558 0.8450 0.1037 0.7959 
45 0.4500 0.9093 0.0767 0.8008 
 



































4. Uji Coba Sudut Orientasi      dan Jarak       Piksel 
Sampel data latih yang telah diekstraksi fitur dengan jarak       
piksel dan sudut orientasi      ditunjukkan pada Tabel 4.14. 
Tabel 4.14 Ekstraksi Fitur dengan Sudut Orientasi      dan Jarak       Piksel 
Citra Ke- Kontras Korelasi Energi Homogenitas 
1 0.6035 0.8515 0.0844 0.7602 
2 0.4859 0.9414 0.0877 0.8030 
3 0.6529 0.7091 0.0988 0.7436 
… … … … … 
43 0.7647 0.8435 0.0623 0.7297 
44 0.6759 0.7701 0.0890 0.7489 
45 0.6099 0.8768 0.0663 0.7595 
 
Dari berbagai uji coba data latih untuk membangun dasar klasifikasi 
SVM Multiclass, didapatkan sudut orientasi terbaik adalah sudut      dan 
jarak d = 1 piksel. Hal ini dapat dilihat setelah hasil confusion matrix 
berdasarkan hasil SVM Multiclass selesai. 
C. Klasifikasi SVM Multiclass 
Sebelum melakukan klasifikasi menggunakan algoritma SVM, tahap awal 
penelitian ini adalah melakukan pelatihan dan pengujian terhadap data citra 
DPR. Tahap pelatihan merupakan tahap pembentukan model, sedangkan tahap 
pengujian adalah tahapan menguji keakuratan model. Data latih yang 
digunakan pada penelitian ini sebanyak 45 data dan data uji yang digunakan 
sebanyak 16 data. Pelatihan dan pengujian yang dilakukan pada penelitian ini 
menggunakan klasifikasi SVM. Karena pada permasalahan analisis tulang 
mandibula pada citra DPR untuk deteksi osteoporosis merupakan permasalahan 
multikelas, maka pendekatan yang dilakukan pada penelitian ini adalah metode 
ECOC.  



































Pada permasalahan skripsi ini, model klasifikasi hasil ekstraksi fitur 
GLCM dari ROI tulang mandibula menggunakan 4 parameter statistik  yaitu 
kontras, korelasi, energi dan homogenitas yang nantinya diklasifikasikan 
menggunakan SVM Multiclass. Kelas tersebut meliputi ‘normal’, ‘osteopenia’, 
dan ‘osteoporosis’. Panjang codeword yang nantinya digunakan pada 
penelitian ini adalah 3 bit, yang ditunjukkan pada Tabel 4.15. 















Dengan menggunakan parameter kernel polynomial, RBF (gaussian radial 
basis function), multilayer perceptron, dan kernel quadratic. Dilakukan 
pembangunan model sebagai berikut. Model pertama adalah model biner untuk 
memisahkan {‘normal’} dengan {‘osteopenia’,’osteoporosis’}. Model kedua 
adalah model biner yang memisahkan {‘normal’,’osteoporosis’} dengan 
{‘osteopenia’}. Dan model ketiga adalah model biner yang memisahkan 
{‘normal’,’osteopenia’} dengan {‘osteoporosis’}. Klasifikasi multikelas dari 
ketiga model dengan melakukan perhitungan jarak Hamming untuk dicocokkan 
dengan kelas terdekat. 
1. Algoritma SVM 
Algoritma SVM untuk klasifikasi biner: 
a. Menyiapkan variabel dan parameter yang diperlukan. 
                 : Sampel data training 
                     : Label data training 



































          : Jenis fungsi kernel 
        : Parameter kernel 
      : Konstanta (   ) 
  [       ]     : Lagrange multiplier dan Bias b 
b. Menghitung matriks kernel K. 
c. Tentukan fungsi tujuan program kuadratik 
 
 
       . 
d. Selesaikan masalah QP dan temukan solusi   dan  . 
Untuk melakukan klasifikasi menggunakan SVM Multiclass, 
langkah yang diperlukan sama seperti algoritma SVM untuk klasifikasi 
biner, akan tetapi diawali dengan langkah menentukan panjang codeword. 
Pada penelitian ini panjang codeword adalah 3 bit, yang ditunjukkan pada 
Tabel 4.15. Langkah selanjutnya adalah menyiapkan parameter yang 
diperlukan. Sampel data training yang digunakan untuk mengkasifikasikan 
SVM Multiclass berikut adalah matriks hasil ekstraksi fitur GLCM dengan 
sudut orientasi      dan jarak     piksel. Hanya saja, dalam 
perhitungan kali ini sampel yang digunakan 6 citra DPR. Berikut Tabel 
4.16 merupakan sampel data matriks hasil ekstraksi fitur beserta labelnya. 
Tabel 4.16 Sampel Data Matriks Hasil Ekstraksi Fitur beserta Labelnya 
              Label 
0.6035 0.8515 0.0844 0.7602 Normal 1 
0.4859 0.9414 0.0877 0.8030 Normal 1 
1.4128 0.5006 0.0632 0.6395 Osteopenia 2 
0.9032 0.7511 0.0637 0.7022 Osteopenia 2 
0.7925 0.8126 0.0679 0.7189 Osteoporosis 3 
0.9071 0.4465 0.1062 0.6960 Osteoporosis 3 
 
Karena pada algoritma klasifikasi SVM biner label data training 
    , maka klasifikasi dengan menggunakan metode ECOC dibagi ke 



































dalam tiga bit/klasfikator. Klasifikator pertama dilakukan dengan model 
biner untuk memisahkan {‘normal’ atau’+1’} dengan {‘osteopenia’, 
’osteoporosis’atau‘-1’}, klasifikator kedua dilakukan dengan model biner 
untuk memisahkan {‘normal’,’osteoporosis’atau‘+1’} dengan 
{‘osteopenia’ atau‘-1’} dan klasifikator ketiga dilakukan dengan model 
biner untuk memisahkan {‘normal’,‘osteopenia’atau‘+1’} dan 
{‘osteoporosis’atau‘-1’}. Jenis kernel yang digunakan pada perhitungan ini 
adalah kernel polynomial orde dua yang ada pada Persamaan 2.27, dengan 
konstanta sebesarsatu, Langrange multiplier              dan bias  . 
Langkah selanjutnya adalah menghitung matriks kernel K. 
   [                              ] 
   [                              ] 
  
   [                              ] 
Menghitung matriks kernel K 
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Matriks di atas setiap elemennya merupakan hasil       yang akan 
berkorelasi dengan       dalam persamaan 2.26 pada Bab II. Dengan 
menggunakan matriks kernel K sebagai pengganti dot product       dalam 
persamaan dualitas Lagrange multiplier dalam persamaan 2.26, 
didapatkan: 
         ∑   
 
 
∑∑        (       )
 
   
 
   
 
   
 
Dengan label data training klasifikator 1 :   
                 , sehingga hasil Lagrange multiplier    klasifikator 1 
sebagai berikut: 
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Syarat 1 :                     
Syarat 2 :          
Persamaan tersebut memenuhi Standart Quadratic Programming, 
dan karena membutuhkan software pembantu untuk menyelesaikan QP 
untuk mendapatkan nilai                dan   . Nantinya apabila nilai 
   , maka data tersebut menjadi support vector. Dan pada SVM 
nonlinear nilai w tidak dapat ditampilkan secara eksplisit dan sulit 
dihitung, kecuali menggunakan kernel linear di mana  (     )  
(  
      ) dan nilai b didapatkan dari proses pelatihan. Setelah 
mendapatkan semua nilai   dan  , maka model SVM dapat digunakan 
untuk klasifikasi sebagai klasifikator pertama. 
Algoritma perhitungan pada klasifikator pertama, selanjutnya juga 
digunakan untuk membentuk klasifikator kedua dan ketiga. Setelah itu, 
melakukan klasifikasi multikelas dari ketiga klasifikator dan melakukan 
perhitungan jarak Hamming untuk dicocokkan dengan kelas terdekat. 
Kelas yang mempunyai jarak terdekat, maka vektor uji diprediksi masuk 
ke dalam kelas tersebut. 
2. Pemilihan Kernel 
Kernel dalam SVM didefinisikan sebagai suatu fungsi yang 
memetakan fitur data dari dimensi rendah ke fitur baru dengan dimensi 
yang relatif lebih tinggi (bahkan jauh lebih tinggi). Pada awalnya SVM 
adalah pendekatan dengan hyperplane linear yang hanya bekerja pada data 
yang dapat dipisahkan secara linear. Oleh karena itu, penelitian mengenai 



































analisis tulang mandibula pada citra DPR ini membutuhkan pendekatan 
kernel pada fitur data awal.  
Kernel yang digunakan pada penelitian ini meliputi kernel 
polynomial, RBF (gaussian radial basis function), multilayer perceptron, 
dan kernel quadratic. Berdasarkan semua data atribut yaitu hasil ekstraksi 
fitur menggunakan GLCM berupa kontras, korelasi, energi, dan 
homogenitas, dari berbagai orientasi sudut dan jarak     piksel, maka 
akan dilihat perbedaan hasil confusion matrix terhadap penggunaan 
berbagai kernel. 
3. Penggunaan Kernel Polynomial 
Terdapat beberapa percobaan yang dilakukan dalam penelitian ini, 
pada pengklasifikasian SVM Multiclass ini penggunaan kernel polynomial 
dilakukan pada hasil parameter fitur statistik dari ekstraksi fitur GLCM 
pada orientasi sudut            dan      dan pada jarak     piksel. 
Klasifikasi dilakukan dengan menggunakan pelatihan dan pengujian 
terhadap citra DPR. Pelatihan yang digunakan sebanyak 75% dan 
pengujian yang dilakukan sebanyak 25%. Selanjutnya pengukuran kerja 
klasifikator SVM Multiclass dilakukan menggunakan empat pengukur 
kinerja, yaitu akurasi, sensitivitas, spesifisitas dan precision pada 
persamaan 2.31 sampai persamaan 2.34. Hasil percobaan dengan empat 
sudut orientasi menggunakan kernel polynomial dinyatakan pada Tabel 
4.17. 
 



































Tabel 4.17 Confussion Matrix dengan Kernel Polynomial pada Data Uji 
Sudut Pengukur Kerja Klasifikator Training Testing 
   
Akurasi 75,5% 62,5% 
Sensitivitas 72,2% 55,6% 
Spesifisitas 86,8% 80% 
Precision 78% 42% 
    
Akurasi 66,67% 81,25% 
Sensitivitas 64,8% 75% 
Spesifisitas 82,7% 90% 
Precision 64,5% 88,89% 
    
Akurasi 68,89% 81,25% 
Sensitivitas 66,67% 55,56% 
Spesifisitas 83,6% 80% 
Precision 66,4% 42,3% 
     
Akurasi 80% 81,25% 
Sensitivitas 78,2% 75% 
Spesifisitas 89,2% 90% 
Precision 81,67% 88,89% 
 
4. Penggunaan Kernel RBF 
Sama seperti kernel polynomial, penggunaan kernel RBF dilakukan 
pada hasil parameter fitur statistik dari ekstraksi fitur GLCM pada 
orientasi sudut            dan      dan pada jarak     piksel. Hasil 
percobaan dengan empat sudut orientasi menggunakan kernel RBF 
dinyatakan pada Tabel 4.18. 
Tabel 4.18 Confussion Matrix dengan Kernel RBF pada Data Uji 
Sudut Pengukur Kerja Klasifikator Training Testing 
   
Akurasi 62,2% 37,5% 
Sensitivitas 59,25% 38,89% 
Spesifisitas 80,86% 68,33% 
Precision 60,2% 38,89% 
    
Akurasi 55,56% 31,25% 
Sensitivitas 53,7% 33,33% 
Spesifisitas 77,78% 65% 
Precision 55,16% 34,76% 
    
Akurasi 60% 31,25% 
Sensitivitas 57,4% 33,33% 
Spesifisitas 79,9% 65% 
Precision 58,4% 34,76% 
     
Akurasi 64,44% 31,25% 
Sensitivitas 61,11% 50% 
Spesifisitas 81,79% 65,56% 
Precision 62,22% 33,33% 
 



































5. Penggunaan Kernel Multilayer Perceptron 
Sama seperti kernel-kernel sebelumnya. Hasil percobaan dengan 
empat sudut orientasi menggunakan kernel Multilayer Perceptron (MLP) 
dinyatakan pada Tabel 4.19. 
Tabel 4.19 Confussion Matrix dengan Kernel MLP pada Data Uji 
Sudut Pengukur Kerja Klasifikator Training Testing 
   
Akurasi 31,11% 37,5% 
Sensitivitas 27,78% 36,11% 
Spesifisitas 62,9% 66,67% 
Precision 28,47% 41,67% 
    
Akurasi 31,11% 43,75% 
Sensitivitas 27,78% 41,67% 
Spesifisitas 62,65% 70% 
Precision 29,44% 59,52% 
    
Akurasi 31,11% 31,25% 
Sensitivitas 27,78% 30,55% 
Spesifisitas 63,27% 64,44% 
Precision 28,2% 32,22% 
     
Akurasi 33,33% 37,5% 
Sensitivitas 27,78% 33,33% 
Spesifisitas 63,27% 66,67% 
Precision 22,9% 26,67% 
6. Penggunaan Kernel Quadratic 
Sama seperti kernel-kernel sebelumnya, hasil percobaan 
menggunakan kernel Quadratic dinyatakan pada Tabel 4.20. 
Tabel 4.20 Confussion Matrix dengan Kernel Quadratic pada Data Uji 
Sudut Pengukur Kerja Klasifikator Training Testing 
   
Akurasi 51,11% 25% 
Sensitivitas 51,85% 27,77% 
Spesifisitas 75,61% 62,22% 
Precision 50,65% 26,98% 
    
Akurasi 48,9% 31,25% 
Sensitivitas 48,15% 33,33% 
Spesifisitas 73,46% 65% 
Precision 47,46% 37,41% 
    
Akurasi 48,9% 31,25% 
Sensitivitas 48,15% 33,33% 
Spesifisitas 74,07% 65,55% 
Precision 47,51% 36,11% 
     
Akurasi 48,89% 31,25% 
Sensitivitas 50% 33,33% 
Spesifisitas 75,31% 66,67% 
Precision 50,77% 36,11% 



































7. Tampilan Aplikasi 
Aplikasi deteksi osteoporosis ini merupakan aplikasi yang digunakan 
untuk mengdiagnosis kondisi tulang panggul dari analisis tulang ramus 
mandibula pada citra DPR. Hasil keluaran aplikasi ini berupa tiga 
keputusan yaitu normal, osteopenia dan osteoporosis. Berikut akan 
ditunjukkan tampilan layar utama, tampilan program utama untuk deteksi 
osteoporosis dan tampilan help. 
a. Layar Utama 
 
Gambar 4.5 Layar Utama Aplikasi Deteksi Osteoporosis 
Layar utama pada Gambar 4.5 merupakan layar awal program. Pada 
layar ini berisi submenu program dan help. Submenu program digunakan 
untuk menjalankan program deteksi osteoporosis, dan submenu help 
digunakan untuk memudahkan pengguna dalam mengoperasikan aplikasi 
ini. 
 



































b. Layar Program Utama 
Layar menu program pada Gambar 4.6 sampai Gambar 4.12 terdiri 
dari inputan berupa pengambilan citra DPR, dan jumlah piksel ekstraksi 
fitur GLCM yang diinginkan. Selain itu terdapat submenu AHE, ROI 
ramus mandibula, penentuan sudut orientasi GLCM dan klasifikasi SVM 
Multiclass. Submenu AHE berfungsi untuk meratakan histogram citra 
DPR, kemudian submenu ROI ramus mandibula berfungsi untuk 
pengambilan ROI pada bagian ramus mandibula, submenu sudut untuk 
penentuan sudut orientasi GLCM yang diinginkan, dan submenu 
klasifikasi SVM Multiclass untuk menentukan hasil klasifikasi.  
 
Gambar 4.6 Layar Program Aplikasi Load Citra untuk Deteksi Osteoporosis 
Pengambilan citra DPR dengan menggunakan syntax sebagai berikut: 
 



































Dengan Img merupakan variabel untuk citra DPR, imread merupakan 
perintah yang terdapat pada library matlab untuk membaca citra DPR, dan 
axes1, Gambar ditampilkan pada axes1. 
 
Gambar 4.7 Perintah AHE untuk Citra Deteksi Osteoporosis 
 
Adaptive histogram equalization dengan menggunakan syntax berikut: 
 
Dengan J sebagai variabel dari hasil citra yang sudah diperbaiki 
menggunakan AHE, adapthisteq merupakan function dari adaptive 
histogram equalization, dan axes2, Gambar ditampilkan pada axes2. 
 
Gambar 4.8 Perintah ROI pada Ramus Mandibula 
 



































Untuk perintah ROI ramus mandibula dengan menggunakan syntax berikut 
 
Dengan out1 sebagai variabel dari hasil ROI ramus mandibula kiri, imcrop 
merupakan function untuk proses cropping citra, dan axes3, Gambar 
ditampilkan pada axes3. Dan untuk ROI ramus mandibula kanan, 
digunakan perintah yang sama dengan proses ROI ramus mandibula kiri. 
Yaitu dengan syntax berikut : 
  
 
Gambar 4.9 Perintah GLCM untuk Citra Deteksi Osteoporosis 
Untuk perintah GLCM pada hasil ROI ramus mandibula dengan 
menggunakan syntax berikut : 
 



































Dengan GLCM, Contrast, Correlation, Energy, Homogeneity merupakan 
nama variabel, dan graycomatrix merupakan function yang ada pada 
library Matlab untuk perintah membuat matriks kookurensi. Selanjutnya 
stats.Contrast, stats.Correlation, stats.Energy, dan stats.Homogeneity 
merupakan function untuk mencari nilai fitur statistik kontras, korelasi, 
energi, dan homogenitas. 
 
Gambar 4.10 Perintah SVM Multiclass  untuk Deteksi Tulang Normal
 
Gambar 4.11 Perintah SVM Multiclass  untuk Deteksi Osteopenia 




































Gambar 4.12 Perintah SVM Multiclass  untuk Deteksi Osteoporosis 
Untuk perintah SVM Multiclass untuk melakukan klasifikasi tulang 
normal, osteopenia, dan osteoporosis dengan menggunakan syntax berikut 
 




Gambar 4.13 Layar Help Aplikasi Deteksi Osteoporosis 
 



































Layar menu help pada  Gambar 4.13 menjelaskan tata cara 
penggunaan dari aplikasi ini, sehingga dapat memudahkan pengguna 
dalam menjalankan aplikasi ini. Selanjutnya, hasil dari klasifikasi SVM 
Multiclass untuk deteksi osteoporosis berdasarkan citra DPR ditunjukkan 
pada Tabel 4.21 dengan kombinasi empat fitur statistik. 
Tabel 4.21 Hasil Klasifikasi SVM Multiclass 
Data DPR ke- Klasifikasi Data Klasifikasi SVM Multiclass 
1 Normal Normal 
2 Normal Normal 
3 Normal Normal 
4 Normal Normal 
5 Normal Normal 
6 Normal Normal 
7 Osteopenia Osteopenia 
8 Osteopenia Osteopenia 
9 Osteopenia Osteopenia 
10 Osteopenia Osteopenia 
11 Osteopenia Osteopenia 
12 Osteopenia Osteopenia 
13 Osteoporosis Normal 
14 Osteoporosis Osteoporosis 
15 Osteoporosis Normal 
16 Osteoporosis Normal 
 
Berdasarkan analisis citra dental panoramic radiograph pada ROI ramus 
mandibula yang digunakan sebagai dasar computer-aided diagnosis sistem telah 
dapat digunakan sebagai deteksi osteoporosis. Secara keseluruhan, pengenalan 
paling baik dalam proses klasifikasi osteoporosis diperoleh menggunakan 
kombinasi kontras, korelasi, energi dan homogenitas dari sudut orientasi terbaik 
adalah      dan jarak satu piksel. Hasil akurasi data uji yang diperoleh sebesar 
81,25%. Hasil tersebut bermakna jika pasien yang melakukan uji diagnosa 
tersebut 81,25% akurat, baik pasien osteoporosis, osteopenia maupun pasien 
dengan tulang normal. Selanjutnya nilai sensitivitas sebesar 75% yang artinya 



































bahwa pasien yang menderita osteoporosis jika melakukan uji diagnosa maka 
pasien tersebut berpeluang 75% positif menderita osteoporosis, begitu pula untuk 
yang osteopenia. 
Nilai spesifisitas sebesar 90% yang bermakna bahwa pasien yang 
menderita osteoporosis jika melakukan uji diagnosa, pasien tersebut berpeluang 
90% tidak menderita osteoporosis, dan precision sebesar 88,89% yang 
menyatakan bahwa pasien yang menderita osteoporosis didiagnosa tepat 
menderita osteoporosis dan berpeluang 88,89%.  
 





































Berdasarkan hasil implementasi dan ujicoba menggunakan GLCM – 
SVM yang telah dilakukan untuk deteksi osteoporosis, dapat disimpulkan 
bahwa: 
1. Adaptive histogram equalization mampu memperbaiki tingkat keabuan 
citra DPR. Metode adaptive histogram equalization dapat 
menyebarkan nilai histogram secara merata, sedemikian sehingga 
setiap derajat keabuan citra DPR memiliki jumlah pixel yang relatif 
sama. 
2. Metode analisis tekstur GLCM dapat digunakan untuk mengekstraksi 
fitur citra DPR dari hasil perbaikan menggunakan adaptive histogram 
equalization. Informasi tekstur dari tulang ramus mandibula yang 
didapat dari proses GLCM bertujuan untuk membedakan dua wilayah 
yang berdekatan. Tekstur dari hasil GLCM ini digunakan untuk 
membedakan antara jaringan trabekula untuk mengidentifikasi 
kepadatan jaringan tulang yang nantinya digunakan untuk deteksi 
osteoporosis. Fitur statistik GLCM difokuskan pada kombinasi empat 
fitur statistik yang meliputi kontras, korelasi, energi dan homogenitas 
masing-masing dengan sudut orientasi            dan      dengan 
jarak d = 1 piksel. 



































3. Berdasarkan analisis citra dental panoramic radiograph pada ROI 
ramus mandibula yang digunakan sebagai dasar computer-aided 
diagnosis sistem menggunakan GLCM dan SVM Multiclass telah 
dapat digunakan sebagai deteksi osteoporosis. Ekstraksi fitur GLCM 
berdasarkan kombinasi empat fitur statistik untuk mengidentifikasi 
nilai kepadatan mineral tulang telah menujukkan sudut orientasi 
terbaik adalah      dengan jarak     piksel serta SVM Multiclass 
terbaik dibangun oleh kernel polynomial berderajat dua. Hasil akurasi 
data uji terbaik yang dihasilkan sebesar 81,25%, sensitivitas sebesar 
75%, spesifisitas sebesar 90%, dan precision sebesar 88,89%. 
B. Saran 
Penelitian mengenai analisis citra DPR pada tulang mandibula untuk 
deteksi osteoporosis menggunakan metode GLCM – SVM Multiclass ini masih 
banyak kekurangan. Sehingga, peneliti menyarankan beberapa hal sebagai 
bahan perbaikan dan pengembangan kedepannya, diantaranya adalah: 
1. Pengambilan ROI pada tulang mandibula sebaiknya dilakukan pada 
bagian kondilus mandibula, penelitian sebelumnya mengatakan bahwa 
kondilus mandibula mempunyai beban besar dan mengandung banyak 
trabekula (98,6%). 
2. Penentuan ROI pada daerah ramus mandibula seharusnya merata pada 
setiap citra. Hal ini karena fisiologi ramus mandibula pada citra DPR 
tidak sama. Sehingga, sebaiknya dilakukan penentuan ROI otomatis 
yang dapat digunakan untuk menyamakan daerah ramus mandibula. 
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