Abstract-Deep neural networks comprise several hidden layers of units, which can be pre-trained one at a time via an unsupervised greedy approach. A whole network can then be trained (fine-tuned) in a supervised fashion. One possible pre-training strategy is to regard each hidden layer in the network as the input layer of an auto-encoder. Since autoencoders aim to reconstruct their own input, their training must be based on some cost function capable of measuring reconstruction performance. Similarly, the supervised finetuning of a deep network needs to be based on some cost function that reflects prediction performance. In this work we compare different combinations of cost functions in terms of their impact on layer-wise reconstruction performance and on supervised classification performance of deep networks. We employed two classic functions, namely the cross-entropy (CE) cost and the sum of squared errors (SSE), as well as the exponential (EXP) cost, inspired by the error entropy concept. Our results were based on a number of artificial and real-world data sets.
I. INTRODUCTION
Deep architectures, such as neural networks with two or more hidden layers of units, are a class of machines that comprise several levels of non-linear operations, each expressed in terms of parameters that can be learned [2] . The organization of the mammal brain, as well as the apparent depth of cognitive processes, are among the main motivations for the use of such architectures. In spite of this, until 2006, attempts to train deep architectures resulted in poorer performance than that achieved by their shallow counterparts. The only exception to this difficulty was the convolutional neural network [8] , a specialized architecture for image processing, modeled after the structure of the visual cortex.
A breakthrough took place with the introduction by Hinton et al. of the deep belief network [6] , a learning approach where the hidden layers of a deep network are initially treated as restricted Boltzmann machines (RBMs) [10] and pre-trained, one at a time, in an unsupervised greedy approach. Given that auto-encoders [5] are easier to train than RBMs, this unsupervised greedy procedure was soon generalized into algorithms that pre-train the hidden levels of a deep network by treating them as a stack of auto-encoders [3] , [7] .
The auto-encoder (also called auto-associator or Diabolo network) is a type of neural network trained to output a reconstruction of its own input. Thus, in the training of auto-encoders, input vectors can themselves be interpreted as target vectors. This presents an opportunity for the comparison of various training criteria, namely different cost functions capable of reflecting the mismatch between inputs and targets.
The information theoretical concept of minimum error entropy has been recently applied by Marques de Sá et al. [9] to data classification machines, yielding evidence that risk functionals do not perform equally with respect to the attainment of solutions that approximate the minimum probability of error. In their work, the features of classic cost functions such as the sum of squared errors (SSE) and the so-called cross-entropy (CE) cost are discussed, and some approaches inspired by the error entropy concept are proposed. One such approach is a parameterized function called exponential (EXP) cost, sufficiently flexible to emulate the behavior of classic costs, namely SSE and CE, and to exhibit properties that are desirable in certain types of problems, such as good robustness to the presence of outliers.
In this work, we aimed to compare the performances of SSE, CE, and EXP costs when employed both in the unsupervised pre-training and in the supervised fine-tuning of deep networks whose hidden layers are regarded as a stack of auto-encoders. To the best of our knowledge, this type of comparison has not been done before in the context of deep learning. Using a number of artificial and real-world data sets, we first compared pre-training cost functions in terms of their impact on the reconstruction performance of hidden layers. Given that the output layer of our networks was designed for classification learning, we also compared various combinations of pre-training and fine-tuning costs in terms of their impact on classification performance.
II. STACKED AUTO-ENCODERS
The auto-encoder (AE) is a simple network that tries to produce at its output what is presented at the input. As exemplified in Fig. 1a , the basic AE is in fact a simple neural network with one hidden layer and one output layer, subject to two restrictions: the weight matrix of the output layer is the transposed of the weight matrix of the hidden layer (i.e. weights are clamped); and the number of output neurons is equal to the number of inputs.
The values of the hidden layer neurons, called the encoding, are obtained via Equation (1), where x is the input vector, s denotes the sigmoid function, b is the vector of hidden neuron biases, and W is the matrix of hidden weights. The values of the output neurons, called the decoding, are computed as in Equation (2), where c is the vector of output neuron biases. Unsupervised learning of the weights and biases of AEs can be achieved by gradient descent, based on a training set of input vectors.
(1)
The deep networks we used for classification had an architecture similar to that shown in Fig. 1c , with a layer of inputs, two or more hidden layers, and an output layer L with as many units as target classes. The hidden layers of such a network can be pre-trained in an unsupervised way, one at a time, starting from the bottom layer. In order to be pre-trained, a hidden layer is "unfolded" to form an AE. Once a given AE has learned to reconstruct its own input, its output layer is no longer needed and its hidden layer becomes the input to the next level of the deep network, as shown in Fig. 1b . The next level is in turn pre-trained as an individual AE, and the process is repeated until there are no more hidden layers.
The goal of unsupervised pre-training is to bring the network's hidden weights and biases to a region of the parameter space that constitutes a better starting point than random initialization, for a subsequent supervised training stage. In this context, the supervised training stage is usually called fine-tuning and can be achieved by conventional gradient descent, based on a training set of paired input and target vectors. It should be noted that the output layer weights W (L) are not involved in the pre-training stage, so they are randomly initialized and learned only in the finetuning stage.
III. COST FUNCTIONS A. Pre-training
Since the goal of AE training is to obtain at the output the same data values fed into the input, an adequate cost function C should compare these two vectors. The classical approach is to use an empirical version of either the SSE cost, as in Equation (3), or the CE cost, as in Equation (4) . Another possibility is to use the EXP cost shown in Equation (5), which features an extra parameter τ . In these expressions, x k and x k denote the kth elements of the output and input vectors, respectively.
Given a training input vector, the change that it implies in weight W ji connecting input i to hidden neuron j can be computed via gradient descent [4] , in terms of the partial derivative of the cost with respect to that weight. This derivative can be expressed as in Equation (6), where A and B k take the values shown in Table I [1] . The expression for the derivative with respect to a hidden bias b j can be obtained from this equation by setting x i andx i to 1, and the derivative with respect to an output bias c i can be obtained by setting h j to 1. 
B. Fine-tuning
The expressions for the SSE and EXP cost functions used in the supervised training stage are identical to Equations (3) and (5), respectively, keeping in mind thatx and x now become output vector y and target vector t, respectively. As to the CE cost, it now assumes the multi-class expression shown in Equation (7), where index k iterates through the network's outputs.
As before, partial derivatives are needed to obtain weight changes via gradient descent. According to Bishop [4] , the [7] .)
partial derivative of the cost with respect to a weight W ji connecting unit (or input) i to unit (or output) j can be expressed generically as in Equation (8), where δ j is the socalled delta error associated with unit j. The expression for the derivative with respect to a hidden or output bias b j can be obtained by setting z i to 1.
If W ji belongs to the output layer of the network, δ j should be obtained from the definition in Equation (9), where a j represents the jth argument of the output activation function (in our case the logistic softmax). For different cost functions, the expression of δ j takes the forms shown in Table II , where I kj is a selection variable corresponding to element kj of an identity matrix. 
If W ji belongs to a hidden layer, δ j can be obtained recursively from Equation (10), using the errors δ k already computed for the layer above. In this expression, h (.) denotes the derivative of the hidden layer's activation function (in our case always a logistic sigmoid). 
IV. EXPERIMENTS AND RESULTS

A. Data Sets and Selection of Hyper-parameters
We used six data sets appropriate for classification experiments, whose numbers of features, targets, and instances are shown in Table III . The adult 1 and ocr _ letters 2 sets contain publicly available, real-world binarized data; cb4x4 (10) and cb4x4(25) are artificially generated sets with a 4×4 checkerboard pattern, real-valued features, and proportions of the minority class of 0.10 and 0.25, respectively; environ2cl and environ4cl are private, realworld sets containing real-valued environmental data. Each data set was divided into three fixed subsets, for training, validation, and test purposes.
For each data set, we built a deep network of the type exemplified in Fig. 1c . Hyper-parameters were selected via a simplified procedure, starting from default values, then tuning each parameter individually to minimize the classification error on the validation set, averaged over 10 repetitions. Table III shows the values obtained for all parameters, namely: the architecture (e.g. three layers with 50 units each for the ocr _ letters data set); the pretraining learning rate η u and EXP parameter τ u , the finetuning learning rate η s and EXP parameter τ s ; and the socalled look-ahead, a parameter that controls the mechanism for early stopping of the fine-tuning. We chose to use the same number of units in all hidden layers. Values marked with an asterisk are not fixed learning rates, but initial values for an adaptive form of learning rate [9] . All parameters were selected for the CE/CE cost combination (i.e. pre-training CE cost and fine-tuning CE cost), except naturally for the two EXP τ parameters.
For each data set, we pre-trained the network's hidden layers, tested their reconstruction performances, fine-tuned the whole network, and tested its classification accuracy. All nine combinations of pre-training and fine-tuning cost functions were tried, plus a combination of no pre-training with CE cost. For each combination, 20 repetitions of full training and testing were executed. In order to incorporate the SSE and EXP cost functions, we adapted an implementation of stacked auto-encoders originally developed by Hugo Larochelle, based on the MLPython library 3 .
B. Experimental Results
We compared the three pre-training cost functions in terms of their impact on the reconstruction performance achieved by each hidden layer, when "unfolded" as an auto-encoder. For that purpose, we chose to use the reconstruction mean squared error (MSE) as a common metric, computed over test data. Table IV shows the obtained results. The best MSE values and standard deviations computed over 20 repetitions are shown in bold.
The main conclusion that can be drawn from these results is that SSE is a good choice of pre-training cost, regardless of the data set. In all cases except one (cb4x4(10)), SSE yielded a reconstruction MSE that was either the lowest or 3 See http://www.dmi.usherb.ca/~larocheh/mlpython/. close to the lowest. SSE also tended to yield the lowest variances. This superiority could arguably be attributed to the fact that the SSE cost, expressed in Equation (3), coincides in practice with the MSE metric being used. Nevertheless, with the binary data sets adult and ocr _ letters, CE yielded the lowest mean errors for the first layer. These were the only two situations where the x k values in Equation (4) were binary, and this equation in fact assumes binary x k (though it produces meaningful cost values even with real-valued x k ). It appears that CE could be the best choice for pre-training the first hidden layer in the presence of binary data.
It is interesting to note that the MSE associated with each given cost function tended to decrease from the bottom hidden layer to higher layers, meaning that the learned representations became progressively easier to reconstruct. In the case of EXP, this happened with all data sets. This effect, as well as the tendency of SSE to yield the best results, can be observed e.g. in the box plots shown in Fig.  2 for the environ2cl data.
More detail on what happens during pre-training could be obtained by plotting the evolution of the reconstruction performance on training data, throughout the training of each hidden layer, as exemplified in Fig. 3a for the third layer of the architecture selected for the environ4cl data. These plots illustrate a problem observed with several data sets, in that the pre-training based on either CE or EXP appears to have prematurely ended due to the implemented earlystopping mechanism. The application of this mechanism [7] should therefore be improved in future work, possibly by selecting the value of an associated hyper-parameter for each data set individually (as was done with the look-ahead parameter, used to control early-stopping of fine-tuning).
We compared different combinations of pre-training and fine-tuning costs in terms of their impact on the classification error computed over test data. Table V shows the obtained results. Since all data sets were unbalanced, we chose to compute the balanced classification error (i.e. the average of intra-class errors). For each data set, the best mean error and error standard deviation computed over 20 repetitions are shown in bold. For each particular pre-training cost, the best mean error and error variance are marked with A and B, respectively. For each particular fine-tuning cost, the best mean error and error variance are marked with C and D, respectively.
For four of the data sets, the results achieved with no pre-training (and fine-tuning with CE) were clearly worse than those obtained with at least some of the pre-training cost functions, as would be expected. This was not the case, however, with the adult and ocr _ letters sets.
At any rate, the main conclusion that can be drawn from the obtained results is that none of the combinations of pretraining and fine-tuning costs stood out as yielding either the lowest mean errors or the lowest error variances for most data sets.
For the cb4x4(10) data the training phase failed for several cost combinations, which yielded a balanced error of 50% or close. This failure happened necessarily at the fine-tuning stage, since no problems were observed at the pre-training stage (see Table IV ). Interestingly, the only successful cost combinations were CE/CE and the three combinations involving the fine-tuning EXP cost. It should be noted that CE/CE was the combination for which the learning rate and look-ahead parameters were selected. This may indicate that, for heavily unbalanced data sets, the finetuning stage is not particularly robust to a departure from the cost function used to select parameters. Indeed, with the more balanced cb4x4(25) data, fine-tuning converged for all cost functions. On the other hand, this also suggests that the fine-tuning EXP cost may help to overcome this type of limitation.
It can be observed that, when the pre-training cost is CE, the lowest mean errors (marked with A) and the lowest error variances (marked with B) were achieved when the selected fine-tuning cost was either CE or EXP. In other words, when pre-training with CE, fine-tuning with SSE is not a good choice. This can be observed in more detail e.g. in the box plots for the adult and ocr _ letters data shown in Fig.  4 .
The C markers in Table V help to verify that, when fine-tuning with CE, three of the lowest mean errors were achieved in combination with SSE pre-training. Similarly, when fine-tuning with SSE, four lowest mean errors were achieved with SSE pre-training and, when fine-tuning with EXP, three lowest mean errors were achieved with SSE pre-training. Thus, given a particular fine-tuning cost, SSE appears to be a reasonable choice for the pre-training stage, as can be observed e.g. in Fig. 4a for the adult data. This suggests that the superiority of pre-training via SSE (previously observed in Table IV ) is real and not merely a consequence of using MSE to measure reconstruction performance.
The D markers in Table V indicate that, curiously, when fine-tuning with CE, five lowest error variances were yielded in combination with CE pre-training, whereas, when finetuning with SSE, four lowest error variances were achieved with SSE pre-training and, when fine-tuning with EXP, four lowest error variances were achieved with EXP pre-training. In other words, given a particular fine-tuning cost, using the same pre-training cost appears to be beneficial if one wishes to achieve low error variance. This is exemplified also in 4a, for the adult data. Fig. 3b exemplifies the evolution of the classification error on validation data during training, for the cb4x4(25) data set. It can be seen that the errors associated with CE and EXP fine-tuning costs evolved in very similar ways. To an extent, this happened with all data sets and was an expected behavior, since positive values were always selected for the EXP τ s parameter (see Table III ), leading the EXP cost function to approximate the behavior of the CE cost [9] . The increasing instability of all three errors towards the end of training was observed also with the environmental data sets, and may be due to insufficient amounts of training and validation data. This effect should be further investigated. Table VI shows the average times taken by pre-training and fine-tuning iterations, in seconds, for each cost function. In the case of pre-training, layer-wise times are shown. The last row shows the average ratios to the CE time, for both SSE and EXP. In terms of pre-training, it can be observed that SSE and EXP were actually slightly faster than CE, though it should be noted that each pre-training iteration involved the computation not only of cost derivatives, but also of the cost itself, used by the implemented early-stopping mechanism. In terms of fine-tuning, both SSE and EXP took approximately 60% more training time. All experiments were executed on Linux using a desktop computer equipped with an Intel Core i7-950 processor and enough physical memory to prevent swapping.
V. CONCLUSIONS AND FUTURE DIRECTIONS
In this work, we compared different cost functions used in the pre-training and fine-tuning of deep networks, by performing experiments with a variety of data sets. In general, the best layer-wise reconstruction performance was achieved by SSE pre-training, though with binary data CE yielded the lowest errors for the first hidden layer. Classification performance was found to vary little with the combination of pre-training and fine-tuning costs. When pre-training with CE, fine-tuning via SSE was found not to be a good choice. In general, the choice of the same pre-training and finetuning costs yielded classification errors with lower variance.
With a heavily unbalanced artificial data set, fine-tuning failed except for the cost combination used to tune the model's hyper-parameters and for those cost combinations that involved EXP fine-tuning. This seeming robustness of EXP fine-tuning should be further investigated, using a wider variety data sets. Future work should also focus on improving both the pre-training early stopping mechanism and the stability of fine-tuning after large numbers of iterations. In future experiments we plan to adopt GPUbased processing, to allow the use of more computationally demanding data sets, such as variants of the popular MNIST character recognition set. 
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