Bayes Factors play an important role in comparing the fit of models ranging from multiple regression to mixture models. Full Bayesian analysis calculates a Bayes Factor from an explicit prior distribution. However, computational limitations or lack of an appropriate prior sometimes prevent researchers from using an exact Bayes Factor. Instead, it is approximated, often using Schwarz's (1978) Bayesian Information Criterion (BIC), or a variant of the BIC. In this paper we provide a comparison of several Bayes Factor approximations, including two new approximations, the SPBIC and IBIC. The SPBIC is justified by using a scaled unit information prior distribution that is more general than the BIC's unit information prior, and the IBIC approximation utilizes more terms of approximation than in the BIC. In a simulation study we show that several measures perform well in large samples, that performance declines in smaller samples, and that SPBIC and IBIC can provide improvement to existing measures under some conditions, including small sample sizes. We then illustrate the use of the fit measures in an empirical example from the crime data of Ehrlich (1973) . We conclude with recommendations for researchers.
Bayes Factors play an increasingly important role in comparing fit in a variety of statistical models ranging from multiple regression (Spiegelhalter and Smith 1982; Carlin and Chib 1995) to mixture models (Richardson and Green 1997) . Under a full Bayesian analysis it is possible to calculate the exact Bayes Factor that derives from an explicit prior distribution. However, in practice we often develop model selection criteria based on approximations of Bayes Factors, either because of computational limitations or due to difficulty of specifying reasonable priors.
The most popular choice in this class of model selection criteria is the Schwarz (1978) Bayesian Information Criterion (BIC). The BIC's popularity is understandable in that it has several desirable features. First, it is readily calculable using only the values of the likelihood function, the model degrees of freedom, and the sample size. Second, the BIC permits a researcher to compare the fit of nested and non-nested models (Raftery 1995) , which is not typical using other traditional procedures such as Likelihood Ratio tests. The researcher can use the BIC to calculate the strength of evidence in favor of particular models relative to other models using guidelines such as those of Jeffreys (1939) , as updated by Kass and Raftery (1995) and Raftery (1995) .
These valuable aspects depend on the accuracy of the BIC as an approximation to a Bayes Factor that will aid the selection of the best model. The justification for the BIC as an approximation rests either on an implicit unit information prior distribution or on large sample properties and the dominance of terms not involving the prior distribution for the parameters (Raftery 1995) .
Furthermore, the sample size, N , that enters the calculation of BIC is ambiguous in some situations. For example, the appropriate N in multilevel (hierarchical) models and log-linear models is not always clear (Kass and Raftery 1995) . Censoring in survival analysis and overdispersion in clustered survey data also raise the problem of how to define the effective sample size (Fitzmaurice 1997; Volinsky and Raftery 2000) .
Interest in BIC and alternatives to it among sociological methodologists runs high. For example, see Raftery (1995) and Weakliem (1999) and their discussions for highly informative debates on the merits and limits of the BIC in sociological research. In practice, the BIC has become a standard means by which sociologists evaluate and compare competing models. However, alternative approximations are possible and potentially superior. Few studies provide a comprehensive comparison of BIC and its alternatives.
Our paper has several purposes. First, we present several varieties of Bayes Factor approximations, including two new approximations-the SPBIC and the IBIC-which are based on modifications of two different theoretical derivations of the standard BIC. Second, we evaluate these approximations as a group: under what conditions is Bayes Factor approximation, of whatever variety, appropriate? A third goal is to assess whether the choice of approximation matters: do all BF approximations perform essentially the same, or are there conditions under which we should prefer some over others? Relative performance is assessed using an extensive simulation study of regression modeling across a range of conditions common in social science data, as well as via an empirical example using Ehrlich's (1973) well-known crime data. Our ultimate aim is to contribute toward a more informed consensus around the use of Bayes Factor approximations in sociological research.
The next section of the paper reviews the concept of the Bayes Factor. Section 3 derives the BIC using a special prior distributions, and proposes the SPBIC using a modified prior. Section 4 provides an alternative justification for the BIC based on a large sample rationale, and then presents two variants: the existing HBIC, and a new approximation, the IBIC. In Section 5 we provide a simple example showing the steps in calculating the various approximations. The simulation study comparing the fit indices and an empirical example are given in Section 6, which is followed by our conclusions.
Bayes Factor
In this section we briefly describe the Bayes Factor and the Laplace approximation. Readers familiar with this derivation may skip this section. For a strict definition of the Bayes Factor we have to appeal to the Bayesian model selection literature. Thorough discussions on Bayesian statistics in general and model selection in particular are in Gelman et al. (1995) , Carlin and Louis (1996) , and Kuha (2004) . Here we provide a very simple description.
We start with data Y and hypothesize that they were generated by either of two competing models M 1 and M 2 .
1 Moreover, let us assume that we have prior beliefs about the data generating models M 1 and M 2 , so that we can specify the probability of data coming from model M 1 ,
. Now, using Bayes' theorem, the ratio of the posterior probabilities is given
The left side of the equation can be interpreted as the posterior odds of M 1 versus M 2 , and it represents how the prior odds P (M 1 )/P (M 2 ) is updated by the observed data Y . The factor
that is multiplied to obtain the posterior from the prior is known as the Bayes Factor, which we will denote as
Typically, we will deal with parametric models M k , which are described through model parameters, such as θ k . So the marginal likelihoods P (Y |M k ) are evaluated using
where
A closed form analytical expression of the marginal likelihoods is difficult to obtain, even with completely specified priors (unless they are conjugate priors). Moreover, in most cases θ k will be high-dimensional and a direct numerical integration will be computationally intensive, if not impossible. For this reason we turn to a way to approximate this integral given in (2).
Laplace Method of Approximation
The Laplace Method of approximating Bayes Factors is a common device (see Raftery 1993; Weakliem 1999; Kuha 2004 ). Since we also make use of the Laplace method for our proposed approximations, we will briefly review it here.
1 Generalization to more than two competing models is achieved by comparing the Bayes Factor of all models to a "base" model and choosing the model with highest Bayes Factor In large samples the Maximum Likelihood (ML) estimator, θ k , will generally be a reasonable approximation of the posterior mode, θ k . If the prior is not that informative relative to the likelihood, we can write
is the observed information matrix evaluated at θ k (Kass and Raftery 1995) and O(N −1 ) is the "big-O" notation that refers to a term bounded in probability to be some constant multiplied by N −1 . If the expected information matrix,
and we can write
If we now make use of the definition,Ī E = I E /N and substitute it in (5), we have
This equation forms the basis of several approximations to Bayes Factors, which we discuss below.
Approximation through Special Prior Distributions
The BIC has been justified by making use of a unit information prior distribution of θ k . Our first new approximation, SPBIC, builds on this rationale using a more flexible prior. We first derive the BIC, then present our proposed modification.
BIC: The Unit Information Prior Distribution
We assume for model M K (the full model, or the largest model under consideration), the prior of θ K is given by a multivariate normal density
where θ * K and V * K are the prior mean and variance of θ K . In the case of BIC we take V * K =Ī −1 0 , the average information defined in Section 3. This choice of variance can be interpreted as setting the prior to have approximately the same information as the information contained in a single data point. 2 This prior is thus referred to as the Unit Information Prior and is given by
For any model M k nested in the full model M K , the corresponding prior P (θ k |M k ) is simply the marginal distribution obtained by integrating out the parameters that do not appear in M k .
Using this prior in (4), we can show that
Note that the the error of approximation is still of the order O(N −1 ). Comparing models M 1 and M 2 and multiplying by −2 gives the usual BIC
where we use the more compact notation of l(θ k ) ≡ log(P (Y |θ k , M k )) for the log likelihood function atθ k .
An advantage of this unit information prior rationale for the BIC is that the error is of order
when we make no explicit assumption about the prior distribution. However, some critics argue that the unit information prior is too flat to reflect a realistic prior (e.g., Weakliem 1999).
SPBIC: The Scaled Unit Information Prior Distribution
The SPBIC, our first alternative approximation to the Bayes Factor, is similar to the BIC derivation except instead of using the unit information prior, we use a scaled unit information prior that allows the variance to differ and permits more flexibility in the prior probability specification. The scale is chosen by maximizing the marginal likelihood over the class of normal priors. Berger (1994), Fougere (1990) , and others have used related concepts of partially informative priors obtained by maximizing entropy. In general, these maximizations involve tedious numerical calculations. We ease the calculation by employing components in the approximation that are available from standard computer output. We first provide a Bayesian interpretation of our choice of the scaled unit information prior and then provide an analytical expression for calculating this empirical Bayes prior.
We have already shown how the BIC can be interpreted as using a unit information prior for calculating the marginal probability in (4). This very prior leads to the common criticism of BIC being too conservative towards the null model, as the unit prior penalizes complex models too heavily. The prior of BIC is centered at θ * (parameter value at the null model) and has a variance scaled at the level of unit information. As a result this prior may put extremely low probability around alternative complex models (for discussion, see Weakliem 1999; Kuha 2004; Berger et al. 2006) . One way to overcome this conservative nature of BIC is to use the ML estimate,θ, of the complex model M k , as the center of the prior P (θ k |M k ). But this prior specification puts all the mass around the complex model and thus favors the complex model heavily. A scaled unit information prior (henceforth denoted as SUIP) is a less aggressive way to be more favorable to a complex model. The prior is still centered around θ * , so that the highest density is at θ * , but we choose its scale, c k , so that the prior flattens out to put more mass on the alternative models. This places higher prior probability than the unit information prior on the space of complex models, but at the same time prevents complete concentration of probability on the complex model. 3 This effectively leads to choosing a prior in the class of Bayes Factor-based information criterion that is most favorable to the model under consideration, placing the SUIP in the class of Empirical Bayes priors.
To obtain the analytical expression for the appropriate scale, we start from the marginal probability given in (2). Instead of using the more common form of the Laplace approximation applied jointly to the likelihood and the prior, we use the approximate normality of the likelihood, but choose the scale of the variance of the multivariate normal prior so as to maximize the marginal likelihood. As a result, our prior distribution is not fully specified by the information matrix; rather the variance is a scaled version of the variance of the unit information prior defined in (8). This prior has the ability to adjust itself through a scaling factor, which may differ significantly from unity in several situations (e.g., highly collinear covariates, dependent observations).
The main steps in constructing the SPBIC are as follows. First we define the scaled unit information prior as
whereĪ O = 1 N I O and c k is the scale factor which we will evaluate from the data. Note that c k may vary across different models. Using the above prior in (11) and the generalized Laplace integral approximation described in Appendix A, we have
Now we estimate c k . Note that we can view (12) as a likelihood function in c k , and we can write 3 Specifically, the prior is still centered around θ * , and the distribution being a normal, the highest density is still at θ * , but we divide the varianceĪ O (θ) by the computed constant c k (see (11)), which is ideally less than 1 for competing models favorable to the data. This adjustment inflates the variance, thus flattening out the density to put relatively more mass on a competing alternative model. While comparing a range of alternatives the scaled prior puts higher prior probability than the unit information prior on each complex model that conforms to the data, but at the same time prevents complete concentration of probability on those complex models.
The optimum c k is given by its ML estimate, which can be obtained as follows. Note that there are two cases for estimating c k , with the choice in a particular application depending on the scaling of the variance in the unit information prior.
Using this c k we arrive at the SPBIC measures under the two cases.
Case 2: Alternatively, when d k ≥θ
, the prior variance goes to 0 so the prior distribution is a point mass at the mean, θ * . Thus we have
An alternative derivation of the BIC does not require the specification of priors. Rather, it is justified by eliminating smaller order terms in the expansion of the marginal likelihood with arbitrary priors (see (6)). After providing the mathematical steps of deriving the BIC using (6),
we show how approximations of the marginal likelihood with fewer assumptions can be obtained using readily available software output.
BIC: Elimination of Smaller Order Terms
One justification for the Schwarz (1978) BIC is based on the observation that the first and fourth terms in (6) have orders of approximations of O(N ) and O(log(N )), respectively, while the second, third, and fifth terms are O(1) or less. This suggests that the former terms will dominate the latter terms when N is large. Ignoring these latter terms, we have
If we multiply this by −2, the BIC for, say, M 1 and M 2 is calculated as
Equivalently using l(θ k ), the log-likelihood function in place of the log P (Y | θ k , M k ) terms in (17) we have
The relative error of the BIC in approximating a Bayes Factor is O(1). This approximation will not always work well, for example when N is small, but also when sample size does not accurately summarize the amount of available information. This assumption breaks down for example when the explanatory variables are extremely collinear or have little variance, or when the number of parameters increase with sample size (Winship 1999; Weakliem 1999 ).
IBIC and Related Variants: Retaining Smaller Order Terms
Some of the terms for the approximation of the marginal likelihood that are dropped by the BIC can be easily calculated and retained. One variant called the HBIC retains the third term in equation (5) (Haughton 1988) . A simulation study by Haughton, Oud, and Jansen (1997) found that this approximation performs better in model selection for structural equation models than does the usual BIC.
The second term can also be retained by calculating the estimated expected information matrix,
, which is often available in statistical software for a variety of statistical models. Taking advantage of this and building on Haughton, Oud, and Jansen (1997) , we propose a new approximation for the marginal likelihood, omitting only the second term in (6).
For models M 1 and M 2 and multiplying by −2, this leads to a new approximation of a Bayes
Factor, the Information matrix-based Bayesian Information Criterion (IBIC). 4 This is given by
Of the three approximations that we have discussed, IBIC includes the most terms from equation (5), leaving out just the prior distribution term log P ( θ k |M k ).
Calculation Examples
To further illustrate the calculation of these Bayes Factor approximations, next we provide a simple example using generated data. 5 Consider a multiple regression model with two independent 4 Another approximation due to Kashyap (1982) , and given by
is very similar to our proposed IBIC. The IBIC incorporates the estimated expected information matrix at the parameter estimates for the two models being compared. 5 The data generated for this example are available online.
variables where only the first independent variable is in the true model and the sample size is N = 50. Suppose we estimate three models: one with only x1, one with only x2, and the last with both x1 and x2. Table 1 contains the ingredients for the approximations, where the rows give the necessary quantities from the regression output. 6 The three columns give the values of these components for each of the three models.
[Insert Table 1 here]
Using these numbers and the formulas we can calculate each approximation. For instance, the BIC formula is −2l(θ) + d log(N ). Reading from Table 1 for the predictor x1 (Column 1):
The SPBIC formula is −2l(θ)+d 1 − log d
where the values of its components are taken from Table 1 and listed below in its formula.
−2 × (−87.21) + 2 × (1 − log(2/270.74)) = 186.24
In a similar fashion, we can calculate the remaining approximations. For this particular model we observe that SPBIC and IBIC achieve their minimum for the smaller model including predictor x1 alone, whereas all other information criterion achieve their minimum for the larger model including both predictors. Thus the choice of approximation can have consequences for model selection.
Numerical Examples
In this section we examine the BF approximations to better understand their performances in choosing the correct models in multiple regression under different conditions. As part of this 6 Recall from above that the calculation of our Bayes Factor approximations requires several or more parts of the output that accompanies a regression analysis. These are the degrees of freedom of the regression model, the estimated log-likelihood, the estimates of the parameters, the observed information matrix, the mean expected information matrix and the log of its determinant, log(N ), and log(N/2π).
analysis, we compare the performance of SPBIC and IBIC to each other and to the BIC and HBIC.
Our first example is based on a simulation study following Fan and Li (2001) and Hunter and Li (2005) , where our objective is to select the correct variables in a linear regression. However, we vary the design factors more extensively than in Fan and Li (2001) and Hunter and Li (2005) , so as to capture conditions common in social science data, including a wide range of sample sizes, r-squares, and number of and degree of correlation among variables . The second example details variable selection results for a frequently analyzed dataset on crime rates (Ehrlich 1973 ).
Simulation: Variable Selection in Linear Regression
Regression models remain a common tool in sociological analyses. Ideally, subject matter expertise and theory would provide the complete specification of the explanatory variables required to explain a dependent variable. But in practice there is nearly always some uncertainty as to the best specification of the multiple regression model. Our simulation is designed to examine this common problem. In this example we simulate the following linear model
We consider the following experimental design for our simulation: eight candidate covariates for the regression; four different levels of model complexity, 2, 4, 6, and 7 variables in the true model; five different sample sizes, N = 50, N = 100, N = 500, N = 1,000, and N = 2,000; three levels of variance explained, R 2 = 0.30, R 2 = 0.60 and R 2 = 0.90; and two levels of correlation between the explanatory variables, ρ = 0.25 and ρ = 0.75. 7 We also performed the simulations using two additional covariance matrices with non-identical correlations and using lower R 2 values (0.05, 0.10, and 0.20). The results with the additional covariance matrices are presented below, while those with the additional R 2 values are available in the online appendix. All coefficients are set to one throughout the simulations and each complexity/sample size/R 2 /ρ combination of conditions was run 500 times, producing a total of 120,000 iterations.
The task of choosing the true model is a challenging one in that there could be anywhere from zero to all eight covariates in the true model. This results in 256 possible regression models to choose among for each combination of simulation conditions. We perform all subset regression model selections using each of these criteria and record the percentage of times the correct model was selected. 8 We consider a correct selection to be a case in which the value of a measure for the true model is the lowest or is within 2 units of the best-fitting model. The value of 2 is chosen based on the Jeffreys-Raftery (1995, page 139) guidelines that suggest a difference of less than 2 signifies only a small difference in fit between two models. In essence, we consider models whose difference in fit is less than 2 as essentially tied in their fit. However, our results are quite similar if we consider a correct choice to be only a clear and exact selection of the true model.
Results
The simulation results are given in Figures 1 and 2 . In each graph, the x-axes represent in- [Insert Figure 1 here] 8 We opt to include a true model in our simulation design because it provides a clear and easily understood test of the relative performance of the various model selection criteria under ideal conditions. Also, this design is consistent with how sociologists typically approach model selection in practice. However in most empirical research in social science, no fitted model can realistically be expected to be "correct," but rather all models are better or worse approximations of reality. One direction for future research could be to conduct simulations that employ other approaches to model selection. For example, Burnham and Anderson (2004) conduct model averaging rather than search for the one best model in comparing the relative performance of AIC and BIC and Weakliem (2004) recommends hypothesis testing for the direction of effects rather than their presence or absence.
[Insert Figure 2 here] We first consider the conditions under which all BF approximations perform well or perform poorly in selecting the true model. The conditions that improve the performance of all BF approximations are large samples sizes (N ≥ 500), higher R 2 s, lower collinearity, and fewer covariates.
For instance, if the R 2 is 0.60 and there are only four or fewer true covariates in the model, and N ≥ 500, then using any one of the BF approximations will lead to the true model over 90% of the time even with high collinearity (ρ = 0.75). Or if the R 2 is very high ( 0.90) all BF approximations approach 100% accuracy as long N ≥ 500. On the other hand, all the BF approximations perform poorly when the R 2 is more modest (0.30), the collinearity is high (ρ = 0.75), and the number of covariates in the true model is larger (6 or more). In these latter conditions, none of the BF approximations works well.
Overall, increasing the unexplained variance or the correlation between covariates proves to be detrimental to all of the fit statistics. In addition, these deteriorating effects are more severe in the more complex models shown in Figure 2 , especially when the sample size is small. Another finding from these simulations is that model complexity exerts differing effects on performance Though the similarity of performance is noteworthy, there are situations where some BF approximations outperform others. In many, but not all cases, the SPBIC and IBIC exhibit better performance than BIC and HBIC when the sample size is small. In Figure 1 , when R 2 = 0.90, ρ = 0.25, and the sample size is 50, the SPBIC and IBIC select the true model over 90% of the time, while the next best choice, BIC, is closer to 80%. HBIC performs the worst in this case.
Overall, these simulations show that there are conditions when all BF approximations perform well and other conditions where none works well. Under the former conditions it matters little which BF approximation is selected since all help to select the correct model. Under the latter condition when all BF approximations fail, it does not make sense to use any of them. None of the fit statistics can overcome a combination of a low R 2 , high collinearity, large number of covariates, and modest sample size.
There are simulation conditions where the BF approximations depart from each other. Under these situations, the SPBIC and IBIC are generally more accurate. For example, with a large R 2 (0.90) and smaller sample size, the SPBIC and IBIC tend to outperform the BIC and HBIC. The BIC would be next in its overall accuracy followed by the HBIC.
Additional Simulation Conditions
The simulations in the previous section keep identical correlations among the covariates (ρ = 0.25 or 0.75). Here we show results that suggest that our findings are not dependent on keeping the correlations the same. 9 We performed the simulations with two additional covariance matrices: 
Variable Selection in Crime Data
We turn now to a widely-used empirical example from Ehrlich (1973) that tests whether deterrence affects crime rates in 47 states in the United States. Like our simulation example, this is a regression problem where we want to choose the best variables from among a set of possible covariates, but unlike our simulation we do not know the true model. However, we can compare our results to those of others who have analyzed these data. We apply our two newly developed model selection criteria (SPBIC and IBIC) and BIC to an analysis of a number of models applied to these data. This example has properties that are common in sociological analyses that use states or nations as the unit of analysis: a relatively small N, and potentially high R-squared-exactly the conditions under which we expect SPBIC and IBIC to perform better than the standard BIC. 10
Description
This dataset originates with Ehrlich (1973) , who had data on 47 states in 1960. The original data contained some errors which were corrected by Vandaele (1978) . Following Raftery (1995) , we use this corrected data for our analysis (the data are available at http://www.statsci.org/data/ general/uscrime.txt). The variables for the analysis are listed in Table 2 . Following Vandaele (1978), we use a natural log transformation of all variables except the dummy variable for the South.
[Insert Table 2 here] Table 3 lists a series of models (M 1 to M 16), which we derived from previous results by others who have used these data. The model number represent the variables included in the model where the variable numbers come from Table 2 . For instance, M 1 refers to Model 1, which contains % males 14 to 24 (1), mean years of schooling (3), police expenditure in 1960 (4), and income inequality (13). An analogous interpretation holds for the other models.
To narrow down the subset of models to which we fit our various fit criteria, we draw on Raftery's (1995) "Occam's Window" analysis of the same data, which accounts for model uncertainty by selecting a range of candidate models within the subset of all possible models, and then uses this subset to estimate the posterior probability that any given variable is in the true model. Raftery's results indicated considerable model uncertainty for the significance of percent non-white (9) and the unemployment rate for urban males aged 35-39 (11). We also include the two vari-ables of primary theoretical interest: probability of imprisonment (14) [Insert Table 4 here]
An interesting aspect of these results relates to Ehrlich's (1973) theory of deterrence. The probability of imprisonment (14) and the average time served in prison (15) are the two key deterrence variables in Ehrlich's model. The top five fitting models according to SPBIC and IBIC do not include average time served in prison (15) and only some of these include the probability of imprisonment (14). Raftery's (1995) analysis of the same data using the BIC also calls into question whether average time served in prison belongs in the model, but supports including the probability of imprisonment. Furthermore, Ehrlich's (1973) theoretically specified models-M 17
and M 18-rank poorly on all three fit measures.
Finally, Tables 5 and 6 present the coefficient estimates and standard errors from each of the models. Note that the magnitude of effects differs between the selected models. For example, the marginal effect of % males 14-24 in M 1 (the SPBIC and IBIC selection) is only 73% the size of the effect estimated in M 16 (BIC's selection).
[Insert Table 5 here]
[Insert Table 6 here]
We recognize that Ehrlich's (1973) analysis has provoked much debate and we do not make strong claims as to the truth of the selected models particularly since there might be other important determinants of crime not included in any of these models. Rather we present our findings as an illustration of the possibility of incongruent results with standard model selection techniques.
Other things being equal, based on our theoretical derivation and our simulation results we suggest that SPBIC and IBIC should be preferred to BIC especially given the modest sample size of this empirical example and relatively high variance explained.
7 Conclusions
Bayes Factors are valuable tools to aid in the selection of nested and non-nested models. However, exact calculations of Bayes Factors from fully Bayesian analyses that include explicit prior distributions are relatively rare. Instead, researchers more commonly use approximations to Bayes Factors, the most well-known being the BIC. In this paper we provided a comparison of BIC and several alternatives, including two new approximations to Bayes Factors. One, the SPBIC, uses a scaled unit information prior that gives greater flexibility than the implicit unit information prior that underlies the BIC. The second, the IBIC, incorporates more terms from the standard Laplace approximation than does the BIC in estimating Bayes Factors.
From a practitioners' standpoint, both the SPBIC and IBIC are straightforward to calculate for any application in which software outputs an expected or observed information matrix. This is possible in many software packages for generalized linear models and structural equation models, among others. But unlike our example of variable selection in linear models (Section 6), the expected and the observed information matrices may not be analytically the same. In models where both the observed and the expected information matrix are available, it is desirable to use the observed information matrix as it provides a more accurate approximation (for details see Efron and Hinkley 1978; Kass and Vaidyanathan 1992; Raftery 1996) . In Appendix B we illustrate how to calculate SPBIC and IBIC in regression models using Stata and R.
In addition to proposing two new BF approximations, a contribution of this paper is to compare the performance of these and the BIC and HBIC in their accuracy of selecting valid models. In our simulation of variable selection in regression, we found that no BF approximation was accurate under all conditions. Indeed, with large samples, and modest to large R 2 s, it practically does not matter which of the BF approximations a researcher chooses since they are all highly accurate. On the other hand, if the R 2 is modest, collinearity is high, and a half dozen or more variables belong in the model, then none of the BF approximations works well. When there was a departure in performance, we did find that SPBIC and IBIC performed modestly better in smaller sample sizes, followed by the BIC and then the HBIC.
Based on these results, we would advise researchers with large samples and high R 2 s to choose a BF approximation that is most readily available. On the other hand, our results suggest that the SPBIC and IBIC might be more useful than BIC when the sample is smaller. If the R 2 and N are low and it is likely that a half-dozen or more covariates are in the true model, then none of the BF approximations should be used.
Though our simulation experiments were informative about the performance of the SPBIC, IBIC, BIC, and HBIC, they are far from the final word. We need to examine additional empirical data and simulation designs to better understand these ways of estimating Bayes Factors. In addition, it would be valuable to study multilevel, mixture, and structural equation models to assess the accuracies of these approximations to Bayes Factors in these different types of models.
A Generalized Laplace Approximation
First, let us fix some notations. For a vector valued function a(θ), let H(θ) = − ∂a(θ) ∂θ∂θ denote the negative Hessian matrix. In the case a(θ) = l(θ k ), is a log likelihood function;
is the observed information matrix, based on N observations. Also let b be the pdf of a normal with mean θ * and variance , V * such that b(θ) = φ(θ; θ * , V * ).
Proposition 1 Using the above notations
Proof. Applying Taylor series expansion only on a(θ) we get
Further using convolution of normals we have
Substituting (A.2) in (A.1) we get Proposition 1.
B Calculating SPBIC and IBIC in Stata and R
The following code provides examples for calculating SPBIC and IBIC in Stata and R.
B.1 Stata
Note that it is easiest to use the glm procedure because it automatically produces the necessary parts of the computation: the log-likelihood (e(ll)), number of parameters (e(k)), number of observations (e(N)), coefficients (e(b)), and covariance matrix of the coefficients (e(V)). 
