ABSTRACT. A time evolution operator in the interaction picture is given by exponentiating an interaction Hamiltonian H. Important examples of Hamiltonians, often encountered in quantum optics, condensed matter and high energy physics, are of a general form H = r(A † −A), where A is a multimode boson operator and r is a coupling constant. If no simple factorization formula for the evolution operator exists, the calculation of the evolution operator is a notoriously difficult problem. In this case the only available option may be to Taylor expand the operator in r and act on a state of interest ψ. But this brute-force method quickly hits the complexity barrier since the number of evaluated expressions increases exponentially. We relate a combinatorial structure called Dyck paths to the action of a boson word (monomial) on a quantum state ψ. This allows us to cross the exponential gap and make the problem of a boson unitary operator evaluation computationally tractable by achieving polynomial-time complexity for a large class of physically interesting multimode Hamiltonians.
INTRODUCTION
The calculation of an evolution unitary operator V = exp [−iH], where H is an interaction Hamiltonian in the interaction picture, is a generic problem encountered in quantum field theory, quantum optics or condensed matter physics, to name a few. Of considerable interest are single and mainly multimode boson Hamiltonians describing the interaction between two and more boson field modes. The Hamiltonian H is a Hermitian operator and can be written as H = νA † + νA, where ν ∈ and the bar denotes complex conjugation. The operator A is a function of one or more boson creation and annihilation operators a i and a † i , respectively, satisfying the Weyl-Heisenberg algebra [a i , a † j ] = δ i j id. The index i denotes the i-th boson mode and id is an identity operator (not necessarily represented by a finite-dimensional identity matrix) commuting with a i and a By setting ν = s + ir we will restrict our attention to the evolution operator
From all the existing approaches to evaluate Eq. (1), the Taylor series expansion around r = 0 happens to be (most likely) the least sophisticated attempt to compute the exponential. But if no simple factorization theorem exists (for example when A and A † commute) and other methods fail or are equally inefficient, it may be the only available option. As a matter of fact, short-time evolution is often studied by calculating the first few terms of a Taylor expansion. However, for longer times the exponential growth in k of the number of summands A † ± A k quickly makes such a calculation intractable (note that we do not claim that all methods to evaluate V are exponential in time). The situation could have been saved by the following procedure. The expression A † ± A k can be brought to normal form, where all creation operators a † i , forming A and A † , are to the left of all annihilation operators a i . We will denote the corresponding operation by N . The main advantage of normally ordered operators lies in an easy calculation of their action on many states of interest, in particular, the eigenvector of a (a coherent state |α〉 with the vacuum as its special case). However, in general it is not easy to find the normal form. As an example, take a boson word (also called product, string or monomial) w = a 2 a † 3 a. The action of N results in
A straightforward, but not recommendable, way to obtain (2) is to commute through the forest of operators. Eventually, one can use shortcuts in the form of derived commutation rules to make the process less painful [2] . A better way is to take advantage of a clever differential representation of the aforementioned algebra [2] 
where the bar denotes complex conjugation. Then the above calculation can be done in a blink of an eye (the celebrated Fock-Bargmann representation is another option [14] ) but this is the exception rather than the rule. In the case of N A † ± A k , the commutation relations, the differential operator representation (3) or any other technique, such as Wick's theorem [1] , would lead to the right answer for but it may be difficult to obtain a general form for an arbitrary A and k or the computational complexity of the N operator can be insurmountable.
The problem of boson normal ordering has a long history and a number of techniques were developed [15] [16] [17] [18] [19] [20] [21] [22] . Certain special cases of N A † ±A k were previously studied resulting in elegant combinatorial formulas. But the general treatment for multimode boson operators is missing and the calculation of evolution operators generated by such Hamiltonians is the main goal of this paper. The idea behind our technique is to study A † ± A k , and consequently the expansion of Eq. (1), in the weak sense, that is, by acting on a state of interest. After all, this is the situation most often encountered when solving physical problems -the state is usually a vacuum state (or a ground state in general) and one is interested either in the vacuum expectation value of an operator or a unitary evolution of the state it acts on. So our method lacks the generality of the factorization theorems for Eq. (1) as a standalone operator [3, 5, 13] or of the formulas developed to normal order certain special cases of A † ± A k . However, the virtue of our technique is that it enables us to analytically
for a rather extensive class of physically interesting single and multimode boson operators A in the form of boson monomials and their sums. Equally importantly, the calculation is tractable since it can be executed with polynomial-time complexity O(dk 3 ) for a monomial of the length d. The state of interest ψ can be any state from a semi-infinite or finite tower of states generated by a repeated action of A † on the ground state ψ, defined by Aψ = 0. This includes the ground state itself as the most often encountered scenario. The method does not depend on a particular algebraic structure of A apart from the one inherited from a, a † satisfying the Weyl-Heisenberg algebra. Our approach is combinatorial. We will show that there exists a common structure called a generalized Dyck path, which is a subject of study in analytic combinatorics, computer science and stochastic processes, among others [23] [24] [25] [26] . This insight will lead us directly to a recursive summing formula allowing to analytically calculate Eq. (4) without the need for normal ordering. The most important consequence is that it can be used to efficiently find (in polynomial time) an analytical expression for the expanded evolution operator (1)
for any choice of 0 < K < ∞ and 0 ≤ r < ∞.
Multiboson Hamiltonians studied in this paper were often identified as quasi-exactly solvable [27, 28] with a close relation to the boson realizations of polynomial algebras [29, 30] . Among the applicable physical scenarios, Bose-Einstein condensates and nonlinear optical systems are the most prominent. Quasi-exactly solvable models have been extensively studied [31] [32] [33] and the difference compared to exactly solvable models is that the spectrum problem of such a Hamiltonian cannot be formulated as the usual eigenvalue problem in matrix algebra. However, there exists an invariant subspace of functions that are mapped to themselves and so it can be "decoupled" from the rest of an otherwise infinite-dimensional matrix Hamiltonian. This finite subspace can subsequently be analytically diagonalized and part of the spectrum is recovered.
Generalized Dyck paths are introduced in Sec. 2.1 and some of their combinatorial properties are summarized. In Sec. 2.2 we link Dyck paths to the action of boson words and in Sec. 2.3 we derive our main result: the evaluation of Eq. (4). In Sec. 2.4 we discuss the computational complexity of our approach and we identify a large class of multimode boson operators for which our approach can be applied. We illustrate the evaluation on several examples of boson operators A and compute Eq. (4) for low values of k (to be able to verify the results by hand) and for some very high values of k (to show the speed-up offered by our method). We also show that the fast evaluation of Eq. (4) leads to an efficient calculation of a boson evolution operator for previously hard-to-reach values of the coupling constant r if calculated by a series expansion. The paper closes with an outline of how to generalize our technique from boson monomials to a sum of monomials and some other possibilities (see Sec. 2.5).
GENERALIZED DYCK PATHS AND THEIR COMBINATORICS

Counting Dyck paths.
Let's introduce an integer lattice path known as a Dyck path and some its properties [23] [24] [25] [26] . The lattice for Dyck paths is the set of all integer points × ⊂ 2 . A Dyck path D(k) is a path starting at (0, 0) and ending at (k, 0), such
We plot (a) Dyck path D(8, 0, 0) (b) more general Dyck path D(10, 0, 3) and (c) the generalized Dyck path D (7, 3, 2) . Dyck paths are often described as mountain ranges.
that the only allowed steps (also called segments or letters in this paper) are U = (1, 1) and D = (1, −1), that is, going to the nearest integer point northeast or southeast. The constraint on a Dyck path is that it never falls below the x axis, but it may touch it at any number of integer points between 0 and k. Fig. 1 . Note that D(k, δ) ≡ D(k, 0, δ) and from now on whenever we say a Dyck path we will mean a generalized Dyck path 1 . A dyck path is unambiguously defined by its starting point δ 1 and a set of instructions called a Dyck word that leads the path through the lattice. It is a string of the segments U and D whose length is k and our convention will be to read the string from the right. The highest Dyck path D(k, δ 1 , δ 2 ) is defined by the (highest) Dyck word, where all the U segments are on the right:
Then, all Dyke paths for the fixed parameters k, δ 1 and δ 2 lie "between" the highest Dyke path and the x axis. Equivalently, the lowest Dyck path D(k, δ 1 , δ 2 ) is defined such that there is no other Dyck path between this path and the x axis for the chosen set of parameters. It is generated by the lowest Dyck word
Any Dyck path with the given parameters k, δ 1 , δ 2 contains the same number of U and D segments. and D = (1, −1) [34, 35] . This is not the kind of generalization considered in this paper. 
Catalan numbers are ubiquitous in computer science and discrete mathematics [36] and this makes Dyck paths a well studied object appearing in many reincarnations [23] 2 . One of them is Bertrand's ballot problem and by virtue of this insight one finds [37] the number of Dyck paths D(k, δ 1 , δ 2 ) to be
As an illustration we plotted all Dyck paths D(6, 0, 2) in Fig. 2 for which the expression from Eq. (6) simplifies to
Note that if k = δ 1 + δ 2 in (6), all the Dyck paths D(k, k − δ 2 , δ 2 ) are confined to a rectangle whose two corners are touching the positive x and y axis and
is a binomial number. This is nothing else than a binomial walk on the Pascal triangle (rectangle) experimentally realized by the Galton board. (2) algebra describing the action of a quantum-optical beam-splitter and the fact that the ground state is somewhat non-unique turns out to be important too. The l = n+1 states generated by A † p |0, n〉 12 carry the l-th representation of su (2) [38] .
Dyck paths and bosons. Let
Equivalently, the role of A is an annihilation operator acting on ψ (p) . This leads to the action of the ladder operators that we will later find enormously useful:
The coefficients λ p , µ p are determined by requiring the states on the RHS to be normalized to one for all p. The sum (A † + A) k contains 2 k summands but when acting on ψ, some of them become zero. What is the exact condition for a general summand of (A † + A) k to survive its encounter with the ground state? To find out, we write
where
At least one half of all the products on the RHS of Eq. (9) vanishes upon acting on ψ because the number of A operators outnumber their conjugates. This is a necessary but not sufficient condition to eliminate all the products that do not contribute. For example, if there is just one A operator that is, however, the first one to encounter ψ, the whole summand disappears. A general product in Eq. (9) is a bosonic word of the length k according to (10)
From the way it acts on ψ it can be seen that the word yields zero if and only if the number m 2i−1 of annihilation operators A on the (2i − 1)-st position is greater than the number this is precisely the defining property of a Dyck path D(k, 0, δ 2 ). We associate the step operators with the lattice steps
and a bosonic word is nothing else than a Dyck word of instructions of how a Dyck path is generated. Indeed, the constraint on a Dyck path to remain confined in the positive quadrant is equivalent to the condition for a bosonic word (product) in Eq. (9) to be nonzero. The converse is true as well because of the way the annihilation operator acts on a ground state and so we have a bijection between the set of Dyck paths D(k, 0, δ 2 ) of cardinality G(k, 0, δ 2 ) and the number of products on the RHS of
The first line is extracted from the definition of S (the length of the boson word) and the second line is the difference between the number of A and A † determining the y component of the end point of the corresponding Dyck path. Note the lower limit of the outer sum in Eq. (13) . It removes the words with a number of annihilation operators greater than the number of creation operators. They do not correspond to any Dyck path.
We may associate the p-th horizontal line of the integer lattice with the state ψ (p) . The x axis is then the ground state ψ. With this insight in hand, we generalize the above construction for an arbitrary starting state ψ (δ 1 ) , where we set δ 1 = p:
To illustrate our technique, we will study in this paper the ground state case δ 1 = 0 corresponding to Eq. (13) . The analysis for an arbitrary ladder state ψ (δ 1 ) can be easily generalized following the approach developed in the next section.
Evaluating Dyck paths.
In this section we present our main result. For that purpose we introduce a different kind of Dyck path description equivalent to a Dyck word W . Previously we introduced the highest and lowest Dyck paths, D(k, δ 1 , δ 2 ) and D(k, δ 1 , δ 2 ), respectively. They are illustrated in Fig. 3 for k = 14, δ 1 = 0 and δ 2 = 0, 2. The letter u i denotes the ascending path segment lying between the (i − 1)-st and i-th horizontal line of the lattice. Similarly, d i denotes the descending segment connecting the i-th and (i − 1)-st horizontal lattice line. At this point, we treat u i , d i as letters of a different (somewhat less economical) kind of Dyck word we will label w which is, 
Dyck paths are continuous and so two consecutive segments of any Dyck path must be one of these four pairs (recall the right-to-left convention):
It follows that if we have the highest Dyck path, where all u j are on the right, and there is a need to swap the leftmost letter u i with the rightmost letter d i such that the new word represents a Dyck path, the general rule is very simple:
valid for all admissible i. Only then the new word satisfies the conditions in (17) no matter what letter precedes d i or follows u i on the LHS of (18) . The rule can be immediately put to work by introducing a way of how to generate all Dyck paths D(k, δ 1 , δ 2 ). We "descend" from the highest Dyck path D(k, δ 1 , δ 2 ) to the lowest Dyck path D(k, 0, 0) by systematically swapping the highest ascending and descending segments u i and d i and generating all Dyck paths ending at (k, δ 2 ) such that no Dyck path is left behind.
The rule is rather straightforward so let's illustrate it on the example k = 14 depicted in Fig. 3 (a) . The first step is to swap the leftmost U letter of the highest Dyck word W = D 7 U 7 with all the D letters to its left except for the leftmost one. This generates the following set of words (the swapped letters are in bold to emphasize the transformation):
Looking at the generated Dyck path in Fig. 3 (a) we observe that all Dyck paths reaching the level u 6 were obtained. Following the swap rule Eq. (18), the same operation using the Dyck path representation given by the w word reads
Recall that in (20) we do exactly the same operation as in (19) , just with some more information attached to the letters of the Dyck word w. A similar method can be used to generate all Dyck paths D(k, 0, δ 2 ) by starting from D(k, 0, δ 2 ).
In the next step we would have swapped two U's and let both gradually propagate to the last allowed word. But already in this case the resulting words get complicated and so we need to simplify our strategy. Before we do so it is perhaps time to reveal the reason why. In the crucial step that follows, we associate the letters u i and d i of all Dyck paths, generated according to the rule Eq. (18) , with the scalar coefficients given by Eqs. (8)
The number x is the result of a transformation we call evaluation of a Dyck path w. We already linked boson words Eq. (11) with Dyck words W via bijection (12) . Because w is equivalent to W , we automatically linked boson words with Dyck words w. But here we go further thanks to the fact that w carries much more information. It allows not only to properly count the boson words but also to relate the result of their action on a vacuum state ψ via the assignment in Eqs. (21) . Now it is clear what our goal is: we collect all w's, evaluate them and sum them. This will be equivalent to the action of a sum of all bosonic monomials with the total number of k operators A and A † acting on ψ, whose difference between the number of creation and annihilation operators is δ 2 as a consequence of Eqs. (21) and (12) . The operations (21) and (22) are peculiar since we effectively changed the variable's type from a symbol and word to a real number. The number x is not, in general, unique since the scalars λ i , µ i commute and it may happen that two different Dyck words w lead to the same x. But this does not bother us since x will not be used to identify a Dyck path.
In order to execute the transformation Eq. (22) it is critical to be able to list all Dyck paths. Here comes the power of Eq. (18) 
(see the properties of Dyck paths discussed in Sec. 2.1). As follows from the first row of (17), the difference of indices of two consecutive ascending segments must be one ((i + 1) − i = 1). This is the greatest possible difference because if two ascending segments u i and u j are separated by several descending segments {d k } k it follows from the second and third line of (17) 1 . We can visualize the products obtained from the ascending segments of all Dyck paths in a different kind of diagram in Fig. 4 (a) reflecting the example k = 14 in Fig. 3 (a) . The solid stair path is the highest product and the dotted line is the lowest one. Any product from the "wedge" between the two extremal cases comes from an allowed Dyck path iff the indices for any consecutive pair λ i λ j of a product satisfy
Using the fact that (i) the number of ascending segments is equal to the number of descending segments (and so the number of λ products evaluating the ascending sections is equal to the number of µ products) and (ii) their indices are identical as a consequence of (18), the sum over all evaluated Dyck paths reads
We will see in Example 2 and 3 and in Sec. 2.4 that this j-multiple recursive sum can be explicitly evaluated (and very fast for large j for that matter) for a surprisingly great variety of λ i and µ i . Note that the sum's upper bound does not change: m 2 = m 3 = . . . m j+1 ≡ k/2 but for obvious reasons we had to introduce distinct dummy indices. Moreover, the number of sums in the recursive formula is also j = k/2. So indeed, the outermost sum is not a sum at all since m j+1 m j = j λ m j − j+1 µ m j − j+1 = λ 1 µ 1 as visualized by the overlapping segment of the solid and dotted line in Fig. 4 (a) . Perhaps it is time for an example. 
Example 1.
Let k = 8 and this case can be illustrated on a staircase diagram like the one in Fig. 4 (a) . In the present case the diagram ends with the stair where λ 4 lies. We can recreate Eq. (24) from "inside" by following the condition (23) for λ i λ j and the items (i) and (ii) above. Therefore, the innermost sum reads λ 1 µ 1 +λ 2 µ 2 +λ 3 µ 3 +λ 4 µ 4 (see the horizontal column in Fig. 4 (a) between λ 1 on the dotted line and λ 4 on the stair). The sum is multiplied by the components of the preceding column ({λ j µ j } 3 j=1 ) but it depends on j (as (23) dictates) how many summands of the innermost sum are allowed to be multiplied -for λ j µ j the previous sum goes from 1 up to j + 1:
Moving to the next level, only two values (λ 1 µ 1 and λ 2 µ 2 ) are possible. Hence by repeating the exact same rules, the third inner sum reads
together with
Finally, the last sum (not being a sum since the only possibility is λ 1 µ 1 ) terminates the recursion:
By revising the number of summands (equal to 14), which counts the number of Dyck paths D(k, 0, 0), we may verify that it agrees with Eq. (5) for k = 8.
Dyck paths D(k, 0, δ 2 ). As already mentioned, the strategy to list all possible Dyck paths D(k, 0, δ 2 ) is similar to the case δ 2 = 0. Starting from the highest Dyck path we swap our way to the lowest Dyck path. Instead of doing it explicitly and encountering confusing expressions like those in Eqs. (19) and (20) 
whose evaluation (following Eq. (22)) equals the product
The highest Dyck path D(k, 0, δ 2 ) is always of the form
and the number of d i segments correctly coincides with (29) . When (31) is evaluated, we get the expression
As previously described, to generate all Dyck paths we apply the rule Eq. (18) on the highest Dyck path Eq. (31) and end up with the lowest one (Eq. (29)). But the rule in Eq. (18) treats the ascending and descending segments (more precisely, the indices of their letters u i and d i ) in the same way. So it treats the indices of λ i and µ i in the same way as well. As a consequence, only the underbraced portion of the ascending segment product taken from Eq. (32)
will change as we descend to the lowest Dyck path. After the lowest Dyck path is evaluated, its value must necessarily be equal to the product
The µ 1 product denoted (I) is the evaluated descending section, product (II) corresponds to the part of the ascending section whose number (k − δ 2 )/2 must be equal to product (I) and product (III) Eqs. (24) and (34) can be used to calculate Eq. (13). This is where the true power of our method reveals itself: summing over all evaluated Dyck paths is greatly facilitated whenever the action of A and A † in Eqs. (8) is sufficiently "nice". It can be made as easy as to the point where we get a closed analytic expression for a given k. To compare it with other analytical approaches it is fair to say that for a very special case of
k can be used for the same task. The methods to normal order the expression were developed in [17, 18] . A different kind of combinatorial insight was used by the authors (more in the spirit of [16] ) with the help of generalized Stirling numbers. The results were subsequently used for the calculation of the expectation value 〈(a † d + a d ) k 〉 |α〉 for a coherent state |α〉. From the conceptual point of view, normally ordered expressions are satisfactory since they are essentially closed and hold in the strong sense, that is, without acting on any state. But that may be actually a mild disadvantage because it still has to act on a state and the resulting formula can become 5 The transformation from (b 1 ) to (b 2 ) can also be understood as a consequence of λ i being scalars and therefore commuting. Then, in the right panel, the allowed evaluated ascending sections are suitably reordered allowed sections from the middle panel.
further complicated. What is even perhaps less clear is the computational complexity of how effectively it can be evaluated for k ≫ 1 in actual calculations. But irrespective of that, here we aim at multiboson operators A and A † (constituting physically interesting Hamiltonians), where to the author's best knowledge, analytical results are essentially non-existent. This will be further used to evaluate the action of the isometry Eq. (1) expanded as a Taylor series to high order in k.
The only (partial) exception seems to be [24] where, however, two boson modes are coupled such that [a 1 , a † 2 ] = 1. This is not a behavior of ordinary bosons considered here and in quantum field theory or quantum optics.
Complexity estimation.
Let's analyze the complexity of calculating Eqs. (24) and (34) for the boson operator A being a product of d creation and annihilation operators. This will give us an idea of how tractable our method is. We will focus on (24) as the worst case scenario and denote the sums' upper bounds m. From the general action of a boson creation and annihilation operator [2, 15] (or see Eqs. (39)) we find that
is a polynomial of order d (written symbolically). Then the innermost sum of (24)
is a polynomial of order d + 1 and so the cost of calculating the sum is O(dm). To evaluate the following sum, the polynomial f (d+1) is multiplied by λ m 2 µ m 2 and this is again a polynomial of order d:
The polynomial is summed over m 2 but only to m − 1. In Eq. (24) it is the lower bound that changes by one so it is the same number of operations. The whole recursive formula can then be symbolically depicted as follows
. . .
We first find the order of the resulting polynomial. Form the RHS of (35) we deduce that the polynomial after the last iteration m = k/2 is of order m(d
(recall that since δ 2 = 0, k is always even). For the complexity estimation we observe that the i-th recursive sum on the LHS of (35) is a sum over m − i + 1 summands and a polynomial of order
and so the recursive calculation roughly scales as O(dk 3 ). This is the main advantage of our method. It provides a tremendous (exponential) speed-up for calculating (A † ± A) k ψ. There is 2 k summands after expanding (A † ± A) k and so their number grows exponentially with k. This is prohibitively slow to compute even for a small k and it is perhaps obvious that a similar obstacle remains even after we take into account the truncated sum in Eq. (13) . In more detail, one finds
where the Stirling formula for the factorial can be used to get the asymptotic estimate of the RHS. This is the most favorable case since for δ 1 > 0 the number of summands in Eq. (15) is always bigger for a fixed k and δ 2 and for δ 1 = k we get the worst-case scenario where the growth is simply O(2 k ) (see Eq. (15)).
The logarithmic correction of O(2 k ) in Eq. (37) is negligible and we would still be computationally in trouble. However, as follows from the number of values of δ 2 in the above sum (see also the first paragraph of Sec. 2.1), the number of sets of Dyck paths with the same value of δ 2 grows linearly with k. Because we have just shown that the sum over these "δ 2 -sets" in Eq. (24) goes as O(dk 3 ), the calculation of (13) becomes tractable. But this also means that the calculation of
is polynomial in K. The number of summands in (38) grows linearly with K but as will be discussed in Example 2 for k = 100, even this can be significantly reduced. The only missing piece is to show that the recursive sums are actually summable. Let's start with a few simple examples on which we can demonstrate Eqs. (24) and (34). 
Hence, by denoting ψ (k−1) = |k − 1〉 we get from Eqs. (8)
and so µ 1 = λ 1 = 3!. For δ 2 = 2 the situation is similar. The number of sums in Eq. (34) is j = (k − δ 2 )/2 = 0 so only the overall factor λ 1 λ 2 is present. From Eq. (40) we get λ 2 = 4 × 5 × 6. The final answer is
This can be readily confirmed by directly calculating a 3 + a † 3 2 |0〉. 
and take the liberty of setting m 2 = 2 in the evaluated sum after we write the final answer given by Eq. (34):
This is the first step to achieve a closed expression even for a large k to be used in the next two examples. The calculation again agrees with the |3〉 coefficient of
Here we will illustrate the appearance of one nested sum in Eq. (34) 
where now we set m 3 = 3. The final answer for δ 2 = 1 is therefore 3! 76356. This can be verified by hand but it is already rather lengthy. k = 100 To show the strength of our method we calculate A † + A 100 |0〉 ≡ a The brute-force calculation is out of the question on today's computers. Using our approach we see that Eq. (24) contains 50 recursive sums. It takes roughly 20 seconds to obtain an analytical result in Mathematica on a singlecore average laptop. The result (the equivalent of (42) (24), the code used to generate the result is a one-liner. To calculate the complete expression a † 3 + a 3 100 |0〉 we, of course, have to calculate the remaining cases for the rest of the δ 2 's (δ 2 = 2, 4, . . . , 100) given by Eq. (34) . The number of recursions is j = (k−δ 2 )/2 but these recursions are already contained in the largest calculation for δ 2 = 0. The only thing that differs for each δ 2 is the sums' upper bound. Recall that we calculate the sum for an arbitrary upper bound m i , where 2 ≤ i ≤ j + 1, and plug the value (k + δ 2 )/2 after the calculation. So we only need to save all j intermediate nested sums calculated for δ 2 = 0, plug m j = (k + δ 2 )/2 for the rest of δ 2 and multiply it by the overall factor Even without using the computational shortcut for δ 2 > 0 described in the k = 100 case, we already got rid of the exponential time complexity by summing over all Dyke paths D(k, 0, δ 2 ).
Our method works for an arbitrarily long boson monomial A (A † ) and it can be further extended to sums of such monomials. We revisit these points in more detail in Sec. 2.5. Already mere products are a rather general class of operators often encountered in physical applications, as discussed in the introduction. The following example is probably the most famous one: the two-mode squeezing operator. Its factorization is a routine procedure and so we can compare it with our approach. 
The lower coefficients starting with n = 30 are essentially indistinguishable from the ones given by the analytical expression. By comparing the Taylor expansion of the analytical coefficients a n = tanh n r cosh r withã n we indeed see the perfect match. Also recall that the calculation of Eq. (44) is perturbative but analytical and the value of the coupling constant r is inserted after the calculation. So the expansion is not needed to be recalculated for every numerical value of r. (39) follows that the λ and µ coefficients contain square roots. That would prohibit the possibility of evaluating the recursive sums. But a product of λ and µ is a rational numbers (often turn out to be an integer) and, generally speaking, such a sum can be efficiently evaluated -not by hand but rather by computer algebra systems.
However, two important remarks are in place. The square root is not guaranteed to disappear as documented in the above example for k = 3 and k = 5. Fortunately, the square root is common for all Dyck paths D(k, 0, δ 2 ) simply because the number of creation and annihilation operators is constant for a fixed k and δ 2 -so it can be factored out and is not summed over. Second comment is again about the occurrence of the square root. The above examples should not mislead us to believe that λ m i = µ m i always holds. The fact that A † is a Hermitian conjugate of A does not guarantee this property if the ground state is not the vacuum state defined by a i |0〉, that is, the Minkowski vacuum and if A is itself a sum of two or more boson operators acting on different modes. This is not such a contrived scenario as it may seem (see the next paragraph) and if λ m i = µ m i , it is not a priori clear if the square root (should it appear) can be factored out for all summed Dyck paths.
The case of A and A † as a multimode monomial of boson operators is already physically quite substantial. But we can go further with our approach. Suppose that A is a sum of boson multimode monomials such that each monomial contains an equal number of annihilation and creation operators, possibly acting on different modes. We will not investigate this topic in the current manuscript but let's sketch way to generalize our method on an example. Let A be the following sum:
Assume the ground state of A to be ψ = |k, k〉 01 |0〉 2−7 . We find
in Sec. 2.4, we can now calculate any finite value just by sufficiently increasing the Taylor expansion. From a physical point of view it is also high. If translated to the quantum optical scenario, where r is a squeezing parameter, then the squeezing value r = 1 corresponds to the noise reduction 10 log 10 e 2r ≈ 8.7 dB. This is roughly current state-of-the-art in optical experiments [39] . If we use a special-relativistic comparison based on the local isomorphism SU(1, 1)/ 2 ≃ SO(2, 1) [14, 38] , then 2r = 2 is the rapidity corresponding approximately to 96.4% of the speed of light.
We can go on and derive a general expression for λ k and µ k . The fact that A, A † is a sum of monomials with the same difference of creation an annihilation operators makes sure that Eqs. (24) and (34) remain summable.
Our method could be generalized in a number of ways. One can investigate whether the method works for other states than those generated by the action of A † on a ground state ψ. Considering a finite or infinite tower of states generated by A † ψ, they form a basis of the corresponding Fock space. Any other state, for which the action of A † and A makes sense, can be written as a linear combination of the basis vectors and our method can be applied. A more difficult question is whether the method can be generalized for any state from a general Fock space. The Fock space is a huge place and as a rather nongeneric example suppose that (A † ± A) k acts on a state "between" two generated states. Then the same number of Dyck paths will contribute as if acted on the generated state lying below. The only difference will be a distinct evaluation of the Dyck paths leading only to different coefficients. But one can imagine even more general states and then we have not much to say.
Another avenue to explore is by introducing other types of boson quantities. For example, if we extend the Weyl-Heisenberg algebra and introduce the number operator for the i-th mode (and if we pretend that it is independent from a i , a † i , which it is not because n i = a † i a i ) then one could study expressions of the type (a † ± a ± n) k and their multimode counterparts. This leads to introduction of a more general lattice path known as a Motzkin path [25, 34] generated by three allowed segments of the same integer lattice we travelled: U = (1, 1) and D = (1, −1) representing a † and a and S = (1, 0) corresponding to n.
CONCLUSIONS
In this work, we introduced a method of evaluating evolution operators for the interaction picture Hamiltonians of the form H = r(A † − A), where A is a multimode boson monomial and r is a coupling constant. The calculation of V = exp [r(A † − A)] is in general a difficult problem. Even though a factorization is always possible, for example, by virtue of the Zassenhaus formula or other decoupling techniques, a simple factorization into a small number of products is available only if the operators A and A † satisfy favorable algebraic properties, such as vanishing commutators. If this is not satisfied, it may happen that there is no simple method left and the remaining techniques at our disposal are computationally demanding.
The Taylor expansion in r with its subsequent action on a state of interest ψ (most often a ground state of A) is certainly not the most efficient method as the number of summands increases exponentially with the expansion order. The method developed here overcomes this problem and allows us to analytically calculate the action of the evolution operator V to a very high order of its Taylor expansion and previously hardly accessible values of the coupling constant. This is possible due to an insight that a combinatorial structure known as a Dyck path can be related to the action of boson monomials on ψ. It helps us to dramatically reduce the complexity of analytically calculating acting on the i-th mode. The monomial is not required to satisfy any special algebraic property and the method can be extended to an even larger class -the sums of multimode monomials of length d. The result is valid for a ground state ψ but the technique is equally efficient for all states generated by a repeated action of A † on the ground state. The speed-up is possible due to the existence of a summing recursive formula that can be explicitly evaluated for the aforementioned class of A and A † forming (A † ± A) k . Consequently, the complexity of calculating the evolution operator V ψ is polynomial-time as well. A large class of physically interesting boson evolution operators (the Taylor expansions) is built from the studied monomials A and A † and we believe that our technique could be relevant for computational purposes in condensed matter, quantum field theory, quantum optics and other branches of quantum physics. We illustrated the method on a non-trivial example of A and also verified it in the case of a two-mode squeezed operator, where a simple factorization procedure is well known.
