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Abstract
The ultimate goal of transfer learning is to reduce
labeled data requirements by exploiting a pre-
existing embedding model trained for different
datasets or tasks. While significant progress has
been made in the visual and language domains,
the speech community has yet to identify a strat-
egy with wide-reaching applicability across tasks.
This paper describes a representation of speech
based on an unsupervised triplet-loss objective,
which exceeds state-of-the-art performance on a
number of transfer learning tasks drawn from the
non-semantic speech domain. The embedding is
trained on a publicly available dataset, and it is
tested on a variety of low-resource downstream
tasks, including personalization tasks and medical
domain. The model will be publicly released.
1. Introduction
One of the most powerful uses of deep learning is finding a
good representation for a given domain. Despite progress
on representations in the visual domain (Zhai et al., 2019)
and the language domain (Wang et al., 2018; 2019), no such
universal representation exists for the speech domain. One
reason is a lack of standard benchmark tasks to compare dif-
ferent methods; for example, existing speech representations
tend to focus on one problem set such as speaker recogni-
tion or speech emotion recognition (Latif et al., 2020). In
this paper, we propose a set of benchmark speech tasks that
are diverse, to require that “good” representations contain
general speech information, and targeted, to allow good
performance when compared with task-specific representa-
tions.
We propose a specific set of publicly available tasks, called
the “NOn-Semantic Speech benchmark” (NOSS), to assess
the general usefulness of speech representations on ”non-
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semantic” tasks. “Non-semantic” tasks do not include tasks
like automatic speech recognition and phone classification,
which require sub-second granularity. They do include par-
alinguistic tasks such as speech emotion recognition, as well
as tasks such as speaker identification, language identifica-
tion, and medical diagnosis. In addition, we introduce a
new set of intra-speaker sub-tasks from existing tasks where
a model is trained and evaluated on speech from a single
speaker. These intra-speaker tasks help measure which rep-
resentations are most useful for personalization, which is
an increasingly-relevant use-case as more computation is
performed on-device.
A good speech representation should be high-performing on
a diverse set of downstream tasks using simple models. In
addition, it should be useful in transfer learning with small
amounts of data for a new task. This use-case is relevant for
model personalization, such as user-specific emotion recog-
nition or speaker identification. If the model that generates
the representation is small, it can be used for on-device
learning. Transfer learning from a larger dataset is also use-
ful in the medical domain, where data cannot be shared as
easily due to patient privacy. A generally-useful represen-
tation for speech would benefit medical speech researchers
who do not have access to large amounts of medical audio
data.
There are a number of approaches to building speech rep-
resentations, either using hand-crafted or learned features.
OpenSmile (Eyben et al., 2010) is a very popular library
that extracts non-learned, signal processing-based features
from audio. It is the standard classical front-end for a wide
range of non-semantic speech tasks. Previous attempts to
learn a DNN-based representation have leveraged various
techniques including supervised training, self-supervision,
predictive coding, and multimodal coincidence.
We introduce a representation, TRILL (TRIpLet Loss net-
work), which is learned in a self-supervised way on the
speech portion of AudioSet (Gemmeke et al., 2017). Using
the techniques of (Jansen et al., 2017), the network repre-
sents audio such that segments which are closer in time are
also closer in the embedding space. We demonstrate that
this simple proxy objective is highly effective in learning a
strong representation for non-semantic speech.
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We evaluate TRILL and other representations on our bench-
mark by training small models built on top of the represen-
tations and comparing their performances. In addition, we
explore transfer learning by fine-tuning TRILL using data
from the downstream tasks. This is an advantage of learned
representations over non-learned ones. Transfer learning can
sometimes outperform representations for the same model
(Zhai et al., 2019), and this is also the case in our bench-
mark. Using transfer learning, we are able to achieve a new
state-of-the-art in many of the tasks, surpassing previously
published results which sometimes were hand-crafted for
those specific datasets.
In summary, our contributions are:
1. We define a new benchmark for comparing represen-
tations on non-semantic speech tasks using previously
published data. In addition, we add a sub-category of
personalization tasks.
2. We demonstrate that a single representation learned
in an unsupervised manners performs best on this
benchmark. We compare it to existing representations,
feature-based and learned.
3. We fine-tune our best performing representation, fur-
ther boosting results. This method sets a new state-of-
the-art on many previously published tasks from our
benchmark.
4. We distill our learned representation to a model that
can run inference and training on-device, and we open-
source the original and distilled models.
2. Background
Transfer learning and domain adaptation have been exten-
sively studied in machine learning (Pan & Yang, 2009).
Recent research has mostly focused on deep representation
learning methods, either supervised, semi-supervised, or un-
supervised. Successful representations improve the sample
efficiency of ML algorithms by extracting most information
out of the raw signal from the new data before any task-
specific learning takes place. This strategy has been used
successfully in many application domains (Tan et al., 2018;
Cheplygina et al., 2019).
An important step in learning a good representation is having
a standard benchmark to evaluate it. Such benchmarks
should contain a variety of downstream tasks, representing
different tasks in the domain. Such benchmarks have been
developed in vision and NLP (Zhai et al., 2019; Wang et al.,
2019).
There are three standard approaches to adapting a represen-
tation to multiple, potentially heterogeneous, downstream
tasks. One approach is to train a task-specific linear clas-
sifier on the embeddings produced by a pre-trained net-
work, whose parameters are kept frozen (Yosinski et al.,
2014; Donahue et al., 2013). A second approach is to
fully fine-tune (Cui et al., 2018), in which a pre-trained
network is used as starting point for the end-to-end train-
ing process. Generally, fine-tuning matches or outperforms
the performance of fully-supervised models trained on the
downstream tasks (Zhai et al., 2019; Kong et al., 2019),
especially when the amount of labeled data is small. A third
approach is multi-task learning. This has been applied in
the speech domain (Zhang et al., 2019; Pascual et al., 2019),
although not on a wide range of tasks. It is usually favored
when the downstream tasks are all applied on the same input
set.
There are many methods for learning audio representations.
(Kong et al., 2019) trained an embedding for audio classi-
fication on AudioSet which transfered well to non-speech,
downstream tasks. Other work has demonstrated the value
of supervised (Hershey et al., 2016; Pascual et al., 2019),
semi-supervised (Parthasarathy & Busso, 2018), or unsu-
pervised representations. The unsupervised audio represen-
tation literature is especially diverse (L3 (Arandjelovic &
Zisserman, 2017), AuDeep (Freitag et al., 2017), Autore-
gressive Predictive Coding (Chung et al., 2019; Chung &
Glass, 2020), Contrastive Predictive Coding (van den Oord
et al., 2018), metric learning (Jansen et al., 2017), autoen-
coding (Latif et al., 2018)). However, these methods were
evaluated on just one or a limited set of downstream tasks.
In other domains, training a strong representation requires
a very large, general dataset. AudioSet (Gemmeke et al.,
2017) is the largest dataset for general purpose audio ma-
chine learning, serving as an audio equivalent of ImageNet.
Even when restricted to only the samples with speech tags,
it surpasses all datasets in size and variability. It has been
used to learn a general purpose audio embedding in (Kong
et al., 2019), and can be used for multiple speech tasks.
3. Non-Semantic Speech Benchmark (NOSS)
To standardize the assessment of non-semantic speech rep-
resentations, we introduce NOSS. This section describes
the benchmark in detail (summarized in Table 1). These
tasks reflect different properties of the speech signal, and
they vary in size and difficulty. Personalization and on-
device training is increasingly important, so we include
“Intra Speaker” tasks for some of the datasets, when applica-
ble. Intra-speaker tasks are an important addition because
they also test task adaptation for small amounts of data, and
that representations do not just rely on speaker identity.
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Table 1. Datasets for downstream benchmark tasks.
Dataset Has Target Number of Number of Number of Average
intraspeaker classes samples speakers duration (secs)
VoxCeleb No Speaker identification 1,251 153,514 1,251 8.2
VoxForge No Language identification 6 176,438 13,559 5.8
Speech Commands Yes Command 12 105,829 2,618 1.0
CREMA-D Yes Emotion 6 7,442 91 2.5
SAVEE Yes Emotion 7 480 4 3.8
DementiaBank No Dementia/healthy 2 210 210 70.0
3.1. Inter-speaker tasks
3.1.1. VOXCELEB
VoxCeleb (Nagrani et al., 2017) is an audio-visual speaker
recognition dataset from YouTube videos. We used Vox-
Celeb1, which contains 153,514 utterances for 1,251 celebri-
ties.
3.1.2. VOXFORGE
VoxForge (MacLean, 2018) is a website containing user-
submitted audio clips in various languages, and it can be
used to create a language classification task. We follow the
settings of (Revay & Teschke, 2019), which collected utter-
ances from 6 languages - English, Spanish, French, German,
Russian, and Italian, for a total of 176,438 utterances from
13,559 speakers. Note that VoxForge is constantly updating,
and so these numbers are expected to change in the future.
3.1.3. SPEECH COMMANDS
Speech Commands (Warden, 2018) is a different addition
to our benchmark, in the sense it contains limited semantic
information. However it only tests for 12 different classes,
10 of them are full words, one of them is silence, and the last
is “unknown” which is a collection of 26 different words.
We chose to include this dataset since it allows us to test
a model’s understanding of a more rapidly changing phe-
nomenon than other tasks in the NOSS benchmark (it has
the smallest average duration at 1 second). This dataset
contains approximately 100K utterances in total, recorded
by 2,618 different speakers.
3.1.4. CREMA-D
CREMA-D (Cao et al., 2014) is an audio-visual emotion
expression dataset. The dataset consists of facial and vocal
emotional expressions in sentences spoken in a range of
basic emotional states (happy, sad, anger, fear, disgust, and
neutral), with 7,442 clips of 91 different actors. The best
published result on this dataset uses both audio and visual
information (Ghaleb et al., 2019), but our method only uses
the audio modality.
3.1.5. SAVEE
SAVEE (Haq et al., 2009) is also an emotion recognition
task. It contains 4 male actors reading sentences with 7
emotions: anger, disgust, fear, happiness, neutral, sadness
and surprise. The database consists of 120 utterances per
actor and 480 sentences in total. The data also contains
audio-visual recordings, and like in CREMA-D we only
use the audio modality. SAVEE is smaller than CREMA-D,
making it more suitable for testing the representation in
limited data settings.
3.1.6. DEMENTIABANK
DementiaBank (Boller & Becker, 2005) is a medical do-
main task. It contains 117 people diagnosed with Alzheimer
Disease, and 93 healthy people, reading a description of an
image, and the task is to classify these groups. It demon-
strates the difficulties faced when trying to train models
for the medical domain, namely very small amount of data
and some non-standard speech. Although it is a very noisy
dataset, it is one of the few examples of an audio medical
dataset in the public domain.
3.2. Intra-speaker tasks
An important use-case of task adaptation is personalization—
training a model on data of a specific person, and evaluating
only on that person. The accuracy is averaged over all speak-
ers. Note that most inter-speaker tasks divide the speakers
into disjoint groups in the train/test split, and in the intra-
speaker case all speakers are used for both training and
testing. Not all tasks have a meaningful intra-speaker ver-
sions; it is meaningless to train and test on the same speaker
in tasks with labels that depend only on the speaker’s iden-
tity, such as language identification, medical diagnosis, and
speaker identification. The intra-speaker tasks are: CREMA-
D, SAVEE, and Speech Commands.
4. Triplet-based representation
Non-semantic aspects of the speech signal (e.g. speaker
identity, language, and emotional state) generally change
Towards Learning a Universal Non-Semantic Representation of Speech
more slowly than the phonetic and lexical aspects used to
explicitly convey meaning. Therefore, we expect a good
representation for non-semantic downstream tasks to be
considerably more stable in time than what is required for
ASR applications. However, at sufficiently long time scales
(e.g. across days or environments), we would expect the
person talking and the context to change rather dramatically.
Thus, we can expect rough temporal proximity of audio
clips to be weakly predictive of geometric proximity of
latent factors that characterize nonsemantic content. To take
advantage of this intuition, we follow the work of (Jansen
et al., 2017) Section 3.2.5 and use temporal proximity as a
self-supervised signal. However, instead of grouping audio
segments closer than τ seconds, we cluster segments drawn
from the same audio sample.
More formally, consider a large, unlabeled speech collec-
tion represented as a sequence of spectrogram context win-
dows X = x1x2 . . . xN , where each xi ∈ RF×T . Our
goal is to learn a map g : RF×T → Rd from spectro-
gram context windows to d-dimensional space such that
‖g(xi)− g(xj)‖ ≤ ‖g(xi)− g(xk)‖ when |i− j| ≤ |i−k|.
We can express this desired relationship as a learning objec-
tive using triplet loss-based metric learning as follows. First,
we sample from X a large collection of example triplets of
the form z = (xi, xj , xk) (the so-called anchor, positive,
and negative examples), where |i− j| ≤ τ and |i− k| > τ
for some suitably chosen time scale τ . The loss incurred by
each triplet is then given by
L(z) =
N∑
i=1
[‖g(xi)−g(xj)‖22 − ‖g(xi)−g(xk)‖22 + δ]+ ,
where ‖·‖2 is the L2 norm, [·]+ is standard hinge loss, and
δ is a nonnegative margin hyperparameter.
The triplet loss objective is amenable to stochastic gradient
descent optimization, but it is well-known that progress can
quickly plateau if the triplet examples are not particularly
difficult to satisfy. We thus employ the now-standard within-
batch semi-hard negative mining technique (Schroff et al.,
2015), which involves applying the current state of g to
all triplets in a batch and reassigning negatives to anchor-
positive pairs that will continue to incur loss penalty (i.e.
negatives that are “hard”). However, choosing the hardest
negative reassignment is subject to label noise, so the semi-
hard strategy backs off to selecting the closest negative to
the anchor that remains further than the positive.
In the present case, the temporal proximity-based super-
visory signal is extremely weak with respect to particular
downstream applications. It expresses only an expected
property of nonsemantic speech representations, but it is far
from strictly true in a large uncurated speech collection and
a fixed τ . Therefore, to still succeed in learning something
generally useful we must rely on a very large data scale to
boost the strength of the supervisory signal. AudioSet (Gem-
meke et al., 2017), while collected for the development of
large-scale audio event model training and evaluation, con-
tains speech in over half of its over 5,000 hours of audio.
This includes speech taken from hundreds of thousands of
voices in nearly as many distinct natural contexts. Since
each AudioSet clip is typically 10 seconds, we simply set τ
to cover whole clips. This sampling strategy does not pro-
duce particularly difficult negatives, making the semi-hard
mining technique critical for successful optimization.
Following (Hershey et al., 2016; Jansen et al., 2017), we
(i) take as input log mel spectrogram context windows with
F = 64 mel bands and T = 96 frames representing 0.96 s
of input audio (STFT computed with 25 ms windows with
step 10 ms); and (ii) employ the Resnetish (Hershey et al.,
2016) variant of the standard ResNet-50 architecture fol-
lowed by a d = 512 dimensional embedding layer. We
length normalize each embedding before calculation of the
triplet loss, which transforms squared Euclidean distance
into cosine distance. Notably, batch normalization is not
used due to the biased sampling involved in triplet construc-
tion (Ioffe, 2017). We use the Adam optimizer with learning
rate of 10−5.
Finally, note that the average pooling operation present in
the ResNet architecture before the final fully connected layer
destroys the sub-second temporal structure of our learned
representation, which may be suboptimal for some down-
stream tasks. Therefore, we also consider representations de-
fined by earlier convolutional blocks after the full Resnetish
embedding model has been fully trained. These internal lay-
ers produce 3-tensor outputs (time × frequency × channels)
that in our experiements are flattened.
5. Experiments
5.1. Representations
To test our new representation, we compare it to a number
of existing methods on the benchmark.
5.1.1. LOG-MAGNITUDE MEL SPECTROGRAMS AND
MFCCS
The most common representations in the speech domain are
log-magnitude mel spectrograms or features derived from
them (Davis & Mermelstein, 1980). They are inspired by
auditory and physiological findings of how humans perceive
speech signals, and have been successfully used in speech
research in the past decades. Even today, they serve as the
first choice for some classification tasks because of their
simplicity and usefulness. They are derived from a Short
Time Fourier Transform of the audio samples. MFCCs
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Table 2. Average performance of the different embeddings on a number of downstream tasks.
Speech Dementia
VoxCeleb1 VoxForge Commands CREMA-D SAVEE Bank
Prev SOTA 80.51 892 91.1 3 74 4 615 80.66
Mel / MFCC 15.5 79.2 47.7 52.8 55.6 67.7
OpenSmile 2.3 78.0 36.5 53.7 62.6 68.8
Random Network 12.0 73.0 42.0 52.1 48.6 67.9
YAMNet top 13.7 67.0 40.7 52.2 45.4 64.8
YAMNet layer 10 41.5 86.1 73.1 66.4 62.3 70.0
VGGish top 14.1 80.8 28.3 51.3 49.8 68.3
VGGish FCN 1 33.8 85.1 52.7 55.7 57.7 68.7
TRILL top 33.9 83.8 60.4 64.9 53.7 68.2
TRILL layer 19 48.9 88.1 74.0 67.8 67.8 67.2
TRILL layer 19, MobileNet 2048d 44.6 83.4 74.9 68.1 60.0 68.1
TRILL finetuned 44.6 94.1 91.2 69.5 68.6 73.1
1 (Nagrani et al., 2017) 2 (Revay & Teschke, 2019) 3 (Kaggle)
4 (Ghaleb et al., 2019) uses audio-visual features 5 (Haq et al., 2009) 6 (Noorian et al., 2017) uses textual features
are a compact representation that are derived from the log-
magnitude mel spectrogram by an additional discrete cosine
transform.
In our experiments, we treat Mel and MFCC differently than
the other embeddings. Instead of using one configuration
and testing it on all of the datasets, we test many different
configurations (number of bins, and using either Mel or
MFCC or combination), and report on each dataset the
results with the best configuration. In all our configuration
we use the same STFT parameters as described in section 4.
5.1.2. OPENSMILE FEATURES
OpenSmile (Eyben et al., 2010) is the de-facto state of
the art for feature extraction (Cummins & Schuller, 2019).
Specifically, it is still more popular than learned representa-
tion in the areas of emotion recognition (Latif et al., 2020)
and many medical tasks. It is a flexible library capable of
extracting many kinds of features including spectral and
prosodic ones. We use the ComParE16 acoustic parameter
set (Schuller et al., 2016) in our evaluation, which consists
of 6,373 features resulting from various functionals over
low-level descriptors.
5.1.3. RANDOMLY INITIALIZED NETWORKS
Randomly initialized networks have recently been shown
to produce good embeddings (Ulyanov et al., 2018), due to
their compression power. In (Tian et al., 2019; Michelashvili
& Wolf, 2019; Zhang et al., 2020), this technique has been
demonstrated in audio processing as well, including music
classification, speech separation and ASR. In our benchmark
we add a comparison to our own network with random
initialization, and training a simple model (as described in
Section. 5.2.1) on top of it.
5.1.4. LEARNED REPRESENTATIONS
We also run evaluation of two existing open-source models
trained for audio event classification. YAMNet (Plakal &
Ellis, 2020) is an implementation of MobileNet trained on
AudioSet for audio classification. In (Kong et al., 2019), the
authors report that this network gets comparative results to
the state of the art in general non-speech audio classification.
We chose to compare to it because of its simplicity and of its
light-weight implementation, both desired features of such
a representation. In addition, it is the only learned repre-
sentation we are aware of which was trained on AudioSet.
VGGish (Hershey et al., 2016) is an audio embedding pro-
duced by training a modified VGGNet model to predict
video-level tags from the Youtube-8M dataset. As in the
case of YAMNet, it is also a simple embedding trained on a
very large and diverse corpus, but it is less focused on audio
events. Both of these representations use the same time 0.96
s input context window window as the TRILL network and
the same input log-magnitude mel spectrogram features.
5.2. Experimental Method
In order to evaluate the usefulness of the representations
described in Section 5.1, we train a number of small models
to try to solve the downstream tasks that are a part of the
NOSS benchmark (Section 3). For each representation / task
pair, we explore different downstream models, representa-
tion aggregation techniques, and normalization methods.
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We describe the details in the following sections.
5.2.1. DOWNSTREAM MODELS
To measure the usefulness of the speech representations, we
train shallow models using Scikit-Learn (Pedregosa et al.,
2011). We experimented with logistic regression, random
forest classifiers, and linear discriminator analysis (LDA)
as the downstream models. Despite the shallowness of the
above models, we achieve competitive results with the best
previously-reported results on some of the benchmark tasks.
5.2.2. FEATURE AGGREGATION OVER TIME
We also experiment with different ways of aggregating in-
formation across the time dimension. We tried either aggre-
gating the embeddings, or aggregating the predictions of the
models across time.
To help models perform well on tasks where the relevant
signal is localized in time, we also experiment with two
aggregation functions: average and max. Since the predic-
tions are discrete classes, we only aggregate by taking the
mode when we are aggregating over predictions. This is
akin to computing functionals on low-level descriptors in
the traditional speech feature literature (Eyben et al., 2010)
or the pooling layers of the neural networks in (Hershey
et al., 2016).
5.2.3. FEATURE NORMALIZATION
The representations are all dense representations, but have
very different statistics. We experimented with using the raw
representation for classification, as well as L2 normalization
to the unit-norm and speaker-dependent normalization as in
(Vlasenko et al., 2007).
5.2.4. DATA SPLITS
Some of the downstream tasks have fixed canonical splits.
For the inter-speaker tasks on those datasets, we report
numbers on the canonical splits (Speech Commands and
VoxCeleb). For the other datasets, and for all the intra-
speaker tasks, we perform five random train / test splits and
report the average. For the downstream tasks that do not
predict the speaker ID, we split the data such that samples
from a single speaker are either all in the train set or all in
the test set. We split the data into 70% in train and 30% in
test (approximately, due to keeping speaker samples in the
same group). For intra-speaker tasks (Section 3.2), we train
and test on one speaker at a time, then average results across
splits and across speakers.
5.2.5. NEURAL NETWORK LAYER
For the representations generated from pre-trained neural
networks (TRILL, VGGish, YAMNet), we experimented
Table 3. Intra-speaker task performance
Speech
CREMA-D SAVEE Commands
Mel / MFCC 47.7 77.2 73.3
OpenSmile 47.6 67.8 72.2
Random Network 43.4 73.9 69.0
YAMNet top 39.1 64.4 70.3
YAMNet layer 10 50.8 79.2 77.6
VGGish top 43.1 68.7 70.2
VGGish FCN 1 50.5 77.9 73.1
TRILL top 56.8 83.9 72.2
TRILL layer 19 57.0 84.7 74.7
TRILL distilled 56.8 84.7 74.7
with both the final output and two intermediate represen-
tations. We hypothesized that layers closer to the output
would be more suited to tasks that were more similar to the
particular training loss, but ultimately chose the represen-
tation for each network that performed best on our down-
stream tasks. For TRILL, we tried the final 512-dimensional
embedding layer and and the pre-ReLU output of the first
512-depth convolutional layer (subsequently referred to as
layer 19 due to TensorFlow convention). We found that
layer 19 performed best on our tasks. For VGGish, we tried
the final layer, the first fully-connected layer, and the last
max-pool layer. The first fully-connected layer performed
best. For YAMNet, we test the final pre-logit layer, the fifth
depth-separable convolutional layer output (layer 10, shape
= [12, 8, 256]), and the fourth regular convolutional layer
output (layer 7, shape = [24, 16, 128]). We found that layer
10 performed best on our downstream tasks.
5.2.6. MODEL DISTILLATION
To help make the network more useful, we attempted to
train a smaller model while keeping similar quality using
distillation. Model distillation was performed by training a
truncated MobileNet architecture (Howard et al., 2017) to
predict the original TRILL network’s layer 19 embeddings.
Specifically, we remove the layers beyond the final depth-
512 convolutional layer to ensure the output tensor shape
matches that of TRILL’s layer 19 (6× 4× 512 = 12288D).
In addition, to reduce dimension, we attach to the truncated
MobileNet a bottleneck layer of size 2,048, followed by a
fully-connected layer back to the original layer 19 size of di-
mension 12,288, where we apply a mean squared error loss.
Not including the additional bottleneck layer, this distilla-
tion reduces model parameters and multiplies by factors of
5.6X (9M→ 1.6M) and 25X (1.5B→ 59M), respectively.
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5.2.7. FINE-TUNING
In some cases there might be a domain mismatch between
the data distribution used to train the embeddings and that
of a specific downstream task. Under these circumstances,
shallow models trained on top of frozen embeddings do
not have enough degrees of freedom to adapt to the target
domain distributions. An alternative approach consists of
fine-tuning the entire model end-to-end.
In our fine-tuning experiments, we created a model that
consists of the sequence of an encoder and a linear head. The
encoder receives as input an audio waveform and produces
the corresponding embedding. The linear head is a fully
connected layer that receives an embedding as input and
produces the logits of the output classes. Note that the
number of parameters of the linear head depends on the
specific combination of representation and downstream task,
since it is equal to d × C, where d is the dimensionality
of the embedding (after flattening the time and frequency
dimensions, if needed) andC is the target number of distinct
classes for the downstream task. The parameters of the
linear head are randomly initialized.
Some of the benchmark tasks have relatively small amounts
of data. Therefore, we observed that fine-tuning can easily
lead to overfitting in these cases, due to the mismatch be-
tween the model capacity and data availability. To prevent
overfitting we rely on early stopping. During training, we
compute the model accuracy on the validation split, and
we keep track of the model checkpoint that achieves the
highest accuracy. We then use this checkpoint to compute
the accuracy on the test split.
For fine-tuning we use a batch size equal to 256 and the
Adam optimizer with various learning rates. We started with
λ = 10−4, then gradually dialed it back when overfitting
was happening too quickly. We ended up with the follow-
ing values: 10−4 for the larger datasets (VoxForge, Vox-
Celeb and Speech Commands), 10−5 for the medium-sized
datasets (CREMA-D), and 10−6 for SAVEE and Dementia-
bank. We train for a total number of 100k iterations, but
early stopping happens much earlier for the smaller datasets.
We also experimented with intra-speaker fine-tuning. For
this we used the CREMA-D dataset, with fixed train/dev/test
splits of 80%/10%/10%. We first fine-tuned a common
model on the training partitions of all the speakers, then
further fine-tuned on each speaker separately. We used a
learning rate of 10−5 and 100k iterations for the global
model, then 2 · 10−8 and 10k iterations for per-speaker
models, due to the limited amount of data.
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Figure 1. Effect of model on accuracy (R2 = 91%). A linear re-
gression on the observed accuracies, with both the model and task
as the explanatory variables. The effect a model has on the accu-
racy is the coefficient associated with the model in the regression.
For a given task, when changing from one model to another, the
resulting change in accuracy is expected to be the difference in y
values in this figure.
6. Results
TRILL outperforms previously reported results on three of
the six benchmark tasks, and is competitive with previous
best on two of the three remaining tasks. On these two tasks,
the best previously reported numbers use other modalities
in addition to audio (visual or textual features) (Table 5). Of
the representations we compared against, TRILL performed
the best on five-of-six tasks (Table 5) and two-of-three intra-
speaker tasks (Table 3). We successfully distilled TRILL to
a much smaller model that can be trained and run inference
on a mobile device. The distilled model has no performance
degradation on five-of-nine tasks, statistically insignificant
degradation on one, and minor degradation on the remaining
tasks.
We fit logistic regression, random forests, or LDA to var-
ious representations and compared their performances on
our benchmark tasks, as described in Section 5.2. On log-
magnitude mel spectrogram and MFCC features, we found
that the average performance of random forest models was
significantly better than the others, and for the randomly-
initialized networks LDA performed best. In all other cases
logistic regression either matched or beat the alternatives.
Normalization per speaker, on the datasets where it is ap-
plicable, increases average performance by more than one
standard deviation of the mean difference, for all datasets,
for all model types, so the numbers reported on Table. 5 are
with speaker normalization.
We compared aggregating predictions in different ways to
help downstream models take advantage of signals over
time in different ways. For the datasets in our non-semantic
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benchmark, we found that pooling representations either
produced the best point estimate, or was within one standard
deviation of the best result (variance produced by training
and testing on five different splits of the data). We also com-
pared two strategies of pooling the representations over time,
average or max. In all of the datasets we found that either
average pooling performs better or there is no difference
between the two.
6.1. Aggregating Scores Across Tasks
Comparing models across different tasks is an ill-defined
problem in general, since different tasks have different sta-
tistical properties, different number of classes and so on, so
taking the mean precision across the tasks is not always a
good proxy for analyzing which model performs best. We
overcome this by fitting a linear regression on the observed
accuracies, with both the model and task as the explanatory
variables. The observed accuracies are explained quite well
by the linear regression, achieving an R2 = 91%. The coef-
ficient of the different models in the regression are estimates
on the effect the model has on the accuracy regardless of
choice of task. The full results are shown in Figure 1.
6.2. Model distillation
The results of the distilled model are presented in one before
last lines of Table 5. We see that with the exception of
language identification on VoxForge and speech emotion
recognition on SAVEE, the reduction in model capacity
and dimensionality has performance within the standard
deviation of the larger embedding (variance calculated over
5-fold data splits). In the personalized tasks the quality of
the distilled model is the same as the larger model.
7. Analysis
7.1. Effectiveness of fine-tuning a strong embedding
As can be seen in Table 5, fine-tuning the final embedding
gives a clear boost on most tasks and sets a new state-of-the-
art in 3 out of the 6 datasets. This approach of learning a
strong representation on a large benchmark and then fine-
tuning it for the downstream task has been proven very
effective in other domains (Zhai et al., 2019), and in this
paper we demonstrate the same is true in the speech domain.
7.2. Using an intermediate layer
An important observation of our research is that the effective
representation learned by both YAMNet and the Triplet net
is not at their final layer, but in fact in one of their inter-
mediate layers. This intermediate layer, then, must capture
information which is later discarded in the final layers. The
reasoning might be that when learning the triplet loss, the
Table 4. Intra-speaker fine-tuning
CREMA-D
TRILL frozen 57.0
TRILL global fine-tuning 69.6
TRILL per-speaker fine-tuning 73.2
network might learn to discard properties which vary tempo-
rally such as tone of voice or semantic information, but this
embedding is still learned in the intermediate layer. Another
evidence for that can be seen in the results on the Speech
Commands dataset, where the performance of the intermedi-
ate layers of all of the learned representations is much better
than the performance of their respective top layer.
7.3. The effect of time resolution
To further test our hypothesis on sensitivity to time resolu-
tion, we tested our representation on phoneme recognition
from TIMIT (Lopes & Perdigao, 2011). This task operates
in a smaller time scale than our other tasks in the NOSS
benchmark. The accuracy of the TRILL embedding was
71.7 precision, significantly worse than the best result pub-
lished in (Michalek & Vaneˇk, 2018) which is 83.1.
7.4. Intra-speaker fine-tuning
Table 4 shows that fine-tuning per speaker allows to further
personalize to each speaker, and generally improve accu-
racy. When breaking down the performance impact on each
speaker, we can see per-speaker fine-tuning improves accu-
racy for 31 speakers, is mostly unchanged for 49 speakers,
and decreases for 12 speakers.
7.5. Performance of randomly initialized networks
As noted in section 5.1.3, randomly initialized networks
have been known to generate good priors for classifica-
tion. Our experiments add yet another evidence to this fact,
showing that in all of the tasks in our benchmark it gives
significant results, and in some cases the results match those
of the Mel spectrogram, the very well known audio features.
8. Conclusions
In this work, we explore the importance of clearly defin-
ing benchmarks when comparing representations of speech.
We propose NOSS (Section 3) as a collection of publicly-
available tasks to help the research community focus on non-
semantic representations, and we introduce a sub-category
of personalization tasks to help the research community
measure progress in the age of on-device computation. We
also demonstrate that TRILL (Section 4), based on an self-
supervised training criteria, simultaneously performs well
Towards Learning a Universal Non-Semantic Representation of Speech
on all tasks in the benchmark. We show that finetuning
TRILL on a small amount of data outperforms or is com-
petitive with almost all previously reported numbers for the
NOSS tasks, and that TRILL is significantly better than
other representations. Finally, we distill TRILL to be com-
pact and on-device with very little or no performance loss.
TRILL and the distilled version will both be made publicly
available.
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