The regimes of growing phases (for electron numbers N ≈ 1 − 8) that pass into regions of self-returning phases (for N > 8), found recently in quantum dot conductances by the Weizmann group are accounted for by an elementary Green function formalism, appropriate to an equi-spaced ladder structure of bound electronic levels in the quantum well and resonant states above it. The key features of the theory are physically a dissipation rate that increases linearly with the level number (and tentatively linked to a coupling to longitudinal optical (LO) phonons) and mathematically the change over of the position of the complex transmission amplitude-zeros from the upper-half in the complex gap-voltage plane to the lower half of that plane. The two regimes are identified with (respectively) the Blaschke-term and the Kramers-Kronig integral term in the theory of complex variables.
Bohm effect was made by the Heiblum-led Weizmann group, as e.g. in [2] - [7] . The same group has recently come up with an interesting development and a physical description [8] , which throw fresh light on their results (previous and recent). They showed (cf. their figures 4-6) that as the gate voltage (V p in their notation) increases and more electrons are entering the quantum dot, the phase of the conductance evolves in the following manner:
Initially, for a number of electrons N in the quantum dot up to 8 (N ≤ 8) the phases corresponding to each N increase in a stepwise fashion, following which, as N > 8, the phases return to their original value (make a phase lapse).
On the theoretical front, the unexpected phase-behavior of the experiments have resulted in numerous theoretical efforts, several of which included investigation of the Kondo-effect (e.g., [10] ). Other works were directed at an analysis of the results in terms of the Landauer-Büttiker formalism of conductivity, which then led to consideration of the transmission amplitude t QD (U ) as function of the gap voltage U [11] - [14] . The complicated geometry of the experiments necessitated the inclusion in the theory of several channels and the couplings between these [15] , as well as a detailed analysis of the phase that was being observed [16] . A qualitative effect of changes in both the transmission probability and the phase was theoretically found when the signs were changed in some dot-lead coupling matrix elements [17] . A selective choice of the experimental phase-conductance results obtained in [6, 7] was matched with use of the Friedel sum rule in [18] , without accounting for the regular transition between the phase-growth and the phase lapse regimes.
Though the simple theory presented below needs to be amplified to include all the details, it seems that it contains the answer to the leading question: What is behind the strange phase behavior?
1. The two leads.
2. The Aharanov-Bohm system not containing the dot.
The quantum dot.
The entire Hamiltonian of the system can be described by:
H 0 describes the totally disconnected system and is given by:
r = 1, 2 denotes the leads a runs over the channels in either lead, k over the longitudinal wave numbers, and ǫ r ak is the corresponding energy. The energies of the single particle states within the rings and within the dot are labelled by ǫ i and E j respectively. E j is assumed to depend parametrically on the plunger voltage U . U c is the electrostatic charging energy of the dot.
The coupling Hamiltonian H T has the form:
W describes the coupling between ring and leads, V describe the much smaller coupling between ring and dot p = L, R labels either side of the dot. The transmission amplitude t ab (E) through the ring for an electron entering the ring via channel b in lead two, and leaving it via channel a in lead one is derived in [11] . We separate this as
into the ring transmission and the transmission t QD ab across the quantum dot and treat first the former.
Aharonov-Bohm ring transmission
The transmission matrix across the ring is expressed by
with the matrix (D 0 ) ik defined by:
When the ring is fed by the lead's reservoir filled up to the Fermi energy E f , one can replace E in equation (6) by E f . In the presence of a magnetic field threading the circuit, the ring transmission amplitude will acquire an Aharonov-Bohm phase factor.
Quantum dot transmission
We now turn our attention to the second term in equation (4) . In the case that repeated zig-zagging of carriers between the leads can be ignored, this is the term whose magnitude and phase are obtained in an Aharonov-Bohm interference measurement [16] . For simplicity, we drop the channel labels a, b.
We model the quantum dot as having N el levels, which we shall subdivide into N lowlying bound states, inside the quantum well and having an equispaced ladder structure, and a set of N highlying localized, resonant ("almostbound") states, above the well [19, 20] .
The electrons interact with some dissipative reservoir, say the LO phonons in the dot [21] - [24] . We write the transmission amplitude across the dot within the wide band approximation, as described in [11] , by
G is a single parameter characterizing the scattering across the dot and in terms of the ring-lead couplings introduced above, and with the approximation W r αi ≈ W , G = 2πW 2 . N el is the number of electronic states associated with the dot (as before), E f is the Fermi energy in the leads, U the gap voltage in suitable units is the experimentally manipulated bottom of the dot-well, < n|H 0 |n >= n is the electronic level energy in suitable units, R is the complex self-energy of the n ′ th dot level, including also the coupling of the electrons to the environment (erstwhile, the phonons). Note that U is not the Hubbard repulsion parameter, which will not be explicitly taken into account, except for its presence in the self energy R, which will also incorporate off-diagonal terms [17] .
For the self-energy R = R ′ + iR" we now introduce our main assumption that its imaginary part scales linearly for low lying levels with the electronic level height
For higher lying levels we assume that the phonon electron coupling mechanism is so efficient, that R ′′ >> |U − < n|H 0 |n > −R|.
The width of those levels is extremely large such that the dependence of U on the contribution of those levels to t QD (U ) is negligible. The t QD (U ) terms can thus be dissected to two terms as follows:
In the above equation:
and
We next use expression equation (10) to calculate t QD (U ) the quantum dot transmission coefficient as function of the the gap voltage U . Figures 1  and 2 show the results, with the following choice of parameters (having put E = E f ):
The figures show clearly the peaked structure of the absolute value of the transmission amplitude (the visibility or | conductance |) at subsequent electron fillings and the radical change of character in the phase-behavior. Due to our chosen fitting of the energy shift parameter (−8.5) and of γ = 0.0086 ≈ 0.01 in equation (13) , this change occurs just at the experimental value of [8] .
The Significance of Complex-Zeros
We now describe the formal basis of the above result, showing that the change of behavior is not accidental, but rather required by simple mathematical properties of the transmission amplitude t QD (U ) regarded as a function of the variable U : It is a mathematical result that just such behavior of phases is expected for a quantity t QD (U ) that has the following properties (in addition to t QD (U ) satisfying certain formal, analytical properties [25, 26] ): Why is this so straightforward?
The reason is that, as will be shown below, the phase evolution can be described by a sum of (essentially) two terms: an integral term and the (so called) Blaschke terms. The former shows structure (peaks) and phase return, but no net gain (since it returns to the starting value), while the latter shows phase growth (and no structure). Moreover, the Blaschke terms arise entirely from complex zeros of t QD (U ) in the upper-half-plane and the structure in the integral comes from zeros of t QD (U ) in the lower half plane (due to continuity). Furthermore, both the peaks and the phase growth steps are tied to peaks in the visibility (∝ |t QD (U )|). The computed visibility peaks are very similar in both regimes, in conformity with the experiments [2]- [8] .
Thus the minimal property required of t QD (U ) is that its complex zeros lie in the upper half plane for Re(U ) less than 8 and in the lower half plane for Re(U ) larger than 8. In the sequence we shall build up at least one simple function t QD (U ) that has these properties, but there are obviously others, too.
The Blaschke terms
Let us explain the "Blaschke-terms". These arise if the well-known Kramers-Kronig (KK) relations are applied to the logarithm of a regular function t QD (U ) of its argument U (which has already been identified with the gap voltage), rather than to t QD (U ) itself, as is usual. Then the zeros of ln t QD (U ) add singularities to the KK integrand and these have to be subtracted in a manner that does not affect adversely the conditions that are the basis of the KK relations. As a consequence (for real values of U) one can express the argument (phase) of this function as
where P represents the principal part of the singular integral and Φ B (U ) is the Blaschke-phase given as the sum of terms [27]- [28] . Here U j are those zeros of t QD (U ) (considered now as a function of the complex variable U ) that lie in the upper half of the complex U -plane and U j * are their complex conjugates. Now if we look at the integral term, we see that it tends to 0 for both U → −∞ and U → ∞ (provided the log-function has no singularities on the real U -axis). Therefore, as claimed, this term cannot cause a net gain of the phase only some structure. Such structure will indeed occur when |t QD (U )| becomes small at some value of U . It will have the form of a very sharp peak whenever a zero of t QD (U ) will be very close to the real axis.
A different story are the terms in the Blaschke-phase. Each term will cause a step of 2π in the phase.
In the enclosed (Mathematica) drawings we show |t QD (U )| and 1 π argt QD (U ) both vs U on the same graph. In the visibility |t QD (U )| one sees the peak structure and in the phase: the initial steps (up to U = 8), followed (for U above this value) by the rise and lapse of the phases. [Note: The Mathematica program gives "arg" only between −π and +π, so there are fictitious downward vertical jumps of 2. If one thinks away these jumps, one gets the step structure, up to U ≈ 8. After that, one gets the lapses.]
A Compact Form of the Transmission Amplitude
We now rewrite the preceding expression for the total transmission matrix t QD (U ) (making only an approximation that will turn out to have almost no effect on the results) and obtain a compact, closed expression. From this we can deduce the relevant analytic properties of t QD (U ) almost by inspection. Because we expect that for a given value of U only a few (nearly resonant) terms in equation (11) will contribute, we extend the sum in equation (10) to −∞ and ∞. The resulting series can be summed to take a simple form
The algebra is based on the result [29] 1
from which follows the expansion of t ∞ (U ) as the series:
Recalling now from equation (10) t QD (U ) = t QD h + t QD l (U ), and noting the expression for t QD l in equation (11) , we can make the following replacements:
(In the second equation we have neglected the small and unimportant quantity −iγ before the sum.) Equation (19) will lead to the following proportion between A and B:
The following values of the four parameters (A, B, U c , γ) in the function t QD (U ) are compatible with the choices of the parameter in equation (13) .
The plotted t ∞ (U ) with these parameters is shown in Fig. 4 . The result is virtually identical with that obtained for t QD (U ) from the restricted sum in equation (8) , in the gap voltage range of figures 1 and 2. As already noted, the reason is that the contributions to the infinite sum outside the restricted range are negligible. We now return to the analytical properties of t ∞ in equation (16) . The essential features of the form are that for values of the gate voltage U that are experimentally measured (1) there are no singularities (i.e., denominator zeros) in the upper complex-U half plane, and (2) for ReU > U c the zeros of t ∞ (U ) are only in the lower-half of the complex U -plane (this is the phase-lapse regime, identified with the integral part in equation (14) ), whereas for ReU < U c there are zeros in the upperhalf of the complex U -plane (this is the increasing-phase regime, identified with the Blaschke phase regime).
[There is no difficulty in implanting t ∞ into the formula of equation (14) . However, to neutralize the singularities outside the physical range of U , one has to add more terms to the Blaschke sum. For the chosen parameters, these have negligible effects on the calculations made in the physical range.
One may compare the functions of Table II and the figures in [9] , in which the decay parameter γ was 0. A more significant difference is that in the functions of [9] the assumed regions of analyticity were the opposite to that in the present article. The former choice is the natural one if U is identified with a "time-like" variable, whereas the present choice is the proper one if U is energy or frequency like.] Changes in some parameters can alter, e.g., the relative magnitudes of the peaks. The slope of the phase-lapse in the figure is proportional to the height of the minima in the visibility above the origin. (This property was first predicted in [9] and rediscovered in several subsequent papers.)
Heights of phase-steps
The phase shown in the drawing for the initial (step-up) regime is not the same as in e.g. [5] or [8] , in that we predict a net phase gain of 2π per peak, whereas the experimental phase steps seem (in most cases) to be less than this. If the discrepancy really exists, the present interpretation may have to be withdrawn or be changed in a way not clear to us just now. However, it seems that the experimental phases are not traced quite precisely throughout the step. Thus, when the visibility is near zero, the phase changes may not be properly recorded, but rather sawn together in a continuous fashion so that part of the rise is lost.
Relationship to a Green function
Assuming a ladder-like structure for the low lying electronic levels in the quantum dot, with uniform level separation of unity (when expressed in the units of U ), our expression for t ∞ (U ) with A = B can be simply understood as the Green function of an infinite line of broadened regularly spaced electronic states. (When A = B, t QD h or transmission involving the higher lying, resonance states vanishes, equation (19) .) The pre-exponential factor B and the iγ part in the exponent represent the broadening of low lying levels. Were the former 1 and the latter 0, we would have the Green function for a series of equidistant, infinitely sharp electronic levels. Values different from these give us the broadening, which increases with level height.
In this work our main interest has been in the zeros of the numerator. Inspection of equation (16) shows that these arise because A = 0. Upon further investigation it turns out that, in order to have the desired property of shifts in the location of the zeros, there are further restrictions on the ratio A B . The physical origin of experiencing ratios in the restricted range is the presence of strongly broadened resonant states above the well. It may be conjectured that the creation of conditions that would change the nature of these states, will also materially affect the location (and even the appearance) of the phase-growth to phase-lapse phenomenon.
Speculating on the Interpretation of the Decay Mechanism. Electron-LO phonon coupling mechanism?
The phonon-bottleneck or its absence has long been under consideration for the mechanism of decay of discrete electronic levels in quantum dots [21] - [24] . It is generally supposed that LO phonons in the dot of energyhω LO couple to the levels. It has also been noted that when the electron level structure at some rung in the ladder gets into near coincidence with the phonon energy, then a Rabi splitting takes place. The physical meaning of this is that the near-coincidental excited electron-level gets strongly admixed with the ground electronic level in which one LO phonon is excited. As a result, two admixture levels are formed, which are separated by roughly the coupling energy between the electron and the LO phonon. The condition for coincidence to occur at the n R (R for Rabi) electronic level is that
where ∆ is the electronic energy separation. We speculate that the decay in t QD (U ) reflects this resonance condition i.e. U c = n R ∆. We have not calculated the transmission matrix of the coupled electron-LO optical excitation (constituting a polaron), along the lines of [30] - [33] . It may be argued that above the resonance the electronic levels decay into the phonon, while below the resonance they draw energy from it. The shift from the negative imaginary part in U (the normal situation in the energy plane) for ReU > U c , to a positive imaginary part for ReU < U c (for belowhω LO ) is thus conjectured.
The LO phonon energy in GaAshω LO = 36mev. As is well known, the electronic level separation ∆ is a strongly decreasing function of the quantum dot size (inverse quadratic dependence) and we cannot propose an estimate. Oddly enough, the lowest value taken in consideration by [23] is ∆ = 5mev, which would yield from equation (22) the value of U c = 7.2 a number rather close to the value of 8 − 9 in the work of [8] .
Conclusion
The two distinct regimes in the electron-transmission phase of an Aharonov-Bohm arrangement containing a quantum dot, already imprecisely present in the earlier experiments in [2]- [7] but recently definitively established in [8] , have been explained by a model that includes interference between the ring and quantum dot arms of the arrangement and increasingly faster decay from higher single particle levels in the quantum dot. The decay mechanism is tentatively surmised as due to LO phonons in the dot. In formal terms, the two regimes of phases increasing across the resonance and those returning to former values are identified with zeros of the complex transmission lying (respectively) in the lower and upper half planes of the complex energy (or gap voltage) variable.
