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Abstract Although huge progress has been made on
semantic segmentation in recent years, most existing
works assume that the input images are captured in
day-time with good lighting conditions. In this work,
we aim to address the semantic segmentation prob-
lem of night-time scenes, which has two main chal-
lenges: 1) labeled night-time data are scarce, and 2)
over- and under-exposures may co-occur in the in-
put night-time images and are not explicitly modeled
in existing semantic segmentation pipelines. To tackle
the scarcity of night-time data, we collect a novel la-
beled dataset (named NightCity) of 4,297 real night-
time images with ground truth pixel-level semantic an-
notations. To our knowledge, NightCity is the largest
dataset for night-time semantic segmentation. In addi-
tion, we also propose an exposure-aware framework to
address the night-time segmentation problem through
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augmenting the segmentation process with explicitly
learned exposure features. Extensive experiments show
that training on NightCity can significantly improve the
performance of night-time semantic segmentation and
that our exposure-aware model outperforms the state-
of-the-art segmentation methods, yielding top perfor-
mances on our benchmark dataset.
Keywords Night-time Vision · Semantic Segmenta-
tion · Adverse Scenarios
1 Introduction
Semantic segmentation is an important and fundamen-
tal computer vision task for many applications, such
as human parsing [Gong et al., 2017; Luo et al., 2018]
and autonomous driving [Janai et al., 2017; Yang et al.,
2018a]. Although a lot of methods have been proposed
for semantic segmentation, they mainly focus on day-
time images. However, as night time and day time cover
roughly about 50% of the time each (averaged over a
year), it is equally important to build vision systems
that perform well at night time, particularly for au-
tonomous driving at night. In this paper, we address
the night-time semantic segmentation problem.
When applied to night-time images, existing seman-
tic segmentation methods designed for day-time images
typically do not perform well. We observe that night-
time scenes often contain both over-/under-exposures,
which can seriously degrade the visual appearances
and structures of the input images. Fox example, Fig-
ure 1(a) shows a night-time scene with both over-
exposure (e.g., street lights and car headlights) and
under-exposure (e.g., background and regions around
the headlights). As shown in Figures 1(b–d), state-of-
the-art methods are not able to address this problem
well. First, the building highlighted by the yellow box
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(a) Input (b) FCN-8s (c) PSPNet
(d) ESPNet (e) Ours (f) Ground Truth
Fig. 1 Semantic segmentation of night-time scenes. (a)
shows an input night-time image, and segmentation results
from state-of-the-art methods: (b) FCN-8s [Long et al., 2015],
(c) PSPNet [Zhao et al., 2017], and (d) ESPNet [Mehta et al.,
2018]. We also show the result by our model (e), and the
ground truth (f). The yellow and blue boxes highlight under-
and over-exposed regions, respectively. The red box highlights
the region with a mixture of under- and over-exposures.
blends into the dark background due to under-exposure,
causing it to be difficult to detect. Second, the texture
and structure of the cars highlighted by the blue box
are corrupted due to over-exposure, causing them to
be difficult to segment correctly. Third, the traffic light
highlighted by the red box is difficult to be detected or
segmented correctly, due to a mixture of over-/under-
exposures.
There are two major challenges to the night-
time segmentation problem. First, large-scale labeled
datasets of night-time scenes are not available. Existing
large datasets for semantic segmentation mainly con-
tain day-time images, with few or no night-time im-
ages [Cordts et al., 2016; Alhaija et al., 2017; Brostow
et al., 2009]. Models trained on these datasets do not
generalize well to the complexity of night-time scenes.
Second, existing methods do not explicitly model over-
and under-exposures, as they are primarily developed
for day-time scenes. However, as demonstrated in our
experiments, explicitly modeling the exposure is neces-
sary to achieve robust, high-performance segmentation.
To address the first challenge, we propose in this
paper a new dataset, named NightCity, for night-time
segmentation. It contains 4, 297 real night-time images
of diverse complexity, with pixel-wise semantic anno-
tations. To our knowledge, NightCity is the largest la-
beled dataset for semantic segmentation of night-time
scenes, and is an order of magnitude larger than ex-
isting semantic segmentation datasets for adverse con-
ditions [Sakaridis et al., 2018b, 2019]. As compared
with Cityscapes [Cordts et al., 2016], NightCity cov-
ers more diverse and challenging exposure conditions
that are typical in night-time scenes. As shown in our
experiments, NightCity can help significantly advance
the performance of night-time semantic segmentation.
It can also serve as a benchmark for evaluating future
works on this problem.
To address the second challenge, as we observe that
the drop in performance when applying existing se-
mantic segmentation methods on night-time images
is mainly due to the complicated exposure conditions
of night-time scenes, we propose an Exposure-Guided
Network (EGNet) to explicitly learn over- and under-
exposure features to guide the segmentation process.
Our model comprises two streams: segmentation stream
and exposure stream. The segmentation stream learns
to predict the semantic label map for the input im-
age, while the exposure stream learns exposure-related
features by explicitly predicting the exposure map and
uses the learned features to augment the segmentation
stream via an attention mechanism. Experimental re-
sults show that our model outperforms previous meth-
ods, achieving state-of-the-art performance on night-
time images.
In summary, the main contributions of this paper
include:
– We propose a large-scale labeled dataset of real
night-time images for night-time semantic segmen-
tation.
– We present an end-to-end exposure-aware seman-
tic segmentation framework, which explicitly learns
exposure features for night-time semantic segmen-
tation.
– We have conducted extensive evaluations. Our re-
sults demonstrate that our proposed model outper-
forms the state-of-the-art methods on night-time
scenes.
2 Related Work
Semantic Segmentation. There are a lot of works
on semantic segmentation, and the performance has im-
proved significantly since the introduction of Fully Con-
volutional Networks (FCNs) [Long et al., 2015]. Multi-
level-based methods [Zhang et al., 2018; Lin et al., 2017,
2018; Cheng et al., 2019] were widely used by learning
multi-level features to extract the global context and to
preserve the low-level details. Recently, attention-based
methods [Fu et al., 2019; Takikawa et al., 2019; Li et al.,
2019] have shown promising performances. The Dual
Attention Network (DANet) [Fu et al., 2019] adaptively
integrated local features with their global dependencies
using position attention and channel attention modules.
The Criss-Cross Network (CCNet) [Huang et al., 2019]
used a novel criss-cross attention module to model long-
range contextual dependencies over local feature repre-
sentations. Two-stream approaches were also proposed
[Pohlen et al., 2017; Takikawa et al., 2019]. For exam-
ple, the Gated-CNN [Takikawa et al., 2019] introduced
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a two-stream network, with one of the streams explicitly
wiring shape information for semantic segmentation.
All these methods achieved state-of-the-art results on
day-time datasets, such as Cityscapes. However, unlike
these existing works, we focus our attention on night-
time scenes with poor lighting conditions in this work.
Semantic Segmentation in Adverse Condi-
tions. Although most existing works focus on the “nor-
mal” scenarios with well illuminated scenes, there are
also some works that address the challenging scenar-
ios [Valada et al., 2017; Dai et al., 2019; Ren et al.,
2018]. For example, Valada et al. [2017] proposed the
convoluted mixture of deep experts fusion techniques
to understand the adverse conditions, including rain,
snow, sunset and night scenes among 13 categories.
In addition, Sakaridis et al. [2018b] addressed the se-
mantic segmentation problem of foggy scenes. It added
synthetic fog on real images to form a dataset of 101
images to depict foggy driving scenes. Sakaridis et al.
[2018a] and Dai et al. [2019] further improved the foggy
scenes through model adaption. In this paper, we fo-
cus on night-time images with over-/under-exposures.
A concurrent work to our, which is also solving a similar
problem, is Sakaridis et al. [2019]. It proposed guided
curriculum model adaptation to solve the night-time se-
mantic segmentation problem, with a small dataset of
151 night-time images. In addition, Di et al. [2020] tried
to solve the rainy night scene segmentation via trans-
ferring day-time knowledge. They provided 226 images
with eight categories. In contrast to these work, we
propose a large-scale dataset of real night-time images
with semantic annotations (21 categories) and a novel
exposure-aware framework to address the problem.
Image Enhancement/Correction. One naive so-
lution to our problem is to first apply image enhance-
ment on the input night-time images and then per-
form semantic segmentation with an existing day-time
method. Image enhancement methods, e.g., Yan et al.
[2016]; Wang et al. [2013]; Li et al. [2017]; Ying et al.
[2017], aim to remap the pixel values to improve the
image visibility. Wang et al. [2019] tried to address the
under-exposure problem by estimating an illumination
map. Cai et al. [2018] proposed to learn a deep image
contrast enhancer from multi-exposure images. In Yang
et al. [2018b], an end-to-end network was proposed to
convert an input LDR image first to HDR to recover the
missing details due to under-/over-exposure, and then
projected it back to LDR as output while preserving
the recovered details. However, night-time images often
contain both under-/over-exposed regions (with pixel
values very close to zero/one). The remapping process
may not recover meaningful values. As demonstrated in
our experiments in Section 5.3, pre-processing the in-
put images with a state-of-the-art image enhancement
method before semantic segmentation cannot address
our problem well.
3 The NightCity Dataset
To construct our dataset, we first collect real night-time
driving videos from different cities, e.g., Chicago, Los
Angeles, New York, Hong Kong, London, Tokyo and
Toronto, over the Internet. These videos cover urban
street, highway and tunnel scenarios. We then manu-
ally select 4, 297 diverse images with no obvious motion
blur from these videos for manual annotation, following
the approach used to construct the Cityscapes dataset
[Cordts et al., 2016].
Annotation. Like Cityscapes, we annotate seman-
tic regions as layered polygons using LabelMe [Rus-
sell et al., 2008]. All our images have a resolution of
1024×512. Given the difficulty of recognizing the ob-
jects in the over-/under-exposed regions, we annotate
our images by two separate annotators (A and B) and
re-evaluate their results by a third one (C). Annota-
tors may refer to the corresponding video if an image
is difficult to see. For each image I ∈ RH×W×3, anno-
tators A and B give the annotations GA ∈ RH×W×C
and GB ∈ RH×W×C , respectively. Annotator C com-
pare the difference between GA and GB to produce a
compromised map. Some regions that are too difficult
to define even by humans is labeled as invalid regions
so that they are ignored during training and evaluation.
On average, each image takes 2 hours (vs. 1.5 hours for
Cityscapes) to label.
Figure 2 shows some example images from NightC-
ity, demonstrating that our images are from complex
scenes and their contents are difficult to recognize and
segment even for humans, due to the under-/over-
exposure problems caused by insufficient lighting, street
lights and car headlights. Hence, our NightCity dataset
represents a rather challenging training and evaluation
dataset for night-time semantic segmentation.
Object Class Distribution. Figure 3 compares
the distributions of labeled and Cityscapes. Overall, the
pixel distributions of all classes in our night-time street
scenes are similar to those of the day-time street scenes,
except for bicycle. This is reasonable because there are
typically fewer bicycles on the street at night.
Exposure Distribution. To reveal the over-
/under-exposure problems in our dataset, we also ana-
lyze the exposure conditions in our images by checking
the pixel values. In photography, the exposure is de-
termined by the shutter speed, lens aperture and scene
luminance. However, as this information is unknown to
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Fig. 2 Several example images from our NightCity dataset. Note that some regions around the car headlights are over-exposed
and some background regions are under-exposed.
Fig. 3 Distributions of labeled pixels for each semantic class in Cityscapes and NightCity.
us, we use the V channel (i.e., intensity) of the images in
the HSV color space to represent the exposure. In par-
ticular, we divide the exposure value equally into ten
bins from 0 to 1 with an interval of 0.1. Figure 4 shows
the average number of pixels per image that falls into
each bin for NightCity and for Cityscapes. The [0, 0.1]
bin stores the most under-exposed pixels, while the [0.9,
1.0] bin stores the most over-exposed pixels. From Fig-
ure 4, we can see that NightCity has significantly more
under-exposed pixels than Cityscapes. Meanwhile, we
observe that Cityscapes has a moderate exposure con-
dition, with most of pixels falling between [0.2, 0.6]. Al-
though the two datasets have a similar number of over-
exposed pixels, we notice that the over-exposed regions
in Cityscapes are mostly in the sky, which is easy to
predict, while the over-expose regions in NightCity can
be produced by the street lights, car headlights, or traf-
fic lights, which are very difficult to differentiate. This
indicates that the NightCity dataset has various chal-
lenging exposure conditions, compared with Cityscapes.
Size and Splitting. Compared with existing
datasets under adverse conditions, the number of im-
ages in NightCity is considerably higher. For example,
Foggy Driving [Sakaridis et al., 2018b] proposes a real
fog dataset with a total of 101 foggy images for test-
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Fig. 4 The average number of pixels per image at each ex-
posure level for Cityscapes and for NightCity, with image
resolution of 1024 × 512.
ing (of which only 33 images are finely annotated and
the remaining 68 images are only coarsely annotated).
Nighttime Driving [Dai and Van Gool, 2018] contains
only 50 night-time images with pixel-level annotations.
The Dark Zurich Dataset [Sakaridis et al., 2019] con-
tains only 151 night-time images with pixel-level anno-
tations. BDD100K [Yu et al., 2018c] contains 345 night-
time images with coarse annotations only. Instead, all
4, 297 images in our NightCity dataset are manually
annotated with fine semantic labels. Thus, NightCity is
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the largest dataset of real night-time images with high-
quality pixel-level semantic annotations.
The NightCity dataset is split into training and test
sets. We split them in such a way that they preserve
similar distributions to the whole dataset. In this way,
our training and test splits include 2, 998 and 1, 299
images, respectively.
4 Exposure-Guided Network
The core idea of our proposed Exposure-Guided Net-
work (EGNet) is to explicitly learn exposure features
and use them to augment the segmentation process.
Hence, our network is designed to have two coupled
streams: exposure stream and segmentation stream.
The exposure stream learns to predict where exposure
occurs and use the predictions to guide the segmenta-
tion stream via the exposure guidance layers so that the
segmentation stream can discriminate the under-/over-
exposed regions more effectively.
4.1 Network Architecture
Figure 5 shows our network architecture. Given an
input image I ∈ RH×W×3, we use a backbone en-
coder to transform it into convolutional features. The
network is then split into the segmentation stream
(top) and exposure stream (bottom). The segmentation
stream predicts a semantic label map MS ∈ RH×W×C ,
where C is the number of semantic classes. The ex-
posure stream also outputs a pixel-wise exposure map
ME ∈ [0, 1]H×W , indicating the magnitude of exposure
at each pixel.
As discussed in Section 3, we approximate the expo-
sure map using the normalized V channel of the input
image in the HSV color space.
Our network is mainly based on ResNet [He et al.,
2015], like most existing semantic segmentation mod-
els [Chen et al., 2016b; Peng et al., 2017; Yu et al.,
2018b; Zhao et al., 2017]. ResNet has four stages that
extract hierarchical features at different scales, with
earlier stages capturing low-level features and later
stages capturing high-level semantics. In particular, we
take stage1 (S1) of ResNet-101 as our backbone en-
coder. The segmentation and exposure streams have
the same architecture, by combining stage2 (S2), stage3
(S3) and stage4 (S4) of ResNet, except for the last
output layers. For the output layer, the segmentation
stream uses a 19-channel convolutional layer to output
a semantic label map, while the exposure stream uses
another sigmoid nonlinearity function to output a soft
binary exposure map. To train the network, we use a
cross-entropy loss for the segmentation stream, and a
`1 loss for the exposure stream. Our final loss is defined
as L = αLc + βLe, where α and β are weights of the
two losses.
4.2 Exposure Guidance Layer
To extract exposure features from the exposure stream
to guide the segmentation stream, we introduce the ex-
posure guidance layer (EGL) to augment the interme-
diate features of the segmentation stream. Let fS and
fE be the intermediate features of the segmentation
and exposure streams, respectively. EGL updates fS to
obtain exposure-aware features fˆS as:
fˆS = w1fS + w2fS ⊗Wr, (1)
where ⊗ denotes element-wise multiplication. w1 and
w2 are weight parameters. Wr = δ(W ∗ fE + b) is a soft
spatial attention map as in the popular works [Chen
et al., 2016a; Chu et al., 2017], where W and b are
learnable parameters, and δ(·) is a sigmoid function.
The exposure-aware features fˆS are then fed into the
next stage of the network. As shown in Figure 5, both
fS and fE are from the previous stages. All the opera-
tions in EGL are differentiable so that we can train the
network end to end. In addition, EGL enables the gra-
dients to be back-propagated from the output exposure
map to the segmentation stream, thereby allowing the
segmentation stream to exploit exposure information.
The intuition behind Eq. 1 is that our model needs
to learn how to weight the features in the segmenta-
tion stream based on the exposure features, in order
to generate more discriminative segmentation features
particularly at under-/over-exposed regions. This for-
mulation also forces our model to learn the exposure
features that help predict the exposure maps and guide
the segmentation task towards an optimal performance.
5 Experiments
In this section, we first compare the performance of our
model with those of the state-of-the-art methods. We
then validate the benefit of our proposed dataset for
night-time semantic segmentation. Finally, we perform
an ablation study to evaluate the effectiveness of expo-
sure guidance in our model and report the performances
of using the exposure map in different ways.
Our model is trained using the SGD optimizer with
a batch size of 14 and an initial learning rate of 1e-
5. We decrease the learning rate using a polynomial
policy with a power of 0.9. Our model is trained for
40, 000 iterations, which takes about 12 hours on a PC
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Semantic label map
Exposure map
Input image
S4S2 S3S1 EGL EGL
S2 S3 S
4
EGL Exposure guidance layer S S Residual moduleSegmentation stream Exposure stream
Fig. 5 The architecture of our exposure-guided network. It contains two streams, a segmentation stream in blue to predict a
semantic label map, and an exposure stream in yellow to predict an exposure map. We introduce the exposure guidance layer
(EGL) to augment segmentation features with exposure features.
with an i7-7700K CPU and two Nvidia 1080Ti GPUs.
We set the image resolution to 300 × 300 for training
and 900× 900 for testing. All predictions are scaled to
1024 × 512, same resolution as the original image. We
set α, β, w1 and w2 to 1, 0.01, 1, 0.3, respectively.
5.1 Evaluation Metrics
Following previous works [Long et al., 2015; Chen et al.,
2016b; Peng et al., 2017; Lin et al., 2017], we use mean
IoU (mIoU) to evaluate the semantic segmentation per-
formance in our experiments. In addition, we propose
an exposure-aware F1-score (EF1) to evaluate the seg-
mentation performance under different exposure levels.
EF1 takes both recall and precision into consideration.
In particular, as in Figure 4, we divide night-time im-
ages into G groups according to the exposure levels.
Hence, EF1 for group g is formulated as:
EF1g = (1 + β
2) ∗ (precisiong ∗ recallg)
β2 ∗ precisiong + recallg , (2)
where precisiong and recallg are precision and recall for
group g, respectively. We set β to 1 to balance the recall
and precision values. To get a scalar-valued metric, we
take the mean of EF1s of all groups as:
mEF1 =
∑G
g=1EF1g
G
. (3)
5.2 Comparison to Prior Methods
Compared Methods. We compare our model with
several state-of-the-art semantic segmentation meth-
ods, including SegNet [Badrinarayanan et al., 2017],
FCN-8s [Long et al., 2015], PSPNet [Zhao et al., 2017],
BiSeNet [Yu et al., 2018a], PSANet [Zhao et al., 2018],
ESPNet [Mehta et al., 2018], DFN [Yu et al., 2018b]
and CCNet [Huang et al., 2019]. We use their released
codes and train them using the hyper-parameters re-
ported in their papers. Since all of these methods are
developed for day-time domain, one naive solution for
night-time semantic segmentation is to apply image en-
hancement to the input night-time images followed by
an existing day-time method for segmentation. Hence,
we also evaluate this pre-processing approach using one
of the latest enhancement methods DRHT [Yang et al.,
2018b] in our experiment.
Quantitative Results. Table 1 reports the exper-
imental results. We have two observations here:
1. The existing day-time models trained on Cityscapes
achieve poor performances (“C” columns), which
are significantly worse than those of our model
trained on NightCity, in terms of mIoU and mEF1.
This shows that night-time semantic segmentation
is rather challenging and the state-of-the-art seman-
tic segmentation methods are not able to handle this
problem well.
2. Adding image enhancement as a pre-process
does not provide obvious performance gains (“C
(IE)” columns). To review the problems, we use
DRHT [Yang et al., 2018b] to enhance two exam-
ple night images, as shown in Figure 6. We can see
that while the under-exposed regions are enhanced,
the over-exposure regions become worse. The en-
hanced images also have very different appearances
from day-time images, causing day-time segmenta-
tion methods to fail.
Results of our model, when trained on our real night-
time dataset, show superior performance over these ex-
isting methods trained on Cityscapes.
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Methods
mIoU (%) ↑ mEF1 ↑
C C (IE) N C + N C C (IE) N C + N
SegNet [Badrinarayanan et al., 2017] 5.7 5.6 17.3 18.1 0.38 0.41 0.67 0.68
FCN-8s [Long et al., 2015] 8.1 8.2 28.2 28.1 0.58 0.58 0.80 0.79
PSPNet [Zhao et al., 2017] 12.6 11.1 46.3 46.5 0.61 0.54 0.87 0.86
BiSeNet [Yu et al., 2018a] 6.1 8.8 50.0 46.2 0.42 0.53 0.87 0.85
PSANet [Zhao et al., 2018] 7.8 8.2 28.8 28.5 0.53 0.57 0.70 0.70
ESPNet [Mehta et al., 2018] 9.1 8.9 34.2 34.5 0.28 0.28 0.82 0.83
DFN [Yu et al., 2018b] 9.6 9.6 50.1 52.3 0.33 0.34 0.87 0.88
CCNet [Huang et al., 2019] 11.1 10.9 49.2 49.8 0.42 0.46 0.85 0.86
Ours - - 51.8 53.9 - - 0.88 0.88
Table 1 Comparison of our model with state-of-the-art semantic segmentation methods on the NightCity test set. “C”
Columns: trained on Cityscapes. “C (IE)” columns: trained on Cityscapes, and applying DRHT [Yang et al., 2018b] as an
image enhancement (IE) pre-process during testing. “N” columns: trained on NightCity. “C + N” columns: trained on both
Cityscapes and NightCity. The best results are highlighted in bold.
EF1g ↑
Methods [0, 0.1) [0.1,0.2) [0.2, 0.3) [0.3, 0.4) [0.4, 0.5) [0.5, 0.6) [0.6, 0.7) [0.7, 0.8) [0.8, 0.9) [0.9, 1]
SegNet [Badrinarayanan et al., 2017] 0.6335 0.6281 0.6945 0.7171 0.7132 0.6877 0.6625 0.6566 0.6507 0.6665
FCN-8s [Long et al., 2015] 0.7717 0.7863 0.8069 0.8189 0.8209 0.8154 0.8027 0.8016 0.7952 0.8085
PSPNet [Zhao et al., 2017] 0.8447 0.8634 0.8739 0.8750 0.8754 0.8739 0.8649 0.8624 0.8583 0.8882
BiSeNet [Yu et al., 2018a] 0.8609 0.8674 0.8735 0.8735 0.8740 0.8736 0.8658 0.8637 0.8571 0.9073
PSANet [Zhao et al., 2018] 0.7067 0.7087 0.7252 0.7228 0.7128 0.6964 0.6778 0.6744 0.6647 0.7252
ESPNet [Mehta et al., 2018] 0.7860 0.8085 0.8325 0.8374 0.8399 0.8352 0.8257 0.8245 0.8178 0.8249
DFN [Yu et al., 2018b] 0.8665 0.8697 0.8773 0.8763 0.8762 0.8762 0.8684 0.8671 0.8623 0.9119
CCNet [Huang et al., 2019] 0.8681 0.8623 0.8745 0.8737 0.8778 0.8765 0.8625 0.8678 0.8595 0.9109
Ours 0.8690 0.8751 0.8819 0.8819 0.8828 0.8814 0.8739 0.8738 0.8689 0.9155
Table 2 Comparison of our model with state-of-the-art methods on exposure-aware F1 score (EF1), which quantifies the
segmentation performance under different exposure levels. From left to right, exposure degree increases from under-exposure
to over-exposure. EF1g denotes different exposure levels (or bins). All models are trained and tested on NightCity. The best
results are highlighted in bold.
5.3 Benefits of NightCity
To investigate if our dataset can help improve the per-
formance of existing methods, we have conducted two
experiments. In the first experiment, we train the ex-
isting semantic segmentation models and our model on
NightCity, instead of Cityscapes. In the second experi-
ment, we train all models on Cityscapes and NightCity.
Quantitative Results. We report the results on
the NightCity test set, as shown in Table 1. We have
the following observations:
1. Cityscapes (“C” columns) vs. NightCity (“N”
columns). We can see that after training on our
NightCity, the performances of all existing meth-
ods have improved significantly, on both mIoU
Night DRHT Night DRHT
Fig. 6 Examples of night images and the corresponding en-
hanced images using DRHT [Yang et al., 2018b].
and mEF1. This suggests that our real night-time
dataset is important to boosting the performance of
night-time semantic segmentation.
2. Although all models have significant performance
gains after training on NightCity, our proposed
model outperforms all existing methods. This
demonstrates that our model, while simple, is very
effective in handling night-time images, as compared
with other methods. We also note that our model
obtains the best mEF1 performance. To reveal how
well our model performs under different exposure
conditions, we also report the EF1g values for the
10 exposure groups (i.e., g = {1, . . . , 10}) in Ta-
ble 2. We can see that our model outperforms the
other models in all exposure groups, including [0,
0.2] (near under-exposure) and [0.8, 1] (near over-
exposure).
3. NightCity (“N” columns) vs. Cityscapes + NightC-
ity (“C + N” columns). We can see that after train-
ing on both datasets, some of the existing mod-
els have small performance gain, while others have
small performance reduction. We believe that the
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0
Input
GT
FCN-8s
PSPNet
BiSeNet
ESPNet
DFN
CCNet
Ours
Fig. 7 Visual comparison of our results with those of the state-of-the-art methods. Our advantages are highlighted by white
boxes. A few drawbacks of the other methods are marked by yellow boxes. All the methods are trained on NightCity.
performance gain of some methods may be due
to the added context and object information from
Cityscapes. On the other hand, the added day-time
information may confuse the other methods, causing
the performance reduction.
Qualitative Results. Figure 7 qualitatively com-
pares the results of our model with those of the best-
performing six models (according to Table 1) on some
of the images in NightCity. These images have different
degrees of under-/over-exposures, which render them
difficult to recognize and segment. However, our model
is able to handle them favorably. Particularly, in the
first column, our model can produce more accurate and
sharper boundaries on the building segmentation. In
addition, it also gives more clear and complete side-
walks. In the second column, the traffic light with its
pole is ignored by other models, but successfully rec-
ognized by ours. In the third column, our model gives
more intact and clear shape of the pedestrian at the
right end. In the fourth column, our model can detect
a very small tree in an under-exposed region. Although
BiseNet can also detect the tree, it generates a false pos-
itive segmentation of a person on the left side (the red
segment marked by the yellow box). In the last column,
while both our model and PSPNet are able to segment
the buses near the camera well, PSPNet fails to give a
correct segmentation of the distant bus (marked by the
yellow box). These results once again demonstrates the
superior performance of the proposed model on night-
time semantic segmentation.
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Input GT AdaptSegNet DMAda GCMA Ours
Fig. 8 Visual comparison of our results with those from AdaptSegNet [Tsai et al., 2018], DMAda [Dai and Van Gool, 2018] and
GCMA [Sakaridis et al., 2019]. Our advantages are highlighted in white box and other methods’ disadvantages are highlighted
in yellow box. Our model can produce more accurate and robust segmentation.
5.4 Comparison on Existing Datasets
5.4.1 Night-time Dataset
We have also made an attempt to compare with a
latest night-time semantic segmentation dataset, Dark
Zurich Sakaridis et al. [2019]. Unfortunately, we are not
able to access all the labels in the dataset, and are there-
fore unable to conduct a qualitative comparison. Thus,
we qualitatively compare our results with the results
shown in their paper. Since they show results of eight
images in their paper (including those in the supple-
mental), we therefore compare results from our model
with the results provided by them on these eight images.
Their results were from three night-time segmentation
methods, AdaptSegNet [Tsai et al., 2018], DMAda [Dai
and Van Gool, 2018], and GCMA [Sakaridis et al.,
2019]. These three compared methods are the same
as those given in GCMA [Sakaridis et al., 2019]. As
shown in Figure 8, we can see in the top four rows,
other methods mistakenly recognize a part of the sky
as road (yellow box), while our model can produce very
clear boundary of the tree (white box). In the fifth row,
our model can detect a clear shape of the car. In the
seventh row, our model produces a much cleaner build-
ing (white box), compared with another three methods.
In the last row, only our model can identify the wall.
These visual results show that our model can produce
higher-quality semantic segmentation maps under ex-
treme lighting conditions.
5.4.2 Day-time Dataset
We have further evaluated our model on the existing
day-time dataset Cityscapes to show its robustness. We
provide the mIoU results of different methods trained
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on both Cityscapes and NightCity, and evaluated on the
validation set of Cityscapes. The results are reported in
Table 3. We can see that although our method is not
specifically designed for day-time semantic segmenta-
tion, it can still achieve the second best performance
compared with the state-of-the-art methods on day-
time images.
mIoU (%) ↑
SegNet [Badrinarayanan et al., 2017] 51.5
FCN-8s [Long et al., 2015] 62.2
PSPNet [Zhao et al., 2017] 75.3
BiSeNet [Yu et al., 2018a] 39.6
PSANet [Zhao et al., 2018] 41.2
ESPNet [Mehta et al., 2018] 40.6
DFN [Yu et al., 2018b] 75.8
CCNet [Huang et al., 2019] 77.1
Ours 76.9
Table 3 Comparison of our model with state-of-the-
art methods on day-time images (the validation set of
Cityscapes) using mIoU. The best result is highlighted in
bold, and the second best result is highlighted in red.
5.5 Model Analysis
5.5.1 Ablation Study
To investigate the necessity of using the learned ex-
posure features to guide the segmentation, we run an
ablation study to compare our model against its four
ablated alternatives: 1) we remove the exposure guid-
ance layer from our model (w/o EGL), 2) we remove the
entire exposure stream from our model (w/o ES), 3) we
replace the attention operation in Eq. 1 with concate-
nation (Concat), and 4) with summation (Sum). We
include alternatives 3 and 4 as they are straightforward
ways of combining multiple features. Table 4 shows the
results. We can see that when the exposure guidance
layers are excluded, the performance of our model drops
significantly, which confirms the importance of our ex-
posure guidance. If we remove the exposure stream, the
performance drops further, which suggests that learn-
ing to explicitly predict exposure information can help
learn useful features for night-time semantic segmenta-
tion. Finally, we can see that using concatenation and
sum operations for fusing the exposure information can
produce slightly better results. However, they still per-
form much worse than ours, which demonstrates the
effectiveness of our attention operations in EGLs for
exposure guidance.
w/o EGL w/o ES Concat Sum Ours
mIoU (%) ↑ 41.6 40.1 42.5 43.1 51.8
mEF1 ↑ 0.83 0.82 0.84 0.82 0.88
Table 4 Results of the ablation study. We compare our
model (Ours) with its ablated versions: without exposure
guidance layers (w/o EGL), without the exposure stream
(w/o ES), and replacing the attention operations with con-
catenation (Concat) or sum (Sum).
5.5.2 Strategies of Using the Exposure Map
To incorporate exposure information into a semantic
segmentation model, one simple strategy is to directly
use an exposure map as an additional input to the
model or as an attention map to fuse the intermediate
features. To justify the advantage of our network de-
sign over these straightforward solutions, we compare
our model with two baselines: (a) as Extra Input – we
use the exposure map as an additional input to our seg-
mentation stream, by concatenating the exposure map
with the RGB image, and remove the exposure stream;
(2) as Attention Map – we replace the attention map
Wr in Eq. 1 with the exposure map and remove the
exposure stream.
Fig. 9 Visualization of the attention maps learned by the
guidance of exposure layer.
As shown in Table 5, our model outperforms the
two baselines by a large margin. Figure 9 shows the vi-
sualization of the attention maps learned by the expo-
sure guidance layer. The first row shows that our model
gives more attention to distant cars with lots of head-
lights (over-exposure) and the second row shows that
our model pays more attention to the under-exposed
regions.
Note that when the exposure map is used directly
as the attention map, the weights will become propor-
tional to the exposure levels, i.e., higher weights for
over-exposed pixels and lower for under-exposed pix-
els. This would result in a network that gives more at-
tention to over-exposed regions. In contrast, our model
can learn to adaptively attend to both over- and under-
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exposed regions as all of them are crucial to segmenta-
tion performance of night-time images.
as Extra Input as Attention Map Ours
mIoU (%) ↑ 35.6 40.2 51.8
mEF1 ↑ 0.73 0.76 0.88
Table 5 Comparison with two baseline strategies of using
the exposure map: using it as additional input (as Extra In-
put) and as the attention map (as Attention Map).
Input Ours Ground truth
Input Ours GT
Fig. 10 Failure cases. Our model may fail to detect objects
that appear in large under-exposed regions, e.g., thin poles
(top row) and trees (bottom row).
6 Conclusion
In this paper, we have addressed the night-time seman-
tic segmentation problem. To this end, we have pro-
posed a large dataset of real night-time images with fine
semantic annotations for training and benchmarking.
We have also proposed a two-stream framework espe-
cially designed for night-time semantic segmentation,
which explicitly learns exposure features to augment
the semantic segmentation process. Our results show
that the proposed dataset can benefit existing seman-
tic segmentation methods when applied to night-time
scenes. We have also demonstrated that our proposed
model trained on our dataset outperforms all existing
methods, yielding state-of-the-art performance.
Although we have demonstrated the effectiveness of
our model on night-time scenes, our model may fail in
some extremely challenging situations, e.g., if an under-
exposure region is large. Figure 10 shows two failure
examples of our model, in which it fails to detect the
thin poles (top row) and the trees (bottom row). All
these objects are located in large under-exposed regions
and visually difficult to identify even for human. As a
future work, we would like to consider using the raw
data from the camera to address this problem.
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