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FOREWORD 
This volume contains the papers and discussions presented a t  the Symposium 
on the Definition and Measurement of Short-Term Frequency Stability. The need 
for clarification in this field has been recognized for some time. To this end, the 
Symposium held a t  Goddard Space Flight Center on November 23 and 24, 1964, 
was sponsored jointly by NASA-GSFC and the Institute of Electrical and Elec- 
tronic Engineers (Technical Committee, Standards 14-Piezoelectric and Ferro- 
electric Crystals). 
The Proceedings are arranged into four Sessions, namely: 
I. Users' Viewpoint and Requirements 
11. Theory 
111. Devices, and 
IV. Measurement Techniques. 
A panel discussion on the papers and related subject matter was conducted by 
the Session Chairman after each session. The panel was composed in each case of 
a group of experts in the field covered by the particular session. 
It is interesting to note that this Symposium was the first devoted solely to 
the subject of shmt-term frequency stability. Because of the importance of this 
subject to missile and spacecraft tracking and guidance system designers as well 
as to manufacturers, the Symposium was enthusiastically supported and attended; 
therefore offered a unique opportunity for cross-fertilization of ideas. Of course, a 
good deal of work in this field had been done by many groups prior to the Sym- 
posium; but communication was severely hampered by the lack of commonly 
accepted terminology. 
The results of the Symposium, from the standpoint of the quality of the 
papers, the wide representation of the participants, and the interest stimulated, 
were very rewarding. It is to be hoped that additional interest and work in short- 
term frequency stability will evolve in the fields of theory, frequency generating 
devices, and measurement techniques. Most of all, it  is to be hoped that this 
Symposium has stimulated the interest of the users with whom we wish to open 
a channel of communication. 
The original concept for the Symposium was generated within the Goddard 
Space Flight Center. Immediate and enthusiastic support for the idea was given 
by Dr. Harry J. Goett, Director of the Goddard Space Flight Center, and Messrs. 
Roger A. Sykes and James H. Armstrong of Bell Telephone Laboratory. Accord- 
ingly, joint Goddard/IEEE sponsorship was agreed upon between Goddard and 
Mr. Armstrong, Chairman of IEEE Committee-Standards 14. Following the 
decision to proceed with the Symposium, strong support and valuable guidance 
in the development of the Symposium was furnished to the officers by all members 
of the program committee. 
The number of those who participated in the Symposium either as attendees, 
registrants, or in a more active capacity, amounted to 367. Twenty-four papers 
were selected ,for oral  resenta at ion. Numerous additional papers were submitted 
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which could not be presented because of the twoday time limitation. Eight in- 
quiries were received from five foreign countries. Several representatives from 
abroad actually attended the Symposium. 
The breadth of the organizations represented a t  the Symposium can be seen 
by reviewing the affiliations of the authors of the papers printed here. Twelve 
private companies presented papers and these may be further broadly classified 
in terms of their major products as aerospace, instrumentation, space communica- 
tion, and research and development. In addition, papers were presented by repre- 
sentatives of three government agencies, two universities, and one foreign country. 
Incidentally, the demand for the Interim Proceedings greatly exceeded our ex- 
pectations. Although 500 copies were printed, they were quickly distributed and 
many additional requests for copies had to be turned down until the printing of 
these final Proceedings 
Readers of these Proceedings will be pleased to know that continuation of 
work leading toward the development of standards in this area has been insured 
by the organization within the IEEE of a subcommittee under Technical Com- 
mittee Standards 14-Piezoelectric and Ferroelectric Crystals. The Technical 
Subcommittee, Standards 14.7-Frequency Stability will serve as a focal point for 
information in this field. The ultimate aim of the subcommittee will be an IEEE 
standard on the definition and measurement of both short-term and long-term 
frequency stability. 
To this end, a special issue of the Proceedings of thc IEEE devoted to the 
subject of frequency stability is scheduled for February 1966 to promote the 
further exchange of information. The members of Subcommittee 14.7 will serve 
as the editors of this special issue 
It is the hope of the officers of this Symposium that the close cooperation of 
those working in this field will be extended in the same degree to the members of 
the Subcommittee as i t  was to us in the planning and execution of this Symposium. 
This will insure the development of useful and meaningful standards so much de- 
sired by us all. 
It is a great pleasure to acknowledge the support and contributions of the 
officers, members of the Program Committee, chairmen of each session, panelists, 
authors, and the many others who helped behind the scenes and without whose 
cooperation these proceedings could not have been so complete. 
A. R. CHI 
Greenbelt, Maryland 
May 1966 
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1. SHORT-TERM STABILITY FOR A DOPPLER 
RADAR: REQUIREMENTS, MEASUREMENTS, 
AND TECHNIQUES 
D. B. LEESON AND G. F. JOHNSON 
Hughes Aircraft Company 
Culver City, California 
Short-term frequency stability is an important parameter affecting resolution and range of a 
Doppler radar. This paper describes system and circuit requirements found in a typical airborne 
Doppler radar designed for operation in a severe vibration and acoustic environment. The charac- 
teristic of a Doppler radar which leads to short-term stability requirements is its use of a narrow- 
band receiver to detect a Doppler-shifted target return which is weaker than clutter. 
The system short-term stability requirements are determined by the following two points: 
1. Target return linewidth has a direct effect on sensitivity and velocity resolution; i t  deter- 
mines the minimum useful Doppler filter bandwidth. 
2. Transmitter and local oscillator noise sidebands appearing on clutter determine the max- 
imum possible subclutter visibility. 
Short-term stability for a Doppler radar is defined in terms of linewidth and spectrum. Oscillator 
and crystal requirements are derived from the system requirements. Measurements of linewidth 
and spectral purity under quiescent and environmental conditions are described, and vibration 
characteristics of quartz crystals are considered. 
Modern airborne radar systems must provide 
ever-increasing detection ranges. In a typical 
long-range detection situation, the main lobe of 
the narrow-beam radar antenna illuminates both 
the target and the ground. Even by range-gating, 
an ordinary pulsed radar cannot discriminate 
between the target and ground clutter at the 
same range. Because of this, ground clutter is a 
severe limitation on a long-range airborne pulsed 
radar. 
The radar return from a moving target is 
Doppler-shifted to a different frequency from that 
of the ground clutter. A Doppler radar overcomes 
the limitations of a pulsed radar by using this 
frequency difference to discriminate between 
target and clutter. 
The resolution and range of a Doppler radar 
are dependent on linewidth and spectral purity, 
which are determined by short-term frequency 
stability. For this reason, short-term frequency 
stability is an important parameter in a Doppler 
system. The purpose of this paper is to outline 
the reasons for this dependence in a typical air- 
borne Doppler radar and to touch on some 
specific requirements for short-term stability. 
DOPPLER RADAR CHARACTERISTICS 
A diagram of a typical long-range detection 
situation is shown in Figure 1-1. The return from 
the moving target is offset from the transmitter 
frequency j o  because of Doppler shift.* 
For a stationary radar, the ground clutter return 
and leakage appear a t  the transmitter frequency, 
as shown in Figure 1-2. 
In an airborne radar the clutter spectrum 
becomes complex and consists of three major 
components : 
1. Altitude Return, caused by direct reflection 
*The doppler shift f~ is 2V/X, where V is the radial 
component of target velocity as seen by the radar and X 
the transmitter wavelength. 
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RECEIVER 
power far exceeds the total target return, the 
signal power density in the narrow receiver band- 
width can exceed the clutter and noise power 
density a t  the target Doppler frequency. The 
system requirements for short-term stability can 
be derived from the requirements for a narrow- 
band receiver and for subclutter visibility. 
FIGURE 1-1.Sources of clutter signals. 
from the ground immediately below the aircraft. 
Since the aircraft velocity perpendicular to the 
ground is small, the altitude return is centered 
about the transmitter frequency. 
2. Main Lobe Clutter, caused by the antenna 
main beam striking the ground. The main lobe 
clutter is Doppler-shifted because of the velocity 
of the aircraft relative to the ground.* Main lobe 
clutter is a particular problem in a long-range 
syst,em because of the small angular separation 
between target and ground. 
3. Side Lobe Clutter, caused by the side lobes 
of the antenna beam striking the ground. The side 
lobe clutter extends from the maximum positive 
to maximum negative Doppler frequency deter- 
mined by the aircraft velocity. 
A typical aircraft signal spectrum consisting of 
target, clutter, and leakage is shown in Figure 1-3. 
The spectrum a t  a missile receiver is different 
because of the relative velocity of the missile to 
the interceptor, but the same components are 
present. 
The time-gating of the pulsed radar can be 
combined with the frequency discrimination of 
CW Doppler to reduce the effects of leakage. This 
leaves clutter as the principal interfering signal in 
a pulsed Doppler radar. Subclutter visibility is 
achieved by use of a narrow-band receiver a t  the 
target frequency. Even though the total clutter 
,TRANSMITTER LEAKAGE 
AND CLUTTER 
FREQUENCY 
FIGURE 1-2.Stationnry clutter spectrum. 
SYSTEM FREQUENCY STABILITY REQUIREMENTS 
The system short-term stability requirements 
are determined by the following two points: 
1. Target return linewidth has a direct effect 
on sensitivity and velocity resolution; it deter- 
mines the minimum useful Doppler filter band- 
width. 
TRANSMITTER 
LEAKAGE 
I ALTITUDE RETURN 
'0 fo+f, 
FREQUENCY 
FIGURE 1-3.-Airborne clutter spectrum. 
2. Transmitter and local oscillator noise side- 
bands appearing on clutter determine the maxi- 
mum possible subclutter visibility. 
Both of these statements refer to target and 
clutter as presented to the Doppler filter at  IF. 
Correlation between the transmitter output and 
the receiver local oscillator can be obtained by 
synthesizing both from a common source. Use of 
correlation reduces frequency stability require- 
ments, but the effect is only one of degree. The 
situation of an independent transmitter and 
receiver local oscillator will be considered here. 
In this case, the receiver local oscillator linewidth 
and noise sidebands are as important as those of 
the transmitter, because the local oscillator is 
mixed with the signal before filtering. 
Consider first the linewidth requirement: In 
the situation of a filter excited by a narrow-band 
signal and broadband noise, narrowirlg thc filter 
bandwidth increases its output signal-to-noise 
SHORT TERM STABILITY FOR A DOPPLER RADAR 
ratio as long as the filter bandwidth exceeds the 
signal linewidth. Therefore, in the presence of 
broadband noise, receiver sensitivity-and hence 
range-improves as the receiver bandwidth is 
narrowed. This improvement continues until the 
receiver filter bandwidth matches the target line- 
width. Target linewidth is dependent in part on 
transmitter and local oscillator linewidths. Thus, 
linewidth is a direct limit on sensitivity-a 
narrower linewidth makes possible an increase in 
radar range. 
Further, in a Doppler radar the ability to 
discriminate between two targets of almost the 
same velocity is related to the Doppler filter band- 
width. Since velocity and frequency are propor- 
tional in a Doppler system, narrowing the Doppler 
filter provides increased velocity resolution. The 
limit on this improvement is again the target 
linewidth. 
Thus, linewidth can be defined operationally as 
the narrowest filter bandwidth which will pass the 
major portion of the energy of the signal. Trans- 
mitter and local oscillator outputs of a Doppler 
radar are typically stable signals with incidental 
frequency modulation caused by noise. With the 
narrow signals required for a Doppler system, the 
major portion of the energy lies within the range 
of what is ordinarily called the peak-to-peak 
frequency deviation. Since the short-term fre- 
quency modulation is typically noiselike, extrapo- 
lation from an rms measurement is more rigorous. 
Short term, as used here, refers to frequency 
variations which occur a t  a rate faster than the 
receiver can track. Typically, this rate corresponds 
to a modulating frequency smaller than the 
Doppler filter bandwidth and can be a few cycles 
per second or larger. 
RECEIVER THERMAL 
NOISE LEVEL 
f ~  f ~ + f ~  
FREQUENCY 
FIGURE 14.-Frequency relations for stationery radar 
with noise sidebands. 
R 
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FIGURE 1-5.-Clutter spectrum with noise. 
Other factors, such as target motion and target 
signal modulation due to antenria scanning, place 
a lower limit on the target linewidth which is 
independent of the transmitter and local oscillator 
linewidths. This lower limit with an X-band radar 
is in the range of 10 to 50 cps for typical airborne 
targets, and transmitter and receiver improve- 
ments below this level reach the point of dimin- 
ishing returns. 
The effect of noise sidebands on subclutter 
visibility can be seen even in the elementary case 
of a stationary radar. This example is used be- 
cause of the simplicity of the clutter spectrum. 
Figure 1-4 shows the stationary radar spectrum of 
Figure 1-2 with noise sidebands added. 
Subclutter visibility is limited by clutter noise 
sidebands at the Doppler frequency. Thus, the 
noise sidebands due to very short term frequency 
variations limit system sensitivity at  Doppler 
frequencies for which clutter noise sidebands 
exceed the receiver thermal noise level. 
Since narrow filtering of the target return 
cannot be accomplished ahead of the receiver 
mixer, the noise sidebands on the local oscillator 
have an effect similar to transmitter noise. The 
clutter and other large interfering signals are 
modulated by local oscillator noise, resulting in 
noise power a t  Doppler frequencies. Any require- 
ments on the transmitter noise spectrum apply to 
the receiver local oscillator as well. 
In actual systems t)he leakage and clutter 
spectra may be quite complex because of relative 
motion between transmitter, receiver, ground, and 
targets. However, the effects of FRI noise side- 
bands are the same as in the simple example: 
Transmitter and local oscillator FM noise side- 
bands cause smearing of clutter energy to Doppler 
frequencies which would be clear if noise due to 
short-term frequency variations were not present. 
6 SHORT-TERM FREQUENCY STABILITY 
The effect is shown in Figure 1-5, which is the 
clutter spectrum of Figure 1-3 with noise side- 
bands added. 
Since the clutter spectrum with noise is the 
determining factor in subclutter visibility, short- 
term frequency stability requirements can be 
stated in terms of the transmitter and local 
oscillator power spectrum in the Doppler region. 
Typical noise spectral density requirements for an 
airborne Doppler radar are that FM noise side- 
band levels in 1 kc/sec bandwidth be more than 80 
db below the main line power at  modulation 
frequencies in the Doppler range. 
Short-term stability in this connection refers to 
variations occurring at  rates which result in energy 
in the frequency range of expected Doppler shifts. 
This range can extend from a few cps up to 
several hundred kc/sec. 
OSCILLATOR REQUIREMENTS 
The type of system under consideration here 
employs solid-state microwave sources for reasons 
of size, reliability, vibration insensitivity, and 
long-term frequency stability. The requirement for 
more than moderate frequency stability implies 
frequency multiplication from a lower frequency 
crystal oscillator. I t  has been found empirically 
that the oscillator is the major source of FM noise. 
Oscillator instabilities are increased by the 
multiplication ratio; a factor of 100 is typical. 
Linewidth and modulation index increase directly 
with the multiplication ratio, and FM sideband 
power increases as the square of the ratio. A 
typical 10-gcps requirement of 100-cps linewidth 
and noise sidebands down 80 db in the Doppler 
region would require that a 100-Mc crystal 
oscillator have 1-cps linewidth and FM sidebands 
down 120 db. These stringent requirements also 
are placed on spurious outputs due to varactor 
multiplier instabilities. Modulation due to AM is 
ordinarily suppressed in multiplication, so the FM 
requirement predominates except in special sys- 
tems such as a homodyne altimeter. 
Short-term instabilities in the oscillator are 
related to the signal-to-noise ratio at  the input of 
the oscillator amplifier. For modulation rates 
higher than thc oscillator fecdback loop band- 
width, an approximate calculatio~l of signal-to- 
noise ratio can be made. If the signal level at  the 
oscillator input is - 10 dbm and the thermal noise 
level including a 4-db noise figure is - 140 dbm/kc, 
the best expected signal-to-noise ratio is 130 db 
referred to 1 kc/sec bandwidth far from the 
center frequency. In practice, this limit is not 
achieved; and noise level increases rapidly as the 
carrier is approached. The role of drive level in 
determining signal-to-noise ratio is fairly clear; 
the highest drive level consistent with long-term 
stability requirements appears to give the best 
signal-to-noise ratio. The effect of noise en- 
hancement by multiplication prompts the choice 
of a high oscillator frequency for a Doppler 
radar-this generally has been upheld in practice. 
Reduction of noise sidebands by narrow-band 
filtering is possible in a single-frequency appli- 
cation. 
Since linewidth and low-lying sidebands are 
important to system operation, the effect of 
environment on these parameters is important. 
An airborne or missile-borne system must provide 
the required stability while experiencing high 
vibration and acoustic levels. Not merely the 
average frequency, but the detail spectrum and 
small frequency deviations a t  rates up to hundreds 
of kilocycles are important during environmental 
stress. A typical environment includes random 
vibration of 5 g's rms froin 20 to 2000 cps and an 
overall sound pressure level of 130 db above 
0.0002 dyne/cm2 with energy up to 100 kc/sec. 
QUARTZ CRYSTAL REQUIREMENTS 
In a typical solid-state microwave source, the 
crystal is the element most sensitive to vibration. 
It has been found empirically that a standard 
wire-mount crystal will not provide the rcquired 
linewidth and spectrum under a typical airborne 
vibration environment. The reason for this is the 
sensitivity of the resonator to vibration at t,he 
internal mount resonant frequencies. 
Because of other system requireme~lts, attempts 
to reduce vibration sensitivity must not degrade 
aging or temperature characteristics. This rules 
out presently available "ruggedized" or stiffly 
mounted crystals in the standard configuration. 
Aging or temperature performance of these devices 
is sacrificed to move the mount resonance above 
the critical vibration region of 20 to 2000 cps. 
Attention has bee11 turned to vibration iso- 
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Crystal specification No. 1004 
1. Series resonant frequency- - - - - - - - - - - - - - - - - - - -  
2. Electrical capacity _.-_____------------------ 
3. Motional capacitance- - - - - -  - - - -  - - -  - - - -  - - - -  - -  
4. Mode number. ._-____---------_------------  
5. Crystal cut ._-__-____-------. .--------------  
6. Series resistance . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
7. Frequency and series resistance of spurious re- 
sponses. 
8. Thermal time constant . . . . . . . . . . . . . . . . . . . . . .  
9. Vibration sensitivity . . . . . . . . . . . . . . . . . . . . . . . .  
10. Thermal sensitivity . . . . . . . . . . . . . . . . . . . . . . . . .  
11. Aging_-__.__. . - . - - ----- . - - ----------------  
13. Case_ .___ .____-____- - - - - - - - . - - - - - - - . - - - . - -  
14. Case seal -__...-_---------_--__-------.-.-- 
15. Setting tolerances _...____-- - - - -  .-- -------- 
50 = 90 to 100 Mc/sec 
Co=3.5 pf f lO% 
Cm=5X10-4 pf f10% 
= 5 
=AT 
R, 5 8 0  ohm 
-40 db R.'/R, within +10 kc/sec, -20 db R,'/R, within f 50 
kc/sec 
7 0  5 2  min 
Af/fo 51.5 X 10-8 peak deviation under stated vibration and shock 
environment 
A j / j o  S f1  X10-6 for temperature range 7 9 " f  18°F 
Af/fo S f  1 X10+ per year after initial aging and with storage -65" 
to +165OF 
Either 2- or 3-point ribbon mount with resonances of mount above 
3 kc/sec 
TO-5 transistor case 
Cold weld in vacuum, after complete cleaning and bake out. Seal 
will be leak tested. 
f 5 X a t  7g°F 
lation of standard crystal units. The improvement 
afforded by isolation is accompanied by an in- 
crease in the thermal time constant of the iso- 
lator-crystal system. This results in degraded 
altert times in systems requiring temperature 
stabilization before operating. 
The use of a ribbon mount as developed by Bell 
Telephone Laboratories (BTL) appears to satisfy 
the requirement of a high-mount resonant fre- 
quency with no induced stress in the crystal 
blank. In theory, three short ideal ribbons will 
remove the 6 degrees of freedom of the blank 
without any redundancies. In practice, two-ribbon 
mounts also show promise. The BTL crystal 
employs three short ribbons which position the 
blank parallel to the base of a standard TO-5 can. 
The lowest resonant frequency of this assembly is 
well above 2000 cps. 
Experience with this type of crystal at  Hughes 
Aircraft Company shows a reduction of two orders 
of magnitude in vibration sensitivity compared 
with the standard wire mount. At the same time, 
aging characteristics are not degraded; and hard- 
mounting provides a satisfactory thermal time 
constant. Crystal specifications for a current 
system are shown in Table 1-1. 
MEASUREMENTS AND TECHNIQUES 
Short-term stability requirements for a Doppler 
radar have been defined in terms of linewidth and 
spectrum. These parameters are measured under 
both quiescent and vibration environments. 
Typical measurement techniques and results are 
listed below : 
1. The two-oscillator comparison method em- 
ploys two similar microwave sources and a mixer 
to translate the combined microwave spectrum 
of both to a convenient frequency for measure- 
X-BAND LINEWIDTH ( 2 A f )  
RANDOM 
(5g'r r m s )  
HC-18 
HC-LB WITH 
ISOLATOR 50 CPS 300 C P S  
50 C p S  70 C p S  
MICROWM'E 
M MC/S 
FIGURE 1-6.-Two-oscillator linewidth measurement. 
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HC-18 CRYSTAL 
 QUIESCENT SPECTRUM 
- 
--- VIBRATION WITH 
ISOLATOR 
-x-x VIBRATION WITHOUT 
ISOLATOR 
SINUSOIDAL VIBRATION 
- 
- 
- 
0 // 
I I 
kc /sec FROM CENTER FREQUENCY 
FIGURE l-7.-Two-oscillator spectrum measurement. 
ment. Vibration measurements are made by ex- 
posing one oscillator to vibration while isolating 
the other. Liewidth measurements have been 
made with a commercially available low frequency 
discriminator (Laboratory for Electronics Stalo 
Tester). A Collins 5154 receiver or Hewlett- 
Packard HP-310A wave analyzer is used as a low- 
frequency narrow-band spectrum analyzer. Block 
diagrams and typical test results are shown in 
Figures 1-6 and 1-7. 
2. A microwave frequency discriminator em- 
ploying a transmission cavity is used for micro- 
-60 -40 -20 0 20 40 60 
kc /sec FROM CENTER FREQUENCY 
SPECTRUM OF 
- CRYSTAL-CONTROCLED 
MICROWAVE SOURCE , mlFF 
- 
ESTIWEO DETECTOR 
- ' s t  
1 \ I I WAVE 
I I W Y Z E R  
- I \  
I \ 
""7 
l l 1 1 I I I I I  
wave spectrum measurements. This equipment 
gives the same spectrum information as the 
commercially available Allscott and Varian test 
sets without resorting to a critical carrier-nulling 
scheme. A particular advantage is that no 
reference oscillator is required in this system. The 
phase versus frequency characteristic of the micro- 
wave cavity is used to convert frequency varia- 
tions to phase variaions. The phase detector 
compares cavity input and output phases to give 
a voltage proportional to frequency deviation. 
Typical data and a block diagram are shown in 
Figure 1-8. 
0FO OUTWT 
m OPERATE YZER 
WKE-TABLE 
VIBRATION FREOUENCY (CPI) 
FIGURE 1-8.Spectrum measurement with microwave FIGURE 1-9.-Phase-locked discriminator measurement of 
bridge. crystal vibration sensitivity. 
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3. Measurements have been made a t  the CONCLUSION 
oscillator frequency with a phase-locked dis- 
criminator. The test equipment consists of two 
similar oscillators phase-locked in a narrow-loop 
bandwidth. The phase detector output is a meas- 
ure of phase deviations at  rates higher than the 
loop bandwidth. This system has been used to 
obtain vibration information directly a t  the 
oscillator frequency without requiring the rest of 
the system. A block diagram and typical data 
appear in Figure 1-9. 
Some techniques presently used to achieve 
short-term stability under environment have 
been derived from considerations reviewed in this 
paper. These are summarized here: 
1. Use is made of the highest oscillator fre- 
quency and drive level consistent with other 
system requirements. 
2. Foamed construction is used in all R F  
circuitry. 
3. Crystal vibration isolators are necessary with 
present crystals; replacement with ribbon-mount 
TO-5 crystals is desirable. 
Short-term frequency stability is a major 
problem in a Doppler radar. Because of their 
effect on range and resolution, linewidth and 
spectral purity are the parameters used to 
characterize short-term stability for a Doppler 
radar. 
Measurements of linewidth and spectrum 
under quiescent and environmental -conditions 
point to the need for increased understanding of 
oscillator short-term instabilities and for im- 
proved components such as the BTL TO-5 
crystals. 
Short-term frequency stability is one of the 
factors limiting the capabilities of present-day 
radars. This problem will become even more 
severe in the future as greater radar range and 
resolution are required. 
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2. BASIC RELATION BETWEEN THE FRE- 
QUENCY STABILITY SPECIFICATION 
AND THE APPLICATION 
J. D. HADAD 
Raytheon Company 
Bedford, Massachusetts 
This paper classifies the requirements for shortrterm stability according to the application by 
examining applications ranging from velocity and acceleration measuring devices to coherent 
radars exposed to clutter. 
FM noise is generated at substantially different levels in typical sources, and the effect of each 
is different as it affects performance and influences equipment design. FM noise is considered with 
respect to either the requirement or the accuracy of a measurement. 
A stable reference signal is essential to the 
satisfactory operation of any coherent radar 
system. An unknown shift in phase of the signal 
from the reference oscillator during the interval 
between transmission of the radar signal and the 
reception of the return signal will produce an 
erroneous output and can lead to a degradation 
of the radar system performance. Any time- 
varying phase shifts in other parts of the system 
whose value during the same interval can be 
detected will produce a similar effect. 
In designing a coherent system for a particular 
application, it is necessary to specify the stability 
that is required for satisfactory operation. This 
is often done for short-term stability by specifying 
the allowable modulation on the signal entering 
the predetection filters of the receiver. For fre- 
quency modulation (FM), this is specified in 
terms of allowable deviation ratio. Long-time 
stability is often specified by maximum per- 
missible frequency drift rate, assuming this rate 
to be constant over the pertinent time interval. 
In this paper the short-time stability is of basic 
interest, while long-time stability is not signifi- 
cant as long as the drift can be controlled for 
proper operation of the radar. An attempt is 
made herein to present a review of the frequency 
stability requirements for coherent radars. The 
areas stressed are those which experience has 
shown to be the most important from a system 
design point of view. 
The stability of a coherent system can be classi- 
fied into four broad groups of application, which 
are : 
1. Velocity measurement. 
2. Acceleration measurement. 
3 .  Fixed target and clutter suppression. 
4. Airborne navigation. 
VELOCITY MEASUREMENT 
Applications such as radar guidance of ballistic 
missiles or precision trajectory measuring systems 
require three or more radars to measure with 
precision the velocity of a body, whereas applica- 
tions such as airborne target tracking require the 
use of only a single radar. However, accuracies 
and frequency stabilities are usually imposed for 
each radar, thus making it possible to present a 
generalized coherent radar equipment specifi- 
cation. 
Consider a hypothetical ICBM radar guidance 
system: The radar system for guidance uses a 
beacon in the rocket, a ground computer, and a 
radar command link to the vehicle. An achievable 
accuracy of 600 feet is desired for a 5500-nautical 
mile flight. Reference 1 shows that the velocity 
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FIGURE 2-1.-Typical pulse Iloppler radar. 
must I)(, knowrl to within 0.1 ft/sec. Thus, a 
rcasonat)le velocity specification for the radar 
equipmcnt is 0.05 ft/sec. Assume that the rocket 
is traveling 30,000 ft/sec and accelerating 600 
ft/sc c2, and that the measurcme~lt is performed 
a t  GOO nautical miles. The specification for the 
short-term stability for the transmitter and 
critical components in a pulse Doppler and a 
CW Doppler X-band radar is desired. 
Similarities betwcen a pulse Doppler (PD) 
radar atid a CW Dopplcr radar are shown in 
Figures 2-1 and 2-2. The P D  radar has a handpass 
filter to extract the maximum amplitude spectrum 
linc of a pulsed waveform. The requirement for 
the velocity gatc is to measure velocity to an 
accuracy of 0.05 ft/ser, which is an equivalent 
Dopplcr frequency error of 1 cps a t  X-band. The 
bandwidth of the velocity gate is kept to a mini- 
mum c~onsistelit with the Doppler tracking 
cbhangcs. These changes are due to a rocket ac- 
cacleration of 600 ft/sec2, or 12 kc/sec2. Thus, with 
a velocity gatc tracking loop gairi of 1000, the 
determined by Equation 2:  
Thus, for a O.T,-second observation time and a 
68-per(*cnt probability that the observed frc- 
qucncy perturbation is less than 1 cps, a signal- 
to-noise ratio of 2.8-01. 9 db-is required, thus 
resulting in an instarltalleous frcque11c.y perturba- 
tion due to noise of 4.0 cps in a 24-(*ps band. The 
trallsmittcr frequency stability should be 10 timcs 
hctter that1 this to prevent further velocity errors; 
thcreforc a frequency deviation of 0.40 cps in a 
24-cps band will be required. Expressed in a 
standard 1-kr bandwidth, the maximum fre- 
quency deviation on the transmitter is 3 cps/kc. 
The effects of direct leakage from the transmit- 
ter to the receiver can degrade system sensitivity, 
which in turn will increase thc velocity error. The 
PI1 radar can range-gate out this leakage; how- 
cvcr, a CW radar carlnot and must thcreforc 
tolerate this Icakagc. Appendix A shows that the 
allowable frequcl1c.y deviation of thc tratismittcr 
can he cxprcsscd by Equation A13: 
FIGIIIIE 2-2.-Typicnl CW 1)oppler r:~d:rr. thc acAcsaracby of mc~asurrmcllt 
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ACCELERATION MEASUREMENT Equation 8: 
Acceleration or deceleration can be determined 
by measuring the phase between the return signal 
and the master oscillator of the radar. The equa- 
tions for making phase measurements a t  three 
equally spaced. time intervals T, are shown in 
Equation 3 : 
2*n1++1-40= (4?r/X)voT,+ (2.lr/X)nTV2, 
2nn2+42 - 40 = (4r/X) voT,+ (2?r/X) nTV2, 
2nn2+43 -40 = (4?r/X) voT,+ (2x/X) aTV2. (3) 
Solving for acceleration and assuming the phase 
ambiguities are resolved, the error in measuring 
acceleration as a result of the phase measurement 
error is determined by Equation 4 : 
In the radar, the phase error can be traced to 
three main causes: signal-to-noise limitations 
(A+,),,,, radar phase modulation (A+,) , and 
data handling errors (A@d)rme. The equation re- 
lating the three errors is shown in Equation 5: 
The data handling error (A&) ,,,, is primarily 
a phase shift measurement error. For a digital 
phase shifter consisting of six phase shifting ele- 
ments arranged in steps of (2)") a quantizatio~; 
level of 64 in a total phase shift range of 360 
degrees is 5.62 degrees per step. The data handling 
rms error is determined by Equation 6: 
(A$,) ., = ~ / ( 1 2 ' / ~ )  = 5.62/(12lI2) = 1.62 degrees. 
The signal-to-noise crror (A+,) ,, is deter- 
mined from Equation 7 by integration of Equa- 
tion 2. For this application the sampling time 
interval T, is related to the noise bandwidth 
by 1/2R. 
A signal-to-noise ratio of 10 will introduce a 
phase error of 2.1 degrees rms. 
The radar phase modulation (A@,),,, is de- 
termined by referring to Equations A7 and A17. 
The phase modulation error due to the frequency 
modulation of the transmitter is determined by 
(A$,> rms =2[(Af) r m s / F m I =  2 (PDsIPc) 'I2. (8) 
Thus, a measure of the double sideband power 
to  the carrier power will give a direct indication 
of phase error. A ldegree rms phase error will 
require a P D ~ / P ,  of -41.5 db. The frequency 
stability requirement of the transmitter at  the 
lower end of the band, or 1 kc, is 8.25 cps in a 
1/2 T, bandwidth. 
Consider a hypothetical C-band coherent pulsed 
radar with the requirements of measuring decelera- 
tion from three pulses a t  a pulse repetition rate of 
100 pps. Applying Equations 4 and 5, and assum- 
ing the previously stated phase errors, the result- 
ing acceleration error is 22.4 ft/sec2. 
FIXED TARGET AND CLUTTER REJECTION 
The first two sections of this paper considered 
applications with respect to receiver noise. This 
section will consider the requirements imposed on 
the frequency stability of the transmitter due to 
the presence of clutter and fixed target returns. 
The design objective is to maintain this clutter 
or fixed target-induced spectral noise in a desired 
band below receiver noise. Broadly, three condi- 
tions must be taken into account: 
1. The clutter fluctuatiorls have negligible 
energy a t  the target Doppler frequencies. 
2. The clutter rejection filter and the target 
Doppler filter must reject the clutter frequencies. 
3. Any fluctuations in the signal energy re- 
flected from the clutter or from a fixed target, 
as a result of fluctuations in the transmitted 
signal, will appear as noise and must be kept a t  
a mi~iimum in the desired band. 
Thc. noise problem in a coherent Doppler system 
is best illustrated in terms of a hypothetical 
system. Consider the detection of a moving vessel 
a t  sea in the presence of 77db  clutter retur~l above 
minimum detectable signal, which is 13 db above 
receiver noise. For clutter to have a negligible 
effect in the Doppler band, a 100db reductiorl 
is needed. This actually results in clutter being 
10 db below receiver noise. 
Co~lsidering the first condition, the clutter fre- 
qucricy spectrum, Iicfererlce 3 shows that a 
Doppler return from sea clutter a t  X-band might 
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reasonably be assumed to be Gaussian, with a 
half-power point at  60 cycles. If the distribution 
is normal, the power density will be down 100 d b  
(10-lo) at 5.8 times the half-power point, or a t  
about 350 cycles. This would tend to indicate 
that the "tails" of the clutter spectrum a t  target 
Doppler frequencies would be entirely negligible. 
With regard to the second condition, perform- 
ance of clutter rejection filters, clutter rejection 
of 100 db using clutter notched filters and Doppler 
frequency filters is considered entirely feasible. 
With regard to the third condition, the fre- 
quency modulation of the transmitted signal, a 
signal reflected from a fixed target appears as 
noise in the target Doppler band. This fluctuation 
will produce noise sidebands around the central 
line. Consider a 1- to 67-kc Doppler band for a 
CW radar, or the same band for a pulse radar 
limited to a pulse recurrence frequency of 67 kc. 
If the noise is uniformly distributed, then the 
noise in any 1-kc band will be 1/67 the total 
noise, or 18.3 d b  down. Thus, for a suppression 
of 100 db with respect to the power in the trans- 
mitted signal, the noise will be required to be 81.7 
db below the carrier (clutter noise being negli- 
gible). Thus, from Equation 8, the deviation a t  
the lower end of the band (1 kc) is 0.1 cps/kc. 
Note that this is a t  present a stringent require- 
ment on the transmitter. This limitation applies 
to the master oscillator and to the power amplifier 
for either a CW or pulsed Doppler radar. 
The limiting condition imposed on the fre- 
quency stability of the transmitter by a fixed 
target is an  infinite plane perpendicular to the 
radar. Assume all the energy falling on the plane 
is reradiated isotropically. Radar Equation 9 is 
for this type of situation: 
where Go is the gain of the smaller antenna. Com- 
bining Equations A13 and 9, and substituting 
the relation 7 =2R/c, the frequency stability re- 
quiremcrit for the transmitter is given by Equa- 
tion 10: 
Substituting the parameters from the veloc'ity 
measurc~ncnt radars and assumirig an antenna 
gain CO of 32 db, the allowable frequel1c.y devia- 
tion is 0.005 chps in a 24-cps band, or 0.03 c:ps/kc. 
Notc that this stringent rcquircmc~nt on the 
transmitter can be accomplished by an actively 
degenerated klystron. 
AIRBORNE NAVIGATION 
In the previous sections the coherent radar was 
required to operate in the presence of ground or 
sea clutter without system degradation. An 
equally important group of radar systems de- 
pends on ground and sea returns for int,elligence. 
An application of this type of radar is a Doppler 
airborne navigation which is designed to measure 
an airborne vehicle's velocity with respect to the 
earth. An application would be the use of a 
Doppler radar for terminal phase guidance and 
attitude control of a lunar-landing vehicle. 
Consider a coherent radar to control the touch- 
down velocity for a lunar landing. Assume an 
X-band Doppler navigator with three 7.5-degree 
antenna beams inclined a t  45 degrees. A tracking 
time constant of 0.5 sec is desired for a velocity 
spectrum of 3000 to 25 ft/sec. From Equation B14 
(Appendix B) the velocity error is 1.0 ft/sec for 
a touchdown velocity of 25 ft/sec: 
avR = (1.08/cosy) (XPVR siny/T) 'I2. (B14) 
The effective bandwidth of 70 cps is obtained 
from Equation 11 : 
'Jw , = ( ( r / 2  T,) [(24r2p/X) V R  silly] J lI2. (11) 
Thus, to have a negligible effect on the system 
performance, the transmitter frequency stability 
should be less than one-tenth of the Doppler 
error as determined from Equation 12, or 1.4 cps. 
A f <O.l[2uv, cosy/X]. (12) 
Based on the lower end of the Doppler spectrum 
of 350 cps, the requirement on the frequency 
stability of the transmitter is expressed as 11.7 cps 
in a 1-cps bandwidth centered a t  350 cps. This 
requirement cannot be expressed by the standard 
1-kc bandwidth expression. 
In an airborne operatior1 of a coherent system, 
the following additional limitations must be taken 
into account: (1) ripple resulting from size and 
weight limitations on the high power supply, (2) 
microphonics resulting from the moving platform, 
and (3) radomc reflectiorls resulting from the 
relative motion of thc antenna and the reflecting 
surface of the radome. Appendix A treats these 
conditions by a composite frequericy deviatio~l 
determined from Equation A18. 
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TABLE 2-1 
Summary of Measurement 
Systems 
CONCLUSION 
Requirements Maximum allowable deviations 
Radar guidance of ballistic missiles - - - - - - - - - - - - - - -  
Precision trajectory measurements- - - - - -  - -  - - -  - - -  - 
Acceleration or deceleration of bodies -_----------. 
Phase measurements- _ _ . . . . . . . . . . . . . . . . . . . . . . . .  
Targets in sea clutter _ _ _ _  _ _ _ _  _ _  _ - - - - - - - - - -  - - -  - - -  
Fixed targets _ _ - _ _ _ _ - _ _ _ _ - - - - - - - - - - - - - - - - - - - - -  
Direct leakage or feedthrough ___---_-_-.-------- 
Lunar-landing vehicle . . . . . . . . . . . . . . . . . . . . . . . . .  
Table 2-1 summarizes the applications and the 
related frequency stability of the transmitter. 
The applications presented cover the majority of 
the cases for coherent systems. The method, 
analyses, and equations presented were varied 
intentionally so that a systems engineer can 
handle other related system applications for co- 
herent systems. 
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GLOSSARY OF TERMS 
acceleration of a target 
acceleration error 
effective receiver bandwidth 
velocity of electromagnetic radiation 
peak voltage from a target 
peak reference voltage 
peak transmitted voltage 
instantaneous voltage from a target 
output from phase detector 
instantaneous reference voltage 
instantaneous transmitted voltage 
Doppler frequency 
modulation frequency 
Doppler spectrum width 
unmodulated transmitted frequency 
peak frequency deviation 
antenna gain of the smaller antenna 
power spectral density a t  w =O 
effective receiver modulatiori index 
transmitter modulation index 
number of full wavelengths between 
target and measuring radar a t  
time the three phase measurements 
are made 
receiver noise figure 
amplitude of narrow-band noise 
carrier power 
double sideband power 
transmitter power a t  receiver input 
terminal due to ground return 
FM noise power a t  receiver input 
transmitter average power 
range of target 
absolute temperature (290°K) 
frequency tracker equivalent time 
constant 
time between the two phase measure- 
ments 
velocity components in pitch, yaw, 
and roll 
velocity of moving target 
independent Gaussian random func- 
tions 
antenna beamwidth 
antenna beam inclined angle 
phase measurement error 
phase angle between two sigrlals 
wavelength 
time delay of target signal 
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r r  time delay of reference signal 41, 42, 43 three phase measurements taken less 
u v ~  fluctuations in componerlts along the than 2 
vehicle's roll axis A4 peak phase modulation error 
uo l rms output of frequency tracker mn (t) output of frequency discrimi~lator 
APPENDIX A-COHERENT RADAR STABILITY REQUIREMENTS 
larger than the target return voltage. For con- 
venience, we shall assume the phase detector to 
be of the balance type, 
e ,  = E, cost?. (A41 
The phase angle 0 between the two waves is 
- {2rfo[t-r,(t)]+ (A  f / F m )  ~i112rFm[t-~o(t) 11. 
Consider a continuous wave (CW) radar that 
is frequency-modulated with a sine wave function. (A51 
The voltage from the transmitter is given by The output voltages from a linear detector is 
ec = El sin[2r fot+ (A f/Fm) sin2rFmt]. (A1 ) 
At the receiver two signals are processed. One 
is the reference voltage 
sinr Fm[rr - rg ( t ) I 
e, = E, sin[2r fo(t - 7,) +2rAf[rr-ro(t) 1- 
~ F m [ r r - r a  ( t )  I 
- (A f/Fm) sin2rFm(t- 7,) 1, .(A2) 
7 
and the other a returned signal from an object x r n s 2 r ~ ~ f [ t - r . + r ~ ( t )  ]1. (A6) 
e,= E, sin[2rf0(t-~,(t)) +(Af/Fm) (t-ro(t))]. 
Equation A6 can be simplified by assuming the (A3) frequency deviation of the oscillators to be small. 
To insure linear application of a phase detector Thus, 2rA f[r,-r,(t)]<<l and, by proper trigo- 
in a radar, the reference voltage is made much nometric manipulations, 
e ,  = E, cos2r fo[r. - r0 (t) ] [ 
DC TERM 
sin, Frn[rr-rO (t) 1 
-2rAf[rr-rg(t)] sin2rf0[~r-r,(t)]cos2rFm(t-f[rl+ro(~)]~ . (A71 
~ F m [ ~ r - ~ o ( t ) ]  I 
Amplitude Long-Range Phase Modulation Rate 
Term Term Term Term 
Considering only the ac term, the dc can be is such that sin2rfor = 1. At these points, 
removed with a condenser. The equivalent power 
reference to the input terminal of the receiver is PnIm = & (2rA f ~ ) ~  (sinrFmr/r Fmr) 2. (A10) 
sirlrF,,,r In  order to maintain this noise power below 
P n ~ t n  =Pu(2rA $7) ( -r m r  ) s i 1 2 r f r 2  (''1 the receiver noise power; 
T =T,-ra(t). (A9) P,,, (max) = Pa(2 r4 f r )  
The maximum noise power will occur when T x (sinxFmr/r F,r) 1 N F K  (Al l )  
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Thus, the allowable oscillator frequency deviation average equal. This being the worst case, 
becomes 
( A  f )  rm, 5 (lo-ll/,r) (NFB/Pc) 'I2 
For short time delays compared with a modula- 
tion cycle, r<<l/F,, Equation A2 reduces to an 
expression for short ranges to 
( A  f),,,< (10-ll/?rr) (NFBIPC) 'I2. (A13) 
An examination of Equation A13 reveals that 
a coherent radar only becomes sensitive to angular 
modulation of the carrier by the mechanisms of 
timedelay correlation. This fact is useful in re- 
ducing the effects of carrier feedthrough and local 
oscillator stability on system sensitivity. 
It is convenient to consider the stability re- 
quirements also in terms of sideband-to-carrier 
power levels. For a small modulation index m, 
the ratio of the double sideband power to the 
carrier power is 
PDS/P~ = 2(~n, /2)~ .  (A141 
The process of coherent detection of a time- 
delayed signal alters the angular modulation index 
as shown by Equation A6. 
m, = 2m, sin?rF,,,r, (A151 
where 
mt = A f/ F,. (A161 
For long time delays, the two indices are on the 
The frequency spectrum of an oscillator is not 
limited to  only one modulating frequency but 
can have a number of unwanted coherent F M  
modulations (HVPS ripple, microphonic, etc.) . 
The composite deviation in a given bandwidth is 
the rms of the individual deviation-rate products. 
The unwanted noncoherent FM modulation 
(noise) is usually expressed by an rms noise 
power in any bandwidth of interest, csually 
1 kc/sec, in a noise spectrum removed from the 
carrier by 1 kc/sec or more. For example, suppose 
the FM noise power in a 1 kc/sec bandwidth 
centered a t  10 kc/sec from the carrier is 80 d b  
below the carrier power: 
Thus, the 1.0-cps rms F M  poise is the same as 
the power in the first-order sidebands which would 
be generated by intentionally modulating the 
carrier a t  a frequency Fm of 10 kc/sec to a rms 
deviation of 1.0 cps. 
APPENDIX B-DOPPLER NAVIGATION 
P \ / 
VEHICLE 
BEAM I BEAM 3 
BEAM I BEAM 3 
BEAM 2 
BEAM 2 VR 
FIGURE 2-B1.-A basic Doppler configuration. 
A basic Doppler configuration is shown in Figure 2-B1. The analysis, based on a 3-beam " T" 
configuration, is valid for essentially all types of Doppler navigators. To simplify the analysis, 
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assume the pitch and yaw velocities are zero: 
V p  = V y  =O; (B1) 
also, 
Y I = Y Z = Y ~ = Y .  (B2) 
The Doppler frequerlcies of the signals received 
are given by: 
Becausc of the finite width of each beam, the 
Doppler frequerlcies will be spread over a spec- 
trum whose width is a function of the width of 
the beam p. This Doppler spectrum width received 
by each receiver is: 
A P d ,  = (2@/X) VR siny. (B4) 
To determine velocity from a Doppler radar, it is 
necessary to determine the center frequency of 
the radar return signal by means of a frequency 
tracker. For the purposes of simplifying the 
analysis, it is assumed that the radar return signal 
call be represented by narrow-banded noise whose 
amplitude N (t) is given by 
N (t) = X (t) cosw,t + Y ( i )  sinw,t, (B5) 
where w, represents the carrier frequency. The 
quantities X(t) and Y (t) are independent Gauss- 
ian random functions. A more useful form of 
Equatiori B5 is: 
where R= (X2+ Y2)lI2. I t  will be assumed that 
BG is amplitude-limited and then passed through 
an F M  discriminator. The output of the dis- 
(:riminator is given by 
w, ( t )  = (dldt) [tall-' ( Y/X) I 
= (YX-xI ' ) / (X2+Y2) ,  037) 
where w,(t) represents the instantaneous Doppler 
frequency shift relative to the carrier w,. The 
power spectral density for a narrow-band rec- 
tangular-shaped spectrum of width B, correspond- 
ing to an w of zero, is obtained from Reference 5 
to be: 
Assume that the frequency tracker can be 
represented dynamically by a first-order filter 
having the transfer function ( 1 + j w  T,) -I. Under 
realistic conditio~ls, the bandwidth of the fre- 
quency tracker will be much narrower than the 
bandwidth of the irlstantaneous Doppler fre- 
quency shift o,,. Accordingly, it is reasonable 
to determine the rms output of the frequency 
tracker from the zero-frequency value of G,.(w) 
by the followirlg relation : 
To obtain thc compo~lent of velocity alolig the 
vehicle's roll axis VR, it is necessary to add the 
signals from beams (1) and (3) .  Thus, from 
Equation B3 
The fluctuatiorl in the components of velocity 
along the vehicle's roll axis is therefore 
U V R  = (X/4 cosy) ( 1/2T) 
Relatiorl (=,,(O) to the physical parameters of the 
radar car1 be obtained by combinirlg Equations 
B8 and B4 as follows: 
where @ represents the width of the individual 
radar beam. The factor ( 2 ~ )  is used to convert 
G,,(O) from cycles/sec to radians/sec. The 4 s  is to 
approximate a convcrsiorl from an assumed rec- 
tangular-shaped input spectrum to a more realistic 
Gaussian shape spectrum. Thus, 
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Stability requirements for pulse Doppler MTI radars which operate in a severe clutter en- 
vironment are derived on the basis of required performance. Performance factors considered are 
spurious generation, signal loss, ranging, and lobing noise. Requirements are shown to be different 
for common modulation, where the range time delay modifies phase relations, and for independent 
modulation, where no delay is involved. A stability requirement given in parts per million is seen 
to be inadequate; rather, a more complex "deviation spectrum" is required. A typical state-of- 
the-art radar is postulated, and its requirements are calculated. 
This paper discusses the master oscillator re- 
quirements for coherent radar sets. Coherent 
radars are most widely used where the Doppler 
information is to be extracted from a return radar 
signal. One application of Doppler radar (com- 
monly called moving target indicator, or MTI) 
is to separate the moving target from the ground, 
sea, and cloud clutter which may appear at  the 
same range as the target but produces a different 
Doppler shift on the return radar signal. A second 
application (called synthetic aperture radar) is the 
clocks, where the long-term "average" is im- 
portant. 
In this paper the master oscillator stability 
requirements will be discussed for MTI Doppler 
radars. Examination of these requirements will 
show that a single number (such as a specification 
of parts per million) is not adequate to specify 
clearly the requirements for Doppler radars. 
TYPES OF DOPPLER RADAR 
use the history of gmund targets as The Doppler phenomenon, the change in fie- 
seen from a platform to sharpen Wn- quency of a traveling wave introduced when there 
thetically the radar display in azimuth. In ad- is a relative velocity difference between the 
dition, the ."chirpw technique can be used to arid the point of observation (see 
obtain large average transmitter power with a Reference 1) is used in many types of radar. This 
peak-power-limited device and at  the same time discusses the use of ~~~~l~~ effect to 
maintain an effective short pulse for range separate targets from large unwanted signals, such 
tion. Chirp techniques can be used in combina- clutter, using the difference in fie- 
tion with Doppler techniques. quency associated with the velocity between the 
radars require extremely high short- and wanted signals for separation by 
term stability; in some applications, the incidental means of frequency filtering. 
modulation sidebands on the carrier must be 
~h~~~ are many mechanizations which can be 
limited to values of the order of 100 decibels used in ~~~~l~~ radar. this paper, they are 
below the carrier level. On the other hand, the divided into two types: 
long-term frequency stability may be quite poor 
when compared with other applications, such as 1. Radars which detect the Doppler shift un- 
broadcast stations which must maintain their ambiguously. 
assigned frequency within 20 cps, and reference 2. Low prf (pulse recurrence frequency) radars 
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which receive ambiguous Doppler in- 
formation. 
Examples of the first type are CW (continuous 
wave) and high prf P D  (pulse Doppler) radars. 
The stability requirements of the two are identi- 
cal, ignoring the leak through problem. The low 
prf radar category can be further divided into 
three types: 
1 .  MTI (moving target indicator) and AMTI 
(airborne MTI) . 
2. Cohererlt Doppler radars. 
3. No~icohererit Doppler radars. 
'Po detcct Doppler shift, thc phase and/or fre- 
quericy of the transmitted signal must be retained 
for reference during the receive time. In MTI and 
coherent types of radar this may be dolie by 
locked local oscillator techniques. MTI radars use 
a delay lirie equal to the irlterpulse (prf) period. 
Alternate pulses are subtracted; and the residual 
pulse, introduced by thc phasc charige of moving 
targets, is the signal detected by the radar. 
Statio~iary targets introdure no change i ~ i  phase 
arid hence give no output. Cohererit radars use 
filtcr(s) to separate out the Dopplcr shift intro- 
duced by moving targets. Noricohcrcrlt radars, 
instead of rernembcri~ig the tratismitted phase, use 
the stationary clutter a t  the same range as the 
target for the reference signal. Moving targets 
iritroducc a phase shift different from this fixed 
refercncc; and it is this rharlge in phase, cquiva- 
lent to a change in frequency, which is detected. 
Essentially, all low prf radars have the same fre- 
quency stability requirements; and these require- 
ments are satisfactorily covered in thc literature 
(see Itcferences 1 and 2) .  
In this paper airborne P D  radar stability re- 
quiremcnts will be discussed. Further, the ex- 
amples given arc for typical operatio~ial radars 
and arc included to show the order of magnitude 
of thc frequency stability requirements. I t  will 
be obvious from the developmelit that no single 
numbcr, such as the fractiolial frequency sta- 
bility (parts per millio~i), can be uscd; rather, 
the allowable deviation or first-ordrr sideband 
levels niust be spcrified as a fun(-tion of mod~~la t -  
irig frequenc*y. 
DOPPLER CLUTTER IN AIRBORNE RADAR 
In Doppler radars, clutter consideratiorls de- 
termine some of the frequerlcy stability require- 
ments, as will be show11 later. The types of 
Doppler clutter are briefly described below (see 
References 1, 2, 3, and 4) .  
When a Doppler radar set is flown in an air- 
plane, clutter can come from three sources as 
illustrated iri Figure 3-1. 
M a i n  beam clutter comes from weather effects, 
arid from the ground and sea if the main beam 
dips below the horizon; it is ge~ierally a very strong 
signal because of the high main beam gain of 
the antenna. Side lobe clutter comes from the 
antenna side lobes striking the ground a t  various 
angles, givirig Dopplcr shifts both above and 
below the transmitted frequency; this produces a 
range of Doppler frequcrlcies with a spread equal 
to twice the Doppler velocity of the aircraft. At 
arly particular instant, one of the side lobes will 
be lookirig straight down a t  the carth and will 
returri a signal with zero Doppler shift. This is 
arlalogous to the altitude lirie in ordinary pulse 
radar. 
The general characteristic of the main beam and 
side lobe clutter is that it is a random signal, as 
in most cases the ground can be corlsidered as 
consisti~lg of many random scatters. The refer- 
ences given above discuss the characteristics of 
all types of clutter in more detail. 
/ / I \ ~ A I N  BEAM CLUTTER 
I 
SIDE LOBE 
CLUTTER 
FIGURE 3-1.-Clutter in airborne Doppler radar. 
MASTER OSCILLATOR REQUIREMENTS FOR COHERENT RADAR SETS 21 
STABILITY REQUIREMENTS FOR PULSE position is a valid assumption, and the require- 
DOPPLER RADAR ments on AM and F M  will be derived separately. 
A basic requirement of a Doppler radar system 
is the generation of a stable R F  source for use 
in the transmitter. Also, since a practical receiver 
requires an I F  greater than zero frequency, the 
generation of an additional stable radio frequency 
is required to heterodyne the transmitted fre- 
quency to the desired IF. 
The frequency stability can be described in 
terms of allowable modulation on the signal 
entering the predetection filters of the receiver. 
For frequency modulation (FM) , this is specified 
in terms of allowable deviation ratio. Short-time 
stabilities are of basic concern, since long-term 
stability is not significant as long as the drift 
does not increase the mutual irlterference, reduce 
the power output, or result in an incorrect indica- 
tion of target velocity. 
The permissible spectrum broadenirlg in the 
receiver is determined by: ( I )  allowable spurious 
signals (false targets), (2) loss of sensitivity in 
the presence of interference (clutter), (3) loss of 
small signal sensitivity in the interference free 
region, and (4) interference with range or angle 
tracking due to spurious signals entering the 
tracking loops. 
Consider a carrier w c  modulated by one AM 
signal w b  and one F M  signal w,. The resultant 
spectrum is given by Equation 1 : 
Generation of Spurious Signals 
Spurious signals can appear in the receiver 
because of incidental modulation of the main 
beam and altitude line clutter signals, since these 
are usually the largest signals in the receiver. 
Since these spurious signals may be mistaken for 
targets, they must be maintained below the re- 
ceiver noise level. Both of the clutter signals are 
removed from the receiver by rejection filters. 
Full sensitivity is not obtained for targets close 
to the clutter, but a certain guard band must. be 
assumed. The width of this band is determined 
by the extent of main beam clutter spreading, 
rejection filter characteristics, and the positioning 
accuracy of the rejection filter. The spurious signal 
requirement is then that spurious signals from 
the clutter be R db  down from the clutter ampli- 
tude for sideband frequencies separated inore than 
Af,,,,, from the clutter. Usually, the clutter is 
sufficierltly narrow so that it can be assumed to 
be a single frequency, easing the calculation con- 
siderably. As an example, if the clutter is 80 db  
above noise, a sideband requirement of 86 d b  
on AM and F M  independently will assure that, 
in the worst case of in-phase signals, the spurious 
will be no more than equal to the noise level. 
Additional safety factors may be required, de- 
pending on system usage-assuming a 4-db safety 
factor,-R = -90 db. 
In amplitude modulation, a pair of sidebarids 
are generated, each of amplitude tm,  as show11 in 
Equation 1. The maximum incidental AM modula- 
tion index m,,, is then 
n--1 
X [cos(w,+nw,) t+ ( -  1) sin(w,-nu,) t]. ( I )  
I t  will be shown below that m must be small; 
therefore, the intermodulation terms can be 
neglected. I t  should be noted that there is a 
possibility that,  in some applications, the large 
deviations a t  low frequencies permitted by the 
deviations below, may cause large enough values 
of m and Jn(6)  to give significant intermodulation 
terms. However, in most applications linear super- 
for R = - 90 db, m,,, =6.3 X 
Similarly, for F M  ' t h e  maximum allowable 
deviation as a function of frequency can be found 
from Equation 1 by calculations of the Bessel 
coefficients. For frequencies below Af,i,,, the 
higher order sidebands set the requirement; that  
is, at A f,,,;,/2, the second order sideband must be 
below R, etc. Figure 3-2 shows the permissible 
deviation as a function of modulating frequency 
for R= -90 db. The dashed curve in this figure 
SHORT-TERM FREQUENCY STABILITY 
f, MODULATING FREQUENCY (cps )  
FIGURE 3-2.-Maximum deviation allowed to maintain 
a particular FM sideband 90 db below the carrier. 
indicates the maximum peak deviation for a 
particular modulating frequency such that all 
sidebands removed 500 cps ,or more from the 
carrier will be a t  least 90 db below the carrier. 
Loss of Signal Energy at the Output of the 
Predetection Filter 
Loss of signal energy occurs in the predetection 
filter when the signal is frequency-modulated; 
this results from the fact that the sum of the 
powers in all of the sidebands plus the carrier 
must be equal to the unmodulated carrier power. 
When sidebands of the FM signal fall outside of 5 
the receiver detection filter passband, the signal 
power is reduced. AM will riot result in signal 
loss, since the carrier level is unaffected by AM. 35 10 
For the frequency modulation components, 
three cases must be considered : fm - MODULATING FREQUENCY ( c ~ s )  
than one-half the predetection filter band- 
width. 
2. Large 6 and a modulation frequency that 
approaches zero. 
3. A 6 that produces significant higher order 
modulation components J z  (6), J3 (6), etc. 
For the first case, a typical criterion is t,hat the 
reduction in Jo(6) be 0.1 db. This is equivalent 
to Jo(6) =0.9886 or 6 =0.213. 
The second case may be evaluated by assuming 
that the receiver bandpass filter has a two-pole 
Butterworth response. This network has a trans- 
fer function of the form (where the carrier is 
much greater than p) : 
For a large 6 as w, approaches zero, the power 
frequency spectrum H(w) can be represented as 
(see Reference 5) 
Solving for the total power output, 
Evaluation of this integral gives Aw =p/4 for a 
O.ldb loss in signal strength. For example, if 
filters of 350-cycle bandwidth are used, the peak 
deviation is restricted to 88 cps. 
The third case can be handled by considering 
the power in each of the discrete sidebands 
rather than by using a continuum. The number of 
sidebands N that must be included within a 
rectangular filter to have no more than O.ldb 
I .  Small 6 and a modulation frequency greater FIGURE 3-3.Stability requirements for signal loss. 
MASTER OSCILLATOR REQUIREMENTS FOR COHERENT RADAR SETS 23 
power loss is found from the equation, quirements, signal loss requirements, and spurious 
N signal requirements. 
P,/P;=0.9773 = Jo2 (8) + x 2  ~ ~ ~ ( 8 ) .  (6) Range Accuracy Requirements-The transmitter 
n-I and local oscillator are linearly swept a t  a rate 
The modulating frequency is related to the df/dt. The time delay 7, of the target return is 
filter width by the relation, then measured by the apparent Doppler shift A fr: 
where the assumption is made that the sidebands 
corresponding to the N+l  term are just outside 
the band edge. The upper solid curve in Figure 3-3 
shows the resulting deviation requirement at  low 
frequencies. The curve is asymptotic a t  low fre- 
quencies to one-half the filter bandwidth, 350/2 
cps in this case. This curve must be modified 
when practical filters are considered. For example, 
if the Butterworth filter discussed above is used, 
the maximum deviation permitted a t  low fre- 
quencies is 88 cps. The dotted curve has been 
sketched in approximately parallel to the solid 
curve and has been made to intercept the solid 
curve a t  one-half the filter bandwidth, 175 cps. 
This is a transition to the first case where the 
first-order sideband is specified in terms of carrier 
loss. 
FM Ranging Modulation Requirements 
In a CW or high prf pulse Doppler radar, range 
may be measured by FM techniques. Basically, 
these techniques involve introduction of a modula- 
tion in the frequency domain on the transmitted 
signal, recovery of the modulation from the range 
delayed received signal, and measurement of the 
time delay by suitable demodulation. Two basic 
types of FM used are: 
1. Linear FM-a constant rate of change of 
frequency is put on both transmitted and local 
oscillator signals. An apparent Doppler shift which 
is proportional to range appears. 
or, the range of the target is 
Differentiating and solving for the fractional error 
due to an error in the slope of the linear FM 
waveform, 
or, a given percentage error in slope causes the 
same percentage error in range measurement. If a 
filter bank is used to detect the apparent Doppler 
shift, then the absolute error in frequency need 
be no better than about one-fourth of a filter 
width. If a target at  maximum range is shifted 
by N filters, the maximum error in slope is then 
Signal Loss Requirements-As shown above in 
the section on Loss of Signal Energy, for 0.1-db 
allowable loss the maximum deviation is one- 
fourth of the predetection filter bandwidth. This 
requirement also holds for linear FM except that 
the deviation is measured with reference to the 
average slope. 
Spurious Signal Requirements-Again, the devi- 
ation requirements are as derived in the section 
on Generation of Spurious Signals, except that 
the deviation is measured with reference to the 
average slope. 
2. Sinusoidal FM-a small deviation sinusoidal Sjnusoidal FM Reauirements 
modulation is applied to '0th transmitter and It be showrl that the raIlge r, in nautical local oscillator. The phase shift of the IF signal, 
miles, measured by the sinusoidal FM technique 
compared with the original modulation, is directly is found by the equation, proportional to range. Requirements for both 
techniques are discussed below. r = (c/wrn) sin-l(Aw1/2Aw) 
Linear FM Requirements = (c/w,) sin-'(6'/26) . (12) 
The linear FM requirements can be considered Range Accuracy Requirements-The accuracy 
as three separate requirements: range accuracy re- of the modulating frequency is determined by 
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the required ranging accuracy. Since, as seen from 
the above equation, the percentage error in 
modulating frequency is equal to the percentage 
error it1 measured range, the allowed error in 
frequency is some fraction of the required over- 
all accuracy. For example, if 2-percent accuracy 
is required, then 0.2-percent accuracy of the fre- 
quency will render this error negligible. Similarly, 
the accuracy of the transmitted deviation is the 
same as for the frequency, provided Awl  is small; 
this is usually the case in order to obtain an 
essentially linear relation between range and 
phase. If larger phase shifts are used, a com- 
pensating ~ietwork can be employed to linearize 
the equation, in which case the same accuracy 
requiremerlt holds. 
Signal Loss Requirements-This requirement 
is the same as derived in the sectiorl on Loss of 
Signal Energy. 
Spurious Signal Requirements- Outside the 
rarlgirlg frequency region, the requiremerlts are 
the same as derived in the section on Generation 
of Spurious Signals. Near the ranging frequency, 
spurious modulation sidebands must be suffi- 
cierltly far below the desired ranging signal that 
the accuracy will be essentially unaffected. 
Consider the use of si~lusoidal FM ranging 
with a modulating (ranging) frequency of 85 cps 
and a peak transmitted deviation of 1000 cps. 
Assumirig that range must be measured a t  ranges 
beyond 0.5 nautical mile, the minimum received 
deviation ratio is 
For ~iegligible effect, assume a 10-db signal-to- 
spurious-noise ratio is required. The received 
spurious deviation ratio (at 85 cps) must then 
be less than 
The peak allowed received spurious deviation at 
8.5 cps is 
= 1.03 cps. 
This value is the independent modulation re- 
quirement which holds for the remainder of the 
transmit-receive system exclusive of the master 
oscillator. The common, or master oscillator re- 
quirement, is that the spurious transmitted side- 
band be 10 db  below the intentiorla1 modulation 
sideband; so that the allowable deviation a t  85 cps 
is 1000 cps/10112 =316 cps. 
Lobing Noise Requirement 
Iri a conical scan tracking radar, incidental 
modulation (AM) sidebands that fall in the 
vicinity of the lobing frequency can affect the 
tracking accuracy. FM sidebands will not affect 
the tracking, since the amplitude detector used 
is insensitive to FM. Corlsideratiorls of the track- 
ing loop bandwidth and permissible angular error 
permit the specification of the percentage modula- 
tion permitted a t  or near the lobing frequency. 
Typically, I-percent modulatiori is permitted a t  
the lobirlg frequency. The requirement on the 
master oscillator may be relaxed from this value, 
depending on the degree of saturation of the 
transmitter amplifiers. 
Requirement on Transmitted Frequency Stability 
Let the transmitted carrier be frequency- 
modulated by Aw sirlw,t; then the trarlsmitted 
frequency w, is 
Now assume a point source target moving a t  a 
constant radial velocity. The received signal w ~ ,  
is shifted by the Doppler shift wD. The received 
signal is 
When the transmitted signal is trarislated by a 
pure frequellcy wrF, the resultant is the local 
oscillator signal w ~ o  : 
When the received signal frequency WR is beat 
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against wLO in a mixer, the output is 
WR' = wR- @LO, 
=COIF + wD + Aw [sinurn ( t  -7r) - sinwmt], 
= W I ~ + W ~ -  2Aw sinf (wmrl) coswm(t -3rr) . 
(16) 
Comparison of Equations 16 and 13 shows that 
the magnitude of the ratio of the frequency devia- 
tion in the receiver to the transmitter frequency 
deviation is 
2Aw sin (wmrr/2) 
AO'/AW = 
=2 ] sin (wmrr/2) 1 FIGURE 3-5.-Frequency deviation of transmitter vs. that 
(17) of receiver. = 2 I sin(?rfmr?) I. 
Examination of this equation shows that, for 
low modulating frequencies and short ranges, the 
scribed analytically as follows: deviation in the receiver may be considerably less 
than that of the transmitter; however, forlarge / sin?Tf,rr lErfmrr, ?rfmrr5 1,
values of the product jmrr the deviation in the 
receiver may exceed the deviation of the trans- El, rfmrr> 1. (18) 
mitter by a factor of 2. Figure 34 shows curves In the log-log coordirlates used, the envelope 
of I sinrfmr, 1 versus fm for a radar with a maximum 
consists of a straight line with +1 slope inter- 
range of 130 nautical miles. Curves of r,<r,,,, 
fall to the right of the curve sect,ing the point 
so that the peaks of the sum of the curves corn- and a straight line with zero slope intersecting 
pletely fill the area under the envelope curve. the same point. For the previous case of a radar 
The maximum deviation in the receiver can be with a maximum range of 130 nautical miles, the 
represented by the envelope which can be de- corner is a t  
F I ~ U R E  3-4.-Frequency deviation of received signal; 
maximum range, 130 nautical miles. 
Aw/Awl =0.5 
and 
This curve is plotted in Figure 3-5 and gives the 
ratio of frequency deviation permissible on the 
transmitter to that in the receiver. 
The above discussion, applies when the receiver- 
beating oscillator is phase-locked to the trans- 
mitter. However, when two stable oscillators are 
employed, the restrictions are that a t  all ranges 
the worst condition requires that the deviation 
allowed on either oscillator be only one-half the 
deviation allowed in the receiver I F  signal. 
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10 lo2 lo3 lo4 lo5 
fm  FREQUENCY (cps)  
FIGURE 34.-Composite stability requirements. 
COMBINED STABILITY REQUIREMENTS 
The previous developments have indicated the 
factors which must be considered in computing 
the stability requirements for a P D  radar. It is 
desirable to determine how these different re- 
quiremerlts combine to form a stability spectrum. 
Consider a long-range P D  radar representing the 
state of the art which must operate in a severe 
clutter environment (see Reference 3). The critical 
items for this radar are: 
1. The clutter rejection is to be 90 db  within 
500 cps of the main beam clutter. 
MODULATING FREQUENCY (cps)  
FIGURE 3-7.-Master oscillator stability requirements. 
2. The carrier loss a t  low frequencies is to be 
restricted to 0.1 db. 
3. The Doppler filters shall be two-pole Butter- 
worth with a bandwidth of 350 cps. 
4. The maximum range of the radar is to be 
130 nautical miles. 
5. Sinusoidal FM ranging is used with modulat- 
ing frequency 85 cps, deviation of 1000 cps, and 
minimum range of 0.5 nautical miles. 
The stability spectrum requireme~its of this 
P D  radar are shown in Figure 3-6. Two curves 
are shown: one labeled "Independent," and the 
other '(Master Oscillator." The irldependent 
curve represents the requirements of the signal 
in the receiver. The master oscillator requirement 
curve is obtained by multiplying the independent 
curve by the curve of Figure 3-5, except for the 
ranging frequency region which was derived in 
the section LLSi~i~soidal  1cM Requirements." 
The requirements indicated in Figure 3-6 make 
i t  clear that 110 single riumbcr or simple state- 
merit can be used to specify the stability require- 
ments of a P D  radar. 
Since it is generally easier to measure the side- 
band levels rather than the deviatiorl, the master 
oscillator requirements can be expressed in terms 
of sideband levels. This is done by caloulating the 
sidebands obtained using the allowable deviation 
curve of Figure 3-6. The result is shown in 
Figure 3-7. 
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SYMBOLS 
c velocity of light 
df /d t  linear FM sweep rate 
f, modulating frequency (cps) 
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A fmin signal separation from clutter 6 transmitted frequency deviation ratio, 
A f, apparent Doppler shift AW/W, 
H(w) power spectrum of low-frequency modula- 6' received frequency deviation ratio, Aw'/w,, 
tion and high-frequency deviation 7, radiation round-trip time 
Jn(X) Bessel function of the first kind and nth W, AM modulation frequency (radians/sec) 
order w, RF carrier frequency (radians/sec) 
m fractional amplitude modulation 
w~ Doppler shift (radians/sec) 
m,,, maximum AM modulation 
COIF translation (IF) frequency (radians/sec) 
n integer 0, 1, 2, etc, 
wLO local oscillator signal (radians/sec) P, Doppler filter power input 
Po Doppler filter power output wm modulating radian frequency 
R required sideband-to-carrier ratio received frequency, RF (radians/sec) 
r range to target wR' received frequency, IF (radians/sec) 
S (o) frequency spectrum (radians/sec) Aw peak deviation of the transmitted carrier 
t time (radians/sec) 
B filter bandwidth (cps) Ao' peak deviation of the received frequency, 
A detuning from the center frequency of a (radians/sec) 
filter (cps) w, transmitted frequency (radians/sec) 
4. COHERENT RADAR FM NOISE LIMITATIONS 
D. M. RADUZINER AND N. R. GILLESPIE 
Raythea Company 
Wayland, Massachusetk 
The fundamental benefits of coherent radar are compromised by uncontrolled deviations in 
transmitted phase or frequency. An example illustrating the dependence of an adequate definition 
of shortrterm frequency stability on spectral content considerations is given, followed by a brief 
review of techniques employed to generate and measure short-term frequency stable sources for 
coherent radars. Illustrations are provided to compare the test data obtained from a klystron 
microwave exciter and an all solid-state microwave source which employs a piezoelectric crystal 
oscillator, transistor amplifiers, and vnractor frequency multipliers. A practical problem is illustrated 
by experimental results obtained when the performance of the above microwave sources in a vibra- 
tion environment are compared. Finally, a brief comparison of the operation of two coherent radar 
processors in the presence of unwanted FM discloses an interesting difference in clutter rejection 
degradation. 
Two important parameters which aid in a 
performance description of a coherent radar are 
clutter rejection and subclutter visibility. This paper 
will relate these parameters to the performance 
of practical STAble Master OScillators, often 
refelred to as starnos. Two basic means of gene- 
rating stable reference signals will be compared 
by describing their noise properities in both 
quiescent and vibrating enviroments. This will be 
followed by a general discussion of the effects of 
radar transmitter FM noise and the resultant 
changes in clutter rejection and subclutter visi- 
bility performance obtained with two Doppler 
processing circuits. 
The terms clutter rejection and subclutter 
visibility, as used in this paper, may be defined as 
follows (see Reference 1) : 
Clutter rejection is the measure of a system's 
ability to attenuate clutter below some specified 
level. It is usually defined as the maximum clutter 
amplitude which, after being attenuated, does not 
exceed this level. It is the ratio of the maximum 
clutter to receiver noise which can be rejected 
before crossing the specified threshold. 
Subclutter visibility is a measure of a system's 
ability to detect weak moving targets in the 
presence of strong fixed clutter. I t  is specified as 
the maximum ratio of clutter to signal levels a t  
which the signal is just discernible. In a pulse 
system, this ratio is measured for clutter and 
signal appearing in a single range gate while, in 
an ullmodulated CW system, it must include the 
clutter return from all ranges. 
Of course, signal detectability is always limited 
by nonclutter-related noise limits, arid therefore 
a practical upper bound on subclutter visibility 
is determined by the clutter rejection ratio. 
A coherent radar derives its advantage with 
respect to moving target and clutter resolution by 
effective use of stored or controlled measures of 
the transmitted energy phase and frequency 
characteristics. Consequently, transmission of un- 
controlled or unstored modulations will deteriorate 
the clutter performance of the coherent system. 
The term "noise" may be used to identify all un- 
desirable modulations. 
Random or noncoherent noise will cause trans- 
mitter leakage or clutter returns to "jam" the 
receiver and reduce signal detectability. In other 
words, the subclutter visibility would be reduced. 
Simple CW systems encounter transmitter noise 
as a limiting factor in signal detectability, and 
consequently the distance at  which a given target 
can be detected cannot be increased by simply 
increasing transmitter power. 
On the other hand, coherent noise, which may 
kj?l-> v ,., ; ijLLicll BLANK NOT F q  
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be characterized by the appearance of undesirable 
"linesJJ in the transmitter power spectrum, may 
cause transmitter leakage or clutter to be identified 
falsely as a moving target. Coherent noise there- 
fore reduces the clutter rejection capabilities of 
the system. 
Noise in the transmitted output may originate 
with the RF source or in any subsequent process- 
ing element. In general, noise sidebands about a 
desirable spectral line may be corisidered as the 
result of composite amplitude and angle (phase 
or frequency) modulations. These modulatio~is or 
perturbatiolls may be caused by both random 
and ordered processes. In a discussioti of oscillator 
stability, the noise terms related to angle modula- 
tion are of particular interest. 111 fact, experience 
with coherent radars has shown that many clutter 
problems are due to unwanted FM of the trans- 
mitted energy. 
A definition of oscillator short-term stability 
should discuss the spectral corltellt of the oscil- 
lator output in terms of FM noise deviations, 
to simplify relating the results of actual coherent 
radar FM noise measuremerits to oscillator sta- 
bility criteria which are useful in other areas of 
endeavor. 
This paper will discuss F M  microwave sources 
atid noise mcasuremcrit techniques briefly and will 
demonstrate their usefulriess in some aspects of 
coherent radar design. 
STABLE MICROWAVE SOURCES COMMONLY 
APPLIED TO COHERENT RADAR 
A microwave signal for coherent radar appli- 
cations must have microwave phase continuity 
from pulse-to-pulse or be a continuous single 
microwave tone for a CW application. One com- 
mon gericrating technique uses a master oscillator 
and power amplifier transmitter chain. This sec- 
tion is limited to a discussioli of radar master 
oscillators; however, the same power sources could 
be applied to any application requiring stable 
microwave signals such as the local oscillator in a 
phase-lock communication system. 
Today there are a variety of sources without 
external stabilization circuitry which exhibit low 
spurious frequency modulation under quiescent 
laboratory conditions. 
Table 4-1 relates measurements of typical 
spurious FM I(.vels achievable in the laboratory 
with well-smoothed dc power supplies to the 
following four types of unstabilized sources: 
triode, reflex klystron, two-cavity klystron, and 
an all-solid-state stamo. 
Berause it is riot as conlmon in a power ampli- 
TABLE 4.1-Unslabilized Coherent Microwave Signal Source Characteristics* 
Source types 
Typical values of FM noise measured in a 
1-kc band a t  j,,, = 10 kc 
I Afrma 
I (CPS) 
*Note: The following definitions are used: 
Both sidebands in db 
below carrier 
1. Triodes TItAK 2970 with GE 7486 Triode (C-band), Reference 3-. - - - 
2. Reflex klystron such as the X-13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
3. Non-gridded 2-cavity klystron SOX-230 a t  X-band, Reference 4_-__ - - - _ 
4. All solid-state source a t  X-band, Reference 2-  - _. . - - - _ -  _---_-__. .-_ 
Sidebands in Terms of ~j and dl, Below Carrier-The relation between Aj,,,. and the ratio between total sideband 
power P g g  and carrier power Po for a very small index of modulation and single sinusoidal frequency modulation may 
be stated IW follows: 
l's~/l'~ (db) = -20 loglo (jrn/Aj,,..). 
Afrm. in (I 1-kc Band-This is the rms deviation of a single sinusoidal frequency modulation a t  the center of a I-kc 
band that would equal the rms deviation of thc tot:il frequency modulation of the actual signal (perhaps random noise) 
contained in the whole I-kc band. 
5 
5 to 10 
0.2 to 0.5 
0 2  
66 
66 to 60 
94 to 86 
74 
I 
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amplifier chain, and a series of varactor frequerlcy 
CHAIN multipliers as shown in Figure 4-1. Its frequency 
is deviable with 75 milliwatts output power, 
which is more than adequate to drive a multi- 
kilowatt, four-cavity power klystron amplifier. Its 
long-term frequency stability is better than one 
part i11 lo6 per week, and it operates from a 
50-volt dc power supply. A more detailed de- 
I 
115v 6Ocps, scription may be found in Reference 2. 
0.3 amp Lower FM noise klystron performance can be 
FIGURE 4-1.-All-solid-state microwave power source. achieved when required by the coupling of a 
high-Q cavity to the stamo output. As much as 
fier driver transmitter chain as the other three 20-db improvement in FM noise is readily achiev- 
types listed, a typical solid-state stable master able with a passively stabilized reflex klystron a t  
oscillator is briefly described here. It consists of the expense of a t  least 10db output power. 
a VHF crystal oscillator, a power transistor Therefore, this passive stabilization technique can 
TABLE 4-2.-A Comparison of Frequency Modulation Noise Measuring Techniques at X-Band* 
Techniques 
Minimum f,,, 
detectable 
for -60 db 
sidebands 
Practical F M  sensitivity measured 
in a 1-kc band a t  f ,  = 10 kc 
Afm. Both sidebands in 
(CPS> db below carrier 
Practical AM 
rejection 
(db) 
1. Spectrum analyzer _._- - _ - - - _ - - - - - - - - - - - - 10 kc is common 1 3 6 0  / None 
2. Delay line analyzer (Figure 4-2)- _ 
3. Microwave discriminator, using direct 
video detection and video narrow-band 
analyzer (Figure 4-3). 
4. 1)iscriminator using sidestepped L.O., a 
single IF channel, I F  phase detection, 
and narrow-band analyzer (Figure 
4-4). 
5. Two-channel comparison using high-Q 
microwave bridge, L.O., two-channel 
IF mixing, IF phase comparison, and 
video narrow-band analyzer (Refer- 
ence 5 and Figure 4-5). 
Limited by 
video ana- 
lyzer a t  < 10 
cps. 
None (10 kc is 
not detect- 
able) 
None 
= 80 
None 
= 10 
-- 
*Definition of terms in Table 4-2: 
fm: frequency of modulation 
Minimum f, detectable: frequency of a -60 db sideband with minimum separation from the carrier that can be 
detected 
Sidebands in terms of Af and db  below carrier: See Table 4-1 
Af,,, in n 1-kc band: See Table 4-1 
Practical F M  sensitivity and AM rejection: those values which can be achieved with reasonable care in tuning and 
adjustment; the thresholds of each equipment and the theoretical values are of course higher 
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FIGURE 4-2.-Delay line analyzer. 
be used only when the basic power source is much 
larger than required for the system application. 
Any of the sources listed above can employ FM 
noise degeneration (or active stabilization) by the 
addition of a sensitive FM discrimitlator and a 
degeneration amplifier to complete a negative 
feedback loop. The F M  noise degeneratiorl cir- 
cuitry is desig~led to have a gain arld phase re- 
sponse consistent with the specific system re- 
quirements. With active degeneration, the lower 
noise limit is determined by the sensitivity of the 
discriminator. FM noise as low as 0.01 cps rms 
measured in a 1-kc band is available by this 
technique in quiescent laboratory conditions 
(Reference 2) .  An obvious disadvantage is the 
additional equipment complexity. 
LOW-NOISE MEASURING TECHNIQUES 
A brief outline of techniques used to measure 
the FM noise levels is presented in this section. 
Table 4-2 lists three FM noise measuring 
techniques arid compares sensitivity in 1-kc bands 
centered a t  10 kc; also listed are two techniques 
for spectral displays. With the spectral displays, 
each sideband is presented separately, and the 
angular and amplitude componerlts cannot be 
separated. These two display techrliques are useful 
for FM measurements only when the know11 
amourlt of AM is well below the FM. Figures 
4-2, 4-3, 4 4 ,  and 4-5 illustrate the basic con- 
figurations employed for the several tec.hniques. 
Calibration of the rloise measuring equipment 
is particularly important because of the pos- 
sibility of experimental error. The test equip- 
ment sensitivity is determined by inserting a 
microwave signal with a known deviation and 
then measuring the test equipment response. 
One common technique for establishing a known 
deviation is to frequeacy-modulate the carrier 
with a single sinusoid a t  a known frequency and 
null the carrier or one of the sidebarids by ob- 
serving the output on a spectrum analyzer. From 
the known Bessel fu~lction relations, the peak 
deviation can be calculated. Care must be taken 
in this step that no other significant modulations 
are present and that the modulation is being 
applied linearly. The presence of harmonics of 
j, will cause the carrier riull to occur a t  a different 
modulation level. 
Once riull is established, the modulatiori is 
attenuated to a level that will not saturate the 
test equipment arld that will insure a linear test 
equipment response. This level, however, must 
be at  least 20 db  above the spurious FM noise 
to assure that measurement error will be less 
than the inherent error in thc test equipment. 
Test equipment sensitivity is now measured 
tuning the narrow-band arlalyzer to the delibe- 
rate j,. 
The spurious AM rloisc level must be measured 
to verify that i t  is 20 db  below the spurious F M  
noise level. The AM ~loise may be permitted to 
be higher in direct proportion to the AM rejection 
provided by the test equipment. 
In using a discriminator with direct video de- 
tection, cautiori must be exercised to distinguish 
between low-frequency source noise and l / f  
CROSSGUIDE 
ANALYZER 
ADJUSTABLE 
fi .!\. i 
( N O T E :  S. Volume l l  
R.di.tlon Laboratory Sarlrs 
HcGr.w-HUL. N. Y. 
p 63.) 
FIGURE 4-3.-Microwave discriminator using direct video 
detection and narrow-bnnd analyzer. 
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v 
x+ 3. Modulate with fm to swing the meter to PHASE I 
full scale. 
ADJUST 4. The resultant A f now equals the desired 
T peak deviation. 
The symbols are defined as: 
t 
f, base oscillator frequency, wHrd~.J DETECTOR x multiplication factor of the varactor mul- 
tipliers, 
A f desired peak deviation a t  output, 
ANALYZER 
f,,, desired modulating frequency. 
Advantages to this method are that a micro- 
FIGURE 4-4.-Discriminator using side-stepped local oscil- wave spectrum analyzer is not required and that 
lator (L.O.), Single IF channel, IF ph- detector, and 
fm is not limited by the resolution of the micro- 
wave analyzer. 
wave analyzer. However, the discriminator and 
crystal noise. Reference 6 discusses crystal noise 
a t  low frequencies. 
A novel dc ofset method of FM measurement 
calibration has become practical with the solid- 
state multiplier source. The method is practical 
because of the inherently high degree of stability 
of the source. Stability of one part in lo8 is re- 
quired over a 1-minute period. The dc offset 
method has been checked against the carrier null 
technique to within f 0.5 db, which is well 
within the experimental error. The test setup is 
shown in Figure 4-6. The procedure is given 
below : 
1.  Using a dc bias, push the XTL OSC fre- 
quency from 
using the VHF counter for frequency meas- 
urement. 
2. Set the meter to full scale; then remove dc 
pushing bias. 
DISCR. 
BRIDGE 
V l DEO 
L.O. 
FIGURE 4-5.-Two-channel comparison using L.O., two- 
channel IF, IF phase detector, and wave analyzer 
(Reference 5). 
INPUT CIRCUIT RESPONSE 
-FLAT 
DC f, 
SOLID- 
STATE SOURCE 
fm DC 
DC f, 
FLAT 
RESPONSES 
TRANS. 
AMPLS. 
FIGURE 4-6.-Test setup for dc offset calibration of FM 
discriminator. 
- -- 
oscillator modulation circuit each must have 
a flat response from the calibrating frequency to 
dc. Two advantages for some solid-state sources 
with limited power output and limited linear 
pushing range are that a very low A f can be used 
for a calibration level and that a lossy external 
modulator is not required. 
VIDEO 
MICROWAVE SOURCES UNDER VIBRATION 
XTL 
OSC. 
VHF I 
In radar systems required to function in a 
vibration environment, the stable microwave 
source must be chosen so that the noise generated 
under vibration is low enough to cause no de- 
gradation of system performance beyond the de- 
sign objectives. However, it is the nature of most 
microwave sources to produce additional noise 
MULTI- 
PLIERS 
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h11 all-solid-state microwave source similar to a 
QKK-1!06 AND 
A PRIM VIB SENS RANGE unit being developed for a communication system, 
- .a 
- FOR 2-CAVITY OTHER KLYSTRON TYPES OF 
in cooperation with the Haytheon Communica- 
QKK-1106 tion and Data I'rocessing Operation, was sub- 
1L Y) 
,c 100 - 
a Z 
PRIM VIE. jected to vibration. The resulting primary ser~si- 
2 a SENSITIVITIES 
a m tivity data arc plotted against j,, in Figure 4-7 QUIESCENT 
NOISE LEVELS as deviation iri 7-(bps or I-kc bands for comparison 
with the SOX-2:3!) data. The original solid-state- 
S O U ~ C C  qtiicsve~lt data were taken in ba~ldwidths 
- - smaller than I k .  IIo,vevrr, lx~;..e the restilti~. 
d a 
o I r~oisc was observed to I)(> of a random naturc, a 
10 100 I kc I O ~ C  lookc bandwidth cor~vcrsiorl of the data to facilitate 
FI(:URE 4-7.--Typical primary vibration sensitivity for 
I-C; peak acceleration. (NOTE: Actual bandwidth data 
are not given for this measure in Referericc 4; however, 
similar measurements in a 7-cps BW give about the 
samc results.) 
sidcba~lds when rnei:hariic~ally excited. Two ob- 
vious clioires arc : 
1 .  Isolato the microwavc sourcc from mcchani- 
cal excitation. 
2. lti~duce the se~lsitivity of the. microwavc 
sourcc to  mecha~~iral cxcitatiol~. 
Mccl~s~~ical  isolatior~ oftrr~ is usc'd, and active 
degc~lcratio~i also is (-ommoll. Ilowcvcr, active. 
degeneratio~i is limited by thc vibration sensi- 
tivity of the required discriminator. Tho ideal 
solut io~~ would be t l ~ c  devclopmcnt of a micro- 
wave sourcc t,liat has s~i i~l i  low vibration sc~isitivity 
that it requires no special mcchatlic.al isolatio~l 
or degc~leratio~i. 
For purposes of disc~ussiori, p~itticrry v i b m t i o l t  
~ ' e~ / s z t z zv t y  may be dcfi~ied as thr cf'fcctivi. value 
(rms) of deviation a t  the vibration frcqticnc.y or 
its hnrnlonics, which arc produced by a 1-g 
ac.ce1rratio11 of the sprc~irnc~~t under test. Rlodula- 
tion of the sourcc a t  any frc(1ucnc.y othrr t h a ~ ~  
the frcquci~lc.~ of vil)ratioil and its harmonics is 
dcfi~icd as scco~ ldory  scr~sz t i v i t ! j .  
('ot~sidt~l.al)lc tlrvc~lopnle~lt effort has 1)ec.n cx- 
pc.~~dctl i t 1  rc~cbc~llt yews to acahirvt. a low-~~oisc 
1insta1)ilizc~d micsrowave sourcacl that also has low 
primalg a ~ l d  sccfiotldary v i l r a t i o ~ ~  s ~ ~ ~ s i t i v i t y .  
1)ata wtbl.c\ prchsc~~tc.d in l < ( ~ f ( ~ r ( ~ l l c ~  4 for SI I ( -~ I  :I
tul)cl I I I I ~ ( ~ ~  vil)t.atiol~ ( a  t ~ l l ~ a l ) l ( ~  ~ ol~-grid(l(~d two- 
I-avity klystroti osc*illator, SOX-%!)). '1'11(. data 
arcb rcyrat chd in I~iguro 4-7 for r ( > f ( ~ i ~ l ( ~ >  p\irpos(\s. 
cornparisoris with the previously existing I-kc 
SOX-239 quiescc~nt noisr data i~itrodures errors 
that arc less than tlic cxpcririlcr~tal error. Noise 
measuring equipmrtit similar to that shown in 
Figure 4-3 was used for mcasriring the charac- 
teristics of the solid-stat<, sorircJc.. 
For bandwidth c*onvcrsio~l with random ~loisc, 
wlicrc j,  is the deviation of tlic. ~ioisc frequc.tic.y 
modulatioil measured in a bandwidth 11. 
Tcst results indicate that thc rise ill FM noise 
due to primary v i l ~ r a t i o ~ ~  sensitivity of the solid- 
state stamo is about 30 db for a I-g peak a(*- 
cclcration. The FM noise riscx from a spec:ial 
klystron sourcc (desig11c.d spec4icaally for low- 
vibration sensitivity) assuming I-cps rms quies- 
cent ~~oisc., is about GO dl) for thc samr cxt.itation. 
ltcfere~lcfie 4 did not report quic~sc~e~~t  noise helow 
1 kc; however, tcsts a t  I t ay thco~~  on two-cavity 
oscillators iridicaatr noise closr to tllc caarrier 
ranges from about 0.5 to  1.5 caps rms as measul.cld 
in 7-caps bands. 
Secondary vi1)ratioll sc~~sitivity trsts of tllc 
solid-statc sourcat. Ilavc. s11ow11 11o inc*rc>asc in tloise 
output a t  frcquc~~icies othor than thr  primary 
vibratioll frcqucnc*ics and its Ilarmonicbs. 
The advent of solid-state mr~lt iplyi~~g sources 
of 1tF encrgy, such as tllosc. devrlopcd by ltay- 
theol~, signifies a new vibration-rrsistnut per- 
formall(-c level for applicatiol~s ill mcc.hariical or 
ac.oustira1 high noise el~vironmc~~its. 
RADAR PERFORMANCE VS. SPECTRAL CONTENT 
As rnc.tltio~lc.d pr('vioudy. spclc*ific.atio~ls for thc 
11oisc1 pcrformal~c~c~ of a stamo or po\vchr amplifier 
arc. d(>pc.~~(lr~lt  oli thc spccatral c.ontc~~lt of thc 1tF 
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output. A common technique for identifying the 
FM components was used in Table 4-1; this 
technique consists of obtaining a measure of the 
equivalent FM deviation of the source in a 
specified bandwidth centered on a modulating 
frequency of interest. The usefulness of this 
measure with respect to exact radar performance 
predictions is in part dependent on the radar 
data processing circuit design. 
Consider the two pulse Doppler radar data 
processors shown in Figures 4-8 and 4-9. The 
automatic target detector shown in these figures 
may be described either as a contiguous filter 
CFAR (Constant False Alarm Rate) detector or 
as a real-time spectrum analyzer with automatic 
threshold detectors associated with contiguous 
Doppler "bins." After range gating, if applicable, 
and clutter rejection filtering to reject slow- 
moving target returns with Doppler frequencies 
below those of interest, the Doppler audio is 
analyzed by the target detector. Ideally, clutter 
returns will not contain enough energy in the 
Doppler passbands to compete with either "front- 
SECOND LOCAL OSC. 
AT ~ I F I   IF^ 
I 
SIGNAL A q ~ m  , 
~ I F + ~ D  AWL. 
THRES- Fl 
N o t e  3 Note 2 
t 
TARGET 
ALARM 
NOTES: 
1 .  BRF, Band Reject Filter, is 
chosen to reiect return 
frequencies closer to flF 
than the minimum Doppler 
frequency of interest fD . 
mln 
2 .  BPF, Band Pas Filters, are 
contiguous and token together 
pars a l l  frequencies from 
fwn-  I~D,, if of^^^ + I f ~ , . ~ l  
but those between flr2- I fBminl 
and f IF? + I f~ ,~ , l  
3. LPF, Low Pas Filters, are 
selected for optimum post- 
detection integmtion 
FIGURE 4-8.-Automatic target detector. 
I F  REFERENCE 
AT f IF 
BIPOLAR V I E 0  TO OTHER 
CIRCUITRY 
HPF Note  1 
THRES- 
TARGET 
ALARM 
Note 3 Note 2 & 2 0 0  kc 
REF. 
200kct SIG. 
LIMITER 
NOTES: 
1 .  HPF, High Pass Filter, selected 
to reject frequencies below min- 
imum Doppler frequency, f~,;,, 
2 .  BPF, Band Pass Filters, are con- 
tiguous and cover frequencies 
from 200 kc t fDmin to 200 kc 
+ f Dm, 
3 .  LPF, Low Pas Filters, are re- 
lected for optimum post-detection 
integration. 
FIGURE 4-9.-Automatic target detector with folded 
Doppler processing. 
end" noise or any possible moving target returns. 
On the other hand, a moving target will cause 
energy to appear in one or two contiguous filters 
in the Doppler passband and, after detection and 
comparison with a threshold, will "ring" a target 
alarm. 
The effect of transmitter output frequency 
modulation by a single "unwanted" sinusoid is 
completely different for the two data processors 
shown. For low-modulatiorl indices, the wave- 
form of the return from stationary clutter or of 
transmitter leakage into the receiver may be ex- 
pressed as follows (Reference 7) : 
x ( t )  = Real ( exp ( jw,t) [I - +P exp ( - jw,t) 
for p < < ~ / 2  (low-modulation index), where 
w, transmitted carrier frequency, 
w, frequency of modulation. 
For the circuitry shown in Figure 4-8, the suc- 
cessive heterodyne operations may be inter- 
preted as translations of w, down to a value of 
2zfrF1 and thcn to 2 7 r j 1 ~ ~  Examination of the 
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above equation will show energy a t  the following 
frequencies : 
f r ~ ~ ,   IF* -fm, 
and 
fr~*+fm 
If 
I f ~ m i ,  I < f m <  I ' ~ D , . =  I, 
then the automatic target detector will respond 
to the energy a t  both fr~+f,, ,  and f ~ ~ - f , ;  and a 
false alarm will result. In accordance with the 
definitions discussed in the introduction, poor 
clutter rejection can result from the "unwanted" 
frequency modulation of the transmitted energy. 
The circuitry shown in Figure 4-9 will behave 
in a different manner, as shown by the followirlg 
argument. The synchronous detection of the IF 
amplifier output by the IF reference signal is 
tantamount to heterodyning to a second I F  of 
zero frequency. However, the translation of the 
carrier term, w, in the previous equation, to zero 
results in the following waveform a t  the input to 
the high-pass filter (HPF) . 
where 9 is the phase angle between the signal a t  
freq. f r ~  and the reference oscillator a t  frF. When 
9 =o, 
and y (t) = 1.  Therefore, the spurious sidebands 
cancel and only a non-fluctuating (dc) term 
representing the carrier remains whcrl 4 is zero. 
When 4 = ~ / 2 ,  
y (t ) = Real ( exp ( j7r/2) [l - $@ exp ( - jw,t ) 
y (t) = p  sinw,t. 
+-x i2  
Therefore, the sidebands reiriforcc and no carrier 
term rcmairls if the refcrenc.~ osc:illator is ill 
quadrature with the carrior ( 4  = ~ / 2 ) .  Therefore, 
the sidehands due to single sinusoidal frcquenc:y 
modulation may cancel in the proc*cssil~g circuitry 
for a foldod Doppler processor. The following 
statements can be shown to be valid for in-phase 
synchronous detection : 
1. Single sinusoid frequency modulation of any 
deviation will cancel in an ideal processing 
circuit of a folded Doppler or zero fre- 
quency second I F  processor. 
2. Complex frequency modulations with very 
low modulation indices will cancel in an 
ideal processing circuit of a folded Dop- 
pler or zero frequency second I F  processor. 
Of course, the cancellation will disappear with 
movement of the clutter target with respect to 
the radar. 
In general, the probability density characteristic 
for the phase between a stationary clutter return 
and the synchronous detector reference oscillator 
signal is rectangular. However, the appearance 
of maximum clutter return on the displayed bi- 
polar video always will be accompanied by maxi- 
mum cancellation of transmitted F M  sidebands. 
An analysis of the effects of amplitude modula- 
tion on a folded Doppler data processor will 
show that the reverse situation applies and that 
maximum clutter video is accompanied by in- 
phase addition of the sidebands. 
Coherent radar designs must rejert moving chit- 
ter, and consequently the character of uninten- 
tional frequency modulatiorls must be closely mon- 
itored during radar development and tcst. 
When unwanted modulatiorls are very complex 
or perhaps random, large numbers (perhaps all) 
of the coritiguous filters in both of the previously 
discussed automatic target detectors will contain 
extra energy. The real target detection sensitivity 
of the circuitry therefore will be reduced and be- 
come a function of the clutter or transmitter 
feedthrough levels. Subclutter visibility, therefore, 
is directly related to the level of unwanted wide- 
band modulations of the radar stamo or RF  power 
amplifier. 
The testing of coherent radar systems often is 
conduc.ted a t  stationary facilities using the loc.al 
environment as the test clutter for clutter rejecation 
measurements. The returrl from the largest clutter 
appearing 011 a bipolar display is examined for 
alarm ac.tivity. An apprec*iation of the FM (.an- 
c*elling effrchts possiblta with a foldcd 1)opplcr 
systcm may explain disc.rcparlcies in measured 
clutter rejection levels on a day-to-day or mo- 
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ment-to-moment basis. Wind a t  velocities much 
lower than the desired miriimum target velocity 
may cause movement of the clutter reflectors 
(trees, waves, etc.) and reduce the degree of 
transmitted F M  sideband ca~icellation obtained. 
If the unintentional modulation peaks in one of 
the alarm filters, false alarms on the clutter 
return will result. 
The use of FM measuring techniques to deter- 
mine coherent radar performance is valid and, 
under special circumstances, may be considered 
cor~servative in that the clutter rejection per- 
formance actually obtained may be better than 
that predicted on the basis of spectral energy 
content alone. 
Upper tolerances on FM noise are determined 
by the clutter rejection and subclutter visibility 
performance desired and the sensitivity of the 
target detection circuitry. The following example 
may be ronsidered as representative of one class 
of coherent radars: 
System Requirements- 
Clutter rejection = 100 db 
(for P (alarm) = 0.5) 
Subclutter visibility = 70 db 
(for PD =0.5) 
(and P F A  = 10-6) 
Considering an ideal version of the signal 
processor shown i11 Figure 4-8 (or Figure 4-9 
with slowly moving clutter), an assumption is 
made that the filter characteristics are rectangular 
and that the hard limiter has infinite gain. This 
latter assumption will guarantee that the hard 
limiter output power will remain csseutially con- 
stant even withsevere clutter limiting and "front- 
end" noise suppression in the preceding IF cir- 
cuitry. 
To achieve a probability of detection of 0.5 
and a false alarm probability of with a 11011- 
fluctuating signal requires a signal-to-noise ratio 
at the threshold detector of about +I1 db  (see 
Reference 8) .  The signal-to-noise ratio in  the 
receiver (jirst IF  anzplijier) passband which corre- 
sponds to this level may be in the order of - 10 db. 
Subclutter visibility of 70 db  for this processor 
therefore requires that noncoherent sideband 
energy in the receiver passband be a t  least 60 d b  
down from the carrier energy. 
On the other hand, clutter rejection of 100 d b  
requires that coherent sidebands (signals in a 
single CFAR filter) be greater than 110 db below 
the carrier energy. 
In this example, ideal worse-case sorts of F M  
noise were postulated by considering the effect 
of band-limited "white" noise on subcluttcr visi- 
bility and the effect of narrow-band coherent 
noise on clutter rejection. Actual "rion-white" 
random noise or multiple frequency coherent noise 
will cause intermediate results. 
In the real world of norlideal circuitry, other 
problems such as internal data processor noise 
also must be considered and conquered. 
CONCLUSIONS 
The frequency stability of a radar master oscil- 
lator may be expressed in terms of equivalent 
frequency mod~ilation deviations in specified band- 
widths or as the db ratio between specific side- 
barids and the carrier. With the normally low 
unintentional modulation levels encountered, a 
sophisticated monitoring technique or the com- 
plete radar system is required to determine 
whether satisfactory radar clutter performance 
can be achieved. A simple dc offset technique for 
calibrating the frequency deviation measurement 
instrumentation used with a solid-state stamo 
multiplier chain has been discussed. The use of 
solid-state oscillator-multiplier chains as sources 
of RF energy has allowed a large reduction in 
unintentional noise created by a vibrating en- 
vironment; and consequently a restriction on the 
maximum clutter rejection achievable from a 
moving, vibrating radar platform is relaxed. 
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5. SATELLITE RANGE AND TRACKING 
ACCURACY AS A FUNCTION OF 
OSCILLATOR STABILITY 
J. J. CALDWELL, JR. 
TRW Systems* 
Redondo Beach, California 
Guidance, tracking, and communication rcquiremcnts of earth satellites and space systems often 
demand high-stability oscillators. Some system types need high-order short-term, yet modest long- 
term, stability. In  other systems emphasis must be placed on long-term stability with short-term 
stability playing a minor role. Under other circumstances stability over a wide range of observa- 
tion periods must be considered. Systems of each type are briefly examined, and the effect of oscil- 
lator stability on system performance is discussed. 
Oscillators arc used in spacecraft for a variety 
of purposes, such as range atid range-rate measure- 
ments for orbit determination, timing for telem- 
etry systems, etc. Emphasis is on system sim- 
plicity, reliability, minimizirig weight, and power 
cor~sumptio~l. Furlctioris performed on the space- 
craft are miriimized a t  the experise of those which 
can be kept on the ground. 
Cataloging of oscillators for spacecraft is diffi- 
cwlt because the requirements are mission-de- 
pe~ident, a large variety of missior~s exists, arid 
the development of the art is rapid. Oscillators 
for many (if not most) spacecraft uses are proved 
i11 the circuitry by operational tests and are riot 
fully specified in purchase specifications. 
Figure 5-1 shows the requirements for several 
systems. The system clock for OGO, POGO, 
EGO utilizes a 256-kc GT cut crystal operated 
in the envirorimcrit of the spacecraft without the 
benefit of an oven. Stability of is required 
over the expected - 14" to +45OC temperature 
range. Stability of 10-= for 1 hour is required over 
a +I°C range expected in the spacecraft during 
this period. Stability for periods shorter than 1 
hour is unspecified. 
The requirements for OMEGA (References 1 
and 2 ) ,  a Navy VLF riavigatiori system, were 
placed on this figure for comparison purposes 
* Formerly TItW Space Technology I~ahoratorics, Inc. 
only. Recalibration is planned a t  24-hour in- 
tervals. 
The requiremerlts labeled "Red Shift Experi- 
ment" in Figure 5-1 were purposely made lenient 
by the authors (Badessa, Kent, Howell, and 
I I I I I I I I  
- - 
OGO SYSTEM CLOCK 
- - 
RED SHIFT 
(BAOESSA-1 
FIGURE 5-1.-Oscillator stability requirements for three 
satellite systems and a VLV navigation system. 
Searle-Reference 3) to emphasize that measure- 
ments necessary to determine the altitude-de- 
peridence of the gravitational red shift could be 
made with osc.illators available in 1959. The 
proposed experiment utilized measureme~its made 
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FIGURE 5-2.-The Syncom beacon Doppler measurement 
system. 
on many satellite passes to minimize stability 
requirements of the oscillator in the satellite. 
The line (Figure 5-1) marked ATSR repre- 
sents the stability requirement of the master 
oscillator, located in ground equipment, for the 
Advanced Technical Satellite. The target ac- 
curacy for the range rate for this system is 0.01 
meter/second. Requirements on the oscillator in 
the satellite are minimized by thc use of a beacon 
system. 
Figure 5-2 shows a block diagram of a beacoll 
system as used in Syncom. The signal transmitted 
to the satellite is offset in frequerlcy by a local 
oscillator in the satellite prior to retransmission. 
The oscillator output also is transmitted to the 
ground and is used in processing the received 
Doppler signal to remove long-term frequency 
shift arid short-time fluctuations within loop 
capabilities. The advantage of trarlsmittirlg the 
L.O. signal to the ground is that it allows the L.O. 
to be of poorer quality than would otherwise 
be necessary. For this technique to be effective, 
it is necessary that the phase-lock loops in the 
ground receivers be capable of followilig acc+urately 
the received signal fluctuations. Since the loop 
bandwidths arc determined by other considera- 
tions, a limit must be imposcd 011 the noise in- 
troduced by the I,.O. and by other system 
oscillators. 
Thc transmitter oscaillator must mcet thc. sta- 
bility rcquirc~mc~~lts imposcd by range-rat(. ac- 
c.urac8y rcquirc.mc~lits. Ijange mcasurcmcrlts, made 
on side tones, place less severe requirements on 
transmitter oscillator stability. 
An examination of the block diagram will show 
that both short- and long-term changes of the 
satellite local oscillatiorl are completely cancelled 
out if the transit time for the beacorl frequency 
and the offset frequency are equal and if the 
receiver loops track perfectly. IIowever, each loop 
has a tracking error which is influerlced by the 
satellite I,.(>. as well as by the phase-lock loop 
oscillators in each receiver. 
ltequirements on each of the oscillators car1 be 
estimated by an analysis of the entire system, 
assigning all error budget to each error source 
on the basis of achievability and available methods 
of calculating the individual errors. The satellite 
local oscillator, being in a hostile environment, 
might for iristarlce be assigned a principal portion 
of the error budget. 
PHASE-LOCK L O O P  REQUIREMENTS 
Oscillator noise introduces a tracking error into 
the second4rder phase-lock loop of the receiver. 
Following the method of Develet (Reference 4), 
an estimate of the required equivalent cohererlce 
time of the several oscillators can be made. A 
stability requirement for the satellite local oscil- 
lator can now be determirled under the assump- 
tion that it is the priricipal noise contributor. 
Oscillator stability requiremerits for the phase- 
lock loop-assuming white-noise spectrum-are, 
according to Ilevelet, 
where 
E =allowable tracking error (radians) , 
Wo =frcquerlcy (radialls/sec), 
W,, =noise bandwidth (radians/scc) , 
p =time for measurcmerlt of S (sec) , 
{ =loop damping factor. 
Phase-lock loops for earth satcllitcs arc typically 
100 cps for the main receiver tracking loop and 
perhaps 1 caps for a tone filter loop. Allowable 
tracking errors, detcrmirlcd by marly factors, 
range from 0.1 to 0.01 radian. Stal~ility require- 
ments for phase-lock loop oscillators arc typically 
2X to I X lo-" for periods of 0.01 to I sccaolld. 
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FIGURE 5-3.-The Doppler frequency measurement 
system. 
Third-overtone mode crystals are customarily 
used because of the requirement for a large pulling 
range. Performance of the crystal in the phase- 
lock loop is considerably better than Develet's 
expression would indicate. 
TRANSMITTER OSCILLATOR STABILITIES 
Consider the requirements which might be 
imposed on the transmitter oscillator of Figure 
5-2. The transmitter is located on the ground, 
subject to a gentle environment; and it is reason- 
able to design so that its contribution to error is 
small compared with contributions from other 
sources. Develet (Reference 5) has shown that- 
for a system (Figure 5-2) where a frequency is 
generated, transmitted, coherently transponded, 
received, detected against the transmitted signal 
to yield the Doppler frequency, and the Doppler 
frequency measured by counting cycles (Figure 
5-3) for a known time interval-the oscillator 
stability required is given by 
where 
S =oscillator stability for period T ;  
C =velocity of propagation, 
T =propagation time, 
T =cycle counting period, 
R = range, 
?,=range-rate error due to oscillator noise. 
FIGURE 5-4.-Transmitter stability requirements assum- 
ing range-rate error of 0.001 meter/sec contributed by 
whik-noise oscillator. 
budget of 10 percent to the transmitter oscillator 
stability. The stability requirements for 0.001 
meter/sec range-rate error are shown in Figure 5 4  
as a function of counting period. The line marked 
T = r  represents the stability requirement for a 
counting period equal to the transit time. The 
counting period for most earth satellite range-rate 
measurements is 0.2 to 4 seconds-long enough 
to  get good averaging, short enough to avoid 
errors from satellite acceleration. Note that, 
particularly for short ranges, limiting the range- 
rate error from this source to 0.001 m/sec places 
severe requirements on the transmitter oscillator 
stability. 
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6. SHORT-TERM STABILITY REQUIREMENTS 
FOR DEEP SPACE TRACKING AND 
COMMUNICATIONS SYSTEMS* 
R. L. SYDNOR 
Jet Propulsion Laborabry 
California Institute of Technology 
Pasadena, California 
The use of phase-locked receivers in unmanned deep space exploration requires a high degree 
of phase stability in the transmitter and receivers used in the Deep Space Network. Present require- 
ments are based on available transmitter power, receiver noise temperature and range of planned 
targets, as well as required accuracy of measurements. The requirements are for the system phase 
noise, as measured in a double-sided noise bandwidth of 5 cps, to be less than 0.2 radian rms a t  
S-band. The actual performance of an operational S-band system has been measured as less than 
0.05 radian rms. Requirements and performance of a developmental X-band system are described. 
Correlation techniques using a digital data handling system on line have been used for extreme 
range experiments. This system is used for planetary and lunar mapping experiments and is ap- 
plicable to extreme range, low-bit-rate telemetry and communications. The requirements on this 
system are the same as for the phase-locked system with the additional requirement that the fre- 
quencies be continuously variable and controlled to an accuracy of 1 X10-lo and a stability of 
1 X lo-" for a 4-second averaging period. 
Several methods of measuring short-term stability are used, depending on the final require- 
ments of the system and the use to which the system will be placed. These methods are discussed 
in detail, and representative data are presented. 
Tracking of unmanned deep space probes and 
communications with these probes is performed by 
the NASA Deep Space Instrumentation lcacility 
(DSIF), managed by the Jet Propulsion Labor- 
atory. The DSIF is a precision tracking and data 
acquisition network which is designed to track, 
command, and receive data from deep space 
probes. I t  utilizes large antennas, low-noise phase- 
lock receiving systems, and high power trans- 
mitters a t  stations positioned approximately 120 
degrees around the earth. Its policy is to con- 
tinuously conduct research and development of 
new components and systenls and to engineer 
them into the DSIF so as to maintain con- 
tinuously a state-of-the-art capability. 
*This paper presents results of one phase of research 
carried out  a t  the Je t  Propulsion Laboratory, California 
Institute of Technology, under Contract No. NAS 7-100, 
sponsored by the National Aeronautics and Space Ad- 
ministration. 
DESCRIPTION OF DEEP SPACE 
COMMUNICATION SYSTEMS 
Normal conlmunication with a spacecraft is 
depicted in Figure 6-1. The ground transmitter- 
exciter is shown in Figure 6-2. The required sub- 
multiple of the transmitter frequency is synthe- 
sized from the station atomic frequency standard. 
This frequency is passed through a narrow-band 
phase-locked loop which serves to filter out any of 
the spurious signals remaining from the synthesis 
process and to produce a signal which has the 
short-term stability of the specially designed 
crystal oscillator and the long-term stability of the 
atomic standard. This output signal is nlultiplied 
to the required transmitter frequency and ampli- 
fied to the full 10-kw output for transmission to 
the spacecraft. Con~n~unication to the space- 
craft is achieved by means of phase nlodulatiorl of 
the low-level signal before the final amplifier. 
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FIGURE 6-1.Spacecraft communication system. FIGURE 6-3.Spacecraft receiverltransmitter. 
This coilln~unication is in the form of commands 
for the spacecraft, or ranging codes. 
The spacecraft transponder is shown in Figure 
6-3. The phase-locked receiver produces several 
outputs: ( 1 )  a submultiple ( l / n z )  of the received 
signal for driving the spacecraft transmitter, 
(2) demodulated commands to the spacecraft, and 
(3) demodulated ranging codes. 
The l/nz submultiple of the received signal is 
multiplied by n3, amplified, and transmitted back 
to the ground. The ranging code is used to re- 
modulate the transmitted signal as are the data 
signals from the spacecraft. The signal-to-noise 
ratio in the spacecraft receiver is high because of 
modulators for extracting the modulation on the 
received carrier. The recovered ranging modu- 
lation is compared with the modulation im- 
pressed on the signal transmitted from the 
ground, and the data modulation is decoded to 
complete the communicatio~l ink with the space- 
craft. Because of the power limitations in the 
spacecraft and the resulting low power output of 
the spacecraft transmitter, the bandwidth of the 
ground receiver is very narrow to maintain as 
high a signal-to-noise ratio in the receiver as  is 
possible, commensurate with required tracking 
rates. 
the high antenna gains both on the spacecraft 
and the ground and because of the high power PHASE NOISE REQUIREMENTS FOR 
output of the ground transmitter. SEVERAL SYSTEMS 
The g o u n d  receiver is shown in Figure 6-4. The short-term stability of the ground trans- 
The receiver is a phase-locked loop and has de- mitter is made very high in the above system by 
means of a high-quality crystal oscillator. Since 
+/ 
the signal-to-noise ratio in the spacecraft receiver 
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FIGURE 6-2.-Ground transmitter. FIGURE 64.--Ground receiver. 
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C 
O- 
at its design bandwidth is given by 
H (s) = 1 + ~ ~ 2  
1 + ~ 7 2 +  3 (s27Z2) ' (1 
this is plotted in Figure 6-5. 
I t  is seen that the system is of second order with 
.OI 0.1 1.0 '0 a damping factor of 0.7. The double-sided noise 
f / ~ ~  A bandwidth of this system is given by 
FIGURE 6-5.-Phase-locked loop frequency response. 
is high and the bandwidth is large (compared with 
the ground receiver), the deterioration of the 
phase noise of the signal due to the spacecraft is 
negligible. The only effect the spacecraft has is to 
shift the frequency from input to output by the 
factor n3/n2. The phase noise observed in the ground 
receiver is then due to the instability of the ground 
transmitter oscillator, the instability of t h  ground 
receiver oscillator, and any thermal noise introduced 
at the receiver input. This statement is made under 
the assumption that none of the other parts of the 
system contributes significant amounts of phase 
noise. Extensive measurements over a period of 
many years with all the systems used to date 
indicate that this assumption is justified, since the 
total contribution due to these sources is no higher 
than 10 percent of that due to the oscillators. ' 
The usual specification on phase noise is that it 
be low enough to  degrade t,he system threshold a 
negligible amount. Threshold of the receiver is 
defined as the signal level a t  which the phase noise 
reaches 1 radian rms. The oscillator contribution 
2BL = 3 r2-l. (2) 
The response of the loop is usually measured a t  the 
error point in the servo system. The transfer 
function measured a t  this point is given by 
this function is plotted in Figure 6-6. 
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FIGURE 6-?'.-Loop noise bandwidth. 
is usually specified as some fraction of 1 radian Measured phase noise versus loop noise band- 
rms a t  strong signal a t  a prescribed receiver 
width for several different types of oscillators is bandwidth. The transfer function of the receiver 
shown in Figure 6-7. Several things may be noted 
from this figure: first, the characteristic 1 / 2 B ~  
o -  dependence of phase noise on bandwidth pre- 
dictable from the thermal noise characteristics 
- 2 0  - predominates (Reference 1); second, the gradual 
-40 - improvenlent with time may be noted from curve 
n 
'P (D)-an early vacuum-tube oscillator circa 1958, 
and from curves (E) and (B)-a late model trans- 
istorized high-Q oscillator circa 1964. 
.OOI .OI 0.1 LO 10 PLANETARY RADAR SYSTEMS 
f/BL- 
An S-band system for use in planetary/lunar 
FIGURE 6-6.-Phase-locked loop frequency response. radar experiments was designed and built in 1962. 
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Characteristic 
Phase stability 
Frequency stability: 
10 hr 
10 min 
Tuning accuracy 
Spectral purity 
Tuning range 
Specification ! Performance 
< 1 rad rrns 
( ~ B L  = 5 cps) 
1 X lop9 over tuning range 1 1.5X10-10 
1 x 10-9 
1 XIO-lo 
1 X continuously (4-sec gate time) 
< 5 x 10-11 
<5XlO-l1 
1.3X10-10 
The specifications on this system and measured 
performance are presented in Table 6-1. 
The phase stability of this system is the same 
as the value obtained from curve (E) in Figure 6-7 
and is almost entirely due to the oscillators used 
in the receiver and transmitter. The 10-hour and 
10-minute frequency stabilities are due to the 
station atomic frequency standard, a rubidium- 
vapor frequency standard. Tuning accuracy is 
ineasured as the error in the servo loop which 
slaves the output frequericy of the local oscil- 
lator to a punched paper tape of Doppler fre- 
quency computed from the planet ephemeris. A 
diagram of the tuning servo on the latest system is 
shown in Figure 6-8. This particular arrangement 
is used to obtain the frequency stability and ac- 
I 
+1.5 months of conjunction with Venus 
x10-~) 
curacy required without degrading the phase 
noise of the basic oscillators or the long-term 
stability of the frequency reference. The voltage- 
controlled oscillator (VCO) only covers enough of 
a frequency range to follow the Doppler variation 
for 1 day. This range is changed each day by 
changing the output frequency of the frequency 
synthesizer. The cour~ter operates on a 4-second 
gate t i n~e  for ~ 0 . 2 5  cps resolutioii ( f  1 X 10-lo). 
The error is due to the f 1 cotirit alnbiguity of the 
counter, round-off errors in the Doppler tape, and 
instability of thc 475 kc/sec VCO. Sirice the f 1 
count ambiguity iii the counter is f 1 X 10-lo of 
the output frequency arid the measured per- 
formance is 1.3X 10-lo rms, it is obvious that the 
stability of the VCO represerlts only a small 
portion of the error. However, siricc 1 X 10-lo of 
f6 months 
( =t 5 x 
the output frequerlry represeilts approxi~uately 
X75 70x10-10 of the oscillalor frequency, the oscil- 
lator requirements arc riot t,oo sevcrc arid are 
easily met by a VCO with a f 2 X  lop4 control 
range. The total tuning rarigc of the local oscil- 
lator is the sum of the ranges of the VCO and the 
MOTOR GI MIXER w - frequericy synthesizer. The voltage-controlled oscillator covers f 3.2X loF6 a t  the output, so that 
nearly the total range of f 5 X  lob4 is covered by 
the frequency synthesizer. 
TAPE OF An X-band systen~ siinilar to Figurc 6-8 has 
been constructed. The otlly diffcrcncc in the two - DERIVED 
DOPPLER svstenls is the frc~crnc11c.y 1ll111t ipliers, which wcrc 
]'I(:IJRE loc.:ll osciiIator for planetnry changed to X240 to c*orresl)olrd to thc nlultipli- 
rad:~r. catioli facdtot. of the. locaal osc.illator ~ntiltiplirr 
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Phase stability 1 
Characteristic 
Frequency stability: 
10 hr 
11 min 
Tuning accuracy 
Specification 
Spectral purity ~ 
Performance 
Tuning range 1 
<0.2  rad rms 
( 2 B ~ = 5  cps) 
<0.1 rad rms 
(2BL = 10 cps) 
5 X 
5 X 10-lL 
3 X 10-lo 
(Psec gate time) 
3 X 10-lo 
4 ~ 5  X 
0 .15 rad rms 
0.075 rad rms 
chain. The specificatioris and measured perfor- 
mance of this systeni arc presc~ited in Table 6-2. 
Since thc s a ~ ~ i e  type of oscillator is used in the 
receiver and in thc trarisnlitter as in the S-band 
systeni, the rms phase noise of the X-hand systen~ 
would be expected to he higher than the S-band 
system by the ratio of the frequencies, 3.5:1, 
as denionstrated by the above data. The improve- 
merit in tuning accuracy is due to the increase in 
the nutput frequency, sirice a t  X-band the &1 
courit uncertainty of the counter represents only 
f 3 X lo-" instead of the & 1 X 10-'" a t  S-band. 
The stability of the oscillator is estimated, fronl 
the above data and the characteristics of the 
round-off procedure in the 1)oppler tapes, as 
contributing approxi~nately f 3 X  lo-" to the 
stability of the system. At the oscillator itself this 
would be &2X 10-9 for a 4-second gate. This 
stability does riot approach that of a high-quality 
fixed-frequency standard, which can be as low as 
1 part in 10" or 1012 but is representative of the 
performance of a relatively high swing VCO 
operating with fundamental crystals a t  500 kc/ 
see. The calculated stability of this oscillator 
due to thermal effects alone from (Reference 2) is 
Af/f=3X10-13 for a 4-second gate time. The 
discrepancy between the actual and calculated 
values has been traced to several causes: (I) the 
stability of the voltage references used to generate 
the control voltage contributes nearly 1X of 
the nleaslired stability; (2) the oven is a single- 
stage proportional-control device with relatively 
poor performance which co~ltribut~es an estimated 
5X10-10, and (3) the noise and drift of several of 
the conlponents have been found to be excessive 
and are being investigated. The oscillator itself is a 
Colpitts or Clapp type with ALC, as are all the 
oscillators described here. 
SHORT-TERM STABILITY MEASUREMENTS 
Several methods have been used to obtain data 
on the short-term stability of oscillators and 
standards. The usefulriess of any one  neth hod 
depends mostly on the practical nleasuring dif- 
ficulties of making the nieasurerllerlt arid on the 
use to which the data are put. The different forms 
of the resulting data are useful for different 
purposes. While it is true that, if one set of data is 
FIGURE 6-9.-Short-term measurements for histograms. 
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PHT~ FH-I SPECTRUM RECORDER CHA T 
ANALYZER 
FIGURE 6-10.-Analog short-term stability measurements. 
available, the other data lnay often be derived 
fro111 it, a number of assuniptions ~ilust be made to 
do this. To eliminate these assuinptio~is, the data 
are take11 in the required form directly. 
l'ossihly the most straightforward measurement 
is the direct counting of the difference frequency 
hetwecr~ two standards with appropriate frequency 
n~ultiplicatioli to obtain the required accuracy. 
An implenlentation of this ~ncthod, which has 
been used for evaluation of atomic standards, is 
shown ill Figure 6-9. A histogram is made of the 
counts and the r ~ n s  deviation-that is, standard 
deviation-froni the nleali calculated. Care must 
be ~nade to insure that any long-tern1 drifts are 
rcmovcd from the data so that they do not 
obscure the short-ten11 data. A good indication as 
to the character of the short-tern1 statistics nlay be 
obtained by this method by comparing a Gaussian 
error curve with the sarne standard deviation to 
the measured data and by calculating the second 
~noments. 
A second   net hod, which is applicable to the 
ovalnation of a planetary radar system, is to use 
- 100-PERIOD AVE 
3.74 x to-I0 
10-PERIOD AVE. 
0 
I- 
Z 
W 
> 
W 
LL 
0 
a 
W 3 
Z FREQUENCY 
6 cps (6.66 x lo-'' 
4 lc 10 sec 
FIGURE 6-12.-Analog frequency recordings of cesium 
standards at 9 Gc/sec. 
the actual radar systeni as described above with 
the Doppler tape progranlrned such as to  produce a 
constant frequency. An on-line con~puter used 
during the experinlent to obtain the spectrunl 
of the return signal will now nleasurc the spectruni 
of the overall system. The conlputer deternlines 
the spectrum by measuring the autocorrelatiorl 
function and taking the sine transform to find 
the spectrum. The autocorrelation arid computer 
FI(:UI~E (i-11 . -VIL~~O~IS llisto~riillls (5.4 scr, 540 msec, 6-13.-Annlog ~pectru111 analysis, ~ c ~ i l l l l l  stand- 
:tnd 54 mser :~vc~r:tgc) of ccsiull~ st:il~tl:irds :it 9 C ; C / ~ ~ ~ ,  nrds 3t 900 MC/SCC; 2 ntomicl~ro~~s. 
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FIGURE 6-14.-Digital spectrum analysis, cesium stand- 
ards at 900 Mc/sec; 2 atomichrons. 
-10 -8 -6 -4 -2 0 2 4 6 8 10 
FREQUENCY (cps) 
FIGURE 6-15.-Planetary radar system. 
may be used independently of the rest of the 
system t,o measure spectra of oscillators and has 
been used for the evaluation of atomic standards. 
A third method, which is useful for obtaining a 
measure of the behavior to be expected of a return 
Doppler signal from a spacecraft or from planetary 
FREQUENCY (cps) 
SPECTRAL ANALYSIS USING SPECIAL AUTO- 
FIGURE 6-16.-Venus spectrum Sband radar. 
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Measurement Cesium Commercial Rb  Lab. Rb 1 standard standard 1 standard 
I 
Radar 
receiver 
- 
50 msec av. 
500 msec av. 
5 sec av. 
8 min av. 
Spectrum width 
radar signals where the round-trip time is long 
enough that the data arc essentially uncorrelated, 
is shown in Figure 6-10. A record is obtained of 
frequency vs. time in an analog form which is 
useful for estimating possiblc deviations due to 
the oscillator themselves, independent of space- 
craft or planetary perturbations. 
Representative data from thcsc three methods 
are shown in Figures 6-11 through 6-16. A 
compilation of the data for a nunlber of different 
types of standards and oscillators is shown in 
Table fi-3. 
A fourth nlethod of measuring short-tern~ 
stability, which is useful in phase-lock systen~s, is 
the measurement of phase noise in a system as 
described above. While the data thus obtained are 
difficult to relate to the data obtained by other 
methods, a rough correlation may be obtained. 
For the evaluation of oscillators for use in such a 
system, this method is used exclusively because 
the data thus obtained are a direct measure of the 
quality of the oscillator for this particular puspose. 
Data for several oscillators obtained for this use 
were presented in the section on Phase Noise 
Requirements. 
- 
5 x 10-lo with Cs 
5 x 10-l1 with Rb 
munications arid planetary radar systerns. With 
improved short-term stability in systems capable 
of contirluous tuning, data rates nlay be lowered 
and/or conl111unications distances increased with 
the same return power from the spacecraft or 
planetary echo. 
As improved systenls become available, ex- 
periments which depend on the improved per- 
formance are devised. Obtaining an accurate 
spectrunl of the planet Venus requires narrow 
spectral width and high turiirig accuracy as well 
as  good ~ilediu~ii- and short-tern1 stability, since 
the return spectrunl is only approximately 6-cps 
wide a t  S-band, the round-trip time is 6 minutes, 
and the integratiori time in the conlputcr may be 
set a t  6 minutes to several hours. With the irn- 
proved performance available from the planetary 
oscillator system, mapping of planetary irrcgu- 
larities is being performed. Low-data-rate syste~ns 
for long-lifetime, low-power unmanned solar 
systenl probes using the planetary radar receiver 
are possible. 
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Dr. Baghdady.-This field has needed quite a that can be said in this area, by the way, but I 
bit of organization for quite some time, and I hope have to hustle along. 
that as a result of this conference we are going to To start with, the above general comments are 
have a good start in that direction. particularly applicable to the first paper, although 
The main problem that I see, which seems to they are also applicable to the other papers. 
dominate the whole issue and applies specifically In the second paper, I see some relationships 
in this session, is the fact that people have not used which were derived on the basis of assump- 
yet very clearly distinguished between two tions that ignored higher order derivatives. 
important aspects of what we are really talking Specifically, in the measurement of velocity, I 
about; namely, (1) the R F  spectrum of the signal couldn't detect anything in the results that should 
we are looking a t ;  and (2) the instantaneous emerge from effects of acceleration; or, in the case 
frequency or phase fluctuations or instabilities of of the acceleration, the results do not include the 
that signal. You might say that the first aspect is a effects of higher order derivatives of the range or 
question of spectral purity, and the second is more the distance. In my mind there is a doubt about 
directly the question of frequency stability. the value of the equations used unless, indeed, the 
In any application, we have to make a decision effects of higher derivatives have been taken into 
as to whether we are really interested in spectral account, estimated, and judged to be negligible. 
purity, or instantaneous frequency, or phase in- Then, of course, there is the question of R F  
stabilities. To just corlfuse the issue and hop back spectrum and frequency instability and deviation, 
and forth between these, as if they are completely and so forth. 
interchangeable, is a very bad mistake. In the third paper, you begin to see more con- 
Now, the spectral purity question, of course, in- sciousness of the fact that a lot of the spectrum 
cludes the instantaneous frequency characteristics; could only be caused by an AM effect. If you are 
but the trouble is that people have not been really really concerned with spectral purity, yes, you 
inspecting spectral purity when they say they are. want to look a t  the R F  spectrum; but if you are 
Although they say they are concerned with concerned with frequency stability, such as in 
spectral purity, they turn around and only applications where you try to compare the phases 
measure frequency deviation, and things like a t  two different times or the frequencies at  two 
that, and really get into trouble. different times, then you want to look at  frequency 
Frequency deviation and spectral purity are not and phase instability, and not a t  the R F  power 
interchangeable. This is very easy to demonstrate. spectral density. 
The only thing that you can learn from frequency In one of the papers relating to the deter- 
fluctuations is a measure of asymmetries in the mination of requirements on stability for satellite 
spectrum. applications, some work was quoted in which, if I 
Thus, the spectral impurity could be very high, am not mistaken (I had looked a t  it a while ago), 
which would make the oscillation really look bad. the author made some very sweeping assumptions 
And yet you may measure a very small deviation, about the character of the spectral density of the 
which shows no significant frequency instability, instantaneous frequency fluctuations. Unfortun- 
So we have to be careful in our approach here. ately, the choice of spectral density is selected by 
Unfortunately, in all of these papers, with some the quoted writer which happens to simplify the 
minor exceptions, this confusion is evident. Also, analysis. However, it is totally inapplicable to the 
it shows up in the method of measurement. satellite mission, so the numbers are in grave 
Now, I would like to direct some specific doubt in that paper, if they were based on that 
observations with regard to each paper in the formula. 
remainder of my comments. There is an awful lot Finally, I would like to direct some remarks to 
5'2 
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Dr. Sydnor. The question of what kind of rms 
criterion to use for the phase error is really one 
that  should be tied down to what you might call 
system resolution capability, not just an arbitrary 
analytical convenience. In particular, one radian 
rms doesn't seem to have any friends anywhere, in 
real analysis. Everything seems to be against 
it. Perhaps if you choose something smaller, you 
are getting closer t o  what you might normally 
require, but a lot of things get messed up when 
you begin to  talk about rms errors in phase-locked 
loops in the order of one radian or more. I saw 
100" on the projected slide which is about two 
radians. So my point is that the criterion should 
really be related to the observable damages or 
effects that instability can cause, rather than just 
arbitrary analytical convenience. 
There is a considerable amount of discussion 
that is warranted in the area of measurements, and 
I would like to reserve this to this afternoon's 
session.when we will have more to say. In the 
meantime, I would like to give you a hint that  
there are a lot of questions on the value (the 
general purpose value, and in fact the value for 
any particular application short of a lot of 
specifications about the masking effects of the 
measuring instruments) of the period counting 
technique and some of the other measurement 
techniques that  we have seen. I am dodging this 
question right now because this will be the subject 
of more discussion in the remainder of this 
program. 
Dr. Leeson.-As a coauthor, I am in no position 
to criticize any of the other papers, so I will refrain 
from that for the moment. I think that  one thing 
we can agree on is that  particularly for someone 
who might not eat, drink, or sleep radar or space 
tracking some of these definitions seem pretty 
loose. I have noticed a number of listeners 
gnashing their teeth a t  a number of things. 
I think one thing I might comment on is that it 
does seem that there are two separate require- 
ments i11 airborne radar, and systems of that  sort, 
which deal with Doppler frequencies of the order 
of kc's or hundreds of kc's, as against the require- 
ments for space tracking, or satellite tracking in 
which the data corlcerris are of a different sort. So I 
think there is perhaps a dichotomy of requirement 
here, to which i t  would be well to  pay some 
attention. 
The radar requirwents, I have noticed, are 
perhaps surprising to some who have worked on 
stability of oscillators as concerned with com- 
munications applications. I can only assure any- 
body who doubts these 80, 100, 120 db sort of 
figures, that these are not only real requirements 
but in many cases are representative of present 
systems. 
The same thing is true of the very narrow line 
widths required or mentiorled in terms of deep 
space tracking. 
One thing that  doesn't come out in the papers, 
I think because every author is anxious to cover 
up the sloppy areas of his field, is that  there is a 
lot of work that  is going on that  is sort of below 
the surface, a lot of hidden data. 
For example, in your comment, Dr. Baghdady, 
regarding AM and FM, in most of the situations 
in which AM is ignored, somebody a t  some time 
found out by measurement or theory or combi- 
nation that in that particular sort of situation it 
was all right. But it doesn't show up in these 
papers, and I agree it is a good point. 
The definition based on a power spectrum as 
required in the doppler radar case or the actual 
characteristics of the instantaneous frequency or 
time function is something which ought to be 
dwelled on longer in attempting to establish a 
general definition of short-term stability. 
One thing I might point out is that  in all of these 
measurements, there is the ever-present oppor- 
tunity for some bandwidth to be hidden in the 
measurement. For example, in our paper we talked 
about line width, as measured on a particular 
instrument; this instrument has some lower and 
upper bounds on its bandwidth and I am afraid 
that  didn't come out in the paper. This is also 
true in the phase jitter measurement of the type 
which JPL is talking about. There is some upper 
bandwidth or a t  least some integral convergence 
which has to  be considered, if you are going to 
treat the relationship between the spectrum and 
some measurements such as phase deviation as a 
function of time in a rigorous fashion. 
I think that  you can get some feel from the first 
four papers that the radar requirements are 
pretty much the same sort of animal in spite of 
the considerably different philosophies of the 
companies responsible for prescntirlg the papers. I 
think this session has brought out the sort of 
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variables which people working in the two fields 
are comfortable with. 
I think perhaps there is plenty of room for 
introducing rigor, and this will be the purpose of 
the session this afternoon. But I think that all of 
the papers this morning did a good job in es- 
tablishing what you might call scale factors for 
thinking about the types and magnitudes of 
stability which people in radar and space tracking 
are concerned with. 
Mr. Habib.-I would just like to make an 
observation here. To me a t  least it has become 
clear that we are really talking about two distinct 
types of tracking systems: one which is a cooper- 
ative one and one which isn't a cooperative one. 
There are advantages, I feel, at  least in the 
cooperative one, in that the return frequency can 
be arbitrarily displaced from the transmitted 
frequency, making the problem a little easier. I 
think this is even true in the Venus tracking case 
where the doppler of Venus with respect to 
Earth effectively translates the frequency and 
again makes the problem easier. 
I do think the two types become similar when 
you get near zero doppler, though, and then you 
see common problems. I would like to pass that 
observation on because I think there are two 
distinct types of problems here. 
Mr. Hyde.-My interests are primarily, of 
course, in the planetary radar systems, satellite 
tracking systems, and as such I have been quite 
unfamiliar until this morning with some of the 
problems in the wide-band pulse doppler radars. 
I think it is clear, as Mr. Habib has said, there are 
two distinctly different sets of requirements. The 
radar astronomy problem appears to be one of 
extreme short-term stability on first examination. 
Long-term stability, however, enters the problem 
as well, since the range accuracy is determined by 
the stability of the timing system: i.e., round-trip 
travel times of twenty (20) minutes are not 
uncommon today. 
Certain radar astronomy experiments have 
been such that the filter bandwidths required were 
one-tenth (0.1) of a cycle per second. In fact, we 
have programmed, in a general-purpose digital 
computer, and utilized results from filters as 
narrow as one one-hundredth (0.01) of a cycle. 
Obviously, if such a filter is to be useful, one has 
to have both long- and short-term stability in his 
frequency and timing standards. 
Although radar echoes returned from even the 
most slowly rotating planet, Venus, have a fairly 
broad spectrum in these terms, it is not true that 
one filter equal in bandwidth to the received 
spectra is optimum. Certain planetary mapping 
techniques allowing fine-grain study of the 
planetary surface are limited in resolution pri- 
marily by the frequency and timing stability of 
the experimenter's system. Since the echo re- 
ceived is extended in range by an amount equal to 
the radius of the planet, it is apparent that the 
energy returned a t  a discrete range must have been 
reflected from an area on the planetary sphere 
described by a circular belt or annulus. Further, 
since the planets do rotate about their polar axes, 
one half of the planet is apparently approaching 
while the other half is receding if the observer is in 
the plane of the rotational axis at  a constant 
distance from the planet. Although these ideal 
conditions never prevail very long, it is not 
difficult to normalize the velocity, i.e., doppler, 
measurements to the on-axis doppler. By ob- 
serving the normalized frequency of the energy 
returned from a particular range, apparently one 
can determine from where on the planet the signal 
was reflected-with one ambiguity. That is, there 
are always two areas or cells of such a map: one 
in the northern hemisphere and one in the 
southern hemisphere, which cannot be resolved 
easily. Albeit, such a radar map is still of extreme 
scientific interest, and obviously the cell size and 
therefore the granularity of such a map is largely 
determined by the frequency resolution of the 
radar astronomer's equipment. 
Mr. Sykes.-You have heard the users' view- 
points and requirements, and the observations of 
our panelists. What we would like to do now is to 
open the discussion to everyone, including the 
authors themselves, if they wish. 
Dr. Mullen, (Raytheon Research Division).- 
First, I would like to make a comment about the 
first paper, in which the authors assume that the 
transmitter and the receiver local oscillators were 
uncorrelated. In some cases there are advantages 
to be gained by making them correlated. Now 
there are some noise suppression effects that can be 
achieved this way that can't be if you have inde- 
pendent oscillators. Using this correlation creates 
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range dependent effects and target dependent 
effects and there is no doubt that i t  would have 
made the paper very much more complicated to 
have discussed them. But in some cases the use 
of this correlation can be worthwhile. 
Well, secondly, I would like to defend the 
speakers from some of Dr. Baghdady's comments. 
It is perfectly possible to tie together spectral 
purity and frequency deviations if one has a model 
of the situation that is actually occurring. I think 
that  most of these papers have been based, as 
Dr. Lees011 said, on models of the radar situation 
in which there is really good reason to believe that  
there is a unique tie-in between the two quantities. 
From a users' point of view these specifications 
represent real statements which when satisfied 
will guarantee good performance of the system. 
Furthermore, these noise problems are really 
quite delicate so that you can't see the second 
order effects and need only explain the first order 
effects. Therefore, when the theory predicts 
effects which match the needed system tests, we 
can't spend the taxpayers' money to research the 
next order of effects. 
Dr. Raghdady.-But I have serious doubts 
about your methods of testing as a matter of fact. 
I can prove anything to you by those methods of 
testing. There are operational parameters in each 
of these measuring techniques that can be 
manipulated. Unfortunately, quite often, the user 
of the results of the  test measurements is not 
provided with sufficient information about the 
tests, how much influence the method of testing 
has upon the quantities observed, or whether the 
method of testing is really applicable to the user's 
circumstances. So I have my doubts about the 
methods of testing, particularly the assumptions 
and interpretations often made of what the results 
signify. 
I agree with you, when we have a clear model of 
what is going on, the tie-in can be established in a 
unique manner. But unfortunately, there is no 
visible indication in anything that we have heard 
today to show that  people have really searched for 
such a thing. Merely to say, "look, here are my 
computed numbers arid here is my test curve and 
look how close they are 'among friends', there is 
agreement," does not prove anything, even 
"among friends". Instantaneous frequency fluctu- 
ations spread the spectrum, instantaneous ampli- 
tude fluctuations spread the spectrum, imbalance 
in amplitude and phase in the spectral distribution 
can cause disturbances, and so on. It is not enough 
to merely attribute all of the blame to  the one 
effect that we happen to be obsessed with. 
There is a tendency or implication when you 
measure only the rms frequency deviation to 
draw an equivalerlt sine wave model for the RF 
disturbance. That is very bad. You are dealing 
with something that has a high peak factor and 
you turn around arid choose a signal model with a 
low-peak factor. You measure one number using 
your biased eyes or sensors to judge what it is, 
and then you claim that this number is a sufficient 
characterization of the R F  spectrum or of the 
statistical properties of the frequency perturba- 
tions. In the end you don't know what you have. 
So what can you do? 
Dr. Mullen.-Well, it is certainly true that when 
you measure things there may be a lot of nasty 
surprises when you actually go out to measure 
what or how the radar is performing, or how well 
the oscillator is performing. Most of these papers, 
I believe, have been the results of measuremerlts 
that do agree with the predictio~ls that were made 
ahead of time, or possibly ex post facto. If one 
has theoretical models which are capable of 
explaining everything that is actually found, 
then I think that is really adequate for the 
moment. 
You know, it is certainly true that good 
engineers can find and solve more problems than 
bad ones, and if the people are going to do bad 
experiments, then that certainly is going to 
present lots of problems. But if you have a theory 
that  matches good experiments, then I think that 
is adequate enough for the moment. 
Dr. Raghdady.-Yes, this is what I am wonder- 
ing; do we have such things? 
Dr. Leeson.-I wonder if I could speak on that 
as far as the spectral density measurement. I think 
there is pretty good agreement. Well, you saw 
agreement this morning among three competing, 
strongly competing corporations, regarding the 
measuremerlt of spectral density as i t  applies t o  an 
airborne doppler radar. I think this is one area in 
which, by the way the doppler radar operates, you 
can see you are concerned with spectral density. I 
agree that  it was sort of slipped in that the noise 
spectral density is largely due to frequency vari- 
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ations. However, this happens to be the case in 
the sort of physical system which ends up being 
used in a doppler radar. That is to say, there is 
almost always some limiting mechanism some- 
where, frequency multipliers typically enhance the 
FM sidebands and tend to either limit or a t  least 
donlQ,ncrease the AM sidebands. 
Dr. Baghdady.-It also, unfortunately, changes 
some amplitude fluctuations to phase or fre- 
quency fluctuations. 
Dr. Leeson.-This is true, and this is a point 
which requires considerable caution. The resultant 
measurements, though, of spectral density do seem 
to correlate very well with the sort of field sensi- 
tivities that you actually achieve when you take a 
radar which you measure on a test set. There are a 
number of commercially available test sets for 
this sort of thing. There is a sort of a mystique 
that has grown up around them which I guess the 
papers this morning have made an attempt to let 
us in on. It has been found that there is good 
agreement bet,ween spectral density measure- 
ments made on this sort of equipment and the 
kinds of results that you get with a radar system. 
Because this is due to the fact that the radar 
system actually is characteristically the same sort 
of measuring instrument. 
Dr. Baghdady.-I would like to remind you 
that I tried to make a distinction. I wasn't saying 
that one of these, only that one or the other 
should be used. I was really trying to point out 
that there are applications in which this RF 
spectral density is really what you want to be 
concerned with. There are others. Whereas, in 
principle, the RF spectrum could characterize the 
frequency disturbances that you are looking for, 
what you measure about it actually-because of 
the method of measurement and so forth-winds 
up not being very applicable. In those situations 
you want to concentrate on the fluctuations them- 
selves. So I am trying to  distinguish between the 
two problems. 
I am not saying that we all have one problem. 
We really have two general problems: one em- 
bodies all applications that are really ultimately 
concerned with spectral purity; another, embodies 
applications in which we are really concerned with 
jitter in phase and frequency. There are methods 
of testing and characterization that are adequately 
applicable in each case. I am not trying to cast 
doubt on either of these. I say both exist and both 
must be clearly distinguished. 
Dr. Leeson.-I think all of the papers this 
morning did talk about two parameters. I think 
perhaps a convenient way to think about it in 
some cases would be to look directly a t  the signal. 
In other cases you are concerned with looking off 
to the side and trying to ignore it. Ordinarily, when 
you are trying to ignore it, you are not really 
concerned with the details of its frequency vari- 
ation, but you are concerned with any energy 
which might be present in the region where you 
are looking. If you are trying to put it through a 
filter, treat it nicely, and get some information off 
it;  then you are concerned with something entirely 
different. You are concerned with how much 
energy or information you can get through the 
filter. I have to agree that there is a tremendous 
difference bet,ween these two. 
Dr. Baghdady.-You can't just hop from one to 
the other. 
Dr. Leeson.-No, you can't. They are not 
inter-related, and this is something which people 
sooner or later find out when they try to relate 
measurements of one sort to another. You can't 
make a spectral density measurement and then 
from that make any reasonable sort of qualifi- 
cation as to what the statistics of the frequency or 
phase versus time are going to be. 
I t  is true in what was pointed out in all of these 
papers this morning, the best way to find this 
sort of thing is to do what I think most of the 
practitioners of this art do now, that is, to make 
both measurements; and, at  least in the back of 
their minds they have this division between the 
two sorts of characteristics fairly well sorted out. 
Dr. Curry (Curry, McLaughlin & Len, Inc.) .- 
I don't know whether to reserve this comment 
until this afternoon when I will hear Dr. 
Baghdady's talk or bring it up now, concerning the 
relationship between the time and frequency 
domain representation. Isn't it true that really 
what you are saying is that the spectra that we 
are using are just not properly measured? 
Dr. Baghdady.-Not really. I would like to 
point out that the question I have raised is not 
really a question of time and frequency domain 
representations. It is a question of uniqueness of 
representation by a given abstraction. In other 
words, if you choose the RF power spectral density 
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and measure it and work with it, then this spectral 
density can represent a million and one signals 
that have completely different time behaviors. 
Some of them are extremely stable frequency-wise; 
and others, bad. In other words, the RF power 
spectral density by itself does not uniquely 
idcrltify the signal and is not sufficient for char- 
acterization of the time behavior of the signal. 
Dr. Curry.-I would agree, and I will be saying 
somethilig on this this aftenloon. I think that one 
prohlcm that  we run into right away is that we try 
to compare spcctral data, powcr spectral data, 
which we take with i~lstruments which really are 
taking cuts across the time-frequency domain. We 
really don't know what we have when we get 
through or a t  least we do not have what we can 
relate to one millisecond intervals. If we want 
somethirig t o  relate to one millesccond intervals 
or, let's say, I am using that as an example, then 
we havc to make certain that we do in fact or we 
have. in fact measured a short-term spectra and 
we begin rapidly to get into problems there. 
Dr. Raghdady.-Incide~~tally, therc has beell a 
sad lack of comment aimed a t  defining really in 
any given applic.atioli, or ill somc gcncral guiding 
way, what wc meal1 by "short-term" for any 
situatio~r. I would havc likcd to hear this. This 
being a rccluirc~ments session, ~)rcsumahly some- 
body was going to a~inouncc "this kind of appli- 
cation requires this kind of thing." And I think a 
lot of people would likc to see somc clear quanti- 
tative definition, not in terms of deviatio~i, likc 
so much such and such a delta F docsn't say 
anything. I think what is meant by "short-term" 
ties with a lot of things that would require speci- 
fication for each applicatio~i. 
Mr. 8ykc.s.-It is probably a little early in the 
symposium to accomplish that. That is what we 
hope to be able to do. 
Mr. Kruger (GSFC).-If you look a t  the doppler 
frequency valut', what you gellerally do is integrate 
the frcqllr~rey over a certain amount of timc. That 
means you do rlot look at  frcqurricy, as such, you 
look a t  elapsed phasc. And it therefore seems to me 
that phascb dcviatiori or phase jitter would be of 
morcl importance than freque~lc~y deviation or 
frcclucricy jitter. However, all papers today have 
gc~~c.rally l)cc~i corlcerned with frequency rather 
that1 wit11 phasc. I wonder if I could get some 
commcrrts orr that. 
Dr. Baghdady.-There are two things that I 
would like to point out. Number one, the spectral 
density of the phase fluctuation and the spcctral 
density of the frequency fluctuation are very 
simply related. So you can work with one or the 
other. Number two, it turns out that  in systems 
this seems to be like a hierarchy, so I am going to 
give you a start of one and you can go down. 
111 systems where the effects of short-tern~ sta- 
bility disturb you because you arc really trying to 
compare the phases of a ~ont i~ l l i i~ ig  process a t  two 
different times, you find that hccausc the effects 
are usually assumed to be random, pcoplc like to 
choose the rms or mean scluarc measure of dis- 
turbance. You find that the rms disturbanre that 
is causcd by the instability comes out to be all 
integral in which one of the factors inside is the 
spcctral density of the frecluency fluc~tuations. 
This happens to be thc casc, for example, ill 
ranging, where you actually arc comparing phases 
a t  two different times. In doppler measurernelits 
or velocity measuremc~lts whrrc. you arc corn- 
paring frcque~lcies a t  two different times, again it 
comes up. Actually, you can express the rms error 
due to instability ill terms of thc spcc.tm1 density 
of the frcque~icay fluc'tuatio~is. 
Recausc of the simplic.ity of thcl rc1:~tionsllil) 
l~etwee~r the spcctral density of p1i:~se a ~ i d  frr- 
quency fluctuation, you call always wind up with 
the spcctral dcnsity of one or the other, as you 
choose, inside of that integral. So if you pick olic 
or the other, you arc all right. 
Mr. Krugcr.-Well, I don't quit(. agrc>cx with 
that. I think an error arialysis a t  somc timc makes 
a difference a t  what you look. At least, it is siml)lc 
to look a t  phase- 
Dr. Baghdady.-That is air illstrumc~~itatio~i 
problem. 011 the other hand, thcrc. is a grcnt drnl 
to be said about watchi~lg frecluc~ncics, yo11 scc. I 
mcan, it is ari instrurnerrtutiori problem, a r~d  sonw 
pcoplc are more skilled in one 01,sc~rvation tlra~i 
another. It also depends on the shape. of tlic 
spectral density of the phasc fluctuatio~~s and tlre 
corresponding spcctral dclisity of the frccluclicay 
fluctuations. Thc shapc. of one or thc o t h c ~  may 
rcrider it morcb amc~~ab lc  to mcasurcment to withilr 
a specified error arid confide~rc.c level with a given 
degree of instrumc~itatio~l cbon~l)lcxity. 
Mr. Hydc.--I thi~lk it is clcar that wc. ~lc>cd to 
look a t  both thcx frcclucney spcc~trunl : ~ ~ r d  tli(' 
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phase in general. When we are doing extremely 
narrowband spectral analysis by Fourier integral, 
or other correlation techniques, we are correlating, 
essentially, a continuium of phase as has been 
pointed out. However, we don't know what is 
going on necessarily outside of this extremely 
narrow band filter, that  has either been built in an 
analog machine or programmed in the computer, 
and i t  may be that we are almost unknowingly 
wasting a good deal of our transmitted power in 
sidebands which are only ten, twenty, or fre- 
quently sixth cycles away from our transmitted 
carrier. So some spectral analysis must be done in 
a wide frequency band as well as the extremely 
narrow band. 
Mr. Mager (Raytheon Missiles System Di- 
vision).-In response to Dr. Baghdady's request 
for a definition of short-term stability, I think the 
phrase "short-term stability" in a way begs the 
question. I t  almost by implication assumes a time 
domain definition. It seems to say, well, what do 
we mean, a millisecond, a tenth of a second, or 
what? And I think the first four papers made it 
clear that in many applications such an approach 
to  the question is not too meaningful. 
Another area that I wanted to comment on, 
with Dr. Baghdady, is the question of whether 
phase and frequency are really simply related; 
given different mechanisms for phase modulation 
and frequency modulation, which we don't 
always very clearly understand. I wonder if one 
can really derive a frequency deviation spectrum 
from a phase deviation spectrum. 
Dr. Bc~ghdady.-Yes. Divide by frequency. 
Mr. Mager.-That implies that we know the 
frequency distribution. 
Dr. Baghdady.-If you go from phase to fre- 
quency, multiply by frequency. 
Mr. Mager.-Yes, this implies that we know 
Ad = Af/j,,, where f,,, is the modulation frequency, 
or some simple relation like this or an integral 
relation of this nature. 
Dr. Raghdady.-I'm sorry, but I don't under- 
stand what you are saying. 
Mr. Mager.-You say one can be derived from 
another by a simple multiplication. 
Dr. Baghdady.-There is no condition a t  all- 
without any restriction-one is the derivative of 
the other in time; therefore, in frequency the 
spectrum gets divided or multiplied by w ,  it is 
that simple. 
Mr. Mager.-Well, given that one is the de- 
rivative of the other, we must know the function 
that we are taking the derivative of, and we don't 
always know it theoretically or analytically. This 
is what I am implying is the problem. 
Dr. Baghdady.-I see what you mean. 
Dr. Leeson.-Are you referring to  the idea of 
the measurement of Ad, so marly radians rms, and 
talking about that as opposed to a line width 
measurement? In other words, are you talking 
about measurements in which you haven't made a 
spectrum analysis or do I misunderstand? 
Mr. Mager.-Well, as an example, if we were to 
use a frequency discriminator of some sort, some 
of the commercial equipment, to measure an rms 
frequency deviation in a given bandwidth, what I 
am saying is that  an equivalent phase deviation is 
not readily or immediately derivable from this. 
Dr. Baghdady.-That is true. 
Dr. Leeson.-I have to agree with that entirely. 
Dr. Baghdady.-That is true. 
Mr. Mager.-That is my only point. 
Dr. Baghdady.-I was talking spectral densities, 
and now you arc right, any particular value, says 
rms value or peak value or something like this, 
measured on one, cannot be uniquely related to the 
other. 
Mr. Mager.-All right. 
Dr. Leeson.-This points up an interesting 
difference in the so-called airborne applications 
of the first four papers and the applications 
brought out in the last two, and that  is primarily 
if the information which you are seeking is in the 
form of phase, then of course you are going to be 
concerned with random variations of phase over 
which you have no control. 
011 the other hand, if you are operating with a 
system which is in essence a frequency spectrum 
analyzer, then frequency becomes a more con- 
venient variable to work with, only because of the 
fact that everything else in the offing is also in the 
same terms. 
Mr. Sykes.--Now, we really haven't given the 
speakers a chance here, but as a result of this 
discussion, do any of the speakers have comments 
that they would like to make, clarification, or for 
that matter any questions? 
Mr. Johnson.-I have a comment I would like 
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to make in answer to Dr. Baghdady's statement 
that nobody said what they mean by "short-term 
stability". I said in my paper "short-term 
stability" refers to the ability of the receiver to 
track the signal. If you receive a signal varying 
in frequency a t  a rate that  a narrow band receiver 
can track, to me that  is long-term stability. And if 
the rate of the frequency variation becomes such 
that thc receiver no longer can track it, then it 
becomes short-term stability. 
We are giving here what our user requirements 
are, how we measure it, and what we need to 
know. I think that is what the four papers this 
morning pointed out. The two papers followi~~g the 
radar papers showed a completely different 
requirement. This points out the necessity for each 
individual to determine from the system require- 
ments what are his short-term stability requirc- 
ments. 
Dr. Baghdady.-I think it is possible to derive 
by some systematic arrangement;-we are going 
to offer one this afternoon-a defiriitiori in which 
parameters enter that identify gross features of 
the application. You assign values to these 
parameters t o  characterize different applications 
and you wind up with a number that says "five 
seconds" for the user, this is the user number now. 
Now, there is another number that the manu- 
facturer must come up with. The ma~iufacturer's 
number must be unrestricted by the users' 
numbers, unless he is catering to one very specific 
application. For general-purpose application, the 
manufacturer has to avoid any specific assump- 
tions about the users' numbers. I would like to 
suggest that we come up with a guideline, a 
quantitative guideline. 
Say here is our resolution, here is our appli- 
cation. It is characterized by this and that. And 
here is the way these things are tied together. 
Compute this number and you get five. Call i t  
five seconds, depending upon the dimensions. This 
is this man's shortest interval of significance. You 
see, this is what we mean for him by short-term 
stability. 
This is possible. We are goi~lg to recommend 
something it1 Session 11. 
Mr. Habib.-Could I ask a question of the JPL 
representative here. How do you handle the seven 
miriutes delay to Venus and back on a stability 
basis? 
Dr. Sydnor.-What do you mean by "stability 
basis"? 
Mr. Habib.-Well, when you are doing plane- 
tary radar, and you have a seven-minute delay 
between the transmitted and the returned signal, 
or approximately that, what sort of stability 
problems do you run into there? 
Dr. Sydnor.-We have to make a few assump- 
tions in that case. We assume that  the random 
variations of the transmitted signal are not 
correlated with the return variations. We have run 
a number of tests with a number of master oscil- 
lators, rubidium standards in this case, to see if 
they are independent over that length of timc. 
We fourid that within our measuring technique 
limitations that they are. If they are not cor- 
related, then we car1 measure the stability over 
this sort of time interval and find out what i t  is, so 
we can evaluate the quality of our data. 
Mr. Van Duzer (Hewlett-Packard) .-I have an 
observation to make here, that is, all of the users 
seem to be radar peoplc. If we are going to use this 
discussion this morning as a basis for arriving a t  a 
definitio~l of short-term stability, we ought to 
carefully consider that there arc a lot of other 
applications in which peoplc arc interested in 
short-term frequency stability. 
Mr. Sykcs.-Well, I think that that will prob- 
ably be apparent as we go along with some of the 
other sessions. I would hope that  we wouldn't do 
this just for one group. 
Mr. Gil1espie.-We are never going to get 
complete statistics on the quality of oscillators. 
I don't think we will find them in a definition of 
short-term frequency stability, and we will end 
up talking about certain averages in rms phase 
deviation perhaps, or rms frequency deviation. 
I showed one particular radar processor this 
morning that  was serisitive in a peculiar way, 
perhaps, to frequency changes, frequerlcy de- 
viation. I t  also is serlsitive to amplitude deviations. 
We haven't talked much about AM and I just 
choose not to talk about it. We certaillly could 
have had a lot of problems if AM noise, either 
coherent or 1109-coherent, were present. If we are 
concerned with AlTI (moving target indication) 
search radars for which specifications must be 
made in terms of oscillator rms phase deviation; 
or with tracking radars using something like the 
CFAR (constant false-alarm-rate) automatic- 
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target detection circuitry, then we would like to 
know more about deviations in averages of 
frequency. We will need all of the statistics. It is 
quite a job to come up with a standard. 
Dr. Baghdady.-I think we will show in Session 
I1 an approach, actually some specific applica- 
tions, and show how the thing always winds up. I t  
turns out that it is possible, if you use as your 
measure of performance or measure of disturbance 
the mean square or the rms fluctuation error, you 
wind up with a result in which the instabilities are 
characterized by two things: Number one, the 
spectral density of the instantaneous frequency 
fluctuation and/or phase fluctuation; and number 
two, a measure of the peak factor of the fluctu- 
ations. 
You might well say, is this all? Yes, this is all. 
It would be nice to determine, for example, the 
statistics of the instantaneous frequency fluctu- 
ation, so you would have a better idea about what 
value of peak factor to assign to the fluctuations 
that would suit your application. But in the ab- 
sence of-it is a very costly process, the deter- 
mination of this,-the probability density function 
of the fluctuations, we usually resort to some arm- 
waving tactic. For example we say if the fluctu- 
ations were characterized by gaussian statistics, 
then the peak factor is three or four. If it is some- 
thing else you pick another number, you see? But 
ultimately you may want to know the probability 
distribution so that you can tell with what prob- 
ability some value will be exceeded. In this way, 
you can pick that value that will be exceeded 
during a fraction of the time that is negligible in 
your application, or which would satisfy some 
criterion of negligibility, and use that value in 
estimating the peak factor. So it is possible to 
characterize the instabilities with a small number 
of gross parameters. 
Mr. Grauling (Westinghouse Aerospace).-I 
think there is one point here that has been alluded 
to a little bit that hasn't really been brought out 
very clearly, and I know that this is something 
that Dr. Leeson mentioned. The question of 
spectral purity actually involves both AM and FM 
contributions, or if you want to call it AM and 
PM. I think that the thing that most of the users, 
a t  least in the radar papers, are interested in, is 
the total spectral content in the bandwidth of 
interest. Whether this arises from FM, or whether 
i t  arises from AM, it can be a problem in the 
system. 
The reason these things usually wind up being 
stated in terms of short-term frequency stability 
is the fact that the AM contributions are small 
compared to the FM, and consequently if you can 
manage to measure the FM you have pretty well 
solved the problem. 
Dr. Baghdady.-This is a debatable question. 
Mr. Grading.-Yes, this is. But from the 
users' standpoint we are concerned with the total 
noise or what have you in a given channel. 
Dr. Baghdady.-I mean the relative weight of 
AM and FM is debatable. You mentioned that the 
AM contribution is usually negligible, and I 
don't know if it is. It depends on the mechanism. 
It depends on models. And if indeed you have 
established that it is negligible, neglect it, don't 
just assume it across the board. 
Mr. Grau1ing.-Oh no, we can't assume that 
across the board. In fact, the sets have to be built 
t o  measure both AM and FM contributions. I 
think the reason, and this is thc point that has not 
been brought out, is that it is the total contri- 
bution which is of significance to the user. It is a 
fact that the way the radar sets are highly mechan- 
ized, it is a single sideband receiving system, so 
consequently we are interested in the energy a t  a 
given point on one side of the carrier. The source 
of this in terms of AM or PM is unimportant, but 
i t  is the single sideband being passed through the 
receiver that does get picked up. The measuring 
sets, of course, must distinguish between the two. 
Dr. Reder (Army Electronics Laboratory).- 
It seems to  me we are going around in a circle on 
questions which actually should be asked and 
answered in this afternoon's session. On the other 
hand, you would have available now the repre- 
sentatives for the one question which is very 
pertinent to this session. I mention that there are 
many other applications of short-term stability, 
and I think the answer to this question is more 
pertinent in this session and it will be very 
important. 
Mr. Sykes.-This is exactly right, and I had 
hoped to get more discussion specifically on this 
morning's papers. 
I think there are a number of things from these 
papers that have been brought out. One that seems 
to  be most important to me, while the title of this 
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Symposium is "Definition and Measurement of 
Short-Term Frequency Stability", it certainly has 
become obvious from the discussion and the papers 
that have been presented that it is just not that 
simple. Before you try to define "short-term 
frequency stability" you need to know what are 
the terms that need definition. 
For example, the user says he wants to do such 
and such, and he wants this kind of an answer. 
It certainly seems apparent to me that we have to 
first obtain a language. What are the terms that 
are necessary to define in order to get the answers 
that the users really want? I think that if we 
establish only that this morning, we have gone a 
long way. It is expected that a subcommittee of 
one of the IEEE committees will be formed as a 
result of this symposium. I would hope that they 
would take on the job of establishing the terms 
that we need, arrive a t  some defiriitiorls for these 
terms so that we can, in the development of these 
systems, get a better language in which we can all 
get a common understanding. 
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An analysis of the manner in which oscillator short-term instabilities limit performance in a 
number of applications is presented. This analysis provides guidelines for theoretical formulations, 
the definition of short-term stability, and the development of measurement techniques for character- 
izing short-term instabilities. The factors that affect short-term stability are discussed, and basic 
models for theoretical analysis are formulated. The models are used in investigations of the char- 
acteristics of outputs of "stable" sources. Measurement techniques are proposed and compared 
with techniques employed by other investigators. 
A treatment of the problems of characterizing, 
analyzing, and measuring short-term instabilities 
of ultrastable sinusoidal oscillatiori sources as well 
as of loop-controlled oscillations is presented. 
The tern1 short-term stability appears with in- 
creasing frequency in discussions of t,iming and 
synchronization systems, frequency synthesis 
techniques, and moving-target tracking systems 
of all types. But this term continues to mean 
different things to different individuals, even in 
the same appli"cations. At the present time, and 
in almost all applications, there is: 
1 .  No common understanding of what short- 
tern1 stability means. 
2. No commori agreement on why i t  is needed. 
3. No conimon understanding of how to char- 
acterize, model, analyze, and measure oscil- 
target trackirig applications, conlniunica- 
tion signals, and multiple-access utilization 
of aerospace vehicles as  relay centers. 
3. Local irideperident reference signals for 
timing, phase, or frequency measurement. 
4. Local oscillatiori of controllable phase and 
frequency that tracks the irlstantaneous 
phase or frequency of an  iticonling signal, 
thereby providing a continuous estimate of 
its instaritarieous phase or frequency. 
I n  some of these operations, the emphasis is 
placed on the u~iavoidable fluctuations in phase 
or frequency caused by sources of instability and, 
in others, on the spectral structurc or "spectral 
purity" of the oscillation. Thus, the characteriza- 
tion and iueasurement of oscillator instability 
may be pursued alorig the lines of: 
lation instabilities. 
4. N~ widely accepted accounts of how the in- 1. Characterizing the fluctuations i11 the phase 
stabilities will affect performance in ap- and frequency of the oscillator output. 
plications, and how the requirement for 2. Characterizing the structure of the spectrun~ 
short-term stability should be specified. of the oscillator out1)ut. 
Stable oscillators are used extensively as: In general, one cannot coricentrate 011 orie and 
ignore t,he other of these two aspects of an oscilla- 
1. Origir~al sources of timing and synchroniza- tion con~pletely, although either of them poten- 
tion signals. tially can be made to provide a complete rcpre- 
2. Original sources of carriers or subcarriers for sentation of the source output. Thus, exclusive 
PRECEDING PAGE BLANK NOT 
66 SHORT-TERM FREQUENCY STABILITY 
concerltratior~ on the structure of the spectrum or 
the mean-square spectral density obscures the fact 
that not all of the spectral con~po~lents actually 
will cause phase arld freque~lcy fluctuatiorls- 
fluc+tuations ill the an~l)litudc of the oscillation also 
q)rcad out its spectrunl and nlay be conlplctely 
ur~related to the phase arld frequency fluctuations. 
Sinlilarly, cxc*lusive c-oncentration on the phase or 
freclucncy fll~ctuatior~s obscwres the fact that a 
cot~sidcrablc sourc8c of the observed instability 
actt~ally 111ay bc s1)urious filterable c*ompo~le~~ts 
that will hc reducsed effectively in the ultil~late 
systc>trl. 111 the final analysis, the type of char- 
actcrizatio~~ soright nlust he the one lnost calearly 
related to the intended applicat ion of the 
oscillat ion. 
111 thc 11cxt sectior~ we cxl)lore the Inallller in 
whic.11 oscillator short-ten11 i~~stabilities limit 
s y s t c ~ ~ ~  pcrfornlarlce in a r ~ u ~ l ~ b c r  of al)plirations. 
This analysis shows that the tl~car~-scluarc sl)ec*lral 
dc~lsity of the i~~s tar~ ta~leous  frccluct~cy flucstua- 
tio~rs of thc oscillatio~l frcclucnt ly providcs the 
nlost direct basis for the caharac-tcrization, tlieas- 
urc~l11c~111, and sl)cc.ificatio~l of th(1 short-ten11 
frcc1r1c11c.y atld phasc instabilities. Although the 
1)roI)abilit y dc~lsit y fut~ctiorls of thc i r~s ta r~ ta~~cous  
phase and frcclue~lc-y fluctuatio~ls may be of inter- 
est, oftc~l o~lly a prac%ic*al estimate of the ~)cak fnc- 
tor of the fluc~tuatior~s is sufirie~lt.  (:uideli~les arc 
provided for user esti~natiotl of the shortest 
intcrval of titne over whic.h instability errors will 
bcco~ne 11otic.cab1c in a specified apl)licatiotl. A 
user quantitative interpret at ion of "short-tcbr111" 
is thereby tllade possible. Situations in whicah the 
~ncan-squarca spectral density of t he oscillation 
itself ~)rovides an adequate abstract io~~ arc also 
discussed. 
111 thc third sectio~l, or1 RIodels and Charactcr- 
istics of Iirlstahle Oscillations, a survey is ~ n a d c  
of tllathc~~latical 111ode1s and associated character- 
isticas of urlstahlc oscillatio~~s. Two general al)- 
proa('hcsfor ~llodelil~g are ~)resentcd, and several 
n~odcls il l  each caatcgory are discussed. 
111 the final sec.tio~l attel~tiorl is directed to the 
problCtrl of ~l ieasuri~~g the c-harac*teristicas of fre- 
clucl~~(+y utlstable osc.illatiorls. The gc~lcral 1)rol)- 
~ r t  i('s of sat isfa(-tory I I I ( ~ ~ S I ~ ~ C I I I C I I ~  syste~lls, fro111 
whic*lr the. l)asic* struc-turc of tl~c.scb sys tc~~ls  i
ot)taitrc~d, arc1 dcvc~lo1)ed 'l'hc gross pcrfor~~ra~~c.c 
of the ('lass of ~ C ( ~ O I I I I I I ( ~ I I ~ ( ~  S Y S ~ C I ~ I S  is ~ 0 1 1 -  
trasted with that of previous systems for the 
rneasure~ilent of oscillator instability. Finally, 
the areas of ur~solved problenls in measurement 
are discussed. 
EFFECT OF OSCILLATION INSTABILITY IN 
APPLICATIONS 
The characterization, rllodeli~~g, analysis, meas- 
uren~c~i t ,  and sl)ecificatio~~ of bounds on oscilla- 
ti011 short-ter~n, or ral)id, irlstabilit,y ultin~atcly 
nlust be 111ade in the light of its effects on the 
perfortnance of systenls that rely 011 the oscilla- 
tion. General guidelirlcs IIOW will be sought in 
terms of a r~unlber of sl)ccific. al)l)lications. 
Precision Range Measurement 
An al,plicatior~ of great csurrent interest, and 
one whose ~ncthodology of t reat nle~lt is rel)re- 
seritative of a ~~un ibc r  of other al)l)lic.atio~ls, is 
encountered ill ~)rec~isio~i ratlgc (or radial dis- 
tance to a vehicle) t ~ i c a s u r c ~ ~ ~ c t ~ t  sys te~l~s .  Such a 
syste111 is illustrated it1 Lcigurc. 7 1. 111 this systetn, 
a toll(. of suitable frccluctlcy is tra~rstllitted to the 
vehiclc to be tracked and is rcturtled by it to the 
trackitlg station. Itatlgc fro111 th(1 travkitlg station 
to the. vchiclc is the11 dctcr~llirlcd fro111 a tncasure- 
~ i le l~ t  of the phase of the r c tu r~~ed  tone relative 
to the phase of the original t ra~~s~l l i t t ed  one, or1 
the basis of a c.urre11t s t ~ g ~ ~ i c ~ l t  of the c o ~ l t i n ~ ~ i ~ l g  
outl)ut of the source of the origirlal tone. 111 the 
ensui~lg discussion wcx co~~sid(lr only the errors 
caused by the short-tern1 instat)ilities of the sourcae 
VEHICLE r l  
- -- -- 
OSCILLATION COMPARISON - COMPUTATION -+ TRACKING 
SOURCE CIRCUITS DATA 
Prurlns 7-1.-U:lsic fullct,io~~s of :L t:~rget-tr:~cking system 
wit11 sinusoid:ll rnl~girlg sign:ll. 
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of the ranging tone that cause the current seg- In view of the rand0111 character of d(t) ,  a 
ment to differ from the original one (or a perfect convenient nleasure of the error i t  causes is 
replica of i t ) ,  and ignore all other effects as  ex- usually the root-mean-square value (or standard, 
trarleous to this discussion. deviation). Thus, if at, denotes the rms value of 
Thus, let td be the two-way signal propagation cutd, 
time between tJhe tracking station and the vehicle. 
The radial distance to the vehicle is then at,= (2rfo)-'( I!: ([d(t) @prect,td(t+td/2)12 ) (8) 
R = ~td/2, ( 1 ) where E ( ) denotes "statist,ical average." Since 
the Fourier transform of the convolutior~ of two 
where c is the velocity of signal propagat'ion in functions equals the product of their Fourier 
the intervening medium. If the original t,rans- transforms. we have 
n~itted tone is expressed as 
et,,,,(t) = E(t)  cos B(t), (2) atd/td= (2?rfo)-l 
then-assuming ideal propagation conditions and 
110 delay in turnaround a t  the vehicle-we have (9) 
for t,he returned signal where S4 ( w )  is the mean-square spectral densit,y 
eret (t) = E( t  + td) cos B(t + td). (3) of d(t).  Equation 9 brings out the follo\ving important 
The desired inforination is contained in facts: 
AB(t, t,) =B(t+td) -B(t) 1. The fractional rills error caused by the fre- 
t + t d  quency instability of the oscillator is deteriiliried 
=l B(r) d r  by the mean-square spectral density S$ (w) of the 
instantaneous frequency pcrturbations. 
=e(t) @prert,td(tf td/2) (4) 2. The spectral density So (w) is weighted by a 
filtering effect, 
where B(t) =dB(t)/dt, @ denotes convolution, 
and p,e,,,td(t) = rectangular pulse of unit height 
extending from t = - td/2 to t = td/2. (10) 
NOW, the instabilities in the oscillation fre- plotted in Figure 7-2, which depends 011 the in- quency may be accounted for by writing 
terval of time t-peculiar to the application- 
~ ( t )  =2~f0t++(t)  ( 5 )  over which the oscillator instabilities may cumu- 
so that late their influence on t,he mcasuremcnt. 
It is clear fro111 Figure 7-2 that thc weighting 
e(t> = 2 ~ f 0 + d ( t ) ,  furiction favors only the part of the spectrum con- 
tained within I w ] _<2T/td. As td increases, the 
where f a =  the value of the instantaneous fre- 
edges of this interval shrink closer and closer to quency of the tone a t  the start of the td round- 
w =0, indicating that the faster fluctuations in trip time to be nleasured and +(t) = instantane- 
4(t) beconle less and less significant in deter- OUS fluctuations in the phase of the oscillation 
nlining the error in the nieasurenient. 
about the phase 2rfot of an absolutely stable In practice, additional filtering is introduced to 
source of frequency f,. Substitution in Equation 
4 yields snlooth out the effects of noise from various 
sources, the bandwidth being chosen to lnaxinlize 
- 
A8(t, td) =2?rfotd+$(t) @ ~ , . ~ ~ ~ , ~ , ( t + t ~ / Z ) .  (6) the noise smoothing without intolerable conflict 
with requirclnents on the speed of response im- 
This that the illstability the Ijosed by rallge lesolUtioll Sl,ecifications alld by 
ranging tone introduces an uncertainty in the the dynamics of the vehicle trajectory. The intro- 
measured value of td given by duction of suvh a filter, c,haracterized by HI,( jw) , 
Atd= (zrfo)-'d(t) @pre,t,td(t+td/2.) (7) 1nu1ti~)lies the integralid in Equation 9 by 
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FIGURE 7-2.-Filtering effect of interval td  over which the instabilitics may cumulatc their influence on the measurement. 
( H 1 , (  jw) 1 2 .  If the riolriirial passbarid of H1,( jw)  
is restricted to ( w  I 527rBlP ,  then for 
R 1 , I  ( l / t d ) / l O  
only the spectral components withiri I w  I 527rB1, 
will contribute instability errors. I n  the absence 
of this filter action, or when B l ,  is of the order of 
10 times l / t d  or more, components with frequency 
up to B l ,  cps may contribute [depending on 
So ( w ) ]  significantly to the instability error, 
although con~porierlts withiri 1 w  1 <27r/td fall 
on the niore favorable part of the curve in 1"g '1 urc 
7-2.  
Note that the range measurenient application 
considered above is representative of a11 applica- 
tions iri which informatiori is derived froni a 
coml)arison of salnples of the oscillatiori phasc 
taken at different tinies. If the precision of the 
phase.-shift rneasuring instrunlent is sufficient to 
resolvc pe radians, then the effects of instabilit,~ 
will be rlegligible provided that: 
I'hasck u~ic~crtairity cumulated in tCl sec I ps / lO .  
( 1 1 )  
The peak value of the error cumulated in td sec 
may be expressed as the ~)roducat of the expected 
rms error at, and a peak factor, ( p . f . ) +  associated 
with the fluctuation caused by oscillator insta- 
bility. Thus, if the peak error is to satisfy Con- 
dition 1  I ,  we niust have 
This s h o ~ s  that, as far as the rliis rrror caused by 
instabilities of the oscillatioll sour(.(. is c~o~ic~cr~ied, 
each application is con1l)letely charac*terizc~d by a 
srlloothi~lg filter H l , (  j w ) ,  the rioniinal ranging 
tone frequency fo, the value (or rarigc of values) 
of the tirile separation td between thc co~npared 
samples of tone phase, arid the resolution of the 
phasc measuring instrunie~lt ps Of these only td 
is indel)endcnt of equil)nient. Thcrcforc, for a 
given setup, t , {  liiay be considered to charactrrizc 
the applic.ation. The oscillator irlstabilitir~s arc 
conil)lctely charac*terizrd by S+ ( a )  and a nonlirlal 
CHARACTERIZATION, THE( IRY, AND MEASUREMENT 69 
peak factor for conversion from rms to peak phase 
fluctuation. 
Close inspection of the left-hand member of 
(12) shows that the peak phase uncertainty 
caused by oscillator instability is an increasing 
function of the time separation t d  between the 
compared phase samples, all other factors (such 
as choice of B1,) being the same. This is particu- 
larly evident when the smoothing filter band- 
width BlP is much smaller than l/td; in which 
case the error will rise monotonically with in- 
creasing td. This observation combined with the 
fact that, of all the parameters in condition (12), 
only td is beyond the control of the designer sug- 
gests that in any specific application (specified 
equipment and oscillator) the equation 
may be solved for a value of td for which the ex- 
pected peak error will equal the phase resolution 
capability pe. If this value of t d  is denoted td,, 
then from the viewpoint of the user the phase dis- 
crimination errors caused by oscillator instability 
become noticeable only for values of td that are 
comparable wit,h, or in excess of, td,. In this way, 
the term short-term in a specified application may 
be interpreted to mean "over irit,ervals of dura- 
tion td that are comparable with td,." 
A word of caution is necessary here. The pre- 
ceding interpretation of short-term is strictly in- 
tended to provide a criterion for determining, in 
a specified application, whether or riot measure- 
ments based on a comparison of two samples of 
the oscillation phase, separated in time by td sec, 
will be subject to noticeable errors attributable to 
instability of the oscillation source. We assumed 
knowledge of the application-specifically, fo? 
Ht,(jw) and pe-and the availability of properly 
measured data-specifically , Si (a )  arid (p.f. ) +- 
characterizing the instantaneous frequency per- 
turbations of the oscillation. I t  should be clear 
that this interpretation is only a user guideline 
and definitely is not the criterion for the choice 
of "adequate" time interval in tests aimed a t  
'furnishing Si  (w) and (p.f.)+. The experimental 
determination of the instability characteristics of 
oscillators and the associated interpretation of 
short-term will be discussed later in this paper. 
For specific illustrations, consider first the situa- 
tion in which 
Si (w) = a2 = Constant for all w. (14) 
Then, if 
the integral in (13) is closely approximated by 
a22?r/td. Solution for td yields 
On the other hand, if 
then the integral in (13) becomes closely approxi- 
mated by 4ra2B~,, and the corresponding td, 
becomes 
Consider next the situation in which 
Si (o) = b2w2, for a11 w. (19) 
Substitution in Equation 13 yields 
The quantity under the square-root sign equals 
&[1- exp(-atd)] for Hlp(jw) =a/(a+jw),(21) 
(4ra)  lI2[l - exp ( - atd2) 1 
for I Hzp( jw) l 2  = exp ( -w2/4a), (22) 
From Equations 21 and 22 we conclude that, 
when the smoothing filter is a simple RC or a 
Gaussian low-pass filter, the instability error as- 
sociated with the spectral density specified by 
Equat,ion 19 will always rise morlotonically with 
td. With the rectangular filter, (23) shows that 
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the error rises monotonically with td for OStde  
(4.5/2xBlp) but undulates thereafter with de- 
reasing amplitude about the value 
It is interesting to observe that, in each case, the 
rms instability error approaches a bounded value 
as td+ m . For each filter, an expression for tdp may 
be obtained by substitutiori from Equations 21, 
22, or 23 into Equation 13. 
One firial conclusion that may be drawn froni 
inspectiori of the left-hand member of Equation 
13 is that, in applications where comparisons are 
made of phase samples td apart in time, oscillator 
frequency instability pherionlena that vary so 
slowly as to be almost constant within the interval 
td (long-term effects) always must be considered 
arid that phenomena that vary rapidly within 
td (short-term effects) may riot be of importance. 
This conclusiori contradicts many statements 
made by other writers about the essential effect 
of oscillator instability in such applications. 
Precision Range-Rate Measurement 
The radial velocity, or range rate, of a ~noving 
target may be deterniiried frorii a rileasurcnierit of 
the Doppler frequency shift of a tone returned 
by the target, relative to the frequency of a cur- 
rent segnient of the corltiriuing output of the 
source of the original trarisnlitted tone. Fre- 
quency comparisons are also employed in co- 
herent Doppler and CW systems, in timing, arid 
in synchronizatiori operations. Just as the mean- 
square spectral density of b(t) of Equation 5 
determines the mean-square instability error in 
measuring increnlents of B(t) , the mean-square 
spectral density of 4(t)  may be expected to deter- 
mine the niean-square error in the nleasuremerit 
of cbhanges in B(t). That this is indeed the case is 
readily shown by starting with the fact that the 
desired inforrilatiori is now conveyed by 
~ e ( t ,  t ) =e(t+td) -e(t) 
Thus, thc error in the observed Doppler shift 
caaused by freclucncy instabilit,~ in the tratislnitted 
toricl ie givrri by 
with an rms value given by 
in which we have introduced the effect of a post- 
detection low-pass filter airiied a t  reducing the 
effects of extraneous additive noise. 
Again, we observe that: 
1. The rms instability error in the Doppler 
shift ~rieasurenient is deternlined by the mean- 
square spectral density Sd (w) of the instantaneous 
frequency perturbations of the unstable transmitted 
tone. 
2. A filtering effecnt, sin2(wtd/2), weights the 
spectral density in a manner that favors alternate 
intervals of duration %/td rad/sec., one of which 
is defined by I w I I r / t d .  
The tern1 short-term also tnay be given a user 
quantitative ititerpretation relative to Doppler 
measurements. Here we seek the value of td for 
which the effects of instability become noticeable 
in a ~ileasurement of Doppler shift. The equation 
to be solved for this value of td is 
l~requency shift cuniulated in t, sec = p i ,  (27) 
in which pi defines the i~istrunlental precision in 
masuring frequency changes. As before, we niay 
assume a peak factor (p.f.)i for the frequericy 
fl~ctuat~ioris caused by iti~tabilit~y, and write 
(p. f.) 4 a,, for the left-hand member of Equation 
27. 
Applications Affected by Oscillator RF Spectrum 
As we have nient ioned previously, there are 
applications in which the spec.tra1 conlposition 
of an osc.illator signal is of pril~iary i~iiportat~c-e. 
Doppler resolution radar is a good exaniple; this 
systeni is used to rcsolvc several targcts niovirig 
with difcrent radial vclocitics or1 t hc. basis of t he 
differelit Dol)l)lcr shifts of the associated rcturlicd 
rcl)lic.as of the illuniiriatirig siglial. A bank of 
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filters is used to resolve the spectrum into "veloc- 
ity regions," and the output of an individual filter 
will present only those targets whose radial 
velocities cause the returned signals to fall into 
the passband of the filter. The system works 
perfectly if the RF spectrum of the oscillator is a 
pure line. Amplitude, phase, and frequency in- 
stabilities of the illuminating signal broaden the 
"line width" and spectral occupancy of this 
signal, and thereby limit the ultimate velocity 
resolution of the system. I t  is quite clear that, to 
determine the effect of oscillator instability in 
such an application, we should work directly with 
the RF spectrum of the oscillator signal. 
Spreading of the oscillator spectrum by un- 
wanted amplitude and phase fluctuations also 
adds to the spectral density of background signals 
and noise that interfere with a desired return. 
This degrades the possibility of discriminating a 
desired target return from other unavoidable 
obstacle and sidelobe returns (or clutter) and 
from relatively strong additive background noise. 
It should be clear that, in applications that are 
affected by the spectral splatter of the oscillation, 
the frequency or phase instabilities of the oscilla- 
tion may or may not account for the significant 
sidebands and diffused linewidth of the oscillation. 
Only after it has been established in a clear manner 
that amplitude fluctuation effects on the spectrum 
are entirely negligible is it safe to attribute the 
oscillation spectral characteristics exclusively to 
the frequency or phase fluctuations. 
Specification of Oscillator Instability 
Characteristics 
For applications of the type discussed in the 
sections on precision range and range-rate meas- 
urements, the most direct determinant of the 
effects of oscillator instability is Si(w).  Since 
4(t> =d4/dt, 
s; (w) = w 2 S +  (w) . (28) 
Hence either spectral density Si (w) or S+(w) 
would suffice as  a specification. 
One particularly interesting form of presenta- 
tion of Si (w) is as a polynomial approximation, 
such as 
or as a piecewise representation using selected 
terms from this polynomial over specified fre- 
quency intervals. The values of the various co- 
efficients plus the R F  bandwidth of the oscillator 
signal (limited by filtering or amplifier band- 
widths) could serve as  characteristic parameters 
of S;(w). This approach is suggested naturally 
by the theoretical models to be discussed in the 
next section. Integrals of Si (w) that are suit'able 
for specified applications may be sufficient in 
some cases. 
Of the two related functions S+ (w) and S+(w), 
the one preferred as a general oscillator specifica- 
tion for a particular source is the one that is 
easier to measure economically and with low error. 
This question is often clearly resolvable on the 
basis of which of the two is expected to vary more 
slowly or uniformly with o. For example, in un- 
locked oscillators, +(t) is characterized by a 
random-walk behavior, and hence S+ (w) will 
exhibit a nonintegrable singularity a t  the origin. 
In  other cases, the principal effect of the insta- 
bility on the oscillation is to result in a tanta- 
lizingly unending l / w  behavior of Si (w) near 
w=o. 
For some applications, the properties of the 
RF spectrum of the oscillator signal must be 
specified; this is most directly and simply achieved 
by direct measurements on the R F  spectrunl 
itself. Unfortunately, current practice is heavily 
oriented toward indirect approaches involvirig 
the measurement of quantities of questionable 
significance-such as rnls frequency deviation- 
based exclusively on the phase or frequency 
fluctuations. The difficulty with these indirect 
approaches arises from two furidanlental 
considerations : 
1. The possibility that the amplitude fluctua- 
tions cannot be neglected. 
2. The fact that the R F  spectrum per se is not 
uniquely determined by any one number 
(or even a few numbers) obtained by 
averaging some power of the phase or 
frequency fluct,uations. 
One might spppose that, inasmuch as the em- 
phasis really is often on the RF spectral density 
levels rather than shape, it may be possible to 
determine upper bounds on the density level in 
terms of some average quantity derived from the 
72 SHORT-TERM FREQUENCY STABILITY 
frequency fluctuations. This approach is quickly 
discouraged by the fact that the effect of compo- 
nents, in any part of the R F  spectrum, on the 
frequency fluctuations depends not only on the 
spectral level of those components but also on 
their frequency separations from the undisturbed 
position of the oscillation frequency. Thus, i f  a 
given value of mean-square frequency deviation 
is to be used in bouridirig the level of RI' spectral 
density, then it will be found that no one upper 
bound can be associated with it. In fact, concen- 
trating the energy in one disturbing side cornpo- 
nerit for bouridirig purposes would result in an 
upper bound that varies as l/  (w - a,) * around 
the long-time average oscillation frequency w, 
going to a, as ( w-w, I -4. 
MODELS AND CHARACTERISTICS OF UNSTABLE 
OSCILLATIONS 
Having discussed the llianner in which oscillator 
instabilities iritroducc errors in applications arid 
having identified the intrinsic characteristics of 
the instabilities that detcrn~ine the errors, we 
now tun1 to the problen~ of the niathe~natical 
~llodeling of unstable oscillations and thc char- 
acterization of instabilities caused by various 
~nechanisms. 
There are two approaches to the nlodeling of 
oscillatio~~s with frequency instabilities. These ap- 
proaches nlay be called the causal approacll and 
the black-box approach. 
In the causal approach, a functional structure 
of the oscillatiori source is postulated, arid various 
causes of instability are identified and combined 
with an assumed ideal osc.illatio~i sig~ial. The 
rnodel is thus centered on postulated occurrences 
within a box, and the consequences of these occur- 
rencBes on the properties of the output sig~ial are 
then pursued. This al)proach is essential for an 
understanding of the reasons for the instability, 
esl)ecially in the search for developirig ultrastable 
sources. 
111 the black-box approach, the nlodel is cell- 
tcrcd or1 the resultant disturbed oscillation a t  the 
output tc.r~~iinals of the box, the point where the 
oscbillatio~~ is available to the user. Thus, a riu~nbcr 
of outl)ul signal niodels arc postulated, their 
~)ropcrticls arcb cxl)lored, arid thc actual sourcc 
output is identified piecewise (for different fre- 
quency regions) with one (or perhaps more) of 
these models. 
Causal Approach 
In the causal approach to the  nodel ling of un- 
stable oscillations, two types of disturbarices that 
give rise to frequency instability are distinguished: 
namely, additive noisc and multiplicative noise. In 
loop-controlled oscillators, the referenc~e signal 
input also may contain a riorinegligible added noise 
component. 
Additive rioise nlodels take account of rioise 
added to the oscillator signal either in the oscil- 
lator loop or in the buffer anll)lifier following the 
oscillator, as illustrated iri Figure 7-3. The spec- 
trum of this type of noise occupies a frequency 
region that often extends widely around the oscil- 
lator frequency. The rioisc introduced into (or 
originating in) the oscillator loop will be called 
internal additive noisc; the noise added in the 
amplifier followirig the oscillator will be called 
external additive noisc. 
In addition to the addit ivc noise near the oscil- 
lator frequency, ~iiultii)licativc low-frequencsy 
processes that effectively freque~icy-modulate 
the oscillator also arc present. Exaniples of such 
processes are c8urrent arid voltage fluctuations 
(flicker noise), nlechanical vibrations, tempera- 
ture variations, etc. The deviation ratio of the 
frequency nlodulatio~l caused by t hesc processes 
usually is large. Consequt~~itly, the shape of the 
resulting RIT spectrunl is essentially identical 
with the shape of the probability density function 
of the resultant baseband noise process. 
FIGURE 7-3.-An oscillntor with :I buffer amplifier, show- 
ing additive noise sources [ni(l), interrial noisc source; 
n,(t),  external noise source]. 
Oscillator Loop A m p l i f ~ e r  
-  
Output 
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Additive-Noise Model: External Noise Limit ing 
Resonotor 
For this model, i t  is assumed that the oscillator Amplifier 
delivers a perfectly stable signal, to which rela- 
tively white Gaussian noise is added. If the oscil- 
lator signal is expressed as 
eose (t) = A c o ~ o t ,  I 
the additive noise may be expressed in the form e,[ t )  = A C O S [ W , ~ + + ( ~ ) ]  e ~ t )  =P,COS[.,,~+ +(t)+,(t)] 
- - 
- 
n,(t) = nc(t) coswot+nq(t) sinmot, (31) 
I 
where n,(t) and n,(t) are white Gaussian proc- 
ni(t) 
esses. The sum of the oscillator signal and the 
additive noise is FIGURE 7-5.--0scillator loop with internal additive noise. 
eout (t) = [A+nc(t)] coswot+nq(t) sinmot. (32) 
Since we are dealing with very stable oscillators, 
it can be assumed that the rms value of the noise 
is nluch snlaller than the rms value of t'he oscillator 
signal. Hence, only nq(t) sinmot influences the 
phase of e,,,,(t) significantly, and 
Thus, a relativeley weak externally added noise 
component results in envelope fluctuations 
n,(t)/A and phase fluctuations &(t) given by 
If, over the frequency range of int'erest, the mean- 
square one-side spectral density of the added 
noise is No volts2/cps, then the two-side spectral 
density of n,(t) will also be No volts2/cps and 
the phase perturbations of eou,(t) will have a 
spectral density No/A2 rad2/cps. The added 
Mean Square 
A Spectral 
T Density 
FIGURE 7-4.-Example of mean-square spectral density 
of phase fluctuations due to additive external noise. 
noise will of course be modified by the R F  filtering 
in the buffer amplifier. This filtering restricts 
the bandwidth of the phase perturbations so that 
their spectrum is confincd to a frequency region 
extending up to one-half of the anlplifier R F  
bandwidth. Thus, the mean-square spectral den- 
sity s $ ( ~ )  of the output signal phase fluctuations 
will be as illustrated in Figure 7-4, where B, cps 
denotes one-half the amplifier bandwidth. 
Since the instantaneous frequency fluctuations 
are given by the time derivative of the phase 
fluctuations, the mean-square spectral density 
S6 ( w )  of the frequency fluctuations is given by 
I n  the present case, 
86 (w) = u2No/A2, for I u ] < ~ T B , .  (36) 
If the RF anlplifier frequency response beyond 
A ~ T B ,  falls off faster than 1 /w2, the mean-square 
spectral density of the frequency fluctuations will 
be as illustrated in Figure 7 3 .  
I t  is clear that this type of noise in uristable 
oscillator outputs can be characterized by the 
following two gross parameters: 
I. The relative noise density No/A2. 
2. The buffer amplifier bandwidth 2B,. 
Additive-Noise Model: Internal Noise 
In this model the additive noise enters into the 
oscillator loop as shown in Figure 7-5. The noise 
n,(t) is assunled white in a frequency region 
around the oscillator frequency. The additive 
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Limiting Resonator 
Amplifier 
e , ( t )  Phase e 2 ( t )  
Modulator 
FIGURE 7-6.-Equivalent diagram of the oscillator in 
Figure 7-5. 
~ioise 71i(t) can be expressed in the form 
where I',(t) arid &( t )  are low-pass processes. 
Then the suril of the output of the limiter and 
the noise is 
With Vn(t) <<A almost all of the time, the in- 
sta~ita~ieous phase of ez(t) is approxi~nately 
[wot+d(t) +o(t) l ,  in which 
Thus the effect ef the additive noise is to intro- 
duce a fluctuating phase shift into the loop. 
Recogriizirig this, we car1 replace the adder in 
Figure 7-5 by an equivalent phase modulator as  
in Figure 7-6. 
When the phase shift q(t) is equal to zero, the 
oscillator will oscillate a t  the frequelicay for which 
the phase shift through the resonator is zero (i.e., 
a t  its resoliarlcc frequency). However, when 
~ ( t )  #O, the irltroductiorl of the phase shift will 
charige the oscillator frequency so that the phase 
shift ill  thc resoriator is equal to -s( t )  and the 
total phasc shift around the loop is zero. Thus 
the variatioris of s ( t )  will cause fluc.tuations of 
thc osc~~llator f ccluc~~icay. In fact, Figure 7 (i rep- 
rcsc.~rts thcb b1oc.k diagrani of a fa~iiiliar frccluency- 
~nodulatcd oscillator. Iri this csasc, howcvtlr, thc 
control signal V ,  ( t )  sin[+ (t) - 8, (t) ] is dependent 
on the phase +(t) of the oscillator signal. 
The frequency modulatiorl sensitivity is deter- 
mined by the phase slope (vs. frequency) of the 
resonator transfer function. Since the resulting 
frequericy fluctuations will be small, orlly the 
part of the phase characteristic near the resonant 
frequency is of interest. In  that region the phase 
i or a reso- characteristic can be assu~ned linear. I' 
nator represented by a single tuiicd circuit with a 
half-power baridwidth of BR cps, the phase shift 
+(t) caused by a s~ilall frequency variation around 
thc resonant frequerlcy is approxi~nately 
Thus t.hc phasc corlditiorl for oscillatioris beconles 
whencc 
This is a rlorllirlear differential equation with 
rarldolil input that secriis very hard to solve. 
However, some observatio~is about the nlcan- 
square spcctral dcnsity of 4( t)  niay be inadc. If,  
for exaniple, +(t)  was absent fro111 the right-hand 
sidc of Equation 42, t he11 1 hc nicali-square sl)ecat ral 
density of 4( t)  would bc equal to the spec.tral 
density of xBR[V,(t)/A] siliO,(t) ; that is, it 
would be white with a ~lzean-square spec.tra1 
density equal to (7rBR/*4 )2No. The present-e of 
+(t)  in the right-hand sidc will spread out the 
spectrum with a downward slope away fro111 
FIGURE 7-7.-Mean-square spcctral densities of phase and 
frequency fluctuations due to internal noise source. 
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w=O. Aside from the tendency for peaking a t  
w = O  [because of the spectral convolutions as- 
sociated with the nonlinearities inherent in (42)], 
the general level of the spectral density of & ( t )  
will be lower than (sBR/A)'No. Since it seenls 
reasonable to assume that this spectral density is 
approxinlately uniform over the frequency range 
of interest, we can express it as cu(nB~/A)~No, 
where a is a positive constant smaller than unity. 
As in the case of the external noise, it is clear 
that the amplifier following the oscillator will 
limit the spectrunl of $(t) essentially to the fre- 
quencies up to B, cps. The appearance of the 
. - 
mean-square spectral density of the phase and 
frequency fluctuations due to an internal noise 
source is shown in Figure 7-7. I n  the region where 
S&(w) is uniform, the spectrum of the phase is 
given by 
s; (w) = S+ (w) /a2. 
The above type of oscillator instability can 
then be chara~t~erized by t,he following parameters: 
1. The mean-square spectral density 
The most common of the above processes are 
the low-frequency current fluctuations in the elec- 
tronic tubes and transistors used in crystal oscil- 
lators. This type of fluctuation is called flicker 
noise. I t  has a spectral density of the form 
S&(w) =@lo,  where @ is a constant. Since the 
energy of the flicker noise must be finite, this 
spectral density must ultimately become flat as 
w-4 .  Thus, the spectrum of the frequency 
fluctuations resulting from flicker noise can be 
characterized by the gross parameter P .  
Loop-Controlled (APC and AFC) Oscillators 
There are two types of loop-controlled oscil- 
lators (Reference 1) that are of wide interest, 
namely, Autonlatic Phase-Controlled reference 
oscillators (APC) and Automatic Frequency- 
Controlled reference oscillators (AFC) . The per- 
formance of these systems in the presence of a 
strong reference signal is well known: the in- 
stantaneous frequency noise caused by relatively 
white input additive Gaussian noise is also 
Gaussian with a mean-square spectral density 
that rises as  the square of frequency and is ul- 
~ ( T B , ~ / A ) ~ N O  tinlately bounded by the filtering effect of the driving filter in cascade with the low-pass equiva- 
of the oscillator frequency fluctuations. lent closed-loop system function. 
2. The buffer amplifier bandwidth 2B,. It is of interest here to consider the situation 
in which the input reference signal, if any, is 
Multiplicative Noise Model weak compared with the noise present. 
The frequency of an oscillator always is some- APC Oscillator-Consider the furictional dia- 
what susceptible to variations in circuit param- gram of an APC loop shown in Figure 7-8. Let 
eters. An ultrastable oscillator is, of course, de- 
signed so that the sensitivity to the parameter ein(t) =[Es+nc,ij(t) I cosCwi/t++(t)I 
variations is very small. Considerable effort also i ( t  [ i t  1, (43) 
is directed to keeping the parameters as  constant in which 
as possible. Examples of phenomena that can 
cause parameter variations in an oscillator are 
temperature variations, voltage supply variations, 
current variations, magnetic field variations, 
mechanical vibrations, etc. These low-frequency 
processes essentially frequency-modulate the oscil- 
lator. Some of them (as, for example, voltage 
supply variations due to hum or periodic vibra- 
tions) are periodic functions and will thus yield a 
discrete mean-square spectral density for the 
oscillator frequency or phase fluctuations. The 
other processes usually have continuous spectral 
densities that decrease nlonotonically wit,h 
frequency. 
E, = con~t~ant  anlplitude of input reference 
signal, 
$ ( t )  =instantaneous phase fluctuations of in- 
put reference signal, 
FIGURE 7-8.-APC oscillator. 
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and n,,if (t) and nq,if(t) are instantaneous ampli- 
tudes of cophasal and quadrature components of 
the iriput noise. Also, let the oscillation be repre- 
sented by 
Urider the assumption of stable feedback opera- 
tion, and in the abserice of spurious byproducts 
in the output of the multiplier, we have, with 
ail =uosc, 
x cosC$ (t) - 408, (t)]] @ h ~ p  (t) , (45) 
where 8 denotes cor~volutiori and hl,(t) is the 
impulse response of the low-pass filter. The exist- 
elice of a feedback steady-state condition in which 
Equation 45 gives an adequate description of loop 
perfor~nance reqliires that 
If a perfect bandpass linliter operates or1 the 
surii of signal and tioisc before it is applied to the 
Al'C loop, Equatiorl 45 is replaced by 
where 
&,if (t) = t'a~i-' nq, if ( t>  
E8+nc,if(t) ' (48) 
I t  is generally convenient to set 
in which +ose.n,d(t) combines all the distortion 
arid noise products in the phase of the oscillation 
arid 4,,,,, jt) represents a pure signal terrii given 
by $ ( t )  @h,,(t), heq(t) being the impulse response 
of the low-pass linear equivalent strong-signal 
model of the closed-loop system. 
Wheri the input signal component is much 
weaker than the noise, Equation 45 can be re- 
duced to 
where 
&,if(t) m tanP1nq,if(t) /nc,if (t) (51) 
and 
v n ,  if (t) =[n2,,if (t) +n2,,if (t) ]'I2. (52) 
Forn~ally, Equation 50 differs fro111 Equation 42 
for the effcct of an internal rloise source only by 
the low-pass filtcrjr~g effcct hl,(t) . 
The introduction of a perfect bandpass limiter 
to operate on the sun1 of signal arid noise before 
the APC loop transforms Equation Ti0 to 
To uriderstarid t.he significance of Equatioris 
50 arid 53, we first note that in this discussion 
we arc concerned primarily with the situations 
in which either 
+osr,n.,i(t) fluctuates much liiore slowly than 
These c+onditiol~s corrcspolid to an AI'C loop 
whose low-pass t ransniit tarice to the phase of the 
oscillatioli attenuates strongly all frequencies that 
are not ~nuch smaller than the baridwidth of the 
IF systeni prec~ding the loop. 
Thus, under either of Coriditioris 54 arid 55, 
Equations 50 and 53 car1 be approximated by 
and 
o n )  p @ i t  . (57) 
Integrat,ion yields 
in the abserice of prelimitling, arid 
when the input signal plus noise is prelimited. 
Equations 58 arid 59 show that, irrespective of 
preliniit,ing or the lack of it, the APC loop t,reats 
CHARACTERIZATION, THE0 IRY, AND MEASUREMENT 77 
the noise presented to it in an essentially linear 
manner with an equivalent linear filter system 
function given by 
as long as either of Corlditions 54 and 55 is satis- 
fied. Note that Hol(s) is the '[open-loop" transfer 
function of the APC loop. 
Some remarks about the physical significance 
of the above results are in order. First, note that 
Hlp(s)/s has a pole a t  the origin as  long as 
Hl,(s) is not allowed to have a zero there. The 
effect of this pole is to cause I Hal ( jw) l2 to weight 
a nonzero noise density around w = O  in a hyper- 
bolic manner. Thus, even though ( Ht,(jw)/w ( 
cuts off more rapidly than I HZ,( jw) I a t  the 
higher frequencies, the behavior near w = O  does 
not allow the integral that yields the mean- 
squared value of the output noise to converge. 
The physical meaning of this is that, although 
the mean value of +08c,n,d(t) will be zero, the un- 
boundedness of the rnean square indicates un- 
bounded excursions that require a reexamination 
of Condition 55. Physically, the oscillation beats 
corltinuously with the input noise. Heavy filtering 
of the higher frequency noise beats by Hl,(s)/s 
causes 4osc,n,d(t) to be rather slow compared with 
B,,,,(t), thus allowing the noise modulation of the 
oscillator frequency to have an essentially Gaus- 
sian character and permitting the approximation 
of (50) by (56) and (53) by (57). The oscillate:. 
phase fluctuations wander out of step with the 
input noise fluctuations, causing the loop to 
treat the noise essentially in an open-loop il~anner. 
If the input signal component is nluch weaker 
than the noise, so that its contribution a t  the 
low-pass filter output is dominated by the noise, 
the loop will be unable to distinguish the signal 
from the equivalent of a weak noise component. 
NO closed-loop control can therefore be established 
by the signal, and the oscillator frequency is 
modulated mainly by the Gaussian noise as  
filtered by the low-pass filter hlp(t). The effect of 
this modulation of the oscillator frequency is 
known to cause the oscillator phase to stray in 
random-walk-like manner. But, even though the 
mean-square error in identifying the oscillator 
phase will diverge (directly, for random walk) 
with the length of the observation interval (be- 
cause of the cumulative action of the integration 
Fi l le r  Cunodulator Filter 
H,,( 1~ HA,( I u ) 
FIGURE 7-9.-AFC oscillator. 
e,.(tl- 
in Equations 58 and 59), the mean-square error 
in identifying the oscillator frequency will go to 
zero (inversely) with increasing length of the ob- 
servation interval. Comparison of (59) and (58) 
also shows that prelimiting increases the noise 
level in the output. 
AFC Oscillator-The functional diagram of an 
oscillator with an automatic frequency control 
loop is shown in Figure 7-9. We assume that the 
closed-loop system can lock properly to the 
desired signal in the absence of noise, and let 
e;,(t) and e,,,(t) bc described by Equations 43 
and 44, respectively. The AFC loop is assumed 
to be driven with no prior amplitude limiting of 
signal plus noise. Under these conditions, we 
further assume that the mixer delivers in the 
nominal passband of the loop bandpass filter only 
the beat components 
VariaMe- 
Frequency 
Oscillator 
( V F O I  
in which wbp= mil-- uollc= nominal center fre- 
quency of the bandpass filter within the loop. If 
an amplitude-insensitive linear FM deinodulator 
and a linear feedback from the discriminator out- 
put to the instantaneous frequency of the VFO 
are assumed, we can show that 
- Oulpul Mixer 
+osc (t) = kdP~a tan- lA,(t) @ h L ~ ( t )  [ A,-( t )  O ~ L P ( ~ )  
em.( t I 
4 
where 
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and h ~ p ( t )  is the impulse response of the lowpass 
analog of the bandpass filter. 
Now let the input reference signal be much 
weaker than the noise. Two cases are considered: 
In the first, we assume that 
I +(t) -4osc(t) I <<I. 
We then have from Equation 61, 
4 o . C  (t) ~kdP/bh ~p (t) 
@ tan-! {nq,i,(t)+nc,i,(t) -- [+(t) - d ~ ~ ~ ~ ( t ) ]  1 @ h ~ ~ ( t )  (nc,i/(t>-nq,ij(t)[+(t) -+,,,(t)]) @ h ~ P ( t )  ' 
plete closed-loop system function associated with 
strong-signal models of AFC systems and fre- 
quency-compressive feedback demodulators only 
in that the transmission effects of the loop band- 
pass filter on the frequency fluctuations of the 
input reference signal have been neglected 
(Reference 1). 
If instead of requiring I +(t) -qjO8, (t) ( <<I, we 
express 4,,,(t) as a sum (see Equation 49) of a 
pure signal-modulation component +,,,,,(t) and 
noise and distortion component 4,,,,, ,d (t) and 
require only that 
If we iritroduce some additional assumptions, this 
expression can be simplified still further. For ex- 
ample, if the loop low-pass filter bandwidth is 
relatively ['sharply" restricted to a value below 
one-half the baridpass filter bandwidth and if 
k&/b is not high enough to broaden the band- 
width of +,,,(t) above one-half the bandpass filter 
bandwidth, then 
408c(t) =kdpjbhlp(t) @ tan-' +(t) --4,,,(t) 1 
ng,i/(t) @ h ~ p ( t ) }  
+n<,if(t) ALP(^) 
ckdP/bhlp(t) @ C+(t) -4ose(t) I 
+kdB,bhlp(t> @ 4 n . ~ ~ ( t )  1 
where 
Rearrangenlent of terms yields (with uo(t) = 
unit impulse) 
Cuo(t> +lcdP,bhl,(t) ]@+,,,(t) 
zk&/bhlp(t) @ C+(t) + 4 n . ~ ~ ( t )  1, 
whe~ice 
where he,, (t) is thc impulse response of a linear 
filter with trans~uittancc 
This systc*111 furlc~tioil differs fro111 the more coni- 
then Equation 61 with the noise assumed much 
stronger than the signal leads to 
and 
@ tan-' h~p( t )@ ~in[4~, i / ( t )  -4oac,n,d(t)] -- 
h ~ ~ ( t )  @ ~0~[4n,i / ( t )  -'$osc,n.d(t) 1 ' (65)  
where 
I11 each case, the phase fluctuatiorls of the weak 
input phase reference are transmitted, filtered by 
h,,~ (t),  to the controlled oscillator phase without 
conipressio~i by the noise. However, in practice 
the FM noise inlpulses and the dips of the noise 
envelope below the drive threshold of the F M  
denlodulator within the loop will prevent this 
F M  denlodulator from operating in the "ampli- 
tude-insensit,ive linear" rnanner assunled in the 
analysis. Moreover, the various factors that con- 
tribute to improper AIW tracking of signal plus 
noise all will be in evidence below the AFC noise 
threshold. Consequently, the coii1l)aratively severe 
disruptive noise effects may well conipletely mask 
the frequency fluctuatiorls contributed by the 
input reference signal. 
Black-Box Approach 
In the black-box approac~h to the nlodcliiig of 
unstable oscillations, the source. output is repre- 
sented in various frequcrlc~y ranges by signal 
r~iodels whosch 1)rol)crtics fit thc  roperti tics of lhc. 
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source output over the specified portions of the 
spectrum. This approach is useful because i t  pro- 
vides an alternate route to the characterization 
of source outputs with emphasis on the user 
needs. I t  also adds further insight into the mech- 
anisms of instability in the signal structure, 
provides representations that are particularly 
suitable for analysis in subsequent parts of a 
system, bypasses the difficulties of dealing with 
nonlinear differential equations by assuming ap- 
plicable signal representations or forms, and is 
naturally suited to the analysis of problems of 
spectral purity. 
A common way to explain how an oscillation 
comes about in a properly designed loop without 
visible "provocation" is to rationalize that un- 
avoidable random-current or voltage fluctuations 
in various parts of the loop provide an excitation 
in a feedback loop with sharp selectivity (deter- 
mined principally by the phase shift of a high-Q 
resonator) about the frequency of in-phase feed- 
back. The regeneration around the loop builds 
up the feeble provocation to a strong signal whose 
amplitude is limited ultinlately by automatic 
nonlinear gain control action or by actual satura- 
tion. This, together with the fact that the re- 
generative loop selectivity is of nonzero (albeit 
small) width about the frequency of in-phase 
feedback, suggests that the resulting signal may 
actually consist of a band of Gaussian-like noise 
with or without a distinct sinewave a t  the center 
of the band. In the immediate vicinity of the oscil- 
lation frequency, the oscillation signal therefore 
may be modeled by a band of amplitude-limited 
Gaussian noise. 
Other models for representing the signal over 
various frequency intervals are : 
Sinewave plus Gaussian noise, 
Constant-amplitude carrier frequency-modu- 
lated by narrow-band gaussian noise, 
Sinewave plus one or more discrete-frequency 
components, 
Combinations of the above. 
Applicability of these various models depends 
on the origin of the signal. For example, if the 
signal is a processed form of an originally ex- 
tremely stable source, then frequency-processing 
adds noise with a bandwidth extending over a t  
least 10 times the original source widtJh of band. 
Therefore, sinewave plus Gaussian noise would be 
a good model. If, however, the width of the source 
band is not too narrow relative to bandwidths of 
later processing circuits, then the appropriate 
model may be 
1. A band of noise, if passive filters only are 
used for tone isolation; 
2. A constant-amplitude signal frequency mod- 
ulated by noise if a phase-locked loop is 
used for "tone isolation." 
We now discuss some of the above models to 
bring out their characteristic properties. 
Amplitude-Limited Narrow-Band Gaussian Noise 
If the center frequency is denoted w, rad/sec, 
bandpass amplitude-limited narrow-band Gaus- 
sian noise may be expressed as 
where q (t) is the instantaneous phase of a Gaus- 
sian noise process and hence has a uniform dis- 
tribution over the range 17 [ I T .  The mean- 
square spectral density s + ( ~ )  of i ( t )  has been 
derived in a number of publications (References 
2, 3, 4, and 5 )  for rectangular as  well as  for 
Gaussian shapes of the spectrum before limiting. 
Illustrative curves are sketched in Figures 7- 
lO(a) and (b), (p=O). I t  is interesting to observe 
the l / w  shape of Si(w) over a narrow frequency 
range surrounding w = 0 and extending principally 
over a few times the bandwidth of the prelimited 
process (defined by the resonator in the oscillator 
circuit). 
The peak factor (p.f.), of q(t) is readily shown 
to be G, whether q is considered to range over 
1 q [ < T  or over 0 < _ ? 5 2 ~ ,  modulo 2 ~ .  
The RF spectrum of this type of signal has also 
been studied (References 2 and 6) extensively, 
and is illustrated in Figure 7-1 1. 
Sinewave Plus Gaussian Noise 
The properties of the resultant of sinewave plus 
Gaussian noise are well known (References 3 and 
7). Of principal interest here are the following 
facts: First, under conditions of very high ratio 
of the mean-square value of the sinewave to the 
mean-square value of the Gaussian noise, the 
statistics of the phase and frequency fluctuations 
of the resultant signal are practically Gaussian 
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s o  ---- spectrum of noise 
(shifted to f = O )  
FIGURE 7-lo.-(&) Mean-square spectral density of instantaneous frequency of narrow-band Gaussian noise with a rec- 
tangular input spectrum (adapted from Reference 2). (b) Mean-square spectral density of the frequency fluctuations 
i ( t )  of the resultant of sine wavc plus Gaussian noise for different relative sine wave powers (adapted from Reference 5). 
(c) Same as (a) but for strong sine wave (note change in scale); B ,  is equal to half the noise bandwidth before limiting 
(adapted from Reference 5). 
and second, the tileall-square spectral density of 
the phase fluctuatioris practically differs orily by 
a co~istant ~nultiplier fro111 the su~il of the positive- 
frequency half arid the negative-frequency half 
of the spectral density of the input rioise, after 
both halves have been shifted down to w = 0. 
If t hc atnplit ude-lilnitcd result atit of the sine- 
wavc 111~s the Gaussian c.oluporlc~~it s expressed 
as i l l  Eclustiol~ (it; and cl(t) is used to reprcscnt, 
the out1)ut of all oscillator, the "itlitial" phase 4 
of t h r  sillcwavc niust be assullied to be u~iiforrllIy 
distributed over -7r5457r, sirice all values of 4 
are equally likely. Then the uricorlditio~lal prob- 
ability derisity fulictioti p ( t )  of the total phase 
will also be unifornl. However, the conditional 
probability density P ( t /+)  of the total phase 
~ ( t ) ,  given the phase 4 of the sitiewave, is show11 
iri Figure 7-12 for difcrcrrt relative strengths of 
the sinewavt~. 
The ~ncati-square spchcatral dcllsity  IS+(^) of 
+(t) is shown i l l  lcigurcs 7 10(h) atid (c) for the 
case i l l  which thcb rloiscb spectral density before 
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A f t e r  Before 
Ampl i tude  L( Ampl i tude Limiting Limiting r---- 
I 
W 
FIGURE 7-11.Shape of RF spectral density of bandpass- 
limited Gaussian noise for rectangular prelimiting noise 
spectrum (adapted from Reference 6). 
limiting has a Gaussian shape. The shape of the 
input noise spectrum about the center frequency 
wo is superimposed as a dashed curve on t,he low- 
frequency curves in Figure 7-lO(b). 
I t  is interesting to note from Figure 7-lO(b) 
I 
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(nonrera den-) I : ; I  \ 
sity at w: 0 )  ,/ 11 1 
coused by nm-I ,// i\ 
perfect self- I l/wk behavior 
coherence i\ 
oscillation 
FIGURE 7-12.-Probability density function of the total 
phase 7 ,  conditioned on the phase + of the sine wave, 
for various strengths of the sine wave (adapted from 
Reference 5). 
that, outside the frequency range defined for each 
solid curve by the intersection with the dash- 
ed curve, the solid curve under consideration 
shows a l/w dropoff with w, whereas inside of 
t,his range the solid curve either flattens out or 
actually bends down as w+O. The mean-square 
spectral density always will have a nonzero value 
ie. nonzero 1 1 / 
ultimate line- 
/ 
width 1 Multiplicative 
intern01 noises 
Effect of 
Exaggerated I 1 , scale of ( Amplitude- lin 
" ~ ~ ~ i ~ ~ ~ t i ~ ~   andw width" ' I , , , , , ~ ~ ; U S -  character random-%.e~/ of oscillation 
, 
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\ 
'\ 
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FIGURE 7-13.-Spectral density (solid curve) of instantaneous frequency fluctuations resulting from combination of various 
instability mechanisms (arbitrarily chosen relative levels for illustration only). 
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for w = O  because of the impulsive component Two significant consequences of such a physically 
present in the instantarieous frequency of the motivated model are: 
resultant. (Only in the case of an infinitely strong 
siriewave is the spectral derisity strictly zero for 
zero frequenoy.) 111 view of the extre~iiely narrow 
postdetection proccssirig bandwidths ~iormally eri- 
countered in apl)licatio~is of ultrastable oscilla- 
tions, rio distinctio~i between the inlpulsive com- 
ponent and the ~11100th conil)onent of the in- 
stantaneous frequency rieed be made. 
1;or a nonzero spectral density for 4 ( t )  a t  w = 0, 
thc ~iiean-square spectral derisity of q ( t )  is i~ifi~iite 
a t  w=O; this follows fro111 the fact that the spec- 
t rul~i  of the phase is obtained by dividing the 
frccluericy niodulation spectrunl by w2. The in- 
finite spectral density for w=O results in an in- 
finite ~ I I I S  valuc of the phase in any frequency 
regior~s that inc.ludes w=O. These 1)rol)erties are 
caharac$tcristic. of a so-called random-walk process. 
1. The ultimate "linewidth" of the oscillation, 
as gauged by R,,,, is nonzero. This causes Sd (w) 
to have a nonzero value a t  w = 0, thus accounting 
for the inherent random-walk phenomenon in un- 
locked oscillators. S+ (0) = 0 (and hence the 
random-walk effect is absent) orily if the oscilla- 
tion is perfectly self-coherent; that is, its ultiniate 
linewidth B,,, is zero. 
2. The extremely slow fluctuations of the ex- 
tremely narrow band of r~oisc representing the 
ultiniate oscillation signal arc practically indis- 
tinguishable fro111 the slow ~i~ultiplicative ~ioise 
phenorne~ia (flicker noise, etc..). If one were to 
filter out the flicker and related noise effects 
within the loop by sonie high-pass filtering actior~, 
hyperbolic behavior of the spectral density of the 
frequency fluctuations iriiniediately beyond w = 
27rB,,, should persist. 
Combined Effect of Various Mechanisms 
Thc various ~iicc.ha~iis~~is of osc.illator frequency 
illstability 11iodc.lcd in thca ~)rc~c-cding sccatio~is all 
may bc cxpclc.ted to bc l)rcksrnt in varyi~rg degrees 
in l)rac.tic-al osc.illators. Thc ~i(.t  c.l-f(lc+t of the c.0111- 
bi11c.d 111cc-hanisnis on t hc sl)cc+tral densit y of the 
resulting i~istatitancwus frcclucnc*y fiuc~tuations is 
illustrated in Figure 7--13. 
Of the various parts of the overall curve in 
Icigurc 7-13, the part contained within 0 5 w 5 
2nB,,, nierits further exl)lanation. By definition, 
B,,, is a liieasurc of the "width" of the oscillation 
band arid is dctcr~iiincd by the shape of the 
noniirially ('infiliik-Q1' sele~t  ivit y ('urve for feed- 
bark around the osc-illatirig loop. In an ultrastable 
osrillator, H,,, will be all extrcnicly s~iiall fraction 
of a c81)s, perhal)s c~orrcspo~idi~ig to periods of 
hours, days, or 1011gcr. Thc sc1ale of H,,, in Figure 
7-13 is greatly cxaggeratcd to illustrate a gucss 
about what the heretofore uri~iieasurcd part of 
thc sl)ectral density So (w) might look like. The 
suggcstcd rxterisioris of the curve of S+ (u) toward 
w = 0 arc1 based on a ~iiodcl of t hc oscillatiori as a 
si~lewavc~ 1)lus a band of Gaussian noise arising 
fro111 thc various irrcgularitics of thc electronic 
~)hc'no~iic~l~a assoc.iatckd with tho loop colnponents 
arid stiapchd s p c ~ ~ t  rally by t h r  sclcctivity of the 
fccdbac.k u~idcr c*or~dit ions of sustained oscillatiori. 
MEASUREMENT OF OSCILLATOR 
INSTABILITIES 
Any theoretical caharacterizatio~~ of osc~illator 
instabilities is of little ~)rac-tic-al valuc if sonic cffec- 
tive means cari~iot bc devised to ilieasure the pc~rti- 
nent paranietcrs or 1)rol)erties brought out by thc 
characterization. In this sec.tion, wc exar~iinc the 
rrieasurernerit probleni for thc 1)urposc of de- 
velopirig satisfacbtory riiearis for nieasuring thc 
principal characteristics of uristablc oscillations. 
The in1l)ortanc.e of the RI? sl)echtruni of the c ~ ~ t i r c  
oscillator signal arid of thc niean-scluarc sl)ecbtral 
density of orily the frccluer~cy fluc.tuatiolis of the 
oscillator signal for different al)plicbatio~is has 
been discussed in previous sec~tions. So~iic gc~ic~ral 
aspects of RI? spectruni nicas~irc~~lc~it  arc prc- 
sented i11 this section. However, ill view of the 
fact that frequency iristability is the subjcc.1 of 
paraniount interest in this paper, niajor at te~itioli 
is directed to the ~neasure~iient of thc spec-tral 
densities S+(w) and So (w) of the instantaneous 
phase and freque11c.y fluctuatio~is. We shall 
identify the features that should be exhibited by 
techniques for ~neasuring t hcsc sl)ccbt ral dc~isitics, 
and then outline the for111 and discwss t hc 1)arlic.u- 
lar technique that is 111ost suitable. Wc shall caotil- 
pare this tec.hnicluc with that niost c ~ o ~ ~ i ~ i i o ~ i l y  
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advocated and employed by others. Finally, we 
shall point out the general limitations of all ap- 
proaches to the measurement problem that exist 
a t  the present time. 
Representation of Oscillator Signal 
In general, a perturbed oscillation signal may 
be expressed in the form 
e (t) = A (t) cos[2ajt++(t)], (67) 
where A(t) is the amplitude of the signal, f is 
the constant long-time average frequency, and 4(t) 
embodies the instantaneous phase fluctuat,ions 
with zero long-time mean. It is imp~r t~ant  to ob- 
serve t,he emphasis made here on long-time 
averages. In  the second section of this paper, we 
treated a typical L'one-shot" measurement in 
specified applications and emphasized that t,he 
error due t'o instability would, strictly speaking, 
result only from changes in the continuing oscil- 
lat,or signal that would cunlulate during the time 
separat'ion between the two compared sainples of 
the oscillation. For that reason, we enlployed a 
representation of the oscillation phase in which 
d(t) = 0 a t  the time of the first sample; namely, 
where fo= instantarleous frequency a t  the time 
of the first sample. The difference between the 
two representations is philosophically important, 
although i t  may turn out to be of no practical 
significance in a number of applications. Thus, if 
for the time being the 4(t) associated with fo is 
denoted +o(t) and that with f is denoted 4-(t), 
then over a very long time interval (assuming the 
instability process to be a t  least wide-sense 
stationary) 
- 
.?-A= do(t) / 2 ~ ,  (68) 
since m=O and j= f ,  where the overbar de- 
notes "long-time average." This suggests that fo 
may not be convenient to work with for general- 
purpose measurement of the characteristics of 
oscillator frequency instability, because it is too 
tied down to the timing of the first sample in a 
specific one-shot application, and it may be ex- 
pected to vary randomly from "one-shot" to 
L L  one-shot" in a sequence of application measure- 
ments. Consequently, for the purpose of general- 
purpose measurements of oscillator frequency in- 
stability characteristics, the representation 
is preferable. The effect of the use of such general- 
purpose data in the computations of a specific 
application that entails a sequence of individual 
one-shot comparisons of time-spaced samples of 
oscillator phase or frequency is a problem in the 
well-developed field of statistical sampling, and 
therefore will not be considered here. 
RF Spectrum Measurement 
Direct spectral analysis is the most obvious 
way of measuring the RF spectrum of an  oscil- 
lator signal. This technique has instrumentation 
problems that are treated extensively in the 
literature. In order to avoid these difficulties, it is 
frequently supposed that the RF spectrum can be 
determined in a straightforward manner from the 
spectrurn of the instantaneous frequency fluctua- 
tions, S g  (w). The supporting argument is based 
on the assumption that the phase fluctuations 
caused by the frequency instabilities are suffi- 
ciently small so that only the first-order RF side- 
bands will be significant. We now shall show that 
the preceding assumption about the effects of the 
instabilities is untenable and hence that the RF 
spectrum is not related in the usually assumed 
manner to So (w). 
Starting with the representation in Equation 
67, we assume that the AM effects are negligible. 
Trigonoriletric expansion yields 
e (t) = A [cos@ (t) cos2~ft - sin4 (t) s in2~f t l .  (69) 
If it can be assumed that 
then we can write 
e (t) zA[cos2?rft - + ( t )  sin2~ft], (71) 
which represents the so-called low-nlodulation- 
index approximation to e(t). This shows that the 
spectrum of e(t) would corlsist of a spectral line 
a t  w=27rf, plus the spectrum of 4(t) translated 
to this carrier frequency. 
It  is well known, however, that 4(t) always 
exhibits the characteristics of a random walk, 
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so that where 
lim So (w) -+ m 
u-0 
(72) 
and the rms value of +(t) is unbounded. Thus, 
Condition 70 never holds, and the phase fluctua- 
tions of the carrier cannot be assumed to be 
sufficiently small so that Approximation 71 is 
valid. Severe spectral spreading results fro111 the 
highly nonlinear modulation characteristics indi- 
cated in Equation 69. Effects of AM that we have 
thus far neglected may also be present,. Hence, a 
simple, unique relation between the spectrum of 
the frequency (or phase) fluctuations of an oscil- 
lator signal arid the RF spectrunl of the corilplete 
signal cannot be established. 
providing A+(t) is sufficieritly small. The resulting 
signal can be processed to yield the power spec- 
trum of A+ (t) , S A ,  (w) by several means. Differ- 
entiation of ed(t) results in a signal that cari be 
processed for S A ~  (w). Because of the expected 
shapes of instability spectra for a highly stable 
oscillator, SA+ (w) should be measured for spectral 
regions of relatively small w, and S A + ( ~ )  should 
be measured for relatively large w. 
The assurance of synchronous detection of 
quadrature signals establishes a self-error evalua- 
tion property for the system. If one signal is 
introduced a t  both inputs (except that one input 
Fundamental Properties of Satisfactory 
Measurement Systems for S+(w) and Si(w) 
The first requireinent for measuririg So(w) 
arid So (a) is to extract 4(t)  and 4(t)  for direct 
examination, free of the effects of 2xft and A(t) .  
Other desired characteristics of the nieasurelnent 
techriique are selisitivity and accuracy, serisitivity 
being the more i11il)ortant be(-ausc it bears on 
the ob~ervabilit~y of the fluc.tuations sought. 
Finally, provisioris for nlonitoririg the Ineasure- 
ment errors arc desirable. 
We can evolve the basic structure of the meas- 
urement systenl by considering how to realize 
the above properties. By fornling the product of 
two oscillator signals, we car1 obtain a signal 
ed(t) such that 
where the subscripts refer to the individual oscil- 
lators, at the sacrifice of including the instability 
of two oscillator signals in each measurement. 
Providing that the statistical independerice of all 
oscillator signals is assured, two-at-a-tilne meas- 
urerilents on three members of a give11 class of 
oscillators are sufficierit to determine the deviation 
spectra of each. In the limit as fl-j2 approaches 
zero, the product operation beconles synchrorious 
detection. If the inputs to the detector are in 
quadrature, Equation 73 becoriies 
is shifted 90 degrees-in phase)- to the detector, 
the power spectrum of the resulting output signal 
should be uniformly zero. A residual spectrum 
produced by the measurement circuitry will 
result, however, fro111 the noise and distortion 
that arc not conlpletely crosscorrelated a t  the 
inputs to the detector. Evaluatiorl of this residual 
spectrum establishes the nieasurement error as 
well as the effective l~ieasure~ile~it sensitivity of 
the systeni. Irias~~iuch as the ir~troductiori of one 
signal as an input to both signal chaririels of the 
systeril ran be accoml)lishcd at any point before 
the detector, the residual spectrurii contributed 
by predetectiori gain c8ircuits such as amplifiers 
and multipliers, as well as frequency synthesizers 
that convert atomic resoriarice frequencies to 
standard outputs, car1 be liieasured in this way. 
Thus, we cari provide addit io~ial gain, arid perhaps 
sensitivity, by incorporating multiplicatioli tech- 
niques before the detector. 
Since both oscillator signals must be inde- 
pendent, the inputs to the product device are not 
guaranteed to be coherent or in quadrature. 
However, a system that ensures these necessary 
relations without affecting the independence of 
the signals has been conceived arid analyzed by 
ADCOM, Inc. 
The lilnitatioris of this type of systeni are the 
state of the ar t  in circuitry required for its ini- 
plementation and the general probleni of spectral 
analysis of real-time data. 
I t  is our opiriioli that this spectruni nieasuririg 
technique does not suffer in conlparisoli with 
any others. 111 some cases, it displays significant 
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advantages. We shall compare i t  with the period 
counting technique as an example of other meth- 
ods for measuring the frequency instabilities of 
oscillators. 
Period Counting Techniques 
We shall consider the common technique of 
period measurement with a counter, although our 
arguments will pertain to the whole class of meas- 
urements that incorporate a moving-average 
calculation. 
A standard period counting test setup is shown 
in Figure 7-14. Two independent oscillator 
signals, el (t) and e2 (t) , are mixed to produce a 
beat signal eb(t) whose average frequency is 
much lower than that of the input signals. In 
this way, much of the average value contamina- 
tion will be removed. eb(t) is introduced as a 
triggering signal to a gate in the counter. At one 
zero-crossing of eb(t), the gate opens to pass the 
high-frequency counter oscillator signal e,(t), 
which is "accun~ulated" or counted in the counter 
register. After an integral number of periods of 
eb(t), the gate is closed and the total count is 
read. As the period of e,(t) will be a sirilple decimal 
fraction of a second, say 0.1 microsecond, the 
counter will display the total number of 0.1 
microseconds that equal the integral number of 
et,(t) periods. We define the length of ti~rie the 
gate is open as T. Usually several cor~secutive 
measurements of length 7 are made, arid the 
resulting data are reduced to yield the average 
value and the mean-square deviation of the ac- 
cumulated periods. The rms value of the devia- 
tion divided by the average of the period accumu- 
lated in a time T is called I ( T )  , the frequency in- 
stability in a time T of an oscillator signal. The 
assumption here is that the normalized rms devia- 
tion of frequency is essentially equal to the 
normalized rms deviation of period, which is 
valid for highly stable oscillator signals. 
Existing literature describes the sensitivity of 
measurement of this technique in terms of the 
imperfections of counters (Reference 8) .  Here 
we are interested in comparing this technique 
with the spectral measurenlerit we advocate. 
In the first place, the two techniques measure 
different quantities, so we shall start by relating 
these quantities. Let us assume a perfect counter 
with such a high internal oscillator frequency 
that we can consider the period accunlulatiorl to  
be a coritinuous time process. In  addition, let us 
assume that the display has so many digits that 
we can resolve the deviation in period by meas- 
uring one oscillator signal directly, instead of the 
beat between two oscillators. Let us represent 
the oscillator signal as in Equation 67. Then we 
may define the insta~itaneous frequency of the 
oscillator signal f (t) as 
where f is the average value and 6f(t) the devia- 
tion from it. We can define the instantaneous 
period of the signal as T (t) , such that 
and, by definition, 
We can show that, 
t+r 
i t  T ( ~ ) d ~ ,  (79) 
where N (T, t) is the accumulatiorl in the display 
for a given count of length 7. 1~'ollowing the same 
procedure as in the second section, we can show 
that as a consequence of Equation 79 
sin2(wr/2) dw]li2 
COUNTER 
7 (w7/2) 
(80) 
Display Having established the relation between the 
two measured quantities, we are in a position to 
make three comparisons: 
I I 1. 84 (w) i s  a more fundamental parameter than 
FIGURE 7-14.-A standard period counting test setup. I ( T )  . Given Si  (w) , Equation 80 shows that I(7)  
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FIGURE 7-15.-The instability integral associated with a 
parabolic spectral density for the frequency fluctuations. 
can easily be calculated from it. Reversing the 
process would indeed be difficult. Only after we 
have specified a fornl of the spectrum with a s~nall 
tiu~nber of parameters, such as 
S, (w) = (a/,) +b+cw2, (81) 
can we obtain spectral inforniation from I ( T ) .  
Then, by solving Equatio~i 80, we could obtain 
I ( T )  in tcr~ils of c.oniplicated furictio~is of a, b, c, 
and w. Thc three chosen paranieters caould be 
evaluated through a high-order least-crror curve 
fit to I ( T ) .  EVCII SO, this is not a direct calrulatio~~ 
of So (a) fro111 I ( T )  , iliasniu(-h as Ss (w) has been 
forced to roriform to a preco~iceived noti011 whose 
validity may be questioned. Icor evaluation of a 
variety of applications froni one basic* test, we 
must conipute S o  (w). 
2. I ( T )  may well be ambiguous in that thcrc 
may bc an additional degree of freedoril inherent 
in I ( T )  that is riot a property of the oscillator. 
To illustrate this second point, before listi~ig 
point (3 ) ,  let us consider the simple spectral den- 
sity &(w) =cw2. Then Equation 80 reduces to the 
square root of the area under the curve show11 in 
Figure 7-15. 
The area under the curve is infinite. But, in a 
real situation, there will be some filtering in a 
measurc~ncnt syste~il that will band-limit S+ (w) . 
Let us assunie that this filtcririg is approximately 
rcctarigular with a rather widc bandwidth, such 
that 
wlirrc w,, is the cutoff radian freciucrlc~y of the 
filter. 111 this case, the curvc shown in E'igure 7- 
15 will go through iiiarly cycles as w approaches 
w,. The area will then be approxinlately the 
average value of the curve multiplied by 2w,. 
Thus, 
This result shows a familiar 1 / ~  shape, but the 
presence of w, nlakes Equation 82 unspecific 
about c. Thus, any descri~)tion of I (T)  rnust (,on- 
tairi the effective filtering characteristic as addi- 
tional iriforriiatiori in the data. In general, we 
ca~iriot expect I (T )  to relnain unchanged if the 
bandwidth of the measuring systeni is changed. 
Thus, a direct I ( T )  nleasurenlerit nlay not provide 
a specification of the oscillator alone and is gen- 
erally u~iacceptablc as a general-purpose specifica- 
tion of the oscillator frequency instability. 
Others have shown that the ~novirig average or 
"rectangular tinie window" that  describes the 
period counting tech;liquc is an inefficient and 
relatively unstable operatiori for deternlinirig the 
power spectrurii of a process (Refercnce 9) .  
3. The period counting technique is not sclj- 
checking. In the section on "The I~undamcntal 
Properties of Satisfactory Measuremerit Systerns 
for S+(w) and S, (w) ," we showcd that the deter- 
mination of the residual s1)ectrum of the test equip- 
ment requires the introduc~tion of two identical, 
completely crosscorrelated illput signals to the 
equipment. I t  is obvious that this is useless in the 
case of a period measuring system such as illus- 
trated in Figure 7-1 5, because the system requires 
presence of a beat frequency outl)ut from the 
the mixer. (A modified period-countirig techniclue 
that avoids this difficulty has been described by 
Cutler, see Paper 8, thesc I'roceedings) . 
111 sollie apl)lications, operations that arc i l l -  
distiliguishablc froni the basic period couut i~~g 
operation are actually carried out. lcor thesc ap- 
plicatio~is, period cou~iti~ig s definitely a usrful 
testing nlethod provided that it is designed as an 
accurate imitation of thc event ual operat io~is. 
More generally, period-c.ounting tests iiiay be 
designed to itnitate a widc varirty of spot mcas- 
uremcnts in sl)ecific. applic.atio~is. 111 this regard, 
period caouriting can bc exploited as a uscful 
simulatio~i tool. 13ut outsidc of thesc rather rc- 
strictcd circ~u~nsta~iches, data on oscillator insta- 
bility obtained by the pcbriod-couriti~~g techniclue 
arc practically usrless. 
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General Limitations of Spectral Measurements of helpful discussions of, this work to Andrew R. 
Phase and Frequency Fluctuations Chi of Goddard Space Flight Center for his en- 
couragement arid invitation of t,his paper, and As stated previously, the general limitations of to A. F. Ghais of ADCOM, Inc. for helpful dis- 
the measurement of oscillator frequency insta- 
cussions and criticisms. bility are those of ext'racting spectral information 
from real-time signals. Thus there are upper and 
lower limits on the magnitude of w for which 
spectral information can be obtained. Since the 
analysis of oscillator frequency instability effects 
in coherent ranging and related systems involves 
integration of Si ( w )  around w = 0, the lower limit 
is far more important. This limit is caused by the 
extreme averaging time required to resolve the 
spectra close to the origin, and the complicated 
nonstationary statistics of oscillator drift phe- 
nomena. Some authors have attempted to estab- 
lish a lower limit on the magnitude of w related 
to the total time that an oscillator can be operated 
without recalibration (References 10 arid 11). 
The assumption is made that this lower limit 
bounds a region of the spectrum centered about 
the origin over which integration for analysis 
will not be needed, as the oscillator will not be 
operated for intervals longer than the time cor- 
responding to this bound. This extension toward 
w = O  of resolution in the spectrum of frequency 
instability is worthy of further effort. 
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8. SOME ASPECTS OF THE THEORY AND 
MEASUREMENT OF FREQUENCY FLUC- 
TUATIONS IN FREQUENCY STANDARDS 
L. S. CUTLER 
HewlettPackard Company 
Palo Alto, Calijornia 
Precision quartz oscillators have three main sources of noise contributing to frequency fluctua- 
tions: thermal noise in the oscillator, additive noise contributed by auxiliary circuitry such as 
AGC, etc., and fluctuations in the quartz frequency itself as well as in the reactive elements as- 
sociated with the crystal leading to an f-1 type of power spectral density in frequency fluctuations. 
The influences of these sources of noise on frequency fluctuation versus averaging time meas- 
urements, using the multiple-period beat frequency measuring technique, will be discussed. The 
f-' spectral density leads to results which depend on the length of time over which the measure- 
ments are made. 
The characteristics of atomic standards using a serve-controlled quartz oscillator will be dis- 
cussed. The choice of servo time constant influences the frequency fluctuations observed as a 
function of averaging time, and should be chosen for best performance with a given quartz oscil- 
lator and environmental condition. 
The purpose of this paper is to present some of 
the theoretical and practical aspects of frequency 
fluctuations in frequency standards and their 
measurement. The main sources of noise in oscil- 
lators and their influences will be discussed. 
Several of the techniques for making fluctuat.ion 
measurements will be analyzed. 
The f-I spectral density of frequency fluctua- 
tions in oscillators requires special attention. The 
fluctuations in an oscillator servo-controlled by 
atomic devices also will be described. 
No attempt will be made to make the mathe- 
matics rigorous. 
DEFINITIONS 
The signal from an oscillator may be described 
by 
amplitude of the signal and does not contribute 
to frequency fluctuations. The time origin and 
wo are chosen so that a ( t )  has zero time average 
and 1 cP(t) J I C < o o  for all time t  where C is 
some positive constant. These conditions simplify 
the mathematics (but will have to be relaxed 
later). The instantaneous angular frequency is 
w  ( t )  = ( d / d t )  [wot+@(t) ] = wo+&(t) .  ( 2 )  
In all that follows we will refer to angular fre- 
quency as frequency. The average frequency is 
TI2 
(w (1 )  ) = lim T - ~ [ ~ , u  ( t )  dt 
T-m 
@ ( T / 2 )  -a(--  T / 2 )  
= wo+ lim 
T-m T  
f ( t >  = A  ( t )  cos[wot+*(t)], Therefore, a ( t )  is the instantaneous phase angle 
where j ( t )  represents a vol@e or current, A ( t )  of the oscillator with respect to an ideal oscillator 
and a ( t )  are slowly varying real functions of of frequency w, and & ( t )  is the instantaneous 
time, and oo is a constant. A ( t )  is the variable frequency departure from wo. Let & ( t )  = Q ( t )  . 
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The frequency departure averaged over time T is 
t+r/2 
( ( t )  ) = ( ( t )  ) - Q(tJ) dl' 
t-712 
(Q ) signifies the average (time or statistical) of 
Q, and (a,(t) ) signifies the finite time average 
a t  time t: 
t t r I 2  
( ( t )  ) - 1  R(tt) dlt. 
t-r/2 
The phasc averaged over time T is 
t+ r l2  
( W t )  ) =r-l/  @(tf) dtt. 
t-r12 
'I'hc: phase difference over time T is 
is the autocorrelatio~l furlction of the phase. 
Similarly, IZn(r) is thc autocorrelation furlctio~l 
of the frcquenoy departure. Writing these both 
as fu~lctio~ls of T orlly implies that @ and R are 
statio~iary in the wide sense (Itefercnce 1 ) . 
so that S+(w) and R+(T) are Fourier transforms 
of each other (Reference 2))  where S+(w) is the 
power spectral density of the phase (we use the 
two-sided power spectrum). In  the same way 
Rn (T) and Sn (a )  are Fourier transforms of each 
other, where Sn(w) is the power spectral density 
of the frequency departure. 
A useful measure of fluctuation is the standard 
deviation U. 
The standard deviation of the various quanti- 
ties defined earlier can be written in terms of the 
autocorrelation functions (References 3 arid 4) 
(see A.ppendix A) : 
=Standard deviation of aver- 
age phase, (11) 
u[A*,(t)]= (2[R*(O) -R+(~)1} '12  
=Standard deviation of phasc 
difference, (12) 
( R , ( t )  )=r-l(2[R+(O) - R ~ ( T ) ] } ' ~ '  
=Standard deviation of aver- 
age frequency departure, ( 13) 
=Standard deviatiorl of aver- 
age frac:tional frequency 
departure. (14) 
The last two may equally well be written in 
terms of Rn (T) : 
Also, we have: 
.[a (t) 3 = [Rg (0) ll/G ( =-I /," s+ (w) dw )"' 
=Standard deviation 
of phasc, (17) 
Thc preceding formulas hold for wide-sense 
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stationary random processes or for time functions 
which have stationary means and autocorrelation 
functions which depend only on the time dif- 
ference T. 
MEASUREMENT TECHNIQUES 
There are several well-known techniques for 
making measurements of some of the standard 
deviations described above. Some of these will 
now be considered. 
1. Multiple-Period Measuring System: The gen- 
eral system is shown in Figure 8-1. Two signal 
sources, slightly offset in average frequency, feed 
two identical channels through optional fre- 
quency multipliers to a phase detector. The dif-. 
ference frequency contains all the phase informa- 
tion and is used to trigger the Schmitt trigger a t  
the zero crossings. The period (or multiple period) 
of the sharp leading edge of the Schmitt trigger 
is measured by the counter, displayed by the 
analog recorder, and each measurement printed 
out on a digital recorder. 
The theory behind this technique is as follows: 
Oscillator number 1 has output 
Similarly, oscillator number 2 has output 
In the frequency multipliers the amplitude 
changes get removed by limiting processes (if 
they are carefully designed, there can be little 
conversion of the amplitude changes to phase 
1 1 v,;, ; FRE:;Ncy ; v; ,,, , , , OSC. I 1  YULTlPLiER L---J m 
MULTIPLIER 
L- --_I 
ANbLOG 
RECORDER 
DIGITAL 
PRINTOUT h 
FIGURE 8-1.-Multiple-period measuring system. 
changes). After multiplication, the signals are: 
Vll(t) ?Al cos[nwlt+n@l (t) 1, 
V2'(t) =A2 cos[nw2t+n@, (t) 1. (20) 
It is well known that both the instantaneous 
phase and the average frequency are multiplied 
by the factor n (provided the multiplier has 
sufficient bandwidth to encompass the full spec- 
trum of the nth harmonic). The phase detector 
behaves as a multiplier. Its output is 
The sum frequency is filtered out, leaving only 
the difference frequency term. If the two signal 
sources have exactly the same statistics for al( t )  
and cP2(t) but are uncorrelated, then all the 
fluctuation can be assumed to be in one channel 
V2 times as large as that channel alone, while the 
other channel can be assumed perfect. Let 
Then the signal which feeds the Schmitt trigger is 
Vol(t) =3 (A1A2) cos[n Awt +n@(t) 1, (23) 
where @ (t) =@I (t) - 9 2  (t) . The Schmitt trigger 
gives a sharp pulse out each time the signal 
crosses zero going in, say, the negative direction. 
This occurs for t such that 
where M is any integer. Suppose the counter is 
set to count N periods and the gate opens a t  
to such that  
The gate will close a t  to+7 such that 
Subtracting the first from the second, we get 
Let 
TO = (2sN/n Aw). (25) 
Then 
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FIGURE 8-2.-Versatile multiple-period measuring system. 
Since 7 is not constant, the time difference AT 
between successive measurements is not constant; 
but, if Ao  AT<<^ and &(to) AT<<^, then only very 
small error is caused by replacing  to+^) by 
Qi(t0+7~). The process of averaging over many 
measurements helps here. The multiple-period 
technique thus measures essentially Qi(t+~o) -
@(t) =A@,, (t) . Therefore, 
A@,* (t) E A w  AT. (27) 
Almost any desired averaging time ro can be 
obtained by varying N, n, or Aw. By making 
many measurements of T in successio~~, the stand- 
ard deviation may be estimated as 
u[AQi,, (t) ] ~ A w u  (AT) 
where 7; is the ith measurement and m is the 
total number of measurements, which should be 
large (of the order of 100) to give a good esti- 
mate. It is wise to remove the drift during the 
observation time by subtracting the best straight 
line based on a least-squares fit from the data. 
For m= 100, this leads to 
U[A@,~ ( t)  1 = Aw { [1/ (99.99 X lo6) ] 
The order of the data must be preserved for this 
formula. The other quantities of interest, such 
as Equations 13 and 14, may be estimated from 
Equation 29 in an obvious way. The subtraction 
of the best straight line corresponds to filtering 
out the low-frequency fluctuations, as will be 
discussed later. 
Figure 8-2 shows a block diagram of a versatile 
system which allows the two oscillators to have 
zero offset. This feature allows the system noise 
to be evaluated by feeding both channels from 
one source. The offset is obtained by the fre- 
quency synthesizer, whose fluctuations do not 
degrade the measurement much since the oscil- 
lator fluctuations have been multiplied by 1840 
times in the 20-Mc difference frequency before 
the comparison is made. Figure 8-3 shows some 
typical results obtained with this system. 
From a practical standpoint the multiple-period 
system gives good results over a range of 7 from 
about 10-4 sec to as long as is desired. The tech- 
nique is particularly good for times greater than 
sec. 
2. Phase Detector Techniques: Figure 8 4  shows 
a typical phase detector or multiplier technique. 
If the two signals are identical in frequency and 
0 SYSTEM ONLY 
r (..cI 
FIQURE 83.-Measurements with multiple-period system. 
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placed in quadrature, they may be represented as 
Vl (t) =A, (t) COS[W~+ @I (t) I, 
Vz(t) = Az(t) sin[wot+@z(t) 1. (30) 
The product coming from the phase detector is 
As before, the sum frequency term is discarded. 
If cPz(t) and 4 ( t )  are small, then 
vO1(t) =+[A1 (t) Az (t) ][@z ( t )  -@I (t) 1. (32) 
If the variations in Al and Az are small-as is 
usually the case-they may be neglected, and 
the phase detector output is essentially the dif- 
ference between the instantaneous phases. Both 
signals may be heterodyned down to a convenient 
low frequency by means of two mixers and a 
common local oscillator. Because the approxima- 
tion of small angles 
practically always fails for the very low frequency 
components of a2(t)  - al ( t ) ,  this technique is not 
good for very low frequency fluctuations. The 
phase detector output may be analyzed-by a low- 
frequency narrow-band wave analyzer to estimate 
the spectral density of the phase S*(w) directly. 
If the low-pass filter is omitted, then the rms 
voltmeter reading gives an estimrtte of a[@z(t) - 
Ql(t)], provided the system has been calibrated 
in voltage versus phase difference. This may be 
accomplished by making one of the signals small 
OSC. 'I - v' ' I 
PHASE OPTIONAL 
DETECTOR Vb 
LOW- PASS - 
(YuLTqLIER) FILTER 
OSC. )2 v 2  : 
1 '  - ss
VOLTMETER 
-0 
u 1 WAVE 
FIG- 8-4.-Phase detector system. 
Q SERVO MOTORFl Fl :'rl DETECTOR 
FIGURE 8-5.-Elapsed-phase method. 
and offsetting it in frequency. Introduction of the 
low-pass filter produces two effects: First, the 
spectral density of the phase fluctuations is 
limited on the high-frequency end by the filter; 
second, the filter performs time averaging over 
a time roughly equal to the reciprocal of the 
band pass in radians per second. The system then 
gives an estimate of a (@,(t) ) for the phase 
fluctuations passed through the low-pass filter. 
Several systems of this general type have been 
described elsewhere (References 5 and 6). 
The phase detector method thus gives estimates 
of S*(w), o[@(6)] for all but the low-frequency 
components of 9 and an estimate of o (@,(t) ) for 
the phase after modification by a low-pass filter. 
The technique works well for high-frequency 
components and, with the narrow bandwave 
analyzer, furnishes an excellent means of studying 
the power spectral density of the phase. 
3. Elapsed-Phase-Difference Method: Figure 8-5 
shows a simple elapsed- phasedifference method 
block diagram. The two signals are heterodyned 
down by means of a common local oscillator to a 
convenient low-frequency suitable for the re- 
solver-type phase shifter. The servo system main- 
tains the output phase from the phase shifter in 
fixed relation to the phase in the other channel 
Consequently, the phase shift introduced by the 
phase shifter is equal to the relative phase dif- 
ference in the two channels. Since the relative 
phase is preserved in the heterodyning process 
it is equal to the relative phase of the two oscil- 
lators. A system of this type has been used by 
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J. Barnes a t  the NBS Laboratories in Boulder. 
The phase shift may be read electrically by an 
optical shaft encoder and thus fed directly to 
computatio~l devices. If the phase is read a t  
intervals of time T, this technique gives an esti- 
mate of A @ , ( t ) .  However, because of the slow 
speed of the servo and the low comparisorl fre- 
querlcies involved, the high-frequency components 
of the spectrum are lost. The system thus works 
well for large 7 ( 7 ~ 1 0 0  sec or greater). If the 
signals being compared are a t  5 Mc and the rc- 
solver can be read to 0.005 of one revolutio~l, the 
resolutiorl is second, giving a sensitivity of 
10-l2 in (T[ ( Q T ( ~ )  ) /q ]  for a T of 1000 sec. 
NOISE IN OSCILLATORS 
Practical oscillators appear to have three main 
sources of rloise contributirlg to frequerlcy fluctua- 
tions: (1) thermal and shot noise in the oscillator 
itself, which actually perturbs the oscillation; (2) 
additive noise associated with the osallator and ac- 
cessory circuits, such as AGC and amplifiers, which 
does not perturb the oscillatiorl but is merely 
added to the signal; arid (3) fluctuations in the 
resonator frequency either in the resonator itself 
or due to c*irc-uit parameter cbhariges irlflucrlcirig 
the resollance frequency. The freque~lcy fluctua- 
tions of an osc.illator due to thc last-mentioned 
source appear to have an j - I  power spectral 
density (Reference 7 ) .  
111 oscillators used for prccisio~l frequency 
standards, great care is taken to couplc very 
lightly into the oscillatirlg circuit; and, because 
of the llolllirlearity of the resonator, it is riecessary 
to stabilize the oscillatiorl at  a very low power 
level (typically about lo-' to watt).  As a 
consequence, the rloise of the amplifiers following 
the oscillator is the predomirlarit factor for 
flu(-tuations irlvolvirlg times of the order of 0.1 
sec or less. 
Assume the addztive noise is band-limited by a 
narrow-band filter with transfer furlc.tion, 
1 P ( w )  w - 
I +2[(u-uo)/u1l1 (33) 
whorc ol is the half bandwidth of the filter. Such 
a transfrr fu~lc.tioll is of csoursc not realizable but 
is a good approximatiorl for thc narrow-band case. 
Assumr also that the additive rloisc is white and 
that i t  has a power spectral density So. Then the 
power spectral density of the noise out of the 
filter will be 
The total noise power will be 
1 
.,,=-I so dw = 3 (wlSo). (34) 
2rr -, 1 +[(a - wo) /a112 
If the total signal power Ps is large in comparison 
with PN SO PN/PS<<I, the11 it is well k~lown that 
half the noise power appears as amplitude modula- 
tion sidebands on the signal cerltcred in the noise 
and the other half as phase modulation sidebands. 
The power spectral density of this effective phase 
modulatiorl is theti 
arid the autocorrelatio~l function is 
FIG~JRE 84.-normalized additive noise contributions to 
oscillator fluctuations. 
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From this, using Equation 14, 
4 (fir(t) >/woI 
Single $filter 
A normalized plot of this function is shown in 
Figure 8-6. For w17>>1, 
for w1~<<1, 
For wl~>>l, u is proportio~ial to wl1I2 for constant 
noise spectral density and, for w17<<1, it is pro- 
portional to wl. Consequently, using a narrow- 
barid filter can greatly improve short-term sta- 
bility. For cascaded filters each of half band- 
width wl, the result is 
aC ( Q T ( t )  )/a01 
Double $filter 
111 this case a is constarlt for w l ~ < < l .  For any 
shape of baridpass filter with white additive noise, 
when T is much greater than the reciprocal half 
bandwidth. 
FIGURE 8-7.-Theoretical and experimental rms fractional 
frequency fluctuations in an oscillator. 
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As a practical example, consider a 5-Mc oscil- 
lator with a single filter of half baridwidth of 
62.5 cps and P,/Ps= -87 db. Then for T =1 sec, 
For a comparisori with experimental results, see 
Figures 8-3 arid 8-7. 
The perturbing effects of thermal and shot noise 
in oscillators are well known (Iteference 8). The 
phase does a random walk because of the perturba- 
tions. I t  has been shown that this leads to 
where 
lc = Boltzmann constant, 
T=effective noise temperature, 
P =total power delivered to resoriator and 
load, 
Q =loaded Q of resonator. 
As an example, corisider a 5-Mc oscillator with 
Q =2X lo6: P = lo-' watt, and T = lo3 degrees K. 
For 7 = 1 sec 
u[ (91 (t) )/wo] = 1.3 X 10-13. 
From this example and the one above, it is ap- 
parent that the additive noise will dominate the 
perturbation-type noise for short averaging times 
in precision frequency standards. Here, the effects 
of the two sources of noise would become equal 
a t  about an averaging time of 100 see, with a t  
total fluctuatiori of about 2x10-l4 if no other 
sources were effective. For times longer than 100 
see, the perturbation-type noise would dominate. 
The third main source of noise is that which 
has an j - I  power spectral density of frequency 
fluctuation. In addition to this, oscillators drift 
in frequency (drift is usually accompanied by 
an f-I power spectral density). Because of the 
drift in frequency, the phase is not a stationary 
process. Also, since an j - I  power spectral density 
for frequency fluctuations corresponds to So (w) 
proportional to / w 
doesn't converge, since 1 - cosw~) only goes to 
zero as w2 for w-+O. This is not surprising. If 
the j-I spectrum persisted down to zero frequency, 
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FIGURE 8-8.-Contributions to o~scillator fluctuations. 
we would see infinitely large fluctuations by ob- 
serving over all time. I11 the actual situation, 
observations arc made ovcr a finite time T. If 
the frequency drift is removed during the time 
T by subtraction of the least-squares fit of a 
straight line, this corresponds to a high-pass filter 
acting on the low-frequency components of the 
phase. The output of this filter goes to zero as 
w2 for w - % ,  and the filter starts to cut off a t  
W N N ~ / T  (see Appendix B) ; this gives finite results 
for u[(Q,(t) )/ao] as shown in Appendix B. I t  
is apparent from the functional form of the 
integral that, if the ratio of observing time to 
averaging time T/T is constant (corresponding 
to a fixed number of samples), then u[(Q,(t)/wo] 
is constant. Since there is no theory giving the 
strength of the f-' spectral density, no prediction 
can be made as to the constant value of u. The 
dependence of aZ on T/T is proportional to 
1.04 +) log ( T / ~ T ) .  
Actual oscillators measured under the condi- 
tions of finite T and removal of drift exhibit the 
predicted behavior (see Figures 8-3 and 8-7). 
For T/T of about 100, a[(Q,(t) )/wo] flattens out 
at  a value somewhat greater than 1 X 10-12. Since 
this is larger than the fluctuations due to the 
perturbing type of noise a t  the 7 for which additive 
noise becomes dominant, i t  is apparent that the 
effects of the perturbing type of noise are not 
seen a t  all in many frequency standards. Figure 
8-8 shows the effects due to the three sources of 
fluctuations. 
J. Barnes (Reference 9) of the NBS Labora- 
tories of Boulder recently has shown that taking 
successive differences of the phase has interesting 
consequences. For example, taking second dif- 
ferences removes the linear frequency drift and 
also gives convergent results independent of ob- 
servation time for an assumed j-I power spectrum. 
As shown in Appendix A, 
where A2,9(t) = + ( t + ~ )  - 2@(t) +9( t  - T) is the 
second phase difference. Using this on an f-I 
power spectral density of frequency fluctuation 
So(w) =K/I w l 3  gives 
Since this is independent of observation time T, 
it appears to be a good measure for the f-I charac- 
teristic of oscillators. 
FLUCTUATIONS IN ATOMIC STANDARDS 
USING A SERVO CONTROLLED QUARTZ 
OSCILLATOR (REFERENCE 10) 
Consider an oscillator compared against a 
reference such as an atomic beam device and con- 
trolled in frequency by a servo actuated by the 
error signal. Figure 8-9 shows a system block 
diagram. The power spectral density of the 
FIGURE 8-9.-The atomic standard. 
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fluctuations in the output frequency is 
1 
Sn(w)o= Sn(o) oac I l+G(w) l 2  
G(w) + ( ) R e f  1 l+G(u) 1 (42) Lwrrs9 
where Sn(w)oSc refers to the open-loop fluctua- 
tions in the oscillator, Sn(w)Ref refen to the 
equivalent frequency fluctuations in the reference, 
and G(o) is the total loop gain K&~g(w). In 
deriving Equation 42 it is assumed that the system Loo T 
is linear and that the two noise sources are un- 
correlated. The simplest useful form for G(o), FIQURE 8-10.--Contributions to atomic standard 
also a very practical one, is fluctuations. 
G (o) = oc/iw, (43) 
which is just gain and integration. This is a good The contribution due to the reference noise, 
approximation to what is done in many cases. which is assumed to be white with power spectral 
Substituting, Equation 42 becomes density SR, is (from Equations 42 and 14) 
so that the oscillator noise is high-pass filtered 
and the reference noise is low-pass filtered. 
Consider first the fluctuations due to the oscil- 
lator only. If it is assumed to have characteristics 
similar to those previously discussed, namely 
additive noise filtered by a narrow-band filter 
of half width wl and an f-1 behavior, then-if 
wl>>w, (as is usually the case)- the additive 
noise contribution is virtually unchanged by the 
servo loop. The f-1 portion gives, in the closed- 
loop condition, (from Equations 42 and 14), 
This approaches a constant value of oo-' ( SRWC/~)  'I2 
for wcr<<l and for wcr>>l, uzq,- l (  SR/T) l12. Figure 
8-10 shows the behavior of the various contri- 
butions to the overall fluctuations. It is apparent 
that there is an optimum choice of loop w, for a 
given oscillator and beam tube. 
It is of interest to calculate the power spectral 
density of the noise for the case of a cesium beam 
reference. For Rarnsey excitation the response 
may be written for small departures from line 
center approximately as 
- exp ( - wcr) Ei* (0~7) - exp (wcr) Ei  ( - u,r) ]'I2, 
(45) 
where B is a constant depending on the strength 
of the f-' noise. This behaves like 
B/wo[5/2 - - log (w,r) ]'I2 
(very slowly varying) for w,~<<l  and like 
(B/wowcr) [2 log (wcr) + 2 ~ 1 l 1 ~  
for wCr>>1. y =0.577 is the Euler constant; 
X 
Ei(X) =I ( e t / t )  dt, X<O, 
-m 
where I is the output current assumed to have 
maximum value I,, Aw is the departure from 
line center, and wr is the full line width. Let 
Aw(t)/wl =€+a cosw,t, to allow for the usual 
sinusoidal modulation. om is the modulation fre- 
quency assumed small in comparison with wl 
so that the dynamic behavior is essentially the 
same as the static behavior. The result of syn- 
chronous detection of this signal is 
r/@n 
I = ( 1 , / 2 )  f[l+cos*(.+a cos'd,t)] 
-TIo,,, 
X com,t dt is the exponential integral; and Ei*(X) is the 
principal value of the integral for X>O. = - I, J1 (m) 3 (sinre) zf [- I, Jl (aa) l e a  (48) 
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for c small. For a giveri offset E this has the maxi- It is hoped that the results will be useful in pro- 
mum absolute value of 0.91 e l m  with a a ~ 1 . 8 ,  moting understanding and in guiding designs. 
the first maximum of the Bessel function. This 
represents the signal output for a given fractional ACKNOWLEDGMENT 
mistur~ing E. 
11, a beam tube the noise is mairily due to shot 
noise, arlci so the power spectral density is pro- 
portiorial to I (t) '12 arid is independent of w. Sirice 
I (t) is a function of time, the noise output is not 
a stationary furicstioti. If in (t) is the instantaneous 
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APPENDIX A 
If  + ( t )  is wide-scnsa stationary and has 0 mcatl, 
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let (t"-t') = T'.  Using this substitution and inter- [ iP( t+~)  - iP(t) 1 - [iP ( t )  - iP(t -7)  1, or $ ( t + ~ )  - 
changing the order of integration gives 2+(t) +@(t -T) .  
2 r  
2 t )  ) = -  1 - ( )  1 , (-43) a2CA2h(t)  I =  ([+(t+r) - 2 @ ( f )  + @ ( t - ~ )  1') 
7- 0 
= 6 R o ( 0 )  -8R+(s )  + 2 R + ( 2 ~ ) ,  (A4) 
which gives Equation 11. 
The second phase difference, A2iP,(t), is leading to Equation 40. 
APPENDIX B 
Assume that a; signal v ( t )  is observed for a is to consider the minimization of 
time T and it is desired to remove the mean and TI2 
the linear drift in a least-square departure sense. llrn V 1 ( w )  1' dw = [ T l p ' ( t ) ] 2  dt, (B5) 
This requires that 27r -rn 
[v ( t )  - (a+ bt) 1 2  dt =Minimum. 
For this to be satisfied, 
1 TI2 
.=-I v ( t )  dt) 
-TI2 
Consider the Fourier transform of 
the equality holding because of Parseval's theorem. 
(B1) Adjusting the parameters a and b for minimum 
total energy is really removing the maximum 
amount of energy possible in the band of fre- 
quencies occupied by the transform of a+bt. Since 
this transform has a half width of the order of 
2 / T ,  the whole process corresponds to the high- 
pass filter mentioned earlier. Subtracting a second- 
( B 2 )  order and third-order term in t  would about 
double the cutoff frequency. 
Let us now calculate the fluctuation expected 
in a finite time of observation of an oscillator 
with f-I power spectral density of frequency. 
Assume 
s n ( w )  =K/l w 1, (B6) 
( ~ 3 )  so that 
So(") = K/l w 1 3 .  
Expanding the exponential which gives an ap- If the oscillator were observed for an infinite time, proximation to V 1 ( w )  for $ ( w  T )  < 1 gives 
If the integrals that can be done are carried out 
and the values of a and b substituted, it will be 
seen that V 1 ( w )  has neither a constant term nor 
a term linear in w. A.lso the transform of a+bt 
goes to zero rapidly for o>>2/T. Effectively, u(t )  
has been passed through a high-pass filter cutting 
off a t  about w = 2 / T .  Another way to show this 
a2[d@, ( t )  ] =2[R* ( 0 )  - R* (7 )  I 
which of course doesn't converge. If we cut off 
the integral a t  the lower limit 2/ T  corresponding 
to the filtering action of a finite time with drift 
removal, 
" 1 -cosx dx. 
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For constant T/7 the integral is a constant and 1 -COSX dz 
u2 = C2r2, C a constant. 
To get the dependence on T/T, we can estimate 
the integration. (The integral can be done exactly 
in terms of the cosine integral.) 
So, for T/2~>>1, a2[ (%(t) ) /wO]  is proportional 
to log ( T/27). 
9. SPECIFICATION OF SHORT-TERM FREQUENCY 
STABILITY BY MAXIMUM LIKELIHOOD 
ESTIMATES 
T. F. CURRY 
CUT, Mchughlin and Len, Znc. 
Syracuse, New York 
This paper presents a fundamental basis for interpreting and processing measured short-term 
frequency stability data. This approach evolved from a need for quantitatively describing the 
short-term stability of microwave signal sources over microsecond-to-second time intervale in a 
reproducible fashion and from a desire to explain observed diflerences in the measured stabilities 
of such sources in terms of various hypotheses concerning the nature of the noise mechanisms 
which produce the measured phase or frequency fluctuations. The particular approach described 
here was suggested by a paper by Slepian (Reference 1). 
PRELIMINARIES Arg+(t) will be referred to as the instantaneous 
frequency function of the signal S(t). We deal with the usual harmonic functions- A technical description or specification of 
or complex and composite representations thereof 
short-term frequency stability involves a descrip- 
-functions, which can be expressed: 
tion of the variations of the phase or frequency 
s ( t >  = Re{ I 1L(t) I expCj Ar&(t)-ll function over "short" intervals of time where, 
in practice, "short" means microseconds to 
= I $4) 1 cos[Ar&(t)l; ( seconds. 
Representing Equation 1 as a phasor, as in 
4 
a t )  Figure 9-1, we have the physical picture of the tangential component of the acceleration of the 
phasor as resulting frotn phase or frequency noise 
perturbations. 
The instantaneous frequency, as conventionally 
defined, is the angular velocity of the phasor: 
* 
s (t) f i=  (1/2r) (d/dt) Ar&(t) , (2) 
and the angular phasor acceleration is 
To illustrate the preceding, for the real signal F ~ U R E  9-1.-The signal S(t) as the red part of $(f) = 
S ( f )  + jC(t). Instantaneous frequency is defined as the S(t) = cos[ut+4] : 
angular velocity of the phaeor. #(t) = expC j(ut+4>1, w>o, 
I rL ( t )  I can be considered the envelope of S(t) , f; = w/2r, 
and Ar&(t) the phase portion of S(t). Ar&(t) a<= (1/2r) du/dt. 
will be referred to as the phase function associated (4 
with the signal S(t), and the time derivative of Experimentally, we visualize Equation 2 as a 
SHORT-TERM FREQUENCY STABILITY 
OF POOR QUALITY I 1 second -4 
20 cps 
1 
T 
STABILITY 
PLO - 1A SMS -A GR 1521-A 
f = O  
FIGURE 9-2.-A 1-sec epoch of frequency function obtained with the technique illustrated in Figure 9-3(a). (1/RC at 
recorder inpilt was set at 300 cps.) 
function of time Q ( t ) ,  which is to be observed for 
a period of time T (Figure 9-2), to obtain a finite 
set of sample data values. In applications, we 
may be particularly interested in the magnitude 
of the function variations over shorter periods 7.  
We want to minimize the uncertainty of measure- 
UNDER 
LIMIT d ARG S (1) 
I REFERENCE ( k/2r  =CONSTANT FREQ.OF IDEAL REFERENCE 
F I ~ U R E  9-3a.-Ideal frequency translation and angle 
demodulation to give Ar&(t) or its time derivative. 
ments and thewby obtain the highest possible 
reproducibility of results. 
Two representative measurement techniques are 
shown in Figure 9-3. The process of mixing or 
translating the signal against an ideally stable 
reference, as  illustrated in Figure 9-3, may in 
some cases "strip off" the periodic, or carrier, 
component; and Arg$(t) may thereby be altered 
SOU""' I h 
FIGURE 93(b).-Technique for measuring Ar&(t). 
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by the linear term k ,  where k is the fixed ideally 
stable angular frequency of the reference. How- 
ever, since we are concerned here only with the 
first derivative of Arg+(t), such a frequency 
translation operation ideally has no effect, the 
k term being elinlinated as  a result of the 
differentiation. 
The technique of Figure 3(b) ,  giving direct 
$(t) rneasuremcr~ts over rilicrosecorid intervals, 
recently has bee11 reported (Reference 2). 
In  general Q(t) may exhibit both periodic arid 
random variations. For a cot~lpletcly deter- 
ininistic variation, there is no theoretical problem 
in specification. For example, in the case of a 
si~iusoidal variation or waveforms which can be 
expressed as a Fourier series of siries arid cosines, 
ideal siriusoids are postulated; and period meas- 
urerne~its suffice to conipletely describe the func- 
tion. Mcasureruent experience indicates that the 
predoniincrit noise ~nechanisril for values of T 
in the rnicrosecorid to  1-second range are of a 
random riature. Attentior1 i r i  this paper is there- 
fore li~iiited to Q(t) furictioris which derive from 
wide-sense stationary raridorii noise niechanisms. 
The ~x-obleni to be considered is as follows: 
Gie~cn saniple nleasurenients at intervals 7 
011 (L) (t) , say XI, X2, Xs, - . - , X ,  and an 
hypothesis choncerriing the general nature of 
the perturbing mechariisnis, we require an 
esti~natc of a descriptive arid useful statistic, 
possibly s i~nply the rnls value of Q(t). That 
is, over a t~ecessarily finite obscrvation time 
T we obtairi data to calculate the tnost 
probable value for the standard deviation 
of the fluctuatio~i. 
One method of choosing the most probable 
value is the met hod of maxim~im likelihood cstima- 
tion (due to  Fisher, Refererice 3).  
The signal data  can, of course, be described in 
the fortn of estinlates of the auto-covariance or 
power spectral functions. These rnust be short- 
term statistics* arid riot their calassical forms, and 
are hence subject to the same statistical uncer- 
tainty as is the variance. As the period of observa- 
tion increases, such short-tern1 fu~ictio~is will of 
course approach their long-tern1 averages, but 
*For various definitions of short-term autocorrelntion 
and "instantaneous spectrum," see References 4 through 8. 
t,hese long-term averages are riot what we seek. 
One important questiori is, in fact, concerned with 
the method and rate of approach of the short- 
term estimates to the long-term averages as T 
increases. 
Concerning the effects of additive "a~nplitude" 
noise, we intuitively would expect such noise to  
have negligible effect on insta~itarieous frequency 
as long as the carrier power is large compared 
with the noise-as is true, for exa~iil~le, in the 
case of low-noise FM analysis. 
MAXIMUM LIKELIHOOD ESTIMATION 
The 1)rinciple of rilaximutil likelihood estima- 
tion, as expressed in its sinil)lest forni, is as 
follows : Samples XI - X,, are taken of a rand0111 
process ( X t )  which is k ~ i o w ~ i  to be characterized 
by a class of probabilities P ( r ,  a ) ,  where a is a 
parameter associated with the probability func- 
tions arid is the ~iuriiber which is to be estimated 
using the measured saniples. We then defirie a 
function 
which is, assunling statistical indepe~idcnce of the 
samples, the probability of obtaining the XI. .X, 
sanlple values, The 111ost likely value of a is 
therefore given by rnaxi~nizing I, with respect to 
a (i.e., set dL/da = 0 and solve for a ) .  Such all a 
value is terriled the Afarim~tm Likelihood Esti- 
mator (MLE) for a .  
In al)plicatiori, orie usually forms a fu~ictional 
of the origirial process ( X t } ,  f [ ( X t ) ]  such that 
the desired quantity to be cstitnated can be cori- 
sidered a para~iicter of the probability distribu- 
tions of f[(Xt}], which van the~ilselves (at least 
in pririril)le) be derived from the probability dis- 
tribution of the origirial raridot~l process. I11 gen- 
eral, the estimator is expressed directly as a func- 
tion of the samples of the original process, 
XI. . e x , .  
Maxiniun~ likelihood estiriiates have well- 
defined opti~iial properties (Referenre 3) and 
have bee11 used extensively iri radar signal dctec- 
tion atid paratneter estinlatio~~ problems. 
We illustrate the procedure of findi~ig the 
NILE for the ~nean  arid variance of a wide-sense 
sta 'fio~iar~ Gaussiati rando~il process with es- 
se~itially flat (white) spectrum. Thc likelihood 
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function in this case is 
where 
a2 = variance of process, 
p = mean of process, 
XI, X2, , Xn = n serial samples of a single func- 
tion of the process ensemble. 
In  this case it is convenient to obtain the 
maxima of the logarithm of L rather than L, 
positions of maxima in terms of a and p being 
the same for any monotone function of L. Hence, 
n 
lnL= L'= - $n 1n(27raZ) - (1/2uZ) x ( ~ ~ - p ) ~  
i-1 
(7) 
and 
Setting these derivatives equal to zero and solving 
for p and a2, 
n 
a z = n - 1 C ( ~ i - X ) 2 ,  with fi for p, (10) 
i- 1 
where the carets indicate that these are the values 
of p and uZ which maximize L and are hence the 
MLE for the parameters of the process. As it 
turns out, these are the estimators which in- 
tuition probably would lead us to calculate 
anyway. 
CHOICE OF A FLUCTUATION STATISTIC 
The first step in formulating a description of 
the short-term Q(t) variations as a statistical 
estimation problem involves a choice of statistic, 
or furictiori of Q(t) sample values, which is to be 
estimated. 
Maximum Excursion (cps) 
Perhaps the simplest and most used fluctuation 
description of Q (t) is the specification of the maxi- 
mum difference of Q(t) magnitudes over the time 
intervals of interest r. We define a new function 
over a discrete ordered set of T intervals: 
QM(T) = M u 7  I Q(t) -Q I ,  (11) 
where Q is the estimate of the mean as obtained 
with Equation 9 for samples ql, q2, ., qn taken 
a t  intervals to= 1/2W, W being the bandlimits 
assumed for the Q(t) process and r>>tO Q also 
may be replaced with appropriate samples of a 
"moving average," as described in a following 
section. 
The probability density for a maximum M of 
n samples of Q(t) can be written as a product of 
probabilities for n .independent Bernoulli trials 
over the interval T :* 
~/ZU]-I exp[- (q- Q) ~ / 2 a ~ ]  dq,
(12) 
where 
oZ= variance of Q(t) process, 
Q = estimate of mean process, 
and we have used the well-known fact that the 
variance of the sample mean is given by the 
assumed population variance a2, divided by the 
sample size n in specifying the probability element 
for M  (second term of Equation 12). 
If now we consider M  as a parameter of the 
distribution given by Equation 12, we can form 
a likelihood function : 
k 
L =  n g ( ~ i j q i l ,  qi2, . -., qin), for k intervals T. 
i-1 
(13) 
Straightforward computation of the MLE from 
In applications where the probability of exceeding a 
specified value (threshold) must be very small, an alternate 
approach would apply the statistical theory of extreme 
values (see Gumbel, E. J., NBS Applied Math Series 
No. 33, 1954). 
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Equation 13 gets into difficulty rapidly, and we 
have yet to work through to a solution. Intui- 
tively, one expects an estimator for M such that, 
for large n and k, the estimate will approach a 
value equal in magnitude to the point of inflec- 
tion on the Gaussian curve accorded to the 
estimate 8. 
Mean-Square Fluctuation Power (cps2) 
Consider now the mean-square difference of 
Q(t) values T seconds apart : 
term of Equation 15 is important; and, in this 
case, the short-term correlation function would 
certainly seem to be a sufficient statistic. We 
direct attention to Equation 16, allowing us to 
apply Slepian's results (Reference 1) -with ap- 
propriate interpretation-to the problem a t  hand. 
Slepian derives the probability density function 
for (16)) assuming Q(t) is normally distributed 
with mean zero, and for three classes of spectra: 
RLC, RC, and band-limited white. 
Before proceeding with Equation 16, we will 
summarize briefly the situation with respect to 
short-term power spectra and correlation (co- 
CQ(t)-Q(t+7)I2dt (I4) variance) function estimation and suggest a 
"smoothing" operation on Q (t) . 
712 
= T-1/7,y (t) dt 
Moving Average 
+r-1/"2 Q2 (t+r) dt. 
-r/2 
Assuming the process is stationary, the first 
and third terms may be combined to give 
The first term of Z(T) is recognized as correspond- 
ing to the "average power," in (cps) 2, of Q (t) and 
the second term as the short-term auto-covariance 
for Q(t).* 
Now, we have two cases to consider, depending 
on the correlation time of the Q(t) process rela- 
tive to the time intervals T. [For processes with a 
rectangular spectrum (so-called bandlimited- 
white), we define correlation time to 8s 1/2W, 
where W is the spectrum width. For processes 
with spectrum 2a/a2+02 (so-called RC noise), 
correlation time is defined as l / a . ]  If all T values 
of interest are larger than 1/2W, then we can 
direct attention solely to the statistic : 
712 
Z' (T)  = (2/7) / Q2(t) dl. 
-712 
(16) 
If the T intervals of interest are less than t,he 
correlation time for the process, the second 
* Compare Equation 15 with Searle, et a]., Equation 6, 
these Proceedings. 
One problem associated with the processing 
of short-term stability data concerns the fact 
that the observed process, Q(t) in the present 
context, exhibits fluctuations due to both long- 
and short-term noise mechanisms. To separate 
the two data would seem to involve, from a 
practical standpoint, only a high-pass filter. * 
Generally, we may define a new function of &(t), 
the "moving average" function as follows : 
Use of this "smoothed" Q, Q', as the standard- 
izing &-average eliminates the long-term drift 
consideration in processing Equation 16 and might 
be accomplished in practice by well-known track- 
ing filter techniques, with VCO closed loop band- 
width of approximately 1/27. Q(t) smoothing and 
possible statistics [ ( l l )  and (16)l are illustrated 
in Figure 9 4 .  
In  passing, it should be mentioned that a very 
useful approach, from a digital machine processing 
standpoint, to eliminating the long-term drift from 
experimental short-term data would be to apply 
simple linear regression analysis to the data. For 
normally distributed processes, maximum likeli- 
hood estimates for drift and short-term deviation 
are easily obtained. t 
For example, the CML stability measuring set, Model 
SMS-B uses a cutoff of 3 cps. 
t Reference 3, Chapter 13. 
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Q(t),GAUSSIAN, MEAN 6, 
/ p(tO)= e ~ l t o l  r INTERVALS QM ( ,r), MAXIMUM 
EXCURSION FUNCTION 
I 
~ ' ( t ,  r), SMOOTHED Q(t) 
WITH GAUSSIAN, FILTER, 
BANDPASS I /2'r 
1 
TIME 
FIG~JRE 94.-Illustrntirig the possible fluctuatio~~ statistics 
:tnd smoothing. 
Spectral Density Estimates 
Various ~ ~ ~ c t h o d s  for c .s t i~~~at  ing t hc. s1)ec.t ral 
dcl~sit y f u ~ ~ ( * t i o ~ l  f r w ~ ~ ( ~ - s c I I s ( ~  stat i o ~ ~ a r y  pt.oc.- 
c.sscs arc dcsc.ribc~d fro111 a 111at hc~~ra t  ic-al view - 
point by (:r(111a11dor R I I ~  l losc~~~hlatt  (1 cfcrcrlc.c. 
9) .  I'on.cr sl)c'c'lral cstil~~ation fron~ at1 engir~c~crirlg 
sta~ldl)oil~t has beet1 treatcld cxhaustivc.ly by 
I3lac.k11ian and Tukey (Refcrcncc. l o + ) .  
Despite sonic good argunlet~ts in favor of po\\ cr 
spcc*tra (Refcrer~cc 10, Scc t io~~  R-3 for cxa~l~plc) ,  
thcrc. al)pc.ar to he limitations to the. uscful~~css i l l  
thc short-tcr111 stability cst i t~~at iol~.  Icor c\xan~plc., 
the s11al)e of thc scanni~lg witldo\v c ~ ~ t c r s  the 1)ic'- 
turv c.r~tic.ally for tho very tlarro\v spc.c-tra wc. 
want to c sa~~ i i r~c .  If \vcl nlultiply lhc. frc~111(~11(~y 
(wit11 ~~c~gligiblc added disturba~~ccx) high ch~iougl~ 
and sc8all slo~vly crlough, window ~)roblclr~s arc. 
clil~~il~atcd. I-Io~vrvcr, t he slower \vc scaall, t hc 
lotlg'r the averaging fi~tl(x. M ~ ~ S U ~ C I I I C I I ~ S  r~s111t- 
itig from heterodyr~c s c a ~ ~ ~ ~ i l ~ g  t ~ ( ~ h ~ ~ i c l ~ t e s  arc 
cauts ac8ross t hcl t i~~~c.-fr(xclue~~c.y pla~~c' and, as suc.11, 
arc. 11c1itllc.r t i~~~c>-t)ird 1101. f r c ~ ( l ~ ~ ~ ~ ~ ( ~ y - I ) c a s t .  
0 1 1 c .  ~)ossil)lc alq)roac.h to short-tc.1.111 1)owc.r 
-. -- 
tS(l(h ~ ~ c ~ ~ ( , I ~ ~ I I ( Y ~  10,  11. 1!)2 :LI I (~  pp. 4!)2-1!)3, for :L dis- 
( . I I S B ~ ~ I I  of i111~ re1:itivc~ ~ncrits of cov:iri:i~~cc~ (c.orrclntior~) 
:tnd p o w (  r hl)(i(.(r:l C S ~ I I ~ ~ : L ~ C S .  
spectra rtleasurenlerlt is shown sche~natically in 
Figure 9-5. Signal power is split into two banks 
of contiguous bar~dpass filters through ideal 
switches. The filters "impulse respond," the 
envelope of the response depending on the filter 
c.haracteristic- and amplitude depe~~ding  or1 inl- 
pulse energy. If we closc the switches on the first 
bank of filters a t  t = to, and sample and hold the 
first maxima of the impulse respollsc of each filter 
(w1hic.h will occur sometinlc later than t =to) wc 
obtain a set of nurrlbers which will be called, for 
the purpose of this discussion, thc running  
sprctrnlr~ of the input a t  titnc t =to.  \Vc the11 closc 
the switcahcs or1 the set-ol~d bank a t  to = 7, T being 
thc desired i~~ te rva l  for which a sl)cc3ication of 
short-tcrrn s1)cctrunt is dcsired. This second filtcr 
bank is necessary, s i ~ ~ c e  T will--in ge~~cral-altvays 
bc mu(-h sn~allcr tharr thv filter "rirlgi~~g" t i~nes  for 
filtcr bar~dpass (frecluc~~c-y rcsolrltior~) values of 
ir~terest . 
Supl)ose \vc obsc~l~ve a ~~ iag t~ i tudc  .I at ,fl with 
thc first filtcr bank. The11 a descriptio~r of the 
sl)cctru~r~ requires a sl)ccbific*atio~~ of the prob- 
ability of obsc.r\li~~g a ~l~agnitudc H at .fI w ~ t h  the 
sec.or~d filtcr bat~k. This ~~c~c.c~ssarily "probahilistic~" 
dcscril)tio~~ of tit(. c ~ c r g y  distrihutiol~ ovc3r the 
TIME TO FIRST 
MAXIMUMOF 
FILTER IMPULSE 
RESPONSE. 
IMPULSE IMPULSE 
CLOSURE SAMPLING 
Plc:~ rtr: !)-5.-Illustr:~ti11g t hc. ~~lc:~surenlcl~~t of roisc. spec- 
tr:i for : ~ ~ ( > r a g i l ~ g  t 111(> 7 .  'I'll(, ('~)nlk) filtrrs :brc, :~ssumcd 
to f)c, ccrltcrc.tl over the r:Lngc1 o f  c.?cl)ec(cd ~loist. frr- 
(lIIcLII(.y ('0111~)011~111~. 
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plane of time-frequency elements has been 
described by a number of investigators (Refer- 
ences 4 and 5) in the context of defining in- 
stantaneous spectrum. In relation to the short- 
term frequency stability measurement problem, 
we would expect to obtain sanlple measurements 
a t  the outputs of the filters over a number of 
switch closure sequences for intervals 7, allowing 
time between sequences of course for the filters 
outputs to decay. Long-term drift certainly would 
cause trouble here, and a smoothing track loop 
definitely would be required. In the presence of 
additive noise, a characteristic of any practical 
system, there is an  additional uncertainty limiting 
the minimum filter bandwidth as given by 
where At and A j  are the minimum rms values 
simultaneously achievable, E the signal energy, 
No the additive white noise energy per cps, and 
k a constant approximately equal to unity. 
FLUCTUATION POWER ESTIMATE 
Returning to Equation 16, we wish to see how 
this "average power" statistic can be expected to 
vary with T for various spectral distributions for 
Q(t), and will therefore assume a smoothing 
operation on Q(t) as  in Equation 17. A smoothed 
Z1(r) will be considered : 
and this Z1'(r) corresponds to Slepian's y(t) of 
Equation 1 in Reference 1. Z1'(r) might be con- 
sidered the "standardized" (smoothed) mean- 
W = RECTANGULAR 
BANDWIDTH 
I. RLC NOISE.Q=I AND EAND 
PASS NOISE W > w o / 2 0  
2.RLC NOISE,Q=IOOAND 
WDPASS NOISE 
W < w,/20 
3.RC NOISE. to= 2RC 
AVERAGING TIME r 
C~RRELATION TIME'& 
square frequency fluctuation power ( S M S  for 
short) as  would be expressed in ( c p ~ ) ~ .  
The expressions for the probability density 
functions for Z"(T) are, unfortunately, not in a 
form suitable for directly con~puting the maximum 
likelihood estimates for the moments of Z1'(7). 
The variance of Z1'(r) is obtained, however, and 
is shown in Figure 9 4  as a function of the ratio 
of T to the correlation time of the process Q(t), 
to, defined for the various spectra as follows: 
RLC noise : 
to=Q(LC)l12, Q=woL/R, 
Rectangular bandpass white noise : 
to = 1/2W, W = Bandwidth, 
RC noise : 
to=2RC. 
The RC and RLC noise are assumed to be gen- 
erated by shaping white noise with the two types 
of circuits in the usual way. 
In the application of Figure 9-6 to the specifica- 
tion of short-term frequency stability, we should 
recall from Equation 15 that Z"(t) will be ap- 
plicable to our purposes only when r/tO> 1 (i.e., 
when the observed Q(t) values spaced r seconds 
apart are essentially uncorrelated) . 
In the absence of an estimation function for 
the variance of 2" ( t ) ,  we can only make specific 
suggestions for approximate estimators which can 
be expected to be reasonably useful in special 
cases : 
RC noise, T/to>50: In  this case, Z1'(r) is ap- 
proxin~ately normally distributed, and Equation 
10 is applicable as  the variance estimator. 
RLC noise, Q < 100, but Qr/to> 100: Zt l ( r )  also 
is approximately normally distributed in this 
case, and Equation 10 can be used to estimate the 
variance. 
RLC noise, Q 2 100: For such a case, for which- 
in the limit Q-t w gives Q (t) = 5 coswot+p sinwot, 
the so-called "narrow-band Gaussian process"- 
the probability densities are modified xZ distribu- 
tions, i t  is very difficult t o  make any assump- 
tion as to an  estimator for the variance. 
FIGURE 9-6.-Mean square (variance) of the fluctuation APPLICATION 
statistic Ztt(r) a s  a function of the ratio of integration 
(averaging) time to correlation for the Q(t) procesa, Experimentally obtained sample Q (t) functions 
normalized for a mean time of ~ " ( 7 )  =1. are shown in Figure 9-7 for two different presenta- 
0.1 SECOND EPOCH 
3000 cps BW 
VERTICAL SCALE: 
20 cps PER DlV. 
HORIZONTAL SCALE: 
10 rns PER DIV 
0.01 SECOND EPOCH 
3000 cps BW 
VERTICAL SCALE: 
20 cps PER DIV. 
HORIZONTAL SCALE: 
1 ms PER DIV. 
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tion time bases. The measurement technique in- 3. Third-Using the observed sample values 
volved the heterodyning of a moderately stable and the hypothesized process statistics, compute 
STALO output a t  3000 Mc/sec. into a baseband an  estimate of: 
digital discriminator circuit. The spectrum of the 
discriminator output was then filtered with an RC 
combination with l/RC= 3000 cps. This provided 
a known and controllable output correlation time 
of approximately 0.6 msec. The data presentation 
permits sampling from 1 to 100 msec, with a fre- 
quency resolution of approximately 2 cps. The 
absence of any measurable amplitude noise, even 
with signal removed from the discriminator, indi- 
cated chat these time and frequency resolutions 
are within the bounds of theoretical limitations, 
and hence are realistic. 
Computed (manually) values of the fluctuation 
estimates M and SMS for two values of T are 
shown here for comparison: 
7 = 1 msec 
RC noise, 0=0.66 sec 
2500 samples, 7/10 int. 
SMS (Eq. 10) = 16.9 cps 
var. (Fig. 9-6) = 15.9 cps 
M (Eq. 12) =8.4 cps 
rms deviation = 4.1 f 4.0 cps 
7 = 10 msec 
RC noise, 0 = 0.66 sec 
2700 samples, 7/20 int. 
SMS (Eq. 10) = 33.6 cps 
var. (Fig. 9-6) = 6.7 cps 
i@ (Eq. 12) = 10.1 cps 
rms deviation = 5.8 f 2.6 cps 
In the absence of an expression for M, Equation 
12 was used to compute M values for a series of T 
intervals; and the M value with maximum prob- 
ability element was chosen for M. Equation 10 
was used t,o obtain SMS. 
CONCLUSION 
A short-term frequency stability measurement 
model has been suggested as follows: 
1. First-Smooth Q(t) over the desired 7 in- 
terval, as suggested in the section, "Moving 
Average." 
2. Second-take samples of Q" = (Q-Q') a t  
the intervals appropriate to the chosen statistic 
and with the system bandwidth and process cor- 
relation time limitations in mind. 
t As in Figure 9-2. 
For stability averaging times less than, 
or equal to, process correlation time- 
the maximum observed frequency de- 
viation over the interval. 
For stability averaging times greater 
than process correlation time-the 
"standardized mean-square frequency 
fluctuation." 
With probability distribution functions for 
the chosen maximum likelihood est,iinates, one 
can-in principle-immediately determine the 
variance of the estimator as a confidence interval 
for the measurement. 
Initial experience using M and SMS indicates 
that measurement results are more reproducible 
than with various rule-of-thumb approaches. 
Manual computation of smoothing and estima- 
tion procedures-part,icularly for M-is, however, 
laborious. 
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lo. A CROSS-CORRELATION TECHNIQUE FOR 
MEASURING THE SHORT-TERM PROPERTIES 
OF STABLE OSCILLATORS* 
R. F. C. VESSOT, L. F. MUELLEI1, AN11 J. VANIER 
Varian Associales 
Beverly, Massachusetts 
A cross-correlation technique for meauring the properties of stable oscillators in the time 
range 0.01 to 1.0 sec is described. Time-dependent functions representing signals from two separate 
oscillators are led to a function multiplier, where the instantaneous product of the functions is 
made. The oscillators are either set to a given phase relation or allowed a small relative drift so 
that a slow beat frequency is observed. Short-term fluctuations superimposed on the slow beat 
signal from the multiplier output represent the instantaneous phase difference between the oscil- 
lators when the inputs are in quadrature. When the inputs are in or out of phme, the fluctuations 
represent signal :tmplitude variations. Sampling times can be specified by filters having certain 
responses. 
The mean-square frequency deviation taken over a given response time is obtained by dif- 
ferentiating, filtering, and squaring the output signal of the function multiplier-data being taken 
when the input signals are in quadrature. Data from measurements on hydrogen masers are pre- 
sented, and a comparison of these results with data taken using the zero crossing method over the 
range 0.1 to 10 sec is given. The effect of thermal noise is seen to be the major factor limiting the 
short-term frequency stability of the signals. 
INTRODUCTION the frequency stability of a signal that is con- 
In describing the frequency stability of osc-il- 
lators, use has been made by several authors 
(Referencaes 1 and 2) of a model where the rate 
of phascl ~hatige of a signal phasor is calculated 
by considering the effect of adding random noise 
signals in quadrature with the carrier. These ex- 
pressions have the general form as given by 
Edson ( Iiefcrcnc-e 1) : 
where Af is the deviation of a set of frequency 
measuremerlts each made over an interval of 
time T. Q is the quality factor of the resonant 
circuit determining the frequency and, in the 
case of masers (Itcfere~lces 3, 4) ,  is related to 
the linewidth of the transition involved in gene- 
rating the energy. The ahove expression describes 
*Work supported by NASA under Contract No. NAS8- 
2GO. 
sidered to  exist in the absence of added noise. 
The influence of noise that has been included in 
the expression is restricted to the response of the 
signal vec~tor because of the noise energy that 
lies within the bandwidth determined by the 
oscillator &. The effect of the inevitable noise 
energy per unit frequency bandwidth kT AV 011 
the signal, prior to its use or allalysis by a par- 
ticular system, is not included: and, until the 
recent advent of extremely stable quantum 
mechanical oscillators surh as the hydrogen 
maser, the cffecst of the added noise has not beet1 
a strong detriment to stability for observation 
time intervals on the order of 1 msec or greater. 
The relation of measuring system bandwidth 
to observation time is extremely important, as 
it is this bandwidth that determines the amount of 
noise energy that is added to the signal energy from 
the oscillator. Some relation i~kvolving a band- 
width proportiorial to the reciprocal of the ob- 
PRECEDING PAGE BLANK Hm Rum 
112 SHORT-TERM FREQUENCY STABILITY 
ANALOG MEASURING SYSTEM 
SOUARE 
INPUTS 
A x  0 
jr CR 
A a 0 IN PHASE, VI oc AMPLITUDE VARIATIONS 
A a 0 IN QUADRATURE, V O= PHASE DIFFERENCE 
FIGURE 10-1.-Analog measuring system. 
servation time should be chosen, depending on 
the shape of the response of the system. In the 
system described below, the optimum relation of 
measuring system bandwidth is maintained for 
all values of observation time. 
I t  must be remembered, however, that the 
PHASE INFORMATION 
TIME WEIGHTING I FREQ. WEIGHTING 
g(f) =G sin rf 
-
f 
noise power bandwidth of an oscillator will be 
finite. This limitation occurs, in the case of a 
maser, because of the bandwidth of the RF 
cavity, typically some tens of kilocycles. The total 
signal-plus-noise power spectrum of the maser 
can be described as thermal noise over the fre- 
quency response of the cavity plus a signal spec- 
trum a t  its center. If the receiver bandwidth is 
opened farther than that of the cavity, the cavity 
will be the overall limiting factor and no further 
degradation of the frequency stability will result 
from additive noise. I t  is possible, as  pointed 
out by Edson (Reference I ) ,  to  improve the 
stability of an oscillator by using an external 
filter before going to the receiver or measuring 
system; however, in defining the boundary be- 
tween the oscillator and the measuring system, 
one should be careful to state whether or not this 
filter is included. 
Most measurements of frequency stability 
MEAN SQ. RATE of PHASE CHANGE 
FOR ADDITIVE NOISE K T d f  
DIVERGES UNLESS "f," IS SPECIFIED 
Y 
Afrms = CONST 
f p1/2 . *2 
*Afrm; -= CONST 
f p1/2 .r 3/2 
FIGURE 10-2.-Three time-averaging methods. 
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(References 5, 6, 7, and 8) have been made by 
timing the zero crossings of signals that result 
from beating two oscillators together. By making 
a large number of measurements, each for the 
same observation time, the standard deviation 
of the frequency is computed. This is repeated 
for each observation time. The observation time 
is generally determined by a fixed number of 
zero crossings, such as ten 1-sec periods. In most 
cases some filtering is employed in the signal 
before it is fed to the period measuring instru- 
ment, if only to reduce the effect of spurious 
counts due to noise pulses that are short com- 
pared with the period of the signal. However, in 
describing the results of such frequency stability 
measurements, one must give not only the ob- 
serving time but the overall bandwidth as well. 
The following will describe a method of making 
stability measurements by continuously comparing 
the relative phases of two oscillators. A system 
that has been used to do this is shown in Figure 
10-1 and involves making an analog multiplica- 
tion of the functions representing the two signals. 
The low-frequency output signal from the multi- 
plier will represent relative phase fluctuations 
when the signals are in quadrature and amplitude 
fluctuations when the signals are in or out of 
phase. The stability of the signals must be such 
that the signals can be kept very nearly in 
quadrature for time intervals very long compared 
with the observation time desired. In the case 
of hydrogen masers it is possible to have them 
stay within a few degrees of each other for about 
10 minutes, time enough to make the equivalent 
of 600 one-tenth second measurements. 
The quadrature signal from the multiplier, 
representing instantaneous phase difference, is led 
to a filter where a time averaging is performed 
in a running manner; that is to say, the average 
phase value over a time interval T is obtained 
as a function of real time 2. A continuous repre- 
sentation of & ( t )  is obtained and subsequently 
differentiated, giving $, and an average over a 
long term is taken of the square of $, to give 
( c $ ~ ) ~  by leading the output of the differentiator 
to an integrating power meter. The reading from 
this device gives the mean-square rate of phase 
deviation over a time interval T ;  and this, of 
course, is the mean-square angular frequency 
deviation of observation time T .  
In the system described above, the crucial func- 
tion is that performed by the filter. The average 
that is normally made in the time domain is repre- 
sented by a square window of length T .  To repre- 
sent this in the frequency domain will require a 
filter having the response sin (?rj/jc) / (rf/ jc) , where 
fc=l/~Obr The filter need not be infinite in fre- 
quency extent and can be cut off a t  a frequency 
greater than that of the noise power bandwidth 
of the oscillator. 
It is possible to define and relate other time- 
averaging functions for the phase. 
Three such functions and their related fre- 
quency-weighting counterparts are shown in 
Figure 10-2. In the case of the rectangular 
weighting function shown in Figure 10-2A, it is 
seen that the filter response multiplied by the 
response of the differentiator, then squared and 
integrated over frequency, will lead to a divergent 
result if a uniform noise power spectrum kT df 
is assumed. In all applications or measurements, 
there is a bandwidth limit either in the oscillator 
itself or in the receiver. The magnitude of this 
bandwidth has a large effect on the frequency 
stability measured by different systems, since 
they may not have identical filter characteristics. 
The effect of additive noise (Figure 10-3) on 
rms frequency when the filter has a finite value 
is given by 
where P is the power of the oscillator. 
In the case of the sharp cutoff low-pass filter, 
the time-weighting function is 
Ho [sin ( r t / ~ )  / (?rt/~) 1.4 E n =  NOISE VOLTAGE In the frequency domain the situation is easy 
A =  S IGNAL VOLTAGE to understand and implement. This method has been used to investigate the noise content near 
u t the carrier of the hydrogen maser, and data are En #n. A given in a later part of this paper. 
As shown in Figure 10-2B, the value of ( c $ ~ ) ~  
FIGURE 10-3.-Additive noise. has a definite G n i t u d e ,  since there are 1io 
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FIGURE 10-4.Short-term noise measurc~ncnt system. 
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FIGURE leg.-Four-minute samples of data from cross correlator. 
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FIGURE 1&7.-Fractional frequency stability of one atomic hydrogen msser. 
SHORT-TERM PROPERTIES OF STABLE OSCILLATORS 117 
EXPERIMENTAL 
Experiments have been performed on hydrogen 
masers using the system shown in Figure 10-4 
and the sharp cutoff filter given as Case B of 
Figure 10-2. Two methods of calibration were 
used. The first method shown in Figure 10-5 
involves the use of a noise generator to obtain 
the noise factors F1 and Fz or channel 1 and 2, 
respectively. The expression relating averaging 
time to rms ('frequency deviation" is given by 
A f/f= j-lP112[kTF/3r3]112 r ~ E C ~ ~ J S  0- ZERO X-WLOG CROSSING MEASIREYNTS Y  SUIEYENTS 
for a single oscillator. The power level P is de- 
termined by \a replacement measurement using a 
signal generator. 
The second method of calibration involves the 
use of the second-order frequency dependence 
with magnetic field that is characteristic of the 
hydrogen maser. The perturbation is in frequency 
only, and this may be verified from observing the 
data shown in Figure 10-6. On each 4-minute 
sample the left-hand plot is of (Av2), the right- 
hand plot is sinQt, the beat frequency between 
the masers. In the sample marked "calibration 
run" i t  will be seen that, f/f has its maximum 
values when the signals are in quadrature, indicat- 
ing that phase variations are being observed. 
The increase due to the applied perturbation 
agrees with the calculated perturbation to within 
10 percent. 
Other samples show data taken for different 
filter cutoff frequencies and are related to time by 
FIGURE 10-8.-Comparison of shortrterm performance. 
quency intervals defined as 
the dominant effect is thermal noise kT df and 
the effect of the noise factor of the receiver. 
From a knowledge of the relaxation rates and 
power outputs of hydrogen, rubidium, and 
ammonia masers it is possible to predict, on the 
above basis, what performance to expect under 
conditions where systematic variations, such as 
long-term drifts due to temperature changes, are 
not included. 
In Figure 10-8, the plots are shown for the 
masers under the following conditions: 
As the cutoff frequency approaches 60 cps, 
it is possible to observe amplitude modulation as 
shown by maxima that coincide with the 0 and 
T radians condition of the beat signal. 
The system provides a means of measuring not 
only frequency modulation but also amplitude 
modulation. 
A plot of several runs of data taken a t  dif- 
ferent power levels is given in Figure 10-7. The 
average noise figures are given, and the numbers 
apply to a single maser-not the difference be- 
tween two masers. 
CONCLUSION 
It is seen in Figure 10-4 that the law is a 
good fit to the data, indicating that, for the fre- 
Frequency (cps) Maser 
Hydrogen - - - - - - -  
Rubidium - - - - - - - 
Ammonia- - - - - - - - 
Systematic variations are shown by the dotted 
continuations of the curves. The crosses show the 
points on the previous figure. The circles are 
measurements made by counting slow beats and 
taking the rms value of a histogram. 
For hydrogen the effect of systematic variations 
begins a t  about 10 sec, and the fractional rms 
frequency stability for 1 hour averaging, using a 
zero crossing counting method, is about 8X lo-". 
Power (watts) 
lo-" 
10-10 
10-10 
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11. EFFECTS OF LONG-TERM STABILITY ON 
THE DEFINITION AND MEASUREMENT 
OF SHORT-TERM STABILITY 
J. A. BARNES AND D. W. ALLAN 
Natiwnal Bureau of Standards 
Boulder, Colorado 
Several authors have reported the measurement of a "flicker noise" spectrum for the frequency 
fluctuations, below a few cycles per second, of good quartz crystal oscillators. Experimental work 
carried out a t  the National Bureau of Standards a t  Boulder is in good agreement with these results. 
The influence of this longer term type of noise turns out to be of considerable importance in 
the definition and measurement of shorter term noise, since averages of this short-term noise 
normally cover a total averaging time well into the flicker noise region. A mathematical formalism 
which satisfactorily avoids convergence difficulties has been developed around a set of physically 
meaningful quantities. Some theoretically reasonable definitions of short- and long-term stability 
are given. 
I t  has bee11 established by many people that 
quartz crystal oscillators are frequency-modulated 
by a "flicker" or l / w  type of noise which extends 
to a t  least as low a frequency as 1 cycle per year 
and probably even lower. Because the frequency 
emitted by any physically realizable device is 
bounded, this flicker noise behavior must cut off 
a t  some low, nonzero frequency r. 
I t  is possible to construct some measure of 
frequency stability (x ) as the time average of a 
function ~ ( t )  of the frequency. This function may 
or may -not depend critically on the cutoff fre- 
quency r. Thus, i t  might be that, if one measures 
the average value of x(t) for some finite time T, 
this average value (x )T will begin to approach 
(x ) only after T is several times larger than 1/r. 
Such a stability measure is thus said to be "cutoff- 
dependent" and is an inconvenient measure of 
frequency stability, since averaging times in 
excess of several years may be required to obtain 
a reasonable approximation to (x ). 
It is apparent that  a necessary condition (not a 
sufficient condition) on any cutoff independent 
stability measure (x )  is that (x ) exists in the 
limit r - 4 .  One can show that such quantities as 
uniform drift of frequency are, in fact, cutoff- 
dependent and hence not a very useful measure of 
frequency stability. 
Some measures of frequency stability which are 
not cutoff-dependent and have direct use in 
various applications are: (1)  variance of fre- 
quency fluctuation for finite sampling and averag- 
ing times, and (2) the variance of the nth finite 
differerlce of the phase for n22 .  
GENERAL PROBLEM 
As stated, i t  has been established that quartz 
crystal oscillators are frequency-modulated by a 
"flicker" or l / w  type of noise spectrum. I t  even 
has been show11 that this flicker-noise type of 
spectrum exterlds to 1 cycle per year and probably 
even lower. While this spectral region is not in 
the realm of "short-term" frequency fluctuations, 
i t  does have a very profound influence on their 
defi~iition and measurement. 
This can be seen by considering a crystal 
oscillator whose frequency fluctuations !2 from 
a nominal value have a (power) spectral density 
giver1 by 
the variance of frequency fluctuations around a Gn(o) =g(w) + (h/I w I ) ,  (1) 
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where g(w) predominates for the higher values 
of u and thus gives rise to the "short-term" fre- 
quency fluctuations. The second term on the right 
is the flicker noise term. The total mean square 
of the instantaneous frequency fluctuation ((Q) ) 
is then given by 
Since any physical device must emit a finite 
frequency, O must be bounded; and thus the 
integral in Equation 2 must exist. This requires 
that c + O  in order to insure the existence of 
From the preceding comments, it is apparent 
that this "cutoff" frequency t is not known but 
The expectation value of x(t) is then given by 
In principle, i t  is possible to obtain the Fourier 
transform of Equation 3 and substitute this in 
the integral of Equation 4. In this situation, the 
only quantities x(t) which have physical signifi- 
cance (in the sense of being easily measurable) 
are quantities which do not depend critically on 
t as t 4 .  In other words, (x)  must exist 
for meaningful quantities. Table 11-1 shows 
several functions of the frequency which do not 
exist as e 4 + .  Physically, this can be pictured 
as follows: One can measure the quantity 
is certainly less than 1 cycle per year. Thus, any for some given time T, then extend the averaging 
meaningful measure of frequency stability should, time to NT and obtain (x )NT. If the sequence 
in effect, be cutoff-independent; otherwise, aver- ( (X)NTJ is considered, one might find that 
aging times exceeding several years must be 
employed. 
It is possible to consider some function x(t) 
lim{ ( x ) N T ) - + ~ .  
N-. m 
obtained the (or phase) the For any finite N and T, the quantity (x)NT 
oscillator : 
certainly may exist. In the limit, however, the 
~ ( t )  =X[f (t) 1. (3) quantity may or may not exist. 
Name 1 Expression 
Auto-covariance function of the 
phase fluctuations 
TI2 
lim ~-l[~,c$(t) 4 (t +r)  dt 
T-m 
Standard deviation of the 
frequency fluctuations 
Auto-covariance function of the 
frequency fluctuations 
TI2 
lim [T-~[~,? ( t, 
T+m 
TIP 
l i m ~ - l [ ~ ~ ( t ,  r)Q(t+rl, r)  dt, 
T-m 
where n(t, 7) = [4(t++r) -+(t -~T) ] /T  
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MEANINGFUL QUANTITIES TABLE 11-2.- Finite Phase Diferences 
- - -  -- 
The method of (power) spectral densities is a 
powerful and often meaningful way of encom- Variable 
passing a broad range of measurements. I t  cer- 
tainly has application to  the case of flicker noise 
(Reference 1). Occasionally, however, the quanti- 4% 
ties of physical interest are not simply related A4n 
to the spectrum or the spectrum contains more A24" 
information than is needed. Thus, other measures A34, 
of frequency stability have been devised. Two 
-- 
additional methods are considered here. 
RMS FREQUENCY FLUCTUATIONS 
As was stated in Table 11-1, the quantity 
Definition 
the larger interval t -4T to  t +$ T is given by 
While this may be true "on the average," the 
frequency fluctuations of the oscillator cause some 
T- m -TIZ error 6@, given by 
6a = A@- TQ, 
- 
-Ti2 T ) "]PI 6@ =$(l+f T) -$(l-$T) 
is cutoff-dependent. However, if one does not - (T/T) [ 4 ( t f  37) -4(t-*7)]. (9) 
Pass to the limit T-+w but specifies and 7, If one now sets T = ~ T  and defines the variable 
the integral most certairlly exists even in the defined on the discrete rarige of the irlteger n 
limit t--to. Thus, one measure of frequency sta- by the relation 
bility is the function 4,,=4(to+n~) 
and if o ~ l c  writes t =to+fT  in Equation 9, 6@ 
can be written in the simpler form 
6@ = A34,,, (10) 
- [T-1/T'2(4(t+~) -4(t)) 7 (7)  
where A34, is the third finite difference of the 
-TI2 7 variable I$, (see Table 11-2). Thus the precision 
which u1lfortu1lately deperlds two parameters of an oscillator used in this system is related to 
T and T. the quantity 
THE METHOD OF FINITE DIFFERENCES which certainly must exist if thc clock is any 
I t  is of value here to  digress from short-term 
stability and consider how quartz crystal oscil- 
lators are used in clock systems-a problem in 
long-term stability. Typically, an oscillator is 
used as sort of a "fly wheel'' in a clock system 
between regular calibrations with a frequency 
standard. Thus, one measures a11 average fre- 
quency Q during some interval t - + ~  to r++r, say. 
One predicts, then, that (on the average) the 
total phase accumulated by the oscillator A@ in 
good at all. 
Indeed, if one corlsiders Equation 10 i11 the 
case of flicker noise (Reference 2) ,  not only is 
A34, a stationary function, but the correlation 
with A34,+k for k 2 3  is so small tha,t the (.on- 
vergelice of the quantity 
for large N is essei~tially that of a random 1111- 
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correlated variable. Similarly one finds in general ference. For the variance of the frequency fluctua- 
that Ak+, is a stationary, cutoff-independent func- tions, one has a stability measure which is a 
tion for k 2 2. function of two continuous variables. It also is 
worth noting that this model, in fact, fits very 
CONCLUSIONS 
It is of value now to tie these types of frequency 
stability together by applying each method to 
the same theoretical model of an oscillator; in 
particular, consider an oscillator whose fre- 
quency is modulated by a flicker noise. Also, let 
the system generate an essentially white noise 
over its bandpass. Since this noise will appear to 
be half AM and half FM, the spectral densities 
of frequency and phase will appear as indicated 
in Figure 11-1. On the basis of this model, the 
graphs of Figure 11-2 were obtained. 
It is interesting to note that the effects of 
flicker noise on the variance of frequency fluctua- 
tions depend on the total averaging time (see 
Equation 7) .  Thus, if one were to let N = T / r  = 2  
(thc smallest possible number for a variance), 
the oscillator would "appear" better than for 
any other N. However, one should take the en- 
semble average of many variances for N = 2  to 
obtain an acceptably precise figure for the 
variance. 
The asymptotes of the curve showing the 
variance of the second difference differ from the 
asymptotes of the frequency curve by a function 
of N and a factor of 72.  For this specialized case 
the three numbers k, h, and Aw serve as a complete 
measure of frequency stability instead of giving 
values of a corltinuous function, such as spectral 
distribution or variance of the nth finite dif- 
well a broad class of commercially available 
oscillators. 
One is led to the conclusiorl that there are some 
commonly quoted measures of frequency sta- 
bility which are very impractical. The auto- 
covariance function of phase and frequency and 
the total rms frequency fluctuations are not useful 
concepts in the definition of frequency stability, 
since it is very difficult to obtain them experi- 
mentally. While the rms frequency fluctuations 
for specified sample and averaging times is a 
meaningful quantity, it is very inconvenient to 
have a stability measure be a functiorl of two 
variables. Thus, it is suggested that the more 
meaningful concepts are (power) spectral densi- 
ties of phase and frequency fluct~uations and the 
variances of the second and higher finite dif- 
ferences of the phase. 
With the difficulty of defining an rms fre- 
quency, one sees also the difficulty of measuring 
the true (power) spectral density of the output 
voltage of an oscillator. Indeed, as one makes his 
analyzer narrower in bandwidth and takes longer 
to  sweep the line, the spectrum looks worse arid 
worse. 
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A first-order perturbation analysis has been used to derive an explicit expression for the output 
signal of an oscillator with noise sources a t  several locations in the circuit. While differing in detail, 
the essential features of the output signal-with only one noise source acting-are found to be the 
same for each noise source in the circuit. An additional white-noise component, however, is con- 
tributed by the source across the output. The common features of the signal reveal two aspects of 
oscillator behavior to be present simultaneously, which heretofore have variously been assumed to 
exist separately, to  the exclusion of one another. The first one is characterized by the random-walk 
phase disturbance and low-frequency amplitude modulation, while the other is the action of the 
oscillator as an extremely narrow-band noise filter. The manner in which these aspects are reflected 
in the power density spectrum of the signal and in its short-term frequency stability are discussed. 
Although the problem of noise in regenerative 
feedback oscillators has received considerable at- 
tention in the past (References 1 4 ) ,  there is 
ample eviderlce that the existing theories provide 
only partial descriptions of a many-sided phe- 
nomenon. In fact, some of the most prominent 
aspects of oscillat,or behavior, persistently ob- 
served in the course of experimental investiga- 
tions, apparently cannot he cxplaincd by these 
theories. As a cor~sequencc, there exists a serious 
lack of useful guidance for the development of 
improved devices arid hence a definite need for 
additional work. 
The present paper represents an attempt to 
clarify further the maririer in which the Johnson 
and shot noise affect the signal in an oscillator 
arid to arrive a t  a sufficiently detailed under- 
standing of thc corltrolling parameters t o  indicate 
the direction in which improved performance can 
be found. 
havior of thc quartz crystal unit. The active de- 
vice in the oscillator is assumed to have infinitely 
high input and output impedances and to gene- 
FIGLIRE 12-1.-Oscillator Model. The feedback network 
is fed from an ideal current generator whose strength il 
is a non-linear function of the output voltage e,. The 
generators is, v , ,  vz and u3 are, for the purposes of this 
paper, assumed to be white noise sources. The R3, L3, C3 
branch approximates, by proper choice of the parameter 
values, the action of n quarts crystal unit. 
1. STATEMENT OF THE PROBLEM 
rate a current il which is a norlliriear function of 
A circuit configuration which closely resembles the output voltage of thc feedback network: 
a quartz crystal oscillator, and yet is still man- 
ageable analytically, is shown in Figure 12-1. il =f ( e , )  (1.1) 
The R3- C3- L3 branch approximates the be- The current generator is and the voltage genera- 
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tors v,, u2, and a3 inject extraneous signals into the 
oscillator whose effects are to be evaluated. 
The differential equat)iori describing the form 
and bcliavior of the output voltage e,  is best 
derived from thc equatiorl 
which follows readily from Figure 12-1, by re- 
garding s in, for example, 2, = sL, as all operator 
(l<c:fercncc 7) : s--td/dt. 01ie firids with Equatio~i 
( I .I ) , after somc: rearrarigement, 
L = L,+ I,,, 
I t  is ~iotcd that Equatior~ ( 1.3) is o~ily of second 
order; wit11 L3--+0 and C3+cc, it reverts to the 
eql~atioli for a collvcntio~ial single-tuned circuit. 
Of major coriccr~l in this paper are the proper- 
ties of the solutiorls of (1.3) when the extraneous 
s ipa ls  are  andom om noise. Stable, nearly liarmonicb 
solutions of (1.3) will bc assumed to exist with- 
out further discussioll; and orily tlic stationary 
stat(. properties of such solutions will be dealt 
witli in thc following (i.c., thc initial buildup of 
tlic osc~illations is assumcd to bc in the infillit(. 
past). 
If tllc ~roisc sourc.es ill Figure. 12-1 arc quiescent, 
Equatio~l ( 1 . 3 )  1)econles complctcly detcrmi~iistic; 
and it is wc~ll known that, with F(t) =O. there 
arc, stcady-stat(, solutiolls w1iic.h arc. oscillatory 
i l l  ~l:~tlir(', provided ('ertai~i (~o~iditio~is are met 
(I<c~frrc1t~c*c~s 8 alld !)) . 'l'lir ac.tior1 of thc rioise 
so t~r(~(~s  is not (~ss(~11tia1 for these solutio~rs to 
(.xist; ~.atlic.r, with iticrcasi~ig irlte~isity, the rloisc 
sources cause progressively more severe random 
disturbances of the deterministic solutions. 
The solutions of (1.3) with F(t)  =O are per- 
fectly periodic irl the steady state and can be 
represented in the form 
For an harmorlic oscillator capable of steady 
state osciIlatio~ls, the AnO1s will not all be zero 
and wl will be ill the rieighborhood of wo defined 
in (1.4). With all trarlsierits in the infinite past, 
the A,o's and cpnls are eolistants whose values, 
as well as the value of w,, call-at least in prin- 
ciple-be determined to ally desired accuracy. 
[When Equation (1.6) is substituted into (1.3), 
with F(t)  = O  and the prirlciple of the harmonic 
balance (Iteference 10) is applied, an irifinite set 
of rlonliriear algcbraic equatiorls results which 
can be solved by an iteration procedure.] 
The 11oise sources in Figure 12-1 introduce 
trarlsients into t1.c. system, and the steady state 
is never mailltailled exactly; the various harmonics 
of the solution of (1.3) riever have sharply defined 
amplitudes and phases. For the present purposes 
it is most appropriate t,o write el, iri the form 
where the x,, (t) 's and +,, (l)'s are stoc*hastic 
variables representing the amplitude and phase 
disturbances caused by the noise. When the 
xn(t)'s and +,(t)'s are so small that only terms 
linear in these quantities are of sig~iifica~ice, l, 
call be approximated by 
witli e," defined by (1.6) and ~ ( t )  given by 
u(t)  = s[x,, ( t )  cos(nwlt+cp,,) 
71 
- A,,"+,,(t) sin(nwlt+cpll) I .  (1 .!)) 
It is apparent that, to within this approximation, 
all disturba~lces caused by the noise- and only 
the dist,urbances-are represented 1)y ~ ( t )  in 
Equation (1 3) .  The fact that the approximatio~i 
is justified, ill particwlar that 
remains to be vcrific!d once u(t)  is c~oinputed for 
any particular situation. 
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Because ego is the solution of the uriperturbed assumed justified in the followirig, arid (1.6) will 
equation and the approximation of (1.5) by (1.6) be approximated by 
implies already that ternis of higher order in 
u(t) are negligible, substitution of (1.8) into e,o=A1 c o ~ ( o ~ t + ~ ) .  (2.1) 
(1.3) results in 
{" -+--- " ["" dJ";'];t - 
dt2 LC:, L1 
Orily a first approximatiori to the disturbarices of 
the fundamental frequency componerlt of e, can 
now be evaluated reasonably. This is found from 
(1.11) by letting ~ ( t )  in (1.8) become 
(1.11) u( t )  =xl(t) c.os(wlt+cp) +yl(t) sin(wlt+cp), (2.2) 
with 
This is a linear differential equation for u(t) ; its 
time variable coefficients depend only on ego, the 
steady-state solutiori of the homogeneous equa- 
tion (1.3), and herice are known. 
The most realistic represe~itatioll of the noise 
current i, arid the noise voltages vl, v2, and v3 
in F(t)  are series of delta functions of variable 
strerigth arid variable occurrence, and these are 
also representations for which the solution of 
(1.11) is readily found and conveniently inter- 
preted. In the following it will be assumed, there- 
fore, that 
Oncc eC1o is determined, the stationary state solu- 
tion of Equation (1.3) can be found with (1.8), 
according to the li~iear superposition principle, 
when ( 1.1 1) has been solved for a single impulse 
from each orle of the noise sources i11 the circuit 
in Figure 12-1. 
Orily an approxjmate solution of Equation (1.3) 
will be sought arld dealt with in this paper. 
The next higher approximatioli to the disturb- 
arices of the furidamental frequency cornpo~ierit 
apparently can still be determined from the linear 
perturbation equation ( 1.1 1) if the noise sources 
are weak. I t  requires that successively higher 
harmorlics in ego as well as in ~ ( t )  be included 
in the analysis, whereby the first improvemerlt 
in xl(t) and ~ $ ~ ( t )  cantlot be expected until a t  
least the third harmonic is considered.* When 
any one or al! of the extraneous sourccs i,: ol, v2, 
arid u3 are strong, higher order terms in u(t) 
will no longer be negligible-even if u(t) is ap- 
proximated by (2.2) arid e," by (2.1)-arid a 
rlorilinear perturbation analysis becomes neces- 
sary. I t  will become apparent later 011, however, 
that this latter case car1 be of sig~iificance in prac- 
tical oscillators only when the perturbing forces 
are signals other than thermal or shot noise. 
Ariy attempt to actually compute the higher 
order approximatio~ls to ~ ( t ) ,  or to evaluate the 
limitations on the validity of the first-order ap- 
proximatioris to be derived, is bcyorld the scope 
of this paper. 
2. THE DISTURBANCES OF THE FUNDAMENTAL 2.2 The Unperturbed Signal 
COMPONENT Without imposing uritlue further restrictions 
(Reference 8) oli the followi~~g analysis, the cur- 
2.1 The Approximations relit voltage characteristic (1.1) of the active 
Whe11 the 110nlinear terms in the current volt- t when dealing with crystal oscillators, i t  must 
age characteristic (1.1) of the active device are tionally be observed that crystal units generally have an 
slnall and/or the feedback netu~ork in Fjeure 12-1 overtone response close to the third electrical harmonic of 
u 
is highly selective, the secorld and higher bar- the oscillator frequency. Especially under high drive condi- 
tions, the two frequencies can coincide. The presence of 
(l") be much tharl the this crystal response in the feedback network then be- 
furldamental and can be considered negligible t~ ,,,,, .,,, sinnificant and must be collsidered in the 
~" - 
a first approximation. These conditions will be analysis. 
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FIGURE 12-2.-Typical behaviour of the effective trans- 
conductance g, aa a function of signal level. Dots are ex- 
perimental points obtained on a 2N2808 transistor, 
operated a t  i, = 2 ma. 
devic.r will be assumed to havc the form 
111 order for (2.1) to bc a reasonable approxima- 
tion to ( I  .(i) , pe,2<<g,0 is desirable, cxpecially 
when tlic transfer impcda11c.c of the feedt)ac.k 
rictwork a t  thr harmonic. freq~ir~i(-i(~s s not CX- 
trcmrly low. 
W1ic11 (2.4) and (2.1) arc inscrted into (1.3) 
with P ( t )  =0, thc valucs of A1 and wl car1 be 
detcrmi~ied to 
I t  is useful to note that thc approximatiorl 
(2.1) to the steady-state signal of the unperturbed 
osc:illator is the solution of the linear diffcre~~tial 
equatio~i 
whic-h results whc11 thc cquivalcrlt liricarizatio~i 
procedurcl is applied to (1.3) [with F ( t )  =O]. 
The darnping tcrm in (2.6) vanishes orlly when 
(2.5) is satkficd. The quantity 
will ~.c.c.og~iizcd as the effcctivc trarisc~orl- 
dl~c-tanchc. (l<cf(.rcnc-c 12) of tlic activc devicc for 
s ig~~als  of amplitudc A t .  With y,, and P both 
positivck, (2.7) indicatc.~ that g ,  dccreascs monot- 
onously with increasing All as shown in Figure 
12-2. This behavior actually was ohscrved under 
nearly all reasonable conditiorls in tests on a 
large number of active devices. The valucs of 
g,, arid p to be used in (2.4) and in the following 
relations thus c4an be determined from the meas- 
ured g, vs. signal amplitudc curves.* Bccausc 
(2.5) or (2.6) require (Itefercncae 13), 
the amplitudc A l  of the steady-statc oscillatio~is 
can bc adjusted by proper c.hoic-c of the circuit 
paramctcrs. 
With (2.1) and (2.5), thc steady-statc signal 
in thc undisturbed oscillator, as it will be used 
in thc present analysis, is defined; and thc pcr- 
turbations of its amplitudc and phase due to thr  
noise must be determined nrxt. 
2.3 The Impulse Response 
The general cly, .ti011 (1.11) for the perturba- 
tion u( t )  assrlnicbs- with (2.1 ) , (2.4) ,  arid (2.5) - 
* A rnore dztailcd csaminatior~ (Rcferencc 11) of the 
contributing factors shows that :I p*<P :ictually should 
be uscd ill thc following scctions ptrt,:~ining to u(t), 
whereby p* is thc coefiicictnt of thc. third-order tcrrl~ when 
the instantaneous func t io~~ j(e,) in (1.1) is devrlopcd into 
a Taylor series. Since the coellic.ic:nt,s of the Taylor serics 
depend on thc bias conditions of the :ictivc dcvice and 
since the bias conditions changc,, :ilmost invari:tl~ly, with 
amplitude, the g, vs. :~mplit~idc curves, rncasured under 
static conditions, include iniplicsitly the cffects of the 
even-order terms in f(e,), particularly t,he second-order 
term. The difference between p and P* is not very sig- 
nificant cscept in oscil1:ttors with artificial lcvel c:ontrol, 
such as AC;C or lamp bridge osril1:rtors. 111 AGC osc,illators 
the change in the bins conditio~rs is artificially ~n:~gr~ifictl 
and utilized to :idjust !/,,to and p such tl1:tt thc d:~rnping 
tern1 in ('2.6) v:inishes (Refcre11c.c. 13) for a very srn:tll 
valuc of .4 1. In a 1:imp l~ridgc oscill:ttor thc v:rluc of 123 in 
(2.6), or its cquivalc~lt,, depending on thc actu:il cir~uit, ,  
varies with signal amplitude :tnd adjusts itsclf to the v:tluc 
a t  which the darnping tcrm is zero, whilc q,,," :ind /3 rer~l:ii~~ 
essentially unchanged. All an~~)litude-tlcl)e~~dc~lt c-hangcs 
in bias conditions-or in K3-require a finite tin~c, to I)cconicx 
effective, govrrned by :in 12-C timc (:onstant, while thc 
first effects of :I noise i~n~)uIse occ11r inst:int:i~~cously. Tho 
function (2.4) is understood, thcreforc, to reprcsc.rrt the 
inst,antaneous relation l)ctwce~r il and c, for the l)urposcLs 
of thc prcscnt :t~lalysis. Any del:tycd :~ctiorl will orlly alfc,c:t 
the cnvclope function of e ,  : L I I ( ~ ,  i f  ncecss:try, c.:111 l)e :LC- 
counted for 1)y i~nposing suital)lc constr:tir~ts ~ I I  thc bc- 
havior of this functio~l :~ftcr tho i~ist:ulta~leous bch:ivior 
has bccn cst:J)lishcd. 
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the form 
u+wly[l+2 cos2(w1t+cp) ]zi 
+w12[1 -4y sin2 (wlt+(~) ]U = F ( t )  , (2.9) 
whereby the parameter y is conveniently defined 
by either of the two equivalent expressiorls 
Y = (wlC2) -I ( Ll/L) 2PA?, 
It will become apparent later on that 2/wly is 
the time constant which corltrols the decay of 
disturbarlces in the oscillator. 
Equation (2.9) is of the Mathieu type and, 
through proper transformation (Reference 14), 
could be brought into the standard form. This, 
however, appears to be of no assistance in its 
solution. Rather, with the aid of the identity 
and with u(t) give11 by (2.2), Equation (2.9) 
is 1.ewritte11 in the form 
For (2.12) -and hence (2.9)-to be satisfied 
identically for all t, i t  is certainly sufficient that 
the following conditions be met: 
y2- ~ U ~ X ~ -  2 1 ~ ~ x 1  = F,, (2.13) 
Since the trigonometric functions in (2.12) are 
linearly independent and xl(t)-and in a sense 
y~ (t) too-represent small disturbances of large 
constants, i t  appears plausible that (2.13) and 
(2.14) are both necessary and sufficient for (2.12) 
as a perturbation equation to be satisfied. While 
we have not been able to prove this rigorously 
as  yet, we proceed under the assumption that the 
solutioris of (2.13) contain all significant aspects 
of the solution of (2.9) [i.e., we assume that 
other possible solutions of (2.12) are of no conse- 
quence for the present work].* The solutiorls of 
(2.14) provide the possibility to account for 
permanent phase shifts in the third harmonic, 
but to within the present approximation they do 
not affect the disturba~lces of the fundamerltal 
and need not be dealt with further here. 
I t  is important to note that Equations (1.1 I ) ,  
and hence (2.9) and (2.13)) follow from (1.3) 
by assuming orlly that u(t) in (1.8) is so small 
that higher order terms are negligible. The method 
of slowly varying amplitude and phase (Refer- 
ence 15) has not been used nor was the narrow- 
band approximatior1 (Reference 16) introduced. 
u(t) ,  and hence xl(t) and yl(t), need only be 
small; but their rate of change with time is not 
restricted. To neglect their second derivatives 
(References 1 and 5) is seen to be arbitrary and 
emphatically is not justified. 
Equations 2.13 are linear, and the superposi- 
tion principle can be applied to find the response 
of the system to the combirled action of all the 
noise sources if the response to a single impulse 
from each of the noise sources is known. The 
method used here to find the impulse resporlse 
will be indicated briefly for v3. With 
F ,  and F ,  become, because of (1.5) and (2.1 1)  , 
F,  = (C/C2) w12a2n 6 (t - tk) sin (wlz+cp). (2.16) 
The Laplace trarisform of (2.13) with (2.16) is 
The initial conditiorls for xl and yl and their 
first derivative are zero when, a t  t =tk, the oscil- 
lator is assumed to be in the state which would 
result if the last impulse-prior to the one con- 
sidered-would have beer1 in the infinite past. 
* See Appendix A .  
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The inverse t ra~~sforms of the solutions XIS a ~ l d  1'13 of (2.17) arc: 
+ ( u , C / ~ C ? ) ~ ~ ~  sin (wlt+p) exp[- (wly/2) (t-tk) 1 c:os2wl (t-tk)! 
Th r  tcrms periodic with 2wl ill xl&l, and y131 arc caorrclatcd; their presence in (2.18) is i~~dic*ative of 
some of the diffirulties frequently e~lc.ountc.rcd (1tcfrrr1lc.c 17) when dealing with amplitude and pllasc 
ful~ct io~~s.  111 the present casr the problem is readily resolvrd whc~l ~ ( t )  is formed acc.ording to (2.2). 
01lr finds with (2.18), as the solutio~l of (2.9), 
+ (wlC/2CY2) a3/; cos (wltk+p) sin (wlt+p) 
+ (w1(J/2(J2)a3k cxp[- (wly/2) (1 -LA)] siuwl(2-tk) . 
In (2.18), and h c \ ~ ~ c ~  in (2.19), tcrms ~ v i t l ~  y or y2 as factor have bc.c.11 ~icglccatcd and y2<<4 was assumcd. 
This is justified bcvfiauscl y is already rcstricatcd to very small values, o1lc.r all other assumptio~ls madc to 
arrive at (2.0) arc. met. Si~lc-(, PC,(? in (2.4) should bc nlucl~ sn1allc.r t h a ~ ~  g,,,,, i t  follows approximately 
from (2.10a), wit11 (2.7) and (2.8),  that 
e,, =[A~+(YI, ( t ) ]  ('O~[~ll+tlk(t) + ( ~ l + ) l h ( ~ ) ,  (2.21) 
whcrcbby, for a sir~glc impulsc gc>ricratcd a t  time tk by zl:, ill Figurc 12--1, 
ak (t) =(~3k (t) = - (w1(:/2C12) a:)k sin (wltL +p)  exp[- wly (t - t k )  1, 
This represc~ltatio~i shows that thc osc.illatol. 
signal suffcrs a t  the time of thc impulse. all in- 
sta~ltat~rous change in amplitride by the amourit 
- (wlP/2(y2) (11, sit1(wltL +p)---which subsc~qtic~itly 
dccays to zero a t  a rat(. dctrrmirlcd by y-arld 
an irlstallta~lco~ls and pcrmar~c~~lt c. ~atlgc ill phase 
by the. amount q.ln i r ~  (2.22). This t,ypcl of I)(>- 
havior has 1)cc11 d(.rivc.d, or c.otlc-l~idcd to exist, 
1)y 1111mcroiis writers ill tho past. Blaquirrc. 
(l<csf(*rc~t~c*c. 3) has disc.usscd a t  lcllgth thc facat 
that thcl ~nagt~it~id(b and sign of t 1 1 c b  amplit~ld(\ 
and phasct c.lla~~gc.s d(bpc>~ld 011 thcb phase. of c,,,, 
a t  the. tirncl t1 
The. third term 7l.lr (t) in (2.21 ) apprars simply 
as an additivc c*onlpo~~cl~t.  I t  is tllc. inlp~ilsc rcx- 
' I  I lN '  sporlsc ful~c.tioll of tllc passivc ~lctwork ill I"g 
12-1, with thc loss tcrm partially clirnil~atcd 
by the. ac~tiol~ of tllc. a(-tivc dcvithc. l'hr quality 
fac+tor of tllcb rcsriltil~g network is l /y  \vhiclr, 
acacordi~rg t,o (2.20), is sul)sta~~tially Iligl1(.1. t l lal~ 
tlic c~ffrctivc~ quality facator of tllc. passive. cxlc- 
rnct~ts in the. c.irc*tlit. 'l'hc. cxistc~~c.c% of t h ~  term 
,/,,&(t) ill t l l v  solrltior~ of ( 1 .3) rcvoals that thcb 
oscillator, ill additiol~ to g(w('rati~~g tll(1 sig~ial 
cull, sitnultal~c~o~lsly ac8ts as a ~~arr~ow-\)a~ltl  ~ oisc. 
filter of rcllativc 1)alltf widtlr Aw/wl = y. Xlthor~gl~ 
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the third term in (2.19) is, a t  t=tk, equal to the 
sum of the two other terms and hence an im- 
portant part of the solution, it is eliminated from 
the equations when the method of slowly varying 
amplitude arid phase is applied. It apparently 
has not been observed before for this reason. 
In a manner similar to that used in the deriva- 
tion of the expressions (2.22) for the noise sources 
as shown in (2.15), the response of the system 
to a single impulse from each of the other noise 
sources in Figure 12-1 can be evaluated in turn. 
From (1.5) it is apparent that an impulse from 
VI leads again to (2.22) if ask is replaced by alk. 
When 
the solutiori of (1.3) has again the form (2.21), 
whereby now 
ak(t) =ask (t) = ( L l a ~ k / ~ ~ C 2 )  
x sin (wltk+cp) ; 
nk(t) =nsk(t) = (Llask/2LC2) 
while, for 
one finds 
(2.24) 
with 
tan* = R3/w1 L1. 
Comparison of like expressions in (2.22), (2.23), 
and (2.24) shows that, except for numerical dif- 
ferences and differences in phase, the response 
of the system to an impulse from any one of the 
noise sources is the same in each case, with only 
one significant exception: The original impulse 
from v2 appears directly in e,, in addition to  
creating a system response like that caused by 
the other noise sources. The importance of this 
fact, reflected in the expression for nss in (2.24), 
will be discussed in greater detail a t  a later point. 
The Laplace transforms of derivatives of delta 
functions: required to obtain the results shown 
in (2.23) arid (2.24), are readily found according 
to  established techniques (Reference 18). As in 
(2.22), terms with y or y2 as a factor have been 
neglected in (2.23) and (2.24). 
2.4 Amplitude and Phase Disturbances 
When nk in (2.21) is decomposed into com- 
ponents parallel and orthogonal to e,~, one can 
write e, in the form 
e, =[Ai+xk(t)] c o ~ [ ~ i t + c ~ + ~ k ( t ) ] .  (2.25) 
For a single impulse from v3, one finds from (2.22) 
that 
and 
zk(t) =~3k(t)  = - (exp[-w~y(t--t~)I 
+expC- (wly/2) (t-tk) 11 
These relations show that a single impulsc from 
v3 in Figure 12-1 causes an instaritaneous change 
in the signal phase, which slowly decays with a 
time constant 2/wly to half its original value. 
The amplitude also suffers an irlstaritarieous 
change which, however, is completely corrected 
with time by the action of the active element. 
The magnitude of thc respective initial changes 
in amplitude arid phase depend on the phase of 
the underlying sinusoid a t  the timc of the impulse. 
The effective time corlsta~its involved in (2.26) 
and in (2.27) are sensibly the same in the oscil- 
lator model treated here, which is represent- 
ative of self-limiting oscillators. In AGC and 
related-type osc~illators, however, the amplitude 
disturbatices are itrtifirally rorrectcd in a vcry 
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much shorter time, without thereby affecting 
the phase of the signal in first order (Reference 
19). Even in this case, then, the time consta~lt 
in (2.26) remairis determirled by the nonlinear- 
ity in the active device accordirlg to (2.10) 
and (2.4), while the exponential functions in 
(2.27) should be replaced by exp[- ( t  - tk) / T I  
if T is the time eo~lstant of the AGC loop or its 
equivalent. 
The cxpolleritially decayirlg term in (2.26), or a 
term similar to it ,  must be expected to exist when- 
ever electrical pulses or impulses are applied to 
the oscillator, such as when voltage variable 
capacitors are used for modulatiorl purposes. 
While the present analysis does not extend to 
these cases, i t  must be expected further that the 
phenome~io~l resporlsible for the existence of the 
exponcritially decaying term in (2.26) will act to 
limit thc modulation rate attainable in crystal 
oscillators by means of voltage variable capacitors. 
To reduce the length of time over which the 
effects of any partivular disturba~icc are notice- 
able in the signal phasc, i t  is nec2cssary for 7 to 
be as  large as possible; bec+ause of (2.10) this 
means that both /3, the llotllirlcarity iri the active 
devicac, and Al, thc signal amplitadc, should be 
large. This poilit will bc furthrr discussed in 
Secatioll 3.3. 
Thc expressions rorrespo~ldi~~g to (2.26) and 
(2.27) for a single impulse from z, in Figure 12-1 
can be obtai~ied from (2.23) by the samc pro- 
cedure as above; those for an impulse from vl 
are given by (2.26) and (2.27) with alk substi- 
tuted for ask. 
The rompo~lents of ~ ( t )  in resporlsc to a single 
rioise impulse from vl,  v3, or z8 in Figure 12-1 are 
infinitesimal; and there is 110 question about the 
equivalc~~cc of (2.21) and (2.2.5). Thc response 
of thc oscillator to all impulse from VL, howcver, 
caolitains the original impulse as seen from n . ~  (t) 
ili (2.24). Si~ichc thc impulse-by definition-is 
all irlfillitely large signal, the procedure used 
before cat1 bc applicd only to the second part of 
n2k(t). 1711til the signal e,, has been acted on by 
thc filtcr ill thc olitput amplifier, the impulse in 
t12k(t) must bc carried as an additive component 
to (2.25) 
To fach~litatc. thc followitig devclopmcrlts, +k(t) 
i t )  (2.25) will b(h rcprose~ltcd as 
whereby 7, represents the permanent shift in the 
signal phase discussed in Section 2.3 and 29n(t) 
the exponcrltially decaying part of the phase 
disturbance (i.e., the out-of-phase compor~erit of 
the impillsc resporlsc of the osc~illator acting as a 
narrow-band filter). Thc output signal from the 
oscillator, disturbed by a singlt. implilsc from any 
one of the noise sources, becomes 
2.5 The Response to White Noise 
The response of the oscillator to white noise is 
obtained by linear superposition of the effects 
of all the individual impulscs it1 (1.12). The 
undisturbed signal eoo used i ~ i  deriving the response 
to thc impulse a t  time tk  was assumed previously 
to include all permallcnt effects of the impulscs 
prior to t k .  Herice, the phase angle q iii (2.1) 
arid corlsequently in (2.20) is of the form 
and need not be carried farther. 'I'he oscillator 
signal, as disturbed by the avtion of the whitc- 
noise sourcbcs in Figure. 21-1, 1)ccomcs 
e,=[Al+x(t)] c:osCwlt+~(t) + b ( t ) ] + ~ ) ~ ( t ) ,  
(2.30) 
with 
whe~i-for xjk (t) , 7 , k  (t) , and Ojk ( t )  in 
-thc appropriate cxprcssio~ls following from 
(2.22), (2.23), and (2.21) a(.(-ording to thc pro- 
cedure dc.sc.ribcd in Scc t io~~ 2.4 arc used. The. 
summatiolis in (2.82) c.xte~ld over all valucs of 
k for which tk_<t;  ntid j =  1 ,  2, : 3 ,  s. 
The procbcss i~idi(aat(>d by (2.31) and (2.32) 
has (:o~isiderabl(~ mwit co~i(~eptl~ally. Tlie ill- 
dividual impulscs in (1.12) arc (%used by the 
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c!cmental phenomena involved in the transport of 
electrical charges and, though exceedingly nu- 
merous, arc extremely weak. The addition of the 
effects of any one of these impulses to x, q, and 6 
in (2.31) changes these quantities by only in- 
finitesimal amounts. There never can be any doubt 
that the linear perturbation equation (2.9) applies 
and that the out-of-phase components of uk(t) 
can be taken into the argument of the sinousoid. 
Nevertheless, the statistical properties of e, 
are evaluated more readily when the sums in 
(1.12) are replaced by continuous functions. 
Without discussion of the essentially philosophical 
questions involved thereby (Reference 20), i t  
will be assumed from here on that the output of 
the noise sources in Figure 12-1 is 
whereby each B(t) is Gaussian, has zero mean, 
and is delta-correlated : 
(Bf) =O, 
(Bj(tl)Bj(t~) )=Bj2 G(tz-tl)! 
(Bi(t1) Bj (tz) ) =0, ( i#  j )  . (2.34) 
The akls in (2.22) to (2.24) now are to be re- 
placed by 
a,k = Bj(t) dt, (2.35) 
and the sums in (2.23) become integrals. 
The final solution to the problem of determining 
the explicit form of the signal in the oscillator 
shown in Figure 12-1, where vl, v2, up, and is are 
white-noise sources, can now be stated as follows: 
The signal a t  the output of the feedback network 
is given by (2.30), with (2.31) and 
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The expressions for xl, a, and 61 are identical 3. THE POWER SPECTRAL DENSITY OF THE 
to those for x3, q3, and 7Y3, respectively, and are SIGNAL 
obtained if only B3(0 is replaced by B1(t). It 
will be observed that the integrals for n(t) are 
of the type familiar from the theory of the 
Brownian motion (Reference 20), indicating that 
the phase of the carrier executes a random walk. 
Of the various assumptions which had to be 
made in deriving the above expressions as an 
approximatiori to the solution of (1.3), the one 
regarding the absence of harmonic components- 
particularly of the third harmonic in the un- 
disturbed signal-is considered to be the most 
serious. In general, i t  must be expected to limit 
the validity of the result to oscillators operating 
at  low signal levels. Nevertheless, the expressions 
do give a detailed description of the effects of 
noise on the oscillator signal, which becomes in- 
creasingly more accurate as the harmonic con- 
tent is reduced. Since no restrictions had to be 
placed on the magnitudes of L3 and C3 in Figure 
12-1, the above approximatiori to e,  applies 
equally to crystal oscillators and L- C oscillators. 
3.1 Proof of Ergodicity 
With the oscillator signal available in explicit 
form, its statistical properties can be evaluated. 
The properties of q(t) in (2.30), with (2.36) 
to (2.38), must be determined first. According 
to (2.34), the Bj's have zero mean and are not 
correlated to one another. Hence, the mean and 
variance of q(t) are 
For example, with the aid of Fubini's inte- 
gration theorem and considering that Bt(t) and 
cos[wlt +q (t) ] are independent, one finds the 
variance of q3(t) as 
Even if (cos2(wlu+q(u) ) is not zero for all u of oscillators of identical corlstructiori is observed 
in O<u<t, the integral always remains finite a t  a very long time after they were turned 011 
while the first term goes beyond all bounds when (i.e., a t  t = to  with to-+ co ) , the phase angles ?(to) 
1-w. Similar expressions are obtained for a12, are found to have no  referred value; they are 
at2, and as2. I t  is apparent that, if an ensemble evenly distributed between zero and 2ir. 
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At very large values of t, the oscillator signal 
e,(t) in (2.30) is seen to represent a stationary 
ergodic random process (Reference 22) ; and en- 
semble averages can be used throughout to de- 
termine its statistical properties. 
3.2 The Autocorrelation Function 
The power spectral density Gee( j )  will be corn- 
puted from the autocorrelation function ree(.) 
of e, according to the well-known relations 
(Reference 23) 
It is convenient to consider e, in (2.30) as the 
sum of four components : 
whereby EC represents the carrier and EA the 
amplitude disturbances. E, are the out-of-phase 
disturbances of the oscillator action as a narrow- 
band noise filter; and EN is the white noise from vz, 
the source in the oscillator output. The auto- 
correlation function of e, is then 
All cross correlations are zero. 
The determination of the various terms in (3.7) 
is, if reasonably straightforward, rather laborious 
and, except for rcc, which will be treated sepa- 
rately, requires repeated application of the general 
procedure used in (3.3). In some cases the re- 
quired operations are more readily performed 
when the transformation 
is used in the expressions for x(t) and 6(t) in 
(2.31), with (2.36) through (2.38). Only the 
results of these calculations will be given here:* 
r,, = ( w ~ K ~ / ~ Y )  exp[-- (wly/2) TI COSWIT, 
The autocorrelation function of Ec is (Refer- 
ence 4) with, t2-tl =T ,  
The statistical average of a contirluous random 
variable such as cos[q(tz) -q(tl) ] is given by 
(Reference 24) 
whereby p(+) is the probability density function 
of 4. I t  was assumed previously that the Bj(t)'s 
are Gaussian; hence q (tz) - q (tl) is Gaussian and, 
if a2 is the variance of 4, 
p(+) = [(27r) 1/2a]-1 exp ( --+2/2a2). (3.14) 
Hence, 
* In the calculations leading to (3.9) it  is assumed that  
[q(tz)-q(t~)]=O because q(t) for each oscillator in the 
ensemble changes only a very slight amount during the 
time intervals (t2-tl) of significance here. Since all noise 
components in x(t) and 8(t)  have lost their correlation 
when (I2 -tt) becomes larger than l /ulr ,  this assumption 
is justified. It is further assumed that is negligibly small 
compared with 1. Terms of the form (l/wl) cosul(t2f tl) 
and (l/wl) sinwl(ttftl) are not considered next to 
(l/wlr) cosol(t2-tl). Therefore averages of the form 
(cos[wlt~+q(tl)]) and (sin[ultl+q(t~)]) are zero when 11 
is very large because, as discussed in the text, q(t1) is then 
evenly distributed between zero and 27r. 
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The integral (3.13) for si13, and hence the second 
term in (3.12), is zero; and i t  remains to determine 
the variance u2 of q (t2) -q (tl) . From (2.37) one 
finds that, for example, 
whereby q3(7) differs from q3(t) [dealt with in 
(3.3)] by the fact that now the integration in- 
terval involves only very large values of t (except 
when 7-00 which is of no consequence). It 
follows that the term (cos2[wlu+q (u) ] ) in 
(3.3) is now zero; and with similar co~lsiderations 
for the other qjls in (2.31) one obtains the variance 
u2 in the form: 
with given by (3.10). 
The autoc~orrelation function of h'c bec:omes 
wit.h (3.12), (3.15), and (3.17) 
The relations (3.9) and (3.18) with T =0  can 
be used to determine the total average power 
(Reference 25) contained in each component of 
e ,  as given by (3.6). The average powcr in the 
carrier is A12/2. A comparison of ~ A A ( T )  and 
r95(7) shows that the noise power contained in 
the in-phase (amplitude) components of the dis- 
turbances, given by E A  in (3.6), is nearly three 
times as much as that contained in Es. However, 
less than one-half of the first term of I'AA remains 
if thc action of the oscillator as a narrow-band 
noise filter is disregarded. 
I t  is interesting to compute the autocorrela- 
tion function of the signal componerlt n(t) due 
to thc action of the oscillator as a narrow-band 
noisc filter alone. From thc representation of the 
signal shown in (2.21), it follows that 
whereby the njk(t)'s are given in (2.22) to (2.24), 
disregarding for now the term azk 8 ( t  -tk) in risk. 
After the transition to the integral au in Section 
2.5, one can obtain the autocorrelatiorl function 
of n(t) as 
with ~2 defined in (3.10) . 
If one were to impose the requiremcrlt that the 
noise filter action yield an average power of AI2/2, 
a value of 
would be required. Although rcc(7) and I',,(T) 
would become formally identical, i t  follows from 
the origin of r c c ( ~ )  and rnn(7)  that the two 
signal proccsses arc certainly not identical. The 
form of rcc (7) is due to cumulative random phase 
disturbances only-the amplitude of the carrier 
remains constant a t  all times-while the output 
of a narrow-band noisc filter varics, both in 
amplitude and phase, with both disturbarlces ex- 
ponential in character. 
The fact that the autocorrelatiorl functions are 
identical for the two different signal processes 
proves that,  without additional assumptions, it 
is not possible to derive the properties of a signal 
if only its autocorrelatio~l function, or its power 
spectral density function, are given. 
The magnitude of y demanded by (3.19) is 
in the order of 5X with values for K ~ ,  A12, 
and wl representative of a typical prccisioll crystal 
oscillator. Consideritlg (2.10a) and the develop- 
ment of Section 2.2, i t  readily is realized that a 
mode of operation where the entire output is due 
to the noise filter action will not be en(-ountered 
in crystal oscillators, regardless of their design. 
3.3 The Spectrum 
Proceeding now to the powcr spectral dcnsity 
of e,, one finds Gee( j) from (3.9) and (3.18), 
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with (3.4) and (3.7), as the sum of the following As a numerical example, let 
components : 
wlLl= 100 Q, wl=2*5 X lo6, gmo =&, 
3% ( x2/r2) Pa = (A12/2) R3(w1C2) = watt. (3.23) 
OAA ( f, =I+ (l/r)'[l - (u/u1) l2 
The parameters for the active device are typical 
Q ( x2/r2) for a 2N2808 transistor; the values for R3 and 
+1+ (2/r)2[1- (W/.l)l2 ' LI/L could apply to a precision crystal unit. The power spectral density of Johnson noise is 4kTR 
and that of shot noise in a transistor 2lcTg,; 
Gss(f) =-- x2/y2 hence because of (2.28), (3.4), and (3.5) 
1 + (2/r) 2[1 - (~ /u1 )  l2 ' 
Bj2=kTRj, ( j-1, 2, 3) ,  
The relations (3.20) show the contributions of The resistive componellts and H, have Ilot 
the com~onentS as given beell so far because, with R3 = 100 Q, 
(3.F) to the Power 'pectral and are their effect on the results does not extend sig- 
for more work To the nificalltly beyolld tlleir actioll as )loise gellerators. 
discussion, however, the sum of GAA and Gss will 
~~~h~~ pessimistic assumptions ( ~ ~ f ~ ~ ~ ~ ~ ~  26) be a sing1e peak of bandwidth (T/ ' .~) .  about the values of R1 and Rq lead to 
Gee ( f )  becomes approximately 10 ohms each. With the above values, and 
k T  = 5 X watt-sec, the power spectral density 4A14/u12x2 
of the oscillator signal-in the form (3.21)- Oee( 
= 1 + (4Al2/u1x2) l[1- (u/ul)]2 becomes approximately 
whereby x2 is still given by (3.10). If, in addition 3.8X 10-l5 
LC= L1C2 is assumed and (2.10a) is used, one +2 x +1+[2/(1.5~10-8)]'[1- (W/Wl) 1' 
finds 
The expression (3.21), with (3.10) and (3.22), 
shows that  the power spectral density of the 
oscillator output consists of three distinct parts: 
the carrier; a spectral response mainly due to 
the action of the oscillator as a narrow-band 
noise filter; and a white-noise component which, 
in all practical cases, is further acted on by the 
bandpass characteristics of the amplifier stage. 
A sketch of the three components of the spectrum 
is shown in Figure 12-3. The half-power band- 
width of the carrier is (Au/ul) =3.5X10-20, and 
that of the noise response is ( Au/wl) = 1.5 X 
The width of the carrier spectrum, when its 
magnitude is 3.8X10-15, is 2.2X10-9 or about 
15 percent of the half-width of the noise response. 
For frequencies more than about 1 part of lo9 
away from the center of the carrier, the spectrum 
of e, soon becomes dominated by the noise re- 
sponse. At a frequency three parts in lo6 away 
from the center of the carrier, the tail of the 
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4 ~ , '  
I-- W 1 2 X 2  the crystal drivc; and (2) the increase in harmonic content in the signal and the possible serious 
t deterioration of the noise spectrum due to inter- W I  K 2  (&) = - action of thesc harmonics and the crystal reso- w ]  C ZA, '  nances a t  every odd harmonic of the fundame~ltal 
y frequency (Reference 27). The amplitude-fre- 
querlcy effect makes an increasingly tighter control 
of the drive level necessary a t  higher amplitudes 
13 
. -- if the carrier frequc~lcy should remain stable. 
The noise response given by the second term 
in (3.21) deprrlds on frequency only via the 
admittarice of C2. Furthermore, i t  is noted 
that all ~ioise response curves, regardless of the 
value of 7 ,  fall irlsidc the curves described by 
[ ( I  3/4 X 1 .62) ~ ~ ] / [ 1 -  (w/w1) l2 and follow these 
curves for frequency differerlccs (w - wl) much 
larger than their respective half bandwidths. 
This behavior is sketched in Figure 12-4. For a 
given strength of the noise sources, the form of 
the limiting curves can be changed only by a 
48 22 variation in (LI /L) .  The peak values of the 
- 
noise responsc3 depend acrordirlg to (3.22), in- 
I 
W ,  - w 
FIGURE 12-3.-The power spectral density of the oscillator 
output sig~lal e,  is the sum of the three components 
showr~. For a discussion see text. 
rloiscl rcspolisc is equal in magnitude to the white- 
noisc chomponent. For frcquellcics farther out 
from the carrier, the white noise-and the mallller 
in which it is modified by the output amplifier- 
determines the spectrum of the signal. 
The dependencac of tlic magnitude and shape 
of the spectrum of e ,  on the various parameters 
involved can be evaluated from (3.21) together 
with (2.10), (3.10), and (3.22). The spectrum 
of the carricr depends promillclltly on the ampli- 
tudr A,, on frcqucncy, ori the (LI/L) ratio, and 
of c.oursc on the strength of the noise sources. 
S i r n a c b  tllc peak height of the noise respolisc also 
dcpc~lds very stroligly ori Al ,  the most obvious 
way to reduc~c the effects of thc lioise is to opcratc 
thc oscaillator a t  high powcr levels. In crystal W l  - a 
- - 
osc.illators thc upper limit in Al is set by: ( I )  the 
FIGURE 124.-The relationship between peak value and 
amplittld(>-frequrli(8y effrc*t in cbrystal units which, hdf power bandwidtll of the power dellsity 
as a rill(' of thuml), causes c.hangc of I part in curves is ,st with tllc of the limit- 
10Gi1 rcsolla1lc:c frequcnc:y pcr 1 mw change ill ing curves. Illustration applies to  the noise response. 
T H E  EFFECTS OF NOISE ON CRYSTAL OSCILLATORS 
r 
FIGURE 12-5.-Model of oscillator with output amplifier. The filter in the output amplifier serves primarily to shape the 
white noise component in e,, which stems from vn. I t s  effect on the carrier and on the noise response of the oscillator loop 
is negligible in the nearly harmonic case, i.e., when 7 is small. 
versely on (flA12)2, which clearly indicates that- same as shown in Figure 12-1. The signal e, 
especially at  low values of Al-a large /3 (i.e., enters a linear active device whose output cur- 
a large nonlinearity in the active device) is rent i2 is assumed to be 
desirable. 
The fact that the limiting curves are inde- 
pendent of y provides a very simple means for The output voltage from the filter section is then 
visualizing the properties of the spectral density 
curves. If, as in Figure 1 2 4 ,  the limiting curves RaRb eou t = gm2eg (3.27) 
are drawn, it is necessary only to measure off Ra+Rb+Rc+sLc+ (sCc)-' ' 
the peak value of the response a t  w=wl; the When 
spectral curve can then be sketched in between 
Qc = y c-' = w1Lc the limiting curves. The half-power bandwidth of < <  (3.28) 
the spectral curve is only slightly less than the Ra+Rb+Rc 
width of the limiting curves a t  the respective with y defined in (2.10), and 
half-power points. LcCc = 1/'d12, 
gm2[RaRb/(Ra+Rb+Rc)]=l (3.29) 
3.4 Effects of the Output Amplifier 
are assumed,* only the white-noise component in 
To describe the spectrum of the output signal e, is affected appreciably by the filter stage; the 
completely, i t  is necessary to include the effects other components are passed essentially un- 
of the amplifier following the oscillator stage into changed. All equations and formulas derived in 
the analysis. As a simple example consider the the preceding sections for e, apply equally for 
circuit in Figure 12-5. The oscillator stage is the eOut with the following exceptions: 
I (2.24) Replace azk 6 (t - tk) in by a2k(wl/Qc) exp[- (w1~~12) (t - tk) I coswl ( t -  tk) , (2.29) 
Replace in {(2'30) by (wl/Qc) /'B~(I) exp[- (wltJ2) (1-I) I coswl(t-O dI1 
B2 (3.6) 0 
* The second requirement in (3.29) obviously was imposed only to avoid a constant for the gain of the amplifier to 
appear in each one of the expressions. 
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and, furthermore, replace 4B22 in (3.20) and in whereby wl is a constant and +(t) random 
(3.21) by variable of zero mean, the short-term frequency 
stability of the signal for integrat i~r~ times of T 4BZ2--t 2B22C1+Qc(R3'w1L)J (3.31) seconds can be defined as the square root of 
1+ (2/-1~)~[1- (w/wl) l2 ' 
The cross correlations and cross-power spectra 
of EN with EA and Es are now not zero, but the 
ones not considered in (3.31) are negligibly small 
when Qc<<l/y; and the above substitutions are 
fully adequate in this case. 
Since the filter removes the delta function 
from e, in (2.21), i t  is obvious that the develop- 
ment of Section 2.4 can now be applied to all of 
n2,(t)  hi (2.29) [i.e., the response of the output, 
filter to the white noise from a2 also can be dc- 
composed into components parallel and normal 
to e,, and appropriately included into x(t) and 
$(t)I .  
The replacacment term (3.31) controls the power 
spectral density of e,,, a t  frequericics far away 
from the carrier, and specifies the magnitudc of 
Q,=l/y, required to suppress thc spectrum a t  
thcsr frequencies below a certain level (Refcr- 
encc 28). I t  is obvious that more effecativc filter 
configurations than the one c.onsidcrcd hcrc for 
demoristratiori purposc.~ caould 1)c uscd to this end. 
4. THE SHORT-TERM FREQUENCY STABILITY 
The frequency of a periodic of quasi-periodia 
signal can bc obtaincd by iritcgratirig the phase 
0 over a time T arid dividing the result by T :  
that is, 
While w, and S(T)  are readily evaluated when 
+(t) is known, the reverse process, that is, the de- 
termination of the charac.teristic.s of the signal 
phase from the properties of w, can only bc carried 
out in a very restric~tivc sense. 
With the output signal of the oscillator derived 
explicitly in the preccdirig sections, its short-term 
frequency stability can be computed. In the 
following, the effects of the output amplifier on 
the signal e, as disc.usscd a t  the (+lose of Srcntiori 3 
will be i~icluded in the a~ialysis. The output signal 
e,,, differs from the e, dealt with earlier only by 
the terms shown in (3.30) ; and these terms will 
be corisidcrcd used from here on, whcricvcr the 
relations pertaining t o  c,, are csitcd in reference 
to ~ O U L .  
For the present purposck, the output signal e,,~ 
is requircd in the form 
with 
In general, w, is a function of the time t a t  whicbh 
thc iritegratior~ is carried out. When O(t) (.an be Except for +z(t) ,  t h ~  tcrms in (4.0) arc already 
assumed to have the form known from Scc~tions 2.4 and 2.5. Applying now 
thc proc.cdure uscd thcrc to (2.24) with (3.30), 
e(t> =wlt++(t), (4.2) one finds for +2(t) the expression 
- A - ( ~ / ) ~ I ~ ( )  e x -  I t - I I +  1 4. (4.7) 
0 
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The operations on +(t) required for (4.3) are of the type 
and, because of (2.34), can be carried out separately on the each of the four components in (4.6). 
The process used here t,o find S2(r) will be indicated below with +3(t) as a11 example. When tl<tz 
but tl-+ a, , * 
Hence, with t2- tl =T, 
The first term in (4.9) is the familiar result (Reference 1) obtained when only the cumulative effect 
of the permanent phase shifts caused by the individual noise impulses is considered, while the second 
term is due to the action of the oscillator as a narrow-band noise filter. 
The other components of +(t) in (4.6) can be treated in a similar manner, and one finds the complete 
autocorrelation function of +(t) in the form 
The short-term frequency stability of the signal follows now from (4.3) and (4.4) : 
K~ in (4.10) and (4.11) is given by (3.10) and 7 With the numerical values for the various 
by (2.10) ; Qc=l/rc is the quality factor of the parameters as chosen in Sections 3 and with 
output filter in Figure 1 2 4 .  The conditions (2.20) Q, = 10, (4.11) becomes 
and (3.28) are assumed satisfied. 
The first term in (4.11) has the same character 
as (4.9). The second term is due to the white- 
noise component in e, and depends strongly on 
the properties of the output filter. Unless the 
effective quality factor of this filter is very high, 
i t  is this second term which dominates the short- 
term frequency stability of the oscillator signal. 
* If t = O  is chosen to be a time long after the ensemble 
of oscillators is first turned on, tl(u) is evenly distributed 
between zero and 2 r  for any u in the integration interval; 
and (cos2[wlu +?(u)] ) = O  holds throughout. 
A sketch of the two components of S(T)  as 
specified by (4.12), is shown in Figure 12-6. It 
is noted that the contribution of the first com- 
ponent varies with 1/(r)lI2 for integration times 
T of less than 1 second and again for T larger 
than about 10 seconds with the slope changing 
to 1/r during the transition (around T = 5  sec) 
of the curve from a higher to a lower level. 
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FIGURE 124.-The short term frequency stability of a 
crystal oscillator as a function of integration time 7 is 
the sum of the two solid curves. The lower curve, given 
by (SI2)), is due to effects inside the oscillator loop. It 
includes the effects of the random walk phenomenon in 
the carrier phase and of the noise response of the oscil- 
lator. The upper curve, given by (Stz)Tj, is due to the 
additive white noise from the source in the oscillator's 
output (v2 in Fig. 5) as acted upon by the filter in the 
output amplifier. The numerical values of (4.12) apply. 
The value of T a t  which the transition takes 
place depends on y and thus on the nonlinearity 
of the active device. The magnitude of this 
component of S(T)  , in an oscillator whose noise 
generators have a given strength, depends pri- 
marily on the (LI/L) ratio and on the signal 
amplitude, with some adjustments possible by 
means of the (wL/w~)  ratio as seen from (3.10). 
The contribution to S(T) of the second com- 
ponent in (4.12) varies with 1/r for integration 
times larger than 1 microsecond; and, a t  T = 1 sec, 
it is greater than that of the first componerlt by 
more than an order of magnitude. It follows 
from (4.11) that the significance of this com- 
ponent in relation to the first one can be reduced 
for a given BZ2 by increasing the quality factor 
of the output filter. When Q, is larger than lo4, 
the short-term stability of the signal freque~lcy 
in this example is essentially given by the first 
term in (4.12). 
An important conclusion can be drawn from 
the fact that the second term in (4.11) is, as 
long as Qc<<wlL/Ra, independent from the proper- 
ties of the oscillator feedback network and the 
active device characteristics. This term stems from 
the white noise injected directly into e, by that 
source, which in effect appears directly a t  the 
input of the amplifier. I t  follows that,  as long as 
the second term in (4.11) is much larger than the 
first, the short-term frequency stability of the 
oscillator can be expressed approximately by 
whereby 
is the mean-square noisc voltage measured a t  the 
amplifier output when the crystal unit is dis- 
connected, and Vs2 the mean-square output volt- 
age when the osc.illator is operating normally. 
The advantage of (4.13) for practical design 
work is obvious. 
To determirle the short-term frequency sta- 
bility of the signal according to (4.3) and (4.4), 
i t  was necessary to compute (4.10), the auto- 
correlation function of the phase disturbances. 
This autocorrelation functio~l could, of course, 
be used with (3.4) t o  determine the power spec- 
tral density of the signal phase. The resulting 
function, however, is simply related to the short- 
term frequencby stability only when both are 
dominated by the white ~loise from the osc.illator 
output (i.e., when the Q of the output filter is 
low). Because of its limited usefuh~ess, the phase 
spectrum will not be given here. 
It is further noted, that the relation betwcerl 
the power density spectrum of the signal, dealt 
with in Section 3, and the short-term frequency 
stability also is rather complicated. Orlly when 
the Q of the output filter is low is there a direct 
relation between S (T)  in (4.13) and the spectral 
components of the signal far away from the 
carrier. 
5. THE SIGNAL AFTER FREQUENCY 
MULTIPLICATION 
For many applications it is neccssary to multi- 
ply the frequency of thc oscillator signal, and thc 
THE EFFECTS OF NOISE ON CRYSTAL OSCILLATORS 143 
properties of the signal a t  the output of the an example, the output voltage from the amplifier 
multiplier have to be known. Provided tlie in Figure 1 2 4  was previously determined as 
- 
multiplier does not contribute significant noise eout = CAl+x(t)l cos[witf'~+43k(t)], (5.1) 
components, the short-term frequency stability 
with 43k(t) and xak(t) given by (2.26) and (2.27), 
of the multiplied signal still is properly repre- 
respectively. An ideal n-times multiplier will re- 
sented by the expressions derived in Section 4. 
move all amplitude disturbances and multiply The power spectral density of the signal, however, the phase of the signal by nn: is modified by the multiplication process; and the 
character of these modifications, under idealized e ~ k  =A1 ~0sn[wlt+cp++3k(t)]. (5.2) 
conditions, will now be determined. When (2.28) is used and the magnitude of 43k(t) 
Taking again the disturbances caused by a for a single noise impulse is considered, (5.2) is 
single impulse generated by v3 in Figure 12-1 as approximately 
e ~ k  = Al cosn(wlt+cp) -n(wlC/2C2) a3k cos(wltk+(P) exp[- (w17/2) (t- tk) 1 sinn(wlt++) , (5.3) 
whereby 
(P=(~+t/3k. 
The effects of all other noise impulses add linearly; and, proceeding to the integral representation, 
the output signal from the multiplier becomes-if only v3 is acting- 
e ~ 3  = 3 1 ~ 3 - k  E2~3, 
with 
The other noise components in the oscillator signal car1 be treated in a similar manner, and the total 
.multiplier output signal is found to be 
with E ~ M  representing the sums of con~ponents of the form (5.6) while E ~ M  is, with ~ ( t )  defined in (2.31), 
The power spectral density of eM can now be computed, following the procedure used in Section 3. 
One finds 
with K~ defined in (3.10) and 7 in (2.10). 
The first term in (5.9) is the carrier of the latter component that dominates the spectrum; 
multiplied signal. The second term is due to that and a large Q, = l / rc ,  [i.e., a high Q filter in the 
part of the phase disturbances in eOut which stems output amplifier (or in t,he multiplier chain!) ] 
from the action of the oscillator as a narrow-band is obviously desirable. In practical applications 
filter; the third term is due to the white noise it must be expected that a fourth component 
from the oscillator output. At frequencies suffi- will be found in the spectrum of e ~ ,  representing 
ciently removed from the carrier, it, is again this the residual amplitude modulation of the signal. 
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It is interesting to compare (5.9) with the 
spectrum of 
which is the signal from the output amplifier 
with all amplitude disturbances removed. 8 ( t )  
thereby represents the out-of-phase components 
of that term in (3.30) which replaces B2(t) in 
(3.6)) added to  t9(t). The spectrum of (5.10) is 
I t  is noted from (3.20) with (3.31) that G;,,,zo,, 
is equal to 
The limiting curves for the three terms in (5.9) 
are, respcc.tively, 
while those for the three terms in (5.11) are 
Obviously, the corresponding limiting curves in 
(5.12) and (5.13) are identical on a relative fre- 
quency scale. According to the remarks a t  the 
end of Sectiorl 3.3, the effects of the multiplica- 
tion procbcss on the spectrum of the signal can be 
readily asscxsscd, therefore, when only the peak 
densities of the components in (5.9) arc compared 
with their c.ounterparts in (5.1 1) .  Evidently, the 
signal-to-noise ratio in the neighborhood of the 
carrier deteriorates with the fourth power of the 
multiplication factor, which demonstrates quite 
drastically that only low multiplication factors 
can be employed gainfully when the multiplied 
signal is to be used directly. 
When the spectral density of the multiplied 
signal is to be compared with that of a signal 
generated a t  wll=nwl-without considering the 
amplitude disturbances-the values of K ~ ,  A1, B2 
appropriate for the high-frequency oscillator have 
to be used in (5.11) and (5.13)) and those for 
the oscillator operating a t  wl in (5.9) and (5.12). 
The relations then can be used to arrive a t  a 
decision as to which source is to be preferred for 
a particular application, or whether the multi- 
plied signal derived from a crystal oscillator is best 
used directly or to phase-lock an auxiliary oscil- 
lator a t  the high frequency. In most cases it will 
be adequate thereby to consider only the first and 
third terms in (5.9) and (5.1 1 ) .  
With the amplitude disturbances disregarded, 
thc effects of the oscillator action as a narrow- 
band filter 011 the spectrum, represented by the 
second terms in (5.9) and in ( T i .  1 I ) ,  do riot appear 
to be very serious because the limiting curves are 
the same as for the carrier. 
CONCLUSIONS 
An effort has been made to analyze an harmonic 
oscillator, with noise sources in the circuit, with 
all the mathematical rigor appropriate for a first- 
order perturbation analysis. The disturbances in 
the oscillator signal caused by the action of the 
noise sources can be derived in all cases of practi- 
cal significance from a linear perturbation equa- 
tion with timedependent coefficients. A first ap- 
proximation to the solution of this equation is 
obtained under the assumption that  the un- 
perturbed oscillator signal is a pure sinusoid of 
the form Al c o ~ ( w ~ t + ~ ) .  An investigation of the 
effects of harmonics in this signal, especially the 
third harmonic, on the solution of the pcrturha- 
tion equation is left for futurc work. 
To proceed beyond the prior statc of the art, 
it was necaessary to develop a tec.hniquc for the 
solutiori of thc perturbation equation which does 
not rely on thc method of slowly varying ampli- 
tude arid phasc nor on thc narrow-band approxi- 
mation. As a result, an cxplic-it exprcssioii for the 
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signal in an oscillator with noise, which describes 
the more important aspects of oscillator behavior 
under the influence of noise and defines their 
relative significance, was obtained. 
The statistical analysis of the signal shows that 
the components which are eliminated from the 
solution of the perturbation equation when the 
slow phase and narrow-band approximations are 
introduced are of considerable importance for the 
description of the noise limitations on the practical 
performance aspects of the oscillator. A white- 
noise component in the oscillator signal causes the 
observed inverse first-power dependence of the 
short-term frequency stability on integration time 
and controls the magnitude of the spectral com- 
ponents of the signal sufficiently far removed 
from the carrier. The influence of this component 
can be significantly reduced by using a high Q 
filter in the output amplifier of the oscillator. 
Comporlents in the output signal due to the 
action of the oscaillator as a narrow-band noise 
filter control thc spectral density of the signal a t  
frequencies close to the carrier. The major sig- 
nificance of this aspect of oscillator behavior, 
however, lies in the fact that it causes the re- 
covery time of phase disturbances of any origin 
to be very long, even when the amplitude dis- 
turbances are corrected in a much shorter time- 
for example, by AGC. The influence of these 
components can be reduced by increasing the 
nonlinearities in the oscillator circuit whenever 
the signal amplitude has to be kept to a relatively 
low level. 
The relations given in this paper for the short- 
term frequency stability and the power spectral 
density are equally valid as first approximations 
for crystal oscillators and for L - C oscillators, 
provided the parameter remains smaller than 
the inverse of the quality factor of the feedback 
network. They can be used, therefox, to select 
an acceptable compromise for a given applica- 
tion and to obtain a quantitative estimate for 
the performance to be expected from a given 
device. 
In terms of gcneral guide lines, i t  can be con- 
cluded that  a signal with good spectral charac- 
teristics and high short-term frequency stability 
can be derived from an oscillator that has a 
very narrow band filter in the output channel, 
is operaicd a t  a high signal level, arid has a 
strong i ~ ~ e t ~ n t a ~ i c o u s  n nlinearity in the circuit. 
When frLquency multiplication is involved, the 
multiplication factor must be low. The recom- 
mendations regarding the signal amplitude and 
the nonlinearity can be made only conditionally, 
since higher 01 dcr effects have not been evaluated. 
APPENDIX A-THE PASSIVE FEEDBACK NETWORK 
When the active device is removed from the 
circuit in Fig 1, i.e., when il = j ( e , )  =O is assumed, 
thc differential equation ( 1.3) becomes 
U + W ~ ~ ~ U + W I U  = F(t)  (A.1) 
YT = RS/WIL (A..2) 
It describes the performance of the output voltage 
from the passive feedback network under the 
influence of the noise generators. With i, = O ,  
vl = t i 2  =0, 2'3 =a3k B(t-tk) the solution of (A.l) is 
U3k = (wl C/ C2) a3k exp[- ( w ~ Y T / ~ )  ( t - tk) 1 
X sinwl (t - tk) . (A .3) 
~ 3 , :  in (A.3) has the same form, but twice the 
magnitude of risk (t) in (2.22), the response of 
;IC oscillator to an impulse from u3. The time 
constant 2/w1YT in (A.3), however, is, because 
of (2.20)) substantially larger than that of nak. 
The time constant of the latter is controlled by 
y which, with (2.10) and (2.8) can bc written as 
(Ll/C~)grno-R~ 
Y= 
wl L 
(12.4) 
Clearly, nak is the response of the passive feed- 
back network to an impulse (a3k/2) 6(t-tk) 
from v3 if only R3 in Fig. 1 is replaced by a re- 
sistive component of the much smaller value 
[(Ll/C2) g m ~ -  K3]. The action of the active ele- 
mcnt raises the quality factor of the passive net- 
work to a much higher cffective value. 
Whe~l the procedure used in Section 2.3 to 
solve the equation (2.0) is applied to (A.l) , one 
146 SHORT-TERM FREQUENCY STABILITY 
finds with (2.2) and (2.11) which correspond to (2.3) for the perturbations 
X+ 2wl?j+ w 1 - f ~ ~  + w12-f~y Fe on the fundamental c,omponent of the oscilla- 
tions. The solution of (2.3) for a single impulse 
~-2w1'+w1-fT~-w12-fTx = F s  (A.5) from u3 is given by (2.18) ; the corresponding 
as the equations for the passive feedback circuit, solution of (A.5) is 
~3k(t)  = - (w1C/2C?)a3k sin(wltn+y) exp[- ( w ~ Y T / ~ )  (t-tl;)I 
+ (u,C/~C,) a,, c:os(wltli+(p) exp[- ( w ~ Y T / ~ )  ( t  -tl;)] sill2wl(t-tk) 
+ (w,C/~C,)U,~  sirl(wltk+y) exp[- (wly1./2) ( t  -tk) ] c:os2wl(t - t n )  
~3k(t) = (wlC/2C2)a3k c ~ s ( ~ l t l ; +  P) exp[- ( w ~ Y T / ~ )  ( t - t k )  1 
+ (w1C/2C2) a3/; c ~ s ( w ~ t ~ + ~ )  exp[- (~1-f3'/2) (t - tk) 1 (*0s2wl(t -tk) 
+ (wlC/2C2) ask sin ( ~ ~ t ~ + ~ )  exp[- (wly~/2) (t - tk) ] sin2wl(t - t n )  . (A.6) 
Except for the value of the time constant, thc 
secaond and third terms in x3n (t) and ? I J~  (t) arc 
identical to  the correspondi~lg terms i ~ i  (2.18). 
When x . ~  and 2/jr are inserted into (2.2), these 
tcrms add 11p to one half of (A.3) ; the first terms 
in ( A . 6 )  provide the other half of the total solti- 
tion to (A . I ) .  111 (2.18), the sccbond and tliird 
tcrms add up to  n, ,~,  while the chharac-tcr of the 
first tcrms is modified by thc osc.illation procbcss. 
'I'he ~iature of the sol~itiorls (2.18) and (A.0) 
can now be irltcrpreted as follows: The operations 
(2.2) and (2.1 1) transform thc origilial system 
illto an equivalerlt set of two systems, one a low 
pass system, the other a bandpass systcnl c.entcrcd 
a t  2wl (without imposing any barid limitations). 
One half of the original forcing function acts on 
either. In a passive system both halfs produc~c 
the same effect and the corrcct result can bc 
obtained by doubling the responsc of the low 
pass part of the equivalent set. 
The reaction of the low pass part of the atativc 
system, however, is different than that of the 
band pass part, as evidcnc*cd by (2.18) and (2.19) : 
and considering o~lly the low pass part, as is 
dolie when the method of thc slowly varying 
amplitude and phase is applied, producacs only 
on(. aspccbt of the full solution. 
The fact that the methods used in Section 2.3 
to solvc the perturbation equation is fully ade- 
quatc. to solve thc corresponding equation for the 
passivc nrtwork is ronsidercd a strong support for 
thc validity of our assumptiorl that other possible 
solutions of (2.12) arc. of no c*onsequcIic:e for the 
present work. 
The autocorrc~lation frulctin~l of thc output of 
the passive ~lctwork, when all noise sources are 
achting (white noise), is 
the first term of which c8omparcs with (3.9a). 
Rccausc the weighted noisc intensity K? is the 
same in both cxprcssions, it follows that, the 
results of this papcr (-an be most readily general- 
ized to  oscillators of arbitrary c*irc+uit configura- 
tions when the impulse rcspolisc. of the passive 
network is first evaluated by standard tcc~hriiqucs. 
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Dr. Strandberg.-Some years ago, when I was Nelin is an excellent exposition and will be very 
active in the field more than I am now, I got useful. On that account especially, I would like 
ulcers, and now, when I come back and see how to add a few bibliographical notes. 
many people know so much about it, I get an I think that the use of the ( ~ i n x ) ~ / x ~  weighting 
inferiority complex. There are some things that for the phase difference was published first by 
are nice, however, that I see have changed. One Develet [Trans. I R E  Sp. Elec. Tel. (1961) pp. 
is that there seems to be a common feeling among 80-85, viz., Eq. 34)] and was done with reference 
most people that they are for spectral distribution to radar in originally classified work by W. W. 
descriptions. This seems to be a common type of McLeod, Jr., of the Raytheon Missile Systems 
acceptance now, just like being for motherhood, Division late in 1955. 
I guess, and most people are against sin, which Noise in oscillators with AFC loops, i.e., average 
in this case is a residual FM description of fre- power control, was discussed already by Dr. 
quency stability. It seems to me that this was Edson [Vacuum Tube Oscillators, John Wiley 
entirely different five years ago. and Sons, Inc., New York (1953) sec. 15.31 and 
One other thing that I notice is that people are then by Dr. Golay [Proc. IRE, Aug. 1960 and 
very cavalier in using multipliers now. I sat Nov. 19641. Noise in oscillators with instantJane- 
through frequency symposia in the past, where ous nonlinearities was discussed first by Berstein 
multipliers were the most suspect element in the [Doklady Akad. Nauk USSR 20, 11 (1938) (the 
whole chain, and yet nobody has said anything original paper is in English)] and next by Blaquihe 
about it, except that you can multiply by large [Ann. Radio 61. 8 (1953)l. 
numbers and no damage done. With respect to Dr. Curry's paper, I think 
I disagreed with the people who were worried that the use of a window function in spectral 
about them before, and now I sort of have to get analysis is one of the real physical conditions 
on the other end of the fence and say, well, you that we have to  deal with, and cannot really be 
can have trouble if you are not careful. avoided. The maximum likelihood estimator is 
One other thing that I have seen, as an out- very useful to connect the things that we are 
sider, developed today; there seems to be a measuring to the theory of optimal estimates, 
feeling that one can go from a frequency to a but his bank of continuous filters is limited in 
time domain characterization of oscillators if you resolutiorl by essentially a window function. This 
choose the right statistical parameters. I mean is as it should be: in each case we have to decide 
you can't certainly a t  an instant of time or one whether we want to  emphasize resolution or pre- 
short interval of time go from the time domain cision in the individual estimates. 
into the frequency domain. This is not really well With respect to the papers on the masers, I 
understood, if I understand questions that have wonder where the l/f comes from physically. For 
been asked today. However, if one takes a proper instance, Drs. Blaquii.re and Grivet [Proc. IEEE 
statistical average in the time domain, there 61, 1606 et seq. (1963)l have pointed out that if 
seems to be an agreement that one can go from we represent the nonlinearity as a polynomial 
that into a statistical average in the frequency including quadratic terms, there is the possi- 
domain by well-known techniques. bility of base band flicker noise beating into the 
Dr. Mullen.-One of the things that has struck spectral band around the oscillating frequency. 
me, too, has been that the field has made much (Quadratic terms have generally been neglected 
progress, as shown by the papers we have heard since van der Pol pointed out long ago that they 
in this session. There has been a consolidation of are irrelevant as regards limit cycle behavior.) 
what we knew a few years ago and the discovery This might be a physical mechanism for bringing 
of a number of second generation problems. the l/f noise up to the frequencies a t  which we 
The paper by Drs. Baghdady, Lincoln and see it. On the other hand, ~e rhaps  there is some 
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sort of modulation in the same way as power 
supply ripple modulates oscillators. It would be 
an interesting theoretical advance, if we had some 
reason to believe that one of these was a more 
appropriate description than the other. 
I think that Dr. Hafner's paper is really very 
useful and is a step forward in including several 
different oscillator sources, and in getting more 
dowrl to design considerations than we have had 
before, or that I have been aware of before. 
I must say that I am not convinced that a 
noise generator inside the loop gives a direct 
rloise effect in the output. I feel that noise gen- 
erators inside the loop ought to introduce just 
modulatiorl and not show up additively. Now, 
there is no doubt that additive noise in the 
amplifiers or the filters following the oscillating 
loop itself is bound to give additive contributions 
and it is going to be quite a delicate job to dis- 
entangle thc one effect from the other. 
Even in the curves as presented, it would be 
hard to distinguish the two effects. The difference 
would show up most clearly in the short-term 
frequency stability measurements. Of course, in 
this case, both theories must be applied to the 
same circuit, arid Dr. Hafner's circuit is all the 
more appropriate for being realistically compli- 
cated. With the double tuned circuit of Dr. Haf- 
ner's Fig. 1, both theories will predict the second 
order shaping factor that appears in the short- 
term stability spectra that he obtained. 
Dr. Hafner has kindly informed me that noise 
in oscillators with AVC control has been treated 
in 1948 by A. Spalti [Bull. Ass. Suisse. Elec. 39, 
419 (1948)l. To be more specific than was ap- 
propriate in the verbal discussion, the part of 
Dr. Hafner's paper that leaves me unconvinced 
is the use of a sufficient condition to separate 
Eq. (2.12), where I believe that only necessary 
corlditioris are admissible. Under the additional 
corlstrai~lt of slowly varying amplitude and 
phase, which I believe to be physically well 
grounded, the separation becomes necessary. 
Dr. Golay.-I should like to begin with the 
remark that while this was a frequency stability 
symposium, everyone has acted and talked like it 
wcrc. thc opposite, namely a frequency instability 
symposium. Evcry measure I have seen given on 
thr scroen was a measure of instability. As in- 
stability goes up and as stability goes down, that 
measure increases, so that we have had a very 
nice series of papers on short-term frequency 
instability. 
I should like to make a remark about Dr. 
Hafner's paper. He has very rightly, for quartz 
oscillators, taken a non-linear element with a 
cubic term like the van der Pol oscillator, and 
this is indeed correct for an oscillator of the 
quartz type where you have a vacuum tube 
feedback. 
However, I believe the theory should be ex- 
tended to oscillators of the Meaeham type in 
which there is a lamp circuit, or to masers and 
lasers. 111 these latter there is a given excess of 
high over low quantum state population which 
gives you appropriate amplificatio~l of the light 
beam. If the intensity of that beam increases, it 
takes a little time for that population to decrease. 
Therefore, in order to develop an adequate study 
of these oscillators we should introduce a delay 
in the servo circuit controlling regeneration. The 
brief studies I have made have indicated that 
this delay in the servo circuit can introduce pro- 
found changes in some aspects of the spectral 
distribution of the oscillator output. 
I would like to congratulate Mr. Barnes for 
havirig come with an extremely logical measure 
of instability of oscillations. After all, a stable 
oscillator is one in which the phase increases 
perfectly linearly with time so that the slope of 
the representative straight line is the frequency. 
Two points on that straight line define the fre- 
quency. Therefore, it is completely logical, if we 
want to measure departure from stability, to use 
three equidistant points on the phase vs time 
curve to determine its short-time curvature. But 
then you should divide this second phase differ- 
ence by tau squared, and as the second phase 
differences are already proportiorlal to one over 
the square root of the time interval tau, then you 
do riot arrive as Vessot has done with a tau to 
the minus three-halves term. You arrive a t  a tau 
to the minus five-halves term, because you have 
divided the double difference by tau squared, as 
you should have. 
So this then raises an interesting questio~l: 
What is the term that Vessot arid his associates 
have obtained which is proportional to tau to the 
minus three-halves power? I bclicve it is not a 
measure of instability from instant to instant, but 
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rather a measure of the departure of the fre- 
quency as measured from instant to instant from 
its average taken over a time large compared 
to tau. 
I have also an even more serious question 
about the beautiful work and the meaning of the 
beautiful work of Vessot showing such nice agree- 
ment of theory with experiment. Is it really 
legitimate to charge the oscillator you are study- 
ing with a noise which is added to it by our way 
of looking at  it? Should we not do better justice 
to it? 
Now, we have an oscillator. We add to it a lot 
of noise and then we make short-term measure- 
ments which are effected by that noise. Should 
we not first, as Edson has suggested, pass its 
output through a high Q circuit? But a high Q 
circuit is difficult to get. It is difficult to do 
justice to a maser or a laser, with a high Q circuit. 
So in order to obtain a really high Q circuit, we 
should phase lock, slave an oscillator to the 
maser. When we do that, of course, we want to 
take an oscillator which has some nice properties, 
and is not worse than the maser in every respect. 
It should be worse than the maser in some re- 
spects and better in other respects. 
So what we want is something like a quartz 
oscillator, which has an excellent short-term 
stability with a high power output, but which, 
after a while will tend to have its phase drift, 
and must then be told by a maser how to correct 
its phase path. 
In other words, we have the case of the blind 
carrying the paralyzed. The paralyzed is the 
weakly but purely oscillating maser and the blind 
is the powerful but phase drifting quartz oscil- 
lator. The maser is carried by the quartz oscillator 
which takes a steady, strong pace, but would 
depart from a straight line after a while unless 
nudged in the right direction by the maser. 
Now, this problem is a real nice and tricky 
problem, and I believe it to be very worthwhile 
solving. In fact, I should think a symposium on 
only the subject of phase locked oscillators would 
be worthwhile, because of the dualism which 
exists between the properties of oscillators and 
the kinds of phase locked loops you want to 
design to slave oscillators to each other. If the 
two oscillators never depart by more than their 
bandwidth, you want a simple loop of the first 
degree. If the oscillators might drift more and 
more, you want a loop with a phase motor which 
is geared to  the condensor of the tank circuit of 
some slaved oscillator and which eventually 
brings the phase of the slaved oscillator where it 
should be. The differential equation governing 
such a loop is of the second degree, and so on to 
loops of the third or even higher degree. 
Consider for instance a similar problem: that 
of a nearly perfect oscillator carried by a planetoid 
which goes around the sun. That perfect oscillator 
emits a one watt signal which must be received 
from some fifty million miles away. Because the 
planetoid has a velocity, and an acceleration, and 
a jerk, etc., we must do the best we can to receive 
that signal. We have to consider all these factors. 
We must design a phase locked loop which con- 
trols an earth bound oscillator by means of that 
signal, so that we may receive any information 
carried by some modulation of that same signal. 
I believe that the problems of phase locked loops 
and of oscillators are intimately corinected with 
each other and should be studied as a whole. 
Dr. Edson.-One, I am convinced from the 
numerous data that there is a 1/f phenomenon. 
I think Dr. Mullen has suggested a mechanism 
that may lead to this. I wasn't fully satisfied, but 
I think that maybe this is a possibility. 
I would suggest this thought, that we find the 
short-term stabilities and the higher-order terms 
almost certainly connectable with thermal noise. 
That in effect is threshing a phase, forward or 
backward in time, either in the oscillator loop or 
after it escapes and is out as a sinusoidal signal. 
All of this implies that the resonator has a fixed 
unique frequency and we essentially so far escaped 
talking about what that frequency is. We know 
practically, that all kinds of resonators have 
smooth long-term drifts. There is no obvious 
reason why that is essentially a continuous 
process, and at  least I think that we should not 
give up looking. This, by the way, is going back 
in time, I am sure, because ten years ago this is 
exactly where everyone would have looked for 
random jumping of the frequency rather than 
the subtleties of the phase being ~ounded around. 
I think we should go back and have a look a t  
that, to see if this is the source of l/j. 
Dr. Strandberg.-Just one point. Maybe I 
should direct it to Dr. Golay, really. The point 
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that  Vessot made, I think, was an important 
one, really; that one can go from the frequency 
to the time domain, but if one tries to do this in 
the laboratory, he is going to  have difficulties. 
That is, if you take a rectangular window in the 
time domain, you are going to have experimental 
difficulties trying to  repeat those measurements 
in the frequency domain. 
Dr. Golay.-I quite agree with that. The point 
I made was not that point. 
Dr. Strandberg.-One is going to get into diffi- 
culties, though, if you try to visualize a frequency 
domain result in terms of a time domain function, 
which, say, turned out to be a sinx/x kind of 
function. 
Dr. Edson.-Aren't we going to have to be 
careful about this part? 
Dr. Golay.-You mean taking the second differ- 
ence and dividing it by tau squared? I t  would 
lead us to- 
Dr. Strandberg.-What I am just trying to say: 
suppose he takes a square filter in the frequency 
domain, then this is a sinx/x samp!ing in the 
time domain. Now he is going to pick out some- 
Dr. Gola!/.-Oh, you car1 always test these 
things. 
Dr. Edson.--If I might comment, thc square 
filter is littlc honored by anybody. I mean, a 
generation ago people discovered tra~lsierlts com- 
ing out of the filter before they went it, because 
there were assumptions about transmission and 
phase, and I would urge anyone to study filters 
that  are physically realizable-that is, in mathe- 
matical models. I think Dr. Vessot here- 
Dr. Vessot.-I would like to  interpret my own 
paper, if I may. Really, what we are out to show 
is that there were no other sources of noise present 
in the signal from the hydrogen maser. There are 
plenty of things that can happen. We have atoms 
rattling about in a bottle, and they make about 
lo4 collisions before they come out and after 
spending about a second in the bottle. Therefore, 
you would expect that  you could generate other 
frequencies or you might find some other type of 
perturbation. 
Now, i t  is true that we did not extend ourselves 
far  enough in thc frequency domain to investi- 
gate thcso very closely. But really the object was 
to show that the represelltation that  we have 
obtained-that is, the model-is that of a very 
sharp spectrum, which we have said nothing 
about, in a field of added noise which we could 
almost call white noise, except that this white 
noise does terminate. Otherwise, we would be 
really in deep trouble. 
The origin of the noise might be the cavity 
itself, which generally has a Q of about ten 
thousand. However, we don't do it this way. We 
have an isolator, and I don't know what the Q 
of the isolator is, but it does have a bandwidth 
of several megacycles. So the origin of the noise 
is difficult to  establish. 
The whole thing is in thermodytlamic equi- 
librium. We do~l't  know whether i t  came from 
the cavity or whether i t  came from thc line or 
losses elsewhere, but we do know that  it is 
limited in bandwidth in somc way, very likely 
by the receiver. 
111 making the measurement, we chose to limit 
the bandwidth of the receiver because i t  was 
something that wc understood, rather than to 
t ry to control somethirig that we had less of a 
handle on. 
Dr. Edson.-If I might add one word: I think 
esserltially Ilr.  Vessot has said that we are cur- 
rently studying a perfectly pure sine wave with 
additive white noise and finding out what sta- 
tistics we get from that,  which is a perfectly 
proper model, and it is not by arly means what 
Dr. Haf11er studicd, or rather it would be a 
skipping, except the terms that he firlally repre- 
sented as a horizorltal line. In his pictures i t  
would be a vertical line of zero width, plus a 
horizontal line of white noise. And this is a model 
that  certainly call be approximated. And I think 
that  is quite interesting, that  the i1lstrumer1tatiorl 
fits the statistical model you get in studying the 
phase perturbations of that.  
Mr. Cutler.-This business of white additive 
noise is something that  wc have looked a t  quite 
a bit too. If you recall in my papcr I showed 
that  for a fixed system bandwidth with white 
additive ~loise, you are looking for times longer 
than the reciprocal half bandwidth of the filter. 
The noise should go down as one over tau, or 
the fluctuation should go down as one over tau. 
Now, if a t  thc same time you shrink the system 
bandwidth in the same proportior1 that you are 
lengthening your averagirlg time, tau, you get 
exactly th r  orle over three-halves behavior that  
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Dr. Vessot sees, and the origin is precisely the 
same; namely additive noise on top of a signal 
whose intrinsic fluctuations are much smaller 
than those induced by the additive noise. 
The two methods of looking a t  this is somewhat 
different in that Dr. Vessot allows the bandwidth 
of the white noise to shrink, whereas we in our 
system of measurement hold the bandwidth 
constant; consequently, you would get a one 
over tau behavior. 
Dr. Golay.-Is not the challenge here that you 
have a perfectly beautiful oscillator in front of 
you and you are not able to see what it is doing? 
Isn't there some method of looking a t  it so that 
we can see what it is doing, by using a properly 
designed phase lock loop? I mean are we forever 
to have a beautiful oscillator there and not know 
anything about it? 
Mr. Cutler.-If you take your sampling time 
sufficiently long, or consequently your system 
bandwidth sufficiently narrow, that the spectral 
density of the actual oscillator signal itself is of 
the same size or larger than the white noise 
spectral density that is added in, then you will 
most assuredly see the oscillator. 
Dr. Golay.-And if you do not, then you are 
not looking a t  the oscillator. 
Mr. Cutler.-That's right. 
Dr. Edson.-I must quote a line that I stole 
from Dr. Vessot. The analogy is the man playing 
a beautiful violin in a boiler factory; and ap- 
parently, this is what a maser is. I think Dr. 
Golay is trying to stop the boilermakers and I 
think i t  is hard to  get rid of them. I think they 
are inherent. in the system. 
Dr. Golay.-Yes, but I don't think it is im- 
possible. 
Dr. Baghdady.-I would like to make what I 
consider an interesting remark about these laws, 
l/f and so forth. If you approach the modeling of 
oscillators from the blackbox viewpoint as op- 
posed to what we call physical causes, one of the 
interesting models that has come up is just a 
band of noise-a band of gaussian noise, whose 
spectrum you can assign a variety of shapes and 
you would be amazed a t  how many different laws 
emerge. Out of that  you get l/f, you get higher 
powers, you get almost anything you want. It 
depends on the shape of the spectral density func- 
tion of that band of noise, no sine wave, just a lot 
of guys talking a t  the same time with somebody 
constraining the shape of the spectrum of their 
combined chatter. Change the spectral shape and 
look at the instantaneous frequency, you find some 
beautiful laws that look like l/f and others. And, 
incidentally, in agreement with one of the ques- 
tions that Mr. Barnes brought out, namely that 
this l/f phenomenon has to taper off eventually, 
they all taper off, these "one over something" 
spectra. They don't just keep going: they rise and 
then they taper off. 
Dr. Helgesson (Varian Associates).-I seem to 
detect here that people are a little bit squeamish 
about making one measurement in the time do- 
main and a different measurement in the fre- 
quency domain. Or maybe they think they should 
be able to repeat a time domain measurement in 
the frequency domain, which of course is un- 
realizable for the sort of things that we have been 
talking about here. 
I don't think this is a particular disadvantage. 
I think that both types of measurements are 
equally valid. They apply to different sorts of 
applications. 
The period count, of course, applies to some- 
thing where a period count is going to be used in 
an actual setup; for instance, a period count of a 
doppler frequency. This measurement is very 
applicable. The frequency domain averaging 
with a square filter is something that is not only 
applicable to the hydrogen maser but I think 
also to any type of stable oscillator. This has, 
I think, very important applications in frequency 
lock loops and any other situation where you are 
constraining the bandwidth in the same way 
that you are constraining it in the measurement 
technique. I think that we should recognize that 
both of these types of measurements exist, and 
they are useful. Perhaps, we shouldn't actually 
specify our oscillator in terms of both measure- 
ments, because certainly the numbers don't come 
out the same when you perform both types of 
measurement on the same oscillator. 
We intend to talk a little bit more about this 
tomorrow in terms of some measurements that 
we made on atomic standards. 
Prof. Searle (MIT).-There has been a lot of 
talk about the frequency domain versus the time 
domain. I talked with Prof. Strandberg and a 
couple of other people on the panel, and they 
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thought i t  would be helpful if I stole a slide from 
the talk that I havc to give tomorrow afternoon, 
t o  try to put this in block diagram form in hopes 
that it will focus attentio~l a little bit more on 
the relations betwee11 these two domains. I don't 
want to makc :L big deal out of it; obviously, but 
there has beer1 an awful lot of talk, and I thought 
orlc slide might be worth a few thousand words, 
if the projcctioriist has the slidc. 
Essc~ltially, this is ~lothirlg different than what 
a lot of pc,ople havc bee11 sayi~lg already, and this 
is nothing new, obviously, but it does put it 
down in some orgariized fashiori, I think [see 
Figure 24-21. People havc been talking about 
various methods of performirig the ope ratio^^ 
indicated in the top line, taking the derivative, 
passing through some typc of window fu~lction, 
f i r~d i~~g  the mean square valuc of this, ahd 
filially down in the lower righthand corner, 
firldirlg tlie various answers. 
Now, therc arc. very simple rclatio~isl~ips, 
obviously, existing l)ctwcc~i the timi. domaill a ~ i d  
tlic freclucllcy domaill. This slidc just summarizc~s 
thosc qnii.kly and indicaatcs that it is readily 
possible to movc back and forth from one of 
thcsc. domair~s to tlic othcr, via thc autocorrela- 
tion or various Fourier tratisfor~rls. I thought this 
might possibly clarify somc. of the discwssion and 
get thc picturc. ill olic placc. a t  one timc. 
Dr. Strandbcrg.-The11 what is the problem 
wit11 the varied measurcnie~~ts, whew they seem 
to feel therc is a difference bctwcc~i timc and 
frequency domai~l? 
Prof. Sear1c.-I can't answer without just 
taking a guess that it is all tied up i11 this business 
that  Dr. Vessot and I have bcell talking about, 
the window fu~lctio~i. 
What I had shown on the slide is what I con- 
sidcr to bc the mathematically corrcct way of 
describing what you mean by a frequency average 
over a give11 i~lterval of time, and this amounts 
to a square box, stepped impulse respolisc H ( T ) ,  
which is a sirix/x frequency response. 
Now, if you do a~lything else othcr than that,  
thc kinds of fu~lctior~s that you are dealing with, 
cspccially when you arc talking about whitc 
phase rloisc, havc a great deal of power energy in 
the higher frcque~~c.ies when you multiply by u 
squared. Thus ally sigrial within the responses of 
the filtrr which you co~isider as i~isig~iificarlt the 
first time through turns out to be vitally im- 
portant to what happens in the long run. 
Dr. Vessot's paper describes this very suc- 
cinctly, whcrc he shows the tremendous differ- 
ence between takirig a simple squarc filtcr in the 
frecluer~cy domairl as compared to a sinx/x filter. 
I t  makes a tremendous difference in the data. 
Dr. Jfu1lcn.-I must say that I feel much better 
now that you said that it was "vitally important" 
to consider the fullctioris that we arc dealing 
with. I think it is not really the co~lceptual qucs- 
ti011 of whether or not we cat1 get mathematical 
descriptions of both of thcsc. things that are 
equivalent that matters. the clucstio~l is whether 
an actual cxpcrimcr~t done onc way can be inter- 
preted in terms of a11 acatual cxperimcut dorlc the 
other way. This dcpcrids on a bala~ice of experi- 
mcrital difficu1tic.s which are different in the two 
systems. 
Dr. Golay.--Of (.oursel if you have a square 
wi~ldow in thc timc domain you havc a frequerlcy 
distributiorl ill the freque~lcy domain, which if 
multiplied by f ,  hlows up in your face. Rut it 
doesn't meall a t  all that you havc to have sint/t 
in the timc domain ill order to havc a manageable 
cxprrssion ill tlic frccluc.~~cy domain. You can 
apodizc. your timc. as the Frcnch opticians say. 
You (.all takc :L firlitc timc but make sure that 
you weight your samplcs iri thc proper marlrler 
by for instance a cosine function. Then you suc- 
ceed ill so dimit~ishi~lg the high frequency response 
that thc moment of inertia or sccor~d moment of 
that  freque~lcy rcspo~isc, will be firiitc again. 
Prof. Searle.-llr. Golay, the o~ily thing that 
I don't ulldcrsta~ld is this notio~l that  something 
is blowing up somcwhc~re. The only thing that 
has heen said is that  if you havc somethi~lg com- 
pletely flat, whitc phasc. noisc, then you end up 
with an infiriity when you take thc irltcgral. As 
far as I am co~iccnled, this is the right answer. 
If you have a c~omplctcly flat urllimitcd white 
phascl noise, thcri you have i~lfi~iite frcquel~c~y 
~ ~ o i s e ,  and therefore your stability should be 
irlfinitely bad. So I don't see that  thcrr is ally 
worry about rcalizability. We have dorlc our 
stuff on thc computer. You know this means 
that  you don't have to go to the trouble of c.011- 
structi~ig a si~iz/.r filtcr, and the a~iswcr is 11~1'- 
fectly realizable. If thc answer is infinite, the11 
you ought to get inf i~~ity,  and I don't blumc this 
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on the filter. Everybody is blaming this problem 
on the filter, and it is a problem of the system 
that you have chosen, which happens to have 
infinite i~istability. 
Dr. Golay.-I don't believe the worry is real. 
It requires a bit of thinking. 
Dr. Vessot.-I think what Dr. Golay was sug- 
gesting was that we describe ahead of time some 
manner of making a filter that everybody would 
agree to and, of course, this is very difficult. I t  is 
like falling in love with the same woman. I,  for 
one, don't know what shape the filter should have. 
I have pretty good ideas on the other. 
Mr. Lincoln.-If I might add one thing, the 
type of problem that you have in this filter can 
be avoided. When you are dealing in spectral 
regions where additive noise seems to have a 
sigriificarit cotltribution, that results in a para- 
bolic frequency spectrum, then one is dealing 
with a flat phase spectrum. One can, for instance, 
make less than a two percent error in the use of 
a third-order filter, measuring that pheriomerion 
and getting quite accurate informati011 about the 
sprrtrum. Corresporldingly, the flatter of the 
two spectra, right close to the origin is the fre- 
quency instability spectrum and this would be 
the one that would be most logical for analysis 
a t  that point. 
One can get around, to an extent and, I think, 
t o  a very reasonable extent, the additive noise 
problem, simply by turning to the different phe- 
nomena, and as a11 of US said so many times 
before, the frequency and phase spectra are very 
clearly related. 
Mr. Shcrman (General Electric).-I know this 
is entitled "Theory," and yet today there were 
two very hard practical experimental things 
brought in that  possibly went by a little too fast. 
One of them was the use of three carriers while 
we tried to talk about arid measure one carrier. 
There was an awful lot of talk that presumes that 
we know what a frequency is or what an interval 
of time is. Very rapidly, Mr. Lirlcoln talked about 
using three carriers in order to take the data in 
pairs and compute the data applicable to one. 
This data is referenced to the average frequency 
of the three, but a t  least it gives you something 
to talk about in terms of measured quantities, 
which can actually be ascribed to one carrier. 
There is one other thing that seems to have 
gone by me in one of the other papers, the dis- 
cussion of flicker noise didn't seem to have 
sufficient distinction drawn between long-period 
flicker noise and what I have always thought of 
as being an aging phenomenon. I think there is a 
true long-term frequency instability for periods 
of time approaching infinity. Where periods of 
time approaching the year and periods of time 
approaching infinity, can be separated, I am 
not sure. 
But there needs to be some way of discussing 
periods which are short, periods which arc long, 
periods which are years, that is long periods, 
periods which are lifetimes, that  is long, and dis- 
cuss them separately. I hope that we call talk 
about short-term frequency stability or in- 
stability. 
Dr. Golay.-A man, who having heard that  
crows live two hundred years, decided to make 
the experiment, and to that  purpose acquired a 
yourig crow . . .. 
Now, I believe that we can speak very well of 
statistics for one second or for maybe one day, 
long samples, but when we are dealing with 
long periods, we arc no longer dealing with 
statistics, we are dealing with history. 
A certain oscillator will behave very well over 
a long period of time, and another orle will not 
behave so well. You compare the two, you decide 
after a while which has given you the most con- 
sistent data. Perhaps you had better have three 
to  have the two which agree with each other 
outvote the third, but you don't really perform 
statistics. Statistics belong to the short-term 
average, and when you deal with history, you 
just observe and do the best you can and foresee 
your next step. 
Mr. Sherman.-This gets involved again in the 
flicker noise. I t  was introduced as a perturbation 
to the conversation this afternoon. It has become 
a real stumbling point for me. 
Mr. Baugh (Hewlett-Packard).-I think my 
question has already been answered to a certain 
extent. Dr. Baghdady in his Olympian viewpoint 
stated that the spectral density flicker noise just 
had to go to zero, or decrease for smaller and 
smaller frequencies. I was wondering if he had any 
evidence to substantiate this. 
Dr. Raghdady.-I'm sorry, I didn't say it had 
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to decrease to zero. I just said i t  flattens out. 
Well, let me tell you what I said. 
I said it is interesting to note that you can get 
one over something, one over omega ( l / w )  to  a 
power type noise, by taking a band of gaussian 
noise and shaping its spectrum in various ways, 
and computing for each shape what the spectral 
density furiction of the instantaneous frequency 
comes out to be. This is a problem that has been 
worked out to death and a lot of curves on it have 
bee11 published. If you look a t  the curves, they 
show you a lot of laws that have been worked 
out, say, for a gaussiari shape or a rectangular 
shape and a single tuned shape arid so forth. 
The spectral density of the instantaneous fre- 
quency fluctuations doesn't go down to zero 
ultimately as w  goes to zero. It just flattens out 
or humps down. Arid there you cat1 rationalize 
that  the noise has a lot of zero crossings in in- 
staritarleous amplitude and many phase steps, 
giving rise to instaritancous frequency pulses 
that  havc a flat spcctrum. So you would expect 
to havc a flat spectrum to zero, you see, rather 
than one that gocs up indefinitely. 
It seems to start from a nonzero value, go 
through a hump, and then goes down like l / j  or 
one ovcr somc other power of frequcncy, arid so 
forth, dcpc~lding on thc origirial R F  spectral 
shape. I didn't say i t  gocs down to zcro a t  w  =O.  
Dr. Mullen.-Well, 110 one really knows that  
the l/f spectrum does not keep on goirig up. 
Every time anyone makes a measurement o f  
some physical thing, it ought to give rise to a 1/! 
phe~iornerio~i becausc of somc kind of surface 
noise or contact noise, and as the experimenters 
keep on lengthening their averaging timc, the l / j  
noise simply keeps goirig up. 
I think that Dr. Golay's point is the correct 
one, that the difficulty shades off from statistics 
to history. Perhaps the way that bIessrs. Barnes 
and Allell havc obtained nieasurcs in which one 
docs not havc to know the 1/ j  cutoff frequency 
adcquatcly avoids the problem. But I do riot 
think that anyone has a model of flicker noise 
which gives a cutoff in a truly natural manner 
a t  the low frcclucncy end. 
Dr. Haghdady.-Excuse me. If you consider the 
shape of the original bands of ~ioise, if you consider 
thc oscillatio~i to hc just a band of noise running 
around arid being squeezed through an extremely 
high Q resonator, some of these extremely stable 
resonators, you can hardly see a bandwidth to 
them. Yo11 can immediately get the idea that  
you still have a ways to go, and when you have 
gone, according to this model, and I don't say 
that this describes the real world, but it is inter- 
esting, i t  may well do that. 
You might say if you have to go to near zcro, 
then your estimate of the bandwidth of the 
resonator, if such a thing can be defined, would 
approach a point after which thc thing will taper 
off and stop rising, becausc this is what this 
analysis I told you about shows. This stuff is all 
confined within roughly a range which is equal 
to the original bandwidth of the 11oisc that you 
are analyzing. 
Dr. Mu1lcn.-You certainly could find models 
that have a cutoff someplace, but-the problem 
is to get a physical mechanism that  gives flicker 
noise arid is plausible, as a physical mechanism. 
We cat1 always make up a gaussian ~ioise with 
any spectrum th. t we want. That is a good 
theorem, but to find a physical mechatiism that 
gives a l / f  spcctrum naturally, with a natural 
cutoff, is a very, very difficult urisolved problcm. 
Mr.  Lincoln.-I would like to make one sug- 
gestion that might bc an altcrriativc to this, arid 
that is the following: Suppose one can make 
spectral measureme~lts down to a low enough 
frequcncy where one can determine that  a l / j  
pheriomeno~i is occurririg and assign a parameter 
\-alue to it. Then, although the analysis (including 
the examples of tonc ranging, period counting and 
so forth) shows a sinr/z filter effect which asks 
one to integrate right to the origi~i, o~ ic  pcrhaps 
might make a cast (as some of the Russia~is have 
tried) for setting a nonzero low-frequency point 
in the spectrum near = 0 beyond which one docs 
not care what happens to thc l/f behavior. The 
choice of the norizcro low-frequency limit may 
be based upon a corlsidcratioll of operating timc 
of the oscillator, or recalibration or so forth. One 
can thus conti~iuc considering the l / j  behavior 
as cor~ti~iui~lg al  the way to the origin, but just 
intcgratc just so far back atid have an answer 
that  is quite good, even if on(' is riot able to 
measure a11 thc way back that distance toward 
w = O .  This I offer as ali altcrnative to the prob- 
Icm of what happens eventually as w  g o ~ s  to zero. 
Dr. Edson.-I think that we may very well. 
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First of all, certainly, this 1/f phenomenon is 
not short-term frequency stability, that is one 
thing. I can cheerfully rule it out as being non- 
germane to the Symposium. 
I think this is a poor idea, but I think it very 
possibly is a mathematical trap. I think that it 
may well be that the mathematics is more obscure 
than the physics or a t  least maybe that the 
mathematics obscures the physics. 
Mr. Barnes.-First of all, I think if you were 
to consider klystrons, I think your definition of 
"short-term stability" might then stop at  one 
millisecond because your flicker noise for such a 
device is quite a bit higher in frequency, I believe. 
Although I haven't made any studies on that. 
You can avoid the problem mathematically, as I 
have attempted to show, by treating cutoff- 
independent quantities. 
Mr. Bickford (Raytheon Company).-Several 
of the authors showed discussions in which they 
would multiply a change of one nature or another, 
in which the detecting device was attributed to be 
a true phase detector. 
Now, my question is have the output of these 
phase detectors been monitored as a function of 
time, and how do they behave? Are there any 
discontinuities, are things nice and smooth or do 
you get a nice l/f behavior? 
Dr. Vessot.-In the case that I described, we 
are not using multipliers in the sense that we 
multiply frequencies. The multiplier that is used 
is a function multiplier that represents the 
product in real time of two signals Fl(t) and 
Fz(t), and gives a prodnct of FI times F2. All the 
other systems, merely translated the spectrum 
down. They were subtractors, perhaps, of fre- 
quency, but not multipliers. Therefore I think 
you are quite right in saying that the spectrum 
has been retained tolerably well, which you 
certainly would not do if you put the thing into 
a times ten multiplier, for instance. 
Dr. Spence (University of London).-I would 
like to hear comments on the use of oscillators as 
active filters, with particular reference to two 
applications. This question may be out of order 
and may be more appropriate for tomorrow, and 
please say so. 
First, some Russian -worker suggested a few 
years ago that a reduction of oscillator noise 
could be obtained by the interaction of a number 
of oscillators. Second, it is possible to operate a 
synchronized oscillator as an amplifier, but 
whether this is better than using the same active 
device as an amplifier, I do not know. I would 
like to ask if anyone has any comments on these 
two particular uses of an oscillator as an active 
filter. 
Dr. Mullen.-It seems to me that it all depends. 
I don't think there is any other real answer. You 
have to study each application separately and 
the actual active devices that you have to work 
with. 
Dr. Golay.-A phase lock loop is an extremely 
high Q filter, which is employing an active ele- 
ment in the form of a VCO. 
Dr. Baghdady.-Dr. Golay took the words out 
of my mouth about the phase locked loop. I was 
going to mention, also, the AFC loop. They both 
simulate active filters, but I don't think you can 
make them do the job on the scale I think you 
have in mind. You can bring the noise bandwidth 
down to small fractions of cycles per second, and 
so forth. If you are talking much narrower than 
this, then it gets trickier all the time. 
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13. SHORT-TERM STABILITY OF PASSIVE 
ATOMIC FREQUENCY STANDARDS 
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Beverly, Mass., and Palo Alto, Calif. 
The stability of passive atomic frequency standards is limited by shot noise introduced by 
the atomic reference. The contribution of shot noise to the frequency instability can be described 
in terms of a figure of merit for the atomic reference, and this figure of merit is used to compare 
references now existing and proposed. The figure of merit is calculated for atomic beam and vapor 
cell systems, and the asymptotic expressions for the rrns frequency fluctuation for long and short 
averaging times are expressed in terms of it. Measurements of the rms frequency fluctuation of a 
cesium beam standard show the expected T-4 dependence on averaging time and agree in mag- 
nitude with the calculated values. It is feasible to  build atomic beam standards where the contribu- 
tion of shot noise to the frequency fluctuation for averaging times less than 1 second is less than 
that due to the crystal oscillator. Rubidium vapor frequency standards currently meet this speci- 
fication. 
Passive atomic frequency standards use an 
atomic resonance frequency as a reference to 
control a quartz crystal oscillator. There are three 
types currently used to any extent: standards 
using cesium and thallium atomic beams, and 
those using rubidium vapor cells. The principle 
of operation is fundamentally the same in all 
cases. As shown below, shot noise introduced by 
the atomic reference puts a limit on the fre- 
quency stability of the controlled system. I t  is 
useful to describe the atomic reference, apart 
from the quartz oscillator and the associated 
electronics, by a figure of merit in order to com- 
pare the intrinsic performance of various designs 
with respect to the instability caused by the shot 
noise. The behavior of a standard can then be 
predicted from the figure of merit, the parameters 
of the electronic control circuit, and the short- 
term stability characteristics of the crystal 
oscillator. 
*Beverly, Mass. 
**Palo Alto, Calif. 
PRINCIPLE OF  OPERATION O F  ATOMIC 
REFERENCES 
The complete descriptions of the cesium atomic 
beam tube and rubidium gas cell as used to con- 
trol frequency have beer1 given elsewhere (Ref- 
erences 1 and 2) .  We include brief descriptions 
sufficient to make clear the subsequent material. 
All atomic references make use of the ground- 
state hyperfine structure separation of the atom- 
cesium, thallium, or rubidium-used in the ref- 
erence. In particular, the transition 
is used because of the relative insensitivity of 
the energy separation of these states to the 
applied magnetic field. 
In a typical atomic beam tube, illustrated in 
Figure 13-1, atoms from a source pass between 
the poles of a state selector magnet, which deflects 
a fraction of the atoms in some of the ground 
level states (including the ( F  =f, m~ =0) state] 
into a microwave structure. In this region a small, 
PRRCC17TNG PACE RT,ANK NOT FTl,MEa 
164 SHORT-TERM FREQUENCY STABILITY. 
constant magnetic field is applied parallel to the 
oscillating magnetic field induced in the micro- 
wave cavity at the path of the atomic beam, so 
that  AmF=() transitioris can be induced. If the 
frequency of the oscillati~lg magnetic field has 
the proper value, atoms in the ( F = f ,  m = 0) state 
will undergo transitions t o  the (F  = ff 1, m =0) 
state.* On passir~g through the second state 
selector magnet, atoms which arc in the latter 
state will be deflected toward a detector, while 
the rest of the atoms in the beam will be dc- 
flectcd away. The detector co~~s is t s  of a hot 
metallic surface of high work furictior~ a t  which 
the atoms arc ionized. (For thallium, oxidized 
tungste11 is most commonly used, while t ungs t e~~ ,  
tantalum, or ~~ iob ium arc used for cesium.) The 
ions evaporating from the surface are accelerated 
STATE SELECTOR 
MAGNET 
DETECTOR 
OVEN 
STATE SELECTOR 
MAGNET 
MICROWAVE INPUT 
FIGURE 13-1.-An atomic bean1 tube. 
into the first dynode of all electron multiplier, 
from which secondary electro~~s arc multiplied in 
succeedir~g stages. For the Itamsey type of struc- 
ture used in thesc dcvices, thc signal a t  the de- 
tector as thc frequc~~cy of the oscillatil~g magr~ctic 
field is varied is show11 in Figurc 13-2. The width 
of thc caentral componcr~t of the lint. is typically 
of tho ordcr of 100 Hz, whilc thc width of the 
pedestal is of the order of 10,000 Hz. 
111 a sta~rdard, the output of a quartz oscbillator 
is multiplied to the proper microwave frcque~rc.y 
and mod111atc.d about the frcqucncby of the c-on- 
trol cbornpo~~c\~~t: 0.19+ GHz for resium, and 
21.3+ (;I12 for thallium. If thc c e ~ ~ t r a l  frcque~~cay 
does not roir~c-idc with that  of the l i ~ ~ e ,  an error 
*For cesium and  thnlliunl, P can have two values: 4 and 
3, and 1 :ind 0, rcs1)cctively. The system can be designed 
so that thc first st:~tct selector magnet selects either of the 
pilir of vnlucs; and the transition will then be made to 
the other, which will be deflected by the second state 
selector magnet to the detector. 
 MICROWAVE FREQUENCY 
FIGURE 13-2.-Resont~nce line shape in an atomic beam 
tube with a Ramsey-type microwave structure. 
signal a t  the modulatio~l frequerlc-y appears a t  
the detector, and this error sigr~al is used in a 
feedback circuit to  cor~trol the frc>que~rc.y of the 
quartz oscillator. 
A diagram of the opticaal system of a Ith stand- 
ard is shown i r ~  Figurcl 13-3. Light from a Itbs7 
lamp propagates through a Itb" gas ( d l  i r ~  a 
microwave cavity and is drtc3catcd by a photo dc- 
tector. The mic.rowavc t rans i t io~~ bet\\ ,cc~~ the 
(F= 2, i ~ , = 0 )  and the (F = 1, I,,, =0)  hyperfine 
levels in the ground state of Rb occburs a t  G.81+ 
GHz, and the microwave cavity is tu~rod to this 
frequency. The atomic. systc111 has thrclc. energy 
levels, with separat io~~s a t  the mic.ro\\ave frc- 
que1ic.y a11d two optical lir~es a t  apl)roxin~atc.ly 
7900 A. The light from the Rbu laml) c o ~ ~ t a i ~ r s  
both optic-al coml)onerrts. To  obtain a l)ol)ulatio~~ 
inv r r s io~~  for the miorowavo transitio~r, a I<l)X" 
isotol)cl filtcr which has an absorl) t io~~ line that  
overla1)s thc 01)tical line of lo~rgcr \vavclc~rgth 
from the lan11) is uscd. This optical lir~ck is csscX11- 
tially c~limi~ratcd fro111 the systc~111, so that t l ~ c  
L Microwave 
Energy 
FICIJRE 13-3.-A rubidium vapor cell. 
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photo cell measures the transmitted inten- 
6ity of the remaining line as modified by the 
absorption of the gas cell. The microwave fre- 
quency is modulated, and the output from the 
photo cell is sy~lchronously detected to produce 
a signal whose amplitude is directly proportional 
to the difference between the average microwave 
frequency and the reference frequency of the Rb. 
This signal is irltegrated and used to correct the 
frequency of the crystal oscillator from which 
the microwave signal is derived. The line width 
is typically 500 Hz and the photon flux about 
2X1014 per second. The control circuit, shown 
schematically in Figure 1 3 4 ,  is fundamentally 
structure can be approximated by the function 
(Reference 3) 
where Q is the difference between the applied 
frequency and the atomic resonance frequency in 
radians per second, T is the time of flight be- 
tween the separated interaction regions, A is the 
peak-to-valley amplitude, and B is the back- 
ground. Let A and B be the current a t  the output 
of the electron multiplier. The line width W 
equals 1/2 T in Hz. 
With a modulated and detuned applied signal, 
f2 T = 6+A+ sinwt, 
where 
nn ( s )  
OSCILLATOR 6 / 2 ~  T =amount of detuning, 
OUTPUT 
K G  (s) =- AI#J/~T  =modulation amplitude, 
T I W / ~ T  =modulation frequency. 
I I 
Then 
FIGURE 134.-Servo model of the frequency control , 
system. 3 A cos(6+A+ sinwt) =$A cos6 cos(A+ sinwt) 
the same for rubidium vapor and atomic beam 
st,andards. The spurious error signal, shown as 
Nref and caused by shot noise of the atomic 
beam or the light beam, is the cause of the in- 
stability' with which we are primarily concerned. 
The noise from the oscillator, shown as N,,,, 
also is important to the performance of the fre- 
quency standard, of course, and-as will be dis- 
cussed below-becomes dominant for sufficiently 
short averaging times. 
FIGURE OF MERIT 
The quantity long recognized as a measure of 
the accuracy of measurement of a resonance fre- 
quency is the signal-to-noise ratio divided by the 
resonance line width. We have found it useful in 
designing frequency standards to adopt this con- 
cept and define a figure of merit for an atomic 
reference as  the reciprocal of the short-term rms 
frequency fluctuation caused by its noise, assum- 
ing optimum amplitude of modulation and a 1-Hz 
rectangular bandwidth for the control circuit. 
The central component of the resonance line 
in an  atomic beam tube with a Ramsey-type 
Expanding the right-hand side in a Bessel series 
and dropping harmonic terms in wt which a 
narrow-band synchronous detector would reject, 
we get 
S' =R++A[l+ Jo(A+) cos6] 
- A sin6 J1 (A+) sinwt. 
The optimum modulation maximizes the last 
term. The first maximum of Jl(A6) is 0.5819 for 
A 4  = 1.84 radians. 
For synchronous detection when 6 is small, 
I (noise rms) = @(M/v) 'I2 
x (e(B+A[l+  Jo(A+) - J2(A+)]/2) Af)Ii2 
= M@ (eIdc' A f) 'I2, 
where 
A f = noise equivalent bandwidth (assumed to 
be 1 Hz), 
M =ovcrall multiplicatioll of electrorl current 
in the electron multiplier, 
@=noise multiplication due to ion conversion 
and electron multiplication, 
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Id: =equivalent noise-producing dc ion current 
with sinusoidal modulation. * 
v is the ion-to-electron conversion efficiency a t  
the first dynode of the electron multiplier, which 
is approximately 1. It can be shown that (Ref- 
fererlce 4) 
where n is the number of stages of electron 
multiplication. Equating the noise and error 
signals, we find 
Therefore, 
when 
A f = l  Hz, 
where F is the figure of merit. 
For a flop-in system with negligible background 
where No is the peak ion current into the first 
dynode. Therefore, 
F = (1.83v/W+) (No) 'I2 for A f = 1 Hz. 
If one measured the total noise current for a 
1-Hz bandwidth at the output of the electron 
multiplier, with the microwave frequency set a t  
a half-amplitude point of the resonance line, one 
would measure 
Defining Isio as A, 
In  the above derivation, we have made several 
*We wish to thank L. S. Cutler for pointing out to us 
that the noise current with modulation and synchronous 
detection does not in general correspond exactly to that 
calculated from the dc component of the modulated ion 
current. 
assumptions. One is that our modulation rate is 
slow enough so that time-of-flight effects of the 
atoms through the apparatus may be neglected; 
another is that our measurement of Av,, is for 
measurement intervals small compared with 0.5 
second, corresponding to the assumed 1-Hz noise 
equivalent bandwidth. 
In a rubidium vapor reference, the current in 
the photo detector is proportional to the number 
of photons received per second and may be ex- 
pressed as 
I =qNoe[l- A(l+x2)-'1, 
where 
q =quantum efficiency of the detector, 
No =number of photons per second incident, 
e =charge of an electron, 
A =peak fractional absorption of the gas cell, 
x = frequency difference function. 
The frequency difference function may be ex- 
pressed as 
where 6v is the amount the average microwave 
frequency is detuned from resonance, AV the 
modulation amplitude, OJ the modulation fre- 
quency, and W the full width a t  half amplitude 
of the absorption line. Solving for the current 
components in the photo detector, the error signal 
current a t  the fundamerltal of the modulation 
frequency is 
Ie( t)  = I ,  coswt = (8A6v AvqNoe/W2) coswt, 
and the direct current component is 
since A<<l. Equating the rms error signal to the 
rms noise amplitude as before, we find 
again assuming syrlchrorlous detection and an 
equivalent rectangular bandpass A f for the control 
circuitry. As in the case calculated for atomic 
beam devices, these quautitics represent the 
limiting value of the stability caused by reference 
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noise alone for very short averaging times or for 
very large bandwidths. 
Typical parameters for a rubidium vapor 
standard are : 
A =0.001, 
Av/W =0.2, 
a =0.9, 
For A f = 1 Hz, 
F = 1.07X 10-3(No/W)112. 
It is not appropriate to compare the constant 
1.07X with that of 1.83 obtained for an 
atomic beam device because the values of NO 
are vastly different. In fact, rubidium vapor 
standards are far superior to current atomic beam 
standards with respect to the instability intro- 
duced by shot noise. 
STABILITY AND TIME AVERAGING 
In the foregoing derivations of the figure of 
merit, i t  was implicitly assumed that the time 
interval over which the frequency deviation is 
measured is small compared with l / A  f. Below, 
we derive-following Bagnall (Reference 5 )  and 
Cutler (References 6 and 7)-the general be- 
havior of the rms frequency fluctuation for any 
averaging interval : 
(Av ) T ~  = lim (7 T2) -l 
7-m 
querlcy deviation 
r/2  
R (t) = limr-l/T,pl' AY (t) Av (t.4-t) 
7-m 
S(w) = (  Q(jw) 12, and is the spectral power 
density of the frequency deviation. Substituting 
the Fourier transform of S(w) for R( t ) ,  we find 
that 
If the frequency-regulating control circuit can be 
described by the diagram shown in Figure 1 3 4 ,  
then 
n( jw) = [l+KG( jw) I-lNosc( jw) 
where 
KG( jw) =open-loop response of the control 
circuit, 
Nos, =equivalent noise signal of the oscil- 
lator, 
NTef = equivalent noise signal of the atomic 
reference. 
when (Av ) T ~  is the mean-square fluctuation in 
frequency averaged over an interval T, Av(t) is Assuming for the moment that oscillator noise 
v ( t )  - vo (the "instantaneous" frequency minus is negligible and recognizing that the reference 
the average frequency) and noise has a flat spectrum, we can express the 
mean-square frequency fluctuation as : 
v(t> = (1/2r) (dO(t) /dt), 
(Av )T~ = (Nref2/2r) 
where B(t) is the elapsed phase. 
The expression above can be manipulated to 
give 
/ dw 1 KG ( jw) I sin2w ~ / 2  
1+KG( jw) (w T/2) ' 
0 
(Av )T' = T-'/~ dt[l+ (t/T) ]R(t) For the usual sort of control circuit the expres- 
sion between the parallel lines approaches 1 as 
T w approaches zero, and goes to zero as w becomes 
+ T-l/ dt[l - (t/T) ]R(t) . large. We therefore can readily find the asymptotic 
o limits when T is very large and when T is very 
R(t) is the autocorrelatiorl function of the fre- small. 
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LOG T 
FIGURE 13-5.-Asymptotic behavior of the frequency 
stability a s  a function of averaging time for an oscillator 
controlled by a reference. 
For very small T, 
where A  j is the equivalcrit rectangular band- 
width. Wheri T is very large, 
(Av ) T ~  = NrE j2/ T.  
The two asymptotes intersec.t when the averaging 
time T,,, , = 1/2d j. Making use of the defiriitiori 
of the figure of merit, we see that 
N,,j= 1/(2P)'/*, 
so that 
( A v  )2 = A f/F2 ( T short) 
and 
( A v  )T2 = 1/2F2T ( T long) 
The latter expressiori leads to the familiar result 
that 
In practice the freque~lcy fluc:tuatio~~ will not 
decreaso indefinitely with increasing averaging 
time, beirig limited soolicr or later by long-term 
drifts and fluctuatiolis caused by aging and 
charigcs iri such ambierit corlditio~is as tempera- 
ture and mag~ictic field. 
If we now consider just the oscillator's random 
frequency fluctuatiori and make use of its kriowri 
flat power spectrum, we can do the same calcula- 
tions done for the shot noise. In particular, if 
KG( jw) =K/jw, the asymptotic limits are readily 
seen to be 
( AV ) T ~  =Nos,2/ T ( T short), 
( A v  ) T ~  = NoSc2/K T2 ( T long) 
The two asymptotes intersect for T = l /K,  which 
is one-half the value of T,,,, the averaging time 
where the shot-noise asymptotes intersect. Figure 
13-5 is a plot of the asymptotes of Av,,, as a 
functiori of averaging time, reproducirig the results 
of Bagliell (Reference 4 ) .  Curve a is the contri- 
bution of noisc from the refcrenc-c alone. Curve b 
represents the asymptotic behavior when the 
oscillator frequency fluctuations for averaging 
times of the order of the control circuit time con- 
stant are less than those introduced by the 
reference, while curve c represents the opposite 
case. If random frcqucricy fluctuations intro- 
ducxed by the atomic reference are larger than 
those of the quartz crystal oscillator, thc best 
short-term stability is obtained hy dcc.ouplirig the 
oscillator from the atomic reference by making 
A  f sufficiently small so that, for the short aver- 
aging times of iritercst here ( < 1 sec), the per- 
formance is limited by the osc*illator. If the 
oscillator-induced frequenc.y fluc~tuations arc the 
larger, then the best overall results are obtained 
by making the response time of the frequency 
colltrol circuit as short as is practical. 
Although above we have discussed the rms 
frequency flurtuatiorls in terms of an average 
over an interval of time, one (.an also c-onsidrr 
frequency fluc*tuatiolis "averaged" in the fre- 
qucncay domain by limiting the frequc~ic.y range 
of the frequency fluctuation A v ( t )  by a low-pass 
filter. For a rectangular passl)a~id low-pass filter 
we have 
where j is thc ba~~dwidth  and ( A v  )j2 is the mean- 
square fluctuation averaged over the bandwidth j. 
This defiriitio~i is useful for c:ommu~iications 
systems, si~ic:c the rms quantity is equal to the 
rioisc that would be prese~it in a freque~icy de- 
modulator a t  the output of a postdetectio~l filter 
of bandwidth j. Colisideri~ig just the effect of 
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reference noise, if we substitute 1/2 f for T, we 1 0  -10 
have the same asymptotic limits for frequency 
interval averaging as for time interval averaging. 
The actual functions, as opposed to the asymptotic 
limits, will not be identical but will be quite close 
in value. The effect of oscillator and other noise -,, 
introduced in the system will in general be dif- $- lo 
ferent with frequency interval averaging than a 
with time interval averaging. 
PERFORMANCE OF VARIOUS ATOMIC -12 1 , 
10 
REFERENCES I 10 100 
In Table 13-1 are given the figures of merit 
and values of Av,,/vO for a 1/2-Hz equivalent 
noise bandwidth (or a 1 second averaging time) 
for various atomic references. The numbers for 
thallium tubes, for instance, do not represent the 
ultimate performance that might be obtained from 
tubes of this type. While some are clearly superior 
to others, obviously there are considerations other 
than short-term stability for a frequency stand- 
ard-long-term stability, for example, or size. 
Figure 13-6 shows the predicted 1/T1/2 de- 
pendence of Av,,,/vo for a standard using a 
BLR-2 cesium beam reference. The time constant 
of the control circuit of this standard is con- 
siderably less than 1 second, so that the leveling 
off expected for short averaging times does not 
appear. The measured frequency fluctuation 
agrees quite well with that expected from shot 
noise. The frequency fluctuation was measured 
by comparison with a rubidium vapor frequency 
Standard v/vo (1-sec 
,averaging time) 
Rb vapor 
25" Cs beam 
16" Cs beam 
27" Cs beam 
17.6" T1 beam 
17" double reso- 
nance T1 beam 
30" TI beam 
*Numbers in parentheses are estimated values for de- 
vices not yet built or of hypothetical design. 
AVERAGING TIME (set) 
FIGURE 134.-Experimental dependence of frequency 
stability on averging time for a frequency standard 
using a BLR-2 cesium beam tube. 
standard. Two synthesized frequencies, one from 
each standard, were mixed. The period of an ap- 
propriate number of beat cycles to correspond to 
the desired averaging time was measured many 
times, and the frequency fluctuations were then 
calculated from the measured fluctuatiorls in the 
length of the period. Since the short-term sta- 
bility of the rubidium standard is considerably 
better than that of the cesium standard, the 
measured fluctuations essentially are due to the 
latter. 
CONCLUSION 
From averaging times less than 1 second, the 
stability of a quartz crystal oscillator is impaired 
by coupling it to  an atomic reference with too 
low a figure of merit. To make a standard where 
the frequency fluctuations introduced by the 
reference would be less than those of the crystal 
oscillator-1 )( 10-l1 for a 1-second averaging 
time-a figure of merit greater than 12 for a 
rubidium vapor standard, 8 for a cesium beam 
tube, or 4 for a thallium beam tube would be 
required. For a sufficiently large figure of merit, 
it obviously is possible to obtain a superior short- 
term performance from a frequency-controlled 
oscillator than from an independent one over a 
certain range of averaging times. Current rubi- 
dium vapor standards already meet this criterion, 
and it appears to be completely feasible in small, 
9 
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portable atomic beam tubes. One such cesium 
tube, the BLR-4, is currently being constructed, 
and other high-performance tubes may be ex- 
pected in the future. We believe also that there 
are still improvements to be obtained in rubidium 
vapor standards in the area of short-term sta- 
bility, both in the atomic reference and in other 
noise-contributing parts of the system. 
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OPTICALLY PUMPED 
MASER OSCILLATOR* 
Columbia University 
Columbia Radiatia Laboratory 
New York, New York 
A self-sustained Rbs7 maser oscillator has been developed. The maser oscillates on the Rbs7 
hyperfine transition frequency (approximately 6,835 Mclsec). Because of ita simplicity and poten- 
tial frequency stability, the device promises to be a very useful frequency standard. 
A few months ago we developed a t  the Columbia 
Radiation Laboratory a rubidium maser 0s- 
cillator which we think will be a very useful 
frequency standard (Reference 1 ) .  The physical 
size of the device is about a cubic foot; the 
operating temperature is about 60°C. Because of 
its relatively high output power, this device may 
have the best short-term stability of any other 
frequency standard so far developed. 
Because of the frequency shift caused by buffer 
gas, the rubidium maser will not be a primary 
standard. As a secondary standard, however, it 
may be a device of unsurpassed stability and 
simplicity. 
Figure 14-1 shows a simplified energy level 
diagram for Rbu. The ground state is the 5$,, 
state. The quantum numbers F = 2  and F = l  
designate the two ground-state hyperfine levels. 
The energy difference between the two levels 
corresponds to 6835 Mc/sec. The substates 
designated by the m p  numbers are the Zeeman 
sublevels. It is between the F = 2  and F  = 1 ground- 
state levels that we want to obtain maser oscil- 
lation. The PSl2 and PI,, states are separated from 
the ground state by energies corresponding to 
7800 A and 7947 A, respectively. To obtain maser 
action, an excess population must be produced in 
the F = 2  state with respect to the F  = 1 state. 
Overpopulation can be produced by optically 
*This work was supported wholly by the Joint Services 
Electronics Programs (U.S. Army, U.S. Navy, and U.S. 
Air Force) under Contract DA-36-039 SC-90789. 
exciting atoms out of the F= 1 state into one or 
both 5P states. From the 5P states the atoms 
decay into both the ground-state F = 2  and F = 1 
levels. Since atoms are excited out of the F = 1 
state only, while the decay proceeds into both 
states, an excess population is built up in the 
F =2 state. This process is an example of optical 
- 
0 
==7947A 
- 
LEVELS - 
2 3 
FIGURE 14-1.Simplified energy level diagram for Rbs7. 
pumping. The pumping light needed here must, of 
course, be free of radiation connecting the F = 2  
state with the 5P states. Resonance radiation 
from a Rbe7 discharge lamp will contain the 
desired 5Sl1, F =  1-+5P pumping light as well as 
the unwanted 5Sl1, F =2-+5P component. The 
ground-state F = 2  and F= 1 levels are too close 
together to be separated by conventional optical 
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FIGURE 14-2.-Hyperfine structure of rubidium resonance 
line (see Refercnce 2). 
filters. method of filtering the undesired com- 
ponerit has been described by Bender (lieference 
2). Thc method utilizes the energy-level dif- 
ferences between Rb87 and RbB5, which is the 
other stable isotope of rubidium. 
liigure 14-2 shows a very simplified energy 
diagram for Iib';' and ItbK! 'The desired light 
coniponent is designated by 1). The upper hyper- 
finc levels of the two isotopes (levels cr and A )  
overlap, whereas the lolver hyperfine Icvels are 
distinct. Thus, if Rbn7 resoIiaIice radiation is 
passed through a Itb" filter cell, caonipo~ient a
is absorbed by component -4 while c*ornponcnt I r ,  
whic.11 is the desired pun~ping light, passes through 
the filter esse~ltially unaltcrcd. 
liigurc shows the c~ffcctivenr~ss of this 
filtering tec.hnicluc. With the IthRS filter-cell 
temperature a t  GO°C, most of the undesired 
c3omponent is filtered out. 
The RbX7 is deposited a t  the tip of a glass cell 
designed to fit a TEoll microwave cavity. The 
rubidium vapor in the cell is in ecluilibriuni with 
the deposit in the tip. The cell also contains an 
inert buffer gas whose purpose will be described 
later. The cell is placed inside the micro~vavc 
cavity, arid thc systen~ is illuminated by pun~pirig 
light to produc~e overpopulation. If the ampli- 
fit-ation of thca atomic systcn~ by stimulated 
ernissio~i is large enough to compensatc for the 
systenl losses, self-sustair~cd maser oscillatior~ will 
be obtailied. 
'I'hcrc arc a ~iuniber of factors influc~ici~ig the 
maser gain. Some of then1 are: huffer gas, system 
tenipcraturc, punipi~ig light intensity, arid cavity 
dcsig~~.  Not all of these will 1)c exaniinrd in this 
pspcr but, to illustrate thc method, thc effect of 
thr  l)r~J(r gas will bc desc.rit)cd. 
I t  was stated that the Rb8' is contained with an 
inert buffer gas. The purpose of the bllffer gas is: 
(I) to reduce the Doppler width, (2) to increase 
the Rbs7 diffusion time to the walls, and (3) to 
increase the optical pumping efficiency by quench- 
ing reradiation from excited levels. 
I t  has been shown both classically (Reference 3) 
and quantum mechanicalIy (Reference 4) that, 
by reducing the mean free path of a radiating 
atom, the Doppler width can be reduced. For 
example, for the hyperfine trarlsitio~i of Rbs7 the 
Doppler width a t  room temperature is 9.6 kc/sec. 
By containing the rubidium with 10 torr of nitro- 
gen buffer gas, the Doppler width is reduced to 
20 cps. 
Collisio~is of the atoms with the contaiher walls 
are almost completely disorienti~ig. In the ab- 
sence of a huffer gas the mean time for wall 
collisioris would be about 10-"ec, resulting in a 
bandwidth of about 3 kc. Nitrogen buffer gas a t  
10-Torr pressure reduces this bandwidth to 
about 2 cps. 
Reradiation from the excited 51' states will 
depopulate the F = h t a t e s  and so significantly 
reduce the pumping effichiency. Reradiation car1 be 
prevented by c~ollisioris of the second kind with 
buffer-gas atoms. In thesc collisio~is the rubidium 
7800 A LINE 
1 h'bs5 FILTER TEMP 25% 
7eooA LINE 
R ~ ~ ~ F ~ L T E R  TEMP 69% 
FIGURE 14-3.-Spectra of Varisn X49409 1tbs7 spectral 
lamp at two Rbs7 filter temperatures. 
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NITROGEN IN 23- torr H E L I U M  
is deexcited by transmitting its energy to the O -  
- 1  N I T R O G E N  I N  43- torr NEON 
buffer-gas atom. This process is called quenching. 
13.5- torr 
- 
-14- 
0 10 20 30 40 0 10 20 
-14- 
PARTIAL PRESSURE ( torr )  
The maser gain depends on the inert buffer-gas 
- 2 - 
pressure. At an insufficiently low pressure, there 
are not enough buffer-gas molecules to perform - 
the stated tasks. If an excess of buffer gas is used, 
the disruptive effect of collisions between oriented 
-6 
Rbg7 atoms and buffer-gas molecules becomes 
significant and the maser gain decreases. Hence, 
- 8 there is an optimum buffer gas pressure for maxi- 
mum gain. The effectiveness of nitrogen, neon, 
helium, argon, and hydrogen buffer gases was -I0 - 
tested. Nitrogen a t  11-Torr pressure yielded 
maximum gain. These results are shown in Figure a -12- 
14-4. Various mixtures of buffer gases were tried, 
and the results are shown in Figure 14-5. The gain 2 -14 
13 
was measured for various pressures of nitrogen 
with argon, neon, arid helium. The effect of argon 
-16 
with nitrogen also is shown. It can be seen that the 
addition of nitrogen in each case initially increases 
-18 
the gain. Since the pressure of the original gas is 
sufficient to render wall collisions and Doppler 
-20 HYDROGEN 
width insignificant, i t  can be concluded that 
adding riitrogerl improves the quenching. From o 10 20 3 0  4 0  5 0  6 0  7 0  
similar corisiderations i t  also can be show11 that, BUFFER GAS PRESSURE (torr) 
for maximum maser gain, there are optimum FIGURE 144.-Gain vs. buffer gas pressure. 
FIGURE 14-5.--Gain vs. partial buffer gas pressure. 
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FIGURE 14-6.-Vacuum-tight cavity. 
values for the operating temperature and the 
pumping light intensity. 
For frequency stability it is desirable to obtain 
maser oscillatiorl at  the 
transition, since this transition is first-order 
magnetic-field independent. 
Even with all parameters optimized, the gain of 
the first model rubidium maser was not sufficiently 
high to obtain oscillation on the field-independent 
transition. The maser gain may be increased by 
reducing the magnetic field until the hyperfine 
Zeeman transitions overlap. In this way, stimu- 
lated emission from the hyperfine Zeeman levels 
adds. This technique requires that  the net field be 
reduced to 100 pG or less. Self-sustained maser 
oscilla$ion was produced in a magnetically 
shielded system. The shield consisted of three 
concentric Moly-Permalloy cylinders with suitable 
end caps. ' 
A few weeks ago we obtained self-sustained 
oscillation between the 
first-order field-independent transition. Oscil- 
lation occurred in a magnetically unshielded 
system. 
Oscillatio~~ on the single 
transition was achieved by increasing the maser 
gain through the use of a higher Q cavity than with 
the earlier oscillator. The new microwave cavity is 
vacuum-tight. 
The vacuum cavity is made of copper-plated 
stahless steel type 304. Tests indicate that 
neither copper nor stainless steel react signifi- 
cantly with rubidium vapor a t  temperatures up to 
250°C. The cavity is designed to operate in the 
TEo21 mode and has an unloaded Q of approxi- 
mately 50,000. Thus, the cavity has a Q about 
two times as high as the TEoll cavity used in the 
previous maser oscillator. The higher Q is achieved 
by using the higher mode configuration and by the 
elimination of the glass cell used to contain the 
Rbs7. The glass cell lowered the cavity Q. 
The salient features of the cavity are shown in 
Figure 1 4 4 .  The cavity can be tuned over a 
range of f 3 Mc/sec by means of a flexible mem- 
brane a t  one end. Pumping light is admitted 
through the other end, where the cavity is ter- 
minated by a perforated end plate and a stainless- 
steel-to-glass feather-edge seal. The microwave 
port, which is designed for approximateIy 20 
percent coupling to the transmission line, is 
sealed by means of a mica-to-steel seal. Although 
this seal is magnetic, it is far enough removed 
from the cavity so that the maser performance is 
unaffected. The evacuated glass cylinder placed 
between the perforated end plate and the glass 
window prevents absorption of pumping light by 
rubidium vapor, which would be there in 'the 
absence of the cell. The rubidium is distilled into 
the cavity through the side arm shown in the 
figure. All vacuum seals are made with annealed 
aluminum O-rings. 
Self-sustained maser oscillation is observed a t  a 
cavity temperature of about 50°C. The oscillator 
power output is approximately 10-l1 W and is 
limited by the intensity of the pumping light. In 
the present system, pumping is done from one 
end only. Furthermore, there is a considerable 
distance between the pumping light and the 
active portion of the cavity. More intense pumping 
light and design improvemerlts should raise the 
output power to 10-lO W, or higher. Simple esti- 
mates indicate that  i t  may be possible to increase 
the power output to W. In the earlier mag- 
netically shieldcd maser, the optical pumping 
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efficiency was higher and the power output was 
10-lo w. The high power output of this maser will 
insure better short-term stability than is obtain- 
able from any other existing frequency standard. 
Calculations by Dr. R. Vessot, presented in an 
earlier paper a t  this conference (These Proceedings, 
paper lo), show that the rubidium maser may 
have a short-term stability two orders of magni- 
tude better than the present hydrogen maser. 
There are three important factors which limit 
the long-term stability of the rubidium maser os- 
cillator: (1)t he temperature-dependence of the fre- 
quency shift resulting from the presence of the buf- 
fer gas, (2) the temperature-dependence of the 
cavity frequency and consequent line pulling, and 
(3) the light shift. Calculations show that a long- 
term stability of 1 part in 1012 is possible. 
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15. MEASUREMENTS OF SHORT-TERM 
FREQUENCY STABILITY USING MICRO- 
WAVE PULSE- INDUCED EMISSION 
M. ARDITI 
ZTT Federal Laboratories 
Nutley, New Jersey 
Measurements of short-term frequency stability of microwave signals can be simplified if a 
source of good short-term stability can be used for comparison. Microwave pulse-induced emission 
in the alkali vapors can provide such a signal for periods of 10 to 20 msec. The short-term frequency 
stability of such a signal in a rubidium gas cell has been measured a t  6834 lLIc by beating two 
nearly identical gas cells against each oti~er. A photographic method was used to measure the 
period of the beat frequency over periods of time of a few milliseconds. The results of the measure- 
ments show that the short-term frequency stability was as good, or better, than the resolution of 
the method-in this case: 1 part in 109 for periods of memurement of 1 millisecond. The microwave 
pulse-induced emission signal from the rubidium cell also was used to measure the short-term fre- 
quency stability of microwave signals produced from crystal oscillators and varactor harmonic 
generators. The results of the tests indicate that such signals cnn be relatively free of phase in- 
stability, even for such large multiplication factors. 
In some nlodern airborne radar, the require- 
ments for a stable nlicrowave freque~icy source are 
such that the stability is needed orlly for a very 
short time corresponding to the two-way propa- 
gation time of the radar signal. The need arises, 
then, for a illethod of measuring short-term 
frequency stability of a microwave source for 
periods of the order of milliseconds, for example. 
The nlethods of measurements arc simplified if 
a source of microwave signal of very good short- 
tern1 stability can be used for comparison with the 
radar source. 
Stable sources of nlicrowave energy can be 
obtained with stable crystal oscillators and well- 
designed multipliers and varactor harmonic gen- 
erators, with spin oscillators, with masers, or with 
klystrons phase-locked to crystal oscillators or to 
masers. 
The remarkable spectruril purity of the micro- 
wave oscillation from ammonia or hydrogen 
masers has been reported in the past (References 
1 and 2). In this paper we will study the fre- 
quency stability of microwavc. pulse-induced 
emission in alkali vapor. Like the masers, the 
pulse-induced miero\\rave emission does riot re- 
quire any feedback to lock a crystal oscillator 
to  an atomic resonarit frequency; and, conse- 
qurntly, thv short-term frequency stability is 
not limited I)y the time constant in the feedback 
loop circuit. 
The nlicrowave pulse-induccd emissio~i is rel- 
atively easier to obtain than maser action because 
i t  does riot require populatiori i~iversiori or atomic 
wan1 separation, or to satisfy the threshold 
co~idition for self-sustained osrillation; and it is 
applicable in a wide range of microwave fre- 
quencies fro111 1420 hlc for hydrogen, to 1771 Mc 
for sodinrn, 3035 hlc for rubidium 85, 6834 J l c  for 
rubidium 87, and 9192.6 1Ic for cesium, for 
example. The pulse-induced eniission signal also is 
less sensitive to frequency-pulling by the tuning of 
the cavity than the maser signal and consequently 
is less susceptible to short-term frequency in- 
stabilities due to mechanical vibrations. However, 
the microwave pulse-induced emission signal is 
damped by relaxation processes within a rel- 
atively short time; and special techniques must be 
adapted to  use this signal for the nleasurenlents of 
the short-teriu stability of crystal oscillators and 
~rlultiplier chains--or other sources of microwave 
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~scillat~ions. Before describing the methods used 
for these measurements, a brief description of the 
characteristics of microwave pulse-induced emis- 
sion in alkali vapors will be given. Although rubi- 
dium 87 will be considered more particularly, the 
discussiorl applies also to other alkali metals such 
as hydrogen, sodium, or cesiun~. 
MICROWAVE PULSE-INDUCED EMISSION 
A co~nprehcnsive article on microwave pulse- 
induced crnissio~~ has been published by Dicke 
and Iio~ncr (Reference 3). 
In thr case of the microwave pulse-induced 
enlissio~~ in an alkali vapor, optical pumping 
(Itefcrcnrc 4) is applied to a rubidiu~n cell, for 
examplr, to produce a greater difference in the 
populations of the F = 2 and I" = 1 hyperfine levcls 
in the ground statc. The AF= 1, 0-0 transition is 
used bccause of its relative insensitivity to 
magrietic. field. Thc cell is contained in a micro- 
wave cavity, and a short pulse of ~nicrowavc 
energy at the resonance frequencay of a ~nicrowave 
hyperfinca trarlsition is applied to the cavity. At 
thc end of the cxcaiting p~~lsc., thc palsc-induced 
c~niss io~~ fr0111 thv atorns radiating in tho cbavity is 
dctcctctl in a ~nic~rowavc~ sr~prrhctcrody~~e rc-
ccivcr. It is not cvc.11 necessary that t hc ~nicrowavl: 
frcqucncy of thr clxc~iting pulsc should bc exactly 
a t  the rcsonancbc\ frcquc~~c.y since, if the plilse 
length 7', is sufficicr~tly short and the spectruni 
sufficierltly broad, there will 1)c enough crlergy a t  
the resonance freq~icncy to induce t hr  t ransit ion. 
exciting microwave, centered around the resonant 
frequency and separated by 1/T,, with a maxi- 
mum maxin~orum of the amplitude a t  the reson- 
ance frequency. 
The pulse-induced emission power radiated from 
the rnicrowave cavity is given approximately 
(Reference 3) by Equation 1. 
where Inz- nl( represents the number of atoms per 
cm3 of the excess population of two energy levels 
between which the transition takes place, V the 
volume of the cavity, arid Qo t,hc unloaded Q of 
thc rnicrowave cavity. 
This assumes, when the gas is excited by a 
microwave pulse, that  the memory of the phase of 
previous pulses has been destroyed by some 
relaxation mechanism. For sufficiently long inter- 
Signal Power '4 I \  
l'or a low pulsc repetition rate, it can be shown 
(1lefercnc.e 3) that there is an optin~nnl in the 
length of the exciting pulsc T ,  for ~naxiniuni 
induced e~nission power. This has been checked I /  - 0.5 \ 
expcrinlc~ntally, as shown in I'igurc 15-1 where 
the a~llplitt~de of thc microwave pl~lsc emission 
signal just after thc cnd of thc exciting pulse has 
bcrn plotted as a functior~ of Z',. III rnost experi- 
n~erits, thr smallcst value of T ,  is chosen; and 
nornially this corresponds to values of 1 to 5 
InsccL for t h c b  (bells uscd. 
10 it has ~ ) ( Y > I I  noticard also that for a give11 lengt h 
of 7', thr an~pli t r~dr  of thc pulse-induc8~d emission F,,,,, ls-l.-Amplitude of emitted signal :it end of 
signal is a 111axi111lil11 for scveral frcclue~~c.ies of the exciting pulse as n function of pulse size. 
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vals between pulses, thermal relaxation would be 
enough; but even for shorter pulse intervals a 
strong relaxation could be obtained if a pulse of 
resonant light is used before each microwave 
exciting pulse-because then the rubidium atoms 
are raised to excited states, with almost complete 
disorientation of the spin system and with a 
resulting loss of the phase memory of the pre- 
ceding pulse. 
If Equation 1 is applied to the case of a rubidium 
cell optically pumped, in the best conditions, a 
power between 10-l1 and 10-l2 watt could be 
expected from the pulse-induced emission. This 
also has been checked experimentally; and, since 
this is not a large power, sensitive receivers and 
filter techniques are necessary to make full use of 
this power. 
Relaxation Processes 
macroscopic dipole moment in the direction of the 
exciting field is constant. Actually this power is 
damped by several relaxation processes, such 
as: the relaxation produced by spin exchange in 
collisions between rubidium atoms, the relaxation 
due to collisions between the rubidium atoms and 
the buffer gas atoms, the relaxation due to 
collisions between rubidium atoms and the wall of 
the cell, the relaxation due to the light used in 
optical pumping if continuous illumination of the 
cell is used, and the relaxation due to magnetic 
field inhomogeneities. A discussion of these various 
relaxation processes is beyond the scope of this 
paper but can be found in a number of papers 
recently published (Reference 5). 
As an example, in the case of the AF= 1, 0-0 
transition in rubidium, the relaxation produced by 
the light is shown in Figure 15-2, which is a 
photograph of the exponential decay of the 
pulse-induced emission signal: In (a), the cell is 
The calculations of the power expressed in under continuous illumination; and, in (b), the cell 
Equation 1 assuille that the conlponent of the receives a pulse of light which is terminated 
before the end of the microwave exciting ~ u l s e  so 
u. 
that the atoms relax in the dark. I t  can be seen 
that in this case a much larger relaxation time is 
obtained. Also by pulse-exciting the lamp used 
for the resonant light, a somewhat better optical 
pumping efficiency is obtained, resulting in a 
larger signal for the microwave pulse-induced 
emission than with continuous illumination. 
As an order of magnitude, and again for the 
case of the AF = 1, 0 4  transition, relaxation 
times of the order of 10 to 20 lllilliseconds can be 
obtained in a rubidium vapor cell filled with neon 
as a buffer gas a t  a pressure of about 10 Torr, in a 
temperature range from 45' to 30°C. Somewhat 
longer relaxation times could be obtained with 
coated cells without buffer gas (Reference 6), but 
data are lacking for the signal-to-noise ratio of 
the detection of the pulse-induced emission in 
such cells. 
Frequency Stability 
Long-term frequency stability 
For a given cell, a t  a fixed temperature and 
- 
FIGURE 15-2.-Relaxation of emitted signal produced by fixed ambient magnetic field, the frequency of the 
light from optical pumping; (a) continuous illumination, pulse-induced emissio~l signal of the 0 4  trans- 
(b) pulse of light terminated before end of exciting pulse. ition is very stable. The long-term frequency 
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stability of the emitted signal has been checked 
experimentally in the following way :Referring to 
Figure 15-3, a rubidium vapor cell containing a 
buffer gas is enclosed in a microwave cavity 
operating in the TKO,, mode. The cavity is excited 
by a pulse of microwave energy a t  a frequency 
near the resonance frequency of the 0-0 transition. 
This microwave energy is produced from a rela- 
tively stable crystal oscillator and multiplier chain 
up to 60 AIc and varactor harmonic generation up 
to 6834 Mc. I11 the multiplier chain a gated 
amplifier, controlled by a pulse unit, pernlits the 
microwave energy to be delivered in pulses of 
known timing and duration. The same pulse unit 
controls the R F  oscillator of the !amp used for 
optical pumping, so that the light is cut off during 
the detection of the pulse-induced enlission signal. 
This detection is made with a microwave super- 
heterodyne receiver, with double mixing to reduce 
the bandwidth of the receiver and increase the 
signal-to-noise ratio of the detection. 111 order not 
to overload the receiver, s gate in the 11: amplifier 
cuts off the receiver for the duration of the micro- 
wave pulse excitation. 
The emitted signal is mixed in the receiver with 
a small signal derived from the exciting microwave 
radiation, and the beat note is displayed with a 
broadband detector on an oscilloscope. I t  was 
observed that the beat frequency varies linearly 
with the frequency of the nlicrowave excitation, 
to an accuracy of a few parts in 101° for measuring 
times of 30 msec, showing that the frequency of the 
emitted signal was constant to this accuracy, 
independent of the frequency of the nlicrowave 
excitation and of the length and strength of the 
exciting pulse (Figure 15-4). 
By using a pulse of light terminating before the 
end of the lilicrowave exciting pulse, it has been 
found also that the frequency of the emitted 
signal is independent of the intensity of the 
pumping light, thus removing the "light-shift" 
effect (Reference 7) associated with optical pump- 
ing under continuous illumination. Under these 
conditions the frequency of the emitted signal 
depends only on the buffer gas pressure, the tem- 
perature of the cells, and the magnitude of the 
ambient magnetic field (Reference 7). These 
effects can be greatly reduced by proper mixtures 
of buffer gases and adequate magnetic shielding 
of the cell (Reference 8). 
Finally, another interesting feature of the pulse- 
indu:ed emission is its relative insensitivity to the 
tuning of the nlicrowave cavity. No frequency 
pulling has been found here comparable with the 
effect observed in auto-oscillator masers (Ref- 
erence 9). Icor example, a detuning by more than 
500 kc on each side of the cavity tuning a t  6834 
Mc did not produce any noticeable frequency 
shift-none, a t  least, greater than a few parts in 
101°, which was the limit of accuracy of our 
measurements. A somewhat sirnilar effect has 
been observed (Reference 10) in the nlolecular 
bean1 generator with two resonators through 
which a bean1 of excited nlolecules passes in 
series. I t  was observed in this case that maser 
oscillations took place in the first cavity and that 
oscillations were also excited in the second 
resonator, but that the frequency of these oscil- 
lations did not depend on the tuning of the 
seco~ld cavity. 
As a suggestion, this effect could be used for 
tuning a hydrogen Inaser in the following way: 
The signal from a self-sustaining oscillation fro111 a 
hydrogen rilaser could be nlixed in a detector with 
the induced e~nission signal fronl a pulse-excited 
hydrogen cell-at the sanle gas pressure-and 
the tuning of the hydrogen maser cavity adjusted 
until a zero beat is obtained. 
Short-term frequency stability 
Although the previous measurements of the 
frequency of the pulse-induced ernission were 
made over short periods of time-smaller than 
30 msec, for example, they could not be corlsidered 
conclusive with regard to the short-term frequency 
stability of the emitted signal because it would 
have been difficult to ascertain the part due to 
instabilities in the crystal oscillator and multiplier 
chain used for coniparison. IJor this reason, the 
short-tern~ stability was nleasured by comparing 
the pulse-induced emission signals produced by 
two nearly identical gas cells pulse-excited by the 
same oscillator. 
' 1  ure The experimental setup is shown in T'g 
15-5. A beat signal is obtained a t  the output of the 
receiver and can be detected with a broadband 
detector or passed into a narrow-band receiver 
and then detected (Figure 15-6). 111 this latest 
case, some care should be taken in the measure- 
ments because a trarisient produced by the pulse 
in the narrow-band anlplifier could be super- 
imposed on the emit,ted signal and thus could 
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reduce the accuracy of the measurements; this where p is the signal-to-noise ratio of the detected 
transient should then be sufficiently short com- signal for the time interval considered. 
pared with the total time available for the I t  follows that 
measurement. This effect puts a lower limit on the 
bandwidth of the receiver. 
The frequency of the beat signal can be meas- 
ured in a number of ways. For exan~ple, an elec- 
tronic counter with a period-measuring device 
can be used to count the number of zero crossings 
in a given time interval, or a frequency dis- 
criminator or phasedetector can be used. For 
practical reasons an oscilloscope with a cali- 
brated time base was used here, and photographs 
were taken of a single scan corresponding to 33.3 
milliseconds total sweep time. The time interval 
between maxima or zero crossings of the beat 
signal was then determined, and the short-term 
frequency stability was determined by statistical 
analysis of the results. 
Theoretically, the short-term frequency sta- 
bility of masers (References 1, 9-11) or spin 
oscillators (Reference 12) is limited only by the 
intrinsic linewidth of the Fourier spectrum of the 
oscillation; and the rms fractional frequency 
deviation for a measurement made in a time 
interval to is given by Equation 2: 
where k is the Boltzmann constant, T the abso- 
lute temperature, Po the microwave power in 
the cavity, and QL the line Q. 
This would probably be true also in the case of 
the pulse-induced emission if the emission was not 
damped; and, assuming for example that t o =  lop3 
sec, Po = 10-l2 watt, Ql = 0.25X lo9, an upper limit 
for the short-term frequency stability of pulsed 
emission would be of the order of 1 part in 1012 for a 
period of measurement of 1 millisecond. 
However, usually, the short-term frequency 
instabilities one measures are not due so much to 
the intrinsic instabilities as  given by Equation 2 
but are due nlostly to errors introduced in the 
measurements by the noise in the receiver used to 
detect the emitted signal. For example, in meas- 
uring the time interval to between two maxima or 
two zero crossings, i t  can be shown (Reference 12) 
that the error (dt2)1/2 is such that 
(dt2)'I2= (3) 
The error on the beat frequency is then 
where j is the microwave frequency of the emitted 
signal, since the frequency translation through the 
local oscillatoi of the receiver does not change the 
frequency difference between the two signals 
giving the beat note. 
Equation 5 represents the relative error in 
frequency for a period of measurement of to 
seconds. Expressing p in terms of F, the noise 
factor of the receiver, we obtain Equation 6: 
where Af represents the bandwidth of the re- 
ceiver. 
Usually, the values of frequency errors given by 
Equation 6 are much larger than the values ob- 
tained with Equation 2. For example, assunling 
F = 8  db, Aj=2X104 cps, Po= 10-l2 watt, f = 
6.83 X lo9 cps, the short-term frequency stability 
could not be measured with an accuracy greater 
than 1 part in 101° for a period of nleasureillent of 
1 msec. 
Because of the damping effects, p is not constant 
during the entire period of nleasuren~ent, and 
consequently the experimental values differ some- 
what from the values obtained from Equatiorl 6; 
but the order of magnitude is in agreement, and a 
resolution of about 1 part in lo9 for a period of 
measurement of 1 msec has been obtained. Some 
improvement could be achieved by using the more 
advanced methods of nleasurenlents which have 
been developed for a similar problem in the case 
of magnetometers using the proton-free precession 
method (Reference 13). 
Experin~entally, by analyzing the beat fre- 
quency signal from the two gas cells, during a 
period of about 15 to 20 msec, it was possible to 
detect a spurious frequency modulation a t  a rate of 
240 cps with a maximum frequency excursion of 
12 cps. This would correspond to a frequency 
excursion of about 1 part in lo9 for each cell. I t  is 
believed that this modulation was produced by 
some stray ac field acting on the cells, since no 
magnetic shield was used on the cell operating in 
the earth's field. Such stray modulation could be 
removed easily with adequate magnetic shielding. 
(dj2)l/'= l/PtO, (4) In resum6, the measurements show that the 
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pulse-induced enlissiori signal has a short-term 
frequency stability comparable with, or better 
than, the resolution of the method of measure- 
ment (i.e., of the order of 1 part in lo9 for period 
of nieasurenient of 1 msec). 
SHORT-TERM FREQUENCY STABILITY OF A 
MICROWAVE SIGNAL PRODUCED BY A CRYSTAL 
OSCILLATOR AND VARACTOR HARMONIC 
GENERATOR 
A stable crystal oscillator (Sulzcr type 51') a t  
4.99 Mc, followed by a multiplier chain up to 
60 RIc arid varactor harnioriic generator up to 
6834 hIc, was used to produce a microwave sigrial 
near thc frequency of the rubidium resonance. This 
sigrial was mixed with the microwave pulsc- 
induced eiiiissiori sigrial in a receiver, and the beat 
frequency was arialyzed to determine the short- 
term frt.quenc~y stability. 
Thc measuremerits were carried out in two 
ways: 
111 a jirst mcthod, the crystal osrillator served as a 
coriilriori sonrc-c for both thc rnicrowavc excitation 
prodt~ririg t hc pulse-induced crnission sigrial and 
the ~i~icrowsvc. signal to he compared in the 
rcc*civclr. 
111 a scconri mcthori, an iridcpcridcr~t oscillator 
was ~iscd to produc-(1 the pu1sc.-inducacd emission 
signal in thcb cell, arid a coritir~uous rnicrowavc 
sigrial derivcd from the Sulzcr oscillator was coni- 
pared in the receiver. 
111 the first liiethod there is a synchronization 
betwcel~ the phase of the pulse-induced emission 
sigrial arid the phase of the microwave exciting 
signal, which makes it easier to detect any 
frequency modulation of the oscillator arid multi- 
plier (.hair& being tested. 
111 the second method 110 such sy~ichronization 
exists, arid only a detailed statistical analysis of 
thr ~iicasurc~~ie~its of he time interval between 
~iiaxi~ria or zero crossings can give the short-term 
stahility infor~iiatio~i. 
Tlic following experinlerital results were ob- 
tai1lc.d. 
'I'hcx Siilzcr oscillator 1iiodel5P was preliminary- 
tcstcld 11si11g a nicthod similar to the one described 
in Il(lf(lrc~ric.c. 14 but using a period counter instead 
of o, frccliic.~~cy disc-ri~iiinator. The standard for 
conlparisori was a Varian rubidium frequency 
standard riiodel V-4700A. The standard deviation 
of the frequency was found to be 5 parts in 10" for 
periods of 1 sec arid 1 part in 1011 for periods of 
measurements of 20 sec. Since these values 
include the instabilities of the rubidium standard, 
the stability of the Sulzer oscillator for periods of 
1 sec was probably better than 3 parts in 10". 
Using the first method of measurenients, the 
short-term stability of the oscillator was fou~id to 
be of the order of the resolutio~i of the ~iiethod 
(i.e., about 1 part in lo9 for periods of measure- 
merit of 1 milliseco~id). A sriiall frequency ~nodu- 
latiori a t  60 cps of less thari 5 parts in 101° was 
barely detectable. 
Wheri frequency ~ilodulatiorl is present in the 
signal to be ineasured, the distance hetweeri 
maxima or zero crossi~igs is riot coristant for the 
various cycles of the beat signal. This can be 
determined on the photographs of the CRT 
display, hut a convenient method of making the 
lrieasure~iicrits is to adjust the sweep of the CItT 
in such a way that the end of the cniitted signal is 
supeririiposed--on the CIiT screen-with the 
beginnirig of the signal. This is shown in Figure 
15--7, where in (a) the beat sigrial is displayed in 
the corivc~litional nianncr-showing one full scan 
of the signal, and whcrc in (b) the sweep of thc 
CIlT is adjustcd in such a way that the ~iiaxiriia 
arid miriima a t  thc hegi~inirig and at thc end of 
the erniticd signal are superimposed. This super- 
positio~i of the signals depevlds on the relative 
frequencies of the nlicrowave excitation and the 
riiicrowave-cmitted signal; and, by charigirig the 
frequency of the crystal oscillator, one can move 
coritiriuolisly thc patter11 corrcspol~dirig to thc 
beginning of the c~nitted signal with respect to the 
pattern c~orrespondilig to the end of the cnlittcd 
signal. This is shown in lcigurc 15-7(c) and (d), 
arid the frcquenc.y change riecessary to iiiovc oric 
maxinia to a minima corrcsporids to the pulsc rate 
of sy1ichronizatiou-30 cps in this particular case. 
I t  is possible to adjust the superposition to 
better thari 5 cps a t  6834 hlc. In  one set of 
nieasurc~~icnts, using a ~nanual setting of the 
oscillator through visual observation of the scope 
pattern, the staridard dcviatiori of the rcscttirigs 
was bettclr than 5 parts ill 10'". (Inc.idc~itally, this 
is a vcry c.onvcniclit way to adjust the frccl~ie~ic~y 
of an osc-illator to various giver1 values, scparated 
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by 30 cps a t  6834 Mc, with a high degree of 
precision.) 
With this technique it is possible by exa~llination 
of the coiriciderice between maxima to detect a 
frequency modulation of a few parts in 101° for 
periods of measurclnents of 10 msec. Figure 
15-7(e) shows, for example, the pattern obtained 
when a 60-cps frequency nlodulatiori was applied 
to the crystal oscillator through a varicap. When 
the modulatio11 frequency does not correspolld to 
an integer of the sweep scan frequency, the 
synchronization is lost arid a fuzzy picture-more 
difficult to  interpret-is obtained [see Figure 
15-7(f)]. 
With the second method of measurements, the 
statistical analysis of the histograms of the tinie 
intervals between maxima or zero crossings gave 
essentially the same results as the first method. 
In resume, these measurenlents show that a 
stable crystal oscillator and multiplier chain up to 
60 Mc, followed by a varaetor harnloriic generator 
up to 6834 R I r ,  can be used to obtain a nlicrowave 
signal of very good short-ternl stability (i.e., 
better than 1 part in lo9 for 1 nlsec). These results 
are in agrccmc.11t with similar observations pre- 
viously reported and obtained by diffcrer~t tech- 
niques of n~easure~ncnts (References 2-1 5). 
CONCLUSIONS 
The measurenients of thc short-term frequency 
stability of the microwave pulse-induced enlission 
in alkali vapors show that this signal has a 
stability of 1 part in lo9, or better, for period of 
measurenlent of 1 msec. This niicrowavc signal 
could be used advantageously in Doppler radar 
and for the measurement of the short-time sta- 
bility of other rnicrowavc sources. 
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16. NOISE SPECTRUM PROPERTIES OF 
LOW -NOISE MICROWAVE TUBE AND 
SOLID- STATE SIGNAL SOURCES 
H. MAGER,* S. L. JOHNSON,t AND D. A. CALDERt 
Ray theon Company 
Massachusetts 
Microwave signal sources, used as local oscillators and transmitter chain exciters in many of 
today's high-performance coherent tracking and guidance radars, require very low residual fre- 
quency or phase modulation. The modulation rates of the residual modulation of interest for these 
radars extend from 10 cps on out to 150 kc/sec. In this paper, experimental data are presented on the 
residual F M  of low-noise L- to X-band tubes, "solid-state klystrons," and solid-state chains. The 
tube types include klystrons, magnetrons, and triodes. Data are presented on solid-state chains of 
the type consisting of a VHF crystal-controlled transistor oscillator, followed by a VHF transistor 
power amplifier and a varactor frequency multiplier chain. The spectral shape of the solid-state 
chain is shown to differ appreciably from those of the microwave tube sources and that of the 
solid-state klystron. The relation between the various parameters of the chain--such as the crystal 
Q and the amplifier noise figure, and the magnitude and spectral shape of the residual FM of low- 
noise solid-state chains-are discussed. 
Papers in Session I of this Symposium (Refer- 
ence 1) have indicated that adequate definition 
of frequency stability requires a description of the 
spectrum of the signal source. Experience of the 
~ a ~ t h e o k  Company with both microwave tube 
and crystal-controlled solid-state chains has given 
emphasis to this requirement,, since the spectral 
shapes of these two types of sources are very 
different-a fact which is lost when stability is 
measured in the time domain with averaging 
intervals of tenths of a second or longer. 
This paper will present data showing the state 
of the art of low-noise microwave signal sources. 
We will concern ourselves with residual FM a t  
modulation rates of 10 cps to 150 kc/sec, that is, 
with that portion of the spectrum extending from 
10 cps to 150 kc/sec from the carrier. The first 
section of the paper will deal with low-noise 
klystrons, magnetrons, and triodes; the second 
section will include data on solid-state chains and 
"solid-state klystrons1' and will delineate com- 
parisons where appropriate. For some devices, 
*Bedford, Mass. 
twayland, Mass. 
mention will be made of the extent to which corre- 
lation exists bctween theoretical noise models and 
experimental data. 
The topic of experimental techniques and equip- 
ment will not be discussed, since the subject is 
amply covered in the first paper of Session I1 of 
this Symposium (Reference 2). However, a VHF 
discriminator will be discussed, since it is not 
covered elsewhere. Most measurements were made 
using either a dc Pound discriminator, a carrier 
nulling microwave bridge discriminator with IF, 
or the Allscott Noise Measuring Equipment. 
TUBES 
The two-cavity klystron is the source with the 
lowest FM noise for R F  frequencies a t  S-band or 
higher, and for noise modulation frequencies above 
1 or 2 kc/sec. Figure 16-1 shows data on the 
Raytheon QKK1106 and the Sperry SOX-239 
klystrons; both of these tubes produce greater 
than 1-watt output. The spurious FM decreases 
from about 3 cps per kc/sec at  1 to 2 kc/sec from 
the carrier, to about 0.2 cps per kc/sec a t  100 
189 
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kc/sec from the carrier. Manufacturer's data on 
the Varian VA-514, a tube similar to those above, 
indicates roughly the same F M  noise. 
Life test noise data on a Raytheon QK896, a 
50 to 100-watt two-cavity klystron is shown in 
Figure 16-2. The FM noise is about the same as 
that of the lower power tubes, as  is indicated by 
the photographs of noise with a Panoramic ultra- 
sonic analyzer I F  bandwidth of 1 kc/sec. The 
Varian 572 is another two-cavity klystron having 
similar power output and noise performance. 
A summary of FM noise of typical low-noise 
tubes is given in Figure 16-3. They arc all charac- 
terized by a rapidly changing deviation below 5 
kc/sec and a relatively flat deviation above 20 
kc/sec. The noise of the TRAK, model 9186-1017, 
F ~ e u l l ~  16-1.-FM noise low-power two-cavity klystron. triode oscillator (using a 7910 triode) ; the Varian 
FIGURE 16-2.--&K896 No. 1499 FM noise 10-70 kcs (O.!f cps full scale). 
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FIGURE 16-3.-Comparative FM noise spectra of tubes. 
1-watt reflex klystron; and the Raytheon QK410B active degeneration technique, with a microwave 
magnetron are about the same: 5 to 10 cps per discriminator and the transmitter in a closed-loop 
kc/sec a t  1 kcps from the carrier, decreasing to system. The photographs of Figure 1 6 4  show 
1 to 4 cps per kc/sec a t  100 kc/sec from the the PM noise of three such transmitters. Full 
carrier. The spurious FM of the VA-517 as shown scale is 0.1 cps (i.e., noise is of the order of 0.01 
has been discussed. The figure also shows what cps per kc/sec. 
has been achieved with passive cavity stabiliza- 
tion. The data on the stabilized SOX-239 were 
obtained from sales literature (Reference 3) ; the 
stabilized reflex is the 1-watt tube shown a t  the 
top. 
FM noise measurements have been extended 
down to 100 cps and up to the megacycle region 
on some of the tubes discussed; the noise continues 
to rise a t  low frequencies and remains relatively 
flat a t  high frequencies. Also, for a given tube 
type, noise has been found to be relatively inde- 
pendent of microwave frequency. 
The ,50-watt two-cavity klystrons have been 
tested under 1-g vibration, and the noise increases 
to a few hundred cycles coherent with the vibra- 
tion frequency in the 500 to 2000 cps region. 
For applications requiring lower noise than that 
shown in Figure 16-3, Raytheon has employed an 
SOLID-STATE SIGNAL SOURCES 
During the past two to three years there has 
been an increasing use of solid-state microwave 
sources as local oscillators and transmitter chain 
exciters in radar systems. The design of solid- 
state sources is a relatively new and evolving art, 
made possible by the relatively recent develop- 
ment of high-power, very high frequency transis- 
tors and efficient varactor diodes. 
Solid-state sources fall into two broad categories. 
In one category can be placed those sources which 
have been called the solid-state chain type. These 
sources, in most cases, use a VHF crystal-con- 
trolled transistor oscillator, followed by a VHF 
transitor power amplifier and a varactor frequency 
multiplier chain of high overall order of multiplica- 
, PAGE IS 
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FIGURE 16-4.-FM noise (2-70 kc) of three transmitters (0.1 cps full scale). 
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tion. Today it is entirely possible to construct 
solid-state sources of this type capable of deliver- 
ing up to 250 mw with 2 to 3 percent of bandwidth 
a t  X-band; 750 mw with 5 to 7 percent bandwidth 
a t  C-band; and 3 watts and higher, with up to 
10 percent bandwidths a t  L-band. An increase in 
power output efficiency and bandwidth can be 
expected (in some cases, it has already been 
achieved) with further development of these 
devices. 
In the other category can be placed those solid- 
state sources which have been called solid-state 
klysfrons. The solid-state klystron is a relatively 
new device, presently marketed by three manu- 
facturers: Western Microwave Laboratories, 
Fairchild Semiconductor, and Frequency Sources, 
Inc. Western Microwave has coined the trade 
name "Solistron" for their units. 
Published circuit information on these devices 
is very limited, since all three manufacturers have 
kept this information proprietary. It is generally 
considered, however, that these devices use a 
transistor (s) oscillating a t  substantial power levels 
in the 1 to 2 Gc/sec region, which is followed by 
a one or two-stage varactor or step recovery 
diode frequency multiplier. These devices can be 
made very compact and lightweight, and can be 
powered from low-voltage (24-28 volts dc) sup- 
plies. Typical power outputs for the solid-state 
klystrons presently being marketed range from a 
few watts a t  L-band to 10 milliwatts a t  X-band. 
Some of the units can be voltage-tuned by as 
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FIGURE 16-6.--FM noise of C-band solid-state klystron 
(Fairchild MSll). 
much as one-half octave. Significant increases in 
power output, efficiency, and bandwidth of solid- 
state klystrons are expected with further develop- 
ment of these devices. 
SOLID-STATE KLYSTRONS 
Thc data for solid-state klystrons are very 
limited, primarily because these devic*es are rela- 
tively new. 1:igure 10-5 (upper photograph) is a 
display, obtained with an ultrasonic analyzer, of 
the iloise spectra of a Western Microwave L-band 
"Solistron." The sweep width of the display is 
200 kc/sec, centered a t  100 kc/sec. On this range 
the analyzer had a resolution of approximately 
2 ke/sec. Icull- scale deflection corresponds to a 
frequency deviation of 10 cps. 
The Lband "Solistron" had a power output on 
the order of 20 mw and exhibited a spectra having 
decreasing deviation ( A  f )  with increasing modula- 
tion frcqueimy (frequency from carrier). Thr 
integratcd noise of the 200 kc/sec swept band was 
80 cps rms (noiscb below 1.7 kc/sec was filtered 
out). 
An unusual feature of the L-band "Solistron" 
was that, a t  a particular position of the fine tuning 
control, an appreciable rclductioll in the Fill iloisc 
c-ould he achieved. The analyzer display for this 
particwlar (bondition is show11 ill the lower photo- 
graph of l~igurc. 10-5. Tlic integratcd iloisc under 
this c~ondition was :< cps rms. 
Figure 16-6 presents FM noise data in the 
modulation frequency range of 1 to 200 kc/sec 
of a C-band solid-state klystron. The data, kindly 
furnished by the manufacturer, are for the 
Fairchild MS 11 1 solid-state klystron. The MS 111 
is a mechanically tuned unit covering the fre- 
quency range 5.9-6.4 Gc/sec. I t  provides 20 milli- 
watts of output power over this range. The device 
consists of a transistor oscillator/doubler and a 
X4 diode multiplier. The MS 111 displays an  
FM noise spectrum shape typical of solid-state 
klystrons. The frequency deviation, as  measured 
in a 1 kc/sec bandwidth, is approximately 10 cps 
(rms) a t  2 kc/sec from the carrier and decreases 
to approximately 3 cps (rms) a t  a modulation 
frequency of 100 kc/sec. 
SOLID-STATE CHAINS 
The 1:M noise of solid-state sources of the chain 
type has been investigated both theoretically and 
experimentally. Figure 16-7 presents the meas- 
ured IClV noise data of an X-band low-noise chain 
developed a t  Raytheon. This source has undergone 
considerable development over the past two years 
and possibly rcprescnts the lowest 1cM noise 
achieved to data in X-band solid-state sources. 
The frequenay deviatiorl a t  X-band, as  meas- 
ured in a 1 kc/sec bandwidth, is 1.0 cps (rms) 
a t  1 kc/sec modulation frequenc:y, dips slightly, 
and then rises to approximately 2.3 cps a t  100 kc. 
This chain illustrates a distinctive feature of the 
FIGURE 16-7.-PM noise of X-band solid-state chain. 
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chain-type sources: that of a rising deviation with where 
increasing modulation frequency, as contrasted 
with a falling A f with increasing FM, characteristic 
of microwave tubes and solid-state klystrons. 
The X-band source is comprised of a VHF 
oscillator and buffer, a four-stage VHI? transistor 
amplifier, and a varactor frequency multiplier con- 
sisting of two doublers, two quadruplers, and a 
final doubler. A block diagram of the X-band 
source is shown in Figure 16-8. 
The 80-Mc/sec crystal oscillator is a modified 
Clapp circuit using a type 2N2808 transitor. The 
oscillator and buffer amplifier are housed in a 
component oven to achieve good long-term fre- 
quency stability. The power amplifier, which 
delivers 5 watts, consists of two 2N2224 amplifier 
stages driving two cascaded class "C" power 
amplifier stages using 2N2887 transistors. 
The amplifier and multipliers were purposely 
designed to have better than 2.5 percent fixed 
tuned bandwidth, so that any frequency in this 
band could be selected simply by changing crystals 
in the oscillator. No attempt was made to achieve 
better F M  noise performance by band-limiting in 
the amplifiers and multipliers. 
A simplified F M  noise model for the solid-state 
chain, presented in Appendix A, explains the 
spectral shape of the F M  noise. The FM noise 
contribution from the oscillator (at chain output) 
as  given by Equation A4 of Appendix A is 
(rms cps per cycle of bandwidth), 
N =multiplier chain multiplication factor, 
B, =loaded crystal bandwidth in cps, 
T =equivalent noise temperature in degrees 
Kelvin of parallel conductance of crystal 
tank circuit, 
PC, =crystal signal power in watts. 
The F M  noise contributed by the amplifier 
(at chain output) is given by Equation A6 in 
Appendix A: 
Af =Nfm(KTa/P,,) 'I2 
(rms cps per cycle of bandwidth), 
where 
f,,, =modulation frequency (frequency from 
carrier) in cps, 
T,=FTo where F is amplifier noise figure; TO 
is 293"K, 
PC, =carrier power a t  input to amplifier. 
A comparison of Equation A6 with Equation 
A4 reveals that the contribution of Af from the 
oscillator is independent of f,,, whereas the con- 
tribution from the amplifier is proportional to f,. 
For large values off,, the amplifier contribution 
will be predominant, and A f will increase linearly 
with f, until limited by amplifier or multiplier 
bandwidth. 
The total chain FM noise can be calculated by 
suitably combining the oscillator and amplifier 
noise contributions. A plot of the calculated chain 
FM noise is shown along with the measured data 
for the X-band source in Figure 16-7. The follow- 
inn measured or assumed ~arameters  were used 
c7 
in calculating the total FM noise: 
F = 10 db, 
To,, = 2930°K, 
PC, = 10 -"watt, 
PC, = 10 - watt, 
B, =4000 cps. 
The shapes of the calculated curve and the 
measured curve are in reasonable agreement, con- 
sidering the number of simplifying assumptions 
that were made in the noise model. Closer absolute 
agreement between measured and calculated data 
- 
FIGURE 16-8.-X-band solid-state source. would result by assuming a higher oscillator effec- 
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tive noise temperature or larger loaded crystal 
bandwidth. 
FM noise data very close to the carrier (below 
500 cps) on solid-state chains are very difficult 
to obtain. Figure 16-9 presents what limited data 
are available on an L-band chain for modulation 
frequencies below 500 cps. The L-band unit uses 
a Valpey Crystal Corp. oscillator and a Micro- 
wave Associates' multiplier and amplifier which 
were built to Raytheon specifications. The source 
delivers 2 watts a t  L-band. 
The spectral plot shown in Figure 16-9, taken 
with an analyzer having a bandwidth of about 
1.2 cps, covers the modulation frequency range 
from approximately 1 cps to 500 cps. The large 
coherent signals are pickup a t  60 and 400 cps, 
which are suspected to be mostly from the test 
equipment (the source operated from 60 cps; the 
test equipment from 60 cps, 400 cps, and bat- 
teries). The spectral plot is presented primarily 
to show the rapid increase in Af as the carrier is 
approached. 
CONCLUSIONS 
This paper has presented PM noise data on a 
wide variety of low-noise microwave signal sources. 
At C- and X-band, under nonvibratory operation, 
two-cavity klystrons are capable of providing a 
carrier with FM noise of less than 0.5 cps (rms) 
per kc/sec bandwidth a t  1 kc/sec modulating 
frequency, decreasing to 0.2 cps (rrns) per kc/sec 
a t  100 kc/sec. The measured FM noise of typical 
low-noise triodes, magnetrons, reflex klystrons, 
and solid-state klystrons a t  C-band and above is 
presently about one order of magnitude higher. 
Data have been presented on the FM noise 
performance of an X-band crystal-controlled 
solid-state chain specifically designed for low 
noise. This source is capable of providing a carrier 
with FM noise less than 1 cps (rms) per kc/sec 
a t  1 kc/sec modulating frequency, rising to 2.3 
cps (rms) per kc/sec at  100 kc/sec. 
The low-noise tube sources exhibit an FM noise 
spectrum which has a deviation ( A f )  which ini- 
tially decreases with increasing modulabion fre- 
quency and then subsequently becomes constant. 
The FM noise of low-noise tube sources from S- 
t~ KU-band has been observed to be relatively 
The solid-state chains for which data have been 
presented exhibit a deviation which initially de- 
creases with increasing modulation frequency, 
passes through a minimum, and then increases a t  
a rate approximately 6 db per octave a t  frequencies 
well removed from the carrier. The FM noise 
deviation for solid-state chains is dependent 
directly on N, the multiplier multiplication ratio, 
and will decrease with decreasing carrier frequency. 
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SHORT-TERM FREQUENCY STABILITY 
APPENDIX A 
Simplified Model for FM Noise in Solid-state T =equivalent noise temperature in degrees 
Chains Kelvin of conductance G;  the noise con- 
The basic diagram of a solid-state source con- 
sists of three significant blocks, a s  shown in 
Figure 16-A1. A stable crystal-controlled transis- 
tor oscillator generates the basic frequency, which 
is amplified to a suitable power level by a one 
or morc stage amplifier. The output of the am- 
plifier is applied to a multiplier chain consisting 
of a series of efficient varactor multiplier stages. 
The oscillator frequency and the overall multi- 
tributed by active elements in oscillator 
have been lumped with thermal noise gen- 
erated in crystal tank circuit, 
C =capacitance of crystal tank circuit, 
wo =short-term average frequency of oscillation 
in radians/sec, 
w =variable angular frequency, 
P =total power generated in crystal, 
Q = crystal-loaded Q. 
plicatiorl factor of the chain arc chosen to provide 
the desired output frequency. 
(TIMES N) OUTPUT 
FIGURE 1G-A1.-Solid-state source. 
Each of the basic blocks is significant in deter- 
mining the FM noisc a t  the output, and each 
will be examined separately. 
Oscillator FM Noise 
The problem of noisc in oscillators has been 
examined by a number of investigators-among 
them Stewart (Referencc 4) ,  Edson (Refererlce 5 ) ,  
and Mullen (Referencc 6) .  All three authors have 
analyzed the effects on self-excited oscillators of 
broad-band noise, such as shot or thermal noise, 
a t  or near the oscillator frequency. Stewart has 
restricted his analysis to FM noise in oscillators, 
whereas Edson & Mullen have treated both the 
AM and IPM noisc case. 
Following Edson, in ICquation 68 in Reference 
5, thc square of the FM noisc voltage spectrum 
from the osc.illator is given by 
effective volts2/cyclc, (A1 ) 
whcrc 
k = Doltzmann constant, 1.38 X 
G" =equivalent parallel conductance of crystal 
tank circuit, 
I n  the range of frequencies 1 to 200 kc from carrier, 
and for the rangc of parameters which will be 
considered, the first term in the denominator is 
negligible with respect to the second term. 
The FM noise power spectrum can be readily 
derived from Equation A1 by multiplying through 
by G and making an appropriate substitution for 
C : 
P,, =) (KT)  (B,/fm)2 watts/cycle, (A2) 
where 
B, =loaded crystal bandwidth in cps 
fm = ( 1 1 2 ~ )  (w - wo) in cps. 
The PM noisc can be expressed as an equivalent 
PM deviatioil using the expression: 
A f = fl fm ( P,/ PC)  ' I2  rms cps, (A3) 
where 
fm = modulation rate or separation from carrier 
in cps, 
P,=noise power in specified band f, cycles 
from carrier, 
PC =carrier signal powcr. 
This expression, which is valid for small modula- 
tion index, is derived in most standard texts on 
FM theory. I11 this instance, whcrc noise is thc 
modulating signal, the assumpti011 of small modu- 
lation index is certainly justifiable. 
Substituting Equations A2 in Equation A3, the 
following relation is obtained: 
Af =R,(K T/P,,) '1' 
rms cps per cycle of bandwidtll, (A4) 
where PC, is the crystal signal powcr in watts. 
Referring to Equation A4, it is seen that the 
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Amplifier FM Noise Contribution 
- - -  
FM noise contribution from the oscillator can be VHF FM DATA CONVERTED TO"X"BAND 
The contribution of the amplifier to the FM 
noise can be calculated readily if it is assumed 
that the amplifier is linear and its gain charac- 
teristics are flat over the FM range of interest. 
For most solid-state sources, the first assumption 
of linear operation is not strictly valid, since the 
final stages of the amplifier are generally operated 
nonlinear for maximum efficiency. A more rigor- 
ous analysis of F M  noise would take into account 
the effects on noise of nonlinear operation in the 
final stages. 
Referred to the input of the amplifier, the total 
noise power per cycle of bandwidth is 
6 .O 
reduced by decreasing the equivalent noise tem- 
perature and the crystal bandwidth or by increas- 
ing the crystal power. This is in marked contrast 4.0 
to the criterion for long-term stable sources, which RMS CYCLES 
IN A ONE require minimum crystal power to reduce aging kc,sec 
effects. 2.0 
Pi, = K T ,  watts/cycles, (A51 
where 
- ALLSCOTT X BAND DATA 
/ 1 
I- - -/---- 
THRESHOLD 
and 
To =293 OK, 
F =amplifier noise figure. 
Pi, can be considered as half AM and half FM 
noise. Substituting for Pi, in Equation A3, an 
expression can be derived for equivalent FM 
deviation : 
rms cps per cycle of bandwidth, (AG) 
where PC, is the carrier power a t  input to amplifier. 
It is seen that the FM noise contribution for the 
amplifier can be reduced by improving the ampli- 
fier noise figure or by increasing the signal level 
a t  the input to the amplifier. 
Multiplier FM Noise Contribution 
0 0  
0.5 k IOk I00 k 
MODULATION FREQUENCY (cps) 
FIGURE 16-A2.-FM comparison, VHF and X-band. 
frequency deviation will be multiplied N times, 
where N is the multiplication ratio: 
This is equivalent to stating that the F M  side- 
bands (power) will be increased by N2. 
Apart from the FM noise sideband enhance- 
ment in the multiplier, which is predictable, there 
are other mechanisms in the multiplier which 
could conceivably produce noise. Included in this 
category are parametric instabilities, avalanche 
breakdown in the varactors, as  well as l/f and 
shot noise from forward conduction in the 
varactors. 
The problem of avalanche breakdown and para- 
metric instabilities are discussed in References 7 
and 8. These particular mechanisms can be sig- 
nificant sources of noise. With proper design of 
the multiplier chain, however, they can be 
eliminated-in fact, must be eliminated if low 
noise is desired. 
An investigation was undertaken to determine 
whether there were any extraneous sources of 
noise in the varactor multipliers chains which 
would produce a significant increase in I?M noise 
at the output above that predicted by the N2 law. 
The FM noise on the VHF signal a t  the input 
t o  the multiplier chain and the FM noise on the 
output were measured. A very sensitive VHF 
discriminator, which is described in Appendix B, 
was constructed to measure the FM noise on the 
VHF drive signal. The measured FM noise on 
the VHP signal, when extrapolated to X-band 
The remaining significant block to be considered using the N q a w ,  was in close agreement with 
in the F M  noise model is the varactor frequency the actual measurcd X-band performance. Figure 
multiplier. In  passing through the multiplier, the 16-A2 shows the experimental results. 
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APPENDIX B 
VHF DISCRIMINATOR which is obtained by using helical resonators with 
A diagram of the discriminator is shown in 
Figure 16-Bl. The discriminator requires an input 
of approximately 50 mw. It consists of two sepa- 
rate channels with sufficient gain to provide a 
75-volt peak detected output when tuned to the 
carrier. Each channel has a bandwidth of 150 kc, 
loaded Q's of between 500 and 600 in each final 
amplifier plate. 
The amplifiers are set up by tuning each channel 
to carrier frequency by a peaking meter. Then, 
channel no. 1 is tuned down to put the carrier on 
its upper 3-db point, and channel no. 2 is tuned 
above carrier in a similar manner. A difference 
AMPLIFIERS DETECTORS 
1 
~$~~+~HO~~RENQW~I I IDK)~  
CIRCUIT AMPLIFIER AMWFIER 
FIGURE 16-B1.-VHF discriminator. 
amplifier inverts one signal and combines them, 
thus providing a discriminator response similar to 
the one shown. The additional audio amplifier, 
which has a gain of 37 db, provides an overall 
sensitivity of S = 14 millicycles/millivolt a t  80 Mc, 
or a'= 1.8 cps/mv a t  "X" band. The use of a 
Hewlett-Packard type 310 spectrum analyzer 
with its 1-kc bandwidth gives millivolts in a 1-kc 
band which are readily converted to rms cycles 
in a 1-kc band. The microphonically generated 
signal from the test set limits its usefulness below 
10 kc/sec. The threshold noise was determined as 
1.1 mv/kc (2 cps per kc/sec a t  X-band) by 
driving from a vacuum tube oscillator calculated 
to give less than 0.1 cps per kc/sec a t  X-band. 
17. SHORT-TERM FREQUENCY STABILITY 
MEASUREMENTS OF A CRYSTAL- 
CONTROLLED X-BAND SOURCE* 
J. R. BUCK AND D. J. HEALEY I11 
Weslinghouse Electric Corporation 
Baltimore, Maryland 
A crystal controlled X-band source providing a high degree of spectral purity and 750 milli- 
watts power output was designed and evaluated by the Westinghouse Electric Corporation. The 
results of the evaluation revealed that, when the oscillator is built to yield high spectral purity, the 
harmonic generator and transistor amplifier can limit the attainable purity a t  X-band. 
Results of measurements of spectral purity when the oscillator and harmonic generator are 
subjected to vibration environment are given. 
Certain products manufactured by Westing- 
house require the incorporation of low-noise micro- 
wave signal sources. Klystron oscillators are 
capable of providing the required spectral purity 
in a laboratory environment; but vibrat,ion effects, 
power supply ripple, and acoustical noise degrade 
the performance to unacceptable levels in vehic- 
ular systems. For a number of years, Westinghouse 
therefore has enlployed an  AFC circuit invented 
by C. H. Grauling, Jr., as  a means of stabilizing 
the spectrum of reflex klystrons against degrad- 
ation under the environmental conditions that 
are encountered. Although the AFC is entirely 
satisfactory for many applications, there are some 
systems demanding more stringent long-term 
stability than is provided by the AFC. These 
applications also, however, require the very short- 
term stability provided by the AFC. 
For these applications, i t  is natural to consider 
the use of a quartz crystal unit as the frequency- 
determining element. This paper describes a 
source utilizing quartz crystal control that was 
designed and evaluated by Westinghouse. 
*This paper is based on work performed in connection 
with the Bureau of Naval Weapons Contract NOW 63- 
0280/di. 
PERFORMANCE CHARACTERISTICS REQUIRED 
Crystal oscillator frequency H F  
band 
Output frequency band X 
Power level 750 milliwatts 
Long-term stability 5 x  lo-5 
Short-term stability See Figure 17-1 
FREQUENCY SEPARATION FROM CARRIER (cp)  
FIGURE 17-1.Short-term stability requirement. 
MECHANIZATION 
Quartz Crystal Unit 
Typical requirements are that the phase modu- 
lation appearing on the X-band signal a t  a dis- 
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FIGURE 17-2.-Oscillator circuit. 
Crete nlodulating frequency be less than 
radian. Our experience with quartz crystal units 
has revealed that this requirement is difficult to  
satisfy under a vibration and acoustic environ- 
ment. Excluding the amplification of the applied 
vibration as a result of excitatiori of the quartz- 
crystal-unit mourlti~ig structure, we have meas- 
ured phase ~nodulation indices between 0.5 and 
3.0 degrees per g a t  X-band for various AT-cut 
resonators operating in the HI' and VHl' range. 
Thus, to meet a radian requircn~e~lt, he 
permissible g-level applied to the quartz plate is 
011 the order of 0.01 to 0.0016 g. A serious problenl 
arises wheri isolatiori is designed to satisfy such 
requirements for vehicular environment arid when 
the space available is small. The isolation system 
always has considerable amplification a t  a low 
frequency; and, wheri typical vibration input 
spectra are applied to the system, nonlinearities 
are exhibited by the isolation systeni. The result 
is that the harmonics of the vibration input excite 
the mechanical resonance of the quartz-crystal- 
uriit rnounting structure. The effective g-levels at 
the crystal unit that are allowed a t  lnount 
resonant frequency arc on the order of 0.001 g, 
and soliietiiiies 1nuc.h less. 
The crystal uriit dcvelopcd by Sykes, Spencer, 
arid Smith (see Refcrcncc 1) was fo111ld to bc the 
best for our applications. The ~ncasurcd mount 
resona~icc in this cbrystal uriit varied 1)ctwccn 
3.0 arid 3.5 kc on a nuinbcr of units tested. 011 all 
the othcr carystal units we have tested, the niount 
rcsonancbe was lower in frequency. In our appli- 
cation, the frequency of the mount resonance is 
not important unless the harmonics occurring in 
the mechanical system as a result of nonlinearities 
are significantly less at the higher resonant fre- 
quencies. A number of isolation schemes were 
tried, and the final design is similar to that which 
was made by RTL, except that it was necessary to 
make the enclosure larger and to use a precom- 
pressed sponge rubber instead of Curon for iso- 
lation. 
Oscillator Circuit 
The oscillator includes a sustaining circuit and 
a buffer amplifier. Measurenlents were made on 
several configurations of oscillators, which in- 
cluded temperature compensation circuitry and 
Automatic Level Co~lt~rol (ATE). I t  was con- 
cluded that temperature compensation could not 
be employed with simple thermistor-varactor 
circuitry because of the degradation of the spectral 
purity a t  the frequencies of interest. The final 
circuit employed was a modified l'ierce circuit 
followed by a transistor buffer amplifier in a 
grounded base configuration. The oscillator cir- 
cuitry is shown in Figure 17-2. I'igurc 17-3 shows 
the oscillator package. 
Harmonic Generator 
The harmonic generation circuitry utilized 
varactor diodes and VHF transistor amplifiers. 
Many harmonic generators employing varactor 
FIGURE 17-3.-Oscillator package. 
MEASUREMENTS OF A CRYSTAI &CONTROLLED X-BAND SOURCE 203 
diodes utilize not simply the variation of de- 
pletion-layer capacitance but also the charge 
storage effects. In such operation, harmonic 
generat,ion is primarily a function of the reverse 
current pulse resulting from the return of stored 
minori ty  carriers-the charge carriers which cross 
the junction when the diode is forward biased 
but which are not permitted to remain sufficiently 
long to allow recombination with majority carriers. 
Such operation leads to power handling capa- 
bility and efficiencies which are greater than can 
be achieved by using depletion-layer capacitance 
variation alone for obtaining the energy con- 
version. Two commercially available- harmonic 
generators which produced 100 milliwatts of power 
a t  X-band and utilize the step-recovery phenom- 
ena resulting from charge storage in some stages 
were measured, and i t  was found that a t  X-band 
the noise a t  2000 cps from the carrier was -50 
db in a 500-cps bandwidth. I t  appeared, therefore, 
that such operation of varactor diodes was un- 
satisfactory for our application. Unfortunately we 
were not able to determine whether the degra- 
dation was entirely caused by the varactor oper- 
ation or whether i t  was caused by the transistor 
amplifiers required to drive the varactor chain. 
However, we had observed a t  various times in the 
past that forward pumping of VHF varactor 
stages resulted in an  increase of the noise spectrum 
of the SHF signal, although such operation ap- 
peared to be tolerable in high SHF stages. There- 
fore, the design of the X-band source was based on 
only using the depletion-layer capacitance vari- 
ation. 
When such a design is made, very good agree- 
ment is obtained with the theory given by 
Penfield and Rafuse. 
The basic design of the harmonic generator in- 
volved the design of an output frequency selective 
filter whose input impedance a t  the output 
frequency was a resistance having the magnitude 
required for maximum power handling capability. 
Also, the input impedance a t  the input frequency 
and intermediate frequencies, such as the second 
harmonic of the input frequency, was a pure 
reactance-frequency slope. 
Similarly, the input circuit was designed to 
produce a resistance a t  the input frequency which 
was the value necessary to pump the varactor 
FIGURE 17-4.-Harmonic generator stage. 
junction with the available input power, so that 
the requisite harmonic elastance variation was 
obtained. At frequencies other than the input 
frequency, the circuit appeared as an effective 
capacitive reactance. In designing the'networks, 
it was necessary that they be made so that the net 
reactance seen by a current flowing through the 
varactor junction was zero a t  the input and output \ 
frequencies. Doubly tuned circuits satisfied our 
requirements, although more complex output 
filters would have been desirable. A typical 
harmonic generator circuit is shown in Figure 
17-4. 
Since the restriction was placed on the varactor 
operation that no forward pumping would be 
permitted and, further, that the reverse junction 
potential would not be permitted to exceed about 
0.8 of the avalanche potential, i t  is not possible 
to produce the required 750 milliwatts of power a t  
X-band by direct harmonic generation. Approxi- 
mate expressions which relate the power handling 
capability of the varactor to its characteristics 
when the series resistance of the diode is small are 
as  follows: 
Simplijied Equations for 
The Doubler and Tripler Stages 
Doubler : 
Power output 
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T R ~ ~ L E R  150 r n i l l i w a t t  
MA4061A 153 Mc 
5 0  r n i l l i w a t t s  X ) rn i l l iwa t t s  250 rn i l l iwa t t s  
4 0 r n i l l i w a t t s  - 18 r n i l l i w a t t s  7 8  m i l l i w a t t s  
17 Mc 
OSCI UATOR 
AMPL. 
3.5 m i l l i w a t t s  
l r n i l l i w a t t s  
m 
MA 4352AI MS 4105 9 7 9 2  Mc TO APC 
TR~PLER 51 MC 54 MC 
MA496G * AMPLIFIER 2TYPESN166 
FIGURE 17-5.-Complete harmonic generating con- 
figuration. 
4 
- - 
where 
fo= excitation frequency 
Vmnx = max. instantaneous reverse voltage 
across junction 
Vmin = min. instarltaneous reverse voltage 
across junction 
Smax= l/Cmin ;Cmin = junction capacitance 
a t  Vmnx 
Smin= l/Cmnx; Cmnx=junction capacitance 
a t  Vmin 
R.= series resistance of diode. (The effective 
reactance must be resonated out.) 
C,ff at exciting freq.x(1/0.68) Cmin 
C,ff at second harmonicx(1/0.67) Cmin 
Tripler : 
where 7 is exponent in: 
Cj=K/(V-4)~ 
C j  = junction capacitance 
V =reverse voltage 
4 =contact potential 
Power limitation occurs in the VHF range. At the 
time this carrier source was designed, the only 
satisfactory high-frequency power transistor ap- 
peared to be the SN166. This transistor has a 
20-watt dissipation rating a t  25OC. 
junction temperatures of not more than 120°C 
and maximum ambient temperature.; of 95"C, 
to guarantee a particular reliability specification. 
With such constraints, the permissible dissipation 
is only 3 watts. It was highly undesirable that 
multiple transistors be employed. High-power 
VHF transistor amplifiers have been designed and 
built a t  Westinghouse, using special combining 
network techniques; but cost, space, and weight 
precluded such circuits from being used. It was 
desirable also to employ the transistors as Class A 
amplifiers to permit the use of R F  feedback tech- 
niques if required and thus minimize phase modu- 
lation effects resulting from collector supply noise. 
For these reasons the amplifier was built to oper- 
ate a t  50 Mc and was designed for an available 
power output of only 250 milliwatts. With such 
restrictions on the design, the available output 
a t  X-band is only 1.0 milliwatt. However, the 
design permits the use of a single varactor diode in 
each stage. For wide bandwidth, it would be 
desirable to use two or four varactors in each 
stage, but such designs were not pursucd. 
Figure 17-5 shows the harmonic generator 
arrangement that was employed. It is interesting 
to note that a t  50 Mc the full power handling 
capability of the MA4106 is being employed when 
it is operated without utilizing-any benefits from 
forward driving of the diode, and a t  X-band the 
available junctions are all too large to permit 
efficient pumping. The inefficient pumping and 
cartridge parameters lead to a much narrower 
bandwidth than was desired in the SHF doublers. 
Figure 17-6 is a photograph of the harmonic 
generator. 
All our designs, however, are based on operating FIGURE 17-6.-Harmonic generator. 
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750-Milliwatt Generator (1 db) compression occurs, and C/N trypically 
The 1.0-milliwatt signal is employed to phase- 
lock an X-band reflex klystron. Figure 17-7 shows 
the basic automatic phase control (APC) loop 
that is employed. The purpose of the APC loop is 
to slave the klystron oscillator to the frequency of 
the signal obtained from the harmonic generator 
plus the frequency of the offset oscillator. The 
offset oscillator also is sometimes employed to 
impart certain periodic information to the carrier 
signal, which is the klystron output. The APC 
loop must provide a gain versus frequency 
characteristic that will reduce frequency devi- 
ations of the klystron arising from power supply 
noise and vibration to the level of the reference 
frequency. The ability of the APC loop to perform 
this function in our applications depends on the 
ultimate phase noise of the product demodulator 
(phase detector). Noise in the product demodu- 
lator output is not merely determined by the noise 
figure of the X-band to dcmodulator circuits but 
depends on the nonlinearities that exist in these 
circuits. With the carrier signal, which is the beat 
between the klystron frequency and the frequency 
from the harmonic generator present, the effective 
noise figure is much worse when measured in a 
500-cps bandwidth a t  a 2000-cps modulating 
frequency than when measured in the usual 
manner with the carrier not present. 
Our measurements on various amplifier and 
product detector configurations have shown that 
the output carrier-to-noise level (C/N) does not 
increase linearly with the input C/N as the 
carrier is increased beyond a certain level. This 
level is much below the level a t  which noticeable 
ranges between 110 and 135 db in a 500-cps band- 
width centered 2000 cps from the signal carrier fre- 
quency. Typical noise figures for the X-band to 
audio circuits are about 13 db, so that the maxi- 
mum carrier-to-noise level is realized with 0-dbm 
signal power. With circuitry exhibiting maximum 
C/N of 110 db, the signal level need not exceed 
-24 dbm. In many applications, this condition is 
acceptable; and a -20 dbm signal level is em- 
ployed. For example, for carrier sources required, 
to be -80 db a t  2000 cps in a 500-cps bandwidth, 
the error detector noise would be at  least 30 db 
below the allowable noise on the source. 
The APC loop must provide gain sufficient that 
frequency excursions of the klystron resulting 
from vibration, acoustics, power supply ripple, and 
dynamic load variations (pulling) be reduced to a 
level which satisfies the spectral purity require- 
ments of the carrier frequency. A loop having an 
open-loop gain on the order of 120 db a t  400 cps 
is capable of satisfying our requirements in some 
cases. When a feedback loop has such gain, it is 
necessary to reduce the gain to unity before 
intolerable time delays occur. A 40 db per decade 
cutoff at  400 cps is required. This typically may 
change to a 20 db per decade rolloff a t  a gain of 
about 20 db, yielding an APC bandwidth on the 
order of 1200 kc. With careful design of the 
amplifier and demodulator circuitry, additional 
filtering will not occur below a frequency of several 
megacycles, and the resulting gain versus fre- 
quency characteristic provided by the APC loop 
is adequate to reduce to an acceptable level the 
klystron frequency deviations resulting from all 
environmental disturbances. With transistor cir- 
cuitry, one must be extremely careful in the design 
to minimize phase modulation of the carrier 
signal resulting from variation of circuit suscep- 
tance with noise on the collector supplies. 
Figure 17-8 shows a typical IF amplifier and 
product detector circuit that is employed. The 
ac-to-dc conversion with the circuit show11 is 
about 240 millivolts per degree of phase shift. The 
use of feedback as shown permits a reduction of 
phase noise resulting from power supply noise of 
approximately two orders of magnitude greater 
mEPUENCy% than is achieved with simple transistor circuitry. 
Thus, with careful design of the APC loop the 
FIGURE 17-7.-Basic APC loop. klystron can be disciplined to the reference 
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SHOWN AT I ?E:: 
FIGURE 17-8.-IF amplifier and product detector. 
frequency derived from the harmonic of the quartz 
crystal oscillator. 
MEASURED PERFORMANCE CHARACTERISTICS 
Stability of Complete Source 
The complete source includes the APC loop and 
reflex klystron oscillator. The APC loop was 
evaluated separately from the oscillator-harmonic 
generator by utilizing a low-noise microwave 
oscillator in a laboratory envirorlmcrlt as t,he 
reference frequency. The APC loop characteristics 
satisfied the design objcctives and thcrcforc did 
not need to be included in evaluating the crystal 
oscillator-harmonic generator. 
The oscillator-harmonic-generator output fre- 
quency spectrum was measured by two methods. 
One method involved the use of the James Scott 
noise measuring equipment. The other method 
involved the use of a frequency discriminator 
whose input was the beat note obtained by hetero- 
dyning two completely independent oscillator- 
harmonic-generator units. The output of the 
frequency discriminator was measured with a 
narrow bandwidth wave analyzer. The noise 
bandwidth of the analyzer was 7 cps; and a 20- 
second timc constant smoothing circuit was 
employed, so that  the average value of the noisy 
envelope of the signal appearing a t  the output of 
thr  7-cps bandwidth bandpass filter could be 
obscrvcd. Thc results of the mcasurcments made 
on two identical sources is shown in Figurc 17-9. 
A previous paper (scc Iiefcrcricc 2) dcscribed 
the instrumentatioli and rcsults obtained in 
time the paper was written indicated that  the 
harmonic generator did not degrade the X-band 
signal purity, as compared with the oscillator 
purity, except for the expected increase by the 
frequency multiplication ratio. Efforts, however, 
continued on improving the oscillator-amplifier 
circuits, and the results show11 in Figure 17-8 
included these improvements. The rcsults now 
indicated that there was a slight degradation of 
the spectral purity caused by the harmonic 
generating circuits. Although we believed that a t  
last we had a sufficiently stable oscillator and 
that harmonic generator instabilities were the 
limiting factor, the difference between measured 
and predicted results was too small t o  permit a 
definite conclusion to be reached. An evaluation 
therefore was made of the stability of the com- 
ponents in the harmonic generator. 
Stability Under Vibration 
The stability also was measured under vi- 
bration. Figurc 17-10 shows the rcsults when the 
harmonic generator was subjected to 1-g vibration 
input over a vibration frequerlcy range from 100 
to 2000 cps. Low-frequency vibration was also 
applied, arid thc spectrum was measured over the 
range of 100 to GOO0 cps. Vibration input of 0.15- 
inch double amplitude from 10 to 30 cps was 
applied, and no discernible change in the power 
spectrum was observed. However, when the 
vibratiorl input was irlcrcased to 10 g, the noise 
level increased by 3 to G db uniformly over the 
100- to 6000-cps range. Although extremely rigid 
MODULATION FREQUENCY (cps) 
testillg the oscillator. The measured results a t  the FIGURE 17-g.--Spectr:~ of beat betwccri two sources. 
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contruction and strip line circuits were employed 
(Figure 17-6), structural deficiencies were ex- 
perienced a t  10 g. 
Oscillator Performance 
To determine whether the harmonic generator 
degrades the stability, it is necessary to have 
knowledge of the oscillator spectrum. The results 
shown in Figure 17-9 are for an X-band signal 
source which is obtained by frequency-multiplying 
the output of a 17-Mc crystal oscillator by 576. 
The spectrum of the oscillator must then be 55 db 
better than that of Figure 17-8 if the results do 
not represent the oscillator performance. There- 
fore, an instrumentation technique is required 
J 
VIBRATION INPUT I g rms, 100 cps TO 2000 cps 
W 
-10 I I l  I l l  NOTE 
- 2 0  SIDEBAND LEVEL WAS LINEAR FUNCTION OF 
- 
V) VIBRATION FREQUENCY AND MODULATION 
FREQUENCY (CpS) 
FIGURE 17-10.-Stability under vibration. 
that is capable of measuring carrier-to-noise ratios 
on the order of 160 to 170 db/cps at  frequencies 
separated from 2000 to 100,000 cps from the 
carrier. A technique that we found to be suitable 
for such measurement has been described pre- 
viously (see Reference 2). Figure 17-11 shows the 
arrangement that is employed. 
The secret of making such measurements is to 
recondition the carrier and exalt the noise side- 
bands. The latter is obtained by a carrier nulling 
technique as shown in Figure 17-11. This avoids 
the noise-carrier intermodulation problem that 
was discussed in connection with the APC error 
NARROW-BAND 
A CRYSTAL FILTER h 
CRYSTAL OSC. 
ATTEMATOR NOISE UNDER TEST AUDIO 
AMPL.. 
WAVE 
ANALYZER 
FIGURE 17-11.-Oscillator measuring instrumentation. 
Calibration of instrumentation, such as shown 
in Figure 17-11, is made by several methods to 
insure that the desired information can be 
measured. A technique which is simple and 
straightforward involves the addition of a small 
signal to the carrier. Such a signal may be ob- 
tained from a frequency synthesizer and can be 
precisely set to be 100 db smaller than the carrier. 
The resultant is an equivalent single sideband 
signal. Such a signal consists of a set of symmetric 
and antisymmetric sidebands. These are equal in 
magnitude, and the antisymmetric set corresponds 
to phase modulation of the carrier with a modu- 
lation index that produces a - 106 db sideband 
level. The product detector is a quadrating device; 
and, by properly adjusting the phase shifter shown 
in Figure 17-1 1, approximately 40-db discrimi- 
nation against the AM component is realized. 
Measurement of the product detector output with 
the wave analyzer, together with knowledge of the 
FREQUENCY SEPARATION FROM CARRIER (cps) 
detection. FIGURE 17-12.-oscillator spectrum. 
208 SHORT-TERM FREQUENCY STABILITY 
VIBRATION FREQ. OR MOD. 
FREQ. ( cps) 
FIGURE 17-13.-Oscillator spectrum with vibration of 1 g 
rms, 100 to 2000 cps. [Note: (1) Sideband levels were 
linear function of applied g-level (2) Mount resonance a t  
3.4 kc was not excited as a result of nonlinearities in 
isolation for 109-2000 cps I-g vibration output.] 
signal levels a t  the summation point, then pro- 
vides calibration of the measuring apparatus. 
This measuring technique has been perfected so 
that, at a frequency of 17 Mc, the ultimate sensi- 
tivity is better than a 170-db C/N in a 1-cps 
bandwidth at  frequencies more than 2000 cps 
from the carrier. 
The results of measurement of the oscillators 
employed in obtaining the results shown in 
Figure 17-9 are given in Figure 17-12. 
The oscillators also were measured under 
vibration environment. The results for a 1-g 
vibration input are shown in Figure 17-13. At 
2000 cps, the sideband level is -120 db/cps. 
Thus, isolation on the order of 800-to-1 is re- 
quired in typical system applications, in addition 
to that which exists in the oscillator package. 
Performance of Individual Stages of the Harmonic 
Generator 
Si~icc the X-band output spectrum and measure- 
ment of the oscillator spectrum revealed that de- 
gradatioll was occurring when our best oscillators 
wcrc used, the individual stages of the harmonic 
generator were measured. Two identical circuits 
driven by the oscillator were measured by multi- 
plying their outputs in a product detector. De- 
tectors were constructed for each frequency of 
interest up to 300 Mc. This permitted individual 
stages and combinations of stages to be measured. 
The results include noise from each of two channels 
except in the case of the amplifiers. Since there is 
no frequency change involved, the source can be 
directly applied to the product detector when 
measuring an amplifier. Referred to X-band, the 
instrumentation noise a t  50 Mc was -114 db/ 
cps. 
The results of these measurements revealed 
that the first two triplers and the 50-Mc amplifier 
both exhibited noise which accounted for the 
observed X-band spectrum. The first tripler and 
amplifier exhibited noise of -103 db/cps a t  2000 
cps from the carrier referred to X-band. The 
second tripler exhibited noise of approximately 101 
db/cps a t  2000 cps from the carrier referred to 
X-band. 
The harmonic generator providing 300 Mc to 
X-band was measured as an entire unit, using a 
microwave phase detector. The noise contribution 
of this portion of the harmonic generator was 
-118 db/cps at  2000 cps from the carrier at  X- 
band. 
CONCLUSIONS 
The results of the evaluation of the signal purity 
of an X-band source derived by generating an 
X-band harmonic from a 17-Mc crystal oscillator, 
using varactor diode harmonic generation circuits, 
indicate that the oscillator can be so good that 
harmonic generator degradation of the spectral 
purity becomes important. 
When the signal purity a t  X-band must be 
better than was obtained with the mechani- 
zation described in this paper, it would seem 
advisable to utilize the harmorlic of a VHF 
crystal oscillator rather than the harmonic of an 
H F  crystal oscillator. If it is assumed that the 
same carrier-to-noise ratio realizable a t  HF can 
be achieved in the sustaining circuit arid amplifier 
a t  VHF, thc VHF oscillator should provide the 
same X-band spectrum as the H F  oscillator when 
ideal harmonic generators arc employed with 
both oscillators. 
Thr TO-5 cold-welded crystal unit dcvclopcd 
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by BTL should be well suited for this application. 
Preliminary results of vibration tests of such 
units a t  Westinghouse indicate that they are 
about two orders of magnitude better under the 
vibration environment than was the 17-Mc 
crystal unit. 
There was no measurable increase in the spec- 
tral noise a t  the frequencies corresponding to the 
inharmonic resonances of the 17-Mc crystal 
units. In the use of the VHF crystal unit, the 
inharmonic responses might be a problem. 
The transistor amplifiers can be greatly im- 
proved because of the availability of the RCA 
2N3375 transistor. Using this transistor, extremely 
phase stable circuits-obtained using feedback 
techniques-can be realized a t  50 Mc. 
Step recovery diodes possibly can be employed 
for the high UHF and SHF stages of the harmonic 
generator. The fact that the harmonic current is 
proportional to the input signal level over a wide 
range of input implies that the bandwidth 
problems associated with cascading nonlinear 
varactor stages would be relieved. 
It appears that, with little effort, an X-band 
carrier generator providing a carrier-to-noise 
level of 115 db/cps at 2000 cps from carrier should 
be realizable. 
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18. A L O W  -NOISE PHASE-LOCKED- OSCILLATOR 
MULTIPLIER 
H. P. STRATEMEYER 
General Radio Company 
West Concord, Massachusetts 
A 100-Mc crystal oscillator can be phase-locked t o  any submultiple frequency between 1 and 
10 Mc/sec. The use of a keyed phase detector makes it possible to obtain a wide range of multipli- 
cation ratios without adjustments of the circuit. Exceptional flexibility for experimental purposes 
and large multiplication ratios in a single stage are obtained with only moderate complexity. The 
bandwidth of the multiplier can be made over 5 kc/sec wide at  100 Mc/sec, so that the character- 
istics of the driving source are reproduced for averaging times down to less than 100 psec. The 
noise level of the multiplier is less than -145 db per cps bandwidth a t  the 100-Mc output. 
Figure 18-1 is a block diagram of the multiplier. 
A short pulse, generated a t  the input frequency, 
keys the phase detector. The output from the 
phase detector is proportional to the amplitude 
of the 100-Mc signal when the input pulse is 
generated. This output is used to correct thc 
frequency of the crystal oscillator. This arrange- 
ment permits ariy integral ratio between output 
and input frequency (e.g., if the ratio is 20, every 
20th cycle is sampled; if the ratio is 100, every 
100th cycle is sampled). As long as the pulse 
the wavefornl to be sampled, (2) the source 
impedance of the high-frequency signal and the 
"on" resi~tance of the switch S iilust be low 
enough to charge the holding capacitor C I ~  during 
one snmple, and (3) the load i~rlpedar~ce across 
CII niust be high enough to prevent decay of 
voltage across Crr between samples. The larger 
CII is, the loriger is the holding (discharge) time 
constant; but the source impedance nlust be lower 
SNAP-OFF 
DIODE 
- CLIPPING - 
LINE 
'-$Q FIGURE 1&2.-Keyed phase detector. 
FIGURE 18-1.-Phase-locked oscillator multiplier (PLOM). 
generator (Figure 18-2) can produce pulses a t  
the input frequency and the loading on the 
detector is negligible, there is no theoretical 
limit on frequency ratio. Very high ratios have 
been successfully used in experimental units 
(Reference 1) .  
Figure 18-3 is a simplified diagram of the phase 
detector. Several factors limit the frequency ratio: 
(1) The pulse must be shorter than 3 cycle of 
and lower to charge CII to the amplitude of the 
signal during the "on" period of S. If the output 
frequency is 100 Mc/sec, a ratio of 100: 1 is easily 
obtained by coriventional techniques. 
For the unit described, a two-diode bridge with 
Gallium Arsenide diodes, a holding capacitor of 
about 20 pf arid an input impedance of the dc 
amplifier of 1 Mf2 gave satisfactory results. 
The input circuits that generate the sampling 
pulse determine the rioise contribution of the unit 
inside the lock-loop passband. I t  is convenient to 
PRECEDING PAGE BLANK NOT 
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Input 
FIGURE 18-3.-Pulse generator. 
use 811 equivalent resistance to describe this noise. 
This resistance is independent of the multiplica- 
tion ratio. Several circuit arrangenlerits have been 
investigated. In all of them, a snap-off (step- 
recovery) diode generates the pulse (References 
2 and 3) for the keyed phase detector. They 
differ only in the way the input signal, ge~lerally 
a sine wavc, drives thc snap-off diode. A sinlple 
three-stage, overdrivcn amplifier was used origi- 
nally but did riot provide sufficient squaring a t  
low input frequencies. Thc next circuit was a 
Schinitt trigger circuit and amplifier; all data 
presented in this paper wcrc obtained with this 
circuit, which accel)ts a widc range of input fre- 
qucneies arid aniplit udes. A tunricl diodc circuit 
can bc niade more sensitive and can be used a t  
frequericies into the hundreds of mcgacyclcs, but 
allows little range of input aniplitude. While the 
tunnel diodc nlay have soiilewhat less noisc, the 
experir~ierital use of the multiplier described nladc 
it impractical to linlit the input aniplitude to the 
2: 1 range of the tunnel-diode circuit. If a niulti- 
plier of this type is to be used for output fre- 
quenc-ies over a few hundred niegacycles, the 
tunnel diode may be required. *. 
Design psi-anleters of phase-lock6d oscillators 
have been treated extensively in the literature 
and are well understood (Referenc.cs 1 arid 4). 
To understarid the requirements of this unit, one 
need keep in mind only that thc phase-locked 
osc.illator will follow the nlodulating frequency of 
the co~itrolling signal inside thc passband of the 
10c.k loop. Outside the passband the noise of the 
oscillator alone is seen. The phase-lock loop 
acts as a low-pass filter for noise on the cont- 
rolling signal and as a high-pass filter for the 
noisc~ of thc locked oscillator. The capture rarige 
can be made as wide as  the lock range but 
can be restricted by an additional low-pass 
filter in the lock loop. If a multiplier is to be 
used to evaluate the performance of the low- 
frequency source, the capture range must be made 
as wide as possible (i.e., the frequency response 
of the lock loop should not be limited by anything 
but the lock range of the oscillator which, in turn, 
should be as wide as possible). Figure 18-4 shows 
the static characteristic of the 100-Mc crystal 
oscillator. The usable range is about f 100 ppm. 
Figure 18-5 shows the overall response of a 
multiplier lock loop and the test setup for the 
measurement. A 5-Mc signal is multiplied to 100 
Mc/sec in one channel. The same 5-Mc signal is 
fed to the other multiplier chanricl through a 
phase ~iodulator. The two 100-Mc signals are 
connected to a phasc detector, and the output is 
recorded as a function of the modulating fre- 
quency. Thc responsc is flat to about 9 kc/sec 
(-3 db) and rolls off a t  20 db/decade beyond 
DEVIATION FROM 
FIGURE 184.-Static characteristic voltagccontrolled 
100-Mc crystal oscillntor. 
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FIGURE 18-5.--Overall response of phase-lock loop of PLOM. 
10 kc/sec. The peaks a t  34 and 44 kc/sec are spurious responses of the crystal alone. The main 
caused by spurious modes of the 100-Mc crystal mode, a t  100 Mc/sec, has a series resistance of 90 
in the locked oscillator. Figure 18-6 shows the ohms; the nearest spurious mode a t  +34 kc/sec 
is 800 ohms; and the next, a t  +44 kc/sec, about 
450 ohms. 
EVALUATION OF PERFORMANCE 
100 M C  +44 kc To determine the noise of the multiplier, coher- 
ent drive was applied to two identical multipliers; 
and the outputs were compared. Noise common 
to both inputs does not appear as output if the 
two mult.iplier channels have similar character- 
istics, whereas noise introduced by the multipliers 
shows up in the output. A wave analyzer can be 
used to plot the noise spectrum. At the 100-Mc 
INPUT 
S M C  
800a IOOOMC 
 FIG^ 1&6.-Spurious modes of 100-Mc crystal. FIGURE 18-7.-Measuring system for noise tests. 
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FREQUENCY (kc) 
FIGURE 1&8.-X-band spcctrum of klystron multiplier only. 1 W M c  coherent drivc; analyzer bandwidth, 10 c 
output of the phase-locked oscillator multipliers, 
the noise is too low to be measured, arid additiorial 
multiplicatiori is required. Figurc 18-7 is a b1oc.k 
diagram of the setup used for this purpose. This 
systenl multiplies phase deviatioris by 100 so that 
the spectrul~i is that which would be obtairicd at 
X-band. The ~iiultiplicrs iri lcigure 18-7 arc phase- 
locked klyslroti niult il)licrs with 100-kc baridwidth 
in their lock 1ool)s. TJtiforturiately, these uriits 
iritroduced rather strong sidcbarids at thcir power 
i'recluaicy. To sel)aratt1 thescl sidebarids fro111 any- 
thit~g that might be iritroduccd by thc phase- 
locked oscillator multipliers under test, the pri- 
rrlary power was obtairied from a power oscillator 
of about 1 kc/scc. rather than fro111 60 cps. The 
spcctrunl of Figurc 18-8 shows the output fro111 
the klystrorl multipliers with coherent 100-Mc 
drive to both chairis (0 db c.orresl)o~ids to 1 v rrus). 
Note the abseticc of rioisc down to the -100 db  
level exc.cl)t a t  the low-frcqucnry elid. The low- 
frequency colnl)o~ictits arc caused by a co~ilbiria- 
ti011 of l/f noisc* in the mixer, direct pickup of 
GO arid I20 cps through grourid loops, arid carrier 
unbalaric-c iri the wave analyzer. ltclatively strong 
conlporierits arc presetit at the 1-kc power frc- 
qucricy arid its hartno~iics. 
FREQUENCY (kc) 
1'1cunr: 1%!).-X-band spectrum of complctc systcnl with 5 M c  coherrrit drivc to PLOMs. Analyzcr bandwidth, 10 c .  
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FREQUENCY (kc) 
FIGURE 18-10.-X-band spectrum of two 5-Mc oscillators. Analyzer bandwidth, 10 c. 
Figure 18-9 shows a spectrum obtained with A typical applicatiori for these multipliers is 
coherent 5-Mc drive to the two phase-locked the measurement of the noise spectruni of two 
oscillator multipliers. The noise level is increased 5-Mc precision sources with carystal drive levels 
slightly and is between -96 db  a t  a few hundred of about 0.7 microwatt. Figure 18-10 shows a 
cps and - 100 db  above 3 or 4 kc/sec. This is typical X-band spectrum. 
the output from two equally rioisy devices and 
corresponds to -99 to - 1 3  db  for one unit. As 
the spectrum was obtained with 10-cycle band- REFERENCES 
width, another 10 db  must be subtracted to net 
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Prof. Ramsey.--For one thing, I am very or perhaps even a hundred more beam intensity. 
pleased and honored by the fact that several of The main limitation that would come a t  some 
the authors used the hydrogen maser for com- stage is simply pumping speed to handle the hy- 
paring how their device was as a short-term drogen flow in the maser. On the other hand, 
frequency standard. this can for short intervals of time be overcome 
But I really want to point out in the case of by giving short periods of bursts. 
Davidovits and Arditi that their comparison was So I think for very good short term stability 
with a hydrogen maser that was designed for one could very well have a factor of a t  least 
long-term frequency stability, deliberately de- lo4 in beam intensity, which would therefore 
signed not to have short-term frequency stability. correspond to watts or about the same as 
In particular the hydrogen maser, as normally that discussed by Davidovits. 
used when long-term stability is the principal Now, this remark is not in any way meant to 
desire, has a line that is made as narrow as belittle the usefulness of the other devices, par- 
possible. This means that the atoms are stored ticularly the rubidium maser that was described, 
in the bottle for times of the order of a second which has many great virtues of simplicity and 
or more for the purpose of getting a very sharp is indeed a very attractive device for short-term 
line. On the other hand, that does one no good stability measurements. 
if he is looking for very short-term stability. On the other hand, this remark does correct 
Furthermore, it does harm for short-term stability the statement that the rubidium maser could be 
in that one must then diminish the power output two orders of magnitude better than the hydrogen 
of the device. This power limitation was true of maser for short term stability. This statement is 
the hydrogen maser with which the comparisons only true of hydrogen masers designed for different 
were made; we normally run with about 1012 functions. If both were designed for the same 
atoms per second coming into the maser. This function actually they would be about com- 
means that we were operating a t  10-l2 watts parable. There is a place a t  which one would 
output, which from the point of view of short- change over from preferring the hydrogen maser to 
term stability is somewhat unfavorable because probably doing it with, say, a rubidium maser a t  
of the low power output. somewhere in the order of--oh, probably on the 
On the other hand, with the maser that we order of 10-2 seconds. For longer times than that, 
have a t  present, we could multiply the beam the hydrogen maser, if you want high precision, 
intensity by a t  least a factor of a hundred, and is significantly better. For shorter times than that, 
i t  is, I think, quite easy. It would be quite feasible the two devices are beginning to get fairly com- 
with just a little bit of improved design to get parable, in which case one might as well take the 
still another factor of ten. This would essentially simplest of the devices. For sufficiently short term 
increase the average power of the maser, operated stability i t  is really basically the power output 
in a continuous fashion by about lo3, in that that is relevent and if the hydrogen and ru- 
case making i t  run a t  about watts. This is bidium masers are each operating about 
very helpful on the short-term stability where watts, they would be somewhat comparable. 
the noise in the receiver is the dominant limita- Mr. Smith.-It was most interesting this morn- 
tion as correctly pointed out by Arditi, David- ing to hear reference made to devices with which 
ovits and others. I am familiar; namely, crystals and crystal 0s- 
It is also true that with a hydrogen maser, one cillators, as compared to other devices with which 
could do pulsed operation, that is where one I am less familiar. 
deliberately operates the device somewhat inter- The other point of considerable interest to me, 
mittently. Under that circumstance, we could a t  least, was the fact that for about the first 
certainly get an additional factor of a t  least ten time this morning we heard an actual suggestion 
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for a method to specify short-term stability. 
Whether or not the rms frequency definition in a 
given bandwidth is the best and simplest way 
is something still to be decided. 
To me i t  appears that one needs probably 
differerit pieces of information for different appli- 
cations. A completcb specification, a t  least from 
a manufacturer's point of view is probably highly 
impractical because of the expense and the diffi- 
culty of making all of the measurements on a 
particular device. I n  most cases in which this 
very high degree of short-term stability is re- 
quired, however, a t  least referring to crystal 
oscillators, there will he involved fairly lengthy 
multiplier chains, as was pointed out this morning 
by one of the speakers. 
Aftel multiplicatiorl of frequency, it matters 
little whether you start with AM or FM sidebands, 
you end up with a phase modulation. So probably, 
for practical purposes if we could specify the total 
spectrum a t  an equivalent microwave frequency, 
wc could satisfy thc practical riceds of nearly 
a11 of the users of stable microwave sources. 
This is presented for what it is worth. We h a w  
a long way to go, 1 bclievc~, to reach a common 
ground for definition. 
Just in passing, I was   no st intcirested in rioting 
that  thc figures quotcd for crystal oscillator chains 
are in pretty closc agreement with a few measure- 
ments that wc have madr a t  Bell Laboratories so 
far. This gives me a little more confidence that 
perhaps we are not too far off in our attempts. 
We are a ways away from actual microwave 
chains. We have been using the systems of fre- 
quency differences very similar to that  described 
by Mr. Stratemeyer and have come out with 
comparable numbers to those quoted by Westing- 
house and Raythcon this morning. 
Dr. Reder.-The paper by Stratemeyer, I 
thought, was interesting because it gives a very 
nice mcthod for flexible testing. It has an in- 
teresting feature since one portion of a crystal 
sig~ial is compared with another portion of the 
same signal, whose phase is controlled by the 
input to the trigger. 
I wonder, on the next to the last paper, what 
the definition of '(medium-short-term" stability 
is? But i t  is not an important question. 
As to the paper on noise spectrum porperties 
of low-noise microwave tube and solid-state 
signal sources, I thought it was very useful be- 
cause i t  presented a lot of data which was missing 
in some of the other papers. It looks as if there 
is hope that we shall get a solid-state microwave 
source which can be used as a flywheel for atomic 
frequency standards in the microwave range. 
Now I would like to make a few comments on 
the paper on measurements of short-term fre- 
quency stability using microwave pulse-induced 
emission. I t  was stated that  both this devicc and 
the masers have the advantage that  they arc not 
time-constant limited because thcrc is no loop 
which locks anything. While this is true in 
general, actually the atom-cavity system also 
forms a loop with a timc collstarit determined by 
the cavity &, I don't think that this feature is 
of much importance in practice. You can hardly 
use these sources of high short-term stability 
without some amplification. And usually, I believe, 
one would employ a phaselocked klystrori circuit 
which introduces a time-constant limitation. 
I t  is also claimed that thc pulse-emission device 
does not require steady inversion. This is true, 
but i t  still docs require, or makes it desirable for 
output power, to have the difference between thc 
two populatiolls increased hy optical pumping. 
So again, I do not think that this advantage is 
too important in practice, a t  least not as long as 
you stick to  Rb for which achievemerlt of steady 
invcrsion is not too difficult anyway. 
I understand from the title of the paper that 
the pulse-emission devicc is primarily applicable 
to measurements of the spectrum of, for instance, 
crystal oscillators, and not so much as a source 
per se of high short-term stability signals of suffi- 
cient power level in the microwave rangc. 
I also wonder what the effect of spectrum 
asymetry would be in case the frequency of the 
driving signal does not exactly agree with tho 
atomic frequency. Since your (Dr. Arditi's) 
measurement precision was limited to about 2 
parts in loL0, YOU may not have seen such an 
effect. 
I think the same might hold, a t  least in part, 
for the claimed absence of any light-shift. I just 
wonder whether there is absolutely no light- 
shift in a device like this in which you turn off 
the light before you look a t  the microwave signal 
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or whether a small light-shift is still possible 
depending on the time interval between "light- 
off'' and "microwave receiver-on". 
I do not believe in the suggestion that the 
pulse-eioission device should be used for tuning 
the hydrogen maser. Because if one uses it for 
maser tuning one degrades the H-maser accuracy 
by the lower accuracy and stability of the pulse- 
emission device. 
The paper on an optically-pumped rubidium 
maser oscillator brought a very nice surprise, 
that is, Columbia University got this maser finally 
oscillating between the m = 0 levels. What arouses 
my suspicion, however, are claims that several 
discussed improvements can be achieved "easily". 
I wonder-other well-experienced people work so 
hard for years just to accomplish moderate im- 
provements-I hope they know what they are 
doing. 
I do not believe that the Rb maser is a suit- 
able-well, let us say competitive, standard for 
long-term frequency stability. It is plagued by 
the bad feature of any maser, namely cavity 
pulling. You do not have this serious problem 
with passive standards. 
Also I believe that there are still many tech- 
nical problems to be solved. Many of those at  
first easily-taken technical problems turn out to 
be really nasty problems in the end. For instance, 
take the all-metal cavity with the glass-to-metal 
seals exposed to Rb vapor. Rb reduces metal 
oxide which is a vital element of the seal. Of 
course, one may overcome this trouble by painting 
the seal with a suitable film. 
This sealing problem aggrevates leak testing 
(something serious for all gas cell standards) 
which is important for long-term stability and 
quite complicated because of the 10 Torr, or so, 
buffer gas pressure. If a leak develops in the metal- 
glass seals, you have no ready means of de- 
tecting it except by measuring frequency changes. 
The paper mentions that the Rb maser uses a 
magnetic microwave window. I think it would be 
desirable to replace it with a nonmagnetic window 
which is now available on the market. 
Again, I am very skeptical about an "easily" 
achievable 10-8 watt power output. I never have 
seen an improvement by a factor of 1,000 which 
came about "easily". I do believe in the potential 
of the Rb  maser as an excellent short-term 
stability source and I would like to recommend 
strongly that the Government support work on 
the solution of various technical problems. Such 
work can best be done by industry, and it would 
do no harm to do i t  in parallel to further research 
a t  Columbia University which is concerned with 
more basic problems, e.g., finding buffer gas 
mixtures with better temperature stability and 
reducing light shift. 
Now about the first paper, according to its 
title it should have treated all passive atomic 
standards equally. But I think it was heavily 
influenced by the beam-tube people. There was 
very little information in this paper on gas cell 
standards which, offhand, look to me to be by 
far  better standards for "short-term" stability. 
Also, I think it would have been quite useful if 
the obvious spread in the f value of the various 
beam tubes would have been explained. 
Finally, if I may, I would like to show, just 
for the fun of it, a beat note recording between 
two Rb standards. I t  was recorded a t  100 Mc and 
with a time constant of the Parzen frequency 
comparator of 0.01 sec. This specific beat note 
was established by tuning one standard as close 
as possible within a reasonable time to the other. 
I t  shows, therefore, phase noise for considerable 
time intervals around the cross-over points. In this 
specific case the beat cycle was about 6 hours 
long. I do not claim that gas cell standards always 
behave like this, but it is an interesting case. 
I t  means that the offset here was 5 parts in lOI3 .  
Since such numbers are throw11 around here 
freely, I see no reason why I should not throw 
one, too. 
Dr. Vessot.-It is set there, though; it didn't 
get there by itself. 
Dr. Reder.-This is right. I did not claim it. 
I said so specifically. 
Unfortunately, the projector here does not work 
with this record. Well, I will leave the record 
here on the podium during lunch time, and those 
interested can look at  it. 
Dr. McCoubrey.-I wanted to comment first 
on the fact that I think we are witnessing a t  
this conference some new viewpoints which are 
particularly important to the topic of the con- 
ference, short-term stability. These new viewpoints 
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are represented by the paper on the rubidium 
maser and the remarks of Professor Ramsey 
concerning the hydrogen maser, with particular 
respect to its short-term stability. 
The point is this, there will always be a need 
for oscillators which can be slaved by phase 
locking methods to very stable master oscillators, 
such as the hydrogen maser, or which can be 
used as flywheel oscillators, frequency locked to  
a very stable atomic reference such as the cesium 
atomic beam tube, possibly later on a thallium 
tubc and the rubidium buffer gas cell. 
Now, the point is that these references provide 
the long-term stability that you want, and what- 
ever degree of short-term stability that you require 
will have to  come from either the slave or fly- 
wheel oscillator that is used. So far crystal 0s- 
cillators have been used exclusively in this kind 
of work. 
But I think that now the picture is changing, 
and with the developments that we see coming, 
these active maser oscillators having excellent 
spectral purity, will provide some opportunities 
that  we haven't had in the past. 
The aging characteristics of quartz crystals and 
their high sensitivity to rnechanical acceleration, 
vibration, microphonic effects, ctc., place some 
real demands upon the design of feedback systems; 
the feedback systems associated with phase lock 
circuits, or the feedback systems associated with 
frequency control circuits. 
From a practical viewpoint these effects are 
absent or a t  least they are reduced by many 
orders of magnitude in the case of the active 
atomic oscillators, hydrogen masers and rubidium 
oscillators. I think if these devices are developed, 
for their optimum spectral purity, they will be 
particularly useful for slave oscillators or fly- 
wheel oscilIators in feedback systems. This op- 
timum design will involve the high power output 
without sacrificing the & associated with the 
atomic transitions. 
I think i t  was evident in the talks that  the 
rubidium oscillator will certainly be important 
because of its size and simplicity. Which of these 
oscillators will actually have the highest degree 
of spectral purity, I think, remains to be seen. 
The details arc not obvious to mc now, a t  this 
point in any casc. 
The second thing I would like to comment 
on, I find it a little hard, is this question of the 
pulsed emission. I have the feeling that,  if we 
gat,hered ten experts in the room, i t  would be 
about an hour before we are all talking about 
the same thing. This may or may not have some- 
thing to do with short-term stability; I don't 
know. The point, though, is that i t  is difficult 
to compare what is happening in the pulse case 
with what we havc been talking about a t  other 
times during the conference. I think that i t  is 
necessary to look very, very closely a t  the funda- 
mentals of what is taking place in each case. 
What I would like to try to do is to focus attention 
on three points. I t  is particularly hard because 
I find I have to jump between this concept of 
spectral purity in one case and short-term stability 
in the time domain in another case, and I can't 
do that very well. 
But, first, in the case of the cavity tuning effect, 
such as in the transient case of pulsed emission, 
one is dealing with radiation which is emitted 
over a short pr! ',)d of time, the time of the pulse. 
You are deali:.< .ith atoms that radiate typically 
over a period (11, say, ten milliseconds, a hundredth 
of a secot d. There is a spectral distribution 
associated with this. We might call i t  a spectral 
distribution associated with the atomic transition, 
typically, it might be a hundred cycles per seco~ld 
or about a part in lo8. 
In the steady-state casc the radiation that we 
are dealing with is concentrated in a much 
narrower spectrum simply because it is a steady- 
state case. 
Cavity tuning and cavity pulling effects arise 
because there is a weighing inside of thc maser 
between the atomic transition function and the 
cavity tuning function itself. Now, it turns out 
that  the magnitude of this effect is given by the 
width of the spectrum associated with the atomic 
transitions, which is important in the transient 
case which was discussed. This width multiplied 
by a fraction, a quantity which is a cavity de- 
tuning, expressed as a fraction of the cavity width 
between thc half-power points, and in any 
practical case this is a very small quantity. SO 
any cavity pulling effects arc small compared 
to the spectral width of the radiation associated 
with the transient casc. 
As far as thc maser tuning suggestion is con- 
cerned, on which Dr. Redrr has already com- 
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mented, I think i t  is important to recognize that 
here you are trying to tune the maser by zero 
beats with radiation spread over a spectrum 
which is a part in lo8 wide. In  cases of interest, 
we are talking about tuning these things in parts 
to lo1*. This can be done quite well, and we are 
approaching a part in 1013 in this connection. 
Third, I would like to focus attention on the 
comparison of the short-term stability measure- 
ment with those discussed in other papers a t  
this conference. The situations can be very, very 
different and I don't think i t  is valid t o  make a 
simple comparison. For example, in the transient 
oscillator, in addition to the length of the samples 
which one is comparing, there is also the rate of 
decay associated with the radiation which enters. 
In the case of the short-term stability of the active 
maser oscillator, i t  is oscillating continuously, 
this decay rate is not present, the thing is os- 
cillating steadily, but instead you have the much 
smaller effect of thermal noise which gives rise to 
the spectral width. In  both cases, of course, the 
additive noise enters. 
iMr. Hammond.-I would like to talk a little 
bit about some of the characteristics of short- 
term frequency stability, characteristics of quartz 
crystal units. 
I refuse to  have an inferiority complex after 
hearing the discussions of atomic frequency stand- 
ards. I think that  we all have a great deal of 
appreciation for the short-term frequency stability 
that is possible with the rubidium maser, and i t  
is a very tantalizing thought of coupling this 
with a cesium beam standard to get an excellent 
long-term/short-term device, using both of them 
in combination. I think this solves a problem of 
high frequency, high spectral purity, to a few 
orders of magnitude. It still leaves us with the 
question of short-term frequency stability a t  
lower frequencies, which incorporate divider prob- 
lems in getting from the higher frequencies down. 
I think this is a much smaller problem, because 
the people who are really concerned with high 
frequencies are a t  the high frequency region al- 
ready. 
In the case of quartz crystals, I think this is 
still an important matter, because a great deal 
of our present applications for short-term fre- 
quency stability are geared around quartz crystal 
units. There are basically a number of origins 
of short-term frequency instability that  we under- 
stand pretty well; the thermal effects in the 
oscillator, i.e., the shot noise, but I think more 
important still, this l/j noise. I think l/f is 
probably not a very good term. Probably i t  
would be better to call i t  device noise. It is a 
characteristic of a unit of the resonatcr, of the 
mechanical elements that are involved. 
I would like to say that there seems to be a 
problem in the minds of all of us about what 
happens as the frequency goes to zero, and I 
think this is a very legitimate question. Cer- 
tainly the l/f noise is related to long-term aging. 
-4nd as an element of experimental fact, I would 
like to point out that if you observe short-term 
frequency stability over a period of tirne that 
there is a correlation between the aging rate and 
the short-term frequency stability. 
What this says is that the power spectrum, the 
amplitude and its characteristics are time de- 
pendent. This function that we carry out to get 
from the time domain to the frequency domain 
is itself a variable in quartz crystals, and because 
this variable does relate to long-term stability, 
this certainly gives me reason to believe that  
you can push this function a good deal closer to 
zero, the l/f a good deal closer to the zero point 
than we have talked about earlier. 
I think that one of the stumbling blocks here 
has been the concept involved with this l/f 
noise approaching zero; that this implies an in- 
finite aging in infinite time. This isn't too sur- 
prising. If you look a t  some of the mechanisms 
in the device that  can cause this l/f noise, one of 
these is the evaporation of contaminants. Let's 
suppose that  after a while you run out of con- 
taminants. This simply means that  the spect,rum 
is changing in amplitude, the function changes. 
Or, putting i t  another way, if you integrate to 
infinite time and expect to predict what the fre- 
quency will be, you will have to consider the 
fact that the thing that you are integrating, 
the function of stability out to long-term time 
elements, is itself changing. Even in the case of a 
quartz crystal unit, we think of this piece of quartz 
a s  being an inert device; i t  is not going to go 
anywhere; it is not going to disappear. Yet I 
point out to you that i t  does have a finite vapor 
pressure, and although this is extremely small, 
infinite time is a long period of time, and con- 
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ceptually there is nothing wrong with evaporating 
all of the quartz away. 
Now if you will permit me to put my tongue in 
my cheek and say that there have been some ar- 
ticles recently predicting that the gravitational 
constant is decreasing with time due to either the 
expansion of the universe or the decrease in 
angular rotation of the galaxy, then you would 
expect due to this observed or predicted aging 
rate that we should have some l/f noise in a 
pendulum clock. 
And if we turn this around and we eventually 
observe some l/j noise in atomic frequency 
standards, maybe we can have some justification 
for thinking that our fundamental concepts are 
changing. 
Dr. Dawidowits.-Professor Ramsey, I certainly 
didn't imply that the rubidium maser is going 
to replace the hydrogen maser. Obviously, the 
hydrogen maser has long-term stability and in 
addition, i t  is much more a primary standard 
than the rubidium maser. Of course, in a short 
talk of this sort, one can only sing praises to his 
own device. 
I think, however, Dr. Reder made some 
comments which were somewhat pessimistic. I 
didn't mean to imply, and I certainly don't 
imply, that the device whose pictures I flashed 
on the screen going to be the ultimate rubidium 
maser which is going to give the stability or the 
power output which I quoted. What you are 
saying is certainly true, the walls may indeed 
form oxides, but it is certainly not out of the 
question with good techniques and enough money 
spent that one can make a cell which will not 
deteriorate. As far as the power output is con- 
cerned, I mean, you say you don't believe 
watts is possible. Well, all I can say is that I do. 
Dr. Arditi.71 would like to make some com- 
ments about the light shift in the case of the 
pulse-induced emission. 
We have changed the light intensity over quite 
a large range of more than five to one, and could 
not detect any frequency shift. It was measured 
to 1 X10-lo at  least. And this has been checked by 
using the technique of beating the output fre- 
quency of two cells, but also with a technique 
using pulse induced emission where we could use 
several pulscs before an excitation pulse was 
applied, and in that case we could make a rather 
narrow line in the order of ten or fifteen cycles 
a t  6834 Mc, and could not see any shift of the 
center of this line with variation of light in- 
tensity. I believe this is due to the fact that those 
light shifts are really due to virtual transitions, 
and there is a certain lifetime to those transitions 
which is of the order of lo-' seconds, which will 
not persist once the light is turned out. 
Mr. Mager.-Professor Searle yesterday com- 
mented on the possibility of translating between 
the frequency domain and the time domain. As a 
radar engineer, I should like to apply for help 
here in making the data that we presented today 
more useful and meaningful to a much wider 
audience. In other words, let us consider a typical 
case of a two-cavity klystron in which we have a 
microwave demodulator feeding a bandpass 
filter centered a t  10 kc, let's say a fourth-order 
Butterworth filter, with a 1 kc bandwidth, and 
say that this filter feeds a true rms voltmeter 
with a detector averaging time of a few seconds. 
My appeal is to translate this now to something 
meaningful to frequency control engineers. 
Mr. Barnes (National Bureau of Standards).- 
Dr. McCoubrey, I believe that you suggested 
that the spectral width of pulsed masers limits 
measurements to this spectral width or about one 
part in lo8. I believe that it is the total number of 
photons emitted which limits the precision of 
measurement and not the duration of the pulse. 
Hence, you can measure the average frequency 
much more precisely than the spectral width. 
Dr. McCoubrey.-I said that I felt that the 
spectrum associatei with the decaying radiation 
had frequency components spread over a region 
that wide. I think the details of how you measure 
this, obviously you can measure it to a fraction 
of that width, depending on the techniques, the 
distortion, the shape of the spectral function, 
and questions of this sort. I would agree that 
you can measure to a small fraction of that. 
Dr. Mullen (Raytheon Research Division).-I 
am not sure that I understood the figure of merit. 
It appears to me that in the inverted equation 
you find out that you have a delta nu, by which 
is meant the frequency uncertainty, and which 
is related to the line width divided by the square 
root of a power signal-to-noise ratio, so this 
is the kind of pulse splittirlg that you can get 
if you have a good signal-to-noise ratio. Is 
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that what the figure of merit refers to, the number 
of parts that you can split the line width into? 
Dr. Helgesson (Varian Associates).-This figure 
of merit is intended for comparison of standards 
a t  the same frequency. For instance, in the com- 
parison of cesium standards, it is essentially the- 
I guess you have described it a little bit differ- 
ently in saying this is how fine you can split the 
line. Perhaps, if you take this and calculate the 
frequency stability from the figure of merit, then 
you can describe essentially how fine you can 
split the line for any definition of averaging time 
or averaging bandwidth, and we made this com- 
parison for one second averaging time. I don't 
know if this answers your question or not. 
Maybe you are confused because the figures of 
merit were not related directly to the frequency 
stability that we calculated for one second 
averaging time. The reason here was that we were 
comparing several things that operate at  different 
atomic reference frequencies. 
Dr. Mullen.-Well, it appeared to me that it 
involved a line width, too. That the one over 
delta nu was the signal-to-noise ratio over some 
FV. So was the W the natural line width, or was 
that the line width of that central peak? 
Dr. He1gesson.-That is the line width of the 
central peak, and in the gas cell it was the line 
width of the absorption in the gas cell. Since in 
the beam device we operate strictly on the central 
peak, this is the parameter that is important in 
deriving that stability or the figure of merit. 
Dr. Alley (University of Maryland).-I would 
like to address a question to Dr. Davidovits 
regarding the light shift, the self energy effects 
in the presence of a real radiation field. Have you 
had a chance to measure this with the oscillating 
rubidium cell? 
Dr. Dawidowits.-Not quantitatively. But there 
are light shifts just as one would expect, and 
we are now presently trying to measure them 
quantitatively and devise methods of minimizing 
them. 
Dr. Alley.-You have no idea of the order of 
magnitude of those present in an oscillating device, 
compared to those in a passive device? 
Dr. Dawidowits.-No, I don't. All I can say is 
that they are present, we have observed them, 
yes. 
Prof. Searle(MIT).-I would like to address a 
statement to Dr. Helgesson on the first paper. 
I am sorry that my paper didn't come after the 
previous one, because it is very pertinent. This 
is on this darn averaging time business that we 
kicked around yesterday and which came up 
again this morning. Let me just try to say it as 
briefly as possible this way, because of the peculiar 
nature of this particular measurement problem 
where we are involved in taking the derivative of 
the phase, or in the frequency domain, that is 
multiplying by omega squared, the high frequency 
noise in any one of these systems is greatly em- 
phasized, and therefore the nature of the high 
frequency properties of the filter that you use 
become very, very critical. That is, that the 
filter, the high-frequency properties, the parts 
that you are being casual about, have a profound 
influence on the frequency stability number that 
you quote. 
Dr. Helgesson mentioned sort of casually that 
when you use the averaging in the "frequency 
domain" that this sometimes gives you a little 
bit better criteria and this can be used to ad- 
vantage. Let me just say for a simple-minded 
example that I picked, the difference between 
these two methods was several orders of mag- 
nitude, and in a word, let the buyer beware. 
Prof. Ramsey.-It seems to me to be an ad- 
vantage to  take something like a gaussian average 
since this isn't so sharp on the edge and then the 
exact shape makes less difference. 
Dr. He1gesson.-I would like to say that of 
course when you make a measurement of fre- 
quency domain averaging, and you do not use a 
filter that is purely rectangular, there is some 
noise that comes through above the cutoff fre- 
quency. However, the measurements we have 
made used a filter that drops off at  24 db per 
octave. 
If it looked like this was not sufficient, one could 
provide whatever rejection is necessary in order 
t o  make a valid measurement; attenuate the 
high-frequency components to the extent that 
is needed to get a valid measurement. We felt 
for the measurements that we made that this 
was sufficient. 
Dr. Vessot (Varian).-I am mystified a little 
by the pulse method. I agree that the coherence 
within the pulse is very, very good. But I think 
it would be very difficult to try and make a 
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statistic on one sample pulsc. I think the diffi- 
culty of creating a rnethod for doing this thing is 
probably one order of magnitude greater than the 
difficulty of agreeing on a way of specifying fre- 
que~icy a t  this conference. 
I agree that the light shift is absent, however, 
Dr. J .  Vanier's calculation has shown that this 
happens. The other thing is that one does get 
phasc shift in passive standards. I direct this to 
Dr. lieder. These are the shifts in phase a t  the 
ends of thc Ramsey cavity, so therefore therc is a 
cavity problem with the passive standards. I t  is a 
diffcrerit kind of cavity problem, but i t  certainly 
is not negligible. 
The other comment is that I think we arc bc- 
twccn two fires here on the rubidium maser and 
thc hydrogen maser, and I would just like to  
point out that one is like a wrist watch and thc 
othcr is likc a tower clock, and I would not likc 
to wear a hydrogen maser in my pocket whcrcas 
I would consider carrying a rubidium mascr some 
distance. Therc certainly will be places where 
each will be of paramount importancc. 
As to the question of tIlc powcr Icvcl, I believe 
both can be raiscd and I think that a common 
limit is going to occur tliat is apt to be something 
like the spin excl~arige process. You cnd up having 
molcculcs, or atoms so closc togctlier that they 
canrlot endure each other's prcserlcc and therc is a 
cutoff of oscillation. In the casc of hydrogen, you 
have to get rid of the unwanted atoms, arid that  
requires large pumps. I believe tlicre may be 
somc other things, such as intensified optical 
pumping required in the rubidium mascr arid 
that presents further problems. 
Dr. Reder.--I would likc to answer first thc 
remark by Dr. Vessot about the cavity pulling. 
I did not say that  the passivc standard is com- 
pletely free of cavity pulling. What I say is tliat a 
mascr has a considerably larger cavity pulling 
effect than a passive device, and the factor is the 
ratio of thc two irivolvcd Q values. 
Dr. McCoubrey.-On the comment which Mr. 
Barrics made, I think he hit a nail on the head 
therc, arid that is in the pulsc casc there will be 
adva~itagcs. Thcrc is a potcritial advantage in 
that you car1 arrangc that morc quanta be emitted 
during th(3 time of intcrcst thari you could arrange 
in thc corrc~spondirig continuous oscillator casc. 
That is, take advantage of the fact that you can 
concentrate al! of the quanta in the time that is 
of interest, rather than having them dribble out 
continuously. 
Mr. Ashley (Sperry Tube Division).-I want to 
defend the honor of thc two-cavity klystron a 
little bit. The data that we havc scen this morning 
is a good type oscillator, but I want you to know 
that therc are many othcr specificatio~ls that went 
into that,  and the noisc was compromised to a 
small amount in mccting othcr specifications. 
There is room for improvement in thc two- 
cavity oscillator. In England, thc pcoplc a t  
Ferranti reported a t  the Paris Tube Confcrer~cc 
that they havc a11 oscillator which by optimizing 
the beam and the coupling of the beam to the 
gap in the cavity they havc rcduccd the frc- 
quency modulation by a factor of somc seven to 
ten ovcr the data that you saw presented this 
morning. 
As thc data that several papcrs havc shown 
indicates, thc principal dcfects in thc klystron 
oscillator are mechanical. I t  is the frequency 
modulatiori which results when you insist upon 
vibrating it. I would say that in engineering the 
oscillators that have bccn built to this day, the 
primary consideration has been oil the clcctronics 
and on the achievement of thc low residual FM 
during non-vibrating conditions, and we pretty 
muell take what we get on thc vibration charac- 
teristics. 
Reccntly we have beer1 doi~ig a rcflcc~tiori tube 
wherc we havc been worried about the other end 
of i t  more thari the mcchanical crid of it, and wc 
brought the reflection tube to a competitive 
position with this two-cavity oscillator in tcrms 
of frcqucncy modulation whcri you vibrate. Now, 
this shouldn't be. Thc electronics very much 
favor the two-cavity oscillator because it is a 
high voltage devicc arid docs not havc grids. I 
think if somebody were rcally to apply thcmselvcs 
to the mecha~iical design that the rcsidual FM 
of the two-cavity oscillator could bc rcduccd by 
a factor of a t  lcast a hundrcd, or a factor of a t  
least ten and probably a hundred ovcr the mechnn- 
ical vihratio~i figures that havc bccn give11 prc- 
viously . 
Now, thc last comment is that 1 Iiavc been 
trying to keep up with solid-stntc competition 
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and I measured one C Band chain and got a 
curve which was very much in agreement with 
that theoretical curve which was presented by 
Johnson in his talk. 
Mr. Johnson (Raytheon Co.).-Well, I suppose 
some reply is needed. I thank the gentleman for 
presenting some data .in support of the solid 
state chain performance. 
I also would like to comment on his statement 
that we could expect improvement in the order of 
ten to a hundred in the vibration sensitivity or a 
decrease in the vibration sensitivity of klystrons. 
I say well, let's go a t  it, we sure could use it. 
Mr. Grauling (Westinghouse, Baltimore) .-I 
would like to ask the gentleman from Sperry if 
the data on the vibration of the two-cavity tube 
includes also vibrating the power supply, which 
could be a problem? 
Mr. Ashley.-No, the tube plus a Sperry isolator 
on the vibration table, everything else- 
Mr. Grau1ing.-I just want to point out that 
we have to hake the power supplies along with us. 
Mr. Chi.-I would like to make one observation. 
In  the morning session there were two speakers, 
and perhaps there will be other people, wondering 
if we know what is short-term frequency stability. 
I think i t  is fair to say that we know what short- 
term frequency stability is. 
The core of the problem is that there are too 
many definitions. We know what we are looking 
for. What we are seeking is one standard definition 
and measurement technique. 
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19. STABILITY MEASUREMENT TECHNIQUES 
IN THE FREQUENCY DOMAIN 
R. A. CAMPBELL 
Raytheon Company 
B e d f o ~ d ,  Massachusetts 
The general ar t  of demodulating RF signals has been practiced for many years, but this ar t  
becomes more difficult when the information to be extracted is oscillator noise--especially when 
an accurate quantitative measurement is desired. This paper surveys the general subject of time 
versus frequency domain measurements and investigates the frequency domain more thoroughly. 
The paper is largely devoted to CW frequency demodulators used in noise measurements. 
Comparisons are made with respect to  sensitivity, equipment noise, power levels required, and 
rejection of other modulation modes. 
Varied aspects of postdetection equipment are also considered, especially video filter noise 
bandwidths and current attempts to  standardize bandwidth to  facilitate establishment of a noise 
specification. A brief discussion of the various types of readout devices (oscilloscopes, voltmeters, 
etc.) is included. 
Calibration-both direct and indirect-is discussed, along with the applicability of the various 
methods available. 
TIME VERSUS FREQUENCY DOMAIN 
Frequency stability is determined by measuring 
the instability of a signal source. The two general 
methods of this measurement are the so-called 
time and frequency domain approaches. Time 
domain measurements produce-as an end re- 
sult-an accurate plot of frequency versus time, 
the measured points being the average frequency 
over some time interval. For example, a typical 
measurement may determine the frequency by 
counting cycles for 1 sec, successive points being 
taking from every seco~id to every hour, depend- 
ing on the results desired. Stability (or instability) 
is then determined by statistical methods from the 
measured values. 
Frequency domain measurements, on the other 
hand, deal with the frequency spectrum of the 
signal and define stability in terms of the energy 
The task of the frequency domain measurement 
is, therefore, one of demodulating the signal so 
that the spectrum may be processed in a quantita- 
tive manner. Two general techniques present 
themselves. One typically involves a narrow-band 
receiver that can view any portion of the spec- 
trum directly. This is undesirable, since it cannot 
distinguish between AM and FM sidebands. The 
other involves demodulating the signal in a cali- 
brated detector and viewing the spectrum with 
the center frequency translated to zero frequency. 
Ideally, this detector should be linear with fre- 
quency and amplitude, and insensitive to any 
modulations other than FM. Because of the modu- 
lation levels encountered, signals are small; so 
post'detection gain is required. The amplified 
signals are then analyzed in an appropriate man- 
ner with voltmeters, spectrum analyzers, etc. 
outside the center frequency of the signal. This FREQUENCY MODULATION DETECTORS definition of stability also includes amplitude 
instabilities, since they also put energy into side- The general form of a frequency modulation 
bands. In some applications, frequency and ampli- detector (Figure 19-1) is a comparison of a 
tude variations are indistinguishable, as far as  sample of the signal that has been passed through 
the end result is concerned. some dispersive network with an unmodified sam- 
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FIGURE 19-1.--Generalized diagram of FM detector. 
ple. The comparing circuit ranges from a simple 
video crystal detector to an  amplitude-insensitive 
phase comparator. The net result is a conversion 
of a portion of the frequency modulation side- 
bands into amplitude sidebands, which car1 then 
be detected. The various types of detectors are 
merely combinatiolis of different dispersive net- 
works with various phase comparators and differ- 
ent amplitude detectors. 
The simplest detector-with the exception of 
the slope detector-is the interferometer, where 
the dispersive element is a long line (Figure 19-2). 
This is usually used for wide-band applications, 
with its acconipanying low sensitivity. More sensi- 
tive versions require an excessively long line and 
are characterized by multiple responses. 
Detectors classed as discriminators are charac- 
terized by the use of resonant networks as the 
dispersive element. One type uses a reactance 
cavity (Figure 19-2) on a hybrid to obtain the 
dispersed signal. In its usual applicatio~i, the 
fourth arm of the hybrid has a short to supply 
the undispersed signal. The net circuit is, basically, 
the interferometer wich a cavity instead of a long 
line. A second type uses a transnlission cavity 
TRANSMISSION TWO CAVITY 
CAVITY OR DUAL MODE 
DISCRIMINATOR DISCRIMINATOR 
FIGURE 19-3.-Dispersive networks. 
(Figure 19-3) with separate paths for the dis- 
persed and undispersed signals. Power division 
arid recombination are usually accomplished with 
hybrids. A third type uses the two-cavity, or 
dual-mode cavity, approach (Figure 19-3) wherein 
the two signals are both dispersed-but in opposite 
senses-by tuning the two cavities to opposite 
sides of the carrier. 
A comnlori non-microwave discrirniriator used 
a t  microwave frequencies is the LO-IF method 
(Figure 1 9 4 ) .  In this case, the input signal is 
mixed with a local oscillator signal to produce an 
I F  signal. Frequency demodulation is then 
achieved with an I F  discriminator. 
In any of the above circuits, detection may be 
accon~plished by nlerely ~ )u t t i~ ig  a crystal detector 
a t  the i~ldicat~ed output. Better signal-to-noise 
ratios, as well as greater AM rejection, can be 
achieved by using a phase coml)arator between 
the two signals. Implcnlentatio~i of the phase 
detector is shown later, when actual discriminators 
are discussed. The crystal detector has the ad- 
vantages of simplicity and reliability; however, 
i t  has the disadvantage of operating in the worst 
possible portion of the crystal noise spectrunl. A 
much smaller detector noise level is obtained by 
using the crystal a t  an  IF frequency as a mixer. 
The I F  noise level of a crystal is much lower than 
its video noise level, arid the use of I F  amplifiers 
reduce the noise contribution of the firla1 video 
detector to an irlsignificant level. 
INTERFEROMETER 
REACTANCE CAVITY 
DISCRIMINATOR 
SHORT REFERENCE SIGNAL SHORT 
'7 '7' INPUT>T  INPUT>^ INPUT p7 
DISPERSED SIGNAL 
DEMODULATED 
CAVITY 'IXER AMPLIFIER DISCRIMINATOR F M 
FIGURE 19-2.-Dispersive networks. F I ~ U R E  194.-Local oscillator-IF discriminator. 
STABILITY MEASUREMENT TECHNIQUES IN THE FREQUENCY DOMAIN 233 
REACTANCE CAVITY TRANSMISSION CAVITY 
INPUT >+- INPUT I-+ 
FIGURE 19-5.--Carrier nulling. 
Two permutations of the above  component,^ 
which further increase the performance of the 
discriminator are available. One is to incorporate 
I F  sections into the two signal paths, rather than 
merely using them as a low-noise detector. One 
advantage t,o this method is that the detected 
signal at the lower modulating frequencies is very 
small compared with the sideband levels that 
produced it, because the phase shift between the 
sidebands of the two signals is small. By incorpo- 
rating the I F  sections before the phase con~parison, 
the entire sideband is converted to I F  with a 
resulting larger signal-to-noise ratio. Obviously, 
the final det,ector or phase comparator is a t  the 
intermediate frequency. 
The other permutation is the use of a carrier 
nulling technique (Figure 19-5). In this scheme 
two signals are produced as if a discriminator 
were being made, except that phase and amplitude 
are adjusted in the two signals so as to cancel the 
carrier. This has the effect of raising the sideband- 
to-carrier power ratio by almost the same factor 
to which the carrier was nulled. Then, by increas- 
ing the input power to raise the carrier up to the 
same level as used in the non-nulling discriminator. 
TWO-HYBRID TYPE -?yJ- 
CIRCULATOR -QL qCIRcuum inaaD rn CAVITY 
REFERENCE 
INPUT 
MIXERS B 
FIGURE 19-7.-Carrier null, IF  discriminator. 
an apparent increase of the modulating index is 
achieved. The combining of the two signals in this 
manner reduces the net phase shift of the sideband 
by roughly one-half, but this is a slight effect 
compared with the factor of 100 or more that is 
gained by carrier nulling. 
Typical discriminator circuits are shown in the 
next figures. The Pound discriminator (Figure 
1 9 4 ) ,  used a t  Raytheon for many years because 
of its ease of operation, has a noise level of about 
+ cps per kilocycle bandwidth a t  1-kc modulating 
frequency, to about one-tenth of that a t  100-kc 
modulating frequency. I t  uses the reactance cavity 
with video crystal detectors. The figure shows the 
technique used to obtain a balanced phase detector 
output from what earlier appeared to be a single 
output circuit. 
The transmission cavity approach, along with 
the IF and carrier nulling permutations, are used 
in the Raytheon high-performance discriminator 
(Figure 19-7), having a noise level of about 0.01 
cps per kilocycle. This illustrates the fact that 
the carrier nulling circuit is not a discriminator, 
FIGURE 19-6.-Dc pound discriminator. F ~ a m  19-8.-Allscott, Varian discriminator. 
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but merely serves as the dispersive element. The 
same approach, with a reactance cavity, is shown 
in the Allscott equipment (Figure 19-S), having 
a noise level of about 0.06 cps per kilocycle. The 
dual mode discrinlinator is co~iln~orily found as the 
STALO frequency degenerating feedback sensor. 
VIDEO SIGNAL PROCESSING 
Signal processing after detection is a matter 
that is usually determined by the requiren~ents of 
the system application. Nevertheless, the process- 
ing equipment invariably consists of video ampli- 
fiers, bandwidth limiting filters, and some type of 
voltage sensor. Sometimes, the total noise within 
the vidco bandwidth only is required; therefore 
broadband fixed filters are used. A t  other times, a 
series of measurements will be taken across the 
video bandwidth in a narrower filter. This has the 
advantage of showing the spectral shape of the 
noise rather than just a total noise content. 
Presently, several laboratories are attempting to 
standardize this narrower band to 1 kilocycle, 
although other bandwidths are used, especially a t  
video frequericies below 1 kilocyrle, where narrow 
bandwidths are obviously required. 
One available device, the spcctruiii analyzer, 
bandwidth-limits arid detects in a single instru- 
ment. Otherwise, a great variety of instruments, 
such as true rms voltnlctcrs, oscilloscopes, wave 
analyzers, etc., are used. 
PULSE APPLICATION 
All above applies directly only to CW measure- 
ments. Measuremerits on a pulse systenl are more 
difficult to perform because of equipment lirnita- 
tioris. The direct approach for pulsed signals is 
to filter out all the pulse sidebands except the 
carrier. The measurements are then made as if it 
were a CW system. This filtering rarely can be 
acconiplished a t  microwave frequencies, however; 
so a detector is required that has a wide dynamic 
range. 111 this manner, the noisc sidebands can 
be obscrvcd without producing an overload situa- 
tion at the detertor input, where all the pulse 
sidebands will be fourid. If the same detector 
inpul power is used, thcri thc carrier is reduced, 
coniparcd with thc CW case, with thc accompany- 
ing rcductiori in sensitivity. If the sa111c carrier 
level is used, the crystals frequcr~tly are unable 
to handle the total power of the carrier and all 
the pulse sidebands. 
AMPLITUDE MODULATION 
A brief discussion on amplitude modulation is 
appropriate a t  this point. The video detector for 
AM is a simple crystal detector; but, in the nlore 
refined discriminators, AM is measured as well as  
FM-however, with a %degree phase shift intro- 
duced into orie signal path. This has no bearing 
on the subject of this synlposiunl but is very 
coriveriier~t when coristructirig test equipnlent to 
measure both AM and FM. 
PRECAUTIONS 
An important point gained from our expericrlce 
in producing various noise ineasuririg equipment 
is that the details of construction are as  important 
as  the type of discriminator used. All discrimi- 
nators with the phase comparator detection can 
be nlade AM-insensitive; but the degree of in- 
sensitivity is controlled by such bothersome details 
as n~icrowave mismatches, closeness of the match 
between the two crystals, ctc. Similarly, the net 
discri~ninator sensitivity is riot orily a function of 
the cavity Q and power lcvcl but also of such 
secondary parameters as the coupling between 
the cavity arid the trarisnlission line. Needless to 
say, noise levels in all portions of any equipment 
must be controlled if maxinlulil serlsitivity is to 
be realized. 
CALIBRATION 
Calibration is generally a problem in any nlicro- 
wave discriminator, except the LO-IF discrimi- 
nator, where a point-by-point voltage versus fre- 
quency plot may be made. The coinliionest cali- 
bration techniques are: ( I )  the substitution method, 
where a specific video signal is substituted for the 
discrinlinator output; (2) the comparison mcthod, 
where a irlicrowave discrinlinator is compared with 
a directly calibrated LO-IF discriminator; and 
(3) thc Bessel null method, where a liriearly 
modulating source is lnodulated a t  the index 
which 1)roduc.e~ the first carrier null. This index 
is 2.405 arid rnay be detcr~nined through the use 
of a n~ic~rowavc spcrtrurn analyzer. Thc first 
mcthod is riot safe because the niicrowavc com- 
ponents are riot included in the calibration. The 
other two methods niay be crnployed to an 
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accuracy wit,hin $ db, if care is taken. Raytheon 
uses a fourth technique, which employs a ferrite 
rotator to produce sidebands in a line separate 
from the line containing the carrier. The relative 
amplitudes of the carrier and sidebands therefore 
are independently adjustable, so any index may 
be made using a power measurement as the pri- 
mary accuracy-determining factor. The accuracy 
of this device is about 0.2 db. 
DETAILED ANALYSES 
The bibliography lists sources that deal with 
these devices in detail. 
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20. SHORT-TERM STABILITY MEASUREMENT 
TECHNIQUES AND RESULTS 
R. H. HOLMAN AND L. J. PACIOREK 
Syracuse University Research corporation 
Syracuse, New York 
I n  applications where there is a need for short-term frequency stability or spectral purity in 
microwave sources, we have found i t  practical to measure this property by means of spectral plots 
and by fine discrimination techniques. Frequency variations which occur over periods of less than 
1 millisecond to about 1 second have been of major concern. 
Four techniques (including the traditional short-term stability measurement) used to measure 
short-term perturbations or noise in a source are described, and the relations existing are discussed. 
The technique using a spectral plot or wave analysis is the one primarily used; and typical meas- 
urement results on the outputs of devices such as a crystal frequency standard. multiplier chains 
a traveling wave tube (TWT) and the helium-neon (He-Ne) gas laser are shown. 
The Syracuse University Research Corporation 
(SURC) became involved with the specification 
of STAble Local Oscillators (stalos) for Doppler 
radar applications about 5 years ago. This work 
led to the development of stable microwave 
sources which were tunable and had the short- 
term stability of a crystal oscillator. Oscillat,ors 
and multipliers were needed for this source de- 
velopment; therefore, the task of designing thcs. 
units with short-term stability as the prime ob- 
jectives was undertaken. The problem of how to 
specify and measure stability, faced early in this 
work, resulted in the establishment of a facility 
for oscillator noise measurement. This measure- 
ment facility is continuously being improved. At 
present, quartz crystal frequency standard oscil- 
lators are used as the reference; however, the 
addition of ammonia masers to the measurement 
facility in the near future will give us a greater 
capability in oscillator stability measurement. 
Our quest for stable low-noise oscillators led to 
the investigation of the spectral characteristics 
of CW lasers to determine the feasibility of using 
the output as a short-term frequency standard 
for microwave frequencies. 
Four of the techniques used at  SURC to meas- 
ure short-term perturbations or noise in oscil- 
lators will be described, and the relations existing 
will be discussed. One of them is the traditional 
short-term stability measurement. However, since 
our application called for spectral purity, most 
of the tests were obtained by measuring the spec- 
trum. Typical results will be displayed, and the 
work with the He-Ne laser will be discussed. 
TECHNIQUES FOR MEASUREMENT OF 
SHORT-TERM INSTABILITIES 
The reason for measuring the stability of a 
source is to provide data that will lead to the 
selection of the best source for a particular ap- 
plicatiorl or to provide s check of a system or 
signal source. The data should be in a form that 
is easy for the user to interpret. For example, the 
system designer may require a source having 
good spectral purity, and the amount of energy 
in the sidebands near the carrier could be im- 
portant. The data in this case should be in the 
form of a spectral plot. On the other hand, if the 
source were used in a system where the rms fre- 
quency deviation is important-such as in a 
counter, the data would be useful in a form relat- 
ing stability to integration time. It is possible 
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FIGURE 20-1.-Techniques for short-term frequency perturbation measurement. 
that  a system designer may wish to predict the 
output of a frequency or phase discriminator in 
order to specify the residual rloise in a system. 
In this case, the output from a discrimi~iator 
would be of interest. From these examples, it is 
clear that different applicatiolls of a source re- 
quire different data; as a result, the data should 
be preserlted in a form useful to the user. 
At  least six techniques to measure short-term 
instabilities of a source have bee11 used a t  SURC. 
Four of these techniques will be discussed, and 
are shown in block diagram form in Figure 20-1. 
In many cases, the test oscillator is multiplied 
arid beat against the multiplied output of a 
refere~ire oscillator. The test oscillator is offset 
slightly in frequency to obtain a beat frequency 
out of the mixcr. The first technique shown, 
termed llerc as the Fractional rms Frequency 
D(,viatlon, is thc traditional short-term stability 
test used by many. 111 this tcst, fractional rms 
frcqucnry dcviatio~i is obtainrd as  a furictioli of 
avcragit~g time. Thc src~ond techrliquc, tcrmcd 
thc F r c q ~ i ~ n c ~ ~  Disturbance Wavejorfrl Cumulative 
Power Spectrum, for many years has beer1 used 
to measure the short-term instabilities in MTI 
radar stalos. A military test set called the UPM-72 
was developed with this technique. In this 
method, a sensitive calibrated discriminator is 
used to measure the energy in the waveform of 
the frequency disturbance. The third technique, 
called the Frequency Disturbance Waveform Power 
Spectral Density, is a variation of the second 
technique. The Power Spectral Density Measure- 
ment is the fourth technique employed. I t  is 
the measureme~it recently called the "spectral 
purity" by many. 111 our application, the specb- 
trum of a source is most important; therefore, the 
spectral density tech~lique is generally used a t  
SURC; i t  was described by Barnes and Mockler 
in 1960 (Reference 1). 
There are other techniqucs that could be addcd 
to the list. For instance, a t  SUItC a phase dis- 
crimiriator has becn, a t  times, substitutcd for the 
frequcricy discriminators in techniques 2 arid 3. 
These havc not been included for thc sakc of 
brevity. 
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FIGURE 20-2.-Typical outputs from various techniques. 
Sample results of the four techniques are shown Technique 2: Frequency Disturbance Waveform 
in Figure 20-2. Cumulative Power Spectrum 
I n  this technique, a sensitive calibrated dis- 
Technique 1: Fractional rms Frequency Deviation 
criminator is followed by a variable cutoff fre- 
In  this technique, many measurements of a 
frequency are taken for a fixed averaging time, 
and the rrns frequency deviation of the sample 
of N measuremerlts is calculated. The result is 
one point on the curve shown; other points are 
obtained by changing the averaging time. The 
result is a plot relating rrns frequerlcy deviation 
to averaging time; this is commonly called the 
short-term stability measurement. Usually, only a 
few points are measured on the curve to specify 
the source stability; as a result, the plot does not 
describe the source in detail. This is unfortunate, 
because a more detailed plot would be more useful 
in diagnosing a source. 
quency low-pass filter and then a true rrns meter. 
The meter can be calibrated to indicate rrns fre- 
quency deviation. The results can be plotted 
relating rrns frequency deviation to cutoff fre- 
quency. For a given cutoff frequency, the energy 
in the disturbance waveform below the cutoff 
frequency is measured. Thus, by varying the 
cutoff, a plot of rrns frequency deviation versus 
cutoff is obtained. Since the discriminator is 
calibrated, the output is a measure of the side- 
band energy of a source. 
To relate this to the first technique, the ordinate 
( A  j rms) can be divided by j,  the carrier fre- 
quency, t o  obtain fractiorlal rrns frequency devia- 
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FIGURE 20-3.Setup for frequency standard testa. 
tion. The ordinate is now identical to that of 
Technique 1. The abscissa can be expressed as the 
time constant of the low-pass filter. In this form, 
the two plots are related. 
The advantage of this method over Method 1 
is the ease of obtaining points a t  high cutoff fre- 
quencies that correspond to short averaging times, 
which are difficult to obtain in Technique 1. 
Technique 3: Frequency Disturbance Waveform 
Power Spectral Density 
In Technique 3, the frequency disturbance 
waveform out of the discriminator is wave- 
analyzed, giving the spectral power density of the 
disturbance waveform. If the energies of each of 
the frequency increments in the disturbance wave- 
form are independent, this plot is related to the 
result of Technique 2. In fact, the plot of Tech- 
nique 3 is the derivative of the plot of Technique 2. 
The advantage of this method (and Method 4 
as well) is the ease of obtaining detailed results. 
These detailed results have proven useful in the 
development of evaluation of oscillators. 
Technique 4: Power Spectral Density 
In  Technique 4, a high-resolution spectrum 
analyzer is used to obtain the power spectral 
density of the source with its sideband energy. 
This measurement recently has become popular, 
since the results are highly descriptive of a source 
and are easily obtained. As mentioned previously, 
this is the method generally used a t  SURC. 
Relation Between Technique 2 and Technique 3 
We will next show how the power spectrum is 
related to the power density spectrum of the fre- 
quency disturbance waveform, the result of Test 3. 
Assume that there are no amplitude variations 
and that the power spectrum is symmetrical. 
For the purpose of drawing the desired relation, 
assume that the result of Technique 3, the spectral 
density of the disturbance waveform, is known. 
If an increment of frequency of the disturbance is 
considered a sinusoidal modulation component a t  
a frequency f, of a peak deviation of A f, obtained 
from the discriminator constant, we can apply 
FM theory. Furthermore, if we assume Af/f,,, 
(the modulatiorl index) is much less than 1 
(a reasonable assumption for a quality oscil- 
lator), we can apply narrow-band F M  theory. 
F M  theory gives us Equation 1, which relates 
carrier sideband energy in a ratio of the carrier 
energy to this modulation component. Applying 
narrow-band theory results in Equation 2. The 
final simple result is given in Equation 3. Note 
that a discrete frequency disturbance component 
from Technique 3 a t  a frequency f, accounts for 
a pair of sideband c.omponents to the carrier. 
This result (3) allows ,, simple superposition 
to be applied such that the Frequency Dis- 
turbance Waveform Power Spectral Density can 
be mapped to obtain the carrier sideband power 
spectral density. 
where 
m~ = Af/f,. 
If mj<<l, the Bessel functions can be approxi- 
mated by 
Jo(m,) = I 1  
Jl(mf) = 3 w ,  
resulting in 
or, in terms of voltage, which is the form in which 
most analyzers present the data: 
VsB/V = 3mj = A f/2 fm. (3) 
INSTRUMENTATION FOR SPECTRAL PLOTS 
In all the tests, the source output frequency is 
translated down to a frequency where a narrow 
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crystal filter can be employed. Since the crystal 
filter frequency cannot be changed, the beat to 
be analyzed must be varied to move the spectrum 
through the filter. A commercial wave analyzer is 
used which incorporates a swept Local Oscillator 
(LO) in the audio range, and a crystal filter. The 
filter bandwidth is 10 cps, and the range of fre- 
quencies that can be swept is 0 to 20 kc. 
OSCILLATOR TESTS 
The test setup for comparing frequency stand- 
ards in the 5-Mc range is shown in Figure 2&3. 
The output from each standard under test is 
multiplied to 1000 Mc. One of the signals is then 
offset by a 30-Mc crystal oscillator, and the 
resulting signal a t  1030 Mc or 970 Mc is filtered 
and fed to a mixer, where i t  is mixed with the 
1000 Mc from the other source. The resulting 
30-Mc signal is amplified in a low-noise pre- 
amplifier and mixed with a 30.010-Mc crystal 
oscillator to obtain a 10-kc beat that is wave- 
analyzed. Figure 20-4 shows the spectral plot of 
the beat between two 5-Mc quartz crystal fre- 
quency standard oscillators. Two atomic fre- 
quency standards were substituted for the quartz 
oscillators, resulting in the plot of Figure 20-5. 
This plot illustrates the utility of the spectral 
technique in diagnosing system ills. In  this case, 
the high sidebands were caused by a faulty servo 
system in the frequency lock loop of the flywheel 
oscillator. 
In the development of oscillators, the spectral 
technique has been used as a diagnostic tool. For 
example, Figure 2&6 shows the schematic of a 
simple crystal oscillator, and the resulting spec- 
trum after multiplication to 3000 Mc and beat 
against a harmonic of a crystal reference oscillator. 
The oscillator was modified by putting an emitter 
follower into the circuit to drive the crystal from 
a lower impedance source. Figure 20-7 shows the 
resulting plot. Comparing the 60-cycle sidebands 
in both plots indicates a reduction of 15 db in 
the emitter coupled circuit. In laying out an 
FIGURE 20-4.-Comparison of two quartz crystal 5-Mc frequency standards at 1 Gc. 
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FIGURE 2Ck5.-Cornpalison of two rubidium vapor frequency standards a t  1 Gc. 
oscillator, it is important to keep the intercon- 
nectil~g wires as short as possible to reduce the 
hum pickup. To exemplify this, a clip lead was 
attached to a wire in the oscillator circuit; the 
resulti~~g spcctrum is shown in Figurc 20-8. A 
comparison of Figure 2&8 and Figure 20--7 clearly 
indicates the importance of proper circuit layout. 
MULTIPLIER 
One tech~~iquc for obtainirlg a stable source a t  
microwave frequencies is to multiply the output 
of a low-frequency ( < 100 Mc) crystal oscillator. 
I t  is possiblc that the multiplier could degrade 
the signal from the oscillator. When evaluating 
multipliers, the basic idea is to drive two identical 
units with the same source. Thus, the cont- i- 
bution of the driving source tends to be reduced 
in thc resulting plot. Figurc 20-9 shows a typical 
setup for multiplicr testi~lg. 
A pl~asc-locaked lnultiplicr ( X 20) was evaluated. 
and thc bandwidth of the phase-lock loop was 
varied. Figurc 20-10 shows the spectral plot 
when two multipliers wcrc driven commonly 
from the same 5-Mc frequency standard. The 
bandwidth of the phase-lock loop was changed 
from 500 cycles to 50 cycles, and then to Ti cyclcs. 
'1  ure The results shown ill Figure 20-11 and I"g 
20-12 i~ldicate that an improvemerit in signal- 
to-noise level can be obtained by a phase-Iockcd 
multiplier. The multipliers contairlcd vacuum 
tubes. A similar experimerit with transistor multi- 
pliers also was performed. Figure 20-13 shows the 
plot of, a wide-band transistor multiplier, and 
Figure 20-14 shows the resulting spcctrum of a 
narrow bandwidth (50 cps) phase-lock-loop tran- 
sistor multiplier. 
T W T  AMPLIFIER TESTING 
A block diagram of the test setup for amplificr 
evaluation is shown iri Figurc 20-15. 111 this (.as(., 
a TWT amplifier was tested. A stable sour(.(> was 
fed to a 3-db coupler. The signal from one port is 
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FIGURE 20-B.-Spectrum of 10.7-Mc crystal oscillator multiplied to 3000 Mc. 
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FIGURE 20-9.-Multiplier test setup. 
offset by 30 Mc, and the other signal is fed di- 
rectly to the TWT amplifier and a variable 
attenuator. The TWT-attenuat,or channel can be 
bypassed with a cable. A control plot taken with- 
out the TWT is shown in Figure 20-16b. The 
TWT was switched in and t,he attenuator ad- 
justed for the same signal level into the mixer; 
Figure 2e lGa shows the resulting plot. A com- 
parison clearly indicates the amount of hum and 
noise introduced by this particular TWT ampli- 
fier. In this case, most of the noise is attributed 
to a poor power supply. 
RESULTS OF EVALUATING A CW LASER 
A CW laser can be adjusted so that the output 
contains many frequency components, as shown 
in Figure 20-17. The frequency difference be- 
tween components is giver1 by 
Af = (c/2L) +pulling term, 
where 
c =speed of light, 
L =laser cavity length. 
By feeding the laser output into a photo multi- 
plier tube, mixing occurs; and the output of the 
photo multiplier will be equal to A f. For practical 
lasers, the length of the cavity is such that the 
frequency out of the photo multiplier is in the 
microwave region. 111 the laser a t  SURC, the beat 
frequency is about 240 Mc. This beat was trans- 
lated to 10 kc, and a spectral plot of the output 
0. WCT~PL~ERS DRIVEN BY 
SEMITE FREaUENCY STANMRDS 
b. MULTIPLIERS DRIVEN COMMONLY 
BY OR 1 1  13A FREQUENCY STANDARDS 
FIGURE 20-10.-Comparison at 1 Gc of two frequency multipliers with 500-cps bandwidths. 
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REOUENCY- 
0. MULTIPLIERS DRIVEN BY b. MULTIPLIERS DRIVEN COMMONLY 
SEPARATE FREQUEF!CY STANDARDS BY A FREQUENCY STANDARDS 
FIGURE 2Gll.-Comparison a t  3 Gc of two frequency multipliers with 50-cps bandwidths. 
I GC -TED TO l 5 k  I* CONVERTED TO I5 kc 
..IAUPURS ORIVENBV s E m R A ~ ~ m m u w m  w u u m  ~ I V E N  COYK)NLY BY A FREQ. S T A N ~ R D  
Frcium P(tl2.-Comparison a t  1 Gc of two standard frequency multipliers with 5-cps bandwidths. 
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FIGURE 20-15.-Test setup for amplifier evaluation. 
was taken; Figure 20-18 shows the resulting 
spectral plot. This spectral plot is poor compared 
with the plots obtained from crystal sources. 
To stabilize the laser self-beat, a phase-lock 
loop was assembled as shown in Figure 20-19. 
The light frequencies of the laser were mixed in a 
photo multiplier and the resulting signal mixed 
with a crystal oscillator harmonic to get a 30- 
Mc beat that was amplified and fed to a phase 
FREOUENCY- 
o RCA 6861 AT NEARLY b CONTROL PLOT 
FULL GAIN 
FIGURE 20-16.-Incidental modulation in a low-noise 
solenoid TWT. 
discriminator. The reference for the phase de- 
tector was a 30-Mc crystal oscillator. The resultant 
correction signal out of the discriminator was 
used to change the length of the laser cavity by 
means of the rear mirror mounted on a PZT 
crystal. Once phase-locked to the crystal refer- 
ence, the plot in Figure 20-20 was obtained-a 
considerable improvement over the plot obtained 
in the unlocked mode. 
I 1 - - - - 
2 x 1 0 1 a / c ~ r  
FREQUENCY 
FIGURE 20-17.-Laser spectrum. 
CONCLUSION 
The methods used to measure short-term sta- 
bility a t  SURC have been described, and some 
comparison between methods has been shown. 
Typical results using the spectral technique have 
been presented. This technique was used mostly 
because of the large dynamic range possible with 
an audio spectrograph and because of the ultimate 
use of the data, which called for spectral purity. 
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FIGURE 20-18.-Unlocked laser vs. crystal oscillator. 
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FIGURE 20-19.-Phase-lock loop for laser. 
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FIGURE 20-20.-Phase-locked laser self-beat. 
21. SELF-CALIBRATING AND SELF-CHECKING 
INSTRUMENTATION FOR MEASUREMENT 
OF THE SHORT- TERM FREQUENCY 
STABILITY OF MICROWAVE SOURCES* 
C. H. GRAULING JR., AND D. J. HEALEY I11 
Westinghouse Electric Corporation 
Baltimore, Maryland 
The short-term frequency stability of a phase-stable source, or stalo, is best expressed in 
terms of sideband levels. This paper discusses the apparatus that  is employed to measure a spectral 
density of -115 db/cps a t  1000 cps from the carrier frequency a t  X-band. A passive reference is 
employed, although use of an active reference source is considered. Two types of passive measur- 
ing apparatus are discussed in detail: the R R E  discriminator, and a Westinghousedeveloped test 
set. The latter provides a number of significant features that are not obtained with the RRE dis- 
criminator; for example, the capability of direct calibration, direct determination of the limiting 
sensitivity, and the measurement of intentional modulation appearing on the source. 
Specification of short-term frequency stability, 
averaging times less than 1 millisecond, is usually 
more meaningful to users when the stability is 
expressed in terms of modulation sidebands or 
spectrum distribution rather than in terms of the 
linewidth or the fractional frequency stability. 
The latter, however, is still frequently given as a 
measure of stability, although i t  has significance 
only when the averaging time is greater than 
several seconds. 
Measurement of short-term frequency sta- 
bility therefore requires apparatus which can 
analyze the spectrum of the signal near the 
carrier. This paper will discuss several methods 
that might be considered and will describe in 
some detail the approach used by Westinghouse 
in the design of a test set for this purpose, suitable 
for field use by relatively unskilled personnel. 
The signals to be measured have such stability 
that they may be represented as a very narrow 
carrier line surrounded by low-level noise side- 
*This paper is based on work that was performed in 
connection with Bureau of Naval Weapons Contract 
NOW 63-0280/di. 
bands, the total power content of the sidebands 
being very small compared with that of the 
carrier itself. A suitable test set is, then, one 
which measures the sideband energy in a pre- 
scribed bandwidth over a frequency range corre- 
sponding to  the modulation frequencies of interest. 
The desired sensitivity of such a test set to 
satisfy current as well as anticipated future needs 
a t  Westirlghouse is -115 db/cps of bandwidth 
for frequencies 1000 cps and greater from the 
carrier. At frequencies below 1000 cps, reduced 
sensitivity can be tolerated. 
In many cases the amount of power available 
from the source for the measurement of source 
stability is rather small, and the test set should 
desirably provide the sensitivity of - 115 db/cps 
with input signals on the order of a few milliwatts. 
An important requirement for any test set of 
this sort is that calibrating and checking features 
be provided. These functions should be operable 
when the expected signals are present in the 
equipment. Finally, operation of the test set 
should be simple, so that a relatively unskilled 
operator car1 obtain reliable measurements of the 
s~ability of the source under test. 
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FREQ. IF AMPL~~PRODUCT 
TO 
VIDEO 
* 
SPECTRUM 
ANALYZER 
FIGURE 21-1.-Microwave stalo as active referencc 
Bource. 
MEASUREMENT TECHNIQUES 
All of the possible stability measuririg devices 
have one feature in common: The signal to be 
measured is compared with some form of local 
reference. arid any differerices betweeri signal arid 
refererice arc read out as a measure of the short- 
term stability. The local refcrcricc may bc an 
active source, such as a stalo of kriow~l charac- 
teristics, or a passive rlevice, such as a cavity 
resonator. 
Tcst sets usirlg a passive refcrc~ic~c form the 
subject of the ~icxt  wo scc'tio~is and will not be 
discussed further a t  this time. 
Thc uctive refcrcnce is readily utilized in a 
phasc-lock loop co~itrollcd by the signal to be 
measured. Figures 21-1 arid 21-2 show simplified 
41 urc block diagrams for such test apparatus. r ' g  
21-1 shows a microwave stalo as an active refer- 
ence source. The stalo employs a Travelirig Wave 
Tube (TWT) arid a resor~arlt cavity as ari oscil- 
latirig loop. Figurc 21-2 shows a crystal oscillator 
and harmonic. generator as the active refererice 
sourcc. Thc use of an activc refercrlce has the 
advantage of providing a direct phase c.omparison 
betwccrl tho referrric~c standard arid thc urlkriowri 
frequency; it docs not introduce effcctivc at- 
tenuation of the sidebarids to be measured, as 
occurs ill thc usc of a passive reference. 
Tlir problcm, however, is that the measured 
output call be no better thari the activc referelice; 
arid the statc of the art has rlot progressed to the 
point whcrc "stalidard stalos" having pcrform- 
alicc csharac.tcristics significantly better than those 
required from the source under measurement can 
be made available. 
Thc evaluation of a highly phase stable source, 
therefore, usually involves intercomparisori of 
three identical units. Consequently, mcasure- 
merit of sources that may be operated a t  any 
frequerlcy in a band such as X-band would be 
extremely costly. In addition, field testirig with- 
out a procedure to chcck the standard could riot 
be tolerated. 
Theoretical calculatio~~s indicate that the TWT 
stalo may give adequate performance; but no 
experimerltal data to substarltiate the theory, a t  
the sideband levels of interest, arc known to 
exist. A comparliori paper (Itcferencc 1) indicates 
that a crystal oscillator and harmonic gerierator 
should give about the stability required, but it 
cannot be considered a "standard stalo" a t  the 
preserit time. 
A significant disadvantage is encountered when 
the signal to br measured corltai~ls intelltiorla1 
phase or frequc~ic.. modulatiorl of large index. 
The maximum n.odulation index that (.all be 
satisfactorily measured is limited to approxi- 
mately 1 radian when additional frequency track- 
ing loops are not providcd. 
THE RRE DISCRIMINATOR 
Principle of Operation 
The most satisfactory tech~~ique for mcasurirlg 
the ariglc modulatiori rioise on SI1F sources ill- 
volvcs the use of a microwave frcque~ic:y dis- 
criminator, with a vidco spectrum arialyzcr for 
measuremc~~t of the discriminator output wavc- 
TO VIDEO 
- *SPECTRUM 
ANALYZER 
GEN. DC AMPL 
I LP FILTER 
PHASE STABLE ACTIVE SOURCE 
FIGURE 21-2.-Crystal oscillator and h:~rmonic generator 
as active referencc source. 
INSTRUMENTATION FOR MEASUREMENT OF MICHOWAVE SOURCES 255 
form. Of the various discriminators that might 
be employed, those which minimize the carrier 
frequency signal appearing a t  the input of the 
SHF to audio conversion circuits provide the 
greatest sensitivity. A discrimiriator that is widely 
used is the RRE discriminator (Royal Radar 
Establishment, Malvern Works, U. K.). Figure 
21-3 shows the basic configuration of such a 
discriminator. The signal to be measured is 
applied to a waveguide bridge circuit containing a 
matched cavity resonator. Assume that the 3-db 
coupler, cavity resonator, and the load on port 3 
are all perfectly matched. When the cavity 
resonator is tuned precisely to the carrier fre- 
quency of the source, the signal appearing at  
port 4 of the 3-db coupler is the result of small 
changes in the reflection coefficient as the in- 
stantarieous frequency changes from the resonant 
frequency of the resonator. Having been dis- 
dipated in the resonator, the carrier itself will 
not appear a t  port 4. 
The impedance of the cavity can be expressed as 
where 
Z =impedance a t  a particular detuning A j, 
R W ,  =unloaded bandwidth of cavity resonator, 
Z,=impedance a t  the resonant frequency of 
the cavity. 
The reflection coefficient is given by 
TUNABLE 
where 
Z =impedance of cavity, 
Zo =surge impedance of coupler. 
With a perfectly matched cavity, Z, = Zo; hence, 
A major objective is the measurement of spectra 
which are more than 60 db below the carrier 
power. The highest modulation frequency of 
interest is on the order of 200,000 cps. Now, the 
sideband level for very small sidebands can be 
written as 
Sideband (db) = 20 loglo (A f/2 f,) , (4) 
where 
A j =  peak deviation of the carrier frequency, 
f, =modulating frequency causing this peak 
deviation ; 
A j is, then, largest for a given sideband level a t  
the highest modulating frequency. Thus, -60 d b  
a t  200,000 cps corresponds to a peak deviation 
of 400 cps. 
The cavity resoriator has a QL that will typically 
range between 10,000 and 20,000 a t  X-band. 
This yields a loaded bandwidth 
BW = = 500 kc to 1 Mc, (5) 
and an unloaded bandwidth half this value. 
For most measurements, therefore, the second 
term of the derlominator in Equation 3 is small; 
and the peak reflection coefficient is essentially 
In practice, 2, is riot precisely equal to Zo. 
The small mismatch that is encountered is ae- 
commodated by the short-circuited attenuator 
connected to port 3 of the 3-db coupler shown in 
Figure 21-3. 
The magnitude and phase of the mismatch a t  
port 3 is controlled by the variable attenuator 
and by the position of the sliding short circuit, 
respectively. Adjustment of these two parameters 
is made to produce a small reflection that is 
antiphased a t  port 4 with that resulting from the 
FIGURE 21-3.-RRE discriminator. coupler and cavity mismatch when A f = O .  
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The signal from port 4 is a double-sideband 
suppressed carrier signal representing the phase 
noise of the source under measurement, provided 
the amplitude noise on the source is much less 
than the phase noise. The amplitude of the signal 
is directly proportional to the frequency deviation 
of the carrier when the deviation is small. I t  also 
is directly proportional to both the loaded Q of 
the cavity resonator and the signal level a t  port 1 
of the coupler. 
The modulating signal waveform is obtained 
by applying both the bridge output and carrier 
signals to an "I" product detector. A spectrum 
analysis of the demodulated waveform then yields 
the frequency deviation spectrum when the AM 
spectrum is less than the PM spectrum. 
Ultimate Sensitivity 
As shown in Figure 21-3, the double-sideband 
suppressed carrier signal is applied to a frequency 
changer which converts the frequency to an H F  
or VHF intermediate frequcncy. The signal di- 
rectly from the source also is applied to a similar 
frequency changer for the purpose of obtaining 
the carrier (as well as its sidebands) for reinser- 
tion. An auxiliary oscillator (SI-IF oscillator) is 
used in common to both freque~lcy changers. 
The signals from the frequency changers are 
separately amplified and applied to a product 
detector, which is operated as an "I" or syn- 
chronous detector to recover the modulation 
waveform corresponding to the incidental noise 
modulation of the source under test. 
Envelope detectors are provided to monitor 
the signal appearing a t  the inputs to the product 
detector. A diode detector monitors the reinserted 
carrier level, which is read on MI. Another diode 
detector monitors the suppressed carrier signal 
channel; but, since the modulation sidebands are 
small, the meter M2 will show a deflection only 
when significaant carrier appears a t  port 4 of the 
3-db caouplcr. M2 is therefore basically used as 
a null indication for proper tuning of the tunable 
cavity resonator and adjustment of attenuator A2 
and short SS. The sensitivity of the discriminator 
output of the product detector-when phase 
shiftcr PS is adjusted for "I" detection-may 
be dcterminc\d by monitoring the voltage of the 
reinserted cAarrier by means of MI  and by knowing 
the cavity QL as well as the gains or losses of the 
IF amplifiers, frequency changers, product de- 
tector, microwave transmission path, and at- 
tenuator A3. 
The characteristic of the measuring apparatus 
can be expressed as 
vout =KVl  A f  (Q~/jo), (7)  
where 
Vl =voltage a t  the reference detector as read 
on MI ,  
K =constant accounting for the transmission 
losses and gains rioted above, 
Q L  =loaded quality factor of the tunable micro- 
wave resonator, 
jo =carrier frequency, 
A f  =peak deviation of the carrier frequency 
a t  fm 
Assume that the group delays of the two chan- 
nels from frequency changers to product detector, 
including networh associated with the product 
detector, are exactly identical; then the noise of 
the auxiliary oscillator is suppressed, and the 
minimum value of A f that can be measured is 
determined when VOut equals thermal noise. 
When 
B,B,'I2 
A fmin  = ( SIN)  maz ' 
where 
B, =3-db bandwidth of the tunablo cavity 
resonator, 
Ba =noise bandwidth of the analyzer, 
( SIN)  ,,, =maximum signal-to-noise ratio that is 
obtainable a t  the product detector 
output per cps (voltage). 
B, is fixed a t  a value betweerl 500 kc and 1 Mc 
to provide measurements over the desired mod- 
ulating frequency spectrum. The maximum S I N  
depends on the noise-carrier irltermodulatiorl 
occurring i11 the signal channel. As noted in a 
previous paper (Reference 2) ,  a typical S I N  
of a signal channel as shown in Figure 21-3 is 
about 137 db/cps. 
In practice it is found that, without special 
feedback techniques, manual adjustmerlt of the 
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tunable cavity resonator permits about 40 db 
carrier rejection to be realized when measuring 
sources having moderately good long-term sta- 
bility (i.e., averaging over times greater than 1 
second). For such conditions the minimum fre- 
quency deviation in a 1-cps bandwidth is then 
The ultimate sensitivity is 0.014 cps in a 100- 
cps analyzer bandwidth, and 0.044 cps in a 
1000-cps bandwidth. 
When greater sensitivity is needed, the carrier 
signal a t  port 4 of the 3db  coupler must be further 
attenuated. Using feedback techniques to control 
the resonator tuning, 60 db of carrier rejection 
might be realized. This would increase the sensi- 
tivity by a factor of 10 times, provided the input 
signal under measurement is increased by 20 db. 
I t  was stated in the introduction to this paper 
that the requirements a t  Westinghouse are for 
measurement to - 115 db/cps at  1000 cps j,,,. 
This corresponds to 0.00358 cps peak deviation 
and, as seen by the above discussion, can be 
realized with manual tuning of the resonator pro- 
vided adequate power is available from the 
source. 
Calibration 
Calibration of the RRE discriminator is best 
accomplished by providing a modulating signal 
to modulate the source under test. This tech- 
nique can, of course, be employed only if the 
device under test can be modulated and has a 
linear modulation characteristic. The modulation 
signal is increased until a microwave spectrum 
analyzer shows that the carrier vanishes. For this 
condition, 
where 
2.405 =argument of the zero-order Bessel func- 
tion of the first kind for which the 
function first becomes zero, 
A f = peak deviation, 
fm =modulating frequency. 
VOLTAGE 
CONTROLLED 
IFZSC.  1-1 
CALIBRATION 
SIGNAL 
FM OR PM 
MODULATED - REFERENCE ( Typ lyL  fm'mkc) CARRl ER CHAN. 
SWEEP { GEN. 
BAND FILTER 
ANALYZER) 
FIGURE 21-4.-Use of components in discriminator for 
microwave spectrum analyzer to permit modulation 
index of calibrating signal to be set to 2.405. 
When the source under test and the auxiliary 
oscillator provide fairly good long-term fre- 
quency stability, it is possible to use the reference 
channel as the spectrum analyzer by applying an 
IF swept frequency oscillator as the carrier switch- 
ing signal to the product detector and the reference 
IF as the signal spectrum. Figure 21-4 shows the 
arrangement that is used. Typical instabilities 
necessitate that the spectrum display be about 
200 to 500 kc and modulation frequencies greater 
than 20 kc to avoid operator confusion in ad- 
justing the modulation index to 2.405. A pre- 
cision audio attenuator is employed to reduce the 
modulating signal so that the deviation is within 
the dynamic range of the analyzer used to measure 
the product detector output. This is readily ad- 
justed to any particular Af once the modulation 
level to produce 2.405 j,,, has been established. 
Alternatively, a standard source may be used 
when the source under test cannot be modulated, 
or measured values of gains Qr, and attenuator A3 
used to establish a calibration number. A direct 
calibration using the source under test is, how- 
ever, preferable. 
Measurement (Calibration) to Establish 
Ultimate Sensitivity 
I t  is not possible to make a direct determination 
of ultimate sensitivity. If a noise tube is intro- 
duced to  make the measurement, an optimistic 
figure is obtained since the residual carrier from 
258 SHORT-TERM FREQUENCY STABILITY 
port 4 of the coupler is not present. The effective 
noise figure a t  the particular analyzer frequency 
band therefore is not determined. If an IF crystal 
oscillator is used to introduce the residual carrier 
voltage, the limitation caused by noise on the SHF 
auxiliary oscillator is not measured. 
There are two commercially available test sets 
that  employ the arrangement shown in Figure 
21-3. I11 both of these test sets, the I F  amplifier- 
product detector circuits are of poor design, so 
that  corisiderable differential group delay is 
exhibited. As a result, serious limitation of ulti- 
mate serisitivity occurs because of angle modula- 
tion noise appearing on the auxiliary oscillator 
unless an AFC or APC loop is employed to force 
the IF  frequency to remain constant. With such 
AFC circuitry, suppression of auxiliary oscil- 
lator noise of greater than 60 d b  over the modula- 
tion frequency band of interest has been measured. 
With AFC, a gas tube and I F  oscillator can be 
employed to  estimate the ultirnate sensitivity. 
Amplitude Modulation Measurement 
AM noise can be determined by measurement 
of both the carrier level arid the fluctuations from 
the reference detector, provided the AM noise 
exceeds the ultimate sensitivity imposed by the 
effective noise figure in the analyzer frequency 
band at which measurement is made. Measure- 
ments show that almost all the microwave sources 
measured a t  X-band indicate -126 db in a 
IOO-cps bandwidth a t  a 1000-cps modulating 
frequency, and -134 db  in a 100-eps bandwidth 
a t  150,000-cps modulating frequency. This, then, 
apparently is the instrumentation noise; and one 
must conclude that we have not in fact been 
able to measure the AM noise of the sources 
under test. 
Limitations 
(in the product detector) to recover a particular 
modulatiori on the reference. In the case of the 
RRE discriminator, the output from the bridge 
may be considered as a pair of double-sideband 
suppressed carrier (DSSC) signals representing 
the PM and AM sidebands on the input, along 
with a replica of the input which has been at- 
tenuated arid phase-shifted. The latter signal is 
the result of imperfect bridge balance. Since the 
effective carrier caricellation is between 20 and 
40 db  without additional feedback techniques, 
sidebands only 20 to 40 db  below the input car1 
exist on the bridge output. The P M  sidebarids 
on this uncaricclled signal cause no trouble, but 
the AM sidebands may present a problem. If 
phasing is proper, additional suppression will be 
obtained in the "I" detector; however, the ad- 
ditional suppression is a furictiori of the manner 
in which the microwave bridge unbalance occurs, 
and i t  may not be obtained. The discriminator 
provides a sensitivity AV/A j which is a constant 
for small A j ,  independent of modulating frequency. 
Thus, for a co~istant sideband level the output is 
proportional to the modulation frequency, since 
for constant sideband level A j / j m  is constant. 
This amounts to a reduction iri the F M  or PM 
sidebands appearing on the source by thc con- 
versiori characteristic of the bridge, which pro- 
duces an effective attenuatiori of 2 jm/BW to the 
low-frequency input sidebands while creating a 
signal suitable for demodulation. 
At a low modulating frequency jm measurement 
of the angle noise on the source, therefore, be- 
comes difficult when bridge unbalance exists and 
the AM on the source is significant. As an ex- 
ample, consider the case when the modulating 
frequency is 1000 cps arid the cavity bandwidth 
is 1 Mc. The sidebands from the bridge repre- 
senting the F M  on the source a t  1000-cps jm 
are attenuated by 
A limitation encountered with use of passive relative to those on the source. If the AM side- 
refererlces is that they respond not only to angle bands 011 the source were equal to the F M  side- 
modulatiori but also to amplitude modulation. bands, the bridge balance would need to be 
The basic purpose of the reference is to operate greater than GO d b  to insure measurement of the 
011 the input sigrial to produce a modified signal FM-assumirlg the worst case of 110 additional 
that can be cross-correlated against the input suppression in the "I" detector. Thus, for the 
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typical 40-db balance, it would be necessary that WESTINGHOUSE TEST SET 
the AM be more than 20 db below the FM at 
1000 cps from the carrier of the source under Principle of Operation 
test to insure measurement of the FM sidebands. This test set utilizes a passive resonant cavity 
As noted, the manner in which the unbalance as the frequency reference element. In developing 
occurs is important. By further adjustment of this set, the following features were considered: 
the three variables-cavity tuning, attenuator 
A2, and the sliding short SS--it is possible to 
realize additional discrimination as a result of 
the quadrating property of the "I" detector; 
however, practical use of such critical adjustment 
requires that a proper sensing technique be 
provided. 
Another serious problem is the dimensional in: 
stability of the discriminator in the presence of 
vibration and acoustic environment. Acoustic 
shielding is essential in the Westinghouse Aero- 
space Division Laboratories to permit measure- 
ment in excess of - 110 db/cps a t  1000-cps f,. 
Measurement of a modulated carrier such as en- 
countered in high PRF pulse Doppler radar sets 
usually is not possible, since the first upper and 
lower sidebands resulting from pulse amplitude 
modulation of the carrier appear at  port 4 as a 
residual signal. 
- 
1. Provision of adequate sensitivity for West- 
inghouse requirements. 
2. Simplicity of operation, so that trained but 
relatively unskilled personnel can obtain 
reliable measurements with minimum judg- 
ment on their part. 
3. Incorporation of self-checking and self- 
calibrating features to maintain performance 
in field usage. 
All signal processing prior to conversion to 
audio frequency is done a t  microwave frequencies, 
so that no auxiliary microwave oscillators and 
associated power supplies are required in the test 
set. The output from the microwave circuits is 
an audio signal, the detected modulation wave- 
form, which is examined in a video spectrum 
analyzer. A simplified diagram of the Westing- 
house test set is shown in Figure 21-5. 
(TI 
SYNC Dm. 
I 
FIGURE 21-5.-Westinghouse test set. 
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The heart of the test set is a microwave cavity 
resonator and a "Q" product detector. The latter 
consists of a 3-db hybrid and special low-noise 
mixer crystals. The output of the "Q" detector is 
applied to a low-noise audio amplifier. A signal 
from the source to be measured is applied to 
"Test Input A." This signal is routed in two 
paths by the directional coupler. Part of the 
signal power passes through the cavity resonator 
to onc input port of the "Q" detector. The re- 
maining part of the input signal power is applied 
directly to the second input port of the "Q" 
detecator through a variable phase shifter. The 
phase shifter is adjusted so that the output of 
the "Q" detector is zero when the cavity is tuned 
to the frequency of the source under test. When 
A f of the source is not zero, the additional phase 
perturbation appearing on the signal which passes 
through the resonator produces an output from 
the "Q" detector which is amplified by the audio 
amplifier. The signal a t  the output of the audio 
amplifier, represcnting the angle modulation wave- 
form, may then be examined by using the spec- 
trum analyzer. 
111 this disc.riminator arrangement, thc angle 
modulation noisc is converted to a phase modula- 
tion that can be demodulatcd by the "Q" de- 
tector. Specifically, a DSSC signal which carries 
the desired modulation information is generated. 
Thcsc sidebands are attenuated by a factor of 
2 f,,,/RW plus the insertion loss in the cavity as 
compared with the input PM sidebands. For low 
modulating frequerlcies, both the AM arid PM 
sidebands-as well as the carrier-pass through 
the cavity unchanged (except for some attenua- 
tion) and are applied to onc port of the "Q" 
detector afong with the DSSC signal contairlirlg 
the information. Discrimirlation against AM is 
then provided by the quadrating property of the 
detector. A separate channel consisting of a 
crystal detector arid a separate low-noise audio 
amplifier provides capability for AM measure- 
ment. This arrangement not only eliminates low- 
Ievel signal switching but also provides additional 
calibration capability. 
Adjustment and Calibration 
Mcasuremcr~t of angle modulation (FM or 
PM) with the. test set depends on a frequency-to- 
phase conversion in the transmission cavity 
resonator. For proper operation, i t  is necessary 
that the cavity resonator be accurately tuned to 
the carrier frequency of the source being measured 
and that the phase shifter be adjusted so that 
good AM rejection car1 be realized from the "Q" 
detector. 
Drift of the carrier frequency of the source 
relative to the resonarlt frequency of the cavity 
resonator will introduce a static. phase error that 
will cause AM ~ioise to appear a t  the "Q" de- 
tector output. 
An automatic balancing scheme thercforc has 
been providcd. The AM loop shown in Figure 
21-5 provides proper tuning of the resonator. An 
AM modulator is driven by a low-frequency 
signal-the modulatio~l frequerlcy being an order 
of magnitude lower than the frequency band of 
interest for which the sourcc spectrum is to be 
examined-to provide a carrier for the balancing 
loop. The signal a t  this frequency that appears 
a t  the "Q" detector output is a measure of the 
unbalance of the "Q" detector as a result of a 
difference betwcen the carrier frequency and the 
resorlant frequcnc-y of thc cavity (or misadjust- 
ment of the variablc phase shifter) . 
The amplified error from thc "Q" detector is 
cross-correlated with the AM modulati~lg signal 
in an "I" detector, the output of which is em- 
ployed to control the turlirig of the cavity reso- 
nator. The key to providing this feature is the 
vernier electronic tuning providcd in the micro- 
wave resonator. 
The adjustment of the discriminator to permit 
measurement of the angle modulatiorl of a source 
is as follo~vs: 
1. The amplitude modulation is turncd off, the 
electronic tuning of the resonator is set to the 
center of its range, and the cavity is manually 
tuned to the carrier frequency of the sourcc to 
be measured. 
2. The amplitude modulation is turned on, but 
thc AM feedback loop is left open. Thc phase 
shifter is next adjusted to producc minimlim 
output from the audio amplifier a t  the amplitude 
modulating frcqucncy. 
3. The AM loop is closed, and the discriminator 
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remains properly tuned as long-term frequency 
drifts occur. 
I t  is obvious that initial adjustment does not 
need to be as precise as in the RRE discriminator 
because of the incorporation of the low-frequency 
AM loop. The AM loop permits full benefit of the 
quadrating property of the "Q" detector in dis- 
criminating against AM on the source. 
The test set includes a sidestep generator and 
a voltage-controlled crystal oscillator (VCXO) 
whose FM output can be employed for calibra- 
tion of the test set. This FM is monitored by a 
discriminator utilizing quartz crystal resonators, 
thereby providing accurate measurement of small 
frequency deviations appearing on the oscillator 
(i.e., 1- to 10-cps peak deviation). 
To calibrate the test set, the source is con- 
nected to Test Input B shown in Figure 21-5, 
and attenuator Al is adjusted to set the power 
level to a prescribed value that yields the correct 
level a t  the "Q" detector. This power level is 
mo~lit~ored from t,he out,put of a coupler ahead of 
the resonator (not shown in Figure 21-5). 
The VCXO is connected to the calibrating audio 
oscillator and is modulated a t  the frequency j, 
for which calibration is to be made. The resultant 
deviation is monitored by connection of the wave 
analyzer to the crystal discriminator output. The 
sidestep generator adds this frequency deviation 
to the source under test, and the resultant signal 
is applied to the test microwave discriminator. 
The wave analyzer is then connected to  the out- 
put of the low-noise audio amplifier, and a calibra- 
tion point is obtained. The VCXO is removed 
from the balanced modulator in the sidestep 
generator, and a fixed-frequency crystal oscillator 
having high spectral purity is substituted in its 
place. The icading obtained from the wave 
analyzer is the sum of the frequency deviation of 
the source under test and the crystal oscillator. 
Since the latter is about 2 orders of magnitude 
less than the deviation on the source, i t  does not 
influence the measurement. 
In  cases where the source can be conveniently 
changed in frequency, i t  can be applied to Test 
Input A, thereby eliminating any contribution 
of the sidestep generator. In some systems the 
sidestep generator is an essential part of the 
source under test; and in those cases the source 
is always connected to Test Input A, and the out- 
put of the VCXO is connected to the sidestep 
circuits associated with the source. The crystal 
discriminator also is used to monitor deliberate 
modulation that may appear on the source under 
test. When the sidestep generator is connected 
to  the VCXO and the control signal for the VCXO 
is obtained from the low-noise audio amplifier, 
the deliberate modulation appearing a t  the input 
t o  the cavity is effectively removed. The dis- 
criminator output is a direct measure of the 
deliberate modulation under these conditions. 
In some cases, it may be desired to measure 
the noise on the source under test with the side- 
bands resulting from deliberate modulation being 
considered as noise. For this case, the sidestep 
generator merely is connected again to  the fixed- 
frequency offset oscillator. 
A feature of this mechanization for the test set 
is that i t  provides means for complete main- 
tenance in the field with a minimum of additional 
equipment. No microwave sources other than an 
operating source to be measured are required for 
field maintenance. 
Ultimate Sensitivity 
As noted previously, the ultimate sensitivity 
of a microwave discriminator for these noise 
tests is limited by the maximum attainable signal- 
to-noise ratio a t  the audio output to the wave 
analyzer and the degree of sideband exaltation 
that can be provided. 
Sideband exaltation was rlot provided in the 
Westinghouse test set because the power available 
from many of the sources to be measured was 
rather limited. The Westinghouse test utilizes a 
microwave "Q" detector (i.e., the phase-modu- 
lated output from the resonator, which is a 
measure of the angle modulation on the source 
under test, is converted directly to an audio 
signal). The arrangement has proven satisfactory 
because of the availability of microwave diodes 
exhibiting reduced l/j noise. 
Initial measurements using Philco diodes type 
IA154 show that the effective noise figure in the 
modulating frequency range of concern is about 
10 db less than can be achieved with the IN23- 
type crystals. The Low-Noise Audio Amplifier 
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12 S1, shown on Figure 21-5, is a double-pole, 
double-throw reversing switch. When it is placed 
-- 10 
n in CHECK position, both signals to the "Q" 
Z detector are obtained through paths which have p 8 
LL 
no difference in group delay. Therefore, by merely 
w adjusting phase shifter +2 for minimum noise 
2 6 
o output from the audio amplifier, the noise voltage 
z is the limiting noise level of the test set and, in 
+ 4 
0 
n 
conjunction with the calibration previously de- 
V) scribed, yields the ultimate sensitivity. 
2 
0 1 1 I I Limitations 
250 500 'Oo0 2000 4W0 lMOO The sensitivity of the test set is adequate for &PSI 
our purpose. However, measurement of smaller 
FIGURE 21-6.-Noise figure of low-noise audio amplifier. frequerlcy deviatiorls ~lecessitates either a signifi- 
cant increase in maximum S/N or a carrier 
(LNAA) likewise must have a low noise figure 
in the modulating frequency band of interest. 
Figure 21-6 shows the noise figure of a Westing- 
house molecularized amplifier designed for low 
noise at  low audio frequencies, compared with an 
HP466A low-noise amplifier. Both of these audio 
amplifiers are entirely adequate for use in the 
test set as the LNAA. Measurements showed that 
the resulting sensitivity with the 1,4154 diodcs 
and the low-noise audio amplifiers of Figure 21-6 
is - 163 db/cps of bandwidth a t  1000 cps from 
the carrier ( j, = 1000 cps) . 
As noted previously in connection with I F  
amplificatiorl prior to conversion to audio (e.g., 
the arrangement of Figure 21-3), a typical 
nulling technique. The test set can be modified 
to provide carrier nulling and exaltation of the 
sidebands by the addition of another coupler, 
attenuator, and phase shiftcr to bridge the cavity. 
The penalty, however, is the necessity of having 
more power available from the source under test. 
Alternatively, the "Q" detector could be operated 
as an "I" detector, and the RItE discriminator 
employed. However, the ultimate sensitivity may 
be greater using the bridgcd transmission cavity; 
and, in addition, the adjustment. procedure is 
considerably simplified. There is also the pos- 
sibility that the minimum A j that can be meas- 
ured can be reduced by a factor of 2 to 3 with 
use of diodes other than thc L4154. 
signal-to-noise ratio was about 137 db/cps a t  
1000 cps. The performance of the Westinghouse 
test set thus is con~parable with that achieved 
with the commercially available versions of the 
RItE discriminator when 20-db carrier cancella- 
tion is achieved. 
The corlversion of angle modulation noise ap- 
pearing on the source to a phase modulation that  
can be measured by the "Q" detector depends 
on the modulating frequency and the cavity 
resonator bandwidth. With cavity bandwidth of 
500 kc, the conversion a t  a modulating frequency 
of 1000 cps is -48 db. The ultimate sensitivity a t  
1000 cps from the carrier is then -163+48= 
- 115 db/cps. 
A feature of the test set is that the ultimate 
sensitivity limit can be measured directly. Switch 
CONCLUSIONS 
Westinghouse has chose11 to utilize a passive 
reference for measuremerlt of short-term stability 
of microwave sources rather than an active 
standard frequency source. The reason for this is 
associated with the need for providing simple 
calibration and maintenance of performance in 
the measuring set. Westinghouse also has chosen 
to use a transmission cavity rather than a re- 
flection cavity in the discriminator, together with 
"Q" detection, because this provides means for 
simple checking of ultimate sensitivity. Such a 
technique is feasible because an acceptable effec- 
tive noise figure can actually be realized by direct 
conversion from microwave frequencies to audio 
frequencies. The output test S/N ratios a t  low 
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22. SHORT-TERM STABILITY MEASUREMENTS 
IN THE SURVEYOR SPACECRAFT SYSTEMS* 
B. E. ROSE 
Aerospace G o u p  
Hughes Aircraft company 
Culver City, California 
The telecommunications link for the Surveyor Spacecraft utilizes a receiving and transmitting 
link at  a frequency of approximately 2200 Mc. Both the spacecraft and the ground station u& 
phase-lock loop receivers. To prevent loss of phase lock due to vibration caused by the vernier 
engine and retro engine burning and the landing shock, the transmitter and receiver must meet 
short-term stability requirements, expressible as a maximum phase jitter of 45 degrees, peak-to- 
peak, measured in a phase-locked loop of 425cps noise bandwidth, under conditions of 3 g's zero- 
to-peak vibration from 10 cps to 10 kc. 
hleasurements of phase jitter in the oscillator modules are presented in the report, and the 
method of measurement is discussed. Excessive phase jitter was found to occur a t  approximately 
400 cps in the transmitter and 1100 cps in the receiver. These frequencies were found to be the 
crystal-mount mechanical resonant frequencies for the HC-18/U (transmitter) and HC-6/U 
(receiver) crystals. 
Two methods for reduction of phase jitter are described: The first utilizes a foam vibration 
isolation mount, and the second used a component with a greatly improved internal mounting 
structure for the quartz plate. 
To complete the mission of a soft landing on the 
lunar surface, the Surveyor spacecraft must sur- 
vive and operate through the flight phases of take- 
off, injection into orbit, midcourse maneuver, 
landing, and touchdown. 
In particular, during midcourse maneuver and 
during descent, it is required to maintain com- 
munications with the DSIF stations for engi- 
neering data, telemetry transponder mode track- 
ing, and television picture transmission. Because 
the spacecraft retro rocket and vernier engin& are 
operated during these maneuvers, the telemetry 
systems will be subject to vibration. The problem 
of maintaining phase lock during vibration is 
discussed in this paper in three parts: (1) the 
Surveyor block diagram and the phase jitter 
specifications imposed on the transmitter signal 
and receiver local oscillator signal, (2) the test 
setup used to make jitter tests-under vibration 
conditions-and the phase-locked loop test set 
used in making the tests, (3) the measured phase 
jitter observed with conventional crystals in a 
hard mounting and in vibration isolators, and 
finally with ribbon-mounted crystals. 
SYSTEMS BLOCK AND SPECIFICATIONS 
Figure 22-1 shows a simplified block diagram of 
the spacecraft transmitter and receiver. The 
signal source for the transmitter is selectable 
from either the transmitter VCXO or the receiver 
VCXO. When connected to the receiver VCXO, 
the transmitter signal is phase-locked to the 
received signal. The transmitter utilizes a multi- 
plication ratio of 120 and the receiver, 108. 
Phase Jitter Specifications 
*This paper presents results of one phase of research 45 degrees peak-to-peak phase jitter, 30 
carried out under Contract 950056 for Jet Propulsion 
Laboratory, California Institute of Technology, under value-measured in a 425cps loop band- 
Contract NAS 7-100 sponsored by the National Aero- width-at 3 g's zero-to-peak sine vibra- 
nautics and Space Administration. tion, 10 to 10,000 cps 
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FIGURE 22-1.-Spacecraft transmitter and receiver (sim- 
plified diagram). 
These jitter specifications are referred to the 
S-band output frequency. Initial phase measure- 
ments on transmitter and receiver did not satisfy 
specifications. The source of the phase jitter was 
traced to the crystals used in the receiver and 
transmitter voltage-controlled oscillators. The 
transmitter crystal was an HC-18 case style wire- 
mounted crystal of conventional design; the 
modules. Since the phase jitter originated in the 
modules containing the crystals, further testing 
was performed on these modules-at 19.125 
Mc/sec-rather than on the con~plete transmitter 
and receiver. A receiver and transmitter module 
were specially built without foam around the 
crystal, so that it could be removed or remounted. 
The vibration table was capable of delivering the 
full 3 g's a t  frequencies up to 2000 cps. Tests 
above 2000 cps were made using whatever g-level 
was obtainable. 
TEST SETUP 
The phase jitter a t  the output of the module 
under test was measurcd with a phase-locked loop 
test set. The schematic of this loop is shown in 
Figure 22-2. The loop noise bandwidth was 425 
cps. The loop was calibrated by the use of an 
oscillator/phase modulator which was itself cali- 
brated by using the vanishing carrier method. The 
output of the phase-locked loop was observed on 
an oscilloscope. 
FIGURE 7S2.-Phase jitter detector. 
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TEST RESULTS 
Conventional Crystals in a Hard Mounting 
Phase jitter with the standard crystals hard- 
mounted in the modules was measured to be as 
much as 1000 degrees (referred to S-band) at  
approximately 400-cps vibration frequency on the 
HC-18 crystals and at  1100 cps on the HC-6 
crystals. These mechanical resonances had approx- 
imately 1-percent bandwidth. These frequencies 
were found to correspond to the cantilever reson- 
ance of the internal spring-mass of the crystal 
and its mounting wires. Numerous crystals of the 
HC-18 type were tested. I t  was found that, al- 
though the resonant point almost always occurred 
at  400 cps, plus or minus 40 cps, the magnitude 
of the phase jitter varied by as much as 20 to 1 
from crystal to crystal. 
X rays of several crystals failed to reveal 
visual differences between high- and low-jitter 
crystals. I t  is not known why there was a large 
variation between crystals of the same lot. 
Vibrator Isolator 
Figure 22-3 is a sketch of the vibration isolator 
built to reduce the vibration level at  the crystal. 
An isolation factor of approximately 10 was 
achieved in this unit. The purpose of the third 
lead is to ground the case of the crystal to reduce 
phase jitter caused by capacity variation between 
the isolator and the crystal case a t  the natural 
mechanical resonance of the foam-crystal combi- 
nation. Even with this third lead, it was found that 
the amount of isolation which could be achieved 
a t  400 cps was limited by the occurrence of phase 
jitter a t  the lower mechanical resonance of the 
mount. That is, lowering the isolator resonant 
REAR LEAD 
FRONT LEAD 
- 1  I- CRYSTAL 
\ 
FOAM 
COVER 
FIGURE 22-3.-Vibration isolator. 
FIGURE 22-4.-Ribbon-mounted crystal. 
frequency (by mass-loading the crystal case, for 
example) tends to increase the phase jitter a t  the 
isolator resonance since the excursion is increased; 
and therefore lead-to-lead and lead-to-case capaci- 
tance varies more. The final mount was resonant 
a t  about 150 cps. 
Ribbon-Mounted Crystals 
Several types of commercially available rugged 
mount crystals were hard-mounted and tested for 
phase jitter. Although the resonant frequency of 
these mounts was higher than non-rugged types, 
they were found to exhibit large phase jitter when 
vibrated a t  resonance. Although not much data 
are available on the subject, the aging rate and 
temperature behavior of these rugged mounts are 
reported to be inferior to that of the standard 
mount. 
A type of crystal which seems very promising 
for this application is the ribbon-supported, trans- 
istor header mounted crystal, which was developed 
by Bell Telephone Laboratories. This crystal is 
now becoming available from a number of crystal 
manufacturers. These crystals are mounted on 
two or three nickel ribbons of 1-3 mil thickness. 
A sketch of a typical unit is shown in Figure 22-4. 
Because of the mounting method, the length of 
the supporting ribbons can be made very short- 
resulting in a very stiff structure. Tests of two- 
and three-ribbon crystals show a maximum phase 
jitter of less than 10 degrees-an improvement of 
2 orders of magnitude compared with the standard 
mount. Preliminary tests indicate aging rates 
equal to, or better than, those found with con- 
ventionally mounted crystals. 
Results of preliminary tests and evaluation of 
prototype models of these ribbon-mounted crystals 
indicate that there is a good prospect that they 
will achieve the specified limits of phase jitter. 
When tests are completed, these conlponents will 
be submitted for approval for use in flight space- 
craft. 
23. SHORT-TERM STABILITY MEASUREMENTS 
V. VAN DUZER 
Hewlett-Packard Company 
Palo Alto, California 
The short-term stability of a signal can be specified by a limit plot of phase noise and spurious 
signals versus frequency-of-offset plot. Such a specification will allow evaluation and comparison 
of signals for a particular application with appropriate system band-limiting, etc. This paper deals 
with the physical measurement technique0 used to obtain such data for high-quality signal sources. 
A low-noise double-balanced mixer, a low-noise amplifier, a low-frequency wave analyzer, and 
similar signal sources are the elements of such a system. The measurement capability hare should 
be about 160 db relative per root cycle, or something better than Af/f of 4x10-l3 for I-second 
averaging with 30-kc bandwidth a t  1 Mc. This technique is readily extended to the measurement 
of the short-term stability of resonant devices and signal-processing circuitry. Some aspects of 
practical measurement experience in connection with a high-quality frequency synthesizer are 
presented. 
The measurement of and the specifications on 
short-term frequency stability for high-quality 
signal sources have been serious problems. Lacking 
well-defined standards for specifications, the equip- 
ment manufacturers have presented the users with 
a confusing array of data that sometimes defy 
comparison of signal sources and evaluation of 
these sources for a particular application. The 
short-tern~ stability of a signal source can be 
specified by a limit plot of phase noise and spuri- 
ous signals versus frequency-of-offset from the 
desired signal. Such a specification would allow 
the user to evaluate the signal source for his 
particular application. Conversion to other terms 
wit'h appropriate system band limitations could 
be readily accomplished, and comparisons of signal 
sources for the particular application would be 
greatly facilitated. Note that the same type of 
plot is useful in connection with performance, 
phase modulation cleanup, or degradation of a 
signal-processing circuit such a s  frequency dividers, 
multipliers, etc. 
The amplitude modulation is assumed to be 
much smaller t,han the phase modulation for a 
high-quality signal; but, if t,his is not the case, 
a similar limit plot of this would be of interest 
because of direct effects and easy (undesired) 
conversiori to phase nlodulation in the application 
of the signal. Also, as a practical matter, the 
effects of environment on the short-term stability 
should be indicated. This paper will deal with 
the measurement system used to obtain the signal 
quality information indicated above. 
DC LOCKING 
AMPL. 
FIGURE 23-1.-Measurement system. 
SUGGESTED SYSTEM 
Figure 23-1 shows the block diagram of the 
proposed system. The sources either are two of 
the type to be evaluated or one is a reference 
standard of greater stability than the source to 
be evaluated. The atteriuator is used in the cali- 
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bration of the system and in adjusting the level of SYSTEM PERFORMANCE 
the linear input to the mixer. 
The mixer used in our work is a very broadband 
(100 kc to 500 Mc) double-balanced type using 
diodes with very low 1/f noise. The conversion 
loss is 6 db, and all the ports are a nominal 50 
ohms. Balancing against both inputs is required 
so as not to demodulate the amplitude noise of 
either input. Balancing on the order of 40 d b  is 
obtained over the HF frequency range. The low- 
noise anlplifier can be either a parametric or a 
transistor amplifier. The mixer output impedance 
of 50 ohnls allows a broadband output; and it 
makes the use of a transistor amplifier quite 
appropriate, whereas a field-effect amplifier would 
seriously limit the systenl perfornlance. The para- 
metrir (down to 1 cycle) or transistor (down to 
100 cycles) amplifier can have a short-circllit 
input noise voltage per root cycle of 2X volt, 
whereas the best field-effect amplifier will be 
more than 10 times that bad. The noise-averaging 
network used has been one with a I-seca time 
constant, but this is not critiral. 
To calibrate the systenl, Source 2 (P'igurc 23-1) 
is offset jn freque~~cby slightly (or a substitute 
offset source is used) ; arid thc attenuator is used 
to reduce the signal level as al)l)ropriate for plot- 
ting 011 the x-y rccordcr with reduced analyzer 
sensitivity, so that the signal is above the noise 
The systenl described above, with a transistor 
amplifier, has a serisitivity (equal to noise) of 
4X lop9 volt per root cycle referred to the mixer 
input for offset frequency above 100 cycles. (The 
noise voltage goes up as l/f below 100 cycles.) 
This corllpares with 9 X  10-lo volt per root cycle 
for 50-ohm thermal noise. The mixer used is quite 
linear up to 4X 10-I volt input,* so that we have 
a noise per root cycle to signal voltage ratio of 
or 160 db. (There should bc no difficulty in 
measuring spurious signals.) 
To characterize the performa~ice in terms of 
Aj/f for a particular averaging time 7, we need 
to know the RF systenl noise bandwidth of inter- 
est. To shape--or weight-the phase noise voltage 
curve corres~)onding to T, we apply the factor 
s i n ~ r f  to the noise voltage per root cycle EN 
(versus offset frequency fo) conlporients below 
1 / 2 ~ .  The weighted rnls noise voltage can then 
be calculated. The ratio of this value to the rnls 
carrier level gives A+,, the rnls phase deviation; 
arid division by 2TT will yield Aj,, the rnls fre- 
quency deviation. 
As a hard-usage exaiilplc, co~isider an RF band- 
width of 200 cycles caorrcs1)onding to a 100-cycle 
l/f corncr in the nlcasure~ilcnt system arid assume 
that a 1-second averaging time is desired. 
level. The attenuator setting, wave analyzer gain, 
and recorder gain are rioted for the c.alibratio11. 
To record the phase modulatior~, Sourc-e 2 is 
restored to Source 1 frequency; and the attenuator 
is reset to allow the nlaxinlunl liriear input to the 
mixer. The dc output of the mixer is set to zero 
by shifting the frequency adjustment of one of 
the sources. The dc-locki~ig holds the two sources 
in quadrature while the noise plot is being made. 
The noise plot is calibrated with caorrections for 
averagc to rnis, double-sided to single-sided noisc, 
two sources (if one is not a standard), the change 
in system gain from the c.alibratio11 setup, and a 
bandwidth correction to noisc voltage per root 
c.yc.1~ if a 1-cycle bandwidth analyzer was not 
used. As the offset frequency incbreascs, it beconles 
advantageous to use a wider bandwidth analyzer 
to allow a faster frcqueric*y sweep. In  special cbases, 
it is a1)l)rol)riatc to lisc a band-defining fi1tt.r and 
rnls rcadirlg voltn~eter i l l  place of thc wavc 
analyzer and recorder. 
for 1/27 below thc l/f corner f,, where  EN^ is 
the noise voltage per root c.yc.le a t  1 chyc.le. 
*Another factor of 2 in measurement capability can be 
obtained by overdriving this input and using a special 
calibration. 
SHORT-TERM STABILITY MEASUREMENTS 271 
with j, considered as the upper offset frequency 
limit. 
E2~,2568X 10-14, EN, = 8.25 X 
A+,= 8.25X 10W+4X lo-'= 2.12X lopG radian, 
A f, = A ~ ~ / 2 7 r ~  = (2.12 X lo-=) / (27rX 1) 
= 3.37 X lo-' cycle. 
With a 5-Mc carrier frequency, this would corre- 
spond to a fractional frequency deviation of FIGURE 23-3.-Module test. 
6.75 x 10--14. 
For an example of the capability when used in 
a broader band system, consider a 30-kc RF 
bandwidth and 1-second averaging. We then have quency Synthesizer !Model 5100A as the signal 
source. Model 5102A performance is about 10 db  to include a term for the flat noise voltage ENF: better on the 1-Mc range and about 20 d b  better 
E2NC= E 2 N p  (15,000-100) = 24 X on the 100 kc range. 
To assure the short-term stability of this fre- 
quency synthesizer, each of the modules is produc- 
A+,=9.6X 1 0 - 7 ~ 4 X  10-1=2.4X10-6, tion-tested for phase noise by using a system 
A f, = (2.4 X 10-G)/27r = 3.82 cycles X 
With a 1-Mc carrier frequency, this would 
correspond to 3.8 X 10-l3 for a fractional frequency 
deviation number a t  1 Mc with 1-second aver- 
aging. I t  is seen that this system is able to measure 
the short-tern~ stability of the best available H F  
sources. The system is more attractive for shorter 
averaging times. 
SYSTEM APPLICATIONS 
similar t o  the one described above, with a band- 
limiting filter and voltmeter substituted for the 
wave analyzer; and the sources are replaced by 
the input and the output of the module under 
test, as shown in Figure 23-3. The module also 
is subjected to very light shocks in this test 
position as a very effective method of locating 
potential problems such as loose screws, faulty 
components, and bad solder joints indicated by 
abnormal readings on the ac voltmeter or sudden 
steps in the dc voltmeter reading. A similar 
system is used as a production check on the 
Figure 23-2 shows the type of plot described completed synthesizer, with latching lights to in- 
above, obtained with the Hewlett-Packard Fre- dicate a failure to meet production limits on the 
rms and peak* phase noise during a final test 
run-including an ambient temperature excursion. 
This method should be of particular interest 
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frequency stability of a resonant element such as 
quartz crystal with a minimum of extraneous 
W 
= O
circuitry. For example, consider a 1-Mc crystal 
with 10 ohms series resistance and a Q of loG, and 
V) n
a test arrangement as shown in Figure 23-4. 
U 1 2 0 -  
0 
Assume that the crystal is placed in a 50-ohm 
C 
A system so that the Q is reduced to lo5. Now, for 
= 1 3 0 -  
= 
"Y 
I *It is interesting to note that the peak-phase noise 
lo loo loo0 lo' lor lo6 lo' voltage in the absence of shock or vibration does not FREOUENCY OF OFFSET F R W  SKU1 Icps] 
exceed 3 times the rms value-the noise is not completely 
FIGURE 23-2.-HP Model 51WA phase noise. Gaussian. 
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FIGURE 234.-Testing crystal stability. 
a Af in the crystal resonant frequency, we have 
a result'ant 
I t  will be found that the bulk of the crystal 
instability components will lie well within 200 
cycles of the resonant frequency, so that the 
200-cycle low-pass filter will allow sufficient band- 
width for the crystal evaluation. From the per- 
formance indicated earlier, we can measure 
2 X radian in this setup. In crystal terms, 
is the measurement capability here. Somewhat 
more resolution is available by lowering the resist- 
ance in the crystal circuit, reducing the noise 
measuring bandwidth, and overdriving the mixer. 
A test like this is used a t  Hewlett-Packard to 
evaluate the short-term stability of a crystal for 
a critical filter application. In this case, the crystal 
is subjected to an ambient temperature excursion 
while the test is being run. 
CONCLUSION 
A versatile and practical system for measuring 
and specifying short-tern~ frequency stability is 
suggested. The measurement capability is suffi- 
cient to evaluate the best available signal sources. 
The actual performance of such a system was 
outlined, and some application information was 
presented. 
24. COMPUTER-AIDED CALCULATION OF 
FREQUENCY STABILITY* 
C. L. SEARLE, R. D. POSNER, R. S. BADESSA, AND V. J. BATES 
Research Laboratory of Electronics, MZT 
Cambridge, Massachuseits 
In  April 1962 we reported a t  the 16th Annual Frequency Symposium concerning a method 
of calculating frequency stability via autocorrelation. The autocorrelation of the phase difference 
between two oscillators can be readily calculated on a computer, and the resulting function can be 
converted very easily to any of the usual methods of specifying frequency stability. 
This paper reviews briefly the relations between the autocorrelation of the phase information 
and varous methods of specifying frequency stability. Then we discuss an experiment currently 
underway which uses this method to find the frequency stability of two oscillators. 
D. A. Brown, in his Master's thesis (Reference 
I ) ,  derived in signal-processing terms a number 
of expressions relating to the specification of 
oscillator stability. Some of this work was pre- 
sented in April 1962 a t  the 16th Annual Sympo- 
sium on Frequency Control. The one relation 
from that paper which is pertinent to this discus- 
sion is the expression relating the variance of the 
frequency to the autocorrelation of the phase. 
This expression is derived below. 
In Figure 24-1, two oscillators are compared 
i t ,  where LI is the average frequency difference 
between t,he two oscillators. The second is the 
randon1 phase fluctuations between the two oscil- 
lators; thau is, 
The frequency difference averaged over a time 
To can now be iound by the equation 
by recording the phase difference between them This frequency is, of course, itself a function of 
as  a function of time. This phase can, in general, be time. What we want is the variance of this 
split into two terms. The first is a ramp equal to function: 
l im T-m 
[O(t- T0)]~+[g(t)I~-2e(t)e(t- To) 
To2 
] dt. 
l im T+w 
*This work was supported in part by the U.S. Army, Navy, and Air Force under Contract DA36-039-AMC- 
03200 (E) . 
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OSCILLATOR 1 
PHASE 
DETECTOR 
OSCILLATOR 2 
Most simple laboratory deternliriatioris use one 
of the systerlls shown in the upper part of r ' g  '1 ure 
24-2 to reduce data [see Packard arid Rempel 
- e ( + )  (Reference 2) and Vessot (Reference 3 ) ,  for 
example]. For finding one or two points on the 
curve of variance versus averaging time To, these 
methods are adequate. Rut if we want a more 
complete variance-versus-To curve-or the ~ O I I I -  
FIGURE 24-1 .-Setup for comparison of two oscillators. pletc powel. spectrunl-these measurenlerits arld 
calcillatior~s become laborious. TJ~ider these (sir- 
cunlstances, c.oml)uter-aidcd analysis (,all be very If e(t) is a statior~ary time function, the terms in 
useful. Equatiori (i can be identified in terms of the auto- Thc con1l)uter (-all, of cLourse, perfor~l~ any of 
correlatiorl furictiori as follows: 
the func.tions show11 ill lcigl~rc 24-2. It could, for 
c",., ., = [I /  ( 2 ~ ) * ]  (2/ TO') [+11(0) - $11 ( 76)], (7) exal~q)lc, take the derivative of e (t) , co~~volve 
where (0) is the autocorrelation of the random 
part of the phasc for zero delay [i.e., the rneari 
square of e(t)] and &(  To) is the autocorrelatio~i 
of the random part of the phase for delay To. 
Thus, the varia11c.e of the frequency as a furlctior~ 
of averaging ti~iic To can be found very easily 
fro111 the autocorrelatiori of the rar~donl part of 
the phasc. This siml)le equatio~i 1)rovides the direct 
link betweell the two equivalc~~l n~ethods of data 
reductior~, riarncly 
with Ir ( t ) ,  and find the n~cail-square value of the 
resulting signal for all valucs of h (t) corresponding 
to various averaging tir11c.s To-thereby finding 
the variaricc of frequency-averagcd-over- To versus 
To. Examinatiol~ of t he above derivation will show, 
however, that with thc samc numbo oj multipli- 
cations and summations the colnl)utcr caan forill 
$11 ( 7 ) ,  the ror~ll)let e al~to(*orrc~lal ion ~ I I I I ( ~ ~ ~ ~ I I  of 
the phase. As shown iri thc diagram, it is ~ iow a
simple nlattcr to firid thc varia~~cbc of frequerlcy 
by usirig Equation 1. With cclual ease, we car1 
1. Variaricc or nieari-square deviatio~l of fre- calculate thc power spccatrun~ of phasc, or the 
quclicy, power spec-trum of the frc~1ucnc.y without aver- 
2. Power spectrum of frequency. aging or for any averaging tinic To. All these 
6'( t )  , f a ~ ~ .  M E A N  , SYSTEM d/dt - SQUARE METER 
To + 
RAW DATA 
------------ ----- --- 
REDUCED DATA 1 2 -I2 
X W (H ( j  
( I ) FREQUENCY @ o ( u )  - Qf ( w )   
DOMAIN 
,I 
(2) TIME 
DOMA IN + 1 1 ( ~ )  
FIGURE 24-2.-Ways to obtain the variance of thc frcqucnry (all quantities in radialis). 
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FIGURE 24-3.-Autocorrelation for two different runs. 
calculations based on +11(~) are on reduced data 
64x10 ' -  
and thus can often be performed easily by inspec- 
tion. Simplicity of calculation also is assured by 
working in the frequency domain as much as 
possible. All the insight into the relative shapes 4x10 ' -  
of autocorrelation functions and power spectra 
can be brought into play in performing these *'" 
calculations and interpreting the results. 
BW 
On the basis of Figure 24-2, the relation between 
560 the variance and the power spectrum of either 
phase or frequency is now simple and direct in 
terms of reduced data. Thus the variance can be 
D 
readily calculated from the power spectrum (and g 
vice versa, provided we know On(0), the mean- 
-1 
square value of the phase). 0 - 
- 
Several alternate methods for calculating the 80 
variance are shown in Figure 24-2. There is no 5. 
particular "best" method, because the choice of 
analysis method depends so strongly on the form 32 
of the data. For example, if the function has a 
flat frequency spectrum versus w-that is, 16 
*,(w) = K-then the variance can be calculated 
Phase p u e r  density 
r p s b u m  for Nov. 3 dam 
FIGURE 24-4.-Phase power density spectrum. 
easiest in the frequency domain, by multiplying 
8 I - .L 
0 8 
- 
- 
- 
- 
I H (jw) l 2  = (sin2w T0/2) (w T0/2) (8) 
f 
and finding the area under the resulting power 
spectrum. Note, however, that the alternate 
~qutes  provide an inlportant check on computa- 
- 
- 
tions. 
As a specific example of this method, we have 
calculated on our PDP-1 computer 411(~), %(w), 
and u2,,, .=, for two oscillators. To avoid the phase 
ambiguities usually present in a phase detector, 
we used in our detection system two synchronous 
detectors which form sin0 and cos0. These signals 
were then fed to the PDP-1. The computer was 
program~ned to find O(t) from sin0 and cosO. Then 
i t  calculated ~ , I ( T )  and its Fourier transform 
$ J ~ ( W ) ,  and the variance. The results of these 
calculations are shown in Figures 24-3, 24-4, and 
24-5. Because the total length of the sample was 
only 1 hour, the autocorrelation beyond 5 or 10 
minutes is suspect, as is the low-frequenc*y portion 
(below 10 cycles per hour) of the power spectrum. 
To check further on the method of analysis, a 
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1 I X I O - ~  - L - -- I I  I .  1 I  
10 20 50 100 200 500 1000 
To seconds - 
FIGURE 24-5.Standard deviation vs. delay time for two different runs. 
second run was taken on the two clocaks about, 2 
weeks after the first run. The results are added 
to Figures 24-3 and 24-5. The agreement betweell 
the two experiments is good. 
We conclude four things fro111 these experiments : 
1. If computer analysis is used, the autocorrc- 
Eation junction of the phase arid power spectrum 
of phasc or frequency are a logical pair to  calculate. 
2. Becausc the variance and the power spec- 
trum are related in a fairly direct way through 
Equation 1 and the Fourier Transform of +11(~), 
the choice of which of thesc riietliods of data  
abstraction to use is not fundaniental. Rather, it, 
is O I I ~ .  of c.onveniencc for the problenl a t  hand. 
Howc.vcr, bec*ausc of the relation between the 
tirnt. dolnain arid the frccluency dornairl through 
the l~ourier Transforni, it would seen1 that more 
detail in short-term stability informati011 will be 
evident in the power spectrunl; whereas long-term 
stability infor~natior~ nlay be better displayed in 
the tinie domain via the variance. 
3. There are some iniportar~t bounds on the 
shape of the autocorrelatio~l function. For cx- 
ample, the function must he nlaxinlunl for T =0, 
arid for rarldoril phcnonlcna it will go to  zero for 
large T. Also, for periodic. phenomena, the auto- 
correlatiorl is periodic.. Thesc bou~ids 011 the auto- 
correlatiorl functiori, when reflected through Equa- 
tion l, place bounds on the variance of frequency 
which can be of great assistance as  a rough check 
on cxpcrinlental rcsults. 
4. Figure 24 -2 provides several altertiate routes 
for calculati~ig the variance. The "best" route 
depends on the particular probleni, but the alter- 
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nate routes provide a useful check on computa- REFERENCES 
tions. 
ACKNOWLEDGMENTS 
1. BROWN, D. A., "Statistical Measurement of Fre- 
quency Stability," Master's Thesis, Massachusetts 
Institute of Technology, August 1962. 
The authors gratefully acknowledge the help of 2. PACKARD, M. E., and REMPEL, R. C., The Rubidium 
Professors J. W. Graham, R. P. Rafuse, and Optically-Pumped Frequency Standard, NEREM Rec- 
ord, November 1961. 
J' G. King at the Massachusetts Institute of 
vEsSoT, Re, M ~ E L L E ~ ,  b., VANIER, J., "A Cross Cot 
and R. Vessot at Varian Associates- relation Technique for Measuring the Short Term 
all of whom contributed much to the shaping of Properties of Stable Oscillations," Varian Associates, 
this paper in t.he course of many discussions. Q.E.D. Activity, Beverly, Mass., November 1964. 
PANEL DISCUSSION 
SESSION IV: MEASUREMENT TECHNIQUES 
Chairman C. L. SEARLE 
Panel Members C. H. LOONEY, JR. 
B. PARZEN 
G. E. HUDSON 
G. M. R. WINKLER 
Authors R. A. CAMPBELL 
L. J. PACIOREK 
C. H. GRAULING, JR. 
D. J. HEALEY, I11 
B. E. XOSE 
V. VAN DUZER 
V. J. BATES 
R. S. BADESSA 
R. D. POSNER 
C. I,. SEARLE 
YL~~LLUWC; PAGE BLANK NOT FLLMED 
Mr. Looney.-In the first paper, which I 
thought quite interesting, in fact I thought all 
of the papers were quite interesting, I would 
like to hear some additional remarks by the 
first speaker, if this is possible, in terms of some 
of the sources of noise in his various discrimi- 
nators. 
I am not familiar with some of the commercial 
discriminators he used. In  his written paper he 
points out certain noise levels from the various 
discriminators, and I would like to hear some 
comments as to the various sources of this noise. 
I thought, too, in his paper, the calibration 
technique of using the rotating phase shifter to 
develop the side bands independently was quite 
interesting and deserves perhaps a bit more 
attention. 
The paper from Syracuse, by Mr. Paciorek, I 
thought was an excellent survey. I wished for 
better slides, some of the information perhaps 
could go a bit more into the fine detail that was 
available from some of the measurements. 
I thought i t  was an excellent survey of tech- 
niques. I thought that again a few words on 
instrumental noise sources might be helpful. 
Your slide, Figure 3, with its multi-oscillators; 
I thought i t  might be helpful to have a little 
more information on the noise that would be 
generated within the instrument itself. 
The paper from Westinghouse gives quite a 
detailed treatment of one approach. I t  is, of 
course, in the frequency domain only. The paper 
as you will find when you get to the written pro- 
ceedings, is exhaustive and I felt that i t  conveyed 
a great deal of information which was only possible 
to hint a t  in the spoken word today. 
I appreciated the comments made by Mr. Rose 
in which he said his paper cut across all of the 
disciplines of all of the sessions of the symposium. 
It did not deal t o  a large extent with measure- 
ment techniques but did deal with device param- 
eters more than might have been expected in this 
particular session. 
The Hewlett-Packard paper by Mr. Van Duzer 
was, I thought, exceedingly good. I should say 
the definition that  he proposes is quite interesting 
and I think there is a great deal of food for thought 
in the ideas. 
Mr. Parzen.-Well, I should first like to make 
some general statements and then make some 
comments about a t  least one specific paper. 
The general statement that I would like to 
make first concerns the question of AM and PM. 
Everybody seems to disregard AM. However, i t  
is important because, in general, any device to 
which a signal is fed has a tendency to convert 
AM into PM. So after a while you really don't 
know. Now, as a matter of practice, I have found 
this: when you feed two separate signal sources 
to most measuring systems the PM component is 
more important than the AM components unless 
one of the sources has a defective design. Very 
often it is true that  many sources are defective. 
As a result, the AM is so big that  i t  overrides the 
PM component. However, we should not treat 
poor design as a good example. In  those cases, 
we have measured the resolution of a measuring 
system and the tendency there is to feed the same 
source into both input jacks. I t  turns out that 
the AM very often seems to be the predominating 
effect that you see. Sometimes you will wrongly 
confuse the resolution of the system as being too 
poor when actually the source you are feeding 
into it has poor AM characteristics. On the 
other hand, this can be used advantageously to 
determine whether the source does have AM be- 
cause, if you feed a source into an instrument 
and get a poor reading out of the instrument, 
then you know that there is AM present. So that 
is about as  important. 
Now, I found i t  interesting that  the most ob- 
vious and least controversial definition of fre- 
quency has not even been stated. The definition 
is really implied in the real meaning of the word 
frequency, namely, as a number of cycles per 
unit of time. The average time of this quantity 
for specified sampling time is obtained with such 
devices as  frequency counters. This method, ob- 
viously, is capable of furnishing high fractional 
frequency resolution only when the frequency 
being measured has a certain number of cycles 
for the required sampling time. However, the 
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availability of such devices as frequency mixers 
and large factor frequency multipliers has made 
this method useful even for relatively low fre- 
quencies. For example, a one-megacycle fre- 
quency standard has been consistently measured 
to within one part in 1012 for a one-second sampling 
time. This, of course, implies that the effective 
multiplication factor is a t  least 1 million. 
So, obviously, it is possible to build frequency 
multipliers, to obtain a large number of cycles, 
and so in some way to solve the dilemma of 
how to state frequencies. I am not saying that 
you do this all the time but, a t  least, it should 
be a mcthod that should be corisidered when 
you want to evaluate the total picture. 
Now, there arc somc thirigs that onc should 
covcr in a symposium. Orlc thing that I want to 
mention is the use of error-multiplied systems of 
effectively obtairlirig large multiplicatiorl factors 
which possess important features for both making 
measurements and obtaining greater understand- 
ing of the measurement process and the quantities 
being measurcd. The systcm has been described 
a t  previous symposia and in the literature. 
Therc was one applicatioli in an earlier paper a t  
this scssion, I believe by General Radio. 
I would like to ask some questions about the 
Hewlctt-Packard paper, which incidentally is 
very, very importarlt because, in one way, it 
negates the 1/f noisc that we have been talking 
about so much. 
He has basically a balarlced mixer or what 
has bcen called a product detector, which yields 
obviously very low noise close to zero frequency. 
This is a rather important development. I would 
like to know some more about the mixer itself, 
the diodes used in the mixer, and also the accom- 
panying amplifier which makes possible the very 
good performance of this systcm. 
Thcrc werc other questions that I would like 
to ask: how is the lockirig and the zcro-phasc- 
shifting schcme actually employed in a real systcm 
wherc two independent sources arc available atid 
how do you makc this locki~~g schcme non- 
contributory to the. total nois(, of thc system? 
This sccms to be a rather difficult prohlcm. 
Dr. Wink1cr.-Well, actually, I think thcsc 
prcsc~ntatio,~~ and papers Iiavcx l)cc~l most inter- 
csting and I I)cli(~v(> that tlic C ~ I I ~ C ~ C I I ( S C  really 
has made a great stcp towards somc csommon 
understanding in regards to standards so that  
we can write proper specifications, so that we 
can design uniform test procedures, and verify 
these specifications. 
Until Searle's paper, I was under the belief 
that,  a t  the first step, i t  would be wise to live 
with the present situatiorl for a while and to 
prefer simplicity to what is more or less recog- 
nized generally to be a more sophisticated ap- 
proach and to leave this to later. 
But now I have becn corlvirlced that the 
sophisticated approach can really be the most 
simple one. Your [Searlc] paper has been very 
excellent. 
I still think, however, that  for many laboratory 
applications, it is useful to look a t  thc situation 
with a more simple approach. I t  is my under- 
standing, collected through these talks, that we 
have a practice of exprcssing stability or in- 
stability in basically thrcc different ways; two 
of them in the so-called time domain, rms fre- 
quency deviation and rms phasc deviation, and 
the spectral characteristics that we can assign to 
a frequency source. 
I believe for the timcl being that it is good 
reasoning to use both of thcsc. Assume for cx- 
ample, somebody gives mc ir~formation that we 
have a source with a carrier and two sidebands 
separated by one-hundredth of a cyc.1~ with an 
average power of 3 db below carrier frequency. 
This set of corlditiorls is not as obvious to me as 
if I were given the irlformation that wc, havc an 
oscillator which exceeds its frcquer~c.y spccifi- 
cation due to oven cycling or somethir~g likc that 
and the frequency deviation is .O1 cyclcs, or cx- 
pressed in phase deviation, accumu1atc.d during 
one of these cycles as one radian, I believe. In 
other words there is room for exprcssi~lg these 
figurcs in both ways as long as one states clearly 
what one is doing. Herc I agree perfec.tly with 
Professor Searle. 
Atlother remark which I would like to makc is, 
for most applications, we can make simple numer- 
ical assumptions. This may bc helpful to come to 
an easy understatlding to makc quick guesscs, 
engit~ccrs' estimates on the performance of os- 
cillators, and ramifications of such figures. f i r  
examplc, we are iritcrested many timos with SYS- 
tematic frequcrlcy modulatio~~ when wc put a 
device on the shake table. For marly purposes 
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this can be considered as sinusoidal modulation 
and we can get quick estimates and a good picture. 
If we are interested in low noise applications, 
we may then be interested in real phase deviation. 
I believe that the phase information is generally 
preferable over frequency figures. Probably this 
would have come into more general practice if 
people weren't used to thinking in powers of ten, 
or in parts to lo9 and so on. Everybody gets 
his kicks out of having as high a number as 
possible and the phase information looks less 
impressive. I believe that  phase information is 
probably simpler to use; I really think so. 
Also, basically, as  was pointed out in the last 
paper, they are completely equivalent of course 
with one exception. The conversion or actually 
the transformation from one domain into another, 
of course, requires integration of an infinite in- 
terval. Since we always have information lacking 
here, i t  couldn't be done completely accurately 
in practice. I believe this is another reason why 
we should be able to live with two sets of standards 
or specifications or definitions, if you please. 
It is a matter of course that whatever is ne- 
glected becomes the most important part in the 
frequency domain. exau~ple, if we convert 
from the frequency domain into the time domain- 
then we have to neglect the very high frequen- 
cies-we couldn't extend our considerations to 
infinite frequencies. But this profoundly effects 
our figures if we go down into very, very short 
measuring intervals. 
I believe that there is a place for two languages 
here and I think that  an attempt to unify our 
language a t  too early a stage may be harmful 
until we have enough experience. I have no more 
specific comments except my great enthusiasm 
about the general meeting. I would like to take 
this opportunity to extend my compliments to the 
organizers and to this organization. I think it 
has been a most useful meeting, a t  least as far 
as I am concerned. 
I have only two questions in regards to  papers 
20 and 21. 
Paper 20; am I correct in stating that os- 
cillations in an oscillator originating in different 
modes are not coherent to each other? I believe 
that  maybe this picture of what we have seen in 
the beat note of two masers and the frequency 
spectrum may not be too meaningful. 
Paper number 21, in regard to the choice of a 
passive and an active reference, again I want t o  
put this into a question: am I correct in assuming 
that this may be dictated mainly by the require- 
ments to measure very short-term frequency 
stability? In  other words, if one desires to mu nasure 
very close around the carrier one probably re- 
quires the use of an active standard. 
Dr. Hudson.-By definition, since I am a mem- 
ber of this panel, I must be an expert on measure- 
ment techniques. I kept telling myself this, but 
unfortunately i t  isn't so. I am, however, really 
interested in the theory of measurement, and so 
I will take my prerogative as a member of this 
panel, and address myself t o  some general remarks 
in this vein. 
I have been struck by certain aspects of these 
problems, that is the definition and the measure- 
ment of short-term stability. Some of the aspects 
are simply ones of terminology. 
I have also been struck by the similarity be- 
tweer~ these problerris and the problem of large 
scale and small scale turbulence. There seems to 
be a certain analogy between the whole series of 
problems that people ran into in the discussion 
of turbulence, and the ones that we have been 
discussing here. I t  might be instructive to look 
into this further. 
The very terminology, short-term stability, 
suggests that part of the specification of short- 
term versus long-term stability could be made 
clearer by the introduction of what might be 
termed a characteristic time. For times less than 
this, or of the same order of magnitude, one 
would speak of short-term stability. 
The time could be chosen according to one of 
many criteria. I t  might be the observation time 
or the averaging time. I t  might be an autocor- 
relation time as shown in the slide of Professor 
Searle's or it might be a correlation time of a 
signal with a stable reference oscillator, i.e., a 
standard oscillator that would be stable by defi- 
nition. I t  might be just a period of a signal. 
Thus we have a whole series of times that could 
possibly be chosen as the characteristic time, 
helping define short-term stability. 
This has been noticed in some of the papers 
here that we have such a wide gamut of times. 
In any event, once one does specify a time which 
he might call a sample time, then certain sta- 
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tistics, characteristic of a signal over this sample 
time, could specify the stability or instability. 
To be a useful characteristic, i t  should be one 
which is invariant over the sample populations. 
The statistics might be the spectral purity or 
some rms deviation, the power in the sidebands, 
and so forth. 
Long-term stability, I think, strictly ought to 
be measured by or specified with reference to 
statistics of signals which arc characteristic of 
the signal in the limit of infinite times-or anyway, 
very long compared to the short-term charac- 
teristic time. 
We have seen here that there arc very many 
short-term stability measures. Perhaps we should 
be speaking not so much of short-term stability 
but rather of time dependent stability charac- 
teristics. When one computes an average, he must 
take it over a certain time. The way in which the 
average quantity varies with this time, that is, 
its statistical random properties may actually be 
the best characteristic of the signal in speaking of 
its short-term stability. 
Now this is all that I wanted to conjecture 
about generally. In the main, I concur with the 
other members of the panel in their evaluations 
of the various papers but I have one or two 
specific comments of my own. Compliments are 
due Mr. Van Duzer for an cxcellcnt slide pre- 
sentation. 
In the last paper, particularly, I was impressed 
by the recognition that the statistics should be 
plotted versus the time. This is an example of 
what I meant in my foregoing general comments. 
I want, however, to question the specific model 
that you set up, Professor Searle. In this model 
the difference in phasc between two oscillators is 
a linear function of time plus a random function. 
In many cases you would a t  least have a quad- 
ratic term that would make some difference. As 
for the random function i t  might not be a station- 
ary function, and one should investigate the 
significance of this very carefully. 
Mr. Campbcl1.-The specific question is what 
is the source of noisc in the test equipment; 
it almost invariably turns out to be the crystals. 
I t  is obviously so in the video case, in the l/f 
discriminator, especially with carricr nulling, and 
again it turns out to be the crystal in the l/f 
mixer. 
The calibrator that I mentioned, is written up 
in the IRE transactions for instrumentation, I 
believe, by Joseph Ginsberg, the reference is in 
the paper. 
Mr. Van Duzer.-I would like to apologize for 
making my paper so short, maybe I left some 
things out that I should have said. 
One thing, with regard to the conversion of the 
phase to frecluency deviations, i t  is going to be 
very difficult to make this conversion if we start 
without phase noise data that goes down to one 
cycle. It is going to be very difficult, if not im- 
possible, to convert that to one second averaging. 
So this conversion is only going to hold if we are 
between these, provided that we have enough 
data, of course. I t  is very convenient to get 
data, phase noise data, down to one cycle, so 
we should be able to make a relatively accurate 
conversion then, for averaging times that are 
short compared to a second between these. 
I would like to answer Mr. Parzen's questions. 
He seems to be an advocate of the error mul- 
tiplier technique; the error multipliers that I have 
seen have been limited by a narrow bandwidth in 
their noise measurements. And a t  least the ones 
I have seen are largely useful for measuring very 
slow changes in frequency, looking a t  very low 
frequency components of phase noise, if you will. 
The l/f noise that I spoke of is quite interesting 
in the transistor amplifier that we build, which 
is using a P N P  silicon transistor on the input. 
The l/f noise starts in a t  about 100 cycles, be- 
tween 50 and 100 cycles. 
I used the l/f term quite loosely. It turns out 
in the power expression for this amplifier that  if 
you take V2S equal to some constant times fre- 
quency to some exponent, that exponent for this 
amplifier, in the "l/f region" is about 1.85. It is 
very high. 
The diodes used in the mixer on the other hand 
are very close to an exponent of 1, they run about 
1.2. These are hot carrier diodes, they don't 
exhibit any noticeable storage effects, provided 
the frequencies they are concerned with arc not 
above 500 megacycles. 
The DC locking that I referred to, showed in 
the diagram there, one must make the band- 
widths in that  lock loop low enough so that i t  
doesn't effect the measurements. If you are going 
down to  one cycle on your phase noise  lot, then 
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you shouldn't pass anything appreciable in that 
loop that comes anywhere near one cycle. In our 
measurements what we always do is check to 
see that the locking is not affecting measurement. 
Mr. Paciorek.-A couple of questions have been 
directed towards the second paper. One in par- 
ticular dealt with the source of instrumentation 
noise. 
In this presentation, owing to the lack of time, 
I did not discuss the fact that we take the control 
plot before each measurement to measure the 
noise level of the system. 
In the one spectral plot that I showed of the 
laser self beat, it is true that the self beat is 
noncoherent. However, one slide I did not show 
indicates the results after phase locking the self 
beat. In other words this was the output from one 
laser, the self beat, the laser was beat in a photo- 
multiplier and the resulting beat was then stabi- 
lized. However, I didn't show the laser slide, and 
I asked the projectionist if he would get if for 
me. It was down in reproduction, so if he has 
that-good. 
The first slide I would like to show is the one 
of the unstabilized laser self beat. 
Okay. This is the other one. This is after the 
self beat was phase locked to a harmonic of the 
crystal oscillator. You will note here that the 
sidebands close to the carrier are greater than 
40 db down. Now the scale here is 4000 cycles 
along the abscissa and 80 db along the ordinate. 
Now if I can have the other slide-This is 
the same scale; however, the grid lines were not 
included on this. You can see the improvement irl 
the spectrum of t,he self beat by phase locking it 
to a harmonic of a crystal oscillator by com- 
paring this spectrum with the one that we looked 
a t  first. 
Mr. Grau1ing.-I would like to try to answer 
Dr. Winkler's question on the question of the 
active reference. I am afraid that I am going to 
have to ask him to repeat the question because 
of the acoustics on the stage. 
Dr. Wink1er.-You gave some criteria why one 
would select a passive or an active reference. 
I believe it could be restated arid could be said 
that you could get away with a passive reference, 
which of course is much simpler, as long as you 
are interested in a far out part of the spectrum, 
which corresponds to very short-time fluctuations, 
but couldn't do it with a passive device if you 
were interested in, let's say, three-eighths of one- 
hundredth of a second or 0.1 second. 
Mr. ~raulin~.-qes, this is definitely so. In 
the range of modulating frequencies or separation 
from the carrier that we have interest in, which 
is somewhere in, say, the hundred to thousand 
cycle range at  the bottom and a fraction of a 
megacycle a t  the top; in this region we can em- 
ploy the passive reference as you pointed out. 
At very, very low frequencies or fractions of 
a cycle, this would not be the case. The term that 
I referred to, which is an effective attenuation of 
the sidebands, involves the sideband frequency 
dividedby the bandwidth of the cavity. Under these 
conditions the attenuation of the output sidebands 
that you can get from either equivalent time 
delay or the cavity, is so great that you would 
just not be able to see the sidebands for the 
noise. 
Mr. Looney.-I would like to ask Mr. Paciorek 
to educate me a little further. I am afraid that I 
missed the significance here of your laser ex- 
periment. Are we seeing anything here more than 
simply the filtering action of the phase lock loop? 
Mr. Paciorek.-Luckily, we have the man that 
performed that experiment with us today, so 
maybe I can call him up here and then he could 
go into the intimate details of the experiment if 
you would like. 
Mr. Go1dick.-The object of this experiment; 
one of the mirrors was mounted on a piezoelectric 
crystal and this mirror then tracked with the 
noise variations within the cavity. Any vibrations 
that would cause the mirrors to move were tracked 
out. I mean i t  is as simple as that. 
Mr. Looney.-I say, again, what do we gain by 
this over and above the filtering action of the 
phase lock loop? What significance is there to this 
measurement? 
Mr. Paciorek.-I guess the ultimate use of this, 
of the laser, is the thing that we are hoping that 
this will lead to. The length of the laser is stabi- 
lized by locking to a harmonic of a crystal. You 
can then hold the length of the laser cavity to so 
many parts per and it is hoped that this stability 
will be translated to the light frequencies so that 
you can then hold the average frequency of the 
spectrum up a t  light frequencies to the stability 
of your crystal reference. The significance of this 
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is the fact that you can phase lock the self beat 
and thereby control the length of the laser cavity. 
Mr. Looney.-I see your point. I am still puzzled 
as to whether i t  does provide you this stability, 
or whether it is simply a technique for modulating 
a laser. 
Dr. Reder.-I think all that it does is transfer 
the quartz stability to the laser as he pointed 
out, but the paper, as it was presented, gave the 
impressiori that this would be somethirig better 
than the spectrum of quartz but I think that was 
not your intention. 
Mr. Paciorek.-That is absolutely correct. 
Dr. U7inkler.-I would like to comme~it here. 
What it really does is transfer the quartz stability 
not to the laser frequency, but to the difference of 
two modes. 
Mr. Paciorek.-That's right. However, since 
the laser frequency is a function of the cavity 
length, the light frequency has to be an integral 
number of wave lengths. 
Dr. Wink1er.-It will stabilize the cavity but 
i t  will not eliminate any other interferences, of 
course, which will act approxinlately equal on 
both modes. 
Mr. Paciorck.-Yes. 
Dr. iVink1er.-Any frequency shifts or phase 
disturbances, for example, due to the gas or due 
to the excitation will riot be cancelled or reduced. 
You will lock the cavity to make the beat coherent. 
Mr. Paciorek.-Okay. 
Dr. Wink1er.-But nothing more. Am I right? 
Ilr. Redcr.-If there is any instability between 
the two modes, this will riow be transferred to the 
laser frequency. 
Voice.-There are higher orders of effects that  
would effect this different frequelicy, the modes, 
and I think o ~ i e  could hope to achieve a much 
better degree of stability by doing this. 
To ask a question, have you tried to instrument 
two different CW lasers in this way arid then 
compare beat notes I~ctween those to give you 
some indication of the stability of the actual 
optical frccluenrics involved rather than this mode 
diffcrenccl frequcric~y ? 
Mr. 1'nciorck.-No, we only havca one laser. 
Wc 1)uilt anothcr on(., though, so we should be 
able to try this out shortly. 
Ilr.  ('urr!j(<'urry, Mc-1,aughlin and I,CII, 11ic-.).- 
This is sort of a shotgull cluestio~i and I tliilik 
generally a quash question and comment covering 
several papers. 
I think Dr. Hudson's general comments actually 
have covered the subject. First, I am happy to 
see the function which Professor Searle is using. 
This is exactly my Equation 15 in my paper 
yesterday. The important point here is that this 
is a statistic which on the short-term, as Dr. 
Hudson has already mentioned, is itself a random 
variable. 
Now what we want to do to get some repro- 
ducable results is obtain a confidence interval on 
this. In other words, what we would like to do 
is, based on hypothesized statistics, predict what 
the probability distribution furiction for this whole 
expression is, hopefully. As I showed yesterday, 
if you assume the interval samplirig average time 
is much greater than the correlatiori time for the 
process that you have hypothesized then the 
second term, which is your correlation furiction, 
is zero and you can deal with simply the integral 
of the average power. Thereby you get the results 
which Slepian, I think, obtained for the prob- 
ability density function. 
Going on now to, for example, Mr. Vari Duzerls 
paper; he throws me a little bit into shock talking 
about 140 db below the carrier. He is talking 
about a one cycle per second bandwidth. 
What bothers me is that the spectrum which 
he shows of the wave analysis plot is smooth, and 
my questio11 to him is "Is this a smooth furictio~i 
of a large liumbcr of runs or just what is this?" 
In other words, you didn't show any a(-tual data, 
you show a smooth output. 
The next comment is to RIr. I'aciorek, and it 
is in the same vein. The spectra that you take- 
having looked a t  several hundred thousalid of 
these over the last thrce years-what do you 
see?-you run about several hundreds of these 
and then you take all the best looking ones, arid 
this is simply saying that this is a raridoni vari- 
able and what you do is smooth the data. 
Mr. Van Duzer.-The number is 160 db. We 
are very close to thermal noise here arid we are 
operating with a one cycle bandwidth analyzer, 
when I say 160 db down. 
Dr. Curr!j.-Was this the HI' alialyzer? 
Mr. Iran 1I~rzcr.-KO, it is ~ i o t  c~omn~crc~ially 
available. 
Ilr. ('trrr!j.-It is not conimcrc~ially available? 
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Mr. Van Duzer.-Right. 
Dr. Curry.-Okay. That's below what you can 
do with your analyzer, your commercially avail- 
able unit. 
Mr. Van D7czer.-Yes. Your other question was 
with regard to the smoothing of the data. This 
is what you would get taking an average through 
the phase noise plot. I t  is the same thing that 
would happen if you increased your averaging 
time a t  the output of the analyzer, and slowed 
down your sweep. 
Dr. Curry.-Yes, you are taking a cut though, 
you see, in time and in frequency. Right? 
Mr. Van Duzer.-Yes. 
Dr. Curry.-Right. If you could look a t  all 
time-frequency elen~ents of that  plane simul- 
taneously, what you would see would be sort of 
a smear of data which would be hopping up and 
down with time. What we want is an rms value. 
Let's say that you ran a hundred of these spectral 
analyses and then smoothed them. A mathema- 
tician would say he is running a regression analysis 
under some criterion but the point is that we 
can lay them on top of each other and draw an 
eyeballed line through the data. Is this what 
your data represented? 
Mr. Van Dueer.-Yes, sir. 
Mr. Lincoln(ADCOM).-This question is di- 
rected to Professor Searle. If I understand you 
correctly you presented a function which repre- 
sented the frecluency rms deviation in terms of 
the autocorrelation of the phase, I believe. Well, 
this is the same thing as an integral across the 
entire spectrum of phase deviation. Now in the 
case of a raridonl walk phenomenon as many 
men have pointed out, such as Rice, there was 
a sirigularity a t  the origin. In other words, to 
work with the autocorrelation in phase you must 
have a lcourier integral function. I might suggest 
that the autocorrelation of frequency deviation, 
might be preferable in this case because I don't 
think that  anyone could really stick in an oscillator 
to determine the autocorrelation of phase a t  zero. 
A second point is that in your demonstration, 
assumirig a flat phase spectrum, band limited, 
from which you calculated the autocorrclation 
function of phase arid from this the fractional 
frequency deviation, I thirik i t  could be readily 
shown that  the value you get is quite indeed a 
function of the bandwidth over which you chose 
that  phase. Therefore a very critical and necessary 
function in any of these fractional freque~icy 
curves which are similar to a period counting 
technique would be this bandwidth because they 
can be moved arbitrarily depending on the badn- 
width of the measurement. Would you care to 
comment on that,  sir? 
Prof. Searle.-The first question has come up 
several times. Dr. Hudson posed i t  previously 
and I was referring to it when I mentioned the 
work of Jim Barnes and the talk we had about 
the problem of a random walk of phase. 
The interesting fact is that even though the 
autocorrelation obviously is not stationary when 
you are dealing with a random walk problem; 
when you take the first difference, you already 
get a criterion which has some meaning, (even 
though it is a furiction of the length of the sample). 
What Jim Barnes is suggesting is that if you take 
the second difference, then hopefully we will get 
to a criterion that  no longer is a function of the 
length of the sample. 
In  other words-and this is the best that I 
can do to answer your problem, I am not ignoring 
i t  a t  all, i t  is very serious. 
Refresh me on the second question, will you? 
Mr. Lincoln.-The importance of bandwidth. 
Prof. Searle.-Oh, yes. The bandwidth question. 
That is the rcason that  I originally sketched up 
that  function. What you say is completely correct. 
I originally sketched up that function in a dis- 
cussion with Dr. Vessot about the fact that the 
bandwidth of the noise must appear the way I 
formulated it, and hence must appear as one of 
the characteristics of rms frequency deviation 
versus averaging time. In Vessot's model of a 
square filter in the frequency domain, this factor 
involvirig the bandwidth of the noise is not present, 
and this is the whole key to the argument. I 
appreciate your focusing attention on that. 
Mr. Looney.-Let's let Mr. Barnes have a 
word. We have been mentioning his name a 
number of times. 
Mr. Barnes(Nationa1 Bureau of Standards).- 
In regard to this problem that I think may be 
worrying somebody about the Fourier integra- 
bility of flicker noise, I can give you a very 
beautiful reference which is C. M. Lighthill, 
"Fourier Analysis and Generalized Functions." It 
treats the problem of such annoying functions 
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as flicker noise in a very concise and nice way. 
That is the only comment that I wish to make. 
Dr. Vessot (Varian) .--Mr. Parzen brought a 
question up, and I hope what he meant was not 
the number of cycles in a given time, but the 
quantity of phase. The number of cycles implies 
that there is something finished, that there is 
something magic about the number 2 pi. But i t  
is the amount of phase that is elapsed. I think 
this is what he meant. 
The other thing is the question that he raised 
about the amplitude as well as the phase modu- 
lation; i t  is very important, and I would like to- 
Mr. Parzen.-Are you talking about the de- 
finition of frequency or what? 
Dr. Vessot.-Yes. 
Mr. Parzen.-Well, frequency, what does one 
mean by frequency? Obviously i t  is the number 
of times an event takes placc per unit of time. 
Dr. Vessot.-I question this. I think i t  is more 
the amount of phase that  is elapsed in a sinusoidal 
oscillator, and here is where the blood begins to 
run. 
Mr. Panen.-One cycle is 2 pi. 
Dr. Vessot.-One cyclc is 2 pi. 
Mr. Parzen.-That's right. 
Dr. Vcssot.-But you must allow timc to go by 
so that 2 pi radians have elapsed. 
Mr. Parzen.-This is right. 
Dr. Vcssot.-And u1~fortu11ately, time now is 
the dependent variable rather than the inde- 
pendent variable. The time window is no longer 
a rectangular one. If I ask you what the stability 
of that same oscillator is for a timc, that does 
not coincide with 2 pi radians, then I think- 
Mr. Parzen.-Then you have something to re- 
solve. In other words, if you are willing to actually 
forget about the effect of one cyclc then there 
isn't any problem and if you have enough cycles, 
it really doesn't make any difference. 
Dr. Vcssot.-Anyway, therc is room for hair- 
splitting. 
The other point that I wanted to make: I 
concur with you completely that amplitude in- 
formation is also very inkportant and the method 
of multiplying two func.tions together will yield 
this. I think this could be a very useful way of 
dctcrmini~~g this prol)c.rty. 
Mr. Parzcn.-Providing thcrc isn't any cir- 
cuitry ill bctwcc~l. 
Dr. Vessot.-Provided that you know what you 
are doing. 
Mr. Parzen.-And usually there is, unfortu- 
nately. 
Dr. Vessot.-Yes. And I also agree that  Dr. 
Winkler's double standard is a very valuable one, 
depending on who is going to apply the problem. 
In  one case indeed the sharp cutoff filter probably 
has its use and in the other case the sharp time 
window. 
Dr. Wink1er.-Yes, that is exactly what I am 
concerned with because I couldn't see why one 
should try to convert. If you have a requirement, 
for example freedom from modulation, then we 
very well should say so and give the limits. 
Dr. Vessot.-But the thing that we should con- 
tinue to point out is that the sharp rectangular 
frequency window as Campbell Searle and others, 
pointed out, does not give the same definition of 
stability as a time window which is rectangular. 
Mr. Morgan(Bureau of Standards).-Since the 
subject of our symposium here is the measurement 
and the definition of short-term frequency stahil- 
ity, this implies that  we must have something to 
measure against. This also implies to me some 
kind of a standard. Everybody has chosen their 
own standard and this makes i t  difficult to  com- 
pare our results. I t  seems to me that one of the 
first things that we can do here or through some 
kind of a committee would be to decide on some 
kind of a standard. Right now the standard seems 
to be whatever is available in the laboratory. 
If wc could somehow decide on a standard against 
which thesc measurcrnents are made, then some 
of thesc things will fall into place, I think. 
Prof. Sear1e.-Go ahead, right there. 
Mr. Sherman.-I would like to respond to a 
cry for help from Mr. Rose who said that  he had 
no basis for observing the correlatior~ or a dis- 
tinction between crystals which were noisy and 
crystals which were not under vibration. 
You used an x-ray but you didn't use i t  in the 
right manner. That is, you didn't determine the 
orientation of mounting the crystals in thc springs. 
There is a fairly good theory relating the sus- 
ceptibility of the resonant frequcrlcy of a crystal 
to radial forces which is being used in conjunction 
with bi-metals to adjust thc frequc~~cy of :L crystal 
to produce a compcnsatcd crystal with 110 oven. 
This was explored rather thoroughly by Louie 
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Dick (James Knight Co.) in the middle 50's, 
in the development of some shock mounted AT 
cut crystals. 
There are two axes on which a crystal can be 
mounted, such that the resonant frequency of the 
crystal is insensitive to radial force. If it is 
mounted on these axes, there is a minimum of 
noise, FM noise, under vibration. If it is mounted 
off these axes, there are two maxima, one of them 
is larger than the other. 
Now, you can't go down to your friendly neigh- 
borhood crystal shop and buy the crystal that 
he wants to sell you, and count on having this 
crystal be optimum for your properties, the de- 
sired properties. You have to specify your desired 
properties recognizing that they are going to 
cost' you something. They are going to cost you 
a great deal of difficulty in communication. They 
are going to cost you a great deal of difficulty in 
delivery time. They are also going to cost you 
something in money. They are going to cost you 
a little bit in Q, t,hat is you are going to lose about 
15 percent of Q, in order to achieve this quietness. 
I think that Dr. Winkler saying that he didn't 
particularly care if we talked about several 
things-several different ways of talking about 
stability-got close to the problem that we have 
here in communication. However, on the other 
side, I think it is important that we should 
know our literature and know our conversion 
factors. That is, maybe we need to be bilingual 
or polyglotal in some sense. I can very easily 
see a crystal manufacturer not being aware of 
the work of Dick trying to solve this problem 
all over again, and I can very easily see a manu- 
facturer of equipment receiving two problems 
which are essentially identical, solving them 
separately, and coming up with two equally satis- 
factory solutions to the same problem because 
they are presented in different terminologies. 
Dr. Guttwein(U. S. Army Electronics Labora- 
tory).-I want to elaborate a little bit on the 
remarks of Mr. Sherman. What he is essentially 
saying is any AT cut crystal has insensitive axes 
to compression. This insensitive axis is located 
60 degrees off the X axis of the crystal. This is 
h e ,  however, for practical applications. There 
are some added difficulties because if you vibrate 
that crystal you do not get only strictly com- 
pressional forces, you get other kinds of forces, 
especially bending forces. These bending forces 
elimininate to a certain extent the advantage 
which you would gain by mounting that crystal 
60 degrees off the X axis. Also, it is true, this is 
a good way of mounting it, but i t  doesn't eliminate 
all of the problems. You still will have a vibration 
sensitive crystal. 
I would like to say something else to Mr. Rose. 
He requested some comments on these crystals. 
You said that you have tried a stiff-mounted 
crystal, however you are afraid that they have a 
higher aging rate. I don't think this is true.We 
have made a lot of experiments with stiffly 
mounted crystals at  32 megacycles. The mount 
had a resonant frequency of about 2000 cycles 
and we found a very good phase stability in 
these. The aging rate of these crystals will be 
the same as any normal military metal enclosed 
crystal. 
You can have a crystal which is two orders of 
magnitude better in aging. I don't know how 
much aging is of importance to you. This would 
be a glass enclosed crystal. This crystal is not 
mounted in spring mounts. It would have a 
resonant frequency. The first resonant frequency 
of the mount would be about a thousand cycles. 
It also would be possible, as Mr. Sherman pointed 
out, if you are willing to pay the price, to develop 
special crystals for your applications. 
I also feel that the crystals which you men- 
tioned, going back to that transistor design pio- 
neered by Bell Telephone Laboratory, probably 
will meet your requirements in terms of aging 
and vibration sensitivity, although we didn't have 
an opportunity to test these crystals but the 
design looks very good. I think you are probably 
very well off, trying this crystal as the next 
step. 
Dr. Wink1er.-I would like to answer this re- 
mark of before. I did not mean to say that i t  
makes no difference how you specify. I beleive 
that the standardization should be sought. How- 
ever, I believe that we may be forced to maintain 
the two separate languages because I couldn't see 
how an rms frequency fluctuation would satisfy, 
for example tube manufacturers and vice versa. 
I think there is some need for two different 
languages, but I do agree with you for a need of 
standardization. 
Mr. Chi.-Thank you, Professor Searle, for the 
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interestingdiscussion.Drs.StrandbergandGolay
will nowattemptto summarizethe symposium.
Dr. Strandberg.--I cannot talk fast enough to
summarize the symposium in three minutes. As a
matter of fact, let me be a little funny. I have a
feeling that there is a difference between physicists
and electrical engineers which will remain dif-
ferent. Vive le difference, in this fashion:
The physicist, no matter what he is working
on, thinks he is beating on the frontiers of science.
It might have been done sixty years ago by Lord
Raleigh but he still believes he initiated it. He
never looks around to see what anybody else is
doing.
An engineer, it seems to me, always sits down
very carefully and looks into a field as broadly as
he possibly can to see what is going on, what is
applicable, attd what he can steal to make it
look like something he developed and so forth.
This is very important in this one field, because
I think here is a field that has been going on for
a long time and there is a lot of work that has ,tot
even been brought up at this meeting.
I think actually what this meeting has done in
my mind is that it actually has indicated the
state of the art today as shown by the interest,
the participants, and the apparatus that exists
in this field. It certainly underlines the areas that
still have to be looked into--such as the theory,
the apparatus development, and the utilization
of information in other research areas, in which
short-term frequency stability is a byproduct of
concern.
I think that there has also been enough dis-
cussiou that one can go ahead with an initial
declaration of a possible standard for measuring
properties. Let's face it, there has been a good
deal of sophistication that has developed in the
last few years in the engineering brotherhood.
Although I was the brunt of it, it is typified by
the dcgrce of sophistication that has developed
hi the last few years as indicated by the good
humor that people had when Professor Searlc
put up this chart, a graph that I had suggested
some years ago in trying to define what I was
talking about when I talked about long-term and
short-term stability. At that time it was really
very important because people only talked about
residual FM; it was utter ehaos, one could not
communicate with anybody. Now it seems trivial
and laughable that somebody here could, or even
should have to talk about spectra and carrier shifts
and so on but that is all to the good because we are
willing now to accept that kind of a presentation.
I think there is one byproduct field, for example,
where a good dcal of information is available and
that is in my field of electro-magnetic resonance
work. We have been measuring klystron noise,
both AM and FM, for twelve or fifteen years
because that is the thing that we are battling and
although the apparatus is not designed for it;
this is byproduct information which is available.
The apparatus looks very much like, except more
complicated, the FM meters or frequency modu-
lation meters that Westinghouse and RRE
(Royal Radar Establishment) have designed es-
pecially for the purpose.
I think this 1If noise conversation is very good.
I hope the dialogue keeps up. It is a good example
of things that have to be talked about among
all of us until finally everyone neglects it as being
trivial and no longer important.
More data should be made awfilable so that
people can give descriptions, whether they are
hand waving or not, of the sources of this s_uff
and how to handle it. Then we can get away from
looking at it as an insurmountable barrier but
rather one that you can slip around the side of,
maybe. I must say, I feel that one is playing chess
prcsently in the measuremnet field with available
apparatus. I think that ccrtainly there are in-
dications herc that instrumentation is developing
in the field which will generate significant data.
That is a very good thing and certainly more
should be done.
There seems to be enough agreement in my
mind for a standard formulation wording com-
mittee to be formed to gcncratc a framework of
standards for further study and revision attd
final adoption in this short-term frequency sta-
bility field.
Dr. Golay.--Mr. Chairman, ladies and gentle-
men, the symposium has bcen one of the most
stimulating and enjoyable symposia I have
attended ever. I am sure the reason for this is
to a great extent the newness and the pertinence
of the subject discussed and of course, it is the
host and the guests who make the party.
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I won't in these few minutes make any more 
specific reference to any one paper but I would 
like to express some thoughts as to the direction 
our next work could take both conceptually and 
instrumentally. 
Conceptually, I believe a good basic measure 
of the frequency instability of an oscillator should 
be the curvature of the phase of that oscillator 
plotted as a function of time and I would like to 
suggest some theoretical exploration of alter- 
natives in that direction. 
Instrumentally, I believe it is unfair to ask 
too much of a maser in terms of short-term 
frequency stability. It is not made for that pur- 
pose any more than the Lippizaner horse has 
been bred to pull a milkwagon. We should study 
the short-term stability of the oscillators at the 
second or third hierarchy level of the team which 
shall constitute a good clock. A low pressure 
hydrogen maser a t  the start, master of perhaps a 
high pressure hydrogen maser and this one in 
turn master over a quartz crystal. But then, the 
thing of pertinent interest is the short-term sta- 
bility of the quartz crystal, the intermediate term 
stability of the high pressure maser, and the 
long-term stability of the low pressure maser. 
Why not study all three, per se? After having the 
characteristics of each, we shall have the funda- 
mental parameters of the phase locked loops which 
should be utilized to tie each to the other in a 
harmonious manner. 
In concluding, I would like to think that I 
can speak for each of us when I say that we are 
leaving this meeting with more ideas than we 
had when we came two days ago. I shall look 
forward to a fresh crop of letters to the editor 
of the IEEE on the things we have discussed, 
and perhaps a year or two from now another 
meeting such as this one will help us survey. the 
ground covered. 
Mr. Chi.-From the results of the two-day 
symposium, which we have had here, I am sure 
that we would agree with you that there has 
been much interest stimulated through the dis- 
cussions and the papers which we have had. 
I hope that after the symposium there will be 
enough interest to stimulate additional exchange 
of information, either through us, or through the 
individuals who have interest in the subject 
matter. 
One thing which I want to mention before I 
give recognition to the other members is this: 
The symposium proceedings will be ready as soon 
as we have all of the papers. Those authors who 
have not deposited their papers with us, please 
inform Mr. Tom McGunigal, the secretary of the 
symposium. 
At this time -I would like to express my appre- 
ciation to the chairman of the four sessions Mr. 
Sykes, Dr. Edson, Professor Ramsey, and Pro- 
fessor Searle for their leadership in conducting 
the sessions, and most importantly in keeping 
the schedule of each session. And of course, I 
would like also to thank all of the panel members 
for their constructive criticism and illuminating 
discussions, and the authors for their informative 
and original papers which will prove to be very 
useful in the development of a standard. 
There will be some work carried on after the 
symposium with the intent of developing a stand- 
ard definition and measurement technique. How- 
ever, the group at  the moment wishes not to be 
announced and we will try to work as quietly 
as possible. 
At this time I would like to recognize the 
cosponsors of the symposium. I did not do this 
purposely near the end, but this was the only time 
that I could find, so I would like to introduce the 
vice-chairman of the symposium, Mr. Armstrong, 
who represents IEEX Technical Committee 14 
on Standards, Piezoelectric and Ferroelectric 
Crystals. 
I would also take this opportunity to thank 
the members of the program committee whose 
names are listed 011 the program. I would also 
like to express my appreciation to the various 
Government agencies who have supported us in 
planning this symposium and also the officers of 
the symposium whom I would like to name: 
Mr. Tom McGunigal, who is secretary of our 
symposium; Mr. Charles Boyle, who did most of 
the detail work for us including all of the cor- 
respondence. 
The subject is of international interest and 
we feel quite proud that we have representatives 
from abroad to attend this symposium. 
APPENDIX A - ADDITIONAL PAPERS 
The two papers presented in this appendix are of general interest 
but were not presented at the Symposium. 
25. A TUNABLE PHASE DETECTOR FOR SHORT- 
TERM FREQUENCY STABILITY 
MEASUREMENTS 
A. E. ANDERSON AND H. P. BROWER 
Collins Radio Company 
Cedar Rapids, Iowa 
A test instrument for measuring the phase stability of quartz crystals under vibration was 
developed in 1961 on a Signal Corps contract. Since then it has proved to be a very useful device 
for the measurement of phase and short-term frequency stability of frequency-generating and 
frequency-converting circuits such as crystal oscillators, mixers, multipliers, dividers, and syn- 
thesizers. 
Consisting of a tunable phase detector and a reference crystal oscillator phasc-locked to the 
average frequency of the test signal, the instrument covers the frequency range of 1 to 110 mega- 
cycles. The equipment resolution a t  1 Mc is 0.001 degree in a bandwidth of 20 cps to 4 kc. This is 
equivalent to a sideband level of -101 db or a short-term frequency stability of 3 parts in 10"Iin 
il 10 millisecond measuring period. At 100 Mc, the resolution is 0.04 degree or a sideband level of 
-69 db. By use of a narrow-band audio spectrum analyzer, an additional 20 to 30 db of resolution 
can be obtained. A chart recorder in conjunction with the spectrum analyzer has made it  possible 
to plot spectrum profiles of signals with sideband resolution of - 140 db. 
Design considerations of the instrument are discussed, and measurement techniques and 
typical results are shown for several types of signal sources. 
Most conlr1lercially available instruments for 
measuring short-term frequency stability use one 
of two methods: a short-term period count, or 
frequency inultiplication into the UHF or SHF 
regions. Sonle use a conlbination of the two. A 
third method-not as generally used-of measur- 
ing the relative phase variations between the test 
signal a d  a stable reference signal has been 
found to be quite useful a t  Collins Radio Com- 
pany; this nlBthod resulted as an offshoot of a 
developinent for the Signal Corps several years 
ago. 
The equipment originally was developed for 
the purpose of nleasuring the phase stability of 
quartz crystals under vibration. During its 
developnlent and subsequent testing, it became 
apparent that it would be useful in much wider 
applications-particularly the study of phase 
stability of conlplete circuits. 
DESIGN CONSIDERATIONS 
The specification for the original equipment 
required a capability of measuring phase stability 
of crystals from 1 to 110 Mc with a minimum 
resolution of approximately 0.003 degree a t  1 Mc 
and 0.35 degree a t  110 Mc. The crystals being 
tested would be subjected to 10 g's of vibration in 
the frequency range of 20 to 2000 cps. Also re- 
quired were oscillators for the crystals being 
tested, and ineans of mounting the crystals to the 
vibration table and connecting then1 to the test 
oscillator. 
A nunlber of factors influenced the design ap- 
proach, the principal ones being to avoid the 
generation of spurious signals and to n~ininlize the 
noise contributed by the test circuitry. This was 
accomplished by making all nleasurements a t  the 
crystal frequency-thus elinlinating the need for 
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FIGURE 25-1.-The measurement system. 
any mixers, multipliers, or injection frequencies. 
It also was considered desirable to provide most of 
the gain ahead of the phase detector, to minimize 
the noise contribution of the phase detector or 
post detection amplifiers. 
The resulting circuit-as shown in the block 
diagram of Figure 25-1-was basically quite 
simple and consisted of a phase detector, tunable 
from 1 to 110 Mc in seven bands, and a reference 
crystal oscillator using a crystal a t  the same 
frequency as the crystal under test. To maintain 
the reference oscillator a t  the same frequency as 
the test crystal, it was designed as a voltage- 
controlled oscillator, with the control voltage 
obtained from the phase detector. An integrating 
circuit in the feedback loop prevents the reference 
oscillator from following the random or vibration- 
induced phase variations of the test signal. 
Needless to say, minimizing the problems of 
noise generation and spurious signals hy making 
all nieasurenients directly a t  the test frequency 
introduced a few other design problems, particu- 
larly in the tunablc phase detector. ICxtrcme care 
in shielding and filtering also were required. These 
problems and other dcsigii details are reported in 
Iteference 1. 
PRINCIPLES OF OPERATION 
As inmtioncd previously, the instrument, is 
primarily a tunahle phasc detcct,or and a voltagc- 
controlled reference oscillator. Designed initially 
for testing the phase stability of crystals operated 
in a second oscillator circuit, it can be used for 
measuring the stability of any relatively stable 
signal of sufficient amplitude in the frequency 
range of 1 to 110 Mc. The test signal must be of 
sufficient stability that the reference oscillator 
will remain locked to it. Input level required is 
approximately + volt into 100 ohms. The input 
signals are amplified to levels ranging from approx- 
imately 100 volts peak-to-peak at 1 Mc to 20 
volts a t  110 Mc, providing a phase detector output 
of 200 volts peak-to-peak a t  1 Mc and 40 volts at 
110 Mc in the unlocked condition. 
In actual operation, the instrument is first 
calibrated by opening the loop and observing the 
phase detector output on the oscilloscope (see 
Figure 25-2). The reference oscillator frequency is 
adjusted to give a low-frequency beat note, as 
shown in Figure 25-3. As one complete cycle of 
the beat frequency represents 360 degrees of 
phase change, thc slope of the waveform a t  the 
zero crossover-irL degrees per volt (or milli- 
degrees per millivolt)-can he determined. Switch- 
FIGURE 25-2-The test instrument. 
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FIGURE 25-3.System performance a t  1.0 Mc; measurement system 101, USASRDL crystal no. 7. 
ing to the lock and then to the operate position 
locks the reference oscillator to the average fre- 
quency of the signal, but permits the random 
phase variations between them to be displayed 
(as shown) by increasing the scope sensitivity. 
The effect of vibration on the test crystal can bc 
seen in the third picture in Figure 25-3. Switching 
from the loclc to the operate position also amplifies 
the output signal by a factor of 10 to provide a 
higher signal level to the scope. 
As the crystals under test were to be vibrated at  
rates from 20 to 2000 cps, the response of the 
instrument was required to be flat over this band- 
width, and was intentionally held flat out to about 
4 kc to include any 2nd harmonic effects. Above 
4 kc it was intentionally rolled off by means of a 
low-pass filter in the audio amplifier, and below 
20 cycles it is rolled off by the time constant of the 
integrating network between the phase detector 
and reference oscillator. The low-frequency re- 
PHASE 
DETECTOR RECORDER 
OUTPUT 
OUTPUT 
sponse could be extended by increasing the time 
constant, and the high-frequency response could 
be extended by changing the filter. 
PERFORMANCE CHARACTERISTICS 
In measuring the stability of a typical signal- 
for instance, the output of a frequcncy synthe- 
sizer-the phase detector output will consist of 
random phase fluctuations in the 20 cycle to 4 kc 
range plus any discrete components due to spur- 
ious frequencies, power supply ripple, etc. As 
shown in Figure 25-3, the composite level of the 
test crystal oscillator-prior to vibrating the 
crystal-was on the order of 0.5 millidegree, with 
peaksof 1 to 1.5 millidegrees. This is fairly typical 
for a crystal oscillator and has been found to be a 
function of drive level, crystal Q, frequency, and 
other factors. The resolution of the instrument 
ranges from something less than 1 rnillidegree a t  
1 Mc to about 40 millidegrees a t  110 Xlc. At a 
20-cycle inodulation rate, this is equivalent to 
frequency stability of approxin~ately 1 to 3 parts 
in 10lO. 
In ~nany cases, the coillposite noise level is all 
that is of interest. Frequently, however, the 
spectral distribution of the noise is of interest; 
and an audio frequency spectrum analyzer, such 
a s  the Hewlett-Packard 302A, has been found to 
ELECTRONIC be a useful adjunct to the instrument. I t  not only 
DRIVE FREQUENCY RECORDER OUTPUT METER permits analyzing the signal for spectral density 
and discrete conlponents but also provides an 
FIGURE 254.-Audio spectrum analyzer. additional 20 to 30 db of resolution. Used with a 
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FIGURE 25-7.-Sideband level vs. peak phasc deviation (assumed small deviation). 
chart recorder-as in the block diagra~nn of 
Figure 25-4--a plot of the spcctrurn profile car1 be 
draw11 as shown in Figures 25-5 and 25-6. 
Although thcsc recordirngs arc ac+,ually the spectra 
of the phase deviatioris of the test signals, they 
were plotted as sideband level below the carrier 
i11 db sirncc this had rnorc sigrnificarncc to the systc\ni 
engineer thari cither phase devis t io~~ or short-term 
frequency dcviation. tl corivrrsio~i chart fro111 
phasc dcviation to sideband levcl in db, calcu- 
lated from the phasc nlodulatior~ cquatiori 
(asstinning sirnc wave ~nodulatio~n), is sho~v~n in 
Figure. 25-7. 
TYPICAL RESULTS 
types of oscillators are included: a 3-hZc crystal in 
the test oscillator, a 3-Mr signal from ari 1211C-58 
SSB transceiver SRIO (Stabilized Alaster Oscil- 
lator), a 2.5-h/I(. signal from a Collirns 70K-5 
pcriiieahility turlcd T,-C oscillator, a 3-R2c- sigrial 
fro111 a tcniperatt~rc-co~i~pr~isatcd crystal osc*illator 
used iri single-sidc1)and ccluipmernt , arnd a 31.7-hZc 
crystal in the test oscillator. 
Icigurc 25-5 shows a spectral rt,caording of a 
3.0-RIc- sigrnal fro111 thv (8rystal vibratio~n test 
oscillator, using the regular powcr supplies for the 
cquipmcr~t. The 120- arid 180-(bps signals wcrc 
duc to the various ccluipnnc~it powcr supp1ic.s and 
wiring within the. scbrccrl roo111 whclrc tllc 1ii~~as11rc.- 
rilcrlts wcXro ~nadc.  'l'hc 400- and 1200-(bps sigrnals 
were due. lo thcl (.lose proxi~~nit y of 400-c-ps power 
cables to the. rnncasurcrric~rnt upparat 11s. 'I'l~c 
cquiprnc~nt to whic~h thcsc, caahlrs wcrc ('o1111c.c4td 
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FREQUENCY OF SIDEBAND COMPONENT (cps)  
FIGURE 25-8.-Phase stability tests, using phase stability analyzer in totally enclosed magnetic shielded room. (All equip- 
ment operated from batteries; bandwidth, 7 cps; HP 302A.) 
was not operating a t  the time, indicating that the 
electric field was adversely affecting the measure- 
ments. 
Figure 25-6 is the spectral recording of the 
output from the stabilized master oscillator (SMO) 
in an ARC-58 H F  single-sideband transceiver 
when operated from a 60-cps power source. The 
various signals shown which are not related to 60 
cps are generated in the frequency stabilizer. 
Notice that the average noise level is 10 to 15 db 
higher than in Figure 25-5. 
Figure 25-8 is a plot of data taken with the 
spectrum analyzer of Figure 25-4, but without the 
X-Y recorder. Curves are shown for the Collins 
70K-5 I'TO, a 3-Mc TCXO, and a 31.7-Mc 
crystal in the test oscillator. The 70K-5 is a trans- 
istorized 1,-C oscillator. The TCXO utilizes a 
3-Mc semiprecisiori fundamental crystal with a 
minimum Q of 500,000, operated a t  a drive level 
of less than 10 microwatts. The 31.7-Mc crystal 
drive level was about 1 milliwatt. The crystal was 
a standard third overtone CR-76. 
The increasing slope of these curves in the 
vicinity of 5 kc is due to the characteristics of the 
audio filter. The odd shape of the 3.0-h'lc curve is 
presently riot explainable. Also, no explanation is 
given for the fact that the slope of these curves 
approaches l/f2, and not l/j  as might be expected 
if the noise level a t  the lower frequencies was due 
to flicker noise. 
The ultiniate resolution of the instrument 
depends to some extent on the stray electric 
fields which may be present. This is port,rayed 
graphically in Figure 25-8, which is a plot of data 
obtained in a totally enclosed screen room, the 
walls of which were contructed of magnetic 
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shielding material. All equipment was operated 
from batteries in the shielded room. 
The offset data points a t  120 cps could be 
placed on the curves by removing the one in- 
candescent bulb in the ceiling of the screen room 
and then reading the meter with a flashlight! 
CONCLUSIONS 
In many system applications, the spectrum 
profile or the phase stability of the signal is more 
meaningful than short-term frequency deviations. 
In such applications, measurements utilizing a 
phase detector a t  the signal frequency are pre- 
ferable to presently used techniques. 
REFERENCE 
1. Final Report for Phase Stability Measuring Equip- 
ment. Contract DA-36-039-c-78310. Defense Docu- 
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26. SHOT-EFFECT INFLUENCE ON THE 
FREQUENCY OF AN OSCILLATOR LOCKED 
TO AN ATOMIC BEAM RESONATOR 
P. KARTASCHOFF 
Laborahire Suisse de Recherches Horlogeres 
Neuchiitel, Switzerland 
For an oscillator-locked to the resonance of an atomic beam t u b e t h e  main source of short- 
term frequency fluctuations is, in most cases, the shot noise due to the atomic beam. Assuming 
this to be white noise described by Schottky's formula, the spectral density of the controlled vari- 
able (i.e., of the instantaneous value of the controlled-oscillator frequency) is calculated for the 
case of a simple integrating servo loop having only one time constant. It is shown how the standard 
deviation of measured samples can be calculated by using a formula given by MacDonald. For 
sampling times which are long compared with the servo time constant, an approximation leads to 
a simple formula which agrees better with the experimental results than the approximations which 
do not consider the response of the servo system. 
In a frcquency standard operating with an 
atomic beam resonator using the hyperfine transi- 
tions of cesium or thallium, the resonance is 
indicated by a maximum value of the detector 
beam if the excitation frequency is adjusted to 
the frequency of the transition. The excitation 
frequency (9192 Mc/sec for cesium) is produced 
by means of a crystal oscillator driving a fre- 
quency multiplier chain. 
Automatic frequency control of the crystal 
oscillator is obtained by means of a low-frequency 
phase or frequency modulatiorl on the excitation 
signal. 
This modulation produces a periodic variation 
of the detectcd beam intensity. The fundamental 
component of this intensity variation vanishes 
if the average frequency of the excitation signal 
is equal to the frequency of the atomic resonance. 
The fundamental component appears on either 
side of the resonance, its amplitude being a func- 
tion of the amount and its phase depending on 
the sense of the offset. By means of a synchronous 
demodulator (chopper) a dc error voltage is 
obtained, the time integral of which is acting on 
the frequency of the crystal oscillator. 
Figure 26-1 shows a simplified block diagram 
of the frequency control servo. In this case, we 
first shall neglect all delaying time constants due 
to the atomic beam resonator and to the other 
elements forming the servo loop. 
FIGURE 26-1.-The frequency control servo. 
For sake of generality, we shall normalize the 
frequency with reference to the linewidth of the 
atomic resonator. We get 
X I = ~ [ ( V I - V ~ )  /Av], ( la )  
xe=2[(ve-~b) /Av], ( Ib)  
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v b  being the Bohr frequency of the atomic reso- 
nance, vl the frequency of the locked oscillator, 
v e  the frequency of the free-running oscillator, 
and AV the linewidth of the atomic resonance. 
2, and x, are related by the formula 
describing the action of the control voltage U, 
on the frequency of the oscillator. The output 
voltage Ud of the synchrorlous demodulator being 
proportional to the offset, we have 
The control voltage being the timc integral of 
the voltage Ud, we have 
By eliminating Ud and U,, we get the differential 
equation 
with 
The solution of the differential equation is 
+ KO-I (dx,/dt) [I - exp ( - Kot) 1. (6) 
We obviously may call KO the gain of the servo 
loop. The solution shows that, in the long term, 
the systematic offset tends to zero if the crystal 
oscillator has no drift; otherwise, the systematic 
offset would be given by the second term of 
Equation 6. 
The frequency fluctuations of the controlled 
oscillator are due to two main causes: 
1. Spontaneous fluctuations of the oscillator 
frequency which are too rapid to be com- 
pletely canceled by the action of the control 
loop. 
2. Noise introduced in the control loop due to 
the shot effect of the atomic beam. 
In this paper, we shall co~isidcr only the influence 
of the shot-effect noise arid assume that the oscil- 
lator is perfcc.tly stable. This point of view is 
justified in all the cases in which the shot cffect 
is tlicl main cbausc. of tlic. o t ~ s t ~ v c ~ I  f r cquc~ ic~  
fluctnatior~s. 1Sxpcric.11cc has show11 that this call 
be admitted for the atomic beam tubes actually 
used and for good crystal oscillators. 
SIMPLE ESTIMATION NEGLECTING SERVO 
CHARACTERISTICS 
A very simple but rough estimation of the error 
in measuring the frequency of the atomic reso- 
nance can be obtained in the following way: 
We call Zl the total detected ion current and 
ZR the amplitude of the Ramsey-pattern charac- 
teristic of the atomic beam resonator. The central 
part of this resonance pattern is described by 
which is a good approximation for I x 1 <2. For 
x =  f l  (i.e., on the skirts of the resonance pat- 
tern) a current variation AZ corresponds to a 
frequency variation of 
The current fluctuates according to Schottky's 
formula (References I arid 2) ,  giving a mean- 
square value of 
where R is the bandwidth of the detection system. 
From these relations, we get 
If each measurement lasts for a time ~ z l / B ,  we 
can calculate a relative standard deviation cr' for 
the measured frequency, which is given by the 
relation 
allowing a rapid evaluation of the precision limit 
set by the shot noise. We shall see that in actual 
systems this formula gives a result which is too 
optimistic. 
SHOT NOISE ACTING ON THE FREQUENCY 
CONTROL LOOP 
Wc admit that the rloisc perturbatio~is are 
random and that their probability distribution 
does not change with timc. 
Thc mean-squarc valnc! (x12(t) ) of thc ~lormal- 
izcd frequc~lc:~ xl (:an ba r:al(:ulated if its spc.c:tral 
density Gl(w) is k~lowli. (x12(t) is give11 t)y the 
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well-known relation (References 1 and 2) 
The frequency control servo system can be repre- 
sented as a filter with an input variable repre- 
senting the noise, and with xl as the output vari- 
able. If we call Gb(w) the spectral density of the 
noise, the spectral density of the output is given 
by the relation 
For the shot noise, the spectral density is equal to 
according to Schottky's formula. 
The system transfer function Yb( i~ )  is estab- 
lished according to the block diagram shown in 
Figure 26-2. All variables are the Laplace trans- 
forms of the original time functions. At the out- 
put of the atomic beam tube, we obtain an ion 
current which is the sum of two terms repre- 
senting the signal and the noise: 
The coefficient a is the normalized modulation 
index of the low-frequency modulation on the 
excitation signal, described by the relation 
where w, is the angular frequency of the LF 
SERVO SYSTEM 
FIGURE 26-2.-Establishment of system transfer function 
Yb(io). 
modulation. F,(p) is the transfer function of the 
atomic beam tube : 
T, being the interaction time of the atomic beam 
(Reference 3). IN,  the second term of Equation 14, 
is the fluctuating part of the ion current due to  
shot noise. 
The frequency control servo is described by the 
relation 
R1 is the input resistance of the preamplifier. The 
negative sign is necessary to obtain the proper 
correcting sense of the servo (cf. Equation 2). 
By eliminating Ij from Equations 15 and 16, 
we obtain 
and thus 
The form of Fz(p) depends on the detailed charac- 
teristics of the amplifiers, the synchronous de- 
tector, and the integrator. Generally, i t  can be 
represented as a ratio of polynomes: 
the degree of P ( p )  and Q(p) depending on the 
complexity of the circuits. K, is a constant which 
determines the overall gain. The simplest form 
we can use to represent F2(p) is 
where the factor l / p  describes the operation of 
the integrator and T is the time constant of the 
amplifier. If a selective low-frequency amplifier 
having a bandwidth of B cps is used, T is about 
equal to l / rB .  
If the time constant T is large compared with 
the interaction time T,, we may neglect T, with 
respect t o  T and put Fl(p) equal to 1. We then 
have 
with Ko=K,aRIIR. KO is the gain of the servo 
loop and is similar to thc KO used in Equation 5. 
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Putting p =io, we obtain-according to Equa- 
tion 12-the spectral density of the normalized 
variable xl: 
G1 (w) = (eIl/?r) (Koz/a21~2) [(KO- w2T) 2+w2]-1. 
(21) 
By means of Equation 11 we then get the mean- 
square (x12 ) : 
The solution of the integral in this equation is 
equal to 
It is important to note that thc value of the inte- 
gral is not depending on the scrvo time constant 
T. Intuitively, we would like to believe that, for 
a given loop gain KO, thc servo would filter out 
more noise if T were increased. This is true for 
the higher frequency componcrlts of thc noise, 
but at the same time the servo response becomes 
oscillatory and less damped. This is why thc 
mean-square fluctuation does not diminish if the 
time constant is increased. 
The mean-square value (x12 ) is equal to 
From this wc can calculate the standard devia- 
tion uo, which is a measure of the probability 
distribution width for the frequency of the con- 
trolled oscillator : 
FINITE SAMPLING TIMES 
Thc quasi-instantaneous value of the c.ontrollcd- 
oscillator frequcrlcy having the. standard devia- 
tion cro c a ~ l ~ ~ o t  bc mc~asurcd dirc.catly. Thc results 
of mcasurcmc~~ts carricd out 1)y mcmrs of c-ounters 
always arc avc3ragc. valries t a k c ~ ~  ovc.1. a fir~itc 
c-ouliti~~g or samplil~g timc 7. 
Each result is a sample given by the relation 
li+r 
x i  - x(t) dl. (26) 
The standard deviation of these measured values 
deperlds on the sampling timc 7. It is well know11 
that this standard deviation is equal to 
u(r)  = (A/27) 'I2 (28) 
if the spectral density G(u) of x(t) is a constant 
arid cqual to A (Reference 2). In  our case, the 
spectral density as dcscribed by Equation 21 is 
riot constant; and therefore it is not possible to 
apply Equation 28. 
A more general relation due to D. K. C. Mac- 
Donald (Reference 3) allows us to calculate (xr2 ) 
from the spectral density : 
m 1 - coswr 
dw. (29) 
w2r2 
I t  is easy to verify that 
as in Equation 28. Furtherrnorc, we have 
lim (x ,~  ) = (x12 ). 
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The integral in Equation 29 cannot he solvcd in 
an explicit form and has to be calculated by means 
of a computer. 
To obtain an approximate evaluatioll of (x,2), 
we transform the spectral dcrlsity fu11c:tion (:l(w) 
into a rectangle according to Figure 26-3. From 
Equation 21 we have 
with 
Go = eIl/aa21R2. 
The surface of the equivalent rectanglc is equal 
to the intcgral 
The width of the rcctanglc is cqual to the c-utoff 
frcquerioy w, defi~icd by tho rclatio~i 
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and thus 
which is valid for KoT> 3. 
We then get, with 
an equivalent spectral density which is constant 
below w, and zero above w,. For sampling times T 
which are long compared with the period of the 
cutoff frequency-that is, 
10 inches and Standard 2, the 4-meter-long beam 
tube of the L.S.R.H. (Reference 4) .  The data for 
the two examples are given in Table 26-1. 
For the three standard deviations a ( r )  ac- 
cording to Equation 34, a f ( r )  according to Equa- 
tion 10, and a. according to Equation 25, we ob- 
tained the results shown in Table 26-2. 
From measurements against a Varian 4700A 
rubidium-gas-cell standard having itself a short- 
term stability of 1 X lo-" r-lI2, we obtained the 
following results : 
TABLE 26-1 
Standard 1 : 
Deviation 
Av (cP~)  
vb (cP~)  
a 
KO (sec-l) 
I1 (A) 
IR (A) 
T (sec) 
wc (sec-I) 
Standard 2 
I w c 
FIGURE 26-3.-Transformation of spectral density func- 
tion Gl(o) into rectangle. 
we may neglect the contributions of the high- 
frequency components. This leads to the estima- 
tion 
(x? ) = G,/~T = ~ I ~ K O / ~ U ~ I ~ ~ W , T ,  (33) 
from which we obtain the standard deviation 
Standard 1 
290 
9.2X109 
0.1 
40 
3.94 x 10-'2 
1.37 X 10-l2 
0.027 
40 
The short-term fluctuations of the crystal oscil- 
lators used in the experiments were in the range 
of 1 to 2 parts in 10-l1 for a 1-second sampling 
time, when the oscillators were free-running. The 
calculated values for U(T) agree fairly well with 
the experimental results, a t  least for sampling 
times over 1 second. We, however, have some 
-- -- 
Standard 2 
35 
9.2X10° 
0 .1  
40 
5 X 10-l2 
1 X 10-l2 
0.08 
18.5 
u (T) = Av/2vbaI~ (eIIKo/w,r) 'I2. (34) TABLE 26-2 
-~ -pp-p--.-- 
NUMERICAL EXAMPLES Deviation 
We have calculated the standard deviations for 
c (7) two cesium beam frequency standards having 
~ ' ( r )  
very different characteristics. Standard 1 uses a 80 
Standard 1 
Varian BLR 2 tube with an interaction length of 
- 
g x 10-11 T-l/z 
3 .3  x 10-l1 7-lI2 
3 .2~10-lo 
Standard 2 
2.5 X lo-" 7-lI2 
6.1 X 10-l2 T-'/~ 
6 .4~10- l1  
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doubts as to whether the approximation leading 
to Equation 34 still would be good for shorter 
sampling times. Equation 10 leads to results 
which are too small, but it can be used to com- 
pare different types of beam tubes. 
To check further the approximation of Equa- 
tion 34, we have calculated riumerically or1 a 
desk computer the integral of Equatiorl 29 with 
the data of Standard 1 and T = 1 sec; we obtained 
a result of 7X lo-". This is 20 percent smaller 
than the value shown in Table 26-2. Further 
checks might be useful; but, for the time being, 
we believe that Equation 34 gives a conservative 
approximation. 
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