Abstract. The article suggests transporting packets of heterogeneous traffic in a multi-service network on the basis of a Software Defined Networks (SDN). The optimization problem of transmitting flows of heterogeneous traffic at the level of the SDN infrastructure in case of its load is formulated. The criterion used is the total delay time of the threads. Development of algorithms for search and analysis of traffic flows.
Introduction
The sharp increase in the volume of external traffic dictates the need for a phased introduction of Software Defined Networks (SDN) into traditional networks, the main idea of which is to separate the control level from the data transfer level, which involves transferring a number of basic control functions from routers and traditional switches network to a centralized system. A network operating system installed on a dedicated server (controller), with the help of certain programs and protocols, solves the problem of traffic control and routing. The development and implementation of SDN solutions requires the improvement of routing protocols and flow control processes. This article is devoted to this actual problem, in which the optimization problem of the distribution of heterogeneous traffic flows under network congestion conditions is formalized.
Formulation of a Problem
The software-configured network architecture has three levels: network infrastructure levelincludes a set of network devices (switches, routers) and data transfer channels; management levelmonitors and maintains the global network view (the global network view is the network topology and the status of network devices); network application layer-implements various network management functions: network data flow management, security management, traffic monitoring, service quality management, policy management, and so on.
The controller interacts with network devices of the infrastructure level using the OpenFlow protocol, which allows you to process network loads dynamically.
The essence of the problem of traffic control and determining the route paths solved at the control level of the SDN is to determine the shortest paths between the switches of the SDN infrastructure level and transfer the calculated information to the corresponding switches via a special secure channel.
The solution to this problem is advisable to implement on the basis of a flow model based on graph theory. With this approach, the network structure is represented as a graph { , } (where M is a non-empty set of vertices and Z is a set of edges, such that any ∈ has a finite number of ordered pairs of elements (i, j), (i, j∈ M), which determine the beginning and end of the edge), each edge (i, j) corresponds to the probability distribution function of the transmission time of the application on the channel (edge) , ( ). Input flows are described by the distribution function of the moments of receipt of requests to the network, i.e. to the node (switch) i for node − , ( ). Input and output flows are assigned to nodes associated with consumer terminal devices.
The routing procedure in the flow model is determined by the matrix of route variables:
where, , ( ) ( ) is the probability of sending a message (packet) on node i at time t addressed to node
The route variable , ( ) ( ) is interpreted as a fraction of the stream at node i, addressed to node k and sent in direction (i, j). It's obvious that,
The intensity of the resultant flow through node i to node j is determined from the expression:
where, , is the intensity of the input stream in the i-node intended for the j-node; , ( ) is the intensity of the flow at the k -node (k = 1, 2, ... M) intended for the j -node and passing through the i -node. The intensity of the stream flowing along the edge (i, j) from all the k -nodes is equal to:
(4) (note that in the last expressions i and f have a different meaning).
Flow and route variables are related as follows:
These expressions for the fluxes , is a system of linear equations with known input streams. Its solution will allow determining the mart-smart network table (the route table of node i is a set of all routes by which information can be delivered to node i with a given set { , ( ) }.
There are many methods for solving this problem, in which a number of interesting methods and algorithms for constructing route tables according to the chosen criterion are proposed. Without dwelling on them, we note that in the overwhelming majority of cases, the task of finding effective flow distribution options is solved on the basis of satisfying the needs of consumers in all respects, that is, the number and throughput of channels and nodes, the number and performance of powerful servers, etc. -that is, the entire network structure is selected from the "need". In reality, these characteristics are determined from the "possibilities", i.e., the quantitative and qualitative parameters of the components of the computer network structure are ultimately finite (everything is specified less than necessary). Therefore, it is necessary to search for the desired network parameters precisely from these positions, since in this case, apart from the quantity and quality of the network's hardware and technical resources, their every component performs its functions in the best way for this mode. This is directly related to the SDN, in which the bandwidth of the channels is limited and it is necessary to rationally distribute them in order to organize the transfer of heterogeneous traffic flows through them.
Theory
The section formalizes the optimization task of distributing flows of heterogeneous traffic at the level of the SDN infrastructure. So let them be given:
-the topological structure of the SDN infrastructure level, which consists of N nodes, M communication channels, and K sender-receiver (SR) pairs.
-communication channels and nodes are imperfect and have finite noise immunity, the characteristics of the channels are set, i.e. bandwidths of communication channels C i are known; -the nodes (switches or routers), including a single-channel service device, receive three incoming queues of requests, that is, flows (traffic) of three categories:
-packet traffic with an arrival rate of ℽ 1 , in which their losses during transmission are allowed;
-packet traffic with an arrival rate of ℽ 2 , which may be delayed and in which some lost packets may be recovered; -packet traffic with the arrival rate ℽ 3 , which requires end-to-end transmission and does not allow losses;
-in each pair, the sender-receiver (SR) can be in Z traffic classes. Between the k-th pair of SR there are ( ) possible paths; -sources of network latency is both communication lines and nodes; -the packet length in the network is fixed; -external traffic is stationary, i.e. flow intensities do not have a dynamic over time.
-traffic packets (flows) are independent and cannot move from one queue to another. The task of distributing flows for a network with Z traffic classes will be formulated as follows: for given bandwidth capabilities Ci and flows ℽ z (z ∈ Z), find for each SR pair a set of flows and traffic classes and for each link a set of flows so that the total average delay of flows (traffic) in the network of the SDN Ť infrastructure should be minimal with the following restrictions:
1) all incoming flows to the SDN infrastructure level must pass through the appropriate switches, subject to the condition of preserving flows;
2) total values of flows in communication channels should not exceed their carrying capacity; 3) in each switch to which a stream is directed, a single outgoing channel should be chosen, through which it will leave the switch; 4) for counter-incoming flows λ (i,j) and λ (j,i) matching routes should be provided. The formal description of this statement was made on the basis of the above described flow model. For total input flow ℽ, its corresponding intensities are defined as:
, = 1 , + 2 , + 3 , According to the flow model above, the routing rules are determined by the matrix of route variables. Then the average intensity of the total flow of all classes through the i-th node addressed to the j-th node will be equal to:
where, , ( ) is a route variable (matrix) that determines the proportion of the total flow in the q-th node , ( ) sent from it to node j on route (i, j) (through node i). Expression (7) in the theory of flows is called the balance equation. The average intensity of the total channel stream of all classes along the edge (i, r) for the j node is determined by the expression:
) , ( ) ,
where, , ( ) is the route variable on the channel (i,r) of the route (i, j).
Based on the general model, the flow rate (traffic) of the z-th class in the i-th communication channel will be: (11) The total average delay of flows in the network in its most general form will be equal to:
where, , is the average delay of the flow (traffic) of the z-th class in the i-th channel; -total intensity of flows Z classes of all K pairs sender -recipient.
If we assume that the structure of the infrastructure level is a single system, the communication channels and switches included in it are absolutely reliable and robust, with stationary flows with a total intensity with exponential distribution of message arrival times (packets) at its input, then the average delay time can be represented by a function:
and, the problem of distribution of different types of flows can be reduced to the well-known problem of convex programming, which is formulated as follows: minimize the convex function (14) with the following restrictions:
Based on the solution of the problem, it is possible to determine which traffic classes in which proportion can be simultaneously transmitted on each communication channel and on each route. In other words, the result of solving an optimization problem is to determine for each k-th pair of SRs and z-th traffic class a uniquely ordered set of paths with positive flows, ensuring a minimum of the total average delay. The physical meaning of this solution is that the flows will follow paths for which the end-to-end transmission delay is minimal and the transmission of flows along other paths leads to an increase in the total delay.
When formalizing the tasks for the case when the laws of receipt and maintenance of applications are described by an arbitrary distribution function, the general form of the objective function (12) will not change, only the expressions of the constituent members will take the form reflecting the formalization of the laws used. In this case, it will be necessary to carry out mathematical calculations in order to bring the desired expressions into the final form.
In conclusion, we will dwell in some detail on some features of the incoming traffic to the level of infrastructure from computer networks.
The constant growth of data centers (cloud-centers) with a distributed structure, the number of Internet users and IP telephony subscribers has led to data traffic over voice traffic.
The component of a computer data stream transmitted to a recipient after processing in other computers may cause an increase in the load at the level of the SDN infrastructure (or communication network) due to the appearance of additional traffic arising after the processing of incoming requests.
The solution of the problem and the analysis of the results of a computational experiment will be given in the following publications.
Conclusion
The proposed optimization flow model makes it possible to rationally manage the distribution of heterogeneous flows under the conditions of use in the transport part of the multiservice network, the ideology of the SDN. In this case, the decision on the distribution of flows is made on the controller, and the results are transmitted via special secure channels to the corresponding switches of the SDN infrastructure level.
