We consider an interval map which is a generalization of the Rényi transformation. For the continued fraction expansion arising from this transformation, we prove a result concerning the asymptotic behavior of the distribution functions of this map. More exactly, we use Szüsz's method to prove a Gauss-Kuzmin-Lévy-type theorem.
Introduction
The present paper arises out of series of papers dedicated to Rényi-type continued fraction expansions [6, 7] . Actually, these continued fractions are a particular case of u-backward continued fractions studied by Gröchenig and Haas [1] . In 1953, Rényi [5] showed that every irrational number x ∈ [0, 1) has an infinite continued fraction expansion of the form where each n i is an integer greater than one. We call the expansion in (1.1) backward continued fraction. The underlying dynamical system is the Rényi map R defined from [0, 1) to [0, 1) by
which has a neutral fixed point at 0 and thus is nonuniformly hyperbolic.
Here ⌊·⌋ denotes the floor function. Rényi showed that the infinite measure dx/x is invariant for R. This map does not possess a finite absolutely continuous invariant measure, and the usual inducing trick to study its thermodynamic formalism does not work. Unlike the case (1.1), the Gauss map defined from [0, 1] to [0, 1] by
which generates the well-known regular continued fraction expansion, possess a finite absolutely continuous invariant measure, namely Gauss measure dx/(x + 1). The Gauss map is uniformly expanding, but has infinitely many branches. The graph of R can be obtained from that of the G by reflecting the latter in the line x = 1/2. It is for this reason that the continued fraction (1.1) has been called "backward".
Starting from expansion in (1.1) and Rényi transformation R, Gröchenig and Haas [1] define the family of maps T u (x) :
. Given u ∈ (0, 4) and x ∈ [0, 1), x has the u-backward continued fraction expansion 4) where the integers n i = 1 + a i ≥ 2 and the coefficient of n i is 1 or u, depending on the parity of i. In the particular case u = 1/N , for positive integers N ≥ 2, they have identified a finite absolutely continuous invariant measure for T u , namely dx/(x + N − 1). For u = 1/N , where N is a positive integer greater than or equal to 2, we will call T u the Rényi-type continued fraction transformation denoted by R N . The metrical theory of this algorithm was initiated in [6] . The first known metrical problem concerning (regular) continued fractions is due to Gauss. At the start of the 20th century an old discovery of Gauss tied the theory of continued fractions to that of probability theory and ergodic theory. In 1802 and 1812 Gauss found the invariant measure of the transformation underlying the regular continued fraction, G in (1.3), and asked Lagrange in a letter in 1812 how fast λ (G −n ([0, x])) converges to the invariant measure γ([0, x]) = log(1+x)/ log 2. Here λ is the Lebesgue measure. In 1928, Kuzmin [3] answered to Gauss' question by giving an estimate of the remainder. Independently in 1929 Paul Lévy [4] improved Kuzmin's result and published another proof. In the 60's Szüsz [8] was able to prove the same result by using Kuzmin's approach.
The purpose of this paper is to prove a Gauss-Kuzmin-Lévy-type theorem for the Rényi-type continued fraction expansions. In order to solve the problem, we apply the method of Szüsz [8] . A version of Gauss-Kuzmin theorem for these expansions was also studied in [6] by applying the theory of random systems with complete connections by Iosifescu [2] . Namely, using the natural extension for Rényi-type continued fraction expansions, we obtained an infinite-order-chain representation of the sequence of the incomplete quotients of these expansions. Together with the ergodic behaviour of a certain homogeneous random system with complete connections this allowed us to solve a variant of the Gauss-Kuzmin problem. We mention that applying the Szüsz method, we obtain more information on the convergence rate involved. The main novelty of this paper is the explicit expression in terms of Hurwitz zeta functions of q N that appears in Theorem 3.1. In addition, the estimate we have for q N shows that q N → 0 as N → ∞.
Rényi-type continued fractions
In this section we briefly present known results about Rényi-type continued fractions.
Fix an integer N ≥ 2. Let the Rényi-type continued fraction transfor-
For any irrational x ∈ [0, 1], R N generates a new continued fraction expansion of x of the form
Here, a n 's are non-negative integers greater than or equal to N defined by
and a n := a n (x) = a 1 R n−1
with R 0 N (x) = x. The rational approximants to x arise in a manner similar to that in the case of other continued fraction algorithms. In particular we define two integer sequences by p 0 = 1, q 0 = 1,
for n ≥ 2. A simple inductive argument gives
and whence p n and q n are coprime. The sequence of rationals {p n /q n }, n ∈ N + are the convergents to x in [0, 1]. In 
Also, we have found an explicit formula for the Perron-Frobenius operator under the invariant measure ρ N , namely
where P N,i and u N,i are functions defined on [0, 1] by:
A more thorough account of Rényi-type continued fractions can be found in [1, 6, 7] .
Main result
In this section we show our main theorem. Let µ be a non-atomic probability measure on B [0,1] and define
Then the following holds.
Theorem 3.1. (A Gauss-Kuzmin-Lévy-type theorem) Let R N and F N,n be as in (2.1) and (3.2). Then there exists a constant 0 < q N < 1 such that F n can be written as
uniformly with respect to x ∈ [0, 1].
Remark 3.2. From (3.3), we see that 4) where ρ N is the measure defined in (2.5). In fact, Theorem 3.1 estimates the error
To prove Theorem 3.1 we need the following results.
Lemma 3.3. For functions {F N,n } in (3.2), the following Gauss-Kuzmintype equation holds:
Proof. From (2.1) and (2.4), we see that
Now,
Remark 3.4. Assume that for some p ∈ N, the derivative F ′ N,p exists everywhere in [0, 1] and is bounded. Then it is easy to see by induction that F ′ N,p+n exists and is bounded for all n ∈ N + . This allows us to differentiate (3.6) term by term, obtaining
We introduce functions {f N,n } as follows:
where P N,i (x) and u N,i (x) are given in (2.8) and (2.9), respectively.
Lemma 3.5. For {f N,n } in (3.9), define M N,n := max
where
where u N,i+1 (x) < θ i < u N,i (x). Now (3.13) implies
(3.14) We now must calculate the maximum value of the sums in this expression. Using that x ∈ [0, 1] and i ≥ N , we get
and
and the proof is complete.
Proof of Theorem 3.1. For {F N,n } in (3.2), we introduce a function W N,n (x) such that
Because F N,n (0) = 0 and F N,n (1) = 1, we have W N,n (0) = W N,n (1) = 0. To prove Theorem 3.1, we have to show the existence of a constant 0 < q N < 1 such that
For {f N,n } in (3.9), if we can show that f N,n (x) = 1 log(
+ O(q n N ), then integrating (3.9) will show (3.3).
To demonstrate that f N,n (x) has this desired form, it suffices to prove the following lemma.
Lemma 3.6. For any x ∈ [0, 1] and n ∈ N there exists a constant q N := q N (x) with 0 < q N < 1 such that
Moreover, for any positive integer N ≥ 2 the following estimate holds
Proof. Let q N be as in Lemma 3.5. Using this lemma, to show (3.18) it is enough to prove that q N < 1. First, we will write q N in terms of Hurwitz zeta functions. Thus,
For i ≥ N and a := Hence,
Also we have
.
, we have 
