Conjugate gradient (CG) methods have been practically used to solve large-scale unconstrained optimization problems due to their simplicity and low memory storage. In this paper, we proposed a new type of CG coefficients ) 
Introduction
Conjugate gradient (CG) method is one of methods for solving large-scale problems where it does not require matrix storage and its iteration cost is low 
where k x is the current iteration point and the 0  k  is a stepsize which is obtained by some line search method. Most line searches used in practice is inexact line searches and also known as approximate line search. In this procedure, the value of k  is estimated that will give sufficient decreased of the objective function. One of the most common and popular of an inexact line search is Wolfe line search [12] . This line search introduced two conditions as follow, 
Another well-known line searches procedure is an exact line search. Lately, an exact line search has been a significant increase used in the number of research due to new generation of computer processors. In this procedure, the value of k  is determine, such that the objective function with the k d direction is exactly minimized. The formula is,
The advantage of using this line search is, it will minimizes the complexity of the algorithm. An exact line search also gives an accurate descent of the objective A new conjugate gradient method with exact line search 4801 function. Furthermore, convergence proving for exact line search became much easier as compared to inexact line search [14] . Therefore, in this paper an exact line search is used. The k d is the search direction defined by
where ) (
, and R k   is a coefficients which determines the different conjugate gradient methods. The following are the most common k  proposed by the early researches, 
where
and . denotes the Euclidian norm of vectors. The above corresponding methods are known as Fletcher and Reeves (FR) method [9] , Polak and Ribiere (PR) method [1] , Hestenes and Stiefel (HS) method [4] , and Rivaie et al. (RMIL) method [5] . Recently, [16] [17] [18] , and [21, 23] also gave a new k  in order to improve this CG method.
The FR has a strong convergence properties but it may has average practical performance due to jamming. For the methods of PR, HS and RMIL they may not always be convergent but often have better computational performance [10] . In theoretically, if
is a strongly convex quadratic, all these methods are equivalent with the use of an exact line search. For non quadratic functions, different choice of k d will leads to different performance [19, 20] .
The global convergences of CG methods have been studied by many researchers such as the first global convergence result for the FR method was given by Zoutendijk [2] in 1970. He proved that, the FR method poses globally convergence when the line search is exact. But in 1977, Powell [7] has proven the poor performance of the FR method due to jamming phenomenon. In [7] , the global convergence of the PR method is established when the functions is strongly convex under the exact line search. However, Powell [6] later showed that the PR and HS methods could cycle infinitely without converging to minimizer when using an exact line search.
The stepsize k  is define along the search direction after the k d is calculated at each iteration. Progress toward minimum has been made if
The structure of this paper is organized as follows. In the section 2 a new type of CG coefficient is presented. In section 3, we presented the sufficient descent condition and global convergence proof of general CG methods, while in Section 4, some numerical results corresponding to the to this new k  are given. Lastly, our discussion and conclusion are presented in Section 5 and Section 6 respectively.
New Type CG Coefficient
In this paper, we develop a new 
The following algorithm is the general algorithm of CG method used in this study.
Algorithm 1. The basic of Conjugate Gradient algorithm
Step 1: Given an initial point 0
x and set
, terminate the execution of the algorithm . 
Step 5: Updating new point Let
Step 6: Convergent test and stopping criteria. If
Otherwise go to Step 1 with
Convergent Analysis
The convergent properties of SRMI  will also be studied. We only show the result of convergence for the general CG method. To prove the convergence, we assumed that every search direction 
Theorem 1
Consider a CG method with the line search direction (7) and SRMI  given as (16) , then condition (14) holds for all 0  k . ■
Proof:
. Hence, condition (14) holds true.
We also need to show that for 1  k , condition (14) , will also hold true. From (7), multiply by
For exact line search, we know that 0
which implies that
We also need the following assumption [11] . 
Lemma 1
Assume that conditions (i) and (ii) hold and
(see [15] ). ■ Noted that, the convergence properties are the same either by using the exact or inexact.
Theorem 2
If condition (13) and Assumption 1 holds, then for any line search rule the following convergence properties holds,
Proof:
By exact line search, mean value theorem, Cauchy-Schwartz inequality, 
Numerical Results
We analyze the efficiency of the newly proposed CG coefficient SRMI, as compared to other classical CG methods such as FR, PR, HS and RMIL. The comparisons are based on the number of iterations and Central Processing Unit (CPU) time per second to reach minimizer. All these methods have been tested using eight different standard functions problems. Besides that, these test problems was tested several times for selected ranges number of variable n=2, 4 and 10. On the other hand, all the comparisons are done with four different initial points, starting from a point that is closer to the solution point, to the point further away from the solution point.
We considered 6 
10
   and all these methods terminate when the stopping criteria 6 10   k g is fulfilled. All the problems mention below are solved by Maple13 subroutine program using the exact line search. We record the number of iteration and CPU time in purpose of our comparisons. The results will be shown in Table 1 and Table 2 respectively. There are two conditions where are the iteration is considered as failed. The first condition is when the routines is stopped since it is fail to find the positive value of stepsize and the second condition is when iteration is exceed 1000. In the Table 1, the word "Fail" is represent the first condition while the word "Fail*" is represent the second condition. In the Table 2 , the symbol "NA" which denote not available represented the result for both condition. We further simplifies Table 1 and Table 2 and shown the percentage performance of SRMI as compared to the other method in Table 3 and Table 4 respectively.
The following test functions are based on Andrei [8] and Molga and Smutnicki [3] . 
Discussion
From Table 1 , we see that for all given problems, SRMI and PR successfully reach solution point without exceedingly 1000 iteration. Otherwise, in certain problems, FR HS and RMIL is considered as failed once exceed 1000 or fail to find the positive value of stepsize. Thus, in Table 2 there is no recorded of CPU time for failed problems. Besides that, SRMI also outperformed FR, HS and RMIL in almost all the problems. The words 'successful' in Table 3 means that SRMI has achieved the minimizer with less number of iterations compared to FR, PR, HS and RMIL. Besides that, SRMI to other methods get 'equivalent' in number of iteration and the world 'unsuccessful', means SRMI get worse result compared to others methods. In Table 4 , the SRMI is said to be as 'successful' when it has achieved the minimizer with the least duration of CPU time compared to others methods. In some problems, SRMI has achieved 'equivalent' to others methods in CPU time to reach minimizer. The SRMI is said to be as 'unsuccessful', when it needed longer time to reach minimizer compared to others methods. Table 3 , it is shown that SRMI is superior when compared to FR, HS, and RMIL. The highest percentage of successful comparison is with FR which is 90.0% and followed by RMIL which is 72.5% and HS which is 57.5%. Though the successful rate comparison for PR is the lowest at 45.0%, their combined rate of successful rate and equivalent rate are equal to 60.0%. Above all, almost all the comparisons showed that the combined rate of successful and equivalent rate exceed 50.0%. Therefore, we considered that, SRMI is superior compared to FR, PR, HS, and RMIL in term number of iteration. Table 4 , it is shown that SRMI is superior whem compared to FR, HS, and RMIL with the least duration of CPU time. The highest percentage of successful comparison is with FR at 87.5%, followed by RMIL which is 75.0% and HS which is 60.0%. However, the successful rate comparison for PR is low at 40.0%. Above all, almost all the comparisons showed that the combined rate of successful and equivalent rate exceed 50.0% except PR. Therefore, we considered that, SRMI is superior compared to FR, HS, and RMIL but inferior when compared to PR in term of CPU time.
Conclusion
In this paper, a new k  named as SRMI has been presented. Based on the result, SRMI shows that it satisfied the sufficiently descent condition. From the above numerical experiments with 8 test problems we have the computational evidence that SRMI is the best when compare to others standard CG methods. Though the successful rate of SRMI is low compare to PR, but it could be an alternative method when the other methods fail by using the exact line search. For further research, we should do more numerical experiment with the other standard test functions with larger scale or variables. We also hope to establish the global convergence properties and the linear convergence rate theoretically.
