All source models in information theory may be viewed as random process or random sequence models. Let us consider the example of a discrete memory less source (DMS), which is a simple random sequence model.
It is easy to see that in method #1 the probability assignment of a source letter has not been considered and all letters have been represented by two bits each. However in the second method only a 1 has been encoded in one bit, a 2 in two bits and the remaining two in three bits. It is easy to see that the average number of bits to be used per source letter for the two methods are not the same. ( a for method #1=2 bits per letter and a for method #2 < 2 bits per letter). So, if we consider the issue of encoding a long sequence of letters we have to transmit less number of bits following the second method. This is an important aspect of source coding operation in general. At this point, let us note the following: a) We observe that assignment of small number of bits to more probable letters and assignment of larger number of bits to less probable letters (or symbols) may lead to efficient source encoding scheme. b) However, one has to take additional care while transmitting the encoded letters. A careful inspection of the binary representation of the symbols in method #2 reveals that it may lead to confusion (at the decoder end) in deciding the end of binary representation of a letter and beginning of the subsequent letter.
So a source-encoding scheme should ensure that 1) The average number of coded bits (or letters in general) required per source letter is as small as possible and
2) The source letters can be fully retrieved from a received encoded sequence.
In the following we discuss a popular variable-length source-coding scheme satisfying the above two requirements.
Variable length Coding
Let us assume that a DMS U has a K-letter alphabet {a 1 , a 2 , ……….a K } with probabilities P(a 1 ), P(a 2 ),…………. P(a K ). Each source letter is to be encoded into a codeword made of elements (or letters) drawn from a code alphabet containing D symbols. Often for ease of implementation a binary code alphabet (D = 2) is chosen. As we observed earlier in an example, different codeword may not have same number of code symbols. If n k denotes the number of code symbols corresponding to the source letter a k , the average number of code letters per source letter ( n ) is:
Intuitively, if we encode a very long sequence of letters from a DMS, the number of code letters per source letter will be close to n . Now, a code is said to be uniquely decodable if for each source sequence of finite length, the sequence of code letters corresponding to that source sequence is different from the sequence of code letters corresponding to any other possible source sequence.
We will briefly discuss about a subclass of uniquely decodable codes, known as prefix condition code. Let the code word in a code be represented as A prefix condition code is a code in which no code word is the prefix of any other codeword.
Example: consider the following table and find out which code out of the four shown is / are prefix condition code. Also determine n for each code.
Source letters:-a 1 , a 2 , a 3 and a 4 P(a k )
:-P(a 1 )=0.5, P(a 2 )=0.25, P(a 3 )= 0. 
Kraft Inequality Theorem
If the integers n 1 , n 2 , ……….n K satisfy the inequality
then a prefix condition code of alphabet size D exists with these integers as codeword lengths. This also implies that the lengths of code words of any prefix condition code satisfy the above inequality.
It is interesting to note that the above theorem does not ensure that any code whose codeword lengths satisfy the inequality is a prefix condition code. However it ensures that a prefix condition code exists with code word length n 1 , n 2 , ……….n K .
Binary Huffman Coding (an optimum variable-length source coding scheme)
In Binary Huffman Coding each source letter is converted into a binary code word. It is a prefix condition code ensuring minimum average length per source letter in bits.
Let the source letters a 1 , a 2 , ……….a K have probabilities P(a 1 ), P(a 2 ),…………. P(a K ) and let us assume that P(a 1 ) ≥ P(a 2 ) ≥ P(a 3 )≥…. ≥ P(a K ).
We now consider a simple example to illustrate the steps for Huffman coding.
Steps to calculate Huffman Coding
Example Let us consider a discrete memoryless source with six letters having P(a 1 )=0.3, P(a 2 )=0.2, P(a 3 )=0.15, P(a 4 )=0.15, P(a 5 )=0.12 and P(a 6 )=0.08.
1. Arrange the letters in descending order of their probability (here they are arranged). 2. Consider the last two probabilities. Tie up the last two probabilities. Assign, say, 0 to the last digit of representation for the least probable letter (a 6 ) and 1 to the last digit of representation for the second least probable letter (a 5 ). That is, assign '1' to the upper arm of the tree and '0' to the lower arm. Here we imagine another letter b 1 , with P(b 2 )=0.3.
5. Continue till the first digits of the most reduced ensemble of two letters are assigned a '1' and a '0'. Again go back to the step (2): P(a 1 )=0.3, P(b 2 )=0.3, P(a 2 )=0.2 and P(b 1 )=0.2. Now we consider the last two probabilities: P(a 2 )=0.2 0.4 P(b 1 )=0.2 So, P(b 3 )=0.4. Following Step#2 again, we get, P(b 3 )=0.4, P(a 1 )=0.3 and P(b 2 )=0.3. Next two probabilities lead to: 1 P(a 1 )=0.3 0.6 P(b 2 )=0.3 0 with P(b 4 ) = 0.6. Finally we get only two probabilities P(b 4 )=0.6 1 1.00 P(b 3 )=0.4 0 6. Now, read the code tree inward, starting from the root, and construct the codewords. The first digit of a codeword appears first while reading the code tree inward.
