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Abstract
In this article sufficient optimality conditions are established for optimal control problems with pointwise
convex control constraints. Here, the control is a function with values in Rn. The constraint is of the form
u(x) ∈ U(x), where U is a set-valued mapping that is assumed to be measurable with convex and closed
images. The second-order condition requires coercivity of the Lagrange function on a suitable subspace,
which excludes strongly active constraints, together with first-order necessary conditions. It ensures local
optimality of a reference function in an L∞-neighborhood. The analysis is done for a model problem
namely the optimal distributed control of the instationary Navier–Stokes equations.
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1. Introduction
We will establish second-order sufficient optimality conditions for optimal control problems
with a general set-valued and convex control constraint. Sufficient conditions form a central issue
for different mathematical questions of optimal control theory. If such conditions hold true at a
given control satisfying the first-order necessary conditions, then this control is locally optimal,
it is unique as a local solution, and it is stable with respect to certain perturbations of given data.
Moreover, the convergence of numerical approximations (say by finite elements) and the local
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turned out to be indispensible for a complete numerical analysis of optimal control problems.
In consequence, second-order conditions were investigated in many research papers on op-
timal control theory of partial differential equations. Let us only mention the case of elliptic
equations studied by Bonnans [5], Casas, Unger, and Tröltzsch [8]. The sufficient condition
was applied to the convergence analysis of SQP methods, for instance, in Arada, Raymond and
Tröltzsch [3], Hinze and Kunisch [13]. Other type of constraints than control constraints, such
as state or mixed control-state constraints, are topic of current research, and the theory of suffi-
cient optimality conditions is far from being complete. First results can be found, for instance,
in [9,19].
The abstract problem, we have in mind, reads as follows:
minf (y,u) subject to E(y,u) = 0 and u ∈ Uad.
Here, f is some objective functional, which depends on the state y and the control u. State and
control are coupled by the state equation E(y,u) = 0. The set of admissible controls Uad is a
subset of Lp(D)n where D is a domain in Rn and p  1. The controls have to satisfy for almost
all ξ ∈ D the pointwise constraint
u(ξ) ∈ U(ξ),
where U :D Rn is a given set-valued measurable function. The equality constraint E will be
a partial differential equation.
The problems studied in the mentioned articles are subject to box-constraints on the control.
This is the most suitable choice in cases where the control is a scalar quantity such as heating,
cooling and so on. But in some applications the control is a vector or a vector-valued function.
For instance, in fluid dynamics the control can be brought into the system by blowing or suction
on the boundary. There the control is a velocity, which is a vector-valued quantity, hence the
control is a vector in R2 or R3. A second application is the control of reaction–diffusion equa-
tions. Here, the system is controlled by supply of the involved chemicals. In those cases, it is
more adequate to have control constraints of the form g(ξ ;u(ξ)) = g(ξ ;u1(ξ), . . . , un(ξ)) = 0
or u(ξ) ∈ U(ξ) ⊂Rn.
Optimal control problems with such control constraints are rarely investigated in literature.
Second-order necessary conditions for problems with the control constraint u(ξ) ∈ U(ξ) were
proven by Páles and Zeidan [16] involving second-order admissible variations. Second-order nec-
essary as well as sufficient conditions were established in Bonnans [5], Bonnans and Shapiro [6],
and Dunn [10]. However, the set of admissible controls has to be polygonal and independent
of ξ , i.e. U(ξ) ≡ U . This results were extended by Bonnans and Zidani [7] to the case of finitely
many convex constraints gi(u(ξ)) = 0, i = 1, . . . , l.
In contrast, we follow another approach. We will treat the control constraint as an inclusion
u(ξ) ∈ U(ξ). The advantage of that approach is that the analysis is based on rather elemen-
tary say geometrical arguments, hence there is no need of any constraint qualification. We will
prove a second-order sufficient optimality condition. It requires the fulfillment of first-order
necessary conditions together with coercivity of the Lagrange function on a suitable subspace,
which excludes strongly active constraints. Here, the set of strongly active constraints is defined
by geometrical terms, which means it is independent of the representation of the control con-
straint U(·). Then, the second-order condition ensures local optimality of a reference function
in an L∞-neighborhood. Another characteristic of the analysis is the appearance of the two-
norm discrepancy: the objective functional grows quadratically with respect to the L2-norm in
an L∞-neighborhood of the reference control.
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equations in two dimensions. We emphasize that the restriction to two dimensions is only due
to the limitation of the analysis of instationary Navier–Stokes equations. As long as there ex-
ists an applicable theory of a state equation in Rn, all results are ready for an extension to the
n-dimensional case.
To be more specific, we want to minimize the following quadratic objective functional:
J (y,u) = αT
2
∫
Ω
∣∣y(x,T )− yT (x)∣∣2 dx + αQ2
∫
Q
∣∣y(x, t)− yQ(x, t)∣∣2 dx dt
+ αR
2
∫
Q
∣∣curly(x, t)∣∣2 dx dt + γ
2
∫
Q
∣∣u(x, t)∣∣2 dx dt (1.1)
subject to the instationary Navier–Stokes equations
yt − νy + (y · ∇)y + ∇p = u in Q,
divy = 0 in Q,
y(0) = y0 in Ω, (1.2)
and to the control constraints u ∈ Uad with set of admissible controls defined by
Uad =
{
u ∈ L2(Q)2: u(x, t) ∈ U(x, t) a.e. on Q}. (1.3)
Here, Ω is a bounded domain in R2, Q denotes the time–space cylinder Q := Ω × (0, T ). Let
us underline the fact that for (x, t) ∈ Q the control u(x, t) is a vector in R2.
The conditions imposed on the various ingredients of the optimal control problem are speci-
fied in Sections 2.1 and 2.2, see assumptions (A) and (AU).
For the optimal control of the non-stationary Navier–Stokes equations there are several arti-
cles about existence of solution and necessary optimality conditions, for instance, Abergel and
Temam [1], Gunzburger and Manservisi [11]. Sufficient optimality conditions and second-order
optimization methods were investigated by Hinze [12], Hinze and Kunisch [13], Ulbrich [25],
and Tröltzsch and Wachsmuth [24]. However, in these articles only box constraints or even no
control constraints are considered. Box constraints mean that the control vector u(x, t) has to
lie in a rectangle or box. This simpler constraints are contained as special case in the set-valued
approach.
Since sufficient optimality conditions are very important in the analysis of optimal control
problems, one is interested to check whether a computed minimizer of (1.1)–(1.3) satisfies it.
Unfortunately, this is a delicate question that has not yet been solved satisfactorily till now.
Every numerical solution is connected with some discretization so that second-order condi-
tions can only be verified in a finite-dimensional setting. For instance, the eigenvalues of the
reduced Hessian matrix can be computed for the finite-dimensional model to verify its definite-
ness. However, it seems to be impossible to deduce from the numerical result the coercivity for
the infinite-dimensional setting. The reason is that the computed discrete solution will be close
to the exact one only under the assumption of a second-order sufficient condition. In this way,
we encounter a circular reasoning.
In view of these remarks, one should handle second-order sufficient conditions similarly as
constraint-qualifications in non-linear programming: They cannot be checked in general, but they
should be assumed to perform a satisfactory analysis.
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as the definition of functions spaces and solvability of the state equation. The pointwise control
constraint is studied in Section 2.2. In Section 3 we write down briefly the well-known necessary
optimality conditions of the model problem. The main result of the article is stated in Section 4
and proven afterwards in Section 4.2.
2. Notations and preliminary results
At first, we introduce some notations and provide some results that we need later on. To begin
with, we define the spaces of solenoidal or divergence-free functions
H := {v ∈ L2(Ω)2: divv = 0}, V := {v ∈ H 10 (Ω)2: divv = 0}.
These spaces are Hilbert spaces with scalar products (· , ·)H and (· , ·)V , respectively. The dual
of V with respect to the scalar product of H we denote by V ′ with the duality pairing 〈· , ·〉V ′,V .
We will work with the standard spaces of abstract functions from [0, T ] to a real Banach
space X, Lp(0, T ;X), endowed with its natural norm,
‖y‖Lp(X) := ‖y‖Lp(0,T ;X) =
( T∫
0
∣∣y(t)∣∣p
X
dt
)1/p
, 1 p < ∞,
‖y‖L∞(X) := ess sup
t∈(0,T )
∣∣y(t)∣∣
X
.
In the sequel, we will identify the spaces Lp(0, T ;Lp(Ω)2) and Lp(Q)2 for 1 < p < ∞, and
denote their norm by ‖u‖p := |u|Lp(Q)2 . The usual L2(Q)2-scalar product we denote by (· , ·)Q
to avoid ambiguity.
In all what follows, ‖ · ‖ stands for norms of abstract functions, while | · | denotes norms of
“stationary” spaces like H and V .
To deal with the time derivative in (1.2), we introduce the common spaces of functions y
whose time derivatives yt exist as abstract functions,
Wα(0, T ;V ) := {y ∈ L2(0, T ;V ): yt ∈ Lα(0, T ;V ′)}, W(0, T ) := W 2(0, T ;V ),
where 1 α  2. Endowed with the norm
‖y‖Wα(0,T ;V ) := ‖y‖L2(V ) + ‖yt‖Lα(V ′),
these spaces are Banach spaces. Every function of W(0, T ) is, up to changes on sets of zero
measure, equivalent to a function of C([0, T ],H), and the imbedding W(0, T ) ↪→ C([0, T ],H)
is continuous, cf. [2,14].
2.1. The state equation
Before we start with the discussion of the state equation, we specify the requirements for the
various ingredients describing the optimal control problem. In the sequel, we assume that the
following conditions are satisfied:
(A)


(1) Ω has Lipschitz boundary Γ := ∂Ω, such that Ω is locally on one side of Γ ;
(2) y0, yT ∈ H, yQ ∈ L2(Q)2;
(3) αT ,αQ,αR  0;
(4) γ, ν > 0.
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summarize known facts about the solvability of the instationary Navier–Stokes equations (1.2).
First, we define the trilinear form b :V × V × V →R by
b(u, v,w) = ((u · ∇)v,w)2 =
∫
Ω
2∑
i,j=1
ui
∂vj
∂xi
wj dx.
Its time integral is denoted by bQ,
bQ(y, v,w) =
T∫
0
b
(
y(t), v(t),w(t)
)
dt.
To specify the problem setting, we introduce a linear operator A :L2(0, T ;V ) → L2(0, T ;V ′)
by
T∫
0
〈
(Ay)(t), v(t)
〉
V ′,V dt :=
T∫
0
(
y(t), v(t)
)
V
dt,
and a non-linear operator B by
T∫
0
〈(
B(y)
)
(t), v(t)
〉
V ′,V dt :=
T∫
0
b
(
y(t), y(t), v(t)
)
dt.
For instance, the operator B is continuous and twice Frechét-differentiable as operator
from W(0, T ) to L2(0, T ;V ′).
Now, we concretize the notation of weak solutions for the instationary Navier–Stokes equa-
tions (1.2) in the Hilbert space setting.
Definition 2.1 (Weak solution). Let f ∈ L2(0, T ;V ′) and y0 ∈ H be given. A function y ∈
L2(0, T ;V ) with yt ∈ L2(0, T ;V ′) is called weak solution of (1.2) if
yt + νAy +B(y) = f, y(0) = y0. (2.1)
Results concerning the solvability of (2.1) are standard, cf. [22] for proofs and further details.
Theorem 2.2 (Existence and uniqueness of solutions). For every source term f ∈ L2(0, T ;V ′)
and initial value y0 ∈ H , Eq. (2.1) has a unique solution y ∈ W(0, T ). Moreover, the mapping
(y0, f ) → y is locally Lipschitz continuous from H ×L2(0, T ;V ′) to W(0, T ).
It is well known that the control-to-state mapping is Fréchet-differentiable. The first derivative
can be computed as the solution of a linearized equation, cf. [11–13].
Remark 2.3 (Linearized state equation). We consider the linearized equation
yt + νAy +B ′(y¯)y = f, y(0) = y0, (2.2)
for a given state y¯, which is usually the solution of the non-linear system (2.1). Following the
lines of Temam, existence and uniqueness of a weak solution y in the space W(0, T ) was proven,
for instance, in [13, Proposition 2.4]. See also the discussion in [11].
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In this section, we want to investigate the convex control constraint, which has to hold point-
wisely
u(x, t) ∈ U(x, t) a.e. on Q.
We recall the definition of the set of admissible controls Uad,
Uad =
{
u ∈ L2(Q)2: u(x, t) ∈ U(x, t) a.e. on Q}.
Here, we have to make clear, which assumptions we impose on the constraint mapping U(·). At
first, we want to introduce measurable, set-valued functions.
Definition 2.4. A set-valued mapping F : QX with closed images is called measurable, if the
inverse of each open set is measurable. In other words, for every open subset O ⊂ X the inverse
image
F−1(O) = {ω ∈ Q: F(ω)∩O = ∅}
has to be measurable.
This definition coincides with the definition of measurability of single-valued functions. Once
and for all, we specify the requirements for the function U , which defines the control constraints.
(AU)


The set-valued function U :QR2 satisfies:
(1) U is a measurable set-valued function.
(2) The images of U are closed and convex with non-empty interior a.e. on Q.
That is, the sets U(x, t) are closed and convex with non-empty interior for
almost all (x, t) ∈ Q.
(3) There exists a function fU ∈ L2(Q)2 with fU(x, t) ∈ U(x, t) a.e. on Q.
Please note, we did not impose any conditions on the sets U(x, t) that are beyond convexity
such as boundedness or regularity of the boundaries ∂U(x, t). Assumptions (i) and (ii) guarantee
that there exists a measurable selection of U , i.e. a measurable single-valued function fM with
fM(x, t) ∈ U(x, t) a.e. on Q. However, no measurable selection needs to be square-integrable as
the following example shows.
Set U(t) = [t−1/2,1 + t−1/2], 0 < t  1. Assumptions (i) and (ii) are fulfilled. But every
function f with f (t) ∈ U(t) for almost all 0 < t  1 cannot be in L2(0,1), since the function
g(t) = t−1/2 is not square-integrable on [0,1].
The existence of a square-integrable, admissible function is then ensured by the third assump-
tion. This implies that the set of admissible control is non-empty.
Corollary 2.5. The set of admissible controls Uad defined by
Uad =
{
u ∈ L2(Q)2: u(x, t) ∈ U(x, t) a.e. on Q}
is non-empty, convex and closed in L2(Q)2.
Proof. By assumption (AU), we have fU ∈ Uad. It is obvious that Uad is convex, since U(x, t) is
convex for almost all (x, t) ∈ Q. Let a sequence {fn}∞ ⊂ Uad converging in L2 to f be given.n=1
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U(x, t) is closed, it follows f (x, t) ∈ U(x, t) a.e. on Q. Hence, it holds f ∈ Uad. 
Assumption (AU) is as general as the analysis of the second-order condition allows it. In the
case that the set-valued function U is a constant function, i.e. U(x, t) ≡ U0, we can give a simpler
characterization.
Corollary 2.6. Let the set-valued function U be a constant function, i.e. U(x, t) = U0 a.e. on Q
for some U0 ⊂ R2. Then assumption (AU) is fulfilled if the set U0 is closed and convex with
non-empty interior.
Proof. At first, take an open set O ∈ R2. Then we have U−1(O) = Q if U0 ∩ O = ∅ and
U−1(O) = ∅ if U0 ∩O = ∅. Hence, the set-valued mapping U is measurable, which proves (i).
Condition (ii) of (AU) is satisfied, since U(x, t) = U0, and U0 is supposed to fulfill the re-
quirements of this condition. Now, take an arbitrary element u0 ∈ U0 and set fU(x, t) = u0 for
(x, t) ∈ Q. The so-constructed function fU is constant over Q, consequently, it is measurable
and bounded, say fU ∈ L∞(Q)2. And the claim is proven. 
Assuming (AU) we can derive another interesting result. Condition (iii) allows us to prove
that the pointwise projection on Uad of an L2-function is itself an L2-function.
Corollary 2.7. Let be given a function u ∈ L2(Q)2. Then the function v defined pointwise a.e. by
v(x, t) = ProjU(x,t)
(
u(x, t)
)
is also in L2(Q)2. Further, if for some p  2 the functions u and fU are in Lp(Q)2, then the
projection v is in Lp(Q)2 as well.
Proof. By assumption (AU), the set-valued function U is measurable with closed and convex
images, and u is a measurable single-valued function. Then the function v is measurable as well,
cf. [4, Corollary 8.2.13]. By Lipschitz continuity of the pointwise projection, it holds∣∣v(x, t)− fU(x, t)∣∣= ∣∣ProjU(x,t)(u(x, t))− ProjU(x,t)(fU(x, t))∣∣ ∣∣u(x, t)− fU(x, t)∣∣
almost everywhere on Q. Thus, squaring and integrating give
‖v − fU‖22  ‖u− fU‖22 < ∞,
which implies v ∈ L2(Q)2. If in addition, u and fU are in Lp(Q)2 for some p > 2, then we can
prove analogously that the projection is also in Lp , i.e. v ∈ Lp(Q)2. 
Let us recall some definitions from the theory of convex sets. For a convex set C ∈Rn and an
element u ∈ C, we denote by NC(u) and TC(u) the normal cone and polar cone of tangents of C
at the point u, respectively, which are defined by
NC(u) =
{
z ∈Rn: zT (v − u) 0 ∀v ∈ C},
TC(u) =
{
z ∈Rn: zT v  0 ∀v ∈ NC(u)
}
.
Further, we will need the linear subspaces
NC(u) = cl spanNC(u), TC(u) = NC(u)⊥.
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It is well-known, that the sets NUad(u), TUad(u), NUad(u), and TUad(u) admit a pointwise repre-
sentation as Uad itself, cf. [4,18]. For instance, the set NUad(u) is given by
NUad(u) =
{
v ∈ L2(Q)2: v(x, t) ∈NU(x,t)
(
u(x, t)
)
a.e. on Q
}
.
Let us introduce the projection operations on the sets NUad(u) and TUad(u) for an admissible
function u ∈ Uad. For w ∈ Lp(Q)n we define
wN(x, t) = Proj[NU(x,t)(u(x,t))]
(
w(x, t)
)
, (2.3)
which is the pointwise projection of w(x, t) on the space of normal directions of U(x, t)
at u(x, t). Its orthogonal counterpart is denoted by
wT (x, t) = Proj[TU(x,t)(u(x,t))]
(
w(x, t)
)
. (2.4)
Following the lines of [4, Section 8], it is not difficult but technical to prove that if the set-valued
mapping U :Q Rn is measurable, then the set-valued mappings NU ,TU ,NU,TU :Q Rn
are measurable as well. By [4, Corollary 8.2.13], the projection of a measurable function on the
images of a measurable set-valued mapping is measurable. So, we find that the functions wN and
wT are measurable. Since the projection is pointwise non-expansive, it holds wn,wT ∈ Lp(Q)n.
3. First-order necessary optimality conditions
We briefly recall the necessary conditions for local optimality. For the proofs and further
discussion see [1,11,12,24] and references cited therein.
Definition 3.1 (Locally optimal control). A control u¯ ∈ Uad is said to be locally optimal in
Lp(Q)2, if there exists a constant ρ > 0 such that
J (y¯, u¯) J (yρ,uρ)
holds for all uρ ∈ Uad with ‖u¯ − uρ‖p  ρ. Here, y¯ and yρ denote the states associated with u¯
and uρ , respectively.
In the following, we denote by B ′(y¯)∗ the adjoint of B ′(y¯), given by[
B ′(y¯)∗λ
]
v = bQ(y¯, v, λ)+ bQ(v, y¯, λ).
Theorem 3.2 (Necessary condition). Let u¯ be a locally optimal control with associated state
y¯ = y(u¯). Then there exists a unique weak solution λ¯ ∈ W 4/3(0, T ;V ) of the adjoint equation
−λ¯t + νAλ¯+B ′(y¯)∗λ¯ = αQ(y¯ − yQ)+ αR curl curl y¯,
λ¯(T ) = αT
(
y¯(T )− yT
)
. (3.1)
Moreover, the variational inequality
(γ u¯+ λ¯, u− u¯)L2(Q)2  0 ∀u ∈ Uad (3.2)
is satisfied.
Proofs can be found in [11,24]. The regularity of λ¯ is proven in [13].
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pointwise a.e. discussion yields the projection representation of the optimal control
u¯(x, t) = ProjU(x,t)
(
− 1
γ
λ¯(x, t)
)
a.e. on Q. (3.3)
See, for instance, [15]. Using the normal cone of the set of admissible controls, the variational
inequality (3.2) can be written equivalently as the inclusion
−(γ u¯+ λ¯) ∈NUad(u¯). (3.4)
The adjoint state λ is the solution of a linearized adjoint equation backward in time. So it
is natural, to look for its dependence on the given data. For convenience, we denote by f the
right-hand side of (3.1), and by λT the initial value αT (y¯(T )− yT ).
Theorem 3.3 (Regularity of the adjoint state). Let λT ∈ H , f ∈ L2(0, T ;V ′), and y¯ ∈
L2(0, T ;V ) ∩L∞(0, T ;H) be given. Then there exists a unique weak solution λ of (3.1) satis-
fying λ ∈ W 4/3(0, T ). Moreover, the mapping (f,λT ) → λ is continuous from L2(0, T ;V ′)×H
to W 4/3(0, T ).
A proof is given in [13]. Assumption (A) guarantees together with y¯ ∈ W(0, T ) that the pre-
requisites of the previous theorem are fulfilled.
3.1. Regularity of locally optimal controls
Let us comment on the regularity of a locally optimal control u¯. By (3.3), it inherits some
regularity from the associated adjoint state λ¯. If the inhomogeneities of the adjoint system are
more regular than required in the previous theorem, one gets more regular adjoint states, see [13].
This can be applied to obtain more regular optimal controls. If λ¯ and fU are in Lp(Q)2 for some
p  2 then we know from Corollary 2.7 that u¯ is in Lp(Q)2 as well.
In the presence of box constraints
ua,i(x, t) ui(x, t) ub,i(x, t), i = 1, . . . , n,
one can prove even more. If the adjoint state λ¯ is in H 1(Q)2 then the control u¯ is in H 1(Q)2 as
well, provided ua,ub ∈ H 1(Q)2 holds, see [26]. However, in our case of convex constraints it
is not clear under which assumptions on U(·) the regularity λ¯ ∈ H 1(Q)2 can be carried over to
u¯ ∈ H 1(Q)2.
3.2. Lagrangian formulation
We introduce the Lagrange functional
L :W(0, T )×L2(Q)2 ×W 4/3(0, T ) →R
for the optimal control problem as follows:
L(y,u,λ) = J (u, y)− {〈yt , λ〉L2(V ′),L2(V ) + ν(y,λ)L2(V ) + bQ(y, y,λ)− (u,λ)Q}.
This function is twice Fréchet-differentiable with respect to (y,u) ∈ W(0, T )×L2(Q)2, cf. [24].
The reader can readily verify that the necessary conditions can be expressed equivalently by
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∂y
(y¯, u¯, λ¯)h = 0 ∀h ∈ W(0, T ) with h(0) = 0,
∂L
∂u
(y¯, u¯, λ¯)(u− u¯) 0 ∀u ∈ Uad. (3.5)
The second derivative of the Lagrangian L at y ∈ W(0, T ) with associated adjoint state λ in the
directions (w1, h1), (w2, h2) ∈ W(0, T )×L2(Q)2 is given by
L′′(y,u,λ)[(w1, h1), (w2, h2)]= ∂2L
∂y2
(y,u,λ)[w1,w2] + ∂
2L
∂u2
(y,u,λ)[h1, h2] (3.6)
with
∂2L
∂y2
(y,u,λ)[w1,w2] = αT
(
w1(T ),w2(T )
)
H
+ αQ(w1,w2)Q + αR(curlw1, curlw2)Q
− bQ(w1,w2, λ)− bQ(w2,w1, λ)
and
∂2L
∂u2
(y,u,λ)[h1, h2] = γ (h1, h2)2.
It satisfies the estimate∣∣∣∣∂2L∂y2 (y,u,λ)[w1,w2]
∣∣∣∣ c(1 + ‖λ‖L2(V ))‖w1‖W(0,T )‖w2‖W(0,T ) (3.7)
for all w1,w2 ∈ W(0, T ).
To shorten notations, we abbreviate [v, v] by [v]2, i.e.
L′′(y¯, u¯, λ¯)[(w,h)]2 := L′′(y¯, u¯, λ¯)[(w,h), (w,h)].
4. Second-order sufficient optimality conditions
Before we can work with the set of strongly active constraints, we have to define some more
notations.
The relative interior of a convex set is defined by
riC = {x ∈ affC: ∃ε > 0,Bε(x)∩ affC ⊂ C},
its complement in C is called the relative boundary
rbC = C \ riC.
The distance of a point u ∈Rn to a set C ⊂Rn is defined by
dist(u,C) = infx∈C |u− x|.
In the following, (y¯, u¯) is a fixed admissible reference pair. We suppose that the first-order nec-
essary optimality conditions (3.1)–(3.2) are fulfilled at (y¯, u¯).
For fixed ε > 0, we define the set of strongly active constraints by
Qε =
{
(x, t) ∈ Q: dist(−(γ u¯(x, t)+ λ¯(x, t)), rbNU(x,t)(u¯(x, t)))> ε}. (4.1)
238 D. Wachsmuth / J. Math. Anal. Appl. 319 (2006) 228–247We assume that the reference pair (y¯, u¯) satisfies the following coercivity assumption on
L′′(y¯, u¯, λ¯), in the sequel called second-order sufficient condition:
(SSC)


There exist ε > 0 and δ > 0 such that
L′′(y¯, u¯, λ¯)[(z,h)]2  δ ‖h‖22
holds for all pairs (z,h) ∈ W(0, T )×L2(Q)2 with
h ∈ TUad(u¯), hN = 0 on Qε,
and z ∈ W(0, T ) being the weak solution of the linearized equation
zt +Az+B ′(y¯)z = h, z(0) = 0.
The main result of the present article is the following theorem that states the sufficiency of (SSC).
Theorem 4.1. Let (y¯, u¯) be admissible for the optimal control problem and suppose that (y¯, u¯)
fulfills the first-order necessary optimality conditions with associated adjoint state λ¯. Assume
further that (SSC) is satisfied at (y¯, u¯). Then there exist α > 0 and ρ > 0 such that
J (y,u) J (y¯, u¯)+ α ‖u− u¯‖22
holds for all admissible pairs (y,u) with ‖u− u¯‖∞  ρ.
We will give the proof in Section 4.2 after a series of auxiliary results. There we consider at
first the set of strongly active constraints. We prove its measurability, which is a non-trivial result
obtained using set-valued analysis. Secondly, we derive from the strongly active constraints some
positiveness in directions of test functions that are not included in (SSC).
The theorem gives strong convexity of the objective functional in a neighborhood of the refer-
ence solution. Thus, we can expect that numerical methods converge to this solution. As already
mentioned in the introduction, it is an open question how this condition can be checked numeri-
cally.
Furthermore, there are no conditions known to ensure that u¯ is a global solution except the
basic one: J (u¯) < J (u) for all admissible u—a condition which is hard to verify. We only know
that a global solution exists and that it satisfies the first-order optimality system. But there can be
infinite many solutions of the first-order optimality system, and there is no algorithm to determine
the global solution among this critical solutions.
Let us comment on other types of sufficient second-order conditions. They differ in general in
the choice of the space of test functions on which L′′ has to be coercive. The strongest condition
requires positivity of L′′ for all test functions h ∈ L2(Q)2. This is equivalent to (SSC) if there
are no control constraints present. However, in the constrained case this condition would be too
strong.
Consider the minimization of f (x) = −x2 in the interval [0,1]. The global minimum is
reached at x¯ = 1. But the function f is concave, thus its second derivative is negative. So we
cannot expect coercivity. But, the constraint ‘x  1’ is strongly active at x¯. That means coerciv-
ity is not needed, and (SSC) gives indeed local optimality of x¯.
Now, let us have a look on the box-constrained case. Here, the set-valued function U is
given by
U(x, t) = [ua,1(x, t), ub,1(x, t)]× [ua,2(x, t), ub,2(x, t)],
where ua and ub are functions from L∞(Q)2 satisfying ua,i < ab,i a.e. on Q for i = 1,2. Here,
the images of U are rectangles. In this case, we can give an alternative characterization of the
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instance, u¯(x, t) = [ua,1(x, t), u˜] with ua,2(x, t) < u˜ < ub,2(x, t). Then the normal cone is
NU(x,t)
(
u¯(x, t)
)= {v ∈R2: v1  0}.
Its relative boundary is
rbNU(x,t)
(
u¯(x, t)
)= {v ∈R2: v1 = 0}.
Hence the control constraint is strongly active in u¯(x, t) if −(γ u¯1(x, t) + λ¯(x, t)1) < −ε, or
equivalently |γ u¯1(x, t) + λ¯1(x, t)| > ε, since the sign of γ u¯1(x, t) + λ¯1(x, t) is determined by
the first-order optimality condition. We would get similar expressions if u¯(x, t) lies on another
edge or in a corner of the rectangle. Altogether it implies that the active set in the box-constrained
case is of the form
Qε =
⋃
i=1,2
{
(x, t) ∈ Q | ui(x, t) ∈
{
ua,i(x, t), ub,i(x, t)
}
,
∣∣γ u¯i(x, t)+ λ¯i (x, t)∣∣> ε}
∪ {(x, t) ∈ Q | ∀i: ui(x, t) ∈ {ua,i(x, t), ub,i(x, t)}, ∣∣γ u¯i(x, t)+ λ¯i (x, t)∣∣> ε}.
An analogous definition of active sets is commonly used when the control is a scalar variable,
see, for instance, [8]. And we find, that condition (SSC) together with the definition of strongly
active sets presented here can be considered a generalization of concepts known in the scalar
case with box-constraints on the control.
4.1. Strongly active constraints
Before we turn to the discussion of measurability, we give some interpretation of the set of
strongly active constraints. To keep the illustration as simple as possible, the following consider-
ations are only valid for two-dimensional controls, i.e. U(x, t) ⊂R2.
We will distinguish some cases whether u¯(x, t) lies in the interior, on an edge or in a corner
of the admissible set U(x, t).
At first, consider the case that u¯(x, t) lies in the interior of U(x, t). Then it holds
NU(x,t)(u¯(x, t)) = NU(x,t)(u¯(x, t)) = {0}. Thus, the first-order necessary optimality conditions
imply γ u¯(x, t)+ λ¯(x, t) = 0, which is equivalent to −(γ u¯(x, t)+ λ¯(x, t)) ∈ rbNU(x,t)(u¯(x, t)).
Hence by condition (4.1), the set of strongly active constraints cannot contain points where
u¯(x, t) lies in the interior of U(x, t). This is what one expects, since no constraint is active.
Now, let u¯(x, t) lie on a smooth part of ∂U(x, t), i.e. the normal coneNU(x,t)(u¯(x, t)) be one-
dimensional. Then, its relative boundary is the origin, rbNU(x,t)(u¯(x, t)) = {0}. Consequently,
(4.1) means |γ u¯(x, t) + λ¯(x, t)| > ε on Qε . The latter relation is often used to define strongly
active constraints for box-constrained optimal control problems, cf. [8,24].
If u¯(x, t) is a corner of U(x, t) then the dimension of NU(x,t)(u¯(x, t)) is equal to the space
dimension two. Here, NU(x,t)(u¯(x, t)) is the convex and conical hull of two extremal vectors n1
and n2. We can assume that |n1| = |n2| = 1 holds. The relative boundary of the normal cone
admits the representation
rbNU(x,t)
(
u¯(x, t)
)= {a1n1 | a1  0}∪ {a2n2 | a2  0}.
Condition (4.1) is equivalent to the fact that −(γ u¯+ λ¯) lies in a cone that is the result of a shifting
of the normal cone by σ(n1 + n2), i.e.
−(γ u¯(x, t)+ λ¯(x, t)) ∈ σ(n1 + n2)+NU(x,t)(u¯(x, t)),
see Fig. 1. Here, σ is given by σ = ε/√1 − (n1 · n2)2.
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Now, we want to prove the measurability of the set of strongly active constraints.
Lemma 4.2. Suppose u¯ and λ¯ fulfill the first-order necessary optimality conditions, and U :Q
R
2 is measurable. Then the set Qε defined in (4.1) is measurable as well.
Proof. At first, one finds for a convex set N ⊂Rn and a vector u ∈N ⊂Rn that the following
dist(u, rbN ) = dist(u, spanN \N ) (4.2)
holds. As already mentioned, the set-valued mapping (x, t) NU(x,t)(u¯(x, t)) is measurable.
Using proving techniques of [4], one can check measurability of (x, t) spanNU(x,t)(u¯(x, t)).
By [4, Corollary 8.2.13], the distance between a measurable function u and a measurable set-
valued function U , which is a function defined by[
dist(u,U)
]
(x, t) := dist(u(x, t), U(x, t)),
is also measurable. This implies that the function dN given by
dN (x, t) = dist
(−(γ u¯(x, t)+ λ¯(x, t)), spanNU(x,t)(u¯(x, t))∖NU(x,t)(u¯(x, t)))
is measurable. By assumption, u¯, λ¯ fulfill the first-order necessary optimality conditions espe-
cially relation (3.4). Therefore, we can apply (4.2) and obtain that
dist
(−(γ u¯(x, t)+ λ¯(x, t)), rbNU(x,t)(u¯(x, t)))= dN (x, t)
is a measurable function from Q to R. Using the representation
Qε = d−1N
(
(ε,+∞)),
we finally find that Qε is a measurable set. 
Condition (SSC) requires coercivity of the second derivative of the Lagrangian only with
respect to test functions h, whose normal components are zero, i.e. hN = 0. However, by the
following lemma, we gain an additional positive term that we will need in the proof of sufficiency,
see Section 4.2. To this aim, we denote the Lp-norm with respect to the set of positivity for
u ∈ Lp(Q)2 and 1 p < ∞ by
‖u‖Lp(Qε) :=
(∫
Qε
∣∣u(x, t)∣∣p dx dt)1/p.
The positiveness result then reads as follows.
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(γ u¯+ λ¯, u− u¯)Q  ε
ρ
∥∥(u− u¯)N∥∥2L2(Qε),
where (·)N denotes the pointwise projection on NU(x,t)(u¯(x, t)), which is the space of normal
directions of U(x, t) at u¯(x, t).
Proof. Let u ∈ Uad be given. Since (u¯, λ¯) fulfills the first-order necessary optimality conditions,
it holds∫
Q\Qε
(
γ u¯(x, t)+ λ¯(x, t)) · (u(x, t)− u¯(x, t))dx dt  0.
Hence, we only need to investigate the difference u − u¯ on the set of strongly active con-
straints Qε . Now, take (x, t) ∈ Qε . We split the difference of both controls into parts belonging
to the space of normal directions N(x, t) = NU(x,t)(u¯(x, t)) and its orthogonal complement
T (x, t) = TU(x,t)(u¯(x, t)) = N(x, t)⊥,
u(x, t)− u¯(x, t) = (u(x, t)− u¯(x, t))
N
+ (u(x, t)− u¯(x, t))
T
.
The necessary optimality conditions imply
−(γ u¯(x, t)+ λ¯(x, t)) ∈NU(x,t)(u¯(x, t))⊂ NU(x,t)(u¯(x, t))= N(x, t),
which allows us to conclude(
γ u¯(x, t)+ λ¯(x, t)) · (u(x, t)− u¯(x, t))
T
= 0 (4.3)
almost everywhere on Qε . Now, we have to distinguish two cases: whether the normal component
(u(x, t)− u¯(x, t))N vanishes or not. If it is zero, we have trivially
0 = (γ u¯(x, t)+ λ¯(x, t)) · (u(x, t)− u¯(x, t))
N
 ε
∣∣(u(x, t)− u¯(x, t))
N
∣∣= 0.
On the other hand, suppose (u(x, t) − u¯(x, t))N = 0. By definition, the gradient −(γ u¯(x, t) +
λ¯(x, t)) belongs to the relative interior of NU(x,t)(u¯(x, t)). Thus, there exists τ > 0, such that
−(γ u¯(x, t)+ λ¯(x, t))+ τ(u(x, t)− u¯(x, t))
N
∈ rbNU(x,t)
(
u¯(x, t)
)
is satisfied, which is equivalent to(
γ u¯(x, t)+ λ¯(x, t)− τ(u(x, t)− u¯(x, t))
N
) · (u(x, t)− u¯(x, t)) 0. (4.4)
But we know even more, we can estimate the norm of the correction τ(u− u¯)N using (4.1) by
τ
∣∣(u(x, t)− u¯(x, t))
N
∣∣> ε.
Combining (4.3), (4.4), and the previous estimate, we obtain for (x, t) ∈ Qε(
γ u¯(x, t)+ λ¯(x, t)) · (u(x, t)− u¯(x, t)) τ(u(x, t)− u¯(x, t))
N
· (u(x, t)− u¯(x, t))
N
 τ
∣∣(u(x, t)− u¯(x, t))
N
∣∣2
 ε
∣∣(u(x, t)− u¯(x, t))
N
∣∣. (4.5)
Now, we integrate over Q and take (4.3), (4.5) into account to get
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∫
Q
(
γ u¯(x, t)+ λ¯(x, t)) · (u(x, t)− u¯(x, t))dx dt

∫
Qε
(
γ u¯(x, t)+ λ¯(x, t)) · (u(x, t)− u¯(x, t))dx dt  ε ∫
Qε
∣∣(u(x, t)− u¯(x, t))
N
∣∣dx dt
= ε∥∥(u− u¯)N∥∥L1(Qε).
An interpolation argument together with the pre-requisite ‖u− u¯‖∞  ρ yields∫
Q
(
γ u¯(x, t)+ λ¯(x, t)) · (u(x, t)− u¯(x, t))dx dt
 ε
∥∥(u− u¯)N∥∥L1(Qε)  ερ
∥∥(u− u¯)N∥∥L1(Qε)∥∥(u− u¯)N∥∥L∞(Qε)
 ε
ρ
∥∥(u− u¯)N∥∥2L2(Qε),
which is the desired result. 
4.2. Proof of Theorem 4.1
Throughout the proof, c is used as a generic constant. Suppose that (y¯, u¯) fulfills the assump-
tions of the theorem. Let (y,u) be another admissible pair. We have
J (y¯, u¯) = L(y¯, u¯, λ¯) and J (y,u) = L(y,u, λ¯),
since (y¯, u¯) and (y,u) are admissible. Taylor-expansion of the Lagrange function yields
L(y,u, λ¯) = L(y¯, u¯, λ¯)+ ∂L
∂y
(y¯, u¯, λ¯)(y − y¯)+ ∂L
∂u
(y¯, u¯, λ¯)(u− u¯)
+ 1
2
L′′(y¯, u¯, λ¯)[(y − y¯, u− u¯)]2. (4.6)
Notice that there is no remainder term due to the quadratic nature of all non-linearities. Moreover,
the necessary conditions (3.5) are satisfied at (y¯, u¯) with adjoint state λ¯. Therefore, the second
term vanishes. The third term is non-negative due to the variational inequality (3.2). However,
we get even more by Lemma 4.3,
∂L
∂u
(y¯, u¯, λ¯)(u− u¯) =
∫
Q
(γ u¯+ λ¯)(u− u¯) dx dt  ε
ρ
∥∥(u− u¯)N∥∥2L2(Qε).
Here, ρ is a parameter such that ‖u − u¯‖∞  ρ, which will be chosen sufficiently small in the
course of the proof. So we arrive at
J (y,u) = J (y¯, u¯)+ ∂L
∂y
(y¯, u¯, λ¯)(y − y¯)+ ∂L
∂u
(y¯, u¯, λ¯)(u− u¯)
+ 1
2
L′′(y¯, u¯, λ¯)[(y − y¯, u− u¯)]2
 J (y¯, u¯)+ 1L′′(y¯, u¯, λ¯)[(y − y¯, u− u¯)]2 + ε ∥∥(u− u¯)N∥∥2L2(Qε). (4.7)2 ρ
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δyt + νAδy +B ′(y¯)δy = δu, δy(0) = 0.
When we use δy instead of y − y¯, we make a small error r1 := (y − y¯)− δy. A short calculation
shows that r1 solves the following linearized system:
rt + νAr +B ′(y¯)r = B ′′(y¯)[y − y¯]2, r(0) = 0.
Thus, we can estimate the norm of the error r1 by
‖r1‖W(0,T )  c
∥∥B ′′(y¯)[y − y¯]2∥∥
L2(V ′)  c‖y − y¯‖2W(0,T ).
Since the solution mapping of the non-linear problem is locally Lipschitz continuous, we find
‖r1‖W(0,T )  c‖y − y¯‖2W(0,T )  c‖δu‖22.
Substituting y − y¯ = δy + r1, we obtain
∂2L
∂y2
(y¯, u¯, λ¯)[y − y¯]2 = ∂
2L
∂y2
(y¯, u¯, λ¯)[δy]2 + 2∂
2L
∂y2
(y¯, u¯, λ¯)[δy, r1] + ∂
2L
∂y2
(y¯, u¯, λ¯)[r1]2
= ∂
2L
∂y2
(y¯, u¯, λ¯)[δy]2 + r2,
where r2 is a remainder term satisfying
‖r2‖W(0,T )
‖δu‖22
→ 0 as ‖δu‖2 → 0.
We achieved the following estimate for the difference of the objective values
J (y,u)− J (y¯, u¯) 1
2
L′′(y¯, u¯, λ¯)[δy, δu]2 + ε
ρ
∥∥(u− u¯)N∥∥2L2(Qε) + r2,
provided ‖u − u¯‖∞  ρ holds. In the next step, we want to apply the coercivity assumption
(SSC). To this aim, we split δu in two components as follows:
δu = hu + ru,
where hu and ru are defined by
hu =
{
δuT on Qε,
δu on Q \Qε, ru =
{
δuN on Qε,
0 on Q \Qε.
Observe, that hu and ru are orthogonal, i.e. (hu, ru)Q = 0. Moreover, it follows from the defini-
tion that the identity
‖ru‖p =
∥∥(u− u¯)N∥∥Lp(Qε) (4.8)
holds. Similarly, we split δy = hy + ry , where hy and ry are solutions of the respective linearized
systems with right-hand sides hu and ru. We continue the investigation of the Lagrangian,
L′′(y¯, u¯, λ¯)[(δy, δu)]2 = L′′(y¯, u¯, λ¯)[(hy,hu)]2 + 2L′′(y¯, u¯, λ¯)[(hy,hu), (ry, ru)]
+L′′(y¯, u¯, λ¯)[(ry, ru)]2. (4.9)
Now, we can use (SSC) to obtain
L′′(y¯, u¯, λ¯)[(hy,hu)]2  δ‖hu‖22. (4.10)
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solution mapping of the linearized system∣∣2L′′(y¯, u¯, λ¯)[(hy,hu), (ry, ru)]+L′′(y¯, u¯, λ¯)[(ry, ru)]2∣∣
−c‖ry‖W(0,T )
(‖hy‖W(0,T ) + ‖ry‖W(0,T ))−c‖ru‖2(‖hu‖2 + ‖ru‖2)
− δ
2
‖hu‖22 − c‖ru‖22. (4.11)
Using the relation ‖hu‖22  1/2‖δu‖22 − ‖ru‖22, we get by (4.9)–(4.11):
L′′(y¯, u¯, λ¯)[(δy, δu)]2  δ
2
‖hu‖22 − c‖ru‖22 
δ
4
‖δu‖22 − c‖ru‖22.
So far, we proved the following estimate:
J (y,u)− J (y¯, u¯) δ
8
‖δu‖22 +
(
ε
ρ
− c
)∥∥(u− u¯)N∥∥2L2(Qε) + r2.
Here, we used identity (4.8). Choosing ρ small enough, we finally find
J (y,u)− J (y¯, u¯) δ
16
‖δu‖22 =
δ
16
‖u− u¯‖22.
Thus, we proved quadratic growth of the objective functional in a L∞-neighborhood of the ref-
erence control. It implies the local optimality of the pair (y¯, u¯).
4.3. Generalizations
4.3.1. General objective functional
The analysis of the proof of sufficiency is not restricted to the special quadratic nature of the
objective functional J defined in (1.1). Let us consider the minimization of the functional
J˜ (y, u) =
∫
Ω
ω
(
x, y(x,T )
)
dx +
∫
Q
q
(
x, t, y(x, t), u(x, t)
)
dx dt.
We have to require appropriate measurability and differentiability assumptions, which are stan-
dard in the literature, see, for instance, [8,17]. Furthermore, we need L∞-regularity of the state
and control to obtain Frechét differentiability of the objective functional. Regarding instationary
Navier–Stokes equations, it is known that the regularity u ∈ Lp(Q)2 with p > 2 gives the regu-
larity of the state y ∈ L∞(Q)2, cf. [21,27]. Additionally, we get an extra second-order remainder
term in the Taylor expansion (4.6) of the Lagrange functional. Up to this differences, the method
of proof remains the same.
4.3.2. Equivalent formulation
In [5,7], Bonnans proposed the following formulation of (SSC):
(SSC0)


It holds
L′′(y¯, u¯, λ¯)[(z,h)]2 > 0
for all pairs (z,h) ∈ W(0, T )×L2(Q)2 with h = 0,
h ∈ TUad(u¯), hN = 0 on Q0,
and z ∈ W(0, T ) being the weak solution of the linearized equation
z +Az+B ′(y¯)z = h, z(0) = 0.t
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Q0 =
{
(x, t) ∈ Q: dist(−(γ u¯(x, t)+ λ¯(x, t)), rbNU(x,t)(u¯(x, t)))> 0}
= {(x, t) ∈ Q: −(γ u¯(x, t)+ λ¯(x, t)) ∈ riNU(x,t)(u¯(x, t))},
which coincides with the definition of Qε for ε = 0 see (4.1).
Despite the fact, that (SSC0) looks weaker than (SSC), it can be proven that both conditions
are equivalent, cf. [24]. Moreover, condition (SSC0) implies quadratic growth of the objective
functional. Although in the original paper the control constraints were described by finitely many
inequalities of the form
gi
(
u(x, t)
)
 0, i = 1, . . . , q,
the proofs carry over to the control constraints considered in the present article. However, the
methods of proof are tailored to the case that L′′ is a Legendre form.
4.3.3. Local optimality in Ls -neighborhood
Condition (SSC) together with the first-order necessary optimality conditions yields the local
optimality of a reference control in an L∞-neighborhood. This means more or less that jumps of
the optimal control have to be known a priori. With minor modifications, one can prove optimality
of a reference pair (y¯, u¯) in neighborhoods of the control u¯ defined by norms weaker than L∞.
Let be given two numbers q and s satisfying 4/3  q < 2 and 1/q = 1/2 + 1/(2s). This
implies 2  s < ∞ to hold. The first assumption is needed to ensure Lq ⊂ W(0, T )∗, which
yields continuity of the control-to-state mapping from Lq to W(0, T ). The second one allows us
to estimate ‖u‖q  ‖u‖1/21 ‖u‖1/2s , which is used in connection with strongly active constraints.
Summarizing, one can prove along the lines of Section 4.2 the following:
Theorem 4.4. Let (y¯, u¯) be admissible for the optimal control problem and suppose that (y¯, u¯)
fulfills the first-order necessary optimality conditions with associated adjoint state λ¯. Assume
further that (SSC) is satisfied at (y¯, u¯). Then there exist α > 0 and ρ > 0 such that
J (y,u) J (y¯, u¯)+ α‖u− u¯‖2q
holds for all admissible pairs (y,u) with ‖u− u¯‖s  ρ.
Observe, that we achieve quadratic growth of the objective functional in the Lq -norm which
is weaker than L2, but the growth takes place in an Ls -neighborhood of the reference control.
For a more detailed discussion, we refer to [24].
5. Conclusion
We presented a second-order sufficient condition for optimal control problems with convex
control constraints. This condition requires coercivity of the second derivative of the Lagrangian
at a critical control, that is a control satisfying the first-order optimality system. Using strongly
active sets, we could shrink the subspace of directions where the coercivity has to hold. The
analysis was done for the distributed optimal control problem of the non-stationary Navier–
Stokes equations.
Let u¯ fulfill the first-order necessary as well as the second-order sufficient conditions. Then
we can expect the following statements to be true:
246 D. Wachsmuth / J. Math. Anal. Appl. 319 (2006) 228–247• Local optimality of u¯, see Theorem 4.1 in the present article.
• Stability of u¯ with respect to perturbations, i.e. if the optimal control problem is perturbed a
little bit, then there is a local solution of the perturbed problem in a neighborhood of u¯. Such
kind of results can be found, for instance, in [20,26].
• Convergence of optimization algorithms such as SQP- or Newton-methods, cf. [23]. For
analysis of this methods applied to flow control problems we refer to [13,25].
In the mentioned references box-constraints on the control or even the unconstrained case were
considered. However, the methods of proof can be transferred to the set-valued case considered
here. The investigation of stability and convergence issues is beyond the scope of the present
article and will be treated elsewhere.
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