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Abstract
Humans continually learn and adapt to new knowledge and environments
throughout their lifetimes. Rarely does learning new information cause humans to catastrophically forget previous knowledge. While deep neural networks (DNNs) now rival human performance on several supervised machine
perception tasks, when updated on changing data distributions, they catastrophically forget previous knowledge. Enabling DNNs to learn new information over time opens the door for new applications such as self-driving cars
that adapt to seasonal changes or smartphones that adapt to changing user
preferences. In this dissertation, we propose new methods and experimental
paradigms for efficiently training continual DNNs without forgetting. We then
apply these methods to several visual and multi-modal perception tasks including image classification, visual question answering, analogical reasoning,
and attribute and relationship prediction in visual scenes.
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Chapter 1

Introduction and Motivation
1.1

Context

Humans are able to continually learn new knowledge and adapt to new experiences throughout their lifetimes [17]. While humans experience gradual
forgetting of unused information [67], learning new information rarely results
in catastrophic interference of existing knowledge [32,82]. Recently, deep neural networks (DNNs) have demonstrated much success for supervised tasks
such as classification and detection, often rivaling human performance [33].
However, when DNNs are incrementally updated on non-stationary (changing) data distributions, they catastrophically forget [1,82] previous knowledge.
Catastrophic forgetting is defined as the abrupt loss of previously acquired
information. The inability of DNNs to learn incrementally without forgetting
is largely a result of the traditional supervised machine learning setup, which
assumes:
1. There are distinct training and evaluation phases,
2. Learning is performed offline and the agent is allowed many passes
through the training data,
3. Training and testing data come from the same data distribution, and
4. All of the training data is available at once.

1
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One solution to updating conventional DNNs on new information is to retrain them from scratch on both the old and new data. While it would be
ideal to only update the learner on the new information, conventional DNNs
suffer from catastrophic forgetting in this setting [203, 204], with new knowledge overwriting previous representations. While retraining the learner from
scratch on old and new data completely avoids catastrophic forgetting, it is expensive in terms of memory and compute. Furthermore, retraining the model
from scratch does not allow for immediate recall of newly learned information
or transfer among similar representations.

1.1.1

Lifelong Machine Learning

The field of lifelong machine learning seeks to develop systems that overcome
the traditional supervised learning assumptions to more closely match human
learning [51]. That is, lifelong machine learning systems should be capable of
learning new information over time without forgetting previous knowledge and
previous knowledge should enable more efficient learning of new information.
These capabilities come naturally to humans. This is because many things
in the natural world are related and learning about one topic can facilitate
transfer of knowledge to other similar topics.
More specifically, humans engage in online streaming learning 1 , i.e., they
learn instances one at a time from non-stationary data distributions with only
a single look at each example. Since samples are learned one at a time, the
learner can be evaluated at any time. Moreover, streaming learning imposes
severe computational and memory constraints on the learner, making it an
ideal learning paradigm for real-time applications on robotics and embedded
devices.

1.1.2

Lifelong Machine Learning Applications

Lifelong machine learning seeks to benefit machine learning systems by training them more efficiently without forgetting (i.e., agents exhibit improved computational efficiency by only updating on relevant data). Further, leveraging
previous knowledge can enable networks to learn more efficiently via knowledge
1

Online streaming learning is also referred to as streaming learning or online continual
learning
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transfer. These benefits open the door for several machine learning applications. For example, robotic or embedded agents could be deployed to learn and
adapt in real-time environments. Self-driving cars could incrementally adapt
to seasonal changes without having to be re-trained from scratch when the
seasons change. Moreover, lifelong learning could enable applications where
an agent adapts to user preferences over time, e.g., home appliance adaptation to a user’s eating habits, web agent adaptation to a user’s online shopping
habits, automatic speech recognition to adapt to a user’s changing vocabulary
and interests, or augmented/virtual reality headsets that update the locations
of specific object instances in the frame of a wearer. More broadly, lifelong machine learning is useful in applications where an agent must learn about new
object categories, adapt to variations of object appearances, or learn from
non-stationary (changing) data distributions.

1.1.3

Complementary Learning Systems Theory and Replay

The human brain achieves online streaming learning without forgetting by using two complementary learning systems [171, 203]: the hippocampal complex
(HC) and the neocortex. The HC is used for rapid learning of new information, while the neocortex slowly learns more general knowledge. During sleep,
memories encoded in HC are transferred and consolidated to the neocortex
using replay [282].

1.2

Contributions

This dissertation develops efficient neural networks that incrementally learn
new information without catastrophic forgetting. Specifically, we make the
following contributions:
1. Develop memory efficient replay methods for incremental learning inspired by the mammalian brain.
(a) Assess whether streaming clustering can be used to update a replay
buffer and mitigate forgetting (Chapter 4).
(b) Assess whether tensor quantization can be used to update a replay
buffer and train convolutional layers of a neural network (Chapter 5).
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2. Develop novel tasks, settings, and metrics to address shortcomings in
existing incremental learning frameworks.
(a) Establish experimental protocols and metrics for streaming classification, including unique data ordering scenarios known to induce
catastrophic forgetting (Chapter 4).
(b) Establish experimental protocols, baselines, and metrics for streaming visual question answering (Chapter 5).
(c) Establish experimental protocols, baselines, and metrics for streaming analogical reasoning tasks (Chapter 6).
(d) Establish experimental protocols, baselines, and metrics for incremental active learning of attributes and relationships in visual
scenes (Chapter 7).
3. Develop incremental learning methods capable of performing well on
large-scale, high-dimensional tasks.
(a) Demonstrate the utility of streaming linear classification with 1,000
categories (Chapter 3).
(b) Demonstrate the utility of streaming replay for classification with
1,000 categories (Chapter 5).
(c) Demonstrate the utility of streaming replay for multi-modal learning from image and text data (Chapter 5).
(d) Demonstrate the utility of streaming partial replay policies for
learning analogical reasoning tasks (Chapter 6).
(e) Demonstrate the utility of active sampling methods for incremental
learning of attributes and relationships in visual scenes (Chapter 7).

1.3

Dissertation Layout

This dissertation consists of eight chapters, including the introduction (Chapter 1), background (Chapter 2), and conclusion (Chapter 8). Chapters 3-6
are derived from papers that were published in refereed conference venues.
Chapter 7 is derived from a paper that is currently under review.
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Chapter 3: Lifelong Machine Learning with Deep
Streaming Linear Discriminant Analysis

In this chapter, we revisit streaming linear discriminant analysis, which has
been widely used in the data mining research community. By combining
streaming linear discriminant analysis with deep learning, we are able to outperform existing algorithms on both ImageNet ILSVRC-2012 and CORe50,
a dataset that involves learning to classify from temporally ordered samples.
Our simple approach outperforms competitors while running over 100 times
faster and using 1,000 times less memory.
This chapter contains a modified version of our paper published in the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR)
Workshop on Continual Learning in Computer Vision (2020) entitled “Lifelong
Machine Learning with Deep Streaming Linear Discriminant Analysis” [113].

1.3.2

Chapter 4: Memory Efficient Experience Replay for
Streaming Learning

Streaming learning causes conventional deep neural networks (DNNs) to fail
for two reasons: 1) they need multiple passes through the entire dataset; and
2) non independent and identically distributed (iid) data will cause catastrophic forgetting. An old fix to both of these issues is replay (also known as
rehearsal). To learn a new example, replay mixes it with previous examples,
and then this mixture is used to update the DNN. Cumulative replay is slow
and memory intensive because it stores all previously observed examples, and
its effectiveness for preventing catastrophic forgetting has not been studied
in modern DNNs. In this chapter, we describe the ExStream algorithm for
memory efficient replay and compare it to alternatives. We find that cumulative replay can eliminate catastrophic forgetting in a variety of streaming
learning settings, with ExStream performing well using far less memory and
computation.
This chapter contains a modified version of our paper published in the
IEEE International Conference on Robotics and Automation (ICRA-2019)
entitled “Memory Efficient Experience Replay for Streaming Learning” [111].
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Chapter 5: REMIND Your Neural Network to Prevent
Catastrophic Forgetting

People learn throughout life; however, incrementally updating conventional
neural networks leads to catastrophic forgetting. A common remedy is replay,
which is inspired by how the brain consolidates memory. Replay involves
fine-tuning a network on a mixture of new and old instances. While there is
neuroscientific evidence that the brain replays compressed memories, existing
methods for convolutional networks replay raw images. In this chapter, we
propose REMIND, a brain-inspired approach that enables efficient replay with
compressed representations. REMIND is trained in an online manner, meaning
it learns one example at a time, which is closer to how humans learn. Under
the same constraints, REMIND outperforms other methods for incremental
class learning on the ImageNet ILSVRC-2012 dataset. We probe REMIND’s
robustness to data ordering schemes known to induce catastrophic forgetting.
We demonstrate REMIND’s generality by pioneering online learning for Visual
Question Answering (VQA).
This chapter contains a modified version of our paper published in the
European Conference on Computer Vision (ECCV-2020) entitled “REMIND
Your Neural Network to Prevent Catastrophic Forgetting” [112].

1.3.4

Chapter 6: Selective Replay Enhances Learning in
Online Continual Analogical Reasoning

In continual learning, a system learns from non-stationary data streams or
batches without catastrophic forgetting. While this problem has been heavily
studied in supervised image classification and reinforcement learning, continual learning in neural networks designed for abstract reasoning has not yet
been studied. In this chapter, we study continual learning of analogical reasoning. Analogical reasoning tests, such as Raven’s Progressive Matrices (RPMs),
are commonly used to measure non-verbal abstract reasoning in humans, and
recently offline neural networks for the RPM problem have been proposed. In
this chapter, we establish experimental baselines, protocols, and forward and
backward transfer metrics to evaluate continual learners on RPMs. We employ
experience replay to mitigate catastrophic forgetting. Prior work using replay
for image classification tasks has found that selectively choosing the samples
to replay offers little, if any, benefit over random selection. In contrast, we
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find that selective replay can significantly outperform random selection for the
RPM task.
This chapter contains a modified version of our paper published in the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR)
Workshop on Continual Learning in Computer Vision (2021) entitled “Selective Replay Enhances Learning in Online Continual Analogical Reasoning” [114].

1.3.5

Chapter 7: Can I see an Example? Active Learning the
Long Tail of Attributes and Relations

There has been significant progress in creating machine learning models that
identify objects in scenes along with their associated attributes and relationships; however, there is a large gap between the best models and human capabilities. One of the major reasons for this gap is the difficulty in collecting
sufficient amounts of annotated relations and attributes for training these systems. While some attributes and relations are abundant, the distribution in
the natural world and existing datasets is long tailed (i.e., imbalanced)2 . In
this chapter, we address this problem by introducing a novel incremental active learning framework that asks for attributes and relations in visual scenes.
While conventional active learning methods ask for labels of specific examples,
we flip this framing to allow agents to ask for examples from specific categories.
Using this framing, we introduce an active sampling method that asks for examples from the tail of the data distribution and show that it outperforms
classical active learning methods on Visual Genome.
This chapter contains a modified version of our paper submission entitled
“Can I see an Example? Active Learning the Long Tail of Attributes and
Relations” [117].

2

Long tailed refers to a distribution where some classes are represented by many examples,
while other classes are represented by very few examples. If DNNs are naively updated on
long-tailed distributions, they often overfit to those classes containing many examples and
perform poorly on rarely represented classes.

Chapter 2

Background
When working in uncontrolled environments, agents must quickly alter their
behavior to learn and adapt in real-time. DNNs are the current state-ofthe-art method for machine perception, but they are incapable of learning
new instances immediately. Learning requires looping over a dataset, which
requires a considerable amount of time. Moreover, if streams of instances
are not iid, then a conventional DNN will suffer from catastrophic forgetting
of previously learned information [82]. In contrast, an agent frequently may
encounter non-iid streams of labeled data, e.g., when it is learning to recognize
a particular object in its environment. In online streaming learning, an
algorithm must be able to immediately make inferences from new examples,
and must have the ability to learn from non-iid data streams.

2.1

Catastrophic Forgetting

One of the major challenges in training neural networks incrementally is the
need to overcome catastrophic forgetting. Catastrophic forgetting is the dramatic loss of previously learned knowledge that often occurs when a DNN is
incrementally trained with non-iid data [82]. Catastrophic forgetting is a result of the stability-plasticity dilemma [1]; that is, the network must maintain
a balance between plasticity to acquire new knowledge and synaptic stability to maintain previously learned information. Learning a new task requires
weights to change, and can cause representations needed for other tasks to be

8
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lost.
Multiple approaches have been explored for mitigating forgetting [221],
including regularizing weights to remain close to their previous values [9, 45,
63, 123, 163, 178, 198, 238, 252, 305], promoting sparse weight updates to mitigate interference [54], ensembling multiple classifiers [58, 79, 227, 235, 285], and
growing the network [127, 216, 245, 302], but recently, models that incorporate
replay (i.e., rehearsal) have demonstrated the most success [42,95,111,112,116,
128, 158, 159, 173, 216, 234, 297]. Replay can come in the form of partial replay
where an agent (e.g., a DNN) maintains a subset of previous examples that
are mixed with new samples to update the network. Partial replay has been
widely adopted by methods such as iCaRL [234] and End-to-End Incremental learning [42]. In conjunction with storing and replaying previous samples,
many methods use a distillation loss [122] to regularize weight updates so that
the network does not drift far from its previous solution [42,127,136,234,295].
Instead of storing examples explicitly, generative replay (also called pseudorehearsal) methods learn to model the distribution of previous training samples
and generate ‘pseudo-examples’ to mix with new data during updates using
a generative model such as an auto-encoder [69, 81, 118, 158, 216, 240, 257].
While replay methods have demonstrated success and are widely used, they
are memory intensive (i.e., storing explicit past samples in the case of replay
and storing an encoder and decoder for generative replay) and each incremental update requires more compute time due to the large number of samples.
Additionally, generative models such as auto-encoders and generative adversarial networks can often be slow and difficult to train. In this dissertation,
we propose methods to make replay more efficient in terms of memory and
compute.

2.2

Incremental Batch Learning

Within the field of lifelong incremental learning, there have been two popular
training paradigms: incremental batch learning and online streaming learning
(see Fig. 2.1). In incremental batch learning, a learner sequentially observes
a labeled training dataset D broken
ST up into T individual batches that cannot
be assumed to be iid, i.e., D = t=1 Bt . Each batch Bt consists of Nt labeled
t
d
training data points, i.e., Bt = {(xi , yi )}N
i=1 , where xi ∈ R is a training
sample and yi ∈ C is a discrete label. The model is only permitted to learn
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Task B

Task A

…
Epochs

Epochs

Agent Observing Data
Time
(a) Incremental Batch Learning

Task A

Task B

…
Agent Observing Data
Time
(b) Online Streaming Learning

Figure 2.1: (a) In incremental batch learning, an agent learns from non-iid
batches of data containing a particular task, e.g., a single class in incremental
class learning. The agent may observe the batch until it finishes learning it,
but subsequently, it will never see that data again. In this example, each batch
is denoted by a gray box containing a single class/task. (b) Conversely, in
online streaming learning learning, an agent is required to immediately learn
non-iid data streams sample-by-sample, and the agent only has one look at
each example. Streaming learning more closely matches animal learning, and
is required for deployed agents that must learn immediately.
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from batches sequentially, in order, i.e., at time t it only has access to Bt .
This paradigm is popular in the literature, and it was used to evaluate many
recent algorithms [42, 45, 79, 128, 158, 159, 234, 297, 305]. However, this setting
is not appropriate for models deployed in real-time environments. Waiting
for a batch of information to accumulate before inference possibly restricts
many applications. Streaming learning, as defined here, is incremental batch
learning with an additional constraint that Nt = 1 (each batch contains a
single example), each batch may only be observed once (a single epoch), and
the model may be evaluated at any time.

2.3

Online Streaming Learning

In a real-world setting, agents must be capable of adapting to their environment quickly, efficiently, and reliably. It is unrealistic to provide an agent with
every scenario it may encounter in an offline setting since this would require a
significant amount of training time and data. Ideally, an agent would be capable of learning about, and adapting to, changes in its environment in real-time.
These changes include appearance changes of objects or background scenery
(e.g., seasonal changes) or examining new classes of objects that had not been
previously observed. Streaming learning addresses exactly these problems by
forcing an agent to learn on a sample-by-sample basis in real-time, while also
not catastrophically forgetting previously learned information. An agent is
implicitly required to use its existing knowledge to make inferences about new
situations and environments.
Streaming learning (also called online continual learning) is analogous to
how animals learn and use knowledge, i.e., training examples must be learned
sequentially (one-by-one), they are not assumed to be iid, there is no guarantee
that an example can be observed more than once, the learner can be tested
at any time, and memory resources must be independent of the size of the
training dataset. Creating models capable of overcoming these constraints is
necessary for developing advanced algorithms in embedded agents and robotics
that must learn in real-time and are often resource constrained.
Moreover, the streaming paradigm is more amenable to real-time learning.
That is, the agent is only exposed to a single training example at any given
time and only has one look at that example. Additionally, the agent must
be capable of making inferences about its non-iid environment given existing
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knowledge, since it cannot simply store all previous training examples. For
example, a robot may obtain multiple views (images) from a single instance
of class A, then more views from another instance of class A, before finally
learning instances from a class B, etc.
Streaming learning has been studied since at least 1980 [207], and many
popular streaming classifiers come from the data mining community. Many
are based on Hoeffding Decision Trees [28, 65, 89, 132, 133, 134, 139, 199, 233] or
ensemble methods [29, 34, 97, 165, 168, 184, 196, 224, 285, 294]. Both approaches
are slow to train [85]. ARTMAP networks [38,39,40,293] are another approach
and they learn faster. However, none of these methods learn shared representations or constrain resource usage [85]. For high-dimensional datasets, they
all typically perform worse than offline DNNs.
In this dissertation, we seek to develop online streaming learners that are
capable of learning from large-scale, high-dimensional datasets without catastrophic forgetting, while being subject to severe memory and compute constraints. Moreover, several of the methods developed in this dissertation are
also capable of representation learning, which improves performance further.
We describe the general model framework used throughout this dissertation
next.

2.4

General Model Framework

We next describe the general model framework used for incremental learning
in Chapters 3-5 of this dissertation. First, we define a DNN yt = F (G (Xt ))
with L layers, where Xt is an input at time t and yt is its associated label.
This framework is general enough that this DNN could be a convolutional
neural network (CNN), a feedforward neural network, a relation network, etc.
The DNN is decomposed into two nested functions1 , where G (·) consists of
the first J layers of the network (parameterized by θG ) and F (·) consists
of the remaining L − J layers of the network (parameterized by θF ). The
output of G (Xt ) could be a vector zt or a tensor Zt . In several chapters in
this dissertation, we initialize the parameters θG during an offline period and
focus on training the parameters θF in the incremental batch or streaming
learning settings. This is motivated by previous work which demonstrated
1

We decompose the DNN into two nested functions to allow a subset of DNN parameters
to remain fixed (frozen) in some chapters of the dissertation.
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Figure 2.2: Depiction of our general model framework used in Chapters 3-5
of this dissertation. A DNN yt = F (G (Xt )) is composed of two networks
G (·) and F (·), where Xt is an input (e.g., image) and yt is its associated
label. The image is first processed by G (·), which produces either a vector
zt or a tensor Zt . This output is then subsequently processed by F (·) to
make a prediction. In this dissertation, we introduce several formulations and
methods for incrementally training DNNs.

that early CNN features are highly transferable when trained on natural image
datasets [303].
Specifically, F (·) becomes increasingly more complex throughout the dissertation. In Chapter 3, we introduce a simple baseline for updating F (·) in
the streaming setting, where F (·) is a single linear layer. In Chapter 4, we
introduce a stream clustering method for updating a memory replay buffer,
which is used to train F (·), which consists of several fully-connected layers. In
Chapter 5, we introduce a novel streaming method for updating the network
F (·) consisting of both convolutional and fully-connected layers. In Chapter 6 and Chapter 7, we focus on incrementally training all parameters in two
unique network architectures, i.e., both F (·) and G (·) are plastic. We show an
overall depiction of this model framework in Fig. 2.2 and useful notation used
throughout the dissertation in Table 2.1. In general, we use bold lower-case
letters to denote vectors and bold upper-case letters to denote matrices.
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Table 2.1: Notation used throughout this dissertation.
Acronyms:
DNN
Deep Neural Network
CNN
Convolutional Neural Network
Data Notation:
D
a dataset
B
a batch of data from a dataset D
t
a particular task or time-step in an incremental learning protocol
T
the total number of tasks in an incremental learning protocol
X
an input (e.g., image)
Z
a feature tensor
z
a feature vector
S
an array of images
y
a discrete label for an input
K
the total number of discrete labels in a dataset
Neural Network Components:
F (G (·))
a neural network consisting of L layers
G (·)
the first J layers of a neural network
θG
the parameter set for G (·)
F (·)
the last L − J layers of a neural network
θF
the parameter set for F (·)

Chapter 3

Lifelong Machine Learning
with Deep Streaming Linear
Discriminant Analysis
In this chapter, we propose a simple baseline for streaming learning that
combines streaming linear discriminant analysis with modern DNN architectures. We show that the proposed approach outperforms existing methods, while running over 100 times faster and using 1,000 times less memory
on large-scale image classification datasets. Source code for the streaming
linear discriminant analysis model explored in this chapter is provided at:
https://github.com/tyler-hayes/Deep_SLDA

3.1

Introduction

For many real-time applications, an agent must be capable of immediate online
learning of each training instance, without the ability to loop through the entire dataset and while being subject to severe resource constraints. The ability
to do online learning under these constraints from non-stationary data streams
in a single pass is known as streaming learning [6, 28, 65, 85, 90, 111, 132, 233].
This training paradigm presents unique challenges to agents including limited
access to computational resources in terms of memory and compute time, and
inference must be able to be performed at any time during training [88].
15
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DNNs are the dominant approach in computer vision for inferring semantic
information from sensors such as cameras, but conventional DNNs are not
capable of being incrementally updated or learning quickly from individual
instances. Incrementally updating a DNN is challenging due to the stabilityplasticity dilemma [1]. To learn, a DNN must alter its weights, but altering
weights that are critical for retaining past knowledge can cause forgetting.
When a DNN is incrementally updated with a temporal stream of data that
is not iid, this dilemma typically manifests as catastrophic forgetting [204].
Rather than gradually losing the ability to work well on past information,
catastrophic forgetting refers to how learning only a small amount of new
information can cause the complete loss of ability to operate on previously
learned tasks.
In the past few years, much effort has been directed at creating modified DNNs that can be incrementally updated without catastrophic forgetting.
The vast majority of these systems operate in the incremental batch learning
framework [42, 45, 79, 158, 159, 234, 305]. In this setting, the DNN receives a
series of large batches of new labeled samples. After a batch has been received, the DNN loops over the batch until it is adequately learned, and then
the DNN can be tested on information in that batch and previous batches.
Most incremental batch learning methods utilize partial replay or generative
replay (also known as pseudo-rehearsal) [159]. Partial replay involves storing
some examples from each batch in auxiliary memory and then mixing them
with the current batch being learned. Instead of storing examples, generative
replay uses a generative model to create examples from earlier batches. While
generative replay seems appealing, the generator often has just as many, if
not more, parameters than the DNN used for inference and continuously generating examples to learn is computationally expensive. Neither approach is
ideal for a model with limited resources for fast on-device learning. Cloud
computing can avoid this problem, but it can lead to privacy, security, and
latency issues.
Streaming learning has been little studied with DNNs. Numerous streaming classifiers have been explored in the data mining community, but these
methods have primarily been assessed with low-dimensional data streams and
most are slow to train [85]. Here, we explore the use of deep Streaming Linear Discriminant Analysis (SLDA) [220] for training the output layer of a
convolutional neural network (CNN) incrementally, which has not been done
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before. We validate performance on large-scale image classification datasets
under multiple data orderings that cause catastrophic forgetting in conventional DNNs. Since SLDA only trains the output layer of a CNN and does
not store any previous data, it is a lightweight classifier that can be easily
deployed on embedded platforms.
This chapter makes the following contributions:
1. We describe the deep SLDA algorithm. We are the first to use SLDA
for the classification of features from a deep CNN on large-scale image
classification datasets.
2. We demonstrate that deep SLDA can surpass state-of-the-art streaming
learning algorithms.
3. Using both incremental ImageNet ILSVRC-2012 and CORe50, we
demonstrate that deep SLDA can exceed recent methods for doing incremental batch learning, which is an easier problem, even though these
methods update their hidden layers. Compared to these methods deep
SLDA is over 100 times faster to train and uses 1,000 times less memory.

3.2
3.2.1

Related Work
Methods for Streaming Learning

Recently, there have been two notable attempts to marry streaming learning
with DNNs: 1) the gradient episodic memory (GEM) family of algorithms [46,
189] and 2) ExStream [111]. The GEM family of models use regularization to
constrain weight updates on new tasks such that the loss incurred on previously
stored training samples can decrease, but not increase. While popular, they
cannot readily be used for embedded applications because they require the task
label1 during inference. If task labels are not provided to these models during
testing, model performance will significantly degrade, deeming the models
unusable [45, 77, 159].
The second method for updating a DNN in the streaming setting is the
ExStream algorithm [111]. Similar to deep SLDA, ExStream can update only
1

to.

Task labels are additional supervised labels that indicate which task an input belongs
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the fully-connected layers of a CNN. ExStream uses partial replay to combat forgetting by maintaining a buffer of prototypes for each class. When
it receives a new instance to learn, it stores that example in its associated
class-specific buffer and then, if the buffer is full, it merges the two closest
exemplars in its buffer. The entire buffer is then used to update the fullyconnected layers with a single iteration of stochastic gradient descent. While
it is one of the only deep streaming classifiers, ExStream still has bottlenecks
in terms of memory and compute due to its replay mechanisms.
Especially relevant to this chapter are SLDA [220] and Streaming
Quadratic Discriminant Analysis (SQDA). SLDA maintains one running mean
per class and a shared covariance matrix that can be held fixed, or updated
using an online update. To make predictions, SLDA assigns the label to an
input of the closest Gaussian computed using the running class means and covariance matrix. Similar to SLDA, SQDA assumes that each class is normally
distributed. However, instead of assuming each class has the same covariance, SQDA assumes each class has its own covariance, which can be updated
using online estimates. Due to the maintenance of one covariance matrix
per class, SQDA requires more memory and compute resources as compared
to SLDA, making it less suitable for on-device learning. For example, using SQDA with embeddings from a ResNet-18 [119] architecture on a 1,000
class dataset such as ImageNet would require storing 1,000 covariance matrices of dimension 512×512, whereas SLDA would only require storing a single
512×512 covariance matrix. Further, it was shown in [174] that the estimated
posterior distribution of LDA is equivalent to the softmax classifier often used
with modern neural networks, thus motivating the use of SLDA.

3.3

Deep Streaming LDA

Formally, we incrementally train a CNN yt = F (G (Xt )) in a streaming manner, where Xt is the input image and yt is the output category. We decompose
the network into two nested functions: G (·) consists of the first J layers of the
CNN (with parameters θG ) and F (·) consists of the last fully-connected layer
(with parameters θF ). We assume the output of G (·) is a vector, which could
be produced by pooling across spatial locations of a feature map, flattening
the feature map, etc. Because the filters learned in the early layers of a CNN
vary little across large natural image datasets and are highly transferable [303],
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SLDA keeps θG fixed, and focuses on training F (·) in a streaming manner.
We discuss how G (·) is trained during a base initialization phase in Sec. 3.4.3,
which is common in recent incremental batch learning literature [42, 234].
SLDA is an online extension of LDA. It is used in the data mining community to perform streaming learning from low-dimensional data streams. We
adapt SLDA to train a linear decoder F (·) for G(·), i.e.,
F (G(Xt )) = Wzt + b ,

(3.1)

where zt = G (Xt ) ∈ Rd is a vector, K is the total number of categories and
d is the dimensionality of the data with both weight matrix W ∈ RK×d and
bias vector b ∈ RK being updated online.
SLDA stores one mean vector per class µk ∈ Rd with an associated count
ck ∈ R and a single shared covariance matrix Σ ∈ Rd×d . When a new datapoint (zt , y) arrives, the mean vector and associated counter are updated
as:
c(k=y,t) µ(k=y,t) + zt
µ(k=y,t+1) ←
(3.2)
c(k=y,t) + 1
c(k=y,t+1) = c(k=y,t) + 1 ,

(3.3)

where µ(k=y,t) is the mean vector for class y at time t and c(k=y,t) is the
associated y-th counter.
To make predictions, SLDA must first compute a precision matrix (i.e.,
the inverse of the covariance matrix Σ). Specifically, we use shrinkage regularization to compute the precision matrix, i.e., Λ = [(1 − ε) Σ + εI]−1 , where
ε = 10−4 is the shrinkage parameter and I ∈ Rd×d is the identity matrix.
Shrinkage regularization is a way of increasing model bias to reduce model
variance, which often improves overall model performance. We explore two
SLDA variants: 1) using a frozen covariance matrix after base initialization
(see Sec. 3.4.3), and 2) streaming updates of the covariance matrix. With a
frozen covariance matrix, its inverse is computed only once, but updating it
requires the inverse to be computed before inference.
For the SLDA variant that updates the covariance matrix online, we use
the update from [59], i.e.,
Σt+1 =

tΣt + ∆t
,
t+1

(3.4)
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where ∆t is computed as:

T
t zt − µ(k=y,t) zt − µ(k=y,t)
∆t =
.
t+1

(3.5)

To compute predictions, we use Eq. 3.1 and compute wk , i.e., the rows of
W, as:
wk = (Λµk )T
(3.6)
and bk , i.e., the individual elements of b, as:
1
bk = − (µk · Λµk ) ,
2

(3.7)

where · denotes the dot product. Note that W and b are dependent on the
covariance matrix Σt available at the time of evaluation (t). We have omit
subscripts t for clarity.
SLDA is resistant to catastrophic forgetting because its running means
for each class are independent, which directly avoids the stability-plasticity
dilemma. While the covariance matrix can change over time and is sensitive
to class ordering, the changes to it result in, at most, gradual forgetting.

3.4
3.4.1

Experiments
Baseline & Comparison Models

We compare SLDA with several baselines under two paradigms, i.e., those
that don’t require task labels and those that do. Since SLDA does not require task labels, our main baselines consist of models that operate in this
paradigm. While many recent incremental batch learning methods perform
multiple loops over a data batch, SLDA is a streaming method that learns per
instance. Despite this advantage for incremental batch learners, we compare
SLDA against several recent methods. For all experiments we incrementally
train the ResNet-18 [119] CNN architecture. We assess these streaming and
incremental batch learning methods:
• Deep SLDA – We compare two versions of deep SLDA for updating
the classification layer of a CNN. One version uses a covariance matrix
that is computed during base initialization (see Sec. 3.4.3) and then kept
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fixed. The other version uses a covariance matrix that is incrementally
updated during streaming learning.
• Fine-Tuning – This is a streaming baseline where the CNN is fine-tuned
sample-by-sample with a single epoch through the dataset. No buffer is
used, and this approach suffers from catastrophic forgetting [159]. We
compare two versions: 1) update only the output layer (θF ); and 2)
update the entire network (θF and θG ).
• ExStream – Like SLDA, ExStream is a streaming learning algorithm;
however, it can only update fully-connected layers of the network. It
maintains prototype buffers by storing an incoming vector and merging
the two closest vectors in the buffer [111]. After the buffer is updated,
its contents are used to train fully-connected layers in a network. We
use ExStream to train the output layer of the network. It achieved
state-of-the-art performance on the CORe50 [188] streaming dataset.
• iCaRL – iCaRL [234] is a popular incremental batch learning method
designed for incremental class learning, where each batch must contain
two or more categories, and these classes are not seen in later batches.
Without significant changes, it cannot operate in other ordering scenarios. To mitigate catastrophic forgetting, iCaRL stores raw images from
earlier batches for partial replay and uses distillation with these stored
examples to prevent weights from drifting too far from their previous values. To make predictions, iCaRL uses the Nearest Class Mean classifier
in feature space. iCaRL updates the entire CNN (θF and θG ).
• End-to-End – The End-to-End Incremental Learning model [42] is an
incremental batch learning method that is a modification of iCaRL. It
achieved state-of-the-art performance on incremental class learning with
ImageNet. Rather than a Nearest Class Mean classifier, it uses the
CNN’s output layer. It uses several augmentation strategies to get more
out of its buffer, including brightness enhancements, contrast normalization, random crops, and mirror flips. It has the same limitations as
iCaRL: it cannot do streaming learning and can only operate in the
incremental class batch learning setting.
• Offline – Offline is a model that is trained in an offline, non-streaming
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manner. It is used to normalize performance and it serves as an upper bound on an incremental learner’s performance. We compare two
versions: 1) update θF only, and 2) update θF and θG .
All models use the same offline base CNN initialization procedure (see
Sec. 3.4.3). Subsequently, ExStream and SLDA re-start a streaming learning phase from the beginning of the dataset to train the output layer while
keeping remaining parameters fixed. With the exception of SLDA, we use
cross-entropy classification loss and stochastic gradient descent with momentum to train the CNN. End-to-End and iCaRL additionally use distillation
for targets. While it would be interesting to develop a deep SQDA method,
maintaining a full covariance matrix for each class is not feasible for highdimensional, many-class scenarios, like ImageNet.
Baselines Requiring Task Labels
As mentioned earlier, the GEM models [46, 189] require a task label to be
provided at test time, which is not compatible with our main experimental
setup, and these labels are typically not available in embedded applications
where streaming learning would be most useful. Regardless, we provide a
small-scale experiment to compare SLDA against a newer variant of GEM,
Averaged GEM (A-GEM) [46], and several other recent regularization models
in Sec. 3.4.4.

3.4.2

Datasets, Data Orderings, & Performance Evaluation

We compare the models on the ImageNet ILSVRC-2012 [244] and
CORe50 [188] datasets. ImageNet has over one million images from the internet of 1,000 object categories. Following others [42, 234], all ImageNet models
start from an offline base initialization of 100 randomly selected classes, and
then performance is computed every 100 classes on all classes learned. We use
top-5 accuracy for ImageNet.
Although ImageNet contains many categories, it is not ideal for streaming learning because it does not have temporally ordered video frames, which
more closely models animal perception. To address this, we use the CORe50
dataset. It contains short 15 second video sequences of an object moving.
It has 10 object categories, each with 5 distinct objects, that were recorded
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under 11 different environmental conditions (e.g., various backgrounds, outdoors/indoors, etc.). The videos were originally recorded at 20 fps, but we
sample them at 1 fps and use the 128×128 bounding box crops. Due to the
smoothness of the videos, down-sampling the video frame rate is a common
practice with CORe50 [111,222]. We use the train/test split suggested in [188],
which results in 600 train and 225 test images per class. Since CORe50 consists of temporally ordered video sequences, the order in which the data are
presented will affect the final results. For this reason, we explore four different orderings of the dataset as proposed in [111]: 1) iid where all frames
are randomly shuffled, 2) class iid where all of the frames are shuffled within
each class, 3) instance where videos are temporally organized by object instances, and 4) class instance where videos are temporally organized by object
instances by class. We evaluate each method on all test data every 1,200
samples and report metrics in terms of top-1 accuracy. For CORe50, we run
each experiment with 10 different permutations of each ordering and report
the mean performance across all runs.
Following [111,159], we measure performance using the normalized metric:
Ωall =

T
1 X αt
,
T
αoffline,t

(3.8)

t=1

where αt is the incremental learner’s performance at time t and αoffline,t is the
optimized offline performance trained on all data until time t. This approach
assumes the offline model is an approximate upper bound. Ωall makes it easier
to compare performance across datasets and orderings. Usually Ωall is in the
range [0, 1], but if an incremental learner outperforms the offline baseline, it
is possible for Ωall > 1.

3.4.3

Network Initialization

For the ImageNet experiments, we follow others and initialize F (·) and G(·)
for each model with 100 fixed, but randomly selected classes [42, 234]. Note
that F (·) and G(·) are only initialized on 100 classes from ImageNet and
the remaining 900 classes are learned incrementally. For CORe50, we first
initialize F (·) and G(·) with pre-trained ImageNet weights. We then replace
the last fully-connected layer with a layer containing only 10 output units,
and fine-tune F (·) and G(·) on 1,200 samples from CORe50, where the 1,200
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Table 3.1: Ωall classification results on ImageNet and CORe50. We specify
the plastic/updated (plas.) parameters and streaming (str.) methods. For
CORe50, we explore performance across four different ordering schemes and
report the average over 10 runs. All models use ResNet-18. The best streaming
model for each dataset and ordering is highlighted in bold.
ImageNet

CORe50

Ordering Scheme

Plas.

Str.

cls iid

iid

cls iid

inst

cls inst

Output Layer Only
Fine-Tuning
ExStream [111]
SLDA (Fixed Σ)
SLDA (Plastic Σ)

θF
θF
θF
θF

Yes
Yes
Yes
Yes

0.146
0.569
0.748
0.752

0.975
0.953
0.967
0.976

0.340
0.873
0.916
0.958

0.916
0.933
0.943
0.963

0.341
0.854
0.913
0.959

Repres. Learning
Fine-Tuning
iCaRL [234]
End-to-End [42]

θF , θG
θF , θG
θF , θG

Yes
No
No

0.121
0.692
0.780

0.923
-

0.334
0.839
-

0.287
-

0.334
0.845
-

Approximate Upper Bounds
Offline (Last layer)
Offline

θF
θF , θG

No
No

0.853
1.000

0.979
1.000

0.954
1.000

0.966
1.000

0.955
1.000

selected samples are dependent on the data ordering, but fixed across models.
Based on the subset of CORe50 that we use, each class consists of exactly 600
training samples, so for the class iid and class instance orderings, 1,200 samples
corresponds to exactly 2 classes. Note that we use the same base initialization
phase for all models on both ImageNet and CORe50 for fair comparison. For
SLDA, we initialize the covariance matrix on this same base initialization data
using the Oracle Approximating Shrinkage estimator [49].

3.4.4

Main Results

For ImageNet, we follow current incremental batch learning models [42, 234]
and report top-5 accuracy after every 100 classes are learned on all previous
classes. We use the pre-trained ResNet-18 model from PyTorch as our final
offline accuracy for normalizing Ωall , which achieves 89.08% top-5 accuracy.
For End-to-End, we use numbers provided by the authors for ImageNet and
do not include results for CORe50 since we were not able to run the model
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Figure 3.1: Learning curve for incremental ImageNet. Our proposed Deep
SLDA approach achieves the best final top-5 accuracy, while running over 100
times faster and using 1,000 times less memory than the iCaRL and End-toEnd comparison models.

ourselves.
For CORe50, we evaluate each model after every 1,200 samples are observed. For CORe50, we report top-1 accuracy and normalize Ωall to the
offline learner, which achieves 93.62% accuracy at the final time-step of the
iid ordering. The iCaRL and End-to-End incremental batch learning models
are trained on batches of 100 classes at a time for ImageNet and two classes
at a time for CORe50, where they may loop over the batches until they have
learned them. This gives these models a significant advantage over the SLDA
and ExStream streaming models. Parameter settings for all models are in the
Appendix. We report our final Ωall scores in Table 3.1 and a forgetting curve
for ImageNet is in Fig. 3.1.
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Table 3.2: Ωall results for regularization models averaged over 10 runs on
CORe50 with and without Task Labels (TL).
cls iid
Model

cls inst

TL

No TL

TL

No TL

SI [305]
EWC [163]
MAS [9]
RWALK [45]
A-GEM [46]
SLDA (Fixed Σ)
SLDA (Plastic Σ)

0.895
0.893
0.897
0.903
0.925
0.973
0.989

0.417
0.413
0.415
0.410
0.417
0.916
0.958

0.905
0.903
0.905
0.912
0.916
0.971
0.987

0.416
0.413
0.421
0.417
0.421
0.913
0.959

Offline

1.000

1.000

1.000

1.000

ImageNet Results
Although SLDA cannot train the CNN’s hidden layers, it outperforms iCaRL
overall and ends with a higher accuracy than End-to-End on ImageNet (see
Fig. 3.1). Updating the SLDA covariance matrix only yielded marginal improvement (∼0.5%). This is likely a result of the covariance matrix having
good feature representations from being pre-initialized on 100 classes of ImageNet. The streaming models without a replay buffer suffer from catastrophic
forgetting and achieve poor overall performance.
CORe50 Results
Results on CORe50 resemble those on ImageNet. SLDA with a plastic covariance matrix outperforms SLDA with a fixed covariance matrix, ExStream,
iCaRL, and the streaming model without a replay buffer. While updating
the covariance matrix for SLDA on ImageNet only yielded a small improvement, for CORe50 it resulted in a large boost in performance across all four
orderings. This is likely due to the base initialization for ImageNet having
100 classes, whereas the base initialization for CORe50 only had 1,200 samples, meaning the initial covariance matrix was not representative of the entire
training set. Remarkably, SLDA with a plastic covariance matrix performed
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almost as well as the full offline learner for the iid ordering, and was close to
the offline performance for the other three orderings. SLDA with a plastic
covariance performed on par with the offline model that only trained the output layer, demonstrating its robustness to various orderings. The streaming
model without a replay buffer performed well for the iid and instance orderings where classes are revisited, but performed poorly for the orderings where
classes were visited only once. Although iCaRL is a top performer for ImageNet, ExStream and both variants of SLDA performed better on the class iid
and class instance orderings of CORe50.
In our setup, we assume the agent is learning to model P (C = k|X), where
k ∈ C is a class label and X is an input; however, some algorithms learn to
model P (C = k|X, i) where i is the task label that must be provided with the
input. We compare SLDA against several regularization methods that require
task labels and use constraints to ensure that parameters do not change too
much from their previous values during incremental training. Namely, we compare against the Synaptic Intelligence (SI) [305], Elastic Weight Consolidation
(EWC) [163], Memory Aware Synapses (MAS) [9], Riemannian Walk for Incremental Learning (RWALK) [45], and A-GEM [46] approaches both with
and without task labels during inference on both class orderings of CORe50 in
Table 3.2. To obtain results for SLDA and Offline with task labels, we mask
off probabilities pertaining to classes not seen within a particular batch of
data. Since our experiments with CORe50 require models to learn batches of
two classes at a time, providing task labels during test time reduces the problem to binary classification, which is much easier than the 10-way classification
problem without task labels. Regardless, SLDA outperforms all regularization
methods both with and without task labels, even when the covariance matrix
Σ is held fixed, further demonstrating its robustness.

3.4.5

Additional Experiments and Analysis

Compute
SLDA outperforms ExStream and iCaRL by a large margin, while running in
significantly less time. For example, ExStream requires 31 hours to run on
ImageNet and iCaRL requires 62 hours, while SLDA with a plastic covariance matrix only requires 30 minutes on the same hardware. Less compute
is desirable for embedded agents that must quickly learn and adapt to new
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Figure 3.2: Final SLDA accuracy on ImageNet as a function of the number
of base initialization classes. We denote performance of three models at 100
classes, which is the common initialization approach for ImageNet [42, 234].

information.
Memory
Compared to other methods, SLDA is extremely memory efficient. SLDA requires only 0.001 GB of storage for its covariance matrix, making it well-suited
for memory constrained devices. Conventionally, End-to-End and iCaRL store
20 images per class for ImageNet, which requires 3.011 GB of additional storage beyond the parameters of ResNet-18. ExStream stores 20 prototype vectors per class, requiring 0.041 GB of storage.
Base Initialization
SLDA is reliant on robust deep feature representations in G(·) to achieve high
classification accuracies. These features are thus dependent on the number of
classes included in the base initialization phase and in Fig. 3.2, we plot the
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Table 3.3: Ωall classification results for the domain transfer experiment from
ImageNet to CORe50 with SLDA using a fixed and plastic (plas.) covariance
matrix (Σ). We indicate the dataset used for base initialization of the SLDA
parameters (G and Σ).
iid

cls iid

inst

cls inst

Base Init.

Fixed

Plas.

Fixed

Plas.

Fixed

Plas.

Fixed

Plas.

ImageNet (G)
ImageNet (G, Σ)
CORe50 (G)
CORe50 (G, Σ)

0.868
0.860
0.963
0.967

0.920
0.888
0.968
0.976

0.926
0.909
0.967
0.916

0.948
0.934
0.970
0.958

0.861
0.856
0.936
0.943

0.924
0.892
0.947
0.963

0.927
0.909
0.963
0.913

0.948
0.934
0.971
0.959

final top-5 performance of SLDA on ImageNet as a function of the number
of classes used for this initialization. While using 100 classes for initialization
with ImageNet is the standard approach [42,234], we find that the representations learned from only 50 classes provide SLDA with robust enough features
to outperform iCaRL and using 75 classes allows SLDA to outperform both
iCaRL and End-to-End. These results suggest consideration of whether incremental representation learning improves model performance.
Domain Transfer
Since we use features from pre-initialized models for our experiments, we were
interested in examining how SLDA behaves when the CNN features are initialized on different datasets. Specifically, we were interested in how well SLDA
would perform when G(·) was initialized on ImageNet directly and F (·) was
trained on CORe50 in the streaming setting, i.e., base initialization is performed only using the ImageNet dataset and does not include any data from
CORe50. We conducted four variants of the experiment: 1) G(·) was initialized on ImageNet and Σ was initialized to a matrix of ones, 2) both G(·) and
Σ were initialized on ImageNet, 3) G(·) was first initialized on ImageNet and
then fine-tuned on the first 1,200 samples of CORe50 and Σ was initialized to
a matrix of ones, and 4) G(·) was initialized on ImageNet and then fine-tuned
on the first 1,200 samples of CORe50 and Σ was initialized on the first 1,200
samples of CORe50, which is consistent with our main experiments.
Results for this experiment are provided in Table 3.3. These results demon-
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strate that initializing G(·) and Σ on data from CORe50 yielded the best results for the iid and instance orderings, but initializing only G(·) on CORe50
yielded the best results for both class orderings. However, when G(·) was
initialized on ImageNet and the covariance was plastic, the largest difference
in performance from the CORe50 initialized model was 5.6% for the iid ordering and the smallest difference was only 1.0% for the class iid ordering.
Interestingly, the SLDA model with a covariance matrix initialized to ones
performed the best for the class orderings. We hypothesize that this is because the covariance matrix does not overfit to the base classes, as is the case
when the model performs a base initialization phase with the first two classes
of CORe50. Although performing a base initialization phase with CORe50 often yielded higher results, Table 3.3 suggests that SLDA is capable of domain
transfer from ImageNet to CORe50, without requiring a base initialization
phase. This makes SLDA more amenable to applications where a user already has good feature representations and would like to immediately begin
streaming learning on a different dataset.

3.5

Discussion & Conclusion

Although SLDA is popular in the data mining community, it has not recently
been used for streaming learning on large classification datasets. We revisited
SLDA and combined it with a CNN. While our approach is simple, it is extremely effective, exceeding recent incremental batch learning methods that
loop through the dataset, while being much more lightweight. SLDA mitigates
catastrophic forgetting even under different data orderings, demonstrating its
robustness and utility for non-stationary data streams that are more realistic
than iid data streams. Despite only training the output layer of the network,
SLDA outperforms iCaRL by 6% and over 11% in terms of Ωall on ImageNet
and CORe50 respectively. This result is impressive since iCaRL requires updating the entire network, which uses more computational time and resources.
While our offline results indicate greater performance is achievable by training
the hidden layers after base initialization, we urge developers of future incremental learning algorithms to test simply training the output layer after base
initialization to ensure gains are being realized.
While we initialized SLDA using the standard base initialization procedure
used by iCaRL and others, the covariance matrix could instead be initialized
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using large amounts of unlabeled imagery (i.e., self-taught learning [229]).
This approach could be used to initialize a model with a good representation
before streaming learning occurs.
If compute and memory are not significant factors, an interesting future
direction would be to combine SLDA with a replay-based scheme. SLDA could
be used for rapid learning, while key observations are stored for replay. Replay
could occur when the agent is inactive to update the entire CNN, rather than
only the output layer. The challenges would be determining whether to use
the main network output layer or the SLDA model and how to handle feature
drift. Similar to [222], another future direction could include the creation of
an SLDA model that accounts for the temporal structure of video data in its
update and inference procedures.

3.6

Appendix

The offline model uses SGD with momentum=0.9 and weight decay=1e-4. For
ImageNet, we use 90 epochs (batch size=128) and learning rate of 0.1 decayed
by a factor of 10 at 30 and 60 epochs. We use standard data augmentation
of random flips and random resized crops at 224×224 pixels. For CORe50,
we use 40 epochs (batch size=256) and learning rate of 0.01 decayed by a
factor of 10 at 15 and 30 epochs. For ImageNet, we use the iCaRL parameters
from [234], and for CORe50, we use: exemplars=20 per class, epochs=60,
weight decay=1e-4, batch size=64, learning rate=0.01 decayed by a factor of
5 at 20 and 40 epochs. For ExStream, we use the offline model parameters
and follow iCaRL by storing 20 exemplars per class. We use the regularization
model implementations/parameters from [46].
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Chapter 4

Memory Efficient Experience
Replay for Streaming
Learning
In this chapter, we take inspiration from the replay and consolidation mechanisms in the mammalian brain to develop a new streaming method. Our
method uses streaming clustering to fill a memory efficient replay buffer and
outperforms other approaches under several different data ordering scenarios.
Source code for the streaming method developed in this chapter is provided
at: https://github.com/tyler-hayes/ExStream

4.1

Introduction

Often, a robot needs to quickly learn something new. For example, a child
might teach a toy robot her new friends’ names and immediately test it. While
DNNs are state-of-the-art for machine perception tasks, conventional models
are ill-suited for this example. They learn slowly via multiple passes through
a fixed training dataset, and they cannot easily be updated without suffering
from catastrophic forgetting [82]. We endeavor to overcome these problems to
enable DNNs to be used for streaming classification. In streaming classification,
1. New knowledge can be used immediately,
33
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Figure 4.1: A robot may frequently encounter non-iid streams of labeled data,
e.g., when learning to recognize a particular object in its environment from
multiple different views, a robot would receive many temporally ordered examples of the same class. Streaming learning addresses this situation.

2. Learners see each labeled instance only once,
3. The data stream may be non-iid and structured, and
4. Learners must limit their memory usage.
Streaming classification is distinct from incremental batch learning, which has
recently received much attention [158,159,178,189,234,305], and it has unique
challenges. Streaming classification is needed by robots that must quickly
learn and make inferences in changing environments.
In streaming classification, a learner receives a temporally ordered sequence of possibly labeled input feature vectors (z1 , y1 ) , (z2 , y2 ) , . . . , (zT , yT ),
i.e., D = {(zt , yt )}Tt=1 , where zt ∈ Rd and yt is a class label (see Fig. 4.1).
Any yt that is not given must be predicted by the learner from zt using the
classification model built from the data observed from time 1 to t − 1. In this
chapter, we study how to do streaming classification in DNNs using memory
efficient replay.
In the 1980s, researchers realized updating a DNN with new information
often results in catastrophic forgetting of previously learned information [204].
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Replay is one of the earliest methods for preventing this phenomenon [180].
Replay, also known as rehearsal and interleaved learning [203], limits catastrophic forgetting by mixing past experience with new data [180]. Originally,
it was implemented by mixing an identical copy of all previously seen examples
with new data, and then this mixture was used to fine-tune the network with
the new information. While cumulative replay has been used recently [95], it
has not been rigorously studied in recent DNN models. Rather than updating
a DNN with a mixture of all previously observed data, we instead explore using
memory limited buffers to update a DNN with a compressed set of prototypes.
This chapter makes the following contributions:
1. We rigorously examine the efficacy of replay for streaming classification
using benchmarks designed to induce catastrophic forgetting in DNNs.
2. We propose new metrics for streaming classification.
3. We show that cumulative replay stops catastrophic forgetting.
4. We study six distinct methods for making replay memory efficient, including streaming clustering.
5. We introduce ExStream, a streaming learning framework for memory
efficient replay.

4.2
4.2.1

Related Work
Streaming Clustering

Streaming learning has been heavily studied in unsupervised clustering, where
methods can be broken up into several categories. Partitioning algorithms
separate points into j disjoint clusters by minimizing an objective function [3,
76, 100,164]. Micro-clustering algorithms first generate local clusters based on
the data stream directly, then these micro-clusters are clustered themselves to
generate a global clustering (macro-clusters) [4, 6, 80, 167, 274, 311]. Densitybased algorithms cluster data that lie in high-density regions of feature space
together, while labeling points in low-density regions as outliers [30, 36, 50,
105, 169]. Since many data streams are high-dimensional, there is also work
focused on projected subspace clustering [5, 44, 109, 214]. Here, we use stream
clustering to maintain replay buffers for streaming classification with DNNs.
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Figure 4.2: Replay was developed almost 30 years ago to enable streaming
learning in neural networks. In replay, catastrophic forgetting is prevented
by mixing previously observed examples with more recent examples during
training. Here, a sample is fed into the streaming learner. The learner then
adds/merges the sample with the appropriate class. All prototypes from the
streaming buffers are then collected and used to update the DNN, before a
final prediction is made.

4.3

Memory Efficient Replay

Cumulative replay, as originally proposed, limits catastrophic forgetting by
mixing all older examples with new examples to be learned. While prior work
did not evaluate cumulative replay rigorously, it is not resource efficient in
terms of storage or computation. For a resource constrained robot designed to
learn and operate over a long period of time, cumulative replay is not a workable solution. However, training examples often have significant redundancy,
so rather than storing all prior examples, a smaller number of prototypes that
capture most of the intra-class variance could be stored instead.
We adapt replay to K-way classification by having K class-specific buffer
data structures, where each buffer contains at most b prototypes. These buffers
are updated in a streaming fashion and the data stored in them is used to
update (fine-tune) a DNN for classification (see Fig. 4.2).
Formally, we train a convolutional neural network (CNN) yt = F (G (Xt ))
using streaming learning, where Xt is an input image and yt is the associated
output category. We decompose the network into two functions, where G (·)
consists of the first J layers of the CNN and F (·) consists of the remaining
fully-connected layers in the network. We assume the output of G (·) is a
vector, zt . Since early CNN layers have been shown to be highly transferable
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on natural image datasets [303], we focus on training F (·) in the streaming
setting and initialize the parameters of G (·) prior to streaming learning (see
Sec. 4.4.2). Since the parameters of G (·) are kept frozen after initialization,
we next discuss how the DNN, F (·), is updated using streaming learning.
When a labeled example (zt , yt ) is observed, first the appropriate buffer is
updated. If the buffer is not full, then zt is simply copied into the buffer for
class yt . Otherwise, elements in this buffer must be compressed or removed to
make room for encoding zt . After updating the buffer, data from all buffers is
used to update the DNN. We update the DNN using one iteration of gradient
descent for each prototype, with the order of the prototypes chosen randomly.
In our experiments, after updating we evaluate the DNN on all of the test
data. Since we are maintaining buffers in a streaming setting, the order of
the data stream will impact the prototypes being stored, thus affecting the
classification results. For this reason, we have designed several experiments,
described in Sec. 4.4 and Sec. 4.5, that evaluate how well models perform in
different ordering scenarios.
We explore six different buffers for memory limited replay, and we vary the
fixed capacity b. We use four streaming clustering methods: 1) our new Exemplar Streaming algorithm, ExStream; 2) a version of Online k-means [164];
3) the micro-cluster-based CluStream method [4]; and 4) the projected microclustering method known as HPStream [5]. We also use two replacement
methods: 1) reservoir sampling [280] and 2) a first-in, first-out queue.

4.3.1

Stream Clustering Buffers

Next, we discuss several stream clustering methods used to update memory
replay buffers, which contain b clusters per class, i.e., clusters wi , · · · , wb . Note
that when stream clustering is used to manage a memory buffer, the DNN is
updated using cluster centers, wi , instead of raw input vectors, zt .
ExStream
We introduce a partitioning-based method for stream clustering that we call
the Exemplar Streaming (ExStream) algorithm. In addition to storing clusters, ExStream also stores counts that tally the total number of points in
each cluster. Once a class-specific buffer is full and a new example (zt , yt )
streams in, the two closest clusters in the buffer for class yt are found using
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the Euclidean distance metric and merged together using
wi ←

ci wi + cj wj
,
ci + cj

(4.1)

where wi and wj are the two closest clusters and ci and cj are their associated
counts. Subsequently, the counter at ci is updated as the sum of the counts
at locations i and j and the new point is inserted into the buffer at location
j. That is, ci ← ci + cj and wj ← zt with cj = 1.
Online k-means
This is a partitioning-based heuristic for an online variant of the traditional
k-means clustering algorithm [179]. This heuristic is sometimes referred to as
Learning Vector Quantization [164]. Similar to ExStream, this method stores
a counter for each exemplar that counts how many points have been added
to that exemplar/cluster. After the buffer is full, when a new example (zt , yt )
is observed, the index i of the closest exemplar to xt in that buffer is found
using the Euclidean distance metric. It is then updated by
wi ←

ci wi + xt
,
ci + 1

(4.2)

where wi is the closest stored exemplar in the buffer for class yt and ci is the
counter associated with wi . Subsequently, the counter ci is incremented by
one.
CluStream
The stream clustering approach, CluStream [4], uses the cluster feature vector
structure [310] for maintaining sets of micro-clusters online. When a point
streams into the model, the distance of that point is computed to every microcluster. Once the closest micro-cluster is found, the maximal boundary factor
of that cluster is computed. If the distance from the point to that micro-cluster
is within the boundary, the point is added to that cluster, otherwise a new
cluster is created with only that point and then either the least recently updated cluster is removed, or the two closest clusters are merged. This method
is not designed to handle high-dimensional data streams.
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HPStream
The High-dimensional Projected Stream (HPStream) algorithm [5] is a microcluster-based projected clustering method for high-dimensional data. Similar
to CluStream, the method uses a faded cluster structure [5] to store statistics
representative of each micro-cluster. The main advantage of the HPStream
algorithm is that it maintains a bit vector for each micro-cluster that indicates the relevant dimensions for projected clustering of the associated cluster.
When a new point, (zt , yt ), arrives, the algorithm first computes the bit vector
for each cluster. The index of the closest micro-cluster to zt is found and the
limiting radius of that micro-cluster is computed. If the distance from zt to
the micro-cluster is smaller than the limiting radius, the point is added to the
cluster, otherwise the least recently updated cluster is replaced by the new
sample.

4.3.2

Replacement Buffers

We compare the stream clustering buffers to two simple replacement baselines.
For both methods, rather than compressing using clustering, they replace a
stored prototype with the new input.
• Reservoir Sampling – This is the traditional method for maintaining
a buffer (reservoir) of random samples in an online fashion [280]. Data
from a stream of length M flow into the model, sample by sample, until a
class-specific buffer of size b is full. After a class-specific buffer is full and
a new sample from that class arrives, the new sample has a probability
b/M of replacing an existing sample.
• First-In, First-Out Queue – This is one of the most popular strategies
for maintaining exemplars, and was recently used for incremental batch
learning in [189]. In this model, data streams in until a class-specific
buffer is full. Once a new sample from that class arrives, it replaces the
oldest example in that class-specific buffer.

4.3.3

Baselines

We compare the memory limited streaming methods against three baselines:
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• No Buffer – This method trains the DNN sample by sample with a
single pass through the entire labeled dataset.
• Cumulative Replay – This method stores all training examples in an
unbound buffer as they stream in and uses those examples to fine-tune
the DNN.
• Offline DNN – This is a conventional offline DNN trained from scratch
on all training data. This serves as an approximate upper bound for all
experiments.

4.4

Evaluation Protocol

We evaluate all methods in four different paradigms: 1) the data stream is
randomly shuffled (iid), 2) the data stream is organized by class, 3) the data
stream is temporally ordered by object instances (non-iid), and 4) the data
stream is temporally ordered by object instances by class (non-iid). Paradigms
2 – 4 will cause catastrophic forgetting in conventional DNNs [159]. For all
paradigms, the model is required to learn sample-by-sample and is only allowed
one pass through the entire training set. Every time it learns, we evaluate the
model on all test data.

4.4.1

Performance Metrics

A streaming learner must be evaluated on its ability to learn quickly from
possibly non-iid data streams. Kemker et al. recently introduced a metric
for measuring the performance of incremental batch learners with respect to
an offline baseline [159], and we apply this metric to streaming learning here.
Overall performance of a streaming learning method with buffer size b is given
by:
T
1 X αt
Ωb =
,
(4.3)
T
αoffline,t
t=1

where αt is the performance of the streaming classifier at time t, αoffline,t is the
performance of an optimized offline baseline at time t, and T is the total number of testing events. An Ωb value of 1 indicates that the streaming classifier
performed as well as the offline model. It is possible for Ωb to be greater than
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one, indicating that the streaming learner performed better than the offline
model. Ωb captures how well a model performs at various times during training, and because it is normalized, it is easier to compare performance across
datasets/orderings.
To evaluate each method’s performance over a range of different buffer
sizes, we use the metric given by:
1 X
µtotal =
Ωb ,
(4.4)
|B|
b∈B

where B is the set of all buffer sizes tested. µtotal is an average over all buffer
sizes tested. If µtotal = 1, then a model performed as well as the offline model
for all buffer sizes.

4.4.2

Datasets

We use two types of datasets for our experiments. The first type consists of two
streaming learning datasets, iCub World 1.0 [75] and CORe50 [188]. These
datasets are specifically designed for streaming learning and test the ability of
each algorithm to learn from near real-time videos with temporal dependence.
The second type is a fine-grain object recognition dataset with few training
examples from 200 classes, i.e., CUB-200-2011 [281], which tests the ability
of each algorithm to scale up to a large number of classes. Example images
are provided in Fig. 4.3– 4.5. For input features, we use embeddings from
the ResNet-50 [119] deep CNN pre-trained on ImageNet-1K [244]. We use
the 2048-dimensional features from the final mean pooling layer normalized to
unit length. Layer sizes for the DNN F (·) are in Sec. 4.8.
iCub World 1.0
iCub1 is an object recognition dataset that contains household objects from ten
different object categories [75]. Within each category, there are four particular
object instances with roughly 200 images each, which are the frames from
a video of a person moving the object around. iCub1 is ideal for streaming
learning because it requires learning from temporally ordered image
sequences,

which is naturally non-iid. In experiments, we use B = 21 , 22 , · · · , 28 .
Overall, iCub1 has 10 classes, with 600-602 training images and 200-201 testing
images per class.
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Figure 4.3: Example images from iCub1.

Figure 4.4: Example images from CORe50.

CORe50
CORe50 [188] is similar to iCub1, and both have 10 classes. However, CORe50
is more realistic since each class is made of 5 object instances and each is
observed during 11 differing sessions (indoor, outdoor, various backgrounds,
etc.). Each session contains a roughly 15 second video clip recorded at 20
fps. We use the cropped 128×128 images and the train/test split suggested
in [188], but sample
at 1 fps. The set of buffer sizes we use for each
 1 2 the videos
8
class is B = 2 , 2 , · · · , 2 . This version of the dataset contains 10 classes,
with 591-600 training images and 221-225 testing images per class.
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Figure 4.5: Example images from CUB-200.

CUB-200-2011
The Caltech-UCSD Birds-200 image classification dataset consists of 200 different species of birds with roughly 30 training images per class [281]. We use
CUB-200 to examine
how well models scale to a larger number of categories.

We use B = 21 , 22 , · · · , 24 .

4.5

Results

Table 4.1 and Table 4.2 show the µtotal summary statistic for each model over
all buffer sizes evaluated for the iid/class iid and instance/class instance orders respectively. Standard deviations were omitted due to space constraints,
but they can be seen in the plots. For HPStream, ℓ represents the number of
projected dimensions used in clustering. We chose projected dimensions that
consisted of 50% and 75% of the 2048-dimensional features. The cluster structures used by CluStream and HPStream require twice the amount of memory
to maintain the same number of clusters as the other prototype methods. We
ensured all algorithms stored the same number of clusters, independent of the
total amount of memory required. The offline DNN baseline performance is
79.47%, 81.66%, and 69.57% for iid orderings of iCub1, CORe50, and CUB200, respectively. See Sec. 4.8 for more details.

CHAPTER 4. EXSTREAM

44

Table 4.1: µtotal results. The top performer for each experiment is highlighted
in bold. Values within one standard deviation of the top performer are highlighted in blue. Note that when ExStream was best, no methods were within
one standard deviation.

iid Ordered

Method
Reservoir Sampling
Queue
Online k-means
CluStream
HPStream (ℓ = 1024)
HPStream (ℓ = 1536)
ExStream
No Buffer
Cumulative Replay
Offline

4.5.1

Class iid Ordered

iCub1 CORe50 CUB-200 Mean iCub1 CORe50 CUB-200 Mean
0.902
0.857
0.690
0.816 0.898
0.809
0.696
0.801
0.960 0.959
0.703
0.874 0.866
0.760
0.702
0.776
0.914
0.893
0.768
0.858 0.955 0.927
0.769
0.884
0.860
0.805
0.667
0.777 0.925
0.822
0.673
0.807
0.916
0.874
0.754
0.848 0.955
0.916
0.753
0.875
0.919
0.889
0.762
0.857 0.951
0.923
0.763
0.879
0.953
0.951
0.789 0.898 0.953
0.868
0.790
0.870
0.616
0.808
0.034
0.486 0.312
0.324
0.034
0.223
0.977
0.984
0.951
0.971 1.004
1.001
0.955
0.987
1.000
1.000
1.000
1.000 1.000
1.000
1.000
1.000

Streaming iid Data

The first experiment evaluates how well a streaming learner is able to learn
quickly from a randomly shuffled data stream. Although this scenario is less
realistic for a robotic learner, it resembles typical DNN training and should
be easiest. See Fig. 4.6 for plots of Ωb for this experiment.
Queue replacement performs best on the two streaming datasets, but
ExStream performs best overall and on the harder CUB-200 dataset. We
hypothesize the high performance of the queue model is because storing each
sample as it comes in and then training a DNN on those iid samples is very
similar to performing offline mini-batch stochastic gradient descent. With
the exception of CluStream, which is not designed for high-dimensional data
streams, all of the stream clustering methods yield significant performance
advantages on the CUB-200 dataset, especially for small buffer sizes, demonstrating the efficacy of these algorithms.
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Figure 4.6: Plots of Ωb as a function of buffer size for the iid and class iid data
orderings. The shaded areas denote standard errors.

4.5.2

Streaming Class iid Data

The second experiment evaluates how well a learner is able to learn new classes
over time. In this scenario, the data stream is organized by class, but the
images for each class are randomly shuffled. Once an agent learns a class, it will
never see that class again. This training paradigm is popular in incremental
batch learning literature [178, 189, 234], and will cause catastrophic forgetting
in conventional DNNs. See Fig. 4.6 for Ωb plots for this experiment.
The best overall model was Online k-means, closely followed by ExStream
and HPStream. ExStream again worked best on the harder CUB-200 dataset,
performed well on iCub1, and also performed fairly well for small buffer sizes
on CORe50. The plots in Fig. 4.6 demonstrate the advantage of Online kmeans, HPStream, and ExStream over the other algorithms, especially for
small buffer sizes.
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Table 4.2: µtotal results. The top performer for each experiment is highlighted
in bold. Values within one standard deviation of the top performer are highlighted in blue. Note that when ExStream was best, no methods were within
one standard deviation.

Method

Instance Ordered

Class Instance Ordered

iCub1 CORe50 Mean iCub1 CORe50 Mean
Reservoir Sampling
0.932
0.891
0.912 0.902
0.799
0.851
Queue
0.810
0.911
0.861 0.733
0.677
0.705
Online k-means
0.967
0.903
0.935 0.915
0.892
0.904
0.807 0.716
0.717
0.717
CluStream
0.847
0.767
HPStream (ℓ = 1024) 0.960
0.877
0.919 0.883
0.879
0.881
HPStream (ℓ = 1536) 0.968
0.894
0.931 0.914
0.883
0.899
ExStream
0.989 0.950 0.970 0.969
0.882
0.926
No Buffer
0.206
0.162
0.184 0.320
0.327
0.324
1.020 1.001
1.011
1.006
Cumulative Replay
1.006
1.033
Offline
1.000
1.000
1.000 1.000
1.000
1.000

4.5.3

Streaming Instance Data

The third experiment evaluates a learner in the most realistic robotic scenario. In this non-iid setting, the data stream is temporally ordered by object
instances of different classes. While the agent cannot revisit previous object
instances, objects from the same class may be observed at different times during training. That is, the agent may observe 50 images of dog #1, then observe
10 images of cat #3, and then observe 25 images of dog #2, etc. This training
paradigm will cause catastrophic forgetting in conventional DNNs. Fig. 4.7
contains plots of Ωb versus buffer size for this experiment.
ExStream worked best overall. ExStream, Online k-means, and HPStream
outperformed all other models on iCub1 for small buffer sizes. It is worth
noting that CluStream performed better than cumulative replay for a buffer
size of 28 on CORe50. This result could indicate that CluStream needs larger
buffer sizes. Since we are trying to explore memory efficient replay, we are
more interested in results where methods perform well with small buffer sizes.
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Figure 4.7: Plots of Ωb as a function of buffer size for the instance and class
instance data orderings. The shaded areas denote standard errors.

4.5.4

Streaming Class Instance Data

The final experiment is a combination of the class and instance experiments
where data are temporally ordered based on specific object instances within
classes. That is, the robot would see all frames of all objects for class #1,
then all frames of all objects for class #2, etc. In Fig. 4.7, we provide plots
of Ωb as a function of buffer size for this experiment. ExStream performs best
overall, although it performs slightly worse than Online k-means on CORe50.

4.6

Discussion

We rigorously demonstrated that cumulative replay suffices for mitigating
catastrophic forgetting in streaming learning paradigms designed specifically
to induce forgetting when using high-resolution image datasets. For memorylimited replay methods, we found that all were effective when the buffer was
large and that there was more variance when the buffer was small. ExStream
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performed best across experiments, on average. ExStream requires half the
memory of CluStream and HPStream, and it does not require any hyperparameter tuning. Additionally, storing the new point rather than always
merging it is particularly advantageous in the iid and several non-iid scenarios, where ExStream outperforms Online k-means. In the iid paradigm, queue
worked surprisingly well, but it performed comparatively poorly for other orderings.
Stream clustering techniques designed for high-dimensional data performed
best for non-iid data and maintained more consistent performance across both
iid and non-iid data orderings. Stream clustering methods boosted performance on the more challenging CUB-200 dataset, especially with smaller buffer
sizes. Performing better with smaller buffer sizes reduces the amount of memory and computational time necessary for learning with replay, which is critical
for learning on embedded devices. Future work should investigate methods for
choosing subsets of prototypes for training the DNN, as it is often slow to train
with the entire buffer contents. Smart prototype selection strategies may improve performance by training the DNN on the most useful prototypes at a
particular time-step.
We assumed a fixed buffer size per class, so adding more classes increases
memory requirements. In the future, we plan to investigate using a single,
fixed capacity, memory buffer shared among classes, enabling models to scale
to larger datasets. Different classes could have differing numbers of prototypes, which may help with class imbalanced datasets. This approach could
be extended to streaming regression tasks. It would also be interesting to
explore learning an exemplar storage policy for optimizing replay.

4.7

Conclusion

Here, we demonstrated the effectiveness of replay for mitigating catastrophic
forgetting during streaming learning with DNNs. We also showed that replay
can be done in a memory efficient way by introducing the ExStream algorithm,
and we demonstrated its efficacy on high-resolution datasets. ExStream is
easy to implement, memory efficient, and works well across iid and non-iid
scenarios.
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Appendix

The parameters used to train each DNN for replay are provided in Table 4.3.
All DNNs use batch norm. If the number of samples in the buffer is fewer than
the batch size, we use a batch size of min (batch size, num samples in buffer).
We used the CluStream implementation from the stream [106, 107] and
streamMOA [108] packages for R. For CluStream, we used the default parameter settings from [108]: horizon=1000 and maximal boundary=2. This
implementation requires a k-means initialization of the clusters, which was
done using a set of 2×(buffer size) data points. For HPStream, we use the
default parameter settings from [4]: decay rate=0.5, spread radius factor=2,
and speed=200. All other algorithms were implemented in Python 3.6.
Table 4.3: Optimal parameters for each offline DNN.
Parameter
Layer Sizes
Batch Size
Weight Decay
Learning Rate
Dropout
Activation

iCub1
[300, 150, 100]
256
0.005
0.0001
0.5
ReLU

CORe50
[400, 100, 50]
256
None
0.002
0.5
ReLU

CUB-200
[350, 300]
100
None
0.002
0.75
ELU
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Chapter 5

REMIND Your Neural
Network to Prevent
Catastrophic Forgetting
While the ExStream method developed in Chapter 4 mitigates catastrophic
forgetting using memory efficient replay, its streaming clustering component
can only update a memory buffer consisting of data vectors, i.e., not tensors. This means that ExStream’s replay approach can only be used to update fully-connected layers of a neural network. In this chapter, we overcome this limitation by instead storing tensor representations extracted from
the middle of a convolutional neural network. Inspired by the brain’s storage of compressed representations, this new method uses tensor quantization
to efficiently store data in a replay buffer. We show that under the same
memory constraints, our method outperforms existing approaches for streaming image classification and streaming visual question answering, where an
agent must answer a natural language question about an image. Source
code for the streaming method developed in this chapter is provided at:
https://github.com/tyler-hayes/REMIND
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Introduction

The mammalian brain engages in continuous online learning of new skills,
objects, threats, and environments. The world provides the brain a temporally structured stream of inputs, which is not independent and identically
distributed. Enabling online learning in artificial neural networks from noniid data is known as lifelong learning. While conventional networks suffer
from catastrophic forgetting [1, 204], with new learning overwriting existing
representations, a wide variety of methods have recently been explored for
overcoming this problem [42, 46, 128, 163, 189, 209, 234, 297]. Some of the most
successful methods for mitigating catastrophic forgetting use variants of replay [42, 111, 128, 159, 234, 297], which involves mixing new instances with old
ones and fine-tuning the network with this mixture. Replay is motivated by
how the brain works: new experiences are encoded in the hippocampus and
then these compressed memories are re-activated along with other memories so
that the neocortex can learn them [177, 219, 267]. Without the hippocampus,
people lose the ability to learn new semantic categories [166]. Replay occurs
both during sleep [138] and when awake [154, 269].
For lifelong learning in CNNs, there are two major gaps between existing
methods and how animals learn. The first is that replay is implemented by
storing and replaying raw pixels, which is not biologically plausible. Based
on hippocampal indexing theory [275], the hippocampus stores compressed
representations of neocortical activity patterns while awake. To consolidate
memories, these patterns are replayed and then the corresponding neocortical neurons are re-activated via reciprocal connectivity [177, 219, 267]. The
representations stored in the hippocampus for replay are not veridical (e.g.,
raw pixels) [138, 201], and its visual inputs are high in the visual processing
hierarchy [135] rather than from primary visual cortex or retina.
The second major gap with existing approaches is that animals engage in
streaming learning [88, 90], or resource constrained online learning from noniid (temporally correlated) experiences throughout life. In contrast, the most
common paradigm for incremental training of CNNs is to break the training
dataset into M distinct batches, where for ImageNet each batch typically has
about 100,000 instances from 100 classes that are not seen in later batches,
and then the algorithm sequentially loops over each batch many times. This
paradigm is not biologically plausible. There are many applications requiring
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Figure 5.1: Average top-5 accuracy results for streaming and incremental
batch versions of state-of-the-art models on ImageNet.

online learning of non-iid data streams, where batched learning will not suffice, such as immediate on-device learning. Batched systems also take longer
to train, further limiting their utility on resource constrained devices, such as
smart appliances, robots, and toys. For example, BiC, a state-of-the-art incremental batch method, requires 65 hours to train in that paradigm whereas our
proposed streaming model trains in under 12 hours. The incremental batch
setting can be transformed into the streaming learning scenario by using very
small batches and performing only a single pass through the dataset; however,
this results in a large decrease in performance. As shown in Fig. 5.1, state-ofthe-art methods perform poorly on ImageNet in the streaming setting, with
the best method suffering an over 19% drop in performance. In contrast, our
model outperforms the best streaming model by 21.9% and is only 1.9% below
the best batch model.
Here, we propose REMIND, or replay using memory indexing, a novel
method that is heavily influenced by biological replay and hippocampal indexing theory. Our main contributions are:
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1. We introduce REMIND, a streaming learning model that implements
hippocampal indexing theory using tensor quantization to efficiently
store hidden representations (e.g., CNN feature maps) for later replay. REMIND implements this compression using Product Quantization (PQ) [137]. We are the first to test if forgetting in CNNs can be
mitigated by replaying hidden representations rather than raw pixels.
2. REMIND outperforms existing models on the ImageNet ILSVRC-2012
[244] and CORe50 [188] datasets, while using the same amount of memory.
3. We demonstrate REMIND’s robustness by pioneering streaming Visual
Question Answering (VQA), in which an agent must answer questions
about images and cannot be readily done with existing models. We
establish new experimental paradigms, baselines, and metrics and subsequently achieve strong results on the CLEVR [142] and TDIUC [147]
datasets.

5.2

Related Work

Parisi et al. [221] identify three main mechanisms for mitigating forgetting in neural networks, namely 1) replay of previous knowledge, 2) regularization mechanisms to constrain parameter updates, and 3) expanding
the network as more data becomes available. Replay has been shown to
be one of the most effective methods for mitigating catastrophic forgetting [10, 11, 42, 111, 128, 158, 159, 173, 216, 234, 297]. For ImageNet, all recent
state-of-the-art methods for incremental class learning use replay of raw pixels
with distillation loss. The earliest was iCaRL [234], which stored 20 images
per class for replay. iCaRL used a nearest class prototype classifier to mitigate
forgetting. The End-to-End incremental learning model [42] extended iCaRL
to use the outputs of the CNN directly for classification, instead of a nearest
class mean classifier. Additionally, End-to-End used more data augmentation
and a balanced fine-tuning stage during training to improve performance. The
Unified classifier [128] extended End-to-End by using a cosine normalization
layer, a new loss constraint, and a margin ranking loss. The Bias Correction
(BiC) [297] method extended End-to-End by training two additional parameters to correct bias in the output layer due to class imbalance. iCaRL, End-
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to-End, the Unified classifier, and BiC all: 1) store the same number of raw
replay images per class, 2) use the same herding procedure for prototype selection, and 3) use distillation loss to prevent forgetting. REMIND, however, is
the first model to demonstrate that storing and replaying quantized mid-level
CNN features is an effective strategy to mitigate forgetting.
Regularization methods vary a weight’s plasticity based on how important it is to previous tasks. These methods include Elastic Weight Consolidation (EWC) [163], Memory Aware Synapses (MAS) [9], Synaptic Intelligence (SI) [305], Riemannian Walk (RWALK) [45], Online Laplace Approximator [238], Hard Attention to the Task [252], and Learning without
Memorizing [63]. The Averaged Gradient Episodic Memory (A-GEM) [46]
model extends Gradient Episodic Memory [189], which uses replay with regularization. Variational Continual Learning [209] combines Bayesian inference
with replay, while the Meta-Experience Replay model [237] combines replay
with meta-learning. All of these regularization methods are typically used
for incremental task learning, where batches of data are labeled as different
tasks and the model must be told which task (batch) a sample came from
during inference. When task labels are not available at test time, which is
often true for agents operating in real-time, many methods cannot be used
or they will fail [45, 77, 159]. While our main experiments focus on comparisons against state-of-the-art ImageNet models, we compare REMIND against
several regularization models in Sec. 5.6, both with and without task labels.
Some regularization methods also utilize cached data, e.g., GEM and A-GEM.
Another approach to mitigating forgetting is to expand the network as
new tasks are observed, e.g., Progressive Neural Networks [245], Dynamically
Expandable Networks [302], Adaptation by Distillation [127], and Dynamic
Generative Memory [216]. However, these approaches also use task labels at
test time, have growing memory requirements, and may not scale to thousandcategory datasets.

5.3

REMIND: Replay using Memory Indexing

REMIND is a novel brain-inspired method for training the parameters of a
CNN in the streaming setting using replay. Learning involves two steps: 1)
compressing the current input and 2) reconstructing a subset of previously
compressed representations, mixing them with the current input, and updating
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Figure 5.2: REMIND takes in an input image and passes it through frozen
layers of the network (G) to obtain tensor representations (feature maps). It
then quantizes the tensors via product quantization and stores the indices in
memory for future replay. The decoder reconstructs tensors from the stored
indices to train the plastic layers (F ) of the network before a final prediction
is made.

the plastic weights of the network with this mixture (see Fig. 5.2). While
earlier work for incremental batch learning with CNNs stored raw images
for replay [42, 128, 234, 297], by storing compressed mid-level CNN features,
REMIND is able to store far more instances with a smaller memory budget.
For example, iCaRL [234] uses a default memory budget of 20K examples for
ImageNet, but REMIND can store over 1M compressed instances using the
same budget. This more closely resembles how replay occurs in the brain, with
high-level visual representations being sent to the hippocampus for storage and
re-activation, rather than early visual representations [135]. REMIND does
not have an explicit sleep phase, with replay more closely resembling that
during waking hours [154, 269].
Formally, our CNN yt = F (G (Xt )) is trained in a streaming paradigm,
where Xt is the input image and yt is the predicted output category. The
network is composed of two nested functions: G (·), parameterized by θG ,
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consists of the first J layers of the CNN and F (·), parameterized by θF ,
consists of the last L layers. REMIND keeps θG fixed since early layers of
CNNs have been shown to be highly transferable [303]. The later layers, F (·),
are trained in the streaming paradigm using REMIND. We discuss how G (·)
is initialized in Sec. 5.3.2.
The output of G (Xt ) is a tensor Zt ∈ Rm×m×d , where m is the dimension
of the feature map and d is the number of channels. Using the outputs of G (·),
we train a vector quantization model for the Zt tensors. As training examples
are observed, the quantization model is used to store the Zt features and their
labels in a replay buffer as an m × m × s array of integers using as few bits
as necessary, where s is the number of indices that will be stored (s < d).
For replay, we uniformly select r instances from the replay buffer, which was
shown to work well in [45], and reconstruct them. Each of the reconstructed
instances, Ẑt , are mixed with the current input, and then θF is updated using
backpropagation on this set of r + 1 instances. Other selection strategies are
discussed in Sec. 5.7. During inference, we pass an image through G (·), and
then the output, Zt , is quantized and reconstructed before being passed to
F (·).
Our main version of REMIND uses PQ [137] to compress and store Zt . For
high-dimensional data, PQ tends to have much lower reconstruction error than
models that use only k-means. The tensor Zt consists of m × m d-dimensional
tensor elements, and PQ partitions each d-dimensional tensor element into s
sub-vectors, each of size d/s. PQ then creates a separate codebook for each
partition by using k-means, where the codes within each codebook correspond
to the centroids learned for that partition, with c centroids per codebook. Since
the quantization is done independently for each partition, each sub-vector of
the d-dimensional tensor element is assigned a separate integer, so the element
is represented with s integers. If s is equal to one, then this approach is
identical to using k-means for vector quantization, which we compare against.
For our experiments, we set s = 32 and c = 256, so that each integer can be
stored with 1 byte. We explore alternative values of s and c in Appendix A
(Fig. A.4) and use the Faiss PQ implementation [140].
Since lifelong learning systems must be capable of learning from infinitely
long data streams, we subject REMIND’s replay buffer to a maximum memory
restriction. That is, REMIND stores quantization indices in its buffer until this
maximum capacity has been reached. Once the buffer is full and a new example
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comes in, we insert the new sample and randomly remove an example from
the class with the most examples, which was shown to work well in [45, 297].
We discuss other strategies for maintaining the replay buffer in Sec. 5.7.

5.3.1

Augmentation During Replay

While REMIND could be trained without data augmentation, we use augmentation to further improve performance. To augment data during replay,
REMIND uses random resized crops and a variant of manifold mixup [278]
on the quantized tensors directly. For random crop augmentation, the tensors are randomly resized, then cropped and bilinearly interpolated to match
the original tensor dimensions. Recently, manifold mixup augmentation was
shown to produce more robust representations [278]. To implement manifold
mixup, REMIND mixes features from multiple classes using manifold mixup.
That is, REMIND uses its replay buffer to reconstruct two randomly chosen
sets, A and B, of r instances each (|A| = |B| = r), which are linearly combined
to obtain a set C of r mixed instances (|C| = r), i.e., a newly mixed instance,
(Zmix , ymix ) ∈ C, is formed as:
(Zmix , ymix ) = (λZa + (1 − λ) Zb , λya + (1 − λ) yb ) ,

(5.1)

where (Za , ya ) and (Zb , yb ) denote instances from A and B respectively and λ ∼
β(α, α) is the mixing coefficient drawn from a β-distribution parameterized
by hyperparameter α. We use α = 0.1, which we found to work best in
preliminary experiments. The current input is then combined with the set C
of r mixed samples, and θF is updated using this new set of r + 1 instances.

5.3.2

Initializing REMIND

During learning, REMIND only updates F (·), i.e., the top of the CNN. It assumes that G (·), the lower level features of the CNN, are fixed. This implies
that the low-level visual representations must be highly transferable across image datasets, which is supported empirically [303]. There are multiple methods for training G (·), including supervised pre-training on a portion of the
dataset, supervised pre-training on a different dataset, or unsupervised selftaught learning using a convolutional auto-encoder. Here, we follow the common practice of doing a ‘base initialization’ of the CNN [42,128,234,297]. This
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is done by training both θF and θG jointly on an initial subset of data offline,
e.g., for class incremental learning on ImageNet we use the first 100 classes.
After base initialization, θG is no longer plastic. All of the examples Xt in the
base initialization are pushed through the model to obtain Zt = G (Xt ), and
all of these Zt instances are used to learn the quantization model for G (Xt ),
which is kept fixed once acquired.
Following [42, 128, 234, 297], we use ResNet-18 [119] for image classification, where we set G (·) to be the first 15 convolutional and 3 downsampling
layers, which have 6,455,872 parameters, and F (·) to be the remaining 3 layers (2 convolutional and 1 fully connected), which have 5,233,640 parameters.
These layers were chosen for memory efficiency in the quantization model
with ResNet-18, and we show the memory efficiency trade-off in Appendix A
(Fig. A.1).

5.4
5.4.1

Experiments: Image Classification
Comparison Models

While REMIND learns on a per sample basis, most methods for incremental
learning in CNNs do multiple loops through a batch. For fair comparison, we
train these methods in the streaming setting to fairly compare against REMIND. Results for the incremental batch setting for these models are included
in Fig. 5.1 and Appendix A (Table A.2 and Fig. A.2-A.3). We evaluate the
following:
• REMIND – Our main REMIND version uses PQ and replay augmentation. We also explore a version that omits data augmentation and a
version that uses k-means rather than PQ.
• Fine-Tuning (No Buffer) – Fine-Tuning is a baseline that fine-tunes
θF of a CNN one sample at a time with a single epoch through the
dataset. This approach does not use a buffer and suffers from catastrophic forgetting [159].
• ExStream – Like REMIND, ExStream is a streaming learning method,
however, it can only train fully connected layers of the network [111].
ExStream uses replay by maintaining buffers of prototypes. It stores
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the input vector and combines the two nearest vectors in the buffer.
After the buffer gets updated, all samples from its buffer are used to
train the fully connected layers of a network. We use ExStream to train
the final layer of the network, which is the only fully connected layer in
ResNet-18.
• SLDA – Streaming Linear Discriminant Analysis (SLDA) is a wellknown streaming method that was shown to work well on deep CNN
features [113]. It maintains running means for each class and a running
tied covariance matrix. Given a new input, it assigns the label of the
closest Gaussian in feature space. It can be used to compute the output
layer of a CNN.
• iCaRL – iCaRL is an incremental batch learning algorithm for
CNNs [234]. iCaRL stores images from earlier classes for replay, uses
a distillation loss to preserve weights, and uses a nearest class mean
classifier in feature space.
• Unified – The Unified Classifier builds on iCaRL by using the outputs
from the network for classification and introducing a cosine normalization layer, a constraint to preserve class geometry, and a margin ranking
loss to maximize inter-class separation [128]. Unified also uses replay
and distillation.
• BiC – The Bias Correction (BiC) method builds on iCaRL by using the
output layer of the network for classification and correcting the bias from
class imbalance during training, i.e., more new samples than replay samples [297]. The method trains two additional bias correction parameters
on the output layer, resulting in improved performance over distillation
and replay alone.
• Offline – The offline model is trained in a traditional, non-streaming
setting and serves as an upper-bound on performance. We train two
variants: one with only θF plastic and one with both θF and θG plastic.
Our main experiments focus on comparing state-of-the-art methods on ImageNet and we provide additional comparisons in Sec. 5.6. Although iCaRL,
Unified, and BiC are traditionally trained in the incremental batch paradigm,
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we conduct experiments with these models in the streaming paradigm for fair
comparison against REMIND. To train these streaming variants, we set the
number of epochs to 1 and the batch size to r+1 instances to match REMIND.

5.4.2

Model Configurations

In our setup, all models are trained instance-by-instance and have no batch
requirements, unless otherwise noted. Because methods can be sensitive to the
order in which new data are encountered, all models receive examples in the
same order. The same base CNN initialization procedure is used by all models. For ExStream and SLDA, after base initialization, the streaming learning
phase is re-started from the beginning of the data stream. All of the parameters except the output layer are kept frozen for ExStream and SLDA, whereas
only G (·) is kept frozen for REMIND. Note that in Chapter 4, ExStream
trained multiple fully-connected layers as F (·). However, ResNet-18 only
contains a single fully-connected layer (i.e., the output layer), so ExStream
can only update this single layer here. All other comparison models do not
freeze any layers and incremental training commences with the first new data
sample. All models, except SLDA, are trained using cross-entropy loss with
stochastic gradient descent and momentum. More parameter settings are in
Appendix A.

5.4.3

Datasets, Data Orderings, & Metrics

We conduct experiments with ImageNet and CORe50 by dividing both
datasets into batches. The first batch is used for base initialization. Subsequently, all models use the same batch orderings, but they are sequentially
fed individual samples and they cannot revisit any instances in a batch, unless
otherwise noted. For ImageNet, the models are evaluated after each batch on
all trained classes. For CORe50, models are evaluated on all test data after
each batch.
ImageNet ILSVRC-2012 [244] has 1,000 categories each with 732-1,300
training samples and 50 validation samples, which we use for testing. During
the base initialization phase, the model is trained offline on a set of 100 randomly selected classes. Following [42, 128, 234, 297], each incremental batch
then contains 100 random classes, which are not contained within any other
batch. We study class incremental (class iid) learning with ImageNet.
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CORe50 [188] contains sequences of video frames, with one object in each
frame. It has 10 classes, and each sequence is acquired with varied environmental conditions. CORe50 is ideal for evaluating streaming learners since it
is naturally non-iid and requires agents to learn from temporally correlated
video streams. For CORe50, we follow [111] and sample at 1 frame per second, obtaining 600 training images and 225 test images per class. We use the
bounding box crops and splits from [188]. Following [111], we use four training
orderings to test the robustness of each algorithm under different conditions:
1) iid, where each batch has a random subset of training images, 2) class iid,
where each batch has all of the images from two classes, which are randomly
shuffled, 3) instance, where each batch has temporally ordered images from
80 unique object instances, and 4) class instance, where each batch has all
of the temporally ordered instances from two classes. All batches have 1,200
images across all orderings. Since CORe50 is small, CNNs are first initialized
with pre-trained ImageNet weights and then fine-tuned on a subset of 1,200
samples for base initialization.
We use the Ωall metric [111,115,159] for evaluation, which normalizes
increP
αt
mental learning performance by offline performance: Ωall = T1 Tt=1 αoffline,t
,
where T is the total number of testing events, αt is the accuracy of the model
for test t, and αoffline,t is the accuracy of the optimized offline learner for test
t. If Ωall = 1, then the incremental learner’s performance matched the offline model. We use top-5 and top-1 accuracies for ImageNet and CORe50,
respectively. Average accuracy results are in Appendix A (Table A.2-A.3).

5.4.4

Results: ImageNet

For ImageNet, we use the pre-trained PyTorch offline model with 89.08% top5 accuracy to normalize Ωall . We allow the iCaRL, Unified, and BiC models
to store 10,000 (224×224 uint8) raw pixel image prototypes in a replay buffer,
which is equivalent to 1.51 GB in memory. This allows REMIND to store
indices for 959,665 examples in its replay buffer. We set r = 50 samples.
We study additional buffer sizes in Sec. 5.6. Results for incremental class
learning on ImageNet are shown in Table 3.1 and a learning curve for all models
is shown in Fig. 5.3. REMIND outperforms all other comparison models,
with SLDA achieving the second best performance. This is remarkable since
REMIND only updates θF , whereas iCaRL, Unified, and BiC all update θF
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Figure 5.3: Performance of streaming ImageNet models.

and θG .
REMIND is intended to be used for online streaming learning; however,
we also created a variant suitable for incremental batch learning which is
described in Appendix A. Incremental batch results for REMIND and recent
methods are given in Fig. 5.1 and Appendix A (Table A.2 and Fig. A.2).
While incremental batch methods train much more slowly, REMIND achieves
comparable performance to the best methods.

5.4.5

Results: CORe50

We use the CoRe50 dataset to study models under more realistic data orderings. Existing methods including iCaRL, Unified, and BiC assume that classes
from one batch do not appear in other batches, making it difficult for them to
learn the iid and instance orderings without modifications. To compute Ωall ,
we use an offline model that obtains 93.11% top-1 accuracy. The iCaRL, Unified, and BiC models use replay budgets of 50 images, which is equivalent to 7.3
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Table 5.1: ResNet-18 streaming classification results on ImageNet and
CORe50 using Ωall . For CORe50, we explore performance across four ordering schemes and report the average of 10 permutations. Upper bounds are
at the bottom.
ImageNet

CORe50

Model

cls iid

iid

cls iid

inst

cls inst

Fine-Tune (θF )
ExStream
SLDA
iCaRL
Unified
BiC
REMIND

0.288
0.569
0.752
0.306
0.614
0.440
0.855

0.961
0.953
0.976
0.985

0.334
0.873
0.958
0.690
0.510
0.410
0.978

0.851
0.933
0.963
0.980

0.334
0.854
0.959
0.644
0.527
0.415
0.979

Offline (θF )
Offline

0.929
1.000

0.989
1.000

0.984
1.000

0.985
1.000

0.985
1.000

MB. This allows REMIND to store replay indices for 4,465 examples. Results
for other buffer sizes are in Appendix A (Fig. A.3). REMIND replays r = 20
samples. Ωall results for CORe50 are provided in Table 3.1. For CORe50,
REMIND outperforms all models for all orderings. In fact, REMIND is only
2.2% below the full offline model in the worst case, in terms of Ωall . Methods
that only trained the output layer performed well on CORe50 and poorly on
ImageNet. This is likely because the CNNs used for CORe50 experiments are
initialized with ImageNet weights, resulting in more robust representations.
REMIND’s remarkable performance on these various orderings demonstrate
its versatility.

5.5

Experiments: Incremental VQA

In VQA, a system must produce an answer to a natural language question
about an image [15, 148, 197], which requires capabilities such as object detection, scene understanding, and logical reasoning (see Fig. 5.4 for an example). Here, we use REMIND to pioneer streaming VQA. During training,
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Figure 5.4: An example of three different question-answer (QA) pairs that
could be asked about an image in the VQA task.

a streaming VQA model receives a sequence of temporally ordered triplets
D = {(Xt , Qt , At )}Tt=1 , where Xt is an image, Qt is the question (string), and
At is the answer. If an answer is not provided at time t, then the agent must use
knowledge from time 1 to t − 1 to predict At . To use REMIND for streaming
VQA, we store each quantized feature along with a question string and answer,
which can later be used for replay. REMIND can be used with almost any existing VQA system (e.g., attention-based [12,161,300], compositional [13,131],
bi-modal fusion [22, 84, 259]) and it can be applied to similar tasks like image
captioning [26] and referring expression recognition [157, 226, 241].

5.5.1

Experimental Setup

For our experiments, we use the TDIUC [147] and CLEVR [142] VQA datasets.
TDIUC is composed of natural images and has over 1.7 million QA pairs
organized into 12 question types including simple object recognition, complex
counting, positional reasoning, and attribute classification. TDIUC tests for
generalization across different underlying tasks required for VQA. CLEVR
consists of over 700,000 QA pairs for 70,000 synthetically generated images
and is organized into 5 question types. CLEVR specifically tests for multistep compositional reasoning that is very rarely encountered in natural image
VQA datasets. We combine REMIND with two popular VQA algorithms,
using a modified version of the stacked attention network (SAN) [156, 300]
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for TDIUC, and a simplified version of the Memory Attention and Control
(MAC) [131, 200] network for CLEVR. A ResNet-101 model pre-trained on
ImageNet is used to extract features for both TDIUC and CLEVR. REMIND’s
PQ model is trained with 32 codebooks each of size 256. The final offline mean
per-type accuracy with SAN on TDIUC is 67.59% and the final offline accuracy
with MAC on CLEVR is 94.00%. Our main results with REMIND use a buffer
consisting of 50% of the dataset and r = 50. Results for other buffer sizes are
in Appendix A (Table A.4).
For both datasets, we explore two orderings of the training data: iid and
question type (q-type). For iid, the dataset is randomly shuffled and the model
is evaluated on all test data when multiples of 10% of the total training set are
seen. The q-type ordering reflects a more interesting scenario where QA pairs
for different VQA ‘skills’ are grouped together. Models are evaluated on all
test data at the end of each q-type. We perform base initialization by training
on the first 10% of the data for the iid ordering and on QA pairs belonging to
the first q-type for the q-type ordering. Then, the remaining data is streamed
into the model one sample at a time. The buffer is then incrementally updated
with PQ encoded features and raw question strings. We use simple accuracy
for CLEVR and mean-per-type accuracy for TDIUC.
We compare REMIND to ExStream [111], SLDA [113], an offline baseline,
and a simple baseline where models are fine-tuned without a buffer, which
causes catastrophic forgetting. To adapt ExStream and SLDA for VQA, we
use a variant of the linear VQA model in [146], which concatenates ResNet101 image features to question features extracted from a universal sentence
encoder [268] and then trains a linear classifier. Parameter settings are in
Appendix A.

5.5.2

Results: VQA

Streaming VQA results for REMIND with a 50% buffer size are given in Table 5.2. Variants of REMIND with other buffer sizes are in Appendix A
(Table A.4). REMIND outperforms the streaming baselines for both datasets,
with strong performance on both TDIUC using the SAN model and CLEVR
using the MAC model. Interestingly, for CLEVR the results are much greater
for q-type than for iid. We hypothesize that the q-type ordering may be acting as a natural curriculum [25], allowing our streaming model to train more
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Table 5.2: Ωall results for streaming VQA.
TDIUC

CLEVR

Ordering

iid

q-type

iid

q-type

Fine-Tune
ExStream
SLDA
REMIND

0.716
0.676
0.624
0.917

0.273
0.701
0.644
0.919

0.494
0.477
0.518
0.720

0.260
0.375
0.496
0.985

Offline

1.000

1.000

1.000

1.000

efficiently. Our results demonstrate that it is possible to train complex, multimodal agents capable of attention and compositional reasoning in a streaming manner. Learning curves and qualitative examples are in Appendix A
(Fig. A.5-A.6).

5.6

Additional Classification Experiments

In this section, we study several of REMIND’s components. In Appendix A,
we study other factors that influence REMIND’s performance (Fig. A.4), e.g.,
where to quantize, number of codebooks, codebook size, and replay samples
(r). In Appendix A, we also explore the performance of iCaRL, Unified, and
BiC when only θF is updated (Sec. A.3.2).
REMIND Components
REMIND is impacted by the size of its overall buffer, using augmentation, and
the features used to train F (·). We study these on ImageNet and results are
given in Table 5.3. REMIND (Main) denotes the variant of REMIND from
our main experiments that uses augmentation with a buffer size of 959,665
and 32 codebooks of size 256. PQ is critical to performance, with PQ (32
codebooks) outperforming k-means (1 codebook) by 7.7% in terms of Ωall .
Augmentation is the next most helpful component and improves performance
by 3.7%. Storing the entire dataset (100% Buffer) does not yield significant
improvements. Using real features yields marginal improvements (1.3%) while
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Table 5.3: REMIND variations on ImageNet with their memory (GB).
Variant
REMIND (Main)
100% Buffer
No Augmentation
k-Means
Real Features

Ωall

Memory

0.855
0.856
0.818
0.778
0.868

1.51
2.01
1.51
0.12
24.08

requiring nearly 16 times more memory.
Replay Buffer Size
Since REMIND and several other models rely on a replay buffer to mitigate
forgetting, we studied performance on ImageNet as a function of buffer size.
We compared the performance of iCaRL, Unified, and BiC on ImageNet at
three different buffer sizes (5K exemplars=0.75GB, 10K exemplars=1.51GB,
and 20K exemplars=3.01GB). To make the experiment fair, we compared
REMIND to these models at equivalent buffer sizes, i.e., 479,665 compressed
samples=0.75GB, 959,665 compressed samples=1.51GB, and 1,281,167 compressed samples (full dataset)=2.01 GB. In Fig. 5.5, we see that more memory
generally results in better performance. Overall, REMIND has the best performance and is nearly unaffected by buffer size. A plot with incremental
batch models is in Appendix A (Fig. A.2), and follows the same trend: larger
buffers yield better performance.
Regularization Comparisons
In Table 3.2, we show the results of REMIND and regularization methods for
combating catastrophic forgetting on CORe50 class orderings. These regularization methods constrain weight updates to remain close to their previous
values and are trained on batches of data, where each batch resembles a task.
At test time, these models are provided with task labels, denoting which task
an unseen sample came from. In our experiments, a task consists of several
classes, and providing task labels makes classification easier. We analyze performance when task labels are provided and when they are withheld. To evalu-
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Figure 5.5: Ωall as a function of buffer size for streaming ImageNet models.

ate REMIND and Offline with task labels, we mask off probabilities during test
time for classes not included in the specific task. Consistent with [45, 77, 159],
we find that regularization methods perform poorly when no task labels are
provided. Regardless, REMIND outperforms all comparisons, both with and
without task labels.

5.7

Discussion & Conclusion

We proposed REMIND, a brain-inspired replay-based approach to online
learning in a streaming setting. REMIND achieved state-of-the-art results
for object classification. Unlike iCaRL, Unified, and BiC, REMIND can be
applied to iid and instance ordered data streams without modification. Moreover, we showed that REMIND is general enough for tasks like VQA with
almost no changes.
REMIND replays compressed (lossy) representations that it stores, rather
than veridical (raw pixel) experience, which is more consistent with memory
consolidation in the brain. REMIND’s replay is more consistent with how
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Table 5.4: Ωall for regularization models averaged over 10 runs on CORe50
with and without Task Labels (TL).
cls iid
Model

cls inst

TL

No TL

TL

No TL

SI
EWC
MAS
RWALK
A-GEM
REMIND

0.895
0.893
0.897
0.903
0.925
0.995

0.417
0.413
0.415
0.410
0.417
0.978

0.905
0.903
0.905
0.912
0.916
0.995

0.416
0.413
0.421
0.417
0.421
0.979

Offline

1.000

1.000

1.000

1.000

replay occurs in the brain during waking hours. Replay also occurs in the brain
during slow wave sleep [16, 138], and it would be interesting to explore how
to effectively create a variant that utilizes sleep/wake cycles for replay. This
could be especially beneficial for a deployed agent that is primarily engaged
in online learning during certain hours, and is engaged in offline consolidation
in other hours.
Several algorithmic improvements could be made to REMIND. We initialized REMIND’s quantization model during the base initialization phase. For
deployed, on-device learning this could instead be done by pre-training the
codebook on a large dataset, or it could be initialized with large amounts
of unlabeled data, potentially leading to improved representations. Another
potential improvement is using selective replay. REMIND randomly chooses
replay instances with uniform probability. In early experiments, we also tried
choosing replay samples based on distance from current example, number of
times a sample has been replayed, and the time since it was last replayed.
While none performed better than uniform selection, we believe that selective
replay still holds the potential to lead to better generalization with less computation. Because several comparison models used ResNet-18, we also used
ResNet-18 for image classification so that we could compare against these
models directly. The ResNet-18 layer used for quantization was chosen to
ensure REMIND’s memory efficiency, but co-designing the CNN architecture
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with REMIND could lead to considerably better results. Using less memory,
REMIND stores far more compressed representations than competitors. For
updating the replay buffer, we used random replacement, which worked well
in [45, 297]. We tried a queue and a distance-based strategy, but both performed nearly equivalent to random selection with higher computational costs.
Furthermore, future variants of REMIND could incorporate mechanisms similar to [222] to explicitly account for the temporal nature of incoming data.
To demonstrate REMIND’s versatility, we pioneered streaming VQA and established strong baselines. It would be interesting to extend this to streaming
chart question answering [149, 150, 152], object detection, visual query detection [2], and other problems in vision and language [151].
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Chapter 6

Selective Replay Enhances
Learning in Online Continual
Analogical Reasoning
While the ExStream method from Chapter 4 replayed all data in the memory
buffer to a learner, the REMIND method from Chapter 5 replayed a random
subset of examples from the memory buffer. Replaying only a subset of examples is more computationally efficient since the neural network updates on
less data. Moreover, selecting subsets of replay examples is closely aligned
with biology [172, 190, 223]. While several selective replay policies have been
explored for image classification, they have not yielded significant performance
improvements over uniform random selection [112, 297].
In this chapter, we introduce a framework for studying incremental learning
of analogical reasoning tasks. We then compare several incremental learning
approaches on the new task, including replay-based models. We demonstrate
that several selective replay policies yield statistically significant performance
improvements over uniform random selection, paving the way for future research on additional selective replay policies for incremental analogical reasoning. Source code to replicate the experiments in this chapter is provided
at: https://github.com/tyler-hayes/Continual-Analogical-Reasoning
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Introduction

Deep neural networks excel at pattern recognition tasks, and they now rival
or surpass humans at tasks such as image classification. However, the human capability for image classification is not unique in the animal kingdom.
Multiple primate species are also capable of image classification at levels that
rival humans [73, 230, 231]. One of the characteristics of human intelligence
that distinguishes us over other animals is our ability to perform analogical
reasoning [91, 94, 191]. Specifically, analogical encoding, i.e., the comparison
of two situations which are partially understood, has been shown to facilitate
forward knowledge transfer to new problems, as well as backwards transfer
for memory retrieval [92]. This transfer is facilitated through the formation
of higher level abstract schemas over time that are derived from comparisons
between situations. More generally, abstraction capabilities enable forward
knowledge transfer in humans, where previously learned knowledge is used
to improve future learning [93, 124]. Recently, multiple deep learning models
for analogical reasoning have been proposed [18, 264, 273, 314]; however, these
systems assume that all training data is available at once and they will not
be updated again, so backward and forward transfer in these systems cannot
be studied. In this chapter, we pioneer the development of the first systems
for online continual learning of analogical reasoning tasks over time enabling
forward and backward transfer in these tasks to be studied in models (see
Fig. 6.1).
While humans have strong abstract reasoning abilities, neural networks
struggle with these problems [18, 120, 121, 247, 306]. A popular cognitive test
for analogical reasoning in humans is the Raven’s Progressive Matrices (RPMs)
problem [232], which provides a user with a 3×3 grid of images where the last
image in the grid is missing (see Fig. 6.2). The rows and/or columns of images
in the grid follow a specific rule and the user must compare a set of 8 choice
images to select the one that best fits in the final location. RPMs are ideal
for measuring analogical reasoning in neural networks because they isolate the
reasoning task directly, and several RPM datasets for neural networks have
been created [18, 306].
Network architectures have been proposed for the RPM problem, with the
most successful using a form of relation network [18, 264, 273, 314]. These
models perform well in an offline setting, where they are trained on all avail-
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Figure 6.1: Humans are capable of continual learning, analogical reasoning,
and performing both simultaneously. This facilitates much of what we consider
intelligence. However, conventional neural networks suffer from catastrophic
forgetting when updated on non-stationary data distributions and struggle
to reason abstractly. Here, we study a network’s ability to continually learn
analogical reasoning tasks.

able data and then evaluated. However, offline learning means that forward
and backward transfer in these systems cannot be studied, and this is one
of the critical capabilities that abstract reasoning is thought to facilitate in
humans. When conventional neural networks are trained incrementally from
non-stationary data streams, mirroring human learning, they suffer from catastrophic forgetting [204]. The field of continual learning endeavors to overcome
this limitation [20, 62, 159, 221]. This chapter makes the following contributions:
1. We pioneer continual learning for analogical reasoning problems. We
establish protocols and metrics for this problem using the Relational
and Analogical Visual rEasoNing (RAVEN) dataset [306].
2. We integrate both regularization and replay continual learning mechanisms into neural networks for analogical reasoning to establish baseline

CHAPTER 6. CONTINUAL ANALOGICAL REASONING

74

Figure 6.2: Example of an RPM problem from RAVEN [306]. Each RPM
problem consists of 8 context panels (images) and 8 choice panels (images).
Given these 16 panels as inputs, an agent must reason about the relationships
among the 8 context panels and choose the best choice panel to complete the
context matrix. For this example, we highlighted the answer panel with a red
box.

results.
3. We study replay selection policies and find improved performance over
uniform random selection for the RPM problem. This is interesting as
selective replay has shown little benefit over uniform random selection
in standard supervised classification settings [45, 112].

6.2

Continual Analogical Reasoning Problem
Formulation

There are two paradigms for training a continual learner: the incremental
batch paradigm and the online streaming paradigm. In incremental
batch
S
learning of RPMs, a dataset is divided into T batches, i.e., D = Tt=1 Bt , and
at each time-step, t, the learner receives a new batch of data consisting of Nt
t
samples, i.e., Bt = {(Si , yi )}N
i=1 , where Si is a single RPM sample consisting of
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Figure 6.3: A demonstration of our training protocol on RAVEN [306]. At each
time-step, a streaming learner receives a single new example from a particular
task. It learns the new example and then can be subsequently evaluated.

8 context panels (images), 8 choice panels (images), and a label yi indicating
which choice panel is the correct answer. Given this batch of samples, the agent
is allowed to loop over the batch until it has been learned and is subsequently
evaluated. The sequences of batches are ordered by task, which would induce
catastrophic forgetting in a conventional network.
The incremental batch paradigm is unrealistic for real-time agents that
must learn and evaluate on new data immediately and it does not mirror
human learning. Online streaming learning addresses these drawbacks and
requires an agent to learn new samples one at a time (Nt = 1) with only
a single epoch through the entire dataset. Further, it requires models to
operate under severe memory and time constraints, making them more ideal
for deployment. Our streaming protocol is depicted in Fig. 6.3.

6.3
6.3.1

Related Work
Neural Networks for RPMs

One of the earliest works on neural networks for RPMs [41] identified a discrete
set of rules required to solve them. This set of rules was used in [286] to develop
a technique for automatically generating valid RPM problems, which was used
to create the Procedurally Generated Matrices (PGM) dataset [18]. PGM was
the first large-scale RPM-based dataset containing enough problems to suc-
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cessfully train deep neural networks. The Wild Relation Network (WReN) for
PGM was proposed in [18], which uses a relation network [246] for reasoning.
WReN outperformed other baselines on PGM by over 14%, demonstrating the
strength of relation networks for analogical reasoning. Performance has been
further improved by augmenting WReN with an unsupervised disentangled
variational autoencoder [265] and Transformer attention mechanisms [104].
More recently, the synthetically generated RAVEN dataset was released [306]. Unlike PGM, each image in RAVEN contains objects in a structured pattern, requiring models to perform both structural and analogical
reasoning. While WReN works well on PGM, it performs much worse on
RAVEN, which is attributed to its lack of compositional reasoning abilities.
To improve performance on RAVEN, the Contrastive Perceptual Inference
Network uses a contrastive loss and contrast module to jointly learn rich features for perception [307]. In [314], a reinforcement learning policy was used
to select informative samples for training a Logic Embedding Network to reason about panels. In [284], a graph neural network was used to extract object
representations from images and reason about them.
Today, the Rel-Base and Rel-AIR architectures have the best results on
RAVEN and they perform competitively on PGM [264]. Rel-Base uses an
object encoder network to process image panels individually. These encodings
are passed to a sequence encoder to extract relationships before being scored.
Rel-AIR first trains the Attend-Infer-Repeat (AIR) module [72] to extract
objects from images. These objects are encoded and paired with additional
position and scale information before being processed by a sequence encoder.
Due to Rel-Base’s simplicity and strong results, we extend it to the continual
learning setting here.

6.4

Continual Learning Models & Baselines

We train continual models on RPM tasks in the following way. First, we perform a base initialization phase where Rel-Base is trained offline on the first
task. After base initialization, each continual learner starts from these initialization weights and learns each of the remaining tasks one at a time, while
being evaluated on all test data after every task. While batch models process new tasks in batches that they loop over several times, streaming models
process samples one at a time, with only a single epoch through the dataset.
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For all models, we fix the task and sample order. All network parameters
of Rel-Base are plastic in all experiments, i.e., we do not freeze any network
parameters in our experiments.
We study three methods to enable continual learning in Rel-Base: Distillation, EWC, and Partial Replay. We also study three baselines. These are
described below:
• Fine-Tune – Rel-Base without any mechanisms to enable continual
learning. It serves as a lower bound on performance. We run fine-tune
in the streaming and batch paradigms.
• Distillation – Given a new batch of data, Distillation [122] optimizes
both a classification and distillation loss, where the soft targets of the
distillation loss are the scores of the model from the previous time-step.
Distillation has been effective in mitigating forgetting on image classification [63, 68, 178, 234], object detection [258], and semantic segmentation [43] tasks.
• EWC – The Elastic Weight Consolidation (EWC) batch model uses a
quadratic regularization term to encourage weights to remain close to
their previous values [163]. Given a new batch of data, EWC optimizes
both a classification loss and a quadratic penalty loss weighted by each
parameter’s importance, determined by the Fisher Information Matrix.
• Partial Replay – Partial Replay continually fine-tunes a model with
all new data and a subset of previous data. It achieves strong results on
classification tasks [42, 128, 234, 297]. We use it in the streaming setting
and provide more details in Sec. 6.4.1.
• Cumulative Replay – Cumulative Replay continually fine-tunes a
model with all new and previous data. It has been shown to mitigate
forgetting [111], but is resource intensive. We train Cumulative Replay
in the batch setting due to compute constraints.
• Offline – This is an offline model trained from scratch on all data until
the current time-step. It serves as an upper bound on continual learning
performance.
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Distillation and EWC operate on batches since their loss constraints are
computed from a model at the previous time-step, which would be less beneficial in the streaming setting. For Partial Replay, we study multiple policies
for choosing which samples to replay, which we describe next.

6.4.1

Selective Replay Policies

Studying selective replay is important because it has the potential to enable better network generalization, allow networks to use fewer computational resources, and more closely aligns with biology [172, 190, 223]. Although replay selection policies have been explored for supervised classification [10, 11, 45, 202, 297], they have not yielded significant improvements,
especially on large-scale datasets [112, 297]. For example, [297] found that
selective replay performed 0.46% better on average over random sampling on
CIFAR-100, but it is unclear if this improvement is statistically significant.
In reinforcement learning, selective replay has provided more benefit [14, 248].
Further, selectively choosing training samples has yielded improved performance for offline RPM models [121, 314], but its effectiveness in the continual
setting has not been explored, so we study it here.
Formally, we train a Partial Replay model in two stages: a base initialization phase and a streaming phase. During base initialization, we train the
network offline using standard mini-batches and optimization updates. We
then subsequently store all base initialization data in a replay buffer, B. Then,
labeled RPM sample pairs (Si , yi ) are streamed into the model one at a time,
where Si is an RPM sample consisting of 8 context panels and 8 choice panels
and yi is the associated label for one of the K = 8 choice panels. The model
mixes the current example with r labeled samples, which are selected from the
replay buffer based on a selection probability pi defined by:
vi
pi = P
,
(6.1)
vj ∈B vj
where vi is the value associated with choosing sample Si from buffer B for
replay. Using an unlimited buffer, we study the seven selective replay policies
described below.
Uniform Random: Randomly select examples with uniform probability
from the memory buffer. This is the simplest sampling approach and has
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Figure 6.4: Example problems from each of the seven RAVEN tasks [306].

demonstrated success for image classification [42, 45, 112, 297].
Minimum Logit Distance: Samples are scored according to their distance
to a decision boundary [45]:
si =

K
X

|ϕ (Si )j yj | ,

(6.2)

j=1

where ϕ (Si ) ∈ RK is a vector of network scores for the current example and
y ∈ RK is a one-hot encoding of the label1 , yi . Since neural networks are more
uncertain about samples close to decision boundaries, this method prioritizes
replaying these difficult samples.
1
A one-hot encoding of a label is a vector whose length is equal to the total number of
labels in the dataset (K). It consists of 0 values in all locations except the location of the
current label, where the value is 1.
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Minimum Confidence: Samples are selected based on network confidence
(i.e., softmax output):
si =

K
X

softmax (ϕ (Si ))j yj = P (C = yi |Si ) ,

(6.3)

j=1

where softmax (·) returns the network’s predicted probabilities and y ∈ C is a
one-hot encoding of the label yi . Intuitively, updating the model on samples
that it is uncertain about could improve performance.
Minimum Margin:

Samples are selected by:

si = P (C = yi |Si ) − ′max
P C = y ′ |Si
′
y ,y ̸=yi



,

(6.4)

where the first term represents the probability of the classifier choosing the
correct label and the second term represents the probability of the network
choosing the most probable label from the remaining classes. Smaller margin
values indicate more uncertainty.
Maximum Loss:

Scores are assigned based on cross-entropy loss:
si = −

K
X

yj log P (j = yi |Si ) .

(6.5)

j=1

Since networks seek to minimize classification loss, choosing to replay samples
with the largest loss values should improve network performance.
Maximum Time Since Last Replay: Samples are selected based on the
last time they were seen by the network. Samples that have not been replayed
in a long time could be forgotten and are prioritized for replay.
Minimum Replays: Samples are selected based on the number of times
they have been replayed to the network. Intuitively, samples with the fewest
number of replays might not have been well-learned by the network and should
be replayed. We initialize all replay counts to the number of base initialization
epochs.

CHAPTER 6. CONTINUAL ANALOGICAL REASONING

81

To put all si values into a similar range, we shift all values by the minimum
value in the buffer such that the smallest value is 1, i.e., si ← si +(1 − minj sj ).
For the Random and Max Loss techniques, vi is equal to si . For all other techniques, we invert the si values such that the most probable samples have the
largest vi values, i.e., vi = (si + ϵ)−1 , where ϵ = 10−7 ensures the denominator
is non-zero.
After the r samples are chosen, the network updates on this batch of r + 1
samples for a single iteration and the associated si values of the r + 1 samples
are subsequently updated. All si values are appropriately initialized after the
base initialization phase by pushing the base initialization data through the
network. Further, during stream training, we only update the si values for
samples that were replayed to save on compute time.
For each selection policy, we evaluate two ways of choosing samples: unbalanced and balanced such that we oversample a task if it is underrepresented.
While the unbalanced strategy replays samples strictly based on their selection probabilities, the balanced strategy ensures that replay samples are not
prioritized from only a few classes.

6.4.2

Implementation Details

We use the hyperparameters and pre-processing steps for Rel-Base from [264].
This includes resizing images to 80×80, normalizing pixel values in [0, 1], and
inverting images to increase signal. The hyperparameters are: Adam optimizer with learning rate=3e-4, β1 =0.9, β2 =0.999, ϵ=1e-8, batch size=32, and
epochs=50 per task for batch and base initialization models. For offline models, we run at least 50 epochs, at most 250 epochs, early stop if validation loss
does not improve for 10 epochs, and choose the checkpoint with the highest
validation accuracy. We use replay mini-batches of size 32 for our main selective replay experiments and compare additional batch sizes in Sec. 6.6.2. For
selective replay experiments, we allow models to use an unlimited buffer to
focus on the selection methods directly. All models use a single output head,
where task labels are unknown during test time. For regularization models,
we grid searched for the regularization loss weight and found 1 and 10 to work
best for Distillation and EWC, respectively. All timing experiments were run
on the same machine with an NVIDIA TITAN RTX GPU, 48 GB of RAM,
and an NVME SSD for consistency.
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Experimental Setup
Dataset & Protocol

We conduct experiments on the RAVEN dataset [306], which has naturally
defined tasks unlike the PGM dataset [18], making RAVEN more suitable for
continual learning. RAVEN contains 1,120,000 images with 70,000 associated
questions. These questions are distributed equally among seven unique figure
configurations, depicted in Fig. 6.4, where each configuration requires different reasoning capabilities. We use these configurations to define our continual
learning tasks, i.e., each task consists of one unique configuration. Since the order in which tasks appear can impact performance, we evaluate models under
several fixed task permutations and fix the sample order across models for all
experiments. We run each experiment with the following three permutations
of the task ordering and report the mean performance: {Center, Out-InCenter,
Left-Right, Up-Down, 2×2Grid, 3×3Grid, Out-InGrid}, {Up-Down, Center,
Out-InCenter, Out-InGrid, 3×3Grid, 2×2Grid, Left-Right}, and {2×2Grid,
Left-Right, Out-InGrid, Up-Down, 3×3Grid, Center, Out-InCenter}. An example of our streaming protocol is in Fig. 6.3.
Statistical biases have been identified in RAVEN’s answer set [129, 264],
and [264] suggested using models that process image frames independently to
prevent bias exploitation. Since the Rel-Base model processes images independently, this bias is not a concern in our experimental results.

6.5.2

Metrics

To compute our metrics, we define a matrix R ∈ RT ×T , where each entry Ri,j
denotes the continual learner’s test accuracy on task tj after learning ti and
there are T total tasks. Following [111, 159], we measure a continual learner’s
performance with respect to an offline baseline:
T
1 X αi
Ω=
,
T
αoffline,i

(6.6)

i=1

P
where αi = T1 Tj=1 Ri,j is the accuracy of the continual model at time i and
αoffline,i denotes the offline learner’s accuracy at time i, computed using its
associated Roffline matrix defined similarly to R. By normalizing the continual
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learner’s performance to an offline learner, it is easier to compare results across
task permutations. Higher values of Ω are better and an Ω of 1 indicates that
the continual learner performed as well as the offline learner.
We also adopt three metrics from [64] to evaluate average accuracy and
backward/forward transfer. Using R, these metrics are defined as:
T

X
2
A=
Ri,j
T (T + 1)

(6.7)

i≥j

T

i−1

XX
2
BW T =
(Ri,j − Rj,j )
T (T − 1)

(6.8)

i=2 j=1

T

X
2
Ri,j ,
FWT =
T (T − 1)

(6.9)

i<j

where A is average model accuracy, BW T is backward transfer, and F W T is
forward transfer. For BW T and F W T , a larger value indicates that learning
new tasks improved performance on previously seen tasks and unseen tasks,
respectively. Note that BW T can be negative, indicating that a model catastrophically forgot previous knowledge. We also report memory and compute
requirements for each model since ideal learners require fewer resources.

6.6
6.6.1

Results
Main Results

Our main results are in Table 6.1 and the associated learning curves are in
Fig. 6.5. Chance performance is 1⁄8 (12.5%), which is equal to an Ω of 0.237.
The final accuracy that we use to normalize Ω is 91.7%, as reported in [264].
We include the top performing Partial Replay model (using the unbalanced
Min Replays selection strategy) for comparison.
In terms of performance measures, Cumulative Replay consistently performed the best, with the Partial Replay model performing second best and
requiring less time. Since the Partial Replay model uses an unlimited replay
buffer, its memory usage is tied for worst with the Cumulative Replay learner.
In the future, different buffer management strategies could be evaluated and
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Table 6.1: Continual analogical reasoning performance on RAVEN. Each result is the average over three permutations. Additional memory requirements
beyond the neural network (MB) and overall compute time (MIN) for each
model are also reported. We report the best Partial Replay model (32 samples, Min Replays).
Model

Ω

A

BWT

FWT

MIN

MB

Stream Learners
Fine-Tune
0.256
Partial Replay
0.924

0.121
0.811

-0.238
0.006

0.091
0.229

8
65

0
4301

Batch Learners
Fine-Tune
Distillation
EWC
Cumul. Replay

0.417
0.357
0.459
0.893

-0.456
-0.288
-0.347
0.028

0.183
0.167
0.178
0.232

77
94
85
325

0
5
5
4301

0.581
0.513
0.615
0.990

paired with the best selective replay strategies to improve performance and
reduce memory resources further. While the streaming Fine-Tune method
required the fewest computational resources, it had the worst overall performance in terms of Ω, A, and F W T . This is unsurprising as Fine-Tune
(Stream) does not have any mechanisms to mitigate catastrophic forgetting
and sees each training example only once. The batch variant of Fine-Tune
performed much better than the streaming variant, but had the worst overall
BW T . We hypothesize this is because Fine-Tune (Batch) does not have any
mechanisms to mitigate forgetting and batch training on new tasks causes
overfitting, leading to worse BW T .
EWC outperformed both Fine-Tune variants in terms of Ω, A, and BW T ,
but had slightly worse F W T than Fine-Tune (Batch), likely due to its regularization loss. Distillation performed worse than Fine-Tune (Batch). While
Distillation has demonstrated success in standard supervised classification scenarios, the distillation penalty does not prove useful for continual learning on
RPMs. This could be because the output space for RPMs consists of a multiple choice problem of selecting one of eight images, which doesn’t have as
much semantic meaning as explicit object categories in standard classification
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Figure 6.5: Learning curves for each baseline model.

settings. Note that both regularization models and Fine-Tune models suffered
from forgetting, as indicated by their negative BW T scores.

6.6.2

Selective Replay Results

We endeavor to study the impact of selective replay policies on Partial Replay
performance using the strategies outlined in Sec. 6.4.1. Performance for each
of these methods in the unbalanced and balanced settings are in Table 6.2.
Overall, the top performing method was Min Replays and the worst performing
method was Random. We ran multiple comparisons tests against both of these
selection methods (Random and Min Replays) in the unbalanced and balanced
settings to determine if the other selection methods were statistically significantly different. To perform the tests, we first sampled 300 non-overlapping
subsets of test instances randomly and computed the average final accuracy
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of the subsets across the three runs. We then ran a paired Welch’s t-test
(unequal variances) on the sets of subset accuracies. Unless otherwise noted,
we corrected for multiple hypothesis testing using Holm-Bonferroni correction
and used a significance level of 0.01.
In the unbalanced case, all selective replay methods had statistically significant performance differences compared to the Random selection policy, and
we found that all selective replay strategies had statistically significant performance differences compared to the Min Replays policy (for all comparisons,
P < 0.001). In the balanced case, only the Min Margin and Min Replays
methods had statistically significant performance differences compared to the
Random baseline (for both, P < 0.001), and only Random was statistically
significant from Min Replays (P < 0.001).
We also performed significance tests of each unbalanced selection method
with its associated balanced counterpart and found that only the unbalanced
Max Loss and Min Replays strategies were statistically significant from their
balanced variants (without Holm-Bonferroni correction). We also ran a paired
t-test of an average of the final results from all selection methods in the unbalanced versus balanced settings and failed to reject the null hypothesis of
equal means without Holm-Bonferroni correction (P = 0.08). Thus, on average there is no statistical significance between the unbalanced and balanced
sampling strategies.
Fig. 6.6 shows histograms of the number of training samples with their
associated number of replays after the completion of stream training for each
unbalanced selection method. Qualitatively, the histograms for the Random
and Max Time strategies, which performed the worst, look similar. Both
histograms have the most samples with the fewest replays across all histograms
and also have the most replays of the first task. These results suggest the poor
performance of these methods was due to overplaying a small set of examples,
while underplaying many other examples. Visually, the Min Confidence, Min
Margin, Min Logit Dist, and Max Loss replay distributions look similar and
performed similarly. The most unique distribution is from the top-performing
Min Replays strategy, which has the fewest samples with the fewest replays and
a more uniform replay count across all tasks compared to the other histograms.
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Table 6.2: Comparison of selective replay strategies with unbalanced (unbal)
and balanced (bal) sampling, averaged over three runs. Final accuracies (FA)
used for significance testing are also reported.
Unbal
Method
Random
Min Logit Dist
Min Confidence
Min Margin
Max Time
Max Loss
Min Replays

Bal

Ω

A

FA

Ω

A

FA

0.882
0.905
0.895
0.906
0.887
0.909
0.924

0.769
0.793
0.783
0.795
0.774
0.800
0.811

0.752
0.772
0.764
0.773
0.764
0.776
0.790

0.897
0.895
0.902
0.900
0.897
0.900
0.907

0.785
0.785
0.790
0.790
0.787
0.789
0.795

0.758
0.764
0.767
0.773
0.762
0.763
0.771

Influence of Number of Replay Samples
Our main Partial Replay experiments used replay mini-batches of size 32.
However, we were also interested in how each selection method’s performance
changed as a function of mini-batch size. Overall Ω results for each method
using replay batches of size 8, 16, 32, and 64 are shown in Fig. 6.7. All curves
are monotonically increasing with the Min Replays and Max Loss strategies
yielding the top two performances across all batch sizes. Similarly, Random
and Max Time produced the worst results across all batch sizes. Although
there was a slight average performance increase (2.6% Ω) across all methods
from a batch size of 32 to 64, running experiments with 64 samples required
1.9× more compute time, making it less ideal for streaming learning.

6.7

Discussion

Our main results indicate that replay-based learners perform the best for continually solving RPM puzzles. Although Cumulative Replay completely mitigates forgetting, it is computationally intensive and not ideal for streaming
learning. To overcome this compute bottleneck, researchers often use Partial Replay to replay only a subset of the dataset at each time-step. Our
experimental results indicate that Partial Replay performs well and its per-
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formance can be further improved by strategically selecting samples based on
some criteria. While all sample selection methods we tested performed better
than uniform random selection, replaying samples based on the Min Replays
and Max Loss strategies yielded the best overall results. In the future, it
would be interesting to explore sample selection methods that optimize for
samples directly [186], optimize for selection directly [10], or train a teacher
network to choose samples for the learner [74]. In an offline setting, [314]
paired a reinforcement learning policy with a teacher to intelligently compose
a training curriculum for an RPM-based student, which improved performance
over standard mini-batch training. This is promising evidence to explore additional selective replay strategies for continual RPM learning. Additionally,
future work should include testing additional architectures designed for RPMs
in the continual setting, which was beyond the scope of this study. This would
inform future continual learning model designs.
Beyond RPMs, it would also be interesting to explore additional problems
for continual analogical reasoning, including those introduced in [121]. Moreover, general abstract reasoning requires additional skills such as numerical
reasoning, inductive reasoning, logical reasoning, etc. Future studies could
explore continual learning in the context of these other reasoning skills using
baselines introduced in [120, 247]. While most of these tasks require only reasoning, agents operating in the real-world should also be capable of processing
additional inputs such as natural language questions, or identifying and mitigating biases to abstract general knowledge. Some problems requiring these
additional components include visual question answering [15, 148, 197], referring expression recognition [157, 241], visual query detection [2], and image
captioning [26]. While models have been developed for continual visual question answering [98, 112], the abstraction capabilities of these models have not
been evaluated directly. More studies should be conducted to evaluate models
on additional reasoning tasks.

6.8

Conclusion

While humans continually acquire new information and strengthen their reasoning capabilities over their lifetimes, deep neural networks struggle with
these problems. In this chapter, we introduced protocols, baseline methods,
and metrics for evaluating networks on continual analogical reasoning tasks
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using the RPM-based RAVEN dataset. We found that replay methods had
the best global performance and backward/forward knowledge transfer. We
further studied several replay selection policies and found statistically significant performance improvements by all methods over a uniform random policy.
Designing and testing more sophisticated architectures and continual learning
strategies for RPMs remains an area of future work.
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Figure 6.6: Histograms for each unbalanced selective replay method showing
the number of samples with their associated replay counts after streaming
learning. Each color denotes samples from the i-th task (Ti ). Each plot is the
average over three order permutations.
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Figure 6.7: Ω performance as a function of replay samples for each unbalanced
selective replay method averaged over three runs.

Chapter 7

Can I see an Example?
Active Learning the Long Tail
of Attributes and Relations
In Chapter 6, we demonstrated that selectively choosing which samples to
replay to a network could yield better performance with improved computational efficiency. In the selective replay paradigm, the incremental learner first
receives labeled samples from its environment, stores a subset of those examples in a replay buffer, and then selectively chooses which samples to replay to
the network to mitigate catastrophic forgetting. The field of active learning is
similar to selective replay and is another way to improve sample efficiency in
neural networks. In active learning, an agent is first provided with unlabeled
samples from its environment. It then selects an informative subset of those
samples to be labeled by an oracle and subsequently updates on the newly
labeled samples [182, 253, 287, 292, 301].
In this chapter, we introduce a framework for studying incremental active learning of attributes and relationships in visual scenes. Predicting visual
attributes and relationships forces models to learn from naturally long-tailed
data distributions, where some classes are represented by many examples and
other classes are represented by very few examples. In this setting, we demonstrate that existing active sampling methods perform similarly to uniform
random sample selection. We then introduce a novel active sampling strat-
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Figure 7.1: In conventional active learning, an agent selects unlabeled examples
that it is most uncertain about to be labeled by an oracle. Conversely, we allow
agents to ask for examples at the category level instead of the example level.
Here, we train agents to predict attributes and relations in scene graphs. Our
framing allows the agent to ask for an example of a rare predicate category
“eating” and a human annotator provides an example of this predicate.

egy that outperforms classical methods by changing the framing of the active
learning problem.

7.1

Introduction

In this chapter, we study the problem of learning to predict attributes and
relations in scene graphs. Scene graphs are rich representations of images that
encode the positions and attributes of objects along with their relationships
to each other [143]. In a scene graph, nodes are defined by boxes labeled with
the object class, and edges are defined by the relationship/correlation between
these objects. While training machine learning models to produce scene graphs
has advanced, performance remains far from optimal. A potential reason is
that existing datasets are not sufficiently large, especially for the attributes
and relationships.
Because acquiring annotations for scene graphs is challenging, active learning could significantly improve the quality of these datasets by intelligently
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Figure 7.2: In conventional active learning, unlabeled data is pushed through
a model to obtain uncertainty scores for each example. Uncertain examples
are then labeled by an oracle. Conversely, our framework provides a model
with a dictionary of classes. The model identifies classes it is uncertain about
and queries an oracle for examples from these classes. Unlike conventional
methods, our Query-by-Category framework does not require model inference
on unlabeled data.

acquiring additional annotations. In conventional active learning, a learning
agent is given unlabeled examples and it selects an informative subset to be
labeled by an oracle to improve its performance [182,253,287,292,301]. Ideally,
this would enable the agent to achieve better performance with less labeled
data. In effect, these systems aim to improve average classification accuracy
by having a limited budget for asking questions of the form “What is the label
of example i?”
However, we show in our experiments that conventional active learning
approaches perform no better than random selection. We hypothesized that
this failure is because the set of possible attributes and relations in scene
graphs is long-tailed [266], i.e., there are many attribute and relation classes
but the number of instances of each class varies tremendously (see Fig. 7.3).
Typically there is greater uncertainty and worse performance for classes with
fewer examples than those with many, i.e., performance is better for the “head”
classes than the “tail” classes. Unfortunately, our experiments demonstrate
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that classical active learning methods fail to explore the tail.
Unlike conventional active learning, humans are capable of asking questions far beyond the label of individual examples. Here, we flip the active
learning setting and introduce the Query-by-Category (QBCat) active learning framework where the agent asks to see examples of specific class labels (see
Fig. 7.1 and Fig. 7.2 for an overview). By asking for class labels, instead of
examples, an agent can explicitly sample from the tail of the class distribution.
By switching the framing to allow the agent to ask for examples of specific
attribute or relation classes, we significantly improve results on tail classes
compared to conventional active learning, without sacrificing performance on
more frequent classes.
This chapter makes the following major contributions: We introduce a novel incremental active learning framework, coined “Query-byCategory” (QBCat), that allows agents to ask for labels at the category level
instead of the example level. To demonstrate the effectiveness of our proposed
framework, we study active learning on a new problem domain: training agents
to predict objects, attributes, and relations in scene graphs. Since the distribution of attributes and relations is naturally long-tailed, we introduce two
methods to enable incremental long-tailed learning including class re-balancing
and bias correction. These methods enable learners to perform well on both
the natural data distribution, as well as the tail of the distribution. Finally,
we use our Query-by-Category framework to introduce a new active sampling
approach that samples efficiently from the tail of the attribute and relation
class distributions. We experimentally validate the effectiveness of class rebalancing and bias correction for long-tailed learning across active learning
methods on the Visual Genome dataset [170]. We then demonstrate the effectiveness of our new active sampling method, which outperforms conventional
active learning methods on Visual Genome [170].

7.2

Motivation for Query-by-Category Learning

Suppose we want to use active learning to train an agent. With conventional active learning, the agent needs to compute uncertainty scores over a
pool of unlabeled examples to choose examples to be labeled by an oracle.
While straightforward, this approach has several drawbacks: a representative
set of unlabeled examples must be collected and provided to the learner, the
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(b) Predicates

Figure 7.3: Histograms of attribute and predicate train distributions. Details
about the choice of head and tail classes are in Sec. 7.5.3.

learner must perform inference on all unlabeled examples to compute uncertainty scores, and the model must have a robust estimate of its uncertainty for
example selection. Collecting a diverse set of unlabeled examples and performing inference on these examples can be time consuming for annotators and the
model, respectively. Moreover, the gamut of possible queries the model can
ask about examples is limited, i.e., the model simply asks for the label of an
unlabeled example.
We argue that it could be more beneficial to allow a model to ask directly
for samples from classes it would like to see, i.e., if the agent knows it is
uncertain about the “bicycle” class, then it could ask directly for an example
of a “bicycle.” This eliminates the need for model inference on a pool of
unlabeled data. Moreover, by asking for classes directly, the agent will likely
see a wider variety of classes, which is critical for long-tailed learning. To
implement this setup practically, an annotator could be augmented with a
search engine or lots of thumbnail images to quickly find images containing
a specific class. Alternatively, the learner itself could be provided with a
search engine or database to gather labeled data for itself. We leave these
implementations for future work; here we are first interested in determining if
the Query-by-Category framing yields performance benefits over conventional
active learning.

7.3

Methods

We operate on scene graphs [143], consisting of (subject, predicate, object)
triples in images. The subject will be a bounding box marking a region of
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pixels (e.g., an object) in an image. The object might be another bounding
box if the predicate is a spatial relationship, like “to the left of”; or a string
like “blue” (which could correspond to a predicate like “has color”). If the
object is a string, we use the notation (subject, predicate, attribute). We do
not consider higher arity relations or relations that cross multiple images.
The learning agent will be tasked with predicting the missing element in
an incomplete triple. We denote the triple with two known elements as the
question and the correct missing element as the target. We use s, o, p, and a to
denote subjects, objects, predicates, and attributes respectively. This yields
six unique question types: (?, p, o) and (?, p, a) where the target is a subject,
(s, ?, o), and (s, ?, a) where the target is a predicate, (s, p, o?) where the target
is an object, and (s, p, a?) where the target is an attribute.
Rather than assuming the labeled data is fixed at the start of learning, we
operate in an incremental active learning setting. Here, the agent can ask for a
fixed number of annotations over a sequence of increments. However, we will
see that classical active learning techniques do not significantly improve on
random selection, in part due to the long tail of attributes and relations. Our
main result is that asking for examples of a triple (described in more detail in
Sec. 7.3.3) is more effective at exploring the tail of possibilities than asking for
completions of triples. However, this active sampling strategy biases the model
to the tail; and reduces performance on the natural distribution. We will see
that combined with proper re-biasing techniques (Sec. 7.3.2), we get the best
of both worlds: improved tail performance without sacrificing accuracy on the
natural distribution.

7.3.1

Incremental Training Procedure

Let DL and DU denote labeled and unlabeled subsets of the dataset D =
DL ∪ DU , respectively, where D is a dataset of triples. The “unlabeled” triples
correspond to the “questions” from above; whereas “labeled” examples are the
complete triple (question and target together). For the rest of this chapter,
we will use “natural distribution” to refer to either the base distribution on
D or to targets in D; and the “head” to refer to the elements in D with
the most common targets (or to those targets themselves), and the “tail” to
refer to other targets (see Fig. 7.3 for head and tail attribute and predicate
distributions).

CHAPTER 7. CONTINUAL ACTIVE LEARNING

98

In the real world, an agent would receive a stream of inputs from its environment for which it could incrementally ask questions to improve its world
model. Motivated by this setup, we perform incremental active learning as follows. We first pre-train the model on DL drawn from the head of the training
data. We wish to simulate the setting where we first collect some seed data
(which, following the natural distribution, would mostly come from the head),
and then the learning agent actively learns starting from a model pre-trained
on the seed data. After pre-training, we initialize an experience replay buffer
with all pre-training data. Then, an active sampling strategy (described in
Sec. 7.5.1) is used to select B samples from the unlabeled dataset (DU ) to be
labeled by an oracle.
After the selected samples have been labeled, training is divided into two
stages: cross-validation and full model training. Cross-validation is used to
determine the number of epochs for full model training to prevent overfitting
on a small set of new samples; see Appendix B (Sec. B.2.1) for details. After
cross-validation, we reset the model parameters to the beginning of the increment, retrain with the validated hyper-parameters, and optionally re-bias to
the natural data distribution (see Sec. 7.3.2). We then evaluate the model (see
Sec. 7.5) and put all newly labeled examples in the replay buffer and repeat.
We refer to the process of adding new data, cross-validation, training, and
then optional re-biasing as an “increment.”

7.3.2

Methods to Handle Class Imbalance

Because of the long-tailed data distribution, naive training on increments
leads to over-fitting on the head classes; and more generally, hinders learning after the first increment (see Appendix B (Sec. B.4.3)). To address these
challenges, we re-balance mini-batches during increments such that there are
equal amounts of old (frequently represented) data and new (possibly less
frequently represented) data. See Appendix B (Sec. B.2.2) for details. This
allows learning past the first increment; but results in the model learning a
distribution different from the natural distribution. To address this, we perform a re-calibration/bias correction phase after training the model on new
data to adjust its outputs for the natural distribution.
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Bias Correction
Since we train the model on mini-batches consisting of equal splits of new and
old data, the network learns new data better and more quickly, at the cost
of not being properly biased for the natural distribution. One way to remedy
this problem in long-tailed settings is to perform post-hoc bias correction on
network outputs [126,205,228,271,276,296,309]. We perform bias correction in
two stages. After training has completed, we save a copy of all model parameter weights. We then fine-tune the model for a small fixed number of epochs on
all data in the replay buffer using standard mini-batches (i.e., from the natural
distribution). After fine-tuning, we perform class-specific bias correction on
predicates for (s, ?, o) questions and on attributes for (s, p, a?) questions since
these two question types require a class as the answer. Correction is performed
on these two question types independently, but in a similar fashion.
Intuitively, the class-specific bias correction stage learns to adjust classspecific distances to the natural distribution. Our formulation is reminiscent
of Platt scaling [225], which has been effective for model calibration [101].
Specifically, we compute network predictions for all (s, ?, o) or (s, p, a?) questions. We then compute target embeddings for all predicates or attributes in
the class dictionary. We then compute the negative Euclidean distance of each
predicted embedding to all target embeddings, which yields a score indicating
how likely the predicted embedding is to belong to each class. Finally, we train
two parameters per class, α and β, to correct each class score: s ← αs + β.
These parameters are trained by minimizing a cross-entropy loss between the
corrected score and the true label. At the end of these two stages, we evaluate
the model and reset the model parameters back to their values from before
bias correction. Resetting the parameters allows the model to perform better
on balanced distributions and only use bias correction for evaluation in imbalanced settings. We study the impact of re-balancing and bias correction on
model performance in Sec. 7.6.1.

7.3.3

Query-by-Category Framework

One of the challenges in using conventional active sampling methods is that
they rely on the following assumptions: 1) the problem that they are being
applied to contains a balanced set of classes, 2) performance is measured using
accuracy on the test data, and 3) they ask for the label of a specific exam-
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ple. However, we argue that long-tailed distributions are more common in
realistic scenarios and that agents should have the ability to ask more interesting questions beyond asking for just a label. To this end, we propose the
Query-by-Category (QBCat) active learning framework that allows a learner
to ask for examples from specific classes (see Fig. 7.2). To query an oracle
for P samples, the protocol is as follows: 1) provide a dictionary of attribute
and predicate classes to the learner; 2) the learner computes an uncertainty
score for each class; 3) the learner uses weighted random sampling with class
uncertainty scores as weights to select the class distribution for the P samples;
4) the learner queries an oracle for P samples using the class distribution from
3); and 5) the provided samples are combined with replay data and the model
is updated. See Alg. S1 for a detailed overview.

7.3.4

Tail-Based Active Sampling

Using this framework, we propose a simple active sampling method that prioritizes rarely encountered classes. This method assumes that a pre-training
phase has occurred on head classes of the dataset. During active learning,
it assigns class uncertainty scores to tail classes uniformly at random. The
oracle then provides the learner samples for the selected classes uniformly at
random. While simple, conventional active learning methods often do not consider the label distribution of the data to be learned, which can hinder their
performance. We call this method QBCat-Tail as it prioritizes learning tail
examples.

7.3.5

Model Architecture

We describe a simple architecture, inspired by [66], which takes an incomplete
triple (question) as input and outputs a prediction for the missing element
in the triple (see Fig. 7.4 for an architecture depiction). The basic design is
to represent each subject, object, or predicate as a vector. For the subjects
and objects that are bounding boxes, we ROI pool features of ground truth
boxes from a Faster R-CNN object detection model [236] pre-trained on MSCOCO [181] (see Appendix B (Sec. B.2.4)). For predicates and objects that
are strings, we use a lookup-table embedding.
Each triple contains two known elements and one missing element. The
elements are either subject/object vectors s, o ∈ Rdo , a predicate label p ∈
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Figure 7.4: Our architecture for a mini-batch consisting of M questions
(triples) and associated targets. The two elements in the question triple are
processed by their respective embedding network (FO for subjects/objects) or
layer (FP for predicates and FA for attributes). The resulting embeddings are
then concatenated with a trainable Null and processed by the prediction network G, which outputs predicted embeddings. Simultaneously, targets are processed by their respective embedding network/layer (FOT for subjects/objects,
FP T for predicates, and FAT for attributes) to yield target embeddings. Distances between all pairs of predicted and target embeddings are computed
(D) and a categorical cross-entropy loss is computed between D and a target
identity matrix via Eq. 7.1.

R, or an attribute label a ∈ R. We define a feed-forward neural network
FO : Rdo → Rd , which embeds a subject/object vector in d-dimensional space.
Next, we define two embedding layers FA and FP to embed an attribute or
predicate in d-dimensional space respectively. We then define one trainable
N ∈ Rd (for “Null”) per data type to represent the missing element in a triple,
i.e., NA , NP , and NO represent a missing attribute, predicate, or subject/object
respectively.
During training and evaluation, the two known elements in the triple are
embedded in d-dimensional space using the corresponding embedding network/layers, i.e., hs = FO (s), ho = FO (o), hp = FP (p), or ha = FA (a).
Then, the two embedded representations are concatenated with the appropriate trainable vector N to yield an embedded vector h ∈ R3d , where N is
concatenated in the exact location of the missing element in the triple, i.e.,
the question q = (s, ?, o) maps to h = [hs ; NP ; ho ]. This vector h is processed
by another feed-forward network G : R3d → Rd , which outputs the final pre-
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dicted representation for the missing element in the triple. Similarly, we define
a target embedding feed-forward network FOT and two target embedding layers FAT and FP T to embed target subject/objects, attributes, and predicates
in d-dimensional space, respectively.
Metric Learning Loss
Given a mini-batch of M questions, a predicted embedding hq , its associated
target embedding tq , and all pairs between hu and tv in the mini-batch, we
compute the categorical cross-entropy loss as:
 !
exp −∥hq − tq ∥2
L = − log P
,
(7.1)
2
u,v exp (−∥hu − tv ∥ )
which encourages positive pairs to be embedded closer to one another in
feature space. This formulation is equivalent to Neighborhood Component
Analysis loss [96]. While any distance function could be used, we found
Euclidean distance worked best in early experiments, so we use it here.

Model Inference
We evaluate the model in three ways depending on whether the missing element in a triple is a subject/object, a predicate, or an attribute. When the
target to be predicted is a subject or object, we first exploit the fact that the
answer to the proposed question is limited to subjects and objects in the same
scene graph. Thus, we first compute the predicted embedding for the question
and then compute target embeddings for each object in the scene graph. We
then compute the negative Euclidean distance between the predicted embedding and all possible target embeddings to create a score vector for evaluation. For questions with predicate targets, we compute target embeddings for
all possible predicates and a predicted embedding for the question. We then
compute the negative distance between the predicted embedding and all target
embeddings. The process is identical for questions with attribute targets.
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Related Work

Scene graphs have been used for many applications (e.g., visual question answering [15, 148, 197], cross-modal retrieval [288], etc.). Methods have been
developed for scene graph classification, detection, generation [272, 304, 308],
and completion [283]. Scene graph completion includes link prediction, which
we use here.

7.4.1

Link Prediction on Graphs

In the link prediction task, a neural network is provided with two objects for
which it must predict the relationship or “link” between them. In our setting,
a network performs link prediction between objects and node prediction of objects and attributes. Early link predictors were shallow networks that applied
simple algebraic operations on node and link embeddings to model relationships [31, 183, 212, 213, 263, 291, 298] (see [211] for a review). Recently, models
that use a deep neural network to learn relationships have demonstrated more
success due to their expressive power. Knowledge Vault learns to produce
outputs when given concatenated subject, relationship, and object embeddings via a multi-layer perceptron network [66]. Lately, Graph Convolutional
Networks [61, 71, 162, 250] and Transformers [277] have grown in popularity
for processing graph data. Our architecture is inspired by Knowledge Vault,
which was chosen due to its simplicity, allowing us to focus on active sampling.
Although Knowledge Vault has been applied to textual knowledge graphs, we
extend it to visual scene graphs here. Future work could explore alternative
architectures.

7.4.2

Long-Tailed Learning

In long-tailed learning, methods tend to overfit to frequently represented
classes and not generalize to rarely represented classes. There are three
main ways to train with imbalanced data (see [312] for a survey): 1) rebalancing classes (e.g., via re-sampling [47, 70, 130, 195, 256], loss adjustment [37, 55, 160, 270], or logit adjustment [126, 205, 228, 271, 276, 296, 309]),
2) transferring information from a pre-training stage or from more to less
frequent classes [187, 290], or 3) improving model performance via classifier
design [153, 185, 296] or ensembling [102, 289, 315]. Re-balancing strategies
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are the simplest to implement and usually achieve comparable performance
to more complex methods, so we use them here. Only a few long-tailed active learning approaches have been proposed [8, 27, 52, 99]. Similar to [8], we
modify the training setup to make methods more amenable to imbalanced
data. Specifically, we re-balance mini-batches with old and new data and bias
correct model predictions to the long-tailed distribution. We demonstrate the
efficacy of these methods in Sec. 7.6.1.

7.4.3

Active Learning

Active sampling methods attempt to select the fewest informative examples
to be labeled by an oracle [53, 182, 253, 287, 292, 301]. Active learning strategies fall into three categories: model uncertainty [56,57,60,176,249], diversitybased sampling [99,103,210,251], and expected model change [83,145,255,279].
Uncertainty can be quantified using entropy [125, 192, 254], discriminator scores [261], the margin between class probabilities [144, 242], ensembling [21, 86], and model loss [301]. Uncertainty sampling is popular due to
its simplicity and ease of use with neural networks, so we use it here. While
active learning has been widely explored for classification [21, 251, 287], detection [78, 110, 243, 262], and semantic segmentation [155, 193, 260, 299], its
exploration for node/link prediction has been limited [35, 48, 194, 217]. Most
similar to our work are [194,217], which meta-learn an uncertainty-based active
sampler. In contrast, we are the first to perform active learning for node/link
prediction with a single network on scene graphs. We also propose a new way
of performing active learning at the class level.
After active learning is used to select samples, newly labeled samples can
be used to update a model either by resetting its weights and training from
scratch, or by incrementally fine-tuning the model on new and old data. Incrementally updating a model is desirable as it is often more computationally efficient, and transfer can be facilitated among similar examples [20, 62, 159, 221].
The challenge in incremental learning is that when updated on new data, neural networks catastrophically forget previous knowledge [82, 204]. Due to its
success, we adopt experience replay to mitigate catastrophic forgetting. We
store all old data in a buffer, which is an upper bound on incremental performance, allowing us to focus on long-tailed active learning. Future work
could use buffer management to reduce memory size. Incremental long-tailed
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learning is relatively unexplored [7, 19, 130] and has not been applied to visual
attribute and relation prediction, so we study it here.

7.5
7.5.1

Experimental Setup
Baselines

We perform active sampling on a per question type basis, i.e., we select an
equal number of samples from each question type from Sec. 7.3. We compare
four strategies that assign a weight of how likely each unlabeled sample is to
be chosen:
• Random – This is the simplest approach that uses uniform random
weights.
• Least Confident – We compute the highest class score for an example.
We then invert this score so that examples with the smallest top scores
are prioritized.
• Minimum Margin – The margin between the highest and second highest score across all class scores for an example is computed [144,242]. We
then invert this score to assign higher weights to samples with smaller
margins.
• Maximum Entropy – An example weight is defined as the entropy of
softmaxed scores across classes [192, 254, 301].
We first assign a weight to each sample in the unlabeled dataset using
one of these strategies. We then shift each weight, wi , such that the smallest
weight across samples
Pis 1: wi ← wi + (1 − minj wj ). Probabilities are then
defined as pi = wi / j wj and weighted random sampling is used to select
samples to be labeled by an oracle. We also compare two baselines. The pretrain baseline is trained on only pre-training data and evaluated immediately
after. Pre-train is used to initialize the model for each active learner and is a
lower bound. We also train an offline model on all training data, which is an
upper bound. Both models are trained with standard mini-batches without
bias correction.
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Visual Genome Dataset

We conduct experiments on Visual Genome 1.4 [170], which contains 108,249
images, each with annotated scene graphs. We pre-process the dataset following [141], i.e., we partition the data into train (80%), validation (10%), and
test (10%) sets, and filter objects based on size, number of occurrences, and
number of associated relationships. This yields 62,565 train, 5,062 validation,
and 5,096 test images. The resulting dataset has 253 unique attribute classes
(which includes object classes) and 46 unique predicate classes. All (s, p, a)
triples use the same predicate (“has attribute”). Given the image dataset
with one unique scene graph per image, we split each relationship edge and
each attribute edge into three questions (triples). This yields a dataset with
3,474,969 train, 279,273 validation, and 281,739 test questions. Train and
test histograms of attributes and predicates are in Fig. 7.3 and Appendix B
(Fig. B.1), respectively.

7.5.3

Evaluation Protocol and Metrics

We compute performance on the full test set, as well as a test set consisting
of only samples from the tail of the attribute and predicate distributions. We
define head classes as those containing more samples than the mean across
counts over all classes for predicates and attributes separately. This yields
66 head and 187 tail classes for attributes and 9 head and 37 tail classes for
predicates. We highlight head and tail classes in the attribute and predicate
(minus “has attribute”) distributions in Fig. 7.3. More details and a list of
classes are in Appendix B (Sec. B.3).
Given score vectors (from Sec. 7.3.5) and associated one-hot encodings of
the answer, we compute two separate ranking metrics for each of the six unique
question types outlined in Sec. 7.3. Specifically, we compute the area under
the receiver operating characteristic (AUROC) curve and the mean average
precision (mAP). When a subject or object is the target, we use samplewise averaging across individual questions since scene graphs do not contain
a uniform number of objects, i.e., score vectors are different lengths. When a
predicate or attribute is the target, we use micro averaging. While AUROC
treats positive and negative classes equally, mAP emphasizes positive classes
more than negative ones making it more ideal for long-tailed datasets. In
addition to AUROC and mAP, it is also useful to summarize performance
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over all increments. To do this, we define performance of an offline upper
bound as γoffline . Then, given the performance of an incremental learner at
increment t as γt , we define overall performance as:
Ψ=

T
1X
[1 − (γoffline − γt )] ,
T

(7.2)

t=1

over T increments. If the incremental learner performed as well as the offline
method for all increments, then Ψ would equal 1. Higher Ψ values indicate
better performance. Since Ψ is normalized to an offline baseline, it is easier
to compare Ψ scores across question types, metrics, and test sets.

7.6

Results

Each experiment was conducted with 10 random network initializations and
we report the average of each method over all runs. After an initial pretraining phase, all methods performed incremental active learning over 10
increments, where each active sampling method chose 100 samples from each
of the six question types at each increment (i.e., 600 selected samples total per
increment). Additional implementation details are in Appendix B (Sec. B.2),
including all training hyper-parameters. While (s, ?, a) questions are used
during training to provide more attribute questions, we do not report performance on them since it is uninteresting, i.e., it only requires the model to
output that the predicate for an attribute question is “has attribute.” Future
work could explore additional predicates for attribute questions such as “has
color”, “made of material”, etc. In experiments, our QBCat-Tail method uses
the class breakdown from Fig. 7.3 for determining which classes belong to the
tail. Future work could study alternative methods for assigning tail classes
(e.g., keeping tally of the number of times each class has been seen by the
model).
In Fig. 7.5, we plot the Ψ scores of each method averaged over all five question types on each test set using AUROC and mAP. Raw Ψ scores summarizing model performance on each question type are in Appendix B (Table 6.1).
When evaluated on the tail test set, our QBCat-Tail method outperforms
baselines by a large margin. For example, in Fig. 7.5, it outperforms the
closest baselines by 6.7% in average Ψ AUROC and 3.4% in average Ψ mAP.
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Figure 7.5: Average Ψ performance of each active learning method over all
10 increments and five question types when evaluated on the full and tail test
sets.

While performance differences are smaller on the full test set, our QBCat-Tail
method outperforms the closest baselines by 2.6% and 1.2% in average Ψ AUROC and mAP, respectively. The main advantage of our method is its ability
to achieve strong performance on tail data without sacrificing performance on
head data.
To explore performance differences further, we show mAP learning curves
for each active learning method in Fig. 7.6. Learning curves with AUROC
and histograms of selected samples are in Appendix B (Sec. B.4). Across
all increments, our QBCat-Tail method either rivals or outperforms alternative methods across question types and test sets. When evaluated on the full
test set, our QBCat-Tail method outperforms all methods by a large margin
on box-based questions (i.e., (?, p, a), (?, p, o), and (s, p, o?)). For questions
where the agent must predict a predicate (s, ?, o) or an attribute (s, p, a?),
performance of the QBCat-Tail method on the full dataset is similar to other
active learning strategies. QBCat-Tail achieves significant performance improvements across question types on the tail test set.
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Across test sets, the (?, p, a) question appears to be the easiest, yielding
the highest performance values, while the (s, ?, o) and (s, p, a?) questions are
harder, yielding the lowest performance values. This implies that it is easy
for models to identify which box contains a specific attribute (?, p, a), but it is
more difficult for models to predict a specific attribute given a box (s, p, a?) or
a specific predicate given two boxes (s, ?, o). Performance differences among
baseline active learners across test sets are minimal, especially in mAP. This
is because baseline methods do not explore the tail of the distribution and
oversample head data (see histograms in Appendix B (Sec. 7.6.1)). Additional
studies of the active learning baselines on only tail data are in Appendix B
(Sec. 7.6.1). One interesting observation is that models recover most of the
offline performance on the full test set with only 5.5% of the entire labeled
dataset. This is desirable as labeled data is costly to obtain.

7.6.1

Additional Studies

Next, we study several components of our training procedure to identify which
yield the most performance improvement. Specifically, we study the average
Ψ performance of each active learning method in three settings:
• Standard Mini-Batches – We train the model using standard minibatch construction, i.e., batches are sampled uniformly at random without replacement.
• Without Bias Correction – We demonstrate model performance when
using re-balanced mini-batches without bias correction.
• Main Setup – This setup uses re-balanced mini-batches and bias correction.
In Fig. 7.7, we plot the average Ψ AUROC and average Ψ mAP scores of
each method over all five question types. In Appendix B, we provide the raw
Ψ scores for each experiment. On the full test set, we find that performing bias
correction is critical to performance across models; however, our QBCat-Tail
method is most affected by the absence of bias correction. This is expected
as QBCat-Tail prioritizes data from tail classes and its weights must be readjusted for the natural long-tailed distribution via bias correction. On the tail
test set, bias correction does not yield any benefit in terms of average Ψ mAP,

CHAPTER 7. CONTINUAL ACTIVE LEARNING

110

but yields benefit in average Ψ AUROC. When evaluating on both the full and
tail test sets, using standard mini-batches yields slightly worse performance
than using re-balanced batches across methods. It is interesting to note that
our QBCat-Tail method outperforms all other methods on both test sets when
using standard mini-batches. However, all methods exhibit improved performance when trained using re-balanced mini-batches, motivating their need in
long-tailed settings.
Finally, we were interested to see if assigning probabilities to tail samples
based on their frequency improved performance of our QBCat-Tail method. In
our main experiments, tail classes were selected uniformly at random. We comnum samples in class
pare this to assigning each tail class a probability equal to num
samples in dataset .
Results indicate that frequency-based probabilities yield slightly better performance than uniform probabilities, i.e., the mean performance difference was
0.55% Ψ mAP and the maximum performance difference was 1.5% Ψ mAP
across questions and test sets (see Appendix B (Table 6.1)). Future work
could explore more methods for assigning tail probabilities (e.g., class counters, pseudo-labeling).

7.7

Discussion and Conclusion

We proposed new methods and training paradigms for incremental active
learning of long-tailed attributes and relationships. Specifically, we introduced
a new Query-by-Category (QBCat) active learning setup which changes the
framing of how agents ask an oracle for more training data. It assumes access
to a dictionary of class labels and allows models to ask for an example of a particular class instead of following the conventional active learning approach of
asking for a label of an uncertain example. We then proposed the QBCat-Tail
method and showed that when combined with suitable re-biasing, it performs
comparably to existing active learning methods on the natural long-tailed data
distribution, and demonstrates significant performance improvements on tail
classes. This framing opens the door to several future research directions.
It would be interesting to extend to settings where more than one element
in a triple (or a higher order relation) is missing, or to relations spanning multiple images. While we focused on uncertainty-based active learning methods
due to their simplicity, it would also be interesting to explore diversity-based
methods that could exploit the metric space learned by our model. We demon-
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strated that asking for specific classes improved performance over standard
active sampling methods. It would be interesting to develop methods that
exploit this finding to improve tail performance further. Beyond node/link
prediction, our framework could also be extended to full scene graph completion.
Humans and animals interact with their environment to receive supervision
to learn and accumulate knowledge. We introduced a new active learning
framework and demonstrated its effectiveness on a new problem domain (active
learning for scene graph prediction). Further, we introduced a new active
sampling method that queries an oracle for examples of a specific class and
showed that it outperforms existing baselines. This framing paves the way
for future research into how agents should pose questions to an oracle to best
improve performance.
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(h) (?, p, o)

(j) (s, p, o?)

Figure 7.6: Learning curves showing incremental learning performance on
the full test set (7.6a-7.6e) and tail test set (7.6f-7.6j) over 10 increments
for each question type. We also include the performance of pre-train (lower
bound) and full offline (upper bound) models. Each curve is the average over
10 runs and the standard error over runs is denoted by the shaded region. For
plot clarity, the offline upper bound has been removed from the tail plots for
(s, p, a?) and (s, ?, o), where the offline baseline achieved an average mAP of
0.312 and 0.263, respectively.
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(a) Full Test Set (AUROC)

(b) Full Test Set (mAP)

(c) Tail Test Set (AUROC)

(d) Tail Test Set (mAP)
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Figure 7.7: Average Ψ performance of active learners under various setups on
the full and tail test sets. Main Setup uses re-balanced mini-batches and bias
correction. Each result is averaged over five question types.

Chapter 8

Conclusion and Future Work
In this dissertation, we discussed our progress towards developing efficient
learners capable of incrementally learning new information without forgetting
previous knowledge and transferring knowledge to new tasks. Namely, we
achieved the following:
1. We developed two memory efficient replay methods inspired by the mammalian brain. Our ExStream approach uses streaming clustering to update fully-connected layers of a neural network in a streaming setting
and performs well under several different data ordering scenarios known
to induce catastrophic forgetting (Chapter 4). Our REMIND approach
takes inspiration from hippocampal indexing theory [275] and uses tensor quantization to efficiently store mid-level CNN tensors as indicies in
a replay buffer (Chapter 5).
2. We proposed several novel tasks, settings, and metrics for training and
evaluating incremental learners. Specifically, we proposed four data ordering scenarios for evaluating the robustness of streaming learners when
learning from temporally correlated video streams (Chapter 4). We
also proposed a new metric that compares a streaming learner’s performance to an offline baseline (Chapter 4). We further proposed experimental baselines, protocols, and metrics for training streaming VQA
models, which can enable more multi-modal streaming learners in the
future (Chapter 5). Finally, we proposed experimental baselines and
114
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protocols for training incremental learners on analogical reasoning tasks
(Chapter 6) and for attribute and relationship prediction in visual scenes
(Chapter 7).
3. We demonstrated that incremental learners can be used for large-scale
learning of high-dimensional tasks. Our simple SLDA baseline outperforms existing methods on the 1,000 class ImageNet dataset, while running over 100 times faster and using 1,000 times less memory (Chapter 3). Our REMIND approach is universal and can be applied to largescale image classification or multi-modal VQA tasks (Chapter 5). We
also demonstrated how selective replay policies can yield improved performance on streaming analogical reasoning tasks (Chapter 6). Finally,
we demonstrated how active sampling methods can yield improved performance for incremental learning of attributes and relationships in visual scenes (Chapter 7).
Each of our developments contribute to lifelong model efficiency in a different way. The Deep SLDA model developed in Chapter 3 is a simple baseline
that requires very little memory overhead and competes with state-of-the-art
models while running over 100 times faster. The ExStream and REMIND
models developed in Chapter 4 and Chapter 5 respectively reduce memory requirements by using clustering mechanisms to store replay samples. In Chapter 6, we demonstrated that selectively choosing which samples to replay can
yield improved performance for lifelong analogical reasoning tasks. Similarly,
in Chapter 7, we demonstrated that using active sampling to choose data for
updating an incremental learner can yield improved performance when predicting long-tailed visual attributes and relationships. Beyond model improvements, using selective replay policies and active sampling methods is desirable
since updating models on a subset of data is more computationally efficient
than updating on all data.

8.1

Future Work

While this dissertation made progress towards achieving more efficient lifelong learning on several different tasks, there are still several open problems
and future research directions that must be considered to further advance the
field. First, to advance supervised streaming classification, we need larger and
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more standardized datasets and benchmarks. Ideally, datasets would contain
hundreds to thousands of object categories and consist of temporally ordered
frames (e.g., videos) collected in natural environments. While video datasets
such as CORe50 [188] and Stream-51 [239] are a step in this direction, both
datasets consist of fewer than 100 categories, which do not allow researchers to
test how well models scale. On the other hand, the ImageNet dataset contains
static images from 1,000 unique categories, which is helpful for scaling models
up, but not ideal since learning from static images is not always possible for
deployed agents learning from video streams. Since humans and animals learn
from temporally ordered data streams containing many categories, it would
be ideal to train agents in a similar fashion, especially for deployment in the
real world.
Beyond developing benchmarks and models for incremental supervised
learning problems, future work should also explore open world learning [23].
Open world learning combines incremental learning and open set classification [24, 208, 218], which requires an agent to identify unknown instances as
unknown and then learn them. These capabilities are necessary for safety
critical applications such as self-driving cars where an agent must be capable
of adapting to unknown inputs in real-time.
Moreover, future work should also investigate incremental learning techniques applied to biased data distributions and/or additional long-tailed data
distributions. In Chapter 7, we made progress towards developing machine
learning agents that perform well on long-tailed datasets, where some categories are represented by many examples and other categories contain very
few samples. Beyond these capabilities, agents must also be able to perform
well when the distribution of the training dataset does not match the distribution of the testing dataset. Both of these problems are challenging for
neural networks, which often latch onto spurious correlations in the dataset
when making predictions [151, 313]. However, overcoming these challenges is
necessary for model generalization and for deploying models in natural settings. This is because the natural world contains highly imbalanced object
categories and object appearance variations and we expect agents to work
well when faced with each of these scenarios. These capabilities are especially
critical when data arrives in an incremental fashion, since we cannot expect
the data to arrive in a perfectly balanced or unbiased way.
Further, there are several biological elements missing from artificial neu-
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ral networks that could serve as inspiration for future model development
(see [116] for a review). For example, neuroscientists have evidence that the
hippocampus and medial prefrontal cortex use unsupervised Hebbian learning
and error-driven learning mechanisms [215]. While this dissertation focused
on supervised learning, future research could build on previous developments
in unsupervised lifelong learning [69,175,295] and self-supervised learning [87]
to more closely align artificial network learning mechanisms with biology. Biological inspiration could also be used to improve generative replay models
for lifelong learning [69, 158, 216, 257]. The current challenge in this setting is
scaling generative lifelong learners to large datasets without excessive memory or compute resources. Future research could also study mechanisms to
facilitate forward knowledge transfer, possibly using curriculum learning [25],
since humans and animals rapidly learn new information via transfer of similar
knowledge.
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Appendix A

Additional Details for
REMIND
In this Appendix, we provide additional parameter settings and additional
experimental results related to the REMIND model developed in Chapter 5.

A.1

Parameter Settings

We provide parameter settings for REMIND and the offline models in Table A.1. For the image classification experiments, we use the ResNet-18 imTable A.1: Training parameter settings for REMIND and Offline models.
Parameters
Optimizer
Learning Rate
Momentum
Weight Decay
Streaming Batch Size
Offline Batch Size
Offline Epochs
Offline LR Decay

ImageNet

CORe50

TDIUC

CLEVR

SGD
0.1
0.9
1e-4
51
128
90
[30,60]

SGD
0.01
0.9
1e-4
21
256
40
[15,30]

Adamax
2e-3
51
512
20
-

Adamax
3e-4
51
64
20
-
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plementation from the PyTorch Torchvision package. For the offline ImageNet
model, we use standard data augmentation of random resized crops and random flips at 224×224 pixels. We employ per-class learning rate decay for
REMIND on ImageNet, using 0.1 as the starting learning rate and decaying it such that the learning rate becomes 0.001 after seeing all new samples
for a class, at a step size of 100 new instances. For the k-means variant
of REMIND, we use a codebook size of 10000 for ImageNet, and we found
that increasing the codebook size yielded only marginal performance improvements. For CORe50, we do not use data augmentation with REMIND, as it
harms performance. Unlike batch methods, REMIND learns one class at a
time instance-by-instance.
To train REMIND on ImageNet in the incremental batch setting, we follow
a paradigm similar to the incremental batch paradigm used by [234,297]. The
base initialization stage for REMIND remains the same, where it trains offline
on 100 classes and then subsequently trains the product quantizer and stores
indices for previous examples in its memory buffer. We subject REMIND to
the same buffer size during incremental batch learning as we do for streaming
learning, which equates to 1.51 GB or compressed representations for 959,665
examples. After base initialization, REMIND receives the next batch of 100
classes of data and mixes in all of the data from its replay buffer. It then
loops over this data for 40 epochs, where the learning rate starts at 0.1 and
is decayed by a factor of 10 at epochs 15 and 30. After looping over a batch,
REMIND updates its replay buffer by storing new samples until it is full,
and then randomly replacing samples from the class with the most examples.
Consistent with our streaming experiments, the incremental batch version of
REMIND uses random resized crops and mixup augmentation.
For ExStream on the image classification experiments, we use 20 prototype
vectors per class and the same parameters as the offline models. For SLDA on
all experiments, we use shrinkage regularization of 10−4 . Both ExStream and
SLDA learn classes one at a time, instance-by-instance. For ImageNet, the
parameters of iCaRL are kept the same as [234]. Similarly, the parameters for
Unified and BiC on ImageNet are from [128] and [297], respectively. For the
batch versions of CORe50 with iCaRL, Unified, and BiC, we train each batch
for 60 epochs with a batch size of 64, weight decay of 1e-4, and a learning rate
of 0.01 that we lower at epochs 20 and 40 by a factor of 5. For the streaming
versions of iCaRL, Unified, and BiC, we set the number of epochs to 1 and
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the batch size to 51 and 21 for ImageNet and CORe50, respectively.
For MAC, we use the publicly available PyTorch implementation
(https://github.com/IBM/mi-prometheus). For SAN, we use our own PyTorch implementation. For ExStream on TDIUC, we use an MLP with layer
sizes [4096, 1024, 1480], lr = 2e-3, dropout with probability 0.5, Adamax optimizer, batch size of 512, and store 2500 exemplars per class. For ExStream on
CLEVR, we use an MLP with layer sizes [3072, 1024, 28], lr = 2e-3, dropout
with probability 0.5, Adamax optimizer, batch size of 512, and store 65 exemplars per class. For TDIUC and CLEVR, we chose the number of exemplars
to consist of roughly 10% of the dataset size.

A.2

Where Should ResNet-18 be Quantized?

Following others, we used ResNet-18 for our incremental learning image classification experiments. This constrained the layers we could choose for quantization. If we quantized earlier in the network, the spatial dimensions of the
feature tensor would be too large, resulting in much greater auxiliary storage
requirements (see Fig. A.1). For example, in our ImageNet experiments, if we
chose layer 3 of ResNet-18 for quantization, it would require 129 GB to store a
representation of the entire training dataset; in contrast, the layer we used in
our main experiments would require only 2 GB to store the entire training set.
It is also a more biologically sensible layer to choose based on the connectivity
of the hippocampus to visual processing areas.
If the architecture of ResNet-18 was altered to decrease the spatial dimensions earlier in the network, with a corresponding increase in the feature
dimensions, this would allow us to quantize earlier in the network. However,
this would prevent us from comparing directly to prior work and may require
a considerable amount of architectural search to find a good compromise.

A.3
A.3.1

Additional Image Classification Experiments
Buffer Size Comparisons

Since REMIND and several other comparison models use replay as their main
mechanism for mitigating forgetting, we were interested in examining how
changes to the replay buffer size affected model performance on both ImageNet
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and CORe50. In Fig. A.2, we compare the performance of the incremental
batch versions of iCaRL, Unified, and BiC on ImageNet at buffer sizes of
5K exemplars = 0.75 GB, 10K exemplars = 1.51 GB, and 20K exemplars
= 3.01 GB, which are equivalent to REMIND storing 479,665 compressed
samples = 0.75 GB, 959,665 compressed samples = 1.51 GB, and 1,281,167
compressed samples (full dataset) = 2.01 GB respectively. Note that this plot
shows the performance of iCaRL, Unified, and BiC in the batch setting, but
shows REMIND in the streaming setting, which is consistent with our main
experiments.
These results demonstrate that REMIND and BiC are the top performers
when a memory buffer of 0.75 GB is used, but BiC is the top performer when
a memory buffer of 1.51 GB or 3.01 GB is used. However, REMIND rivals
BiC’s performance at both of these larger buffer sizes, only underperforming
by 4% and 6.6% at 1.51 GB and 3.01 GB, respectively. It should be noted
that BiC requires nearly 65 hours to train in incremental batch mode on ImageNet with a buffer size of 1.51 GB, whereas REMIND requires less than
12 hours with the same buffer size. Additionally, REMIND’s performance is
less dependent on the size of the buffer than BiC. That is, the difference between REMIND’s performance at 0.75 GB and 3.01 GB is only 1.3% in terms
of Ωall , whereas the difference between BiC’s performance is 7.9%, indicating that BiC is highly sensitive to the amount of storage allotted for replay.
Additionally, while comparison models require 3.01 GB for the largest buffer
size, REMIND’s buffer size never exceeds 2.01 GB. Regardless, REMIND still
achieves remarkable performance and rivals the state-of-the-art BiC model,
even in the incremental batch setting.
In Fig. A.3, we study the performance of the same models in both streaming and incremental batch mode on the CORe50 dataset. We study the performance of iCaRL, Unified, and BiC with buffer sizes of 50 exemplars = 7.53 MB,
100 exemplars = 15.05 MB, and 200 exemplars = 30.11 MB, which are equivalent to storing 4,465 compressed samples = 7.53 MB and 6,000 compressed
samples (full dataset) = 9.93 MB respectively for REMIND. Our model is
run in the streaming paradigm for both plots and outperforms all comparison
models, regardless of the training paradigm, across all buffer sizes. This is remarkable since REMIND uses only 1⁄3 the amount of memory as compared to
comparison models at 200 exemplars. Moreover, all of these comparison models use large amounts of additional memory to cache the information needed
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for distillation before learning a batch, which REMIND does not require.

A.3.2

Updating Only θF

Since REMIND only updates θF , it begs the question: is REMIND’s superior
performance a result of keeping θG fixed during incremental training? To
answer this, we explore how other models perform when only θF is updated.
On ImageNet, iCaRL, Unified, and BiC experience an absolute drop in Ωall
performance by 10.6%, 2.7%, and 2.8%, respectively when only θF is plastic.
This performance degradation indicates that this architectural choice actually
harms competitors and does not provide REMIND with an unfair advantage.

A.3.3

Changing F (·) and G(·)

One of the novelties of REMIND is the use of mid-level CNN features for
training θF . However, choosing where to extract features to train the PQ is
an open question. In Fig, A.4, we find that adding more trainable layers to
θF improves accuracy on CORe50, but it has diminishing returns and there
is a greater memory burden since features earlier in the network have larger
spatial dimensions.

A.3.4

Varying PQ Settings

REMIND’s performance is dependent on the quality of tensor reconstructions
used for training F (·). Since we use PQ to reconstruct samples from the replay buffer for REMIND, the performance is dependent on: 1) the number
of codebooks used and 2) the size of the codebooks. We study performance
on CORe50 as a function of the number of codebooks and codebook size in
Fig. A.4. We find that the performance improves as the number of codebooks
and codebook size increase. However, memory efficiency decreases when these
values are increased, so, we choose the number of codebooks to be 32 and
codebook size to be 256 for our main experiments, making a trade-off between
accuracy and memory efficiency. Since REMIND’s performance is nearly unaffected by storing only 4465 samples compared to 6000, i.e., the entire CORe50
dataset, (see Fig. A.3), we store the entire training set in the replay buffer for
these additional studies.
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Table A.2: Average accuracy (µall ) results for each dataset and ordering. For
CORe50, we report the average over 10 runs. The best streaming model for
each dataset and ordering is highlighted in bold.
ImageNet
Model Type

Streaming

Incremental Batch

Upper Bounds

A.3.5

CORe50

Model

cls iid

iid

cls iid

inst

cls inst

Fine-Tune (θF )
ExStream
SLDA
iCaRL
Unified
BiC
REMIND

26.80
52.65
69.28
28.61
56.77
40.64
78.68

88.72
87.97
90.16
91.00

11.95
48.01
53.87
37.88
23.18
16.08
55.35

76.27
83.72
86.52
88.08

11.95
46.91
53.99
35.46
24.00
16.68
55.42

iCaRL
Unified
BiC
REMIND

63.59
76.56
82.38
80.55

-

41.94
40.03
35.08
-

-

42.10
41.19
39.24
-

Offline (θF )
Offline

85.52
91.95

91.32
92.35

55.80
56.99

88.56
89.93

55.88
56.94

Altering Replay

In our main experiments, each replay set contained 20 and 50 reconstructed
samples for CORe50 and ImageNet, respectively. In Fig. A.4, we study performance on CORe50 as a function of the number of replay samples. We found
that performance degrades on CORe50 when we use more than 20 samples for
replay. We hypothesize that since CORe50 has fewer samples, larger replay
sizes cause overfitting, thereby degrading the performance. However, performance increases by 0.6% for ImageNet (in terms of Ωall ), when the number of
replay samples is increased from 20 to 50, which is the reason for using 50 samples in our main ImageNet experiments. Similar to the study of various PQ
settings with REMIND on CORe50, we again store the entire training set in
the replay buffer for this study on CORe50 due to the negligible performance
difference (see Fig. A.3).
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Table A.3: Average accuracy (µall ) results for CORe50 with their associated
standard deviations over 10 runs with different permutations of the data. The
streaming models are at the top of the table, while the upper bounds are at
the bottom. The best model for each ordering is highlighted in bold.
Model
Fine-Tune (θF )
ExStream
SLDA
iCaRL
Unified
BiC
REMIND
Offline (θF )
Offline

A.3.6

iid

cls iid

inst

cls inst

88.72±1.57
87.97±0.83
90.16±0.63
91.00±0.58

11.95±0.02
48.01±2.17
53.87±0.79
37.88±3.41
23.18±5.47
16.08±1.93
55.35±0.95

76.27±4.44
83.72±1.78
86.52±1.12
88.08±1.33

11.95±0.03
46.91±2.35
53.99±0.82
35.46±2.89
24.00±5.69
16.68±2.00
55.42±0.86

91.32±0.42
92.35±0.40

55.80±0.61
56.99±0.48

88.56±1.04
89.93±0.78

55.88±0.60
56.94±0.46

Average Accuracy for ImageNet and CORe50

In Chapter 5, we present Ωall , which makes it easy to compare across datasets,
orderings, and paradigms. However, it can hide the raw performance of the
models. Following others [42, 128, 234, 297], we provide the average accuracy
metric over all testing intervals, i.e.,
µall

T
1X
=
αt ,
T

(A.1)

t=1

where T is the total number of testing events and αt is the accuracy of the
model for test t. We provide µall results in Table A.2, which shows the top-5
accuracy for ImageNet and top-1 accuracy for CORe50. When using these
metrics, REMIND is still the top streaming performer and competitive in the
incremental batch setting on ImageNet. CORe50 results for the class orderings
are lower because we test on all test data at every interval, which includes
classes that are yet to be seen. This leads to low accuracies for the unseen
classes, which affects µall .
On CORe50 we also report the average accuracy and associated standard
deviation values over 10 runs with different permutations of the dataset in
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Table A.3. Overall, the iid and instance orderings yielded the highest model
performances, making them easiest, while the class orderings resulted in much
worse performance, making them hardest. REMIND’s results are statistically
significantly different from each of the comparison models for all four data
orderings according to a Student’s t-test at a 99% confidence interval.

A.4
A.4.1

Additional VQA Experiments
REMIND Performance for Various Buffer Sizes

In Table A.4, we provide additional results for REMIND on TDIUC and
CLEVR with buffer sizes that consist of 25%, 50%, 75%, and 100% of the
samples from the entire training set. Overall, we see that REMIND performs
remarkably well with a limited buffer size. For example, the model trained
with only a 25% buffer size rivals, and in some cases outperforms, the model
with a 100% buffer size.

A.4.2

Learning Curves and Qualitative Examples

We provide learning curves for each of the main VQA experiments in Fig. A.5
and qualitative examples in Fig. A.6. REMIND’s learning curve closely follows
the offline curve for the q-type ordering of both the TDIUC and CLEVR
datasets. This indicates that our model is able to learn new q-types without
forgetting old q-types. For the iid ordering of TDIUC, the accuracy remains
more or less constant after the first increment and for the iid ordering of
CLEVR, the accuracy increases at a slower rate than the offline model. We
believe that training with samples ordered by q-type may have acted as a
natural curriculum for REMIND, providing more benefits to the VQA model.
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Table A.4: Ωall results for REMIND with various buffer sizes on streaming
VQA.
TDIUC
Buf. Size

CLEVR

iid

q-type

iid

q-type

25%
50%
75%
100%

0.914
0.917
0.919
0.914

0.936
0.919
0.914
0.931

0.724
0.720
0.722
0.723

0.960
0.979
0.984
0.985

Offline

1.000

1.000

1.000

1.000
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Figure A.1: Auxiliary storage required to store quantized CNN features for the
entire dataset as a function of the percentage of ResNet-18 parameters used
in the top of the CNN, F (·), which are updated during streaming learning in
REMIND. Storage requirements are shown for CORe50 (top) and ImageNet
(bottom). The star denotes parameters used for our main experiments.
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Figure A.2: Performance as a function of buffer size for various batch comparison models on ImageNet.
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Figure A.3: Performance as a function of buffer size for various streaming
(top) and batch (bottom) comparison models on CORe50. Each bar is the
average over 10 permutations.
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Figure A.4: Additional experiments with REMIND on CORe50. From left to
right, top to bottom, performance as a function of: 1) trainable parameters,
2) codebook size, 3) number of codebooks, and 4) number of replay samples
(r). The values used for our main experiments are denoted with a yellow star
and each dashed line is the average of 10 runs.
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Figure A.5: Learning curves for each ordering of the TDIUC (top row) and
CLEVR (bottom row) datasets. We provide curves from the REMIND model
trained with 50% buffer size.
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Q: What color is the in bounds
area of the tennis court?
GT: Blue REMIND: Green
Q.Type: Color Recognition

Q: What number of tiny things
are both on the left side of the
gray shiny sphere and to the
right of the brown rubber cube?
GT: 1 REMIND: 1
Q.Type: Counting

Q: How many people are
shown on the tv show?
GT: 1 REMIND: 1
Q.Type: Counting

Q: Are the big brown ball that is
on the right side of the big metal
cylinder and the sphere on the
left side of the small metallic ball
made of the same material?
GT: yes REMIND: no
Q.Type: Material Comparison
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Q: Is there a dining table in the
picture?
GT: yes REMIND: yes
Q.Type: Object Presence

Q: Is the number of tiny yellow
matte things on the left side of
the small yellow matte object
less than the number of cyan
metal cylinders that are left of
the cyan shiny thing?
GT: no REMIND: no
Q.Type: Integer Comparison

Figure A.6: Qualitative VQA examples on the TDIUC (top row) and CLEVR
(bottom row) datasets. We provide examples from the REMIND model
trained with 50% buffer size on the q-type ordering for both datasets.

Appendix B

Additional Details for
Long-Tailed Active Learning
In this Appendix, we provide additional implementation details, parameter
settings, and experimental results related to the long-tailed active learning
framework developed in Chapter 7.

B.1

Algorithmic Overview of the
Query-by-Category Active Learning Protocol

A high-level overview of the Query-by-Category active learning protocol is in
Alg. S1. To query an oracle for P samples, the protocol is as follows: 1) provide
a dictionary of attribute and predicate classes to the learner; 2) the learner
computes an uncertainty score for each class; 3) the learner uses weighted
random sampling with class uncertainty scores as weights to select the class
distribution for the P samples; 4) the learner queries an oracle for P samples
using the class distribution from 3); and 5) the provided samples are combined
with replay data and the model is updated. Note that this setup requires an
initial class dictionary to be provided to the agent. This class dictionary could
be initialized using an existing dataset and a human annotator could add more
classes to the dictionary over time as scene conditions or objects change.
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Algorithm S1: Query-by-Category Active Learning Protocol
Data: Dictionary of classes (C); Dictionary of question types (Q);
Number of active samples to query per increment per question
type (P ), Replay buffer containing all pre-training data (R)
Result: Updated model
while increment do
Initialize empty dictionary U for class uncertainty scores;
for c in C do
Compute uncertainty score s for class c;
Store uncertainty score: U[c] ← s;
end
Initialize empty active learning data buffer B;
for q in Q do
Sample P classes randomly using class uncertainty scores U as
weights;
for c in P do
Query oracle for example from class c of question type q;
Add new example to buffer B;
end
end
Update model with data from B and R;
Add data from B to replay buffer R;
end

B.1.1

QBCat-Tail Active Sampling

Using the Query-by-Category active learning framework, we propose the
QBCat-Tail active sampling method that assigns class uncertainty scores to
tail classes uniformly at random. In a deployed setting, one way the QBCatTail method could identify samples as belonging to tail classes is by keeping
a count of how many times each class in the class dictionary is visited. Those
classes which have been rarely visited would be considered tail classes and
assigned a uniform random probability of being selected. Those classes which
have been frequently visited would be considered head classes and assigned a
probability of zero. Note that QBCat-Tail is just one way of assigning class
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uncertainty scores and alternative ways of assigning scores using the QBCat
framework is an area for future work.

B.2

Method Details

We include additional details related to our training paradigm, model architecture, and implementation details in the following subsections.

B.2.1

Cross Validation

To perform cross-validation, we first use stratified random sampling to split
the experience replay buffer and newly labeled samples into k separate folds
each, where k is a hyper-parameter. Then, we combine (k − 1) folds from the
experience replay buffer and new samples together to form a training set, and
use the remaining held-out sets as a validation set. We train the model on the
training set and compute validation loss each epoch. Once the validation loss
has not improved for a pre-defined number of epochs (patience), we record
the epoch where the model achieved the best validation loss and end crossvalidation. While cross-validation is traditionally performed in k separate
rounds, we found that using a single round of training/validation was sufficient
for determining the optimal number of epochs and reduces compute time, so
we use this approach.

B.2.2

Re-Balanced Mini-Batches

Since our active sampling methods select very few examples to be labeled in
each increment, there is a large imbalance between old samples in the experience replay buffer and newly labeled examples. Further, there is a large
imbalance between samples from more frequently and less frequently represented classes due to the long-tailed nature of the training data. To deal with
these data imbalances, we perform an epoch in the following way. We iterate
over newly labeled examples by selecting a fixed number M/2 at each iteration
to be included in a mini-batch of size M . After we have iterated over all new
data, we shuffle the new data and begin another epoch.
Simultaneously we iterate over all data in the experience replay buffer.
For each batch selected from the replay buffer, we first perform hard negative
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mining to determine which pairs of samples are the most difficult in the batch.
Given a batch of replay samples, we perform hard negative mining in the
following way. We first find all samples in the mini-batch where the correct
answer is not in the top-ℓ predictions output by the network and pair the
question example with its top predicted incorrect answer. These hard negative
pairs are then added to a buffer of negatives that is updated each iteration. We
use a buffer of negatives to keep track of positive/negative pairs that the model
struggles with throughout the increment to ensure that the model maintains
performance on previous data.
After hard negative mining, we randomly select M/4 pairs of negatives
from the buffer to be included in the mini-batch with new examples (i.e., M/2
total old samples). After we combine the new samples with the negatives, we
update the model for a single iteration. Once we have iterated over the entire
experience replay buffer, we shuffle the replay buffer data and begin iterating
again. We empty the hard negative buffer at the end of each active learning
increment. Since our cross-validation procedure faces the same imbalance
problem of many old samples to very few new samples, we use this same
re-balanced mini-batch selection procedure to form balanced batches during
both the training and validation stages of the cross-validation training stage.
We compare this re-balanced mini-batch selection process (which presents an
equal number of new and old examples to the model in each batch) to standard
mini-batch creation, i.e., uniform random sampling over a combination of new
and old data, in our experiments (see Fig. 7.7 and Sec. B.4.3).

B.2.3

Model Training

Here, we describe the model training procedure from Sec. 7.3.5 in more detail.
Given a mini-batch of M questions and associated targets, we train the model
using metric learning. More specifically, for the M questions, we compute
the M predicted representations in embedding space and their associated M
target representations. We then compute pairwise distances between all combinations of question and target representations using the Euclidean distance
metric. That is, we compute a distance matrix D ∈ RM ×M such that values
on the diagonal of the matrix indicate the distance between a predicted embedding representation and the true associated target representation. Values
on the off-diagonal indicate distances between unassociated question/target
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pairs. This formulation allows us to treat distances between true questions
and targets as positives during training, while distances between unassociated
questions and targets are treated as negatives. Formally, given a mini-batch
of M questions and targets, we compute the loss for a positive pair as follows.
First, we compute a question embedding hq and its associated target embedding tq . Then, given all batch pairs between question embeddings and target
embeddings located at indices u and v respectively, we compute a categorical
cross-entropy loss for the positive pair as:
 !
exp −∥hq − tq ∥2
L = − log P
,
(B.1)
2
u,v exp (−∥hu − tv ∥ )
which encourages positive pairs to be embedded closer to one another in feature
space. This formulation is equivalent to Neighborhood Component Analysis
loss [96]. While any distance function could be used, we found Euclidean
distance worked best in early experiments, so we use it here.

B.2.4

Implementation Details

All feed-forward neural networks in the model architecture use the same network consisting of two layers with 256 units in the first layer and 128 units
in the second layer. The first layer is a fully-connected layer with batch norm
and a Mish activation function [206], which helps prevent gradient vanishing.
The second layer is the same as the first, but replaces the Mish activation with
a sigmoid activation such that all output vector entries are between zero and
one, which is useful when computing Euclidean distances between vectors.
For cross-validation and full model training, models are trained using
stochastic gradient descent with a learning rate of 0.01, a weight decay factor
of 10−5 , a momentum value of 0.9, and a re-balanced mini-batch size of 512
(i.e., 256 new samples and 256 old samples). Before selecting 256 old samples
to be included in the mini-batch, we use a batch size of 800 samples from
the replay buffer to perform hard negative mining. For choosing the number
of training epochs, we use a cross-validation k value of 5, a cross-validation
patience of 10, a validation batch size of 512, and set a maximum limit of 100
epochs. For hard negative mining, we use a top-ℓ value of 3. For the first
stage of bias correction, we use the Adam optimizer and train for 10 epochs
with a learning rate of 0.01 and cosine annealing. For the second stage of bias
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correction, we use the LBFGS optimizer and train for 500 iterations with a
learning rate of 0.01.
For pre-training models, offline upper bound models, and experiments using standard mini-batches, we use a batch size of 256. We pre-train on 2,500
samples randomly selected from each head predicate class (minus “has attribute”) and head attribute class, which results in 185,000 pre-training samples. We found pre-training for 1 epoch was sufficient for model convergence
and using more epochs for pre-training caused overfitting to the head classes.
We train the offline upper bounds for 25 epochs.
To encode subjects and objects as vectors, we first pre-train a Faster RCNN object detection model [236] with a ResNet-50 backbone on the MS
COCO dataset [181]. We then use the Faster R-CNN model to extract 1024dimensional feature vectors after the ROI pooling layer for all ground truth
object boxes in all scene graphs. Since we are focused on the node/link prediction task rather than object detection, we assume access to ground truth
boxes; however, future work could explore node/link prediction performance
when using boxes generated from the region proposal network of the object
detection network. We train the Faster R-CNN model from torchvision using
the following hyper-parameters: backbone=ResNet-50, optimizer=stochastic
gradient descent, learning rate=0.02, learning rate decays by a factor of 10 at
epochs 16 and 22, momentum=0.9, aspect ratio group factor=3, batch size=2,
data augmentation=horizontal flips, epochs=26, weight decay=0.0001, across
8 GPUs. After training, this model achieves an average precision value (at
Intersection over Union (IoU) of 0.5) of 50.7% when evaluated on the COCO
mini-val set. In all experiments, we assume access to pre-annotated scene
graphs from the Visual Genome dataset, i.e., we do not use predicted scene
graphs from a model. However, using predicted scene graphs could be explored
in future work.

B.3

Dataset Details

To partition attribute and predicate categories into head and tail classes, we
do the following. For attributes, we first compute the number of samples for
each class represented in the training dataset. We then compute the mean
across counts of all classes, which is equal to 10,973 samples. We then define
head attribute classes as those classes containing more than 10,000 samples in
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(b) Predicates

Figure B.1: Histograms of attribute and predicate test distributions.

the training set and tail attribute classes as those containing fewer than 10,000
samples. Similarly, for predicates, we first compute the number of samples for
each class in the training dataset, with the exception of the “has attribute”
predicate. The mean across predicate counts is equal to 15,525 samples. Head
predicate classes are then defined as those classes containing more than 15,000
samples and tail predicate classes are defined as those classes containing fewer
than 15,000 samples. This yields 66 head attribute classes, 187 tail attribute
classes, 9 head predicate classes (which includes “has attribute”), and 37 tail
predicate classes. Histograms of the counts of all training samples for attribute
and predicate classes sorted from smallest to largest are in Fig. 7.3. The
associated histograms containing the counts of all test samples are in Fig. B.1.
Note that both the train and test distributions are long-tailed. We provide lists
of the exact head and tail classes for attributes and predicates below, which
are sorted from most to least frequently represented in the training dataset.
Attribute Head Classes:
[white, black, tree, man, green, blue, brown, shirt,
wall, building, window, sky, red, ground, head,
grass, person, large, woman, hair, table, leg,
yellow, cloud, sign, gray, car, wooden, pant, grey,
fence, hand, water, chair, shadow, small, floor,
tall, door, jacket, leaf, road, line, plate, long,
field, sidewalk, arm, dark, standing, background,
people, boy, clear, face, street, snow, metal, ear,
bush, short, girl, pole, orange, light, bag]
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Attribute Tail Classes:
[here, tan, track, shoe, jean, glass, bus, picture,
tile, sitting, plant, train, wheel, pillow, branch,
bench, giraffe, rock, silver, tire, umbrella, roof,
tail, pink, wood, dirt, stripe, horse, elephant,
short, flower, big, food, boat, dog, parked, zebra,
coat, hat, bowl, box, hill, mountain, reflection,
neck, brick, wave, cloudy, cabinet, walking, young,
round, striped, bike, house, trunk, open, counter,
helmet, top, cat, handle, mirror, foot, glass,
board, bed, motorcycle, back, clock, ceiling, cow,
bottle, animal, truck, curtain, beach, frame, sand,
banana, shelf, paper, seat, bear, bird, cup, photo,
lady, purple, pizza, ocean, smiling, bare, sheep,
lamp, plastic, windshield, blonde, part, empty, wire,
skateboard, nose, old, child, wing, letter, book,
player, container, looking, wet, railing, kite,
design, plane, stand, basket, sink, edge, wood,
ski, surfboard, bright, towel, brick, cap, logo,
beige, post, writing, finger, vehicle, playing,
concrete, stone, hanging, glove, orange, dirty, calm,
boot, engine, tie, pot, spot, apple, light, little,
colorful, flag, glasses, mouth, grassy, square, dry,
thick, painted, paw, gold, closed, shiny, word,
sock, thin, stone, one, light brown, part, leather,
distant, flying, eye, on, ball, headlight,
rectangular, sticker, number, horn, hole, sunglass,
sliced, button, knob, key, tennis]
Predicate Head Classes:
[has attibute, on, has, in, wearing, of, behind, with,
near]
Predicate Tail Classes:
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Table B.1: Accuracy of the Pre-Train and Offline baselines on each question
type evaluated on the full and tail test sets. Each result is the average over
10 runs and used to compute the Ψ metric.
AUROC
(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

(?, p, a)

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

Full Test Set
Pre-Train
0.716
Offline
0.878

0.769
0.951

0.691
0.794

0.710
0.913

0.663
0.776

0.483
0.675

0.071
0.175

0.460
0.566

0.111
0.288

0.400
0.510

Tail Test Set
Pre-Train
0.515
Offline
0.895

0.368
0.960

0.565
0.759

0.402
0.906

0.558
0.783

0.279
0.708

0.003
0.312

0.327
0.515

0.016
0.263

0.311
0.532

Baseline

(?, p, a)

mAP

[next to, on top of, holding, by, under,
in front of, wears, above, sitting on, standing on,
beside, riding, on side of, standing in, over, at,
walking on, attached to, around, hanging on, covering,
below, sitting in, eating, carrying, laying on,
against, have, parked on, for, along, looking at,
belonging to, inside, and, made of, covered in]

B.4

Additional Results

We include a table with baseline model performances as well as raw Ψ scores
for our main experiments from Sec. 7.6. We then include learning curves of our
main results using the AUROC metric. We then provide tables containing the
raw Ψ scores for several additional studies involving standard mini-batches,
the performance of active learning methods using re-balanced mini-batches
without bias correction, and the performance of active learning methods when
selecting samples from only tail attribute classes and tail predicate classes.
Additionally, we include histogram distributions of the number of samples
selected from each attribute class and predicate class by each active learning
method.
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Main Results Tables

Table B.1 contains raw accuracies for the Pre-Train and Offline baseline models
across question types and test sets. Note that these Offline accuracy values
are used for normalization with our Ψ metric.
Table 6.1 contains the raw Ψ scores for each active learning method across
question types and test sets for our main experiments from Sec. 7.6. Note
that these are the raw Ψ scores that are averaged across question types to
generate Fig. 7.5. QBCat-Tail represents the main version of our Tail method
that selects classes uniformly at random, while QBCat-Tail (Freq.) represents
the additional study of the QBCat-Tail method from Sec. 7.6.1 that selects
classes with probabilities defined by the class frequencies. While the QBCatTail (Freq.) method performs the best consistently across metrics, question
types, and test sets, QBCat-Tail performs comparably to QBCat-Tail (Freq.)
without needing access to class frequencies. QBCat-Tail outperforms or performs comparably to baseline active learning methods when evaluated on the
full test set and outperforms baseline methods by a significant margin when
evaluated on the tail test set. However, on average, QBCat-Tail outperforms
all baseline methods, as shown in Fig. 7.7.

B.4.2

Additional Plots for Main Results

In Fig. 7.6, we showed learning curves of our main results using the mAP
metric. In Fig. B.2, we show the same learning curves using the AUROC
metric. In AUROC, our tail method outperforms all baselines by a large
margin on all question types when evaluated on both the full test set and tail
test set. Similar to our results using mAP, baseline active learning methods
perform similarly to the random sampling baseline on all question types on
both test sets.
Since we perform active sampling at each increment, we also show histograms of the sum of samples selected from different predicate classes and
attribute classes by each active learning method after all 10 increments in
Fig. B.3. Note that we include the main variant of our Tail method that selects classes uniformly (QBCat-Tail), as well as the variant that selects classes
based on their frequency (QBCat-Tail (Freq.)). Unsurprisingly, the baseline
active sampling methods choose many samples from the head classes, which
is likely the reason for their poor generalization to tail classes. Conversely,
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Table B.2: Ψ performance of each active learning method over all 10 increments on each question type evaluated on the full and tail test sets. We report
performance using both the AUROC and mAP metrics to compute Ψ. Each
result is the average over 10 runs. QBCat-Tail is our main method that selects
classes with uniform random probabilities, while QBCat-Tail (Freq.) selects
classes with probabilities defined by the class frequencies. Each method was
run using re-balanced mini-batches and bias correction.
AUROC

mAP

Model

(?, p, a)

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

(?, p, a)

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

Full Test Set
Random
Confidence
Entropy
Margin
QBCat-Tail
QBCat-Tail (Freq.)

0.917
0.918
0.917
0.918
0.941
0.943

0.890
0.889
0.888
0.890
0.927
0.934

0.965
0.961
0.964
0.964
0.978
0.983

0.915
0.917
0.915
0.917
0.951
0.964

0.958
0.955
0.956
0.956
0.974
0.976

0.894
0.894
0.893
0.894
0.919
0.921

0.958
0.959
0.957
0.958
0.959
0.962

0.969
0.967
0.969
0.969
0.985
0.990

0.961
0.965
0.960
0.958
0.958
0.973

0.959
0.957
0.957
0.957
0.979
0.981

Tail Test Set
Random
Confidence
Entropy
Margin
QBCat-Tail
QBCat-Tail (Freq.)

0.792
0.794
0.791
0.795
0.866
0.872

0.581
0.576
0.574
0.582
0.695
0.716

0.929
0.921
0.927
0.927
0.959
0.966

0.723
0.725
0.724
0.724
0.804
0.836

0.915
0.910
0.911
0.911
0.951
0.955

0.740
0.742
0.740
0.743
0.819
0.828

0.693
0.693
0.693
0.693
0.695
0.696

0.931
0.925
0.928
0.929
0.965
0.971

0.766
0.767
0.766
0.766
0.776
0.783

0.904
0.902
0.902
0.901
0.949
0.954

our tail-based sampling approach only selects samples from the tail of the
distribution, allowing it to perform well on a wider variety of classes.

B.4.3

Additional Studies with Standard Mini-Batches

In Sec. 7.3.2, we claimed that naive training using standard mini-batch construction (i.e., uniformly random sampled batches) caused models to overfit
to head classes and impaired learning in later training increments. To support this claim, we compare the mAP performance of the random active sampling baseline using re-balanced mini-batches to using standard mini-batches
in Fig. B.4. Overall, we see that performance using standard mini-batches is
consistently lower than using re-balanced batches, especially when evaluated
on the tail test set for (s, p, a?) and (s, ?, o) questions. This motivates the need
for re-balanced mini-batches when training on long-tailed data distributions.
Further, we show the Ψ performance in AUROC and mAP of each active
learning method when using standard mini-batches in Fig. 7.7 and Table B.3.
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Table B.3: Ψ performance of each active learning method using standard
mini-batches over all increments when evaluated on the full and tail test
sets. We report performance on each question type using both the AUROC
and mAP metrics to compute Ψ. Each result is the average over 10 runs and
computed based on 10 increments.
AUROC
(?, p, a)

mAP

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

(?, p, a)

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

Full Test Set
Random
0.875
Confidence
0.876
Entropy
0.876
Margin
0.876
QBCat-Tail 0.897

0.834
0.835
0.834
0.835
0.834

0.944
0.945
0.946
0.948
0.961

0.822
0.823
0.821
0.822
0.819

0.936
0.936
0.934
0.936
0.955

0.850
0.851
0.851
0.851
0.870

0.950
0.950
0.950
0.950
0.952

0.949
0.948
0.950
0.952
0.968

0.913
0.911
0.913
0.911
0.919

0.936
0.937
0.935
0.936
0.955

Tail Test Set
Random
0.663
Confidence
0.668
Entropy
0.666
Margin
0.665
QBCat-Tail 0.730

0.415
0.415
0.415
0.415
0.415

0.878
0.881
0.882
0.887
0.917

0.534
0.535
0.531
0.533
0.537

0.863
0.863
0.860
0.863
0.906

0.607
0.611
0.610
0.610
0.669

0.691
0.691
0.691
0.691
0.691

0.877
0.878
0.879
0.886
0.921

0.754
0.754
0.754
0.754
0.756

0.851
0.853
0.850
0.851
0.894

Model

When using standard mini-batches, our QBCat-Tail method still performs
comparably to or outperforms baseline active learning methods across question
types and test sets. However, performance of all methods is improved by using
re-balanced mini-batches, which further motivates their use when operating
on imbalanced datasets.

B.4.4

Additional Studies Without Bias Correction

While Table 6.1 contains the results of each active learning method with rebalanced mini-batches after bias correction, we also show the performance of
each method without bias correction in Table B.4. Recall that the purpose of
the bias correction phase is to adjust the network outputs to the natural data
distribution. On the full test set, our QBCat-Tail method performs worse than
baseline active learning methods for the (s, p, a?) and (s, ?, o) question types.
This is not surprising as our method prioritizes selecting tail data and without bias correction, it is not well-calibrated for the natural data distribution.
When evaluated on the tail test set, QBCat-Tail outperforms all baselines.
However, QBCat-Tail performs comparably to or outperforms other methods
on both the full and tail test sets across question types after bias correction is
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Table B.4: Ψ performance of each active learning method with re-balanced
mini-batches without bias correction over all increments when evaluated
on the full and tail test sets. We report performance on each question type
using both the AUROC and mAP metrics to compute Ψ. Each result is the
average over 10 runs and computed based on 10 increments.
AUROC
(?, p, a)

mAP

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

(?, p, a)

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

Full Test Set
Random
0.866
Confidence
0.867
Entropy
0.867
Margin
0.866
QBCat-Tail 0.898

0.819
0.819
0.819
0.819
0.807

0.937
0.936
0.938
0.939
0.944

0.819
0.822
0.821
0.822
0.804

0.925
0.926
0.923
0.927
0.934

0.830
0.831
0.831
0.830
0.864

0.897
0.898
0.898
0.898
0.871

0.931
0.929
0.932
0.933
0.941

0.872
0.877
0.869
0.878
0.780

0.926
0.926
0.923
0.927
0.941

Tail Test Set
Random
0.714
Confidence
0.717
Entropy
0.717
Margin
0.718
QBCat-Tail 0.824

0.419
0.419
0.419
0.418
0.443

0.896
0.892
0.897
0.899
0.936

0.542
0.547
0.546
0.545
0.695

0.860
0.862
0.860
0.864
0.908

0.652
0.655
0.657
0.656
0.770

0.691
0.691
0.691
0.691
0.692

0.898
0.894
0.897
0.898
0.948

0.755
0.755
0.755
0.755
0.796

0.858
0.860
0.857
0.861
0.916

Model

applied in Table 6.1 and Fig. 7.7.

B.4.5

Active Learning Methods when Selecting Data from
Only Tail Classes

Since our QBCat-Tail active sampling method prioritizes data from tail classes
during sampling, we were interested to see how other active learning methods
performed when selecting data from only tail classes. In this experiment,
we compared the random, confidence, entropy, and margin active sampling
methods when selecting data from a pool consisting of unlabeled instances
from only tail classes (i.e., we removed samples from head classes). Note
that random sampling from tail data is equivalent to the QBCat-Tail (Freq.)
method from Table 6.1. Results for each method using Ψ when evaluated on
the full and tail test sets are in Table B.5.
We find that all active sampling methods exhibit performance improvements when selecting samples from only tail data. This further supports the
findings of our QBCat-Tail method. While performance is similar for several methods, QBCat-Tail does not require computing uncertainty scores for
particular instances, making it simpler and more desirable to use in practice.
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Table B.5: Ψ performance of each active learning method when methods only
select data from tail classes over all increments when evaluated on the full
and tail test sets. We report performance on each question type using both
the AUROC and mAP metrics to compute Ψ. Each result is the average over
10 runs and computed based on 10 increments.
AUROC
(?, p, a)

mAP

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

(?, p, a)

(s, p, a?)

(?, p, o)

(s, ?, o)

(s, p, o?)

Full Test Set
Random
0.943
Confidence
0.944
Entropy
0.945
Margin
0.922
QBCat-Tail
0.941

0.934
0.933
0.934
0.931
0.927

0.983
0.981
0.981
0.972
0.978

0.964
0.963
0.964
0.961
0.951

0.976
0.974
0.974
0.964
0.974

0.921
0.922
0.922
0.897
0.919

0.962
0.962
0.963
0.963
0.959

0.990
0.986
0.987
0.976
0.985

0.973
0.972
0.976
0.971
0.958

0.981
0.979
0.979
0.964
0.979

Tail Test Set
Random
0.872
Confidence
0.876
Entropy
0.877
Margin
0.803
QBCat-Tail
0.866

0.716
0.712
0.717
0.708
0.695

0.966
0.963
0.964
0.944
0.959

0.836
0.834
0.836
0.829
0.804

0.955
0.951
0.951
0.927
0.951

0.828
0.830
0.830
0.747
0.819

0.696
0.696
0.696
0.696
0.695

0.971
0.966
0.968
0.944
0.965

0.783
0.782
0.783
0.781
0.776

0.954
0.949
0.949
0.915
0.949

Model

It is worth noting that all methods exhibit improved performance on all
question types on both test sets when selecting data from only tail classes
(compared to selecting data from all classes in Table 6.1), further indicating the benefit of considering the class distribution during active learning on
long-tailed datasets. While all methods exhibit improved performance when
selecting data from tail classes, our QBCat-Tail approach is simplest since
it does not require computing uncertainty scores at the instance level. This
motivates the need for more methods that compute uncertainty scores at the
class level instead of the instance level.

B.4.6

Catastrophic Forgetting and its Relationship to
Distribution Mismatch

Incrementally updating neural networks on non-stationary data causes catastrophic forgetting of previous knowledge [82,204]. Catastrophic forgetting is a
direct result of the stability-plasticity dilemma; that is, weights of the network
must be plastic enough to learn new information, but stable enough to not
forget previous information. Here, we argue that the catastrophic forgetting
problem is more about domain mismatch than forgetting. For example, we
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demonstrate that our QBCat-Tail sampling method can maintain performance
on old data (frequently represented classes) and new data (possibly less frequently represented classes) by performing a bias correction phase to align
the network outputs with the natural data distribution. Even with a bias
correction phase to the natural distribution, the network does not catastrophically forget how to classify examples from tail classes. This indicates that
with proper distribution alignment techniques, forgetting can become more
gradual and less catastrophic.
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(a) (?, p, a)

(b) (s, p, a?)

(d) (s, ?, o)

(f) (?, p, a)

(c) (?, p, o)

(e) (s, p, o?)

(g) (s, p, a?)

(i) (s, ?, o)
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(h) (?, p, o)

(j) (s, p, o?)

Figure B.2: Learning curves showing incremental learning performance on the
full test set (B.2a-B.2e) and tail test set (B.2f-B.2j) over 10 increments
for each question type. We also include the performance of pre-train (lower
bound) and full offline (upper bound) models. Each curve is the average over
10 runs and the standard error over runs is denoted by the shaded region.
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Figure B.3: Sum of counts of each predicate class and attribute class selected
during active learning by each method after 10 increments. Each plot is averaged over 10 runs. QBCat-Tail (Ours) is our main method that selects classes
with uniform random probabilities, while QBCat-Tail (Freq.) selects classes
with probabilities defined by the class frequencies.
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(a) (?, p, a)

(b) (s, p, a?)

(d) (s, ?, o)

(f) (?, p, a)

(c) (?, p, o)

(e) (s, p, o?)

(g) (s, p, a?)

(i) (s, ?, o)
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(h) (?, p, o)

(j) (s, p, o?)

Figure B.4: Learning curves comparing incremental learning performance of
the random active sampling method using re-balanced mini-batches and standard mini-batches on the full test set (B.4a-B.4e) and tail test set (B.4fB.4j) over 10 increments for each question type. We also include the performance of pre-train (lower bound) and full offline (upper bound) models. Each
curve is the average over 10 runs and the standard error over runs is denoted
by the shaded region. For plot clarity, the offline upper bound has been removed from the tail plots for (s, p, a?) and (s, ?, o), where the offline baseline
achieved an average mAP of 0.262 and 0.263, respectively.

