The metric dimension dim(G) of a graph G is the minimum cardinality of a set of vertices such that every vertex of G is uniquely determined by its vector of distances to the chosen vertices. Let v and e respectively denote a vertex and an edge of a graph G. We show that, for any integer k, there exists a graph G such that dim(G − v) − dim(G) = k. For an arbitrary edge e of any graph G, we prove that dim(G − e) ≤ dim(G) + 2. We also prove that dim(G − e) ≥ dim(G) − 1 for G belonging to a rather general class of graphs. Moreover, we give an example showing that dim(G) − dim(G − e) can be arbitrarily large.
Introduction
Let G = (V (G), E(G)) be a simple, undirected, connected, and nontrivial graph with order |V (G)|. The degree of a vertex v in G, denoted by deg G (v) , is the number of edges that are incident to v in G; an end-vertex is a vertex of degree one. We denote by K n , C n , and P n the complete graph, the cycle, and the path on n vertices, respectively. The distance between two vertices v, w ∈ V (G) is denoted by d G (v, w); we drop G if it is clear in the context. For other terminologies in graph theory, we refer to [4] .
A
vertex x ∈ V (G) resolves a pair of vertices u, v ∈ V (G) if d(u, x) = d(v, x). A set of vertices S ⊆ V (G) resolves G if every pair of distinct vertices of G is resolved by a vertex in S;
then S is called a resolving set of G. For an ordered set S = {u 1 , u 2 , . . . , u k } ⊆ V (G) of distinct vertices, the metric code (or code, for short) of v ∈ V (G) with respect to S is the k-vector code S (v) = (d(v, u 1 ), d(v, u 2 ), . . . , d(v, u k )). The metric dimension of G, denoted by dim(G), is the minimum of |S| as S varies over all resolving sets of G.
Slater [14, 15] introduced the concept of a resolving set for a connected graph under the term locating set; he referred to a minimum resolving set as a reference set, and the cardinality of a minimum resolving set as the location number of a graph. Independently, Harary and Melter [8] studied these concepts under the term metric dimension. Metric dimension as a graph parameter has numerous applications, among them are robot navigation [10] , sonar [14] , combinatorial optimization [12] , and pharmaceutical chemistry [3] . It was noted in [7] that determining the metric dimension of a graph is an NP-hard problem. Metric dimension has been heavily studied. For a survey on metric dimension and some variations, see [5] by Chartrand and Zhang. For a comparative study of metric dimension and graph parameters of more algebraic flavor, see [1] by Bailey and Cameron.
The question as to the effect of the deletion of a vertex or of an edge on the metric dimension of a graph was raised as a fundamental question in graph theory by Chartrand and Zhang in [5] . We address the question as follows: We show graphs G such that dim(G−v) is arbitrarily large (or small) relative to dim(G). For e ∈ E(G), we prove that dim(G−e) ≤ dim(G)+2 for any graph G, and we prove that dim(G−e) ≥ dim(G)−1 for G belonging to a rather general class of graphs. In general, we show that dim(G) − dim(G − e) can be arbitrarily large.
The effect of vertex deletion on metric dimension of graphs
We first recall some basic facts on metric dimension for background.
Theorem 2.1. [3] For a connected graph G of order n ≥ 2 and diameter d,
A generalization of Theorem 2.1 has been given in [9] by Hernando et al.
Theorem 2.2. [9]
Let G be a graph of order n, diameter d ≥ 2, and metric dimension k. Then We now recall two theorems useful in the two examples which follow.
Theorem 2.4. [3, 10, 11] If T is a tree that is not a path, then dim(T ) = σ(T ) − ex(T ).
Theorem 2.5. [2, 13] For n ≥ 3, let W 1,n = C n + K 1 be the wheel graph on n + 1 vertices. Then
otherwise.
The following example appeared in [2] .
can be arbitrarily large; take G = W 1,n for n ≥ 7 and let v be the central vertex of degree n in G (see Figure 1 ).
by Theorem 2.5. 
The effect of edge deletion on metric dimension of graphs
Next, we consider how the metric dimension of a graph changes upon deletion of an edge. The following theorem is stated in [3] , with a correct proof given in [6] .
Theorem 3.1. [3, 6] Let T be a tree of order at least three. If e ∈ E(T ),
It turns out that the lower bound in the preceding theorem holds for all graphs.
Theorem 3.2. For any graph G and any edge e ∈ E(G), we have
Proof. Let S be a minimum resolving set for G, and let u and v be the endpoints of the edge e. We will show that S = S ∪ {u, v} is a resolving set for G − e. Let x and y be distinct vertices in V (G − e) = V (G) which, in the graph G, are resolved by z ∈ S. Suppose x and y, in the graph G − e, are not resolved by z; then d G−e (x, z) = d G−e (y, z). We consider two cases.
Case I. For one of x and y, say y, the distance to z is not changed by removing edge e; , z) and the edge e must lie on every x − z geodesic in G. Thus, up to transposing the labels u and v, we have Next, we consider how small the metric dimension of G could become upon deleting an edge of G. The following theorem is really an example; we are calling it a theorem in deference to its importance and the effort expended in its discovery!
Theorem 3.4. There exists a graph G such that dim(G) − dim(G − e)
can be arbitrarily large. Let G be the graph in Figure 4 for k ≥ 2, and let e = AB ∈ E(G). Then dim(G) = 2k and dim(G − e) = k + 1. Proof. Let S be a minimum resolving set for G, and let S be a minimum resolving set for G = G−e. Notice that, for each i First, we show that dim(G) = 2k. Notice that, for each i S (y i , G) , contradicting the assumption that S is a resolving set for G, and thus
Since the solid vertices of G in Figure 4 form a resolving set for G, dim(G) = 2k.
Next, we show that dim(G ) = k +1. Since, for instance,
In [6] , it's proved that dim(G + e) ≤ dim(G) + 1 when G is a tree; a key idea used there is the notion of "strong resolution", identified but not named in the paper [11] by Poisson and Zhang: we say vertices u and v are strongly resolved by a set of vertices W if code W (u) − code W (v) = (a, . . . , a) for any a ∈ Z. In fact, the proof in [6] shows that dim(G + e) ≤ dim(G) + 1 holds for a more general class of graphs than just trees. Figure 5 ).
of vertices being taken modulo n). Suppose further that
Proof. Exactly as in [6] ; see Appendix A. Definition 3.6. We say a "graph G has no even cycles" if, whenever there exists a (not necessarily induced) subgraph of G isomorphic to a cycle C n , n must be an odd integer. Proof. Suppose two cycles A and B share two distinct vertices u and v. Then there exist two cycles A and B and a fixed u − v path P 2 such that A is the concatenation of a path P 1 with P 2 and B is the concatenation of a path P 3 with P 2 . Since the length of A is odd, the length of P 1 and the length of P 2 must have opposite parity. Thus, either the concatenation of P 3 with P 1 or the concatenation of P 3 with P 2 forms an even cycle, and we have a contradiction.
Thus, we have the following Proof. Parts (1) and (2) readily follow from Lemma 3.7. To obtain part (3), apply part (1) of the present corollary, Lemma 3.7, and Theorem 3.5 to G. By Lemma A.2, we have code B0 (x i ) = code B0 (x j ) and, a fortiori,
∈ B i as well. We have thus proved the theorem.
The following lemma shows that subtrees are distinguished by the B 0 chosen above; see Figure 6 for an illustration of the situation under consideration. Proof. Observe that B 0 strongly resolves the unique cycle C of T + e, because no vertex of C can have shorter distance, by the same value, to all vertices of B 0 than another vertex of C. Thus, B 0 strongly resolves C, because there exists a fixed vector (a 1 , a 2 , a 3 
, where x 0 is the root of T i : this is because any path from x of such a subtree T i to a vertex in B 0 must go through x 0 . Thus [x] B0 = [y] B0 and, a fortiori, code B0 (x) = code B0 (y) for x and y belonging to distinct subtrees which have empty intersection with B 0 . If B 0 = B 0 , then the same reasoning applies to the subtrees containing elements of B 0 . Otherwise, if suffices to check code B0 (x) = code B0 (y) (1) for x ∈ V (T i ) and y ∈ V (T u ), (2) for x ∈ V (T i ) and y ∈ V (T θ ), (3) for x ∈ V (T u ) and y ∈ V (T v ), and (4) for x ∈ V (T u ) and y ∈ V (T θ ); here T u , T v , T θ , and T i are the subtrees containing u, v, θ, and none of B 0 , respectively. Since the same argument works for all four inequalities, we will only explicitly verify (1) .
Suppose, for the sake of contradiction, code B0 (y) = code B0 (x); i.e., 
