Introduction {#Sec1}
============

The presently accepted view is that Ia afferents act as excitatory input and Ib afferents as inhibitory input to the alpha motoneuron (Donelan and Pearson [@CR12]). Is this the only possible role of Ia and Ib reflex pathways, or does this viewpoint result from the experimental conditions during which these pathways were studied (passive or statically loaded)? In experimental studies on walking patterns in decerebrate cats, evidence for a reversal from Ib inhibition to Ib excitation was found (Pearson and Collins [@CR34]). Also from a theoretical study (Prochazka et al. [@CR40]), it was concluded that force feedback is generally inhibitory (during stance), but that locomotion requires excitatory force feedback, augmenting the muscle stiffness. More recently, indirect evidence of adaptation in force feedback was found during human locomotion (Geyer et al. [@CR15]; Grey et al. [@CR18]), as well as experimental evidence suggesting that in humans Ib inhibition is only present in non-loaded situations such as during sitting and being in supine positions (Faist et al. [@CR14]). However, in the latter case, possible contributions of Ia reflex pathways to the measured activity could not be conclusively ruled out.

The aim of this study was to simultaneously quantify contributions of both Ia and Ib pathway activity to the overall motion control behavior, not only during passive conditions, but also during tasks that require the preservation of posture or force. When attempting to understand the control of human motion during various functional voluntary tasks, one needs to investigate how the neuromuscular system acts as a whole and how the individual components of the neuromuscular system interact and contribute to its overall dynamic behavior. The field of control engineering provides tools to investigate dynamic systems, such as the neuromuscular system, and to successfully estimate the contribution of the individual system components (e.g., Kearney et al. [@CR24]; Kiemel et al. [@CR25]; Van der Helm et al. [@CR52]; Van der Kooij et al. [@CR53]).

Human motion control behavior in control theoretic terms {#Sec2}
--------------------------------------------------------

The essential components of the human motion control system can be compared to those of a robot: a linkage system (skeleton), actuators (muscles), a sensor system (proprioceptors) and a controller (the central nervous system or CNS), which is connected to the actuators and sensors (via the nerves). Several control strategies can be recognized, for example feed-forward (voluntary, planned and anticipated movements) and feedback (reflexive movements). Unpredictable disturbances, which occur during many activities of daily living, cannot be anticipated. This is why understanding mechanisms underlying sensory feedback is crucial (Shadmehr and Krakauer [@CR45]).

Apart from relatively slow feedback that requires cortical processes (e.g., visual feedback), two principal strategies that allow humans to change the resistance of a limb to unpredictable perturbations exist:instantaneous resistance, arising from passive structures and from (co-)contracted muscles (increased contraction enlarges the muscle visco-elasticity);reflexive feedback from sensory organs in the muscle (proprioceptors) and from tactile sensors in the skin.

Both mechanisms are effective during posture maintenance, each with its advantages and disadvantages. Reflexive feedback only provokes muscle activity in response to a perturbation, making it energy-efficient. On the other hand, the inherent neural transport latency limits its effectiveness at higher frequencies. The effect of co-contraction is instantaneous and, therefore, also effective at higher frequencies at the expense of greater energy consumption.

The role of proprioceptive reflexes in motion control has been the subject of both physiological and experimental studies. Physiological studies have described the two known proprioceptors in detail: muscle spindles (MS) and Golgi tendon organs (GTO). MS are sensors parallel to the muscle fibers, which provide feedback to the CNS through Ia afferents (providing muscle stretch and velocity information) and through II afferents (mainly providing muscle stretch information). GTO are located in the muscle tendon and provide feedback through Ib afferents (providing muscle force information).

Many experiments have been performed that aim to isolate the reflexive contribution by studying electromyographical (EMG) and mechanical responses to perturbations. Literature shows that these responses depend on task instruction (Hammond [@CR19]; Crago et al. [@CR7]; Rothwell et al. [@CR42]; Jaeger et al. [@CR21]; Doemges and Rack [@CR10], [@CR11]; Abbink [@CR1]; Pruszynski et al. [@CR41]), the level of muscle contraction (Jaeger et al. [@CR21]), the displacement amplitude (Cathers et al. [@CR5]; Stein and Kearney [@CR48]), the bandwidth of the perturbation signal (Van der Helm et al. [@CR52]) and the mechanical load which the subject interacts with (De Vlugt et al. [@CR8]). Comparisons and results between the many studies are difficult to interpret due to the abundance of experimental conditions: the measured joint, the type of perturbation (force or position, transient or continuous), and, often not explicitly stated, the task instruction. The reflexive contribution is usually attributed to MS-mediated feedback. Variations in the reflexive feedback contribution are ascribed to presynaptic Ia inhibition and gamma activation, according to the 'fusimotor set' hypothesis (Prochazka et al. [@CR39]). Both are established physiological mechanisms for the muscle spindles. Physiological literature has shown mechanisms that may realize variations in GTO activity: "Ib fibers bear adequate synaptic equipment to receive substantial presynaptic inhibition" (Rudomin and Schmidt [@CR43]).

Evoking a wide range of motion control behavior {#Sec3}
-----------------------------------------------

This study aims to evoke a broad range of control strategies of the subjects and as such provoke reflex modulation. For example, in dynamic experiments a position task can be expected to involve mainly position feedback, while a force task is likely to benefit from force feedback (Mugge et al. [@CR32]). In this study, subjects were required to perform three tasks in face of continuous torque perturbations, according to the following task instructions:Force task (FT), i.e., maintain force, minimize force deviations.Relax task (RT), i.e., passive behavior, minimize muscle activity.Position task (PT), i.e., maintain position, minimize position deviations.

The dynamic control behavior as a whole can be quantified by the admittance: a measure of the displacement magnitude due to a force or torque, as a function of frequency. A small admittance (simply put: high stiffness) results in relatively small displacements in response to an external torque perturbation. This behavior is effective during PTs, such as posture maintenance or perturbation suppression. Daily life examples include steering a car on a bumpy road or holding an umbrella in a storm. It is hypothesized that during PT, the admittance is decreased as a result of co-contraction combined with excitatory MS feedback (Van der Helm et al. [@CR52]). No information is yet available about the role of GTO feedback during PTs. RTs are hypothesized to result in negligible co-contraction and little MS and GTO feedback, effectively evoking a large admittance. FTs require a constant force to be exerted on an object (e.g., maintaining the pressure of a pencil on paper on the bus or holding a full cup of coffee during turbulence in a plane). During FT, force deviations are minimized, which is best accomplished by being compliant. It is hypothesized that FT performance is enhanced by active reflexes, helping to give way to the force perturbations, thereby reducing the overall stiffness of the system. Therefore, behavior with a large admittance is expected and even more compliant than during RT. Excitatory MS feedback and co-contraction increase stiffness (and damping) and are therefore counterproductive during FTs, while inhibitory GTO feedback decreases stiffness, improving FT performance. Therefore, it is hypothesized that FT entails inhibitory GTO feedback and little or no MS feedback, thus resulting in assistive muscle contractions, reducing the contact force in the absence of co-contraction. The hypotheses are summarized in Table [1](#Tab1){ref-type="table"}.Table 1Hypothesized effects of task instructionTaskPositionRelaxForceAdmittanceSmallLargeVery largeCo-contractionHighLowLowMS feedbackExcitatoryAbsentAbsentGTO feedbackAbsentAbsentInhibitory

To test these hypotheses, first the admittances of ten subjects performing the three tasks in face of continuous random torque perturbations were experimentally obtained. Perturbations with various frequency spectra were used, since previous research has shown that the admittance during PTs strongly depends on perturbation bandwidth (Van der Helm et al. [@CR52]). To parameterize the underlying physiology, a neuromusculoskeletal model was fitted to the admittances. The validated model yielded quantitative parameters for the velocity and position feedback gains (corresponding to Ia-activity) and force feedback gains (corresponding to Ib-activity).

Methods {#Sec4}
=======

Experiment {#Sec5}
----------

### Subjects {#Sec6}

Ten subjects (five male and five female) with an age range of 20--28 years, without medical record of neurological disease or ankle injuries, participated in the experiment. Subjects gave informed consent and received financial compensation.

### Experimental setup {#Sec7}

Subjects were positioned comfortably in a car-driving posture (Fig. [1](#Fig1){ref-type="fig"}), such that their right leg was aligned with the gas pedal and the pedal depression was 10° (≈90° ankle flexion angle). The foot was firmly secured to the gas pedal. The gas pedal system was based on a commercially available force-controlled actuator, by which a virtual mass-spring--damper system can be simulated and torque perturbations applied (Moog-FCS, The Netherlands). The gas pedal served as a moment arm, translating the torque perturbations to force perturbations at the foot. In the car-driving posture, the movements of the pedal caused small ankle rotations (SD \~1.0º), accompanied by negligible (vertical) movements of the knee. The small movements ensured quasi-linear behavior, enabling linear analysis. This study was performed using a gas pedal stiffness of 17.5 Nm/rad (≈1.6 N/° force at foot contact). The pedal damping (7.5 × 10^−4^ Nms/rad) and virtual inertia (5.1 × 10^−3^ kg m^2^) were kept small. A bias force (12 N), together with the pedal stiffness, compensated for the weight of the foot. This allowed the subject to relax the lower leg muscles in the desired configuration.Fig. 1Experimental setup. The *upper panel* shows a seated subject in front of the monitor with task-related information. The *lower left panel* shows a close-up of the lower limb, with the foot strapped to the pedal. The *lower right panel* shows a schematic representation of the setup, with *d*~1~ the distance between force sensor and rotation point (*P*~*r*~), *d*~2~ the distance between the contact point on the gas pedal (*P*~*c*~) and the pedal rotation point (*P*~*r*~) (estimated at 188 mm). The measured signals (perturbation torque *D*, contact torque *T*~*c*~ and pedal rotation θ~pedal~) are discussed in the text

Before the experiment, the subjects received specific instructions on how to perform the three tasks: the force task (FT), relax task (RT) and the position task (PT). To prevent drift from the reference, visual feedback was presented on a 17-inch monitor mounted in front of the subject during FT and PT. During PT, the gas pedal angle was plotted against a horizontal reference line indicating the target angle (10° pedal depression), whereas during FT the torque exerted on the gas pedal was plotted against a horizontal reference line indicating the target torque. The target torque was equal to the weight of the foot at the desired position (approximately 28 N at foot contact, again 10^o^ pedal depression), so that no muscle force was required. During RT, the monitor was turned off.

For each of the three tasks, three torque perturbation signals were designed yielding nine conditions (each a combination of a perturbation bandwidth and a task instruction). Each condition was presented to the subject four times for averaging purposes; yielding 12 trials per task (and 36 trials in total). The order in which subjects had to perform the three tasks was randomized for each subject, the order of the trials was randomized as well, but grouped to corresponding task instructions to improve overall task perception. Every task instruction was accompanied by a 5-min break to prevent fatigue and 10 min of training.

### Signal recording {#Sec8}

The torque on the gas pedal *T*~*c*~(*t*) was measured by a force sensor (Interface, 1210BXH-300, positioned at a moment arm (*d*~1~) of 76.2 mm). The gas pedal angle *θ*~pedal~ was measured by an angle encoder. The signals were recorded via analog-to-digital conversion at 250-Hz sample frequency and digitally stored. Furthermore, differential surface electrodes (Delsys) recorded EMG of four muscles: ankle plantarflexors (pushing down), gastrocnemius medialis (GM), gastrocnemius lateralis (GL) and soleus (SOL); and dorsiflexor (pulling up), tibialis anterior (TA). The EMG signals were pre-amplified, low-pass filtered at 450 Hz and high-pass filtered at 20 Hz, before being digitized at 1,250 Hz by a separate system. For each trial, the recorded EMG was rectified, normalized to the EMG during maximum voluntary contraction (MVC) and finally averaged over time. Dorsiflexor EMG consisted of EMG of TA only, while plantarflexor EMG was the average of EMG of GM, GL and SOL muscles. The EMG during MVC was obtained before and after the experiment and averaged. The EMG normalization allowed for inter-subject comparison.

The first 3 s and the last second of all measured signals were excluded from analysis to reduce the influence of possible transient effects (due to the onset of the perturbation or an imminent stop).

### Perturbation signals {#Sec9}

The three perturbation signals were designed in the frequency domain to have rectangular spectra containing dominant power from 0.1 to 0.7, 1.2 and 2.0 Hz. Power was applied to two adjacent frequency points, to enable frequency averaging to reduce estimator variance (Jenkins and Watts [@CR23]; Pintelon and Schoukens [@CR37]). Inverse Fourier transform yielded unpredictable time signals with 37.0 s duration.

All perturbations were supplemented with a reduced level of power up to 40 Hz, according to the Reduced Power Method (Mugge et al. [@CR31]) enabling system identification and parameter fits at higher frequencies, while still evoking behavior adapted to low-frequent perturbations.

To prevent amplitude non-linearities, the standard deviation of pedal depression was equalized for each condition by scaling of the torque perturbation magnitude (the correct scaling was determined during training trials). The reduced power level was kept at a constant absolute level to ensure a good signal-to-noise ratio. As a result, reduced power ranged from 20% of the dominant power during FT to 2.0% during PT.

### Non-parametric system identification {#Sec10}

The admittance was estimated in the frequency domain, using a closed-loop frequency domain identification procedure (Van der Helm et al. [@CR52]), according to:$$\documentclass[12pt]{minimal}
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Model parameterization {#Sec11}
----------------------

To obtain physiologically relevant parameters, a neuromusculoskeletal model was fitted to the experimental data. The model describes the admittance with 13 physiologically interpretable parameters: 5 that represent condition-dependent parameters and 8 that represent condition-independent parameters. The condition-dependent parameters describe the strength of reflexive feedback from muscle spindles (position feedback gain *k*~*p*~, velocity feedback gain *k*~*v*~), Golgi tendon organs (force feedback gain *k*~*f*~) and muscle visco-elasticity (muscle stiffness *k*~*a*~, muscle viscosity *b*~*a*~). The condition-independent parameters all described processes that were assumed not to change with task instruction or perturbation bandwidth, but should be able to vary between subjects: i.e., ankle inertia (*I*~*a*~), tendon stiffness (*k*~tendon~), reflexive time delays (for MS *τ*~ms~, for GTO *τ*~gto~), second-order activation dynamics (relative damping *d*~*a*~, eigen-frequency *f*~*a*~) and contact dynamics (damping *b*~*c*~ and stiffness *k*~*c*~). The full model has been described previously (Schouten et al. [@CR44]) and is shown in Fig. [2](#Fig2){ref-type="fig"}. The model linearization and derivation are described in Appendices 1 and 2. The outcome of a parameter fit can strongly depend on the choice of model structure and parameter boundaries. As a result, an incorrect choice could affect the validity of the conclusions of this study. A substantial part of "[Discussion](#Sec23){ref-type="sec"}" will address the ability of the model to describe the measured behavior, as well as to what extent the conclusions depend on the chosen model assumptions. Particularly, the effect of long-latency reflexes instead of short-latency reflexes and the omission of GTO feedback are assessed.Fig. 2Model of neuromusculoskeletal system in interaction with a gas pedal (with dynamics *H*~*e*~). The linear block scheme details the contributions to human admittance in the frequency domain, where s is the Laplace operator. All parameters and signals are discussed in the text ("[Model parameterization](#Sec11){ref-type="sec"}"), and an in-depth derivation can be found in Appendix 1

The complete neuromusculoskeletal model describes the admittance according to:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ H_{\text{model}} = {\frac{{\theta_{\text{pedal}} }}{{T_{\text{c}} }}} = \left[ {H_{\text{c}}^{ - 1} + {\frac{1}{{H_{\text{i}} + [H_{\text{ve}} + H_{\text{ms}} H_{\text{act}} ]H_{{{\text{filter\_tendon}}}} H_{\text{filter}} }}}} \right] $$\end{document}$$with *H*~c~ describing the contact dynamics, *H*~i~ the inertial dynamics, *H*~ve~ the muscle visco-elasticity, *H*~ms~ the muscle spindle activity and *H*~act~ the muscle activation dynamics. The equation was condensed using the following equations:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \begin{aligned} H_{{{\text{filter\_tendon}}}} & =  {\frac{{H_{\text{tendon}} }}{{H_{\text{tendon}} + H_{\text{ve}} }}} \\ H_{\text{filter}} & =  {\frac{1}{{\left[ {1 - H_{{{\text{filter\_tendon}}}} \left[ { - H_{\text{gto}} - \left( {{\frac{{H_{\text{ms}} }}{{H_{\text{tendon}} }}}} \right)} \right]H_{\text{act}} } \right]}}} \\ \end{aligned} $$\end{document}$$where *H*~tendon~ describes the tendon stiffness, and *H*~gto~ the Golgi tendon organ activity.

### Parameter fit procedure {#Sec12}

The parameter fit was done in the frequency domain, to the admittances estimated from noise-free signals generated using auto-regressive models (Van den Hof et al. [@CR51]). The 13 parameters were identified by fitting the model on the frequency response function (FRF) of an ARMAX approximation of the measured signals, a technique known to improve the fit (De Vlugt et al. [@CR9]).

The fit procedure was guided by parameter boundaries (see Table [2](#Tab2){ref-type="table"}), which served to prevent unrealistic parameter values and bad convergence. As a fit criterion, the total of the squared logarithmic difference in admittance was minimized (Pintelon et al. [@CR38]) over all conditions and frequencies, fitting all parameters for each subject in one optimization, according to:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ E = \sum\limits_{{{\text{cond}}\left( 1 \right)}}^{{{\text{cond}}\left( k \right)}} {\sum\limits_{{{\text{freq}}\left( 1 \right)}}^{{{\text{freq}}\left( m \right)}} {\left| {\log \left[ {{\frac{{H_{\text{ARMAX}} }}{{H_{\text{Model}} }}}} \right]} \right|} }^{2} $$\end{document}$$with freq(*1*) representing the lowest frequency, freq(*m*) the highest, cond(*1*) the first condition (task × bandwidth), cond(*k*) the last condition, *H*~ARMAX~ the FRF of the ARMAX approximation to the measurement data and *H*~model~ the FRF of the model. The error *E* was summed over all frequencies and all experimental conditions. Five parameters were estimated for each of the nine experimental conditions and 8 parameters were kept constant over all conditions, resulting in a total of 53 parameters per subject.

### Parameter fit validation {#Sec13}

As a measure of the validity of the ARMAX approximation as well as of the model fit, the variance accounted for (VAF) was calculated for both steps (Eq. [5](#Equ5){ref-type=""}). The VAF relates how much of the variance of a signal (*u*~1~) is captured by a predicted signal (*u*~2~). A VAF of 100% means that *u*~2~ perfectly describes *u*~1~.

The VAF for the position was calculated from measured position (*u*~1~) and the model-predicted position (*u*~2~), yielded by time domain simulation of the model with the fitted parameters, according to:$$\documentclass[12pt]{minimal}
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### Statistical analysis {#Sec14}

The effect of task and perturbation bandwidth on the admittance was tested for significance using a repeated measures ANOVA (*p* \< 0.05) on the magnitude of the admittance over all subjects, for each frequency point. Effects on the five condition-dependent parameters were also tested for significance using a repeated-measures ANOVA over all subjects, for each parameter.

Results {#Sec15}
=======

Time domain analysis {#Sec16}
--------------------

Figure [3](#Fig3){ref-type="fig"} shows a time segment of a few seconds, to illustrate the difference between FTs and PTs. First of all, it shows the task-dependent difference in magnitude of the torque perturbations and contact torques at the same angular deviations: an indication of a difference in admittance. Second, during FTs, the resultant torque *T*~*c*~ is almost zero, while during PTs *T*~*c*~ counteracts the perturbation more. Also, PTs entail much EMG activity.Fig. 3Time domain results for a typical subject during FT (*left*) and PT (*right*). The *top panels* show the perturbation torque *D* (*solid line*) and contact torque *T*~*c*~ (*dashed line*) at the pedal rotation point. The *middle panels* show the EMG activity of plantarflexors (averaged) and the dorsiflexor, scaled to a percentage of maximal EMG activity. The *bottom panels* show the pedal rotation (dorsiflexion is defined as positive). For this plot, all signals are filtered with a third-order Butterworth filter at 3 Hz

An intriguing difference between FTs and PTs, is that during FTs the EMG activity is in phase with the torque, while during PTs it is in anti-phase. In other words, during FTs subjects actively used muscle activation strategies that give way to the perturbations, while during PTs subjects counteracted the perturbations.

Figure [4](#Fig4){ref-type="fig"} shows the mean EMG level for all conditions. During PTs significantly (*p* \< 0.01) more EMG activity was found compared to FTs and RTs, indicating increased muscle co-contraction. FTs entail a slight, but significant (*p* \< 0.01), increase in EMG with respect to RTs. Within the tasks no significant effect of bandwidth on the mean EMG level was found.Fig. 4Results of the EMG measurements normalized to MVC. Mean and standard deviations over all subjects are shown. The panels present FT, RT and PT from *left to right*. Inside each window from *left to right*, the three bandwidths, 0.7, 1.2 and 2.0 Hz are presented

Non-parametric frequency domain identification {#Sec17}
----------------------------------------------

As hypothesized, the admittance was substantially influenced by task instruction. Figure [5](#Fig5){ref-type="fig"} presents the admittance during four repetitions of one subject performing the three task instructions. The largest admittance occurs during FT (i.e., minimized force deviations), a smaller, but still large, admittance during RT (i.e., minimized muscle activity), and a small admittance during PT (i.e., minimized position deviations). These task-dependent changes in admittance were consistent over all subjects: a significantly (*p* \< 0.01) higher admittance was found for FTs with respect to RTs up to 3.0 Hz, and a significantly (*p* \< 0.01) lower admittance was found for PTs with respect to RTs up to 1.0 Hz. The (squared) coherence was high (not shown, \>0.9 for all frequencies) indicating that the input--output behavior can be considered linear with low levels of noise.Fig. 5Task effect on admittance of a typical subject. For each of the four repetitions, the magnitude (*top panel*) and phase (*bottom panel*) are shown for FT (*dashed line*), RT (*solid line*) and PT (*dash--dotted line*). The shown admittance is the response to a perturbation with a bandwidth of 0.7 Hz (supplemented with reduced power up to 40 Hz)

In addition, significant effects of perturbation bandwidth were found. As can be seen from Fig. [6](#Fig6){ref-type="fig"}, perturbations with dominant power up to a lower frequency result in improved task performance: an increased admittance during FTs and a decreased admittance during PTs.Fig. 6Perturbation bandwidth effects on admittance of a typical subject. The magnitude of the admittance is shown for FT (*left*), RT (*middle*) and PT (*right*) at all perturbation bandwidths (with dominant power up to 0.7, 1.2 and 2.0 Hz). The shown admittance is the average over the four repetitions

Parametric frequency domain identification {#Sec18}
------------------------------------------

The eight condition-independent parameters (limb inertia, tendon stiffness, reflexive time delays, muscle activation dynamics and contact visco-elasticity) are shown in Table [3](#Tab3){ref-type="table"} (mean ± SD over subjects). Figure [7](#Fig7){ref-type="fig"} shows the five condition-dependent parameters (position and velocity feedback originating from MS, force feedback originating from GTO, and muscle visco-elasticity). The effect of task instruction on the condition-dependent parameters is in accordance with the hypotheses (inhibitory GTO during FT, excitatory MS during PT), except for two remarkable results. In addition to the inhibitory GTO feedback during FT, inhibitory MS feedback was found, and in addition to the excitatory MS feedback during PT, excitatory GTO feedback was found.Fig. 7Parametric identification results for the five condition-dependent parameters. Mean and standard deviation over all subjects are shown for each parameter. The panels present FT, RT and PT from *left to right*. Inside each panel, the fitted parameter for each of the three bandwidths (0.7, 1.2 and 2.0 Hz, from *left* to right) is presented

### Adaptations in force feedback from GTO {#Sec19}

The effect of task instruction on the force feedback gain *k*~*f*~ was substantial. The gain was even shown to change sign (i.e., from inhibitory to excitatory). Significantly (*p* \< 0.05) more inhibiting GTO feedback (*k*~*f*~ = 1.2) was found during FTs at bandwidths 0.7 and 1.2 Hz with respect to all other conditions, including the FT with 2.0 Hz perturbation bandwidth (*k*~*f*~ = 0.2), indicating a bandwidth effect during FTs.

Significantly (*p* \< 0.01) more excitatory GTO feedback (*k*~*f*~ = −1.0) was found during PTs with respect to RTs (*k*~*f*~ = 0.1) and FTs (*k*~*f*~ = 1.2). A significant (*p* \< 0.05) bandwidth effect on the GTO gain was found during PTs as well.

### Adaptations in position and velocity feedback from MS {#Sec20}

The results for the MS position and velocity feedback gains (*k*~*p*~ and *k*~*v*~) show more variability, and were generally less interpretable. The gains did not change significantly with bandwidth, and a task effect was only found for *k*~*v*~: during PTs an inhibitive gain (*k*~*v*~ = −17 Nm s/rad) was estimated for 0.7 Hz and 1.2 Hz perturbation bandwidth, significantly (*p* \< 0.05) lower than for other conditions.

### Adaptations in muscle visco-elasticity {#Sec21}

Even though muscle viscosity and elasticity are physiologically related, they were modeled independently. Still, the parameters jointly changed with task instruction: during PTs, substantially increased stiffness (*k*~*a*~ = 550 Nm/rad) and damping (*b*~*a*~ = 10 Nm s/rad) were found compared to FTs and RTs (*k*~*a*~ = 180 Nm/rad, *p* \< 0.01 and *b*~*a*~ = 7 Nm s/rad, *p* \< 0.05). Bandwidth did not significantly influence the muscle visco-elasticity. These results correspond with the EMG level results of the time domain analysis, and show that the parameter estimation retrieved the physiological relation between muscle viscosity and elasticity.

### Validation {#Sec22}

The fit procedure yielded a parameterized model that accurately captures the dynamics: Fig. [8](#Fig8){ref-type="fig"} shows the magnitude and phase of the admittances during FT, RT and PT as estimated with the parameter fit (solid line), with the ARMAX-approximated signals (dashed line) and with the measured signals (dotted line).Fig. 8Frequency domain validation of the parametric fit for a typical subject. Magnitude and phase of the parameterized model (*solid line*) are shown on top of the frequency response function from the ARMAX-approximated signals (averaged over four repetitions, represented by a *dotted line*). As a reference, the spectral frequency response function estimated from the measured signals (averaged over four repetitions) is shown by the *dashed line*. The admittances in response to a 0.7 Hz perturbation bandwidth are presented for FT (*left*), RT (*middle*) and PT (*right*)

The VAFs between the model-predicted signals (contact torque and angular position) and the ARMAX approximations are presented in Table [4](#Tab4){ref-type="table"}, together with the VAFs between the ARMAX approximations and the measured signals. All VAFs were generally very good for RTs and PTs, but lower during FTs.

Discussion {#Sec23}
==========

The effect of task effect and perturbation bandwidth on admittance {#Sec24}
------------------------------------------------------------------

Consistent with previous studies, task instruction had a substantial effect on joint admittance (Hammond [@CR19]; Crago et al. [@CR7]; Rothwell et al. [@CR42]; Jaeger et al. [@CR21]; Doemges and Rack [@CR10], [@CR11]; Abbink [@CR1]; Pruszynski et al. [@CR41]). As hypothesized, for all subjects the largest admittance was found during FTs, a smaller admittance during RTs, and the smallest admittance was found during PTs. During FTs, slightly more EMG activity was found compared to RTs (see Fig. [4](#Fig4){ref-type="fig"}), indicating that subjects used their muscles to actively give way. During PTs, much more EMG activity for all relevant muscles was found compared to RTs.

Similar results were found for FT, RT and PT in single-joint experiments in the same (Abbink [@CR2]) and other joints (wrist) and in multi-joint systems such as controlling a steering column and side-stick in an airplane (Lasschuit et al. [@CR29]), in which also an increased admittance for the FT was found with respect to the RT.

The perturbation bandwidth significantly influenced the admittance for both FTs and PTs: the lower the perturbation bandwidth, the better the subjects performed their task. This bandwidth effect was previously reported for PTs during arm posture control (Van der Helm et al. [@CR52]), where it was explained by a trade-off between performance and stability. Theoretically, a large amount of position feedback activity would be optimal during a PT. However, due to the neural conduction and synaptic delays, position (and velocity) feedback causes oscillations at its eigen-frequency, which is counterproductive to task performance. Therefore, when a perturbation contains substantial power near this eigen-frequency, the feedback gains are suppressed. The small bandwidth perturbations in this study evoke low-frequent admittance changes that are substantially larger than reported in previous literature (Colebatch and McCloskey [@CR6]; Hore et al. [@CR20]). It is presently unclear why these differences exist. Possibly, the present method elicited more reflexive activity due to the provoked functional behavior (task instruction with motivating visual feedback) and the perturbation properties that caused reflexive activity to be exceptionally effective (Mugge et al. [@CR31]).

Unexpected result: excitatory GTO feedback {#Sec25}
------------------------------------------

The model results section shows that the model that included inhibitory as well as excitatory MS and GTO yields accurate fits for all conditions. This may be surprising, given the prevailing neurophysiologic view of GTO being essentially inhibitory and MS excitatory. Could a model with only MS yield the same fits? The solid line in the left panel of Fig. [9](#Fig9){ref-type="fig"} shows the results of a typical parameter fit for PT, using a model comprising all parameters except the GTO force feedback gain *k*~*f*~. The reduced model could not accurately capture the dynamics of the admittance during FT and PT, resulting in bad fits, substantially reduced VAFs and unrealistic parameter values. Could a model with only inhibitory GTO yield accurate fits? The implementation of strictly inhibitory GTO muscle force feedback did result in accurate fits for FT; however, the behavior during PT can only be accurately described with a model that incorporates excitatory muscle force feedback.Fig. 9Model fits using incorrect neuromusculoskeletal model structures. Magnitude and phase of the parameterized models (*solid lines*) are shown on top of the frequency response functions from the ARMAX-approximated signals (averaged over four repetitions, represented by *dotted lines*). As a reference, the spectral frequency response functions estimated from the measured signals (averaged over four repetitions) are shown by *dashed lines*. The behavior was measured in response to the 0.7 Hz perturbation bandwidth. *Left*: fit results of a model without GTO muscle force feedback on data of a typical subject performing a PT. *Right*: fit results of a model with long-latency instead of short-latency reflexes on data of a typical subject performing an FT

Neurophysiologic background for inhibitory and excitatory reflexive feedback {#Sec26}
----------------------------------------------------------------------------

Is there a physiological basis for the assumption that MS activity and GTO activity can be both excitatory and inhibitory? The overall effect of Ia afferent information on the efferent output of the alpha motor neuron originates from a direct excitatory connection (monosynaptic, but affected by presynaptic inhibition) and from indirect connections through excitatory and inhibitory interneurons in the spinal cord (Jankowska and McCrea [@CR22]). The pathways with inhibitory interneurons can result in an overall inhibitory effect of Ia on the alpha motor efferent output (Stienen et al. [@CR49]). Shared interneuronal circuits resulting in inhibitory and excitatory effects of Ib afferent input to the alpha motor neurons have been described (Jankowska and McCrea [@CR22]) in the cat.

Experimental findings from literature report excitatory GTO feedback during walking (Faist et al. [@CR14]; Grey et al. [@CR18]). Apparently, the same neurophysiologic mechanisms responsible for excitatory Ib feedback during walking apply also for the non-walking PT in this study.

More specifically, results from our parameter fit suggest an important behavioral role for GTO activity in face of low-frequent perturbations: inhibitory to increase the admittance during FTs and excitatory to decrease the admittance during PTs. The slightly excitatory MS position feedback during PTs did not differ significantly from the other tasks, and only the inhibitory velocity feedback was significant. This inhibitory feedback was not expected, since on its own it increases the admittance, degrading PT performance. A separate model sensitivity analysis at the ankle using the NMCLab Graphical User Interface (Schouten et al. [@CR44]) yielded evidence that slightly inhibitory velocity feedback has a stabilizing effect near the GTO's eigen-frequency, allowing more excitatory GTO feedback: an interesting notion that demands additional research. Moreover, it also revealed that *k*~*p*~ and *k*~*v*~ had less impact on the fit accuracy than *k*~*f*~ (which may explain the large variability in the estimated muscle spindle feedback gains).

The effect of task and perturbation bandwidth on estimated parameters {#Sec27}
---------------------------------------------------------------------

The parameter identification revealed how reflexive feedback and muscle co-contraction interact to yield the observed admittances. As hypothesized, FTs evoked inhibitory force feedback gains. The corresponding small time delays (25--30 ms) indicate that the force feedback originates from reflexive GTO activity, rather than from slower tactile feedback. The admittance increase of FT with respect to RT was not accompanied by significant changes in intrinsic visco-elasticity or MS feedback, suggesting that the main contributor to the increased admittance was the GTO feedback. As was hypothesized for the RT, little muscle visco-elasticity, MS feedback or GTO feedback were present, indicating that during these perturbations an RT constitutes a good reference condition rather than being well suited for studying reflexes. The small reflexive feedback that was present during RTs was slightly inhibitory for the GTO and slightly excitatory for the MS, which corresponds to the role for the two proprioceptors commonly found in experimental studies that do not consider the impact of functional task instruction.

With regard to the effect of perturbation bandwidth, the parameter identification confirms previous findings (Van der Helm et al. [@CR52]) that at lower perturbation bandwidths, more MS velocity feedback is present than at larger bandwidths. In the present study, the same bandwidth dependency was found for force feedback during FTs: a larger GTO gain was estimated at lower bandwidths. Note that the changes in admittance cannot be explained by changes in muscle visco-elasticity, since no significant changes were found with bandwidth (which was supported by the fact that the mean EMG did not vary with perturbation bandwidth).

Limitation 1: assumption of linearity {#Sec28}
-------------------------------------

The presented method can only be used to describe the linear response to the perturbations. For the current experimental conditions, the linear response generally dominates the observed behavior, as can be concluded from the high coherences and the high VAFs of the linear model fit. However, during FTs the VAFs were lower though the coherences were high. Apparently, the linear part of the behavior could be accurately measured and the model could accurately describe that behavior. However, the lower VAFs indicated that some non-linear behavior was present that could not be described by the model. Close inspection of measured torque and position signals showed that power was present on frequencies where the perturbation did not contain power. Some part of the subject's response did not have a linear relation with the perturbation, which is likely due to intermittent control actions. Most subjects indicated to have more difficulty performing FTs than the other tasks, in particular with the FT with 2.0 Hz perturbation bandwidth. Note that during FTs, the force can be controlled at different operating points, which allows some drift in the position (reducing the position VAF, but hardly influencing the frequency domain fit).

Limitation 2: parameter interplay {#Sec29}
---------------------------------

The human body has redundant mechanisms at its disposal to realize a wide range of neuromuscular dynamics. Consequently, a model that aims to describe the separate contributions of these mechanisms is over-parameterized by definition. The parameter fit procedure utilizes the specific characteristics of each mechanism in the frequency domain. However, due to substantial interplay between these modeled mechanisms, multiple combinations of parameters can yield approximately the same admittance. The parameter fit procedure converged to a unique solution by fitting the model to a diverse set of conditions simultaneously, while assuming certain condition-independent parameters (e.g., inertia, reflexive time delays), which effectively reduced the number of parameters to be fitted.

Confidence in the validity of the parameters was obtained from the good fits in both frequency (Fig. [8](#Fig8){ref-type="fig"}) and time domain (Table [4](#Tab4){ref-type="table"}), by good parameter convergence from different starting values and by the fact that the measured mean EMG resembled the estimated visco-elasticity. Moreover, parameter values that have been previously determined (e.g., Kirsch and Kearney [@CR26]) through other means (e.g., inertia, tendon and muscle stiffness, and reflexive time delays) converged to similar values as found in the current study.

Limitation 3: spinal versus cortical feedback {#Sec30}
---------------------------------------------

Another concern in the choice of the model structure is the possible presence of other feedback pathways: visual and tactile feedback might also be a contributing factor to the low-frequent changes in admittance. However, motion control in response to only visual feedback is possible for up to 6 rad/s (\~1.0 Hz) at best (McRuer and Jex [@CR30]): the visual control loop is characterized by a relatively large time delay (above 200 ms). Although the time delay for the tactile loop is smaller (approximately 120 ms), it is still substantially larger than the delays estimated in this study for GTO and MS. Visual and tactile feedback is therefore too slow to explain the significant increase in admittance up to 3.0 Hz during FTs. Still, there is a potential contribution at low frequencies, and this interplay may lead to reflex gains different from those found in the current study. To investigate this, a brief model study was done where the neuromusculoskeletal model was supplemented with visual and tactile feedback, modeled as feedback gains and large time delays. Parameter estimation of that model resulted in visual and tactile feedback gains explaining some of the low-frequent adaptations. As a result, the reflexive feedback gains were estimated to be somewhat lower, but still the same qualitative trends were observed in the reflexive parameters (GTO sign change from FT to PT and bandwidth effect). Moreover, without reflexive feedback, the model could not accurately describe the observed admittances. In other words, while the quantitative magnitude of the estimated reflexive gains in this study may not be accurate, the qualitative adaptations in GTO and MS feedback are needed to explain the observed behavior.

Limitation 4: short-latency versus long-latency reflexive feedback {#Sec31}
------------------------------------------------------------------

In addition to cortical feedback pathways ("[Limitation 3](#Sec30){ref-type="sec"}"), an influence of slow spinal feedback can be expected (Grey et al. [@CR17]; Petersen et al. [@CR36]). After all, medium- and long-latency reflexes have been shown to be task dependent (Crago et al. [@CR7]; Rothwell et al. [@CR42]). Implementation of every single physiologically known pathway into the model would certainly result in a more detailed, but also a greatly over-parameterized model (see "[Limitation 2](#Sec29){ref-type="sec"}"). To investigate whether the main reflexive contribution to the measured behavior was from short or long-latency reflexes, the model parameterization was repeated with a neuromusculoskeletal model where the short-latency reflexes were replaced by long-latency reflexes (time delay fit boundaries of 80--120 ms). The solid line in the right panel of Fig. [9](#Fig9){ref-type="fig"} shows the parameter fit with the long-latency reflexes for a typical subject. The parameterization still fitted high feedback gains to yield the large low-frequent admittance changes. However, due to their larger time delays, a trough in the modeled admittance appeared around 1 Hz, which did not correspond to the measured admittance. Note that although it can be concluded from this result that short-latency reflexes are required to accurately fit the data, this does not rule out contributions by medium- and long-latency reflexes.

The fact that short-latency reflexes are required to accurately fit the data in this study could be because it focused on single-joint behavior. It has been suggested in literature that the most important function of the short-latency reflexes is to compensate for muscle yielding in stretched muscles (Nichols and Houk [@CR33]; Crago et al. [@CR7]; Allum et al. [@CR4]; Allum and Mauritz [@CR3]; Sinkjær et al. [@CR46]). Long-latency reflexes are primarily involved in multi-joint movements (Gielen et al. [@CR16]; Soechting and Lacquaniti [@CR47]; Perreault et al. [@CR35]; Kurtzer et al. [@CR28]), where coordinated muscle activation patterns (such as synergies) are controlled by supraspinal brain regions.

Measuring GTO and MS feedback simultaneously {#Sec32}
--------------------------------------------

The common approach to examine reflexive behavior, based on applying transient perturbations (such as the deep tendon reflex), cannot distinguish between GTO and MS feedback. One way to distinguish contributions of GTO and MS activity is to isolate reflexive activity in response to only muscle stretch, or only muscle force (Doornik and Sinkjær [@CR13]). However, that approach does not apply to motion control tasks where both GTO and MS activity may be present. MS, GTO and muscle visco-elasticity each contribute to the muscle force and mutually affect each other. The current study used closed-loop modeling as a way to distinguish between GTO and MS activity, and as such is the first to identify how GTO and MS feedback act together simultaneously to realize task performance.

Conclusions {#Sec33}
===========

The experiment shows that the dynamic human response to perturbations (i.e., the admittance) is strongly influenced by task instruction and the perturbation bandwidth. Parameter identification of a physiological model provides insight into how feedback from Golgi tendon organs, muscle spindles and muscle co-contraction simultaneously contribute to the observed control behavior.

Relax tasks evoked a large admittance, realized by little co-contraction or reflexive activity. A continuous FT results in an even larger admittance, mainly caused by inhibitory Golgi tendon organ feedback, accompanied by little co-contraction. A continuous PT results in a much smaller admittance, mainly caused by high levels of co-contraction and excitatory feedback from Golgi tendon organs, accompanied by excitatory position feedback and inhibitory velocity feedback from muscle spindles. Moreover, during continuous force and position tasks with large bandwidth perturbations, the reflexive feedback is suppressed, most likely to maintain stability.

Although many questions remain about the functionality of Golgi tendon organs, the results indicate that the strength of Golgi tendon organ feedback is adaptable and that it plays an important role during continuous tasks where force or position needs to be controlled.
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Appendix 1: model derivation {#Sec34}
============================

The measured behavior in the main article can be described by a linear motion control model based on a linearized Hill-type muscle model (Van der Helm et al. [@CR52]), of which the linearization is described in Appendix 2.

To assess the influence of the model parameters on the frequency domain and time domain characteristics of the admittance, a graphical user interface was developed previously (Schouten et al. [@CR44]). For clarification, in this study, the equations from which the model is derived are presented below. Note that the model is represented in the frequency domain where *s* denotes the Laplace operator (see Fig. [2](#Fig2){ref-type="fig"}).

The torque that accelerates the total inertia is the sum of the gas pedal torque *T*~*c*~(*s*) and the opposing torque *T*~muscle~(*s*) generated by the muscles, according to:$$\documentclass[12pt]{minimal}
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*T*~muscle~(*s*) consists of an intrinsic and a reflexive component. The magnitude of these contributions depends on the muscle stretch, which would be linear to the ankle angle for infinite tendon stiffness. This is not a reasonable assumption (especially for the Achilles tendon), so the muscle stretch is modeled as the difference between ankle angle (i.e., total muscle stretch, including the tendon) and tendon stretch, respectively, transformed to θ~ankle~ and θ~tendon~. The contributions to the muscle torque are described according to:$$\documentclass[12pt]{minimal}
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The tendon angle depends on the tendon stiffness *k*~tendon~ and the muscle torque *T*~muscle~ according to:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ A(s) = U(s) - H_{\text{gto}} (s)T_{\text{muscle}} (s) - H_{\text{ms}} (s)[\theta_{\text{ankle}} (s) - \theta_{\text{tendon}} (s)] $$\end{document}$$where *U*(*s*) represents deviations from the mean supra-spinal command. Note that *U*(*s*) does not contain the mean descending command that results in co-contraction (which is modeled by intrinsic visco-elasticity *k*~*a*~ and *b*~*a*~). Effectively, *U*(*s*) can be assumed to be zero because of the unpredictable nature of the perturbations. *A*(*s*) is therefore only the result of feedback from muscle spindles (*H*~ms~) and Golgi tendon organs (*H*~gto~).

*H*~ms~ models the activity of muscle spindles as a lumped position and velocity feedback with a time delay, according to$$\documentclass[12pt]{minimal}
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                \begin{document}$$ H_{\text{ms}} (s) = (k_{p} + k_{v} s)e^{{ - s\tau_{\text{ms}} }} $$\end{document}$$The parameters *k*~*p*~ and *k*~*v*~ represent the gains of, respectively, the monosynaptic stretch length and stretch velocity feedback. A single short-latency time delay *τ*~ms~ is used to model the elapsed time due to the neural signal traveling from the spindles to the spinal cord and back to the muscle (De Vlugt et al. [@CR8]). Muscle spindles are often reported to have an excitatory effect on the alpha motor neuron: a positive gain results in activity that resists muscle stretch, decreasing the admittance. Negative gains are allowed as well and represent inhibitory effects. GTO dynamics are described by a force feedback gain *k*~*f*~ and a time delay *τ*~gto~.$$\documentclass[12pt]{minimal}
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                \begin{document}$$ H_{\text{gto}} (s) = k_{f} e^{{ - s\tau_{\text{gto}} }} $$\end{document}$$A positive gain *k*~*f*~ denotes an inhibitory effect, increasing the admittance. Since literature has indicated that GTOs can deliver excitatory feedback as well, a negative gain is also allowed in this model.

The pedal rotations not only cause joint rotations, but also displacement of skin and underlying tissues. This effect is modeled as contact dynamics:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ H_{c} (s) = b_{c} s + k_{c} $$\end{document}$$where *b*~*c*~ and *k*~*c*~ respectively denote the viscous and elastic part of the contact dynamics. Since in the experiment the foot is strapped to the pedal, these values are expected to be constant over all experimental conditions.

Equations 6--10 are combined into one equation, as can be found in the main text as Equation 3.

Appendix 2: model linearization {#Sec35}
===============================

The model is based on previous research on the linearization of a multiplicative Hill-type model (Stroeve [@CR50]), in which the muscle force is described by the multiplication of the activation signal *a,* the force--length relationship *f*~*l*~ (*L*~*m*~), the force--velocity relationship *f*~*v*~ (*V*~*m*~) and the maximal force *F*~max~:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \dot{\theta }_{\text{muscle}} $$\end{document}$ the deviations in muscle stretch velocity (δ*V*~*m*~). Note that the intrinsic stiffness and damping due to already contracted muscles is described by *k*~*a*~ and *b*~*a*~, respectively. The term \[*f*~*l*~(*L*~*m*~)*. f*~*v*~(*V*~*m*~)*. F*~max~\] is for this model implicitly incorporated in the loop gain of each of the reflexive feedback loops (*k*~*p*~*, k*~*v*~*, k*~*f*~).

Appendix 3 {#Sec36}
==========

See Tables [2](#Tab2){ref-type="table"}, [3](#Tab3){ref-type="table"}, and [4](#Tab4){ref-type="table"}.Table 2Lower and upper parameter boundariesParametersLower boundaryUpper boundaryAnkle inertia, *I*~*a*~ (kg m^2^)0.010.6Tendon stiffness, *k*~tendon~ (Nm/rad)10010,000Muscle spindle time delay, *τ*~ms~ (s)0.0150.05Golgi tendon organ time delay, *τ*~gto~ (s)0.0150.04Relative damping activation dynamics, *d*~*a*~ (s)0.51.5Eigen-frequency activation dynamics, *f*~*a*~ (Hz)210Contact dynamics viscosity, *b*~*c*~ (Nms/rad)1100Contact dynamics stiffness, *k*~*c*~ (Nm/rad)1002,000Muscle viscosity, *b*~*a*~ (Nms/rad)0.0120Muscle stiffness, *k*~*a*~ (Nm/rad)1001,500Muscle stretch velocity feedback gain, *k*~*v*~ (Nms/rad)−4040Muscle stretch length feedback gain, *k*~*p*~ (Nm/rad)−1,0001,000Muscle force feedback gain, *k*~*f*~ (−)−1010Table 3Condition-independent parametersParametersMean ± SD (*n* = 10)Ankle inertia, *I*~*a*~ (kg m^2^)0.078 ± 0.04Tendon stiffness, *k*~tendon~ (Nm/rad)5,074 ± 2,369Muscle spindle time delay, *τ*~ms~ (s)0.038 ± 0.009Golgi tendon organ time delay, *τ*~gto~ (s)0.025 ± 0.009Relative damping activation dynamics, *d*~*a*~ (−)0.99 ± 0.32Eigen-frequency activation dynamics, *f*~*a*~ (Hz)2.68 ± 0.78Contact dynamics viscosity, *b*~*c*~ (Nms/rad)24.8 ± 13.6Contact dynamics stiffness, *k*~*c*~ (Nm/rad)826 ± 410Table 4Validation of the ARMAX approximations and parameter fitsTaskBandwidth (Hz)ARMAXParameter fitVAF *T*~*c*~ (SD) (%)VAF θ~pedal~ (SD) (%)VAF *T*~*c*~ (SD) (%)VAF θ~pedal~ (SD) (%)Force0.784.3 (±5.6)65.2 (±10.9)39.0 (±9.6)85.1 (±7.9)1.288.6 (±4.8)50.1 (±14.7)69.7 (±2.9)81.5 (±13.1)2.091.4 (±5.3)35.6 (±12.6)85.7 (±2.0)73.6 (±14.6)Relax0.799.8 (±0.1)99.1 (±0.3)93.3 (±1.0)94.5 (±1.9)1.299.7 (±0.1)98.8 (±0.2)94.7 (±0.9)96.4 (±1.5)2.099.7 (±0.1)98.4 (±0.3)94.9 (±1.1)95.4 (±1.7)Position0.799.8 (±0.1)78.4 (±7.9)94.9 (±0.4)78.8 (±22.3)1.299.8 (±0.1)81.9 (±6.2)97.0 (±0.2)84.1 (±15.7)2.099.8 (±0.2)88.5 (±5.6)97.8 (±0.2)91.2 (±8.4)Mean and standard deviation of the variance accounted for (VAF) of the ARMAX-approximated signals to the experimental data (left) and model-predicted to the ARMAX-approximated signals (right); calculated for both gas pedal torque (*T*~*c*~) and gas pedal depression angle (θ~pedal~) for all subjects
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