We analyze the null controllability of a one-dimensional nonlinear system which models the interaction of a fluid and a particle. This can be viewed as a first step in the control analysis of fluid-solid systems. The fluid is governed by the Burgers equation and the control is exerted at the boundary points. We present two main results: the global null controllability of a linearized system and the local null controllability of the nonlinear original model. The proofs rely on appropriate global Carleman inequalities, observability estimates and fixed point arguments.
Introduction and main results
Let us set T > 0 and Q = (−1, 1) × (0, T ). We will consider a (simplified) nonlinear system that models the interaction of a one-dimensional fluid evolving in (−1, 1) and a solid particle. It will be assumed that the velocity of the fluid is governed by the viscous Burgers equation at both sides of the point mass location y = h(t). For simplicity, we will also assume that the fluid density is constant and the solid particle has unit mass. The system is thus the following:            u t − u yy + uu y = 0, (y, t) ∈ Q, y = h(t),
u(−1, t) = α(t), u(1, t) = β(t), t ∈ (0, T ), u(h(t), t) = h (t), [u y ](h(t), t) = h (t), t ∈ (0, T ),
u(y, 0) = u 0 (y), h(0) = h 0 , h (0) = h 1 .
(1.1)
Here, u(y, t) is the velocity of the fluid particle located at y at time t, h(t) is the position occupied by the particle at time t, α and β are the controls (two functions at least in L ∞ (0, T )) and the initial data satisfy u 0 ∈ H 1 (−1, 1), h 0 ∈ (−1, 1) and
In (1.2) and the sequel, [f ](y) denotes the jump of the function f at point y. We see that two conditions are required at y = h(t) for t ∈ (0, T ). The first condition means that the velocity of the fluid and the solid mass coincide at these points. The second one is a transmission condition indicating that the force exerted by the fluid on the particle is equal to the product of the particle mass by its acceleration.
The modelling and analysis of fluid-solid interaction have attracted a lot of attention in recent years. In particular, in the case of two and three-dimensional Navier-Stokes fluids in contact with one or more rigid or elastic bodies, this has been the goal of 3, 4, 5, 6, 7, 13, 23, 24 and the references therein. In this paper, we will be concerned with the controllability of the previous simplified one-dimensional model, already considered and analyzed in 25 and 26 ; more precisely, we shall investigate the null controllability properties of (1.1).
It will be said that (1. Of course, we are dealing here with a simplified version of other much more complicated and realistic models. For example, for a system governed by the NavierStokes equations with a solid sphere inside the fluid, a related question is how to act on the fluid particles on the outer boundary to get the sphere completely stopped at t = T . This justifies the relevance of the controllability analysis of (1.1).
The controllability of partial differential equations has also been the object of intensive research during the last years. Since the pioneering papers 18, 19, 21, 22 , where systems governed by linear wave and heat equations were considered, a lot of work has been done in this area. See for instance 9, 12, 15, 27, 28 for the approximate, exact and null controllability of semilinear hyperbolic and parabolic equations; see also 16 and the more recent paper 10 for the local exact controllability of the Navier-Stokes equation, etc.
In (1.1), the spatial domain depends on t. Assuming that |h(t)| ≤ 1 − b where b is a positive small constant, we can introduce the following change of variable: For any y ∈ (−1, h(t)) ∪ (h(t), 1), we put x = (y − h)/ (1 − κh) , where κ is the sign of x. 
u(−1, t) = α(t), u(1, t) = β(t), t ∈ (0, T ), u(0, t) = p(t),
where
For any u ∈ L ∞ (Q) and h ∈ W 1,∞ (0, T ) with |h(t)| ≤ 1−b, we will also consider the following linearized system, where the unknowns are v and k:
(1.5)
The first main result of this paper is the following:
For the proof of this result, we will first deduce a global Carleman inequality and some observability estimates for an associated adjoint system. Then, we will adapt standard arguments.
In fact, we will first work with an extended system, similar to (1.5) , where the control is distributed and its support does not intersect (−1, 1) × (0, T ), see (4.43). We will prove that (4.43) is null controllable and, then, we will deduce the same property for (1.5) after restriction to (−1, 1) × (0, T ). The reason is that it is not clear that a direct application to (1.5) of the techniques in sections 2 to 4 provides sufficient regularity to obtain controls α and β in L ∞ (0, T ). By analogy with the boundary controllability of the linear heat equation, this may be an obstacle to have 
For the proof, we will use theorem 1.1, a fixed point argument and some additional regularity properties of the solution of (1.4). Remark 1.2. It would be interesting to know whether theorems 1.1 and 1.2 are still true when the control is exerted only at x = −1 (for example, taking β(t) ≡ 0 in (1.5)). To our knowledge, this is unknown.
In order to clarify the situation and trying to guess what can be expected, let us consider a very particular case:
This is just (1.5) with u(x, t) ≡ 0 and h(t) ≡ 0. The previous system can be rewritten in the form
where δ (x=0) is the Dirac distribution supported by { x = 0, 0 < t < T }. It can also be written as follows: 21 , the null controllability of (1.8) at any positive time T > 0 is a consequence of the fact that the similar second-order in time problem
In turn, this is a consequence of the observability inequality
that holds for any T * > 2 and for all the solutions of the adjoint problem
. This fundamental result of Russell (that exact controllability for a hyperbolic equation at some time implies null controllability at any time for the similar parabolic equation) has already been used in other contexts; see for instance 11 , which deals with one-dimensional linear heat equations with non-smooth timeindependent coefficients.
The proof of (1.9) can be achieved arguing as in 14 . Hence, in the particular case (1.7), we get the null controllability of the simplified linear system with one single control. Nevertheless, this argument does not work for (1.5) (where the coefficients depend on x and t). On the other hand, the techniques used in the proof of theorem 1.1 do not work when we have only one control (see remarks 2.1 and 3.3 for some explanations). Remark 1.3. Of course, it is also unknown whether the nonlinear system (1.4) can be driven exactly to zero for small initial data with only one control. Remark 1.4. It would also be interesting to know whether we can get a local controllability result similar to theorem 1.2 for a model with two or more particles. For instance, in the case of two particles, the original state equation is: 
. Now, the goal is to find controls α and β, at least in
(1.11)
To our knowledge, the null controllability of ( 
In order to answer this question, a natural strategy would be to combine the global existence and exponential decay results in 26 and theorem 1.2 as follows: starting from the initial data u 0 , h 0 and h 1 with |h 0 | < 1 and u(0) = h 1 , we first take α(t) ≡ 0 and β(t) ≡ 0 and we let the system (1.4) evolve until t = T 0 , with T 0 such that (u(·, T 0 ), h (T 0 )) is small in the H 1 × IR norm; then, we apply theorem 1.2 with initial data u(·, T 0 ), h(T 0 ) and h (T 0 ) for instance in the time interval (T 0 , T 0 + 1).
There is however a nontrivial difficulty to apply these ideas: unfortunately, in our local result theorem 1.2, not only u(·, T 0 ) H 1 (−1,1) but also |h(T 0 )| has to be small; but this is not ensured by the natural evolution of the uncontrolled system for large T 0 . Consequently, the null controllability of (1.4) in long time intervals starting from arbitrarily large initial states is an open question. In this case, h(T 0 ) does not need to be small. Nevertheless, a nontrivial difficulty appears again. Indeed, in view of remark 5.1, in order to perform the second previous step, we need a time T 0 such that the uncontrolled solution (u, h) satisfies
where ε is a small parameter satisfying (5.75). But the possibility that |h(t)| approaches 1 (and therefore ε(1, |h(t)|) approaches 0) as t → +∞ is not excluded. Consequently, it is not clear that such a T 0 exists for every u 0 and h 0 . More precisely, they have shown that, if the nonlinear term satisfies a "good-sign condition" and behaves superlinearly at infinity and we denote by T (R) the minimal time of exact controllability to zero of all initial data with L 2 norm ≤ R, then
otherwise, for some C > 0. It is reasonable to expect a similar result for the Boussinesq equation and also for (1.1). But for the moment this is also an open question.
The rest of this paper is organized as follows. In Section 2, we deduce a global Carleman inequality that we need for the proof of theorem 1.1. Section 3 deals with some observability inequalities. In Section 4, we give the proof of theorem 1.1. Section 5 is devoted to the proof of theorem 1.2.
A Carleman inequality
In this Section, we will deduce the global Carleman inequality we need for the proof of theorem 1.1. In the sequel, we will denote by C 0 , C 1 , . . . various positive constants. We will frequently indicate the data on which they depend. On the other hand, we will denote by K a generic constant whose value can change from line to line.
Let δ > 0 be given and let us set
and
Let us introduce the functions β * and β, with
We set
Let us put
Let λ ≥ 1 large enough to be fixed bellow and let us introduce the weights ϑ and ϕ, with
Notice that |β *
In the sequel, we will use the following notation:
the one-sided spatial derivatives at
Then we have the following Carleman estimate:
Furthermore, C 0 can be chosen only depending on β * ; λ 0 and s 0 can be chosen of
) respectively, where K is independent of h and T . Remark 2.1. In order to get (2.17), we need previous estimates of z and its derivatives in Q − and Q + ; see (2.20) and (2.21). We do not know how to arrive at an estimate in the whole Q otherwise. But the right hand sides of (2.20) and (2.21) contain local integrals of z in ω − × (0, T ) and ω + × (0, T ), respectively. This means in practice that, unfortunately, we are able to solve the control problem for (1.5) only if we put controls at both sides of the line x = 0. To get the null controllability with β(t) ≡ 0, we would need and estimate like (2.17) with ω replaced by ω − in the right.
Let us give the proof of theorem 2.1. It consists of three steps. First, we deduce in lemma 2.1 a global Carleman estimate for the function z in Q − . Then, another Carleman inequality is obtained in Q + . Finally, combining both estimates, we will be able to get the inequality (2.17).
More precisely, our proof starts with some computations in Q − which are standard by now and provide the inequality
for large λ and s. The possibly nonpositive last term in the left hand side and the third term in the right hand side of this estimate appear because z does not necessarily vanish at x = 0 − . The structure of the former is a consequence of the choice of the function ϑ; see (2.12)-(2.15). From (2.18), it is easy to deduce that 
are found. In view of (2.23), we find the desired estimate (2.17).
There exist positive constants C 1 , λ 1 and s 1 such that 
The proof of this lemma is given in Appendix A.
There exist positive constants C 2 , λ 3 and s 4 such that 
) respectively, where K is independent of h and T .
In view of (2.20), the proof of lemma 2.2 is immediate. We only have to perform the change of variable x → −x and apply lemma 2.1 to the resulting function z,
t).
Let us now finish the proof of theorem 2.1.
Let us apply lemma 2.1 (resp. lemma 2.2) to the restriction of z to Q − (resp. Q + ). We obtain (2.20) and (2.21). After addition, the following is found for
). Combining (2.22) and (2.23), we obtain (2.17).
This ends the proof.
Some observability inequalities
Let us set Q * = { (x, t) ∈ Q : x = 0 } and let us introduce the adjoint system
In the sequel, unless otherwise specified, L 2 , H 1 and H 1 0 will stand for the spaces
respectively. This will make possible to simplify the notation.
As a consequence of the global Carleman estimate (2.17), we have the following first observability inequality: 
for any s ≥ s 6 , where
On the other hand, it is not difficult to see that 
From now on, we fix s = max(s 6 , s 7 ). In view of (3.26), one has
for any solution to (3.24), for some positive
We will now prove that (3.27), together with the dissipativity of (3.24), leads to (3.25). Indeed, we have
In order to prove (3.28), let us multiply the equation in (3.24) by z and let us integrate with respect to x in (−1 − δ, 1 + δ). Then we see that
Integrating this inequality with respect to time in [T /4, t] with t ∈ [T /4, 3T /4], we also obtain
Integrating again with respect to time in [T /4, 3T /4], we get 
and, combining (3.30) and this inequality, we easily deduce the estimate (3.25) . This ends the proof.
Remark 3.
1. An estimate of the constant C 4 we have found is the following:
As a consequence of (3.25), it will be seen in section 4 that, for any initial data v 0 , k 0 and k 1 , we can find controls f ∈ L 2 (ω × (0, T )) such that the associated solutions of (4.43) satisfy v(x, T ) = 0 in (−1, 1) and k (T ) = 0.
However, in order to get controls that also make k(T ) = 0, we first have to establish an improved observability inequality (see proposition 3.2 below).
To this end, let us introduce the couple (w, j), with
The key property of (w, j) is that a control f ∈ L 2 (ω × (0, T )) is such that the associated solution of (4.43) satisfies k(T ) = 0 if and only if Accordingly, we can view the null controllability of v, k and k as the null controllability of v and k together with a one-dimensional constraint. Let us set
for every ζ ∈ L 2 (Q ). Then we have the following:
There exists a positive constant C 5 , only depending on T , b and R such that the following holds for any solution to (3.24):
Proof. In order to prove (3.33), we present an argument inspired by the results in 20 . We start from (3.26) written for s = max(s 6 , s 7 ) (see the proof of proposition 3.1). We will first deduce from this inequality that
for some C 6 = C 6 (T, b, R). To this end, we will argue by contradiction. Thus, let us assume that (3.34) does not hold and let the couples (z n γ n ) be solutions of (3.24) satisfying 
(3.36)
Consequently, P z n is uniformly bounded and it can be assumed that
In view of (3.35), the functions z n (resp. (γ n ) ) are uniformly bounded in
) for all ε > 0. From lemma 7.1, we easily deduce that z n (resp. γ n ) is also uniformly bounded in L 2 (0, T − ε; H 1 0 ) (resp. H 2 (0, T − ε)) for all ε > 0. Hence, it can also be assumed that
for all ε > 0. Obviously, the couple (z, γ) satisfies
But this implies that z = P * w in ω × (0, T ). Taking into account that the partial differential equation in (3.38) has the unique continuation property and w is, together with j, the solution of (3.32), we easily deduce that z = P * w in Q . But this can be true only if z(x, t) ≡ 0 and P * = 0. From (3.39), we now see that
Coming back to (3.26), the following holds
But this is in contradiction with (3.35). Consequently, (3.34) holds. From (3.34), arguing as in the proof of proposition 3.1, the following is found:
On the other hand, we also have
with C 9 = C 9 (T, b, R). This can also be proved by contradiction, arguing as above (for simplicity, we omit the details in this case). Finally, in account of (3.41) and (3.42), we see that (3.33) holds. This ends the proof.
Remark 3.2. The previous proof relies on the compactness of the sequence {P z n w} and the uniqueness of (3.38). As usual, it provides the existence of a constant C 5 such that an improved inequality is satisfied, but it gives no information on the size of this constant. In other words, contrarily to C 4 , no explicit estimate can be given of C 5 in terms of T , b and R. This is a price we have to pay to get the null controllability of v, k and k . . If this were the case, we would be able to prove null controllability properties of (1.5) with β(t) ≡ 0, i.e. with only one control located at x = −1; see remark 2.1.
Null controllability of the linearized system
Let us give the proof of theorem 1.1.
We will consider the following auxiliary distributed controlled system: 1) ) and 1 ω denotes the characteristic function of ω = (−1 − δ, −1 − δ/2) ∪ (1 + δ/2, 1 + δ). Obviously, the distributed null controllability of (4.43) with controls f ∈ L 2 (ω × (0, T )) implies the boundary null controllability of (1.5).
We have the following result:
Moreover, f * can be chosen satisfying the estimate
where C 10 is a positive constant, only depending on T , b, and R.
Proof. This controllability result is implied by the observability estimate (3.33). In fact, there are several ways to show this. Let us indicate one of them.
For every ε > 0, let us consider the functional J ε , given by
It is not difficult to see that J ε is continuous and strictly convex. Furthermore, in view of (3.34), the following unique continuation property holds for (3.24): If z − P z w = 0 in ω × (0, T ), then z ≡ 0. Therefore, we can argue as in 9 and see that lim inf
This implies that the functional J ε is coercive. Consequently, J ε achieves its minimum at a unique point (z 
in ω × (0, T ), where we have used the notation
Let us denote by (v ε , k ε ) the associated solution of (4.43). We will now see that Indeed, we first have
This proves (4.48).
On the other hand, for any small ε > 0, we have
it is not difficult to deduce from (4.50) that
Recalling that |h(t)| ≤ 1 − b for all t, we obtain (4.49). Notice that the controls f ε are uniformly bounded. Indeed, since
Combining (4.51) and (3.33), we obtain
and, in view of (4.47), we finally have
(4.52)
Hence, we deduce that, at least for a subsequence, we have This ends the proof. Theorem 1.1 is an immediate consequence of proposition 4.1. Consequently, the null controllability of (1.5) is established. 
The proof is similar (and even easier) than the proof of proposition 4.1. In this case, it suffices to consider the functionalĴ ε , witĥ
Of course, this leads to a partial boundary null controllability result for (1.5). 
Local null controllability of the nonlinear system
Let us now present the proof of theorem 1.2. As in Section 4, we introduce an auxiliary system:
Again, the null controllability of (5.56) with controls f ∈ L 2 (ω × (0, T )) implies the boundary null controllability of (1.4). To prove that (5.56) is null controllable, we proceed as follows. Let us set
and let Z R be the closed convex set
We will denote by · Z the usual norm in Z:
Let us fix (a small) b ∈ (0, 1) and (a large) R > 0. We will use the following notation: for any K > 0, T K is the real function
Assume that (w, ) is given in Z R and consider the linear system (4.43), with
and w. That is to say, consider the following system: Furthermore, the control f can be chosen satisfying
Indeed, since (w, ) ∈ Z R , we have
In view of (4.45), it is then clear that (5.60) holds. Using (5.60) and lemma 7.1, we deduce that the state (v, k) associated to this control verifies
where E is given by
is independent of (w, ). In particular, we have
Let us denote by A(w, ) (resp. Λ(w, )) the family of all these controls (resp. the family of the associated states). In other words, let us set
We will consider the set-valued mapping Λ : Z R → Z and we will try to apply Kakutani's theorem to Λ in order to deduce the existence of a fixed point. For clarity, let us recall the precise statement of this result:
Theorem 5.1. Let Z be a Banach space, let Z R ⊂ Z be a nonempty closed convex set and let Λ : Z R → Z R be a set-valued mapping satisfying the following assumptions:
• Λ(z) is a nonempty closed convex set of Z for every z ∈ Z R .
• There exists a nonempty convex compact set 
(5.64)
Let us now prove that mapping (w, ) → Λ(w, ) is upper hemicontinuous. More precisely, let us see that, for each bounded linear form (µ, λ) ∈ Z , the real-valued function
is upper semicontinuous. In other words, let us check that
is a closed set of Z for all ν ∈ IR and (µ, λ) ∈ Z . Thus, let {(w n , n )} be a sequence in B ν,µ such that
Our goal is to prove that (w, ) ∈ B ν,µ . Since all sets Λ(w n , n ) are compact and satisfy (5.64), we deduce that
for some (v n , k n ) ∈ Λ(w n , n ). Using the definitions of Λ(w n , n ) and A(w n , n ) we obtain the existence of controls
. Since (5.64) holds, we have, at least for a subsequence, that
Now, it is not difficult to check that f ∈ A(w, ) and (v, k) ∈ Λ(w, ). We can thus take limits in (5.65) and deduce that
So, we have (w, ) ∈ B ν,µ . This proves that (w, ) → Λ(w, ) is upper hemicontinuous.
Let us now see that, for any R > 0 and b > 0, there exists ε 1 , only depending on T , b and R, such that, whenever (u
Indeed, if (w, ) ∈ Z R and (v, k) ∈ Λ(w, ), we first have from (5.62) that
On the other hand,
for some C 14 = C 14 (T, b, R). This can be justified as follows. Let us consider the equation in (5.58) for instance for (x, t) ∈ Q * , x < 0. Introducing the new variable z, with
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This will suffice to prove that v is essentially bounded in (−1 − δ, 0) × (0, T ). In a similar way, we will able to prove that v is L ∞ in (0, 1 + δ) × (0, T ) and this will lead to (5.68).
From
, with a norm in this space bounded in the same way. Therefore, F can be written in the form
and the corresponding norms are again bounded as in (5.61). Now, from standard parabolic regularity results, taking into account that the initial data in (5.69) vanishes at x = −1 − δ and x = 0, we deduce that z ∈ L ∞ (0, T ; H 1 0 (−1 − δ, 0)) and (5.70) holds; see for instance 17 . In view of (5.67) and (5.68), we see that the inequality
implies (5.66).
Thus, if (u 0 , h 0 ) H 1 (−1,1)×I R ≤ ε 1 , we can apply Kakutani's fixed point theorem to Λ. This leads to the existence of a control f and a solution (u, h) to the nonlinear system
such that (5.60) holds, Notice that, in particular,
Hence, if we set
and we choose
we have T 1−b (h) ≡ h and (u, h) is in fact a solution of (5.56) satisfying (5.74). This ends the proof of theorem 1.2.
Remark 5.1. Combining remark 3.1 and a similar fixed point argument, the local null controllability of u and h can be established. More precisely, it can be proved that, for any h 0 ∈ (−1, 1), there exists ε > 0 only depending on T and |h 0 | such that, whenever the initial data u 0 and h 1 satisfy u 0 (0) = h 1 and
we can find controls f ∈ L 2 (ω × (0, T )) and associated solutions to (5.56) such that
Furthermore, in view of remark 4.2, in this case we have explicit estimates of the cost of controlling u and h to zero. Accordingly, it can be shown that the parameter ε and the control f can be found satisfying
6. Appendix A: Proof of lemma 2.1
Let us prove lemma 2.1.
We have the following equality:
Using (2.16), we can write (6.79) in the form
Let us set
Then we have from (6.80) that 
Here, we have used (6.77). Taking into account (2.16), we also obtain and
Finally, taking into account (6.85), the identities (6.86)-(6.91), we deduce that The inequality (6.119), together with (6.118), leads to (2.20) and this is what we wanted to prove. This ends the proof of lemma 2.1. 
