I. INTRODUCTION
mage Classification is one of the most important aspects in Content Based Image Retrieval (CBIR) systems [1, 2] , therefore using the appropriate classifier for CBIR systems is critical. Many past papers used different classifiers for their CBIR systems [3] [4] [5] , however some problems still remain. Some of the drawback of current classifiers is the lengthy training time [6] , high storage requirements [7] , did not achieve the required semantic results [7] and cannot deal with incomplete and uncertain data and features [8] . In this paper, we used a combination of Rough Set and 1-v-1 Support Vector Machine (SVM) as the classifier for our CBIR system (which was proposed in [9] ). In the 1-v-1 SVM, one SVM is constructed for each pair of classes [10] .
The reasons why the proposed Rough Set with SVM as a classifier has better result compared to the conventional SVM classifier due to the fact that conventional SVM has high storage requirements and lack of semantic interpretation of classification process [10, 11] . Rough set can reduce the storage requirements by using upper and lower approximations. This means that the rules should store in conventional 1-v-1 SVM, however this amount is reduced to for classifier include the Rough Set and 1-v-1 SVM [11] . In addition, combination of Rough Set and 1-v-1 SVM can provide a better semantic interpretation of the classification process using properties of the Rough Set boundary region [9] . This paper is organised as follows: section 2 presents rough set to 1-v-1 support vector machine classifier. Experiment setup is given in section 3. In section 4, we show experimental results. Conclusion is made in section 5.
II. ROUGH SET METHOD TO SUPPORT VECTOR
MACHINE 1-V-1 MULTI CLASSIFIERS This section describes a rough set method to SVM 1-v-1 multi classifiers as proposed in [9] . First, a nonlinear separable feature space is transformed to a linear separable feature space using a Radial Basis Function Kernel (RBF Kernel). The reason for choosing this kernel is RBF kernel has better results in CBIR systems [12] . The perfect situation is that the SVM can find the hyperplane by maximizing the margin between two classes and no example are in the margin i.e. after transforming nonlinear feature space to linear feature space [13, 14] (see Fig. 1 ). is defined as follows:
, for all , and there exists at least one training example such that and .
is defined as follows:
, for all , and there exist at least one training example such that and .
The above variables are defined as follows: Assume is an input vector in the input space and is the output in . Training set used for supervised classification is . ∑ is inner product and and are components of two vector and .
According to R1, R2 and R3 rules, a Rough Set based SVM binary classifier can be defined when:
, classification of x is positive (+1).
[R2] If , classification of x is negative (-1).
[R3] Otherwise, classification of is uncertain.
In the SVM 1-v-1 multi classifier, one binary SVM is constructed for each pair, , of classes. According to the rules of R1, R2 and R3, three equivalence classes can be defined for each pair.
, and are the set of (or region) that follows the rule R1, R2 and R3 respectively. Lower and upper approximations and boundary region for class and are summarised in Table 1 .
Classification problem with three classes i.e. Flower, Elephant, and African people is shown in Fig. 2. Fig. 3 , Fig. 4 and Fig. 5 show the Rough Set method to SVM 1-v-1 classification for classes Flower and Elephant, Flower and African people and Elephant and African people respectively. Our proposed CBIR system in this paper has training and testing phases. For each semantic group, two rules are extracted as we used 10 semantic image groups in our experimental results so that 20 rules are extracted in the training phase (
). In the testing phase, the user feed a query image to CBIR system. According to rules from the training phase, if the query image is related to the positive region, images in that positive region are shown to user as the retrieval results. However, if the query image is related to the boundary region using a threshold, the images which are most likely similar to query image is then shown to user. From many experimental results, a threshold was defined for each of the semantic image groups. For each semantic group, if distance between image in boundary region and images in the positive region is less than the threshold, the image in the boundary region will be categorized in the positive region group.
IV.
EXPERIMENT RESULTS
In this section, the results that compare the three retrieval systems with the proposed retrieval system are presented. These three retrieval systems used SVM [7] , neural network (NN) [8] and K-nearest neighbour (KNN) [6] as the classifier in their methodology.
To investigate the function of the image retrieval system based on the above mentioned methods, we used the COREL image database containing one thousand images. In this database, images are classified into ten semantic groups. The groups are African people, beach, bus, flower, mountains, elephant, horse, food, dinosaur, and building. We expressed the results of each group with a number e.g. number 1 represents African people; number 5 represents mountains, and etc.
A. Precision-Recall Graph
Recall equals to the number of the related retrieval images to the number of the related images available in the images database. The precision equals to the number of the related retrieval images to all of the retrieval images [2] . Fig. 6 shows the precision-recall graph for ten semantic groups that is used for measuring the efficiency of the proposed retrieval system. In the experiment results, the proposed retrieval system is shown as RSSVM. From the graph, we observed that the proposed retrieval system achieved better results than the other three systems. The reason for this is the proposed method is the ability to handle the uncertain boundaries better, thus able to classify those in the region more accurately. 
B. The Investigation of the Retrieval Precision
To investigate the total precision of the above mentioned retrieval systems, 1000 images are fed into the system as the queried images. The average of the retrieval precision is calculated for each class. Fig. 7 shows the results using different classifiers. As anticipated, the results are better using the proposed system. The average of the retrieval precision is 55.9%, 59.4% and 68.1% for SVM, NN and KNN respectively. It increases to 73.8% for RSSVM.
Fig. 7. Precision of retrieval
The reasons behind the superiority of RSSVM are the: 1) Overlapped region in the classification problem can be described using boundary region in Rough Set more accurately. 2) Optimal separating hyper-plane by maximizing the margin is constructed using SVM effectively. 3) Perfect generation ability is the SVM's properties, however cannot deal with imprecise or incomplete data. 4) Most important properties of rough set is that it can deal with vague and incomplete data efficiently.
In addition, the RSSVM classifier has some advantages compared to the conventional SVM. One of the advantages is RSSVM reduced storage requirements. RSSVM requires to store just rules for each class (one rule for lower approximation and one rule for upper approximation), compared to conventional SVM that needs to store rules [10] . Another advantage of RSSVM is that it has better sematic interpretation of the classification process compared to the conventional SVM [11] .
C. The Image Comparison of the Retrieval Systems
In the final test, we presented the retrieval results for the queried flower image (Fig. 8) . The first, second, and up to the fourth row in Fig. 9 is related to RSSVM, KNN, NN and SVM respectively. Referring to Fig. 9 , the retrieval system with the RSSVM classifier represented a more related output images to the user. The first left image in Fig. 9 matched closely to the queried image. The reason why the proposed method has better results than those in other retrieval systems is that the rules extracted from the RSSVM classifier are semantic and can better classifies images. Consequently, the RSSVM classifier can show more relevant images to user.
V.
CONCLUSION
This paper proposed a classifier based on a combination of Rough Set and a 1-v-1 Support Vector Machine (SVM) in a Content Based Image Retrieval (CBIR) system. The proposed image retrieval system is compared with other image retrieval systems which used other classifiers such as neural network, K-nearest neighbour and Support Vector Machine in their systems. Based on the experimental results, it can be concluded that CBIR system with Rough Set and SVM classifier has good results and better semantic interpretation of the classification process compared to conventional SVM. In addition, this classifier reduced the storage requirements because it only requires to store a rules. In this paper we focused on a 1-v-1 (one-versus-one) support vector machine for future it is good idea will do some research on 1-v-r (one-versus-rest) support vector machine, and evaluated results using combination of rough set and 1-v-r support vector machine as a classifier in content based image retrieval systems. 
