Abstract. For every k, an oracle Turing machine M k , and rational polytopes P k (S) for all n and S f0; 1g n , are constructed; querying from the set S given as an oracle, M S k solves the separation problem over P k (S) in strongly polynomial time, performing O(n 3k ) arithmetic operations. Each of the polytopes P k (S) approximates S in the sense P k (S) \ f0; 1g n = S and P k (S) 0; 1] n , and for all k, P k+1 (S) is contained in P k (S). As a result, other oracle machines are obtained that, querying from the oracle S, maximize in polynomial time linear functionals over approximations for S obtained from P k (S) by applying the cones-of-matrices cutting operator of Lov asz and Schrijver a constant (possibly zero) number of times. Thus, our construction enables a systematic application of the cones-of-matrices scheme to any combinatorial optimization problem.
1. Introduction. Combinatorial Optimization is the problem of maximizing a rational linear functional x 2 l Q n over a given set S f0; 1g n . Typically, S is not listed explicitly, and the natural input size for the problem is n + b(x), where b(x) is the number of bits encoding x. A setting which makes it possible to let the input consist of (n; x) only, is that of an oracle Turing machine (see 2]). We would like such a machine N, equipped with the set of interest S f0; 1g n as an oracle, denoted N S , to maximize x over S. While time complexity O(2 n b(x))
is easily obtained by an exhaustive search of S, it is unlikely that such a machine exists that
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runs in time bounded by a polynomial in n + b(x) which is independent of the oracle being queried. A fruitful approach, taken in much of the literature on combinatorial optimization, is to restrict the set S to come from a speci ed class, say restrict S to be the set of characteristic vectors of stable sets in some bipartite graph. However, even in this setting, e cient machines are often unlikely to exist. Motivated by the recent work of Lov asz and Schrijver 4], we take here an alternative approach, where the set S can be arbitrary, but N S is allowed to maximize over a certain approximation of S rather than S. Appealing to the embedding of S f0; 1g n l Q n in rational a ne space, an approximation of S is a rational convex polytope P which is contained in the unit cube 0; 1] n and satis es P \ f0; 1g n = S. In 4] , an operator N was introduced that produces from a given approximation P of S f0; 1g n another one N(P), with the property P = N 0 (P ) N(P) N 2 (P ) N n (P ) = conv(S):
Furthermore, an oracle machine was shown to exist that, querying from a separation oracle for P (see 3]), maximizes linear functionals over N(P) in polynomial time. This naturally raises the following question. Does there exist approximations P(S) for all n and S f0; 1g n , and a single oracle machine M, such that M S solves the separation problem (see below) over P(S) in polynomial time for all S? In the following section, we provide a positive answer by constructing a family of such approximations and machines. As a result, other oracle machines are obtained that, querying from the oracle S, maximize in polynomial time linear functionals over approximations for S obtained from ours by applying the operator N of 4] a constant (possibly zero) number of times. Thus, our construction enables a systematic application of the scheme in 4] to any combinatorial optimization problem.
Approximating machines. In 1] (see 3]), a certain algorithmic equivalence was estab-
lished between the problem of maximizing linear functionals over a rational polytope P and the following separation problem over P: given x 2 l Q n , decide whether x 2 P and, if not, provide a vector y 2 l Q n separating x from P, i.e. satisfying hy; zi < hy; xi for all z 2 P. We shall start by studying separation, rather than maximization, over our approximations. An oracle machine M will be called approximating, if M S solves the separation problem over some approximation P(S) of S for every n and every S f0; 1g n . All our machines will be designed to accept input of the form (n; x) (where x 2 l Q n ) only. We shall say that M is a polynomial time oracle machine if the running time of M S is bounded by a polynomial (in the size n + b(x) of the input) which is independent of the oracle S being queried. We shall say that M is strongly polynomial time (see 3], 5]) if it is polynomial time and the number of arithmetic operations that M S performs is bounded by a polynomial in n only (independent of x and the oracle S). For every positive integer k, we construct an approximation P k (S) of S for every S, and a related strongly polynomial time approximating oracle machine M k . Our approximations satisfy P 1 (S) P 2 (S) P n (S) conv(S), and P n (S) is the smallest intersection of 0; 1] n and a polytope with facet normals in f?1; 1g n containing S.
We
We let e = (1; ; 1), and, for any x we let x = 2x ? e and jxj = jjxjj 1 = P n i=1 jx i j. Fi Theorem. For every k, there exists a strongly polynomial time oracle machine M k such that, for all n and S f0; 1g n , M S k solves the separation problem over P k (S).
Proof. Given input (n; x), it is easy to check whether x 2 0; 1] n , and if not provide a vector separating x from 0; 1] n , hence from P k (S). So, we may assume that x = a 2 0; 1] n , and obtain a]. By the proposition above, a 2 P k (S) unless there exists v 2 B( a]; 2k) for which ja ? vj < k v , in which case the vector v separates a from P k (S), since vy jvj ? k v < va for all y 2 P k (S). Thus, we have to compute k v and check if ja?vj < k v for no more than jB( a]; 2k)j = P 2k?1 i=0 n i < n 2k elements v. Now, clearly k v = minfinffju ? vj : u 2 S \ B(v; k)g; kg, so for any v we can compute k v by querying whether u 2 S for no more than jB(v; k)j < n k elements u, and doing O(n k ) comparisons. Thus, the overall time required for carrying out this procedure is polynomial in n + b(x), and the number of arithmetic operations is of order n 3k .
Using the terminology of 3], the facet complexity of a rational polytope is the maximum number of bits needed to encode any of its facets. It is easy to see that for all k, our P k (S) has facet complexity of order n. Thus, by 3, Thm. 2.3.3], our machine M k can be converted into a polynomial time oracle machine N k;0 that will maximize linear functionals over our approximations. Turning to the scheme of 4], it follows from the de nition of the operator N that, for every xed m, the facet complexity of N m (P k (S)) is bounded by a polynomial in n. Also, by the results of 4], our polynomial time oracle machine M k separating over P k (S) can be used to obtain a polynomial time oracle machine separating over N m (P k (S)). Applying 3, Thm.
2.3.3] again, we obtain the following conclusion.
Corollary. For every k and m, a polynomial time oracle machine N k;m exists such that, for all n and S f0; 1g n , N S k;m maximizes rational linear functionals over N m (P k (S)), providing an approximate solution to the maximization problem over S. When n m, N S k;m solves the maximization problem over S itself.
3. Discussion. As noted before, for all n and S f0; 1g n , our P n (S) is the smallest intersection of 0; 1] n and a polytope with facet normals in f?1; 1g n containing S. It is interesting whether another family of approximations Q k (S) could be constructed, with algorithmic properties similar to our P k (S), and the stronger geometric property that Q n (S) P n (S) be the smallest polytope with facet normals in f?1; 0; 1g n containing S.
It is easy to see that when n > 2k, the polytope P k (S) is full dimensional for all S f0; 1g n .
If conv(S) is not full dimensional, it is desirable to use our approximations intersected with the a ne hull of S which is often known, that is, to modify our machines M k so that M S k will solve the separation problem over P k (S) \ aff(S) rather than P k (S). In particular, if a language L n 0 f0; 1g n admits a polynomial time algorithm that solves the separation problem over aff(L n ) for all n (where L n = L \ f0; 1g n ), then indeed, both M k and N k;m can be modi ed so that in polynomial time M Ln k will solve the separation problem over P k (L n )\aff(L n ), and N Ln k;m will maximize over N m (P k (L n ) \ aff(L n )). A typical example is provided by the language of characteristic vectors of Hamiltonian cycles in complete graphs, where a polynomial time separation algorithm for the a ne hull exists.
