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1 Introduction
Remarkably, the entropy of a black hole is embodied in the spacetime geometry, as ex-
pressed by the Bekenstein-Hawking (BH) formula [2–6]:
SBH =
A
4GN
, (1.1)
where A is the area of (a cross-section of) the event horizon. In fact, this expression applies
equally well to any Killing horizon [7], including de Sitter [8] and Rindler [9] horizons, as well
as horizons in higher dimensions.1 Further, this expression (1.1) extends to a more general
geometric formula, the ‘Wald entropy’, to describe the horizon entropy in gravitational
theories with higher curvature interactions [10–12].
Recently, it was proposed that the above expression (1.1) has much wider applicabil-
ity and serves as a characteristic signature for the emergence of a semiclassical spacetime
geometry in a theory of quantum gravity [13]. More precisely, the spacetime entanglement
conjecture of [13] may be stated as follows: in a theory of quantum gravity, for any suffi-
ciently large region in a smooth background spacetime, one may consider the entanglement
entropy between the degrees of freedom describing the given region with those describing
1In d spacetime dimensions, we are using ‘area’ in a generalized sense here to denote the volume of a
spatial codimension-two subspace, i.e., the ‘area’ has units of lengthd−2.
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its complement. First, ref. [13] conjectures that in this context, the contribution describ-
ing the short-range entanglement will be finite and have a local geometric description in
terms of the geometry at the entangling surface. Further, the leading contribution from
this short-range entanglement will be given precisely by the BH formula (1.1). Of course,
an implicit assumption is that the usual Einstein-Hilbert action (as well as, possibly, a
cosmological constant term) emerges as the leading contribution to the low energy effective
gravitational action. As demonstrated in [14], higher curvature corrections to the gravita-
tional action will also control the subleading contributions to this entanglement entropy,
which take a form similar to those in the Wald entropy.
One simple observation giving support for this spacetime entanglement conjecture
comes from gauge/gravity duality. In their seminal work [15], Ryu and Takayanagi con-
jectured a simple and elegant prescription for a holographic calculation of entanglement
entropy in the boundary theory — see also [16, 17]. In particular, the entanglement entropy
for a specified spatial region A in the boundary and its complement is evaluated with
S(A) =ext
a∼A
[A(a)
4GN
]
(1.2)
where a ∼ A indicates that the bulk surface a is homologous to the boundary region
A [18, 19]. The symbol ‘ext’ indicates that one should extremize the area over all such
surfaces a. This prescription applies where the bulk is described by classical Einstein
gravity and was recently proved for static backgrounds in [20]. Hence in this context, we
are evaluating the Bekenstein-Hawking formula (1.1) on surfaces which generally do not
correspond to a horizon in the bulk.2 Further the usual bulk/boundary dictionary equates
an entropy on the boundary theory to an entropy in the bulk theory and hence from these
holographic calculations, we can infer that the Bekenstein-Hawking formula in eq. (1.2)
literally yields an entropy for the corresponding bulk surface a.
One may note, however, that the prescription for holographic entanglement entropy
picks out a special class of bulk surfaces, i.e., extremal surfaces with a specified set of
asymptotic conditions at the boundary of the bulk geometry. In contrast, the spacetime
entanglement conjecture maintains that the BH formula would determine the entropy as-
sociated with any such surface, whether or not it is extremal, as well as for closed surfaces
that do not reach the asymptotic boundary. However, there is no contradiction here. The
entanglement entropy in the boundary theory has a unique value once the entangling sur-
face and the state are specified and hence the holographic prescription would be incomplete
without specifying a specific bulk surface on which to evaluate eq. (1.1). We may also add
that there have also been some earlier discussions that more general bulk surfaces may also
give some entropic measure of correlations in the boundary theory [23, 24].
Recently, ref. [1] studied whether a precise meaning could be given to the spacetime
entanglement conjecture in a more general context in the AdS/CFT correspondence. In
particular, this paper investigated whether the entropy SBH = A/4GN for closed curves in
2The special case of a spherical entangling surface on the boundary of AdS space is an exception to this
general rule [21, 22]. That is, in this case, the extremal bulk surface corresponds to the bifurcation surface
of a Rindler-like horizon in the AdS bulk.
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the bulk of AdS3 could appear as an observable in the two-dimensional boundary CFT.
Strong sub-additivity was used to argue that this quantity should be bounded by the
following combination of entanglement entropies
E =
n∑
k=1
[S(Ik)− S(Ik ∩ Ik+1) ] , (1.3)
where the intervals Ik cover a time slice in the boundary. In fact, it was shown that
applying the holographic prescription (1.2) in a particular continuum limit leads to the
saturation of this bound with E = SBH — we review the details of their construction in
section 2. They suggested that E corresponds to the ‘residual’ entropy which measures
the uncertainty in the density matrix of the global state if one tries to reconstruct the
density matrix from observations of an infinite family of observers making observations in
the causal development of each interval. As the expression in eq. (1.3) will be central to our
discussions, we will establish the nomenclature here that E is the ‘differential entropy.’3
The remainder of the paper is organized as follows: in section 2, we review the calcu-
lation of the Bekenstein-Hawking entropy of closed curves in the bulk of three-dimensional
AdS space in terms of the differential entropy of a set of intervals in the boundary CFT.
However, we provide a perspective that is distinct from the original presentation in [1].
In particular, we introduce the geometric concept of the ‘outer envelope,’ which allows for
more intuitive picture of this construction. In section 2.2, we also point out some geomet-
ric subtleties, which call for generalizations of both the differential entropy and the outer
envelope. In section 3, we extend these calculations to higher dimensions. In particular,
we study the situation where a time slice in the boundary is covered by a family of overlap-
ping strips to evaluate the BH entropy (1.1) of a bulk surface. This construction limits our
analysis to cases with planar symmetry, i.e., the profile of the bulk surface can only depend
on one of the boundary coordinates. In section 4, we consider using causal holographic
information as the basis for this construction in higher dimensions but show that quite
generally this approach does not yield finite results. In section 5, we extend the discussion
to more general holographic backgrounds and in section 5.1, we show that these results
can be extended to also include bulk gravity theories where the gravitational entropy has
a more general form. In particular, the latter include higher curvature theories known as
Lovelock gravity, as shown in appendix A. We close with a brief discussion of our results
and future directions in section 6.
2 Holographic holes in AdS3 and the outer envelope
In this section, we discuss some of the key results of [1]. In particular, the BH entropy (1.1)
for closed curves in three-dimensional AdS space, i.e., SBH = (length of curve)/(4GN), can
be evaluated in terms of the combination of entanglement entropies given in eq. (1.3) for
the two-dimensional boundary CFT. However, we will provide a more intuitive geometric
3In information theory, ‘differential entropy’ refers to a distinct quantity (for example see [25]). However,
we feel that this information theoretic application is remote enough from the present context that our choice
of nomenclature here will not lead to any confusion.
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description of their construction, which in particular, makes no reference to accelerated
observers in the bulk or time intervals in the boundary theory. As we describe below, a
key ingredient of our approach will be the ‘outer envelope,’ which in the simplest cases
can be seen as the boundary of the union of bulk regions associated with each of the
boundary intervals [26]. However, as we will see in section 2.2, this simple definition must be
generalized in certain situations. Another difference from [1] is that the present calculations
will be formulated in terms of Poincare´ coordinates, rather than global coordinates.
A central point in the discussion below and in [1] is a property of entanglement entropy
known as ‘strong subadditivity’,4 which is an inequality that holds quite generally in com-
paring entanglement entropies of various components of a quantum system. In particular,
for two overlapping regions, I1 and I2, in a QFT, this inequality can be expressed as
S(I1 ∪ I2) + S(I1 ∩ I2) ≤ S(I1) + S(I2) . (2.1)
Let us recall the holographic proof of this strong subadditivity or rather the proof that the
RT prescription (1.2) for holographic entanglement entropy satisfies this inequality (2.1).
For simplicity, we assume that the bulk geometry is static (and so may then be eas-
ily analytically continued to a Euclidean spacetime). Now following [29], we consider two
overlapping regions, I1 and I2, on a constant (Euclidean) time slice in the boundary theory.
Figure 1a illustrates the regions on the boundary of the AdS spacetime,5 as well as the
corresponding extremal surfaces in the bulk which are used to evaluate the holographic
entanglement entropy. In particular, for S(I1) and S(I2), we have the blue arcs, i1 and i2,
respectively. Similarly, S(I1∪I2) and S(I1∩I2) are evaluated with the RT prescription (1.2)
using the green arcs, i1∪2 and i1∩2, respectively. Now the assumption of a static bulk has two
simplifying effects. First, as is implicit in the figure, all of the relevant extremal surfaces lie
in the same constant time slice in the bulk geometry and second, the extremization proce-
dure in eq. (1.2) picks out the bulk surfaces with the minimal surface area, rather than just
saddle-points. As a result of the first property, the two surfaces, i1 and i2, intersect in the
bulk along some codimension-three surface, denoted by the point pint in figure 1a. Now in
this holographic construction, we can consider exchanging the interconnections of the origi-
nal surfaces at this intersection and then re-express the right-hand side of eq. (2.1) in terms
of the areas of the resulting surfaces, which we denote as k1∪2 and k1∩2. We illustrate this
re-arrangement with the red (k1∪2) and yellow (k1∩2) arcs in figure 1b. As indicated by the
subscripts, k1∪2 and k1∩2 are homologous to i1∪2 and i1∩2, respectively. However, since the
latter are the extremal surfaces within their respective homology classes, we have A(i1∪2) <
A(k1∪2) and A(i1∩2) < A(k1∩2), and therefore the desired inequality (2.1) is satisfied. Here
we might add that a proof of strong subadditivity (2.1) for holographic entanglement en-
tropy in nonstatic backgrounds was recently formulated but is much more elaborate [30].
For the remainder of the discussion in this section, we will focus on a three-dimensional
bulk spacetime, however, the observations made here are readily extended to the config-
urations in higher dimensions that are examined in the subsequent sections. Returning
4See [27, 28] with an appendix by B. Simon.
5The figure shows a fixed (global) time slice in three-dimensional AdS, but our discussion of strong
subadditivity applies directly to higher dimensions as well.
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(a) (b)
Figure 1. (Color online) Proof of strong subadditivity in a holographic framework: (a) Two
intervals on the boundary of AdS3 in global coordinates. The blue arcs indicate the geodesics used
to evaluate S(I1) and S(I2), while the green arcs are those which determine S(I1∪I2) and S(I1∩I2).
(b) Rearranging the interconnection of the blue arcs at their intersection produces two new curves
in the same homology classes as the green arcs. However, the lengths of the red and yellow curves
must be longer than that of the homologous green arcs.
to figure 1b, we will denote the surface k1∪2 as the ‘outer envelope.’ More generally of
a family of intervals Ik, we can define the outer envelope as the boundary of the union
of all of the bulk regions enclosed by the geodesics determining S(Ik) according to the
RT prescription [26]. Further for our example here, let us denote the Bekenstein-Hawking
entropy (1.1) evaluated on this surface as
Sˆ(I1, I2) = A(k1∪2)/4GN , (2.2)
which we will loosely refer to as the ‘entropy of the outer envelope.’ Of course, the endpoints
of k1∪2 are defined by the endpoints of the union of the corresponding boundary intervals.
However, as illustrated in figure 2a, the full geometry of the outer envelope is not just a func-
tion of I1∪I2, but rather it depends on the details of the partition of this boundary region.
Hence, the entropy Sˆ is indicated to be a function of I1 and I2 individually in eq. (2.2).
Now following the reasoning presented in proving strong subadditivity for holographic
entanglement entropy above, one can easily verify that the following inequalities hold
S(I1 ∪ I2) ≤ Sˆ(I1, I2) ≤ S(I1) + S(I2)− S(I1 ∩ I2) . (2.3)
For example, S(I1 ∪ I2) ≤ Sˆ(I1, I2) holds because i1∪2 and k1∪2 are in the same homology
class but i1∪2 is the extremal surface chosen to minimize the BH entropy within this class.
Now if one has n consecutive overlapping intervals on the boundary, these arguments can
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(a) (b)
Figure 2. (Color online) (a) This figure illustrates that the outer envelope depends on the details
of the individual boundary intervals, not just their union. (b) An example with three boundary
intervals and the corresponding outer envelope (in red).
be extended to establish the following generalization of eq. (2.3)
S(∪Ik) ≤ Sˆ({Ik}) ≤
n∑
k=1
S(Ik)−
n−1∑
k=1
S(Ik ∩ Ik+1) . (2.4)
An example of the corresponding surfaces are illustrated in figure 2b for three boundary
intervals.
We will primarily be interested in the case where, in fact, the intervals are chosen to
cover the entire boundary, as illustrated in figure 3. In this case, we write the corresponding
inequalities as
S(∪Ik) ≤ Sˆ({Ik}) ≤
n∑
k=1
S(Ik)−
n∑
k=1
S(Ik ∩ Ik+1) . (2.5)
Note that eqs. (2.4) and (2.5) are distinct because the second sum in that latter includes
an n’th term [1], which should be interpreted as S(In ∩ In+1) = S(In ∩ I1). In this
scenario where the entire boundary is covered, the outer envelope forms a closed curve in
the bulk. Note that in the case when the bulk geometry is empty AdS space, as illustrated
in figure 3a, the entanglement entropy for the union of all the intervals vanishes. This
result arises from the bulk perspective since the prescription for holographic entanglement
entropy (1.2) instructs us to find an extremal surface which is homologous to the entire
boundary. Hence we are considering closed surfaces in the bulk but upon extremizing
within this class, the minimal area is found when the surface simply shrinks to a point and
the area vanishes. In contrast, no extremization appears in the construction of the outer
envelope and so the corresponding entropy Sˆ({Ik}) remains finite. From the boundary
perspective, the previous vanishing is natural because empty AdS3 is dual to the vacuum
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(a) (b)
Figure 3. (Color online) Eight intervals and their outer envelope, which forms a closed curve in the
bulk, (a) in empty AdS space and (b) in an AdS black hole spacetime. In case (a), the entanglement
entropy of the global boundary state vanishes while it is non-vanishing in case (b).
of the boundary CFT and so the corresponding entropy vanishes. In fact, when the bulk
is dual to any pure state in the boundary theory, the entanglement entropy for the union
of all the intervals must similarly vanish, i.e., S(∪Ik) = S(|ψ〉〈ψ|) = 0. Of course, as
illustrated in figure 3b, if the bulk is a (stationary) black hole geometry, then S(∪Ik) is
non-vanishing. Here, the desired extremal surface corresponds to (the bifurcation surface
of) the horizon and the corresponding entanglement entropy is just the thermodynamic
entropy of the dual thermal ensemble in the boundary theory. In this instance, the outer
envelope still defines a larger entropy, i.e., Sˆ({Ik}) ≥ S(∪Ik) = S(ρtherm).
Above, we have introduced a class of closed curves in the bulk which are constructed
as the outer envelope of a series of extremal surfaces determining the holographic entan-
glement entropies of some ordered set of intervals which partitions an entire time slice of
the boundary. In general, eq. (2.5) indicates that the BH entropy of these closed curves is
bounded below by the entanglement entropy of the boundary state and bounded above by
a certain combination of entanglement entropies of the boundary intervals and their inter-
sections. Now following [1], we extend these observations with the following construction
(which be described in detail below): first, we keep the length of the individual intervals
fixed but take the number of intervals equally spaced around the boundary to infinity.
In this limit, the outer envelope becomes a smooth circle in the bulk with a fixed radius
R, as shown in figure 4a, and the corresponding Bekenstein-Hawking entropy is simply
Sˆ({Ik}) = 2piR/4GN. The remarkable discovery in [1] is that the second inequality in
eq. (2.5) is in fact saturated in this limit, namely
2piR
4GN
=
∞∑
k=1
[S(Ik)− S(Ik ∩ Ik+1) ] , (2.6)
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(a) (b)
Figure 4. (Color online) (a) In the continuum limit of many identical intervals, the outer envelope
becomes a circle of a fixed radius. (b) The continuum limit of many intervals whose length varies
continuously produces a smooth outer envelope with a profile that varies in the bulk.
Further, with an appropriate extension of this continuum limit illustrated in figure 4, one
finds the same equality holds for a general closed curve in the bulk,
A(bulk curve)
4GN
=
∞∑
k=1
[S(Ik)− S(Ik ∩ Ik+1) ] . (2.7)
Hence the two-dimensional boundary theory appears to have ‘observables’ corresponding
to the BH entropy of arbitrary closed curves in the bulk of AdS3. Before proceeding to
higher dimensions, let us describe the construction for AdS3 in more detail, for the case
where it is adapted to Poincare´ coordinates.
2.1 Holographic holes in AdS3
To begin, recall the AdS3 written in Poincare´ coordinates
ds2 =
L2
z2
(dz2 − dt2 + dx2) . (2.8)
Now if we wish to evaluate the holographic entanglement entropy of an interval of width ∆x,
the extremal surface simply takes the form of a semi-circle in these coordinates [15, 16], i.e.,
z2 + x2 = (∆x/2)2 , (2.9)
and evaluating the length of this extremal curve yields
S(∆x) =
L
2GN
log
(
∆x
δ
)
, (2.10)
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where δ is the short-distance cut-off in the boundary theory, which is introduced with a
cut-off surface in the bulk at z = zmin = δ. Of course, upon substituting c = 3L/2GN,
this holographic result (2.10) reproduces the universal result which applies for any two-
dimensional CFT [31, 32].
For simplicity, let us begin by considering the Bekenstein-Hawking entropy for a surface
in the bulk at a fixed z = z∗, as illustrated in figure 5. To regulate the area of this surface,
we will impose that the x direction is periodic with period `1. One should think of the
latter as some infrared regulator scale and so we assume that `1  ∆x. Now given the
bulk metric (2.8), we find the BH entropy of the surface is given by
A(z = z∗)
4GN
=
L `1
4GN z∗
. (2.11)
Now to begin, we consider a series of n equally spaced intervals Ik with a fixed width
∆x, which cover the boundary. We choose ∆x = 2z∗ so that the corresponding extremal
semi-circles (2.9) in the bulk are all tangent to the desired surface at z = z∗. Now, the
intuition is that the latter surface emerges as the outer envelope of these semi-circles in the
‘continuum’ limit where n → ∞. Hence, we first confirm that the entropy formula (2.11)
is reproduced by Sˆ({Ik}) in the continuum limit. As illustrated in figure 5, it is useful to
chose an angular coordinate along the semi-circles with:
z = z∗ cos θ , x = xc,k + z∗ sin θ , (2.12)
where xc,k is the midpoint of the corresponding interval Ik on the boundary. With n
intervals on the boundary, the spacing between, e.g., their midpoints is simply given by
`1/n and hence to determine the contribution of an individual semi-circle to the full length
of the outer envelope, we must integrate θ over the range [−θ0, θ0] where
sin θ0 =
`1
2n z∗
. (2.13)
Then the Bekenstein-Hawking entropy associated with the full outer envelope becomes
Sˆ({Ik}) = n
4GN
2
∫ θ0
0
dθ
L
cos θ
=
nL
4GN
log
(
1 + `12n z∗
1− `12n z∗
)
. (2.14)
Finally, it is straightforward to see that in the limit n→∞, this result (2.14) simplifies to
precisely the desired entropy given in eq. (2.11).
Now we turn to the differential entropy (1.3) of the same family of intervals Ik. Recall
the width of each interval was ∆x = 2z∗. Hence with n equally spaced intervals on the
boundary of length `1, we find that the length of the intersections Ik ∩ Ik+1 is given by
win = 2z∗ − `1
n
, (2.15)
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z
z*
x
Δx win
Figure 5. (Color online) A bulk surface with a constant profile z = z∗. The two intersecting
semi-circles of radius r = z∗ in AdS3 are the extremal bulk surfaces determining the holographic
entanglement entropy for two overlapping boundary intervals of length ∆x = 2z∗.
as is seen in figure 5. Hence combining the above results, the differential entropy (1.3)
becomes
E({Ik}) =
n∑
k=1
[S(Ik)− S(Ik ∩ Ik+1) ] = nL
2GN
[
log
(
2z∗
δ
)
− log
(win
δ
)]
= − nL
2GN
log
(
1− `1
2nz∗
)
. (2.16)
Again, we can easily show that in the limit n → ∞, this result (2.16) simplifies to the
desired entropy in eq. (2.11).
As an aside, let us combine eqs. (2.14) and (2.16) to establish
E({Ik})− Sˆ({Ik}) = − nL
4GN
log
[
1−
(
`1
2nz∗
)2]
≥ 0 . (2.17)
Hence eq. (2.17) explicitly shows that at finite n, E({Ik}) > Sˆ({Ik}), as expected, and it
is only in the continuum limit with n→∞, that we have E({Ik}) = Sˆ({Ik}).
Next let us consider a bulk surface of varying profile z(x), as illustrated in figure 6. In
this case, evaluating the Bekenstein-Hawking formula (1.1) on this curve yields
A(z = z(x))
4GN
=
L
4GN
∫ `1
0
dx
√
1 + z′2
z
, (2.18)
where again we have assumed that the x direction is periodic with period `1.
In this case, we will work directly in the continuum limit with an infinite number of
boundary intervals. The key idea is to find a family of intervals Ik such that there is a
dual semi-circle in the bulk which is tangent to each point along the chosen surface. The
geometry for two neighboring intervals is shown in figure 6. Here we choose points on the
bulk surface which are separated infinitesimally along the x direction, i.e., the points at x
and x ± dx which sit at z = z(x) and z± = z(x ± dx) in the bulk. Note that generally
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z
z(x)
z
z+
xa ao +
x+dxx
+
Figure 6. (Color online) A bulk surface with a varying profile z = z(x). The radius of the semi-
circles tangent to this surface varies with x and hence the length of the corresponding boundary
intervals is also a function of x. Further, the center of the boundary interval is displaced from the
tangent point along the x-axis by some distance a(x).
the midpoint of the corresponding intervals is displaced from the position of the tanget
point because of the nonvanishing slope of z(x). We denote this shift as a(x), as shown in
figure 6, and examining the geometry, we find
z′(x) =
a(x)
z(x)
. (2.19)
Now let us denote the width of the corresponding intervals as ∆x(x) and since ∆x(x) =
2 r(x) where r(x) is the radius of the corresponding semi-circle in the bulk, we find
∆x(x) = 2 z(x)
√
1 + z′(x)2 , (2.20)
using eq. (2.19). Finally, if we use o± to denote the overlaps between the interval corre-
sponding to the point at x and those at x± dx, then we can show
o± =
1
2
(∆x(x) + ∆x(x± dx))± (a(x)− a(x± dx))− dx . (2.21)
Writing eq. (2.19) as a = z z′, we can expand the combination of shifts appearing above to
first order in dx to find
± (a(x)− a(x± dx)) = −a′dx = −(z′2 + z z′′)dx . (2.22)
Combining this expression with eq. (2.20), the overlaps in eq. (2.21) can be written as
o± = 2z
√
1 + z′2 − dx (1 + z′2 + zz′′)± 1
2
∆x′dx . (2.23)
Note that as may have been expected to leading order in the continuum limit, the overlap
between neighboring intervals is complete, i.e., o± = ∆x(x) +O(dx).
In the above analysis (and in figure 6), we implicitly assumed that the slope of the
profile was positive (i.e., z′ ≥ 0) at the points x and x ± dx. However, our results are
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readily adapted to also cover the case of negative slopes. In particular, when z′ is negative,
we see that a changes its sign from eq. (2.19). But the ± in front of (a− a±) in eq. (2.21)
also needs to be flipped. Hence the final formula (2.23) covers the case of negative slopes as
well.6 Henceforth for simplicity, we will assume that z′ is positive without loss of generality.
Now following [1], the final steps in the analysis is simplified if we replace the differential
entropy (1.3) with the following ‘averaged’ expression
E =
n∑
k=1
[
S(Ik)− 1
2
S(Ik ∩ Ik+1)− 1
2
S(Ik−1 ∩ Ik)
]
. (2.24)
Then combining eq. (2.23) with the expression for the holographic entanglement en-
tropy (2.10), we find
S(Ik)− 1
2
S(Ik ∩ Ik+1) − 1
2
S(Ik−1 ∩ Ik) = L
4GN
log
(
∆x2
o+ o−
)
' L
4GN
1 + z′2 + zz′′
z
√
1 + z′2
dx+O(dx2) . (2.25)
Hence the differential entropy (2.24) becomes
E({Ik}) = L
4GN
∫ `1
0
1 + z′2 + zz′′
z
√
1 + z′2
dx
=
L
4GN
∫ `1
0
[√
1 + z′2
z
+
z′′√
1 + z′2
]
dx
=
L
4GN
[∫ `1
0
dx
√
1 + z′2
z
+ arcsinh(z′)
∣∣∣∣`1
0
]
. (2.26)
Of course, the final contribution cancels due to the periodic boundary conditions which
were chosen at the outset of our calculation. However, one can see that this term will
vanish with other choices of boundary conditions, as well. For instance, if the x direction
was of infinite extent, it would suffice to impose z′ → 0 as x → ±∞. In any event, the
remaining integral precisely matches the expression in eq. (2.18) for the BH entropy (1.1)
of the bulk surface with profile z(x).
2.2 Some geometric subtleties
Our previous discussion makes the implicit assumption that the profile z(x) of the bulk
curve varies relatively slowly. In particular, we assume that at each point along the curve,
the curvature of the profile is small enough that the curve remains outside of the corre-
sponding semi-circle that is tangent at this point.7 Therefore we will examine next the
6An analogous result will also apply in our analysis for higher dimensions in the subsequent sections.
7In the context of the AdS geometry, we could express this constraint in terms of the proper acceleration
of the bulk curve. The semi-circles are extremal and so correspond to spatial geodesics in the bulk geometry.
Therefore the proper acceleration vanishes for all of these curves. Hence we need only demand that the
profile z(x) corresponds to a bulk curve with positive (or vanishing) proper acceleration.
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changes in the previous construction when this assumption no longer holds. One obser-
vation is that we will have to revise the definition of the ‘outer envelope’ introduced at
the beginning of this section to extend our discussion to cover these situations. How-
ever, we will first examine a simple example to gain some qualitative understanding of the
(unexpected) behavior that arises in this situation.
In figure 7, we illustrated a simple bulk curve where some of the semi-circles tangent
to this surface extend further into the bulk beyond the curve. The (red) profile shown
there is flat with z = z∗ apart from a bump, where it rises to z = zmax and then returns to
z = z∗ over a fairly narrow interval. The figure also shows the semi-circles that are tangent
to points on the profile that are regularly spaced along the x-axis. The (green) semi-circles
tangent to the points near the peak of the bump clearly extend into the bulk beyond the
(red) curve and so these are the points of primary interest here. The endpoints for the corre-
sponding intervals on the AdS boundary at z = 0 (which corresponds to the thick black line
in the figure) are defined by the intersection of the semi-circles with z = 0. The center of
each semi-circle, which is also the center of the corresponding boundary interval, is also indi-
cated in figure 7 for each of the points along the bulk curve. In regions where the bulk profile
is flat, the x positions of the tangent point in the bulk and the center of the corresponding
interval on the boundary actually coincide. However, when the profile starts to curve up
into the bulk, we can see that the center points on the boundary begin to ‘accelerate’ ahead
of the tangent points. This acceleration stops where the slope dz/dx reaches its maximum,
i.e., at the point denoted 5. This point is also the first one for which the tangent semi-circle
is not contained entirely within the bulk profile. As indicated in the figure, at this stage,
the center points actually begin to move backwards along the x-axis — even though, the
corresponding tangent points in the bulk are still moving forward. This reverse motion
of the center points continues for the tangent points across the peak of the bump, which
corresponds to all of those points for which the tangent semi-circle extends beyond the bulk
profile. This process ends where the slope dz/dx is most negative, i.e., at the point marked
9. At this tangent point, the corresponding center point on the boundary is behind along
the x-axis. For the subsequent points, the tangent semi-circles are all contained within the
bulk curve and the center points are again moving forward towards larger values of x.
The example in figure 7 seems to connect the tangent semi-circle extending beyond
the bulk surface and the backward motion of the center point of the boundary interval. So
we would like use our results in the previous subsection to verify that this behavior above
is, in fact, a general property of this construction. First, if we consider the point on the
bulk curve to be at x, then the center of the corresponding boundary interval is given by
xc(x) = x+ a(x) = x+ z z
′ , (2.27)
using eq. (2.19). Given this expression, we see that xc = x if and only if z
′ = 0 while z′ > 0
yields xc > x and z
′ < 0 yields xc < x. We can also evaluate the derivative
x′c = 1 + z
′2 + z z′′ , (2.28)
and next we would like to show that x′c < 0 implies that the corresponding semi-circle in
the bulk extends beyond the curve z(x). A Taylor expansion of the bulk profile around
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Figure 7. (Color online) A bulk surface (red) which is flat with z = z∗ apart from a bump rising
to z = zmax and then returning to z = z∗ over a fairly narrow interval. The semi-circles tangent to
points regularly spaced in x along this curve are shown in blue and green. The green semi-circles
extend into the bulk beyond the surface. The centers of the corresponding boundary intervals are
also shown.
some value of x yields
z(x+ δx) = z(x) + z′(x) δx+
1
2
z′′(x) δx2 + · · · . (2.29)
Now the semi-circle, which is tangent to the curve at x, is described by the following profile
zsc(x˜;x) =
√
r(x)2 − (x˜− xc(x))2 , (2.30)
where the radius is given by r(x)2 = z(x)2 + a(x)2. Hence using our previous results, we
find an expansion about x yields, i.e., with x˜ = x+ δx,
zsc(x+ δx;x) = z(x) + z
′(x) δx− 1
2
(
1 + z′2
z
)
δx2 + · · · . (2.31)
Comparing eqs. (2.29) and (2.31), we see that the first two terms in these expansions match,
which of course was ensured by the construction. Hence, the question of whether or not the
semi-circle remains below the bulk surface is determined, at least locally, by the quadratic
term in the expansions. In particular, the semi-circle extends beyond the curve if
z′′ < −1 + z
′2
z
. (2.32)
Now comparing eqs. (2.28) and (2.32), we see that the above inequality corresponds pre-
cisely to the condition for x′c < 0, as expected.
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Figure 8. (Color online) A portion of figure 7, which illustrates that segments of the tangent
semi-circles can still be used to give a good approximation to the desired bulk curve. Hence a
suitable definition for the ‘outer envelope’ is simply the union of these segments.
We originally defined the ‘outer envelope,’ as the curve in the bulk is comprised of the
outermost segments of the extremal surfaces defining the entanglement entropies appearing
in the differential entropy (1.3). While this definition works in the simplest cases, it does
not apply in the present case where these extremal surfaces extend beyond the bulk curve.
However, as shown in figure 8, the bulk curve is still well approximated piece-wise by
various segments of these extremal curves. If we examine this figure, we see the appropriate
segments are simply those which extend along the extremal curves from the tangent point
for a given interval Ik to the first intersection with the extremal curves for the adjacent
intervals, i.e., Ik−1 and Ik+1. Of course, these are perhaps the collection of segments which
intuitively would give a good approximation to the bulk curve. Note that we will still refer
to this collection as the ‘outer envelope,’ even though this nomenclature does not always
give an accurate description of the union of these segments.
This case where the semi-circles extend beyond the bulk curve also calls for us to revise
our definition of the differential entropy. Recall that this situation also corresponds to the
center of the corresponding intervals moving in the negative direction along the x-axis.
Hence let us consider the simplest example of two overlapping intervals, Ik and Ik+1, for
which the corresponding extremal curves in the bulk intersect, as shown in figure 9. Let
introduce the notation, xL,k and xR,k, to denote the left and right end-points of the interval
Ik. The ‘standard’ case with x
′
c > 0 is shown on the left of the figure, while the case with
x′c < 0 is illustrated on the right. Note that in both cases, the outer envelope is comprised of
the two segments of the bulk semi-circles which extend from xL,k to xR,k+1. Motivated by
– 15 –
J
H
E
P06(2014)044
2 11 2
Figure 9. (Color online) Generalized outer envelope of two intervals indicated by the blue curve.
discussion of strong subadditivity, in both cases, we would bound the corresponding BH en-
tropy Sˆ by taking the sum of the entanglement entropies S(Ik) and S(Ik+1) and subtracting
of the entanglement entropy for the interval extending from xR,k to xL,k+1. Of course, in the
standard case with x′c > 0, the latter corresponds to S(Ik ∩ Ik+1). However, when x′c < 0,
the term which we subtract off is actually S(Ik∪Ik+1)! If we extend these observations to a
general family of intervals {Ik}, the bound on the BH entropy of the outer envelope becomes
Sˆ({Ik}) ≤
∑
S(Ik)−
∑
xc,k<xc,k+1
S(Ik ∩ Ik+1)−
∑
xc,k>xc,k+1
S(Ik ∪ Ik+1) , (2.33)
where xc,k denotes the center of the interval Ik. The right-hand side of this expression
replaces eq. (1.3) as our definition of the differential entropy
E ≡
n∑
k=1
S(Ik)−
∑
xc,k<xc,k+1
S(Ik ∩ Ik+1)−
∑
xc,k>xc,k+1
S(Ik ∪ Ik+1) . (2.34)
As a final geometric subtlety, let us consider whether or not we will ever encounter
with our construction, the situation illustrated in figure 10 where one interval is completely
enclosed by the next interval in the sequence, i.e., either Ik ⊂ Ik+1 or Ik ⊃ Ik+1. If such
a situation occurred, it would of course produce a problem in defining the outer envelope,
as the dual semi-circles in the bulk would not intersect anywhere. However, we can show
that, in fact, this situation never arises in the continuum limit by showing that x′L x
′
R ≥ 0
everywhere. Note that xL(x) = xc(x) − r(x) and xR(x) = xc(x) + r(x) and hence the
desired inequality is
x′2c − r′2 ≥ 0 . (2.35)
Recall that the derivative of the center point is given in eq. (2.28). Further with r =√
z2 + a2, one can easily show that
r′ =
z′ x′c√
1 + z′2
(2.36)
and hence, as desired,
x′2c − r′2 =
x′2c
1 + z′2
≥ 0 . (2.37)
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xL+ xR+xL xRxc+ xc
Figure 10. (Color online) No intersection between two neighboring tangent semicircles.
Figure 11. (Color online) Covering the boundary of AdSd+1 with a family of overlapping strips.
3 Planar holes in higher dimensions
We would like to explore whether the construction discussed in the previous section for a
three-dimensional AdS bulk extends to the case of higher dimensions. As before, we will
consider the case where the d-dimensional boundary geometry is simply flat space. Hence,
we are working in Poincare´ coordinates with
ds2 =
L2
z2
(
dz2 − dt2 + d~x2) , (3.1)
where as usual, the AdS boundary is at z = 0. As a simple first step, we will limit ourselves
to considering the case where a constant time slice is partitioned by a family of overlapping
strips or slabs, {Ik}, as shown in figure 11. In general, we will allow the width of the strips
to vary as we move along the orthogonal x-axis. Hence our intuition at this stage is that
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our construction will allow us to evaluate the Bekenstein-Hawking entropy for bulk surfaces
with a planar symmetry. That is, we can accommodate bulk surfaces with a profile of the
form z = z(x). In order to regulate the area of these surfaces, we will impose that the x
direction is periodic with period `1, as in section 2.1. Further, for simplicity, we also assume
that the remaining spatial directions xi are periodic on a scale `i (for i = 2, · · · , d−1, while
i = 1 denotes x), in order to regulate the distances along the strips.
As the geometry of the boundary regions and their intersections are both strips, let us
begin by recalling the result for the holographic entanglement entropy of a strip of width
∆x on the boundary of AdSd+1 [15] — see also [33]
S(∆x) =
Ld−1
4GN
`2 · · · `d−1
d− 2
(
2
δd−2
− c
d−1
d
∆xd−2
)
. (3.2)
Here, δ is the usual short-distance cut-off in the boundary CFT and cd is a numerical
constant given by
cd = 2
√
pi
Γ
(
d
2d−2
)
Γ
(
1
2d−2
) = ∆x
z∗
. (3.3)
As noted above cd is also the ratio between the width ∆x of the boundary interval and
the corresponding maximal height z∗ of the extremal surface in the bulk, which is used to
evaluate the holographic entanglement entropy. Recall the logarithmic result (2.10) for the
entanglement entropy in d = 2 and so implicitly, we are assuming that d ≥ 3 above. In
this case, the profile of the extremal surface along x direction is no longer a semicircle but
rather a curve in (z,x)-plane governed by the differential equation [15]
dz
dx
= ±
[(z∗
z
)2d−2 − 1 ]1/2 . (3.4)
To begin, we consider a bulk surface with a constant profile, z = z∗ (and t = 0). With
the relevant geometry described above, the Bekenstein-Hawking entropy for this surface is
given by
A(z = z∗)
4GN
=
Ld−1 `1`2 · · · `d−1
4GN z
d−1∗
. (3.5)
Now as in the previous section, we expect that this result will be reproduced by evaluating
the differential entropy for a series of n equally spaced strips Ik with a fixed width ∆x and
taking the continuum limit n → ∞. In order that the extremal surfaces determining the
holographic entanglement entropy of the individual strips are tangent to the desired bulk
surface, we must choose ∆x = cd z∗ according to eq. (3.3). With n strips equally spaced
along the x direction, which has a length `1, the width of the intersections Ik∩Ik+1 is simply
win = ∆x− `1
n
. (3.6)
Then the desired differential entropy (2.34) becomes
E = lim
n→∞n(S(∆x)− S(win))
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Figure 12. (Color online) A varying z profile and its local tangent surface in AdSd+1.
=
Ld−1
4GN
`2 · · · `d−1
d− 2 c
d−1
d limn→∞n
(
− 1
∆xd−2
+
1
(∆x− `1/n)d−2
)
=
Ld−1
4GN
`2 · · · `d−1
d− 2 c
d−1
d limn→∞
(
(d− 2)`1
∆xd−1
+O(1/n)
)
=
Ld−1 `1`2 · · · `n
4GN z
d−1∗
. (3.7)
Hence we see that that the construction in section 2.1 naturally extends to higher
dimensions, at least for the case of a bulk surface with a constant profile.
Given this success, we move to considering a bulk surface of nontrivial profile z(x), i.e.,
still respecting the planar symmetry. Evaluating the BH formula (1.1) on such a surface
in AdSd+1 yields
A(z = z(x))
4GN
=
Ld−1
4GN
`2 · · · `d−1
∫ `1
0
dx
√
1 + z′2
zd−1
. (3.8)
Now the first step towards evaluating the differential entropy (2.34) will be identifying the
extremal surface which is tangent to the bulk surface at a given x, as shown in figure 12.
We denote the profile of these extremal surfaces as h(x˜;x), where the second argument
indicates that this extremal profile is tangent to the bulk surface at x˜ = x, i.e.,
h(x˜ = x;x) = z(x) ,
dh(x˜;x)
dx˜
∣∣∣∣
x˜=x
= z′(x) . (3.9)
Further, with eq. (3.4), we can write
dh
dx˜
=
[(
h0
h
)2d−2
− 1
]1/2
, (3.10)
where h0(x) is the maximal height to which the extremal profile h(x˜;x) rises in the bulk.
Note that we have implicitly assumed that dh/dx˜ ≥ 0 above. In this case, as shown in
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figure 12, we consider the shift a(x) along the x-axis between the tangent point x and
the midpoint of the boundary interval xc(x), where the extremal surface reaches h0. This
quantity is determined by
a(x) =
∫ xc
x
dx˜ =
∫ h0
z(x)
hd−1dh√
h2d−20 − h2d−2
=
h0
2d− 2 B
[(
z
h0
)2d−2]
, (3.11)
where
B[x] =
∫ 1
x
ds
s
d−2
2d−2
√
1− s
. (3.12)
On the other hand, combining eqs. (3.9) and (3.10) yields
z′2 =
h2d−20
z2d−2
− 1 , (3.13)
and therefore we may write
h0 = z(1 + z
′2)1/(2d−2) , a =
h0
2d− 2 B
[
1
1 + z′2
]
. (3.14)
Further, according to eq. (3.3), the width of the interval is
∆x = cd h0 = cd z (1 + z
′2)1/(2d−2) . (3.15)
Having established these preparatory results, we now consider the intervals, Ik−1, Ik,
Ik+1, for which the extremal bulk surfaces are tangent to the profile z(x) at x− dx, x and
x+dx, respectively. Now as in eq. (2.21), we denote the width of the intersections Ik−1∩Ik
and Ik ∩ Ik+1, respectively, as
o± =
1
2
(∆x(x) + ∆x(x± dx))± (a(x)− a(x± dx))− dx
= ∆x− (1 + a′ ∓∆x′) dx , (3.16)
where, to leading order in dx, we have used
∆x(x± dx) = ∆x(x)±∆x′ dx , a(x± dx) = a(x)± a′ dx . (3.17)
From eq. (3.12), we have
∂xB
[
(z/h0)
2d−2
]
= − 1
s
d−2
2d−2
√
1− s
ds
dx
∣∣∣∣
s=1/(1+z′2)
=
2z′′
(1 + z′2)1+1/(2d−2)
, (3.18)
and hence we may write
a′ =
1
2d− 2
(
B h′0 +
2zz′′
1 + z′2
)
. (3.19)
Hence we can re-express the overlaps in eq. (3.16) as
o± = ∆x−
[
1 +
1
2d− 2
(
B h′0 +
2zz′′
1 + z′2
)
∓∆x′
]
dx . (3.20)
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Now if we use an ‘averaged’ expression for the differential entropy, as in eq. (2.34), we
find
E =
Ld−1
4GN
`2 · · · `d−1
d− 2 c
d−1
d
∫ `1
0
dx
(
− 1
∆xd−2
+
1
2 od−2+
+
1
2 od−2−
)
=
Ld−1
4GN
`2 · · · `d−1
d− 2 c
d−1
d
∫ `1
0
dx
1
∆xd−1
(
∆x− o+ + o−
2
)
,
=
Ld−1
4GN
`2 · · · `d−1
d− 2
∫ `1
0
dx
1
hd−10
[
1 +
1
2d− 2
(
B h′0 +
2zz′′
1 + z′2
)]
. (3.21)
where we used eq. (3.14) to replace h0 in the final line. Unfortunately, at this stage,
the above expression looks quite different from the desired result (3.8). However, given
our discussion in the previous section, we should expect that the integrands in these two
expressions will differ by a total derivative. Hence we examine the difference between the
two integrands and applying eqs. (3.14) and (3.18), one finds
1
hd−10
[
1 +
1
2d− 2
(
B h′0 +
2zz′′
1 + z′2
)]
−
√
1 + z′2
zd−1
=
d
dx
(
− 1
2(d− 1)(d− 2)
B
hd−20
+
1
d− 2
z′
zd−2
√
1 + z′2
)
. (3.22)
The contribution of this total derivative vanishes as a boundary term and hence we have
confirmed that the differential entropy again yields the BH entropy (1.1) for these bulk
surfaces with a nontrivial profile z(x).
3.1 Higher dimensions and higher curvatures
At this point, we would like to comment on extending these calculations to theories of
higher curvature gravity in the bulk. In particular, we have shown that this discussion can
accommodate Gauss-Bonnet gravity, in which a curvature-squared interaction proportional
to the four-dimensional Euler density is included in the action. In a holographic context,
this theory is often considered as a toy model to describe boundary CFT’s where the central
charges are not all equal [33, 34]. As was first discussed in [36, 37], holographic entangle-
ment entropy can be calculated with a simple extension of the Ryu-Takayanagi prescription.
In particular, one replaces the BH formula in eq. (1.2) with the following entropy functional
SJM =
1
4GN
∫
σ
dd−1x
√
h
(
1 +
2λL2
(d− 2)(d− 3)R
)
(3.23)
where R is the intrinsic curvature scalar for the bulk surface σ and λ is the (dimensionless)
coupling for the curvature-squared terms in the action — see appendix A.8 This entropy
functional was originally derived in studying black hole entropy for these theories [35].
Nontrivial tests of holographic entanglement entropy were made with this prescription
in [36, 37], however, following [20], this can now be derived [38–41].
8Note that we have dropped a surface term that should naturally be included here [36] as it will be
irrelevant for our discussion.
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Figure 13. (Color online) The geometry relevant for the construction of causal holographic infor-
mation — see the discussion in the main text.
At this point, we simply re-iterate that one is able to extend the previous discussion to
incorporate these theories. In particular, the final result is that in the continuum limit, the
differential entropy in the boundary theory, which is evaluated holographically using SJM,
matches the gravitational entropy in the bulk, which in this case is given by evaluating SJM
on the bulk surface. The proof of this statement using the approach of the present section
is rather lengthy and tedious. Hence we do not provide the details here and rather we note
that this result is a corollary of the general proof appearing in section 5.
4 Causal holographic information
Causal holographic information has been conjectured to be another interesting measure
of entanglement in the boundary theory in a holographic framework [24, 42]. As we will
comment below, it also has a natural connection to the discussion of holographic holes in [1].
Hence let us review the definition of causal holographic information — see figure 13: one
begins by specifying a region A on a Cauchy surface in the boundary theory. One constructs
the causal development D of this region, again in the boundary, and then extends null rays
into the bulk from the boundary of D — past-directed light rays from the future boundary
∂D+ and future-directed light rays from the past boundary ∂D−. The envelope of these
null rays enclose a bulk region, known as the causal wedge of A. The causal holographic
information is then defined by evaluating the Bekenstein-Hawking entropy on the extremal
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surface on the boundary of the causal wedge, i.e.,
χ(A) = ext
A(Ξ)
4GN
(4.1)
where as in the holographic entanglement entropy, one extremizes over surfaces Ξ which
are homologous to A, but now confined to the boundary of the causal wedge.
Generally, the holographic entanglement entropy and the causal holographic infor-
mation are distinct quantities. In particular, the extremal surface used to evaluate the
holographic entanglement entropy of a given region typically probes deeper into the bulk
than that appearing in the causal holographic information. An exception to this generic
behavior arises with a spherical entangling surface and the boundary CFT in its vacuum
state, i.e., the bulk is described by the pure AdSd+1 vacuum. In this case, the corresponding
causal wedge corresponds to an AdS-Rindler patch in the bulk and the extremal surface
selected with the RT prescription (1.2) is precisely the bifurcation surface of the corre-
sponding AdS-Rindler horizon [21, 22]. Hence the two extremal surfaces precisely match.9
Hence for a single interval in a two-dimensional boundary CFT, i.e., an AdS3 bulk, the
causal holographic information generally matches the holographic entanglement entropy.10
Hence the analysis of [1] does not distinguish between these two quantities. In fact, this
special feature is an essential part of the discussion in [1], since the contribution of each
interval in eq. (1.3) is associated with the information which an accelerated bulk observer
in the associated causal wedge can collect. Hence natural extension of the discussion in [1]
to higher dimensions might seem to involve constructing the surfaces in the bulk using the
extremal surfaces used to evaluate the causal holographic information.
Hence we examine a version of our construction in the previous section using the causal
holographic information. That is, we replace the entanglement entropies in the differential
entropy (1.3) with the corresponding causal holographic information for the same intervals
to define the ‘differential causal holographic information,’
Eχ ≡
n∑
k=1
χ(Ik)−
n∑
k=1
χ(Ik ∩ Ik+1) . (4.2)
Note that the causal holographic information does not satisfy the equivalent of strong
subadditivity (2.1) and so this motivation is lacking when we apply eq. (4.2).
If we are considering a strip of width ∆x on the boundary of AdSd+1, as in section 3,
the corresponding extremal surface which defines the causal holographic information is a
half cylinder defined by
z2 + (x− xc)2 = (∆x/2)2 . (4.3)
Given the causal holographic information is then given by evaluating the area of this
surface, namely
χd =
Ld−1
4GN
`2 · · · `d−1
∫
dx
zd−1
√
1 + z′2
9We note that this match extends to the case where the bulk theory is described by a classical gravity
theory with any arbitrary higher curvature action [21, 22].
10We thank Veronika Hubeny for emphasizing that this matching will be violated in certain special cases
even with d = 2, e.g., for large intervals in a thermal state [43].
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=
Ld−1
2GN
`2 · · · `d−1
∫ ∆x/2
δ
dz
zd−1
(
1− 4 z
2
∆x2
)−1/2
. (4.4)
Now it is straightforward to evaluate the above integral of a given value of d. However, we
will be primarily interested in the leading singularities as δ → 0 and so we approximate
the integral as
fd(∆x) ≡
∫ ∆x/2
δ
dz
zd−1
(
1− 4 z
2
∆x2
)−1/2
'
∫ ∆x/2
δ
dz
zd−1
(
1 +
2 z2
∆x2
+ · · ·
)
' 1
(d− 2) δd−2 +
2
(d− 4) ∆x2 δd−4 + · · · . (4.5)
Now we wish to see if eq. (4.2) can be used to reproduce the BH entropy (1.1) evaluated
for closed surfaces in the bulk. For simplicity, we restrict our attention to bulk surfaces
with a constant profile, i.e., z = z∗. Then following the approach in the previous section,
we wish to evaluate eq. (4.2) for a series of n equally spaced strips with a fixed width
∆x = 2z∗ and then to take the continuum limit n→∞. This yields
Eχ = lim
n→∞n (χ(∆x)− χ(∆x− `1/n))
=
Ld−1
2GN
`2 · · · `d−1 lim
n→∞n(fd(∆x)− fd(∆x− `1/n))
= − 2L
d−1
(d− 4)GN
`1`2 · · · `d−1
∆x3 δd−4
= − 1
d− 4
(z∗
δ
)d−4 A(z = z∗)
4GN
. (4.6)
Hence we see that the differential causal holographic information does not match the BH
entropy of the bulk surface.
In fact, the result differs from the BH entropy by a factor which diverges in the limit
δ → 0. It is not hard to understand the origin of this divergence. Just as with the
entanglement entropy, the causal holographic information contains a number of power
law divergences, as illustrated in eq. (4.5). The leading singularity yields the usual area
law term, however, the coefficients of subleading divergences are nonlocal and in general
depend on the entire geometry of the entangling surface [44]. Hence in the differences
appearing in the differential causal holographic information (4.2), the area law divergences
cancel but the subleading divergences to not because of their nonlocal character. We stress
that the coefficients of all of the power law divergences appearing in the entanglement
entropy can be expressed as local integrals of various geometric factors over the entangling
surface [45]. Hence, we can generally expect that these divergences will cancel in differences
of entanglement entropies, as long as the same boundaries appear in the positive and
negative contributions.
To close, we note that there are two special cases (with d > 2) where the result in
eq. (4.6) does not apply, i.e., d = 3 and 4. In those cases, one finds
d = 4 : Eχ = − log
(z∗
δ
) A(z = z∗)
4GN
.
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d = 3 : Eχ =
δ
z∗
A(z = z∗)
4GN
. (4.7)
Hence rather than a power law divergence, the calculation in d = 4 yields a logarithmic
divergence, as should have been expected. In contrast, for d = 3, the result will vanish in
the limit δ → 0 rather than diverging.
5 General holographic backgrounds
In this section, we will show that the anti-de Sitter background was not an essential ingre-
dient for the agreement in section 3. Rather the matching between the differential entropy
in the boundary theory and the gravitational entropy of surfaces in the bulk (in the contin-
uum limit) is a result that extends to a general holographic framework. The only essential
assumption will be that the entanglement entropy in the boundary theory is still calculated
holographically by the Ryu-Takayanagi prescription (1.2). In fact, in the last part of this
section, we will extend to the discussion to more general entropy functionals. In particu-
lar, the general form considered there will accommodate the holographic prescription for
calculating entanglement entropy where the bulk is described by Lovelock gravity [36, 37].
To begin, we consider the following general metric to describe our (d+1)-dimensional
holographic background:
ds2 = −g0(z)dt2 +
d−1∑
i=1
gi(z)(dx
i)2 + g1(z)f(z)dz
2 . (5.1)
This background geometry should arise as the solution of some classical gravity equations,
perhaps with some background fields, but the details of these equations will be unimportant
for our considerations. As usual, we will assume that the asymptotic boundary is reached
with the limit z → 0. As usual to regulate the area of the surfaces considered below, we will
assume that the spatial coordinates xi are periodic with some large period `i. In particular,
we choose a surface in the bulk with a profile z = z(x) (where x = x1, as before) and so
which respects the planar symmetry introduced in section 3. The Bekenstein-Hawking
entropy of this surface is then given by
A(z = z(x))
4GN
=
`2 · · · `d−1
4GN
∫ `1
0
dx
√
G(z)
√
1 + f(z) z′2 where G(z) = g1 · · · gd−1 . (5.2)
Now our goal is to show that we can reproduce this expression using the differential en-
tropy (2.34).
For simplicity, we begin by considering a bulk surface with the constant profile z = z∗.
In this case, eq. (5.2) reduces to
A(z = z∗)
4GN
=
`1`2 · · · `d−1
4GN
√
G∗ where G∗ = G(z∗) . (5.3)
Following the discussion in section 3, we would like to reproduce this result using the
differential entropy applied to a family of strips in the boundary equally spaced along the
x direction and each with the same width ∆x.
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As usual, the holographic entanglement entropy of a strip will be determined by an
extremal surface with a profile respecting the planar symmetry of the geometry, i.e., z =
h(x). Evaluating eq. (1.2) in the present framework then yields
S(∆x) =
`2 . . . `d−1
4GN
σ(∆x) , (5.4)
where
σ(∆x) =
∫ ∆x
0
dx
√
G(h)
√
1 + f(h)h′2 . (5.5)
We will now go through a series of steps to show that dσ/d∆x has a particularly simple
form. The latter will then be useful in showing that the bulk gravitational entropy matches
the differential entropy in the boundary theory.
Treating eq. (5.5) as an effective action, there is a conserved ‘energy’ because the
integrand has no explicit x dependence. The conserved quantity can be written as√
G(h)√
1 + f(h)h′2
=
√
G0 where G0 = G(h0) , (5.6)
and where h0 is the maximal value of the profile, where h
′ = 0. Eq. (5.6) can be re-expressed
as a first-order equation of motion for the extremal profile,
h′ = ±
[
G(h)−G0
G0 f(h)
]1/2
. (5.7)
Now we change the integration variable in eq. (5.5) from x to h,
σ(∆x) = 2
∫ h0
δ
dh
h′
√
G(h)
√
1 + f(h)h′2 , (5.8)
where implicitly we are only integrating over the half of the extremal surface on which
h′ ≥ 0. We have also introduced a short-distance cut-off δ to regulate any UV divergences
in the entanglement entropy arising from h→ 0. Next we can eliminate h′ using eq. (5.7),
which yields
σ(∆x) = 2
∫ h0
δ
dh
√
f(h)G(h)√
G(h)−G0
. (5.9)
We can also produce a similar expression for the width of the strip,
∆x = 2
∫ h0
δ
dh
h′
= 2
√
G0
∫ h0
δ
dh
√
f(h)√
G(h)−G0
. (5.10)
Combining these two equations above, one can show that
σ(∆x) =
√
G0 ∆x+ 2
∫ h0
δ
dh
√
f(h)
√
G(h)−G0 . (5.11)
Now we differentiate this last expression with respect to h0 to find
dσ
dh0
=
√
G0
d∆x
dh0
+
1
2
√
G0
dG0
dh0
∆x+ 2
√
f (G−G0)
∣∣
h=h0
− dG0
dh0
∫ h0
δ
dh
√
f√
G−G0
. (5.12)
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However, the right-hand side above can be greatly simplified. First, the third term vanishes
because G(h = h0) = G0. Second, from eq. (5.10), we can recognize the integral in the
fourth term yields ∆x/(2
√
G0). With this substitution, the second and fourth terms cancel
and we are left with
dσ
dh0
=
√
G0
d∆x
dh0
. (5.13)
Alternatively, we can write
dσ
d∆x
=
dσ
dh0
/
d∆x
dh0
=
√
G0 . (5.14)
Note that this is a general result for the strip entropy, that is independent of our choice of
a bulk surface.
Now following the discussion of section 3, the proof that the differential entropy
matches eq. (5.3) is straightforward. In particular, we have n intervals of a fixed width
∆x equally spaced along the x direction. The width ∆x will be chosen so that the ex-
tremal surfaces touch the bulk surface at their maxima, i.e., h0 = z∗. Then in parallel with
eq. (3.7), the desired differential entropy becomes
E = lim
n→∞n
(
S(∆x)− S
(
∆x− `1
n
))
=
`2 · · · `d−1
4GN
lim
n→∞n
(
σ(∆x)− σ
(
∆x− `1
n
))
=
`2 · · · `d−1
4GN
lim
n→∞
(
`1
dσ
d∆x
+O(1/n)
)
=
`1`2 · · · `d−1
4GN
√
G∗ , (5.15)
where in the last line, we have used G∗ = G0. Hence the differential entropy precisely
reproduces eq. (5.3) in the continuum limit.
Now we would like to reproduce the general expression (5.2) for a bulk surface with a
nontrivial profile z = z(x). In this case, the family of strips will be chosen on the boundary
so that there is a dual extremal surface tangent to each point on this profile. That is, as in
section 3, we have a family of extremal surfaces z = h(x˜;x), which are chosen to satisfy the
two conditions in eq. (3.9). Hence, the width of the strips becomes a function of the position
of the tangent point along the bulk curve. The general expression for the width of the
intersection of neighboring strips given in eq. (3.16) will still apply in the present situation.
Hence in the ‘averaged’ expression for the differential entropy (2.34), we encounter
S(∆x)− 1
2
(S(o+) + S(o−))
=
`2 · · · `d−1
4GN
(
σ(∆x)− 1
2
σ
(
∆x− (1 + a′ −∆x′)dx)− 1
2
σ
(
∆x− (1 + a′ + ∆x′)dx))
=
`2 · · · `d−1
4GN
dσ
d∆x
(1 + a′) dx =
`2 · · · `d−1
4GN
√
G0 (1 + a
′) dx , (5.16)
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where we have used eq. (5.14) in the last step. Note that in the present situation, h0 and
hence G0 are both functions of x. Now with the above expression, the desired differential
entropy becomes
E =
`2 · · · `d−1
4GN
∫ `1
0
dx
√
G0(1 + a
′) . (5.17)
Again, at first sight, this expression is quite dissimilar from eq. (5.2). However, we expect
that the integrands will differ by a total derivative.
First we note that using eq. (3.9), we can re-express eq. (5.6) as
G(z)
1 + f(z)z′2
= G(h0) , (5.18)
where the z(x) appearing on the right-hand side corresponds to the profile of the bulk
surface. Further we can express the shift a between the tangent point x and the midpoint
of the corresponding interval xc(x) as
a =
∫ xc
x
dx˜ =
∫ h0
z
dh
∂x˜h
=
√
G0
∫ h0
z
dh
√
f(h)√
G(h)−G0
, (5.19)
where we have used eq. (5.7) in the last step.
Now we wish to show that the following corresponds to a total derivative√
G0(1 + a
′)−
√
G
√
1 + fz′2 , (5.20)
in order to prove the equivalence of the gravitational entropy (5.2) in the bulk and the
differential entropy (5.17) in the boundary. For this purpose, consider the auxiliary quantity
A =
∫ h0
z
dh
√
f(h)
√
G(h)−G0 , (5.21)
which is readily shown to satisfy
dA
dx
= −fz′2
√
G0 − 1
2
G′0√
G0
a , (5.22)
using eqs. (5.18) and (5.19). Then with further substitutions of eq. (5.18), we find√
G0(1 + a
′)−
√
G
√
1 + fz′2 =
√
G0(a
′ − fz′2)
=
√
G0 a
′ +
1
2
G′0√
G0
a+A′
=
(√
G0 a+A
)′
, (5.23)
and as expected, this difference is a total derivative. Therefore the desired equivalence
between eqs. (5.2) and (5.17) has been established.
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5.1 Generalized entropy functionals
Next we would like to extend the above discussion to consider slightly more general entropy
functionals. We begin, as before, by focusing our attention on situations with planar
symmetry, i.e., we choose a bulk surface with a profile z = z(x) in a holographic background
of the form given in eq. (5.1). However, after evaluating the entropy functional on this
surface, we will assume that it takes the form
Sgrav(z = z(x)) = `2 · · · `d−1
∫ `1
0
dx L(z, P ) . (5.24)
where P = z′2. That is, the integrand may have a general dependence on z but only even
powers of z′ appear (and no higher derivatives appear). This form (5.24) is sufficiently
general to incorporate the entropy for any of the Lovelock theories — see appendix A. For
example, with Gauss-Bonnet gravity, if we evaluate eq. (3.23) for a bulk surface in AdS
space, the result takes the form
SJM =
Ld−1 `2 . . . `d−1
4GN f
(d−1)/2
∞
∫ `1
0
dx
zd−1
(√
1 + z′2 + 2λf∞
z′2√
1 + z′2
)
, (5.25)
where λ is the dimensionless coupling associated with the curvature-squared interaction
and f∞ = (1−
√
1− 4λ)/(2λ) — e.g., see [34].
Now our goal is to show that we can reproduce this expression (5.24) using the differ-
ential entropy (2.34) for a family of strips distributed along the x direction. We assume
that the RT prescription (1.2) will be generalized to involve extremizing over a new geo-
metric entropy functional. Then, the holographic entanglement entropy of a strip will be
determined by an extremal surface with a profile of the form z = h(x) and the final result
will take the form
S(∆x) = `2 . . . `d−1 σ(∆x) , (5.26)
where
σ(∆x) =
∫ ∆x
0
dxL(h, P ) . (5.27)
and P = h′2 here. Note that the integrand above has precisely the same functional form as
in eq. (5.24). At this stage, we will again show that dσ/d∆x has a simple form. The latter
will then be applied in establishing the equivalence of the bulk gravitational entropy (5.24)
and the differential entropy in the boundary theory.
First the conserved quantity associated with the absence of an explicit x dependence
in eq. (5.27) is
2
∂L
∂P
P − L = −L0 , (5.28)
where L0 = L(h0, 0) is the integrand evaluated at the maximal height of the extremal
profile, which we denote as h0. Using this expression, we can write for the extremal action
σ = 2
∫ h0
δ
dh
h′
L(h, P ) = 2
∫ h0
δ
dh
(L0
h′
+ 2
∂L
∂P
h′
)
. (5.29)
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Similarly, the width of the strip can be expressed as
∆x = 2
∫ h0
δ
dh
h′
. (5.30)
Implicitly, in both of these expressions, we are assuming that eq. (5.28) allows us to solve
for h′ in terms of h. However, the details of this solution will be unimportant in the
following. Now combining the two equations above yields
σ = L0 ∆x+ 4
∫ h0
δ
dh
∂L
∂P
h′ . (5.31)
Differentiating this expression with respect to h0 yields
dσ
dh0
= L0 d∆x
dh0
+
dL0
dh0
∆x+ 4
∫ h0
δ
dh
d
dh0
(
∂L
∂P
h′
)
. (5.32)
Here we can utilize eq. (5.28) to show
d
dh0
(
2
∂L
∂P
h′
)
=
d
dh0
(
2√
P
∂L
∂P
P
)
=
1√
P
(
dL
dh0
− dL0
dh0
)
− 1√
P
∂L
∂P
dP
dh0
= − 1√
P
dL0
dh0
+
1√
P
(
dL
dh0
− ∂L
∂P
dP
dh0
)
= − 1
h′
dL0
dh0
. (5.33)
Let us comment on the vanishing of the bracketed term in the third line: as originally
presented in eq. (5.27), L is a function of two quantities, h and P . Here, h is simply
the integration variable while P is the implicit solution of eq. (5.28). Therefore all of
the dependence of L on h0 comes through the latter, i.e., dLdh0 = ∂L∂P dPdh0 , and hence the
combination appearing in the brackets in the third line vanishes. In any event, substituting
this result into eq. (5.32) yields
dσ
dh0
= L0 d∆x
dh0
, (5.34)
which allows us to write
dσ
d∆x
=
dσ
dh0
/
d∆x
dh0
= L0 . (5.35)
Now applying the same reasoning as presented above in deriving eq. (5.17), we arrive
at the following expression for the differential entropy
E = `2 · · · `d−1
∫ `1
0
dxL0 (1 + a′) . (5.36)
Again, at first sight, this expression and eq. (5.24) are quite different, however, we will
now show that the integrands only differ by a total derivative and hence both yield the
same result.
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To begin, recall that the shift a between the tangent point x and the midpoint of the
corresponding interval xc(x) can be expressed as: a =
∫ h0
z dh/∂x˜h, as in eq. (5.19). Next,
we devise the analog of the auxiliary function in eq. (5.21)
A = 2
∫ h0
z
dh
∂L
∂P
h′ . (5.37)
Note the similarity between A above and the second term in eq. (5.31), except that their
lower ends of integration are different. Differentiating this quantity with respect to x and
applying eq. (5.28), one can show
dA
dx
= −(L − L0)− L′0 a . (5.38)
This identity then simplifies the difference between the integrands in eqs. (5.24) and (5.36)
to reveal a total derivative,
L0 (1 + a′)− L = L0 a′ + L′0 a+A′ = (L0 a+A)′ . (5.39)
Hence in this general case, we have once again established the equivalence of the gravita-
tional entropy (5.24) in the bulk and the differential entropy (5.36) in the boundary theory.
6 Discussion
The spacetime entanglement conjecture of [13] naturally leads to the question of whether
there are boundary observables corresponding to the Bekenstein-Hawking entropy of bulk
surfaces in the context of the AdS/CFT correspondence. Of course, the Ryu-Takayanagi
prescription [15, 16] provides the first positive response to this question since it equates
SBH of certain extremal surfaces in the bulk with the entanglement entropy of regions in
the boundary theory. Ref. [1] made the exciting observation that SBH evaluated on closed
surfaces in AdS3 could be interpreted as the differential entropy of a family of intervals in
the boundary theory. In the present paper, we have extended this observation in a variety of
ways. In particular, we have shown that the connection between differential entropy in the
boundary theory and gravitational entropy of bulk surfaces extends to higher dimensions, to
general holographic backgrounds, and to higher curvature bulk theories, including Lovelock
gravity. Hence this new holographic equivalence seems to be on quite a robust footing.
Of course, our results only provide the initial steps towards establishing this equivalence
in complete generality and there remain a variety of challenges towards this goal. In partic-
ular, our analysis assumed planar symmetry, i.e., the bulk surfaces had a profile z = z(x)
which only depended on a single (Cartesian) coordinate in the boundary. More generally,
one would like to understand the general situation in higher dimensions where the bulk
surface depends on all of the boundary coordinates. It would seem that in this situation,
the relevant differential entropy would be associated with a tiling the boundary geometry
by finite regions. Hence one challenge would be to establish a systematic approach to
constructing such tilings which would allow us to reconstruct arbitrary profiles z = z(~x) in
the continuum limit. Of course, another challenge in this regard would be to construct the
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equivalent of the differential entropy (2.34) for such general tilings. The latter is likely to
include entanglement entropies of more complicated intersections and unions of boundary
regions and so a technical challenge would be to explicitly evaluate the holographic en-
tanglement entropy for such complex regions. Another question would be to establish the
equivalence between differential entropy and gravitational entropy for bulk surfaces, which
are not confined to a constant time slice. Progress on this topic will be reported in [46].
Other longer range issues in developing this program would include: one finds quite
generally that there are ‘barriers’ beyond which extremal surfaces will not penetrate in holo-
graphic backgrounds [47], e.g., the horizon of a stationary black hole [47–49]. Hence it is
clear that the present approach must be revised to describe the gravitational entropy of bulk
surfaces crossing such barriers. Another issue arises if one would like to describe the full
gravitational entropy in the bulk beyond the leading large N approximation. As discussed
in the context of holographic entanglement entropy [50], one should expect quite generically
that there will be corrections to the entanglement at order N0 which go beyond the usual
Bekenstein-Hawking entropy. However, it seems that the current approach cannot differen-
tiate such entanglement for degrees of freedom localized on either side of the bulk surface or
localized on the same side of the bulk surface but at still with large separation in the bulk.11
We might re-iterate that the original discussion in [1] related the construction of a
‘hole’ in the AdS3 spacetime to accelerated observers in the bulk. From this perspective,
it is natural to associate the intervals on the boundary with the corresponding causal
wedges [24, 51] in the bulk. That is, one may consider the differential entropy as constructed
using the causal holographic information associated with the boundary intervals. However,
as discussed in section 4, this interpretation seems specific to three-dimensional AdS space.
In higher dimensions, constructing a version of the differential entropy (4.2) in this way
leads to divergent results. Again, the origin of these divergences is that beyond the area law
contribution, the boundary divergences appearing in the causal holographic information are
nonlocal [44] and so these subleading divergences do not cancel in eq. (4.2). Of course, one
can still consider the causal development of each of the regions which are used to define the
differential entropy in the boundary. These boundary regions are then naturally associated
with a region of the bulk spacetime known as the ‘entanglement wedge’, using the extremal
surface which determines the holographic entanglement entropy [52]. These entanglement
wedges may still play a role in understanding the full significance of differential entropy.
An important feature of the differential entropy is that the boundary strips have an
intrinsic ordering and that eq. (1.3) only involves the entanglement entropy of the intersec-
tions of consecutive regions. For example, in the discussion near the beginning of section 3,
a given strip will intersect with 2∆xn/`1 other intervals, which diverges in the continuum
limit as n → ∞. However, the differential entropy only considers the intersections of Ik
with its two ‘neighbours’ Ik±1. An interesting observation made in section 2.2 was that the
intrinsic ordering of the boundary regions does not necessarily correspond to an ordering in
the position of the strips along the boundary, although it does correspond to an ordering in
the position along the bulk surface. We also found that the back-tracking of the boundary
11We would like to thank Juan Maldancena for pointing out this issue.
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intervals, i.e., x′c(x) < 0, occured when the corresponding extremal surface in the bulk had
a local radius of curvature smaller than that of the bulk surface at the point where these
two surfaces are tangent to one another.
As discussed in section 2, even before taking the continuum limit, the differential
entropy of a discrete family of intervals in the boundary of AdS3 will bound the grav-
itational entropy of the outer envelope. Of course, this result also extends to higher
dimensions in the situation where there is a planar symmetry and the boundary is covered
by a finite family of strips. Hence for a holographic theory, the differential entropy is
generically bounded below by some finite positive quantity, i.e., the gravitational entropy
of the dual outer envelope. If instead, we consider a generic QFT, we can apply strong
subadditivity in the same situation to produce an analogous lower bound corresponding
the entanglement entropy of the union of all the strips. However, if the QFT is in a pure
state, this entanglement entropy vanishes and so we can only say that the differential
entropy is a positive (or zero) quantity. Hence the bound for holographic theories seems
to be a stronger one. It would be interesting if more stringent bounds, i.e., the differential
entropy is greater than some finite quantity, could be established for generic QFT’s using
other methods. Alternatively, it may be that these inequalities can be used to establish a
nontrivial test for the behavior of holographic quantum field theories.
An important question which remains is to find a direct interpretation of the differential
entropy in terms of the boundary theory. The proposal put forward in [1] is as follows: this
entropy corresponds to the maximum entropy of a global state (i.e., of a density matrix de-
scribing the entire system) which is consistent with the combined observables measured with
the separate density matrices associated with the individual intervals.12 This quantity may
be naturally referred to as the ‘residual entropy’13 or ‘residual uncertainty’ — e.g., see [53].
More pragmatically, we observe that the differential entropy is related to the deriva-
tive of the entanglement entropy with respect to the size of the boundary region — see
also [46].14 That is, in the continuum limit, the discrete differences of entanglement en-
tropies become derivatives. In particular, eqs. (5.16) and (5.36) can be expressed as
E =
∫ `1
0
dx
dS
d∆x
(1 + a′) . (6.1)
Now if we set aside the holographic picture, the interpretation of a(x) is not entirely clear
in terms of the boundary theory. However, we must also note that in the above integral, x
refers to the position on the bulk surface for which each interval is contributing and so in
terms of the boundary theory, it is not a natural variable with which to express the above
integral. However, let us recall that in our construction, a(x) is defined as the displacement
from x to the midpoint of the corresponding interval, i.e., xc = x+a(x) and hence we have
∂xc
∂x = 1+a
′. Therefore the above integral includes precisely the Jacobian needed to convert
12See [42] for related discussions in the context of causal holographic information.
13Of course, ‘residual entropy’ is already has a common usage in condensed matter physics (for example
see [54]).
14Hence our choice of the name: differential entropy.
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eq. (6.1) into an integral over xc,
E =
N∑
i=1
∫ xi+1
xi
dxc
dS
d∆x
. (6.2)
Here, we have introduced the sum in the above expression as a reminder that in general, xc
has turning points where ∂xc∂x = 0 — see section 2.2. Labelling these turning points as xi
with i = 1, · · · , N and assuming x2 > x1, we comment that the terms in the sum with even
i are actually making a negative contribution to E, i.e., xi+1 < xi when i is even. Of course,
the same sign appears for the corresponding contributions in eq. (6.1) since these are the re-
gions where 1+a′ < 0. We should comment that the construction in [1] refers directly to the
analog of this expression (6.2) for global coordinates. We also observe that this perspective
seems to relate the differential entropy to the ‘entropy density’ introduced in [55, 56].
A similar boundary interpretation can be attributed to the geometric formula for the
bulk gravitational entropy. For example, recall eq. (2.18) for the Bekenstein-Hawking
entropy of a surface described by the profile z = z(x) in AdS3. Using eqs. (2.10), (2.19)
and (2.20), as well as xc = x+ a(x), this formula can be re-expressed as
A
4GN
=
N∑
i=1
∫ xi+1
xi
dxc
dS
d∆x
g(a,∆x) (6.3)
where
g(a,∆x) =
1− ∂xca
1− 4a2/∆x2 . (6.4)
Note that in this case, the integrals are positive for all of the segments. In particular, the
numerator in g(a,∆x), which is equal to 1/(1+a′), is negative on the segments with even i.
Eq. (6.3) can also be extended to higher dimensions, however, the definition of the density
g(a,∆x) becomes more involved. Again, the interpretation of a(x) in terms of the bound-
ary theory remains unclear. Setting this issue aside, it would be interesting if one could
establish that eqs. (6.1) and (6.3) yield the same result without referring to holography.
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A Entropy functional for Lovelock gravity
In this section, we examine the gravitational entropy functional for Lovelock gravity [57, 58].
In particular, we show that for holographic background geometries of the form given in
eq. (5.1), if this entropy is evaluated on a bulk surface with a profile z = z(x), then the
resulting functional takes the form given in eq. (5.24).
The general action for Lovelock gravity [57, 58] in d+ 1 dimensions can be written as
I =
1
2`d−1P
∫
dd+1x
√−g
d(d− 1)
L2
+R+
b d+12 c∑
p=2
cp L
2p−2 L2p(R)
 , (A.1)
where
⌊
d+1
2
⌋
denotes the integer part of (d + 1)/2 and cp are dimensionless coupling con-
stants for the higher curvature terms. These higher order interactions are defined as
L2p(R) ≡ 1
2p
δ
ν1 ν2 ··· ν2p−1 ν2p
µ1 µ2 ···µ2p−1 µ2p R
µ1µ2
ν1ν2 · · · Rµ2p−1µ2pν2p−1ν2p , (A.2)
which is proportional to the Euler density on a 2p-dimensional manifold. Here, we are
using δ
ν1 ν2 ··· ν2p−1 ν2p
µ1 µ2 ···µ2p−1 µ2p to denote the totally antisymmetric product of 2p Kronecker delta
symbols. Of course, the cosmological constant and Einstein terms could be incorporated
into the sum as L0 and L2, respectively. However, we exhibit them explicitly above to
establish our normalization for the Planck length, as well as the length scale L.
The original motivation to study this theory (A.1) was that the resulting equations of
motion are second order in derivatives [57, 58]. However recently, there has been renewed
interest in these theories in the context of the AdS/CFT correspondence. In particular,
these theories provide toy models where the central charges in the boundary CFT are
different from one another [34, 36, 37]. These theories also proved useful in discussions
of holographic hydrodynamics and the consistency of the boundary CFT,15 as well as of
holographic c-theorems [33, 71, 72].
Black hole entropy in the Lovelock theories was first discussed in [35], where using a
Hamiltonian approach, the following expression was derived
SJM =
2pi
`d−1P
∫
dd−1x
√
h
1 + b
d+1
2 c∑
p=2
p cp L
2p−2 L2p−2(R)
 . (A.3)
Here Rαβγδ are the components of the intrinsic curvature tensor of the slice of the event
horizon on which this expression is evaluated. We should note that this expression differs
from the standard Wald entropy [73–75] by terms involving the extrinsic curvature of the
15For example see [34, 59–70].
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surface. Hence the two formulae will agree when evaluating the horizon entropy for a
stationary black hole with a Killing horizon.
Now in studying holographic entanglement entropy for Lovelock gravity, it was ar-
gued that the correct extension of eq. (1.2) was to simply replace the BH entropy by
eq. (A.3). This prescription was shown to pass various nontrivial consistency tests involv-
ing the universal contribution to the entanglement entropy for even dimensional boundary
theories [36, 37]. However, we should add that the recent derivation of the RT prescrip-
tion [20] can be extended to derive this new prescription for Lovelock gravity [38–41].
We now turn to evaluating SJM on a surface with a profile z = z(x) in a background
geometry of the form described by eq. (5.1). First, the induced metric on the surface can
be written as
ds2 = g1 (1 + f(z) z
′2) dx2 +
d−1∑
i=2
gi (dx
i)2 , (A.4)
where the gi’s are all functions of z only. With a bit of work, the components of the
Riemann tensor for this metric can be determined as
Rxixi = 1
2gig1
√
Q
[
−
(
g′i√
Q
)′
+
1
2
(
g′1
g1
+
g′i
gi
)
g′i√
Q
]
,
Rklkl = −1
4
g′k
gk
g′i
gl
1
g1Q
, (A.5)
where we have defined Q = 1+f(z) z′2. Now the only potentially problematic contributions
proportional to z′′ come from the term with (g′i/
√
Q)′ in Rxixi. However, a key feature of
SJM is that the curvature contributions take the same form as in eq. (A.2). Hence Rxixi
will appear at most once in any of these expressions. In particular, if we focus on the
potentially problematic terms, we have
√
hL2p−2(R) ∝
√
hRxixiRkl kl · · ·Rmnmn (A.6)
where there are p−2 curvatures beyond the factor of Rxixi. Now gathering up all of the fac-
tors of z′ and using z′2 = (Q−1)/f(z), we may write these potentially problematic terms as
√
hRxixiRkl kl · · ·Rmnmn ' F (z)
(
Q− 1
Q
)p−2 (√Q− 1√
Q
)′
=
F (z)
2p− 1
[(
Q− 1
Q
)p− 1
2
]′
=
1
2p− 1
[
F (z)
(
Q− 1
Q
)p− 1
2
]′
− ∂zF (z) z
′
2p− 1
(
Q− 1
Q
)p− 1
2
= − ∂zF (z)
(2p− 1)√f(z) (Q− 1)pQp− 12 + · · · . (A.7)
Hence the potentially problematic terms are eliminated by integrating by parts. Further,
we note that odd powers of z′ ∝ √Q− 1 are avoided in the final expression. Therefore
the integrand of generalized entropy functional (A.3) for the Lovelock gravity takes the
desired form given in eq. (5.24).
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