image [5] , [9] . Several transformations e.g., medial axis transformation, morphological transforms, may be applied for analyzing the structure of the shape patterns. These geometric features can be roughly categorized into three types [9] . 1) Global parameters are extracted from the geometric and topological parameters of the entire image, like perimeter, area, centroid, curvature, Euler number, contour points, convex hull, etc. Geometric features calculated from moments, like center of mass, orientation, bounding rectangle, etc., are also used. A combination of global features using Euler number, convex hull and its deficiencies has been in use lately [38] . 2) Structural parameters are the features which are local in nature, each describing a portion of the object. Features like line segment, arc segment with constant curvature, corner specifications, etc., that define pieces of an object's boundary are widely in use. 3) Relational parameters represent geometrical relations among local features using graph representations. Distance and relative orientation of substructures and regions of an object are interrelated using mainly graph-based methods.
B. Luminance Features
In this category, features are based on the luminance information represented by the intensity values [16] . 1) Spatial features are characterized by the gray-levels or colors and their distributions like amplitude and histograms [28] , [39] . 2) Transform features provide the frequency domain information of the image, obtained by zonal filtering in the selected transform space e.g., Fourier descriptor, DCT, with applications to shape analysis [20] , [29] , [44] . 3) Edges and boundaries characterizing object boundaries and shape may be extracted using gradient operators. Boundaries are extracted by edge linking techniques like contour following, edge linking, and heuristic graph searching [16] . 4) Invariant moments [16] are used for shape and scene matching applications [15] , [31] , [40] . Zernike moments provide features for rotation-invariant image recognition [21] . 5) Texture features are mostly based on structural, statistical, or spectral properties. There are several methods for texture extraction using gray-level co-occurrence statistics [13] , Gabor filters [17] , windowed Fourier filters [2] , association rules [34] . With the emergence of the Internet, content-based image retrieval (CBIR) has recently become one of the most important research topics spanning disciplines like image processing, computer vision, information retrieval, multidimensional access methods, databases, etc. A good survey of the technical aspects of the existing CBIR systems has appeared in [37] , [42] . Most of the systems use mainly low level features. Determination of a compact set of low-level features for a gray-tone image is thus highly needed for multimedia information transactions across the web. Further, the parameters should be easily computable and suitable for efficient database search. They should also be invariant under various transformations and insensitive against noise, compression, etc.
In this work, we define a new parameter called Euler vector of a gray-tone image. For a binary image, the Euler number (genus) is defined as the difference of the number of connected components (objects) and the number of holes [11] , [33] . The definition of Euler vector is derived from the four most significant binary bit planes corresponding to the gray-code representation of the intensity values of a gray-tone image. We report several experiments using the Euler vector to show that it has a strong discriminatory power and can thus be used to augment other features to facilitate image searching and retrieval. For this purpose, the Euler vector can be used as a signature, and a bucket as well as a four-dimensional (4-D) range query is performed on a modified Kd-tree representing the database. Next, the Mahalanobis distance measure is used to rank the similarity of the retrieved image with respect to the query image. Our experiments on the COIL database [26] show that the Euler vector augmented by two simple shape features can be used to build a very efficient and successful retrieval engine.
The contents of the paper is organized as follows. Section II discusses the computation of the Euler vector and the use of gray codes. Section III introduces the distance measure for the Euler vector and reports experimental results demonstrating its robustness against noise and compression. Section IV deals with the retrieval issues. Finally, Section V presents discussions and concluding remarks.
II. EULER VECTOR COMPUTATION

A. Bit-Planes and Euler Vector
A gray-tone image is assumed to be represented as an matrix, where each element is an integer lying between [0, 255] that denotes the intensity of the corresponding pixel. Thus, a 8-bit binary vector, denoted by can represent the intensity value of each pixel, where each is either "0" or "1". The image may now be considered as an overlay of eight bit-planes [ Fig. 1(a) ]. Each bit-plane can be thought of as a two-tone image and can be represented by a binary matrix of size . To characterize a gray-tone image, we now define a 4-tuple called Euler vector that reflects the structural property of the image. The first four most significant bit planes (corresponding to ) are retained as they contain most of the structural information of the image, and the remaining planes are ignored. As we go down the bit-planes, the bit-patterns become more and more random. The lower bit-planes just add on to the brightness values and do not provide any useful structural information. However, each of these 4-bit binary vectors is converted to its corresponding reflected gray code [22] , where ; ; ; . Here, denotes XOR (modulo-2) operation. For any binary vector, the corresponding reflected gray code is unique and vice-versa. Bit planes based on gray codes were also used earlier for other bio-medical applications [23] . The rationale behind using gray codes for defining Euler vector over binary codes is discussed in the next subsection.
Definition: The Euler vector of a gray-tone image is a 4-tuple where is the Euler number of the partial two-tone image formed by the bit-plane, , corresponding to the reflected gray-code representation of the intensity values.
Example: For the gray-tone image shown in Fig. 1(b) , we compute the Euler number for the four most significant bitplanes by using a run-based algorithm [6] to determine the Euler vector, which is found to be .
Euler vector, like the Euler number of a binary image, remains invariant under translation, rotation, scaling, and rubber-sheet transformation of the image. Euler vector thus, as a signature of a gray-tone image, uses both geometric and intensity level characterization [35] , [41] . Since Euler number is easily computable and depends on the combinatorial properties of 0-1 runs in the binary pixel matrix [33] , the Euler vector may also serve as a quick combinatorial signature of a gray-tone image [7] .
B. Use of Gray Code
Reflected gray-code representation of intensity values offers a distinct advantage over standard binary representation because two consecutive numbers have unit hamming distance in graycode representation, and for most of the cases, a small change in intensity values is not likely to affect all the four bit planes simultaneously. Let Fig. 2 . It can be seen that the average change in the number of bits in the binary code is greater than that of the gray-code representation. This justifies the use of gray codes for defining Euler vector.
C. Implementation Details
We linearly rescale the dynamic range of intensity levels of the image. Visually similar images may differ in their dynamic ranges resulting in different bit-plane representations. To circumvent the problem, the images are rescaled such that the dynamic range of the intensity levels is mapped to [0, 255] . The definition of the Euler vector involves bit-planes that are binary images. Since bit-planes are sensitive to changes in the original intensity values, the given image is cleaned first by a 3 3 median filter followed by a similar mean filter to make the vector more robust. The order of filtering is also important. If the mean filter is applied first instead of the median filter, then salt and pepper noise or isolated pixels will be averaged out, and not removed, rendering the successive median filtering ineffective. Other sophisticated filters may also be used.
The Euler vector of a gray-tone image can be computed by determining the Euler number for each of the four binary bitplanes as mentioned above. It is known that the Euler number of a binary image can be computed as the difference of the sum of the number of runs for all rows (or columns), and the sum of the neighboring runs between all consecutive pairs of rows (or columns) [11] , [33] and can also be implemented efficiently on-chip [6] . The algorithm for computing the Euler vector of a gray-tone image is described in Fig. 3 .
III. EXPERIMENTAL RESULTS
A. Image Database
The image database used is the Columbia Object Image Library (COIL-20) [26] of 20 objects. Each object was placed on a motorized turntable which was rotated through 360 degrees with respect to a fixed camera. Images of the objects were taken at pose intervals of 5 . This corresponds to 72 images per object making a total of 1440 gray-scale images. The objects have a wide variety of complex geometric and reflectance characteristics. The images are size normalized. In Fig. 4 , the frontal pose of each object is shown. We have used the COIL database as it is known as a very standard object image database and it has several images of the same object taken at different poses. Fig. 5 shows the Euler vector values for some images of the COIL database.
B. Mahalanobis Distance as a Measure of Similarity
While characterizing a gray-tone image by its Euler vector, we have observed that the ranges and the variances of various elements of the vector differ widely. The features under consideration are in general correlated. Thus, a desirable distance , where . One way of obtaining such 's is to consider a positive definite matrix and taking as . In such an environment, the Mahalanobis distance [1] , [25] can be adopted to provide a very good measure that captures similarity/dissimilarity properties among the members of a given set of images. The covariance matrix of , denoted as , is a matrix given by: of if ; covariance of and if . We may use the matrix as the weight matrix and compute the distance as follows:
. is also known as dispersion matrix. If and denote the mean vector of two populations then is called the Mahalanobis distance between those two populations [1] , [25] . In a large database of images, the covariance matrix defined by feature vectors of the images may be taken as the population dispersion matrix. If the number of images in the database is large, removal of a few images will not have a significant impact on the entries of the covariance matrix. The covariance matrix can also be incrementally updated when new images are added to the database. Since, is positive definite, it is easy to show that, for a fixed , is indeed a metric. Such a distance measure satisfies the following: 1) a feature with large variance does not contribute more to the distance value and 2) the correlation among variables affects the distance measure. Therefore, it fits very well in the proposed environment of image retrieval based on the Euler vector as the feature.
C. Effects of Noise on the Euler Vector
We tested the robustness of the Euler vector on 1440 images of the COIL database under salt and pepper noise, Gaussian noise, and jpeg compression. The salt and pepper and Gaussian noises are zero-mean random additive noise. For all types of noises, the image intensity level is assumed to be in [0,1] and not in [0, 255] in this subsection. In the case of salt and pepper noise, we varied the noise density from 0.01 to 0.10 in gaps of 0.01, i.e. 1% to 10% of the pixels were affected. For Gaussian noise, we varied the variance of the random noise from 0.01 to 0.10 in gaps of 0.01. For jpeg compression, we used the standard parameter of quality for compression. Higher quality parameter values indicate less image degradation and hence, larger file size. We used quality parameter values ranging from 5 to 90 for the compression, and the average peak signal-to-noise ratio (PSNR) , where is the root mean square error) of all the images in the COIL database pertaining to the said quality values ranged from 26.26 to 43.05.
Higher quality values of compression will have lesser image degradation and hence higher PSNR values. For each of the 1440 images in the COIL database, we add noise or compress it as stated above. To find out the effect of noise and compression on Euler vector, we define three indices called Closeness Measures, , and corresponding to particular values of noise density and quality factor of compression as follows. We find out the distance of each original image from all the noisy images. Let the distance, as defined in the earlier subsection, of an image from a noisy image be . Thus, means the distance of the image from its corresponding noisy version. The closeness measure , where .
measures the average of the ratio of the distance between an image and its noisy version to the average of the distance between the image and all other noisy images.
is the fraction expressing the number of images out of 1440 that have . The third closeness measure measures the closeness of the noisy image to the original image compared to other noisy images as follows. Let and . Now, for each image, the closeness is calculated as . Then, the overall closeness measure is the average calculated as . Thus gives only the ratio between the distance of the noisy image and its original version to the average distance. 
IV. RETRIEVAL USING EULER VECTOR
A. A Brief Review of Multidimensional Access Methods
Multidimensional search techniques are employed to retrieve a subset of images lying in the neighborhood of the query image in the feature space. Since the Euler vector consists of four elements, a 4-D orthogonal range query can be performed for retrieval. Ranking according to the proposed measure can then be performed on this subset only.
A CBIR system involves a fusion of computer vision with multidimensional access methods [37] (see Fig. 7 ). The process can be expedited using on-chip implementation of feature extraction (Fig. 7) . In a CBIR system, the images are mapped as points in the multidimensional feature space that is indexed with suitable data structures that support similarity-based query of multidimensional feature vectors [43] . Given a query image, the same features are extracted to perform similarity queries that correspond to nearest neighbor queries and range queries [43] .
Multidimensional data structures can be classified as 1) space partitioning based techniques and 2) data partitioning based techniques [8] , [10] . The former techniques recursively partition the entire space into mutually disjoint subspaces. Kd-tree [4] and K-D-B tree [32] are examples of such space partitioning techniques. In data partitioning the data points at a particular level are obtained by clustering them in the sibling nodes using various bounding regions like rectangular hyperbox, sphere, etc.
Depending on the nature of bounding region, a suitable index structure like the R tree [12] , tree [36] , tree [3] , SS tree [43] , and SR tree [19] may be used. Unlike the data partitioning index structure, range query on the multidimensional space using a space partitioning index structure like Kd-tree, requires only a single check at each node corresponding to the splitting dimension.
Euler vector is a 4-D feature. The queries are limited to point or range queries. In an environment of widely differing dispersions in each dimension as discussed in Section III-B, the partitioning would be better if the subspaces are split guided by the dispersions of their dimensions. The space partitioning techniques allow us to choose such splits, as already discussed. Thus, a basic Kd-tree can be tailored to suit our purpose.
B. Proposed Modification to Kd-Tree Construction
To reduce query time for retrieval, the depth of the Kd-tree is to be reduced by assigning to each leaf node a bucket containing a set of merged data points instead of a single data point. The number of data points to be stored in each bucket lies within a fixed range, say and depending on the application and machine platform and its primary and secondary memory size. In a Kd-tree, distances among the data points are not considered while partitioning. The merge, if based on some suitable distance measure, will represent a meaningful ensemble of points. These collections of data points are stored as buckets in the secondary memory. The main memory stores the index structure guiding the search path to the corresponding bucket, which is retrieved from the secondary memory. To address the above issues, we propose a modification of the Kd-tree by performing split and merge operations on its nodes.
1) Split Operations for Partitioning:
Let denote a set of points representing images as feature vectors, where each point is a -dimensonal vector. Let be the dimension along which the space represented by the node is to be split. The value of is stored in the node .
Next , the splitting hyperplane along the dimension, is calculated as the average of and , where is the median of the coordinates of the points belonging to , and is the closest dimension coordinate of points in to . This ensures that the splitting hyperplane does not pass through any point in . Next, we split into two parts and such that the dimension coordinates of all points in are less (greater) than . Two new nodes and are created and is attached as the left (right) child of . This recursive partitioning scheme is continued till the cardinality of the subspace to be split, represented by a particular node is just less than . Note that, these nodes may not be at the same level. The bounding hyperboxes of the nodes at the same level are nonoverlapping, and each leaf node of the tree gives a bounding hyperbox containing points less than .
2) Merge Operations on the Partitions:
In a -dimensional space, any hyperbox has neighboring hyperboxes sharing dimensions with it. For merging operation, we shall consider only these neighboring hyperboxes. As the time of finding all such hyperboxes would depend on the dimensionality of the data, we choose the hyperboxes , where is a threshold on the for merging. The similarity measure should be a measure between two sets. It should also be robust to the outlier points in the sets. We consider the similarity measure between sets and as follows: , where . The is calculated as discussed in Section III-B. The algorithm of the merge opertation starts from the root and traverses the Kd-tree in post-order fashion. At each internal node , if merging is possible between two sibling leaf nodes having buckets, a new bucket with the merged set of points corresponding to the two siblings of is used to replace the old two buckets in the secondary storage. The siblings of are deleted from the data structure, and the node is considered as a leaf node. Finally, the new bucket is attached to . As the sequence of the merge operations is predefined by the partition of the data, different partitioning techniques can be used for best performance during the merge operation. At the end, the algorithm returns a tree whose leaf nodes correspond to a bucket saved on the disk. Further, the depth of the tree is also reduced.
The entire algorithm for construction of the modified Kd-tree consists of the and , and is described in Fig. 8 .
3) Space and Time Complexity of Modified Kd-Tree Construction:
The modified Kd-tree for a set of points with each point having dimensions requires storage [27] . The takes time [27] . The requires computation of the between two sets of points belonging to the two nodes to be merged. At a depth from the root of the tree, the maximum number of points that can correspond to a node is . Computing between such nodes requires distance computation among all points and requires time of . The number of pairs of nodes that are the candidates for merge is . Therefore, the time required for merging sets of points belonging to nodes at depth is . If the merging operation continues for nodes upto levels from the leaf level (where ), the total time required in the worst case is . For dimensions, the time taken is . Therefore, the construction of the modified Kd-tree requires time in the worst case.
C. Query
We discuss three types of queries for retrieval: 1) exhaustive search; 2) bucket search; and 3) range search.
1) Exhaustive Search:
The Mahalanobis distance of the query image to all the other images in the database are computed and the first images having the least distances to the query image are reported. The time complexity of this method is , where is the dimensionality of the data.
2) Bucket Search:
The original Kd-tree stores each point at its leaf and supports range queries. The modification proposed in this paper ensures that the said tree has now a meaningful ensemble of data points stored in buckets in its leaf nodes. The points stored in a bucket defines a -dimensional hyperbox within which all data points in this bucket lie. The splitting technique used in our construction ensures that there is no intersection between any two -dimensional hyperboxes corresponding to the buckets stored at the leaf nodes. Hence, a given query image can lie in at most one bucket. The retrieval of a bucket in response to an image query is basically transforming a range query to a point query i.e., a query to find out a range represented by a bucket in which the image point lies. Once the bucket is located, the images stored in the range of the bucket should be similar to the query image corresponding to the particular image feature. Thus, the bucketing technique transforms a range query to a point/bucket query, which involves a comparison at each internal node of a single dimension pertaining to the discriminant dimension of that node. Hence, the time complexity is , which is independendent of the dimension and is determined by the height of the modified Kd-tree. The value of depends on , , , and , but it is always less than .
3) Range Search: The bucket searching technique expedites retrieval time as it does not involve the factor of dimension. However, this gain in time is achieved at the cost of efficiency of the success of retrieval. Range searching will improve upon the retrieval success but it will take more time compared to the bucket search.
A range query [27] asks to report all images whose features lie within a -dimensional axis-parallel box centered around the query image point. The user is oblivious to the features used for indexing the images and hence, cannot define a query range. We use a simple statistical heuristic based on the data distribution to find out the size of the query range box, where the user supplies only a fractional value .
An image is represented as a -dimensional feature vector where 's, are the features of the image. We assume that the 's are independent with each being uniformly distributed as ; . We estimate 's and 's from the mean and the variance of the uniform distribution of . Expectation of such an uniformly distributed is and the variance is [18] . Now, we find out the mean, and variances, from the values of the features in the image database, and estimate 's and 's as follows:
Solving the above two equations for getting the estimate of 's and 's, we have and . Given, now a query image with feature vector, , we need to define ranges , , such that the range searching takes place for ranges . The 's are determined in such a way that within the said range, a fraction (provided by the user) of the entire images lie. For a uniform distribution, as shown above, we got to determine ranges in such a way so that fraction lies within the said range, i.e., Therefore, using the values of and ,
. Having found out 's, , we can easily define the axis-parallel range box. A better estimate for the query range can be obtained by finding a statistical distribution that fits with the data. If the user wants to specify the query ranges, the retrieval will take time, where is the number of images overlapping with the range of query [27] . It may be noted that in high dimensional space the data will tend skewing together, and a range query will result in searching most of the leaf nodes of the kd-tree to ensure accuracy. For this reason, sophisticated techniques are to be used for range searching in higher dimension [14] .
D. Experimental Results
The image database used in our experiment is COIL as discussed in Section III-A (Fig. 4) . Two sets of experiments for retrieval were performed. First, Euler vector is used alone as a 4-D feature; second, it is further augmented with two other shape features (i.e., a 6-D feature). The two additional features are chosen as follows. An image is thresholded at a value corresponding to the fourth bit-plane (a value of 16). The features are [16] 1) the ratio of area and the square of perimeter and 2) the convex hull deficiency ratio defined as the ratio between the original area and the area formed by the convex hull of the edge points. The experiments were then conducted for exhaustive search, bucket search, and range search.
For the exhaustive search, given a query image and a value of the number of images to be ranked, let be the number of images of the same object as the query image. The average precision is then defined as the ratio of and .
For the bucket search, the construction of the modified Kd-tree requires specification of the three parameters , , and for the merge operation corresponding to the . Fixing a value of these parameters is a design problem based on values of parameters like main memory size, cache size, disk page size, etc. However, in our experiments henceforth, to show the performance of the bucket search in comparison to the exhaustive search, we fix the parameters as follows: 1) ; 2)
; and 3) for the merge operation is fixed as the average of the values just after the splitting operation is finished and before the merge operation starts. For retrieval using bucket search, given a query image, the bucket corresponding to the query image is located from the modified Kd-tree; the Mahalanobis distances of the query image from all the images in that bucket are then computed and the first images are reported. The average precision is defined as in the exhaustive case.
For the range search, given a query image and a value of the parameter , the query ranges of axis-parallel hyperboxes are formed as discussed in Section IV-C.3. Now, using a Kd-tree all the images lying within the said range is retrieved. Let the number of retrieved images be . Note that may be greater than or even less than , the number of images to be ranked, as depends on the value of the ranges. Let be the number of images of the same object as the query image. The average precision is then defined as the ratio of to . Table I lists the theoretical complexities of the three different types of searches. It may be noted that the bucket search on the modified Kd-tree proposed here is independent of the factor of dimension. Table II gives the comparison between exhaustive and bucket searches with the Euler vector as the only feature. Each row of the table corresponds to a value of , the number of images to be ranked. The corresponding values of , , , and , the number of buckets for the modified Kd-tree are also shown. The number of buckets depends on the parameters , , and . The last column shows the savings in CPU time computed as follows. If is the time taken for the exhaustive search and is the time taken for the bucket search, then the percentage savings in time is computed as . Table III reports the same results but with the two other shape features augmenting the Euler vector. Table IV  and Table V give the comparisons of exhaustive search with range search in the cases where only the Euler vector is used as the feature and where the Euler vector is augmented by two shape features, respectively. It is observed that the average precision goes down with increasing . This happens because with the increase in the axis-parallel hyperboxes will increase in size and include more and more images of other objects. Lee and Street [24] used a 36-dimensional feature based on the centroid-radii model for a shape based query system on the same COIL database we used. Their query system uses an incremental feature weight learning method based on both the clustered database and relevance feedback. They report an initial success ratio of 56.7% when querying with a single cluster based on the 36-dimensional feature and when 71 images were ranked. The success ratio was then improved by including more clusters and using relevance feedback. Although our line of study in this paper differs from that proposed in [24] , it can be seen that we achieve comparable results in terms of retrieval success. Our results for percentage of success with 71 images being ranked are 36.14% for exhaustive search, 29.29% using bucket search, and 38.66% for range search when the Euler vector is used alone. With two additional shape features, the success rises to 52.14% and 44.57% for the exhaustive and bucket searches respectively.
We show that range search can be used to improve the success ratio further, viz. 69.79%
, at the cost of a small increase in retrieval time. The average precision or success ratio in the case of range search increases because fewer number of irrelevant images are picked up. Fig. 9 shows the retrieved images after ranking for some queries when for bucket search. Fig. 9(a) shows an example of good retrieval success when only Euler vector was used as the feature. Fig. 9(b) shows an example of a poor retrieval when only Euler vector was used. Only three objects (1st, 8th, 10th) out of ten were of the same object as the query object. The last object, though visually looking different, is of the same object as the query image, but with a different pose. With the shape feature augmentation, six objects (1st, 2nd, 6th, 7th, 8th, 9th) out of ten were of the same object as the query object as shown in Fig. 9(c) . But the other failure objects retrieved bear a striking similarity with the query object. Similarly, Fig. 9(d) shows an example of a poor retrieval when only Euler vector was used. Only four objects (1st, 3rd, 9th, 10th) out of ten were of the same object as the query object. With the shape feature augmentation, six objects (1st, 2nd, 3rd, 4th, 5th, 6th) out of ten were of the same object as the query object as shown in Fig. 9(e) . The other failure objects retrieved are however, very similar to the query object.
V. CONCLUSIONS AND DISCUSSIONS
A new combinatorial signature of a gray-tone image called the Euler vector is proposed. It may be used along with other standard features in order to provide better characterization of an image. Since the Euler vector is topologically invariant, easily computable, and has strong discriminatory power, this feature may find many applications to CBIR. Experimental results demonstrating its robustness and efficacy of retrieval using this new feature have been presented. A modified Kd-tree can be employed to support easy and efficient retrieval using the Euler vector. It may be noted that the JPEG2000 image compression standard uses a wavelet transform and a bit-plane entropy coder to provide state-of-the-art compression [30] . Thus, it supports multiresolution in terms of scale and embedded quantization by bit-plane coding. Since the Euler vector is linked with the bit-plane representation and is topologically invariant, it can be tailored to support multiresolution in terms of scale. Deriving the Euler vector of the original image from the Euler vectors of the different wavelet subband images would be an interesting future problem. Another important problem would be to determine query ranges on the modified Kd-tree for retrieval, using the information on statistical distribution of features. Determination of the optimal values of , , and based on the system specification also requires further investigation.
