Abstract. The Coupled Cluster (CC) method is a widely used and highly successful high precision method for the solution of the stationary electronic Schrödinger equation, with its practical convergence properties being similar to that of a corresponding Galerkin (CI) scheme. This behaviour has for the discrete CC method been analyzed with respect to the discrete Galerkin solution (the "full-CI-limit") in [Schneider, 2009] . Recently, we globalized the CC formulation to the full continuous space, giving a root equation for an infinite dimensional, nonlinear Coupled Cluster operator that is equivalent the full electronic Schrödinger equation [Rohwedder, 2011]. In this paper, we combine both approaches to prove existence and uniqueness results, quasi-optimality estimates and energy estimates for the CC method with respect to the solution of the full, original Schrödinger equation. The main property used is a local strong monotonicity result for the Coupled Cluster function, and we give two characterizations for situations in which this property holds.
Introduction and overview
More than 80 years after Paul Dirac stated that "the underlying physical laws necessary for the mathematical theory of a large part of physics and the whole of chemistry are [. . . ] completely known" [31] , the development of "approximate practical methods of applying quantum mechanics", demanded by Dirac in the same breath, is still a highly active field of research at the crossroads of physics, chemistry, applied mathematics and computer science. After the development of modern day computer capacities has seen a phase of almost exponential growth at the end of the last century, calculations of theoretical chemistry and molecular physics have become competitive with practical experiments in the first place, or at least often allow useful predictions of empirical parameters that can assist practical investigations. On the other hand, the solution of the governing equation of quantum mechanics, the molecular Schrödinger equation, is an exceedingly high-dimensional and thus computationally demanding problem, while at the same time, an extremely high accuracy is needed in order to obtain results to be utilized in practice, so that small to medium-sized quantum chemical problems still push the limits of commonly available computational resources.
Keywords and phrases. Quantum chemistry, electronic Schrödinger equation, coupled Cluster method, numerical analysis, nonlinear operator equation, quasi-optimality, error estimators. ( 1.3) Denoting by N the number of particles to be modelled by Ψ D , the ansatz space H 1 D is a "full" discrete tensor product space, spanned by all possible choices of N -electron Slater determinants (i.e., antisymmetric basis functions, see Sect. 2 for a detailed definition) that can be formed from a previously chosen set of K > N oneparticle functions χ I ∈ H 1 (R 3 × {± [43] , resulting in a "truncated CI" method. If the reference Ψ 0 is sufficiently good, it often suffices to choose only lower excitations of Ψ 0 as a basis for the ansatz space, viz., basis functions that differ from Ψ 0 only in in, say, two to four one-particle functions (see Sect. 2(ii)), to obtain practicable results on the one hand and stay in a range of computational feasibility on the other. The CI approach shares the enjoyable analytic properties of the Galerkin method applied to symmetric eigenvalue problems [22] : The CI method satisfies the Rayleigh−Ritz variational principle, and if the lowest eigenvalue E * of H is simple, it is well-known that quasi-optimality estimates for the approximation error of the discrete solution Ψ d with respect to the real solution Ψ = Ψ 0 + Ψ * of (1.1), (1.2) hold, being of the form
In the most basic of these estimates, the inverse of the spectral gap γ * between E * and the rest of the spectrum enters as a constant and distances are measured with respect to the H 1 -norm, see also [6, 22, 88] for more refined estimates.
In contrast to these nice theoretical properties is a major practical shortcoming of CI: It seems to be rather undoubted in the quantum chemist's community that a method should have the property of being size-consistent [10, 12, 43, 67] , meaning, formulated in a somewhat loose fashion, the following: Suppose that the Hamiltonian H can be written as sum of two non-interacting 2 Hamiltonians, H = H A + H B . Then a method is size-consistent if the energy computed by that method for H is the same as the sum of the energies computed by the method applied to H A and H B separately. Unfortunately, the truncation step from the"full CI" space H 1 D to the "truncated CI space" H 1 d -making CI computations computationally feasible in the first placeresults in a non-size-consistent ansatz, see [43] . This deficiency leads e.g. to inappropriate dissociation curves in the description of reaction mechanisms and renders the CI method useless in many practical applications.
The Coupled Cluster approach. The Coupled Cluster (CC) approach, introduced in the field of atomic physics [25, 26, 51, 86] and later used on problems of quantum chemistry (see [24] Equations (1.5), (1.6) constitute the central equations of the (finite-dimensional) Coupled Cluster ansatz; for deeper insight, cf. [11, 52] and the abundance of references given therein, as well as the article [16] for a scope on the applications in physics; for some recent developments, see, e.g., [14, 19, 21, 34, 47, 53, 64, 65, 83] . Solution of the nonlinear equation (1.6) is a rather complicated matter of its own owed to the incorporation of antisymmetry constraints imposed on the solution space H 1 . Nevertheless, practical difficulties arising here have been overcome during the last decades; in particular, the operator e −T (t d ) He T (t d ) can be expanded in the so-called Baker−Campbell−Hausdorff series, which terminates due to the structure of the Hamiltonian H. f (t d ) turns out to be of fourth-order in the coefficients t μ d of t d , and thus can be evaluated exactly within a given finite basis set by rather advanced algorithms, (cf. Sect. 5 for more practical remarks).
CC versus CI; "degenerate" situations. Compared to the CI ansatz, some important features of CC are the following:
The truncation step from (1.5) to (1.6) gives a set of equations that is (in contrast to truncated CI) still sizeconsistent, and from the solution of (1.6), the corresponding size-consistent CC energy E d can be computed, see [43] , Section 13.3 for a rigorous proof. This property of CC is indeed the main motivation for usage of the CC method in place of the CI method in applications.
In contrast to CI, CC is non-variational, i.e., the discrete energy E d is no longer an upper bound for the ground state energy E * . This may be seen as a disadvantage of CC, but it seems to be generally accepted that the loss of this property is a minor trade-off against that of size-consistency.
Concerning the characterization of situations where CI/CC can be applied with reasonable computational power to give accurate results, CC of a certain truncation level shares very much the strengths and weaknesses of the corresponding CI method, and the characterization of situations to which CI/CC can be applied are in fact in the literature often treated on the same theoretical footing.
On the one hand, when applied to well-behaved examples, typically closed shell molecules at geometries near the equilibrium state (being an important standard situation in computation of uncharged molecules), inclusion of only relatively few basis functions in the ansatz (1.6) is often sufficient. The Coupled Cluster method then usually outperforms the CI method of corresponding scaling, especially for larger examples, see e.g. [27, 44, 50] . In the variant of the CCSD(T) method [75] , which can be applied to small to medium-sized molecules with reasonable computational effort, CC then often provides results which are within the error bars of corresponding practical experiments [55] , which is why CCSD(T) is often referred to as the "golden standard of quantum chemistry". When computing different levels of approximation Ψ d to a discrete full-CI solution Ψ D for well-behaved examples, the energies are often observed to converge quadratically with respect to the energy error of the cluster amplitude vectors t d − t D V in analogy to the right equation of the CI estimate (1.4). On the other hand, CC fails on the same problem classes as the corresponding CI methods: E.g., for the description of dissociation of molecules, of open-shell systems, of metallic or quasi-metallic systems and systems far from their equilibrium geometry, application of CC/CI (as of essentially any correlation method based on a single reference, see, e.g., reference [76] ) is well-known to be problematic. In such cases, calculations may have to include a large number of basis functions from B, so that essentially, almost a full-CI calculation within a large basis set has to be performed, or the method may even fail to converge. See, e.g., the examples in [38, 39] , and also [43] for an instructive example.
To sum up, the CC method has due to its favourable properties of size-consistency and due to an often quite favourable convergence behaviour over the CI method become the probably most widely applied tool in the calculation of ground state solutions of the stationary N -electron Schrödinger equation when high-accuracy results are demanded, i.e., when accuracies provided by HF or DFT are not sufficient. On the other hand, situations in which CC fails -as described in the latter point -are called degenerate or quasi-degenerate situations in the quantum chemistry literature. Although the terminology "degeneracy" is used somewhat ambiguous in the quantum chemists' community, situations where the failure of CC/CI is observed may be differentiated into two cases, see, e.g., [69] : Those where a single determinant Ψ 0 does not describe the system sufficiently well ("static" or "non-dynamic correlation", [48] ), and those where spectral gaps are small ("system degeneracy"), as in metallic systems or during the process of breaking of bonds, see, e.g., [38, 39, 43] . Both situations may occur together, but either one may negatively affect the convergence of CC [69] .
Development of methods for the generic treatment of such degenerate situations is a very important, unfortunately rather open question of quantum chemistry, and there is a whole variety of active efforts to obtain versions of CC to deal with these problems, see, e.g., the recent [19] for various multi-reference approaches or [73] for other alternatives in the spirit of the CC ansatz. CC from the perspective of numerical analysis. The vast amount of publications on CC is contrasted by a scarcity of theoretical results underpinning this behaviour in terms of a numerical analysis. To the authors' knowledge, the only existence and uniqueness results are those for the discrete equations given in [82] , while there are no results on the convergence of the exact, continuous equations; also, the similarity to the convergence behaviour of the CI method has not been investigated from a rigorous mathematical viewpoint. A first error bound for the convergence of the energies to the discrete "full-CI energy" was given in [50] , where Werner Kutzelnigg derives the estimate
Comparing this with what is known for the CI method (1.4), this estimate is unsatisfactory in view of the similar practical convergence behaviour of the CC method. In the analysis of the CC method, two peculiarities of the classical formulation of the CC approach have to be taken into account:
(a) CC, in its classical formulation, is a finite dimensional theory as reformulation of the full CI-approach, that is, as a nonlinear equation for coefficients in a fixed, discretized basis set. In a previous publication [79] , we showed that if the reference Ψ 0 is not orthogonal to the solution Ψ, the original full electronic Schrödinger equation (1.1) can also be reformulated equivalently as a root equation for a continuous Coupled Cluster function
where f is defined on a coefficient space V corresponding to the full continuous space H 1 , and that the discrete CC equations (1.6) can be viewed as Galerkin discretizations of (1.8) (see Sect. 2 for a recap). Using these results, we may thus rely on the machinery of operator analysis to obtain direct quasi-optimality estimates with respect to the solution t * of (1.8), corresponding to the full solution Ψ = e
(b) CC, in its classical formulation, is non-variational, so that one cannot expect estimates for the CC energy that take the simple form as for CI, (1.4). Instead, an approach put forward by Rannacher and coworkers [9, 13] , tailored for goal-oriented estimates for non-symmetric eigenvalue problems and non-symmetric constrained minimization problems, offers the appropriate tool. Here, a dual solution z * and its discrete counterpart z d enter the estimates. For the discrete case, we already used this approach in [82] to show that
holds for the discrete energies E d , E D if the CC approach is based on eigenfunctions of a discrete Fock operator. Alas, this condition excludes many of the more sophisticated CC approaches; also, all estimates in [82] are given with respect to the full CI (discrete) solution, and then connected to the full, continuous solution of (1.1) using the quasi-optimality of the CI-method and certain uniformity conditions, and we will also avoid this detour here. Contributions and assumptions of this work; outline. We will in this work prove that also from a theoretical point of view, the (single-reference) CC method behaves similar to the (single-reference) CI method: Under conditions that parallel those for the results (1.4) for the CI method, we will prove certain existence and uniqueness statements for the continuous as well as for the discrete CC equation, analogous to those for the Galerkin method. Also, as the result with probably the most practical significance, we prove quasi-optimal convergence estimates for the CC amplitudes and the CC energy towards the respective full solution of (1.1), that is,
In these estimates, t V denotes a weighted 2 -norm on the coefficient space V as above, equivalent to the H 1 -norm of μ∈M t μ Ψ μ , and z d , z * are solutions of a dual problem entering through the non-variational nature of the CC equations (cf. Sect. 4). The energy estimates (1.11) will be based on the dual weighted residual approach due to Rannacher et al. [9, 13] , applied to the Coupled Cluster Lagrangian as used in linear response theory [4, 29, 42] . To our knowledge, our work is the first error analysis for Coupled Cluster based on the primal/dual residual approach for non-variational problems, considerably improving the previously known estimates (1.7).
The mathematical key feature of the CC equations enabling the above results is a local strong monotonicity property of the continuous CC function (1.8) at the solution t * . Although the local version that we formulated does not seem to be common in the literature, modifications of arguments from standard operator theory then apply to interpret the discrete CC equations (1.6) as discretizations of f and derive the desired estimates. The central property of local strong monotonicity, implying all this features, will be shown to hold in two situations, giving different characterizations of the "regime of weak corellation" in which CC theory works well: In one proof (Thm. 3.4), we will assume (I) that the lowest eigenvalue E * of H is simple and isolated from the rest of the spectrum by a non-zero gap γ * , and (II) the existence of a sufficiently accurate reference determinant Ψ 0 , constructed from an N -dimensional reference subspace R of the one-electron space
Assumption I excludes the case of system degeneracy in which Coupled Cluster cannot be guaranteed to work well as detailed above. It corresponds to a commom assumption under which results for linear operator eigenvalue problems in the vein of (1.4) may be derived quite straightforwardly, and we will use this feature to derive analogous results for the more complicated CC methods in this work by interpreting the CC function as a perturbation of the operator H − E * . Assumption II exempts the analysis from the case of static correlation discussed above, and excluding this situation is indeed a basic condition for the practical applicability of singlereference methods as standard CI or CC for computing the electronic wavefunction (see, e.g., [48] , Sect. 1.6).
Our second proof for strong monotonicity (Thm. 3.7) circumvents the assumption on the simple eigenvalue of H and instead assumes that the similarity transformed Hamiltonian e −T (t) He T (t) can be decomposed to a sum of two operators e −T (t) He T (t) =F (t) +Û (t), whereF := (F − Λ 0 )T (t), F − Λ 0 being the shifted many-particle Fock operator of the system from unrestricted Hartree−Fock theory [7] , and whereÛ (t) is a nonlinear function with small Lipschitz constant, correponding to the fluctuation potential of H. This corresponds to imposing that the Hamiltonian can be well approximated by a Fock-like operator, so that also this characterization of strong monotonicity stresses the perturbational character of Coupled Cluster theory as outlined above.
The rest of the paper is organized as follows: In Section 2, we will mainly review the content of the previous [79] as far as it is relevant for this work: The reformulation of the electronic Schrödinger equation (1.1) as a root equation for the continuous CC equations (1.8) will be introduced at more length, and some important supplementary results will be compiled. In Section 3, the analytical properties of the CC function as operator between the coefficient space V and its dual are analyzed; the main result the aforementioned strong monotonicity on a neighbourhood of the solution (Thm. 3.4). The existence and uniqueness statements and quasi-optimality results for the CC method discussed above are then strictly derived from this in Section 4, see Theorems 4.1 and 4.5. Some concluding remarks are given in Section 5. The appended Section 5 discusses some aspects concerned with the practical treatment of the CC equations (1.6) from the viewpoint given in this work.
Preliminaries: From the Schrödinger equation to CC.
In this section, we fix the mathematical framework needed for the due analysis: In part (i), we introduce our basic notation for the Schrödinger equation (1.1). Parts (ii) and (iii) give an overview of the transition to the continuous Coupled Cluster formulation for this equation, mainly taken from our previous work [79] (with a "continuous CI method" an intermediate stage). Part (iv) contains some important supplementary results, partly taken from [79] , that will also be needed later.
(i) Electronic Schrödinger equation. The goal of electronic structure calculations is solution of the N -particle electronic Schrödinger equation. It can be stated as a weak operator eigenvalue equation on a suitable solution space H 1 , which can be defined either as the space [80] ), or alternatively as a subspace of (2.1) that is an eigenspace of an operator commuting with H. The latter results in a restricted, often computationally less demanding formulation on this subspace; in practice, the use of a fixed eigenspace of the z-spin operator defined on (2.1) is rather common. On such a fixed space H 1 , we will use the L 2 -inner product and the induced norm, denoted by ·, · and | · |, respectively, as well as the canonical Sobolev H 1 -inner product
and the induced Sobolev norm · , given by Ψ = Ψ, Ψ 
for the lowest eigenvalue E * of the N -electron Hamiltonian H :
In this, the Laplacian Δ i acts on the ith spatial component
are the charges and positions of the M fixed nuclei. H is bounded and fulfils a Gårding inequality [87] on H 1 [88] : There holds
for all Ψ, Φ ∈ H 1 and constants μ ∈ R, c, Λ > 0. In the formulation of (2.3), the existence of a smallest eigenvalue is supposed, i.e. the number
has to fulfil
The bottom inf spec ess of the essential spectrum can be identified with a formalization of the ionization threshold energy of the molecule (the famous HVZ Theorem named after Zhislin, van Winter and Hunziker, see, e.g., [2, 71, 88] ). The inequality (i) of the above assumption therefore follows [88] if we can assume that for the given configuration of nuclei (as expressed in H), it is energetically more advantageous for the electrons to stay in the vicinity of the nuclei than to fade away at infinity -which is physically reasonable if we want to compute stable molecules. The validity of (i) can be formally proven for some cases, e.g. for one-atomic molecules or if the number N of electrons is less or equal the total nuclear charge
, confer also the quite exhaustive review [46] ). We will in the following assume that (2.7) is valid. This also implies that E * is the lowest eigenvalue of H, i.e. E * = E * , see, e.g., [88] .
(ii) The complete CI equations. For reformulation of the eigenvalue equation (2.3) in terms of the Coupled Cluster equations, a basis B of the space H 1 now has to be fixed. We construct B first by fixing a complete one-particle basis B := {χ P | P ∈ N} of the one-electron state space
We define Slater determinants (as formed from N one-electron functions from B) by
with the sum running over the permutational group S(N ) on N elements operating on the indices of Ψ and with P 1 , . . . , P N ∈ N. For H 1 given by (2.1), a Slater basis of L 2 and H 1 is then obtained by letting
If H 1 is given by a subspace of (2.1), corresponding to an eigenspace of the z-spin operator, B may be chosen as an eigenbasis of the one-electron z-spin operator S z ; (2.9) then is an eigenbasis of S z and can be restricted accordingly (see [78] for an explicit construction). To obtain a well-defined infinite-dimensional Coupled Cluster theory as developed in [79] and reviewed below, one has to assume that the reference determinant
as canonically formed from the set of the first N basis functions
from B, is non-orthogonal to the sought solution Ψ,
3) can be reformulated in terms of the Configuration Interaction ansatz: "Find
Note that the orthogonality of Ψ * and Ψ 0 also implies the so-called intermediate normalization condition
(iii) Excitation and cluster operators; the coefficient space V; the continuous Coupled Cluster equations. Coupled Cluster theory reformulates Equation (2.13) by an exponential ansatz in terms of so-called cluster operators, themselves built of excitation operators to be introduced in this section. By defining a suitable coefficient space V reflecting the set of admissible corrections Ψ * ∈ H 1 , we may then formulate the continuous CC equations.
To keep the exposition as compact as possible, we decided to give a slightly informal definition of the cluster operators sufficient for the later analysis in this work. A formal definition in terms of creation and annihilation operators is included in the Appendix, see Section (ii). Following conventions of quantum chemistry literature, we will call functions χ I ∈ B occ from (2. 
By linear continuation, we obtain a continuous linear operator
called the excitation operator belonging to the index μ. Note that by definition, two essential prerequisites for the exponential ansatz in CC hold: We have
can be expressed via excitation operators acting on the reference determinant:
where t μ = ±t μ with the sign fixed by the second equation in (2.17). The operator
is called the cluster operator belonging to the correction Ψ * , respectively, the corresponding coefficient vector
By the Schrödinger equation (2.3), respectively its CI form (2.13), we are looking for a correction Ψ * = μ∈M t μ Ψ μ contained in the energy space H 1 , and the set of all functions (2.18) has to be restricted accordingly. In terms of the corresponding vector t = (t μ ) μ∈M , this restriction can be formulated by defining a subspace V ⊆ 2 (M) by
where, with the Sobolev inner product (2.2),
V is a Hilbert space, and it holds t ∈ V iff Ψ * = μ∈M t μ Ψ μ ∈ H 1 . Using this definition, we can bring the canonical (finite-dimensional) CC equations (1.6) together with the context of functional analysis. The main result enabling this step is the following [79] , Theorem 4.1.
Theorem 2.1 (H 1 -continuity of cluster operators).
(i) For Ψ * = μ∈M t μ Ψ μ ∈ span B and T = T (t) the associated cluster operator defined by (2.19) , we have 27) that is, t * solves the nonlinear continuous CC equation
which fulfils the (continuous) linked Coupled Cluster equations,
E = Ψ 0 , He T Ψ 0 , Ψ μ , e −T He T Ψ 0 = 0 for all μ ∈ M. (2.26) (iii) There is a coefficient vector t * = (t * μ ) μM ∈ V such that T = T (t * ) and that t *
is a root of the continuous Coupled Cluster function
For the proof of the fact that f maps V → V continuously, which is not given in [79] , cf. Lemma 3.1. The canonical, finite-dimensional CC equations, derived in the introduction as an approximation to a finitedimensional Galerkin ("full-CI") limit, can now also be viewed as a Galerkin approximation for the nonlinear continuous Coupled Cluster function f [74] 
is a selection of basis functions containing Ψ 0 , and denote the corresponding coefficient space by V d ⊆ V. The Galerkin projection of the continuous CC equation (2.28), i.e., the set of equations
to be solved for t d ∈ V d , then corresponds to the classical, finite-dimensional CC equations, based on the reference determinant Ψ 0 and the trial space V d = span B d . In terms of wave functions, this corresponds to a discretisation of the linked CC equations
The enabling of this viewpoint is the main achievement of [79] , and we will exploit it strongly in the due analysis in this work.
(iv) Supplementary results. Two more technical results will be needed in this work, and we compile them here to refer to them later. 
is a cluster operator} and the set
locally Lipschitz continuous bijection. This also holds if in the above, V is replaced by a subspace
The second result in this section shows that from (2.5), it follows that H − E 0 is a bounded, H 1 -elliptic mapping on the orthogonal complement of the eigenspace belonging to E 0 . This fact lays the basis for the monotonicity of the Coupled Cluster function (Thm. 3.4), on which in turn the whole error analysis given here will be based. We give a more general result in terms of a Gelfand triple V → X → V , i.e. V ⊆ X are Hilbert spaces with V dense in X and the embedding V → X continuous (see, e.g., [40] ). The situation we are aiming at here is
Lemma 2.4 (Ellipticity results for H).
(i) Let V → X → V be a Gelfand triple, and and let A : V → V be a symmetric operator which is bounded from below by a Gårding estimate
32) only holds on a closed subspace U ⊆ V , this still implies
Proof. To prove (i), we let q := γ * /(μ + γ * ) < 1 and use that Av, v can be expressed as
To prove statement (ii), we denote the projector on U by P ; the restrictionÃ = P AP is symmetric and fulfils the conditions (2.31), (2.32) with A replaced byÃ, V replaced by U . Part (i) thus implies
which gives (2.34).
Analytical properties of the coupled Cluster function
In this section, we give two characterizations of situations in which the Coupled Cluster function f has the property of local strong monotonicity. This property will be the main tool to obtain the estimates for the CC method given in Section 4. In (i), we derive some preliminary results and definitions. In (ii), the first characterization is given (Thm. 3.4) and the assumptions made to obtain the property are being dicussed; it is proved in (iii). The second characterization is obtained in (iv), Theorem 3.7.
(i) Preliminary statements on the CC function. We start by the next lemma compiling some general properties of f , which were already shown in [82] for the discrete case.
Lemma 3.1 (The Coupled Cluster function).
The Coupled Cluster function (2.27 ) is a C ∞ -mapping from V to its dual V . f and all derivatives f (n) of f are Lipschitz-continuous on bounded domains of V.
Proof. Let us denote by ·, · 2 the usual 2 (M)-inner product. Then, for s, t ∈ V, we obtain with the use of (2.5) and Theorem 2.1 that
where the constant C depends on t V , N and on Ψ 0 ≤ Ψ + ε. f (t), · 2 thus defines a continuous functional on V. In particular, the Lipschitz continuity of f on bounded domains follows from a short calculation based on the same property of T → e T as mapping T → I +T , see Lemma 2.3. f is C ∞ as a composition of C ∞ -functions. For the proof that all derivatives of f are Lipschitz-continuous on bounded domains, see [82] which transfers to our case.
The important property of local strong monotonicity, being the main property used in the proof of the error estimates and optimality results in Section 4, is defined as follows. 
We note a consequence of strong monotonicity that will be of use later: 
holds for all s ∈ B δ (t * ), u, v ∈ V (with γ from (3.1) ).
Proof. The CC function f is C ∞ by Lemma 3.1, and it was already noted above that Df (t) is locally Lipschitz continuous, implying the uniform boundedness. For the coercivity, we expand f into a Taylor series,
. Inserting this into the strong monotonicity estimate (3.1), one obtains by choosing u = u/c small enough and then using linearity that
holds for all u ∈ V and ε > 0. This completes the proof.
(ii) Strong monotonicity of f (first characterization). To obtain our first monontonicity statement for f , we will use the formal counterpart of two practical working assumptions of CC theory as exposed in the introduction, i.e., we will exclude static correlation and system degeneracy. The two mathematical assumptions corresponding to this assumptions will now be introduced and discussed in more detail below. They read as follows:
Assumption AI. The lowest eigenvalue of E * of H is simple.
Assumption AII. The reference determinant (2.10) formed from B occ approximates the full solution Ψ to a certain extent, so that for
with ε specified later.
Let us comment on these assumptions in detail:
Assumption AI: Although assumtions as the above are rather common in eigenvalue theory, results in which cases it holds for the Hamiltonian are rather scarce to our best knowledge. It can be shown that for some fixed numbers of electrons (N = 2, 4, 10) in the field of a single atomic nucleus of sufficiently large charge, the ground state is simple, while it is not for N = 1, 3, 5, 6, 7, 8, 9 [36] . What is more, even the hydrogen ground state possesses two identical solutions of spin up and spin down, respectively, if the full space (2.1) is considered. Note though that in this case, restriction to eigenspaces of the z-spin operator yields two identical problems with simple lowest eigenvalues, and a similar reduction of dimensions can be observed in the other cases if the spin is restricted, see Table 2 in [36] . We therefore stress that the whole analysis in this paper also holds for CC equations formulated on subspaces of fixed z-spin and choices of subspaces exploiting, for instance, spacial symmetries of simple molecules, and that these restricted calculations are actually what is almost exclusively computed in practice; for more complicated molecules, on the other hand, spatial symmetries are less probable to occur. Assumption I provides (together with Assumption II below) a sufficient condition for CC to behave well, and on the other hand, there are well-known examples with non-unique ground states or small gaps where the efficiency of CC deteriorates, famous test cases being, e.g., the dissociation of N 2 [57, 63] or the calculation of metals or transition metals, for which even multi-reference approaches may fail [8, 76] .
Assumption AII: The second assumption reflects the fact that Coupled Cluster is a perturbational ansatz which works well if the quality of the reference determinant is sufficiently good and thus corresponds to a basic working assumption in practical Coupled Cluster calculations: In quantum chemist's language, if Assumption 3 holds, the solution Ψ is said to be subject to dynamic corellation, as opposed to static correlation, describing the situation where only two or more determinants give sufficient results [48] as in the case of, e.g., ozone. In these cases, a method based on more than one determinant will have to be utilized, as for instance the technically rather complicated multi-reference-CC ansätze [15, 66, 68, 72] , or calculations will have to include a large number of basis functions from B. Related practical heuristics indicating a posteriori the quality of a CC calculation are that of the T 1 or D1 diagnostics [54, 56] , in which the size of the particular coefficients in the CC amplitude vector t d are considered as a measure for static correlation.
Based on these assumptions, we now give the announced first characterization for strong monotonicity. 
We want to use (I − P 0 )Ψ = Ψ , and compute the difference of the projectors: LettingΨ := Ψ/|Ψ|, a short calculation shows that
Using orthogonality of Ψ 0 and T Ψ 0 , there holds with
1/2 , and one easily sees by orthogonal decomposition that
Therefore, we can for instance choose τ
, and using (I − P 0 )Ψ = Ψ there follows
H − E * is thus L 2 -elliptic on the complement of U 0 . Therefore -and because the Hamiltonian fulfils Gårding's inequality on H 1 , see (2.5) -Lemma 2.4 (ii) implies that there is a constant γ such that (3.4) holds for all
Proof of Theorem 3.4 (Strong monotonicity of f ).
To show (3.1), we denote the cluster operator belonging to t * by T = μ∈M t * μ X μ . We let g 1 := s − t * , g 2 := t − t * and write the corresponding cluster operators as G 1 , G 2 .
We expand e Gi , e −Gi , i = 1, 2, into a series to obtain
by the Cauchy-Schwarz inequality and Theorem 2.1. Using e −T He
Thus, ( * ) coincides up to second order with
and choosing an appropriate δ and g 1 V , g 2 V < δ, it suffices to show that this expression is bounded from below by c · g
We expand e T , e −T into a power series as above to obtain
where Lemma 3.5 was used in the last step, and the constant Λ stems from the upper bound (2.5) for the norm of H. Theorem 2.1 states
The proof is now finished by noting that all the respective constants are uniform for all Coupled Cluster methods that fulfil the estimate Ψ * < ε of Assumption II uniformly.
Remark 3.6. Note that the Proof of Theorem 3.4 exhibits the strong link between the H 1 -ellipticity of the operator H − E
* on the orthogonal complement of the eigenspace spanned by Ψ 0 -and thus the classical quasioptimality estimates for Galerkin discretizations of operator eigenvalue equations, viz., the CI estimate (1.4) -on the one hand, and the local strong monotonicity property for the CC function that will deliver similar results for the CC method on the other hand: The lower estimate H − E * ≥ γ * for the linear operator also constitutes the dominating first order part in the lower estimate (3.6) for f , that is then perturbed by the size of the correction Ψ * , respectively, the size of the amplitude vector t * , so that local strong monotonicity can only fail in the presence of small gaps and/or static correlation.
(iv) Strong monotonicity of f (second characterization). Our second proof for strong monotonicity (Thm. 3.7) circumvents the asumption on the simple eigenvalue of H by assuming that the similarity transformed Hamiltonian can be written as a small perturbation of a one-particle operator, e.g., the Fock operator of the system from unrestricted Hartree−Fock theory. We make two assumptions, introduced in the following.
Assumption BI. Let Ψ 0 be chosen such that it is an eigenfunction of a one-particle operator constructed from an operator F :
where Λ 0 is the lowest eigenvalue of F of multiplicity 1, i.e., there holds
For instance, Ψ 0 may be chosen as Hartree−Fock or Kohn−Sham ground state. Existence of such ground states has been proven for some Hartree−Fock type functionals in the case that M k=1 Z k ≤ N in the classical references [58, 59] , and also recently under the same condition for Kohn−Sham type functionals [1] . For extremely negatively charged molecules, it can be shown that there cannot exist a HF ground state [61] .
The nice effect of replacing Assumption AI by Assumption BI is that in the practically relevant case of Ψ 0 being the (unrestricted) Hartree−Fock determinant, the existence of a HOMO-LUMO gap is guaranteed by the well-known work [7] , so that with this canonical choice, Assumption BI and in particular (3.8) is always satisfied. We note also that if spin is regarded, positive definiteness of F − Λ 0 is implied by a spinwise HOMO-LUMO condition [78] , about which to our best knowledge not much is known tough.
The second assumption reflecting the regime of perturbation theory is now the following:
Assumption BII. The similarity-transformed Hamiltonian e −T (t) He T (t) may be decomposed into two parts, e −T (t) He T (t) =F (t) +Û (t), whereF := (F − Λ 0 )T (t), with F − Λ 0 the lifted, shifted Fock operator from Assumption BI. Further, we assume the function mapping V → H −1 , t →Û(t)Ψ 0 to be a nonlinear function with small local Lipschitz constant,
on a neighborhood B δ (t * ) of the sought soution t * , with L bounded by the HOMO-LUMO gap defined via the constants from Assumption BI,
The asumption corresponds to te assumption that the Hamiltonian can be well approximated by a Fock-like operator, stressing the perturbational character of Coupled Cluster theory as outlined in the introduction. As the assumption may at first glance appear a bit unnatural, let us comment on it in more detail. In the appendix, Theorem A.1, it will be shown that the similarity transformed Hamiltonian can be written as an evaluation of at most fourfold commutators, viz., using the decomposition H = F + U , we have by the second order terms due to F ) are small compared to the HOMO-LUMO gap. Note that this assumption is related to the basic assumptions under which Rayleigh−Schrödinger perturbation theory [60] can be shown to converge, and also implies the convervence of the fixed point iteration usually used to numerically solve the CC equations (also cf. the notes at the end of the Appendix). This decomposition found, it is now easy to deduce from these assumptions the local strong monotonicity of f .
Theorem 3.7 (Local strong monotonicity of the CC function (2)).
Let Proof. The assertion follows with (3.10) from
Existence and uniqueness statements and error estimates
We now use the just proven properties of f to obtain results about existence and (local) uniqueness for solutions of the problem (2.28) and for discretisations thereof. To this end, we first recall at first that in practice, one at first fixes a discrete one-particle basis B D for the formulation of a specific CC method (e.g. occupied orbitals from a discrete Hartree−Fock or DFT calculation, virtual orbitals orthogonal to the occupied ones), and thus the reference Ψ 0 . From the corresponding Slater basis B D , a subset B d is selected (e.g. singly and doubly excited Slater determinants for CCSD), corresponding to discrete coefficient spaces V d ⊆ V D . The equations solved are the projected CC equations (i) Existence and uniqueness of solutions; quasi-optimality of CC. Note that our situation is a little different from what is usually assumed in the theory of standard nonlinear functional analysis [37, 89] , where existence and uniqueness of continuous as well as discrete solutions follows if f is globally Lipschitz continuous and globally strongly monotone (i.e. (3.1) holds on all of V), see, e.g., [33] . This cannot be true in our case if the eigenvalue problem (1.1) has a second solution, corresponding to a bound state aside from the ground state. Instead, existence of the solution of the continuous problem is in our case guaranteed by the gap assumption (2.7) together with Theorem 2.2, and we will prove the existence of local solutions of the corresponding discretised equations using some well-known results from operator analysis. Concerning uniqueness of continuous and discrete solutions, local statements are the best we can hope for if there are bound states aside from the ground state, and a result of that kind is given in the following theorem. 
which is unique on B δ,d and fulfils the quasi-optimality estimate
with L the Lipschitz constant and γ the monotonicity constant of f on B δ (t * ). In particular, if V (n) is a sequence of subspaces of V for which
Remarks.
(i) Theorem 4.1 shows that if the monotonicity constant γ is close to zero, which may happen due to a small gap between the ground state energy and the second lowest energy level of the Hamiltonian, or if one is faced with an unsufficient reference determinant, this may not only lead to deterioration of convergence of an, e.g., Newton's method employed for solution of the Coupled Cluster equations as experienced in practice (see, e.g., [43] , 13.4.4 for an example with a small energy gap), but also means that the constants in the quasi-optimality estimate (4.3) become bad. Also, the results proven may in this case only hold on a very small neighbourhood of t * , emphasing from another viewpoint the importance of multireference approaches in this situation.
(ii) The estimate (4.3) also shows that once a (possibly discrete) reference determinant is fixed, the quality of discrete solutions t d of the discrete CC method is exclusively determined by the choice of the subspace H 
, which for each n are unique on V n ∩ B δ (t * ) respectively, and which uniformly fulfil the estimate
Proof. The corollary follows from Theorem 4.1 together with the fact that once the constants ε, d can be chosen uniformly, all estimates in this work hold uniformly (provided the Hamiltonian H is fixed).
The above Corollary 4.2 assumes that the reference determinants Ψ 0,n are close enough to the true solution Ψ. Asymptotically, this is in particular the case if the sequence of reference determinants converges to a continuous limit Ψ 0,cont fulfilling this condition. Unfortunately, for the canonical choice of building Ψ 0 from the solution of the discrete Hartree−Fock equations, the convergence towards the continuous solution is an open question. See [18] for a recent analysis of a related model problem.
(ii) Proof of Theorem 4.1. Equation (3.1) implies that f is one-to-one on B δ (t * ) and that for p, q ∈ f (B δ (t * )), there holds for the inverse mapping f
is Lipschitz continuous with Lipschitz constant 1/γ. To prove the existence of solutions for sufficiently well discretised problems, we use the following well-known lemma which bases on the fixed point theorem of Brouwder, see, e.g., [33] , Lemma 4.2.1 for a proof. To finish the Proof of Theorem 4.1, let us now fix a discretisation
and observe that h(v) = 0 for some
lies in the neighbourhood of t * where f is strongly monotone, so for all v ∈ R m with v # = R,
and because of the local Lipschitz continuity of f , h is continuous on B R (0). Thus, h fulfils the conditions of Lemma 4.3, and if
is a solution of (4.2). The restrictionf :
of f is also a strongly monotone function, so that with the same argumentation as for the continuous solution, there can only be one
, proving local uniqueness of the solution. The quasi-optimality estimate and the convergence of the discrete solutions t d towards the continuous limit t * now follow from Lipschitz continuity and strong monotonicity of f by standard arguments, see, e.g., [89] .
(iii) Error estimates for the Coupled Cluster energy. To end this section, we now combine the results just proven with the formalism of goal oriented error estimators developed in [13] and also used in [82] to obtain estimators for the Coupled Cluster energy (2.26), 5) in terms of the approximation quality of the cluster amplitudes (t μ ) μ∈M and the corresponding wave functions.
To do so, we use that the ground state energy E * is a minimizer of a corresponding Lagrange functional. Because this Lagrangian is non-symmetric, we cannot expect the error to be quadratic with respect to the error of the wave function as for the energies obtained, e.g., by Hartree−Fock or CI calculations. Instead, the solution z * of the dual problem (corresponding to the Lagrangian multipliers in the finite-dimensional setting) enters the estimates, and we introduce the necessary terminology in the next lemma. 
If f is strongly monotone at t * , there is a unique "dual solution" or "Lagrangian multiplier"
The discrete dual solution z d approximates the exact dual solution quasi-optimally in the sense that
Proof. By definition, t * solves the second equation from (4.7), so we only have to show that the first equation 
Because Df (t * ) is a bounded and coercive linear mapping, see Corollary 3.3,ẑ d approximates the solution z * of the corresponding continuous problem (4.7) quasi-optimally by Cea's Lemma [3] ,
we at first note again that Df (t) and also by very similar arguments the derivative E (t) of the energy expression (4.5) are Lipschitz continuous on bounded neighbourhoods of t * . We choose c > 0 such that by Theorem 4.1, for a each discretisation
, and let L f and L E be the Lipschitz constants of Df (t) and E (t) on B cL/γ (t * ). We now obtain using (4.8), (4.10) that
and observe that ẑ V is bounded by z
The quality of a discrete solution (t d , z d ) of the above Lagrangian equations can be measured in terms of the primal residual ρ(t d ) and the dual residual ρ
The theory developed in [9, 13] now allows to estimate the error of the energy approximation in terms of these primal and dual residuals. We first adapt the original theorem from [9] to our notation in (i) and then derive some quasi-optimality estimates for the Coupled Cluster method in (ii), (iii). The estimates again hold uniformly for different CC functions based on different reference determinants Ψ 0 and bases B if the conditions given in Corollary 4.2 are satisfied. The first estimate follows from the first one of (ii) with the observation that locally,
holds; for the second, we use that {exp(
. also Lemma 2.3, together with the second estimate given in (ii).
Concluding remarks
In this paper, we used the infinite dimensional, continuous formulation of the Coupled Cluster method derived in [79] to apply to it concepts of nonlinear operator theory along the lines of [82] , and this ansatz has enabled us to formulate direct error estimates with respect to the continuous solution Ψ. In particular, the equations obey similar estimates as the corresponding full-CI-equations, with the Galerkin-typical quadratic dependence of the eigenvalues on the error of the iterates replaced by the nonvariational dual estimate from (4.5). These estimates provide a tool that might be used for error estimation with an appropriate refinement strategy, for instance by using hierarchical basis sets as the VnZ-bases used in extrapolation schemes, or also by selecting subsets of a discretised set of amplitudes to estimate the effect of including, e.g., only some of the T 2 amplitudes in a classical CCSD calculation.
Our analysis also displays the importance of the spectral gap (3.4) and of the quality of the reference determinant not only for the convergence of the method, but also for the constants in optimality estimates. If these quantities are well-behaved, the proof of Theorem 3.4 shows that the CC function can then be viewed as a small perturbation of the symmetric operator H − E * . Continuity arguments imply in this case that primal and dual solution do not differ much, so that if
holds, the CC energy converges quadratically with the error in t * -a behaviour that may often be observed in practice for well-behaved examples. On the other hand, our analysis also underlines the general weakness of the practical Coupled Cluster method if the spectral gap (3.4) is too small or if multiple eigenvalues occur, or if the reference determinant Ψ 0 is of poor quality. In this case, multireference methods or have to be utilized, and it would be desirable to use the theoretical framework developed here to attack this problem and also the approaches of time dependent CC and variational CC (see, e.g., [53] and references therein) from the viewpoint of numerical analysis in the near future.
Appendix A. Practical aspects of the CC method
In this final supplementary section, we want to give a brief overview on how the continuous CC equations (2.26), respectively, their projected versions (2.30), are treated in practice. As a first step towards implementation, the CC equations are simplified by rewriting the term e −T (t) He T (t) by means of the Baker−Campbell−Hausdorff formula, giving a series expansion which terminated at fourth order due to the structure of the Hamiltonian. Here, we will give a short proof of this fact that to the authors' mind more transparent than the canonical one that can, e.g., be found in [43] . The according expression for the similarity transformed Hamiltonian e −T He T (with T = T (t), also covering the continuous case) will be given in part (i), Theorem A.1, while using the formalism of second quantization, the main part of the proof is performed in (ii) and (iii). Afterwards, we will in (iv) only make some minor remarks about how the resulting terms are evaluated in practice and refer the reader to the literature for further reference. In particular, we will not try to compete with the vast amount of practical experience made with the CC method in the field of quantum chemistry; for numerical examples for the performance of the CC method, we therefore refer to [43] and the references given therein. The section will be ended in part (v) by a uniform convergence estimate for Newton's method applied to the CC equations, which we trivially obtain from the strong monotonicity results for f .
(i) Formulation of CC in terms of annihilation and creation operators. We already mentioned above that the projected Coupled Cluster equations (i.e. the term e −T He T ) can be evaluated exactly within arithmetic precision. This is due to the fact that in the linked Coupled Cluster equations (2.26), the term e −T He T can be expanded into the so-called Baker−Campbell−Hausdorff series, which itself terminates because the Hamiltonian is a two-particle operator [43] . To state the result precisely, we define for any operator A :
, T ] for n ≥ 2, and note that these expressions are well-defined due to Theorem 2.1. 
The first part of the proof is the below globalization of the Baker−Campbell−Hausdorff series expansion (as canonically formulated for matrices). Afterwards, we show in (ii), (iii) that the iterated commutators [H, T ] (n) give zero contributions for n > 4. 
(ii) The CC equations in Second Quantization. The fact that the Baker−Campbell−Hausdorff series terminates can be best understood in terms of annihilation and creation operators borrowed the formalism of Second Quantization. We therefore quickly repeat some facts from [79] , where we globalized the canonical definition via a finite-dimensional basis [43, 85] to the full space L 2 . For a more detailed treatment, see the afore mentioned references. At the end of the present part (ii), we obtain an expression for the similarity transformed Hamiltonian e −T He T in terms of annihilation and creation operators.
We start by defining the (fermionic) Fock space [35] as
where denotes the direct orthogonal sum, and
N is embedded in F. As before, we fix a one-particle basis B = {χ P |P ∈ N}. For each χ P ∈ B, we define a corresponding creation operator a † P on the Fock space F. Its action on an i-electron Slater determinant Ψ μ,i ∈ B i can be described loosely as adding to Ψ μ,i the basis function χ P to obtain an antisymmetric (i + 1)-electron Slater determinant with a certain sign ±1; if χ P is contained in Ψ μ,i , the action of Q i+1 results in a † P Ψ μ,i = 0. Formally and more precisely, this is expressed by the formula
with the sum running over the permutational group S(N ) on N elements operating on the indices of Ψ analogously to the construction (2.8) for the Slater determinants. For N = 0, we let a †
. By linear continuation and closing the operator in F, the definition of a † P yields a bounded operator defined on all of F. The corresponding annihilation operator a P : F → F of χ P is defined as the adjoint of a † P : F → F; it "removes" χ P from the Slater determinant Ψ μ,i to give an (i − 1)-electron Slater determinant, or returns a †
Among many other properties [43, 85] of annihilation and creation operators, the probably most important are the rules for computation of their anticommutators [A, B] + := AB + BA,
for all P, Q ∈ N, where δ P,Q = 1 only if P = Q and δ P,Q = 0 otherwise, and we will now use these properties to simplify the expression e −T He T turning up in the CC equations. We therefore use that the Hamiltonian H can be expressed [78] in Second Quantization form as
with the single electron interaction integrals
and the electron pair interaction integrals
defining the antisymmetrized integrals
Next, we rewrite cluster operators T = μ∈M t μ X μ in terms of creation and annihilation operators: As in Section 2 (iii), we note that for any given μ ∈ M the corresponding determinant Ψ μ can be obtained from Ψ 0 by exchanging r indices I 1 < . . . < I r ∈ occ against virtual indices A 1 < . . . < A r ∈ virt, and this defines the operator X μ . It is not hard to see that such X μ can be expressed in terms of annihilation and creation operators as
Thus, the central part e −T He T of the CC equations can be expressed completely in terms of annihilation and creation operators.
(iii) Termination of the Baker−Campbell−Hausdorff series. The key to prove the missing part of Theorem A.1 is the below Lemma A.3. Before it can be formulated, we need one notation: Let E be an arbitrary set of annihilation and creation operators, B = b 1 . . . b n an operator string, i.e. an operator built of annihilation and creation operators. We denote by Figure 1 . The CCSD equations for the CC energy E(t) and for the T 1 , T 2 amplitudes f (t) For computational purposes, let us finally consider the discrete setting. In this case it is common practice to choose the Hartree−Fock determinant Ψ HF as reference Ψ 0 and the eigenfunctions ϕ i of the discrete Fock operator as a basis set (molecular orbitals or canonical orbitals). We may decompose the Full CI Hamiltonian H into the (lifted, shifted) Fock operator F from the preliminary self-consistent Hartree−Fock computation -a diagonal matrix if canonical orbitals are chosen -and the remainder U, a two-particle operator called fluctation potential, viz., H = F+U. It can be shown [82] that in this case, for any discrete coefficient vector t = (t μ ) μ∈M d ,
P(t) := e
−T (t) Fe T (t) = (F − Λ 0 )T (t) = diag(λ μ ) T (t),
where, denoting the one-particle Hartree Fock energies by P , i.e., Fχ P = P χ P , we used the notation Λ 0 = N I=1 I for the sum of the eigenvalues of the occupied orbitals, and λ μ > 0 for all μ ∈ M d is calculated from differences of the eigenvalues. Note thatP does not depend on t in this setting. does not depend on t anymore in this setting. Then the root of the Coupled Cluster function f corresponds to a fixed point of the function g :
Let us finally note that a fixed point iteration for the function g is a common iteration scheme in practice. It converges if g is (locally) a contraction, which is the case if and only of the conditions of Theorem 3.7 (applied to the discrete version of f ) are fulfilled. This again emphasizes the perturbational nature of the practical Coupled Cluster approach.
