Projection pursuit (PP) is an interesting concept, which has been found in many applications. It uses a so-called projection index (PI) as a criterion to seek directions that may lead to interesting findings for data analysts. Unlike the principal components analysis (PCA), which uses variance as a measure to find directions that maximizes data variances, the PI used by the PP finds interesting directions that can be characterized by statistics higher than variance. As a result, the PCA is generally considered as a special case of PP with the PI particularly specified by the variance. Recently, a PPbased approach was developed by Ifarraguerri and Chang for multispectral/hyperspectral image analysis. This paper revisits their approach and investigates its application in endmember generation where endmembers can be extracted from a sequence of projections generated by PP.
INTRODUCTION
Projection pursuit (PP) was first proposed by Friedman and Tukey in 1974 [1] as a technique for exploratory analysis of multivariate data and has been studied extensively since then. The PP is a linear mapping that searches for interesting low-dimensional projections from a high-dimensional data space via a projection index (PI), which is a measure used to explore projections of "interestingness". In particular, it can be designed to characterize nonlinear structures in projected distributions. For example, if the desired direction of a PI is one pointing to data variance, the PP is reduced to PCA. On the other hand, if the PI measures statistical independence, the independent component analysis (ICA) [2] can be also viewed as a special case of PP. So, PP is a powerful technique in many signal/image-processing applications. Using PP for hyperspectral image classification has been studied previously by Jimenez and Landgrebe [3] , who designed a PI based on Bhattacharyya's distance to reduce the dimensionality of feature space and Ifarragaerri and Chang [4] , who used the information divergence (relative entropy) as a PI looking for interesting projections that deviate from Gaussian distributions. This paper revisits Ifarragaerri and Chang's approach and investigates its application in endmember extraction.
Endmember extraction is a very important task in hyperspectral data exploitation. It finds pure signatures present in image data, which are generally of major interest for image analysis. According to the definition given in [5] , an endmember is an idealized, pure signature for a class. Therefore, an endmember does not have to be a real pixel. So, when a pixel is extracted from the data to represent an endmember, it will be referred to as endmember pixel in this paper rather than a pure pixel or endmember. Since endmembers provide crucial and critical information for data analysis, endmember extraction is considered to be an important and fundamental step in hyperspectral data exploitation. It finds endmembers that can be used to specify interesting substances present in the data to be analyzed. Many endmember extraction algorithms (EEAs) have been developed for this need such as pixel purity index (PPI) [6] , Nfinder (N-FINDR) algorithm [7] , iterative error analysis (IEA) [8] , automated morphological endmember extraction (AMEE) algorithm [9] , minimum volume transform [10] , convex geometry [11] , convex cone analysis [12] and projection pursuit (PP) [4] . Of particular interest is the PP-based endmember extraction developed by Ifarraguerri and Chang [9] . Unlike the convexity-based endmember extraction algorithms [5] [6] [7] [8] [9] [10] [11] [12] , Ifarraguerri and Chang's PP-based approach uses information divergence [4] as a desired PI to measure the discrepancy of the spectral signature of an image pixel against a Gaussian distribution. It assumed that the pure spectral signature is most deviated from a Gaussian distribution. As a result, the greater the projection index is, the more likely the pixel is an endmember. However, there are some practical issues in implementing such a PP approach for endmember extraction.
One issue is determination of the number of projections, necessary to generate "interesting" endmembers. Since the spectral signature is generally real-valued and each image pixel has a different signature, a quantization is generally required to quantize the spectral signatures of all the image pixels into a relatively small number of discrete values, referred to as quantization levels, prior to the use of information divergence. So, another issue is how many quantization levels are sufficiently enough to guarantee that no endmember will be sacrificed by quantization. Most importantly, on many occasions, image background can complicate endmember extraction. Therefore, a third issue is how to remove background effectively to facilitate endmember extraction. This paper looks into Ifarraguerri and Chang's PP-based approach and further develops an approach to address these issues. The first issue can be resolved by a new developed concept, virtual dimensionality (VD) in [13] [14] which provides a good estimate of number of projections for PP to generate. The second issue can be addressed by investigating the sensitivity of number of quantization levels used in the quantization. Finally, a new background removal preprocessing is introduced to remove background pixels before endmemer extraction takes place. In order to substantiate our approach, a synthetic image is custom-designed to simulate various scenarios for validation and real image experiments are also included for further justification.
PROJECTION PURSUIT-BASED ENDMEMBER EXTRACTION
In this section, the Ifarragaerri and Chang's PP-based approach [4] is explored for endmember extraction. In particular, we design an algorithm, which will resolve some issues discussed in the introduction.
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9. Use Eq. (5) to project the data space )
go to step (5) . Otherwise, the algorithm is terminated and the set
are the desired set of endmembers where the E is the set obtained in step 5 in the algorithm for background removal.
SYNTHETIC IMAGE-BASED COMPUTER SIMULATIONS
The experiments conducted in this section are designed based on a synthetic image simulated using the reflectance spectra of the five USGS ground-truth mineral spectra: alunite (A), buddingtonite (B), calcite (C), kaolinite (K) and muscovite (M) shown in Fig. 1 . First of all, a background image with size of 64 64 × pixels was simulated by a background signature made up of mixing 50%-alunite and 50%-kaolinite and shown in Fig. 2(a) . Next, three sets, each of which has three 2 2 × panels were simulated by three signatures, B, C and M according to Table 1 Note that the notations, p, p and p denote three sets of the pixels in the 2 2 × panels in rows 1, 2 and 3 respectively, while the superscript "k" indicates the k-th 2 2 × panel in each of the three sets. were also simulated by calcite and muscovite respectively. These three sets of three 2 2 × panels in Fig. 2 ) in the background image in Fig. 2(a) at the center to generate a synthetic image shown in Fig.   2 (c). According to this synthetic image, there were 19 distinct signatures, of which there were only three 100% pure signatures, B, C, M and 16 mixed signatures.
By virtue of the synthetic image in Fig. 2(c) , two scenarios are simulated to demonstrate the effects of background removal, parameters n Q and a (l) on endmember extraction. According to the image in Fig. 2(c) , the VD was estimated to be 4, which is the number of three pure signatures, B, C, and M plus one background signature made up of mixing 50%-alunite and 50%-kaolinite used to simulate the image.
Example 1 (No background removal, i.e., a bkg = 0) This example assumed that no background was removed from the synthetic image in Fig. 2(c) . That is a bkg = 0 in the background removal algorithm. Under this circumstance, it is not necessary to execute the background removal algorithm. This allows us to focus on the issue of the sensitivity of the parameter n Q and three endmember removal parameters a (1) , a (2) , a (3) to endmember extraction. Fig. 3(a-b) shows the results produced by our proposed algorithm without background removal algorithm (i.e, skip step 1) for n Q = 40 and 150 with the three endmember removal parameters fixed at a (1) = 0.99, a (2) = 1 a (3) = 1 where both cases missed the B signature. Fig. 3 (a) performed little bit better than Fig. 3(b) in the sense that the former extracted endmember pixels specified by C and M signatures compared to the latter which extracted endmember pixels specified by only one pure signature, B. Now if we fixed n Q at 100 and a (2) = a (3) = 1, let the 1 st endmember removal parameter a (1) vary with two values 1 and 0.99, Fig. 4(a-b) shows their results where Fig. 4(b) was able to extract all endmember pixels specified by the three pure signatures, B, C and M, and classify them into correct classes, while Fig. 4 (a) could extract endmember pixels specified by only one pure signature M and missed all other endmember pixels. Interestingly, Fig. 4 (b) also extracted all mixed pixels and classified all of them into a single class. It could not distinguish detected mixed pixels one from another. Comparing Fig. 3 to Fig. 4 , this example demonstrated how sensitivity of the parameters n Q , a (1) a (2) , a (3) to endmember extraction.
Example 2 (Background removal, i.e., 1 0 bkg ≤ < a ) Unlike Example 1, this example investigated a scenario that the image background was removed prior to endmember extraction. In this case, the background removal parameter 1 0 bkg ≤ < a was needed to determine how much background must be removed from the image. According to our experience, an appropriate value for the background removal parameter a bkg was set to be 0.95, i.e., 95% of the background was removed. Fig. 5(a-b) shows the results of endmember pixels extracted by our proposed algorithm for 99 > Q n and 99
respectively. As shown in Fig. 5(a-b) , both cases performed exactly the same where all endmember pixels specified by the three pure signatures were successfully extracted and classified correctly. Comparing Fig. 5 with background removal to Figs. 3-4 without background removal, it showed that the background removal was a crucial step in endmember extraction. 
Now if we reduced n Q to 20, Fig. 6(a-b) shows two different results with both a (2) and a (3) fixed at 1, but a (1) = 0.99 and 1 respectively. As we can see from Fig. 6 , a difference 0.01 in a (1) made a tremendous effect on endmember extraction. Figure 6 . Result of 95% of background removal with n Q =20
In Fig. 6(a) all the endmember pixels were correctly extracted by the algorithm with a (1) = 0.99. By contrast, with a (1) = 1 Fig. 6(b) did extract all endmember pixels, but they all belonged to the same class. This experiment demonstrated that Fig. 6(a) can detect and classify detected endmember pixels, while Fig. 6(b) could only detect all endmember pixels, but fail to classify them. This experiment provided an interesting finding that the endmember removal parameters could be used to perform endmember pixel detection such as Fig. 6(b) or endmember pixel classification such as Fig. 6(a) . According to our experiments, a further reduction of n Q with a (1) = a (2) = a (3) = 1 could impair the ability of the algorithm in extracting endmember pixels.
REAL IMAGE EXPERIMENTS
In this section, real HYperspectral Digital Imagery Collection Experiments (HYDICE) image is used to demonstrate that a direct application of 3-D data compression to a hyperspectral image without extra care may result in significant loss of information. It is an image scene shown in Fig. 7(a) , which has a size of 64 64 × pixel vectors with 15 panels in the scene and the ground truth map in Fig. 7(b) . The image was acquired by 210 spectral bands with a spectral coverage from 0.4µm to 2.5µm. Low signal/high noise bands: bands 1-3 and bands 202-210; and water vapor absorption bands: bands 101-112 and bands 137-153 were removed. So, a total of 169 bands were used. The spatial resolution is 1.56m and the spectral resolution is 10nm. Within the scene in Fig. 7(a) there is a large grass field background, and a forest on the left edge. Each element in this matrix is a square panel and denoted by p ij with rows indexed by i and columns indexed by j. , they cannot be seen visually from Fig. 7 (a) due to the fact that its size is less than the 1.56m spatial resolution. Fig. 7(b) shows the precise spatial locations of these 15 panels where red pixels (R pixels) are the panel center pixels and the pixels in yellow (Y pixels) are panel pixels mixed with the background. The 1.56m-spatial resolution of the image scene suggests that most of the 15 panels are one pixel in size except that p 21 , p 31 , p 41 , p 51 which are two-pixel panels.
(a) (b) Figure 7 . (a) A HYDICE panel scene which contains 15 panels; (b) Ground truth map of spatial locations of the 15 panels;
The VD estimated for the HYDICE image in Fig. 3 (a) with various false alarm probabilities P F is tabulated in Table  2 where the VD is proportional to the P F , that is, the smaller the P F , the smaller the VD. Table 2 . VD estimates for the HYDICE scene in Fig. 7 with various false alarm probabilities P F = 10 In order to investigate the impact of background removal and the VD on the performance of our algorithm, Fig. 8(ab) shows the results for VD = 7 and 14 respectively where the background was not removed (i.e., a bkg = 0), n Q > 100 and all the endmember removal parameters a (l) 's were fixed at 1. The numbers in these figures are the orders of the endmembers extracted by the algorithm. When the VD was too small and equal to 7 with P F = 10 -5 , the algorithm missed the extraction of the 3 rd endmember panel as shown in Fig. 8(a) . Conversely, if VD was too large and equal to 14 with P F = 10 -1 , the algorithm extracted all the five endmember panels as shown in Fig. 8(b) , but also picked up additional interferers. When VD = 9 with P F = 10 -3 or 10 -4 , the algorithm seemed to perform well as shown in Fig. 9(a-b) regardless of whether or not the background was removed as long as n Q was sufficiently large. In either case, the algorithm was able to extract all the five endmember panels while keeping the number of extracted interferers down. The numbers in Fig. 9(a-b) (a) a bkg = 0 and n Q >100 (b) a bkg = 0.22 and n Q > 100 Figure 9 . VD = 9, a (l) = 1 for 9 1 ≤ ≤ l Here, we would like to point out that in order for the algorithm to be effective, the number of quantization levels n Q must be large. According to our experiments, n Q is at least greater than ten times the VD, i.e., VD 10 ⋅ to produce good results. As a matter of fact, a secured number for n Q may be the total number of bands. In addition, the endmember removal parameters a (l) 's seemed to be relatively robust and can be set to 1. Finally, a key element in our proposed algorithm is the background removal parameter a bkg , which can be once again determined by the VD. An appropriate value of a bkg can be chosen to be the one that results in rank zero of the projection matrix after VD projections.
CONCLUSION
This paper presents an interesting PP-based algorithm for endmember extraction, which is derived from Ifarragaerri and Chang's PP-based algorithm with including the VD to estimate number of projections for the algorithm to generate and an algorithm for background removal. Two types of experiments, synthetic image-based computer simulations and real image experiments are conducted to substantiate our proposed algorithm for endmember extraction. The synthetic image-based simulations are particularly designed to analyze three issues encountered in the algorithm, (1) parameters used to extract pixels for orthogonal subspace projection; (2) impact of background removal; and (3) sensitivity of the algorithm to the number of quantization levels. The real image experiments are also included. The experimental results demonstrate interesting findings and results that indicate that a further investigation and study on our proposed approach may lead to more insights and encouraging results.
