Code is deposited on Zenodo (<https://doi.org/10.5281/zenodo.3731357>).

Introduction {#sec001}
============

According to the general conceptual framework proposed by Nathan et al. \[[@pcbi.1007457.ref001]\], there are four motivating questions for movement ecology research: (1) why move?; (2) how to move?; (3) when and where to move?; and (4) what are the ecological and evolutionary consequences of moving? Recently, there has been a call for the discipline of movement ecology to better address the fourth component of this framework: the population-level consequences of moving \[[@pcbi.1007457.ref002]\]. In particular, researchers have argued for a greater synthesis of movement ecology with biodiversity \[[@pcbi.1007457.ref003]\] and disease ecology research \[[@pcbi.1007457.ref004],[@pcbi.1007457.ref005]\]. One of the goals of incorporating such detail is to be able to observe the emergence of complex ecological and evolutionary processes that may depend upon individual traits like personality or behavioral phenotypes \[[@pcbi.1007457.ref006]\]. Pathogen transmission is one such process that is highly dependent on whether two conspecifics encounter each other within a certain window of time and space.

Mechanistic models of home range formation have their roots in a spatially-biased random walk process \[[@pcbi.1007457.ref007]\]. These models have evolved to incorporate underlying resource availability and selection, population dynamics, and territorial behaviors such as scent marking that lead to dynamic home range formation \[[@pcbi.1007457.ref008]--[@pcbi.1007457.ref013]\] resulting in individual interactions. Even so, disease ecology has yet to universally account for contact behavior that is driven explicitly by individual movement patterns \[[@pcbi.1007457.ref004],[@pcbi.1007457.ref005],[@pcbi.1007457.ref014]\]. Models in disease ecology are often specific to a given-host pathogen system or emphasize the risk of contact rather than ongoing transmission dynamics \[[@pcbi.1007457.ref005]\].

This disciplinary trajectory is problematic because wildlife vary in social organization on axes of gregariousness (group living vs. solitary) and territoriality (territorial vs. nonterritorial); each population structure has its own potential effects on pathogen transmission \[[@pcbi.1007457.ref015],[@pcbi.1007457.ref016]\]. In an evolutionary context, parasites are a possible cost of group living, and host gregariousness is hypothesized to correlate with increased parasite prevalence, infection intensity, and parasite species richness \[[@pcbi.1007457.ref017],[@pcbi.1007457.ref018]\]; however, this hypothesis lacks strong empirical support \[[@pcbi.1007457.ref017],[@pcbi.1007457.ref018]\]. In particular, the relationship between group size and prevalence of parasitism may be confounded by host movement and territorial behavior \[[@pcbi.1007457.ref016]\]. A corollary to this idea is that populations with smaller groups or spatially structured populations may be more protected from parasite transmission from external groups \[[@pcbi.1007457.ref019]\].

One possible mechanism for the maintenance of territories and spatial structure within populations is stigmergy. Stigmergy describes environmentally mediated feedback where the signals that one individual leaves in its path alter the behavior of its conspecifics, even after the individual has left that location \[[@pcbi.1007457.ref013]\]. In social insects, stigmergy helps to explain how individual pheromone trails can shape social organization of colonies \[[@pcbi.1007457.ref020]\]. In territorial animals, equivalent cues include marking through urine, scat, or community scrapes \[[@pcbi.1007457.ref021]--[@pcbi.1007457.ref024]\]. For example in puma (*Puma concolor*), males alter their visitation rates to community scrapes depending on the presence or absence of females or male competitors \[[@pcbi.1007457.ref025]\]. In a disease context, these non-contact territorial defense strategies (e.g., vocalization, scent marking, scraping) may have evolved to reduce transmission risk between individuals or groups \[[@pcbi.1007457.ref026],[@pcbi.1007457.ref027]\]. Population thresholds are a key concept in epidemiology and disease ecology and lie at the root of disease control focused on reducing a susceptible population through culling or vaccination to reduce the likelihood of outbreaks \[[@pcbi.1007457.ref028]\]. Social and spatial structure, potentially mediated by such signaling, is one hypothesis for why population thresholds lack strong empirical support in wildlife populations \[[@pcbi.1007457.ref027]--[@pcbi.1007457.ref029]\].

Here we developed a generalizable mechanistic framework that examines the interplay between indirect pathogen transmission and dynamic territory formation motivated by deposition and response to signals left in the environment by hosts, i.e., stigmergy cues. We scale up the consequences of these individual decisions to simulate movements, interactions, and pathogen spread across a population. We then ask: (1) how do pathogens spread in populations responding to stigmergy stimuli (e.g., scent/territorial marking) compared to populations where individuals move randomly?; and (2) what are the consequences in trade-offs between strength and duration of scent mark vs. pathogen load and duration deposited in the environment? Here we explore the potential role of stigmergy not only in dynamic territory formation \[[@pcbi.1007457.ref012],[@pcbi.1007457.ref030]\], but as a potential mitigator or facilitator of pathogen transmission in populations.

Model {#sec002}
=====

Individual-based stigmergy movement model {#sec003}
-----------------------------------------

We simulated stigmergy-driven and random movement for a closed population (no births, deaths, immigration, or emigration) \[[@pcbi.1007457.ref031]\] operating in discrete time and space. For both types of movement, individuals could move within a Moore neighborhood (eight neighboring cells) or remain within their current cell during each time step. For a landscape of *k = 1*,..., *9* discrete grid cells, the probability of an individual moving from current location, *a*, to a new location, *b*, over a fixed temporal time step was: $$P\left( a,b \right) = \frac{\phi\left( a,b \right)}{\sum_{k = 1}^{9}{\phi\left( a,c_{k} \right)}}$$ Where *ϕ*(⋅) is a 2D movement kernel and *c*~*k*~ represents the center point of each grid cell. For the movement kernel, we assumed the simplest case of a uniform circular distribution: $$\phi\left( r \right) = 1/\left( 2\pi r^{2} \right)$$ where the movement kernel is inversely proportional to radial distance (*r*) from the center point of the current grid cell such that: $$r = \sqrt{\left( x \right._{a} - x_{c})^{2} + \left( y_{a} - y_{c})^{2} \right.}$$ The equation gives an inverse distance weight (i.e., 1/*r*) that is multiplied by the circumference at that distance to account for a uniform circular distribution (i.e., 1/(2*πr*))\[[@pcbi.1007457.ref032]\]. Note that the area under this kernel does not equal to one. By setting the minimum distance (*r*) for the cell of origin to 0.75, hosts were slightly more likely to remain in the current cell (*P* = 0.23) than move in one of the four cardinal directions (*P* = 0.13) or move in a diagonal direction (*P* = 0.06).

For stigmergy-driven movement, hosts navigated the landscape randomly based on this movement kernel, unless an individual encountered a scent marker from another individual during the previous time step ([Fig 1](#pcbi.1007457.g001){ref-type="fig"}, *t*~*0*~). At each time step, every individual deposited a scent mark with initial intensity, 𝜂~*0*~, at their current location ([Fig 1](#pcbi.1007457.g001){ref-type="fig"}). Scent mark strength in the environment decayed exponentially through time at rate *δ*. Thus, the current scent mark strength at cell, *x*, and at time, *t*, was given by: $\eta\left( {x,t} \right) = {\sum_{j = 1}^{J}{\eta_{0}e}^{- \delta(t - d_{j})}}$, where *d*~*j*~ is the time of deposition by individual *j* in a subset of the total population (*j* = *1...J* individuals) that has visited cell *x*.

![Schematic for individual-based stigmergy model.\
As hosts (solid circles) walk randomly through space they deposit scent marks (open circles); note the green vs. blue scent marks for each host. If infected, the hosts simultaneously leave pathogens in the environment. **t**~**0**~: focal individual (blue) can move to one of eight neighboring cells or remain within its current cell. **t**~**1**~: In the case of encountering a conspecific cue (open green circle), the host has some probability of constraining its next step to 45 degrees on either side of the prior direction of movement (indicated by the directions of the red arrows); this probability depends on the strength of the conspecific cue that the host encounters. **t**~**2**~: avoiding conspecific stigmergy cues results in dynamic home range formation, but also potential pathogen exposure.](pcbi.1007457.g001){#pcbi.1007457.g001}

The hosts' movement responses to these stimuli depended on the strength of the scent load encountered. An individual's scent exposure was taken as: min(1,*η*(*x*,*t*)), where *η*(*x*,*t*) represents the sum of all active scent load deposited by all hosts in cell location *x* on the landscape at time *t*. The subsequent direction of movement was determined by a Bernoulli trial: if *P* \< min(1,*η*(*x*,*t*)), the direction of movement was constrained to 45 degrees on either side of the direction of movement that brought that animal to the current cell ([Fig 1](#pcbi.1007457.g001){ref-type="fig"}, *t*~*1*~). For example, a host encountering a foreign scent mark after moving to the bottom middle cell could move to the upper left, upper, or upper right cell from the current, scent marked cell ([Fig 1](#pcbi.1007457.g001){ref-type="fig"}, *t*~*1*~*-t*~*2*~). If *P* \> min(1,*η*(*x*,*t*)), the direction of movement was random, as described by the movement kernel above. This type of lattice model of territory formation results in dynamic territories that change through time ([Fig 2](#pcbi.1007457.g002){ref-type="fig"}) \[[@pcbi.1007457.ref012],[@pcbi.1007457.ref013],[@pcbi.1007457.ref033]\].

![Movement trajectories for simulated hosts.\
Simulations occurred on a 50 x 50 landscape with wrapped edges (i.e., torus) to avoid boundary effects. Populations were simulated with 50, 100 or 150 individuals. Trajectories shown for a simulation with 50 hosts (a density of 0.02 hosts/unit^2^), each represented by a different color, and a scent cue decay rate of 0.01 per time step for 100 time steps.](pcbi.1007457.g002){#pcbi.1007457.g002}

This framework is consistent with some previous simulation models, in that individuals move at random unless they encounter a foreign scent cue \[[@pcbi.1007457.ref012],[@pcbi.1007457.ref013]\]. We have adapted these frameworks to evaluate impact of scent cues on pathogen transmission. Unlike prior models, movement could occur to diagonal cells, and response to scent cues was driven by the quantity of scent load which decays through time, rather than an explicit "active scent time" after which hosts no longer respond (per \[[@pcbi.1007457.ref012]\]). This mechanistic framework differs from prior models of territory formation in that it assumes no directional bias, centralizing tendency, spatial autocorrelation, or increasing marking behavior in response to foreign scent cues \[[@pcbi.1007457.ref008],[@pcbi.1007457.ref034],[@pcbi.1007457.ref035]\]. We also did not consider responses to habitat, terrain, or resource availability \[[@pcbi.1007457.ref008],[@pcbi.1007457.ref009],[@pcbi.1007457.ref035]\]. Because we were investigating several dimensions of pathogen transmission, we simplified the formulation of the movement kernel to depend only on radial distance from the current location, unlike past models, which often assume distinct distributions of step length and directionality \[[@pcbi.1007457.ref035],[@pcbi.1007457.ref036]\].

Pathogen transmission process {#sec004}
-----------------------------

We simulated the spread of an environmentally transmitted pathogen in a closed population using an SIR framework \[[@pcbi.1007457.ref031]\]. Infected individuals, in addition to leaving a scent mark, also deposited pathogens into the environment with intensity, 𝜅~*0*~. The pathogen load in the environment then decayed exponentially at a rate, *α*. Pathogen load was cumulative---so if two infected individuals visited the same cell in sequence, the pathogen load in the environment reflected the sum of their two visits. Paralleling the scent mark decay process, the pathogen load intensity in a cell location, *x*, and time *t* was given by: $\kappa\left( x,t \right) = {\sum_{q = 1}^{Q}{\kappa_{0}e^{- \alpha(t - d_{q})}}}$, where the initial pathogen load, *κ*~0~, decayed exponentially at rate *α* since the time of deposition, *d*~*q*~, by each individual *q* from a subset of the population (*q =* 1*...Q* infected individuals) that has visited cell *x*.

The probability of a susceptible individual becoming infected was governed by a Bernoulli trial where *β* corresponds to the probability of a successful transmission event: $$\beta = min\left( 1,\kappa\left( x,t \right) \right)$$ where *κ*(*x*,*t*), as defined above, is the sum of active pathogen load that has not yet decayed from all previous infected individuals visiting that cell. Thus, for a susceptible individual in a cell with environmental contamination, the transmission rate, *β*, is specific to the pathogen load, *κ*, remaining in the environment at time, *t*, in a particular cell, *x*. Infected hosts then have a probability, 𝛾, of recovering per time step.

Like simulated movement, the disease transmission process occurred probabilistically, in discrete time, and on a spatially explicit landscape. However, a mean field approximation of the transmission process can be conceptualized as \[[@pcbi.1007457.ref037]\]: $$\frac{dS}{dt} = - \beta\left( \kappa \right)S$$ $$\frac{dI}{dt} = \beta\left( \kappa \right)S - \gamma I$$ $$\frac{dR}{dt} = \gamma I$$ $$\frac{d\kappa}{dt} = \kappa_{0}I - \alpha\kappa$$ where *S* is the number of susceptible individuals, *I* is the number of infected individuals, *R* is the number of recovered individuals, and *κ* is the total pathogen load in the environment. As outlined above, *β*(*κ*) is a site-specific transmission probability dependent on the pathogen load at cell *x* and at given time *t*, and infected individuals recover at a rate *γ*. Infectious individuals deposit *κ*~0~ pathogen load into the environment which decays exponentially at rate, *α*. The total population size (*N*) remains constant such that: *N* = *S*+*I*+*R*.

Initial conditions, parameter space, and outcome metrics {#sec005}
--------------------------------------------------------

We simulated a 50 x 50-cell landscape with wrapped edges (i.e., torus) to avoid boundary effects \[[@pcbi.1007457.ref038]\]. At the start of each simulation, individuals were randomly distributed across the theoretical landscape, and one individual was randomly selected to be infected, serving as the index case. We tested population sizes of 50, 100, and 150 individuals for respective host densities of 0.02, 0.04, and 0.06 hosts/unit area respectively. Since the transmission probability was controlled by the strength of pathogen load encountered in the environment rather than a fixed transmission probability, we explored the epidemiological parameter space by simulating low, medium, and high recovery rates ([Table 1](#pcbi.1007457.t001){ref-type="table"}). We also explored the interplay of low, medium, and high deposition strengths for scent marking and pathogen shedding, as well as low, medium, and high rates of decay for pathogen infectiousness and scent mark strength ([Table 1](#pcbi.1007457.t001){ref-type="table"}). Finally, we compared stigmergy-driven, territorial simulations with their random movement counterparts (*m*). In total, we tested 1,458 parameter sets with 100 simulations per parameter set ([Table 1](#pcbi.1007457.t001){ref-type="table"}). For each parameter set, we recorded mean outbreak success (did the disease spread beyond the initial index case?), mean maximum prevalence, and mean outbreak duration (the number of time steps until there were no remaining infectious individuals on the landscape). We also used a random forest variable importance analysis to assess the relative importance of each parameter on these three outcomes.

10.1371/journal.pcbi.1007457.t001

###### Factorial design of 1,458 parameter combinations encompassing host density, recovery rate, pathogen load and decay rate, and scent load and decay rate.

![](pcbi.1007457.t001){#pcbi.1007457.t001g}

  Parameter   Values tested                                                     Description
  ----------- ----------------------------------------------------------------- ---------------------------------------------------------------------------------------
  *N*         50, 100, 150 hosts/50 units^2^ = 0.02, 0.04, 0.06 hosts/unit^2^   Host density
  𝛾           0.01, 0.05, 0.10 time^-1^                                         Recovery rate
  *m*         TRUE, FALSE                                                       Stigmergy driven (T) or random movement (F)
  𝜅~*0*~      0.1, 1, 10                                                        Pathogen load: initial strength of pathogen load deposited into the environment
  𝜂~*0*~      0.1, 1, 10                                                        Scent load: Initial strength of scent mark deposited into environment
  *⍺*         0.01, 0.1, 1                                                      Pathogen decay rate: exponential decay rate of pathogen infectiousness in environment
  𝛿           0.01, 0.1, 1                                                      Scent decay rate: exponential decay rate of scent mark strength

Variable importance analysis {#sec006}
----------------------------

We explored model sensitivity to parameter values by conducting a random forest variable importance analysis. Random forest analysis is an approach that accounts for non-linear and collinear relationships between variables, allows for different variable types (e.g., numerical vs. categorical), and avoids the concerns of using frequency-based statistical p-values to assign significance in a simulation context \[[@pcbi.1007457.ref039],[@pcbi.1007457.ref040]\]. Random forest analysis generates an ensemble of classification or regression trees for a given data set and then combines predictions from the individual trees \[[@pcbi.1007457.ref039]\]. Variable importance results are reported as mean decrease in accuracy scores, which describes the loss in accuracy to the predicted outcome when the given variable is permutated randomly \[[@pcbi.1007457.ref039]\]. We used the *randomforest* function to generate of 1,000 trees for the metrics of outbreak success (did the pathogen spread beyond the initially infected individual?), maximum prevalence given outbreak success, and outbreak duration given outbreak success. With 1,000 trees, the order of variable importance did not switch with different random seeds and the error rate or mean squared error of the random forest stabilized. We further evaluated our model performance using separate training (80% of data) and test (20% of data) data sets. Error rates on training data sets were less than 30%, and model accuracy on test data sets exceeded 70% across the three outcomes ([S1 Table](#pcbi.1007457.s001){ref-type="supplementary-material"}). Finally, we also verified our approach with the *party* package, which has been shown to be particularly robust to bias relative to the traditional *randomforest* package \[[@pcbi.1007457.ref041]--[@pcbi.1007457.ref043]\]. Overall, order of variable importance order was robust to using *randomforest* vs. *cforest* approaches. All simulations and analyses were conducted in R (version 3.5.3). Code is deposited at Zenodo ([doi.org/10.5281/zenodo.3731357](http://doi.org/10.5281/zenodo.3731357)).

Results {#sec007}
=======

Recovery rate critical in spread of indirectly transmitted pathogens {#sec008}
--------------------------------------------------------------------

The random forest variable importance analysis indicated that recovery rate (*γ*) was the single most important variable in predicting the probability of a successful outbreak, maximum prevalence, and outbreak duration ([Fig 3](#pcbi.1007457.g003){ref-type="fig"}). Host density (*N*) and decay rate of pathogen infectiousness (*⍺*) followed as the next most important variables for predicting all three outbreak metrics ([Fig 3](#pcbi.1007457.g003){ref-type="fig"}). However, for maximum prevalence specifically, pathogen decay rate (*⍺*) slightly exceeded host density (*N*) in variable importance ([Fig 3B](#pcbi.1007457.g003){ref-type="fig"}). Whether or not an outbreak had stigmergy-driven vs. random movement (*m*) had little impact on whether or not an outbreak took place ([Fig 3A](#pcbi.1007457.g003){ref-type="fig"}), but did contribute to determining the maximum prevalence and duration of successful outbreaks ([Fig 3B and 3C](#pcbi.1007457.g003){ref-type="fig"}). Outbreaks with faster recovery rates (i.e., 0.1 and 0.05 per time step) had a lower maximum prevalence and shorter outbreak durations regardless of whether movement was random or driven by stigmergy cues.

![Random forest analysis for: (A) outbreak success (did the pathogen spread beyond the initially infected individual?), (B) maximum prevalence given outbreak success, and (C) outbreak duration given outbreak success.](pcbi.1007457.g003){#pcbi.1007457.g003}

Territoriality can reduce outbreak severity, but increase disease persistence {#sec009}
-----------------------------------------------------------------------------

Territorial movement yielded a lower maximum prevalence in scenarios that were already conducive to outbreaks: a higher host density and slower recovery rates (i.e., longer infectious periods). These mitigating effects were strongest for simulations with higher host densities, yielding a median reduction in maximum prevalence of 0.05--0.10 relative to random simulations with equivalent epidemiological parameter sets ([Fig 4A](#pcbi.1007457.g004){ref-type="fig"}). These reductions in maximum prevalence decreased to \~0.05 and \~0.025 for lower host densities ([S1](#pcbi.1007457.s002){ref-type="supplementary-material"} and [S2](#pcbi.1007457.s003){ref-type="supplementary-material"} Figs). In contrast, for the highest host density, stigmergy increased outbreak duration relative to random movement, most notably for simulations with slower pathogen decay rates ([Fig 4B](#pcbi.1007457.g004){ref-type="fig"}). For lower host densities and slower recovery rates, an interaction emerged between pathogen decay rate and movement type ([S1](#pcbi.1007457.s002){ref-type="supplementary-material"} and [S2](#pcbi.1007457.s003){ref-type="supplementary-material"} Figs). For the lowest host density and slower recovery rates, stigmergy driven movement increased outbreak duration when pathogen decay rates were slower, but decreased outbreak duration for faster pathogen decay rates ([S2 Fig](#pcbi.1007457.s003){ref-type="supplementary-material"}).

![**The absolute difference between stigmergy vs. random movement simulations for (A) mean maximum prevalence and (B) mean outbreak duration as a function of recovery rate and environmental decay rate of pathogen (*α***, **columns).** Each point in the box plot distribution represents a paired difference between the mean outcomes for stigmergy vs. random simulations for a given parameter set. Shown for the highest host density of 0.06 hosts/unit^2^.](pcbi.1007457.g004){#pcbi.1007457.g004}

Non-linear interactions between pathogen load, pathogen decay, scent load, and scent decay {#sec010}
------------------------------------------------------------------------------------------

In the parameter space where outbreaks were most successful (e.g., slower recovery rates and higher host densities), non-linear patterns emerged from interactions between decay rate of pathogen infectiousness, decay rate of scent cue, initial pathogen load, and initial strength of scent cue. With both the highest host density and the slowest recovery rate (𝛾 = 0.01), outbreaks reached a higher maximum prevalence for simulations with higher initial pathogen loads, slower pathogen decay rates, lower initial scent loads, and faster scent decay rates ([Fig 5A](#pcbi.1007457.g005){ref-type="fig"} and [S3 Fig](#pcbi.1007457.s004){ref-type="supplementary-material"}, lower left quadrant). In contrast, outbreaks lasted longer on average for simulations with higher initial pathogen loads, slower pathogen decay rates, but higher initial scent loads, and slower scent decay rates ([Fig 5B](#pcbi.1007457.g005){ref-type="fig"} and [S3 Fig](#pcbi.1007457.s004){ref-type="supplementary-material"}, upper left quadrant). These trends weakened with lower host densities ([S4 Fig](#pcbi.1007457.s005){ref-type="supplementary-material"}). However, at higher host densities with intermediate recovery rates (𝛾 = 0.05), slow pathogen decay, fast scent decay, and high initial pathogen and scent loads favored longer outbreaks ([S5](#pcbi.1007457.s006){ref-type="supplementary-material"} and [S6](#pcbi.1007457.s007){ref-type="supplementary-material"} Figs). These patterns dissolved for faster recovery rates and lower host densities where outbreaks were less successful ([S7](#pcbi.1007457.s008){ref-type="supplementary-material"}--[S10](#pcbi.1007457.s011){ref-type="supplementary-material"} Figs).

![**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a high host density (0.06 hosts/unit**^**2**^**) responding to stigmergy cues with a recovery rate of 0.01/unit time.** Columns correspond to pathogen decay rates (*⍺*) while rows correspond to scent decay rates (𝛿).](pcbi.1007457.g005){#pcbi.1007457.g005}

For simulations with slower recovery rate and higher host density, response to initial scent load was variable: high initial scent load promoted outbreaks under slow pathogen decay, but inhibited outbreaks under conditions of faster pathogen decay ([Fig 6](#pcbi.1007457.g006){ref-type="fig"} and [S11 Fig](#pcbi.1007457.s012){ref-type="supplementary-material"}). Together, fast pathogen decay and fast scent load decay rates were not conducive to outbreaks regardless of initial pathogen load or scent load ([Fig 6](#pcbi.1007457.g006){ref-type="fig"} and [S11 Fig](#pcbi.1007457.s012){ref-type="supplementary-material"}). Fast scent decay and slow pathogen decay also minimized the effect of different initial pathogen and scent loads ([Fig 6](#pcbi.1007457.g006){ref-type="fig"} and [S11 Fig](#pcbi.1007457.s012){ref-type="supplementary-material"}). Lower host density treatments increased variability across outcomes and minimized the differences across scent decay rate, initial pathogen load, and initial scent load for a given pathogen decay rate ([S12 Fig](#pcbi.1007457.s013){ref-type="supplementary-material"}).

![**Boxplots of (A) maximum prevalence and (B) outbreak duration for high host density (0.06 hosts/unit**^**2**^**) responding to stigmergy cues and a recovery rate of 0.01/time step.** Rows correspond to low and high scent loads (SL). Columns correspond to low and high pathogen loads (PL).](pcbi.1007457.g006){#pcbi.1007457.g006}

Discussion {#sec011}
==========

Adaptive, dynamic, or territorial space use is one possible explanation for the lack of empirically observed density thresholds in wildlife \[[@pcbi.1007457.ref027],[@pcbi.1007457.ref028]\]. This "territoriality benefits" hypothesis suggests that reduced home range overlap could lead to reduced opportunities for pathogen transmission \[[@pcbi.1007457.ref044]\]. Our findings support this hypothesis with the caveat that a reduction in outbreak severity may come at the cost of increased likelihood of persistence for indirectly transmitted pathogens. We found that territoriality did indeed reduce maximum prevalence of disease in conditions where we would otherwise expect outbreaks to be most successful: slower recovery rates (i.e., longer infectious periods) and higher conspecific densities ([Fig 4](#pcbi.1007457.g004){ref-type="fig"} and [S1 Fig](#pcbi.1007457.s002){ref-type="supplementary-material"}). However, for higher host densities, outbreak duration decreased for populations with stigmergy-driven movement compared to their randomly moving counterparts ([Fig 4](#pcbi.1007457.g004){ref-type="fig"}). Interestingly, at lower host densities, an interaction emerged with pathogen decay rate; stigmergy-driven movement could increase outbreak duration times when pathogen decay rates were faster ([S2 Fig](#pcbi.1007457.s003){ref-type="supplementary-material"}).

For longer infectious periods and higher host densities, key trade-offs emerged between the strength of pathogen load, strength of the stigmergy cue, and the rate at which those two quantities decayed. Intuitively, high initial pathogen load and a slower pathogen decay rate universally promoted higher maximum prevalence and longer lasting outbreaks (Figs [5](#pcbi.1007457.g005){ref-type="fig"} and [6](#pcbi.1007457.g006){ref-type="fig"}). In contrast, lower initial scent loads paired with faster scent decay promoted higher maximum prevalences ([Fig 5A](#pcbi.1007457.g005){ref-type="fig"}), whereas lower initial scent loads and slower scent decay rates promoted longer lasting outbreaks ([Fig 5B](#pcbi.1007457.g005){ref-type="fig"}). These findings raise interesting questions about the evolutionary nature of the competing strength of pathogen and scent marking signals in the environment. For indirectly transmitted pathogens, pathogens should coevolve for longer persistence and higher virulence because individual host mortality is less important to a pathogen's overall fitness \[[@pcbi.1007457.ref045]\]. This is in opposition to the prediction that populations with spatially restricted movement will contribute to the evolution of less virulent pathogens \[[@pcbi.1007457.ref045]\]. Our results support the idea that pathogens co-opting their hosts' social communication system could help to overcome territorial barriers (e.g., \[[@pcbi.1007457.ref046]\]) and that territorial behavior could offer benefits for stochastic persistence from a pathogen's evolutionary perspective ([Fig 4](#pcbi.1007457.g004){ref-type="fig"}). In particular, a host's tendency to deposit less strong, but more slowly decaying scent mark could help maintain pathogen persistence ([Fig 5B](#pcbi.1007457.g005){ref-type="fig"}).

The relationship between population thresholds and indirectly transmitted pathogens remains an open question \[[@pcbi.1007457.ref028]\]. Feedbacks between host behavior and parasitism are likely to complicate this relationship further. Hosts have evolved defenses and avoidance behaviors in response to high parasitism risk (e.g., altering of ranging patterns in primates or selective foraging with behavioral avoidance of fecal-contaminated areas in ungulates) \[[@pcbi.1007457.ref016]\]. However, pathogens may have co-evolved to counteract territorial barriers and exploit social signaling behaviors. Some preliminary evidence suggests that this may occur. For example, wild banded mongooses (*Mungos mungo*) transmit the mycobacterium, *M*. *mungo*, almost solely through anal and urine secretions, which are key currencies in their social communication system \[[@pcbi.1007457.ref046]\]. Similarly, higher rates of raccoon roundworm (*Baylisascaris procyonis*) infection occur at latrine sites compared to individual raccoon sites; this could lead to higher infection rates for susceptible raccoons and intermediate hosts attracted to undigested seeds \[[@pcbi.1007457.ref047]\]. While there is preliminary empirical evidence about the potential role of social signaling behaviors in indirect pathogen transmission, we lack a clear understanding of whether stigmergy is a potential mitigator or facilitator of pathogen transmission at a population level.

In our model, indirectly transmitted pathogen dynamics could be altered by territorial cues if hosts existed at high enough densities and shed pathogens for long enough across the landscape. This work, therefore, highlights the importance of exploring feedbacks between territoriality and parasitism. In empirical systems, hosts with lower levels of parasitism may be better able to form and maintain territories. For example, pheasants are a competent host for Lyme disease and are commonly parasitized by *Ixodes ricinus* ticks. Male pheasants with experimentally reduced tick loads were more likely to gain harems and have smaller territories. In contrast, males with higher tick loads ranged more broadly in peripheral woods and fields leading to a positive feedback loop of higher likelihood of tick exposure \[[@pcbi.1007457.ref048]\]. Examples of negative feedback between parasitism and territoriality also exist. In male Grant's gazelle (*Nanger granti*), territorial behavior drives higher parasite loads, but higher parasite loads suppress behaviors associated with territoriality \[[@pcbi.1007457.ref049]\]. Future model development might consider incorporating such feedback mechanisms \[[@pcbi.1007457.ref050]\], e.g., differences in movement behavior between symptomatic and healthy individuals.

To highlight the competing axes of stigmergy cue strength and duration vs. pathogen load strength and duration, we simulated movement using a random walk rather than incorporating additional potential complexities of movement behavior; this necessarily means that simulated individuals did not respond to the real-time presence or absence of conspecifics in neighboring cells. Future modelling studies could explore the sensitivity of results to differences in perceptual range (i.e., extending beyond a Moore neighborhood) and memory of past movements or past stigmergy cue encounters. Other extensions might include accounting for dispersal behavior or inter-individual differences in home range size. Ultimately, stigmergy is just one possible mechanism for informing territorial-like movement behavior. It is likely that many species respond to cues in real time (e.g., visual cues, vocalization) in addition to transient environmental cues (e.g., \[[@pcbi.1007457.ref011]\]). Another important question is understanding how temporal switches in the valence of the stigmergy cues might affect pathogen transmission. For example, during mating seasons scent cues could become attractive rather than aversive \[[@pcbi.1007457.ref021]\]. Individuals are also likely to display heterogeneous responses to different members of the population (e.g., male vs. female) and their environmental cues \[[@pcbi.1007457.ref051]\].

The model presented here best describes indirect or environmental transmission of a single infectious agent within a solitary, territorial host species. However, this model could also describe the behavior of social, territorial carnivores (e.g., gray wolves, African lions), where the movement of a single individual is usually representative of the entire group \[[@pcbi.1007457.ref052]\]. This model framework may also be relevant for pathogens with other dominant transmission modes that persist in the environment for extended periods. For example, canine parvovirus, which can persist up to one year outside of a host \[[@pcbi.1007457.ref053]\], is of conservation concern for wild carnivores \[[@pcbi.1007457.ref054]\]. Similarly, leptospirosis, a bacterial infection of wildlife (and humans), can persist for months in aqueous environments \[[@pcbi.1007457.ref055]\]. Small mammals, including peri-domestic species like raccoons, secrete bacteria through urine \[[@pcbi.1007457.ref056],[@pcbi.1007457.ref057]\], which can serve as a scent marking communication tool \[[@pcbi.1007457.ref058]\]. Likewise, feline calicivirus remains infectious for up to 20 days at ambient temperatures \[[@pcbi.1007457.ref059]\] and is of epidemic concern for African lions \[[@pcbi.1007457.ref019]\]. Some domestic cats remain persistently infected (shedding virus for more than 30 days) and may shed higher levels of virus \[[@pcbi.1007457.ref017]\], which corresponds to the slower recovery rate condition in our model.

In an applied context, scent marking behavior can serve as a way to assess animal populations through time and document responses to human disturbance \[[@pcbi.1007457.ref046],[@pcbi.1007457.ref060]\]. Our results support the idea that decision makers should evaluate possible changes in scent marking behavior and its potential effects on disease control when considering culling or altering population size in territorial species \[[@pcbi.1007457.ref061],[@pcbi.1007457.ref062]\]. For example, prior attempts to control bovine tuberculosis (*Mycobacterium bovis*) in badgers through culling caused changes in scent marking behavior. At lower densities, badgers were more likely to have dispersed patterns of fecal and urine scent marking with higher concomitant risks of pathogen transmission \[[@pcbi.1007457.ref063]\]. Bovine tuberculosis transmission is thought to occur primarily through direct contact, but its ability to persist in the environment has raised questions about the role of indirect transmission routes \[[@pcbi.1007457.ref064],[@pcbi.1007457.ref065]\]. Likewise, wildlife scent marking behavior at the human-livestock interface is of concern since some wildlife species (e.g., foxes, badgers) preferentially use farm food storage buildings for foraging and scent-marking which heightens pathogen transmission risk \[[@pcbi.1007457.ref066],[@pcbi.1007457.ref067]\]. Scent marking may also influence the success of species reintroductions and population management: introducing translocated animals into an established territorial population may increase transmission risk because of increased overlap in home ranges or direct contacts \[[@pcbi.1007457.ref068]\]. Similarly, anthropogenic resource supplementation increases risk of indirect/fomite transmission (e.g., bTB in deer, brucellosis in elk, chronic wasting disease in deer and elk) \[[@pcbi.1007457.ref069]\]. An interesting question moving forward would be to investigate the competing roles of habitat quality and territoriality on disease dynamics for pathogens with environmental persistence \[[@pcbi.1007457.ref032]\].

Existing movement ecology studies have so far focused on how to model territorial behavior and not the consequences of dynamic territories on population-level outcomes like disease \[[@pcbi.1007457.ref002]\]. This work provides a key interface between the disciplines of movement and disease ecology \[[@pcbi.1007457.ref004],[@pcbi.1007457.ref005],[@pcbi.1007457.ref014]\] by exploring how mechanistic movement driven by an individual's social landscape affects disease dynamics. These results indicate an interesting threshold at higher host densities where stigmergy-driven movement behavior can still support pathogen persistence. This framework can be adapted to specific host--pathogen systems to generate hypotheses about the competing roles of transient social cues and indirect pathogen transmission. We hope that this model inspires additional research surrounding the role of socially driven movement behavior and its concomitant implications for pathogen transmission.

Supporting information {#sec012}
======================

###### Error rate and model accuracy from random forest models for three measured outcomes of disease dynamics.

(DOCX)

###### 

Click here for additional data file.

###### 

**The absolute difference between stigmergy vs. random movement simulations for (A) mean maximum prevalence and (B) mean outbreak duration as a function of recovery rate and environmental decay rate of pathogen (*α***, **columns).** Each point in the box plot distribution represents a paired difference between the mean outcomes for stigmergy vs. random simulations for a given parameter set. Shown for a medium host density of 0.04 hosts/unit^2^.

(TIF)

###### 

Click here for additional data file.

###### 

**The absolute difference between stigmergy vs. random movement simulations for (A) mean maximum prevalence and (B) mean outbreak duration as a function of recovery rate and environmental decay rate of pathogen (*α*, columns).** Each point in the box plot distribution represents a paired difference between the mean outcomes for stigmergy vs. random simulations for a given parameter set. Shown for a low host density of 0.02 hosts/unit^2^.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a medium host density (0.04 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.01/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a low host density (0.02 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.01/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a high host density (0.06 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.05/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a medium host density (0.04 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.05/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a high host density (0.06 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.10/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a medium host density (0.04 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.10/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a low host density (0.02 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.05/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Mean maximum prevalence (A) and mean duration (B) of simulated outbreaks for simulations with a low host density (0.02 hosts/unit^2^) responding to stigmergy cues with a recovery rate of 0.10/unit time**.

(TIF)

###### 

Click here for additional data file.

###### 

**Boxplots of (A) maximum prevalence and (B) outbreak duration with a medium host density (0.04 hosts/unit**^**2**^**) responding to stigmergy cues and a recovery rate of 0.01/time step.** Rows correspond to low, medium, and fast scent loads (SL). Columns correspond to low, medium, and fast pathogen loads (PL).

(TIF)

###### 

Click here for additional data file.

###### 

**Boxplots of (A) maximum prevalence and (B) outbreak duration with a low host density (0.02 hosts/unit**^**2**^**) responding to stigmergy cues and a recovery rate of 0.01/time step.** Rows correspond to low, medium, and fast scent loads (SL). Columns correspond to low, medium, and fast pathogen loads (PL).

(TIF)

###### 

Click here for additional data file.

The authors would like to thank Matthew Michalska-Smith for his review of the mathematical notation of this model.
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10 Dec 2019

Dear Dr White,

Thank you very much for submitting your manuscript, \'A mechanistic, stigmergy model of territory formation in asocial animals: Territorial behavior can dampen disease prevalence but increase persistence\', to PLOS Computational Biology. As with all papers submitted to the journal, yours was fully evaluated by the PLOS Computational Biology editorial team, and in this case, by independent peer reviewers. The reviewers appreciated the attention to an important topic but identified some aspects of the manuscript that should be improved.

We would therefore like to ask you to modify the manuscript according to the review recommendations before we can consider your manuscript for acceptance. Your revisions should address the specific points made by each reviewer and we encourage you to respond to particular issues Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.raised.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled \'Dataset\', \'Figure\', \'Table\', \'Text\', \'Protocol\', \'Audio\', or \'Video\'.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com>  PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

We hope to receive your revised manuscript within the next 30 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>.

If you have any questions or concerns while you make these revisions, please let us know.

Sincerely,

Matthew (Matt) Ferrari

Associate Editor

PLOS Computational Biology

Virginia Pitzer

Deputy Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

I thank the authors for their manuscript. Both reviewers have made helpful suggestions for changes that I believe will improve the clarity of the presentation. In particular:

R1 has asked for some clarification in the presentation of absolute differences in model outputs as a function of random vs. stigmergy movement. Further, R1 has asked for more evidence in support of the argument that \"territoriality "may increase the likelihood of pathogen persistence" \". As I agree with the reviewer that this is an interesting conjecture, I would encourage the authors to make every attempt to strengthen the support for this claim using the evidence presented.

R2 has offered a number of suggestions for links to the existing literature that the authors should carefully consider. Further, I agree with R2 that the inclusion of the material in L141-204 in \"results\" is awkward. While we\'re at the mercy of the PLoS template, I have handled many papers that include a model description section between the introduction and results; I would recommend such a reorganization here. Further, I encourage the authors to clarify the transmission model per the request of R2.

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: In this manuscript, White et al. develop an individual based model that describes the dynamics of an environmentally transmitting pathogen through a population of asocial species where individuals display territorial movement. The main conclusion of the manuscript is that the duration of infectious period, population density and pathogen decay rate are the most important factors that influence outbreak severity, which is to be expected. Territoriality only influences outbreak severity when the conditions are conducive to outbreaks. For these scenarios, the authors report that territoriality reduces peak prevalence and may "increase the likelihood of pathogen persistence". The model developed in this paper is interesting and important. It can be possibly be expanded in future to explore the impact of social behavior by modeling movement that is in between random and asocial territorial (but, ofcourse, this is beyond the scope of the current manuscript). I have a few concerns that I would like to see better caveated in the manuscript or addressed with changes to the analysis if feasible.

1\) Analysis of the impact of territoriality on outbreak severity: Much of the results about the effects of territoriality relies on qualitative difference between pooled results for random and stigmergy movement (for example difference between top and bottom panel of Figure 4). I wonder if these results can be strengthened by instead reporting delta maximum prevalence and delta outbreak duration (where delta maximum prevalence = maximum prevalence (stigmergy movement) - maximum prevalence (random movement) for the same parameter combination). This approach would allow direct one-to-one comparison of how territorial movement would influence outbreak dynamics under similar parameter combination.

2\) I also worry about the statement (in abstract and rest of the manuscript) that territoriality "may increase the likelihood of pathogen persistence" follows the finding that territoriality, under certain conditions makes the "outbreak duration considerably more variable". Increase in variation around the mean does not imply that likelihood of pathogen persistence is higher. In fact, increase in variation implies that it is equally likely that the likelihood of pathogen persistence may be reduced. I believe that my previous suggestion of reporting values for delta outbreak duration will help to evaluate whether territoriality tends to increase or decrease outbreak duration.

3\) Variable importance analysis: was the model performance evaluated using test data set? What was the prediction error of the model? Please show these results.

4\) Line 229 -- 236: Effect of stigmergy on outbreak duration: The authors report that territorial movement increases disease persistence in certain cases. However, looking at Figure 4b, it seems that there are only a handful of outlier cases were outbreak duration due to stigmergy is higher compared to random movement (please also see my comment on this issue above).

Minor comments:

This is a minor point, but using "population size" and "population density" for the same parameter is confusing. I suggest that the authors stick to using one terminology throughout the manuscript.

Discussion, line 289: I believe it should be "lower initial scent load ... promoted higher maximum prevalences" instead of "higher initial scent load"

Line 212: (Fig 3B&C) instead of (Fig 3A&B).

Reviewer \#2: This paper addresses the important topic of movement-driven disease transmission in a population of territorial animals. It combines a general individual-based model of conspecific-avoidant territorial movement with an SIR model. While its findings were not surprising, the model is valuable for its explicit integration of disease and behavioral dynamics. However, a lot of mechanistic details are left unexplained in the manuscript, particularly the assumptions made about the transmission process. In addition, there is a notable gap in the citations of relevant literature; critically, it overlooks several recent key theoretical works that are integral to the scope of the present study. Lastly, the manuscript needs to be substantially reorganized -- currently, majority of the method description, which is also oddly attached at the end, is relegated to Results. All these problems could be addressed in the revision.

Major problems:

1\. The model seems to be heavily influenced by recent mechanistic territory models by Potts, Giuggioli et al. However, it has significantly simplified their descriptions of the movement process, e.g. assuming no directional bias, centralizing tendency, or spatial autocorrelation. The formulation of the movement kernel also deviates from many past models, which often assume distinct distributions of step length and directionality (see Moorcroft and Lewis 2006). Clarifying these differences in the method section would to help put this work in context. More importantly, the entire mathematical description of the SIR model is missing from the main text. It includes essential information that would drastically alter the predictions, e.g. how density-dependent transmission is modeled. In other words, more equations need to be shown.

2\. The paper\'s organization is extremely confusing. In the Results section, everything from lines 141-204 belongs in Methods, which should also include lines 372-406. Each major figure (Figs 4-6) has 12-18(!) panels, which is way too complex. I strongly recommend developing alternative visualization that compresses the most essential information down to at most 4 panels per figure. Moreover, the effects of population density on movement-dependent disease spread is an especially interesting problem that could be more extensively explored here.

Minor problems:

1\. L38 -- mechanistic models of animal territoriality, or more generally, home range formation, have been developed since the 80s (see Okubo 1980). See below for some recent works relevant to this manuscript.

2\. L39 -- collective movement is more commonly considered as a subset of movement ecology.

3\. L41 -- even exclusive territoriality does not equate to asociality; territorial maintaince typically requires direct or indirect conspecific interactions, which all involve social responses.

4\. L63-64 -- this is not accurate; plenty of empirical and theoretical works suggest otherwise

5\. L77 -- edit: "According to the general conceptual framework of movement ecology proposed by Nathan et al"

6\. L88 -- Not accurate; notably, see Moorcroft et al. (Proc B 2006), Wang and Grimm (Ecol Modelling 2007), Bateman et al. (J Animal Ecology 2015), Tao et al. (American Naturalist, 2016), and Potts et al. (Theoretical Ecology, 2019).

7\. L99 -- edit: "lacks strong empirical support"

8\. L112-115 -- I suggest reordering the sentences

9\. L116-129 -- population thresholds and host-pathogen coevolution are very much outside the scope of the present study; this material should be moved to the Discussion.

10\. L163 -- this constraint only occurs probabilistically according to L172

11\. L169 -- don't italicize min

12\. L172 -- italicize p and all mathematical variables

13\. L193 -- this part of the model wasn't discussed earlier

14\. L195 -- so an outbreak that only affects two individuals before burning out would count as a success?

15\. L197 -- why only model max prevalence, not mean? Justification needed.

16\. Fig 3 -- subtitles needed (i.e. outbreak likelihood, maximum prevalence, outbreak duration); spell out the variable names on the y axis and keep the same order for all three panels for visual clarity; remove %IncMSE from x label.

17\. L225-226 -- confusing wording

18\. L385 -- edit: "The probability of an individual relocating from x' to x is determined by a movement kernel ..."; also, note that the area under this kernel does not equal to one. Use conventional mathematical grammar in this paragraph (use e.g. Moorcroft and Lewis 2006, Bateman et al. 2015, as templates)

19\. L389 -- why a uniform distribution instead of a Gaussian or the conventionally used Von Mises distribution?

20\. L403 -- what are "trees" in this context?

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: None
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PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No
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1 Mar 2020

Dear Dr White,

Thank you very much for submitting your manuscript \"A mechanistic, stigmergy model of territory formation in solitary animals: Territorial behavior can dampen disease prevalence but increase persistence\" for consideration at PLOS Computational Biology. As with all papers reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent reviewers. The reviewers appreciated the attention to an important topic. Based on the reviews, we are likely to accept this manuscript for publication, providing that you modify the manuscript according to the review recommendations.

I thank the authors for their careful attention to the reviewer comments. Based on the comments of R2 I would suggest a few minor changes (detailed below) before recommending this manuscript for publication. With these changes made, I see no reason that this will need to be sent back out to review and I will be happy to direct the manuscript for publication. Specifically:

R2 raises a question about the notation on L216. I assume, from the text, that the sum described in that line is over individuals. However, R2 found that the description left some doubt. Could you please clarify this notation. Perhaps (a suggestion, not a requirement) adding an index j in 1\...J to k_x,y to indicate the you are summing the decaying pathogen loads of the J individuals that had previously visited that site?

Per R1\'s comment regarding the SIR notation in L203-206, I assume that this mean field notation is presented as a schematic, while actual simulations were run using the site-specific calculations described in the following lines. Could you provide an explicit link between the environmental decay rate \\\\alpha and the decay rate described on L212?

Change notation on L136 per reviewer\'s suggestion.

You may consider the reviewer\'s suggestions about citations and make changes if you feel they are helpful, but I will not require any changes at this stage.

Please prepare and submit your revised manuscript within 30 days. If you anticipate any delay, please let us know the expected resubmission date by replying to this email. 

When you are ready to resubmit, please upload the following:

\[1\] A letter containing a detailed list of your responses to all review comments, and a description of the changes you have made in the manuscript. Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out

\[2\] Two versions of the revised manuscript: one with either highlights or tracked changes denoting where the text has been changed; the other a clean version (uploaded as the manuscript file).

Important additional instructions are given below your reviewer comments.

Thank you again for your submission to our journal. We hope that our editorial process has been constructive so far, and we welcome your feedback at any time. Please don\'t hesitate to contact us if you have any questions or comments.

Sincerely,

Matthew (Matt) Ferrari

Associate Editor

PLOS Computational Biology

Virginia Pitzer

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:

\[LINK\]

I thank the authors for their careful attention to the reviewer comments. Based on the comments of R2 I would suggest a few minor changes (detailed below) before recommending this manuscript for publication. With these changes made, I see no reason that this will need to be sent back out to review and I will be happy to direct the manuscript for publication. Specifically:

R2 raises a question about the notation on L216. I assume, from the text, that the sum described in that line is over individuals. However, R2 found that the description left some doubt. Could you please clarify this notation. Perhaps (a suggestion, not a requirement) adding an index j in 1\...J to k_x,y to indicate the you are summing the decaying pathogen loads of the J individuals that had previously visited that site?

Per R1\'s comment regarding the SIR notation in L203-206, I assume that this mean field notation is presented as a schematic, while actual simulations were run using the site-specific calculations described in the following lines. Could you provide an explicit link between the environmental decay rate \\\\alpha and the decay rate described on L212?

Change notation on L136 per reviewer\'s suggestion.

You may consider the reviewer\'s suggestions about citations and make changes if you feel they are helpful, but I will not require any changes at this stage.

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: All my previous comments were excellently addressed. I have no further comments.

Reviewer \#2: The authors have satisfactorily addressed the majority of my concerns and significantly improved the manuscript. However, some additional problems arise with the added material. Once they are fully addressed in the next revision, the paper could be a valuable contribution to the fields of both movement ecology and disease ecology.

Major problem:

1\. Notations in the disease model section L203-219 are confusing and not always consistent. Is beta_p a constant as implied? If so, then it appears, based on L203-206, that the loss of susceptible to infection doesn't depend on pathogen load P. Readers may thus wonder how pathogen load would even affect transmission dynamics. L214 suggests that beta_p is in fact a function of local pathogen load at time t, seemingly notated as k_x,y(t) -- it would be more clearly denoted as k(\\\\emph{x},t). However, this dependency is not reflected in the main SIR description, where only the global pathogen dynamics is shown. As a consequence, the equations show no obvious coupling between individual movement and transmission.

L216 is especially confounding. 1) Does P(S-\>I) denote the probability of a single individual at location \\\\emph{x} and time t going from susceptible to infected, or some changes in global SI proportions as the notation might easily suggest? I assume the former. If so, describing this verbally is highly recommended. 2) What is k(\\\\emph{x},t) being summed over? Individuals? Since this variable measures the existing quantity of pathogen at a site, then it should already include remaining pathogen load from previous visitors, thus making the summation sign unnecessary. Having additional disease modelers read over this section and revise some of the notations may be very useful.

Minor problem:

L38-41: Two recent paper that are related to this study and may deserve discussion:

\- the effects of disease dynamics on movement dynamics: Potts et al. Quantifying behavioral changes in territorial animals caused by sudden population declines. 2013

\- the effects of movement dynamics on disease dynamics: Tao et al. Logistical constraints lead to an intermediate optimum in outbreak response vaccination. 2018

L113-116: This material related to population effect still seems beyond the scope of the analysis in this paper. I recommend removing these sentences.

L136: notation edit -- P(a,b)

R2.8 -- The model by Bateman et al. (2015) is more appropriately grouped with the other citations in the next sentence instead of with Okubo and Levin (2001).

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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Reviewer \#2: Yes
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PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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[Figure Files:]{.ul}

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, [[https://pacev2.apexcovantage.com](https://pacev2.apexcovantage.com/)]{.ul}. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at [<figures@plos.org>]{.ul}.

[Data Requirements:]{.ul}

Please note that, as a condition of publication, PLOS\' data policy requires that you make available all data used to draw the conclusions outlined in your manuscript. Data must be deposited in an appropriate repository, included within the body of the manuscript, or uploaded as supporting information. This includes all numerical values that were used to generate graphs, histograms etc.. For an example in PLOS Biology see here: <http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.1001908#s5>.

[Reproducibility:]{.ul}

To enhance the reproducibility of your results, PLOS recommends that you deposit laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [[http://journals.plos.org/ploscompbiol/s/submission-guidelines\#loc-materials-and-methods](http://journals.plos.org/plospathogens/s/submission-guidelines)]{.ul}
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8 Apr 2020

Dear Dr White,

We are pleased to inform you that your manuscript \'A mechanistic, stigmergy model of territory formation in solitary animals: Territorial behavior can dampen disease prevalence but increase persistence\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Matthew (Matt) Ferrari

Associate Editor

PLOS Computational Biology

Virginia Pitzer

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

I thank the authors for their careful consideration of the reviews and am happy to recommend the manuscript for publication.
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