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Abstract
Stochastic gradient Langevin dynamics (SGLD) and stochastic gradient Hamilto-
nian Monte Carlo (SGHMC) are two popular Markov Chain Monte Carlo (MCMC)
algorithms for Bayesian inference that can scale to large datasets, allowing to sam-
ple from the posterior distribution of a machine learning (ML) model based on the
input data and the prior distribution over the model parameters. However, these al-
gorithms do not apply to the decentralized learning setting, when a network of agents
are working collaboratively to learn the parameters of an ML model without sharing
their individual data due to privacy reasons or communication constraints. We study
two algorithms: Decentralized SGLD (DE-SGLD) and Decentralized SGHMC (DE-
SGHMC) which are adaptations of SGLD and SGHMC methods that allow scaleable
Bayesian inference in the decentralized setting. We show that when the posterior dis-
tribution is strongly log-concave, the iterates of these algorithms converge linearly to
a neighborhood of the target distribution in the 2-Wasserstein metric. We illustrate
the results for decentralized Bayesian linear regression and Bayesian logistic regression
problems.
1 Introduction
Recent decades have witnessed the era of big data, and there has been an exponential
growth in the amount of data collected and stored with ever-increasing rates. Since the
rate at which data is generated is often outpacing our ability to analyze it in terms of
computational resources at hand, there has been a lot of recent interests for developing
scaleable machine learning algorithms which are efficient on large datasets.
In the modern world, digital devices such as smart phones, tablets, wearables, sensors
or video cameras are major sources of data generation. Often these devices are connected
over a communication network (such as a wireless network or a sensor network) that has
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a high latency or a limited bandwidth. Because of communication constraints and pri-
vacy constraints, gathering all these data for centralized processing is often impractical
or infeasible. Decentralized machine learning algorithms have received a lot of attention
for such applications where agents can collaboratively learn a prediction model without
sharing their own data but sharing only their local models with their immediate neighbors
at some frequency to generate a global model.
A number of approaches for scaleable decentralized learning have been proposed in the
literature such as decentralized stochastic approximation, decentralized optimization algo-
rithms for empirical risk minimization problems or decentralized maximum-likelihood esti-
mation. However, these approaches are optimization-based or in the maximum-likelihood
settings, and therefore lead to point estimates. On the other hand, Bayesian methods al-
low a characterization of the full posterior distribution over the parameters, and therefore
can provide a more detailed grasp of uncertainties that are part of the learning process
and offer robustness to overfitting. There are a number of scaleable Bayesian methods in
the literature based on variational inference methods [44, 29, 33], Bayesian coreset meth-
ods [30, 7] and Markov Chain Monte Carlo (MCMC) based methods including Stochastic
Gradient Langevin Dynamics (SGLD) [51], Stochastic Gradient Hamiltonian Monte Carlo
(SGHMC) [12, 57] and their variants that can handle streaming data [5]. There are also
versions of these methods such as consensus Monte Carlo methods which distribute and
parallelize the computations needed for Monte Carlo sampling across many computational
nodes on a cluster [1, 54, 43, 5], however none of these methods are applicable to the
decentralized setting either because they need to move the data to a centralized location
or because they require a global computational unit with which each learning agent is in
communication or is the main thread on a multi-threaded computer which is non-existent
in decentralized learning applications. In this paper, we consider two algorithms DE-SGLD
and DE-SGHMC which are adaptations of the SGLD and SGHMC algorithms to the de-
centralized setting and show that they can be both theoretically and practically efficient
for sampling from the posterior distribution when the target distribution is strongly log-
concave.
Before introducing the DE-SGLD algorithm, we consider the problem of decentralized
Bayesian inference: We have N agents connected over a network G = (V, E) where V =
{1, 2, . . . , N} represents the agents and E ⊆ V × V is the set of edges; i.e. i and j are
connected if (i, j) ∈ E where the network is undirected, i.e. (i, j) ∈ E then (j, i) ∈ E . Let
A = [a1, . . . , an] be a dataset consisting of n i.i.d. data vectors sampled from a parametrized
distribution p(A|x) where the parameter x ∈ Rd has a common prior distribution p(x). Due
to the decentralizedness in the data collection, each agent i possesses a subset Ai of the data
where Ai = {ai1, ai2, . . . , aini} and ni is the number of samples of the agent i. The data is held
disjointly over agents; i.e. A = ∪iAi with Ai∩Aj = ∅ for j 6= i. The goal is to sample from
the posterior distribution p(x|A) ∝ p(A|x)p(x). Since the data points are independent, the
log-likelihood function will be additive; log p(A|x) = ∑Ni=1∑nij=1 log p(aij |x). Thus, if we
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set
f(x) :=
N∑
i=1
fi(x), fi(x) := −
ni∑
j=1
log p
(
aij |x
)− 1
N
log p(x),
the aim is to sample from the posterior distribution with density pi(x) := p(x|A) ∝ e−f(x).
The functions fi(x) are called component functions where fi(x) is associated to the local
data of agent i and is only accessible by the agent i. Clearly, different choices of the log-
likelihood function and therefore the component functions fi(x) result in different problems.
In particular, this framework covers many Bayesian inference problems such as Bayesian
linear regression, Bayesian logistic regression or Bayesian principal component analysis.
Let x
(k)
i denote the local variable of node i at iteration k. The decentralized SGLD
(DE-SGLD) algorithm (previously considered in [47] in the non-convex global optimization
setting) consists of a weighted averaging with the local variables x
(k)
j of node i’s immediate
neighbors j ∈ Ωi := {j : (i, j) ∈ G} as well as a stochastic gradient step over the node’s
component function fi(x), i.e.
x
(k+1)
i =
∑
j∈Ωi
Wijx
(k)
j − η∇˜fi
(
x
(k)
i
)
+
√
2ηw
(k+1)
i , (1.1)
where η > 0 is the stepsize, Wij are the entries of a doubly stochastic weight matrix W ,
w
(k)
i are independent and identically distributed (i.i.d.) Gaussian random variables with
zero mean and identity covariance matrix for every i and k, and ∇˜fi
(
x
(k)
i
)
is an unbiased
stochastic estimate of the deterministic gradient ∇fi
(
x
(k)
i
)
with a bounded variance (see
(3.2) for more details). When the number of data points ni is large, stochastic estimates
∇˜fi(x) are cheaper to compute compared to actual gradients ∇fi(x) and can for instance
be estimated from a minibatch of data, i.e. from randomly selected smaller subsets of data.
This allows the DE-SGLD method to be scaleable to big data settings. When gradients are
deterministic; i.e. when σ = 0, DE-SGLD algorithm reduces to the decentralized Langevin
algorithm previously considered and studied in [31]. Without the Gaussian noise, the
iterations are also equivalent to the decentralized stochastic gradient algorithm [45, 3]
which has its origins in the decentralized gradient methods introduced in [36].
Contributions. In this paper, our contributions can be summarized as follows:
First, we give non-asymptotic performance guarantees for DE-SGLD when the target
distribution is smooth and strongly log-concave. More specifically, we provide an explicit
upper bound on the Wasserstein distance between the target distribution and the distri-
bution of the iterate x
(k)
i of node i. Our results show that the distribution of the iterates
xki converges linearly to a neighborhood of the posterior distribution pi(x) linearly in the
Wasserstein metric with a properly chosen stepsize. The size of the neighborhood depends
on the noise level σ2 in the stochastic gradients, the number of agents N . We can also show
similar results for the averaged iterates x¯(k) = 1N
∑N
i=1 x
(k)
i . Our proof technique relies on
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analyzing DE-SGLD as a perturbed version of the Euler-Mariyama discretization of the
overdamped Langevin diffusion (properly defined in Section 2) and use the fact that this
diffusion admits the posterior distribution with density pi(x) ∝ e−f(x) as the stationary
distribution, known as the Gibbs distribution, where the perturbation effect is due to the
stochasticity of the gradients and due to the “network effect” where agents are only able
to communicate with with their immediate neighbors. For achieving the results, we first
derive a uniform L2 bound on the gradients (Lemma 4) as well as a uniform L2 bound on
the deviation of the iterates x¯
(k)
i from their mean x¯
(k) over the agents (Lemma 5). Then,
we derive an L2 bound on the error between the average of gradients 1N
∑N
i=1∇fi
(
x
(k)
i
)
and the scaled gradient of the average 1N∇f
(
k¯(k)
)
(Lemma 6) and then control the error
between the mean iterates and the discretization of the overdamped diffusion (Lemma 7)
and build on the existing results which characterizes the Wasserstein distance between the
overdamped diffusion and its discretization. Putting everything together, we obtain our
main result for DE-SGLD (Theorem 2).
Second, we propose a new algorithm decentralized SGHMC (DE-SGHMC) which can
be viewed as the decentralized version of the SGHMC algorithm. In centralized settings, it
is known that SGHMC algorithm can be faster than the SGLD algorithm both in practice
and in theory [25, 12]. The underlying reason is that SGHMC is based on a discretization of
the (underdamped) inertial Langevin diffusion which can converge to its equilibrium faster
than the overdamped diffusion due to a momentum-based acceleration effect. This affect is
analogous to the fact that momentum-based optimization methods can accelerate gradient
descent [39, 40]. We show that with proper choice of the stepsize and momentum param-
eters, the distribution of the DE-SGHMC iterates x
(k)
i will converge to a neighborhood of
the posterior distribution pi(x) linearly (in k) in the Wasserstein metric (Theorem 10). The
approach we take is analogous to our analysis of the DE-SGLD however obtaining uniform
L2 bounds on the iterates requires significantly more work. For this purpose, we develop
a novel analysis where the show that the DE-SGHMC iterates can be viewed as a noisy
version of the (deterministic) heavy-ball method of Polyak where the noise comes from the
injected Gaussian noise, stochasticity of the gradients and the network effect where iterates
can only access information from their neighbors. Building on the existing analysis for the
heavy-ball method, we characterize the choice of stepsize and momentum parameters that
can preserve stability (uniform boundedness with respect to the L2 norm (Lemma 12)).
Therefore, as a by-product, our results contribute to the growing literature about the sta-
bility of the heavy-ball methods where it has been observed repeatedly that optimization
methods such as heavy ball and Nesterov’s accelerated gradient methods are harder to
stabilize as they can amplify the noise in the iterations significantly more compared to
gradient descent methods [3, 22, 23].
Finally, we provide numerical experiments that illustrate our theory and showcase the
practical performance of the DE-SGLD and DE-SGHMC algorithms. We show on Bayesian
linear regression and Bayesian logistic regression tasks that our method allows each agent
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to sample from the posterior distribution efficiently without communicating local data.
Related literature. Decentralized optimization has been studied in the literature in
the last few decades, at least going back to the seminal works of Bertsekas and Tsitsiklis
[4, 49] which studied minimization of objective functions when the parameter vector can
be decentralized. There has also been a growing literature and a lot of recent interest on
decentralized optimization with first-order methods for both deterministic and stochastic
optimization (see e.g. [46, 22, 2, 47, 45, 9, 41] and also the surveys [35, 55]). Among the
papers published in this area, [47, 45] are most relevant to our paper, and they study a class
of algorithms including DE-SGLD and show that DE-SGLD iterates with a particular de-
caying stepsize schedule converge in probability to the set of global minima for non-convex
objectives under some assumptions. Momentum-based acceleration techniques based on
heavy-ball method [52] and Nesterov’s accelerated gradient method have also been studied
for solving optimization problems in the decentralized setting [22, 2, 42, 53], we refer the
readers to [35] for a survey in decentralized optimization. However, these papers are focused
on solving optimization problems and the results do not apply to our setting where we are
interested in sampling from the posterior distribution. There are also a number of papers
for distributed Bayesian inference based on data-parallel MCMC algorithms [26, 37, 54]
where the computations are parallelized in a distributed computing environment, however
these papers are not applicable to the decentralized setting. The variational inference
methods which approximate the posterior distribution with a tractable distribution in the
exponential family can be applied in the decentralized setting [8, 32] where agents average
the parameters of their local parametrized distribution that estimates the posterior distri-
bution, however to our knowledge, convergence rate guarantees to a posterior distribution
for such approaches in the decentralized setting are not provided except the special case
when the posterior distribution is in the exponential family [32].
Finally, we note that Kungurtsev [31] showed that in the special case when the gra-
dients are deterministic (i.e. when σ = 0), DE-SGLD algorithm converges to the target
distribution pi(x) with rate O( 1√
k
) for decaying stepsize αk =
1
k in the Wasserstein metric
for strongly convex and smooth f with bounded gradients. However, these results do not
support stochasticity in the gradients and are not applicable to scenarios when the support
of the target is an unbounded set on Rd as smooth and strongly convex functions grow at
least quadratically on Rd and therefore cannot have bounded gradients on unbounded sets.
In our approach, we can allow unbounded support for the target distribution, and do not
require boundedness of gradients. Therefore our results are applicable to problems such as
Bayesian linear regression and Bayesian logistic regression where the support of the target
distribution is Rd.
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2 Preliminaries and Background
Langevin algorithms. Langevin algorithms are core MCMC methods in statistics that
allow one to sample from a given density pi(x) of interest. The classical Langevin Monte
Carlo algorithm is based on the overdamped (or first-order) Langevin diffusion:
dX(t) = −∇f(X(t))dt+
√
2dWt, (2.1)
where f : Rd → R and Wt is a standard d-dimensional Brownian motion that starts at
zero at time zero. Under some mild assumptions on f , the diffusion (2.1) admits a unique
stationary distribution with the density pi(x) ∝ e−f(x), also known as the Gibbs distribu-
tion. In computing practice, this diffusion is simulated by considering its discretization.
Although various discretization schemes are proposed, Euler-Mariyama discretization is
the simplest one:
xk+1 = xk − η∇f(xk) +
√
2ηwk , (2.2)
where η > 0 is the stepsize parameter, and wk ∈ Rd is a sequence of i.i.d. standard
Gaussian random vectors N (0, Id).
The first non-asymptotic result of the discretized Langevin diffusion (2.2) is due to
[16], which was improved soon after by [19] with a particular emphasis on the dependence
on the dimension d. Both works consider the total variation as the distance to measure
the convergence. Later, [20] studied the convergence in the 2-Wasserstein distance, and
[6] and [21] studied variants of (2.2) when f is not smooth. [13] studied the convergence
in the Kullback-Leibler (KL) distance. [17] studied the convergence when only stochastic
gradients are available.
On the other hand, one can also design sampling algorithms based on the underdamped
(a.k.a. second-order, inertial or kinetic) Langevin diffusion given by the SDE, see e.g.
[15, 14, 18, 25, 24, 34]:
dV (t) = −γV (t)dt−∇f(X(t))dt+
√
2γdWt, (2.3)
dX(t) = V (t)dt, (2.4)
where γ > 0 is the friction coefficient, X(t), V (t) ∈ Rd models the position and the momen-
tum of a particle moving in a field of force (described by the gradient of f) plus a random
(thermal) force described by the Brownian noise, and Wt is a standard d-dimensional Brow-
nian motion that starts at zero at time zero. It is known that under some mild assumptions
on f , the Markov process (X(t), V (t))t≥0 is ergodic and admits a unique stationary distribu-
tion pi with density pi(x, v) ∝ exp (− (12‖v‖2 + f(x))). Hence, the x-marginal distribution
of the stationary distribution with the density pi(x, v) is exactly the invariant distribution
of the overdamped Langevin diffusion. For approximate sampling, various discretization
schemes of (2.3)-(2.4) have been used in the literature, see e.g. [14, 48, 10, 11].
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Decentralized setting. Agents are connected over a network G = (V,E) where fi :
Rd → R is the local objective of the agent i. Agents can only communicate with immediate
neighbors using links defined by the edge set E . We associate this network with an N ×N
symmetric, doubly stochastic weight matrix W . We have Wij = Wji > 0 if {i, j} ∈ E and
i 6= j, and Wij = Wji = 0 if {i, j} 6∈ E and i 6= j, and finally Wii = 1 −
∑
j 6=iWij > 0 for
every 1 ≤ i ≤ N . The eigenvalues of W ordered in a descending manner satisfy:
1 = λW1 > λ
W
2 ≥ · · · ≥ λWN > −1 ,
with W1 = 1 where 1 is a vector of length N with each entry equal to one. For instance
W = I − L where L is the Laplacian matrix and I is the identity matrix.
The objective is to sample from a target distribution with density pi(x) on Rd so that
pi(x) ∝ e−f(x), where
f(x) :=
N∑
i=1
fi(x). (2.5)
The agents can only pass vectors between their neighbors (not matrices) as the commu-
nication is typically more expensive than local computations. Throughout this paper, we
assume fi ∈ Sµ,L(Rd) for every i = 1, 2, . . . ,m,5 where Sµ,L(Rd) denotes the set of functions
from Rd to R that are µ-strongly convex and L-smooth, that is, for any f ∈ Sµ,L(Rd), for
every x, y ∈ Rd,
L
2
‖x− y‖2 ≥ f(x)− f(y)−∇f(y)T (x− y) ≥ µ
2
‖x− y‖2.
Wasserstein distance. Define P2(Rd) as the space consisting of all the Borel probability
measures ν on Rd with the finite 2nd moment (based on the Euclidean norm). For any two
Borel probability measures ν1, ν2 ∈ P2(Rd), we define the standard 2-Wasserstein metric
(see e.g. [50]):
W2(ν1, ν2) :=
(
inf E
[‖Z1 − Z2‖2])1/2 ,
where the infimum is taken over all joint distributions of the random variables Z1, Z2 with
marginal distributions ν1, ν2 respectively.
Notations. For two matrices A ∈ Rm×n and B ∈ Rp×q, we denote their Kronecker
product by A⊗ B. We use Id to denote the d× d identity matrix. We denote x∗ ∈ Rd as
the unique minimizer of f(x) defined in (2.5). Moreover, we also denote
x∗ =
(
xT∗ , x
T
∗ , . . . , x
T
∗
)T ∈ RNd.
For any random variable X, we use L(X) to denote the probability distribution of X.
5Our results in this paper would also hold if fi ∈ Sµi,Li(Rd) and one considers µ = mini µi and
L = maxi Li in our main theorems.
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3 Decentralized Stochastic Gradient Langevin Dynamics
We recall from (1.1) that decentralized stochastic gradient Langevin dynamics (DE-SGLD)
are based on stochastic estimates ∇˜fi(x) of the actual gradients ∇fi(x). We make the fol-
lowing assumption throughout this paper regarding the stochastic estimates ∇˜fi(x) which
says that the gradient error is unbiased with a finite variance. This is a common assumption
in the literature and would be satisfied for instance if data is bounded and the gradients
are estimated by randomly selected subsets of data.
Assumption 1. Let x
(k)
i denote the local variable of node i at iteration k. At iteration
k, node i has access to ∇˜fi
(
x
(k)
i , z
(k)
i
)
where z
(k)
i is a random variable independent of
{z(t)j }j=1,...,N,t=1,...,k−1 and {z(k)j }j 6=i. To simplify the notation, we suppress the z(k)i depen-
dency and let ∇˜fi
(
x
(k)
i
)
denote ∇˜fi
(
x
(k)
i , z
(k)
i
)
. We assume the gradient noise defined as
ξ
(k+1)
i := ∇˜fi
(
x
(k)
i
)
−∇fi
(
x
(k)
i
)
, (3.1)
is unbiased with a finite second moment, i.e.,
E
[
ξ
(k+1)
i
∣∣∣Fk] = 0, E∥∥∥ξ(k+1)i ∥∥∥2 ≤ σ2, (3.2)
where Fk is the natural filtration of the iterates till time k.
Based on the identity (3.1), we rewrite the DE-SGLD iterations (1.1) in terms of the
gradient noise ξ
(k+1)
i as
x
(k+1)
i =
∑
j∈Ωi
Wijx
(k)
j − η∇fi
(
x
(k)
i
)
− ηξ(k+1)i +
√
2ηw
(k+1)
i ,
where η > 0 is the stepsize, w
(k)
i are i.i.d. Gaussian noise with mean 0 and covariance
being identity matrices and Ωi = {j : (i, j) ∈ G} are the neighbors of the node i.6
By defining the column vector
x(k) :=
[(
x
(k)
1
)T
,
(
x
(k)
2
)T
, . . . ,
(
x
(k)
N
)T]T ∈ RNd,
which concetenates the local decision variables into a single vector, we can express the
DE-SGLD iterations further as
x(k+1) =Wx(k) − η∇F
(
x(k)
)
− ηξ(k+1) +
√
2ηw(k+1), with W = W ⊗ Id, (3.3)
6We adopt the convention that the node is a neighbor of itself, i.e. (i, i) ∈ G.
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where ⊗ denotes the Kronecker product, F : RNd → R is defined as
F (x) := F (x1, . . . , xN ) =
N∑
i=1
fi(xi), (3.4)
and
w(k+1) :=
[(
w
(k+1)
1
)T
,
(
w
(k+1)
2
)T
, . . . ,
(
w
(k+1)
N
)T]T
,
are i.i.d. Gaussian noise with mean 0 and covariance identity matrix, and
ξ(k+1) :=
[(
ξ
(k+1)
1
)T
,
(
ξ
(k+1)
2
)T
, . . . ,
(
ξ
(k+1)
N
)T]T
,
are the gradient noise so that
E
[
ξ(k+1)
∣∣∣Fk] = 0, E∥∥∥ξ(k+1)∥∥∥2 ≤ σ2N. (3.5)
Let us define the average at k-th iteration as:
x¯(k) :=
1
N
N∑
i=1
x
(k)
i .
Since W is doubly stochastic, we get
x¯(k+1) = x¯(k) − η 1
N
N∑
i=1
∇fi
(
x
(k)
i
)
− ηξ¯(k+1) +
√
2ηw¯(k+1), (3.6)
where
w¯(k+1) :=
1
N
N∑
i=1
w
(k+1)
i ∼
1√
N
N (0, Id), (3.7)
and moreover
ξ¯(k+1) :=
1
N
N∑
i=1
ξ
(k+1)
i ,
satisfies
E
[
ξ¯(k+1)
∣∣∣Fk] = 0, E∥∥∥ξ¯(k+1)∥∥∥2 ≤ σ2
N
. (3.8)
We now state the main result of this section, which bounds the average of W2 distance
between the distribution of x
(k)
i and the target distribution pi that has a density proportional
to exp(−f(x)) over 1 ≤ i ≤ N . To facilitate the presentation, we define the second largest
magnitude of the eigenvalues of W as
γ¯ := max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} ∈ [0, 1). (3.9)
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Theorem 2. Assume E‖x(0)‖2 is finite. Assume the stepsize η satisfies η < 1µ+L , µη(1 +
λWN − ηL) ∈ (0, 1), and ηµ(1− ηL2 ) ≤ 1. Then, for every k,
1
N
N∑
i=1
W2
(
L
(
x
(k)
i
)
, pi
)
≤ (1− µη)k
((
E‖x¯(0) − x∗‖2
)1/2
+
√
2µ−1dN−1
)
+
1.65L
µ
√
ηdN−1
+ η1/2
(
η
µ(1− ηL2 )
+
(1 + ηL)2
µ2(1− ηL2 )2
)1/2
·
(
4L2D2η
N(1− γ¯)2 +
4L2σ2η
(1− γ¯2) +
8L2d
(1− γ¯2)
)1/2
+
√
ησ√
µ(1− ηL2 )N
+
 γ¯k −
(
1− ηµ
(
1− ηL2
))k
γ¯ − 1 + ηµ
(
1− ηL2
)

1/2
2L
√
γ¯√
N
(
E
∥∥∥x(0)∥∥∥2)1/2
+
2γ¯k/2√
N
(
E
∥∥∥x(0)∥∥∥2)1/2 + 2Dη√
N(1− γ¯) +
2ση√
1− γ¯2 +
2
√
2dη√
1− γ¯2 ,
where x∗ is the minimizer of f , x¯(0) = 1N
∑N
i=1 x
(0)
i , D is defined in (3.13), L
(
x
(k)
i
)
denotes
the law of x
(k)
i and pi is the Gibbs distribution with probability density function proportional
to exp(−f(x)).
Remark 3. We observe that in the setting of Theorem 2, the asymptotic error with respect
to the target distribution satisfies
lim sup
k→∞
1
N
N∑
i=1
W2
(
L
(
x
(k)
i
)
, pi
)
= O (√η +√ησ) ,
where O(·) hides other constants (d, µ, L and γ¯ and N). This shows that the asymptotic
error goes to zero if the stepsize η and the noise variance σ2 go to zero. When the gradients
are deterministic, i.e. when σ = 0, given an iteration budget K, if we choose η = log
√
K
µK ,
then we obtain
W2
(
L
(
x
(k)
i
)
, pi
)
= O
(√
log(K)√
K
)
, for every agent i.
3.1 Proof of Theorem 2
To facilitate the analysis, let us define xk from the iterates:
xk+1 = xk − η 1
N
∇f(xk) +
√
2ηw¯(k+1), (3.10)
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where x0 = x¯0 =
1
N
∑N
i=1 x
(0)
i and w¯
(k+1) is defined in (3.7). This is a Euler-Mariyama
discretization (with stepsize η) of the continuous-time overdamped Langevin diffusion:
dXt = − 1
N
∇f(Xt)dt+
√
2N−1dWt, (3.11)
where Wt is a standard d-dimensional Brownian motion.
To bound the average of W2 distance between L
(
x
(k)
i
)
and pi over 1 ≤ i ≤ N , the
general idea is to bound the following three terms: (1) the L2 distance between x
(k)
i and
the average x¯(k) for 1 ≤ i ≤ N ; (2) the L2 distance between the average iterate x¯(k)
and iterates xk obtained from Euler-Mariyama discretization of overdamped SDE; and (3)
the W2 distance between between L (xk) and pi, i.e. the convergence of Euler-Mariyama
discretization of overdamped SDE.
3.1.1 Uniform L2 bounds on gradients
We first state an important result which provides uniform L2 bounds on gradients∇F (x(k)),
where F is defined in (3.4). Recall that x∗ ∈ Rd denotes the unique minimizer of f(x), and
x∗ =
(
xT∗ , x
T
∗ , . . . , x
T
∗
)T
(3.12)
is an Nd-dimensional vector.
Lemma 4. Assume that η <
1+λWN
L and µη(1 + λ
W
N − ηL) < 1. For any k,
E
∥∥∥∇F (x(k))∥∥∥2 ≤ D2,
where
D2 := 8L2E
∥∥∥x(0) − x∗∥∥∥2 + 12L2 C21η2N
(1− γ¯)2 +
4L2(ησ2N + 2dN)
µ(1 + λWN − ηL)
+ 2 ‖∇F (x∗)‖2 . (3.13)
Here, x∗ ∈ RNd is given in (3.12), and
C1 := C¯1 ·
(
1 +
2(L+ µ)
µ
)
, (3.14)
where
C¯1 :=
√√√√2L N∑
i=1
(fi (0)− f∗i ), and f∗i := min
x∈Rd
fi(x). (3.15)
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3.1.2 Uniform L2 bounds on the deviation from the mean
Lemma 5. For any k, we have
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2 ≤ 4γ¯kE∥∥∥x(0)∥∥∥2 + 4D2η2(1− γ¯)2 + 4σ2Nη2(1− γ¯2) + 8dNη(1− γ¯2) ,
where D is defined in (3.13) and γ¯ is given in (3.9).
Note that we can deduce from (3.6) that
x¯(k+1) = x¯(k) − η 1
N
∇f
(
x¯(k)
)
+ ηEk+1 − ηξ¯(k+1) +
√
2ηw¯(k+1),
where
Ek+1 := 1
N
∇f
(
x¯(k)
)
− 1
N
N∑
i=1
∇fi
(
x
(k)
i
)
,
and as a corollary of Lemma 5, we have the following result.
Lemma 6. For any k, we have
E ‖Ek+1‖2 ≤ 4L
2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 4L2D2η2
N(1− γ¯)2 +
4L2σ2η2
(1− γ¯2) +
8L2dη
(1− γ¯2) .
3.1.3 L2 distance between the mean and discretized overdamped SDE
Recall the iterates xk defined in (3.10) which is an Euler-Mariyama discretization of the
continuous-time overdamped Langevin SDE in (3.11) with stepsize η. Since the L2 bound
of the error term Ek+1 can be controlled as in Lemma 6, we will show that the mean x¯(k)
and xk are close to each other in L
2 distance. Indeed, we have the following estimate.
Lemma 7. Assume E‖x(0)‖2 < ∞. For any stepsize η < 2/L and ηµ(1 − ηL2 ) ≤ 1, we
have for every k,
E
∥∥∥x¯(k) − xk∥∥∥2
≤ η
(
η
µ(1− ηL2 )
+
(1 + ηL)2
µ2(1− ηL2 )2
)(
4L2D2η
N(1− γ¯)2 +
4L2σ2η
(1− γ¯2) +
8L2d
(1− γ¯2)
)
+
ησ2
µ(1− ηL2 )N
+
γ¯k −
(
1− ηµ
(
1− ηL2
))k
γ¯ − 1 + ηµ
(
1− ηL2
) 4L2γ¯
N
E
∥∥∥x(0)∥∥∥2 .
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3.2 Converging to the Gibbs distribution
TheW2 distance between the Euler-Mariyama discretization xk of the overdamped Langevin
diffusion and the Gibbs distribution pi has been established in the literature. Note that
the function 1N f is
µ
N -strongly convex and
L
N -smooth, and we state Theorem 4 in [17] as
follows.
Lemma 8 (Theorem 4 in [17]). For any η ≤ 2Nµ+L , we have
W2 (L(xk), pi) ≤ (1− µη)kW2 (L(x0), pi) + 1.65L
µ
√
ηdN−1.
Next, we bound the L2 distance between the minimizer of f and Gibbs distribution pi.
Lemma 9. Let x∗ be the unique minimizer of f(x). Then, we have
EX∼pi‖X − x∗‖2 ≤ 2dN
−1
µ
.
3.2.1 Proof of Theorem 2
Proof of Theorem 2. Since x0 =
1
N
∑N
i=1 x
(0)
i , we have E‖x0‖2 <∞. By Lemma 9, we get
W2 (L(x0), pi) ≤
(
E‖x0 − x∗‖2
)1/2
+
(
EX∼pi‖X − x∗‖2
)1/2
≤ (E‖x0 − x∗‖2)1/2 +√2µ−1dN−1.
It then follows from Lemma 8 that for any η ≤ 2Nµ+L , we have
W2 (L(xk), pi) ≤ (1− µη)k
((
E‖x0 − x∗‖2
)1/2
+
√
2µ−1dN−1
)
+
1.65L
µ
√
ηdN−1.
Moreover, it follows from Lemma 7 that
W2
(
L
(
x¯(k)
)
,L(xk)
)
≤
(
E
∥∥∥x¯(k) − xk∥∥∥2)1/2
≤ η1/2
(
η
µ(1− ηL2 )
+
(1 + ηL)2
µ2(1− ηL2 )2
)1/2
·
(
4L2D2η
N(1− γ¯)2 +
4L2σ2η
(1− γ¯2) +
8L2d
(1− γ¯2)
)1/2
+
√
ησ√
µ(1− ηL2 )N
+
 γ¯k −
(
1− ηµ
(
1− ηL2
))k
γ¯ − 1 + ηµ
(
1− ηL2
)

1/2
2L
√
γ¯√
N
(
E
∥∥∥x(0)∥∥∥2)1/2 .
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Finally, by Cauchy-Schwarz inequality,
1
N
N∑
i=1
W2
(
L
(
x
(k)
i
)
,L
(
x¯(k)
))
≤
√√√√ 1
N
N∑
i=1
W22
(
L
(
x
(k)
i
)
,L (x¯(k)))
≤
√√√√ 1
N
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2. (3.16)
By Lemma 5, we have√√√√ 1
N
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2 ≤ (4γ¯kN E∥∥∥x(0)∥∥∥2 + 4D2η2N(1− γ¯)2 + 4σ2η2(1− γ¯2) + 8dη(1− γ¯2)
)1/2
≤ 2γ¯
k/2
√
N
(
E
∥∥∥x(0)∥∥∥2)1/2 + 2Dη√
N(1− γ¯) +
2ση√
1− γ¯2 +
2
√
2dη√
1− γ¯2 .
The result then follows from the triangular inequality for the 2-Wasserstein distance.
4 Decentralized Stochastic Gradient Hamiltonian Monte Carlo
We introduce the following algorithm which we call decentralized stochastic gradient Hamil-
tonian Monte Carlo (DE-SGHMC): For i = 1, . . . , N
v
(k+1)
i = v
(k)
i − η
[
γv
(k)
i + ∇˜fi
(
x
(k)
i
)]
+
√
2γηw
(k+1)
i , (4.1)
x
(k+1)
i =
∑
j∈Ωi
Wijx
(k)
j + ηv
(k+1)
i , (4.2)
where η > 0 is the stepsize, w
(k+1)
i are i.i.d. Gaussian noise with mean 0 and covariance
being d−dimensional identity matrices. This algorithm is an adaptation of the SGHMC
algorithm to the decentralized setting. If the term
∑
j∈ΩiWijx
(k)
j is replaced by x
(k)
i , then
the resulting dynamics at each node reduces to SGHMC which is a discretization of the
underdamped Langevin diffusion given in (2.3)-(2.4).
In our analysis of DE-SGHMC, we assume that the gradient noise
ξ
(k+1)
i := ∇˜fi
(
x
(k)
i
)
−∇fi
(
x
(k)
i
)
satisfies Assumption 1 so that
ξ(k+1) :=
((
ξ
(k+1)
1
)T
, . . . ,
(
ξ
(k+1)
N
)T)T
,
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satisfies (3.5) and ξ¯(k+1) := 1N
∑N
i=1 ξ
(k+1)
i satisfies (3.8).
By defining the column vectors
x(k) :=
[(
x
(k)
1
)T
,
(
x
(k)
2
)T
, . . . ,
(
x
(k)
N
)T]T ∈ RNd,
v(k) :=
[(
v
(k)
1
)T
,
(
v
(k)
2
)T
, . . . ,
(
v
(k)
N
)T]T ∈ RNd,
we can rewrite the DE-SGHMC as follows:
v(k+1) = v(k) − η
[
γv(k) +∇F
(
x(k)
)
+ ξ(k+1)
]
+
√
2γηw(k+1), (4.3)
x(k+1) =Wx(k) + ηv(k+1), (4.4)
where W = W ⊗ Id and F : RNd → R is defined as F (x) := F (x1, . . . , xN ) =
∑N
i=1 fi(xi),
w(k+1) are i.i.d. Gaussian noise with mean 0 and covariance being Nd−dimensional identity
matrix. Let us define the average at k-th iteration as:
x¯(k) :=
1
N
N∑
i=1
x
(k)
i , v¯
(k) :=
1
N
N∑
i=1
v
(k)
i . (4.5)
Since W is doubly stochastic, we get
v¯(k+1) = v¯(k) − ηγv¯(k) − η 1
N
N∑
i=1
∇fi
(
x
(k)
i
)
− ηξ¯(k+1) +
√
2γηw¯(k+1),
x¯(k+1) = x¯(k) + ηv¯(k+1),
where ξ¯(k+1) := 1N
∑N
i=1 ξ
(k+1)
i and
w¯(k+1) :=
1
N
N∑
i=1
w
(k+1)
i ∼
1√
N
N (0, Id). (4.6)
We now state the main result of this section. Recall γ¯ = max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} ∈ [0, 1)
from (3.9), and x∗ is the minimizer of f(x).
Theorem 10. Assume E‖x(0)‖2 and E‖v(0)‖2 are finite. Assume the conditions in Lemma 12
15
and Lemma 15 are satisfied. Moreover, assume η2 ≤ 2Nµ+L . Then for every k,
1
N
N∑
i=1
W2
(
L
(
x
(k)
i
)
, pi
)
≤ (1− µη2)k((E∥∥∥x¯(0) − x∗∥∥∥2)1/2 +√2µ−1dN−1)+ 1.65L
µ
√
η2dN−1
+
√
2
(
η2
µ(1− η2L2 )
+
(1 + η2L)2
µ2(1− η2L2 )2
)1/2
·
[(
β2c5
η2N
+
2L2c5η
2
N(1− γ¯)2
)1/2
+
(
(
√
1− β − 1)2
η2
d
N
)1/2]
+
ησ√
µ(1− η2L2 )N
+
 γ¯k −
(
1− η2µ
(
1− η2L2
))k
γ¯ − 1 + η2µ
(
1− η2L2
)

1/2
2L
√
γ¯√
N
(
E
∥∥∥x(0)∥∥∥2)1/2
+
√
2γ¯k/2√
N
(
E
∥∥∥x(0)∥∥∥2)1/2 + √2c5η√
N(1− γ¯) ,
where β := 1− γη = O(η4) by assumption (4.10), and L (x¯(k)) denotes the law of x¯(k) and
pi denotes the Gibbs distribution with probability density function proportional to e−f(x),
and c5 is defined in Lemma 12.
Remark 11. We observe that in the setting of Theorem 10, the asymptotic error with
respect to the target distribution satisfies
lim sup
k→∞
1
N
N∑
i=1
W2
(
L
(
x
(k)
i
)
, pi
)
= O (η + ησ) ,
where O(·) hides other constants (d, µ, L and γ¯ and N). This shows that the asymptotic
error goes to zero if the stepsize η and the noise variance σ2 go to zero. When the gradients
are deterministic, i.e. when σ = 0, given an iteration budget K, if we choose η2 = log
√
K
µK ,
then we obtain
W2
(
L
(
x
(K)
i
)
, pi
)
= O
(√
log(K)√
K
)
, for every agent i.
4.1 Proof of Theorem 10
To facilitate the analysis, we introduce the iterates (xk) (with slight abuse of notations):
xk+1 = xk − η2 1
N
∇f(xk) +
√
2ηw¯(k+1), (4.7)
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where w¯(k+1) is the Gaussian noise given in (4.6) and x0 = x¯0. This is an Euler-Mariyama
discretization (with stepsize η2) of the continuous time overdamped Langevin diffusion:
dXt = − 1
N
∇f(xk)dt+
√
2N−1dWt,
where Wt is a standard d-dimensional Brownian motion. We also define iterates (x˜k):
x˜k+1 = x˜k − η2 1
N
∇f(x˜k) +
√
2γηηw¯(k+1), (4.8)
where x˜0 = x0 = x¯0.
To bound the W2 distance between the average of L
(
x
(k)
i
)
and pi over 1 ≤ i ≤ N ,
the idea is to bound the following four terms: (1) the L2 distance between x
(k)
i and the
average iterate x¯(k); (2) the L2 distance between the average iterate x¯(k) and iterates x˜k in
(4.8); (3) the L2 distance between the iterates x˜k and the iterates xk in (4.7); (3) the W2
distance between L (xk) and pi, i.e. the convergence of overdamped Langevin dynamics.
4.1.1 Uniform L2 bounds on iterates
We first present an important technical lemma on uniform L2 bounds on the iterates
(v(k), x(k)) in (4.3)-(4.4). The result will be used in the proof of Lemma 13.
Lemma 12. Let η be given satisfying
η2 ∈
(
0,
1 + λWN
2(L+ µ)
]
. (4.9)
Choose γ ∈ (0, 1η ) such that β := 1 − γη ∈ [0, 1) and β is small enough satisfying the
following condition:
β ≤ β¯ := min
1 + λWN − 4η2µ
4
, η3
√
c1µ3
(1 + λWN )
64
 , (4.10)
where
c1 :=
1
2
η2µ
(1 + β) + (1− β)
(
η2µ
1−λWN +η2L
) . (4.11)
Assume E‖x(0)‖2 and E‖v(0)‖2 are finite. Then, there exists constants c4 and c5 (that does
not depend on η or γ) such that
sup
k
E
[∥∥∥∥x(k) + β1− β (x(k) − x(k−1))
∥∥∥∥2
]
≤ c4 , (4.12)
17
and
sup
k
max
(
E
∥∥∥v(k)∥∥∥2 ,E∥∥∥x(k)∥∥∥2) ≤ c5 , (4.13)
where all the constants can be made explicit.
With this lemma, we can then bound the deviation of x
(k)
i in (4.2) from the mean x¯
(k)
in (4.5). We state the result in the next subsection.
4.1.2 Uniform L2 bounds on the deviation from the mean
Lemma 13. Assume E‖x(0)‖2 and E‖v(0)‖2 are finite. For any k, we have
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2 ≤ 2γ¯kE∥∥∥x(0)∥∥∥2 + 2c5η2(1− γ¯)2 ,
where c5 is defined in Lemma 12 and γ¯ := max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} ∈ [0, 1).
Note that we have
v¯(k+1) = v¯(k) − γηv¯(k) − η 1
N
∇f
(
x¯(k)
)
+ ηEk+1 − ηξ¯(k+1) +
√
2γηw¯(k+1), (4.14)
x¯(k+1) = x¯(k) + ηv¯(k+1), (4.15)
where
Ek+1 := 1
N
∇f
(
x¯(k)
)
− 1
N
N∑
i=1
∇fi
(
x
(k)
i
)
.
As a corollary of Lemma 13, we have the following estimate.
Lemma 14. Assume E‖x(0)‖2 and E‖v(0)‖2 are finite. For any k, we have
E ‖Ek+1‖2 ≤ 2L
2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 2L2c5η2
N(1− γ¯)2 . (4.16)
4.1.3 L2 distance between the mean and discretized overdamped SDE
Given the dynamics of the average iterate (v¯(k), x¯(k)) in (4.14)-(4.15), we next show x¯(k) is
close to the iterates x˜k in (4.8), which is close to the iterates xk in (4.7) obtained from an
Euler-Mariyama discretization of an overdamped Langevin SDE.
By plugging (4.14) into (4.15), we get
x¯(k+1) = x¯(k) + ηv¯(k) − γη2v¯(k) − η2 1
N
∇f
(
x¯(k)
)
+ η2Ek+1 +
√
2γηηw¯(k+1). (4.17)
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By (4.14), we get v¯(k) = x¯
(k)−x¯(k−1)
η , so that (4.17) becomes:
x¯(k+1) = x¯(k) − η2 1
N
∇f
(
x¯(k)
)
+ β
(
x¯(k) − x¯(k−1)
)
+ η2Ek+1 +
√
2(1− β)ηw¯(k+1),
where we recall that β = 1− γη. Also recall that we define x˜k from the iterates:
x˜k+1 = x˜k − η2 1
N
∇f(x˜k) +
√
2(1− β)ηw¯(k+1),
where x˜0 =
1
N
∑N
i=1 x
(0)
i . We have the following estimate.
Lemma 15. Assume E‖x(0)‖2 and E‖v(0)‖2 are finite. For any stepsize η < √2/L and
η2µ(1− η2L2 ) ≤ 1 and β := 1− γη, we have for every k,
E
∥∥∥x¯(k) − x˜k∥∥∥2 ≤ 2
(
η2
µ(1− η2L2 )
+
(1 + η2L)2
µ2(1− η2L2 )2
)(
β2c5
η2N
+
2L2c5η
2
N(1− γ¯)2
)
+
η2σ2
µ(1− η2L2 )N
+
γ¯k −
(
1− η2µ
(
1− η2L2
))k
γ¯ − 1 + η2µ
(
1− η2L2
) 4L2γ¯
N
E
∥∥∥x(0)∥∥∥2 .
Next, recall the iterates (xk) defined in (4.7):
xk+1 = xk − η2 1
N
∇f(xk) +
√
2ηw¯(k+1),
where x0 = x˜0 = x¯
(0). This is an Euler-Mariyama discretized version of the continuous-
time overdamped Langevin diffusion with stepsize η2. Since β = 1−γη is small (see (4.10)),
we will show that x˜k and xk are close to each other in L
2 distance. Indeed, we have the
following estimate.
Lemma 16. Assume E‖x(0)‖2 and E‖v(0)‖2 are finite. For any stepsize η < √2/L and
η2µ(1− η2L2 ) ≤ 1 and β := 1− γη, we have for every k,
E ‖x˜k − xk‖2 ≤ 2
(
η2
µ(1− η2L2 )
+
(1 + η2L)2
µ2(1− η2L2 )2
)(
(
√
1− β − 1)2
η2
d
N
)
.
4.1.4 Proof of Theorem 10
Proof of Theorem 10. Since x0 =
1
N
∑N
i=1 x
(0)
i , we have E‖x0‖2 < ∞. It follows from
Lemmas 8 and 9 that for any η2 ≤ 2Nµ+L , we have for xk defined in (4.7):
W2 (L(xk), pi) ≤
(
1− µη2)k ((E‖x0 − x∗‖2)1/2 +√2µ−1dN−1)+ 1.65L
µ
√
η2dN−1.
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Moreover, it follows from Lemma 15 that
W2
(
L
(
x¯(k)
)
,L(x˜k)
)
≤
(
E
∥∥∥x¯(k) − x˜k∥∥∥2)1/2
≤
√
2
(
η2
µ(1− η2L2 )
+
(1 + η2L)2
µ2(1− η2L2 )2
)1/2(
β2c5
η2N
+
2L2c5η
2
N(1− γ¯)2
)1/2
+
ησ√
µ(1− η2L2 )N
+
 γ¯k −
(
1− η2µ
(
1− η2L2
))k
γ¯ − 1 + η2µ
(
1− η2L2
)

1/2
2L
√
γ¯√
N
(
E
∥∥∥x(0)∥∥∥2)1/2 ,
and it follows from Lemma 16 that
W2 (L(x˜k),L(xk)) ≤
(
E ‖x˜k − xk‖2
)1/2
≤
√
2
(
η2
µ(1− η2L2 )
+
(1 + η2L)2
µ2(1− η2L2 )2
)1/2(
(
√
1− β − 1)2
η2
d
N
)1/2
.
Finally, it follows from (3.16) that
1
N
N∑
i=1
W2
(
L
(
x
(k)
i
)
,L
(
x¯(k)
))
≤
√√√√ 1
N
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2.
By Lemma 13, we have√√√√ 1
N
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2 ≤ (2γ¯kN E∥∥∥x(0)∥∥∥2 + 2c5η2N(1− γ¯)2
)1/2
≤
√
2γ¯k/2√
N
(
E
∥∥∥x(0)∥∥∥2)1/2 + √2c5η√
N(1− γ¯) .
The result then follows by applying the triangular inequality for the 2-Wasserstein distance.
5 Numerical Experiments
We present our numerical results in this section. We conduct several experiments to
validate our theory and investigate the performance of decentralized stochastic gradient
Langevin dynamics (DE-SGLD) and decentralized stochastic gradient Hamiltonian Monte
Carlo (DE-SGHMC). We focus on applying our methods to Bayesian linear regression and
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(a) Fully-connected (b) Circular (c) Disconnected
Figure 1: Illustration of the network architectures.
Bayesian logistic regression problems. In all our experiments, we assume that there are 6
agents in the network, and each agent has its own data in the form of i.i.d. samples. We
will consider three different network architectures (a) Fully-connected network, (b) Circu-
lar network (c) A disconnected graph with no edges. Fully-connected network structure
corresponds to the complete graph where all the nodes are connected to each other whereas
for the circular graph, each node can communicate with only “left” and “right” neighbors.
Disconnected graph corresponds to the case when nodes do not communicate at all with
each other. These network structures are illustrated in Figure 1. The disconnected network
is considered as a baseline case for comparison purposes to see how the individual agents
would perform without sharing any information among themselves.
5.1 Bayesian linear regression
In this section, we present our experiments on the Bayesian linear regression problem,
where our main goal is to validate Theorems 2 and 10 in a simple setting and show that
each agent can sample from the posterior distribution up to an error tolerance. In this set
of experiments, we first generate data for each agent by simulating the following model:
δ ∼ N (0, σ2), Xj ∼ N (0, I), yj = xTXj + δ,
where x ∈ R2, and the prior distribution of x follows N (0, I). For the Bayesian linear
regression, we can derive the posterior distribution as:
pi(x) ∼ N (m,V ), m = (XTX + σ2Σ−1)−1XT y, V = σ2 (XTX + σ2Σ−1)−1 , (5.1)
where Σ is the covariance matrix of the prior distribution of x, X = [XT1 , X
T
2 , . . . ]
T and
Y = [y1, y2, . . . ]
T are the matrices containing all data points. We simulate 300 data points
and partition them randomly among the 6 agents so that each agent will have the same
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(a) Fully-connected (b) Circular (c) Disconnected
Figure 2: Performance of DE-SGLD on different network structures. The distributions of
each agent xki and their mean
∑N
i=1 x
(k)
i /N is reported.
number of data points. Each agent has access to its own data but not to other agents’
data. The posterior distribution pi(x) = e−f(x) is of the form
f(x) =
∑
i
fi(x), fi(x) =
1
2
ni∑
j=1
(
yij − xTXij
)2
,
where agent i has ni = 50 data points {(Xij , yij)}nij=1.
In the first experiment, we report the performance of the DE-SGLD method on the
fully-connected, circular and disconnected networks in Figure 2. The stepsize η is tuned to
the dataset and set to η = 0.005. We consider the case when gradients are deterministic (i.e.
σ = 0), in which case the distribution of x
(k)
i is a Gaussian distribution N
(
m
(k)
i ,Σ
(k)
i
)
with mean m
(k)
i and the covariance matrix Σ
(k)
i . Based on multiple runs, we estimate
the parameters m
(k)
i and Σ
(k)
i and then compute the 2-Wasserstein distance with respect
to the posterior distribution pi(x) ∼ N (m,V ) based on the explicit formula [28] which
characterizes the 2-Wasserstein distance between any two Gaussian distributions. This
allows us to plot the Wasserstein distance to the stationary distribution for each agent and
for the distribution of the average
∑N
i=1 x
(k)
i /N over the iterations in Figure 2. We observe
that for both complete and circular graphs all the agents will converge to the posterior
distribution. In the case of the disconnected network, we observe that individual agents
do relatively worse compared to the fully-connected and circular network cases; as they do
not get any information about the neighbor’s data points. For the disconnected case, the
average of each node’s iterates is closer to the target distribution as it contains information
from each agent, however the performance of the average is still worse compared to the
average of nodes for the fullu-connected and circular network cases as expected.
In the next experiment, we investigate the performance of the DE-SGHMC method on
the same data set with three network structures. The stepsize η and the friction coefficient
γ are well-tuned to the dataset so that we take η = 0.08 and γ = 15. The results are
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(a) Fully-connected (b) Circular (c) Disconnected
Figure 3: Experiment of DE-SGHMC method on different network structures.
(a) Batch size (b) Stepsize (c) Network structure
Figure 4: Experiments of DE-SGLD method under different settings. To make figures
clear, we use log(Wasserstein distance) as the y-axis in (a) and (b). In (a) we simulate
600 data points such that every agent i has 100 data points. In (b) we simulate 300 data
points and choose the constant stepsize as shown in the figure. In (c) we simulate 300 data
points.
displayed in the Figure 3. The results are quite similar to the DE-SGLD method, and
the DE-SGHMC method works for the fully-connected and circular networks. that the
mean of agent converges to the posterior distribution, each agent will converge to its own
distribution.
In the next set of experiments, we investigate the effect of changing stepsize, batch
size and network structure on the speed of convergence. We use DE-SGLD method in
this set of experiments. The results are shown in Figure 4 where we used a constant
stepsize η = 0.006. In Figure 4(a), we conclude that different batch sizes (the number of
data points sampled with replacement to estimate the gradient) effect the asymptotic error
the iterates have with respect to the 2-Wasserstein distance. Larger batch sizes reduce
the amount of noise (i.e. the upper bound σ2 on the gradient noise) and therefore lead
to smaller asymptotic error as predicted by Theorem 2. In Figure 4(b), the result clearly
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demonstrate the trade off between the convergence rate and the accuracy, for larger stepsize
the algorithm converges faster to an asymptotic error region but the accuracy becomes
worse as predicted by Theorem 2. In Figure 4(c) we report the effect of network structure
with a constant stepsize η = 0.005. For both fully-connected and circular networks, each
agent can converge to the same posterior distribution and convergence rate of the fully-
connected network is better than the circular network. For the disconnected network,
each agent will converge to a stationary distribution based on its own data rather than
the posterior distribution based on the whole dataset; therefore the asymptotic error in
2-Wasserstein distance will be bounded away from zero.
5.2 Bayesian logistic regression
In this section, we illustrate our methods on the Bayesian logistic regression problem. We
first generate 1000 data points by simulating the model:
δ ∼ N (0, σ), Xj ∼ N (0, 20I), yj = 1
1 + ex
TXj + δ
,
where x ∈ R2. We generate 1000 data points in this experiment. Similar to the case of
Bayesian linear regression, we separate the data point randomly into 6 parts with approx-
imately equal sizes. Each agent can access to one part of the dataset. We let
fi(x) =
ni∑
j=1
(−yij log (h (x,Xij))− (1− yij) log (1− h (x,Xij)))+ 1λ‖x‖2,
for each agent i, where h(x,Xij) = 1/(1 + exp(−xTXij)), with λ being a constant set to be
λ = n = 1000 in this experiment. Unlike Bayesian linear regression, where the posterior
distribution admits an explicit formula, the posterior distribution pi(x) of Bayesian logistic
regression is not explicitly available. In principle, one can approximate the stationary dis-
tribution by running the algorithm over many runs and compute the Wasserstein distance
between this approximate distribution and the empirical distribution of the iterates and
report this distance as a performance measure. Instead, we resort to another performance
measure for each agent, which is the count of misclassification over the whole dataset.
This is simple to compute and serves as a measure correlated with the goodness of fit to
the training data. For this purpose, we run the DE-SGLD method multiple times and for
each realization of the k-th iterate x
(k)
i at node i, we classify the whole data set based
on x
(k)
i and calculate the number of misclassifications out of n = 1000 data points. Over
multiple runs of the DE-SGLD algorithm, this allow us to estimate the distribution of the
count of misclassification for each agent at step k. We use the box-plot in Figure 5 to
report the results. We can clearly observe that the DE-SGLD method works well for both
fully-connected and circular networks for Bayesian logistic regression, which supports our
theory. In the right panel of Figure 5, we show the results of the DE-SGLD method for the
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(a) Fully-connected (b) Circular (c) Disconnected
Figure 5: The plots show the “distribution of the count of misclassification over the dataset”
versus number of iterations for the DE-SGLD method on different network structures.
Figures are based on one randomly picked agent. The y-axis in the figures is the count of
misclassification in the whole data set. Here, the stepsize is chosen as η = 0.0001.
(a) Fully-connected (b) Circular (c) Disconnected
Figure 6: Experiment of DE-SGHMC method on different network structures. Both figures
are based on one randomly picked agent. Here, we choose a constant stepsize η = 0.01.
disconnected network. The performance on the disconnected network is worse compared
to the fully-connected and circular network settings as expected.
In our next set of experiments, we investigate the DE-SGHMC method. Similar to
the DE-SGLD method, Figure 6 shows that DE-SGHMC method works better for fully-
connected and circular networks for Bayesian logistic regression compared to the discon-
nected setting.
5.3 Bayesian logistic regression in real data
In this section, we consider the Bayesian logistic regression problem on the UCI ML Breast
Cancer Wisconsin (Diagnostic) dataset2 to validate our theory. This dataset contains 569
2The dataset is available at https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+
(Diagnostic).
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(a) Fully-connected (b) Circular (c) Disconnected
Figure 7: Experiment of DE-SGLD method in real data. Here, we choose a decaying
stepsize of the form 0.01/(1 + 0.1k), where k is the number of iterations. All figures are
based on one randomly picked agent.
(a) Fully-connected (b) Circular (c) Disconnected
Figure 8: Experiment of DE-SGHMC method in real data. Here, we choose a decaying
stepsize of the form 0.01/(1 + 0.2k), where k is the number of iterations. All figures are
based on one randomly picked agent.
samples with dimension 31 and each sample describes characteristics of the cell nuclei
present in a digitized image of a fine needle aspirate (FNA) of a breast mass. We separate
the whole data set into 6 parts with approximately equal sizes and each agent can access to
only one part of the whole dataset. Similar to the previous section, we use the distribution
of the count of misclassification on the whole dataset as the performance measure, where
the results are reported as a box-plot over iterations.
Figure 7 illustrates the results of using DE-SGLD method to do the classification. We
observe that the experiments in the fully-connected network converges faster than the
circular network. This behavior is predicted by Theorem 2: Since the fully-connected
network has a larger spectral gap 1− γ¯ compared to the circular network, our performance
bounds for the fully-connected network is better compared to the circular network case.
The performance in the disconnected network setting is worse compared to the connected
setting.
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Moreover, we also conduct the same experiment for the DE-SGHMC method. As shown
in Figure 8, the results are quite similar to the DE-SGLD method. The DE-SGHMC
method works well in the fully-connected and the circular network, and performs worse in
the disconnected network. These results support our theory and show that our methods can
help classification in the decentralized setting for practical Bayesian inference applications.
6 Conclusion
In this paper, we studied DE-SGLD and DE-SGHMC methods which allow scaleable
Bayesian inference for decentralized learning settings. For both methods, we show that by
averaging over nodes i = 1, . . . , N , the distribution of the iterate x
(k)
i of node i converges
linearly (in k) to a neighborhood of the target distribution in the 2-Wasserstein metric
when the target density pi(x) is strongly log-concave. Our results are non-asymptotic and
provide performance bounds for any finite k. We also illustrated the efficiency of our
methods on the Bayesian linear regression and Bayesian logistic regression problems.
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A Proofs of Technical Results in Section 3.1
Proof of Lemma 4. Let us define
FW,η(x) :=
1
2η
xT (I −W)x+ F (x). (A.1)
Then FW,η is µ-strongly convex and Lη-smooth with Lη =
1−λWN
η +L, and we can re-write
the DE-SGLD iterates as
x(k+1) = x(k) − η∇FW,η
(
x(k)
)
− ηξ(k+1) +
√
2ηw(k+1), with W = W ⊗ Id. (A.2)
Define x∗η as the minimizer of FW,η. Since ∇F (x) is L-Lipschitz, we have
E
∥∥∥∇F (x(k))∥∥∥2 ≤ 2E∥∥∥∇F (x(k))−∇F (x∗)∥∥∥2 + 2 ‖∇F (x∗)‖2
≤ 2L2E
[∥∥∥x(k) − x∗∥∥∥2]+ 2 ‖∇F (x∗)‖2
≤ 4L2E
[∥∥∥x(k) − x∗η∥∥∥2]+ 4L2 ∥∥x∗η − x∗∥∥2 + 2 ‖∇F (x∗)‖2 , (A.3)
where x∗ = (xT∗ , xT∗ , . . . , xT∗ )T , where x∗ is the minimizer of f(x). Therefore, in order to
derive Lemma 4, we need to have a control on ‖x∗η − x∗‖. This is provided in the following
lemma, which follows from Corollary 9 in [56].
Lemma 17. If η ≤ min(1+λWNL , 1L+µ), then
‖x∗η − x∗‖ ≤ C1
η
√
N
1− γ¯ , where γ¯ := max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} ,
where C1 is defined in (3.14).
Next, to control the term E
[∥∥x(k) − x∗η∥∥2] in (A.3), we derive a recursion. From (A.2)
and the fact that x∗η is the minimizer of FW,η, we can infer that
x(k+1) − x∗η = x(k) − x∗η − η∇FW,η
(
x(k)
)
− ηξ(k+1) +
√
2ηw(k+1), with W = W ⊗ Id.
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Since FW,η is Lη-smooth and µ-strongly convex, we have
E
[∥∥∥x(k+1) − x∗η∥∥∥2]
= E
[∥∥∥x(k) − x∗η∥∥∥2]− 2ηE〈x(k) − x∗η,∇FW,η (x(k))〉
+ η2E
[∥∥∥∇FW,η (x(k))∥∥∥2]+ η2E∥∥∥ξ(k+1)∥∥∥2 + 2ηdN
≤ E
[∥∥∥x(k) − x∗η∥∥∥2]− 2η(1− ηLη2
)
E
〈
x(k) − x∗η,∇FW,η
(
x(k)
)〉
+ η2σ2N + 2ηdN
≤
(
1− 2µη
(
1− ηLη
2
))
E
[∥∥∥x(k) − x∗η∥∥∥2]+ η2σ2N + 2ηdN
=
(
1− µη(1 + λWN − ηL)
)
E
[∥∥∥x(k) − x∗η∥∥∥2]+ η2σ2N + 2ηdN,
where we used
ηLη
2 < 1, which follows from η <
1+λWN
L . Note that µη(1+λ
W
N −ηL) ∈ (0, 1).
Therefore, we have
E
[∥∥∥x(k) − x∗η∥∥∥2] ≤ (1− µη(1 + λWN − ηL))k ∥∥∥x(0) − x∗η∥∥∥2 + ησ2N + 2dNµ(1 + λWN − ηL) .
Now we are ready to bound E
∥∥∇F (x(k))∥∥2. We can compute from (A.3) that
E
∥∥∥∇F (x(k))∥∥∥2
≤ 4L2E
[∥∥∥x(k) − x∗η∥∥∥2]+ 4L2 ∥∥x∗η − x∗∥∥2 + 2 ‖∇F (x∗)‖2
≤ 4L2 (1− µη(1 + λWN − ηL))k ∥∥∥x(0) − x∗η∥∥∥2 + 4L2(ησ2N + 2dN)µ(1 + λWN − ηL)
+ 4L2
∥∥x∗η − x∗∥∥2 + 2 ‖∇F (x∗)‖2
≤ 8L2 (1− µη(1 + λWN − ηL))k ∥∥∥x(0) − x∗∥∥∥2 + 8L2 (1− µη(1 + λWN − ηL))k ∥∥x∗ − x∗η∥∥2
+
4L2(ησ2N + 2dN)
µ(1 + λWN − ηL)
+ 4L2
∥∥x∗η − x∗∥∥2 + 2 ‖∇F (x∗)‖2
≤ 8L2 (1− µη(1 + λWN − ηL))k ∥∥∥x(0) − x∗∥∥∥2 + 12L2 ∥∥x∗ − x∗η∥∥2
+
4L2(ησ2N + 2dN)
µ(1 + λWN − ηL)
+ 2 ‖∇F (x∗)‖2 ,
where x∗ = (xT∗ , xT∗ , . . . , xT∗ )T , where x∗ is the minimizer of f(x). Finally, we apply
Lemma 17. The proof is complete.
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Proof of Lemma 17. Note that x∗η by its definition coincides with the fixed point xˆ∞ of the
decentralized gradient descent without noise:
xˆ(k+1) =Wxˆ(k) − η∇F
(
xˆ(k)
)
,
i.e.
xˆ∞ =Wxˆ∞ − η∇F (xˆ∞),
and x∗η = xˆ∞. Since x∗η and x∗ do not depend on xˆ(0), to get a bound on ‖x∗η − x∗‖, we
can assume that xˆ(0) = 0, and apply Corollary 9 in [56] which is re-stated in [22]:
‖xˆ∞i − x∗f‖ ≤ C1
η
1− γ¯ , where γ¯ := max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} ,
where x∗ = (xT∗ , xT∗ , . . . , xT∗ )T , where x∗ is the minimizer of f(x), which yields that
‖x∗η − x∗‖ ≤ C1
η
√
N
1− γ¯ , where γ¯ := max
{∣∣λW2 ∣∣ , ∣∣λWN ∣∣} .
The proof is complete.
Proof of Lemma 5. By the definition of x(k), we get
x(k+1) = (W ⊗ Id)x(k) − η∇F
(
x(k)
)
− ηξ(k+1) +
√
2ηw(k+1).
It follows that
x(k) = (W k ⊗ Id)x(0) − η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
∇F
(
x(s)
)
− η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
ξ(s+1) +
√
2η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
w(s+1). (A.4)
Let us define x¯(k) := [x¯(k), · · · , x¯(k)] ∈ RNd. Notice that
x¯(k) =
1
N
((
1N1
T
N
)⊗ Id)x(k).
Therefore, we get
N∑
i=1
∥∥∥x(k)i − x¯(k)∥∥∥2 = ∥∥∥x(k) − x¯(k)∥∥∥2 = ∥∥∥∥x(k) − 1N ((1N1TN)⊗ I)x(k)
∥∥∥∥2 .
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Note that it follows from (A.4) that
x(k) − 1
N
((
1N1
T
N
)⊗ Id)x(k)
= (W k ⊗ Id)x(0) − 1
N
((
1N1
T
NW
k
)
⊗ Id
)
x(0)
− η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
∇F
(
x(s)
)
+ η
k−1∑
s=0
1
N
((
1N1
T
NW
k−1−s
)
⊗ Id
)
∇F
(
x(s)
)
− η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
ξ(s+1) + η
k−1∑
s=0
1
N
((
1N1
T
NW
k−1−s
)
⊗ Id
)
ξ(s+1)
+
√
2η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
w(s+1) −
√
2η
k−1∑
s=0
1
N
((
1N1
T
NW
k−1−s
)
⊗ Id
)
w(s+1).
By Cauchy-Schwarz inequality, we have∥∥∥∥x(k) − 1N ((1N1TN)⊗ Id)x(k)
∥∥∥∥2
≤ 4
∥∥∥∥(W k ⊗ Id)x(0) − 1N ((1N1TNW k)⊗ Id)x(0)
∥∥∥∥2
+ 4
∥∥∥∥∥−η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
∇F
(
x(s)
)
+ η
k−1∑
s=0
1
N
((
1N1
T
NW
k−1−s
)
⊗ Id
)
∇F
(
x(s)
)∥∥∥∥∥
2
+ 4
∥∥∥∥∥η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
ξ(s+1) − η
k−1∑
s=0
1
N
((
1N1
T
NW
k−1−s
)
⊗ Id
)
ξ(s+1)
∥∥∥∥∥
2
+ 4
∥∥∥∥∥√2η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
w(s+1) −
√
2η
k−1∑
s=0
1
N
((
1N1
T
NW
k−1−s
)
⊗ Id
)
w(s+1)
∥∥∥∥∥
2
= 4
∥∥∥∥(W k ⊗ Id)x(0) − 1N ((1N1TN)⊗ Id)x(0)
∥∥∥∥2
+ 4
∥∥∥∥∥−η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
∇F
(
x(s)
)
+ η
k−1∑
s=0
1
N
((
1N1
T
N
)⊗ Id)∇F (x(s))
∥∥∥∥∥
2
+ 4
∥∥∥∥∥η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
ξ(s+1) − η
k−1∑
s=0
1
N
((
1N1
T
N
)⊗ Id) ξ(s+1)
∥∥∥∥∥
2
+ 4
∥∥∥∥∥√2η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
w(s+1) −
√
2η
k−1∑
s=0
1
N
((
1N1
T
N
)⊗ Id)w(s+1)
∥∥∥∥∥
2
,
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where we used the property that W is doubly stochastic, Therefore, we get∥∥∥∥x(k) − 1N ((1N1TN)⊗ Id)x(k)
∥∥∥∥2 ≤ 4∥∥∥∥((W k − 1N 1N1TN
)
⊗ Id
)
x(0)
∥∥∥∥2
+ 4η2
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
∇F
(
x(s)
)∥∥∥∥∥
2
+ 4η2
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
ξ(s+1)
∥∥∥∥∥
2
+ 8η
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
w(s+1)
∥∥∥∥∥
2
.
(A.5)
Note that
4η2
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
∇F
(
x(s)
)∥∥∥∥∥
2
≤ 4η2
(
k−1∑
s=0
∥∥∥∥(W k−1−s − 1N 1N1TN
)
⊗ Id
∥∥∥∥ · ∥∥∥∇F (x(s))∥∥∥
)2
≤ 4η2
(
k−1∑
s=0
∥∥∥∥W k−1−s − 1N 1N1TN
∥∥∥∥ · ∥∥∥∇F (x(s))∥∥∥
)2
= 4η2
(
k−1∑
s=0
γ¯k−1−s ·
∥∥∥∇F (x(s))∥∥∥)2
= 4η2
(
k−1∑
s=0
γ¯k−1−s
)2(∑k−1
s=0 γ¯
k−1−s · ∥∥∇F (x(s))∥∥∑k−1
s=0 γ¯
k−1−s
)2
≤ 4η2
(
k−1∑
s=0
γ¯k−1−s
)2 k−1∑
s=0
γ¯k−1−s∑k−1
s=0 γ¯
k−1−s
∥∥∥∇F (x(s))∥∥∥2 ,
where we used Jensen’s inequality in the last step above, and the fact that W k−1−s has
eigenvalues (λWi )
k−1−s with 1 = λW1 > λW2 ≥ · · · ≥ λWN > −1, and hence
∥∥W k−1−s − 1N 1N1TN∥∥ =
max{|λW2 |k−1−s, |λN |k−1−s} = γ¯k−1−s.
Recall from Lemma 4 that for every k = 0, 1, 2, . . .,
E
[∥∥∥∇F (x(k))∥∥∥2] ≤ D2,
37
where D is defined in (3.13). Therefore, we have
4η2E
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
∇F
(
x(s)
)∥∥∥∥∥
2

≤ 4D2η2
(
k−1∑
s=0
γ¯k−1−s
)2 k−1∑
s=0
γ¯k−1−s∑k−1
s=0 γ¯
k−1−s ≤ 4D
2η2
1
(1− γ¯)2 .
Similarly, we can show that
4
∥∥∥∥((W k − 1N 1N1TN
)
⊗ Id
)
x(0)
∥∥∥∥2 ≤ 4γ¯k ∥∥∥x(0)∥∥∥2 .
It follows from (A.5) that
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2
≤ 4γ¯kE
∥∥∥x(0)∥∥∥2 + 4D2η2 1
(1− γ¯)2 + 4η
2
k−1∑
s=0
E
∥∥∥∥((W k−1−s − 1N 1N1TN
)
⊗ Id
)
ξ(s+1)
∥∥∥∥2
+ 8η
k−1∑
s=0
E
∥∥∥∥((W k−1−s − 1N 1N1TN
)
⊗ Id
)
w(s+1)
∥∥∥∥2
≤ 4γ¯kE
∥∥∥x(0)∥∥∥2 + 4D2η2 1
(1− γ¯)2 + 4η
2
k−1∑
s=0
∥∥∥∥W k−1−s − 1N 1N1TN
∥∥∥∥2 E∥∥∥ξ(s+1)∥∥∥2
+ 8η
k−1∑
s=0
∥∥∥∥W k−1−s − 1N 1N1TN
∥∥∥∥2 E∥∥∥w(s+1)∥∥∥2
≤ 4γ¯kE
∥∥∥x(0)∥∥∥2 + 4D2η2 1
(1− γ¯)2 + 4σ
2Nη2
k−1∑
s=0
γ¯2(k−1−s) + 8dNη
k−1∑
s=0
γ¯2(k−1−s)
≤ 4γ¯kE
∥∥∥x(0)∥∥∥2 + 4D2η2
(1− γ¯)2 +
4σ2Nη2
(1− γ¯2) +
8dNη
(1− γ¯2) .
The proof is complete.
Proof of Lemma 6. First, we can compute that
E ‖Ek+1‖2 = E
∥∥∥∥∥ 1N
N∑
i=1
(
∇fi
(
x
(k)
i
)
−∇fi
(
x¯(k)
))∥∥∥∥∥
2
≤ E
∥∥∥∥∥ 1N
N∑
i=1
(
∇fi
(
x
(k)
i
)
−∇fi
(
x¯(k)
))∥∥∥∥∥
2
.
38
By Lemma 5, we can compute that
E
∥∥∥∥∥ 1N
N∑
i=1
(
∇fi
(
x
(k)
i
)
−∇fi
(
x¯(k)
))∥∥∥∥∥
2
≤ 1
N2
N∑
i=1
NE
∥∥∥(∇fi (x(k)i )−∇fi (x¯(k)))∥∥∥2
≤ 1
N
L2
N∑
i=1
E
∥∥∥x(k)i − x¯(k)∥∥∥2
≤ 4L
2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 4L2D2η2
N(1− γ¯)2 +
4L2σ2η2
(1− γ¯2) +
8L2dη
(1− γ¯2) .
The proof is complete.
Proof of Lemma 7. We can compute that
x¯(k+1) − xk+1 = x¯(k) − xk − η
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]
+ ηEk+1 − ηξ¯(k+1),
where
Ek+1 := 1
N
∇f
(
x¯(k)
)
− 1
N
N∑
i=1
∇fi
(
x
(k)
i
)
,
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and this implies that∥∥∥x¯(k+1) − xk+1∥∥∥2
=
∥∥∥x¯(k) − xk − η
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]∥∥∥2 + η2 ∥∥∥Ek+1 − ξ¯(k+1)∥∥∥2
+ 2
〈
x¯(k) − xk − η
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]
, ηEk+1 − ηξ¯(k+1)
〉
=
∥∥∥x¯(k) − xk∥∥∥2 + η2 ∥∥∥∥ 1N [∇f (x¯(k))−∇f(xk)]
∥∥∥∥2
− 2
〈
x¯(k) − xk, η 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]〉
+ η2
∥∥∥Ek+1 − ξ¯(k+1)∥∥∥2
+ 2
〈
x¯(k) − xk − η 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]
, ηEk+1 − ηξ¯(k+1)
〉
≤
∥∥∥x¯(k) − xk∥∥∥2 + η2L〈x¯(k) − xk, 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]〉
− 2
〈
x¯(k) − xk, η 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]〉
+ η2
∥∥∥Ek+1 − ξ¯(k+1)∥∥∥2
+ 2
〈
x¯(k) − xk − η 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]
, ηEk+1 − ηξ¯(k+1)
〉
≤
(
1− 2ηµ
(
1− ηL
2
))∥∥∥x¯(k) − xk∥∥∥2 + η2 ∥∥∥Ek+1 − ξ¯(k+1)∥∥∥2
+ 2
〈
x¯(k) − xk − η 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]
, ηEk+1 − ηξ¯(k+1)
〉
, (A.6)
where we used L-smoothness of 1N f to obtain the second term after the first inequality
above and µ-strongly convexity of 1N f and the assumption that η < 2/L to obtain the first
term after the second inequality above.
Note that ξ¯(k+1) has mean zero and is independent of Ek+1, and by Lemma 6,
E ‖Ek+1‖2 ≤ 4L
2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 4L2D2η2
N(1− γ¯)2 +
4L2σ2η2
(1− γ¯2) +
8L2dη
(1− γ¯2) , (A.7)
and we recall from (3.8) that
E
∥∥∥ξ¯(k+1)∥∥∥2 ≤ σ2
N
.
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By taking expectations in (A.6), we get
E
∥∥∥x¯(k+1) − xk+1∥∥∥2
≤
(
1− 2ηµ
(
1− ηL
2
))∥∥∥x¯(k) − xk∥∥∥2 + η2E∥∥∥Ek+1 − ξ¯(k+1)∥∥∥2
+ E
[
2
〈
x¯(k) − xk − η 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]
, ηEk+1 − ηξ¯(k+1)
〉]
=
(
1− 2ηµ
(
1− ηL
2
))∥∥∥x¯(k) − xk∥∥∥2 + η2E ‖Ek+1‖2 + η2E∥∥∥ξ¯(k+1)∥∥∥2
+ E
[
2
〈
x¯(k) − xk − η 1
N
[
∇f
(
x¯(k)
)
−∇f(xk)
]
, ηEk+1
〉]
≤
(
1− 2ηµ
(
1− ηL
2
))∥∥∥x¯(k) − xk∥∥∥2 + η2E ‖Ek+1‖2 + η2σ2
N
+ 2(1 + ηL)ηE
[∥∥∥x¯(k) − xk∥∥∥ · ‖Ek+1‖] ,
where we used L-smoothness of 1N f .
For any x, y ≥ 0 and c > 0, we have the inequality 2xy ≤ cx2 + y2c , which implies that
E
∥∥∥x¯(k+1) − xk+1∥∥∥2
≤
(
1− 2ηµ
(
1− ηL
2
))
E
∥∥∥x¯(k) − xk∥∥∥2 + η2E ‖Ek+1‖2 + η2σ2
N
+ (1 + ηL)η
(
µ(1− ηL2 )
1 + ηL
E
∥∥∥x¯(k) − xk∥∥∥2 + 1 + ηL
µ(1− ηL2 )
E ‖Ek+1‖2
)
=
(
1− ηµ
(
1− ηL
2
))∥∥∥x¯(k) − xk∥∥∥2 + η
(
η +
(1 + ηL)2
µ(1− ηL2 )
)
E ‖Ek+1‖2 + η2σ
2
N
.
By applying (A.7), we get
E
∥∥∥x¯(k+1) − xk+1∥∥∥2
≤
(
1− ηµ
(
1− ηL
2
))
E
∥∥∥x¯(k) − xk∥∥∥2
+ η
(
η +
(1 + ηL)2
µ(1− ηL2 )
)(
4L2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 4L2D2η2
N(1− γ¯)2 +
4L2σ2η2
(1− γ¯2) +
8L2dη
(1− γ¯2)
)
+ η2
σ2
N
,
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for every k. Note that E
∥∥x¯(0) − x0∥∥2 = 0. By iterating the above equation, we get
E
∥∥∥x¯(k) − xk∥∥∥2
≤
k−1∑
i=0
(
1− ηµ
(
1− ηL
2
))i
·
(
η
(
η +
(1 + ηL)2
µ(1− ηL2 )
)(
4L2D2η2
N(1− γ¯)2 +
4L2σ2η2
(1− γ¯2) +
8L2dη
(1− γ¯2)
)
+ η2
σ2
N
)
+
k−1∑
i=0
(
1− ηµ
(
1− ηL
2
))i
η
(
η +
(1 + ηL)2
µ(1− ηL2 )
)
4L2γ¯k−i
N
E
∥∥∥x(0)∥∥∥2
=
1−
(
1− ηµ
(
1− ηL2
))k
1−
(
1− ηµ
(
1− ηL2
)) ·(η(η + (1 + ηL)2
µ(1− ηL2 )
)(
4L2D2η2
N(1− γ¯)2 +
4L2σ2η2
(1− γ¯2) +
8L2dη
(1− γ¯2)
)
+ η2
σ2
N
)
+
γ¯k −
(
1− ηµ
(
1− ηL2
))k
1−
(
1− ηµ
(
1− ηL2
))
(γ¯)−1
4L2
N
E
∥∥∥x(0)∥∥∥2 .
By our assumption on stepsize η, we have 1 − ηµ
(
1− ηL2
)
∈ [0, 1). Hence, we conclude
that for every k,
E
∥∥∥x¯(k) − xk∥∥∥2 ≤ η
(
η + (1+ηL)
2
µ(1− ηL
2
)
)(
4L2D2η2
N(1−γ¯)2 +
4L2σ2η2
(1−γ¯2) +
8L2dη
(1−γ¯2)
)
+ η2 σ
2
N
1−
(
1− ηµ
(
1− ηL2
))
+
γ¯k −
(
1− ηµ
(
1− ηL2
))k
1−
(
1− ηµ
(
1− ηL2
))
(γ¯)−1
4L2
N
E
∥∥∥x(0)∥∥∥2
=
η
(
η + (1+ηL)
2
µ(1− ηL
2
)
)(
4L2D2η
N(1−γ¯)2 +
4L2σ2η
(1−γ¯2) +
8L2d
(1−γ¯2)
)
+ η σ
2
N
µ
(
1− ηL2
)
+
γ¯k −
(
1− ηµ
(
1− ηL2
))k
γ¯ − 1 + ηµ
(
1− ηL2
) 4L2γ¯
N
E
∥∥∥x(0)∥∥∥2 .
The proof is complete.
Proof of Lemma 9. Note that EX∼pi‖X − x∗‖2 = E‖X∞ − x∗‖2, where X∞ is the unique
stationary distribution of the overdamped Langevin diffusion:
dXt = − 1
N
∇f(Xt)dt+
√
2N−1dWt,
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where Wt is a standard d−dimensional Brownian motion.
By Itoˆ’s formula, we have
eµt‖Xt − x∗‖2
= ‖X0 − x∗‖2 + 2
√
2N−1
∫ t
0
eµs〈Xs − x∗, dWs〉 − 2
∫ t
0
eµs
〈
Xs − x∗, 1
N
∇f(Xs)
〉
ds
+ 2N−1d
∫ t
0
eµsds+ µ
∫ t
0
eµs‖Xs − x∗‖2ds
≤ ‖X0 − x∗‖2 + 2
√
2N−1
∫ t
0
eµs〈Xs − x∗, dWs〉+ 2dN−1
∫ t
0
eµsds,
where we used µ-strongly convex property of x 7→ 1N f(x). This implies that
E‖Xt − x∗‖2 ≤ e−µt‖X0 − x∗‖2 + 2dN
−1
µ
,
and therefore E‖X∞ − x∗‖2 ≤ 2dN−1µ . The proof is complete.
B Proofs of Technical Results in Section 4.1
Proof of Lemma 12. Based on the expression (4.3) for v(k+1), first we rewrite the DE-
SGHMC iterates (4.4) as
x(k+1) = Wx(k) + ηv(k+1), (B.1)
= Wx(k) + η
(
v(k) − η
[
γv(k) +∇F
(
x(k)
)
+ ξ(k+1)
]
+
√
2γηw(k+1)
)
= Wx(k) − η2∇F
(
x(k)
)
+ η(1− γη)v(k) + ∆(k+1)
= Wx(k) − η2∇F
(
x(k)
)
+ (1− γη)
(
x(k) −Wx(k−1)
)
+ ∆(k+1) , (B.2)
where
∆(k+1) := −η2ξ(k+1) + η
√
2γηw(k+1).
If we introduce
α := η2, (B.3)
then (B.2) is equivalent to
x(k+1) = Wx(k) − α∇F
(
x(k)
)
+ β
(
x(k) −Wx(k−1)
)
+ ∆(k+1)
= x(k) − α∇F¯
(
x(k)
)
+ β
(
x(k) − x(k−1)
)
+ ∆¯(k+1) , (B.4)
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where β = 1− γη and
F¯ (x) := F (x) +
1
2α
xT (I −W)x, ∆¯(k+1) := ∆(k+1) + β(I −W)x(k−1).
Let x∗α be the unique minimizer of F¯ (x). The function F¯ (x) is strongly convex with
parameter µ and smooth with parameter
Lα = L+
1− λWN
α
. (B.5)
In the special case, ∆¯(k+1) = 0, the iterations (B.4) would exactly coincide with the it-
erations of the heavy ball method of Polyak applied to the function F¯ (x). Therefore, we
can view the iterations (B.4) as a perturbed heavy ball method with perturbation ∆¯(k+1)
at iteration k. For the heavy ball method, linear convergence to the optimum of F¯ (x) is
obtained if the parameters α and β are properly chosen. In the rest of the proof, we will
extend the proof technique of [27] for the convergence of the heavy ball method to allow
perturbations ∆¯(k+1) and show that the second moments of the iterates remain bounded.
First of all, we notice that the assumptions (4.9)–(4.10) on the choice of η and β can be
restated in terms of conditions on α = η2 as follows:
α ∈
(
0,
1 + λWN
2(L+ µ)
]
, (B.6)
0 ≤ β ≤ 1 + λ
W
N − 4αµ
4
, (B.7)
β2 ≤ c1µ3α3 (1 + λ
W
N )
64
, (B.8)
where we see after a straightforward computation that the constants c1 defined by (3.14)
can be rewritten in terms of the smoothness constant Lα as
c1 =
1
2
αµLα
(1− β)(Lα + µ) + 2Lαβ . (B.9)
In particular, the condition (B.7) implies β ∈ [0, 12) due to the fact that λWN < 1 and
α, µ > 0. Next, we introduce
p(k) =
β
1− β
(
x(k) − x(k−1)
)
. (B.10)
From the update rule (B.4), it follows that
x(k+1) + p(k+1) =
1
1− βx
(k+1) − β
1− βx
(k)
= x(k) + p(k) − α
1− β∇F¯
(
x(k)
)
+
1
1− β ∆¯
(k+1).
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This implies that∥∥∥x(k+1) + p(k+1) − x∗α∥∥∥2
=
∥∥∥x(k) + p(k) − x∗α∥∥∥2 − 2α1− β 〈x(k) − x∗α,∇F¯ (x(k))〉
+
α2
(1− β)2
∥∥∥∇F¯ (x(k))∥∥∥2 − 2αβ
(1− β)2
〈
x(k) − x(k−1),∇F¯
(
x(k)
)〉
+
1
(1− β)2
∥∥∥∆¯(k+1)∥∥∥2 + 2〈x(k) + p(k) − α
1− β∇F¯
(
x(k)
)
− x∗α,
1
(1− β)∆¯
(k+1)
〉
,
where we used the definition (B.10) of p(k). Next, we bound the last two terms by applying
Cauchy-Schwarz inequality:
Ek
[
1
(1− β)2
∥∥∥∆¯(k+1)∥∥∥2]
≤ Ek
[
1
(1− β)2
(
2
∥∥∥∆(k+1)∥∥∥2 + 2 ∥∥∥β(I −W)x(k−1)∥∥∥2)]
≤ 2
(1− β)2Ek
∥∥∥∆(k+1)∥∥∥2 + 2β2
(1− β)2
(
1− λWN
)2 ∥∥∥x(k−1)∥∥∥2
=
2
(1− β)2
(
η4σ2N + η32γNd
)
+
2β2
(1− β)2
(
1− λWN
)2 ∥∥∥x(k−1)∥∥∥2 ,
where Ek denotes the conditional expectation with respect to the natural filtration up to
time k (which includes the history of the iterations up to (and including) x(k)). Similarly,
Ek
[
2
〈
x(k) + p(k) − α
1− β∇F¯
(
x(k)
)
− x∗α,
1
(1− β)∆¯
(k+1)
〉]
= 2
〈
x(k) + p(k) − α
1− β∇F¯
(
x(k)
)
− x∗α,
1
(1− β)β(I −W)x
(k−1)
〉
≤ c1
∥∥∥∥x(k) + p(k) − α1− β∇F¯ (x(k))− x∗α
∥∥∥∥2 + 1c1 β
2
(1− β)2
(
1− λWN
)2 ∥∥∥x(k−1)∥∥∥2 ,
where c1 is the constant given by (B.9). Combining everything,
Ek
∥∥∥x(k+1) + p(k+1) − x∗α∥∥∥2
≤
∥∥∥x(k) + p(k) − x∗α∥∥∥2 − 2α1− β 〈x(k) − x∗α,∇F¯ (x(k))〉
+
α2
(1− β)2
∥∥∥∇F¯ (x(k))∥∥∥2 − 2αβ
(1− β)2
〈
x(k) − x(k−1),∇F¯
(
x(k)
)〉
+ E(k+1) , (B.11)
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where
E(k+1) :=
2
(1− β)2 (η
4σ2N + η32γNd)
+ c1
∥∥∥∥x(k) + p(k) − α1− β∇F¯ (x(k))− x∗α
∥∥∥∥2
+
(
2 +
1
c1
)
β2
(1− β)2
(
1− λWN
)2 ∥∥∥x(k−1)∥∥∥2
≤ 2
(1− β)2
(
η4σ2N + η32γNd
)
+ 2c1
∥∥∥x(k) + p(k) − x∗α∥∥∥2 + 2c1 α2(1− β)2 ∥∥∥∇F¯ (x(k))∥∥∥2
+
(
2 +
1
c1
)
β2
(1− β)2 (1− λ
W
N )
2
(
2
∥∥∥x(k−1) − x∗α∥∥∥2 + 2 ‖x∗α‖2) ,
where in the last step we used Cauchy-Schwarz, i.e.∥∥∥x(k−1)∥∥∥2 ≤ 2 ∥∥∥x(k−1) − x∗α∥∥∥2 + 2 ‖x∗α‖2 .
Since F¯ is µ-strongly convex and Lα smooth, we have also
µLα
Lα + µ
∥∥∥x(k) − x∗α∥∥∥2 + 1Lα + µ
∥∥∥∇F¯ (xk)∥∥∥2 ≤ 〈x(k) − x∗α,∇F¯ (x(k))〉 ,
F¯
(
x(k)
)
− F¯
(
x(k−1)
)
+
µ
2
∥∥∥x(k) − x(k−1)∥∥∥2 ≤ 〈x(k) − x(k−1),∇F¯ (x(k))〉 .
These inequalities combined with (B.11) implies
2αβ
(1− β)2
(
F¯
(
x(k)
)
− F¯ ∗
)
+ Ek
∥∥∥x(k+1) + p(k+1) − x∗α∥∥∥2
≤ 2αβ
(1− β)2
(
F¯
(
x(k−1)
)
− F¯ ∗
)
+
∥∥∥x(k) + p(k) − x∗α∥∥∥2 − 2αµLα(1− β)(Lα + µ)
∥∥∥x(k) − x∗α∥∥∥2
− αβµ
(1− β)2
∥∥∥x(k) − x(k−1)∥∥∥2 + α
(1− β)
(
α
1− β −
2
Lα + µ
)∥∥∥∇F¯ (x(k))∥∥∥2 + E(k+1) .
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Plugging the upper bound for E(k+1), we obtain
2αβ
(1− β)2
(
F¯
(
x(k)
)
− F¯ ∗
)
+
∥∥∥x(k+1) + p(k+1) − x∗α∥∥∥2
≤ 2αβ
(1− β)2
(
F¯
(
x(k−1)
)
− F¯ ∗
)
+
∥∥∥x(k) + p(k) − x∗α∥∥∥2 (1 + 2c1)
− 2αµLα
(1− β)(Lα + µ)
∥∥∥x(k) − x∗α∥∥∥2
− αβµ
(1− β)2
∥∥∥x(k) − x(k−1)∥∥∥2 + α
(1− β)
(
α
1− β −
2
Lα + µ
+
2c1α
1− β
)∥∥∥∇F¯ (x(k))∥∥∥2
+
2
(1− β)2
(
η4σ2N + η32γNd
)
+
2β2
(1− β)2
(
1− λWN
)2(
1 +
1
c1
)(
2
∥∥∥x(k−1) − x∗α∥∥∥2 + 2 ‖x∗α‖2) . (B.12)
By Lemma 18, the coefficient in front of
∥∥∇F¯ (x(k))∥∥2 is negative, i.e.
kα,β :=
α
(1− β)
(
α
1− β −
2
Lα + µ
+
2c1α
1− β
)
< 0. (B.13)
We then move the term with
∥∥∇F¯ (x(k))∥∥2 to the left-hand side of (B.12) to obtain
2αβ
(1− β)2
(
F¯
(
x(k)
)
− F¯ ∗
)
+
∥∥∥x(k+1) + p(k+1) − x∗α∥∥∥2 − kα,β ∥∥∥∇F¯ (x(k))∥∥∥2
≤ 2αβ
(1− β)2
(
F¯
(
x(k−1)
)
− F¯ ∗
)
+
∥∥∥x(k) + p(k) − x∗α∥∥∥2 (1 + 2c1)
− 2αµLα
(1− β)(Lα + µ)
∥∥∥x(k) − x∗α∥∥∥2
− αβµ
(1− β)2
∥∥∥x(k) − x(k−1)∥∥∥2 + 2
(1− β)2
(
η4σ2N + η32γNd
)
+
2β2
(1− β)2
(
1− λWN
)2(
1 +
1
c1
)(
2
∥∥∥x(k−1) − x∗α∥∥∥2 + 2 ‖x∗α‖2) . (B.14)
By standard inequalities for µ-strongly convex functions from [38, Section 2.1], we have
also
2µ
(
F¯
(
x(k)
)
− F¯ ∗
)
≤
∥∥∥∇F¯ (x(k))∥∥∥2 , (B.15)∥∥∥x(k−1) − x∗α∥∥∥2 ≤ 1µ [F¯ (x(k−1))− F¯ (x∗α)] , (B.16)
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where F¯ ∗ := F¯ (x∗α) is the global minimum of F¯ . In particular, by multiplying both sides
of the first inequality (B.15) with −kα,β > 0 we obtain
−2kα,βµ
(
F¯
(
x(k)
)
− F¯ ∗
)
≤ −kα,β
∥∥∥∇F¯ (x(k))∥∥∥2 . (B.17)
Inserting the estimates (B.16) and (B.17) into (B.14), we obtain
b
(
F¯
(
x(k)
)
− F¯ ∗
)
+
∥∥∥x(k+1) + p(k+1) − x∗α∥∥∥2
≤ a
(
F¯
(
x(k−1)
)
− F¯ ∗
)
+
∥∥∥x(k) + p(k) − x∗α∥∥∥2 (1 + 2c1)− 2αµLα(1− β)(Lα + µ)
∥∥∥x(k) − x∗α∥∥∥2
− αβµ
(1− β)2
∥∥∥x(k) − x(k−1)∥∥∥2 + 2
(1− β)2
(
η4σ2N + η32γNd
)
+ c2‖x∗α‖2 ,
where
a :=
2αβ
(1− β)2 +
c2
µ
, (B.18)
b :=
2αβ
(1− β)2 − 2kα,βµ =
2α
(1− β)
(
β − µα
1− β +
2µ
Lα + µ
− 2c1αµ
1− β
)
, (B.19)
where kα,β is defined by (B.13), and
c2 :=
4β2
(1− β)2
(
1− λWN
)2(
1 +
1
c1
)
.
We can also write ∥∥∥x(k) + p(k) − x∗α∥∥∥2 = [z(k)]T Mz(k) ,
where
z(k) =
[
x(k) − x∗α, x(k) − x(k−1)
]T
,
and
M =
[
Id
β
1−β Id
β
1−β Id
β2
(1−β)2 Id
]
.
Therefore, we can write
b
(
F¯
(
x(k)
)
− F¯ ∗
)
+ Ek
[(
z(k+1)
)T
M
(
z(k+1)
)]
≤ a
(
F¯
(
x(k−1)
)
− F¯ ∗
)
+
(
z(k)
)T
N
(
z(k)
)
+
2
(1− β)2
(
η4σ2N + η32γNd
)
+ c2‖x∗α‖2 ,
48
where
N =
(1 + 2c1 − 2αµLα(1−β)(L+µ)) Id β(1−β (1 + 2c1)Id
β
(1−β)(1 + 2c1)Id
(
(1+2c1)β2−αβµ
(1−β)2
)
Id
 . (B.20)
By Lemmas 20 and 19, we have sM  N for s ≥ q2 and a ≤ sb if s ≥ q1 where q1, q2 ∈ [0, 1)
and are defined by (B.40) and (B.47) respectively. If we set q = max(q1, q2), then we obtain
b
(
F¯
(
x(k)
)
− F¯ ∗
)
+ Ek
((
z(k+1)
)T
M
(
z(k+1)
))
≤ q
(
b
(
F¯
(
x(k−1)
)
− F¯ ∗
)
+
(
z(k)
)T
M
(
z(k)
))
+
2
(1− β)2
(
η4σ2N + η32γNd
)
+ c2 ‖x∗α‖2 .
Let us introduce the Lyapunov function
Vk+1 = E
[
b
(
F¯
(
x(k)
)
− F¯ ∗
)
+
(
z(k+1)
)T
M
(
z(k+1)
)]
.
Then, taking expectations, we get
Vk+1 ≤ qVk + 2
(1− β)2
(
η4σ2N + η32γNd
)
+ c2 ‖x∗α‖2 .
This recursion implies that
bE
[
F¯
(
x(k)
)
− F¯ ∗
]
+ E
∥∥∥x(k) + p(k) − x∗α∥∥∥2 = Vk
≤ V0qk + 1
1− q
(
2
(1− β)2
(
η4σ2N + η32γNd
)
+ c2 ‖x∗α‖2
)
, (B.21)
where
q = max(q1, q2).
By our assumption (4.10), we have
β = 1− ηγ = O(η4) = O(α2), γη = 1− β = Θ(1). (B.22)
From the representation, (4.11), and the fact that α = η2 we observe that
1
2
αµ
(1 + β) + (1− β)
(
η2µ
1−λWN +η2L
) = c1 ≤ 1
2
αµ
(1 + β)
. (B.23)
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Using the fact that the function h(α) := αµ
1−λWN +αL
is monotonically increasing on the
positive real line and by the assumption (4.9), we obtain
h(α) ≤ h
(
1 + λWN
2(L+ µ)
)
=
(1 + λWN )µ
(1 + λWN )L+ 2(1− λWN )(L+ µ)
= Θ(1).
Therefore, we also have the lower bound for c1.
1
2
αµ
(1 + β) + (1− β)Θ(1) ≤ c1 . (B.24)
It follows then from (B.24) and (B.23) that
c1 = Θ(α) = Θ
(
η2
)
. (B.25)
Then, it follows from the definition of c2 (B.18) that
c2 = Θ
(
β2
(
1 +
1
α
))
= O
(
β2 +
β2
α
)
.
Since β = O(α2) under our assumptions, we obtain
c2 = O
(
α3
)
. (B.26)
This also implies that
V0 = bE
[
F¯
(
x(0)
)
− F¯ ∗
]
+ E
∥∥∥∥x(0) + β1− β (x(0) − x(−1))− x∗α
∥∥∥∥2 (B.27)
= bLα‖x(0) − x∗α‖2 + 2E
∥∥∥x(0) − x∗α∥∥∥2 + 2β2(1− β)2E∥∥∥x(0) − x(−1)∥∥∥2 , (B.28)
where
b =
2α
1− β
(
β − µα
1− β +
2µ
Lα + µ
− 2c1αµ
1− β
)
= Θ
(
α2
)
, (B.29)
where we used the fact that β = O(α2), 1− λWN = Θ(1) and (B.25). Then,
bLα = b
(
1− λWN
α
+ L
)
= O(α) . (B.30)
From the definition of a (B.18), we have also
a = O
(
αβ +
β2
α
)
= O
(
α3
)
,
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where we used β = Θ(α2). Then, it follows from (B.29) that
q1 =
a
b
= O(α). (B.31)
We also see that
q2 = max(0, 1− 2c1) = 1−Θ(α), (B.32)
due to (B.25). This estimate and (B.31) also implies
q = max(q1, q2) = 1−Θ(α), 1
1− q =
1
Θ(α)
= Θ
(
1
η2
)
. (B.33)
On the other hand, one can readily show that
‖x∗α‖ = O(1). (B.34)
Then, we get from (B.30) and (B.28) that
V0 = O(1). (B.35)
Combining all the estimates (B.25), (B.26), (B.22), (B.31), (B.32), (B.33) and (B.35)
together, the terms on the right-hand side of (B.21) satisfy
V0q
k = Θ
((
1−Θ (η2))k) ,
and
1
1− q
(
2
(1− β)2
(
η4σ2N + η32γNd
)
+ c2‖x∗α‖2
)
=
O(η2)
Θ(η2)
= O(1) ,
bE
[
F¯
(
x(k)
)
− F¯ ∗
]
+ E
∥∥∥x(k) + p(k) − x∗α∥∥∥2 ≤ c3 ,
for some constant c3 = O(1) and every k. Using the estimate (B.34), we conclude that this
proves (4.12). The last inequality also implies that
E
∥∥∥x(k) − x∗α∥∥∥2 ≤ 1µE [F¯ (x(k))− F¯ ∗] ≤ c3µb ,
as well as the inequality
E
∥∥∥∥∥
(
1 +
β
1− β
)
x(k) − βx
(k−1)
1− β
∥∥∥∥∥
2
= E
∥∥∥x(k) + p(k)∥∥∥2
≤ 2E
∥∥∥x(k) + p(k) − x∗α∥∥∥2 + 2‖x∗α‖2
≤ 2c3 + 2‖x∗α‖2 ,
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where we applied Cauchy-Schwarz. If we apply Cauchy-Schwarz again
E
∥∥∥x(k)∥∥∥2 ≤ E∥∥∥∥(1 + β1− β
)
x(k)
∥∥∥∥2
≤ 2E
∥∥∥∥∥
(
1 +
β
1− β
)
x(k) − βx
(k−1)
1− β
∥∥∥∥∥
2
+ 2E
∥∥∥∥∥βx(k−1)1− β
∥∥∥∥∥
2
≤ 2E
∥∥∥∥∥
(
1 +
β
1− β
)
x(k) − βx
(k−1)
1− β
∥∥∥∥∥
2
+ 2
β2
(1− β)2
(
2E
∥∥∥x(k−1) − x∗α∥∥∥2 + 2‖x∗α‖2)
≤ 4c3 + 4‖x∗α‖2 + 2
β2
(1− β)2
(
2c3
µb
+ 2‖x∗α‖2
)
.
Within our assumptions on the stepsize and momentum, b = O(α2) as well as ‖x∗α‖ =
Θ(1). Furthermore, we have β = O(α2) as well as b = Θ(α2) = Θ(η4). Therefore, we
conclude that
E
∥∥∥x(k)∥∥∥2 = O(1) ,
which is equivalent to (4.13). This implies that
E
∥∥∥∇F (x(k))∥∥∥2 ≤ LE∥∥∥x(k) − x∗∥∥∥2 = O(1) .
Consequently, we find from the update equation (4.3) that
E
∥∥∥v(k)∥∥∥2 = O(1) ,
which completes the proof.
Lemma 18. In the setting of the proof of Lemma 12; if the parameters α and β satisfy
the inequalities (B.6) and (B.7), then kα,β < 0 where kα,β is defined by (B.13).
Proof of Lemma 18. By the definition of Lα given by (B.5), we have
kα,β :=
α
(1− β)
(
α
1− β −
2α
1− λWN + (L+ µ)α
+
2c1α
1− β
)
. (B.36)
Due to (B.6), we have (L+ µ)α ≤ 1+λWN2 , therefore
kα,β ≤ α
(1− β)
(
α
1− β −
2α
1− λWN + (1 + λWN )/2
+
2c1α
1− β
)
. (B.37)
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Furthermore,
c1 =
1
2
αµ
(1− β)(1 + µ/Lα) + 2β <
1
2
αµ
1 + β
<
1
2
αµ , (B.38)
where we used the fact that µ/Lα > 0. Therefore, by replacing c1 in (B.37) with its upper
bound (B.38), we obtain
kα,β ≤ α
2
(1− β)
(
1
1− β −
2
1− λWN + (1 + λWN )/2
+
αµ
1− β
)
=
α2
(1− β)
(
1
1− β −
4
3− λWN
+
αµ
1− β
)
.
Since α > 0 and β < 1/2 by our assumptions, α
2
1−β > 0 and kα,β < 0 if and only if
1
1− β −
4
3− λWN
+
αµ
1− β < 0 ,
which is equivalent to
β <
1 + λWN + αµλ
W
N − 3αµ
4
. (B.39)
By our assumption (B.7) on β, we have
β ≤ 1 + λ
W
N − 4αµ
4
,
and noticing that λWN > −1 and αµλWN > −αµ, we conclude that the inequality (B.39)
holds. Hence, we obtain kα,β < 0.
Lemma 19. In the setting of Lemma 12, let α and β satisfy the conditions (B.6), (B.7)
and (B.8) where α is defined by (B.3). Then, we have
q1 :=
a
b
∈ (0, 1) , (B.40)
where a and b are defined in (B.18) and (B.19).
Proof of Lemma 19. Using the definitions of a and b from (B.18) and (B.19), we have
q1 =
a
b
=
2αβ + 4β2(1− λWN )2(1 + 1/c1)/µ
2α
(
β − µα+ 2µ (1−β)Lα+µ − 2c1αµ
) ,
where c1 is given by (B.9). Therefore, the condition q1 ∈ (0, 1) is equivalent to
b(1− β)2 = 2α
(
β − µα+ 2µ(1− β)
Lα + µ
− 2c1αµ
)
> 0 , (B.41)
53
where b is defined by (B.19) and
2αβ + 4β2
(
1− λWN
)2
(1 + 1/c1)/µ < 2α
(
β − µα+ 2µ(1− β)
Lα + µ
− 2c1αµ
)
. (B.42)
It suffices to show that under our assumptions on α and β, these two conditions are
satisfied. The first condition (B.41) is satisfied because b = 2αβ
(1−β)2 − 2kα,βµ > 2αβ(1−β)2 > 0
by Lemma 18. We next prove that the second condition (B.42) holds. We re-organize
(B.42) as
4β2
(
1− λWN
)2
(c1 + 1) < 2c1µα
(
−µα+ 2µ(1− β)
Lα + µ
− 2c1αµ
)
. (B.43)
We note that
c1 =
1
2
αµ
(1− β)(1 + µ/Lα) + 2β ≤
αµ
2(1 + β)
< 1 ,
where in the first inequality we used the fact that µ/Lα > 0 whereas in the second inequality
we used the assumptions (B.6) and (B.7). Therefore, c1 + 1 < 2 and 2c1αµ ≤ 2αµ αµ2(1+β) .
Hence it suffices to have
8β2
(
1− λWN
)2 ≤ 2c1µα(−µα+ 2µ(1− β)
Lα + µ
− 2αµ αµ
2(1 + β)
)
= 2c1µα
(
−µα+ 2µ (1− β)α
1− λWN + (L+ µ)α
− 2αµ αµ
2(1 + β)
)
.
By assumption (B.6), we have α ≤ (1 + λWN )/(2(L+ µ)); therefore it suffices to have
8β2
(
1− λWN
)2 ≤ 2c1µα
−µα+ 2µ (1− β)α
1− λWN +
1+λWN
2
− 2αµ αµ
2(1 + β)
 (B.44)
= 2c1µα
(
−µα+ 4µ(1− β)α
3− λWN
− 2αµ αµ
2(1 + β)
)
(B.45)
= 2c1µ
2α2
(
−1 + 4 (1− β)
3− λWN
− αµ
(1 + β)
)
. (B.46)
By our assumption (B.7) on β, the right-hand side is positive. Furthermore, the right-
hand side is a decreasing function of β. Therefore, by we plug in the largest allowed value
1+λN−4αµ
4 for β on the right-hand side of this inequality, we can relax condition (B.46) to
8β2
(
1− λWN
)2 ≤ 2c1µ2α2
−1 + 41− 1+λWN −4αµ4
3− λWN
− αµ

= 2c1µ
2α2
(
αµ(1 + λWN )
3− λWN
)
.
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Since λWN ∈ (−1, 1), it suffices to have
8β2
(
1− λWN
)2 ≤ 2c1µ2α2(αµ(1 + λWN )
4
)
,
which is if and only if
β2 ≤ c1µ3α3
(
(1 + λWN )
16(1− λWN )2
)
.
Since λWN ∈ (−1, 1), it suffices to have
β2 ≤ c1µ3α3
(
1 + λWN
64
)
,
which is exactly the condition (B.8) we assumed in the statement of the lemma. We
conclude that the inequality (B.42) is also satisfied. Finally, we infer from (B.41) and
(B.42) that q1 ∈ (0, 1) completing the proof.
Lemma 20. In the setting of the proof of Lemma 12, we have sM −N  0 if
s ≥ q2 := max
(
0, 1− αµLα
(1− β)(Lα + µ) + 2Lαβ
)
. (B.47)
Proof of Lemma 20. Consider the matrix pencil Ss = sM −N with s ≥ 0. We have
Ss =
(s− 1− 2c1 + 2αµLα(1−β)(Lα+µ)) Id β(1−β)(s− 1− 2c1)Id
β
(1−β)(s− 1− 2c1)Id
(
(s−1−2c1)β2+αβµ
(1−β)2
)
Id

= As ⊗ Id ,
where ⊗ denotes the Kronecker product of matrices and As is the 2× 2 matrix
As =
[
s− 1− 2c1 + 2αµLα(1−β)(Lα+µ)
β
(1−β)(s− 1− 2c1)
β
(1−β)(s− 1− 2c1) (s−1−2c1)β
2+αβµ
(1−β)2
]
.
By the properties of the Kronecker product, the symmetric matrix Ss has the same eigen-
values with the 2 × 2 matrix As and Ss is positive semi-definite if and only if as As is
positive semi-definite. Therefore, Ss is positive definite if and only if the principal minors
of As are nonnegative, i.e.
s− 1− 2c1 + 2αµLα
(1− β)(Lα + µ) ≥ 0 ,
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and(
s− 1− 2c1 + 2αµLα
(1− β)(Lα + µ)
)(
(s− 1− 2c1)β2 + αµβ
(1− β)2
)
≥
(
β
(1− β)(s− 1− 2c1)
)2
.
After some computations we observe that the last inequality is equivalent to
s− 1− 2c1 + 2αµLα
(1− β)(Lα + µ) + 2Lαβ ≥ 0 .
We conclude that Ss is positive semi-definite if and only if
s ≥ 1 + 2c1 − 2αµLα
(1− β)(Lα + µ) + 2Lαβ = 1−
αµLα
(1− β)(Lα + µ) + 2Lαβ ,
where we used the definition (B.9) of c1 in the last equality. This completes the proof.
Proof of Lemma 13. By the definitions of x(k), we get
x(k+1) = (W ⊗ Id)x(k) + ηv(k+1).
It follows that
x(k) = (W k ⊗ Id)x(0) + η
k−1∑
s=0
(W k−1−s ⊗ Id)v(s+1).
Let us define x¯(k) := [x¯(k), · · · , x¯(k)] ∈ RNd. Notice that
x¯(k) =
1
N
((1N1
T
N )⊗ Id)x(k).
Therefore, we get
N∑
i=1
∥∥∥x(k)i − x¯(k)∥∥∥2 = ∥∥∥x(k) − x¯(k)∥∥∥2 = ∥∥∥∥x(k) − 1N ((1N1TN)⊗ Id)x(k)
∥∥∥∥2 ,
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and by Cauchy-Schwarz inequality∥∥∥∥x(k) − 1N ((1N1TN)⊗ Id)x(k)
∥∥∥∥2
≤ 2
∥∥∥∥(W k ⊗ Id)x(0) − 1N ((1N1TNW k)⊗ Id)x(0)
∥∥∥∥2
+ 2
∥∥∥∥∥−η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
v(s+1) + η
k−1∑
s=0
1
N
((
1N1
T
NW
k−1−s
)
⊗ Id
)
v(s+1)
∥∥∥∥∥
2
= 2
∥∥∥∥(W k ⊗ Id)x(0) − 1N ((1N1TN)⊗ Id)x(0)
∥∥∥∥2
+ 2
∥∥∥∥∥−η
k−1∑
s=0
(
W k−1−s ⊗ Id
)
v(s+1) + η
k−1∑
s=0
1
N
((
1N1
T
N
)⊗ Id) v(s+1)
∥∥∥∥∥
2
= 2
∥∥∥∥((W k − 1N 1N1TN
)
⊗ Id
)
x(0)
∥∥∥∥2
+ 2η2
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
v(s+1)
∥∥∥∥∥
2
.
Note that
η2
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
v(s+1)
∥∥∥∥∥
2
≤ η2
(
k−1∑
s=0
∥∥∥∥(W k−1−s − 1N 1N1TN
)
⊗ Id
∥∥∥∥ · ∥∥∥v(s+1)∥∥∥
)2
≤ η2
(
k−1∑
s=0
∥∥∥∥W k−1−s − 1N 1N1TN
∥∥∥∥ · ∥∥∥v(s+1)∥∥∥
)2
= η2
(
k−1∑
s=0
γ¯k−1−s ·
∥∥∥v(s+1)∥∥∥)2
= η2
(
k−1∑
s=0
γ¯k−1−s
)2(∑k−1
s=0 γ¯
k−1−s · ∥∥v(s+1)∥∥∑k−1
s=0 γ¯
k−1−s
)2
≤ η2
(
k−1∑
s=0
γ¯k−1−s
)2 k−1∑
s=0
γ¯k−1−s∑k−1
s=0 γ¯
k−1−s
∥∥∥v(s+1)∥∥∥2 ,
where we used Jensen’s inequality in the last step above.
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Recall from Lemma 12 that for every s, E
[∥∥v(s+1)∥∥2] ≤ c5. Therefore, we have
η2E
∥∥∥∥∥
k−1∑
s=0
((
W k−1−s − 1
N
1N1
T
N
)
⊗ Id
)
v(s+1)
∥∥∥∥∥
2

≤ c5η2
(
k−1∑
s=0
γ¯k−1−s
)2 k−1∑
s=0
γ¯k−1−s∑k−1
s=0 γ¯
k−1−s ≤ c5η
2 1
(1− γ¯)2 .
Similarly, we have ∥∥∥∥((W k − 1N 1N1TN
)
⊗ Id
)
x(0)
∥∥∥∥2 ≤ γ¯k ∥∥∥x(0)∥∥∥2 .
The proof is complete.
Proof of Lemma 14. First, we have
E ‖Ek+1‖2 = E
∥∥∥∥∥ 1N
N∑
i=1
(
∇fi
(
x
(k)
i
)
−∇fi
(
x¯(k)
))∥∥∥∥∥
2
≤ E
∥∥∥∥∥ 1N
N∑
i=1
(
∇fi
(
x
(k)
i
)
−∇fi
(
x¯(k)
))∥∥∥∥∥
2
.
By Lemma 13, we can compute that
E
∥∥∥∥∥ 1N
N∑
i=1
(
∇fi
(
x
(k)
i
)
−∇fi
(
x¯(k)
))∥∥∥∥∥
2
≤ 1
N2
N∑
i=1
NE
∥∥∥(∇fi (x(k)i )−∇fi (x¯(k)))∥∥∥2
≤ 1
N
L2
N∑
i=1
E
∥∥∥(x(k)i )− (x¯(k))∥∥∥2
≤ 2L
2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 2L2c5η2
N(1− γ¯)2 .
The proof is complete.
Proof of Lemma 15. We can compute that
x¯(k+1)−x˜k+1 = x¯(k)−x˜k− η
2
N
[
∇f
(
x¯(k)
)
−∇f(x˜k)
]
+β
(
x¯(k) − x¯(k−1)
)
+η2Ek+1−η2ξ¯(k+1),
where
Ek+1 := 1
N
∇f
(
x¯(k)
)
− 1
N
N∑
i=1
∇fi
(
x
(k)
i
)
.
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It follows from the proof of Lemma 7 that we have
E
∥∥∥x¯(k+1) − x˜k+1∥∥∥2 ≤ (1− η2µ(1− η2L
2
))
E
∥∥∥x¯(k) − x˜k∥∥∥2 + η4σ2
N
+ η2
(
η2 +
(1 + η2L)2
µ(1− η2L2 )
)
E
∥∥∥∥ βη2 (x¯(k) − x¯(k−1))+ Ek+1
∥∥∥∥2
≤
(
1− η2µ
(
1− η
2L
2
))
E
∥∥∥x¯(k) − xk∥∥∥2 + η4σ2
N
+ 2η2
(
η2 +
(1 + η2L)2
µ(1− η2L2 )
)(
E
∥∥∥∥βη v¯(k)
∥∥∥∥2 + E ‖Ek+1‖2
)
,
(B.48)
where we used x¯(k) − x¯(k−1) = ηv¯(k) and (3.8). We recall from Lemma 14 that
E ‖Ek+1‖2 ≤ 2L
2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 2L2c5η2
N(1− γ¯)2 , (B.49)
and by Lemma 12, we get
E
∥∥∥v¯(k)∥∥∥2 ≤ 1
N
N∑
i=1
E
∥∥∥v(k)i ∥∥∥2 = 1N E∥∥∥v(k)∥∥∥2 ≤ c5N . (B.50)
By applying (B.49)-(B.50) to (B.48), we get
E
∥∥∥x¯(k+1) − x˜k+1∥∥∥2
≤
(
1− η2µ
(
1− η
2L
2
))
E
∥∥∥x¯(k) − x˜k∥∥∥2 + η4σ2
N
+ 2η2
(
η2 +
(1 + η2L)2
µ(1− η2L2 )
)(
β2c5
η2N
+
2L2γ¯k
N
E
∥∥∥x(0)∥∥∥2 + 2L2c5η2
N(1− γ¯)2
)
,
for every k. Note that E
∥∥x¯(0) − x˜0∥∥2 = 0. By our assumption on stepsize η, we have
1 − η2µ
(
1− η2L2
)
∈ [0, 1). By following the same argument as in the proof of Lemma 7,
we conclude that for every k,
E
∥∥∥x¯(k) − x˜k∥∥∥2 ≤ 2η2
(
η2 + (1+η
2L)2
µ(1− η2L
2
)
)(
β2c5
η2N
+ 2L
2c5η2
N(1−γ¯)2
)
+ η4 σ
2
N
1−
(
1− η2µ
(
1− η2L2
))
+
γ¯k −
(
1− η2µ
(
1− η2L2
))k
γ¯ − 1 + η2µ
(
1− η2L2
) 4L2γ¯
N
E
∥∥∥x(0)∥∥∥2 .
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The proof is complete.
Proof of Lemma 16. We can compute that
x˜k+1 − xk+1 = x˜k − xk − η
2
N
[∇f(x˜k)−∇f(xk)] +
(√
2(1− β)−
√
2
)
ηw¯(k+1).
It follows from the arguments in the proof of Lemma 7 that we have∥∥∥x¯(k+1) − x˜k+1∥∥∥2 ≤ (1− η2µ(1− η2L
2
))∥∥∥x¯(k) − x˜k∥∥∥2
+ η2
(
η2 +
(1 + η2L)2
µ(1− η2L2 )
)∥∥∥∥ 1η2 (√2(1− β)−√2) ηw¯(k+1)
∥∥∥∥2 .
By taking the expectations, we get
E
∥∥∥x¯(k+1) − x˜k+1∥∥∥2
≤
(
1− η2µ
(
1− η
2L
2
))
E
∥∥∥x¯(k) − x˜k∥∥∥2 + 2
(
η2 +
(1 + η2L)2
µ(1− η2L2 )
)(√
(1− β)− 1
)2 d
N
,
for every k. The rest of the proof follows similarly as in the proof of Lemma 15.
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