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Abstract
Statistical models are, implicitly or explicitly, based on certain number of assump-
tions. Failure of any of these assumptions can be due to the existence of atypical
observations in the data that do not follow the model under consideration. In
practice, the problem of outlying observations is quite common; therefore it is
rather relevant to use estimation methods that appropriately treat them.
The literature provides two main alternative approaches to handle this problem.
The first one consists of applying robust methods that aim to reduce the impact
of outlying observations on the estimation of model parameters. The second ap-
proach attempts to use diagnostic methods that identify outlying observations
before fitting the model, eliminate them and then employ a non-robust method
for model estimation to the remaining clean data.
This dissertation treats the problems of robust estimation and outlier detection
when data have a grouped structure and most of the data satisfy one of the fol-
lowing models: a linear regression model with fixed group effects or a linear
regression model with random group effects.
Chapter 1 provides an introduction to the topics addressed in the dissertation, in-
cluding some background information and motivation. Chapter 2 describes basic
robust methods and diagnostic measures for linear regression models.
iii
Chapter 3 introduces the linear model with fixed group effects. To reduce the
impact of outlying observations, we develop an extension of the method of Pen˜a
and Yohai [34], which is based on the projection of the observations over sev-
eral directions called principal sensitivity components. Outlying observations
appear with extreme coordinates in these directions. Based on these coordinates,
a subset of observations is chosen and an estimator based on minimizing a robust
scale of the residuals (similarly to S estimators) is obtained. The new extension is
called groupwise principal sensitivity components (GPSC). Our extension is com-
pared with other proposals discussed in the literature, namely the RDL1 method
proposed by Hubert and Rosseeuw [19] and the M-S estimators elaborated by
Maronna and Yohai [30]. We compare these methods through different simula-
tion scenarios and under different types of contamination. Our simulation results
show that the GPSC method is able to detect a high percentage of outlying obser-
vations and a limited number of false outliers (swamping effect). It is also apt
to detect outlying observations in the space of explanatory variables (called high
leverage points), including the case of masked outlying observations (masking
effect).
Chapter 4 introduces the linear model with random group effects, together with
some diagnostic measures proposed in the literature, which are based on the
assumption that the variance components are known (meaning no being esti-
mated). In practice, variance components are not known and must be estimated
from the data. Through some examples we show that the use of non-robust meth-
ods for estimating variance components can provide a wrong picture concerning
the validation of model assumptions.
Chapter 5 considers a linear model with random effects for the groups. Under
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this model, a robust procedure is proposed for estimation of model parameters
(variance components and regression coefficients), and also for the prediction
of the random effects. Variance components are estimated by a robustification
of Henderson method III (Searle et al., [47]). The following benefits can be dis-
cerned related to the procedure: explicit expressions for the robust estimators are
provided, avoiding iterative methods and the need for good starting values; no
need for any assumption regarding the shape of the distribution of the response
variable apart from the existence of first and second order moments; it is com-
putationally low demanding; finally, the estimation procedure is simply based
on the fitting of two simpler linear regression models. As a result, we propose a
two-step procedure. In the first step, variance components are estimated using
the robustified Henderson method III. In the second step, the fixed regression pa-
rameters are estimated and the random effects are predicted in a similar way as
in Sinha and Rao [49]. This robust procedure is applied to small area estimation,
in which the target is to estimate the population means of the areas. Alternative
robust small area estimators are given for these means, based on the robust fitting
procedure mentioned before. Chapter 6 provides an extension of the robustified
Henderson method III in general linear mixed models.
v
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Resumen
Los modelos estadı´sticos se basan implı´cita o explı´citamente en un cierto nu´mero
de supuestos. El incumplimiento de alguno de estos supuestos puede deberse a
la existencia de observaciones atı´picas en los datos que no sigan el modelo con-
siderado. Las observaciones atı´picas pueden afectar seriamente las estimaciones
de los para´metros del modelo, determinando el ajuste y las predicciones. En la
pra´ctica, el problema de las observaciones atı´picas es comu´n, por tanto es impor-
tante utilizar me´todos de estimacio´n que no se vean excesivamente afectados por
ellas.
En la literatura existen dos enfoques alternativos para abordar este problema. El
primero consiste en el uso de me´todos robustos, los cuales reduzcan el impacto
de las observaciones atı´picas sobre la estimacio´n de los para´metros del modelo.
El segundo consiste en el uso de me´todos de diagno´stico que nos permitan iden-
tificar las observaciones atı´picas antes de realizar el ajuste, descartarlas y despue´s
emplear algu´n me´todo no robusto para la estimacio´n del modelo.
En esta disertacio´n se presentan metodologı´as para reducir el impacto de las ob-
servaciones atı´picas sobre la estimacio´n de los para´metros de dos modelos uti-
lizados para modelizar datos con estructura agrupada. El primer modelo consid-
erado es el modelo de regresio´n lineal con efectos fijos de los grupos y el segundo
es el modelo con efectos aleatorios de los grupos.
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En el Capı´tulo 1 se presenta una introduccio´n sobre la motivacio´n para abordar
cada uno de los temas de esta disertacio´n. En el Capı´tulo 2 se describen me´todos
robustos ba´sicos y medidas de diagnosis de los modelos de regresio´n lineal.
En el Capı´tulo 3 se introduce el modelo lineal con efectos fijos de los grupos. Para
reducir el impacto de las observaciones atı´picas sobre este modelo, se presenta
una extensio´n del me´todo propuesto por Pen˜a y Yohai [34], el cual esta´ basado en
la proyeccio´n de las observaciones sobre direcciones llamadas componentes prin-
cipales de sensibilidad. Se puede demostrar que las observaciones atı´picas apare-
cera´n como coordenadas extremas sobre estas direcciones. Por tanto, una vez
descartadas, es posible seleccionar un estimador basado en la minimizacio´n de
una escala robusta de los residuos (esto es, similar a un estimador S). El me´todo
propuesto es llamado groupwise principal sensitivity components (GPSC). El
nuevo me´todo se compara con otras propuestas dadas en la literatura; concreta-
mente el me´todo RDL1 propuesto por Hubert y Rosseeuw [19] y los estimadores
M-S propuestos por Maronna y Yohai [30]. Estos me´todos se comparan bajo
distintos escenarios y tipos de contaminacio´n. Los resultados muestran que el
me´todo GPSC es capaz de detectar un alto porcentaje de observaciones atı´picas
ası´ como un nu´mero reducido de falsos atı´picos (efecto swamping). Tambie´n es
apropiado para detectar observaciones atı´picas en el espacio de las variables aux-
iliares (tambie´n llamados puntos con alto efecto palanca) ası´ como observaciones
atı´picas enmascaradas (efecto masking).
En el Capitulo 4 se introduce el modelo lineal con efectos aleatorios, ası´ como
algunas medidas de diagnosis propuestas en la literatura, las cuales se basan en
el supuesto de que las componentes de la varianza son conocidas (es decir, no
estimadas). En la pra´ctica las componentes de la varianza no son conocidas y
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por tanto deben estimarse apartir de los datos. A trave´s de distintos ejemplos,
mostraremos que el uso de me´todos no robustos para estimar las componentes
de la varianza en los me´todos de diagno´stico del modelo puede llevar a conclu-
siones erro´neas en cuanto a la validacio´n de las hipo´tesis del modelo.
En el Capı´tulo 5 se propone un procedimiento robusto para estimar los para´metros
de un modelo lineal con efectos aleatorios; concretamente, las componentes de la
varianza y los coeficientes de regresio´n, ası´ como para predecir los efectos aleato-
rios. Para estimar de forma robusta las componentes de la varianza, proponemos
una robustificacio´n de los estimadores de Henderson III. Algunas ventajas de esta
propuesta son las siguientes: se proveen de expresiones explı´citas para los esti-
madores robustos, evitando el uso de me´todos iterativos. Tampoco requiere de
ningu´n supuesto sobre la forma de la distribucio´n de la variable respuesta a ex-
cepcio´n de la existencia de momentos hasta segundo orden; computacionalmente
es menos costoso y, finalmente, la estimacio´n de las componentes de la varianza
se reduce al ajuste de modelos de regresio´n ma´s simples.
Para estimar de forma robusta todos los para´metros del modelo proponemos un
procedimiento a dos etapas. En la primera etapa, se estiman de forma robusta las
componentes de la varianza usando la robustificacio´n del me´todo de Henderson
III. En la segunda etapa, se estiman los coeficientes de regresio´n y se predicen los
efectos aleatorios de forma similar a la propuesta de Sinha y Rao [49]. Despue´s
del ajuste robusto de los para´metros del modelo, se presentara´ una aplicacio´n
enfocada a la estimacio´n en a´reas pequen˜as en la que el objetivo es la estimacio´n
de las medias de las a´reas pequen˜as. Se proponen unos estimadores robustos
alternativos para las medias de las a´reas. En el Capı´tulo 6 se extiende el me´todo
de Henderson III robusto al caso de un modelo lineal mixto con ma´s de un factor
aleatorio.
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Chapter 1
Introduction
Linear regression models are widely used in many fields of science such as En-
gineering, Economics, Sociology, Health, etc. Due to the simplicity of the idea
behind the least squares (LS) method, the minimization of the sum of squared
residuals, and the interpretability of the final model parameter estimates, this
method is very popular among practitioners. However, it is also well known that
outliers, considered here as heterogeneous observations in comparison with the
majority of the data, might strongly affect these estimators. Then, robust estima-
tors are regarded as more reliable.
Robust estimation methods include those which downweight observations with
extreme residuals and those that eliminate the observations pointed out by an
outlier detection procedure. In the latter approach the final estimator is typically
an estimator based on a clean subset of the data. Thus, these methods preserve
the simplicity and the interpretability of the LS method.
On the other hand, outlier detection is an important issue itself, because singu-
lar observations might hide possibly relevant phenomena affecting our measure-
ments. Outliers are typically pointed out using the information contained by
1
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scaled residuals obtained from a previous model fit. However, both the scale and
the previous fit used to obtain residuals might be also affected by the outliers un-
less they come from an initial robust fit. Thus, outlier detection and robust fitting
are very related issues.
Linear regression models have received great attention in the literature of robust
and diagnostic methods. However, until now little attention has been paid to lin-
ear models for data with a grouped structure.
This dissertation studies specific linear models that are used when our data are
grouped according to a categorical variable. Chapter 3 studies linear models with
fixed group effects. These models are typically assumed when, given constant
values of auxiliary variables, the groups have different means. The number of
groups is assumed to be moderate and the number of observations within each
group is large enough to allow estimation of the different group means. Chapter
4 introduces linear models with random group effects. These are used to model
data in which observations belonging to the same group are correlated and this
correlation is constant. There are typically many groups and the sample size
within some of the groups might be small. Under these two different grouped
data structures, existing robust methods either might fail or cannot be applied
due to computational problems. Thus, we propose new robust methods for these
two situations and compare their performance with that of other available robust
proposals.
Simulation results show that our robust procedure for linear models with fixed
effects presents a high mean percentage of simulations with detection of 100%
of true outliers while small number of observations were wrongly regarded as
outliers. Particulary, when there is only contamination in the response variable
3(vertical outliers), the level of the swamping effect in our robust procedure is the
lowest among the compared robust methods.
In the case of linear models with random effects, simulation results show that
our robust proposal for estimating variance components presents the minimum
mean squared error when outlying groups are present. Moreover, the proposed
robust procedure for estimating model parameters avoids the problem with start-
ing values and it is computationally less demanding.
4 CHAPTER 1. INTRODUCTION
Chapter 2
Linear regression model
2.1 Introduction
Consider the usual linear regression model
yi = x
T
i β + i, i = 1, . . . , n, (2.1)
or in vectorial form as
y = Xβ + 
where y = (y1, . . . , yn)T is the vector containing the observable responses, X =
(x1, . . . ,xn)
T is the n×p design matrix of full-column rank that contains the values
of p variables for the n individuals or sampling units, β is a p-vector of unknown
parameters, and  = (1, . . . , n)T is the vector of independent unobservable er-
rors, each with zero mean and unknown variance σ2. The first column of the
design matrix X is composed by ones when intercept is considered in the model.
The main elements of the fitting process using the method of least squares are the
following:
Parameter estimates: βˆ = (XTX)−1XTy, withE(βˆ) = β and var(βˆ) = σ2(XTX)−1.
5
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Projection or Hat matrix: H = X(XTX)−1XT , which is symmetric and idempo-
tent.
Fitted values: yˆ = Xβˆ = Hy, with E(yˆ) = Xβ and var(yˆ) = σ2H.
Residuals: ˆ = y− yˆ = (In−H)y, with E(ˆ) = 0n and var(ˆ) = σ2(In−H), where
In denotes the n× n identity matrix and 0n denotes a vector of zeros of size n.
High leverage points: The Hat matrix
The n × n Hat or projection matrix H = (hij), and in particular its diagonal ele-
ments hii, i = 1, . . . , n, play a crucial role in the process of model diagnose. We
start describing some of its properties. This matrix is symmetric and idempotent.
From these two facts, it is easy to see that the sum of the squared elements of the
rows (columns) are equal to the diagonal element, that is,
n∑
j=1
h2ij = hii. (2.2)
Moreover, its eigenvalues are either zero or one and rank(H) = trace(H). Since
trace(H) = trace(Ip) = p, then
n∑
i=1
hii = p.
Thus, the average size of the diagonal elements of the Hat matrix is p/n. When
the first column of X is a vector of ones, it holds that 1/n ≤ hii ≤ 1 for every i.
This last fact, together with (2.2), imply that when there is an observation i with
hii = 1, then the rest of elements hij , j 6= i, in the same row (column) are equal to
zero.
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Different interpretations appear in the literature for the diagonal elements hii of
the Hat matrix, called usually leverages. The first one, which explains their name,
can be deduced from the relation of the predicted value of an observation and the
whole set of observations,
yˆi =
n∑
j=1
hij yj.
From this relation and the properties of H mentioned above, if there is a point i
with hii = 1, then yˆi = yi, that is, its predicted value will coincide with its ob-
served value, in other words, the regression line will go through yi. This means
that observations with large hii values tend to lever the regression line attracting
it to themselves.
Another interpretation of the leverage effect hii, which does not consider the
response values, is the discrepancy of each observation xi with respect to the
mean x¯. Thus, points with high leverage are isolated in the space spanned by
the columns of X. A third interpretation arises from the fact that hii = ∂yˆi/∂yi.
Thus, hii is the rate of variation of the predicted value yˆi under an infinitesimal
change in yi, which measures somehow the influence of the response value yi on
its predicted value yˆi.
Hoaglin and Welsch [18] suggested a reasonable rule of thumb for considering
a point as high-leverage, and this rule is when hii > 2p/n. Thus, high-leverage
points are determined by looking at the diagonal elements of H and paying par-
ticular attention to any xi point for which hii > 2p/n.
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2.2 Outlier detection
Residuals describe the deviation of the observed data from the fit. Thus, an out-
lier in the response variable can be defined as a point (xTi , yi) with large residual,
and they can be informally detected by plotting residuals against other variables
such as y, each Xj , etc. Outlier detection should be based on standardized resid-
uals. However, there are several ways of standardizing residuals. Below we de-
scribe the different types of standardized residuals.
It must be remarked that a high leverage point is usually associated with a small
residual. This means that points that do not conform with the model and that are
in an area of the X-space with lack of points (high-leverage) will be difficult to
detect using means of residuals.
a) Ordinary Residuals: The vector of ordinary residuals is ˆ = y − yˆ.
ˆ = (In −H)y = (In −H)(Xβ + ) = (In −H) (2.3)
This identity demonstrates clearly that the relationship between ˆ and  depends
on H. Thus, if the hijs are sufficiently small, then ˆ will serve as a reasonable
substitute for , otherwise the usefulness of ˆmay be limited.
b) Studentized Residuals (Internal Studentization): Since var(ˆ) = σ2(In −H),
dividing each residual by its estimated standard deviation we obtain the stan-
dardized residuals,
ri =
ˆi
σˆ
√
(1− hii)
, i = 1, . . . , n,
2.2. OUTLIER DETECTION 9
where σˆ2 is the residual mean of squares,
σˆ2 =
1
n− p
n∑
i=1
ˆ2i .
which is an unbiased estimate of σ2 and satisfies
(n− p)σˆ2
σ2
=
∑n
i=1 ˆ
2
i
σ2
∼ χ2n−p.
c) Studentized Residuals (External Studentization): The externally studentized
residuals are defined using an estimator of σ2 that is independent of ˆi. We con-
sider as estimator of σ2 the residual mean square error computed without the i-th
case, and denoted σ2(i). The result is the studentized residual
r∗i =
ˆi
σˆ(i)
√
(1− hii)
, i = 1, . . . , n,
where
σˆ2(i) =
Σnj=1,j 6=i(yj − xTj βˆ(i))2
n− p
Under normality assumptions, σˆ2(i) and ˆi are independent and r
∗
i ∼ tn−p.
It is possible to prefer r∗i over ri. The reason arises from the expression of r∗i as
function of ri,
r∗i = ri
√
n− p− 1
n− p− r2i
,
which shows that r∗i is a monotonic transformation of ri and r∗2i → ∞ as r2i →
(n− p). Therefore, r∗i reflects more dramatically the deviations than ri does.
e) Predictive Residuals: Ordinary and studentized residuals (with internal stu-
dentization) are based on a fit to all the data. In contrast, the i-th predictive resid-
ual ˆ(i) is based on a fit to the data without the i-th case. Then, the i-th predicted
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residual is defined by
ˆ(i) = yi − yˆi(i), i = 1, . . . , n.
These residuals can be interpreted as prediction errors. They are used to obtain
goodness of fit measures for model selection and are related with the idea of
crossvalidation. They can be obtained from ordinary residuals, avoiding the n
different fits, as
ˆ(i) =
ˆi
1− hii , i = 1, . . . , n.
2.3 Measures of influence
This section studies the variation in the fitting results when the problem formu-
lation is modified. For example, if a case is deleted, then results based on the
reduced data set can be rather different from those based on the complete data.
As Cook suggested, the study of the dependence of conclusions and inferences
on various aspects of a problem formulation is known as study of influence (see
e.g., Chatterjee and Hadi [7]).
Measures based on the volume of confidence ellipsoids
The following measures of influence of the i-th observation on the estimated re-
gression coefficients are based on the change in the volume of confidence ellip-
soids when i-th observation is removed from the data.
a) Andrews and Pregibon [2]. These authors argued that the deletion of a case
corresponding to an outlier in Y will lead to a marked reduction in the residual
sum of squares. Thus, the residual sum of squares is a diagnostic for detecting
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influential cases arising due to the presence of an outlier in y. On the other hand,
the influence of a row of X is in part reflected by a change in the determinant of
XTX when that row is deleted. More specifically, let X∗ = (X,y) be the matrix
of explanatory variables augmented with y. These authors suggest the relative
change in the determinant,
APi =
det{X∗T(i)X∗(i)}
det{X∗TX∗}
to analyze the influence of i-th observation.
Several remarks can be made on this measure. First, APi is a unitless measure.
Second, (APi)−1/2−1 corresponds to the proportional change in the volume of an
ellipsoid generated by X∗TX∗ when the i-th observation is omitted. Finally, small
values of APi correspond to influential cases.
b) Cook and Weisberg [9]. They defined the likelihood distance as
LDi = 2[L(βˆ)− L(βˆ(i))],
where L(βˆ) and L(βˆ(i)) represent the log-likelihood evaluated at βˆ and βˆ(i) re-
spectively. The likelihood distance is related to the asymptotic confidence region
{
β : 2[L(βˆ)− L(β)] ≤ χ2α,p+1
}
,
where χ2α,p+1 is the α critical value of the χ2 distribution with p + 1 degrees of
freedom (p regression coefficients and the unknown variance σ2). Due to this
relation, typically LDi is compared to χ2p+1. Observe that the definition of the
likelihood distance relies on the specification of a probability distribution. For
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Normal models and taking an estimator σˆ2u of σ2u, it reduces to
LDi =
1
σ2
(βˆ(i) − βˆ)TXTX(βˆ(i) − βˆ).
c) Belsey, Kuh and Welsch [4] . These authors suggested that the influence of
the i-th observation can be measured by comparing the ratio of the determinant
of the estimated covariance matrix of βˆ(i), when the i-th point is deleted, to the
determinant of the estimated covariance matrix of βˆ , that is, to use the measure
CV Ri =
det{σˆ2(i)(XT(i)X(i))−1}
det{σˆ2(XTX)−1} .
The influence function and its sample counterparts
The basic idea of influence analysis is to introduce a small perturbation in the
problem formulation, and then to monitor how the perturbation changes the out-
come of the analysis. Important issues in designing methods for influence analy-
sis are the choice of the perturbation scheme, the particular aspect of the analysis
to monitor, and the method of measurement. Alternative choices for these three
issues lead to different influence functions.
In the following we present some of the results concerning the influence curve.
Sample versions of the influence curve provide justification for the basic tools
used for finding influential cases. The influence function (IF) is defined as
IFi = IFi(xi; yi;F ;T ) = lim
→0
T [(1− )F +  δxiyi ]− T [F ]

,
where T [.] is a vector valued statistic based on a random sample from the proba-
bility distribution F and δxiyi = 1 at (xi, yi) and 0 otherwise. Note that IFi mea-
sures the influence on T of adding a new observation (xi, yi) to a large sample.
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Several finite sample versions of the influence curve have been suggested, three
of the most promising ones are the empirical influence curve (EIC), the sample
influence curve (SIC) and the sensitivity curve (SC), which are briefly described
below.
a) Empirical influence curve (EIC): This curve is obtained by substituting Fˆ(i) for
F in the influence curve, where Fˆ(i) is the empirical distribution function when
the i-th observation is omitted. For linear models, taking as study statistic βˆ(i) =
T (Fˆ(i)), we obtain
EIC(i) = (n− 1)(XT(i)X(i))−1xi(yi − xTi βˆ(i))
where βˆ(i) = (XT(i)X(i))
−1XT(i)y(i) is the estimate of β obtained by removing the
i-th observation. In terms of residuals, the EIC is
EIC(i) = (n− 1)(XTX)−1xi ˆi
(1− hii)2 ,
b) Sample influence curve (SIC): This curve is found by omitting the limit in the
expression of IFi and taking F = Fˆ , T (Fˆ ) = βˆ and  = −1/(n− 1), obtaining
SICi = (n− 1)(βˆ − βˆ(i)).
In terms of residuals, the sample influence curve is
SICi = (n− 1)(XTX)−1xi ˆi
1− hii .
Observe that the essential difference between EIC and SIC appears in the power
of the term (1− hii) in the denominator.
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c) Sensitivity curve (SC): This curve is obtained by setting F = Fˆ(i), T (Fˆ(i)) = βˆ(i)
and  = 1/n, obtaining:
SCi = n(βˆ − βˆi).
Observe that SICi and SCi are proportional to the distance between βˆ and βˆ(i),
given by
βˆ − βˆ(i) = (XTX)−1xi ˆi
1− hii .
Measures based on the influence function
Since the influence function IFi for T = βˆ is a vector, it is convenient to normalize
it in order to obtain a scalar measure of influence on βˆ. The class of norms that
are location/scale invariant is
Di(M ; c) =
(IFi)
TM(IFi)
c
,
for an appropriate choice of matrix M and scalar c. Note that a large value of
Di(M ; c) indicates that the i-th observation has strong influence on the statis-
tic T relative to M and c. There are three common choices of M and c, which
lead respectively to the well-known Cook’s distance, Welsch-Kuh’s distance and
Welsch’s distance.
1) Cook’s distance: Cook [39] proposed the use of the sample influence curve
to approximate the influence function choosing the matrix M = XTX and the
constant c = (n− 1)2p σˆ2. Replacing them in Di(M ; c), we obtain
Ci =
(βˆ(i) − βˆ)T (XTX)(βˆ(i) − βˆ)
p σˆ2
=
r2i
p
hii
1− hii ,
which coincides with LDi divided by the number of explanatory variables p.
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Cook also suggested to compare Ci with the quantiles of the central F distri-
bution with p and n− p degrees of freedom. Ci can be also written as
Ci =
(yˆ − yˆ(i))T (yˆ − yˆ(i))
p σˆ2
,
where yˆ(i) = Xβˆ(i) is the vector of predicted values when y(i) is regressed on X(i).
Thus, Ci can be interpreted as the scaled euclidean distance between the two vec-
tors of fitted values obtained by including and excluding the i-th observation.
2) Welsch-Kuh’s distance: The impact of the i-th observation on the i-th predicted
value can be measured by scaling the change in prediction at xTi when the i-th
observation is omitted, that is,
|yˆi − yˆi(i)|
σ
√
hii
=
|xTi (βˆ − βˆ(i))|
σ
√
hii
,
and then using σˆ2(i) as an estimate of σ
2. Thus, the Welch-Kuh’s distance is given
by:
WKi =
|xTi (βˆ − βˆ(i))|
σˆ(i)
√
hii
= |r∗i |
√
hii
1− hii .
3) Welsch’s distance: Using the empirical influence curve to approximate the
influence function and choosing M = XT(i)X(i) and c = (n − 1)σˆ2(i), the class of
norms that are location-scale invariant becomes
W 2i = Di(X
T
(i)X(i); (n− 1)σˆ2(i)) = (n− 1)r∗2i
hii
(1− hii)2 .
Welsch [40] suggested to use Wi as a diagnostic tool. This distance is related to
the Welch-Kuh´s distance in the form
Wi = WKi
√
n− 1
1− hii
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Observe that Wi is more sensitive than WKi to hii. However, the fact that WKi is
easier to interpret led some authors to prefer WKi over Wi.
2.4 Detection of groups of outliers
Some of the ideas concerning the detection of individual outliers can be extended
directly to the case of multiple outlier detection. However, methods which at-
tempt to find multiple outliers are commonly subject to phenomena called swamp-
ing and masking effects (see e.g., Simonoff and Hadi [48]).
Masking occurs when an outlier is not detected because of the presence of others;
swamping when a non-outlier is wrongly considered as an outlier due to the ef-
fect of some other hidden outliers.
In this section we focus on some procedures designed to find multiple outliers
in linear regression. The first class of procedures uses robust ideas to build an
initial clean subset. Then, least squares estimates based on the clean subsets are
combined with diagnosis ideas for outlier detection. However, for large data sets
with many predictors and high leverage observations, procedures based on the
clean set idea may not work well, because of the difficulty in selecting the initial
subset. Other procedures are based on the eigenstructure analysis of some diag-
nostic matrices and are specially useful for large data sets.
1. Methods based on an initial clean set: Kianifard and Swallow [25] and [26]
proposed to build a clean set of observations and compare the rest of the data
with this set. If the observation closest to the clean set is not an oultlier, then in-
crease the clean set with this observation and continue until no new observation
can be incorporated into the basic set. These authors proposed to use either pre-
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dictive or standarized residuals, or alternatively a measure of influence such as
the Cook’s distance Ci.
2. Analysis of the Influence Matrix: The matrix of changes in the predicted
values is defined as:
R =

yˆ1 − yˆ1(1) yˆ1 − yˆ1(2) . . . yˆ1 − yˆ1(n−1) yˆ1 − yˆ1(n)
yˆ2 − yˆ2(1) yˆ2 − yˆ2(2) . . . yˆ2 − yˆ2(n−1) yˆ2 − yˆ2(n)
. . . . . . . . . . . . . . .
yˆn−1 − yˆn−1(1) yˆn−1 − yˆn−1(2) . . . yˆn−1 − yˆn−1(n−1) yˆn−1 − yˆn−1(n)
yˆn − yˆn(1) yˆn − yˆn(2) . . . yˆn − yˆn(n−1) yˆn − yˆn(n)

(2.4)
Let us denote the columns of this matrix by ti = yˆ − yˆ(i), i = 1, . . . , n. Pen˜a and
Yohai [33] presented a method to identify influential subsets by looking at the
eigenvalues of an influence matrix defined as
M = RTR/pσˆ2
This matrix is defined as the uncentered covariance of a set of vectors which rep-
resent the effect on the fit of the deletion of each data point. Observe that the
diagonal elements of this matrix are the Cook´s statistics. They showed that the
eigenvectors of M will help to find groups of influential observations.
The Sensitivity Matrix: Now consider the rows ri = (yˆi − yˆi(1), . . . , yˆi − yˆi(n)) of
R instead of the columns. These rows indicate the sensitivity of each point, that
is, how the predicted value of a given point changes when we use as sample the
n sets of n − 1 data built by deleting each point of the sample in turn. In this
way, we analyze the sensitivity of a given point under a set of perturbations of
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the sample. The sensitivity matrix is defined as
P =
1
pσˆ2

rT1 r1 . . . r
T
1 rn
. . . . . . . . .
rT1 rn . . . r
T
nr1

It can be shown that the sensitivity and the influence matrices have the same
eigenvalues and we can obtain the eigenvectors of one matrix from the eigenvec-
tors of the other. Pen˜a and Yohai [34] and [33] have shown that the eigenvectors
of the sensitivity matrix are more powerful tools for identifying groups of out-
liers than those of the influence matrix. Based on the sensitivity matrix, Pen˜a and
Yohai [34] introduced the principal sensitivity components method described in
the next section.
2.4.1 The principal sensitivity components method
Pen˜a and Yohai ([34]) proposed a fast robust procedure, called principal sensi-
tivity components (PSC) method, for fitting a linear regression model. This me-
thod is based on outlier detection and is specially designed to detect masked high
leverage outliers.
Consider the matrix of forecast changes given in (2.4) and construct the matrix:
Q = (XTX)−1/2(XTWX)(XTX)−1/2
where W is the diagonal matrix with terms ˆi/(1− hii).
The eigenvectors of Q represent the directions of maximum variability of the stan-
darized effects
γi = (X
TX)1/2(βˆ − βˆ(i))
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To transform the effects γi into changes on predicted values, it is necessary to
multiply γi by the standarized matrix X(XTX)−1/2. Let vi be the eigenvectors of
the matrix Q. Therefore, the directions of maximum change in predicted values
are obtained by premultiplying these directions vi by X(XTX)−1/2, that is
zi = X(X
TX)−1/2vi
which represents the forecast change for each observation in the direction vi.
Theorem: Consider a set of regression observations b1 = (y1,x1), . . . , bn = (yn,xn)
where xi = (xi,1, . . . ,xi,p)T , 1 ≤ i ≤ n, are in general position; that is, any
p arbitrary points xi,1, . . . ,xi,p are linearly independent. Suppose that we add
to the sample m identical arbitrary data points bn+i = (yn+i,xn+i) = (y∗,x∗),
x∗ = (x1, . . . ,xp)T , i = 1, . . . ,m. Then, given m < n − p + 1 there exist k
such that ||βˆ|| > k and ||x∗|| > k imply that for any set V = {v1, . . . ,vp},
vi = (vi,1, . . . , vi,n, vi∗, . . . , vi∗) of orthogonal eigenvectors of the matrix RW, we
have that
max1≤i≤p#{j : 1 ≤ j ≤ n, |vi,j| ≤ |v∗j |} >
m+ n
2
This theorem guarantees that high leverage outliers are expected to appear as ex-
treme values on at least one of the principal sensitivity components zi.
The procedure
Here we describe a robust fitting procedure based on the PSC method. This pro-
cedure is composed of two stages, and the first stage is iterative. In the first stage,
a robust estimator is obtained from a data subset that is clean of low and high
leverage outliers, including groups of masked outliers. In the second stage, effi-
ciency of the estimator is improved.
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Stage 1. In this stage we find a robust estimate of β by an iterative procedure. In
each iteration , an estimate βˆ(i) is defined by
βˆ(i) = argminβ∈AiS(ˆ1(β), . . . , ˆn(β)).
In this first iteration, the set A1 contains 3p + 1 elements. One of these elements
is the least squares estimator. The other elements are obtained after computing
the principal sensitivity components as described in Section 2.4.1. For each prin-
cipal sensitivity component zj , j = 1, . . . , p, we compute three estimates by LS
as follows: the first estimate is obtained by eliminating the half of observations
corresponding to the smallest coordinates of zj , the second eliminating the half
corresponding to the largest coordinates of zj , and the third eliminating the half
corresponding to the largest absolute values.
For the next iterations, i > 1 we start computing residuals ˆ(i) = y −Xβˆ(i−1) and
let s(i−1) be a robust scale of residuals such as the median of absolute deviations
to the median (MAD). Then we delete all the observations j such that
|ˆ(i)j | ≥ C1s(i−1).
Then, with the remaining observations, we compute the least squares estimator,
βˆ
(i)
LS , and the principal sensitivity components. The set Ai will contain 3p + 2
elements: the new LS estimator βˆ(i)LS , the estimate obtained in previous iteration
βˆ(i−1), and 3p estimates obtained by deleting extremes values in the principal sen-
sitivity components similarly as in the first iteration.
The procedure ends when βˆ(i+1) = βˆ(i), and the estimate that minimizes the ro-
bust scale on this stage is denoted βˆ1.
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Stage 2. To gain efficiency, we define a new estimator as a one step iteration of the
initial one computed in stage 1. We compute residuals ˆj = yj − βˆT1 xj , 1 ≤ j ≤ n
and a robust scale s of the ˆj’s. Then we eliminate all observations j such that
|ˆj| > C2·s. Let n1 be the number of observations eliminated and let (y2,X2) be the
sample with the n−n1 remaining observations. We compute the least squares es-
timator, βˆ2 = (XT2 X2)−1XT2 y2, and test the n1 points previously eliminated by us-
ing the studentized out-of-sample residuals tj = (yj− βˆT2 xj)/sˆ2
√
(1 + hjj), where
sˆ22 =
∑
(yj−βˆT2 xj)2/(n−n1−p) and hjj = xTj (XT2 X2)−1xj . Each observation in the
set of n − 1 points is finally eliminated and considered as an outlier if |tj| > C3.
With the observations that are not deleted, we compute the least squares estima-
tor, βˆ, that will be the final estimate (see Pen˜a and Yohai [34]).
2.5 Basic robust methods
In this section we present some of the robust methods proposed in the litera-
ture for linear regression models (see Maronna and Yohai [29]). The degree of
robustness of an estimate in the presence of outliers may be measured by the
concept of breakdown-point which was introduced by Hampel [14]. Donoho [11]
and Donoho and Huber [12] gave a finite sample version of this concept. The fi-
nite sample breakdown-point measures the maximum fraction of outliers which a
given sample may contain without breaking completely the estimate (Yohai [54]).
M estimator
Huber [35] proposed a class of M-estimators that naturally generalizes the maxi-
mum likelihood estimator. Consider model (2.1) with fixed X where i has den-
sity
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1
σ
f0
( 
σ
)
,
where σ is a scale parameter. For the linear model (2.1) the yi’s are independent
but not identically distributed and yi has density
1
σ
f0
(
y − xTi β
σ
)
,
and the likelihood function for β assuming a fixed value of σ is
L(β) =
1
σn
n∏
i=1
f0
(
y − xTi β
σ
)
,
Calculating the maximum likelihood estimator means maximizing L(β), which
is equivalent to finding βˆ such that
1
n
n∑
i=1
ρ0
(
ri(βˆ)
σ
)
+ logσ = min, (2.5)
where ρ0 = −logf0. We shall deal with estimates defined by (2.5). Assuming that
σ is known and differentiating with respect to βwe have the analog of the normal
equations:
n∑
i=1
ψ0
(
ri(βˆ)
σ
)
xi = 0, (2.6)
where ψ0 = ρ′0 = f ′0/f0. Then, the regression M-estimates of β are the solutions of
n∑
i=1
ρ
(
ri(βˆ)
σˆ
)
= min (2.7)
where σˆ is an error scale estimate. Differentiating (2.7) yields the equation
n∑
i=1
ψ
(
ri(βˆ)
σˆ
)
xi = 0, (2.8)
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where ψ = ρ′. Solutions to (2.8) with monotone (resp. redescending) ψ are called
monotone (resp. redescending) regression M-estimates. The main advantage of
monotone estimates is that all solutions of (2.8) are solutions of (2.7). Further-
more, if ψ is increasing then the solution is unique.
Figure 2.1: Different ψ functions for four common M-estimators.
S estimator
Yohai and Rousseeuw [45] proposed a robust estimate called S-estimator. First,
consider one-dimensional estimators of scale defined by a function ρ satisfying:
a) ρ is symmetric, continuously differentiable and ρ(0) = 0;
b) there exist c > 0 such that ρ is strictly increasing on [0, c] and constant on [c,∞].
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For any sample {r1, . . . , rn} of real numbers, we define the scale estimate s(r1, . . . , rn)
as the solution of
1
n
n∑
i=1
ρ(ri/s) = K (2.9)
whereK is taken to beEφ[ρ(r)], where φ is the standard normal distribution func-
tion.
Now, let {(x1, y1), . . . , (xn, yn)} be a sample of regression data with p-dimensional
xi. For each vector β, we obtain residuals ˆi(β) = yi−xTi β, of which we calculate
the scale s(ˆ1(β), . . . , ˆn(β)) by (2.9), where ρ satisfies a) and b). Then, the S-
estimator βˆ is defined by
minimizeβˆs(ˆ1(β), . . . , ˆn(β)) (2.10)
and the final scale estimator is
σˆ = s(ˆ1(β), . . . , ˆn(β)) (2.11)
They decided to call βˆ S-estimator because it is derived from a scale statistic in an
implicit way. S-estimators are affine equivariant, they possess a high breakdown-
point and are asymptotically normal.
MM estimates
Yohai [54] proposed a new class of robust estimates called MM-estimates. The
estimates have simultaneously the following properties:
a) Highly efficient when the error has a normal distribution.
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b) High break-down point (concretely 50%).
MM estimates are defined by a three-stage procedure. In the first stage an ini-
tial regression estimate is computed which is consistent, robust and with high-
breakdown point but not necessarily efficient. In the second stage, an M-estimate
of the error scale is computed using residuals based on the initial estimate. Fi-
nally, in the third stage an M-estimate of the regression parameters based on a
proper redescending psi-function is computed.
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Chapter 3
Robust fitting of linear models with
fixed effects
3.1 Introduction
This chapter compares several methods for outlier detection and robust estima-
tion with grouped data, in which the majority of the data follow a linear regres-
sion model with fixed group effects. The groups might be socioeconomic pop-
ulation subgroups, geographical regions, strata used in the sampling scheme or,
more generally, the levels of a categorical variable that is related with the out-
come of interest.
Under this grouped data structure, it is possible to apply the least squares (LS)
method processing the dummy variables in the same manner as the continu-
ous ones. However the LS method is very sensitive to outliers (Hubert and
Rousseeuw [19]). Another alternative is the weighted likelihood estimator (Warm
[51]). Unfortunately, the method is not appropriate for grouped data. The exact
fitting algorithm is computationally very expensive, whereas the algorithm based
on subsampling may produce singular matrices. Moreover, the straightforward
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application of a classical outlier detection procedure might lead to deletion of
full groups. The application of other robust methods such as M estimation (Hu-
ber [36]) or generalized M estimation (Hampel et al. [17]) may provide very low
breakdown point estimators while S estimators, which are based on minimizing a
robust scale of residuals, become computationally very expensive (Maronna and
Yohai [30]). Finally, the least median of squares (LMS) and the least trimmed
squares (LTS) under grouped data structure might lead to singular matrices (Hu-
bert and Rousseeuw [20]). Thus, specific methods are needed under this situa-
tion. We consider three different methods. The first is a groupwise adaptation of
the principal sensitivity method of Pen˜a and Yohai [34]. The other two are par-
ticularizations of general methods designed to fit models with continuous and
categorical variables, concretely the RDL1 method of Hubert and Rousseeuw [20]
and the M-S estimator of Maronna and Yohai [30]. The three methods are com-
pared in simulations in terms of their performance in outlier detection and their
robustness.
The work is organized as follows. Section 3.2 describes the data structure and the
model with fixed effects dealt with. Section 3.3 introduces the adapted principal
sensitivity components method of Pen˜a and Yohai [34] to the model with fixed
group effects. Sections 3.4 and 3.5 particularize respectively the RDL1 method of
Hubert and Rousseeuw [20] and the M-S estimator of Maronna and Yohai [30]
to the situation of this paper. The results of a Monte Carlo simulation study are
reported in Section 3.6. An application is included in Section 3.7 and finally, some
concluding remarks are given in Section 3.8.
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3.2 Linear regression model with fixed group effects
Let X = (X1, . . . , Xp)T be a vector of continuous auxiliary variables (also called
covariates) related to the study variable (also called outcome) Y . Consider that
there are n sample observations of X and Y coming from D different population
groups of sizes n1, . . . , nD with nd ≥ 2, d = 1, . . . , D, where the overall sample
size is n =
∑D
d=1 nd. Let ydj be the value of the study variable Y for j-th sample
unit from d-th group and xdj = (xdj1, . . . , xdjp)T the vector with the values of the
p covariates for the same unit. In absence of outliers, we consider that sample
observations follow the linear regression model
ydj = x
T
djβ + αd + εdj, j = 1, . . . , nd, d = 1, . . . , D, (3.1)
where αd is the effect of d-th group, assumed to be fixed, and εdj is the model
error, satisfying the usual assumptions
εdj ∼ iid N(0, σ2), j = 1, . . . , nd, d = 1, . . . , D, (3.2)
where σ2 > 0 is unknown. Defining the vectors yd = (yd1, . . . , ydnd)
T and εd =
(εd1, . . . , εdnd)
T and the matrix Xd = (xd1, . . . ,xdnd)
T , the model can be expressed
as
yd = Xdβ + αd1nd + εd, d = 1, . . . , D,
where 1nd denotes a vector of ones of size nd. Here, εd ∼ N(0nd , σ2Ind).
Let us define the vector of group effects α = (α1, . . . , αD)T . The LS estimators of
α and β are those satisfying
(βˆ, αˆ) = argmin
(β,α)
D∑
d=1
nd∑
j=1
(ydj − xTdjβ − αd)2. (3.3)
The estimators that satisfy the LS normal equations corresponding to (3.3) are de-
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fined as follows. Consider the within group covariance matrix of the covariates,
SX,d = n
−1
d
nd∑
j=1
(xdj − x¯d)(xdj − x¯d)T ,
where x¯d = (x¯d1, . . . , x¯dp)T and x¯dq denotes the mean of the q-th auxiliary variable
Xq within group d, for q = 1, . . . , p. Define also the vector containing the within
group covariances between each covariate and the outcome,
sX,Y,d = n
−1
d
nd∑
j=1
(xdj − x¯d)(ydj − y¯d),
where y¯d = n−1d
∑nd
j=1 ydj , d = 1, . . . , D. Define now the combined covariance
matrix SX (respectively the combined covariance vector sXY ) as the weighted
mean of within group covariance matrices SX,d (respectively vectors sX,Y,d) with
weights proportional to the group sample sizes, i.e.,
SX =
D∑
d=1
nd
n
SX,d, sXY =
D∑
d=1
nd
n
sXY,d.
Then, the LS estimators of β and αd, d = 1, . . . , D, are given by
βˆ = S−1X sXY , αˆd = y¯d − x¯Td βˆ, d = 1, . . . , D. (3.4)
The LS estimators given in (3.4) can be alternatively obtained in two steps. Taking
the mean over the units in d-th group in (3.1) we obtain y¯d = x¯Tdβ + αd + ε¯d, for
d = 1, . . . , D, where ε¯d = n−1d
∑nd
j=1 εdj . Subtracting these group means from (3.1),
we obtain
ydj0 = x
T
dj0β + εdj0, j = 1, . . . , nd, d = 1, . . . , D, (3.5)
where ydj0 = ydj− y¯d, xdj0 = xdj− x¯d and εdj0 = εdj− ε¯d, j = 1, . . . , nd, d = 1, . . . , D.
In the first step, we obtain the LS estimator of β by fitting the centered model
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(3.5),
βˆ = argmin
β
D∑
d=1
nd∑
j=1
(ydj0 − xTdj0β)2.
The resulting estimator βˆ is the same as that given in (3.4). In the second step,
obtain the estimator of α = (α1, . . . , αD)T as in (3.4). The M1-S robust estima-
tion procedure of Maronna and Yohai [30], described in Section 3.5 below, is a
generalization of this two-step procedure. Predicted values are given by
yˆdj = x
T
djβˆ + αˆd, j = 1, . . . , nd, d = 1, . . . , D.
The vector of predicted values for group d is
yˆd = Xdβˆ + αˆd1d, d = 1, . . . , D.
This vector can be expressed as a linear combination of the outcome vectors for
each group as yˆd =
∑D
`=1 Hd`y`, where
Hd` =
1
nd
1nd1
T
nd
I(d = `) + (Xd − 1ndx¯Td )(nSX)−1(XT` − x¯`1Tn`), d, ` = 1, . . . , D.
Here, I(d = `) denotes the indicator taking value 1 when d = ` and 0 otherwise.
We define the hat matrix associated with d-th group as Hdd = (hdjk)j,k=1,...,nd =
∂yˆd/∂y
T
d . The element (j, k) of this matrix measures the effect that an infinitesi-
mal change in the outcome of k-th observation from group d has on the predicted
values of j-th observation from that same group. The leverage effect of j-th ob-
servation from group d is equal to hdjj , which is here the sum of the inverse group
sample size and a distance between xdj and the group mean vector x¯d; concretely,
the leverage is given by
hdjj =
1
nd
+ (xdj − x¯d)T (nSX)−1(xdj − x¯d), d = 1, . . . , D. (3.6)
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This indicates that observations in smaller groups have larger leverage effects
than observations in larger groups, when keeping the values of the covariates the
same.
The matrix Hdd is symmetric but not idempotent. If there are cd replicates of the
covariates within group d, then the elements of Hdd satisfy
hdjj ≥
nd∑
k=1
hdjkh
d
kj =
nd∑
k=1
(hdjk)
2 ≥ cd(hdjj)2.
This, together with (3.6), implies that
1/nd ≤ hdjj ≤ 1/cd, j = 1, . . . , nd, d = 1, . . . , D.
Classical outlier detection methods are based on residuals,
edj = ydj − yˆdj, j = 1, . . . , nd, d = 1, . . . , D,
after an appropriate scaling. A very robust estimator of the scale, although not
necessarily very efficient, is recommended to scale residuals. Still, outliers with
similar values on the variables involved in the model might mask each other. Spe-
cially, groups of high leverage outliers might severely affect the final estimates,
and those are exactly the ones that can not be detected by standard procedures
based on residuals, due to the mentioned masking effect.
3.3 Groupwise principal sensitivity components
3.3.1 The adapted principal sensitivity components method
The PSC method cannot be directly applied to model (3.1) because it might lead
to deletion of too many observations from some of the groups or even deleting a
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full group. In fact, since observations in smaller groups tend to have higher lever-
age, these observations will be more likely deleted and then these small groups
will be further reduced or even fully eliminated. Here we propose an adaptation
of this method, in which each group is examined for high leverage outliers sepa-
rately by computing groupwise principal sensitivity components. Thus, sensitiv-
ity vectors are defined for each group and the directions of maximum variability
of these sensitivity vectors are computed for each group. Group specific principal
sensitivity components are more likely to point out to outliers within the groups.
Also, the procedure gives a large set of candidate estimates of the regression pa-
rameter. Minimization of a robust scale of residuals with respect to a larger set
of candidate estimates makes more likely to select an estimate that is based on a
initial clean subset, which in turn leads to a more robust final estimator.
We assume that at least half of the observations in each group are clean, i.e., they
follow model (3.1)-(3.2). Let yˆdj(dk) be the predicted value of ydj when k-th obser-
vation from d-th group is deleted, that is
yˆdj(dk) = x
T
djβˆ(dk) + αˆd(dk), (3.7)
where βˆ(dk) and αˆd(dk) denote respectively the LS estimates of β and αd when k-th
observation from d-th group is deleted (note that βˆ(dk) is based on the whole sam-
ple minus the k-th observation). Similarly as in Pen˜a and Yohai [34] but restricted
to group d, for each observation ydj within that group, we define the vector of
changes in the predicted value when each data point from group d is eliminated,
i.e.
(yˆdj − yˆdj(d1), . . . , yˆdj − yˆdj(dnd))T .
Next, we define the sensitivity matrix Rd for d-th group as the matrix with the
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sensitivity vectors of the observations from group d in the rows, i.e.
Rd =

yˆd1 − yˆd1(d1) · · · yˆd1 − yˆd1(dnd)
... . . .
...
yˆdnd − yˆdnd(d1) · · · yˆdnd − yˆdnd(dnd)
 . (3.8)
It is easy to see that the elements of this matrix can be obtained from the leverages
and the residuals of the LS fit as
yˆdj − yˆdj(dk) =
hdjk edk
1− hdkk
, (3.9)
avoiding to do nd different fits. Then, the sensitivity matrix for d-th group can be
expressed as Rd = HddWd, where Wd = diag1≤j≤nd{edj/(1 − hdjj)}. The matrix
Rd has rank p+ 1, which means that the sensitivity vectors for each group lie in a
subspace of dimension p + 1. Then, similarly as in Pen˜a and Yohai [34], the high
leverage outliers within group d are expected to have extreme coordinates in at
least one of the p + 1 principal components of the sensitivity vectors. Thus, we
need to obtain the eigenvectors {vdq , q = 1, . . . , p+ 1} associated with the non null
eigenvalues of matrix Md = RTdRd. The maximum eigenvalue of Md, denoted λ
d
1,
can be interpreted as the measure of the global effect of the observations of d-th
group on the predicted values of the observations in that group. The eigenvector
vd1 associated with λd1 is the direction of maximum variability of the sensitivity
vectors associated with observations in d-th group. Thus, we can use the projec-
tion zdq = Rdvdq on the direction vdq , q = 1, . . . , p + 1, to detect the high leverage
points within d-th group.
As described in Section 3.3.2, the elimination of the high leverage points detected
by the procedure will be followed by the detection of low leverage outliers based
on residuals come from a robust estimator obtained by minimizing a robust scale
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of residuals (a kind of S-estimator). Note that residuals, based on the LS fit of
the model to the subset of the data which does not contain high leverage points
anymore, will be suitable to detect low leverage outliers. These two consecutive
steps will provide a LS estimator based on a clean subset of the data. The effi-
ciency of this estimator will then be improved by testing for the outlyingness of
each potential outlier.
Remark 3.1. Observe that {vdq , q = 1, . . . , p + 1} are the orthogonal directions in
which the joint effect of deleting several data points in the predicted values is
maximized. Also, note that since Wd is diagonal, the eigenvectors of Md are the
same as those of the within group d leverage matrix Hdd, and also the same as
those of HddHdd.
3.3.2 The adapted robust fitting algorithm
The groupwise principal sensitivity components (GPSC) procedure described above
is able to detect high leverage outliers within the groups. This procedure can be
integrated in an iterative algorithm that will detect both high and low leverage
outliers in each of the D groups and that will provide a final regression estimator
that will be robust against those kind of outliers.
Let γ = (βT , α1, . . . , αD)T denote the vector of regression parameters in model
(3.1). The robust fitting algorithm for the model with group effects (3.1) works as
follows:
Stage 1. The first iteration, r = 1, starts by constructing a set A1 of candidate esti-
mates of γ as follows: Obtain the sensitivity matrix Rd using (3.9) and compute its
principal sensitivity components zdq , q = 1, . . . , p + 1 for each group d = 1, . . . , D.
Now, for each component q, construct different data sets as follows. Look at
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each group d and consider two different data sets from that group; in the first
set include all observations from the group and in the second, delete the 50% of
the observations with largest coordinates in the vector ddq = |zdq − median(zdq)|.
Combining the 2 data sets from each of the D groups we have 2D full samples.
Compute the LS estimators using each of these full samples and do the same for
each of the components q = 1, . . . , p + 1. The LS estimates obtained from each of
these full samples compose the set of candidate estimates A1. For each candidate
γ = (βT , α1, . . . , αD)
T , obtain residuals
edj(γ) = ydj − xTdjβ − αd, j = 1, . . . , nd, d = 1, . . . , D.
Then select the estimate γ(1) satisfying
γ(1) = argmin
γ∈A1
s(e11(γ), . . . , eDnD(γ)), (3.10)
where s is the normalized median absolute deviation (MAD) which is an estima-
tor with high breakdown point. Let γ(r) = ((β(r))T , α(r)1 , . . . , α
(r)
D )
T be the estima-
tor obtained by minimizing the robust scale in iteration r. In iteration r+1, obtain
the set of residuals associated with γ(r),
e
(r+1)
dj = edj(γ
(r)) = ydj − xTdjβ(r) − α(r)d , j = 1, . . . , nd, d = 1, . . . , D,
and let s(r+1)d = s(e
(r+1)
d1 , . . . , e
(r+1)
dnd
)T be a robust scale for d-th group. For each
group d = 1, . . . , D, eliminate all observations with |e(r+1)dj | ≥ C1 · s(r+1)d where
C1 is a constant. With all the remaining observations from the D groups, obtain
the LS estimators as in (3.4) and compute again the principal sensitivity compo-
nents. Construct the set Ar+1 with the new set of candidate estimates γ exactly
as described before, but include in the set also the estimator obtained in previ-
ous iteration γ(r). The iterations end when γ(r+1) = γ(r) and then, γ∗ = γ(r+1) =
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(β∗T , α∗1, . . . , α
∗
D)
T is called preliminary robust estimator, which is expected to be
robust against possibly masked groups of high leverage points as well as low
leverage outliers. This preliminary robust estimator is obtained from a possibly
clean subset of data points, in which many potential outliers have been deleted.
To improve the efficiency of this estimator, in Stage 2 each of these potential out-
liers is tested using a robust version of the t test that uses only the set of clean
data points. Observations that are not rejected by this test are then returned to
the sample.
Stage 2. Compute residuals from the preliminary robust estimator,
e∗dj = edj(γ
∗) = ydj − xTdjβ∗ − α∗d, j = 1, . . . , nd, d = 1, . . . , D,
and let s∗d = s(e
∗
d1, . . . , e
∗
dnd
) be a robust scale for d-th group. Delete the observa-
tions with |e∗dj| > C2 ·s∗d, whereC2 is a constant, for d = 1, . . . , D. Let n∗ be the total
number of deleted observations. With the remaining n−n∗ observations, compute
the LS estimators as given in (3.4) and denote them by β˜ and α˜d, d = 1, . . . , D.
Compute also the standard error σ˜ using the residuals of these remaining obser-
vations and the corresponding leverages h˜djj . Then, test the outlyingness of each
of these n∗ elements by using the robust t test statistic
tdj =
ydj − xTdjβ˜ − α˜d
σ˜
√
1 + h˜djj
(3.11)
Each of the n∗ observations is finally eliminated only if |tdj| > C3, where C3 is a
constant. The remaining observations are used to calculate the final LS estimator,
denoted γˆ∗ = (βˆ∗T , αˆ∗1, . . . , αˆ∗D)
T . Based on several simulation studies and a trade-
off between robust and efficiency we recommend to use C1 = 2 and C2 = C3 = 3.
Remark 3.2. In Stage 1, it is necessary to compute the eigenvectors of matrix Md
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of size nd × nd. For groups d with nd > p+D, this can be replaced by computing
the eigenvectors of a (p+D)× (p+D) matrix. For this, define the matrices
X =

X1
...
XD
 , Z = diag(1n1 , . . . ,1nD), X∗ = [X|Z] =

X∗1
...
X∗D
 . (3.12)
It can be seen that Md = ΓdΓTd , where
Γd = WdX
∗
d((X
∗)TX∗)−1((X∗d)
TX∗d)
1/2.
Define now the (p+D)×(p+D) matrix Qd = ΓTdΓd. For a group dwith nd > p+D,
it is faster to compute eigenvalues and eigenvectors of matrix Qd. Consider an
eigenvector uk of matrix Qd = ΓTdΓd associated with eigenvalue λk. Then, the
eigenvector of Md = ΓdΓTd associated with the same eigenvalue λk is equal to
vk = Γduk. Then, the principal sensitivity component associated with vk is the
projection of the rows of Rd on vk, which is equal to
zk = Rdvk = RdΓduk = λkX
∗
d((X
∗
d)
TX∗d)
−1/2uk.
Remark 3.3. Another way of speeding up the GPSC fitting algorithm, specially
for large D, is the following. In Stage 1, after computing the p + 1 PSCs zdq ,
q = 1, . . . , p + 1, for each group d, instead of considering the two data sets ob-
tained by deleting 0% and 50% of observations with largest coordinates in ddq
within each group d, we can just consider the data set obtained by deleting 50%
of observations with largest coordinates in ddq within each group d. This would
be done for each component q = 1, . . . , p + 1. Then, in the first iteration of the
algorithm, the set of candidate estimates A1 would have only p + 2 elements.
Forcing the deletion of 50% of observations could in principle affect the efficiency
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of the algorithm, but Stage 2 would then improve the estimator by returning to
the sample the observations that are not really outliers.
Remark 3.4. The final estimator γˆ∗ = γˆ∗(X∗,y) obtained from Stage 2 is regres-
sion and scale equivariant, that is, if we transform y by λy + X∗δ, where λ ∈ IR
and δ ∈ IRp+D, then
γˆ∗(X∗, λy + X∗δ) = λγˆ∗(X∗,y) + δ.
It is also affine equivariant when transforming the matrix of covariates X by XA,
where A is a nonsingular p× p matrix.
3.4 RDL1 method
Hubert and Rousseeuw [20] proposed the RDL1 method, which consists of us-
ing a robust distance to downweight high leverage points, and then using those
weights to obtain a weighted L1 regression estimator. This method works as fol-
lows:
1) First, search for high leverage points in the set
X = {xdj, j = 1, . . . , nd, d = 1, . . . , D},
by computing the minimum volume ellipsoid (MVE) of Rousseeuw [37].
The idea is to consider all ellipsoids of approximately 50% of the observa-
tions and then select the one with smallest volume. The mean vector and
the covariance matrix of that ellipsoid are considered as robust location and
scatter matrix, M(X ) and C(X ) respectively, of the set of data points X .
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Then, compute the robust distances of each observation to the location as
RD(xdj) =
√
(xdj −M(X ))C(X )−1(xdj −M(X ))T , j = 1, . . . , nd, d = 1, . . . , D.
Observations with large robust distances are regarded as high leverage points.
A possible disadvantage of this method is that it suffers from the swamp-
ing effect. This problem will be illustrated in the simulation study of Section
3.6.
2) Estimate the regression parameter γ = (βT ,αT )T by a weighted L1 regres-
sion, that is, by solving the problem
min
γ
D∑
d=1
nd∑
j=1
wdj|edj(γ)|,
where the weights are given by
wdj = min
{
1,
p
RD(xdj)2
}
, j = 1, . . . , nd, d = 1, . . . , D.
3) Let γˆ be the estimate obtained by the weighted L1 regression in Step 2. Fi-
nally, following the recomendation of Maronna and Yohai [30] we compute
the normalized median absolute deviation (MAD) of the nonull residuals,
as
σˆ = 1.4826·median{|edj(γˆ)|, j = 1, . . . , nd, d = 1, . . . , D} where edj(γˆ) 6= 0.
Under this method, an observation is classified as an outlier if its corresponding
absolute standardized residual, edj(γˆ)/σˆ, exceeds 2.5.
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3.5 M-S estimator
Maronna and Yohai [30] proposed an alternating M and S estimator for models
that include categorical variables, where an M estimator is used for the vector of
parameters of the categorical predictors and an S estimator is used for the param-
eters of the continuous ones. The particularization of this method to model (3.1)
is defined as follows. Assume first that β is known. Then, obtain an M estimator
of α as
α(β) = argmin
α
D∑
d=1
nd∑
j=1
ρ(ydj − xTdjβ − αd), (3.13)
where ρ is an even convex function. Consider the vectors of residuals
ed(β,α) = yd − xTdjβ − αd1nd , d = 1, . . . , D.
Then, the estimator ofβ is obtained by minimizing a robust scale s of the residuals
obtained using the M estimator α(β), that is
βˆ = argmin
β
s(e1(β,α(β)), . . . , eD(β,α(β))).
Maronna and Yohai [30] proposed also a computationally simpler variation of
the original M-S method called M1-S. This method is a generalization of the two
step LS procedure described at the end of Section 3.2, based on estimating β after
removing the effect of α. For this, first center the outcomes as yd0 = yd − td1nd ,
where td is an M estimator of location of the observations from d-th group yd =
(yd1, . . . , ydnd)
T , that is,
td = argmin
αd
nd∑
j=1
ρ(ydj − αd), d = 1, . . . , D.
Center also the rows of Xd as Xd0 = Xd − 1ndtTd , where td = (td1, . . . , tdp)T and tdq
42CHAPTER 3. ROBUST FITTINGOF LINEARMODELSWITHFIXEDEFFECTS
is an M estimator of location for the q-th column of matrix Xd, that is,
tdq = argmin
αd
nd∑
j=1
ρ(xdjq − αd), q = 1, . . . , p, d = 1, . . . , D.
Finally, the estimator of β is obtained by fitting the centered model using an S
estimator, i.e.
β˜ = argmin
β
s(y10 −X10β, . . . ,yD0 −XD0β).
Assuming that the columns of matrices X and Z defined in (3.12) are linearly
independent sets, the M1-S estimators (βˆ, αˆ) of (β,α) are defined as
βˆ = β˜, αˆd = td − tTd βˆ, d = 1, . . . , D.
Observe that when the function ρ introduced in (3.13) is the L1 norm ρ(x) = |x|,
the M estimator of α obtained by solving (3.13) is given by αˆ = (αˆ1, . . . , αˆD)T ,
where αˆd = median{yd − Xdβ}, d = 1, . . . , D. Similarly, for the L1 norm, td =
median{yd} and tdq = median{xd1q, . . . , xdndq}, for each auxiliary variable q =
1, . . . , p, and for each group d, d = 1, . . . , D. Although M1-S estimators are at-
tractive due to their simplicity, they are neither regression nor affine equivariant,
whereas M-S estimators are.
Maronna and Yohai [30] introduced also an estimator called M-GM for models
with categorical variables. This estimator is a weighted L1 regression estimator
similar to the RDL1, but in this case the weights wdj are function of a measure
of the outlyingness of the previously centered data points xdj0. In a simulation
experiment carried out by these authors, this estimator broke down when the
number of continuous predictors was greater than 3, while the M-S estimator
resisted. Thus, they recommended the latter for p > 3.
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3.6 Simulation experiment
Typically, when sample sizes grow, the effect on the final estimators of a limited
number of finite outliers goes to zero. Thus, instead of studying large sample
properties, it seems more convenient to study the performance of robust meth-
ods under limited sample sizes, which in turn is a much more realistic setup.
This section reports the results of a simulation experiment designed to compare
the outlier detection performance and the robustness of the three procedures in-
troduced here, namely the groupwise principal sensitivity components (GPSC),
the RDL1 and the M-S methods, under finite group sample sizes. For this, we
simulated data trying to imitate a data set from the Australian Agricultural and
Grazing Industries Survey (AAGIS) and used in Chambers and Tzavidis [6] and
Chambers et al. [5]. This data set contains several variables measured to 1652
Australian farms. Among these variables, we find the total cash receipts of the
farm business over the surveyed year (income), the total area of the farm (hectares),
the area of crops grown on the farm (crops), the number of beef cattle on the farm
(beef ) and the number of sheep (sheep).
Thus, in our simulation study, data corresponding to D = 10 groups with a total
sample size of n = 400 were generated. The group sample sizes were respec-
tively n2k−1 = n2k = 10k + 10, k = 1, 2, . . . , 5. We generated observations cor-
responding to four covariates with respective distributions X1 ∼ N(3.31, 0.68),
X2 ∼ N(1.74, 1.23), X3 ∼ N(1.70, 1.65) and X4 ∼ N(2.41, 2.61), where the given
means and the standard deviations were taken as the sample means and standard
deviations of the variables hectares, crops, beef and sheep respectively, of the AAGIS
data. The true values of regression coefficients are taken as (β1,β2,β3,β4) =
(0.45, 0.14, 0.05, 0.005), obtained by fitting the fixed effects model to AAGIS data.
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The fixed effects αd, d = 1, . . . , 10, were generated from a normal distribution
with zero mean and standard deviation σα = 1. The errors εdj were generated in-
dependently from a normal distribution with zero mean and standard deviation
equal to σ = 0.1. Then, keeping the αds and the values of the covariates fixed, we
carried out L = 500 Monte Carlo replicates. In each replicate, we generated the
model responses ydj from model (3.1). Then, we considered three contamination
scenarios:
A. No contamination.
B. Only vertical outliers: A subset Dc ⊆ {1, 2, . . . , D} of the groups was selected
for contamination. Within these selected groups Dc, a given percentage of
the observations were contaminated as follows. For selected group d ∈ Dc,
half of the contaminated observations were replaced by cd1 = y¯d+k sY,d and
the other half to cd2 = y¯d−k sY,d with k = 5, where y¯d and sY,d are respectively
the mean and the standard deviation of the generated clean outcomes in d-
th group. In this way, the contaminated observations are clearly outliers as
compared with the clean ones.
C. Leverage points and vertical outliers: Again, a percentage of contamination
was introduced in each selected group d ∈ Dc. The contamination over the
set of covariates Xq, q = 1, 2, 3, 4, was created marginally for each q and
similarly as before, setting xdjq equal to cd3 = x¯dq + k sXq ,d, where x¯dq and
sXq ,d are respectively the mean and standard deviation of the clean data of
Xq in d-th group and taking k = 5. Finally, the responses ydj corresponding
to half of these observations were set to cd4 = y¯d + k sY,d and the other half
to cd5 = y¯d − k sY,d, similarly as described in scenario B.
We selected for contamination three groups of different sizes, concretely we took
Dc = {1, 5, 7}. Figures 3.1 and 3.2 illustrate graphically contamination scenar-
ios B and C respectively. Figure 3.1 shows the simulated observations obtained
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from one of the Monte Carlo replicates under 15% of contamination type B within
selected groups. The top left plot shows an index plot of the outcomes of all the
n = 400 generated observations. The other three plots show only the observations
from each of the three contaminated groups. Observe that only vertical outliers
appear.
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Figure 3.1: Index plots of outcomes for all observations of the sample (top left), for
observations from group 1 (top right), group 5 (bottom left) and group 7 (bottom right)
Figure 3.2 shows graphically the data with 15% of contamination type C. The
four plots in this figure show the outcomes of all sample observations against
their values in the covariates Xq, for q = 1, 2, 3, 4, respectively.
Thus, for each iteration l = 1, . . . , L, the three different procedures, namely GPSC,
RDL1 and M-S, where applied to the simulated data. Four main performance cri-
teria were used to compare the results of these estimators, the first two are used
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Figure 3.2: Scatterplot of Y versus X1 (top left), X2 (top right), X3 (bottom left) and X4
(bottom right)
to evaluate the outlier detection performance, and the other two assess robust-
ness properties. The first one is the percentage of the Monte Carlo replications
in which all outliers were detected, denoted ALLD. The second criterion is the
average over the Monte Carlo simulations of the number of false outliers found
by each of these procedures, denoted AFO. In fact, this last criterion attempts to
summarize the swamping effect, which occurs when non-outliers are wrongly
identified due to the effect of some hidden outliers, see Lawrence [1]. The third
criterion is the overall empirical mean squared error (MSE) of the final estimator
00 
~ 
01: 
O O 
• O 
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γˆ obtained by each of the three procedures, defined as
MSE(γˆ(l)) =
1
L
L∑
l=1
‖(γˆ(l) − γ)‖2, (3.14)
where γ is the vector of parameters used to simulate the clean data. Finally, the
fourth criterion is the overall empirical median squared error (MNSE), given by
MNSE(γˆ(l)) = median{‖(γˆ(l) − γ)‖2, 1 ≤ l ≤ L}. (3.15)
Hubert and Rousseeuw [20] provided the code for obtaining the RDL1 estimator
and the M-S estimator is implemented in the function lmRob of S-PLUS, version
8.0. Based on the M-S method, Rousseeuw and van Zomeren [44] proposed a
rule to classify an observation as a vertical outlier or as a leverage point and vertical
outlier. Plotting standarized residuals (using the normalized MAD) versus robust
distances (Mahalanobis distances based on a robust covariance matrix), an ob-
servation is regarded as a vertical outlier if the absolute value of the standarized
residual exceeds 2.5. An observation is a leverage point and vertical outlier when it
is a vertical outlier and at the same time is on the right of the vertical line located
at the upper 0.975 percent point of a chi-squared distribution with p degrees of
freedom.
Table 3.1 reports the results of the first performance criteria, ALLD, for the three
classification rules based on the GPSC, RDL1 and M-S estimators, under contam-
ination levels of 5%, 10%, 20%, 30% and 40%. Table 3.2 lists the results of the
second performance criteria, AFO, for the same three classification rules and con-
tamination levels. Tables 3.3 and 3.4 show the results of the MSE and MNSE
respectively for the three estimators and for each percentage of contamination.
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Tables 3.1 and 3.2 indicate that for the simulated data, the classifying rule based
on the GPSC method achieves a high percentage of correct detection while keep-
ing small the number of observations wrongly identified as outliers (swamping
effect). This is true for the two considered contamination scenarios B and C.
Furthermore, when the sample is not contaminated by outliers, the GPSC rule
presents the lowest AFO as compared with the classifying rules based on the
RDL1 and M-S methods. For contamination scenario B with only vertical out-
liers, it seems that the RDL1 and M-S rules wrongly identify as outliers several
non-outliers, see Table 3.2. On the other hand, for scenario C, the M-S approach
keeps a low AFO for all percentages of contamination.
Concerning now the robustness performance criteria MSE and MNSE, Table 3.3
shows that the GPSC estimator presents better MSE figures than the other two
estimators except for the largest percentage of contamination, with the M-S esti-
mator following the GPSC one closely. The MNSE figures of these two estimators
are even closer, see Table 3.4.
Simulations were also performed by introducing contamination in several groups
of the same size instead of groups of different sizes. Results suggested that the
GPSC method works better under contamination B and when this contamination
is introduced in groups of medium or large size.
Studies also showed that the GPSC method works better when the groups means
can be clearly differentiated, i.e., when the variance of groups effects σ2α is clearly
greater than individual error variance σ2.
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Table 3.1: ALLD for the rules based on GPSC, RDL1 and M-S methods, under contam-
ination scenarios B and C with 5%, 10%, 20%, 30% and 40% of contamination within
groups Dc = {1, 5, 7}.
5% 10% 20% 30% 40%
Method B C B C B C B C B C
GPSC 100,0 100,0 100,0 100,0 100,0 100,0 99,6 100,0 99,0 100,0
RDL1 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0
M-S 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0
Table 3.2: AFO for the rules based on GPSC, RDL1 and M-S methods, under contami-
nation scenarios A, B and C with 5%, 10%, 20%, 30% and 40% of contamination within
groups Dc = {1, 5, 7}.
0% 5% 10% 20% 30% 40%
Method A B C B C B C B C B C
GPSC 1,06 0,99 0,99 0,92 0,90 0,82 0,79 0,71 0,76 0,76 0,72
RDL1 7,44 6,70 6,69 5,86 5,87 4,51 4,53 3,35 3,36 2,43 2,44
M-S 6,11 5,43 0,17 4,77 0,15 3,65 0,11 2,68 0,09 1,84 0,07
Table 3.3: MSE(%) of the GPSC, RDL1 and M-S estimators, under contamination sce-
narios A, B and C with 5%, 10%, 20%, 30% and 40% of contamination within groups
Dc = {1, 5, 7}.
0% 5% 10% 20% 30% 40%
Method A B C B C B C B C B C
GPSC 4,79 4,93 4,97 5,06 5,07 5,04 5,05 5,35 5,28 7,36 5,51
RDL1 9,43 9,67 9,64 9,63 9,60 10,15 9,89 9,74 9,80 10,43 9,91
M-S 5,27 5,32 5,29 5,35 5,23 5,28 5,30 5,47 5,45 5,61 5,60
3.7 Application
From the original AAGIS data set, we consider as outcome the variable income,
as covariates the variables hectares, crops, beef and sheep and as grouping vari-
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Table 3.4: MNSE(%) of the GPSC, RDL1 and M-S estimators, under contamination sce-
narios A, B and C with 5%, 10%, 20%, 30% and 40% of contamination within groups
Dc = {1, 5, 7}.
0% 5% 10% 20% 30% 40%
Method A B C B C B C B C B C
GPSC 2,23 2,28 2,22 2,29 2,26 2,26 2,26 2,46 2,50 2,55 2,55
RDL1 4,10 3,86 4,02 4,47 3,88 4,21 3,89 4,17 4,47 4,12 3,89
M-S 2,42 2,36 2,39 2,28 2,33 2,45 2,47 2,37 2,41 2,67 2,73
able the variable state, which gives the state in which the farm is located, with 1 =
New South Wales, 2 = Victoria, 3 = Queensland, 4 = South Australia, 5 = Western
Australia, 6 = Tasmania, 7 = Northern Territory. If we fit model (3.1) using the raw
variables, a histogram of residuals reveals a strongly skewed distribution. Tak-
ing logs of the outcome (adding a constant to make it always positive) and the
covariates and fitting again the model, a histogram of residuals does not seem far
from the normal density but still several outliers appear. Trying to identify the
true outliers, we applied the three robust fitting methods considered in this pa-
per. Table 3.5 lists the number of farms remaining in each State after deleting the
atypical farms pointed out by the classification rules based on each of the three
robust methods. Observe that the rule based on RDL1 method is the one that
eliminates the most quantity of atypical farms over all States, with the largest
difference in States 1 and 3. Finally, Table 3.6 reports the final regression param-
eter estimates provided by each method. Observe that the RDL1 estimates of the
group effects are quite different from the M-S and GPSC counterparts, but the last
two are somewhat similar. This might be due to the mentioned swamping effect
that could be strongly affecting the RDL1 estimates. The observed similarity be-
tween the M-S and GPSC estimates gives some credibility to these two methods.
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Table 3.5: Number of farms remaining in each State after deletion of outliers based on
RDL1, M-S and GPSC methods. M-S1 refers to vertical outliers while M-S2 refers to leverage
points and vertical outliers.
State Original RDL1 M-S1 M-S2 PSC
1 451 432 436 443 446
2 265 258 257 262 260
3 382 355 358 360 372
4 241 235 234 238 239
5 221 210 210 210 214
6 62 61 60 61 62
7 30 26 28 28 29
Total 1652 1577 1583 1602 1622
Table 3.6: Regression parameter estimates obtained by LS, RDL1, M-S and GPSC meth-
ods.
Parameters LS RDL1 M-S GPSC
hectares 0,335 0,339 0,379 0,374
crops 0,169 0,144 0,165 0,164
beef 0,079 0,060 0,065 0,066
sheep 0,029 0,161 0,022 0,021
State1 0,677 0,291 0,588 0,604
State2 0,604 0,195 0,490 0,511
State3 0,607 0,131 0,523 0,539
State4 0,534 0,146 0,426 0,450
State5 0,667 0,320 0,582 0,596
State6 0,711 0,273 0,633 0,652
State7 0,543 0,659 0,363 0,420
3.8 Concluding remarks
This work studies the detection of atypical observations for grouped data follow-
ing a linear regression model with group effects. We propose to calculate group-
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wise principal sensitivity components to detect possibly masked high leverage
points (leverage points). Then, we fit the model to the remaining data and discard
the observations with large residuals (vertical outliers). The simulation studies
show that our robust procedure presents a high mean percentage of simulations
with detection of 100% of true outliers while small number of observations were
wrongly regarded as outliers. Particulary, when contamination type B is present,
the level of the swamping effect in our robust procedure is the lowest among the
three robust methods.
We used the criterion of the minimization of a certain scale of the residuals and
then discarded the observations with large standardized residuals according to
that scale. However, another alternative would be to approximate the quantiles
of the maximum absolute residual by a resampling procedure, then examine each
possible candidate and decide whether it is an outlier or not by comparing it
with the selected quantile. However, this might be computationally much more
intensive.
Chapter 4
Linear model with random effects
4.1 Introduction
This chapter introduces a linear regression model with random group effects,
which is a particular case of the linear mixed models that will be introduced in
Chapter 6. This model is widely used to analyze clustered data, when the number
of clusters is large but there are a small number of observations per cluster. They
are are frequently used in many fields such as small area estimation or longitudi-
nal studies because they adequately model the within-cluster correlation (within-
subject in longitudinal data) typically present in these type of data. Other fields
of application include clinical trials (Vangeneugden et al. [52]) and environmen-
tal studies (Wellenius et al. [55]).
Despite the many different applications of these models, still diagnostic methods
are not so well developed. Christensen et al. [8] studied case deletion diagnos-
tics. Banerjee and Frees [3] studied case deletion and subject deletion diagnostics.
Galpin and Zewotir [15] and [16] extended some diagnostic tools of ordinary lin-
ear regression, such as residuals, leverages and outliers to linear mixed models
(LMMs) when the variances of the random factors are known. This chapter intro-
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duces some of these diagnostics tools.
4.2 Linear model with random effects
Let us consider sample data that come fromD different populations groups. Sup-
pose that there are nd observations from group d, d = 1, . . . , D, where n =
∑D
d=1 nd
is the total sample size. Denote ydj the value of the study variable for j-th sample
unit from d-th group and xdj a (column) vector containing the values of p auxil-
iary variables for the same unit. The model at individual level is given by
ydj = x
T
djβ + ud + edj j = 1, . . . , nd d = 1, . . . , D. (4.1)
where β is the p × 1 vector of fixed parameters, ud is the random effect of d-th
group and edj is the model error. Random group effects and errors are supposed
to be independent with distributions
ud
iid∼ N(0, σ2u) and edj iid∼ N(0, σ2e).
Observe that under this model, in contrast with model (3.1), the means of the ob-
servations are not affected by the group effect ud since E(ydj) = xTdjβ. However,
the random group effects induce a (constant) correlation between all pairs of ob-
servations in the same group, because cov(ydj, ydk) = σ2u for k 6= j. Still, observa-
tions in different groups are uncorrelated. Stacking the elements of the model in
columns, we obtain y = (y11, y12, . . . , yDnD)
T of size n, u = (u1, u2, . . . , uD)T of size
D and e = (e11, e12, . . . , eDnD)
T of size n. In turn, concatenation of the predictor
vectors gives the n × p matrix X = (x11,x12, . . . ,xDnD)T . Additionally, we define
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the n×D block diagonal matrix
Z =

1n1 0 · · · 0
0 1n2 ·
...
... · . . . 0
0 · · · 0 1nD

where here, 1nd denotes a vector of ones of size nd. Then, in matrix notation, the
model can be written as
y = Xβ + Zu + e, u ∼ N(0, σ2uID), e ∼ N(0, σ2eIn). (4.2)
The expectation and covariance matrix of y are given by
E(y) = Xβ and var(y) = σ2uZZ
T + σ2eIn = V.
which means that
y ∼ N(Xβ, σ2uZZT + σ2eIn)
Let us define the vector of variance components θ = (σ2u, σ2e)T . When θ is known,
Henderson [10] obtained the Best Linear Unbiased Estimator (BLUE) of β and the
Best Linear Unbiased Predictor (BLUP) of u, which are defined respectively as
β˜ = (XTV−1X)−1XTV−1y, (4.3)
u˜ = σ2uZ
TV−1(y −Xβ˜). (4.4)
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4.3 Estimation of variance components
The estimator (6.4) and the predictor (6.5) depend on θ, which in practice is un-
known and needs to be estimated from sample data. The empirical versions of
(6.4) and (6.5), called EBLUE and EBLUP respectively, are obtained by replacing
a suitable estimator θˆ for θ in (6.4) and (6.5) and are given by
βˆ = (XT Vˆ−1X)−1XT Vˆ−1y, (4.5)
uˆ = σˆ2uZ
T Vˆ−1(y −Xβˆ), (4.6)
where the hat over V indicates that θ has been replaced by its estimator θˆ.
Traditional methods for estimating variance components include those based on
the likelihood, namely maximum likelihood (ML) and restricted/residual ML
(REML), and a moments method called Henderson method III, see e.g., Searle
et al. [47]. However, when outliers are present, these methods may deliver esti-
mators with poor properties. Below we briefly review each of these methods.
4.3.1 Maximum likelihood
Maximum likelihood estimation is usually carried out under the assumption that
y has a multivariate normal distribution. Under this assumption, the joint likeli-
hood is given by
f(β, θ|y) = (2pi)−n2 |V|−1/2exp
{
−1
2
(y −Xβ)TV−1(y −Xβ)
}
.
The joint log-likelihood is
`(β, θ|y) = ln(f(β, θ|y)) = c− 1
2
[ln |V|+ (y −Xβ)TV−1(y −Xβ)],
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where c is denotes a constant. Using the relations
∂ ln |V|
∂θ
= tr
{
V−1
∂V
∂θ
}
and
∂V−1
∂θ
= −V−1∂V
∂θ
V−1,
The first order partial derivatives of ` with respect to β, σ2u and σ2e are
∂`(β, θ|y)
∂β
= XTV−1(y −Xβ),
∂`(β, θ|y)
∂σ2u
= −1
2
tr
{
V−1ZZT
}
+
1
2
(y −Xβ)TV−1ZZTV−1(y −Xβ),
∂`(β, θ|y)
∂σ2e
= −1
2
tr{V−1}+ 1
2
(y −Xβ)TV−1V−1(y −Xβ),
and equating them to zero we obtain the equations
XTV−1y = XV−1Xβ, (4.7)
tr{V−1ZZT} = (y −Xβ)TV−1ZZTV−1(y −Xβ), (4.8)
tr{V−1} = (y −Xβ)TV−1V−1(y −Xβ). (4.9)
Solving for β in (4.7), we obtain the ML estimating equation for β,
βˆ = (XTV−1X)−1XTV−1y,
where here V depends on the ML estimator of θ = (σ2u, σ2e)T . Equations (4.8) and
(4.9) do not have analytic solution and need to be solved numerically by iterative
methods such as Newton-Raphson or Fisher-scoring.
4.3.2 Restricted maximum likelihood
A criticism of ML estimators of variance components is that they are biased down-
ward, because they do not take into account the loss in degrees of freedom from
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the estimation of β, (Lindstrom and Bates [27]). REML method corrects for this
problem by transforming y into two independent vectors, y1 = K1y and y2 =
K2y. The probability density function of y1 does not depend on β and it holds
E(y1) = 0, which means that K1X = 0. On the other hand, y2 is independent of
y1, which means that K1VKT2 = 0. The matrix K1 is chosen to have maximum
rank, i.e. n− p, so the rank of K2 is p. The likelihood function of y is the product
of the likelihoods of y1 and y2. The variance components coming from the REML
approach are the ML estimators of these parameters based on y1, see [32], [41].
Similarly to the ML case, the obtained equations do not have analytic solutions
and need to be solved using iterative techniques such as EM algorithm, Fisher-
scoring or Newton-Raphson methods.
Jennrich and Schluchter [22] compared the performances of the three algorithms
and noted the following: (1) direct comparison of these algorithms in terms of re-
quired computational burden is difficult, because this depend to a large degree of
how efficiently the algorithms are coded. (2) Newton-Raphson algorithm, with a
quadratic convergence rate, generally converges in a small number of iterations,
with a higher cost per iteration. (3) EM method has the lowest cost per iteration,
but at times requires a large number of iterations. (4) Fisher-scoring algorithm
is intermediate in terms of cost per iteration and required number of iterations.
However, its cost per iteration is often not much smaller than that of Newton-
Raphson algorithm, whereas Fisher-scoring algorithm sometimes requires a con-
siderably larger number of iterations than Newton-Raphson algorithm. Lind-
strom and Bates [27] provided arguments favoring the use of Newton-Raphson
method.
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4.3.3 Henderson method III
ML and REML estimators of θ are usually based on the assumption that the vector
y has a multivariate normal distribution, although they remain consistent even
when normality is not satisfied exactly under some regularity conditions (Jiang,
[21]). An alternative method which does not rely on normality and provides ex-
plicit formulas for the estimators of the variance components is Henderson me-
thod III (H3). This method works as follows. First, consider a linear mixed model
y = Xβ + e, where β might contain fixed and random effects. Let us split β into
two subvectors β1 and β2 and define the full model as
y = X1β1 + X2β2 + e. (4.10)
The partition in sum of squares of model (4.10) is given by
SSR (β1,β2) = yTX(XTX)−1Xy,
SSE (β1,β2) = eTe = [(In −X(XTX)−1X)y]T [(In −X(XTX)−1X)y],
SST (β1,β2) = yTy,
(4.11)
with their corresponding expected values given by
E[SSR (β1,β2)] = tr

 XT1 X1 XT1 X2
XT2 X1 X
T
2 X2
E(ββT )
+ rank(X)σ2e ,
E[SSE (β1,β2)] = [n− rank(X)]σ2e ,
E[SST (β1,β2)] = tr

 XT1 X1 XT1 X2
XT2 X1 X
T
2 X2
E(ββT )
+ nσ2e .
(4.12)
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Now consider the reduced model with only β1,
y = X1β1 + . (4.13)
Analogously, the partition in sum of squares of model (4.13) is given by
SSR (β1) = yTX1(XT1 X1)
−1X1y,
SSE (β1) = T  = [(In −X1(XT1 X1)−1X1)y]T [(In −X1(XT1 X1)−1X1)y],
SST (β1) = yTy,
(4.14)
with their corresponding expected values
E[SSR (β1)] = tr

 XT1 X1 XT1 X2,
XT2 X1 X
T
2 X1(X
T
1 X1)
−1XT1 X2
E(ββT )
+ rank(X1)σ2e ,
E[SSE (β1)] = tr{XT [In −X1(XT1 X1)−1XT1 ]T [In −X1(XT1 X1)−1XT1 ]XE(ββT )}
+ [n− rank(X)]σ2e ,
E[SST (β1)] = tr

 XT1 X1 XT1 X2
XT2 X1 X
T
2 X2
E(ββT )
+ nσ2e .
(4.15)
The reduction in sum of squares due to introducing X2 in the model with only
X1 is
SSR(β2|β1) = SSR(β1,β2)− SSR(β1). (4.16)
The expectation of this reduction is given by
E[SSR (β2|β1)] = tr{XT2 [In −X1(XT1 X1)−1XT1 ]X2E(ββT )}
+ [rank(X)− rank(X1)]σ2e .
(4.17)
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Now consider model (4.1) and rewrite it as (4.10) taking β1 = β, β2 = u,
X1 = X and X2 = Z. This method equates the sum of squares SSR(β1,β2) in (4.14)
and SSR(β2|β1) in (4.16) to their expectations in (4.12) and (4.17) respectively, ob-
taining two equations. Solving for σ2e and σ2u in the resulting equations, we obtain
unbiased estimators for σ2e and σ2u (for more details see [47], chapter 5). Let eˆ and
εˆ be the vectors of residuals obtained by fitting the two models (4.10) and (4.13)
respectively, considering β2 as fixed. If rank(X) = p and rank(X|Z) = p+D, then
the Henderson III estimators of the variance components are given by
σˆ2e,H3 =
∑D
d=1
∑nd
j=1 eˆ
2
dj
n− p−D , σˆ
2
u,H3 =
∑D
d=1
∑nd
j=1 εˆ
2
dj − σˆ2e(n− p)
tr {ZT [I−X(XTX)−1XT ]Z} , (4.18)
where eˆdj is the residual corresponding to observation (xTdj, ydj) in model (4.10)
and ˆdj is the corresponding in model (4.13).
4.4 Diagnostic methods
Limited work has been done on diagnostic methods for linear mixed models.
Christensen et al. [8] considered the case deletion diagnostics and Galpin and Ze-
wotir [16] provided a definition of residuals, leverages and outliers when some
variance components are known.
Fitted values of the response variable are
yˆ = Xβˆ + Zuˆ,
and residuals are then
eˆ = y − yˆ = Ry,
with R = V−1 −V−1X(XTV−1X)−1XTV−1.
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Studentized residuals (internal studentization):
tdj =
eˆdj√
var(eˆdj)
=
eˆdj
σˆe
√
rdj
where rdj is the dj-th diagonal element of matrix R and edj is the dj-th element of
vector eˆ = Ry.
Studentized residuals (external studentization): Let σˆe(dj) denote the estimate of
σe when the dj-th observation is deleted. If σˆ2e(dj) is used in place of σˆ
2
e we obtain
the dj-th externally Studentized residual, given by
t∗dj =
eˆdj
σˆe(dj)
√
rdj
.
The estimator t∗dj satisfies that t
∗2
dj ∼ n−1n−p−1F (1, n− p− 1) where F (1, n− p− 1) is
an F -distribution with degrees of freedom 1 and (n− p− 1).
Note that element the rdj used to standardized residuals depends on the variance
components σ2e and σ2u, which are unknown. When there are outliers, these might
affect the estimators of variance components, and these estimators will change
the distribution of standarized residuals.
To illustrate this, we have simulated data from model (4.1), with D = 15 groups
and total sample size n = 2500. The theoretical values of the variance compo-
nents are σ2e = 0.5 and σ2u = 0.5. In order to increase the estimator of the error
variance σ2e , we introduced atypical data on y as mean shifts, by increasing the
values of the some of the response values by k times the theoretical standard de-
viation with k = 5. Index plots of internally studentized residuals, using the true
variance components and the estimated ones, appear in the left and right panels
of Figure 4.1 respectively. This example illustrates how the estimation of variance
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components affect the studentized residuals. On the right plot obtained with es-
timated variances, all residuals appear in the interval (-2.5,2.5); as a consequence,
using the standard rule applied to these residuals, outlying observations will not
be detected.
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(a) Variance components known
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0
-
2
-
1
0
1
2
O b s e rva tio ns
R
e
s
i d
u
a
l s
(b) Henderson III
Figure 4.1: Internally studentized residuals (a) using the true variance compo-
nents and (b) when they are estimated using H3 method.
Leverage effect in the nested-error model
Assuming that θ is known, the vector of predicted values is
y˜ = (I−R)y (4.19)
This relation evokes the definition of the Hat matrix, as
Hy˜ = I−R.
• 
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The diagonal elements (1− rdj) of this matrix are measures of the leverage effect
of the observations and are called leverages. Galpin and Zewotir [16] proposed
the use of the rdjs to identify influential observations. If rdj approaches zero, this
indicates that the corresponding observation has a large leverage effect.
Due to the grouped data structure in linear mixed models with one random factor,
it seems more relevant to study the leverage effect of groups instead of that of
isolated observations. The leverage effect of group d is defined here as
hd = x
T
d (X
TV−1X)−1xd, , d = 1, . . . , D (4.20)
where xd = n−1d
∑nd
j=1 xdj . In practice, V could be estimated using the robust
variance components estimators described in the next chapter.
Chapter 5
Robust fitting of linear models with
random effects
5.1 Introduction
This chapter introduces new robust estimators of variance components based on
Henderson method III. This method has been chosen for three reasons; first, be-
cause it provides explicit formulas for the estimators, avoiding iterative proce-
dures and the need for starting values and reducing the computational time; sec-
ond, because it does not need any assumption on the shape of the probability
of the distribution apart from the existence of first and second order moments;
third, the estimation procedure consists simply of solving two standard regres-
sion problems. These estimators can later be used to derive robust estimators of
regression coefficients. Finally, we describe an application of this procedure to
small area estimation, in which the main target is the estimation of the means of
areas or domains when the within-area sample sizes are small.
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5.2 Robust Henderson method III
Consider the linear regression model with random effects given in (4.1). The
estimators of variance components obtained by Henderson method III (H3 esti-
mators) are given by
σˆ2e,H3 =
∑D
d=1
∑nd
j=1 eˆ
2
dj
n− (p+D) , σˆ
2
u,H3 =
∑D
d=1
∑nd
j=1 εˆ
2
dj − σˆ2e(n− p)
tr {ZT [I−X(XTX)−1XT ]Z} , (5.1)
where eˆdj is the residual corresponding to observation (xTdj, ydj) in the full model
(4.10) with group effects assumed to be fixed and εˆdj is the corresponding residual
in the reduced model (4.13).
Remark 5.1. Henderson III estimators are scale equivariant, that is,
σˆe,H3(cy) = |c|σe,H3(y) and σˆu,H3(cy) = |c|σu,H3(y).
.
Proof. The estimator σˆ2e,H3 can be expressed as
σˆ2e,H3 = σˆ
2
e,H3(y) =
SSE(β∗)
n− rank(X∗) =
yT (In −H∗)y
n− (p+D)
where H∗ = X∗(X∗TX∗)−1X∗T , X∗ = (X|Z) and β∗ = (βT ,uT )T .
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Then,
σˆe,H3(cy) =
√
(cy)T (In −H∗)(cy)
n− (p+D)
=
√
c2yT (In −H∗)y
n− (p+D)
= |c|
√
yT (In −H∗)y
n− (p+D)
= |c|σˆe,H3(y)
Therefore, the estimator σˆe,H3 is scale invariant. Now we check that σˆu,H3 is also
scale equivariant.
The estimator σˆ2u,H3 is given by
σˆ2u,H3 = σˆ
2
u,H3(y) =
SSE(β)− σˆ2e,H3(n− p)
tr[ZT (In −H)Z] =
y(In −H)y −
[
yT (In−H∗)y
n−(p+D)
]
(n− p)
tr[ZT (In −H)Z]
denoting m = tr[ZT (In −H)Z]
σˆ2u,H3 =
1
m
{
y(In −H)y − n− p
n− (p+D)y
T (In −H∗)y
}
thus,
σˆu,H3(y) =
√
1
m
{
yT (In −H)y − n− p
n− (p+D)y
T (In −H∗)y
}
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Then,
σˆu,H3(cy) =
√
1
m
{
(cy)T (In −H)(cy)− n− p
n− (p+D)(cy)
T (In −H∗)(cy)
}
=
√
c2
m
{
yT (In −H)y − n− p
n− (p+D)y
T (In −H∗)y
}
= |c|
√
1
m
{
yT (In −H)y − n− p
n− (p+D)y
T (In −H∗)y
}
= |c|σˆu,H3(y)
Therefore, the estimator σˆu,H3 is scale invariant.
Let us express Henderson III estimators in terms of the means of squared residu-
als
σˆ2e,H3 =
n
[∑D
d=1
∑nd
j=1 eˆ
2
dj/n
]
n− (p+D) , σˆ
2
u,H3 =
n
[∑D
d=1
∑nd
j=1 εˆ
2
dj/n
]
− σˆ2e(n− p)
tr {ZT [I−X(XTX)−1XT ]Z} , (5.2)
We propose to robustify these estimators using, first, robust methods to fit the two
models (4.10) and (4.13) and, after that, replacing in (5.2) the means of squared
residuals by other robust functions.
Model (4.13) is a standard linear regression model, which can be robustly fitted
using any method available in the literature such as L1 estimation, M estimation
or the fast method of Pen˜a and Yohai [34]. Model (4.10) is a model with fixed
group effects, which can be robustly fitted using an adaptation of the principal
sensibility components method of Pen˜a and Yohai [34] to the grouped data struc-
ture. An alternative approach is the M-S estimation of Maronna and Yohai [28].
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These fitting methods will provide better residuals eˆdj and εˆdj , which are in turn
used to find robust estimators of the variance components. Below we describe
different estimators based on robust functions of these new residuals.
MADH3 estimators: In the two estimators given in (5.2), we substitute the means
of squared residuals by the square of the normalized medians of absolute devia-
tions (MAD), given by
MAD = 1.481 median(|ξˆdj|, ξˆdj 6= 0),
where ξˆdj is the residual of observation (xTdj, ydj) under the corresponding fitted
model, either (4.10) or (4.13).
TH3 estimators: Trimming consists of giving zero weight to a percentage of
extreme cases. In this case, in the two equations given in (5.2) we trim residuals
that are outside the interval (b1, b2) with
b1 = q1 − k(q3 − q1) and b2 = q3 + k(q3 − q1). (5.3)
Here, q1 and q2 are the first and third sample quartiles of residuals and k is a
constant. Based on results obtained from different simulation studies, we propose
to use the constant k = 2, just slightly smaller than that one used as outer frontier
in the box-plot for detecting outliers.
RH3 estimators: Instead of replacing extreme residuals by zero as in the previ-
ous proposal, we can smooth residuals appearing in (5.2) according to an appro-
priate smoothing function. Here we consider Tukey’s biweight function, given
by
ϕ(x) = x[1− (x/k)2]2, if |x| ≤ k. (5.4)
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In this case, the robust Henderson III estimators are given by
σˆ2e,RH3 =
σ2e,MAD
∑D
d=1
∑nd
j=1 ϕ
2(eˆdj/σe,MAD)
n− (p+D) , (5.5)
σˆ2u,RH3 =
σ2u,MAD
∑D
d=1
∑nd
j=1 ϕ
2(εˆdj/σu,MAD)− σˆ2e,RH3(n− p)
tr{ZT (In −X(XTX)−1XT )Z} . (5.6)
Remark 5.2. The function h(x) = σxϕ(x/σx) is scale invariant, where σx is a scale
such that σcx = cσx, c > 0. If we consider σx = MAD(x), let us verify that
MAD(cx) = cMAD(x), c > 0.
By definition MAD(x) = 1.4826 median(|x−median(x)|)
MAD(cx) = 1.4826 median(|(cx)−median(cx)|)
= 1.4826 median(|c|(x−median(x))|)
= |c|[1.4826 median(|x−median(x)|)]
= |c|MAD(x).
Since σc x = c σx, we have that
h(c x) = cσxψ
(
c x
cσx
)
= cσxψ
(
x
σx
)
= h(x).
Remark 5.3. RH3 estimators of σ2e and σ2u are scale invariant.
Proof. Consider the estimator σˆ2e,RH3
σˆ2e,RH3 =
σ2e,MAD
∑D
d=1
∑nd
j=1 ϕ
2(eˆdj/σe,MAD)
n− (p+D) =
√∑D
d=1
∑nd
j=1 h
2(eˆdj)
n− (p+D) ,
where h(·) is scale invariant. Therefore, σˆe,RH3 is scale invariant.
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Let m = tr{ZT (In −X(XTX)−1XT )Z}. The estimator σˆ2u,RH3 is given by
σˆ2u,RH3 =
1
m
{
σ2ε,MAD
D∑
d=1
nd∑
j=1
ϕ2
(
εˆdj
σε,MAD
)
− σˆ2e,RH3(n− p)
}
=
1
m
{
D∑
d=1
nd∑
j=1
h2(εˆdj)−
∑D
d=1
∑nd
j=1 h
2(eˆdj)
n− (p+D) (n− p)
}
.
Similarly, since h(·) is scale invariant, σˆu,RH3 is scale invariant.
5.2.1 Simulation experiment
This section describes a Monte Carlo simulation study that compares the robust
estimators of the variance components with the traditional non-robust ones. For
this, we generated data coming from D = 10 groups. The group sample sizes nd,
d = 1, . . . , D were respectively 20, 20, 30, 30, 40, 40, 50, 50, 60 and 60, with a total
sample size of n = 400. We considered p = 4 auxiliary variables, and they were
generated from normal distributions with means and standard deviations coming
from a real data set from the Australian Agricultural and Grazing Industries Sur-
vey. Thus, the values of the four auxiliary variables were generated respectively
as X1 ∼ N(3.3, 0.6), X2 ∼ N(1.7, 1.2), X3 ∼ N(1.7, 1.6) and X4 ∼ N(2.4, 2.6). The
simulation study is based on L = 500 Monte Carlo replicates. In each iteration,
we generated group effects as ud
iid∼ N(0, σ2u) with σ2u = 0.25. Similarly, we gen-
erated errors as edj
iid∼ N(0, σ2e) with σ2e = 0.25. Then we generated the model
responses ydj , j = 1, . . . , nd, d = 1, . . . , D, from model (4.1). Observe that in prin-
ciple there is no contamination. Finally, we introduced contamination according
to three different scenarios:
A. No contamination.
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B. Groups with a mean shift: A subset Dc ⊆ {1, 2, . . . , D} of groups was selected
for contamination. For each selected group d ∈ Dc, half of the observations
were replaced by cd1 = y¯d + k sY,d and the other half by cd2 = y¯d − k sY,d
with k = 5, where y¯d and sY,d are respectively the mean and the standard
deviation of the outcome for the clean data in d-th group. This increases the
between group variability σ2u.
C. Groups with high variability: A small percentage of contaminated observa-
tions was introduced in each selected group d ∈ Dc, similarly as described
in Scenario B. This increases the within group variability σ2e .
With each Monte Carlo sample, we fitted the two models (4.10) and (4.13) using
respectively the GPSC method described in Chapter 3 and the robust procedure
of Pen˜a and Yohai [34]. Then, we calculated the traditional estimators H3, ML
and REML, and the proposed robust estimators, MADH3, TH3 and RH3. After
the L = 500 replicates, we computed the empirical bias and mean squared error
(MSE) of the estimators.
Table 5.1 reports the resulting empirical bias and percent MSE of each estimator
under Scenario A, without contamination. Observe in that table that in absence of
outlying observations, the traditional non-robust estimators, H3, ML and REML,
provide the minimum MSE, but the robust alternatives TH3 and RH3 are not too
far away from them. However, under Scenario B with full groups contaminated
with a mean shift (Tables 5.2 and 5.3), the estimators ML, REML and H3 of σ2u
increase considerably their MSE. The estimator TH3 achieves the minimum MSE,
followed by RH3. Under Scenario C with contamination introduced to make the
within cluster variability increase (Tables 5.4 and 5.5), now the estimators ML,
REML and H3 of σ2e increase considerably their MSE whereas the robust estima-
tors resist quite well.
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Table 5.1: Theoretical values σ2u = σ2e = 0.25. Scenario 0: No contamination.
Method Estimators Bias MSE
×102
σˆ2u σˆ
2
e σˆ
2
u σˆ
2
e σˆ
2
u σˆ
2
e
H3 0,24 0,25 -0,0081 0,0014 1,43 0,03
ML 0,22 0,25 -0,0298 -0,0011 1,16 0,03
REML 0,25 0,25 -0,0046 0,0014 1,32 0,03
MADH3 0,25 0,25 0,0041 0,0018 2,33 0,09
TH3 0,23 0,25 -0,0189 -0,0019 1,04 0,04
RH3 0,24 0,23 -0,0136 -0,0179 1,25 0,06
Table 5.2: Theoretical values σ2u = σ2e = 0.25. Scenario B: One outlying group.
Method Estimators Bias MSE
×102
σˆ2u σˆ
2
e σˆ
2
u σˆ
2
e σˆ
2
u σˆ
2
e
H3 1,28 0,24 1,0286 -0,0095 123,73 0,04
ML 1,15 0,24 0,9000 -0,0120 123,27 0,04
REML 1,28 0,24 1,0285 -0,0096 123,38 0,04
MADH3 0,44 0,23 0,1884 -0,0169 7,84 0,10
TH3 0,24 0,24 -0,0089 -0,0142 1,25 0,05
RH3 0,46 0,22 0,2106 -0,0277 6,04 0,10
Table 5.3: Theoretical values σ2u = σ2e = 0.25. Scenario B: Two outlying groups.
Method Estimators Bias MSE
×102
σˆ2u σˆ
2
e σˆ
2
u σˆ
2
e σˆ
2
u σˆ
2
e
H3 2,79 0,23 2,5375 -0,0242 715,98 0,08
ML 2,13 0,22 1,8807 -0,0266 495,49 0,10
REML 2,37 0,23 2,1179 -0,0242 500,14 0,08
MADH3 1,10 0,21 0,8529 -0,0437 91,67 0,25
TH3 0,27 0,22 0,0227 -0,0319 2,13 0,13
RH3 0,76 0,21 0,5088 -0,0412 31,52 0,19
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Table 5.4: Theoretical values σ2u = σ2e = 0.25. Scenario C: 10% of atypical observa-
tions shared among groups.
Method Estimators Bias MSE
×102
σˆ2u σˆ
2
e σˆ
2
u σˆ
2
e σˆ
2
u σˆ
2
e
H3 0,23 0,60 -0,0175 0,3512 1,47 12,58
ML 0,21 0,60 -0,0397 0,3450 1,23 12,15
REML 0,24 0,60 -0,0144 0,3512 1,35 12,58
MADH3 0,28 0,27 0,0253 0,0198 2,78 0,14
TH3 0,24 0,25 -0,0073 -0,0012 1,17 0,04
RH3 0,22 0,30 -0,0266 0,0487 1,22 0,26
Table 5.5: Theoretical values σ2u = σ2e = 0.25. Scenario C: 20% of atypical observa-
tions shared among groups
Method Estimators Bias MSE
×102
σˆ2u σˆ
2
e σˆ
2
u σˆ
2
e σˆ
2
u σˆ
2
e
H3 0,22 0,93 -0,0268 0,6814 1,50 47,19
ML 0,20 0,92 -0,0489 0,6719 1,32 45,89
REML 0,23 0,93 -0,0236 0,6814 1,39 47,19
MADH3 0,30 0,29 0,0473 0,0406 3,48 0,29
TH3 0,25 0,25 0,0045 0,0003 1,27 0,04
RH3 0,21 0,37 -0,0400 0,1151 1,18 1,35
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5.2.2 Conclusions
This work introduces three robust versions of H3 estimators called MADH3, TH3
and RH3 estimators. These estimators are obtained by first, fitting in a robust way
the two submodels (4.10) and (4.13) and, then, replacing the means of squared
residuals in H3 estimators by other robust functions of the residuals coming from
those robust fittings. In simulations we have analyzed the robustness of our pro-
posed estimators under two different contamination scenarios: when the between
groups variability is increased by including a mean shift in some of the groups,
and when the within group variability is increased by introducing given percent-
ages of outliers within the groups. The new robust estimator RH3 achieves great
efficiency under both types of contamination and at the same time preserves good
efficiency when there is not contamination.
5.3 Robust estimation of regression coefficients
This section deals with robust estimation of regression coefficients using the es-
timators of variance components introduced above. These estimators are then
used to derive robust predictors of the means in small areas.
5.3.1 Small area estimators
Small area estimation is usually done under the setup of finite population. Thus,
we have a population U of size N that is assumed to be partitioned into D sub-
populations U1, . . . , UD of sizes N1, . . . , ND called small areas. Particular quanti-
ties of interest are the means of the small areas,
Y d =
1
Nd
Nd∑
j=1
ydj, d = 1 . . . , D
A sample sd of size nd is drawn from Ud, d = 1, . . . , D. We assume that the model
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holds for all population units, that is, for units in the sample and out of the sam-
ple. Under this setup, the target area means are random. Therefore, is it common
to say predicting Y d rather than estimating Y d. The mean of small area d can
be split into two terms, one for the sample elements an the other for the out-of-
sample elements, obtaining a linear combination of the sample mean ysd and the
out-of-sample mean yscd .
Y d =
1
Nd
∑
j∈sd
ydj +
∑
j∈scd
ydj
 = nd
Nd
ysd +
(
nd
Nd
yscd
)
, d = 1 . . . , D
When studying outliers in finite population inference, the existing literature is
developed exclusively under one of the following assumptions:
Assumption 1. Non representative outliers: We assume that atypical obser-
vations appear only in the sample but not in the non-sample part of the pop-
ulation. Then, it seems natural to project the working model into the entire
non-sampled part of the population. Chambers [42] call these type of outliers
non-representative outliers. In this case, the appropriate methods for estimating
model parameters are called Robust Projective, meaning that they project sample
non-outlier behavior on to the non-sampled part of the population.
Assumption 2. Representative outliers We assume that atypical observations
appear in the sample and non-sample part of the population. In this case, robust
projective methods will provide biased estimators of the small area means; there-
fore, it is necessary to correct for this bias using an appropriate correction factor.
Next section introduces two robust projective methods given in the literature,
Fellner’s approach and Sinha and Rao’s procedure.
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5.3.2 Previous robust procedures
Fellner’s approach
Fellner [56] derived robust estimators of variance components and regression co-
efficients β, together with a robust predictor of u, which could in turn be used to
derive a robust EBLUP.
The joint probability density function of y is given by
f(β, θ|y) = (2pi)−n/2|V|−1/2 exp
{
−1
2
(y −Xβ)TV−1(y −Xβ)
}
. (5.7)
Similarly, the joint density function of u = (u1, . . . , uD)T is
g(u;σ2u) = (2piσ
2
u)
−D/2 exp{−uTu/2}.
Assuming θ known, the BLUE of β and the BLUP of u can be obtained si-
multaneously by maximizing the joint loglikelihood of y and u, ln f(β, θ|y,u) =
ln f(θ|y) + ln g(u), with respect to β and u. The resulting system of normal equa-
tions is given by
 XTX/σ2e XTZ/σ2e
ZTX/σ2e I/σ
2
u + Z
TZ/σ2e

 β
u
 =
 XTy/σ2e
ZTy/σ2e + (I/σ
2
u)0D

Fellner’s method is based in the idea of replacing in these equations, observations
ydi and random effects ud that are far from their predicted values yˆdi = xTdjβˆ + uˆd
and uˆd by what he called pseudo-observations. More explicitly, Fellner’s method
solves the system
 XTX/σ2e XTZ/σ2e
ZTX/σ2e I/σ
2
u + Z
TZ/σ2e

 β
u
 =
 XTy∗/σ2e
ZTy∗/σ2e + (I/σ
2
u)0
∗
D
 , (5.8)
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where y∗ = (y∗di, i = 1, . . . , nd, d = 1, . . . , D) with y
∗
di = x
T
djβˆ+ uˆd +σeψ(eˆdj/σe) and
0∗D = (uˆd − σuφ(uˆd/σu); d = 1, . . . , D) and ψ es an odd, monotonic and bounded
function such as Huber’s psi function.
Equations (5.8) assume that variance components are known, but Fellner [56] also
gave REML equations for variance components which, solved jointly with (5.8),
yield also a robust estimator of β together with a robust predictor of u. For this,
he proposes to robustify REML equations in the form
σˆ2u = {h(D − v∗)}−1σˆu
D∑
d=1
ψ2(uˆd/σˆu),
σˆ2e = {h(n− p−D + v∗)}−1σˆe
D∑
d=1
ψ2(eˆdj/σˆe),
where h is an appropriately chosen constant to adjust for the bias in σˆ2u and σˆ2e at
the normal distribution. This leads to h = E{ψ2(X)}, where X ∼ N(0, 1).
REBLUP estimators
Sinha and Rao [49] proposed a two-step procedure for constructing robust esti-
mators of model parameters. The steps of the procedure are the following:
• Step 1. The estimators βˆSR and θˆSR are obtained simultaneously based on
robustified ML equations.
• Step 2. The predictor uˆSR is obtained using the estimators of Step 1.
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In Step 1, the ML equations for β and θ are defined by
XTV−1(y −Xβ) = 0,
(y −Xβ)TV−1∂V
∂θ`
V−1(y −Xβ)− tr
{
V−1
∂V
∂θ`
}
= 0, ` = 1, 2,
where θ` is the `-th element of θ = (σ2u, σ2e)T .
If some fitted values yˆdj = xTdjβˆ are unusually different from the corresponding
observed values ydj , then we have the indication of apparent outliers in the data.
To handle outliers in the response values, they proposed robustified ML equa-
tions in the form
XTV−1U
1
2 Ψ(r) = 0,
Ψ(r)TU
1
2V−1
∂V
∂θ`
V−1U
1
2 Ψ(r)− tr
{
KV−1
∂V
∂θ`
}
= 0, ` = 1, 2,
where
r = U−
1
2 (y − Xβ), U = diag(V), K = E{ψ2b (X)}In with X ∼ N(0, 1), Ψ(u) =
(ψb(u1), ψb(u2), . . .)
T with ψb(u) = u ·min(1, b|u|) and b = 1.345.
The complete algorithm for robust estimation of β and θ is:
(i) Choose starting values β(0) and θ(0). Set m = 0.
(ii) (a) Calculate β(m+1). (b) Calculate θ(m+1). (c) Set m = m+ 1.
(iii) Repeat until convergence is achieved. Denote the estimates at convergence
as βˆSR and θˆSR.
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In Step 2, the predictor uˆSR is obtained using the estimators of β and θ obtained
in Step 1 and solving the following robustified equation
σˆe Z
TΨ {(y −Xβ − Zu)/σˆe} − σˆuΨ(u/σˆu) = 0
Sinha and Rao [49] proposed to solve this equation using the Newton-Raphson
method. Finally, the Robust EBLUPs (REBLUPs) of the small area means are
given by
Yˆ
SR
d =
1
Nd
∑
j∈sd
ydj +
∑
jscd
yˆSRdj
 , d = 1, . . . , D
where yˆSRdj = x
T
djβˆ
SR + uˆSRd .
Some comments
The Newton-Raphson procedure is a commonly used iterative method for the so-
lution of nonlinear equations. To solve the equation h(t) = 0, at each iteration
the function h is linearized in the sense that it is replaced by its Taylor expan-
sion of order one about the current approximation. Let us denote by tm the m-th
approximation. Then the next value is the solution of
h(tm) + h′(tm)(tm+1 − tm) = 0
that is,
tm+1 = tm − h(t
m)
h′(tm)
If the procedure converges, the convergence is very fast; but it is not guaranteed
to converge. If h′ is not bounded away from zero, the denominator may become
very small, making the sequence tm unstable unless the initial value t0 is very
near to the solution (Maronna et al., [29]).
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5.3.3 Procedure using RH3
We propose a two-step procedure that provides robust estimators of model pa-
rameters based on the robust estimators of variance components given in (5.2).
• Step 1. Obtain the estimator θˆRH3 using the robustified version of Hender-
son Method III given in (5.5) and (5.6).
• Step 2. Obtain the estimator βˆRH3 and the predictor uˆRH3 similarly as in
Sinha and Rao [49], solving the robustified normal equations (5.8).
Then, the new robust EBLUPs, called here RH3-EBLUPs of the small area means
are given by
Yˆ
RH3
d =
1
Nd
∑
j∈sd
ydj +
∑
jscd
yˆRH3dj
 , d = 1, . . . , D
where yˆRH3dj = x
T
djβˆ
RH3 + uˆRH3d .
5.3.4 Simulation experiment
In this simulation study we generated data coming from D = 30 groups. Con-
cerning the group sample sizes, half of them were taken of size nd = 10 and the
other half of size nd = 20, with a total sample size of n = 450. We considered
p = 4 auxiliary variables, and they were generated from normal distributions
with means and standard deviations coming from a real data set from the Aus-
tralian Agricultural and Grazing Industries Survey. More concretely, the values
of the four auxiliary variables were generated respectively as X1 ∼ N(3.31, 0.68),
X2 ∼ N(1.74, 1.23), X3 ∼ N(1.70, 1.65) and X4 ∼ N(2.41, 2.61).
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The number of Monte Carlo samples was L = 200. In each replicate, group ef-
fects were generated as ud
iid∼ N(0, σ2u) with σ2u = 1. Similarly, individual er-
rors were generated as edj
iid∼ N(0, σ2e) with σ2e = 1. Finally, model responses
ydj , j = 1, . . . , nd, d = 1, . . . , D, were generated from model (4.1). Using each
Monte Carlo sample, the two models (4.10) and (4.13) were fitted robustly using
respectively the M-S estimator of Maronna and Yohai [28] and the PSC method
of Pen˜a and Yohai [34]. We assume that outliers are representative and use the
correction factor proposed by Joingo et al. [Joingo D]. Firstly, data are generated
without contamination. After that, contamination is introduced according to the
following scenarios:
• Type 0. No contamination
• Type 1. Outlying areas: For each selected outlying domain, we substitute
all their sample observations ydj by the constant C1 = Y¯d + c ·
√∑Nd
j=1(ydj−Y¯d)2
Nd
,
where c = 4 and Y¯d = 1Nd
∑Nd
j=1 ydj .
• Type 2. Outlying individuals within areas: We replace some observations
within selected domains byC1 and some others byC2 = Y¯d−c·
√∑Nd
j=1(ydj−Y¯d)2
Nd
.
To compare several predictors of the prediction of the small area means, we use
the following measures averaged over areas
Average Absolute Relative Bias (ARB):
ARB =
1
D
D∑
d=1
∣∣∣∣∣ 1L
L∑
t=1
(
ˆ¯Yd − Y¯d
Y¯d
)∣∣∣∣∣
Average Relative Root MSE (RRMSE):
RRMSE =
1
D
D∑
d=1
MSE( ˆ¯Yd)
1
2
Y¯d
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Method Bias MSE
σ2u σ
2
e σ
2
u σ
2
e
ML -0,044 0,070 0,160 0,125
REML -0,125 0,141 0,247 0,195
RH3 -0,174 0,075 0,279 0,142
Table 5.6: Scenario Type 0: No contamination
Parameter ML REML RH3
Bias MSE Bias MSE Bias MSE
β0 -0,037 0,264 -0,033 0,312 -0,034 0,321
β1 0,316 0,014 0,314 0,015 0,312 0,014
β2 0,001 0,012 0,001 0,013 0,003 0,013
β3 -0,007 0,004 -0,006 0,005 -0,008 0,005
Table 5.7: Scenario Type 0: No contamination
5.3.5 Conclusions
This work compares two ways to estimate regression coefficients in the linear
with random effects. Then, these estimators were used to derive robust predictors
of the means in small areas. Our simulation studies show that the new robust
procedure RH3 gets the best results in the case of outlying areas at the same time
good efficiency when there is not contamination.
Method ARB RRMSE
EBLUP 0,3667 0,3825
REBLUP 0,4015 0,5056
RH3-EBLUP 0,3843 0,4884
Table 5.8: Scenario Type 0: No contamination
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Method Bias MSE
σ2u σ
2
e σ
2
u σ
2
e
ML 2,346 -0,022 6,248 0,119
REML 0,838 0,335 1,430 0,362
RH3 0,437 -0,167 0,586 0,227
Table 5.9: Scenario Type 1: One outlying domain.
Parameter ML REML RH3
Bias MSE Bias MSE Bias MSE
β0 0,250 0,319 0,092 0,308 0,087 0,306
β1 0,318 0,015 0,324 0,016 0,324 0,016
β2 -0,013 0,012 -0,005 0,013 -0,006 0,013
β3 -0,003 0,004 -0,007 0,005 -0,008 0,005
Table 5.10: Scenario Type 1: One outlying domain.
Method ARB RRMSE
EBLUP 0,4161 0,5301
REBLUP 0,4192 0,5251
RH3-EBLUP 0,4193 0,5248
Table 5.11: Scenario Type 1: One outlying domain.
Method Bias MSE
σ2u σ
2
e σ
2
u σ
2
e
ML 5,027 -0,267 26,706 0,186
REML 3,205 0,478 15,848 0,541
RH3 2,386 -0,319 6,076 0,277
Table 5.12: Scenario Type 1: Two outlying domains.
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Parameter ML REML RH3
Bias MSE Bias MSE Bias MSE
β0 0,637 0,688 0,336 0,453 0,307 0,459
β1 0,304 0,015 0,317 0,018 0,318 0,018
β2 -0,016 0,013 -0,009 0,014 -0,008 0,015
β3 -0,009 0,004 -0,012 0,005 -0,010 0,005
Table 5.13: Scenario Type 1: Two outlying domains.
Method ARB RRMSE
EBLUP 0,4162 0,6296
REBLUP 0,4316 0,5652
RH3-EBLUP 0,4338 0,5502
Table 5.14: Scenario Type 1: Two outlying domains.
Method Bias MSE
σ2u σ
2
e σ
2
u σ
2
e
ML -0,095 0,959 0,173 1,046
REML -0,159 0,363 0,296 0,349
RH3 -0,216 0,364 0,293 0,322
Table 5.15: Scenario Type 2: 10% outlying observations within groups.
Parameter ML REML RH3
Bias MSE Bias MSE Bias MSE
β0 -0,014 0,342 -0,028 0,337 -0,018 0,323
β1 0,316 0,016 0,315 0,016 0,314 0,015
β2 0,001 0,009 0,002 0,014 0,004 0,009
β3 -0,006 0,005 -0,006 0,005 -0,008 0,005
Table 5.16: Scenario Type 2: 10% outlying observations within groups.
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Method ARB RRMSE
EBLUP 0,4417 0,5286
REBLUP 0,3963 0,5002
RH3-EBLUP 0,3849 0,4881
Table 5.17: Scenario Type 2: 10% outlying observations within groups.
Method Bias MSE
σ2u σ
2
e σ
2
u σ
2
e
ML -0,180 1,912 0,184 3,783
REML -0,214 0,604 0,293 0,567
RH3 -0,232 0,575 0,286 0,554
Table 5.18: Scenario Type 2: 20% outlying observations within groups.
Parameter ML REML RH3
Bias MSE Bias MSE Bias MSE
β0 0,005 0,367 -0,028 0,352 -0,018 0,353
β1 0,306 0,020 0,316 0,018 0,314 0,017
β2 -0,006 0,015 -0,002 0,015 -0,001 0,015
β3 -0,007 0,006 -0,008 0,005 -0,009 0,005
Table 5.19: Scenario Type 2: 20% outlying observations within groups.
Method ARB RRMSE
EBLUP 0,4265 0,5440
REBLUP 0,3895 0,4920
RH3-EBLUP 0,3825 0,4845
Table 5.20: Scenario Type 2: 20% outlying observations within groups.
Chapter 6
Robust fitting of linear mixed models
6.1 Introduction
Chapter 4 of this dissertation studied linear models with random effects, which
are a particular case of linear mixed models in which only one random factor
or source of variation (apart from individual error) is considered in the model.
These models are used for clustered or longitudinal data. However, sometimes
data show a more complex structure such as clustering at different levels or cross-
classification. Moreover, we might consider in the model other sources of varia-
tion such as variation in time and/or space. Linear mixed models are used when
data present multiple sources of variation. They are used in many different fields
of application such as Biology, Econometrics and Engineering and have received
considerable attention both from a practical and theoretical point of view, see e.g.
McCulloch and Searle [31], Verbeke and Molenberghs [53], [43], SRS Rao [50],
Muller and Stewart [38], Sahai and Ojeda [46], Rao JNK [23] and Demidenko [13].
Part of their success can be due to the fact that these models avoid problems of
multidimensionality, because only few parameters need to be estimated, in con-
trast with fixed effects models in which a large number of regression parameters
must be estimated. Since regression coefficients are deemed as random variables,
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these models can be seen as a compromise between the frequentist and Bayesian
approaches.
6.2 Linear mixed model
Consider that the vector y = (y1, . . . , yn)T of observations from our study variable
obeys the model
y = Xβ + Z1u1 + · · ·+ Zrur + e , (6.1)
where β = (β1, . . . , βp)T is the vector of regression coefficients for the explanatory
variables and ui = (ui1, . . . , uiDi)
T is the vector containing the effects of theDi lev-
els of the i-th random factor, i = 1, . . . , r. These random factors are variables that
affect the variability of our data. For simplicity of language, the vector ui itself
will be called i-th random factor. The vector e = (e1, . . . , en)T contains the indi-
vidual errors and Z1, . . . ,Zr and X are design matrices of orders n×D1, . . . , n×Dr
and n× p respectively. Matrix Zi contains only zeros and ones, with only one 1 in
each row and at least one 1 in each column, i = 1, . . . , r. All random components
in the model, u1, . . . ,ur and e are independent and they are usually assumed to
satisfy
e ∼ Nn(0, σ2eIn), ui ∼ NDi(0, σ2uiIDi), i = 1, . . . , r.
Estimability of the model parameters requires usual assumptions, namely that
the number of observations is larger than the number of parameters n ≥ p +
r + 1, that there are not multicollinearity problems in the columns of X, that
is, rank(X) = p, that the columns of X are not collinear with the effects of the
random factors, that is, rank(X|Zi) > p, i = 1, . . . , r, and finally that the effects of
one of the random factors is not confounded with the effects of the other factors,
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that is, ZiZTi and I are linearly independent,
α0I +
r∑
i=1
αiZiZ
T
i = 0 =⇒ αi = 0, i = 0, 1, . . . , r.
From model assumptions, it holds that
y ∼ Nn(Xβ,V), with V = σ2eIn +
r∑
i=1
σ2uiZiZ
T
i .
Let us define the matrix Z = (Z1|Z2| · · · |Zr) and the vector u = (uT1 , . . . ,uTr )T .
Then, the model can be expressed as
y = Xβ + Zu + e, (6.2)
which fits the notation used in Chapter 4. Defining additionally the vector of
variance components θ = (σ2e , σ2u1 , . . . , σ
2
ur)
T , the likelihood is given by
f(θ|y) = (2pi)−n/2|V|−1/2 exp
{
−1
2
(y −Xβ)TV−1(y −Xβ)
}
. (6.3)
As in Chapter 4, the Best Linear Unbiased Estimator (BLUE) of β and the Best
Linear Unbiased Predictor (BLUP) of u obtained by Henderson [10] are given by
β˜ = (XTV−1X)−1XTV−1y, (6.4)
u˜ = σ2uZ
TV−1(y −Xβ˜), (6.5)
but they depend on the vector of variance components θ, which is unknown and
needs to be estimated.
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6.3 Henderson method III
Consider the linear mixed model defined above,
y = Xβ +
r∑
i=1
Ziui + e1. (6.6)
Model (6.6) will be called full model. Now consider the following r reduced
models (there would be different sets of reduced models from which to estimate
the variance components, for further details see Searle et al., [47]).
y = Xβ +
r∑
i=2
Ziui + e2,
y = Xβ +
r∑
i=3
Ziui + e3,
...
y = Xβ + er+1. (6.7)
Consider the sum of squared residuals from the full model, the reduction in re-
gression sum of squares due to introducing u1 in a model with u2, . . . ,ur, the
same when introducing u1 and u2 in a model with u3, . . . ,ur, etc, and the same
when introducing u1, . . . ,ur in a model with β, that is
SSE(β,u1, . . . ,ur),
SSR(u1|β,u2, . . . ,ur) = SSR(β,u1, . . . ,ur)− SSR(β,u2, . . . ,ur),
SSR(u1,u2|β,u3 . . . ,ur) = SSR(β,u1, . . . ,ur)− SSR(β,u3, . . . ,ur),
...
SSR(u1, . . . ,ur|β) = SSR(β,u1, . . . ,ur)− SSR(β),
(6.8)
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Taking expectation on each of the equations in (6.8), we obtain
E[SSE(β,u1, . . . ,ur)] = [n− rank(X|Z1| . . . |Zr)]σ2e ,
E[SSR(u1|β,u2, . . . ,ur)] = tr{ZT1 M1Z1}σ2u1 + [rank(X|Z1| . . . |Zr)
− rank(X|Z2| . . . |Zr)]σ2e ,
E[SSR(u1,u2|β,u3, . . . ,ur)] = tr{ZT1 M2Z1}σ2u1 + tr{ZT2 M2Z2}σ2u2
+ [rank(X|Z1| . . . |Zr)− rank(X|Z3| . . . |Zr)]σ2e ,
...
E[SSR(u1, . . . ,ur|β)] =
r∑
i=1
tr{ZTi MrZi}σ2ui + [rank(X|Z1| . . . |Zr)− rank(X)]σ2e ,
(6.9)
where
M1 = In − (X|Z2| · · · |Zr)[(X|Z2| · · · |Zr)T (X|Z2| · · · |Zr)]−1(X|Z2| · · · |Zr)T ,
M2 = In − (X|Z3| · · · |Zr)[(X|Z3| · · · |Zr)T (X|Z3| · · · |Zr)]−1(X|Z3| · · · |Zr)T ,
M3 = In − (X|Z4| · · · |Zr)[(X|Z4| · · · |Zr)T (X|Z4| · · · |Zr)]−1(X|Z4| · · · |Zr)T ,
...
Mr = In −X(XTX)−1XT .
Equating the expectations in (6.9) to the corresponding sums of squares and
solving for σ2e , σ2u1 , . . . , σ
2
ur in the resulting equations, we obtain the Henderson III
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estimators of the variance components, given by
σˆ2e,H3 =
D∑
d=1
nd∑
j=1
eˆ21,dj
n− rank(X|Z1|Z2| · · · |Zr) ,
σˆ2u1,H3 =
D1∑
d=1
nd∑
j=1
eˆ22,dj − [n− rank(X|Z2| · · · |Zr)]σˆ2e
tr{ZT1 M1Z1}
,
σˆ2u2,H3 =
D2∑
d=1
nd∑
j=1
eˆ23,dj − [n− rank(X|Z3| · · · |Zr)]σˆ2e − tr{ZT1 M2Z1}σˆ2u1
tr{ZT2 M2Z2}
,
... (6.10)
σˆ2ur,H3 =
Dr∑
d=1
nd∑
j=1
eˆ2r+1,dj − [n− rank(X)]σˆ2e −
r−1∑
i=1
tr{ZTi MrZi}σˆ2ui
tr{ZTr MrZr}
,
where eˆ1,dj is the residual corresponding to observation (xdj, ydj), obtained by fit-
ting model (6.6) but regarding all factors ui as fixed and eˆ2,dj, . . . , eˆr+1,dj are the
analogous residuals obtained by fitting the reduced models (6.7) respectively,
with all factors regarded as fixed.
6.4 Robust Henderson method III
This section provides an extension of the robust Henderson method III intro-
duced in Section 4.3.3 to linear mixed models with several random factors.
Applying a similar approach as in Section 4.3.3, the robust Henderson III esti-
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mators of the variance components σˆ2u1 , . . . , σˆ
2
ur and σ
2
e are given by
σˆ2e,RH3 =
σ2e,MAD
D∑
d=1
nd∑
j=1
ϕ2(eˆ1,dj/σe,MAD)
n− rank(X|Z1|Z2| · · · |Zr) ,
σˆ2u1,RH3 =
σ2e1,MAD
D1∑
d=1
nd∑
j=1
ϕ2(eˆ2,dj/σe1,MAD)− [n− rank(X|Z2| · · · |Zr)]σˆ2e,RH3
tr{ZT1 M1Z1}
,
σˆ2u2,RH3 =
σ2e2,MAD
D2∑
d=1
nd∑
j=1
ϕ2(eˆ3,dj/σe2,MAD)− [n− rank(X|Z3| · · · |Zr)]σˆ2e,RH3 − tr{ZT1 M2Z1}σˆ2u1,RH3
tr{ZT2 M2Z2}
,
... (6.11)
σˆ2ur,RH3 =
σ2er,MAD
Dr∑
d=1
nd∑
j=1
ϕ2(eˆr+1,dj/σer,MAD)− [n− rank(X)]σˆ2e,RH3 −
r−1∑
i=1
tr{ZTi MrZi}σˆ2ui,RH3
tr{ZTr MrZr}
,
where ϕ(x) is Tukey’s biweight function and σe,MAD, σe1,MAD, . . . , σer,MAD are the
median of absolute deviations of residuals obtained by fitting the full and each of
the reduced models respectively.
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