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§imulation von Fehlerverteilungen-
Untersuchung zur Wiedergewinnung vOn Verteilungen aus unvollständigen 
Daten 
Am Beispiel simulierter Fehlerverteilungen wird gezeigt, wie eine 
an unvollständige Daten angepaßte Verteilung zu bewerten ist. 
Insbesondere wird untersucht, ob aus den simulierten Daten, die 
realitätsnah in ein Histogramm eingeteilt sind, die ursprünglichen 
Parameter und Verteilungen rekonstruiert werden können, welche 
Methoden bei der Kurvenanpassung zu sinnvollen Ergebnissen führen 
und welchen Einfluß eine untere Grenze auf die Ergebnisse hat. 
Simulation of crack size distributions-
A Study on how to recover distribu tions from incomplete data. 
Simulated crack size distributions are taken as an example to study 
the goodness of the fit of a distribution function to incomplete data. 
Special topics are whether the original parameters and distribution 
functions rnay be recovered, which are the appropriate methods of curve 
fitting and how the results are influenced by a lower bound. 
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1. Einl~itung 
Zur Abschätzung der Ausfallwahrscheinlichkeit eines Bauteils mit 
den Methoden der probabilistischen Bruchmechanik wird die Vertei-
lung der im Bauteil enthaltenen Fehler sowie die Verteilung der 
Werkstoffkennwerte benötigt. Probabilistische Rechnungen haben 
gezeigt, daß die Unsicherheiten in den berechneten Ausfallwahr-
scheinlichkeiten hauptsächlich von der Anfangsrißverteilung und 
der Verteilung der Rißzähigkeit bestimmt werden [1, 2]. Diese 
Verteilungen werden durch eine Kurvenanpassung an Meßwerte gewon-
nen. Dabei tritt das Problem auf, daß vor allem für die Rißtiefe 
nur unvollständige Daten vorliegen. 
In diesem Bericht soll untersucht werden, wie eine an unvollstän-
dige Daten angepaßte Fehlerverteilung zu bewerten ist. Dazu wer-
den für vorgegebene Anfangsrißverteilungen Meßwerte mit einem Zu-
fallszahlengenerator simuliert und in Klassen eingeteilt. An das 
so entstandene Histogramm wird anschließend wieder eine Fehlerver-
teilung angepaßt. Dabei wird auf folgende Fragen eingegangen: 
- Welche Methoden der Kurvenanpassung ergeben die sinnvollsten 
Werte für die Parameter der rekonstruierten Fehlerverteilung ? 
- Kann, ausgehend von dem Histogramm, eindeutig festgestellt wer-
den, welche Verteilungsfunktion die Daten am besten beschreibt ? 
- Welchen Einfluß hat die Einführung einer unteren Grenze der 
Fehlerverteilung ? 
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2. Probl~me d~r Kuivetianpa~sung 
2.1 Dateti~ti~lyse 
Daten für eine Zufallsgröße werden in Form einer Stichprobe als 
Einzeldaten oder in Form von Histogrammen angegeben. Soll die Ver-
teilung der Zufallsvariablen aus diesen Daten bestimmt werden, so 
ist die Abschätzung der Parameter dieser Verteilung aus den Ein-
zeldaten auf jeden Fall gerrauer als aus dem Histogramm, da bei 
der Einteilung in Klassen stets Information verloren geht. 
Für die gefundenen Fehler wird in der Literatur [3-5] im allgemei-
nen ein Histogramm angegeben. Dies liegt hauptsächlich daran, daß 
für die üblichen Messungen, z.B. mit Ultraschall, nur die Angabe von 
Fehlerklassen möglich ist. 
In diesem Bericht wird, um möglichst realitätsnah zu bleiben, bei 
der Simulation von Fehlerverteilungen folgendermaßen vorgegangen: 
Zuerst werden mit Hilfe eines Zufallszahlengenerators Fehler simu-
liert, wobei eine in der Literatur gängige Anfangsrißverteilung 
zugrundegelegt wird. Der Umfang N dieser Stichprobe soll in der 
Größenordnung der Anzahl der Fehler pro Bauteil liegen und wurde 
auf N=200 festgesetzt [3,4]. Die Daten dieser Stichprobe werden 
in Klassen eingeteilt, wobei als Klassenbreite Werte zwischen 
0.5 mm und 1 mm gewählt wurden. 
Das so erzeugte Histogramm wird als experimentell gefundene Ver-
teilung der Fehlergrößen betrachtet. Unabhängig von der ursprüng-
lich zugrunde liegenden Verteilung wird jetzt versucht, die Daten 
mit einer beliebigen Dichtefunktion f(a) zu beschreiben. 
Grundsätzlich kann jede Funktion für f(a) eingesetzt werden, 
sofern sie im Bereich O~a i oo definiert und positiv ist und nor-
miert werden kann. Im folgenden werden nur eine Exponentialvertei-
lung, Weibullverteilung und Lognormalverteilung betrachtet, da 
typische experimentelle Fehlerverteilungen durch diese Funktionen 
beschrieben werden können. 
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2.2 Verteilungstyp 
Ein Hinweis auf den zu verwendenden Verteilungstyp ergibt sich aus 
der Auftragung auf Wahrscheinlichkeitspapier [6]. Wurden in der 
Klasse (a., a. 1) Y. Werte (j=1, ... ,K, K=Anzahl der Klassen) fest-J J + J 
gestellt, so ist die experimentelle Verteilung gegeben durch 
i 
Y. 
J ( 2. 1) 
wobei N der Stichprobenumfang ist. 
Im Wahrscheinlichkeitspapier werden F(a) und a so gegeneinander 
aufgetragen, daß sich ein linearer Zusammenhang ergibt. 
Für die Exponentenverteilung gilt: 
( 2. 2) 
Für die Lognormalverteilung erhält man 
<P- 1 (F(a)) = .l ln a- .l ln f.l 
0 0 
( 2. 3) 
wobei <P die Normalverteilung mit Mittelwert 0 und Standardab-
weichung 1 bezeichnet. Für die Weibullverteilung gilt: 
1 ln ln l-F(a) = n ln a-n ln 0 (2.4) 
Trägt man die experimentell bestimmten Wahrscheinlichkeiten F(a) 
aus Gl. ( 2. 1) jeweils in geeigneter Form über a b zw. ln a auf, so 
sollte sich ein linearer Verlauf ergeben, falls die Daten durch 
die angenommene Verteilung zu beschreiben sind. Systematische 
Abweichungen von der Linearität deuten darauf hin, daß die Da-
ten nicht der angenommenen Verteilung folgen. 
Eine Ausgleichsgerade wird nach Gl. (2.2) - (2.4) bestimmt, wobei 
die in Abschnitt 2.3 gefundenen Parameter eingesetzt werden. 
Diese Ausgleichsgerade stimmt im allgemeinen nicht mit der Regres-
sionsgeraden überein. 
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2.3 Kurvenanpassung 
Nach der Festlegung des Verteilungstyps müssen die Parameter der 
Verteilung durch ein geeignetes Schätzverfahren bestimmt werden. 
In der vorliegenden Arbeit geschieht dies durch Kurvenanpassung. 
2.3.1 Methode der kleinsten Quadtate 
Bei der Methode der kleinsten Quadrate wird der quadratische Ab-
stand Q2 zwischen 
dichte minimiert. 
einer Stichprobe 
dem normierten Histogramm und 
Sind in der Klasse (ai' ai+l) 
vorn Umfang N zu finden, so ist 
K 
l 
a. + a. 1 Y. 
2 
Cf( l l+ l ) 2 ) - 6a. • N i=1 l 
der Verteilungs-
Y. Meßnunkte aus 
l 
Q2 gegeben durch 
( 2. 5) 
wobei 6a. = a. 1 -a. die Klassenbreite bezeichnet. l l+ l 
Bei dieser Methode der Kurvenanpassung wird also eine Ausgleichs-
kurve durch die Klassenmitten des Histogramms gelegt. 
2.3.2 x2 -Fit [7] 
Der x2 -Fit ist eigentlich ein Spezialfall der Kurvenanpassung nach 
der Methode der kleinsten Quadrate. Im Unterschied zu 2.3.1 wird 
aber die Wahrscheinlichkeit p.,in der i-ten Klasse einen Meßpunkt 
l 
zu finden, als die bestimmende Größe betrachtet und nicht die 
Dichtefunktion f(a). Es gilt 
p. 
l 
a. 1 l+ 
J f(a) da 
a. 
l. 
(2.6) 
Die entsprechende Meßgröße ist die relative Häufigkeit Yi/N. 
Außerdem wird eine Wichtung mit der zu erwartenden Schwankung 
Oi 2 der Meßpunkte vorgenommen. Man kann zeigen, daß die Wahr-
scheinlichkeit, in der i-ten Klasse Y. Werte zu finden, durch 
l 
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eine Multinominalverteilung bestimmt wird [7], Damit ist die 
Schwankung a. 2 gegeben durch 
l 
o.2 = P· • N 
l l ( 2. 7) 
Der aufgrund dieser Überlegungen zu minimierende Abstand wird mit 
X2 bezeichnet und berechnet sich nach 
(N • p. - y.) 2 
l l 
(2".8) 
2.3.3 Maximum- Likelihood-Methode [7] 
Die Maximum-Likelihood-Methode beruht darauf, daß die Wahrschein-
lichkeit maximiert wird, gerade die Meßpunkte zu finden, die in der 
Stichprobe gemessen wurden. Sind a 1 ... aN die Werte der Stichnrobe 
und ist f(a) die Verteilungsfunktion, so muß das Maximum der Likeli-
hoodfunktion 
L = f ( a 1 ) • . • f ( aN) (2.9) 
bestimmt werden. 
Für ein Histogramm geht Gl.(2.9) über in 
K Y. Pi l L = N! n ( 2. 1 0) 
i=1 Y.! 
l 
wegen der zugrundeliegenden Multinomialverteilung. Dies führt dazu, 
daß das Maximum der Funktion 
K 
lnL' = L 
i=1 
Y.ln (Np.) 
l l (2.11) 
berechnet werden muß, um die Maximum-Likelihood-Schätzwerte der 
Parameter aus dem Histogramm zu bestimmen. 
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Die Methoden aus 2,3.2 und 2.3,3 sollten bei genügend hoher Klas-
sen- und Stichprobenzahl zu demselben Ergebnis führen. 
2.4 Beurteilung der Ergebnisse 
2.4.1 Statistische Tests 
Die Hypothese H0 , daß die Stichprobe aus der gewählten Verteilung 
mit den nach 2.3 bestimmten Parametern stammt, kann mit Hil~e ei-
nes statistischen Tests überprüft werden. Der Grundgedanke dabei 
ist, aus der Stichprobe und der darau~ bestimmten Verteilungsfunk-
tion eine neue Zufallsgröße Zt t zu berechnen, deren Verteilung 
. es 
tinabhängig von der Hypothese .H ist. Damit kann die Wahrschein-
.. 0 
lichkeit 1-a bestimmt werden, daß ztest kleiner als eine vorgege-
bene kritische Größe Zkrit ist. 
P(Zt t<Zk .t) = 1- a 
. es rl (2.12) 
Ergibt sich aus der Stichprobe und der angepaßten Verteilung ein 
Wert Ztest > Zkrit' so wird die Hypothese H0 abgelehnt. 
Die Signifikanzzahl. a wird int.erpretiert als die Wahrscheinlich-
keit, einen Wert Zt .t größer als Zk .t zu finden, obwohl H zu-
. es r1 . o 
trifft (Fehler 1 .Art). In dieser Arbeit wird stets~= 5% gewählt. 
Der bekannteste Tes~ für in·Klassen eingeteilte Daten ist der 
X2 -Test, wobei gilt: 
z 2 test = X (2.13) 
nach Gl. (2,8); die kritische Größe X~rit = Zkrit berechnet sich 
. aus der x~Verteilung mit K~N -J Freiheitsgraden (N = Anzahl der 
zu bestimmenden Parameter). p p 
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2.4.2 Konfidenzihte~v~lle 
Neben der Punktschätzung von Parametern etwa durch die Methoden 
aus 2.3 ist in der Statistik auch die Angabe von Konfidenzinter-
vallen für die Parameter üblich. Diese werden dadurch berechnet, 
daß die Verteilung einer Funktion der Stichprobenwerte, z.B. des 
Mittelwertes, bekannt ist. Gibt man die Wahrscheinlichkeit an, 
diese Funktion innerhalb gewisser Grenzen zu finden, so kann nach 
Auflösen nach dem interessierenden Parameter ein Konfidenzinter-
vall bestimmt werden, das so etwas wie die mögliche Genauigkeit 
der Parameter angibt. Ergeben die verschiedenen Kurvenanpassungs-
verfahren Werte der zu schätzenden Parameter, die innerhalb des 
Konfidenzintervalles liegen, so werden diese Werte als überein-
stimmend angesehen; andernfalls werden die Unterschiede als signi-
fikant betrachtet. 
Nach dem zentralen Grenzwertsatz ist die Größe 
T = IN a - E (a) 
5 
mit 
- 1 N 
a = N L 
i=1 
a. 
l 
1 N 
N-1 L i=1 
5 =I? 
asymptotisch t - verteilt und die Größe 
y 52 (N- 1) • Var(a) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
asymptotisch x2 - verteilt mit N-1 Freiheitsgraden. E(a) bezeichnet 
den Erwartungswert und Var(a) die Varianz der Zufallsvariablen a. 
Über den Zusammenhang zwischen Erwartungswert bzw. Varianz mit den 
Parametern der angenommenen Verteilung können Konfidenzintervalle 
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gewonnen werden. Für große N gilt 181: 
- s • c E (a) s • c a - < < a + 
IN IN 
(2.18) 
und 
(N - 1 ) . 52 Var(a) < (N::-_1) . s 2 < 
c2 c1 
(2.19) 
Bei einer Konfidenzzahl y = 95 % ergibt sich aus den asymptotischen 
Verteilungen: 
c = 1. 97 
c1 239.5 (2.20) 
c2 = 161 . 4 
Aus Gl. (2.18) folgt für den Parameter A der Exponentialverteilung: 
:\2 < :\ < A1 mit 
- 1 
:\1 = ( - s • c a ---
rN 
(2.21) 
-1 
:\2 = ( - s • c a + IN 
Eine Lognormalverteilung der Zufallsvariablen a mit den Parametern 
~' 0 ist identisch mit einer Normalverteilung der Zufallsvariablen 
lna und den Parametern ln~, 0. Aus den Gl. (2.18), (2.19) folgen 
damit die Konfidenzintervalle 
~1 < ~ < ~2 
-
sln • c 
mit = exp (lna ) (2.22) ~1 IN 
5ln • c ~2 = exp (lna + ) IN 
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1 N ln a = N I ln a. (2.23) i=1 :;L 
1 N sz = 
'L (ln ln a) 2 ( 2. 24) N-1 a. -'ln i=1 1 
und cr1 < cr < cr2 
sz . (N-1) ln 
cr1 
c1 
(2. 25) mit 
sz . (N-1) ln 
cr2 
c2 
Bei der Weibulbverteilung ist die Beziehung zwischen E(a), Var(a) 
und den Parametern zu kompliziert, um auf einfache Abschätzungen 
für die Konfidenzintervalle zu führen. Es wird deshalb das in [9] 
angegebene Verfahren benutzt. 
Da die Rißgrößen meist nur in Form eines Histogramms vorliegen, 
sind der Stichprobenmittelwert a und die Stichprobenvarianz s 2 
nicht genau berechenbar. Im folgenden werden die Abschätzungen 
1 
= N 
2 1 sz ~ s = N-1 H 
ln a ~ ln aH 
sz ~ sz ln ln H 
- ln 
K 
I 
i=1 
K 
I 
i=1 
1 
= N 
1 
= 
Y. 
1 
Y. 1 
K 
I 
i=1 
K 
y 
1 
-2 (a. + a. 1) 1 1+ 
1 (a.+a. 1 ) ·(-2 1 1+ 
1 y. . 2 (ln a . 1 1 
y. cl (ln N-1 i=1 1 2 
aH ) 2 
(2. 26) 
-
-- 2 
aH) 2. 2 7) 
+ ln a.+1) 1 . (2.28) 
a. -1- ln ai-t1) 1 
(2.29) 
verwendet, wobei über die Klassen (a., a. 1) summiert wird. 1 1+ 
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3, Simulierte FehlertiefenVerteilungen 
Bei den simulierten Verteilungen handelt es sich um 
- eine in [10] angegebene auf einen Druckbehälter eines Leicht-
wasserreaktors bezogene Exponentialverteilung für die Fehler-
tiefen nach der Fertigung und vor der Inspektion (Abb. 1). 
f(a) = A•exp(-A•a) 
( 3. 1) 
mit A = 0.161 1/mm 
- eine in [1] angegebene an die Daten von [5] gefittete Lognormai-
verteilung für eine Stahlhülle nach der Fertigung und Beseiti-
gung einiger Fehler (Abb. 2): 
f(a) = ( 3. 2) 
mit a = 0 . 1 7 4 ; ]J = 3 . 8 55 mm 
- eine Weibullverteilung, die in [1D an die in [~ angegebenen 
Daten angepaßt wurde (Abb. 3): 
f ( a) = n • o ( a • o) n- 1 • e xp ( - ( a • o) n ) ( 3. 3) 
mit n = 0.51;o = 2.3 1/mm 
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4. Ergebnisse 
Aus den in Abschnitt 3 angegebenen Verteilungen wird nach der in 
2.1 beschriebenen Vergehensweise eine Fehlerverteilung simuliert. 
Die so erhaltenen Histogramme sind zusammen mit den ursprünglichen 
Verteilungen in Abb. 1-3 eingetragen, Diese Daten sollen jetzt 
dazu benutzt werden, die in der Einleitung angeschnittenen Probleme 
näher zu untersuchen. 
4,1 Beurteilung der Methoden der Kurvenanpassung 
Am Beispiel der Weibullverteilung wird untersucht, wie sich die ver-
schiedenen Methoden zur Bestimmung der Verteilungsparameter auswir-
ken. Dazu wird an das in Abb, 3 dargestellte Histogramm, dem die 
Weibullverteilung zugrunde liegt, eine Weibullverteilung nach der 
Methode der kleinsten Quadrate Gl. (2.5), mit dem x2 -Fit Gl. (2.8) 
und der Maximum-Likelihood-Methode Gl. (2.11) angepaßt. Hierfür wur-
de das von CERN Computer Centre entwickelte Programm MINUIT [12] 
verwendet. Die Ergebnisse sind in Tabelle 1 und Abb. 4-5 darge-
stellt. Im einzelnen gilt: 
- x 2 -Fit und Maximum-Likelihood-Fit liefern nahezu übereinstimmen-
de Werte für die Parameter der Weibullverteilung, die in der 
Größenordnung der ursprünglichen Parameter liegen. Nach der Metho-
de der kleinsten Quadrate erhält man für n einen deutlich ab-
weichenden Wert. 
- Berechnet man nach den in [9] angegebenen Methoden aus der Stich-
probe Konfidenzintervalle der 'Konfidenzzahl 95% für die Parame-
ter, so liegen die Ergebnisse aus dem x2 - Fit und dem Maximum-
Likelihood-pit innerhalb des Konfidenzintervalles. 
- Aus Abb. 4-5 folgt, daß die nach der Methode der kleinsten Qua-
drate bestimmte Verteilung für große Fehlertiefen, d.h. für 
kleine relative Häufigkeiten, nicht mit dem Histogramm der ge-
messenen Werte übereinstimmt. 
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Insgesamt läßt sich aus den Ergebnissen folgern? daß ~ie Methode 
der kleinsten Quadrate zur Bestimmung von Parametern einer Vertei-
lung ungeeignet ist. x 2 ~Fit und Maximum-Likelihood-Methode liefern 
innerhalb der Fehlerschranken übereinstimmende Ergebnisse. Für die 
folgenden Untersuchungen werden deshalb nur noch diese beiden 
Methoden verwendet. 
4.2 Rekonstruktion einer Verteilung aus unVollstätidigen Daten 
Bei realen Fehlerverteilungen ist unbekannt, welche Verteilungs-
funktion zur Beschreibung der Daten ausgewählt werden soll. Mit 
statistischen Tests ist nicht immer zu entscheiden, welche Ver-
teilungsfunktion ambestengeeignet ist [11], 
Die simulierten Fehlerverteilungsfunktionen werden.deshalb daraufhin 
untersucht, ob die bei der Simulation zugrundeliegenden Vertei-
lungen gewonnen werden können oder andere Verteilungen ebenfalls 
mit den Daten verträglich sind.Es werden jeweils die Exponential-
verteilung, die Lognormalverteilung und die Weibullverteilung ver-
wendet. Zunächst werden die Daten auf Wahrscheinlichkeitspapier 
aufgetragen und auf systematische Abweichungen gegenüber dem line-
aren Verlauf untersucht. Ein x2 -Test gibt zusätzlich Auskunft 
darüber, ob die Daten mit der gewählten Verteilung beschrieben 
werden können. 
4.2.1 Exponentialverteilung Gl. (3.1) 
Die Ergebnisse für das Histogramm, das aus der Exponentialvertei-
lung Gl. (3.1) gewonnen wurde, sind in Abb, 6, 7a ~ 7c und Tab. 2 
zusammengefaßt. Daraus folgt: 
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- Die Auftragung der Daten auf Wahrscheinlichkeitspapier für die 
Lognormalverteilung zeigt eine leichte systematische Krümmung 
(Abb. 7c), während Exponentialverteilung und Weibullverteilung 
gleich gute Ergebnisse liefern (Abb, 7a - 7b). 
- Der Parameter n der Weibullverteilung ist un~efähr gleich eins, 
so daß die angepaßte Weibullverteilung mit der Exponentialvertei-
lung zusammenfällt. 
- Alle drei Verteilungen stimmen nach Abb. 6 gut mit den Daten 
überein. 
- Der x2 -Test akzeptiert alle drei Verteilungen. 
- Berechnet man nach Gl. (2. 21), (2. 26), (2. 27) aus der Stichprobe 
ein Konfidenzintervall für den Parameter A, so liegt die ursprüng-
liche Verteilung innerhalb des Vertrauensbereiches. 
4.2.2 Lognormalverteilung Gl. (3.2) 
Für die lognormalverteilten Fehler finden sich die Resultate in 
Abb. 8, 9a, 9b und Tab. 3. Es gilt: 
- Die Exponentialverteilung ist zur Beschreibung der Daten unge-
eignet (Abb. 8) 
- Die Auftragung im Wahrscheinlichkeitspapier ergibt bei der Log-
normalverteilung eine leichte Abweichung vom linearen Verlauf 
für große Werte von a (Abb. 9a). Bei der Weibullverteilung er-
hält man nach Abb. 9b eine systematische Krümmung. 
- Beim X2 -Test wird nur die Lognormalverteilung akzeptiert, 
die Exponentialverteilung und die Weibullverteilung dagegen 
eindeutig zurückgewiesen. 
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- Die durch die Kurvenanpassung bestimmten Werte der Parameter der 
Lognormalverteilung sind mit den urspr~nglichen fast identisch, 
Berechnet man nach Gl. (2.22) und (2.25) Konfidenzintervalle 
für ~ und cr, so liegt für ~ der ursprüngliche Wert im Vertrau-
ensbereich, für o dagegen 
ursprüngliche Wert nicht. 
und (2.29) zurückzuführen. 
sowohl der angepaßte als auch der 
Dies ist auf die Näherungen Gl. (2.28) 
4.2.3 Weibullverteilung Gl. (3.3) 
Abb. 10, 11a - 11c und Tab. 4 enthalten die Ergebnisse für die 
weibullverteilten Fehler. Daraus folgt: 
- Die Exponentialverteilung ist aufgrund der Auftragung im Wahr-
scheinlichkeitspapier Abb. 11b und von Abb. 10 zur Beschreibung 
der Daten ungeeignet. 
- Für die Weibullverteilung und die Lognormalverteilung ergibt sich 
im Wahrscheinlichkeitspapier ungefähr eine Gerade. 
- Beim x2 -Test werden Weibull- und Lognormalverteilung akzeptiert. 
- Die ursprünglichen Parameter der Weibullverteilung und die Werte 
aus der Kurvenanpassung unterscheiden sich nur wenig. Berechnet 
man nach [9] Konfidenzintervalle für n und cr, so stellt sich 
heraus, daß für a der ursprüngliche und der gefittete Wert im 
Vertrauensbereich liegen, während das Konfidenzintervall für n 
die ursprünglichen Parameter nicht enthält, Dies ist, wie bei der 
Lognormalverteilung, in Abschnitt 4.2.2 auf Näherungen zurückzu-
führen, die gemacht wurden, um aus den Histogramm Grenzen für die 
Parameter zu gewinnen. 
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4.2.4 Zusammenfa~sung 
Berücksichtigt man die Ergebnisse für alle drei Verteilungen, 
so können folgende Schlußfolgerungen gezogen werden: 
- Beschränkt man sich auf den der Simulation zugrundeliegenden 
Verteilungstyp, so findet man mit den angegebenen Methoden 
Parameter, die im Rahmen der vorhandenen Unsicherheiten überein-
stimmen; es ist also eine Rekonstruktion der Verteilung aus den 
unvollständigen Daten möglich. 
- Läßt man verschiedene Verteilungsfunktionen zu, so ist die Unter-
scheidung zwischen Lognormal- und Weibullverteilung aufgrund 
statistischer Argumente nicht immer möglich. 
In allen betrachteten Fällen konnten die Daten mit einer Lognor-
malverteilung beschrieben werden. 
4.3 Simulation von Fehlerverteilungen mit unterer Grenze 
Eine reale Fehlerverteilung, die aus den Ergebnissen der zerstörungs-
freien Prüfung eines Bauteiles oder von Proben gewonnen wurde, hat 
eine "natürliche" untere Grenze bei der Registriergrenze des 
jeweiligen Prüfverfahrens. Um diese Verhältnisse in den simulier-
ten Fehlerverteilungen nachzubilden, werden die Verteilungen 
Gl. (3.1) - (3.3) bei einer unteren Grenze au abgeschnitten. 
Für au wird bei der Lognormalverteilung Gl. (3.2) ein Wert von 
3 mm angenommen, da in [5] die Registriergrenze bei etwa 4 rnm lag. 
Bei der Weibullverteilung Gl. (3.3) wird au = 0.5 mm gewählt, da 
in [4] die unterste Klasse der Fehlertiefenverteilung mit 
(0 , 1mm) angegeben wurde. Diese Grenze wird auch bei der Exponen-
tialverteilung Gl. (3.1) eingesetzt, Die abgeschnittenen Vertei-
lungen sind dann: 
f(a) 
f(a) 
f ,08: A • 
A = 0. 161 
{
1.081 
~ /2if ~a·o 
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exp [-;\·a] 
-1 mm ·· 
1 
• exp [ - 2 
]J 3.855 mm, a = 0.174 
für a > 0,5 mm 
für a < 0.5 mm 
( 1 n ( a I 1J) ) 2 ] für a > 3 . 0 mm 
(J 
für a < 3~ 0 mm 
= { 1. 51 9 ·orr a ( a • a) n- 1 . e xp (- ( a • a) n) 
f(a) 
für a > 0. 5 mm 
für a < 0.5 mm 
a = 2.3 mm, n = 0.51 
( 4. 1) 
( 4. 2) 
( 4. 3) 
Es wurden Zufallszahlen nach den Verteilungen Gl. (4.1) - (4.3) 
erzeugt und in Histogramme mit unterer Grenze au eingeteilt. 
Die Kurvenanpassung erfolgt ebenfalls mit abgeschnittenen Vertei-
lungen. Bei allen drei Histogrammen wird jeweils wieder ein Fit 
mit der Exponential-, der Lognormal- und der Weibullverteilung 
versucht. Die Ergebnisse finden sich in Abb. 12 - 14 und in Tab. 
5 - 7. Es gilt: 
Alle drei Histogramme lassen sich mit einer Lognormal- und einer 
Weibullverteilung beschreiben. Die Unterschiede zwischen den 
Fits mit diesen beiden Verteilungen werden kleiner verglichen 
mit den Verhältnissen ohne untere Grenze. 
- Die ursprünglichen Parameter der zugrundeliegenden Verteilungs-
funktionen können nur zum Teil wieder erhalten werden. Insbeson-
dere bei der Weibullverteilung (Tab, 7) ergeben sich große Ab-
weichungen. 
- Wie schon bei den Verteilungen ohne untere Grenze, ist die Log-
normalverteilung die konservativste der von den Tests akzeptier-
ten Verteilungen, d.h. bei der Extrapolation auf Fehler großer 
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Tiefe erhält man die höchsten Auftrittswahrscheinlichkeiten. 
4,4 Einfluß der Simul~tion 
4.4.1 Einfluß der Stichprobe 
Bei einer endlichen Stichprobe ist die Anzahl der Elemente pro 
Klasse nach Gl.(2.7) statistischen Schwankungen von der Größen-
ordnung 1//N (N = Umfang der S~ichprobe) unterworfen. Bei den 
hier betrachteten Stichproben ist N = 200, d.h. die statistische 
Unsicherheit liegt bei etwa 7 %. Um diesen Einfluß der Stich-
probe auf die simulierte Fehlerverteilung zu überprüfen, wurden 
verschiedene Sätze von Zufallszahlen erzeugt,in Klassen einge-
teilt und an das Histogramm die ursprüngliche Verteilungsfunk-
tion angepaßt. Für die Weibullverteilung Gl. (3.3) sind die Er-
gebnisse in Tab. 8 zu finden. 
Die auftretenden Schwankungen der Parameter sind recht beträcht-
lich; das aus der ersten Stichprobe berechnete Konfidenzintervall 
erweist sich beim Parameter n als zu eng. 
4.4.2 Einfluß der Klasseneinteilung 
Aus theoretischen Überlegungen [7] folgt, daß Daten möglichst in 
Klassen gleicher Wahrscheinlichkeit eingeteilt werden sollten. 
Bei experimentellen Fehlerverteilungen ist die Klassenbreite meist 
durch die Genauigkeit des zerstörungsfreien Prüfverfahrens vor-
gegeben. Deshalb wird im folgenden der Einfluß der Klassenbreite 
auf die rekonstruierte Fehlerverteilung untersucht. 
Ein Beispiel ist in Abb. 15 gegeben. Mit den verwendeten Metho-
den ergibt sich danach kein bedeutender Effekt, da bei der Kur-
venanpassung nach Gl. ( 2, 8) b zw. Gl. (2. 11) die Werte in je der 
K 1 a s s e I a i , a i + 1 I m i t der Wahr s c h ein 1 ich k e i t p i , e i ne n Feh 1 er in 
dieser Klasse zu finden , gewichtet werden. 
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5. S~hl~ßfdlg~itirtgen 
Die Simulation von experimentellen Fehlerverteilungen zeigt, daß 
mit dem x2 -Fit und der Maximum-Likelihood-Methode die Parameter 
der ursprünglichen Verteilungen aus unvollständigen Meßdaten an-
nähernd wiedergewonnen werden können. Selbst in dem hier vorlie-
genden Fall, wo die zu erwartende Verteilungsfunktion bekannt ist, 
ist aber aus dem Histogramm keine eindeutige Aussage über die beste 
Verteilungsfunktion möglich. Weibull- und Lognormalverteilung ge-
ben in vielen Fällen gleich gute Ergebnisse. Im Sinne einer konser-
vativen Betrachtungsweise sollte bei der Anpassung von experimentel-
len Fehlerverteilungen die Lognormalverteilung bevorzugt verwendet 
werden, da dadurch die Häufigkeit von großen Fehlern, die tiefer 
als die gefundenen Fehler sind, am höchsten wird. 
- 19 -
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Parameter x2 -Test 2 X krit 
für a = 5 % 
Kleinste (J = 1 . 84 9 292129.2 
Fehlerquadrate n = 1. 066 
X2 -Fit (J = 2.079 3.95 9.49 
n = 0.539 
M.L.-Fit (J = 2.066 4.40 
n = 0.574 
Konfidenz- 1. 603 < (J < 2.664 
intervall 
Tab. 1 
0.518 < n < 0.644 
Anpassung einer Weibullverteilung an weibullverteilte 
Zufallszahlen (cr= 2.3 1/mm ; n= 0.51) mit unterschied-
lichen Methoden der Kurvenanpassung. 
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Methode Parameter 2 -Test .2 X X krit 
für a. = 5 % 
Exponential- x2 A = 0.134 16,4 7 
27.59 
Verteilung M.L. A = 0. 143 1 7. 3 
n = 1. oos 
Weibull- )(2 0 0. 134 16.47 = 
I--
n = 1. 035 
Verteilung M.L. 0. 141 1 7. 58 0 = 
26.3 
lJ = 4.902 1 7. 6 7 Lognorrnal- x2 
0 = 1 . 1 8 5 
lJ = 4.32 
Verteilung M.L. 0 1. 068 21. 59 = 
Konfidenz- 0.125 < A. < 0. 165 
intervall 
Tab. 2 Kurvenanpassung an exponentiellverteilte Zufallszahlen 
(A.= 0.161 1/rnrn) 
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Methode Parameter .i-Test 2 X kri t 
für a = 5 ~ 0 
Exponential- xz ;.. =0.239 63 7. 1 
verteilung M.L. ;.. =0.256 639. 1 11 . 07 
a =0.238 
Weibull- xz 
=5.419 24.0 n 
a =0.239 
Verteilung M.L. 
=6.066 48. 2 n 
9.49 
Lognorrnal- ]J =3.856 xz 
a =0. 1 71 0.087 
]J =3.856 
Verteilung M.L. 
a =0. 1 71 0.089 
Konfidenz- 3.722 < ]J < 3.928 
intervall o. 176 < a < 0.214 
Tab. 3 Kurve~anpassung an lognormalverteilte Zufallszahlen 
(JJ=3.855 rnrn; a= 0.174) 
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Methode Parameter X2-Test X2 krit 
für a = 
Exponential- x2 A =0.88 49.0 
verteilung M.L. A =1. 13 118.0 
Weibull- X2 cr =2.079 3.95 
n =0.539 
verteilung M.L. cr =2.066 4.40 
n =0.574 
Lognormal- X2 fl =0.33 4.61 
cr =1.52 
verteilung fl =0.35 5.47 M.L. 
cr =1.348 
Konfidenz- 1.603 < cr < 2.664 
intervall 0.518 < n < 0.644 
Tab. 4 Kurvenanpassung an weibullverteilte Zufallszahlen 
(cr= 2.3 1/mm; n= 0.51) 
11 .07 
9.49 
5 ~ 0 
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Methode Parameter x2-Test 2 X krit 
für a = 5 g 0 
Exponential- x2 A =0.133 16.88 27.59 
Verteilung M.L. A =0. 144 18.08 
Weibull- x2 n = 1. 0 16.88 
0 =0. 1 3 3 
verteilung M.L. n = 1. OS 1 8. 51 
0 =0. 14 
26.3 
Lognormal- x2 ).1 =5.452 14.97 
0 =1.037 
Verteilung M.L. ).1 =4.96 18.55 
0 =0.941 
Tab. 5 Kurvenanpassung an exponentiellverteilte Zufallszahlen 
(A= 0.161 1/mm) mit einer unteren Grenze von 0.5 mm. 
l 
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Methode Parameter x2-Test 2 X krit 
für CY. = 5 ~ 0 
Lognormal- x2 11= 3.873 1. 96 
cr= 0.16 7 
verteilung M.L. 11= 3.854 2.09 
cr= 0. 1 71 
7 ' 8 1 
Weibull- x2 n= 4. 3 4.58 
cr= 0.257 
verteilung M.L. n= 4.43 4,70 
cr= 0.255 
Exponential- x2 ;>..:: 0.892 41 . 7 5 
9.49 
verteilung M.L. /..= 1 . 01 3 4 3. 71 
Tab. 6 Kurvenanpassung an lognormalverteilte Zufallszahlen 
(11= 3.855 mm; cr= 0.174) mit einer unteren Grenze 
von 3 mm 
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Methode Parameter x2-Test 2 X kri t 
für a = 5 ~ 0 
~ 
Weibull- x2 n= 0.642 3.88 
cr= 1 . 1 55 
Verteilung M.L. n= 0.672 4. 10 
cr= 1. 098 
11 . 07 
Lognormal- x2 11= 1 . 02 7 4. 28 
cr= 1. 083 
verteilung M.L. 11= 1 . 081 4. 81 
cr= 1 .006 
Exponential- x2 >.= 0. 549 18.96 
12.59 
Verteilung M.L. >.= 0.598 21.97 
Tab. 7 Kurvenanpassung an weibullverteilte Zufallszahlen 
(a= 2.3 1/mm; n= 0.51) mit einer unteren Grenze 
von 0. 5 mm 
- 4 7 -
Stichprobe Parameter x2 -Test 2 X krit für 
a = 5 %· 
o= 2.066 
l. 0.574 4,40 n= 
9.49 
2. o= 1. 89 7. 1 7 
n= 0. 519 
o= 2.068 
3. 
n= 0.49 10. 8 2 11 . 07 
o= 1 . 9 38 
4 . 0. 538 4.89 9.49 n= 
o= 1.8 
5. 
o. 631 4.43 7. 81 n= 
Konfidenz- 0.518 < n < 0.644 
intervall für 1. 603 < < 2.664 1.Stichprobe 0 
Tab. 8 Einfluß der Stichprobe auf die simulierte Fehler-
verteilung am Beispiel weibullverteilter Zufalls-
zahlen (o= 2.31/mm; n= 0.51) 
