Computational fluid dynamics modelling of gas jets impinging onto liquid pools  by Nguyen, Anh V. & Evans, Geoffrey M.
Applied Mathematical Modelling 30 (2006) 1472–1484
www.elsevier.com/locate/apmComputational ﬂuid dynamics modelling of gas jets
impinging onto liquid pools
Anh V. Nguyen, Geoﬀrey M. Evans *
School of Engineering, University of Newcastle, Callaghan, NSW 2308, Australia
Received 14 July 2004; accepted 17 October 2005
Available online 2 May 2006Abstract
Gas jets impinging onto a gas–liquid interface of a liquid pool are studied using computational ﬂuid dynamics model-
ling, which aims to obtain a better understanding of the behaviour of the gas jets used metallurgical engineering industry.
The gas and liquid ﬂows are modelled using the volume of ﬂuid technique. The governing equations are formulated using
the density and viscosity of the ‘‘gas–liquid mixture’’, which are described in terms of the phase volume fraction. Reynolds
averaging is applied to yield a set of Reynolds-averaged conservation equations for the mass and momentum, and the k–e
turbulence model. The deformation of the gas–liquid interface is modelled by the pressure jump across the interface via the
Young–Laplace equation. The governing equations in the axisymmetric cylindrical coordinates are solved using the com-
mercial CFD code, FLUENT. The computed results are compared with experimental and theoretical data reported in the
literature. The CFD modelling allows the simultaneous evaluation of the gas ﬂow ﬁeld, the free liquid surface and the bulk
liquid ﬂow, and provides useful insight to the highly complex, and industrially signiﬁcant ﬂows in the jetting system.
 2006 Elsevier Inc. All rights reserved.
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Gas jets impinging onto a gas–liquid interface of a liquid pool are commonly encountered in the metallur-
gical industry as a method of agitating a molten liquid phase (e.g. oxygen steel making, vacuum degassing,
argon-agitated ladles and top-blown copper converting), and as a method of contacting gas and liquid phases
[1,2]. The gas jet causes a depression to be formed on the liquid surface, and following impingement the gas
travels radially outwards from the impact point along the liquid surface thereby dragging the liquid into
motion and setting up a recirculation ﬂow within the bulk liquid (see Fig. 1).
Three diﬀerent modes of the free surface deformation due to the impinging gas jet have been identiﬁed: dim-
pling, splashing and penetrating, dependent on the jet momentum and the liquid properties [3]. These modes
are illustrated in Fig. 2. Splashing from the depression, the propagation of surface ripples, oscillation of the0307-904X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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Nomenclature
C vertical height from nozzle tip to undisturbed pool free surface (m)
DC vessel diameter (m)
DN nozzle diameter (m)
dC diameter of cavity (see Fig. 1) (m)
g acceleration due to gravity (m/s2)
H vertical height from vessel bottom to undisturbed pool free surface (m)
hC depth of cavity measured from free surface (see Fig. 1) (m)
hT height of dimple measured from free surface (see Fig. 1) (m)
I turbulence intensity (–)
K coeﬃcient used in Eq. (14)
K0 coeﬃcient used in Eq. (17) (–)
K1 coeﬃcient used in Eq. (17) (–)
k kinetic energy of turbulence (m2/s2)
l turbulence length scale (m)
M jet momentum ð¼ pqGD2NU2inlet=4Þ (kg m/s2)
~n surface normal at the interface (–)
~nw unit vector normal to the wall (–)
p ﬂuid pressure (kg/m s2)
Re ﬂow Reynolds number based on the nozzle aperture and inlet velocity (–)
S/ source term given in Table 1
t time (s)
~tw unit vector tangential to the wall (–)
u velocity (m/s)
u axial velocity component (m/s)
UCL centreline axial velocity (m/s)
Uinlet jet inlet velocity (m/s)
V radial velocity component (m/s)
z axial coordinate (m)
a parameter used in Eq. (15)
e energy dissipation rate (m2/s3)
/ ‘‘scalar’’ variable (–)
u liquid phase volume fraction (–)
ug gas phase volume fraction (–)
C/ diﬀusion coeﬃcient given in Table 1
l viscosity (kg/m s)
leﬀ eﬀective viscosity (kg/m s)
lt turbulent viscosity (kg/m s)
h contact angle (rad)
q density (kg/m3)
r interfacial tension (kg m2/s2)
A.V. Nguyen, G.M. Evans / Applied Mathematical Modelling 30 (2006) 1472–1484 1473depression base and sides, and gas entrainment into the liquid, have also been observed under certain condi-
tions [4]. All of these phenomena are of great importance in determining the operating characteristics of an
impinging gas jet unit [5].
The aim of this study is to model a gas jet impinging perpendicularly onto a liquid bath, using CFD, which
enables the depression shape, gas and liquid ﬂow characteristics to be determined simultaneously. In partic-
ular, the formation of depressions in conﬁned liquid baths is reported and compared to the available exper-
imental and theoretical results from the literature.
Fig. 1. Gas jet impinging onto a liquid pool.
Fig. 2. Modes of surface deformation by the impinging gas jet [3].
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The jetting system is governed by the gas and liquid ﬂows and can be modelled using the volume of ﬂuid
(VOF) technique [6–8], which is a ﬁxed grid technique designed for two or more immiscible ﬂuids where the
position of the interface is of interest.2.1. Mass conservation, volume fraction and physical property equations
In the VOF model the volume fraction of each of the ﬂuids in each computational cell is tracked through-
out the computational domain. In addition to the velocity and pressure, the volume fraction is also a variable
of the ﬂow ﬁeld in the VOF technique, and hence is contained in both the mass and momentum equations. For
example, the continuity equation for the liquid phase with a volume fraction, u, has the following form:ou
ot
þ u  divu ¼ 0; ð1Þ
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volume fraction, ug, is given byug ¼ 1 u: ð2Þ
Clearly, in each control volume the volume fractions of all phases must sum to unity. Therefore, if the con-
trol volume is full of liquid then u = 1. Similarly, if there is no liquid in the volume, i.e. it is full of gas, then
u = 0. The volume fraction for each of the phases is used to determine volume-averaged values for variables
and ﬂuid physical properties. For example, the density q and viscosity l of each control volume within the
domain are determined by the composite expressions as follows:q ¼ qgð1 uÞ þ qlu; ð3Þ
l ¼ lgð1 uÞ þ llu: ð4ÞEqs. (3) and (4) precisely represent the treatment of density and viscosity within computational cells which
are divided by the (moving) interface. They reduce to the expressions for the single phases outside the cells.
These equations are a numerical artiﬁce rather than a true expression of the physics of the problem and
are not to be confused with similar expressions used in the modelling of the bubble columns or the gas–solid
particle ﬂows by the Eulerian–Eulerian two-phase approach.
2.2. Momentum conservation equation
The momentum equation for the computational domain in its generalised form can be written aso
ot
ðquÞ þ divðquÞ ¼ gradðpÞ þ div½lgradðuÞ þ qg; ð5Þwhere g is the acceleration due to gravity, p is the ﬂuid pressure, and q and l are density and viscosity, based
on Eqs. (3) and (4), respectively.
2.3. Turbulent ﬂow equations
Since the liquid and the gas velocities exiting the nozzles are relatively high, it is appropriate to simulate the
ﬂow in the jetting system using a turbulent ﬂow model. To do this, the ﬂow variables, such as /, are decom-
posed into mean, /, and ﬂuctuating, / 0, components in the standard way, such that: / ¼ /þ /0. Inserting the
decomposed variables into instantaneous equations given in the previous equations, and applying Reynolds
averaging, yield a set of Reynolds-averaged conservation equations for the mass and momentum, as well as
the kinetic energy, k, of turbulence, and its dissipation rate, e. For later convenience and dropping the overbar
on the mean variables the Reynolds-averaged equation can be written in the following generic transport equa-
tion form:oðq/Þ
ot
þ divðqu/Þ ¼ divðC/ grad/Þ þ S/ ð6Þor in axisymmetric cylindrical coordinates this can be written asoðq/Þ
ot
þ 1
r
oðrqU/Þ
oz
þ oðrqV /Þ
or
 
¼ 1
r
o
oz
rC/
o/
oz
 
þ o
or
rC/
o/
or
  
þ S/; ð7Þwhere the ‘‘scalar’’ variable /, the diﬀusion coeﬃcient C/ and source term S/ in the respective governing equa-
tion are given in Table 1.
In the case of turbulence quantities, a single set of transport equations is solved, and the variables k and e or
the Reynolds stresses are shared by the phases throughout the ﬁeld. In the governing equations in Table 1, the
eﬀect of turbulence is incorporated through the ‘‘Reynolds stresses’’, which are related to the mean ﬂow vari-
ables via the standard k–e model of turbulence [9]. The k–e model belongs to the class of the two-equation
turbulence models and is widely used for practical engineering ﬂow calculations. The model is semi-empirical
and is appropriate for high Reynolds number ﬂows, such as those for the jetting system.
Table 1
Diﬀusion coeﬃcients and source terms in the generic transport equation (7)
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2/e (=turbulent viscosity); leﬀ = l + lt (=eﬀective viscosity), and Cl = 0.09; C1 = 1.44; C2 = 1.92; rk = 1.0; re = 1.3.
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The computational modelling was carried out using the FLUENT CFD code based on the volume of ﬂuid
(VOF) technique, and applying the k–e two-equation, with the standard wall function, to describe the
turbulence.3.1. Geometry and grid arrangement
The geometry and computational domain used to model the jetting system are shown in Fig. 3(a). Only a
2D axisymmetric computational domain was considered, and meshed non-uniformly by the rectangular
scheme (Fig. 3(b)). Strong grid clustering was used along the centreline of the gas jet direction. Grid contrac-
tion toward the free surface (described by line BE in Fig. 3(b)) was required for capturing the gas and liquid
ﬂows, and the deformation of the gas–liquid interface.Fig. 3. Computational domain (a) and grid arrangement (b) for axisymmetric impinging gas jet.
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Five types of boundary conditions were used to describe the ﬂow ﬁeld within the computational domain:
3.2.1. Gas jet inlet
The condition in the nozzle (boundary AG in Fig. 3(b)) is important in predicting the centreline velocity
and shear stress. The velocity proﬁle at the nozzle exit is aﬀected by the nozzle design such as the length-
to-diameter ratio and nozzle shape. In this paper, a uniform nozzle velocity proﬁle was considered.
The VELOCITY-INLET boundary conditions imposed at the nozzle are described byU ¼ U inlet and V ¼ 0; ð8Þ
k ¼ kinlet ¼ 1:5ðU inletIÞ2; ð9Þ
e ¼ einlet ¼ ðClÞ3=4ðkinletÞ3=2=l; ð10Þwhere the turbulence length scale, l, at the inlet is assumed to be 7% of the nozzle aperture. Turbulence inten-
sity, I, at the inlet is estimated using the turbulent ﬂuctuating to mean velocity at inlet by I = u 0/Uinlet ﬃ
0.16(Re)1/8, where Re is the ﬂow Reynolds number based on the nozzle aperture and inlet velocity.
3.2.2. Solid boundaries (the wall surface)
The wall boundary conditions CD, DE and EF (Fig. 3(b)) were used at the solid wall of the liquid pool
where the no-slip boundary conditions were imposed. For large (unconﬁned) pools, the deformation of the
free surface is not signiﬁcantly aﬀected by the pool dimensions, the precise location of point F is not impor-
tant. In this case, the length of section EF was chosen as being two-thirds of AB. In the simulations with con-
ﬁned pools, point F was located at the top right-hand corner of the computational domain.
For the evaluation of the wall eﬀect on turbulence, the wall-function and near-wall-modelling [10]
approaches have been used to model the wall-bounded turbulent ﬂows. In the former, semi-empirical formulas
are used to bridge the viscosity-aﬀected region (viscous sublayer and buﬀer layer) between the wall and the
fully turbulent region. The mesh is not resolved. In the second approach, the turbulence models are modiﬁed
to enable the viscosity-aﬀected region to be resolved with a mesh all the way to the wall. No wall function is
used. However, a large number of cells are required in the near-wall-modelling approach.
Both approaches were initially tested in our transient simulations which showed no signiﬁcant diﬀerence in
the ﬂow patterns. Therefore, the wall-function approach which is computationally economical, robust was
used in our calculation. In this model the turbulent kinetic energy varies in a parabolic shape within the vis-
cous sublayer, which corresponds to the linear variation of a ﬂuctuating velocity with distance from the wall,
and then linearly over the remainder of the cell. Unlike the turbulent kinetic energy, the shear stress is zero
within the viscous sublayer, but undergoes an abrupt increase at the boundary, before varying linearly toward
the outer region of the cell. The treatment of evaluating mean generation and destruction rates is also incor-
porated in the e-equation.
3.2.3. Gas exit boundary
The boundary FG in Fig. 3(b) is the gas exit boundary. The OUTFLOW (fully developed) boundary con-
ditions were ﬁrst used at this boundary. Under the OUTFLOW boundary conditions the velocity gradients
across the boundary are set to zero. However, it was found that reversed ﬂows occurred at these boundaries,
indicating that the ﬂuid motion was not fully developed. Consequently, the PRESSURE outlet boundary con-
dition was used. The PRESSURE outlet conditions require a numerical value for the relative static (gauge)
pressure at the outlet boundary. This value was set to zero, i.e. assumed to be at atmospheric pressure. All
other conditions associated with velocities at the PRESSURE outlet boundaries were extrapolated from the
interior of the computational domain.
3.2.4. Axis of symmetry
The axis boundary was used along centrelines AB and BC. The radial velocity component V and the gra-
dients of the other dependent variables were equal to zero.
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The deformation of the gas–liquid interface (described by line EB in Fig. 3(b)) was coupled by the pressure
jump across the interface via the Laplace equation, i.e.Table
Summ
Run
1
2
3
4pl  pg ¼ rdivð~n=j~njÞ; ð11Þ
where pl and pg are the pressures in the two ﬂuids on either side of the interface, and r is the interfacial tension.
The bracketed term on the right-hand side describes the local interface curvature, which is deﬁned in terms of
the divergence of the unit normal ~n=j~nj, where ~n is the surface normal at the interface and is related to the
volume fraction of the liquid phase by~n ¼ gradðuÞ: ð12Þ
At the wall, the surface normal at the live cell next to the wall is deﬁned in terms of the contact angle, h,
between the interface and the wall by~n ¼~nw cos hþ~tw sin h; ð13Þ
where ~nw and~tw are the unit vectors normal and tangential to the wall, respectively. The combination of the
contact angle with the normally calculated surface normal one cell away from the wall determines the local
curvature of the surface. All the results reported in this paper were obtained with the contact angle of 90.
3.3. Modelling parameters
Numerical values for the major parameters used in a number of the numerical simulations are given in
Table 2.
Parameters of Run 1 were selected according to a similar experimental system [11]. Runs 2–4 were used to
investigate the inﬂuence of the diameter of the conﬁned liquid pools on the deformation of the gas–liquid
interface. All the numerical simulations were carried out for air–water systems at ambient pressure and
temperature.
3.4. Numerical procedure and computational methodology
The governing diﬀerential transport equations were converted to algebraic equations before being solved
numerically. The ﬁnite volume scheme [12], which involves integrating the governing equations about each
control volume, yielding discrete equations that conserve each quantity on a control-volume basis, was applied
to Eq. (7). The governing equations were discretised using the second-order upwind scheme to achieve the best
accuracy. The interpolation of the pressure values at the cell faces, using the momentum equation, was carried
out using the PRESTO (PREssure STaggering Option) scheme, which improved the convergence rate and the
stability of the computation. This interpolation scheme uses the discrete continuity balance for a ‘‘staggered’’
control volume about the face to compute the ‘‘staggered’’ (face) pressure and is similar in spirit to the stag-
gered-grid schemes used with structured meshes [13]. Pressure–velocity coupling was achieved by using the
PISO (Pressure-Implicit with Splitting of Operators) algorithm [14] with neighbour correction, which is highly
recommended for both steady state and transient calculations on meshes with a degree of distortion. The gov-
erning equations were solved sequentially using the commercial FLUENT code [15]. The solution sequential
algorithm (called the segregated solver) used in the numerical computation requires less memory than the2
ary of the simulation conditions
DN (mm) DC (mm) C (mm) H (mm) Uinlet (m/s)
6 290 154 111 56.2
11 300 220 1500 100
11 200 220 1000 100
11 100 220 500 100
A.V. Nguyen, G.M. Evans / Applied Mathematical Modelling 30 (2006) 1472–1484 1479coupled solver and was very eﬃcient for the incompressible ﬂows considered in this paper. The segregated
algorithm includes the following steps. First, ﬂuid properties are updated based on the current (initialised)
solution. The momentum equations were then solved to obtain the velocity ﬁeld using current values for pres-
sure and mass ﬂuxes. The continuity equation was then locally updated and corrected using a Poisson-type
equation for the pressure correction derived from the continuity equation and the linearised momentum equa-
tions. The pressure correction equation is then solved to obtain the necessary corrections to the pressure and
velocity ﬁelds and the mass ﬂuxes. Finally, equations for turbulence are solved using the previously updated
values of the other variables. In the VOF method implemented in Fluent, the momentum equations are solved
throughout the domain, and the resulting velocity ﬁeld is shared among the phases. The pressure due to sur-
face tension described by Eq. (11) is added to the transport equations described by Eqs. (7) using a source term
in the momentum equations. The gas–liquid interface during the calculation was updated in all of the interface
cells by the geometric (piecewise-linear) reconstruction. Stable transient solutions were obtained with rela-
tively small time steps, typically between 1 · 106 and 1 · 104 s.
4. Results and discussion
In general, the transient solutions reach steady state relatively fast, within 10 s. In particular, the deformed
shape of the gas–liquid is stable within the ﬁrst second. The circulation of the liquid in the pool usually takes
some time to reach the steady state condition. In the following, steady state solutions are reported.
Fig. 4(a) shows the stream function contours for Run 1. The computed ﬁeld is similar to the experimental
streamline pattern available in the literature [11] when the system is agitated by an impinging jet and by a sub-
merged gas stream. Since the submerged gas stream is not considered here, the centre of the circulating ﬂow in
the liquid phase is close to the centreline. The directional1 ﬁeld for the velocity of both the gas and liquid ﬂows
is shown in Fig. 4(b). Again, the computed velocity ﬁeld qualitatively agrees with the experimental measure-
ments available in the literature [11] in that liquid in the pool moves towards the centreline and upwards to the
gas–liquid interface, leading to the mixing in the pool.
The shape of the gas–liquid interface for Run 1 is shown in Fig. 5, and corresponds to the dimpling mode
illustrated in Fig. 1. The proﬁle is also consistent with the gas ﬂow velocity ﬁeld shown in Fig. 4(b). It is further
evident from the ﬁgure that part of the gas–liquid interface close to the centreline is not smooth, probably due
to strong turbulence of the gas phase ﬂow in this region.
The distribution of the turbulent energy and its dissipation rate are shown in Fig. 6(a) and (b), respectively.
As expected, high values of both these quantities can be seen in the region close to the gas–liquid interface
where intensive mixing and mass transfer can occur.
Quantitative examination of the computed gas–liquid interface proﬁle given in Fig. 5 found that the depth,
hC, of the cavity and height, hT, of the dimple (all measured from the free surface – see Fig. 1) were 12 and
2 mm, respectively. The computed depth compared favourably with the theoretical prediction2 of 13 mm,
based on stagnation pressure analysis for an unconﬁned jet [16,17]:1 Ma
2 ThhC
C
1þ hC
C
 2
¼ 2K
2
p
M
qLgC
3
 
; ð14ÞwhereM is the jet momentum and K is a coeﬃcient which is a function of the jet Reynolds number. A value of
7.6 was chosen for K [19].
The computed width, dC, of the cavity (obtained from Fig. 5) of 61 mm also compares favourably with a
predicted value 59 mm, which is based on the mass of displaced liquid and assuming a fourth order polyno-
mial cavity proﬁle. The resultant expression is reported by Forrester and Evans [18] asdC ¼ ðhC þ hTÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
12ð1þ aÞ
p
r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M
qLgðhC þ hTÞh2C
s
; ð15Þgnitude of the arrows is ﬁxed and show direction of the ﬂow only.
e analysis does not account for the formation of the dimple at the edge of the cavity, i.e. hT = 0.
Fig. 4. Stream function (a) and velocity (b) for Run 1.
Fig. 5. Gas–liquid interface proﬁle for Run 1.
1480 A.V. Nguyen, G.M. Evans / Applied Mathematical Modelling 30 (2006) 1472–1484where a is a parameter with a value of 0 for shallow cavities, and is equal to 1 for deeper cavities. For the case
of Run 1, a = 0 was assumed.
The simulations of Runs 2–4 aimed to investigate the eﬀect of the nozzle-to-pool diameter ratio on the
deformation of the gas–liquid interface. The nozzle, jet velocity, and nozzle clearance were kept constant while
the pool diameter was varied from 300 to 100 mm in order to provide the full range of unconﬁned, through to
Fig. 6. Turbulent energy (a) and turbulent energy dissipation rate (b) for Run 1.
A.V. Nguyen, G.M. Evans / Applied Mathematical Modelling 30 (2006) 1472–1484 1481conﬁned deformation of the gas–liquid interface. The liquid depth was kept constant at ﬁve times the pool
diameter in order that the deformation was not aﬀected by the base of the pool. The nozzle-interface clearance
was maintained at 20 times the nozzle diameter so that a ‘‘free’’ turbulent jet could interact with the free sur-
face. The jet velocity of 100 m/s produced a jet momentum of about 1.1 N.
The simulated proﬁles are presented in Fig. 7. It can be seen that the cavity shape for Run 2 is similar to
that of the unconﬁned jet case in Run 1, where the outer boundary of the cavity exhibits a raised dimple and
beyond this region the free surface is ﬂat (undisturbed). The cavity for Run 3 has similar proﬁle to Run 2,
except that there is ﬂat free surface beyond the cavity boundary. Run 3 could be either just at the limit of
the unconﬁned jet case or actually be conﬁned. Run 4 is clearly a conﬁned system, where the cavity diameter,
dC, is equal to vessel diameter, DC; and the cavity depth is given by [18]:hC ¼ 24
ﬃﬃﬃ
3
p ð1þ aÞ
pð7 3Þ ﬃﬃﬃ3p
 !
M
qLgD
2
C
 
: ð16ÞThe simulated and predicted cavity dimensions are summarised in Table 2. Also included are the assumed a
and K values used to obtain the model predictions. A shallow cavity (a = 0) was assumed for Run 1 only; for
Runs 2–4, a was set to 1. Moreover, Runs 1–3 were assumed to be unconﬁned, with Run 4 being the only
conﬁned system. It can be seen from the results that the cavity dimension obtained from the CFD simulations
were reasonably consistent with the theoretical predictions, even including Run 3 where it was not clear if the
system was conﬁned or unconﬁned. This result suggests that the free surface can be modelled as an unconﬁned
system up to the point where the cavity boundary actually reaches the vessel wall. For the conﬁned jet case
(Run 4) the CFD prediction for the cavity depth is much less than the theoretical value. The reason for this
can be found by comparing the interface height relative to the undisturbed liquid height (ULH) in the vessel
(shown as a horizontal line). For Run 4, no part of the disturbed interface is above the UDL, and conse-
quently some of the liquid must have been removed from the vessel as a result of splashing. The use of the
pressure outlet for the gas exits GF boundary conditions in the VOF method allows the removal of water
(splashing) from the vessel when it reaches the boundary.
Fig. 7. Gas–liquid interface proﬁles for Runs 1–4.
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value of 8.8 was chosen for Runs 2–4. The numerical value of K is a function of the jet Reynolds number [19],
and can be related to the decay in the centreline gas jet velocity, UCL(z), as a function of distance, z, from the
nozzle outlet (see Fig. 1) by the expression:Table
CFD a
Run
1
2
3
4
UnconUCLðzÞ
U inlet
¼ K1
z=DN þ K0 : ð17ÞEq. (17) is based on the original theoretical modelling of [16], but has been modiﬁed to account for a short
potential core immediately downstream of the nozzle exit.
A comparison between CFD modelling (closed circles) and prediction from Eq. (17), for K1 = 8.4 and
K0 = 7.7, is shown in Fig. 8. It can be seen that the hyperbolic dependence of the centreline velocity agrees
with the CFD modelling up to the point at which the jet enters the cavity region.3
nd theoretical cavity dimensions
CFD Theory
hC hT dC K a hC hT dC
12 2 61 7.6 0 14a 0 56b
64 14 146 8.8 1 66a 0 123b
64 12 119 8.8 1 66a 0 122b
27 – 100 8.8 1 159c 80d 100e
ﬁned: aEq. (14); bEq. (15). Conﬁned: cEq. (14); dhT = 0.5hC;
edC = D.
00.2
0.4
0.6
0.8
1
0 10 20 30
z/DN
U
CL
/U
in
le
t
Undisturbed
free surface
Fig. 8. Centreline gas jet velocity for Run 2 [(d) CFD results, (—) Eq. (17) with K = 8.4 and K0 = 7.7].
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Computational ﬂuid dynamics modelling was used to study gas jets impinging onto a gas–liquid interface of
a liquid pool. The gas and liquid ﬂows were modelled using the volume of ﬂuid technique. The phase volume
fraction was used to describe the density and viscosity of the phases involved. The governing equations were
formulated using Reynolds averaging for the mass and momentum. Turbulence was modelled using the k–e
turbulence model. The deformation of the gas–liquid interface is modelled using the Laplace equation for
the pressure jump across the interface. The governing equations in the axisymmetric cylindrical coordinates
are solved using the commercial CFD code, FLUENT. The computed results are compared with experimental
and theoretical data reported in the literature. The CFD modelling allows the simultaneous evaluation of the
gas ﬂow ﬁeld, the free liquid surface and the bulk liquid ﬂow, and provides useful insight to the highly com-
plex, and industrially signiﬁcant ﬂows in the jetting system.
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