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Abstract 
This article introduces a surface measurement system which is able to take a measurement in an extremely short period of less 
than 2 milliseconds. It is composed of two cameras together with a specifically designed projector that projects an instantaneous 
random image pattern onto the objective surface. With the aid of the projected pattern, a match of image with corresponding 
sub-pixel is steadily established and a cluster of dense 3D points is obtained at the same time. A detailed discussion about the 
design and implementation of hardware is presented. A system calibration algorithm taking into account the possible geometric 
error of the planar calibration board is also put forward. Experiments are carried out to evaluate the system accuracy and its ca-
pability of capturing details of complex surfaces. 
Keywords: surface measurement; stereo matching; calibration; instantaneous random illumination 
1. Introduction 
Surface measurement has found widest application 
in aerospace, automobile, shipbuilding, and ma-
chine-tool industries as well as 3D map building etc. 
Range sensing, inspection of manufactured parts, re-
verse engineering and object recognition, to name but a 
few, are among the typical uses. 
Besides, the image-based 3D measurement technique 
is considered to be full of vitality because of its con-
tactlessness, fastness, and preciseness. There are sev-
eral approaches to conduct image-based surface meas-
urement. A representative is stereovision[1], which takes 
images of the object from two or more angles and then 
finds out the correspondence between the different im-
ages in order to triangulate the 3D position. The most 
popular configuration of this technique is binocular 
stereovision, which contains two cameras with fixed 
geometric relation. However, it faces the difficulty in 
finding the correspondence, even if the cameras have 
previously been calibrated and the geometric con-
straints of the calibrated cameras have been taken into 
account. A common solution to this problem is to project 
 
 
 
 
 
 
 
 
are easily distinguishable. The research on structured 
light methods is focused on light coding strategies to a 
light pattern that involves a certain coded structure 
onto the measured surface so that a set of pixels estab-
lish efficient and accurate image correspondence. So 
far, a few light coding strategies have been suggested, 
which can be classified into direct codification strategy, 
spatial neighborhood strategy, and time-multiplexing 
strategy[2]. The direct codification technique[3-4] defines 
a code word for every pixel, which is equal to its grey 
level or color. In order to achieve this, it is necessary to 
use a wide range of color values or introduce periodic-
ity. This kind of method is highly sensitive to noise 
because the “distance” between “code words”, i.e. the 
colors used, is nearly zero. Moreover, the imaged col-
ors depend not only on the projected colors but also on 
the intrinsic color of the measured surface. This greatly 
limits its practical use. The spatial neighborhood strat-
egy[5-6] concentrates on the entire coding scheme into a 
unique pattern, which is typically a pseudo-random one 
that must be carefully designed. The image corre-
spondence is directly established by finding the points 
with the same code word. Nevertheless, the limited 
number of code words results in low resolution of this 
method. Another drawback of this method lies in the 
complex procedure to recover the pattern that brings 
forth some problems in connection with robustness as 
well. The time-multiplexing technique[7-8] projects a set 
of successive patterns onto the measured surface. The 
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code word for a given pixel is usually formed by the 
sequence of illumination values for that pixel across 
the projected patterns. Since this kind of patterns can 
achieve high spatial resolution and high accuracy in the 
3D measurements, they are successfully used in some 
industrial applications. However, projecting multiple 
patterns should consume longer time of at least several 
seconds, during which any movement of the object or 
the sensor would cause troubles in the 3D measure-
ments. This precludes the method from in-place 
measurement where environmental factors such as 
vibration and movement often play a negative part. 
Methods in need of longer sensing time are bound to 
encounter difficulties especially in measuring large 
objects, such as airplanes and radar antennae, because 
their images should be taken on a instability-vulnerable 
scaffold or a lifting platform. Longer sensing time can 
also induce the problem of heat dissipation in the pro-
jector. In addition, projecting multiple patterns usu-
ally depends on highly accurate complex mechanical 
facilities.  
This article is focused on a binocular stereo meas-
urement system, in which the entire image capturing 
(sensing) process is completed in an extremely short 
period of less than 2 milliseconds. It is composed of 
two cameras together with a unique projector that in-
stantaneously project one single image pattern onto the 
object surface. A point in the grabbed images is identi-
fied by using the clues from a neighborhood of the 
points around it. Thus, the method can be classified as 
the spatial neighborhood strategy. However, unlike the 
pseudo-random patterns used in most spatial neighbo- 
rhood methods, the image pattern is a truly random one 
which is quite easy to design and implement. With the 
aid of the projected random pattern, image correspon-
dence with sub-pixel accuracy can be achieved robustly. 
The procedure of recovering certain primitives, such as 
line segments or circular dots, required by most 
pseudo-random methods is removed. Compared with 
the pseudo-random methods, the proposed system has 
higher resolution and therefore can produce denser 3D 
points on the object surface. In addition, because the 
image capturing time is counted in milliseconds, the 
proposed system is expected to be immune to harsh 
environmental vibration and sensor instability. 
This article aims to investigate the system imple-
mentation (including hardware and software) and 
evaluate the accuracy of the proposed method as well 
as its capability to capture details of complex surfaces. 
Other than an introduction in Section 1, Section 2 will 
deal with the system framework and the problems 
about hardware implementation. Section 3 will intro-
duce a convenient yet accurate system calibration 
method. Section 4 will concentrate on the algorithms 
for automatically processing the collected image pairs 
and extracting the 3D points. After performing the ac-
curacy evaluation and some exemplified measurements 
in Section 5, the article will be finished off by some 
conclusions and discussions about the future devel-
opment. 
2. System Overview and Hardware Implementation 
2.1. System framework 
The proposed measurement system is composed of 
two cameras, a light projector, a control board, a com-
puter, and a calibration board. Fig.1 shows the system 
framework. Both cameras and the projector are con-
nected to the control board, which receives instructions 
from the measuring software on the computer. When 
the user starts a measurement by simply clicking the 
measuring software, the control board produces a 
proper time sequence to induce the cameras and the 
projector to work consistently in an extremely short 
time period. The instant the projector is triggered on, 
the two cameras synchronously take an image pair. 
When the light of the projector reaches the peak, the 
cameras take the second image pair. The captured im-
age pairs are transmitted back to the computer through 
the IEEE 1 394 ports. The entire process is finished 
within no more than 2 milliseconds. The first image 
pair without projected light pattern is used for multi-
ple-view measurement registration as well as for tex-
turizing the reconstructed 3D model. The second image 
pair with projected random pattern is used for produc-
ing 3D points of the object. The measuring software 
automatically processes the collected image pairs and 
completes a measurement. This article will highlight 
the key technique to produce 3D points from the sec-
ond image pair. The problems about measurement reg-
istration and texture mapping from the first image pair 
will not be discussed herein. 
 
Fig.1  Logical framework of the system. 
2.2. Random pattern projector 
In order to facilitate the image correspondence, a 
truly random pattern is projected to enhance the signal 
strength of the object surface. The pattern is first gen-
erated digitally. More specifically, the random image in 
a MuN space is generated according to the following 
pseudo-codes 
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where RAND(X) is an operator that takes a random num-
ber between 0 and X. In this implementation,  MuN is 
assumed to be 400u300. In this way, a digital image with 
random black and white dots is created as shown in 
Fig.2(a). This digital image is then transferred onto a 
small piece of glass by the photoetching technique. 
 
(a) Random pattern 
 
(b) Light path 
Fig.2  Light projector. 
Basically, the random pattern contains no specific 
primitives and no explicit code information. However, 
any window of a certain size in the image is expected 
to be unique because of the pure random characteristic, 
of which the proposed image correspondence algorithm 
itself takes advantage to obviate the need for primitive 
segmentation and recognition. Because the projected 
pattern is used for nothing but to enhance the surface 
signal strength, there are no strict requirements, such as 
light uniformity, lens distortion etc., from the optical 
setup of the projector. Also, working instantaneously 
rids the projector of being equipped with a heat dissi-
pater. Moreover, the projector does not include any 
moving mechanism because it serves only to project 
patterns. All this determines the simple structure of the 
projector ( see Fig.2 (b)). 
As the most critical component in the projector, the 
light source is required to have high brightness as well 
as excellent instant starting ability. Ordinary halogen 
lamps with a lenghened preheating process do not meet 
the latter requirement and flash lamps on common 
cameras the former. Consequently, an ad hoc xenon 
lamp with an ultra-high triggering voltage is chosen to 
be used in the ensuing experiments. A silver-plated 
semi-cylindrical glass tube is used to reflect and focus 
the light. 
3. Calibration of System 
Before measurements, the system needs calibrating 
to determine its intrinsic parameters and the relative 
orientations of the cameras. The calibration of system 
is one of the most critical experiences in binocular ste-
reovision because it exerts direct effects upon the sys-
tem precision. 
3.1. Camera model 
An ideal pin-hole camera projects a 3D point X=[x y 
z ]T to an image point M=[ u v ] T governed by 
0
0[ | ] , 0
1 0 0 1
1
x
uu
y
s v v
z
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A R t A      (1) 
where s is a coefficient, R and t are the rotation matrix 
and the translation vector from the world coordinate 
system to the camera coordinate system, respectively. 
Matrix A contains the intrinsic parameters of the pin-
hole camera. 
The camera distortion in high-precision measure-
ments could be approximated with the following 
polynomials[9]: 
2 4 2 2
1 2 1 2
2 4 2 2
1 2 1 2
( ) [2 ( 2 )]
( ) [ ( 2 ) 2 ]
u u u k r k r p uv p r u
v v v k r k r p r u p uv
½c       °¾c       °¿
 (2) 
where(uƍ, vƍ) is the real image position of a 3D point X, 
and (u, v) the ideal image point of X according to the 
pin-hole camera model. The parameters in matrix A 
together with the distortion coefficients k1, k2, p1, p2 are 
defined as camera internal/intrinsic parameters. 
In the binocular configuration shown in Fig.3, the 
relative location and orientation of the two cameras 
denoted by tr21 and Rr21—which are of external parame-
ters—also need to be determined by the calibration. It 
is quite easy to prove that 
1
r21 l r
1
r2l l l r r


½ °¾  °¿
R R R
t t R R t
           (3) 
where Rl and tl indicate the transform from the world 
coordinate system to the left camera coordinate system; 
Rr and tr have the same meaning for the right camera’s. 
3.2. Calibration algorithm 
Among quite a few of camera calibration me-
thods[10-12], Zhang’s is highly recognized because it 
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exploits a planar board, which is suitable for in-situ 
measurement[10]. Zhang’s idea is also extended to cali-
brate stereo cameras[13]. The improvements in this arti-
cle are made out of Ref.[10] and Ref.[13] which lie in 
taking into full account the possible geometric error of 
the calibration board in the optimization. 
 
(a) Stereo model 
 
(b) Calibration board 
Fig.3  Binocular stereo model and calibration board. 
The planar board in use is covered by arrays of circu-
lar dots, of which five dots are asymmetrically distrib-
uted and obviously larger than the others (see Fig.3). 
The inputs to the calibration algorithm are several (at 
least 3, 6 recommended) image pairs of the calibration 
board taken by the stereo cameras from different angles. 
After extracting the edges of the white dots from the 
calibration images by using the methods presented in 
Ref.[14] , locate the image coordinates of the dot cen-
ters (feature points for short in the next part) with 
sub-pixel accuracy with the moment-based method[15]. 
By using the asymmetric distribution of the five larger 
dots, each of the five dots is identified to establish their 
correspondences among the calibration images. 
 (1) Calibration feature correspondence 
Because the calibration board is planar, we set the XOY 
plane of the world coordinate frame on the board. Ac-
cording to the array distribution of the dots, we can get 
the approximate 3D coordinates ˆ ˆ( , ,0)j jx y of the jth 
point. It is worth of notice that ˆ ˆ( , ,0)j jx y is only used 
as the initial estimate of the feature point. The method 
for incorporating the possible geometry error in the 
calibration board such as dot misalignment and low 
flatness will be discussed later. It is known from the 
projective geometry theory[16] that the planar calibra-
tion board and its image plane can be related by a 
homography matrix H. An initial estimate pHˆ of the 
homography matrix H is calculated from the corre-
spondences of the five larger dots. For j=1,2,Ă ,m, 
where m is the number of feature point on the board, 
it could be calculated that 
p
p p
ˆ ˆ
ˆˆ ˆ
1 1
j j
j j
u x
s v y
ª ªº º« «» » « «» »« «» »¼ ¼¬ ¬
H            (4) 
where p p( , )j ju v indicates the image coordinates of the 
jth feature point in image Ip. If there exists an extracted 
feature point * *p p( , )u v in Ip satisfying 
* * T T
p p p pˆ ˆ[ ] [ ]j ju v u v W d          (5) 
where W is a specified threshold, the correspondence 
* *
p p ˆ ˆ( , ) ( , ,0)j ju v x y is established. A more accurate 
homography matrix H between the calibration board 
and the calibration image Ip is acquired by recalcula-
tion on the basis of established correspondences of all 
the feature points. 
 (2) Initial estimate 
Let H=[h1  h2  h3] be the homography matrix be-
tween the calibration board and a calibration image. 
According to Ref.[10], 
T T 1
1 2
T T 1 T T 1
1 1 2 2
 
   
½ °¾ °¿
0h A A h
h A A h h A A h
       (6) 
is given. If each camera has more than 3 calibration 
images, more than 6 equations from Eq. (6) and all five 
parameters in matrix A can be obtained. Then 
1 1
1 1 2 2
1
3 1 2 3
,
,
O O
O
 

½  °¾ u  °¿
r A h r A h
r r r t A h
         (7) 
where 1 11 21 1O    A h A h and 1 2 3[ ]  r r r R  is 
the rotation matrix from the world coordinate system to 
the camera coordinate system, and t the translation 
vector. This procedure is accomplished separately for 
the left and the right cameras and the initial estimates 
of A1, R1i, t1i and Ar, Rri, tri will be attained. Here the 
subscript i indicates the ith calibration image pair, and 
the subscript l and r indicate the left and the right cam-
eras respectively. According to Eq.(3), tr21i and Rr21i can 
be further determined. The relative location and orien-
tation between the left and right camera can be roughly 
determined by 
r2l r2l r2l r2l
1 1
1 1, (8)
n n
i i
i in n  
  ¦ ¦t t R R  
(3) Parameter optimization 
This section deals with the nonlinear distortion as well 
as the possible geometry error in the calibration board. 
Having obtained the initial estimate of A1, R1i, t1i and Ar, 
tr21, Rr21, the following objective function is minimized: 
l 2
l l l1 l2 l1 l2 l
1 1
lˆ ( , , , , , , , )
imn
ij i
i j
i jk k p p
  
 ¦¦ m m A R t X  
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where l l1 l2 l1 l2 l lˆ ( , , , , , , , )i i jk k p pm A R t X is the estimated 
image position of Xj on the ith left image calculated by 
the nonlinear projection model expressed by the com-
bination of Eq.(1) and Eq.(2); m1ij the detected image 
position of Xj, and m1i the number of feature points 
detected on the ith left image, the second item in Eq.(9) 
for the right camera. 
The variables to be optimized include A1,k11, k12, p11, 
p12, R1i, t1i, Ar, kr1, kr2, pr1, pr2, Rr21, tr21 and Xj. The initial 
values of the variables are so assumed that A1, Ar, R1i, 
t1i, Rr21, and tr21 take the estimated results obtained in 
the last section; kl1, kl2, pl1, pl2, kr1, kr2, pr1, pr2  is ini-
tially set to be 0; Xj takes the approximate position 
ˆ ˆ( 0)j jx y which is calculated from the rectangular 
array distribution of the feature points. Levenberg- 
Marquardt (LM) algorithm[17] is used to solve the 
nonlinear optimization in Eq.(9). Because the initial 
values of the variables to be optimized are reasonably 
close to the true ones, the optimization converges rap-
idly. 
Most calibration algorithms hypothesize that the 3D 
coordinates of the feature points on the calibration ob-
jects are highly accurate. This requires the calibration 
object, the calibration board in this case, to be manu-
factured under such a strict control as is hardly 
achieved in practice. Instead, certain degree of errors 
that is allowed to be present in the calibration board 
will be offset by taking jX  as variables in the opti-
mization of Eq.(9). The real 3D coordinates of the fea-
ture points are optimized the same way the camera pa-
rameters are done. However, the absolute scale of the 
system might change in the optimization. To solve this 
problem, first assume that the real distance between 
two selected feature points, e.g. the distance between 
the centers of the two farthest larger dots is a given 
value denoted by D, and after the above mentioned 
optimization, the distance is calculated again according 
to the optimized 3D coordinates of the two selected 
feature points, and take r2l r2lˆ
D
D
t t  to restore the ab-
solute scale. 
The proposed calibration method enables a simple 
calibration board to work well without submitting to 
strict error control. The calibration board used is sim-
ply made by printing out the dot array shown in Fig.3 
and pasting it on a piece of ordinary glass. The stan-
dard distance D can be determined with a universal tool 
microscope. It proves that the calibration method can 
achieve quite high accuracy on such a simple calibra-
tion setup. More details on system accuracy would be 
presented in Section 5. 
4. Image Matching and 3D Reconstruction 
Finding out the correspondences between the stereo 
image pair is another important problem for a binocular 
measurement system. The existing methods can be di-
vided into feature-based matching and region-based 
matching[18]. Considering that any window of a certain 
size in the random pattern is unique, a region-based 
matching algorithm on the basis of least square correla-
tion is used[19-20]. However, to improve the detail cap-
turing ability, a weighted window scheme is introduced. 
By making use of the intensity and the geometry con-
straints, the algorithm can produce dense image point 
correspondences with sub-pixel accuracy. 
4.1. Intensity constraint 
Take the left image as the template image T and the 
right one as G. Let T(u, v) denote the intensity at pixel 
(u, v) in image T. 
Given a pixel (u*, v*) in the image T, for any pixel (ui, 
vj) within a small window centered at (u*, v*), its con-
jugate image location c c( , )i ju v in the image G (correspon-
dence) is approximated by an affine transformation: 
c
0 1 2
c
3 4 5
i i j
j i j
u a a u a v
v a a u a v
½   °¾   °¿
          (10) 
Next, determine the parameters 0 1 5, , ,a a a!  so as to 
minimize the following weighted least square function 
c c 2
0 1 5
,
( , , , ) ( ( , ) ( , ))ij i j i j
i j
F a a a w T u v G u v ¦!   (11) 
where
,i j
¦ is the summation operator for all the pixels in 
the specific window centered at (u*, v*). Let the weight 
function be 
p
( )
= exp i jij
d u ,v
w Ȗ
§ ·¨ ¸¨ ¹©
          (12) 
where d(ui, vj) is the distance between ( , )i ju v  and the 
window center (u*, v*), Ȗp the diameter of the specific 
window. Then wij is normalized so that
,
ij
i j
w n ¦ ,  n is 
the number of pixels in the window. 
To linearize the problem, ( , )G u v  is approximated 
by the linear Taylor expansion: 
c c
0 1
2 3 4 +
5
( , ) = ( , ) + ǻ + ǻ +
ǻ + ǻ + ǻ
                   ǻ (13)
i j i j uij uij i
uij j vij vij i
vij j
G u v G u v G a G u a
G v a G a G u a
G v a
 
where 
          ( , ) (14)
i
j
uij u u
v v
G u vG
u   
w w  
Substituting Eq.(14) into Eq.(13) , and letting 
0
k
F
a
w  w'  ( 0,1, ,5k  "  ) yields a linear system 
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 Gx b              (15) 
where variable T0 1 5[    ]a a a' ' '"x =  needs to be 
determined. 
4.2. Geometry constraint 
In the proposed system configuration, the camera pa-
rameters should be calibrated beforehand to take into 
account the geometry constraint. 
For a 3D point X, suppose its corresponding image 
location on image T is (u*, v*) and that on image G is 
described by 
 
( )
( )
u
v
u P
v P
 ½¾ ¿
X
X
             (16) 
where Pu(X) and Pu(X) indicate the imaging model of 
the right camera. The geometry constraint herein can be 
given to determine ǻu, ǻv, x, y, z, so as to minimize the 
following: 
* 2( , , , , ) ( ( ))uE u v x y z u u P' '   '  X  
* 2( ( ))vv v P '  X              (17)  
Again, to linearize the problem, Pu(X) and Pv(X) are 
approximated by the linear Taylor expansions: 
( ) ( )
( ) ( )
u u u
u u O
v v v
v v O
P P P
P P x y z
x y z
P P P
P P x y z
x y z
w w w ½  '  '  ' °w w w °¾w w w °  '  '  ' °w w w ¿
X X
X X
 (18) 
Substituting Eq.(18) into Eq.(17) and letting 0
i
E
p
w  w , 
where pi (i=0,1,Ă,4) represents ǻu, ǻv, x, y, z, respec-
tively, result in a linear system: 
t =Bx t                (19) 
where xt = [ǻu  ǻv  ǻx  ǻy  ǻz]T  is the variable to 
be determined. 
4.3. Optimization procedure 
In the variable vectors x and xt of Eq.(15) and 
Eq.(19), ǻu is actually ǻa0, and ǻv is ǻa3. On the basis 
of this observation, the intensity constraint and the 
geometry constraint can be combined in one system. 
Rewrite Eq.(15) and Eq.(19) into 
  Gx b                (20) 
  Bx t                (21) 
where  x [ǻa0  ǻa1 Ă ǻa5  ǻ x  ǻy  ǻz]T is the un-
ion of all the variables. The solution of the aggregated 
system of Eq.(20) and Eq.(21) is 
T T 1 T T( / ) ( / )O O      x G G B B G b B t     (22) 
where O serves to adjust the weight balance between the 
two kinds of constraints and normally equals l. 
Because of the nonlinearity of the original problem, 
iterations are carried out to achieve the correspondence 
and realize the 3D reconstruction. The first point to be 
dealt with is determined by selecting the most salient 
and best-matched pixel pair output with the SIFT algo-
rithm[21]. The pixel on the left image T is taken as the 
first (u*, v*). Denote the disparity of this conjugate 
pixel pair by (ǻu*,ǻv*). Then set the initial values of 
ka  (k=0, 1,Ă, 5) to be 
* *
0 3 2 4 1 5, , 0, 1O O O O O Oa u a v a a a a '  '      
(23) 
Having had the initial estimate of the correspondence 
image location, the initial estimate Ox of the 3D point x 
corresponding to (u*, v*) is obtained by the triangulation. 
In each iteration, after the incremental vector x  have 
been solved, ak (k=0, 1,Ă, 5) and x(x, y, z) are updated, 
and G , B , b , and t are recomputed. When the entries 
of the incremental vector x  come to be small enough, 
the iteration stops and the final correspondence loca-
tion of (u*, v*) as well as its corresponding 3D point x 
is achieved. 
After the above iteration, the neighboring pixels of 
(u*, v*) can attain a fairly good correspondence location 
according to Eq.(23), which is regarded as the initial 
correspondence location of the neighboring pixels. 
Then the aforementioned optimization procedure re-
starts for the neighboring pixels. This propagating 
scheme is very effective in improving the robustness 
and speeding up convergence of the algorithm. The 
experiments have seen a cut of about 4/5 in processing 
time by using the scheme. To further accelerate the 
algorithm, /u wF xw w , /u wF yw w , u wF zw w , v wF xw w , 
v wF yw w  and v wF zw w in matrix B are kept unchanged 
in each iteration, because experiments indicate that 
variation of these items are so small as to be ignored. 
With these schemes, the 3D reconstruction rate 
amounts to around 30 000 points per second. A typical 
measurement is bound to spend about 10-15 seconds 
on computation. 
Between two successive iterations, the Wallis Filter 
is used to offset the difference of intensity level be-
tween the image pair. More precisely, the intensity 
( , )G u v  is updated to 
r ( , ) ( , ) / ( / )T G T G T GG u v G u v s s m m s s      (24) 
where r ( , )G u v represents the rectified intensity of pixel 
( , )u v in the current window of image G; Ts  and Gs  
are the intensity variances of the current windows in 
image T and image G, respectively; and mT and mG are 
the means of the current windows in image T and im-
age G, respectively. 
5. Experiments 
A prototype system has been realized to verify the 
effectiveness and practicability of our scheme. Two 
off-the-shelf CCD cameras DH1410FM with a resolu-
tion of 1 392u1 040 are used. The optical lenses used 
are Computar M1614-MP with focus length 16 mm. All 
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the program codes are written in VC++6.0. 
5.1. Precision assessment 
Two experiments have been run to evaluate the pre-
cision of the prototype system. First a steel standard pla-
nar plate of about 200 mmu180 mm shown in Fig.4 (a) 
is measured. Then the digitized 3D points are fitted to a 
plane. The Euclidean distance is calculated between 
each digitized point and the fitted plane. The result is 
visually shown in Fig.5(a). In the second experiment, 
the partial surface of a sealing part marked by a starlet 
(see Fig.4(b)) is measured. The surface is characterized 
by high cylindricity and constitutes a portion of a stan-
dard cylinder with a radius of 37.6 mm. Again, the 
Euclidean distance between the measured 3D points 
and the fitted cylinder surface are used to evaluate the 
precision of the proposed system. Fig.5(b) visually 
demonstrates the error distribution. The statistic results 
of the error analysis are illustrated in Table 1, which 
shows the mean errors of the two experiments less than 
0.02 mm. 
 
(a) Standard plane 
 
(b) Standard cylinder surface 
Fig.4  Plane and cylinder. 
 
(a) Error visualization of plane 
 
(b) Error visualization of cylinder 
Fig.5  Precision assessment of plane and cylinder. 
Table 1  Precision assessment results 
Error Max/mm Mean/mm Standard deviation/mm 
Plane 
estimation 0.140 4 0.017 6 0.014 4 
Cylinder 
estimation 0.085 7 0.014 0 0.011 1 
5.2. Experimental measurements on complex surfaces 
Figs.6-8 illustrate several representative objects with 
complex surfaces on which measurements are con-
ducted with the proposed system. Fig.6(a) shows a toy 
car, of which the overall measured surface consists of 
16 measurements with different orientations. Fig.6 (d) 
shows three measurements with some noise removed 
while Fig.6(b) shows the registered 16 measurements. 
The registration work is automatically fulfilled in the 
system by putting circular markers on the objects, of 
which the 3D coordinates of the center are computed 
from the first image pair mentioned in Section 2.1. 
Each measurement shares at least 3 markers with an-
other measurement from which the rigid transformation 
between the two measurements are determined. Fig.6(b) 
is the car surface reconstructed after registration. Since 
the attached markers have some thickness, they would 
corrupt the local measured surface clearly visible in 
Fig.6(b) and Fig.6(d). Fortunately, the local corruption 
could be alleviated by post processing of the original 
measurements. Here, the commercial software Geo-
magic® is used to obtain the optimized manifold mesh 
surface as shown in Fig.6(c) from the registered meas-
urements. Fig.6 together with other experiment results, 
of which some are shown in Fig.7 and Fig.8, demon- 
 
(a) Toy car 
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(b) Registered 16 measurements 
 
(c) Optimized mesh surface 
 
(d) Several single measurements 
Fig.6  Toy car measurement. 
 
(a) Camera model 
 
(b) Measured mesh surface 
Fig.7  Camera model measurement. 
strates the reasonably good detail capturing capability 
in the possession of the prototype system. Also, imper-
fect measuring effects could be found near the open 
boundary. 
 
(a) Sheet metal part 
 
(b) Measured 3D surface model 
Fig.8  Sheet metal part measurement. 
6. Conclusions 
Characterized by simplicity and high-speed sensing 
capability, a prototype surface measurement system has 
been developed and put to test. It is proved that the 
optimization introduced in the calibration algorithm, 
owing to the consideration of the possible geometry 
error, can significantly improve the system precision 
and make the fabrication of calibration boards much 
easier. The random light projection is effective in pro-
ducing dense 3D points robustly. Precision assessment 
experiments show that the elaborately designed cali-
bration and 3D reconstruction method can achieve a 
reasonable measurement precision. Complex surface 
measurement experiments demonstrate that the pro-
posed method has a fairly good capability of capturing 
object details. The measurement system has a strong 
possibility to find wide application in reverse engineer-
ing, industrial inspection, and biometrics etc., including 
large and moving object measurements. 
Although the preliminary results offer much encour-
agement, there is still expected to be a room to improve 
the capturing capability of the method for sharper de-
tails and better measuring effects near the open bound-
ary. The length of time for 3D reconstruction is another 
concern. Although the existing rate of 30 000 points 
per second in 3D reconstruction is acceptable in most 
applications, it can be further heightened by means of 
parallel computation and code optimization. On the 
basis of this article, subsequent work is under way on 
the data processing inclusive of data redundancy elimi-
nation, marker corruption alleviation, measurement 
fusion, and mesh smoothing/optimization etc.  
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