Context. We present the analysis of the baryonic content of 52 X-ray luminous galaxy clusters observed with Chandra in the redshift range 0.3 -1.273. Aims. Our study aims at resolving the gas mass fraction in these objects to place constraints on the cosmological parameters Ωm, ΩΛ and the ratio between the pressure and density of the dark energy, w. Methods. We deproject the X-ray surface brightness profiles to recover the gas mass profiles and fit a single thermal component to the spectrum extracted from a region around the cluster that maximizes the signal-to-noise ratios in the observation. The measured values of the gas temperature are used to evaluate the temperature profile with a given functional form and to estimate the total gravitating mass in combination with the gas density profiles. These measured quantities are then used to statistically estimate the gas fraction and the fraction of mass in stars. By assuming that galaxy clusters are representative of the cosmic baryon budget, the distribution of the cluster baryon fraction in the hottest (Tgas > 4 keV) systems as a function of redshift is used to constrain the cosmological parameters. We discuss how our constraints are affected by several systematic effects, namely the isothermality, the assumed baryon fraction in stars, the depletion parameter and the sample selection. Results. By using only the cluster baryon fraction as a proxy for the cosmological parameters, we obtain that Ωm is very well constrained at the value of 0.35 with a relative statistical uncertainty of 11% (1σ level; w = −1) and a further systematic error of about (−6, +7)%. On the other hand, constraints on ΩΛ (without the prior of flat geometry) and w (using the prior of flat geometry) are definitely weaker due to the presence of greater statistical and systematic uncertainties (of the order of 40 per cent on ΩΛ and greater than 50 per cent on w). If the WMAP 5-year best-fit results are assumed to fix the cosmological parameters, we limit the contributions expected from non-thermal pressure support and ICM clumpiness to be lower than about 10 per cent, also leaving room to accommodate baryons not accounted for either in the X-ray emitting plasma or in stars of the order of 18 per cent of the total cluster baryon budget. This value is lowered to zero for a no-flat Universe with ΩΛ > 0.7.
Introduction
Several tests have been suggested to constrain the geometry and the relative amounts of the matter and energy constituents of the Universe (see Peebles & Ratra 2003 and references therein) . A method that is robust and complementary to others is obtained using the gas mass fraction, f gas = M gas /M tot , as inferred from X-ray observations of clusters of galaxies. In this work, we consider two independent methods for our purpose: (i) we compare the relative amount of baryons with respect to the total mass observed in galaxy clusters to the cosmic baryon fraction to provide a direct constraint on Ω m (this method was originally adopted by White et al. 1993 to show the limitation of the standard cold dark
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Correspondence to: stefano.ettori@oabo.inaf.it matter scenario in an Einstein-de Sitter Universe), (ii) we limit the parameters that describe the geometry of the universe by assuming that the gas fraction is constant in time, as first suggested by Sasaki (1996) .
Starting from these pioneering works, many studies have followed this approach to constrain the cosmological parameters (White & Fabian 1995 , David et al. 1995 , Ettori & Fabian 1998 , Rines et al. 1999 , Roussel et al. 2000 , Allen et al. 2002 , Ettori, Tozzi & Rosati 2003 , Castillo-Morales & Schindler 2003 , Sadat et al. 2005 . We present here a revised and updated version of the work discussed in Ettori, Tozzi & Rosati (2003, Paper I) . The main differences with respect to Paper I are the following: (1) the present dataset contains 60 objects that spans homogeneously the redshift range between 0.06 and 1.27, whereas in the previous analysis 17 objects were selected, 9 at z < ∼ 0.1 and 8 at z > 0.7; (2) several assumptions on, e.g., the star mass fraction and the depletion parameter are tested against different measurements from observations and numerical simulations; (3) a more extensive analysis is performed to assess the systematics that affect our results on the constraints of the cosmological parameters.
The outline of our work is the following. In Section 2, we describe the cosmological framework that allows us to formulate the cosmological dependence of the cluster gas mass fraction. In Section 3, the dataset is presented and the physical quantities under examination are computed. The method based on using the gas mass fraction as a cosmological probe is discussed in Section 4. The results on the cosmological parameters are shown in Section 5, along with a discussion on their robustness against systematic effects. The summary of our findings and the conclusions are drawn in Section 6. Throughout this work, if not otherwise stated, we plot and tabulate values, with errors quoted at the 68.3 per cent (1σ) level of confidence, that are estimated by assuming H 0 = 70h 
The cosmological framework
We refer to Ω b as the baryon matter density, to Ω m as the total matter density (i.e. Ω m = Ω b + Ω c , where Ω c is the cold dark matter component), to Ω Λ as the dark energy density, that we consider both in its static and homogeneous form as a cosmological constant and with an equation of state varying with cosmic time as "quintessence" (e.g. Turner & White 1997 , Caldwell et al. 1998 ). All these densities are expressed in units of the critical density, ρ c = 3H 2 0 /(8πG), where H 0 is Hubble's constant and G is the gravitational constant. In our computation, we neglect (i) the energy associated with the cosmic radiation, Ω r ≈ 4.16 × 10 −5 (T CMB /2.726K) 4 , and (ii) any possible contributions from light neutrinos, Ω ν h 2 70 = m ν /45.5eV, that is expected to be less than 0.01 for a total mass in neutrinos, m ν , lower than 0.62 eV (see, e.g., Hannestad & Raffelt 2006) . Therefore, we adopt the Einstein equation in the form Ω m + Ω Λ + Ω k = 1, where Ω k accounts for the curvature of space. From, e.g., Carroll, Press & Turner (1992, cf. eq. 25) , we can then write the angular diameter distance as
where d lum is the luminosity distance, S(ω) is sinh(ω), ω, sin(ω) for Ω k greater than, equal to and less than 0, respectively. In addition, we define
The above equations (i) do not include the evolution with redshift of the radiation component, Ω r (1 + z) 4 , that at z ≈ 1 is about 1.4 × 10 −3 and therefore negligible in the overall budget, (ii) consider the dependence upon the ratio w between the pressure and the energy density in the equation of state of the dark energy component (Caldwell, Dave & Steinhardt 1998 , Wang & Steinhardt 1998 ). Hereafter we consider both a pressure-todensity ratio w constant in time that implies λ(z) = (1 + z) 3+3w and a simple parameterization of its evolution with redshift (e.g. Rapetti et al. 2005 , Firmani et al. 2005 w(z) = w 0 + w 1 z 1 + z .
In particular, the case of a cosmological constant requires w = −1.
The dataset
We consider the sample of 52 galaxy clusters at z > 0.3 presented in Balestra et al. (2007;  see Table 1 ). The preparation, reduction and analysis of this dataset is described below.
As local measurements, we consider the sample of 8 objects at a redshift between 0.06 and 0.23 with a gas temperature higher than 4 keV described in Vikhlinin et al. (2006; see Table 2 ). We use the best-fit results of the gas temperature and density profiles obtained by adopting the same functional form that is applied in the present analysis to reproduce the ICM properties of the high−z sample. The gas and total mass profiles are then recovered for both the local and the z > 0.3 sample with the same method described at the end of this section.
The histogram of the redshift distribution of the two samples is shown in Fig. 1 .
The only criterion adopted for the selection of these objects is the availability of good exposures with Chandra of hot, massive, relaxed galaxy clusters over a significant redshift range. No selection effect is expected to occur in the application of the gas mass fraction method once the clusters are selected to ensure (i) the use of the hydrostatic equilibrium equation to recover the total mass (round, relaxed objects are required for that), and (ii) a negligible contribution from non-gravitational energy in the region of interest to allow the use of cross-calibration with numerical simulations, such as the estimate of the depletion parameter (the selection of hot, massive systems dominated energetically by gravitational collapse satisfies this condition).
We have considered only Chandra exposures of the clusters listed in Table 1 . Data reduction is performed using the CIAO 3.2 software package with a recent version of the Calibration Database (CALDB 3.0.0) including the correction for the degraded effective area of ACIS-I chips due to material accumulated on the ACIS optical blocking filter at the epoch of the observation. We also apply the time-dependent gain correction 1 , which is necessary to adjust the "effective gains", which drifts with time due to an increasing charge transfer inefficiency (CTI). The detailed procedure of data reduction is described in Balestra et al. (2007) .
A single thermal component (XSPEC model mekal; Arnaud 1996) absorbed by the Galactic column density is fitted to the spectrum extracted from a circular region with radius R spec (see Table 1 ) around the cluster chosen to maximize the signal-to-noise ratio once the contaminating point sources are masked. The only free parameters in the spectral fit are the temperature, the normalization and the metallicity with respect to the abundance table from Grevesse & Sauval (1998) here assumed as the reference. These temperature measurements are on average 3 per cent higher than the values obtained by assuming the standard metallicity table of Anders & Grevesse (1989) .
We assume that galaxy clusters are spherically symmetric gravitationally bound systems. We deproject the X-ray surface brightness to obtain the electron density profile, n e (r), by correcting the emissivity by the contribution from the outer shells moving inwards. We consider the profiles from the deprojection of the background-subtracted surface brightness S, with error ǫ S , up to the radial limit, R spat , beyond which (S/ǫ S ) < 2. The gas density profiles, normalized to the critical density at the cluster's redshift, are shown in Fig. 2 . We note that the average Table 2 . Properties of the local cluster sample from Vikhlinin et al. (2006) . Column (1): name; column (2): adopted redshift; column (3): best-fit spectral temperature; column (4): R 500 ; column (5): gas mass fraction within R 500 . A cosmology of (H 0 , Ω m , Ω Λ ) = (70 km s −1 Mpc −1 , 0.3, 0.7) is adopted here.
Cluster z kTgas R500 fgas keV kpc (< R500) A133 0.057 4.15 ± 0.07 1027 ± 38 0.087 ± 0.006 A1795 0.062 6.10 ± 0.06 1320 ± 47 0.108 ± 0.006 A2029 0.078 8.46 ± 0.09 1419 ± 32 0.128 ± 0.007 A478 0.088 7.95 ± 0.14 1398 ± 62 0.125 ± 0.011 A1413 0.143 7.38 ± 0.12 1377 ± 49 0.112 ± 0.007 A907 0.160 5.96 ± 0.08 1149 ± 32 0.129 ± 0.006 A383 0.188 4.80 ± 0.12 983 ± 34 0.129 ± 0.007 A2390 0.230 8.90 ± 0.17 1489 ± 50 0.147 ± 0.009 Fig. 1 . Redshift distribution of the clusters in the whole sample (dashed region) and of the selected hottest objects (shaded regions).
profile measured in local (z < 0.3) clusters is definitely more peaked than the ones observed at higher redshift, with a central gas density that is a factor of 2 higher than in systems at 0.3 < z < 0.6 and almost a factor of 5 higher than in objects at z > 0.6. This follows recent evidence that cooling cores, at relativly higher central density, preferentially form later in time (e.g. Santos et al. 2008 , Ettori & Brighenti 2008 . To estimate the gas and total mass profiles, we fit the electron density profiles with a functional form adapted from Vikhlinin et al. (2005) :
Fig. 2.
Radial gas density profiles in units of the critical density at the cluster redshift. Green, black and red lines indicate objects at redshift < 0.3, 0.3 − 0.6 and > 0.6, respectively. The bottom panel shows the ratio (and relative dispersion) of the mean density profiles observed in the redshift range 0.3 − 0.6 (green line) and z > 0.6 (red line) with respect to the local profile.
The number of free parameters is reduced according to the number of datapoints N dat available, in the following order of priority: a 5 = 3 (always), a 6 = 1.2 (when 6 ≤ N dat < 8, otherwise free to vary between 0 and 2.5), a 4 = 0.6 (when N dat = 5), a 3 = 0 (when N dat ≤ 4). The best-fit parameters that reproduce the electron density profiles up to the outer radial limit R spat are quoted in Table 1 . All the electron density profiles and the best-fit lines are shown in Fig. A.1 .
The total and gas masses are then evaluated at R ∆ = R 500 that describes the sphere within which the cluster overdensity with respect to the critical density is ∆ = 500. This value of overdensity is maintained fixed in all the cosmologies studied and at any redshift. Under the assumption of isothermality, we calculate therefore
where 1.155 is the value associated to a cosmic mix of hydrogen and helium with 0.3 times solar abundance in the remaining elements with a relative contribution that follows Grevesse & Sauval (1998) , µ = 0.600 is the corresponding mean molecular weight, m u = 1.66 × 10 −24 g is the atomic mass unit and ρ c,z is the critical density at redshift z and is equal to 3H Fig. 3 . Ratios between the maximum radial extension in the gas density profile, R spat , and R 500 (diamonds) and the extraction radius of the circular region used to map the object in the spectral analysis, R spec , and R 500 (dots). The dashed and solid lines show the average values of these ratios, R spat /R 500 and R spec /R 500 respectively, in bins of ∼10 objects.
R spat /R 500 and of R spec /R 500 as a function of redshift is shown in Fig. 3 .
All the errors are determined at 1σ confidence level from the 16th and 84th percentile of the distribution of the values obtained by repeating the calculations 1000 times after a new surface brightness profile and gas temperature are considered by selecting normally-distributed random values according to the original measurements and their relative errors. A new total mass profile is then estimated and new R 500 and gas mass measurements are obtained by following equations 5.
Our estimates of the gas fraction rely upon the determination of the total gravitating mass obtained under the assumption of an isothermal gas. To check the effect of the presence of a temperature profile on the measured total mass and, hence, gas fraction, we assume the expression for the temperature profile that Vikhlinin et al. (2006) showed to reproduce well the temperature gradients in nearby relaxed systems:
where x = r/R 500 and the factor 1.23 comes from equations 8 and 9 in Vikhlinin et al. (2006) . Starting from the value of R 500 measured under the assumption of isothermality, we calculate (i) the temperature gradient, (ii) the total mass using the hydrostatic equilibrium equation (M tot ∝ T (r) × r × d log(n e T )/d log r) and (iii) a new estimate of R 500 . The calculations are repeated until R 500 , that is evaluated from the total mass profiles and adopted in equation 6, converges. This happens after 2-6 iterations. At the newly estimated R 500 , we measure the gas and total masses. We find that introducing a temperature profile decreases R 500 by 7 per cent, on average, and increases f gas (< R 500 ) by about 16 per cent with respect to the estimates obtained under the assumption of isothermality. The changes induced in the determination of R 500 and of f gas are shown in Fig. 4 . As a reference, for (h 70 , Ω m = 1 − Ω Λ ) = (1, 0.3), in the overall sample of 52 objects at z > 0.3, we measure f gas,500 = (0.106, 0.113, 0.044) (median / mean / dispersion), when a gas temperature profile is assumed, and (0.096, 0.099, 0.043), when a constant kT is adopted.
In the following analysis, we make use of the estimates obtained with a temperature profile to limit the cosmological parameters for the case of reference, and leave to the discussion on the systematics the case with a constant temperature.
Comparison with previous work
We compare our results with recent determinations of the gas mass fraction obtained from a similar X-ray dataset. Allen et al. (2008) presented an extensive cosmological study which uses the gas mass fraction in 42 hot (kT > 4 keV) relaxed clusters. When we consider the 16 objects in common with the present work, the mean (dispersion) of the ratios of the estimated f gas at R 2500 between their measurements and our estimates obtained by assuming a temperature profile is 1.14(0.24). Also within the scatter observed in this small sample used for comparison is the ratio between the spectroscopic measurements of the gas temperature (T Allen /T this work = 1.06, r.m.s = 0.17).
We recall here that our gas temperatures are measured in spectra obtained to maximize the signal-to-noise ratio, including the contribution from the core emission. Any cool component in the core is expected to bias downwards the emissionweighted cluster temperature. We have checked the statistical effect of this bias by considering the sample of 90 clusters with temperatures > 4 keV for which Maughan et al. (2007) obtained from Chandra observations a measure of the temperature both in the range (0 − 1)R 500 and in the range (0.15 − 1)R 500 . We obtain a mean T 0.15−1 /T 0−1 of 1.01, with a dispersion of 0.14, suggesting that, even though on average a cool core does not significantly affect the cluster temperature, the scatter in the distribution of the measured temperatures can be high.
Overall, these results suggest that some systematics (e.g., the background subtraction, the energy range adopted for spectral fitting; see discussion in Appendix of Balestra et al. 2007) , of the order of 10-20 per cent and comparable to the mean statistical error of 10 per cent, affect the estimates of the global temperatures. These uncertainties propagate also to the measurements of the gas mass fraction. To assess the role of these errors on the robustness of our constraints, we investigate in Sect. 5.4 how our results depend upon the sample selected according to the measured relative error on the gas mass fraction, an error that is propagated from the uncertainties on T gas .
The cluster gas fraction as cosmological probe: the method
We start with a grid of values for the cosmological parameters we want to investigate, specifically Ω m and Ω Λ or w. We compute then
In the above equation, we use the following definitions:
. Changes in estimates of R 500 and f gas once the temperature profile in eq. 6 is assumed. Median relative error bars are shown.
1. f bar = f gas + f cold , where the gas mass fraction f gas is directly measured from our X-ray observation and depends upon the cosmological parameters through the an-
3/2 (see Fig. 5 for the relative dependence upon different cosmologies), while the mass fraction in cold baryons, f cold = M cold /M tot , is estimated statistically as described in the next subsection; 2. the error on f bar , ǫ bar , is the sum in quadrature of the uncertainties on f gas , f star and on the assumed value of Hubble's constant H 0 (see below) propagated through the following dependence: f gas ∝ H analysis from Komatsu et al. (2008) , is in agreement with their final result of H 0 = 70.1±1.3 km s −1 , but is marginally in conflict with the value of H 0 = 62.3 ± 1.3(random) ± 5.0(systematic) km s −1 Mpc −1 recently determined from Type Ia supernovae calibrated with Cepheid variables in the nearby galaxies that hosted them (Sandage et al. 2006 ). We make use of these estimates of H 0 in section 5, where we discuss the robustness of our cosmological constraints.
For a set of cosmological parameters {Ω m , Ω Λ , w}, the gas mass, the total mass and the critical density ρ c,z are evaluated by considering all their cosmological dependencies. A new gas fraction for each cluster in the selected sample is then estimated at the fixed overdensity of ∆ = 500 following equations 5.
The stellar mass fraction
The stellar mass fraction, f star = M star /M tot , cannot be computed individually for each single object for which most of the information of, e.g., the luminosity function of many clusters at medium and high redshift is lacking. Therefore, a statistical approach is generally used by estimating f star as a function of other observed quantities for which it has been possible to confirm a robust correlation on a small and local sample of galaxy clusters.
From the measurements of the optical luminosity and Rosat X-ray surface brightness in Coma, White et al. (1993) found f star = 0.18(±0.05)f gas . Arnaud et al. (1992) quote f star = 0.17(±0.03)f gas when their values are converted using a massto-light ratio for stars in the V band of 6(M/L) ⊙ (see also Voevodkin & Vikhlinin 2004 ). Similar results have been obtained from Fukugita, Hogan & Peebles (1998) by estimating the global budget of cosmic baryons. In the following analysis, we will refer to these very similar recipes as f star,W = 0.18(±0.05)f gas .
Lin, Mohr & Stanford (2003) use the near-infrared light as a tracer of the total stellar mass within cluster galaxies. They find a good correlation between the stellar mass fraction obtained from the K-band luminosity function measured using the Two Micron All Sky Survey (2MASS) data and X-ray properties of 27 nearby systems. Considering that their results apply to all the sample that spans a gas temperature between 2 and 9 keV and that they rely on total mass estimates obtained from scaling relations taken from the literature, we use their measurements of M star and their assumed T gas to recover an empirical relation valid for the clusters with T gas > 4 keV that we will consider in our analysis. We obtain that, for these 10 very massive clusters, the ratio M star,500 /T 1.5 gas is almost independent of the temperature itself and is equal to 5.09(±1.73) × 10 12 M ⊙ (5 keV)
(weighted mean and dispersion after propagation of the errors on both M star,500 , for which we assume the relative error on the estimates of the luminosity, and T gas ). The estimated stellar masses are then added to the measured gas masses to evaluate the total baryon mass. We will refer to f star,L to indicate this method calculating the stellar contribution to the total baryon budget. An additional component of the cold baryon budget is the intracluster light (ICL) at very low surface brightness, making the total cold baryonic content of galaxy clusters equal to f cold = f star + f ICL . Numerical simulations (e.g. Willman et al. 2004 , Murante et al. 2004 suggest that the ICL mostly originates from the merging processes taking place during the assembly of massive cluster galaxies. Consistently with observational results for the Virgo cluster (Feldmeier et al. 2004 ), simulations predict f ICL ≈ 0.2f star in lower mass systems, with an increasing fraction up to f ICL ≈ f star in 10 15 M ⊙ clusters (e.g. Lin & Mohr 2004 ). Gonzalez, Zaritsky & Zabludoff (2007) have presented a census of the baryons in local systems with total masses in the range 6 × 10 13 M ⊙ − 10 15 M ⊙ . Including the ICL luminosity well mapped within 300 kpc, but probably underestimated in the outskirts if there is any significant contribution at larger radii, they found a well defined correlation between the stellar mass fraction and the total mass at ∆ = 500 in the form of f cold = (0.009 ± 0.002)(M 500 /10 15 M ⊙ ) −(0.64±0.13) . Recently, Lagana et al. (2008) discussed in detail the baryonic content of five massive galaxy clusters, including an ICL contribution. They conclude that the stellar-to-gas mass ratio within R 500 anti-correlates slightly with the gas temperature and can be expressed through the relation
where T gas is measured in keV. For clusters with T gas > 4 keV, that is one of our selection criteria, f cold /f gas < 0.12. These values lie on the lower end of the stellar mass distribution presented in the above-mentioned work, whereas f star,W represents an upper limit. However, considering that the analysis has been performed self-consistently for the baryonic component for a sample of massive galaxy clusters that well fit the properties of the objects studied in our work, we adopt this correlation between f cold and f gas and propagate the estimated 20% uncertainty on the f cold value. As a reference, for (h 70 , Ω m = 1 − Ω Λ ) = (1, 0.3), we obtain for the selected sample of massive objects f cold,500 = (0.091/0.090/0.027)f gas,500 (median / mean / dispersion; see Fig. 6 ) which represents about 10% of the total cluster baryon budget (see discussion in Section 5.5).
We study further the effect of (i) a different recipe to evaluate f star and (ii) the possibility of a larger, up to 20 per cent, contribution of the ICL, when we discuss the robustness of our results to some systematic errors in Sect.5.4.
The depletion parameter
The depletion parameter b = f bar /(Ω b /Ω m ) indicates the amount of cosmic baryons that are thermalized within the cluster potential. When measured over well-representative regions of a galaxy cluster, this value tends to be lower than unity because not all the accreting shock-heated baryons relax within the dark matter halo. However, the depletion parameter can presently only be inferred from numerical simulations, where both the input cosmic baryons are known and the amount of them accreting into the cluster dark matter halo can be traced. For instance, Eke, Navarro & Frenk (1998) find in their smoothed particle hydrodynamics non-radiative simulations that the gas fraction within R vir is, on average, 87 per cent of the cosmic value. On the other side, recent work with grid-based numerical codes estimates that a larger amount of baryons are captured in the cluster potential (e.g. Kravtsov, Nagai & Vikhlinin 2005) . In a set of SPH and Eulerian simulations of a single cluster presented in the Santa Barbara Comparison Project, Frenk et al. (1999) measure at the virial radius b = 0.92 ± 0.07. In Ettori et al. (2006), we analyze the b parameter in a set of four massive (M 200 > 10 15 h −1 M ⊙ at z = 0) galaxy clusters simulated by using the Tree+SPH code GADGET-2. We consider here the distribution of the values of b(< R 500 ) measured in two sets of hydrodynamical simulations, one with gravitational heating only, the other including radiative processes, such as cooling and star formations with feedback provided from weak winds (Fig. 7) . We measure b(< R 500 ) = 0.874 ± 0.023 at z = 0 and b(< R 500 ) = 0.947 ± 0.037 at z = 1 in the first set, and b(< R 500 ) = 0.920 ± 0.026 at z = 0 and b(< R 500 ) = 0.961 ± 0.028 at z = 1, when cooling and feedback are considered. If we average over the redshift range 0-1, we obtain b(< R 500 ) = 0.940 ± 0.023, or, by fitting a polynomial at 1st order in redshift, b(< R 500 ) = 0.923(±0.006)+ 0.032(±0.010)z.
Considering that the four objects under consideration reached M 200 > 10 15 h −1 M ⊙ at z = 0 after they accreted mass by a factor 2-6 from z = 1, we adopt two values for the depletion parameter, encompassing the results of our simulated dataset (see Fig. 7 ):
b 500 = 0.874 ± 0.023,
that is related to the most massive systems, subjected only to the gravitational heating, in the studied simulation and, thus, particularly appropriate for the high-temperature objects that are analyzed in the present work over radial regions, beyond their cores, where radiative processes (like cooling, star formation, stellar feedback) are not expected to influence significantly the ICM physiscs;
that is the quantity measured when all the simulated dataset are considered over the redshift range of interest.
Results on the cosmological parameters
We measure the gas mass fraction at R 500 in 52 z > 0.3 objects with a median relative error ǫ gas of 36 per cent (1σ). In the local sample, the relative error is about 6 per cent.
In the following analysis, we focus on the most massive objects present in our sample to work under the ideal hypothesis that the physics of the X-ray emitting plasma is only determined by the gravitational collapse. To define a sample of massive systems whose baryon content is expected to be representative of the cosmic budget, we select the 49 objects at z > 0.3 with T gas > 4 keV (see Fig. 1 and Table 1 ). We also consider the 8 galaxy clusters with T gas > 4 keV in the local sample of Vikhlinin et al. (2006; see Table 2) 5.1. Constraints on Ω m and Ω Λ We assume hereafter that Ω b h 2 70 = 0.0462 ± 0.0012, H 0 = 72 ± 8 km s −1 Mpc −1 , b 500 = 0.874(±0.023) and f cold = (0.18 − 0.012T gas ) f gas , with an associated 20 per cent relative error (at 1σ level). From the estimated mean gas mass fraction within R 500 of 0.11 (see Sect. 3), the resulting matter density parameter is expected to measure (see eq. 7)
To make extensive use of the information present in the gas mass fraction distribution, we minimize eq. 7 for a grid of values of {Ω m , Ω Λ } that satisfy the condition Ω m + Ω Λ + Ω k = 1 (w = −1). We obtain the best-fit results presented in Fig. 8 and 
The total χ 2 is 58.9 for 57 − 2 degrees of freedom (see Fig. 10 ). These results change slightly once the recent determination of Hubble's constant, H 0 = 62.3 ± 1.3(random) ± 5.0(systematic) km s −1 Mpc −1 by Sandage et al. (2006) , is adopted. With a χ 2 = 66.5, we obtain Ω m = 0.37
More stringent results are obtained when tighter constraints on Hubble's constant provided with a joint-fit with the cosmic microwave temperature anisotropies are considered. For example, by using the best-fit values from WMAP 5-year data analysis by Komatsu et al. (2008;  H 0 = 70.1 ± 1.3 km s −1 Mpc −1 , Ω b = 0.0462 ± 0.0015; labelled "WMAP5" in Table 3 ), we obtain Ω m = 0.32
but with a χ 2 = 148.9 mainly due to the propagation of the relative error on the Hubble's constant value that is smaller than in our reference case (2 per cent vs. 11 per cent). 
Constraints on the equation of state of the dark energy
We investigate the constraints that the cluster baryon fraction can place on the equation of state of the dark energy, w = P/ρ, where P and ρ are the pressure and density of the dark energy component, respectively. We consider both the case w =constant and w = w(w 0 , w 1 ) as in equation 3. We present our reference results in Fig. 9 . Under the assumption of a flat Universe (Ω m + Ω Λ = 1), the best-fit values for our reference model are (χ 2 = 58.9; 1σ level of confidence on one single parameter): 
No significant limits are obtained for an evolving w (see eq. 3), with w 0 = −1.0 +0.7 −0.7 and no constraints at 1 σ level on w 1 in the range (−3, 3) .
Similarly to the case for Ω Λ , changes in the assumed prior distributions induce appreciable differences in the central values of the best-fit parameters. As shown in Fig. 11 , these differences are however always within 2σ for w, even in the most extreme cases, e.g. not considering the local (z < 0.3) objects or including in the analysis only the hottest (kT > 8 keV) clusters. For the measurements of Ω m , the behaviour is the same as discussed in the previous section.
Do the data require Ω Λ > 0 ?
Considering our best-fit results presented in Section 5.1, we obtain that Ω Λ > 0 with a significance in the range 1 − 3.6σ (see, e.g., Table 3 ). In particular, for our reference case (Fig. 8) , our dataset requires a ∆χ 2 of about 1 when Ω Λ is fixed to zero (see Fig. 10 ). Therefore, the baryonic mass fraction in galaxy clusters alone can only provide marginal evidence for a no null contribution from a dark energy component. This contribution is mainly due to the assumption that the gas mass fraction does not evolve with redshift in the "correct" cosmology. We can write it as
where f gas,i and ǫ gas,i are the single gas mass fraction measurements with the relative errors, f gas and ǫ f are the mean and the error on the mean of the f gas,i values. In Fig. 8 , the likelihood contours are overplotted on the best-fit results. From these plots, it is possible to appreciate the different role played by the two assumptions made to define the "correct" cosmology: while the condition that the gas fraction is constant with look-back time marginally influences the value of Ω m but, at the same time, significantly tilts the contours favouring an Ω Λ > 0 for Ω m ∼ 0.35, the condition that the cluster baryonic fraction is representative of the cosmic value has the greatest statistical weight, collapsing the probability around the best-fit value of Ω m ≈ 0.35.
Robustness to systematic errors
In this section, we investigate how our cosmological constraints are affected by potential systematic errors. To evaluate this, we repeat the analysis described in the previous sections and apply it to several different subsets defined by changing one of the criteria adopted for the selection of the reference sample of 57 hot galaxy clusters. First of all, we do not observe any dependence of f gas on both temperature and metallicity in our reference sample: once objects with T gas > 4 keV are selected, the Spearman's rank correlation is about 0.1 implying an underlying correlation significant at less than the 1σ confidence level.
Moreover, we notice that the estimated gas mass fraction within R 2500 is about 75 per cent of the value measured at R 500 (mean and standard deviation after 1000 bootstrap resampling = 75 ± 2; median = 73 per cent), confirming its increased value outwards.
As shown in the plots of Fig. 11 (and summarized in Table 3 ), the largest uncertainties are related to the assumed prior on the temperature profile. By using the values obtained by assuming an isothermal ICM (seef gas in Table 1) , and applying the method described in Section 4, we obtain (total χ 2 = 75.5;
and ( 
The total χ 2 shows a significant increase (∆χ 2 = 17), suggesting a poorer representation of the distribution of f gas and pointing out the necessity for a robust and reliable determination of (Komatsu et al. 2008) . All the errors are at the 1σ level. The number of clusters that meets the selection criteria and the total χ 2 are indicated in the top panel.
the temperature profiles in galaxy clusters, possibly out to the region where the gas mass fraction measurements are more representative of the cluster baryon content (r > ∼ R 2500 ≈ 0.3R 200 ). The assumption on the stellar mass fraction does not significantly affect the estimates of the cosmological parameters. As discussed in Section 4.1, the stellar mass fraction that we adopt here from Lagana et al. (2008) lies on the lower end of the distribution available in the literature. By assuming instead f cold /f gas = 0.18, independently from the cluster mass, as generally done in similar work (e.g. Ettori et al. 2003 , we measure a decrease in Ω m by about 9 per cent (see case labelled "f star,W ").
To select our sample of 57 clusters, we have applied only the selection criterion of T gas > 4 keV to consider only the most massive systems for which the ICM physics should be mostly determined by the process of gravitational collapse.
Once we add the further criterion that the relative uncertainty on the gas mass fraction values has to be lower than 0.5 (ǫ gas /f gas < 0.5), the sample is reduced to 41 objects and the good fit obtained (χ 2 = 34.6) provides marginally looser constraints on the cosmological parameters, but in better agreement with WMAP 5-year limits. On the other hand, when very hot systems (T gas > 8 keV) are considered, the sample is reduced to only 22 objects and estimates of Ω Λ consistent with zero are obtained. Similar constraints are obtained when the local (z < 0.3) 8 clusters are excluded due to the insensitivity of the geometrical part of the method to the dark energy component at high redshift.
In our selection, we do not consider the morphological aspect of the cluster. To study this effect, we have considered the measurements of the centroid shift for the 43 objects in common with the sample of 90 clusters analysed by Maughan et al. (2007) with T gas > 4 keV. We consider as relaxed objects the 18 clusters with a centroid shift lower than the median value of 1.18 × 10 −2 measured over the entire sample of 115 clusters (see their Table 2 ). These 18 objects are part of the first sample, labelled cen 0 . A second sample, cen 1 , includes the 16 objects for which an estimate of the centroid shift is not available, for a total number of 34 clusters. Through these two samples, we obtain very similar results, with a relativly larger (smaller) contributions from the dark energy (matter) component compared to the reference values.
Overall, we can attribute a systematic relative error of about ±5 per cent to the most robust cosmological constraint, Ω m . It is estimated by considering the standard deviations of the values plotted in Fig. 11 and summarized in Table 3 around our best-fit reference value of Ω m = 0.35. Similarly, we associate a systematic uncertainty of (−0.25, +0.30) to our best-fit value Ω Λ = 0.59 (about 45 per cent) and a relative systematic uncertainty of (−25, +34) per cent to our best-fit value of w = −1.1.
The reverse situation: the baryon distribution in X-ray galaxy clusters after WMAP 5-year
In the previous sections, we have looked at the best-fit cosmological parameters that better reproduce the observed distribution of the cluster baryonic mass fraction. We now reverse the the problem, by fixing the cosmological parameters to the values suggested from the analysis of the anistropies in the cosmic microwave background and investigating the average physical properties of the baryons in our X-ray luminous galaxy clusters.
Given the above measurements of the cluster gas and total masses, and the estimated contribution from the stellar component, we can estimate the relative distribution of baryons in galaxy clusters assuming that the cosmology is defined in its components from best-fit results obtained after the WMAP 5-year release (Dunkley et al. 2008 ), combined in a joint analysis with supernovae Type Ia data and Baryon Acoustic Oscillations constraints (see Komatsu et al. 2008 ). In the present work, we follow the analysis described by Ettori (2003) and update the results discussed there.
We estimate the relative contribution of the cluster baryons to the cosmic value (Ω b /Ω m ) WMAP = 0.165 ± 0.009, where the best-fit results after the WMAP 5-year release are considered (H 0 = 70.1 ± 1.3 km s −1 Mpc −1 , Ω m = 1 − Ω Λ = 0.279 ± 0.013, Ω b = 0.0462 ± 0.0015; see Table 1 in Komatsu et al. 2008) . We correct our baryon fractions by the depletion parameter with consistent results both when we use b =constant and b = b(z). In the panel on the left of Fig. 12 , we show the mean values (after 1000 bootstrap resamplings) of the ratios between the mass fractions in hot / cold / the remaining baryons and the cosmic value equals to
The requirement for the presence of other baryons apart from the hot, X-ray emitting component and the cold, stellar phase can be explained by either (i) an underestimate by a factor of 3 of the mass fraction in the form of cold baryons, or (ii) an underestimate by about 20 per cent of f gas .
Recently, McCarthy, Bower & Balogh (2007) obtained similar results by combining f gas profiles collected from the literature, and corrected for (i) stellar mass contributions, (ii) violations of the hydrostatic equilibrium equation and (iii) the depletion parameter, with the WMAP 3-year results (Spergel et al. 2007) , concluding that the most likely explanation is that Ω m must lie in the range 0.28 − 0.47, i.e. up to 70 per cent larger than the best-fit from the WMAP 5-year analysis.
We emphasize, however, that our conclusion on a no null contribution from other baryons not accounted for in X-ray emitting plasma and cold stars and intracluster light is drawn mainly from fixing the cosmological parameters to the results of the analysis after the WMAP 5-year release that strongly support a flat Universe solution. On the other hand, our best-fit results seem to suggest either a higher Ω m value or, if Ω m from the WMAP 5-year constraints is adopted, a higher (lower) Ω Λ (w) value, lowering the requested amount of f ob (see panel on the right in Fig. 12 ).
Moreover, by assuming that the WMAP 5-year data provide the "correct" cosmology and, thus, fixing (H 0 , Ω m = 1 − Ω Λ ) to those values, we can attempt to limit the contribution of other effects that can further bias the estimates of the gas mass fraction. Among these, we consider the level of the ICM clumpiness (e.g. Mathiesen et al. 1999 ) and the presence of nonthermal pressure support (e.g. Dolag & Schindler 2000) . To weigh their contribution, we look for a minimum χ 2 in the parameter space {α, C}, where α = P Non−thermal /P thermal is the ratio, assumed constant in time and space, between a pressure of non-thermal origin and the pressure of the ICM and C = (< n 2 gas > / < n gas > 2 ) 0.5 is a measure of the clumpiness of the ICM which is observed in brightness as an average value of the square of the gas density < n 2 gas >. These two parameters affect the gas mass fraction estimates through propagation of corrections on the total and gas masses in a degenerative way: M tot,new = (1 + α)M tot,old , M gas,new = M gas,old /C and, thus, f gas,new = f gas,old /[C(1 + α)]. The net effect is thus to further reduce the gas mass fraction value. Adding this to the indication that the WMAP 5-year cosmology does not account for the observed baryon census will further increase the measured discrepancy. Indeed, we obtain that, at a 3σ level of confidence with 2 degrees of freedom, our gas mass fraction measurements within R 500 in a WMAP 5-year concordant Universe constrain α < 0.13 and C < 1.01 (the best-fit results require α = 0 and C = 1).
Conclusions
We study the baryonic content in 52 X-ray luminous galaxy clusters observed with Chandra in the redshift range 0.3 -1.273. We include in the sample the measurements of 8 objects with kT gas > 4 keV lying in the redshift range 0.06-0.23 presented in Vikhlinin et al. (2006) . We adopt the same functional form to estimate the gas density and temperature profiles to recover the gas and total mass radial distribution. We estimate statistically the average contribution from cold baryons in stars and intracluster light to the total baryonic budget of each cluster. By using the baryonic content determined in this way, we have investigated the robustness of the cosmological constraints provided from the cluster baryon fraction alone.
We show that the a-priori knowledge of the cosmic baryon density Ω b and the Hubble constant H 0 are essential to place significant limits in the Ω m − Ω Λ /w plane. In particular, the determination of their central values are required to avoid the introduction of systematic differences in the estimate of the cosmological parameters. This systematic bias cannot be corrected by simply enlarging the error bars on the assumed central values, but need a definitive input from other sources (for instance, CMB measurements, type Ia supernovae data or primordial nucleosynthesis calculations; see, e.g., Allen et al. 2008) .
We find that the gas mass fraction measured in our subsample of 57 hot (T gas > 4 keV) galaxy clusters, in combination with a Hubble's constant value of H 0 = 72 ± 8 km s
and Ω b h We discuss in detail the systematic effect on our best-fit constraints originating from (i) the stellar mass fraction component, expected to be of the order of 0.1 − 0.2f gas , (ii) the redshift dependence of the depletion parameter b, (iii) the isothermality of the ICM. The latter effect, in particular, increases the total χ 2 by 17 and shifts the best-fit values by about 15 per cent, pointing out the necessity for a robust and reliable determination of the temperature profiles in galaxy clusters, possibly out to the region where the gas mass fraction measurements are more representative of the cluster baryon content (r > ∼ R 2500 ≈ 0.3R 200 ).
By fixing the cosmological parameters to the values from the WMAP 5-year data analysis, we limit the contributions expected from non-thermal pressure support and ICM clumpiness to be lower than about 10 per cent. Otherwise, there is room to accommodate baryons not accounted for either in the X-ray emitting plasma or in stars in the order of 18 per cent of the total cluster baryon budget. However, this value is lowered to zero once a no-flat Universe is allowed, as suggested from the cluster gas mass fraction distribution alone.
Bearing in mind that the f gas method to constrain the cosmological parameters is not self-consistent and needs a strong apriori knowledge of both the Hubble constant value and the cosmic baryon density, we conclude that it offers well proven and reliable results on Ω m (relative statistical error at 1σ of ∼11%, with a further systematic effect of ±5%), whereas it presents weakness in terms of the assumptions on the astrophysics involved when applied to investigate the dark energy issue. On the other hand, this method provides a complementary and independent constraint of the parameter space investigated from planned dark energy experiments (e.g. Rapetti et al. 2008 ; see also Linder 2007 for a more pessimistic view) and should be supported for this application. Properties of the z > 0.3 cluster sample described in Balestra et al. (2007) . Column (1): name; column (2): adopted redshift; column (3): best-fit gas temperature within R spec ; column (4): best-fit parameters of the gas density profile in equation 5 fitted over the radial range 0 − R spat ; column (5): outer radius R spat where the signal-to-noise ratio is above 2; column (6): radius R spec of the circular region adopted in the spectral fit; column (7-8): R 500 and f gas estimated by assuming the temperature profile in eq. 6; column (9-10): R 500 and f gas estimated by assuming a constant temperature equal to kT gas . A cosmology of (H 0 , Ω m , Ω Λ ) = (70 km s −1 Mpc −1 , 0.3, 0.7) is adopted here.
Cluster z kTgas (a0, a1, a2/10 −3 , a3, a4, a6) Rspat Rspec R500 fgasR500fgas keV kpc kpc kpc (< R500) kpc (< R500) Table 3 . Best-fit results and 1σ (∆χ 2 = 1) errors of the cosmological parameters constrained in our analysis under different assumptions. The quoted constraints are obtained for each parameter after marginalization. In Fig. 11 , the same constraints are plotted and the number of clusters in the sample and the total χ 2 are indicated. The single samples are discussed in Sect. 
