Abstract. In this paper we prove uniform Hausdorff and packing dimension results for the images of a large family of Markov processes. The main tools are the two covering principles in [59] . As applications, uniform Hausdorff and packing dimension results for self-similar Markov processes, certain classes of Lévy processes, stable jump diffusions and non-symmetric stable-type processes are obtained. Let X = {X(t), t ∈ R + } be a stable Lévy process in Blumenthal and Getoor [7] obtained the Hausdorff dimension of the image set X(E), namely,
Preliminaries
Fractal properties of Brownian motion and more general Lévy processes have been studied extensively. We refer to the recent books of Mörters and Peres [45] , Schilling and Partzsch [53] , Böttcher, Schilling and Wang [8] , the survey papers [55, 59] , and more recent articles [28, 31, 37] for further information.
Let X = {X(t), t ∈ R + } be a stable Lévy process in R d of index α (0 < α ≤ 2). For any Borel set E ⊆ R + = [0, ∞), Blumenthal and Getoor [7] obtained the Hausdorff dimension of the image set X(E), namely,
where dim H denotes Hausdorff dimension; see Falconer [13] , or [45, 55, 59] for the definitions and properties of Hausdorff measure and Hausdorff dimension. Result (1.1) has been extended and strengthened in various directions by many authors; see [55, 59] and the references therein for a historical account and information on development on (mostly) Lévy processes. In particular, Hawkes and Pruitt [18, Theorem 4 .1] established a uniform version of (1.1): If X is a strictly stable Lévy process of index α in R d and d ≥ α, then there exists a single null probability event outside of which (1.1) holds simultaneously for all Borel sets E ⊆ R + . The first such uniform dimension result was due to Kaufman [24] for planar Brownian motion (i.e., α = 2 and d = 2). A short and easily accessible redaction of Kaufman's original argument can be found in [53] . Such uniform dimension results are useful in many situations because it allows E to be a random set (cf. [4, 45] for some applications). Perkins and Taylor [47] further proved uniform Hausdorff and packing measure results for strictly stable Lévy processes. As a consequence, they proved a packing dimension analogue of [18, Theorem 4.1] : If X is a strictly stable Lévy process of index α in R d and d ≥ α, then with probability 1, (1.2) dim P X(E) = α dim P E for all Borel sets E ⊆ R + , where dim P denotes packing dimension (cf. e.g., [13, 45, 55, 59] ). Note that, a strictly α-stable Lévy process is self-similar with index H = 1/α, and is an important representative among self-similar processes and random fractals.
In recent years, there has been increasing interest in constructing and studying moreMarkov process. In this section, we weaken the conditions of Lemmas 8.1 and 8.2 in [59] and provide proofs. The following lemma is useful for proving upper bounds for the Hausdorff and packing dimensions of the image of a Markov process. Its proof is a modification of that of Lemma 3.1 in [18] , and we provide it for the sake of completeness. Moreover, in Proposition 3.1 below, we will provide a convenient way to verify condition (2.1).
Lemma 2.1. Let X = {X(t), t ∈ R + , P x } be a time homogenous strong Markov process in R d . Let {t n , n ≥ 1} be a sequence of positive real numbers such that ∞ n=1 t p n < ∞ for some p > 0, and let C n be a class of N n intervals in R + of length t n with log N n = O(1)| log t n |. If there is a sequence {θ n } of positive numbers such that for all x ∈ R d ,
where K 1 and δ are some positive constants, then there exists a positive integer K 2 , depending on p and δ only, such that, with P x -probability one, for n large enough, X(I) can be covered by K 2 balls of radius θ n whenever I ∈ C n .
Proof. Let I ∈ C n and write it as I = [a, a + t n ]. Let τ 0 = a and, for all j ≥ 1, define τ j = inf{s > τ j−1 : |X s − X τ j−1 | > θ n }, with the convention inf ∅ = ∞. It is easy to see (2.2) {X(I, ω) cannot be covered by k balls of radius θ n } ⊆ {τ k − τ 0 ≤ t n }.
Moreover, by the strong Markov property and (2.1),
Using the above argument recursively, we obtain that for all n ≥ 1,
Define events
A k n := ∃ I ∈ C n such that X(I, ω) cannot be covered by k balls of radius θ n . Since log N n = O(1)| log t n |, i.e., there exist positive constant C, such that N n ≤ Ct −C n , as k is large enough (say, δk − C ≥ p), we obtain from (2.3) that
Hence, the Borel-Cantelli lemma yields the desired result. The proof is complete.
For obtaining lower bounds for the Hausdorff and packing dimensions of the image of a Markov process, one can apply the following lemma. Observe that the condition (2.4) is significantly weaker than (8.7) in Lemma 8.2 in [59] (which is usually satisfied only if X is transient) and is easier to verify (see (3.15) 
below).
Lemma 2.2. Let X = {X(t), t ∈ R + , P x } be a time homogenous strong Markov process in R d . Let {r n , n ≥ 1} be a sequence of positive numbers with ∞ n=1 r p n < ∞ for some p > 0, and let D n be a class of N n balls (or cubes) of diameter r n in R d with log N n = O(1)| log r n |. If, for every constant T > 0, there exists a sequence {t n } of positive numbers and constants K 3 and δ > 0 such that
then there exists a constant K 4 , depending on p and δ only, such that, with P x -probability one, for n large enough, X −1 (B) ∩ [0, T ] can be covered by at most K 4 intervals of length t n , whenever B ∈ D n .
Proof. Let B ∈ D n and assume B = B(z, rn 2 ) for some z ∈ R d since the diameter of B is r n . Let τ 0 = 0 and, for any k ≥ 1, define
with the convention inf ∅ = ∞. It is easy to see
which implies
can be covered by k intervals of length t n .
Hence
By the strong Markov property, (2.4) and the fact that X(τ k−1 ) ∈ B as τ k−1 ≤ T , we obtain
By iterating the above argument, we obtain
Define the events
Since log N n = O(1)| log r n |, i.e., there exists a positive constant C such that N n ≤ r −C n for all integers n, we see that for k large enough (say, δk − C ≥ p),
Hence, the conclusion of Lemma 2.2 follows from the Borel-Cantelli lemma.
Main result
The objective of this section is to establish uniform Hausdorff and packing dimension results for the images of a time homogeneous Markov process X = {X(t), t ≥ 0, P x } with values in R d . For any Borel set A in R d , denote by P (t, x, A) := P x (X t ∈ A) the transition probability of X. We state the following assumptions, where (A1) will be used for deriving uniform upper bounds, and (A2) or (A3) for uniform lower bounds.
(A1) There is a constant H > 0 such that for any γ ∈ (0, H), there exist constants C > 0, η > 0 and t 0 ∈ (0, 1) such that for all x ∈ R d and 0 < t ≤ t 0 ,
(A2) There is a sequence of vectors of non-negative numbers J = {(ε n , ζ n ), n ≥ 1} such that ε n → 0 and ζ n → 0 as n → ∞, and has the following property (for simplicity of notation, we omit the subscript n): For any (ε, ζ) ∈ J and constant T > 0, there exist positive constants C 1 , C 2 , and r 0 ≤ 1 such that for all 0 < r ≤ r 0 , x, y ∈ R d with |y − x| ≤ r, and all 0 < t ≤ T ,
(A3) We strengthen (A2) by further assuming that (3.3) holds for all t > 0.
Condition (A2) is quite general due to the flexibility in choosing arbitrarily small constants ε and ζ, in order for (3.2) and (3.3) to hold. This condition can be satisfied by a large class of Markov processes such as those with a bounded transition density and an approximate scaling property; see Section 4 for some interesting examples. (A3) is slightly stronger than (A2), which is needed for our subordination argument in proving Theorem 3.3 below in the critical case of 1 = Hd.
Condition (A1) is less obvious. In the following, we give a sufficient condition for it to hold. For any h ≥ 0 and a > 0, similar to Manstavičius [44] , we consider the function
where B(x, a) c = {y ∈ R d : |y − x| ≥ a}. The function h → α(h, a) carries a lot of information about regularity properties of the sample paths of the Markov process X. For example, Kinney [32] showed that if for each fixed a > 0, α(h, a) → 0 as h → 0 then the sample function X(t) is almost surely cadlag; and if α(h, a) = o(h) as h → 0 for every fixed a > 0 then the sample function X(t) is almost surely continuous. See Manstavičius [44] and the references therein for further information. For a given constant H > 0, a Markov process X is said to belong to the class M(H) if there exist positive and finite constants C, β, h 0 and a 0 , depending on d and H only, such that the following property holds: For all h ∈ (0, h 0 ) and a ∈ (0, a 0 ) such that ha −1/H < 1, we have
Condition (3.5) is the same as (1.1) in Manstavičius [44] for the class M(β, γ) with γ = β/H. We mention that [54, Corollary 5.10] proved that the solution of certain SDE driven by a Lévy process belongs to the class M(1, γ) of Manstavičius [44] for suitable choice of γ, thus derived a result on the γ-variation of the solution.
The following sufficient condition for (A1) is often convenient to use (cf. Theorem 4.1 below). Proposition 3.1. Let X = {X(t), t ∈ R + , P x } be a separable, time-homogeneous Markov process taking values in R d . If X belongs to the class M(H), then for any ε ∈ (0, 1) and γ ∈ (0, H), X satisfies (3.1) with η = β(1 − γ H ). Proof. We make use of the following Ottaviani-type inequality (cf. Gikhman and Skorohod [14, page 420], or Manstavičius [44] ): For all x ∈ R d , all h > 0 and a > 0 such that α(h, a/2) < 1,
For any γ ∈ (0, H), it follows from (3.6) with a = h γ and (3.5) that for h small enough,
This proves the proposition.
Most examples given in Section 4 are Lévy or Lévy-type processes. For these processes, the maximal tail probability P x sup s∈[0,t] |X s − x| ≥ r in (3.7) has been studied by several authors. Pruitt [49] established an upper bound for the maximal probability for a general Lévy process in terms of its Lévy measure. Schilling [52] and Böttcher et al. which can be applied to verify (A1) for Lévy-type processes. We remark that Kühn [40, Lemma 3.2] has proved recently that the inequality (3.8) still holds if t is a stopping time, with the t on the right-hand side replaced by E(t). We thank the referee for pointing out these results to us. Proposition 3.2. Let X = {X(t), t ≥ 0} be a Lévy-type process with a symbol q(x, ξ) :
where for each fixed
is a symmetric positive semidefinite matrix and ν(x, dy) is a measure on
Our main theorem of this paper is the following uniform Hausdorff and packing dimension result for the images of X. 
Proof. We will only prove the Hausdorff dimension result (3.9). The proof of (3.10), which is based on the connection between packing dimension and upper box-counting dimension (cf. [13] ), is similar and hence omitted. The proof of is divided into two parts. Namely, we prove the upper and lower bounds for dim H X(E), respectively.
Part 1 (Uniform upper bound).
By the σ-stability of Hausdorff dimension (cf. [13] ), it suffices to consider Borel sets E ⊆ [0, L] for all fixed integers L. For simplicity, we take L = 1 in this proof. Let γ ∈ (0, H) be a constant, t n = 2 −n and
By Condition (A1) we get that for all
Thus, by Lemma 2.1, with probability one under P x , as n is sufficiently large, X(I) can be covered by K 2 balls of radius θ n := t γ n for all intervals I ∈ C n .
Let χ = dim H E. Then, for any δ > 0, there exists a sequence of intervals
We choose n i so that
is contained in at most two intervals of C n i . Consequently, X(F i ) can be covered by 2K 2 balls of radius θ n i , which are denoted by B i,1 , ..., B i,2K 2 . Hence,
Further observe that, by using (3.11), we have
Part 2 (Uniform lower bound). In order to prove
we will treat the two cases (i) 1 < Hd and (ii) 1 = Hd separately. We observe that the inequality in (3.12) follows from the following claim: For all
by taking F = X(E). Moreover, by the σ-stability of Hausdorff dimension, (3.13) is equivalent to: For all constants T > 0 and all integers m = 1, 2, ..., (3.14)
Hence, in order to prove (3.12) for the case (i), it suffices to prove (3.14) for all fixed constant T > 0 and positive integer m. This will be done by using the covering principle in Lemma 2.2. Recall that in case (i) we assume (A2) holds. Specifically, (3.2) and (3.3) hold for all 0 < t ≤ 2T . By applying [58, Proposition 2.1], which is an extension of Theorem 1.1 in [25] , we get
In order to estimate the denominator of (3.15), we assume without loss of generality that 0 < t ≤ T /2. For any y ∈ R d with |y − x| ≤ r ≤ r 0 , we use (3.2) in (A2) to get
On the other hand, since 1 < Hd, we choose (ε, ζ) ∈ J such that ε and ζ are small enough so that 1 < (H + ζ)(d − ε). By using (3.3) in (A2) we derive that for any t > r 1/(H+ζ) ,
We combine the above with (3.15) to see that for all x ∈ R d , r > 0 and t > r 1/(H+ζ) ,
Now we proceed to prove (3.14) for the case 1 < Hd. 
, where each j i is an integer and
Fix a constant γ ∈ (0, 1/H) and then choose ε > 0 and ζ > 0 sufficiently small such that (ε, ζ) ∈ J and
This is possible since (d − 1 H )(1 − γH) > 0. Let r n = 2 −n and t n = 2 −γn , further choose n large enough so that r n ≤ r 0 . Notice that t n > r 1/(H+ζ) n . By (3.16) we verify that for all
Hence, Lemma 2.2 implies that there is an integer K 4 such that with P x -probability one, for all n large enough (say, n ≥ n 0 ) and all dyadic cubes B ∈ D m n , X −1 (B) ∩ [0, T ] can be covered by at most K 4 intervals of length t n = 2 −γn .
For any Borel set
Since, for every i, X −1 (B i ) ∩ [0, T ] can be covered by K 4 intervals I ij of length t n i = 2 −γn i , we see that
γ . Letting γ ↑ 1/H and θ ↓ dim H F yields (3.14) and, thus, (3.12) for the case 1 < Hd.
Finally we prove (3.12) for the case 1 = Hd by making use of a "subordination argument" that is similar to that in Hawkes [16] (see also Pruitt [48] ).
Let τ = {τ t , t ≥ 0} be a stable subordinator with stability index ρ ∈ (0, 1), and independent of the process X. Consider the Markov process Y = {Y t , t ≥ 0} defined by Y t = X(τ t ). It is easy to see {Y t , t ≥ 0} is a time-homogeneous strong Markov process. Denote the transition probability of Y byP (t, x, A) := P x (Y t ∈ A). We claim that, if (A3) holds, thenP (t, x, A) satisfies Condition (A2) with H replaced by H/ρ. Consequently, because 1 < Hd/ρ, we can apply the conclusion of the first part to the process Y .
More specifically, we now verify the following claim under assumption (A3):
(A2 ′ ) We can find a sequence J ′ = {(ε ′ , ζ ′ )} of arbitrarily small numbers with the following property: For any (ε ′ , ζ ′ ) ∈ J ′ and A > 0, there exist positive constants C 3 and C 4 such that for all 0 < r ≤ r 0 (as in (A2)), x, y ∈ R d with |y − x| ≤ r and 0 < t ≤ A, To verify (A2 ′ ), we denote, for all t > 0, the density function of τ t by p τt . Then the self-similarity of τ t implies p τt (s) = t
Consequently, we can make use of Condition (A3) to estimateP t, y, B(x, r)). Recall that J = {(ε, ζ)} is the sequence in (A2).
On one hand, for any constant A > 0, we apply (3.2) with T ≥ 2A 1/ρ to derive that for any x, y ∈ R d with |y − x| ≤ r, 0 < r ≤ r 0 and 0 < t ≤ A, we havẽ
It is easy to see that when r 1/(H−ζ) > t 1/ρ ,
where we have used that fact that T t −1/ρ ≥ T A −1/ρ ≥ 2 for all 0 < t ≤ A and the last integral is positive since the density p τ 1 (s) is positive for s > 0. Then, (3.22) and (3.23) imply (3.19) with ε ′ = ε and ζ ′ = ζ.
On the other hand, similarly to (3.21), we use (3.3), which is now assumed to hold for all t > 0, to derive that for any x ∈ R d , 0 < r ≤ r 0 and t > 0, SinceP (t, y, B(x, r)) ≤ 1, in order to verify (3.20), we only need to consider the case when r 1/(H+ζ) ≤ t 1/ρ . If (H + ζ)(d − ε) < 1, then by the boundedness of the density function p τ 1 (·), i.e., sup 0<s≤1 p τ 1 (s) ≤ M for some M > 0, we obtain that
The last integral is convergent at 0 because (H + ζ)(d − ε) < 1 and at infinity because p τ 1 (s) ∼ 
where C ′ 2 is a finite constant and, again, the last integral is convergent. The case of (H + ζ)(d − ε) = 1 can be treated in the same way, and (3.26) still holds with an extra factor of log( r 1/(H+ζ) t 1/ρ ) in the first term on the right hand side, which can be absorbed by choosingε below slightly bigger. However, for simplicity, we ignore this case because one may choose J = {(ε, ζ)} so that (H + ζ)(d − ε) = 1 for all (ε, ζ) ∈ J.
Notice that, when 1 = Hd, we can write
. It follows from (3.25) and (3.26) that for r 1/(H+ζ) ≤ t 1/ρ , (3.27)P (t, x, B(x, r)) ≤ C r t (H+ζ)/ρ d−ε ′ for some finite constant C, where ε ′ = max{ε,ε}. Thus we have verified (3.20) with ε ′ = max{ε,ε} and ζ ′ = ζ. Moreover, because 0 < t ≤ A, the inequality in (3.19) remains valid (with a modified constant C 3 ) if we take ε ′ = max{ε,ε}. Thus, Condition (A2 ′ ) has been verified.
Because of Condition (A2 ′ ) and the fact that Hd ρ > 1, we can apply the above uniform lower bound result in the case of Hd > 1 to Markov process Y to obtain
It follows that, with probability 1, for all Borel sets E ⊆ [0, ∞),
where B = {t : τ t ∈ E} = τ −1 (E). Even though both dim H X(E) and dim H B in (3.28) are random, they are determined by two independent processes X and τ , respectively. Hence we have
where · ∞ is the L ∞ (P)-norm in the underlying probability space. (A more illustrative way for deriving (3.29) is to use the setting of product probability space. Namely, we assume that X is defined on Ω, τ is defined on Ω ′ , then Y is defined on Ω × Ω ′ and (3.28) holds for almost all (ω, ω ′ ). One can see that (3.29) follows from (3.28) and Fubini's Theorem.) Recalling from Hawkes [17] that
Letting ρ ↑ 1 yields (3.12) for the case 1 = Hd. This completes the proof of Theorem 3.3.
Examples
Theorem 3.3 is applicable to a wide class of Markov processes. In this section, we provide some examples which include self-similar Markov processes, Lévy processes, stable jump diffusion processes and non-symmetric stable-type processes.
4.1. Self-similar Markov processes. The class of H-self-similar (H-s.s.) Markov processes with values in [0, ∞) was introduced and studied by Lamperti [42] , who used the term "semi-stable" instead of "self-similar". The H-s.s. Markov processes on R d or R d \{0} were investigated by, in chronicle order, Kiu [ We recall the definition of H-self-similar processes. Let (E, B) denotes
+ with the usual Borel σ-algebra, {e} is a point attached to E as an isolated point. Ω denotes the space of all functions ω from [0, ∞) to E ∪ {e} having the following properties:
(i) ω(t) = e for t ≥ τ , where τ = inf{t ≥ 0 : ω(t) = e};
(ii) ω is right continuous and has a left limit at every t ∈ [0, ∞). Let H > 0 be a fixed constant. A time homogeneous Markov process X = {X(t), t ≥ 0, P x } with state space E∪{e} is called H-self-similar (H-s.s.) if its transition probability function P (t, x, A) satisfies
The constant H is called the self-similarity index of X. Condition (4.1) is equivalent to the statement that for every constant r > 0 the P x -distribution of {X(t), t ≥ 0} is equal to the P r H x -distribution of {r −H X(rt), t ≥ 0}. Important examples of self-similar Markov processes include strictly α-stable Lévy processes which are 1/α-s.s., the Bessel processes which form exactly the class of 1/2-s.s. diffusions on (0, ∞) (see [50] ). More examples of H-s.s. Markov processes can be found in [42, 15, 33, 57, 58] .
In this section, we take E = R d and assume the following two conditions:
(B1) There exist positive constants β, C and a 1 such that
for all x ∈ R d and a > a 1 .
(B2) For any ε > 0 small, there exist positive constants C 1 and C 2 such that for all r > 0 and x, y ∈ R d with |x − y| ≤ r, we have
The following theorem provides a uniform version for the Hausdorff dimension result in [43] .
Theorem 4.1. Let X = {X(t), t ∈ R + } be an H-s.s. Markov process in R d that satisfies conditions (B1) and (B2). If 1 ≤ Hd, then for all x ∈ R d , with P x -probability one,
Proof. It is sufficient to verify that Conditions (A1) and (A3) are satisfied. It follows from (4.1) and (4.2) that for any t > 0, x ∈ R d and a > 0,
. Hence X belongs to the class M(H). It follows from Proposition 3.1 that Condition (A1) is satisfied. For verifying (A3), we apply (4.1) again, together with the first inequality in (4.3) , to see that for all t, r > 0 and x, y ∈ R d with |x − y| ≤ r,
Similarly, we have
Thus, Condition (A3) is satisfied with J = {(ε n , 0)}, where ε n ↓ 0 can be taken arbitrarily. Therefore the conclusion of Theorem 4.1 follows from Theorem 3.3.
Lévy processes.
A stochastic process X = {X(t), t ≥ 0} on a probability space (Ω, F, P), with values in R d , is called a Lévy process, if X has stationary and independent increments, t → X(t) is continuous in probability and P{X(0) = 0} = 1. It is well known that for t ≥ 0, the characteristic function of X(t) is given by
where, by the Lévy-Khintchine formula,
and a ∈ R d is fixed, Σ is a non-negative definite, symmetric, (d × d) matrix, and L is a Borel measure on R d \ {0} that satisfies
The function ψ is called the characteristic or Lévy exponent of X, and L is the corresponding Lévy measure. The characteristic exponent ψ plays very important roles in studying the Lévy process X and many sample path properties of X can be described in terms of ψ. We also note that ℜ ψ(ξ) ≥ 0, and
Notice that, if X is symmetric (i.e., X and −X have the same law), then its Lévy exponent ψ(ξ) is a nonnegative function. A Lévy process X in R d is called a stable Lévy process with index α ∈ (0, 2] if its Lévy measure L is of the form (4.7)
L(dx) = dr r 1+α ν(dy), ∀ x = ry, (r, y) ∈ R + × S d , where S d = {y ∈ R d : |y| = 1} is the unit sphere in R d and ν(dy) is an arbitrary finite Borel measure on S d . Stable Lévy processes in R d of index α = 1 are also called Cauchy processes. It follows from (4.6) and (4.7) that the Lévy exponent ψ α of a stable Lévy process of index α ∈ (0, 2] can be written as
where the pair (M, A 0 ) is unique, and the measure M, which depends on ν in (4.7), is called the spectral measure of X. See Samorodnitsky and Taqqu [51, pp.65-66].
Remark 4.2. Due to the space-homogeneity of Lévy processes, Theorem 3.3 and its proof can be simplified. Firstly, we assume the following simpler conditions:
(A2 ′′ ) For any ζ > 0 and T > 0, there exist positive constants C 1 , C 2 , r 0 ≤ 1 such that for all 0 < t ≤ T and 0 < r ≤ r 0 ,
We strengthen (A2 ′′ ) by assuming additionally that (4.9) holds for all t > 0.
It is clear that the inequalities in (4.8) and (4.9) imply Condition (A2) with J = {(0, ζ n )}, where ζ n is an arbitrary sequence with ζ n ↓ 0 as n → ∞. Secondly, instead of (3.15), we use directly Theorem 1.1 in [25] to get
Note that, due to the space-homogeneity of X, the denominator in the right hand side of (4.10) is simpler that that in (3.15) . One can check that a slightly modified version of (3.16) holds under condition (A2 ′′ ). Hence, for a space-homogeneous Markov process that satisfies (A1), the conclusion of Theorem 3.3 still holds under either 1 < Hd and (A2 ′′ ); or 1 = Hd and (A3 ′′ ). We will use this modified version of Theorem 3.3 to Lévy processes.
As we mentioned earlier, for a Lévy process X = {X(t), t ∈ R + }, many of its sample path properties are characterized by the analytic or asymptotic properties of its characteristic exponent ψ(ξ). In order to determine the Hausdorff and packing dimension of X(E), we will make use of the following conditions: (B3) There is a constant α ∈ (0, 2] such that the following hold:
(i) If 0 < α < 2, then for every ζ ′ ∈ (0, 2 − α) we have
where K 5 ≥ 1 and τ are positive and finite constants.
(ii) If α = 2, then for any ζ ′ ∈ (0, 2),
(B4) In addition to (B3), we assume that the left inequalities in (4.11) and (4.12) hold for all ξ ∈ R d . Now we are ready to state and prove the following theorem, which extends the uniform Hausdorff and packing dimension results of Hawkes [16] , Hawkes and Pruitt [18] , Perkins and Taylor [47] for stable Lévy processes to a class of symmetric Lévy processes.
Theorem 4.4. Let X = {X(t), t ∈ R + } be a symmetric Lévy process in R d with exponent ψ(ξ). We assume either (i) 1 < αd and (B3) hold; or (ii) 1 = αd and (B4) hold. Then with probability one,
Proof. This theorem is a consequence of Theorem 3.3 and Remark 4. In order to verify Conditions (A1), we apply Proposition 3.2. For any fixed γ ∈ (0, 1/α), there exists ǫ 0 ∈ (0, 2 − α) such that γ(α + ǫ 0 ) < 1. By (3.8), we know that for t ∈ (0, 1] small enough,
Since 1 − γ(α + ǫ 0 ) > 0, we see that Conditions (A1) holds with η = 1 − γ(α + ǫ 0 ).
In order to verify Condition (A2 ′′ ) under (4.11), we use an argument from Khoshnevisan and Xiao [27, 29] . For any r > 0, consider the nonnegative function
Its Fourier transform is given by
where a + = max(a, 0). Note that, for ξ ∈ B(0, r), we have 1
In light of (4.13), this implies 1l B(0,r) (ξ) ≤ 2 d ϕ r (ξ), where 1l A denotes the indicator function of the set A. On the other hand, if |ξ j | ≥ 2r for some j ∈ {1, . . . , d}, by (4.13), then ϕ r (ξ) = 0. Hence we have shown that for all ∀ξ ∈ R d , (4.14)
1l
. Integrating the first inequality in (4.14) with respect to ν t , the distribution of X(t), and using Parseval's formula yield
(4.15)
We split the last integral in (4.15) over B(0, τ ) = {ξ ∈ R d : |ξ| < τ } and its complement, respectively. For the first integral, we use the elementary inequality 1 − cos x ≤ x 2 (∀x ∈ R), to derive
For the second integral, we use (4.11), Parseval's formula and (4.14) to derive
In the above, µ t denotes the distribution of the isotropic stable law with characteristic function µ t (ξ) = e −K −1 5 t |ξ| α−ζ ′ and the last inequality follows from the boundedness and scaling property of the density function of µ t . Combining (4.15)-(4.17) we derive that, for all 0 < t ≤ T , (4.9) holds with H = 1/α and ζ = ζ ′ α(α−ζ ′ ) . Next we verify the lower bound in (4.8) . Letr = r/(2 √ d). It follows from (4.14) that
Again, we split the last integral over B(0, τ ) = {ξ ∈ R d : |ξ| < τ } and its complement, and use a similar argument as in (4.17) to obtain
It follows from (4.19) that we can choose a constant C 1 such that for all 0 < t ≤ T , the lower bound in (4.8) holds with H = 1/α and ζ = 
where the drift A and the spectral measure M on S d depend smoothly on x, see Theorem 3.1 of Kolokoltsov [38] for the precise conditions on A and M.
Following Kolokoltsov [38] , we call X a stable jump-diffusion. Roughly speaking, these are the processes corresponding to stable Lévy processes in the same way as the ordinary diffusions corresponding to Brownian motion.
Locally, the stable jump-diffusion X resembles a stable Lévy process, hence it is expected that a stable jump-diffusion has sample path properties similar to those of a stable Lévy process. Some of these properties such as the limsup behavior of X(t) as t → 0 have been established by Kolokoltsov [38, section 6] . Moreover, for every fixed Borel set E ⊆ R + , the Hausdorff dimension of the image set X(E) can be derived from Theorem 4.14 in Xiao [59] .
The following theorem proves a uniform Hausdorff and packing dimension result for stable jump diffusions. Theorem 4.6. Let X = {X(t), t ∈ R + , P x } be a stable jump-diffusion in R d with index α ∈ (0, 2] as described above. If α ≤ d, then for every x ∈ R d , P x -almost surely
hold for all Borel sets E ⊆ R + .
Proof. It follows from Theorem 6.1 of Kolokoltsov [38] that Condition (A1) holds for X with H = 1/α. On the other hand, Theorem 3.1 of [38] implies that (A2) with H = 1/α, ε = 0 and ζ = 0. Hence (4.21) follows immediately from Theorem 3.3.
Remark 4.7. We remark that one can also apply the inequality (3.8) to verify Condition (A1) for this case. By (1.9) of [38] , the symbol of the stable jump diffusion defined by (4.20) has the form:
Moreover, we assume that same conditions on A and M as in Theorem 3.1 in [38] , which contain • there exist positive constants C 1 and C 2 such that
• A is uniformly bounded in x, i.e. sup x∈R d |A(x)| < ∞, • A(x) ≡ 0 for α ≤ 1. Then, by (3.8), for any γ ∈ (0, 1/α), we have, for all x ∈ R d and t ∈ [0, 1],
This verifies Condition (A1) with η = 1 − γα.
4.4.
Non-symmetric stable-type processes. Let X = {X(t), t ∈ R + } be a pure jump process such that its infinitesimal generator has the following form:
where d ≥ 1, 0 < α < 2, and κ(x, z) is a measurable function on
and for some β ∈ (0, 1)
This class of Markov processes has been studied by [10, 11] , among others.
The following uniform dimension result is a consequence of Theorem 3.3.
Theorem 4.8. Let X = {X(t), t ∈ R + } be an non-symmetric α-stable-type Markov process defined above. If 1 < αd, then, for every x ∈ R d , P x -almost surely dim H X(E) = α dim H E and dim P X(E) = α dim P E (4. 22) hold for all Borel sets E ⊆ R + .
Proof. By [11, 22] , X t has a Hölder continuous transition density function p(t, x, y). Furthermore, for any T > 0, there exists a constant C > 1 depending on d, α, β, κ 0 , κ 1 , κ 2 , T such that for all t ∈ (0, T ], x, y ∈ R d , Then for all t ∈ (0, T ] and |y − x| ≤ r, P (t, y, B(x, r)) ≥ P 1 (t, y, B(x, r)) = P 1 (1, t Thus Condition (A2) holds.
Next, we verify the condition (A1). As in Remark 4.7 , this can be done by applying Proposition 3.2 and the fact that the symbol q of X has the form q(x, ξ) = |y| d+α dyds andÑ (X s− , dy, ds) = N (X s− , dy, ds) − ν(X s− , dy)ds is the compensated Poisson random measure.
Since α ∈ (0, 2), we can find some p satisfying 0 < p ≤ 1 and p < α < 2p. For some l > 0 and x ∈ R d , we define a smooth function f on R d by f (y) = (|y − x| 2 + l 2 ) p/2 , y ∈ R d , it is easy to check that for all x, y ∈ R d , |f (y 1 ) − f (y 2 )| ≤ |y 1 − y 2 | p . =: l p + I 1 (t) + I 2 (t) + I 3 (t). Thus Condition (A1) also holds. Hence, the conclusion of Theorem 4.8 follows from Theorem 3.3.
Remark 4.9. Notice that the estimate of transition density p(t, x, y) in (4.23) holds for any t ∈ (0, T ], which is sufficient to prove condition (A2). But for condition (A3), we need the estimate (4.23) holds for any t > 0. Hence the above theorem holds only for 1 < αd.
