limiting" (p. 613) and "argue [d] that a data-driven approach is necessary in biodiversity studies because of the complexity of ecological systems, particularly when viewed at large spatial and temporal scales" (p. 618).
The above approaches contrasted by Kelling and colleagues (2009) led to an asymmetric, apples-to-oranges comparison. Their data-driven approach is explicitly focused on hypothesis generation and selection (i.e., what hypotheses should be considered). Inferences about the degree of correspondence between their new hypotheses and natural processes would still be based on traditional approaches to hypothesis testing (Kelling et al. 2009 ). The traditional, knowledgedriven approach to science also includes the development of new hypotheses, but this development is based primarily on existing knowledge. This knowledge-based approach is then conditional on new or existing hypotheses and is focused on testing or discriminating among them.
We begin with a discussion of how scientists generate new hypotheses and then select which hypotheses they choose to test, because we view these issues as the real focus of Kelling and colleagues (2009) . We believe that data-driven and knowledge-driven approaches to hypothesis generation and selection are best viewed as complementary, in the sense that both approaches have the potential to produce useful hypotheses. However, finite time, effort, and resources require the investigator to determine the appropriate allocation of these resources. An optimal (or even informed) allocation of time and effort to these two approaches to hypothesis generation requires information about the costs and benefits of each approach. The parameters associated with likely T here is much yet to learn about the structure and dynamics of ecological systems, and the conservation of biodiversity depends on such knowledge. Given this challenge, what is the recommended approach to such learning? Kelling and colleagues (2009 ; also see Caruana et al. 2006 , Hochachka et al. 2007 ) answered this question by proposing a new paradigm for biodiversity studies. The basic outline of their recommendation is as follows: (a) Organize large amounts of data from multiple sources. (b) Analyze these data using automated, computer-based approaches designed to discover complex patterns. (c) Develop hypotheses about the processes that generated these patterns. Kelling and colleagues (2009) referred to this approach as data intensive science and claimed that it "allows scientists to analyze bigger and more complex systems efficiently" (p. 613). Kelling and colleagues (2009) contrasted this new (but see Tukey 1962 Tukey , 1977 paradigm with "more traditional approaches of hypothesis generation and experimental testing" (p. 613). These traditional approaches begin with an investigator armed with one or more hypotheses about how a system works. Models associated with these hypotheses are developed in order to make predictions. The investigator then focuses on collecting data that can be compared with predictions in order to test the single hypothesis or to discriminate among competing hypotheses. The resulting confrontation between data and model-based predictions leads to more or less confidence in associated hypotheses, depending on the correspondence of predictions and observations (Hilborn and Mangel 1997, Williams et al. 2002) . Kelling and colleagues (2009) referred to this approach as "inherently Forum benefits (e.g., probabilities of ultimate hypothesis utility) are characterized by such great uncertainty that we make no attempt to provide such guidelines. Instead, we follow the basic advocacy approach of Kelling and colleagues (2009) , posing the question in our title and providing our opinions about whether the new paradigm is really more likely than traditional approaches to be useful in generating hypotheses about how ecological systems work. Following this discussion of hypothesis generation and selection, we return to the topic of hypothesis testing and discrimination and consider some of the arguments posed by Kelling and colleagues (2009) about the limited utility of these knowledge-based approaches for the study of complex biological systems.
Hypothesis generation and selection
Kelling and colleagues (2009) advocated machine-learning methods with large amounts of data to discover complex patterns from which hypotheses could be developed. They argued the necessity of this approach for biodiversity studies, as opposed to "a more traditional knowledge-driven approach" (p. 618). Our view of a knowledge-based approach is one in which hypotheses selected for testing (a) come directly from existing scientific literature, (b) are deduced from hypotheses and theory in that literature, or (c) are deduced from whatever first principles or knowledge the investigator may have that is relevant to the focal system. The second and third sources involve the generation of new hypotheses.
Existing hypotheses. A stated goal of data-driven science is "the discovery of complex patterns" (p. 613), which can then be used as bases for hypothesis generation (Kelling et al. 2009) . A tenet of knowledge-driven science is that much can be learned by testing preexisting hypotheses. We remind the reader of the decades-old admonishment of Romesburg (1981) that investigations in wildlife science were being dominated by retrospective approaches in which investigators collected data and then developed stories about the processes that generated them. Such work was thus focused on hypothesis generation. Romesburg (1981) argued that hypotheses were not then in short supply and that scientists should be expending their efforts on the more useful task of discriminating among existing plausible hypotheses. Indeed, if we look at the ecological literature dealing with macroecology and species-distribution patterns (a focus of Kelling et al. 2009 ), we find books and reviews filled with interesting hypotheses that merit our efforts to test and discriminate (e.g., Brown 1995 , Brown et al. 1996 , Gaston and Blackburn 2000 , Gaston 2003 . Of course this does not mean that no important patterns remain to be discovered, and we argue below that such discovery is more likely to result from knowledge-based approaches focused on important scientific questions or conservation problems.
New hypotheses. For cases in which existing hypotheses are deemed inadequate (i.e., are not consistent with reality, as is judged from relevant tests and observations), the investigator must consider approaches to generate new hypotheses. Both the new paradigm and the traditional approaches described by Kelling and colleagues (2009) have very old conceptual bases in the processes of induction and deduction, respectively. In his essay published in 1919 in the German newspaper Berliner Tageblatt and devoted to the relative merits of inductive and deductive approaches, Einstein (translated in Adam 2000) described the basic step of the inductive method as follows: "Singular facts are chosen and grouped in such a way that the law of nature, which connects them, becomes evident" (pp. 34-35) However, Einstein then went on to indicate that this approach had not proven useful in scientific investigations: "The really great progress of natural science arose in a way [that] is almost diametrically opposed to induction" (Adam 2000, p. 35) . We share this view and will elaborate on this opinion.
With respect to the three basic steps of the new paradigm outlined by Kelling and colleagues (2009), we recognize the abilities to organize large amounts of data, to use computer algorithms to discover patterns in them, and even to then develop hypotheses about the processes that generated those patterns. However, there are potential difficulties with conducting these last two steps in ways that are not driven by existing knowledge. The ability to identify patterns, for example, requires some prior knowledge of what constitutes the absence of a pattern. The final step of the new paradigm-developing useful hypotheses about the processes that generate patterns-will virtually always be based on prior knowledge. In addition, although ecologists are very good at the generation of hypotheses, it can be very difficult to decide which hypotheses are worthy of strong consideration. This inherent problem can be characterized by a statement that has become known as Phaedrus's law: "The number of rational hypotheses that can explain any given phenomenon is infinite" (Pirsig 1974, p. 107) . If we are able to develop strong hypotheses (in the sense that they are likely to provide good approximations of reality) to explain a pattern, it will typically be because we have prior knowledge of or hypotheses about the studied system, not because the pattern itself somehow leads to viable hypotheses about its generating processes. But if we had such prior knowledge and hypotheses about the system in the first place, we would have used these to guide our search for patterns. As was noted by Einstein, "If, in fact, the researcher approaches things without any preconceived opinion, how could he even pick out facts from the immense abundance of complicated experience [that] are simple enough that the laws become apparent?" (Adam 2000, p. 35) .
Proponents of the new paradigm claim that this approach is necessary for studying complex systems with large numbers of variables and drivers (Kelling et al. 2009 ). However, it is not obvious at all to us why approaches based on pattern recognition should be more useful with systems that are especially large and complex. If anything, we would think that hypotheses and prior knowledge are even more Forum of reality). Let the members of one group be subjected to reasonable tests that result in discarding some hypotheses because they are clearly inconsistent with data (and reality). Using Popper's (1972) "natural selection of hypotheses" analogy, the latter group has undergone a process akin to mortality selection, with the result that remaining members of this group exhibit a higher average fitness than do the members of the initial group that has undergone no such selection. A randomly selected hypothesis from the tested group thus has a greater probability of being useful than a randomly selected hypothesis from the untested, new group. Most scientific disciplines recognize that existing, tested hypotheses have added value and merit documentation, and scientific books and journals bear testament to this view. Kelling and colleagues (2009) expressed the hope that their new methods would be useful for dealing with threats to biodiversity and developing science-based environmental policies. We believe that an interest in conservation should provide a means of further narrowing the focus of scientific investigations. For conservation, we are not just interested in the large set of newly generated or otherwise existing hypotheses about variation in species distribution patterns. Instead, we will probably focus on hypotheses about the sources of variation in species distribution patterns that are associated with human activities or that are potentially influenced by management actions. Indeed, the existence of prior hypotheses permits a formal valuation of different kinds of information for decisionmaking (e.g., Raiffa and Schlaifer 1961 , Williams et al. 2002 , Runge et al. 2011 , further sharpening our focus and increasing the efficiency of our data-gathering efforts. Our prior hypotheses are thus based on the explicit needs of conservation programs and provide an effective means of insuring appropriate focus of our science-in this case, on species conservation.
Hypothesis testing and discrimination
Kelling and colleagues (2009) contrasted their new paradigm with the more traditional "expert-centered" approach of hypothesis generation and experimental testing. They criticized the traditional approach as inadequate for dealing with complex problems of large scale. True manipulative experimentation requires the random assignment of treatments to replicate experimental units (Fisher 1947) and is widely recognized as leading to the strongest possible inferences. However, hypothetico-deductive approaches to science do not require experimentation. Frequently, true manipulative experiments cannot be conducted in ecology and conservation biology, for a variety of reasons. Manipulation, in the absence of randomization or replication or both, yields constrained designs that can be very useful, despite their yielding weaker inferences than true experiments (see, e.g., Green 1979 , Skalski and Robson 1992 , Nichols 2001 , Williams et al. 2002 . Observational studies, which lack any manipulations, can still yield relevant inferences, although there are two distinct approaches to inference with observational data-one primarily deductive important when complex systems are studied. Certainly, increased size and complexity translate to greatly increased numbers of potential patterns and require more diligence to separate out patterns that are either spurious (Cole 1957 , Anderson et al. 2001 or of little relevance to important ecological questions and conservation problems (Hand 2005) . At a minimum, the burden is on proponents of databased pattern recognition to demonstrate its superiority in the face of large size and great complexity. Faced with large numbers of patterns and hypotheses, it would seem that we should use any sort of prior knowledge that might help us sift through them and discard those that are unlikely to be plausible or useful.
The dynamics of nonlinear systems represent one area in which the difficulties in distinguishing random noise from the output of complex models are well known. Signals generated by purely stochastic processes can appear identical to those generated by a complex nonlinear system when they are viewed through the lens of certain data-analysis tools. Sugihara and May (1990) , for example, noted that a tailored stochastic process can mimic the patterns found in a given complex deterministic process. Indeed, a number of authors have since advocated careful hypothesis testing (the classical hypothetico-deductive approach) for distinguishing between these two potential explanations of the data (e.g., Stone 1992) . One wonders how much time has been devoted to looking for plausible hypotheses to explain the patterns in purely stochastic signals.
Hypothesis selection. Scientists therefore have the flexibility to select existing hypotheses to test or to develop new hypotheses. What sorts of considerations should be important to this decision? Science has long been viewed as a progressive endeavor (Fara 2009 ), a perspective that seems very sensible. A translation from Descartes (Lafleur 1960, p. 46) reads, "I hoped that each one would publish whatever he had learned, so that later investigations could begin where the earlier had left off." Indeed, it simply does not seem reasonable to try to conduct ecological investigations in a manner that explicitly ignores more than a century of ecological science. "Wish I didn't know now what I didn't know then" (Seger 1980) does not seem to be an appropriate attitude for a scientific investigator. The standard way to bring prior knowledge to bear on any problem is to develop hypotheses based on such knowledge, an approach that is consistent with Kuhn's (1962) "normal science." We do not deny the possibility of important patterns and hypotheses that do not emerge from prior knowledge, but we do not view methods that focus on their discovery as an efficient approach to increase existing knowledge.
A referee of this manuscript asked why an existing hypothesis that has been subjected to efforts to falsify it should merit more attention than a newly generated hypothesis. Consider two similar-sized groups of new (untested) hypotheses that have similar a priori chances of including a few useful hypotheses (i.e., they provide good approximations Forum and one primarily inductive. The deductive approach has been labeled prospective and requires prior specification of hypotheses that can be evaluated with the observational data (Nichols 2001 , Yoccoz et al. 2001 , Williams et al. 2002 . The inductive approach has been labeled retrospective (Romesburg 1981 , Nichols 2001 , Williams et al. 2002 and requires an examination of the observational data and subsequent development of hypotheses about the processes that generated them. We believe that the strength of inference for these approaches is typically governed by the following hierarchy: Manipulative experiments provide stronger inferences than constrained design manipulation, which provides stronger inferences than prospective observation, which in turn provides stronger inferences than retrospective observation (also see Nichols 2001 , Yoccoz et al. 2001 , Williams et al. 2002 . The first three approaches are consistent with knowledge-driven science and can lead to changes in the relative degrees of faith that we have in the prior hypotheses that were selected for investigation. The latter inductive approach can be useful for hypothesis generation, but we would be foolish to place much faith in the resulting new hypotheses because of the reality of Phaedrus' law.
The above inequality in strength of inference applies even when data are well suited to a retrospective observational approach. However, this approach to inference, unlike the others listed above, is characterized by a limited, at best, ability to tailor data collection to the intended data use. Indeed, Kelling and colleagues (2009) emphasized the ability of their data-driven approach to utilize observational data collected in diverse ways for diverse purposes. The existence of prior hypotheses in traditional, knowledge-driven approaches permits substantial increases in the strength of inference from study design. Design ensures that data-collection activities are tailored to the primary uses to which the data will be put. In the case of large-scale ecological processes, two important sources of variation in raw data, and hence two foci of design, are geographic sampling and detection (e.g., Lancia et al. 1994 , Yoccoz et al. 2001 , Thompson 2002 , Williams et al. 2002 . Because data can seldom be collected at all locations about which an inference is to be made, surveyed locations must be selected in ways that permit inferences about locations not surveyed and that permit inferences about the hypotheses of interest. Detection refers to the feature of most ecological sampling that all individuals of any species of interest that are present at a location are seldom detected in survey efforts at that location. Some fraction of individuals is nearly always missed, and many study designs include the collection of extra data to estimate this fraction or to otherwise permit inferences in the presence of nondetection. Raw data from ecological sampling programs are therefore a reflection of two processes-the design and sampling processes that include the determination of the surveyed locations and the method or methods of data collection-and true ecological processes that reflect actual variation in the distributions of individuals and species over space and time. Observational approaches that lack an appropriate design yield data that confound sampling and ecological processes, such that perceived patterns may be produced by one or both types of processes. For example, Hosseini and colleagues (2004) described a demographic and behavioral model to explain strongly seasonal dynamics in the apparent prevalence of mycoplasma infections in house finches (Carpodacus mexicanus) (Altizer et al. 2004 ). However, Faustino and colleagues (2004) , Jennelle and colleagues (2007) , and Conn and Cooch (2009) each found that the detection probability of house finches varied with the birds' disease state; in addition, there was a strong seasonality in the state-specific detection probabilities, which created uncertainty about the degree to which the apparent pattern reflected interesting biology or sampling uncertainty.
Even when survey design is not tailored to specific questions, it is very relevant to data analysis under a hypotheticodeductive approach. Statistical analyses must accommodate design issues (data-collection locations and methods) in order to yield inferences that are appropriate to the questions and quantities of interest. An absence of study design and a failure to accommodate design issues in data analysis create a problem, in that resulting raw data and the associated analytic results now represent complicated functions of sampling and ecological processes. For example, it will be difficult to determine whether a detected pattern is worthy of investigation, since it will reflect variation in surveyed locations and detection probabilities, as well as possible variation in animal numbers or occupancy. Indeed, it has been argued that patterns detected in data resulting from some volunteer-based monitoring programs reflect a mapping of survey effort rather than of quantities of ecological interest. Therefore, study design represents a strong advantage of studies focused on prior hypotheses. Even in the absence of tailored designs, issues associated with the locations and methods of data collection must be accommodated in analyses focused on ecological hypotheses and patterns. Once again, the identification of prior hypotheses and the associated quantities of interest permit such accommodation. Kelling and colleagues (2009) stated that their data-driven approach is well suited to large-scale studies and asserted that "collecting data for hypothesis-testing analyses, at the spatial and temporal scope needed, is logistically, financially, or ethically challenging and is most likely not feasible for one individual expert" (p. 613). Large temporal and spatial scope is certainly challenging, but no more so for knowledge-driven scientific approaches (which are, incidentally, frequently conducted by teams rather than by single individuals) than for data-driven approaches (e.g., Robbins et al. 1989 , Boulinier et al. 1998 , 2001 , Doherty et al. 2003 , Karanth KU et al. 2004 , Viljugrein et al. 2005 , Karanth KK et al. 2010 . A related claim is that omnibus monitoring programs that are not specifically directed at either prior scientific hypotheses or conservation decision problems are somehow more able to be large in geographic scale and more likely to be useful for exploratory analyses than their morefocused counterparts. Once again, this is a fallacy, since there Forum are no limits imposed on the scale of relevant hypotheses or conservation problems or on the kinds of analyses that can be conducted on data from focused monitoring in addition to the uses for which they are designed (Nichols and Williams 2006 ; also see below).
Concluding comments and recommendations
We very much agree with Kelling and colleagues (2009) that there is much left to learn about ecological systems and biodiversity, and we recognize that their data-driven approach may be capable of generating useful hypotheses. Our primary sources of disagreement are about whether hypothesis generation should be an area of emphasis at this time and, if so, whether pattern-recognition approaches are really likely to be as efficient and useful in this endeavor as knowledgebased approaches that build on over a century of ecological research. These sources of disagreement would not merit this discussion if there were no real consequence to deciding to take one approach or the other to the conduct of biodiversity science. But there are consequences to this decision. From a societal perspective, funding and effort that can be devoted to conservation are severely limited, which emphasizes the importance of how we allocate our resources as conservation scientists and managers. The steps described by Kelling and colleagues (2009) to acquire, properly organize, store, and then use observational data require substantial time, effort, and expense. Therefore, questions about the relative efficiency of data-driven versus knowledge-driven approaches are important. From the perspective of the individual scientist, professional life spans-and, therefore, lifetime lists of completed projects-are finite and relatively short. Research and conservation projects typically require several years, at least, to complete. Therefore, periodic decisions about what questions to address and how to address them are among the most important that an investigator ever makes. We believe that the ideas presented here deserve consideration in such decisions.
A substantial portion of the expense and effort associated with the data-intensive approach of Kelling and colleagues (2009) is associated with the acquisition, organization, synthesis, and storage of large amounts of observational data. One recommendation for reducing the cost and effort associated with their approach would be to focus their exploratory analyses on data collected for the conduct of knowledge-driven science (Nichols and Williams 2006) . We have advocated knowledge-driven research directed at discriminating among the numerous competing hypotheses that currently exist about the structure, function, and dynamics of ecological systems. This research requires analyses and, when possible, data-collection efforts that are guided by prior hypotheses. However, following inferences from such analyses, we can see a role for the strategic use of exploratory analyses directed at hypothesis generation. We believe that such exploratory analyses are most likely to be useful when they focus on hypotheses suggested by the original analysis. In particular, it seems sensible to explore new hypotheses that might explain deviations of data from the prior hypotheses being investigated, a common step in Kuhn's (1962) "normal science." We suggest that the presentation of such analyses belongs in discussion sections of scientific articles and should be clearly labeled as exploratory and directed at hypothesis generation. This recommendation would permit the data-driven analyses advocated by Kelling and colleagues (2009) , but the analyses would be based on data obtained as part of a program of knowledgebased science. As such, the utility of the data for addressing prior hypotheses would be guaranteed, and the possibility of finding patterns to generate useful new hypotheses would still exist. As is emphasized in our arguments here, the complementary approach of using data collected as a component of omnibus, data-driven science for the purpose of discriminating among prior competing hypotheses is much less likely to be successful.
We acknowledge that we have not presented a detailed cost-benefit analysis for the two contrasted approaches to ecosystem science. We have strong beliefs and hopefully logical arguments about the relative benefits associated with the two discussed approaches to science, but we do not know how to adequately quantify these arguments (e.g., what is the ratio of probabilities of developing a useful new hypothesis through approaches using pattern recognition versus prior knowledge?). Therefore, we have not considered the optimal allocation of effort and resources to data-driven versus knowledge-driven approaches. Instead, we have followed the advocacy approach of Kelling and colleagues (2009) , arguing that the majority of our effort and resources should be expended on knowledge-driven approaches to science but admitting the possibility of adding exploratory analyses to this approach. We ultimately agree with Fretwell's (1972) "plea for tolerance" and with his claim that "whatever works should be acceptable" (p. viii). In this article, we have simply provided our arguments about why we believe that knowledge-driven approaches should work best for us.
