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1. Introduction
Nowadays, electronic devices such as the central processing unit CPU of
a computer are based on the flow of electric currents. Electronic switches
inside the microprocessors are interconnected to build up logical gates,
which consist mainly of transistors and diodes. Since the first transistor
by Bardeen, Brattain and Shockley in 1947, many types of transistors have
been developed mostly with the goal to improve their switching speed and
also to reduce their size. The rapid technological progress over the last
decades can thus be ascribed in a large part to the increase of the number
of transistors within electronic devices. Already forty years ago, in 1975,
Gordon E. Moore predicted a doubling of the number of transistors on a
chip every two years [1]. This exponential growth, known as Moore’s law,
is valid until today. However, to maintain this rate in the future, new
concepts have to be established.
The development of spintronics [2–5] represents a promising candidate
for upcoming devices. As implied by its name, spintronics is the idea
of manipulating the spin polarisation of charge carriers instead of their
motion. The information is then no longer carried by the charge but the
spin of an electron. One of the appealing aspects of semiconductor spin-
tronic devices is the prospect of a possible combination with conventional
electronic systems.
For a successful inclusion of existing approaches to spin manipulation
into electronic systems some obstacles have to be overcome. A major task
for the engineering of future devices is to generate and reliably detect an
ensemble of spins. A local spin polarisation can be generated by shining
polarized light onto a semiconductor sample. If the energy of the light
matches the band gap of the semiconductor, the photons are able to create
electron-hole pairs. As the angular momentum of the photons is preserved
during the excitation process, the spin of the electron is oppositely aligned
to the spin of the holes. Hence, a spin polarization can be obtained and
by that information can be written. In practice, such a spin density is
only stable within confined systems like quantum dots, where electrons
are not able to couple to extra degrees of freedom. A disadvantage of such
zero-dimensional systems is the confinement of the spins to the quantum
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dot, as for spintronic devices controlled transport of the spin density is
desirable. In unconfined systems, however, relaxation processes remove
all stored information previously encoded in the spin density within the
spin lifetime. For a working quantum computing device a reliable storage
of information is mandatory, i.e., the lifetime of the spins has to be longer
than one writing-reading cycle [6].
One of the main sources of spin relaxation in undoped semiconductors
has its origin in the electron-hole exchange interaction known as the Bir-
Aronov-Pikus spin dephasing mechanism [7]. This mechanism is especially
important for excitons, which are bound pairs of electrons and holes [8]
analogous to a hydrogen atom.
In this thesis, we discuss an approach which spatially separates the elec-
trons from the holes, and thus effectively suppresses the Bir-Aronov-Pikus
relaxation mechanism, namely the spin dynamics of a two-dimensional
electron gas in a quantum well. Such heterostructures confine electrons
within a thin layer of a material with a smaller band gap than the sur-
rounding semiconducting material. Gallium arsenide (GaAs) is – next to
silicon – presumably the most prominent material for semiconductor ap-
plications. It is a III-V direct band gap semiconductor with zinc blende
crystal structure. Contrary to silicon, GaAs consists of two distinct ele-
ments and is therefore piezoelectric.
Piezoelectricity can be expediently exploited for the generation of sur-
face acoustic waves (SAW). These are sound waves, which are confined
to the surface of a sample in the sense that the amplitude decays expo-
nentially with the distance to the surface. An acoustic wave represents
an oscillation of the density and thus a spatiotemporal deformation of the
material. Hence, in piezoelectric materials a time and space-dependent
electric field is induced, and the electrons and holes within the quantum
well are accelerated by the in-plane component of the electric field, yet in
different directions. As a consequence, electrons and holes tend to accu-
mulate at distinct phase points of the sinusoidal electric potential of the
SAW. Due to this separation, the Bir-Aronov-Pikus relaxation mechanism
is suppressed and the spin lifetime is enhanced.
As a further important source of spin relaxation, for moving electrons
the Dyakonov-Perel spin-dephasing mechanism [9] has to be taken into
account. This mechanism arises from the spin-orbit interaction which
couples the spin of an electron to its momentum. The spin density is
therefore susceptible to scattering processes of the electrons, and an initial
spin polarization relaxes to zero.
A SAW is able to influence the relaxation rate in basically two ways.
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On the one hand, the piezoelectric field controls the momentum of the
electrons and thus reduces the motional degree of freedom, and hence de-
creases effectively the spin relaxation rate. On the other hand, a SAW
induced deformation of the material leads to additional spin-orbit inter-
actions which enhance the relaxation rate.
In order to study these competing processes, this work is organized as
follows:
• In Chap. 2 the basic properties of a SAW are reviewed. The piezo-
electric field responsible for the modulation of the two dimensional
electron gas, as well as the components of the strain tensor are ob-
tained for a wave propagating in the [110] direction of an Al0.3Ga0.7As
semiconductor surface.
• Starting with the Schro¨dinger equation of a single electron, in Chap. 3
we will develop a description of the charge carriers which takes the
properties of the crystal into account by effective Hamiltonians. For
the construction of these effective Hamiltonians we will exploit the
symmetry of the crystal to obtain all relevant types of effective spin-
orbit couplings. Contrary to the approaches used in the literature,
our method is free of any unnecessary approximations.
• In Chap. 4 we summarize the basic concepts of many-particle physics
to generalize the description of single electrons by effective Hamil-
tonians to a quantum mechanical ensemble of electrons.
• The resulting Boltzmann-like equation, derived in Chap. 4, will even-
tually be utilized in Chap. 5 for the calculation of the charge dynam-
ics as well as the spin dynamics of the two-dimensional electron gas
under the influence of a SAW.
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2. Surface acoustic waves
Although surface acoustic waves (SAW) came into focus in many experi-
ments over the last decades, they were already discussed by Lord Rayleigh
in 1885 [10]. In this early work, Rayleigh investigated the case of elastic
waves at the surface of an isotropic medium. Rayleigh found waves where
the displacement of a point describes an ellipse in the sagittal plane, which
is spanned by the surface normal and the wave vector. Moreover, the
amplitude of these waves is decaying exponentially with increasing dis-
tance from the surface. Additional to such waves, which are referred to
as Rayleigh surface waves, Love [11] discovered another type of surface
acoustic wave, where transverse shear deformation occurs. At that time,
work on the field of surface acoustic waves was mainly inspired by seismol-
ogy and geophysics. For the description of, e.g., earth quakes the effects
of anisotropy can be neglected. Thus, in the following decades, there
were hardly any further contributions to the topic of SAW. The situation
changed in 1949, when Stoneley reopened the issue by discussing surface
acoustic waves in hexagonal crystals [12]. In the 1950s further anisotropic
materials were investigated by considering elastic waves in media with
various crystal symmetries (see [13–17]).
For piezoelectric materials, such as GaAs, the theory of elastic surface
acoustic waves had to be modified. An acoustic wave in piezoelectric
materials is in general accompanied by an electric field, induced by the
deformation of the media. Hence, additionally to the continuum mechanics
of the elastic waves, Maxwell’s equations have to be taken into account.
The first treatment of surface acoustic waves in piezoelectric materials was
carried out by Tseng and White [18] in 1967, where they discussed waves
in the basal plane of hexagonal crystals.
In this chapter, we will apply the theory of SAW to materials with zinc
blende structure for various crystal directions compared to the surface
normal. In the first part Sec. 2.1, we therefore discuss the general concept
of elastic waves in piezoelectric bulk materials. The influence of the surface
boundary on the propagation of waves will then be investigated in the
second part, Sec. 2.2, of this chapter.
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2.1. Acoustic waves in the bulk
In principle, the vibrational motion of a lattice of atoms in solids is de-
scribed by phonons, and sound waves therefore by a collective excitation
of them. The wave length of a usual SAW is of the order of λSAW ∼ 5µm
and therefore about a factor 104 larger than the lattice constant. In this
limit of long wave length, sound waves can be described within continuum
mechanics, where solids are assumed to consist of continuous material
rather than discrete atoms. A large wave length corresponds to a small
wave vector kSAW. Hence, the dispersion relation in continuum mechanics
is described by the dispersion relation of phonons near the center of the
Brillouin zone. It is therefore purely linear ωSAW = vSAW(eˆk)kSAW, where
the velocity of sound depends only on the direction eˆk of the sound wave.
Since in this chapter all quantities refer to acoustic waves, there is no dan-
ger of confusing the wave vector kSAW with the wave vector of the electron
k of the following chapter. We will therefore drop the indices and denote
the wave vector kSAW = k throughout this chapter.
As a first step, we will neglect piezoelectricity. In continuum mechanics,
a material with density ρ can be subdivided into infinitesimally small vol-
ume elements. The displacement u(r, t) (see Fig. 2.1) of an infinitesimally
small volume element exerts forces on the adjacent volume elements, and
the dynamics of such an element is thus coupled to the displacement of
the surrounding volume elements. The time dependence of the vector field
u(r, t) is then described analogously to Newton’s equation of motion:
ρ
∂2ui
∂t2
=
∂Tij
∂xj
, (2.1)
with the symmetric stress tensor Tij, which includes all mechanical forces
induced by deformation, implying a connection to the strain tensor εij.
The components of the strain tensor, which are defined according to
εij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.2)
describe infinitesimal deformations of a continuum body (see Fig. 2.1).
Note that by definition the strain tensor is symmetric, εij = εji. The
corresponding antisymmetric quantity (∂ui/∂xj − ∂uj/∂xi)/2 is not in-
cluded in the strain tensor as it corresponds to a rotation instead of a
deformation.
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Figure 2.1.: Deformation of an infinitesimal two-dimensional volume el-
ement under strain.
For acoustic waves, one usually considers the case of small deformations,
which according to Hooke’s law are linearly related to stress:
Tij = cijklεkl, (2.3)
where the components of the fourth order stiffness tensor cijkl are material
dependent constants. Apparently from its definition, the stiffness tensor
is symmetric in the first two indices, cijkl = cjikl, as well as in the last
two indices, cijkl = cijlk. In elastic deformations, the energy is preserved
and the stress-strain relation can be derived from a strain energy density
functional U :
Tij =
∂U
∂εij
, (2.4)
or with Hooke’s law:
cijkl =
∂2U
∂εij∂εkl
. (2.5)
Since the elements of the stiffness tensor are independent of the order of
differentiation, it possesses one further symmetry, cijkl = cklij. In general,
the number of independent components is thus only 21 instead of 34 = 81.
As we are interested in materials with zinc blende structure, the material
dependent stiffness tensor has to reflect the symmetry properties of the
11
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underlying crystal, and the number of independent components is further
decreased. Material constants have to be invariant under all symmetry
operations that map the crystal on itself. Hence, the stiffness tensor has
to transform according to the irreducible representation Γ1 of the point
group Td. For more details of the point group Td and its irreducible rep-
resentations, see Sec. 3.2. Each index then transforms according to the
irreducible representation Γ5 of a vector, and a general fourth rank tensor
can be decomposed into
Γ5i ⊗ Γ5j ⊗ Γ5k ⊗ Γ5l = 4Γ1ijkl ⊕ 3Γ2ijkl ⊕ 7Γ3ijkl ⊕ 10Γ4ijkl ⊕ 10Γ5ijkl. (2.6)
Apart from the symmetries of the tensor, there are therefore only 4 inde-
pendent components possible for the zinc blende structure. Considering
now the symmetry of the first and the last two indices, there is no combi-
nation of these indices (Γ5i⊗Γ5j = Γ1ij⊕Γ3ij⊕Γ5ij) that transforms according
to Γ4. This reduces the number of material constants ci further to 3 inde-
pendent components:
c1 ≡ c1111 ∼ Γ1ij ⊗ Γ1kl, (2.7)
c2 ≡ c1122 ∼ Γ3ij ⊗ Γ3kl, (2.8)
c3 ≡ c1212 ∼ Γ5ij ⊗ Γ5kl, (2.9)
of the stiffness tensor. These constants are of course equal to components
derived by cyclic permutations (e.g., c1122 = c2233 = c3311).
For this fourth rank tensor the notation is somewhat inconvenient. Since
the stiffness tensor is symmetric in the first as well as in the last two in-
dices, for each pair of indices ij and kl of c(ij)(kl) only six distinct combi-
nations are possible. With the definitions
11→ 1, 22→ 2, 33→ 3,
23, 32→ 4, 31, 13→ 5, 12, 21→ 6, (2.10)
one is able to map the fourth rank tensor cijkl on a 6× 6 matrix:
cmn =

c1 c2 c2 0 0 0
c2 c1 c2 0 0 0
c2 c2 c1 0 0 0
0 0 0 c3 0 0
0 0 0 0 c3 0
0 0 0 0 0 c3
 . (2.11)
This kind of representation is referred to as Voigt notation.
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Now including piezoelectricity, additional forces due to the piezoelectric
field E arise, which additionally contribute to the stress tensor. Aug-
mented by these supplementary terms, the stress tensor for piezoelectric
materials reads
Tij = cijklεkl − ekijEk, (2.12)
with the third order piezoelectric tensor ekij, which is by definition sym-
metric in the last two indices. The same symmetry discussion as above:
Γ5k ⊗ Γ5i ⊗ Γ5j = Γ1kij ⊕ Γ3kij ⊕ 2Γ4kij ⊕ 3Γ5kij, (2.13)
yields that there is only one independent constant
e ≡ e123 ∼ Γ5k ⊗ Γ5ij, (2.14)
of the 33 = 21 components of the piezoelectric tensor. Using again the
Voigt notation for the last two indices, the piezoelectric tensor can, simi-
larly to the stiffness tensor, also be expressed in matrix form:
eim =
 0 0 0 e 0 00 0 0 0 e 0
0 0 0 0 0 e
 . (2.15)
Additionally to the deformation generated by piezoelectric fields, there
is the reversed effect of electric fields induced by strain. Hence, the dy-
namics of sound waves is coupled to the electromagnetic field, which is
described by Maxwell’s equations in matter. In the following, we consider
acoustic waves in magnetically isotropic materials and also neglect free
charge carriers. The Maxwell equations then read:
∇ ·D = 0, (2.16)
∇ ·B = 0, (2.17)
∇× E = −∂B
∂t
, (2.18)
∇×B = µ0∂D
∂t
, (2.19)
with the dielectric displacement
Di = eijkεjk + ijEj, (2.20)
and the dielectric tensor, ij. In materials with zinc blende structure the
symmetry implies that this tensor has to be diagonal ij = δij.
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These are, however, more equations than needed for the derivation of
the wave equation. Inserting (2.12) into (2.1) yields
ρ
∂2uj
∂t2
= cijkl
∂2uk
∂xi∂xl
− ekij ∂Ek
∂xi
, (2.21)
and by combining the last two Maxwell equations one obtains
∇×∇× E = −µ0∂
2D
∂t2
. (2.22)
This last equation describes the electromagnetic waves excited by the tem-
porally changing electric field. By an estimation of the order of magnitude
of the involved quantities in this last two equations, and by neglecting the
spatial anisotropy of the material (cijkl ≈ c′), one can deduce
eˆk × eˆk × E ≈ −
(v
c
)2(
1 +
e2
0c′
)
E eijkεjk
0
, (2.23)
where c is the speed of light in vacuum. As the velocity of the sound wave
is much slower than the speed of light in vacuum, (v/c)2 ∼ 10−10, the
rotation of the electric field vanishes; in other words, there is no mutual
coupling between these waves. It is therefore well justified to work with the
electrostatic Maxwell equations, where the electric field can be expressed
by a potential:
Ei = − ∂Φ
∂xi
. (2.24)
Note that with this approximation waves, which are referred to as “un-
coupled transverse mode” (see, e.g., [18]) are no longer possible. This
approximation is thus equivalent to a restriction to Rayleigh waves. With
the discussion above, only the first Maxwell equation is of importance for
the characterization of sound waves in piezoelectric materials. By using
(2.24) in (2.16) and (2.21) one obtains eventually:
ρ
∂2uj
∂t2
= cijkl
∂2uk
∂xi∂xl
+ ekij
∂2Φ
∂xi∂xk
, (2.25)
0 = eijk
∂2uj
∂xi∂xk
− ij ∂
2Φ
∂xi∂xj
, (2.26)
the so-called constitutive equations.
A Fourier transformation turns these coupled differential equations into
a set of coupled algebraic equations. Expressed by a symmetric matrix,
14
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they read
M =

ρω2 − ci11jkikj −ci12jkikj −ci13jkikj −eij1kikj
−ci12jkikj ρω2 − ci22jkikj −ci23jkikj −eij2kikj
−ci13jkikj −ci23jkikj ρω2 − ci33jkikj −eij3kikj
−eij1kikj −eij2kikj −eij3kikj ijkikj
 .
(2.27)
Evaluating the characteristic equation detM = 0, one obtains an equation
which is cubic in ω2, with three k-dependent solutions ω2i , which corre-
spond to three distinct modes. For materials with zinc blende structure,
we will discuss this now in detail for a sound wave propagation in k ‖ [100]
and k ‖ [110].
In the first case, k = keˆx, the matrix M simplifies to
M[100] =

ρω2 − c1k2 0 0 0
0 ρω2 − c3k2 0 0
0 0 ρω2 − c3k2 0
0 0 0 k2
 , (2.28)
and the wave is decoupled from the piezoelectric field. The three solutions
of detM[100] = 0 correspond then to one longitudinal wave with velocity
vl,[100] =
√
c1
ρ
, (2.29)
and to two transversal waves with
vt,[100] =
√
c3
ρ
. (2.30)
The situation changes in the second case, k = k(eˆx + eˆy)/
√
2. Consid-
ering the matrix M :
M[110] =

ρω2 − 1
2
(c1 + c3)k
2 −1
2
(c2 + c3)k
2 0 0
−1
2
(c2 + c3)k
2 ρω2 − 1
2
(c1 + c3)k
2 0 0
0 0 ρω2 − c3k2 −ek2
0 0 −ek2 k2

(2.31)
of this propagation direction, evidently two modes with velocities
vl,[110] =
√
c1 + c2 + 2c3
2ρ
, (2.32)
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and
vt1,[110] =
√
c1 − c2
2ρ
, (2.33)
are again independent of the piezoelectric field, whereas one new transver-
sal mode with velocity
vt2,[110] =
√
c3+ e2
ρ
, (2.34)
couples to it. Comparing this velocity with its associated value v∗t2,[110] =√
c3/ρ for vanishing piezoelectricity (e = 0), the coupling to the elec-
tric field increases therefore the speed of sound. In other words, due to
piezoelectricity, the material appears to be “stiffer”. Note that for waves
propagating in other directions one obtains of course similar results.
2.2. Surface acoustic waves
After discussing sound waves in an infinite spatially extended material,
we now focus on the description of surface acoustic waves. We assume a
medium, which is infinitely extended along the x and y axis, and also for
z < 0. The half space z > 0 is assumed to consist of vacuum.
The surface at z = 0 is then taken into account by mechanical and
electrical boundary conditions. The lack of adjacent volume elements
at the boundary averts forces perpendicular to the surface. Hence, the
components
T31 = T32 = T33 = 0|z=0 (2.35)
of the stress tensor have to vanish for z = 0. Contrary to the motion of
particles inside of the crystal, the electromagnetic field is not restricted
to the lower half space. The tangential components of the electric field as
well as the normal component of the electric displacement have therefore
to be continuous at the surface, i.e.
Ex(z = 0
−) = Ex(z = 0+), Ey(z = 0−) = Ey(z = 0+), (2.36)
and
Dz(z = 0
−) = 0Ez(z = 0+). (2.37)
Surface acoustic waves are confined to the surface in the sense that their
amplitudes are decaying exponentially with the depth z (see Fig. 2.2). We
employ therefore the ansatz
u(r, t) = u0 exp(Ωkz) exp[i(kx− ωt)], (2.38)
16
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ωSAWt = 0
x
z
ωSAWt =
pi
2
ωSAWt = pi ωSAWt =
3pi
2
Figure 2.2.: Scheme of a SAW for four distinct times. The red circle
indicates a fixed point in space, whereas the green circle
marks the displacement of a particle for various times within
one period. The amplitude of the displacement vanishes
exponentially with the depth.
for the displacement, and
Φ(r, t) = Φ0 exp(Ωkz) exp[i(kx− ωt)], (2.39)
for the electric potential, where Ω denotes a dimensionless decay constant.
As a first step, we want to determine the electric field in the vacuum
above the medium. In order to ensure continuity at the surface, the electric
field has to have a similar form compared to the one inside the medium.
Assuming
E+ = E+0 exp(βkz) exp[i(kx− ωt)], (2.40)
and substituting this into
∇×∇× E = − 1
c2
∂2E
∂t2
, (2.41)
one finds easily for the electric field coupled to the Rayleigh mode
β = −
√
1−
(v
c
)2
≈ −1, (2.42)
17
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and
E+z ≈ iE+x . (2.43)
Hence, the phase between E+x and E
+
z amounts to pi/2. Note that the
positive solution for β has been discarded, since the electric fields have
to vanish for z → ∞. By choosing E+x = −ikΦ0 the boundary condition
Ex(z = 0
−) = Ex(z = 0+) is automatically fulfilled.
For the derivation of the wave inside the material, we substitute the
ansatz (2.38) and (2.39) into (2.27). The characteristic equation detM =
0 yields then an equation of fourth order in Ω2 with a so far unknown
velocity v = ω/k. Denoting by Ω2i the roots of the characteristic equation,
we keep only the set of decay constants Ωi with positive real parts in order
to satisfy the assumption of vanishing wave amplitudes for z → −∞. To
each decay constant Ωi belongs a set of amplitudes u
(i) and Φ(i), and the
ansatz can be rewritten as
u(r, t) =
∑
i
Aiu
(i) exp(Ωikz) exp[i(kx− ωt)], (2.44)
and
Φ(r, t) =
∑
i
AiΦ
(i) exp(Ωikz) exp[i(kx− ωt)], (2.45)
where the prefactors Ai of each solution have to be determined by the
residual four boundary conditions (2.35) and (2.37). This set of solutions
together with the boundary condition form a matrix N with dimensions
4× 4. From the matrix equation
NijAj = 0 (2.46)
the non-trivial solutions can then be derived by setting detN = 0.
In principle, solving the second determinantal equation (2.46) yields
the velocity of the SAW. In practice, however, due to the fourth order
roots of the characteristic equations, this is not feasible. One therefore
relies usually on a numerical iteration procedure. As a starting point,
an arbitrary velocity v is chosen to solve the first characteristic equation
detM = 0. If the resulting set of amplitudes, u(i) and Φ(i), also solves the
second determinant detN = 0 of the boundary conditions, the solution is
found and the iteration ends. Otherwise the iteration continues.
In the following we discuss in detail a SAW propagating in the (001)
plane along the [110] direction for Al0.3Ga0.7As. The calculations are thus
performed in the coordinate system, eˆx ‖ [110], eˆy ‖ [11¯0], and eˆz ‖
[001]. Note that the parameters given in Table 2.1 correspond to the
18
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coordinate system, eˆx ‖ [100], and eˆy ‖ [010]. Hence, before we determine
the solution of a SAW propagating in [110] direction, we have to transform
these parameters into the new basis. The rotation of the stiffness tensor
Parameter AlxGa1−xAs Al0.3Ga0.7As
c1111 = c1 [10
10 N/m2] 11.88 + 0.14x 11.92
c1122 = c2 [10
10 N/m2] 5.38 + 0.32x 5.48
c1212 = c3 [10
10 N/m2] 5.94− 0.05x 5.93
e123 = e [C/m
2] −0.16− 0.065x −0.18
ε11 = ε [ε0] 13.18− 3.12x 10.77
ρ [kg/m3] 5360− 1600x 4880
Table 2.1.: The bulk parameters of AlxGa1−xAs are taken from [19,
20]. The data for GaAs can be obtained from the values of
AlxGa1−xAs by setting x = 0.
to the new coordinate system reads in the new basis:
cmn =

c1+c2+2c3
2
c1+c2−2c3
2
c2 0 0 0
c1+c2−2c3
2
c1+c2+2c3
2
c2 0 0 0
c2 c2 c1 0 0 0
0 0 0 c3 0 0
0 0 0 0 c3 0
0 0 0 0 0 c1−c2
2
 . (2.47)
The change of the reference frame also influences the piezoelectric tensor
eijk. The symmetry discussion above remains of course valid, and there is
still only one independent constant e. The only non vanishing components
within the new system (Voigt notation) are then:
e15 = −e24 = e31 = −e32 = e. (2.48)
As the dielectric tensor ij is diagonal, it obviously remains invariant under
any change of the coordinate system.
With the parameters given, we are in the position to obtain the matrix
M =

ρv2 + c55Ω
2 − c11 0 i(c13 + c55)Ω 2ieΩ
0 ρv2 + c44Ω
2 + c66 0 0
i(c13 + c55)Ω 0 ρv
2 + c33Ω
2 − c55 −e
2ieΩ 0 −e (1− Ω2)
 ,
(2.49)
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Figure 2.3.: The sharp minimum of the determinant detN versus the
velocity v is associated with the velocity of the Rayleigh
surface acoustic wave. For Al0.3Ga0.7As the characteristic
equation detN = 0 is fulfilled for vSAW ≈ 2987 m/s.
where the components for the y direction are completely decoupled from
the residual directions. The solution of ρv2 + c44Ω
2 + c66 = 0, which is
independent of the piezoelectric field, corresponds to a sound wave prop-
agating in y direction. Since it is not related to the Rayleigh surface
acoustic wave, we will not consider it any further.
As the y components are decoupled, the boundary condition T23 = 0 is
already fulfilled. Thus, instead of four independent equations, only three
are left, and
Nmn =
 c55
(
u
(n)
z − iΩnu(n)x
)
− eΦ(n)
c31u
(n)
x − ic33Ωnu(n)z
eu
(n)
x + i(εΩn + ε0)Φ
(n)
 . (2.50)
The characteristic equation detM = 0 is therefore only cubic in Ω2 and
for, v = vSAW = 2987 m/s (see Fig. 2.3), the three roots with positive real
part are given by
Ω1 = 0.49− 0.48i, Ω2 = 0.49 + 0.48i, Ω3 = 1.02, (2.51)
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with their associated amplitudes (in units of 10−10 m )
u(1) =
 1.26− 3.77i0
−1.04− 5.26i
 , u(2) =
 −1.26− 3.77i0
−1.04 + 5.26i
 , (2.52)
u(3) =
 6.69i · 10−20
5.55 · 10−2
 , (2.53)
where we have chosen Φ(1) = Φ(2) = Φ(3) = 1 V. The corresponding
prefactors Ai, resulting from the solution of the second determinantal
equation (2.46), are:
A1 = 0.305 + 0.276i, A2 = 0.305− 0.276i, A3 = −0.813. (2.54)
Inserting these prefactors together with the amplitudes into (2.44) and
(2.45), one obtains the solution of the surface acoustic wave. Eventually,
the components of the electric field can be derived from (2.24). The phase
relations of the displacement and the electric field as well as the depen-
dence of the amplitudes on the distance z from the surface are depicted
in Fig. 2.4.
In the following, we will be interested in the effect of a SAW on electrons
in a quantum well (see Chap. 3). We therefore already state explicitly
the displacement and the electric field in a quantum well with a quite
typical depth of z = 100 nm. Since the components of the electric field
are the spatial derivation of the potential, they are proportional to the
wave vector k = 2pi/λ. In practice, a SAW is generated by interdigital
transducers (IDT) (see Fig. 5.1), which in many experiments [21–28] are
designed for an acoustic wavelength of λSAW = 5.6µm. Within such a
setup, the components of the displacement and the electric field read
u(x, t) = C
 −2.1 cos[kx− ωt]0
3.5 sin[kx− ωt]
 pm, (2.55)
and
E(x, t) = C
 3.0 cos[kx− ωt]0
3.4 sin[kx− ωt]
 kV
m
, (2.56)
where C denotes a dimensionless constant of the order of one represent-
ing the strength of the SAW (see Sec. 5.3). For the calculation of spin-
dependent spin-orbit coupling (see Sec. 3.5) we also need the components
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Figure 2.4.: The left figure a) shows the phase relation of the displace-
ment and the electric field in a depth of z = 100 nm and
λSAW = 5.6µm for Al0.3Ga0.7As. As shown in b), the ampli-
tudes of the displacement ux, uz as well as the amplitude of
the potential Φ basically vanish on the length scale of the
wavelength λSAW.
of the strain tensor. Eventually, these components are easily obtained
from the general solution (2.44):
ε = 10−7C
 24 sin[kx− ωt] 0 2.0 cos[kx− ωt]0 0 0
2.0 cos[kx− ωt] 0 −9.6 sin[kx− ωt]
 . (2.57)
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two-dimensional electron gas
For a proper description of charge carriers within a quantum well under
an external SAW perturbation, the properties of the underlying material
has to be considered. Whereas the previous chapter on surface acoustic
waves was formulated exclusively in terms of classical continuum mechan-
ics, for the dynamics of charge carriers and their associated spin, quantum
mechanics has to be taken into account. In the next section we will there-
fore start with the Schro¨dinger equation of an electron in a perfect crystal
structure. However, in the semiconductors we have in mind, say GaAs,
a complete solution of the Schro¨dinger equation – if possible after all –
contains too much information for our purposes. Typically, the band gap
between the conduction and the uppermost valence band is of the order
of electron volts (∼ 1.5 eV for GaAs). Such a relatively large energetic
separation, compared to the external influences of the SAW, effectively
hampers transitions of the electrons between bands, enabling thus a de-
scription of carriers in a particular band independently of the others. This
point motivates the derivation of effective Hamiltonians, where the infor-
mation of the band structure is taken into account by effective quantities
such a the effective mass.
As a further consequence, at room temperature and below, there are
hardly any charge carriers in the conduction band. In the experiments we
have in mind (see Chap. 5), therefore a laser is used to excite an ensemble
of electrons in the conduction band. These electrons, together with the
thereby generated holes, occupy states at the bottom (top) of the con-
duction (valence) band. Hence, only the neighbourhood of these band
extrema is of importance for our purposes. This feature is especially ad-
dressed within the k · p theory, which can be considered as an expansion
in terms of the wave vector k. Within the envelope function approxima-
tion this theory is furthermore capable to describe the reaction of charge
carriers on the external perturbations arising from the SAW.
The k ·p theory becomes even more powerful by taking into account all
the information provided by pure symmetry arguments. Hence, after we
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provided a short introduction to group theory, we will utilize symmetry
arguments to derive all allowed effective Hamiltonians up to second order
in k. Furthermore, we will pay special attention to all possible spin-orbit
interactions that couple to the strain tensor.
3.1. The k · p theory
3.1.1. k · p theory and envelope function approximation
The k · p theory is especially well suited for the expansion of the band
structure at points of high symmetry within the Brillouin zone. If the
temperature is sufficiently low, the carriers are concentrated near the band
extrema. Hence, we will employ k · p theory in order to determine the
band structure of a zinc blende semiconductor in the neighbourhood of its
fundamental band gap, which for III-V semiconductors such as GaAs is
the gamma point.
The k ·p theory is based on the Hamiltonian of an electron in a periodic
potential V0(r), with additional external fields A(r) and V (r)
Hˆ =
(p+ eA)2
2m0
+ V0(r) +
g0
2
µBσ ·B+ V (r) + Hˆso, (3.1)
where m0 denotes the mass of a free electron. The last term
Hˆso =
~
4m20c
2
(p+ eA) · σ × (∇V0) (3.2)
has its origin in the Pauli equation and takes the effects of relativity
into account by a correction to the Schro¨dinger equation of the order
of (m0c
2)−1. As it couples the motion of an electron with its spin, it is
known as the Hamiltonian of the spin-orbit interaction. We deliberately
neglected here the contribution of the external potential V (r) to the spin
orbit interaction, since the main part originates from V0(r) in the region
close to the atomic cores. Note, however, that this approximation may not
be justified in semiconductors with a high impurity concentration. The
inclusion of impurity potentials into the spin-orbit Hamiltonian results
in an additional relaxation mechanism, known as Elliot-Yafet relaxation
mechanism [29, 30].
The influence of electromagnetic fields or the fields from crystal defects
are then summed up in the potential V (r) and the vector potential A(r),
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where both potentials are assumed to be slowly varying functions on the
length scale of the lattice constant.
Instead of calculating the eigenfunctions of the Hamiltonian in the basis
of Bloch or Wannier functions, Luttinger and Kohn [31] proposed
χnkσ(r) = e
ik·run0σ(r), (3.3)
as a complete and orthogonal set of basis functions. The lattice periodic
functions un0σ(r) are the Bloch functions for k = 0, n is the band index
and σ =↑, ↓ is the quantum number of the spin. The wave vectors k are,
similarly to the Bloch functions, restricted to the first Brillouin zone. A
main advantage of the basis (3.3) is the lattice periodicity of the func-
tions un0σ(r) as well as their independence on external fields. As they
depend merely on the crystal symmetry of the potential V0(r), they have
to transform according to one of the irreducible representations Γa. The
characteristics of this Bloch functions under symmetry transformations
will be thus discussed in full detail in Sec. 3.3.
With the help of the basis (3.3), every wave function
Ψ(r) = 〈r|Ψ〉 =
∑
nσ
∫
dk 〈χnkσ|Ψ〉χnkσ(r)
=
∑
nσ
∫
dk 〈χnkσ|Ψ〉eik·run0σ(r)
=
∑
nσ
Fnσ(r)un0σ(r), (3.4)
can be split up into a sum of products of functions
Fnσ(r) :=
∫
dk 〈χnkσ|Ψ〉eik·r. (3.5)
and un0σ(r). The functions Fn(r) contain, according to their definition,
only Fourier components of the first Brillouin zone and are thus slowly
varying functions on the length scale of the crystal lattice. As the prod-
ucts Fnσ(r)un0σ(r) describe a modulation of the quickly oscillating Bloch
functions un0σ(r) by the functions Fnσ(r), the latter are called envelope
functions.
The envelope functions Fnσ(r) contain the information about the reac-
tion of the electrons on the external fields. Thus, it is sufficient to focus on
the envelope functions in order to describe the electron and spin dynam-
ics in a macroscopic crystal. Within the envelope function approximation
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one assumes furthermore all external potentials, as well as the envelope
functions, to be constant on the length scale of the lattice constant
〈un′0σ′Fnσ(r)|un0σ〉 =
∫
cell
dru∗n′0σ′(r)Fnσ(r)un0σ(r) ≈ Fnσ(r) δnn′δσσ′ ,
(3.6)
where we used the orthogonality of the Bloch functions.
Within the envelope function approximation the Schro¨dinger equation
HˆΨ = EΨ becomes thus a system of coupled differential equations of
envelope functions Fnσ(r). This set of equations reads∑
nσ
{[
En(0) +
~2k2
2m0
+ V (r)
]
δnn′δσσ′ + ∆
σσ′
nn′+
+
~k
m0
· piσσ′nn′ +
g0
2
µBσ ·B δnn′
}
Fnσ(r) = E Fnσ(r), (3.7)
where
k = −i∇+ e
~
A, (3.8)
is now an operator acting on the envelope functions. Here, En(0) de-
notes the energy of the n-th band without spin-orbit interaction. These
band edge energies are modified by the matrix elements of the spin orbit
interaction
∆σσ
′
nn′ =
~
4m20c
2
〈un0σ |p · σ × (∇V0) |un′0σ′〉 , (3.9)
which in general, due to the coupling of different bands and spins, lead
to a splitting of degenerate energy levels (see Sec. 3.4.2 for more details).
The matrix elements of the vector
piσσ
′
nn′ = 〈un0σ |pi |un′0σ′〉
=
〈
un0σ
∣∣∣∣p+ ~4m0c2σ × (∇V0)
∣∣∣∣un′0σ′〉 , (3.10)
are responsible for a coupling of band edge states. Thus, in order to solve
this set of differential equations, one has to decouple them. In general, this
is not possible, and one has to resort to perturbation theoretical methods.
These – at least to a given order in k – decoupled differential equations
are then independent of each other and (3.7) becomes:∑
j
[
Ej +
~2k2
2m0
+ V (r) + hj(k)
]
Fj(r) ≡
∑
j
Hj(k)Fj(r) = E Fj(r),
(3.11)
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where j denotes a generalized band index, since due to the spin-orbit
interaction σ is no longer a good quantum number. For any band index
j (3.11) resembles the Schro¨dinger equation. Hence, each Hj(k) can be
identified with a Hamiltonian; the effective Hamiltonian Hˆj of the band
j.
As a consequence of the operator behaviour of k, its components in
general do not commute and, i.e.,
ik× k = e
~
B, (3.12)
yields the magnetic field, whereas the components of the electric field are
obtained by
[k, V (r)] = −ieE. (3.13)
Note that although p and k are both operators with the same appear-
ance, as a consequence of the envelope function approximation they act
on different functions un0σ(r), and Fnσ(r), respectively:
k · pΨ(r) =
∑
nσ
k · pFnσ(r)un0σ(r) ≈
∑
nσ
[kFnσ(r)] · [pun0σ(r)] (3.14)
Keeping this in mind, (3.7) can be identified with a Hamiltonian, which
acts on two distinct Hilbert spaces:
Hˆ = Hˆ0 + Hˆs.o + Hˆk + Hˆk·p + Hˆ ′s.o + V (r), (3.15)
with
Hˆ0 =
p2
2m0
+ V0(x), (3.16)
Hˆs.o ≡ HˆI = ~
4m20c
2
(∇V0)× p · σ, (3.17)
Hˆk ≡ HˆII = ~
2k2
2m0
, (3.18)
Hˆk·p ≡ HˆIII = ~
m0
k · p, (3.19)
Hˆ ′s.o ≡ HˆIV =
~2
4m20c
2
σ × (∇V0) · k. (3.20)
In the following we will use this Hamiltonian for the derivation of the
effective Hamiltonian of an electron in the conduction band as well as for
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a hole in the valence band. Without external perturbations, this is of
course equivalent to the calculation of the dispersion relation En(k) in the
neighbourhood of a band extremum. Note that this set of Hamiltonians
was derived under the assumption of perfect lattice periodicity. In the
presence of a SAW, however, due to deformations this is no longer the
case. Nevertheless, for a deformation which is linear in the components of
the strain tensor there is a relatively easy way to circumvent this difficulty.
3.1.2. Strained systems
As we will discuss in Chap. 5 in more detail, the surface acoustic waves
of Chap. 2 are able to profoundly influence the dynamics of electrons as
well as the dynamics of their spins. In piezoelectric materials there are in
general two possible mechanisms how a SAW affects electrons. The major
contribution arises from the piezoelectric field of the SAW, which is taken
into account by the Hamiltonian
Hpe = −eΦ. (3.21)
In the following, we will include the piezoelectric potential Φ within the
general external potential V (r).
In addition to the piezoelectric field, a SAW also deforms the material,
which causes a displacement of the lattice ions,
Ri = Ri0 + u
i(Ri0), (3.22)
where ui(Ri0) denotes the displacement vector of lattice ion i, and R
i
0 its
equilibrium position. The wavelength of the SAW is in general of the order
of ∼ 1µm and thus much longer than the lattice constant of the crystal.
Hence, we may neglect the discrete character of the displacement vectors
ui and describe them by a continuous vector field u(r). Specifically, one
can expect that the wave functions of the electrons still possess a Bloch
like character.
Within the Born-Oppenheimer approximation one assumes moreover
that electrons are able to respond instantaneously to the motion of the
lattice ions. The wave function of the stressed material thus reflects the
motion of the lattice by a transformation of spatial coordinates:
Ψ(r)→ Ψ′(r′) = Ψ′(r+ u(r)). (3.23)
In the presence of strain the symmetry of the crystal, and therefore also
of the potential V0(r) → Vε(r), is reduced. As our aim is to construct
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effective Hamiltonians from symmetry arguments, such a reduction is most
inconvenient. We will therefore follow the method of Bir and Pikus [32–
34], which restores the symmetry of the crystal. Instead of deforming the
crystal, a transformation to a deformed coordinate system is performed
in such a way that in this new system the wave function regains the old
lattice periodicity. Since both sets of wave functions {|Ψ〉} and {|Ψ′〉}
are complete and orthonormal, one can define a unitary transformation T
relating each other:
|Ψ′〉 = T |Ψ〉. (3.24)
Instead of working with the primed wave functions |Ψ′〉, it is more con-
venient to use the unprimed Bloch wave functions |Ψ〉 and transform the
Hamiltonian
H ′ = T †HT. (3.25)
In many applications, the strain, e.g., due of a SAW, is relatively weak
(∼ 10−3) and it is sufficient to expand the transformed Hamiltonian up to
linear order in terms of the strain ε (2.2) [32, 33, 35–39]:
Hˆ ′ ≈ Hˆ + Dˆ0 + Dˆk·p + Dˆs.o. + Dˆ′s.o.. (3.26)
The recovery of symmetry thus results in additional terms in the Hamil-
tonian. These additional contributions finally are:
Dˆ0 ≡ HˆV =
∑
ij
[
− 1
m0
pipj + Vij(r)
]
εij ≡
∑
ij
Dˆijεij, (3.27)
Dˆs.o. ≡ HˆVI = ~
4m20c
2
[∑
ij
εij∇Vij(r)× p · σ
− (∇V0(r) · ε)× p · σ
−∇V0(r)× (ε · p) · σ
]
, (3.28)
Dˆk·p ≡ HˆVII = − ~
m0
p · ε · k, (3.29)
Dˆ′s.o. ≡ HˆVIII =
~
4m20c
2
[∑
ij
εij∇Vij(r)× k · σ
− (∇V0(r) · ε)× k · σ
]
. (3.30)
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The potentials
Vij(r) =
1
2− δij limε→0
Vε [(1 + ε)r]− V0(r)
εij
(3.31)
describe the reaction of the potential V0(r) to an infinitesimal strain. To-
gether with the terms of the unstrained Hamiltonian (3.16)-(3.20), these
terms will build the basis of the following discussions of charge carriers in
zinc blende crystals in Sec. 3.3.
3.2. The point group Td
Figure 3.1.: Primitive cell of zinc blende crystal structure of GaAs. [40]
The grey spheres represent Ga3+, the yellow ones As3−.
Group theory provides a very general approach for the description of
symmetry operations [35, 41–45]. As depicted in Fig. 3.1, the zinc blende
crystal structure has the symmetry of a tetrahedron. Considering the 4
vertices of a tetrahedron, one can easily convince oneself that there are
4! = 24 possible symmetry operations. These 24 symmetry operations
form the point group Td. They can be divided into 5 distinct subclasses
with similar symmetry operations. A list of this five classes is given in
Tab. 3.1.
As we consider fermions, say electrons and holes, we also have to take
the spin into account. Thus instead of the 24 symmetry operations, there
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Table 3.1.: Classification of all 24 symmetry operations of the point
group Td. Overlined rotation angels denote improper rota-
tions.
Class Rotation angle Rotation Axis
E 0
3C2 pi [100], [010], [001]
6S4 ±pi/2 [100], [010], [001]
6σ pi [110], [11¯0], [101], [101¯], [011], [011¯]
8C3 ±2pi/3 [111], [1¯11], [11¯1], [111¯]
are 24 for each of the two possible spin directions, resulting in 48 symmetry
operations. Regarding the quantum mechanical description of fermions, a
rotation by 360◦ changes the sign of the wave function. Hence, the identity
transformation is obtained by rotating by 720◦, and the transformation
characteristics of the spin is described by the symmetry group D 1
2
. The
symmetry properties of the spin are finally included by considering the
double group Td ⊗D 1
2
with 48 elements instead of the simple (geometric)
symmetry group of the tetrahedron.
The full power of group theory reveals itself by considering the trans-
formation properties of an arbitrary, complete set of basis functions. Rep-
resenting each transformed function in terms of untransformed functions,
one is able to define a transformation matrix T (g) for each symmetry oper-
ation g. According to group theory, if such a transformation matrix is not
already irreducible, it can be transformed into irreducible representations
by a unitary matrix U :
U †T (g)U = D(1)(g)⊕D(2)(g)⊕ . . . =
 D
(1)(g) 0 0
0 D(2)(g) 0
0 0
. . .
 . (3.32)
Note that although U does not depend on a particular symmetry opera-
tion, it is not unique. An irreducible representation is therefore also not
unique and can differ by a similarity transformation.
Let us now introduce the character of an irreducible representation,
which is defined as the trace of the representation [45]:
χ(i)(g) = Tr
(D(i)(g)) . (3.33)
Since the trace of a matrix is invariant under any similarity transforma-
tion, the character of an irreducible representation is independent of the
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choice of basis. Moreover, according to (3.32) the trace of a reducible
transformation is obviously the sum of the characters of its irreducible
representations:
Tr (T (g)) = χ(1)(g) + χ(2)(g) + . . . (3.34)
In addition to the direct sum, the direct product of irreducible represen-
tations is defined by the Kronecker product of two matrices:
D(1)(g)⊗D(2)(g) =
 D
(1)
11 (g)D(2)(g) . . . D(1)1n (g)D(2)(g)
...
. . .
...
D(1)m1(g)D(2)(g) . . . D(1)mn(g)D(2)(g)
 . (3.35)
The direct product of an irreducible representation Γi of dimension dim Γi =
p, with an irreducible representation Γj of dimension dim Γj = q, results
thus in a representation of dimension p · q, which is in general reducible.
Note that the character of the direct product of two representations is
equal to the product of the characters:
χ(1⊗2)(g) = χ(1)(g) · χ(2)(g). (3.36)
Regarding now the double group Td ⊗ D 1
2
, there are eight distinct ir-
reducible representations. The first five of them are those of the simple
spatial point group Td, whereas the last three arise by taking the spin into
account. These three additional representations are constructed by
Γi Γ1 Γ2 Γ3 Γ4 Γ5
Γi ⊗D1/2 Γ6 Γ7 Γ8 Γ6 ⊕ Γ8 Γ7 ⊕ Γ8. (3.37)
The number of irreducible representations is equal to the number of
classes. A set of symmetry operations forms a class, if the character of
any given representation is the same for all members of the class. The
symmetry properties of a point group can be neatly arranged in a character
table. For the double group Td ⊗ D 1
2
this is depicted in Tab. 3.2, where
each row of the character table displays the character of a given irreducible
representation for a certain class. The (x, y, z) in Γ5(x, y, z) indicates that
a vector transforms according to Γ5. Note, however, that there is an
ambiguity in the definition of the irreducible representations. In this work
we adapted the notation of Ref. [46], where a vector transforms according
to the irreducible representation Γ5. See, e.g., Ref. [33] for more details.
Also note that the combination of Eqs. (3.34) and (3.36), together with
the information of the character table, forms a set of linear equations.
Solving this set, any direct product of irreducible representations can be
decomposed into a direct sum of them.
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Table 3.2.: Character table of the double group Td ⊗ D 1
2
. The (x, y, z)
indicates that a vector transforms according to Γ5. The over-
line in the class names denote the same symmetry class as
the one without overline, but after an addional rotation by
2pi.
Γ E E 6C2 8C3 8C3 6S4 6S4 12σ
Γ1 1 1 1 1 1 1 1 1
Γ2 1 1 1 1 1 −1 −1 −1
Γ3 2 2 2 −1 −1 0 0 0
Γ4 3 3 −1 0 0 1 1 −1
Γ5(x, y, z) 3 3 −1 0 0 −1 −1 1
Γ6 2 −2 0 1 −1 √2 −√2 0
Γ7 2 −2 0 1 −1 −√2 √2 0
Γ8 4 −4 0 −1 1 0 0 0
3.3. Symmetric effective Hamiltonians
For the derivation of the effective Hamiltonians (3.11) one has to decouple
the set of differential equations (3.7). In principle, one therefore needs to
know all matrix elements of (3.9) and (3.10). With the group theoretical
concepts of the previous section this is, however, not necessary. Basing
solely on symmetry arguments, the theory of invariants [32, 35, 36, 39, 44]
provides a very systematic approach for the determination of vanishing as
well as identical matrix elements. Thus, due to symmetry arguments not
all matrix elements of (3.10) are independent. This restriction is passed
on to k by the scalar product and can be exploited for the decoupling of
(3.7).
In this section, we will utilize the theory of invariants in order to derive
effective Hamiltonians Hˆj(k, ε) (3.11) in a form that completely separates
material specific quantities such as (3.9) and (3.10) from the parameters of
the effective Hamiltonian k and ε. Note that in order to avoid confusion,
we denote in this section all quantities that operate on the Bloch functions
(see Eq. (3.14)), e.g., p as operator, whereas, e.g., k which operates only
on the envelope functions is referred to as parameter.
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3.3.1. Spin independent Hamiltonians
We start with an arbitrary Hamiltonian Hˆ of an electron in a crystal envi-
ronment. As discussed in the previous section 3.2, all symmetry operations
map the whole lattice of the crystal onto itself. Hence, each representation
of the Hamiltonian in an arbitrary basis has to stay invariant under any
symmetry operation
D(g)Hˆ(g−1K)D−1(g) = Hˆ(K) ∀g, (3.38)
where K stands for a general tensor parameter, e.g., k or the strain tensor
ε.
Although we are especially interested in the various effective Hamilto-
nians describing spin-orbit coupling, as a starting point we consider only
spin independent Hamiltonians and generalize the theory afterwards on
the spin dependent case. From the general spin dependent Hamiltonian
ˆˆ
H = Hˆ0 + Hˆxσx + Hˆyσy + Hˆzσz = Hˆ0 +
∑
s
Hˆsσs, (3.39)
we consider in this subsection thus only the Hamiltonian Hˆ0.
In the group theoretical language each matrix element of the Hamilto-
nian has to transform according to the irreducible representation Γ1. In
order to exploit this fact, one thus needs to know the behaviour of the op-
erators contained in the Hamiltonian, as well as of the basis states under
a symmetry operation.
Starting with the basis states, each eigenstate has to transform accord-
ing to one particular irreducible representation Γa. Thus, one can choose
a basis |Γai (δ)〉, where all nδ states with band index i transform under the
symmetry operation g according to the same irreducible representation
Γa:
g |Γai (δ)〉 =
nδ′∑
δ′
DΓaδδ′(g) |Γai (δ′)〉 . (3.40)
Let us now express the Hamiltonian as a sum of operators
Hˆ0 =
∑
oµγ
K0,µo;γ Oˆ
µ
o;γ, (3.41)
where o sums over all operators Oˆµo;γ that transform according to∑
γ
DΓµγ′γ(g)Oˆµo;γ under the symmetry transformation g. The prefactors K0,µo;γ
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are the components of the general tensor parameter K corresponding to
Oˆµo;γ. Since the Hamiltonian has to stay invariant under all symmetry oper-
ations only the matrix elementsH0,abij;δδ′ = 〈Γai (δ)| Hˆ0 |Γbj(δ′)〉 that transform
according to Γ1 are non-vanishing. Hence, the matrix element Oab;µo;γ;ij;δδ′ of
the operator Oˆµo;γ is only then non-zero, if the identity representation Γ
1
is contained in the direct product Γa ⊗ Γµ ⊗ Γb.
According to the Wigner-Eckart-theorem, each matrix element of the
Hamiltonian
H0;abij;δδ′ =
∑
oµγ
K0;µo;γ O
ab;µ
o;γ;ij;δδ′ =
∑
oµδ
Iab;µo;ij K
0;µ
o;γ X
ab;µ
γ;δδ′ , (3.42)
can be decomposed into a product of an invariant Iab;µo;ij and X
ab;µ
γ;δδ′ =
〈Γa(δ)Γb(δ′)|Γµ(γ)〉, which stands for the Clebsch-Gordan-coefficients (see
Appendix A.3).
Before we continue, a few remarks on the matrices X are in order. In the
literature (see, e.g., Ref. [35, 39]), often slightly different matrices are used
(see Appendix A.10). The first difference consists in the normalization.
All matrices X used in this work are orthogonal and normalized in the
following sense:∑
δδ′
Xαβ;µγ;δδ′X
βα;µ′
γ′;δ′δ =
∑
δδ′
Xαβ;µγ;δδ′
(
Xαβ;µ
′
γ′;δδ′
)∗
= δµµ′δγγ′ (3.43)
Whereas most matrices of Appendix A.10 are already orthogonal and this
normalisation is thus expressed by a simple prefactor, the situation differs
for the two sets of matrices Jγ and J
3
γ , which transform according to Γ
4.
In order to ensure orthogonality of the matrices, we choose the linear
combinations
X88;5A;γ =
1√
5
Jγ, (3.44)
and
X88;5B;γ =
1√
5
(
5
3
J3γ −
41
12
Jγ
)
. (3.45)
A further deviation to the matrices X represents the number of matrices
X68;3γ and X
78;3
γ , respectively, which transform according to Γ
3. For the
construction of a complete basis of matrices X68;µγ , only two matrices, i.e.,
X68;31 and X
68;3
2 with symmetry Γ
3 are necessary. For reasons not known
to us, Ref. [35, 39]) defined three matrices, i.e., Txx, Tyy and Tzz. As a
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consequence of this additional matrix, they are linearly dependent and,
e.g., Tzz = −Txx − Tyy.
Returning to equation (3.42) and exploiting the orthonormality (3.43)
of the matrices X, the invariants are obtained by
Iab;µo;ij =
∑
δδ′
Oab;µo;1;ij;δδ′ X
ba;µ
1;δ′δ, (3.46)
where we took the first component γ = 1 for convenience.
For an infinite number of bands the matrix Iab;µo is infinite-dimensional
and contains all relevant information of the operator Oµ. The matrices
Xab;µγ depend, on the other hand, only on the chosen symmetry class.
The expression (3.42) represents therefore a convenient separation of the
material dependent quantities Iab;µo from parameter dependent matrices∑
γ
K0;µo;γ X
αβ;µ
γ , which contain the information of the symmetry group. Us-
ing the Kronecker symbol ⊗, this separation can be directly conferred on
each block of the Hamiltonian:
Hˆ0;ab =
∑
oµγ
Iab;µo ⊗
(
K0;µo;γ X
ab;µ
γ
)
. (3.47)
3.3.2. Spin-dependent Hamiltonians
We will now transfer the above concepts on the full spin-dependent Hamil-
tonian Hˆ. Including spin, the eigenstates of the full Hamiltonian have to
transform according to one of the irreducible representations of the double
group Γa ⊗D1/2. In general, however, the spatial basis states (3.40) lack
this requirement. An orthogonal basis that fulfils the time reversal symme-
try, and whose states transform according to the irreducible representation
Γα, can be constructed by using again Clebsch-Gordan coefficients:
|Γαai (δ)〉 =
∑
λ
(
Xapi;αδ;λ1 |Γai (λ)〉 |σ = 1⇔↑〉+ Xapi;αδ;λ2 |Γai (λ)〉 |σ = 2⇔↓〉
)
=
∑
λσ
Xapi;αδ;λσ |Γai (λ)〉 |σ〉 , (3.48)
where we assumed the states of the spins |σ〉 to transform according to Γpi
(pi = 6 for point group Td).
Analogously to the spin-independent case, the Hamiltonian Hˆ0 can then
be written in the spin-dependent basis as
Hˆ0;αaβb =
∑
oµγ
Iαaβb;µo ⊗
(Kµo;γ Xαβ;µγ ) , (3.49)
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where we used calligraphic symbols in order to distinguish spin-dependent
quantities from the spin-independent ones. The change of basis has of
course no influence on the symmetry of the operators and the parameters,
hence
Oˆµo;γ ≡ Oˆµo;γ (3.50)
Kˆµo;γ ≡ Kˆ0;µo;γ . (3.51)
At this point the introduction of these calligraphic quantities seems some-
how artificial, but will prove useful for the unification of spin-independent
and spin-dependent quantities later on. The invariants that are deter-
mined analogously to (3.46) depend naturally on the invariants Iab;µl;ij of
the spin-independent case
Iαaβb;µo;ij =
∑
δδ′
Oαaβb;µo;1;ij;δδ′ Xβα;µ1;δ′δ ≡ Mαaβb;µ Iab;µo;ij , (3.52)
where we introduced the matrix
Mαaβb;µ =
∑
δδ′
λλ′
σ
Xpia;αδ;σλ X
ab;µ
1;λ′λ X
bpi;β
δ′;λ′σ X
βα;µ
1;δ′δ (3.53)
that maps the invariants Iab;µo of the spin-independent basis to the spin-
dependent one. Similar to the matrices Xαβ,µγ the matrix M depends also
solely on the chosen symmetry class.
So far, we discussed only the spin-independent Hamiltonian Hˆ0. Con-
sidering now the spin-dependent part∑
s
Hˆsσs =
∑
sp
µγ
Ks;µp;γ Oˆ
µ
p;γ σ
s, (3.54)
some care is needed since one also has to take the transformation proper-
ties of the Pauli-matrices into account. Before we are able to re-use the
above expressions, we therefore have to symmetrize the product Oˆµp;γ σ
s.
This can be achieved with the help of the identity∑
γγ′
cµγ,µ′γ′Aˆµγ Bˆµ
′
γ′ =
∑
κλ
(∑
γγ′
cµγ,µ′γ′X
µµ′;κ
λ;γγ′
)(∑
γγ′
Aˆµγ Bˆµ
′
γ′X
µµ′;κ
λ;γγ′
)
, (3.55)
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which decomposes a product of two arbitrary operators Aˆ and Bˆ that
transform according to µ and µ′, in a sum of operators that transform ac-
cording to the irreducible representations contained in the direct product
Γµ ⊗ Γµ′ .
Assuming that the Pauli matrices transform according to the spatial
irreducible representation Γµ
′
(µ′ = 4 for point group Td), the symmetrized
spin-dependent Hamiltonian is thus
Hˆsσs =
∑
pκλ
[(∑
µγs
Ks;µp;γX
µµ′;κ
λ;γs
)(∑
µγs
Oˆµp;γσ
sXµµ
′;κ
λ;γs
)]
≡
∑
pκλ
Kκp;λOˆκp;λ (3.56)
with
Kκp;λ =
∑
µγs
Ks;µp;γX
µµ′;κ
λ;γs , (3.57)
and
Oˆκp;λ =
∑
µγs
Oˆµp;γσ
sXµµ
′;κ
λ;γs . (3.58)
Equivalently to equation (3.52), the invariants of the spin-dependent
Hamiltonian are obtained by
Iαaβb;µp;ij =
∑
δδ′
Oαaβb;µp;1;ij;δδ′ Xβα;µ1,δ′δ ≡
∑
τ
Nαaβb;µτ Iab;τp;ij , (3.59)
where we introduced the matrix
Nαaβb;µτ =
∑
δδ′λλ′
τγsσσ′
Xpia;αδ;σλ X
ab;τ
γ;λλ′ X
bpi;β
δ′;λ′σ′ X
βα;µ
1;δ′δ X
τµ′;µ
1;γs σ
s
σσ′ (3.60)
which transforms the “spatial” invariants
Iab;τp;ij ≡
∑
δδ′
Oab;τp;1;ij;δδ′ X
ba;τ
1;δ′δ, (3.61)
to the invariants Iαaβb;µp; of the spin-dependent basis.
Each block of the full spin-dependent Hamiltonian
Hˆαaβb =
∑
lµγ
Iαaβb;µl ⊗
(
Kµl;γ X
αβ;µ
γ
)
, (3.62)
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with l ∈ (o, p) is then a simple sum of the invariants associated with Hˆ0
and Hˆs, respectively.
The fact that the separation of the material specific matrices Iαaβb;µl
and the parameter-dependent matrices Kµl;γ Xαβ;µγ keeps its form even after
applying quasi-degenerate Lo¨wdin perturbation theory (see Appendix B),
renders it especially convenient for calculating, e.g., the effective mass
or the effective g-factor of charge carriers. Up to second order Lo¨wdin
perturbation theory, the effective Hamiltonian Hˆαai of the |Γαai 〉 band is
then given by:
Hˆαai =Eαa;i +
∑
lµγ
Iαaαa;µl;ii Kµl;γ Xαα;µγ
+
∑
lµγ
l′µ′γ′
(βb)
j 6=i
Iαaβb;µl;ij Iβbαa;µ
′
l′;ji
Eαa;i − Eβb;j ⊗
(
Kµl;γKµ
′
l′;γ′ X
αβ;µ
γ X
βα,µ′
γ′
)
+ . . . (3.63)
However, the above perturbative approach has one disadvantage, since
by construction the basis states (3.48) are eigenstates of the spin-independent
Hamiltonian Hˆ0, and thus not necessarily of the full Hamiltonian Hˆ. This
point is, for example, important for the determination of the effective
mass, which is quadratic in the parameters Kµl;γ. As we will discuss in
more detail in the next section, off-diagonal matrix elements of the pa-
rameter independent spin-orbit Hamiltonian Hˆso are able to contribute to
the effective mass in every order of perturbation theory.
In order to circumvent this problem, we introduce the eigenbasis of the
full Hamiltonian Hˆ:
|Γαi (δ)〉 =
∑
α′δ′
aj
〈
Γα
′a
j (δ
′)
∣∣∣Γαi (δ)〉 ∣∣∣Γα′aj (δ′)〉
≡
∑
aj
ηaji
∣∣Γαaj (δ)〉 , (3.64)
which represents a better starting point for the derivation of the effective
Hamiltonians. Note that the symmetry of the state is unaltered under the
change of basis and thus only the invariants Iαaβb;µl are affected, whereas
the parameters Kµl;δ are unchanged. The invariants associated with Hˆ0 are
then given in the eigenbasis of the full Hamiltonian Hˆ by
Iαβ;µo;ij =
∑
ai′
bj′
Mαaβb,µ (ηai′i)
∗ ηbj′j I
ab;µ
o;i′j′ ≡
∑
ab
Mαaβb,µ I˜ab;µo;ij , (3.65)
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and equivalently for the invariants
Iαβ;µp;ij =
∑
abτ
Nαaβb,µτ I˜ab;τp;ij , (3.66)
of spin-dependent Hamiltonian Hˆs.
3.4. Effective Hamiltonians of the zinc blende
structure
Although the method derived in the previous section is very general and
valid for every symmetry group, as we are interested in GaAs, we will now
stick to the point group Td of the zinc blende structure. Without strain,
the Hamiltonian of the k ·p model is given by (3.15). As a starting point,
we introduce in Subsec. 3.4.1 the 14 × 14 extended Kane model, which
considers only the neighbouring bands of the fundamental band gap.
Following the extended Kane model, we employ the general concepts of
the previous Sec. 3.3 on the Hamiltonian of the k·p model. The first two k-
independent Hamiltonians Hˆ0 and HˆI describe the energy spectrum at the
gamma point. As the Hamiltonian of the spin-orbit interaction depends
on the Pauli matrices, we have to deal with the situation described in
Sec. 3.3 and choose between the basis (3.48) and (3.64), respectively. In
Subsec. 3.4.2, the spin-splitting at the gamma point, we stick to the usual
choice of basis (3.48) (see e.g. Ref. [31, 36, 42, 47]). As this basis is
ill-suited for Lo¨wdin perturbation theory, beginning with Subsec. 3.4.2,
the basis (3.64) is used henceforth to derive analytical expressions for
important quantities, such as effective masses, effective g-factors or spin-
orbit coupling constants. The latter will be of major interest in the last
Subsec. 3.4.6, where we examine additional spin-orbit interactions in the
presence of strain.
3.4.1. Extended Kane model
For many applications, the bands near the fundamental band gap are of
most importance, especially if the coupling to more remote bands is only
weak. Although all residual, more remote bands are neglected, several
important aspects of the band structure are at least qualitatively incor-
porated. Within the tight-binding picture, the neighbouring bands to the
s-like conduction band are the p-like valence bands and the anti-bonding
p-like conduction bands.
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Including spin, Kane took in his model 1957 [47] the two s-like con-
duction bands |Sσ =↑, ↓〉, and the six p-like valence bands |Xσ〉, |Y σ〉,
|Zσ〉 into account. The model, also known as 8×8 Kane model, was later
extended by six p-like conduction bands |X ′σ〉, |Y ′σ〉, |Z ′σ〉 to the 14×14
extended Kane model [35, 48–50]. Within the extended Kane model the
infinite-dimensional Hamiltonian (3.26) is therefore approximated by a
14× 14 matrix.
Considering the definition (3.48) of the spin-dependent basis the s-like
states |S ↑〉 and |S ↓〉 already transform according to Γ6, whereas by the
inclusion of the spin, the p-like states split up into two states which trans-
form according to Γ7 and four which transform according to Γ8. This
separation is also often characterized by considering the total angular mo-
mentum of the wave functions. The total angular momentum of the s-like
states
∣∣Γ61c (1)〉 = ∣∣∣∣12 , 12
〉
c
= |S ↑〉 , (3.67)
∣∣Γ61c (2)〉 = ∣∣∣∣12 ,−12
〉
c
= |S ↓〉 , (3.68)
is j = 1
2
(orbital momentum l = 0, s = 1
2
). The p-like functions (l = 1)
split up into two functions with total angular momentum j = 1
2
, and four
functions with j = 3
2
. Thus, in the extended Kane model the symmetrized
basis states (3.48) coincide with the usual definitions of the angular mo-
mentum eigenstates (see e.g. [51, 52]). Note, however, that arbitrary
eigenstates |Γαai (δ)〉 are not necessarily also eigenstates of the angular
momentum operator. The states of the valence band (i = v) and the
conduction bands (i = c′) with total angular momentum j = 1/2 that
transform according to Γ7 are
∣∣Γ75i (1)〉 = ∣∣∣∣12 , 12
〉
i
= − 1√
3
(|X ↓〉+ i |Y ↓〉+ |Z ↑〉) , (3.69)
∣∣Γ75i (2)〉 = ∣∣∣∣12 ,−12
〉
i
= − 1√
3
(|X ↑〉 − i |Y ↑〉 − |Z ↓〉) , (3.70)
whereas the states with total angular momentum j = 3/2, which transform
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according to Γ8 read:
∣∣Γ85i (1)〉 = ∣∣∣∣32 , 32
〉
i
= − 1√
2
(|X ↑〉+ i|Y ↑〉) , (3.71)
∣∣Γ85i (2)〉 = ∣∣∣∣32 , 12
〉
i
=
√
2
3
|Z ↑〉 − 1√
6
(|X ↓〉+ i |Y ↓〉) , (3.72)
∣∣Γ85i (3)〉 = ∣∣∣∣32 ,−12
〉
i
=
√
2
3
|Z ↓〉+ 1√
6
(|X ↑〉 − i |Y ↑〉) , (3.73)
∣∣Γ85i (4)〉 = ∣∣∣∣32 ,−32
〉
i
=
1√
2
(|X ↓〉 − i|Y ↓〉) . (3.74)
For many applications the limitation to these 14 states constitutes a
quite good approximation and many observable quantities can be ex-
pressed by matrix elements of these states. There are, however, also
exceptions (see e.g. Sec. 3.4.6) where additional bands have to be consid-
ered. Note that in order to improve accuracy, for the valence bands these
remote bands are frequently taken into account by second order Lo¨wdin
perturbation theory [35, 47]. A direct diagonalization of the 14× 14 Kane
Hamiltonian then yields the energy spectrum in the vicinity of the band
gap (Fig. 3.4). Instead of calculating all non-vanishing matrix, we post-
pone this to the next parts of this section, where we exploit the general
approach outlined in the previous section 3.3. These non-vanishing quan-
tities will then turn out to be special elements of the infinite-dimensional
matrices of invariants.
3.4.2. Spin-splitting at the gamma point
At the gamma point, only the first two Hamiltonians of (3.15) are of rel-
evance, where Hˆ0 is spin-independent and HˆI is responsible for spin-orbit
interaction. Following the general discussion of Sec. 3.3, we have to deter-
mine the symmetry properties of the operators contained in the Hamilto-
nians. As both Hamiltonians are independent of an external parameter,
the first Hamiltonian reads
O10 = O10 = Hˆ0, (3.75)
with K0;10 = K10 = 1. This statement is of course also true for the Hamilto-
nian HˆsI σ
s, which also transforms according to Γ1. Since the Pauli matrices
transform according to Γ4, the “spatial” operators Oˆ4I;γ of Hˆ
s must behave
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equally under a symmetry operation and we obtain
HˆsI =
∑
γ
Ks;4I;γOˆ
4
I;γ =
~2
4m20c
2
es · (∇V0)× p, (3.76)
with
Ks;4I;γ = X
44;1
1;sγ, (3.77)
Oˆ4I;γ =
√
3~2
4m20c
2
eγ · (∇V0)× p. (3.78)
Transforming these operators to spin-dependent, calligraphic expressions,
one finds the expected result of
O1I = HˆI. (3.79)
Note that, as the Hamiltonian (3.76) is given by a product of parameters
and operators, we are of course free to choose any non-zero prefactor for
(3.78). The at first glance irritating additional prefactor of
√
3, due to the
matrix elements of X44;11;sγ, is thus chosen in order to ensure K10 = K1I = 1.
For the choice of basis we stick to the eigenbasis of Hˆ0, which is com-
monly used in the literature [31, 36, 42, 47]. To obtain the necessary in-
variants of (3.62), we need the relevant elements of the matrices M (3.53)
and N (3.60). As Hˆ0 contains only the operator O
1
0;1, for M, only the
elements Mαaαb;1 are of interest, which written in matrix form read:
M66;1 =
(
M6161;1 M6164;1
M6461;1 M6464;1
)
=
( √
2 0
0
√
2
3
)
, (3.80)
M77;1 =
(
M7272;1 M7275;1
M7572;1 M7575;1
)
=
( √
2 0
0
√
2
3
)
, (3.81)
M88;1 =
 M8383;1 M8384;1 M8385;1M8483;1 M8484;1 M8485;1
M8583;1 M8584;1 M8585;1
 =

√
2 0 0
0 2√
3
0
0 0 2√
3
 . (3.82)
With a similar argumentation for N, the only relevant matrices are
N66;14 = N77;14 =
(
0 −√2
−√2 −i 2√
3
)
, (3.83)
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and
N88;14 =

0
√
2 −√2√
2 i
√
2
3
√
2i
−√2 −√2i i
√
2
3
 , (3.84)
where the elements of the matrices are defined analogously to the elements
of M.
Using (3.52) and (3.59), one finally obtains all possible invariant matrix
elements of the spin-orbit Hamiltonian. A special representative of them,
which is of fundamental importance to semiconductors, is the constant of
the spin-orbit splitting ∆0 between the Γ
85
v valence band and the Γ
75
v spin-
orbit split-off valence band. In first order Lo¨wdin perturbation theory, it
is given by [35, 47]
∆0 =
1
2
I85 85;1I;vv −
1√
2
I75 75;1I;vv = i
√
3
2
I55;4
I;vv
= − 3~
4m20c
2
Im(〈Z | [(∇V0)× p]x |Y 〉), (3.85)
where in the last term we used the basis functions (3.69)-(3.74). In the
extended Kane model, there are two further invariants of the same type.
The first one describes the spin-orbit splitting ∆′0 = i
√
3/2 I55;4
I;cc
between
the Γ85c and the Γ
75
c conduction band, whereas ∆
− = i
√
3/2 I55;4
I;vc
is respon-
sible for a coupling between these bands. We depict the band splitting
within the extended Kane model in Fig. 3.2.
The matrix of the invariants I55,4
I,ij
can thus be understood as a generaliza-
tion of all these special representatives. Furthermore, with this systematic
approach of invariant matrices, all additional possible matrix elements re-
sulting in a spin-splitting of bands are summed up in the invariant matrix
Iαaαb;4I (3.59). This matrix represents therefore an ideal starting point
for perturbation theories with the goal to diagonalize the whole exter-
nal parameter-independent Hamiltonian Hˆ0 + HˆI. Up to second order in
Lo¨wdin perturbation theory we obtain, e.g., as a correction to the |Γ61c 〉
conduction bands
H61 61cc = E61;c +
1
2
∑
j 6=c
I61 64;1I;cj I64 61;1I;jc
E61;c − E64;j + . . . , (3.86)
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E′G
6 p-bands: Γ5 ⊗ Γ6
EG
2 s-bands: Γ1 ⊗ Γ6
6 p-bands: Γ5 ⊗ Γ6
∆′0
E′0 − E0
E0
∆0
Γ8
Γ7
Γ6
Γ8
Γ7
j=3/2
j=1/2
j=1/2
j=3/2
j=1/2
Figure 3.2.: Shift of the band extrema of the doubly degenerate p-like
bands due to spin orbit interaction. The energy of the bot-
tom of the s-like conduction band is not affected by spin
orbit interaction.
and for the |Γ85v 〉 valence bands
H85 85vv = E85;v +
1
2
I85 85;1I;vv +
1
4
∑
b
j 6=v
I85 8b;1I;vj I8b 85;1I;jv
E85;v − E8b;j + . . . (3.87)
The diagonalized Hamiltonian thus couples states with different spatial
symmetry Γa, albeit no states with distinct symmetry Γα, and the resulting
basis states are naturally given by (3.64). Finally, we want to emphasize
that the eigenvalues of the full Hamiltonian Hˆ0 + HˆI are the energies of
the bands at the band extrema, which can be measured in experiments,
contrary to the eigenenergies of the Hamiltonian Hˆ0.
3.4.3. Second order perturbation theory of Γ6 bands
We will now utilize the general concepts of Sec. 3.3 to determine the
band structure in the vicinity of the gamma point. Note that at the
time being, we still focus on unstrained crystals and the k-dependent
Hamiltonian is given by (3.15). As the term HˆII (3.18) is proportional
to the identity operator, it is already diagonal and can easily be added
to all effective Hamiltonians Hˆi. We are therefore left to deal with the
45
3. Effective Hamiltonian of a two-dimensional electron gas
Hamiltonians HˆIII (3.19) and HˆIV (3.20). Analogously to the procedure in
the previous section 3.4.2, we determine the symmetry properties of the
involved operators. Since p has the transformation properties of a vector
it transforms according to Γ5, and the operators and parameters of the
spin-independent Hamiltonian HˆIII are:
K0;5III;γ = kγ, (3.88)
O5III;γ =
~
m0
pγ. (3.89)
In the spin-dependent Hamiltonian HˆIV the spatial operator is consti-
tuted by the gradient of the potential, ∇V0, which also transforms as a
vector and thus also according to Γ5. Similarly to the discussions that led
us to the definition of (3.77), we define:
Ks;5IV;γ =
∑
λ
X45;5λ;sγ kλ, (3.90)
O5IV;γ =
√
2~2
4m20c
2
∂γV0, (3.91)
as a set of parameters and operators, which build up the Hamiltonians HˆsIV.
Using (3.57), we are again able to unify the spin-independent parameters
with the dependent ones and we obtain
K5k;γ ≡ K5III;γ = K5IV;γ = kγ. (3.92)
With the deliberations of Sec. 3.3, we now choose the basis (3.64). For
the derivation of the required invariants we need again matrix elements of
M and N. As we deal here only with operators that transform according
to Γ5, we need only the matrices Mαaβb;5 and Nαaβb;55. According to
Tab. A.9, in all combinations of α, β except α = β = 6 and α = β = 7,
matrix elements of an operator with Γ5 symmetry are possible. Writing
M and N in an equivalent form compared to (3.80)-(3.82), the off-diagonal
matrices read
M67;5 =
 0 −√23
−
√
2
3
−2
3
i
 , (3.93)
M68;5 =
(
0 0 2√
3√
2
3
√
2
3
i −
√
2
3
i
)
, (3.94)
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M78;5 =
(
0 − 2√
3
i 0√
2
3
i
√
2
3
−
√
2
3
)
, (3.95)
where M76;5, M86;5 and M87;5 are easily obtained by transposing and taking
the complex conjugate.
Note, as a consequence of the direct product
Γ8∗ ⊗ Γ8 = Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ 2Γ4 ⊕ 2Γ5, (3.96)
there are two sets of matrices X88;5A;γ;δδ′ and X
88;5
B;γ;δδ′ that transform according
to Γ5. Hence, for both, M and N, also two matrices are needed. We obtain
for M
M88;5A =

0
√
2
3
i
√
2
3
i
−
√
2
3
i −
√
2
3
−
√
2
3
−
√
2
3
i −
√
2
3
−
√
2
3
 , (3.97)
M88;5B =

0
√
2
3
−
√
2
3√
2
3
0 2
√
2
3
i
−
√
2
3
−2
√
2
3
i 0
 , (3.98)
and for the matrices N
N67;55 =
(
0 2√
3
i
− 2√
3
i 0
)
, (3.99)
N68;55 =
(
0 0
√
2
3
i
− i√
3
1√
3
1
)
, (3.100)
N78;55 =
(
0
√
2
3
0
1√
3
i i√
3
)
, (3.101)
N88;55A =
 0
2√
3
2√
3
2√
3
0 0
2√
3
0 0
 , N88;55B =
 0
2√
3
i − 2√
3
i
− 2√
3
i 2√
3
0
2√
3
i 0 − 2√
3
 .
(3.102)
Using the definitions (3.52) and (3.59) we are now able to determine
all needed invariants Iαβ;5k . In this subsection we intend to obtain the
effective Hamiltonian Hˆc of an electron in the |Γ6c〉 conduction band by
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using Lo¨wdin perturbation theory. Due to symmetry arguments a first
order contribution is not possible (M66;5 = N66;55 = 0) and the first non-
vanishing term arises by second order perturbation theory,
∑
j 6=c
[
I67;5k,cjI76;5k,jc
E6,c − E7,j
(k · σ)(k · σ)†
2
+
I68;5k,cjI86;5k,jc
E6,c − E8,j
9
4
(k ·T)(k ·T)†
]
, (3.103)
where we used the matrices σ and T of Tab. A.10 instead of the matrices
Xαβ;5γ;δδ′ . Utilizing now the identities
(k · σ)(k′ · σ)† = k · k′ + ik× k′ · σ, (3.104)
(k ·T)(k′ ·T)† = 2
9
k · k′ − 1
9
ik× k′ · σ, (3.105)
and remembering (3.12), the second order effective Hamiltonian can be
written as
Hˆkc = E6,c +
~2k2
2mc
+
gc
2
µBB · σ, (3.106)
with the effective mass
~2
2mc
=
~2
2m0
+
1
2
∑
j 6=c
(
I67,5k,cjI76,5k,jc
E6,c − E7,j +
I68,5k,cjI86,5k,jc
E6,c − E8,j
)
, (3.107)
and the effective g-factor
gc =
2m0
~2
∑
j 6=c
(
I67,5k,cjI76,5k,jc
E6,c − E7,j −
1
2
I68,5k,cjI86,5k,jc
E6,c − E8,j
)
. (3.108)
The first term of the effective mass has its origin in the Hamiltonian HˆII
(3.18). We emphasize that the above expressions are exact, contrary to the
expressions used in the literature (see, e.g., Ref. [31, 35, 36, 42, 47]), and
that they include also the often neglected contributions of the Hamiltonian
HˆIV (3.20).
Before we derive the second order effective Hamiltonians of bands with
Γ7 and Γ8 symmetry, we state the difference of the above expressions to the
ones used in the literature, by comparing them to the expressions derived
within the extended Kane model. Contributions arising from the Hamil-
tonian HˆIV are considered to be small and are thus within the extended
Kane model neglected for the derivation of the effective mass. Keeping
in mind that the states (3.67) - (3.74) are eigenstates of the Hamiltonian
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Hˆ0, the in general infinite-dimensional matrix of invariants I
15;5
0;ij consists
of only two entries:
I15;50;cv =
~
m0
〈S|px|X〉 ≡ P, (3.109)
and
I15;50;cc′ =
~
m0
〈S|px|X ′〉 ≡ P ′. (3.110)
Apart from the coupling of the s-like states to the p-like states, symmetry
permits also a mutual coupling of the p-like states. As pointed out in
Ref. [42], the matrix elements of the momentum operator between degen-
erate states have to vanish. This is easily understood by considering, e.g.,
~/m0 〈Z|px|Y 〉 = −i 〈Z|[x, Hˆ0]|Y 〉 = −i(Ev − Ev) 〈Z|x|Y 〉 = 0, implying
that intra-band couplings are prohibited. Using (3.46) we finally obtain
the last possible invariant:
I55;50;vc′ =
~√
2m0
(〈Z|px|Y ′〉+ 〈Y |px|Z ′〉) =
√
2Q (3.111)
As the basis states (3.67) - (3.74) are eigenstates of Hˆ0, in the expression
of the effective mass (3.107), one has to replace the invariants by I67;5k;cj →
I6175;5k;cj = −
√
2
3
I15;50;cj , I68;5k;cj → I6185;5k;cj = 2√3 I
15;5
0;cj and the energies by E7;j →
E75;j = Ej + 1/
√
2 I75 75;1I;jj and E8,j → E85;j = Ej + 1/2 I85 85;1I;jj . For the
p-like valence and conduction bands the energies are denoted by E74,v =
−E0 −∆0, E84,v = −E0 and E74,c = E ′0 + ∆′0 − E0, E84,c = E ′0 − E0 [35,
47] (compare Fig. 3.2). With these definitions, the effective mass within
the extended Kane model reads:
mKc
m0
=
[
1 +
2m0
3~2
( |P |2
E0 + ∆0
+
2|P |2
E0
+
|P ′|2
E0 − E ′0
+
2|P ′|2
E0 − E ′0 −∆′0
)]−1
.
(3.112)
One major difference between the exact effective mass (3.107) and this
approximated one is – beside the limitation on 14 states – the point that
in extended Kane model, the conduction band is only capable to couple to
bands with spatial symmetry Γ5. Within the expression of the exact effec-
tive mass (3.107), bands with Γ6 symmetry couple to bands with spatial
symmetry Γ2, Γ3 and Γ4. The expression of the effective mass (3.107) is
thus a generalization to arbitrary bands with Γ6 symmetry. Note, however,
that if the |Γ6〉c conduction band is a “pure” s-like band, the expression
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for an approximate effective mass m′c, obtained by second order perturba-
tion theory in the basis (3.48), and the exact one mc, coincide in all but
the energies E7,j and E8,j.
As mentioned earlier, by assigning an (experimentally obtained) value
to the invariants, one is able to diagonalize the 14 × 14 matrix of the
extended Kane Hamiltonian for each value of k. Table 3.3 lists some of
these band structure parameters for commonly used materials. For the Γ6
Table 3.3.: Band structure parameters for the extended 14 × 14 Kane
model [35, 53, 54]
GaAs AlAs InSb InAs AlSb GaSb InP
E0 (eV) 1.519 3.13 0.237 0.418 2.384 0.813 1.424
E ′0 (eV) 4.488 4.540 3.160 4.390 3.5 3.3 4.6
∆0 (eV) 0.341 0.300 0.810 0.380 0.673 0.75 0.108
∆′0 (eV) 0.171 0.150 0.330 0.240 0.3 0.33 0.50
∆− (eV) -0.050 -0.244 -0.28 0.22
P (eV A˚) 10.493 8.97 9.641 9.197 8.463 10.1 8.88
P ′ (eV A˚) 4.780 4.780 6.325 0.873
Q (eV A˚) 8.165 8.165 0.130 8.331
Ck (eV A˚) -0.0034 0.002 -0.0082 -0.0112 0.006
γ1 6.85 3.25 37.10 20.40 4.15 13.4 5.08
γ2 2.10 0.65 16.50 8.30 1.01 4.7 1.60
γ3 2.90 1.21 17.70 9.10 1.71 6.0 2.10
κ 1.20 15.60 7.60 0.31
q 0.01 0.39 0.39 0.07
band in GaAs, the deviation from the parabolic dispersion can be found in
Fig. 3.3. Although there are deviations from the pure parabolic behaviour,
for k . 5 ·10−2A˚−1 the spatial anisotropy remains relatively weak. This is,
however, not the case for holes in the Γ8 valence band. We will therefore
discuss the characteristics of bands with Γ7 and Γ8 symmetry, up to second
order perturbation theory, in the next part of this section.
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Figure 3.3.: Deviation of the Γ6 conduction band from parabolic disper-
sion for various directions in k-space. The calculation is
based on the 14 × 14 Kane model and was carried out for
GaAs.
3.4.4. Second order perturbation theory of Γ7 & Γ8
bands
We will now transfer the considerations of Sec. 3.3 to bands which trans-
form according to the irreducible representations Γ7 and Γ8. The most
prominent representatives of such bands are the valence bands [31, 35, 36,
42, 47]. We start with the uppermost valence bands with Γ8 symmetry.
One major difference, compared to Γ6 bands, is the occurrence of terms
linear in k. Since there are two matrices which couple to invariants re-
lated to Γ5 (see Appendix A.9), these terms can appear in two distinct
ways. With the help of the matrices M and N (3.93)-(3.102) all invariants
needed are readily calculated and the first order effective Hamiltonian of
Γ8 bands is given by:
Hˆk(1)8;i = I88;5k,A;ii kγX88;5A;γ + I88;5k;B;ii kγX88;5B;γ
=
I88;5k;A;ii√
3
({Jy, Jz} kx + c.p.) +
I88;5k;B;ii√
3
({
Jx, J
2
y − J2z
}
kx + c.p.
)
.
(3.113)
For the invariants I88;5k,A;ii and I88;5k,B;ii the choice of basis (3.64) is of great
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importance. In the eigenbasis of Hˆ0 (3.48) the invariants correspond-
ing to I88;5k,A;ii are I8a8a;5k,A;ii , which depend solely on the matrix elements of
the momentum operator. As argued above, the matrix elements of the
momentum operator between degenerate states have to vanish. Hence,
this invariant does not exist in the common 14 × 14 Kane models. Such
an approximation is, however, not justified for arbitrary Γ8 bands. On
the other hand the corresponding invariants I8a8a;5k,B;ii of the second invari-
ant, I88;5k;B;ii, depend only on the matrix elements of the Hamiltonian HˆIV.
Similarly to the matrix elements of the momentum operator, the matrix
elements 〈X|∂V0/∂y|Z〉 = i/~ 〈X|[py, Hˆ0]|Z〉 = 0 (see Ref. [53]) have to
vanish. Nevertheless, in the literature [35, 47, 53] the second invariant
I88;5k,A;vv = 2Ck is, contrary to I88;5k,A;vv = 0, assumed to be non-vanishing. In
Ref. [53], e.g., Ck is a result of bilinear second order perturbation theory
in HˆIII and HˆIV.
−1
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k [A˚−1]
[111] [100]
Figure 3.4.: Energy spectrum of GaAs based on the 14 × 14 extended
Kane model in the vicinity of the band gap. The dotted
line represents the pure parabolic energy spectrum of the
effective mass approximation (see Eq. (3.106)).
Turning now to second order Lo¨wdin perturbation theory, the effective
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Hamiltonian for an arbitrary |Γ8i 〉 band is given by:
Hˆk(2)8;i =
∑
γγ′
β
j 6=i
I8β;5k;ij Iβ8;5k;ji
E8;i − Eβ;j ⊗
(
K5k;γK5k;γ′ X8β;5γ Xβ8;5γ′
)
= − ~
2
2m0
[
γi1k
2
−2γi2
((
J2x −
1
3
J2
)
k2x + c.p.
)]
− 4γi3 ({Jy, Jz} {ky, kz}+ c.p.)
− 2µB
(
κi J ·B+ qi (J3xBx + c.p.)) . (3.114)
The constants γi1, γ
i
2, γ
i
3, κ
i, qi are the generalized Luttinger constants [55]
for an arbitrary Γ8 band with band index i. They are again augmented
by contributions from the Hamiltonian HˆIV. Explicitly they read:
γi1 = −1−
m0
2~2
∑
j 6=i
[Aij + Bij + CAAij + CBBij ] , (3.115)
γi2 = −
m0
4~2
∑
j 6=i
[Aij − Bij + i(CABij − CBAij )] , (3.116)
γi3 = −
m0
4~2
∑
j 6=i
[Aij + Bij − CBBij ] , (3.117)
κi = −m0
4~2
∑
j 6=i
[
Aij − 10
3
Bij + 7
3
CAAij −
7
6
CBBij +
13
12
i(CABij − CBAij )
]
,
(3.118)
qi = −m0
3~
∑
j 6=i
[
Bij − CAAij +
1
2
CBBij +
i
4
(CABij − CBAij )
]
, (3.119)
where we have used the abbreviations
Aij =
I86;5k;ij I68;5k;ji
E8;i − E6;j , (3.120)
Bij =
I87;5k;ij I78;5k;ji
E8;i − E7;j , (3.121)
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and
CABij =
I88;5k;A;ijI88;5k;B;ji
E8,i − E8,j . (3.122)
In principle, one could think of an additional constant γi4, proportional
to the term
({
Jx,
(
J2y − J2z
)} {ky, kz}+ c.p.). This is, however, not pos-
sible for the p-like valence bands due to time-reversal invariance (see Ref.
[55]). Moreover, such a constant can not exist for any Γ8 band, since
second order perturbation theory yields:
γi4 = −
m0
4~2
∑
j
[CABij + CBAij ] = 0. (3.123)
This becomes more evidently by choosing, e.g., the phase convention all
matrix elements of I88;5k;A;ij to be real. As a consequence of this choice,
all matrix elements of I88;5k;B;ji are purely imaginary, and CABij + CBAij =
CABij + (CABij )∗ = 0.
The first three Luttinger parameters γ1, γ2, γ3 are of special interest
for the effective mass of these valence bands. In contrast to the Γ6 like
bands, due to the enhanced number of parameters the effective mass is
quite anisotropic (compare Fig. 3.5). A diagonalisation of the second order
Hamiltonian Hˆk(2)8v (3.114) yields two distinct effective masses. They are
called the mass of the heavy hole (HH) and light hole (LH), respectively.
Depending on the crystallographic directions, they read
m0
mHH(LH)
=γ1 ∓
√
6γ23 − 2γ22 + 6
k4x + k
4
y + k
4
z
k4
(γ22 − γ23). (3.124)
After discussing the effective masses of bands with Γ6 and Γ8 symmetry,
there is only one irreducible representation left. The expression for the
effective mass of charge carriers in bands, which transform according to
Γ7 is quite similar to the one with Γ6 symmetry. Performing again second
order Lo¨wdin perturbation theory, we obtain:
~2
2mSO
=
~2
2m0
+
1
2
∑
j 6=i
(
I76;5k;vjI67;5k;jv
E7;v − E6;j +
I78;5k;vjI87;5k;jv
E7;v − E8;j
)
. (3.125)
In order to estimate the range of validity of the effective Hamiltonians
obtained by second order perturbation theory, the parabolic behaviour
of the valence bands in the neighbourhood of the band gap is shown in
54
3.4. Effective Hamiltonians of the zinc blende structure
(a) Light hole (LH) (b) Heavy hole (HH)
Figure 3.5.: Surfaces of constant energy in GaAs (E = −50 meV) of
the Γ8 valence bands in k-space. Whereas the spatial de-
pendence of the energy of the light holes is only weak, the
heavy holes deviate noticeable from spherical symmetry.
Fig. 3.6. The deviation from the parabolic behaviour becomes notable for
wave vectors of the order of k & 5 · 10−3A˚−1, especially for the light hole
bands.
A summary of second order expressions within the 14× 14 Kane model
is given in Tab. 3.4.
3.4.5. Dresselhaus term of the conduction band
The appearance of the second order effective Hamiltonian (3.106) is, apart
from the effective mass and the g-factor, the same as that of a free elec-
tron without spin-orbit coupling. We will now re-introduce spin-orbit-
interaction by adding a term obtained within third order perturbation
theory. Since the zinc blende structure has no center of inversion – even
without magnetic field – there is also a spin-dependent splitting of the con-
duction band. The lowest order term that leads to such a spin-splitting is
called the cubic Dresselhaus term [42]:
HˆDc = λcc[kx
(
k2y − k2z
)
σx
+ ky
(
k2z − k2x
)
σy + kz
(
k2x − k2y
)
σz] (3.126)
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Figure 3.6.: Deviation of the valence bands from parabolic dispersion for
various directions in k-space. The calculation based on the
14 × 14 Kane model and was carried out for GaAs. The
dashed lines represent the pure parabolic behaviour of the
effective mass approximation.
This extra term to the effective Hamiltonian couples the motion of the
electrons in the conduction band to their spin. Such a coupling leads to a
de-phasing of an initially polarized spin density, i.e., the Dyakonov-Perel‘
spin relaxation mechanism [9]. Because of the importance for the develop-
ment of new spintronic devices, the magnitude of all relevant Hamiltonians
leading to a spin-splitting has to be known. We therefore start with the
calculation of the parameter λii. The structure of (3.62) is again very
convenient for finding very quickly the right matrix products which are
responsible for the cubic Dresselhaus term. They are
kikjklX
67;5
i X
78;5
j X
86;5
l , (3.127)
kikjklX
68;5
i X
87;5
j X
76;5
l , (3.128)
kikjklX
68;5
i X
88;5
B;j X
86;5
l , (3.129)
where Einstein’s summation convention is implied. Note that for the
derivation of these matrix products, no information about the invariants
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Γ6c
m0
mKc
= 1 + 2m0
3~2
(
|P |2
E0+∆0
+ 2|P |
2
E0
+ |P
′|2
E0−E′0 +
2|P ′|2
E0−E′0−∆′0
)
gK = 2m0
3~2
(
|P |2
E0+∆0
− |P |2
E0
+ |P
′|2
E0−E′0 −
|P ′|2
E0−E′0−∆′0
)
γK1 = −1 + 2m03~2
(
|P |2
E0
+ |Q|
2
E′0
+ |Q|
2
E′0+∆
′
0
)
γK2 =
m0
3~2
(
|P |2
E0
− |Q|2
E′0
)
Γ8v γ
K
3 =
m0
3~2
(
|P |2
E0
+ |Q|
2
E′0
)
κK = 2m0~2
(
1
6
|P |2
E0
− 5
9
|Q|2
E′0
+ 7
18
|Q|2
E′0+∆
′
0
)
qK = 2m0~2
(
2
9
|Q|2
E′0
− 2
9
|Q|2
E′0+∆
′
0
)
Γ7v
m0
mKSO
= −1 + 2m0
3~2
(
|P |2
E0+∆0
+ 2|Q|
2
∆0+E′0+∆
′
0
)
gK = −2m0
3~2
(
|P |2
E0+∆0
− |Q|2
∆0+E′0+∆
′
0
)
Table 3.4.: Summary of all expressions derived by second order pertur-
bation theory within the extendend 14× 14 Kane model.
was necessary. Moreover, this selection of the relevant matrix products
is directly conferred upon the invariants. The material constant of the
Dresselhaus term is thus, without cumbersome calculations, readily given
by
λii =
1
2
√
3
2
∑
jll′
[
i
(I67;5k;ij I78;5k;jl I86;5k;li − I68;5k;il I87;5k;lj I76;5k;ji )
(E6,i − E7,j) (E6,i − E8,l)
+
1
2
√
2
I68;5k;il I88;5k;B;ll′I86;5k;l′i
(E6,i − E8,l) (E6,i − E8,l′)
]
, (3.130)
where once again the expression holds for arbitrary bands with Γ6 sym-
metry.
3.4.6. Influence of strain on the conduction band
As a next step, we include also strain induced effects which lead in ad-
dition to the Dresselhaus term to a spin-orbit coupling. As discussed
in Sec. 3.1.2, in the presence of linear strain additional strain-dependent
terms appear in the Hamiltonian, i.e., Hˆ → Hˆ + HˆV + HˆVI + HˆVII + HˆVIII
(3.26). Since all symmetry operations of the unstrained Hamiltonian still
apply, the influence of strain on the energy spectrum E(k) can again be
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derived with the help of the methods developed in Sec. 3.3. Note, however,
that the additional terms in the Hamiltonian are limited to first order in
the strain tensor. Hence, only terms linear in the components of ε are
valid for any effective Hamiltonian obtained by perturbation theory. This
point has a profound influence on the selection of needed invariants. For
effective Hamiltonians depending solely on the strain tensor only contri-
butions arising from HˆV and HˆVI are of relevance. In order to obtain this
k-independent effective strain Hamiltonian, the symmetry properties of
the operators of these strain dependent Hamiltonians have to be deter-
mined. A complete list of the symmetrized operators is given in App. A.1
and their corresponding parameters in App. A.4.
As in the previous sections, we consider again general Γ6 bands. The
special case of the s-like conduction band can then be easily restored from
the general case by ignoring the contributions from the spatial Γ4-like part
of the band.
Considering now the symmetry properties of the strain tensor, there
are three possible irreducible representations according to which it trans-
forms: K1ε, K3ε;γ and K5ε;γ. See App. A.4 for their definitions. Hence,
independent of their spatial symmetry, both for HˆV and HˆVI only opera-
tors Oµl:γ with corresponding symmetry are possible. In order to unify the
parameters we thus choose analogously to (3.92) a suited set of parameters
Ks;µVI;γ for the spin-dependent Hamiltonian HˆVI. With the definition of the
spin-dependent parameters (3.57) and the orthogonality of the matrices
X (3.43), we decompose the parameters Ks;µVI;γ into a set whose associated
parameters Kµε;γ, transform exclusively on one irreducible representation.
Considering, for instance, the parameters Ks;4VI;γ with Γ
4 symmetry, such a
set reads:
Ks;4VIa;γ = K1ε X44;11;sγ, (3.131)
Ks;4VIb;γ = K3ε;λ X44;3λ;sγ, (3.132)
Ks;4VIc;γ = K5ε;λ X44;5λ;sγ. (3.133)
In first order perturbation theory only operators that transform accord-
ing to the irreducible representation Γ1 or Γ4 are able to contribute to
the Γ6 band. Keeping in mind this limitation, according to App. A.4 only
the operators Oˆ1V, Oˆ
4
VIa;1, Oˆ
4
VIb;1 and Oˆ
4
VIc;1 have to be taken into account
for first order perturbation theory. With the further restriction that their
corresponding operators Oµl:γ also have to transform according to Γ1 or Γ4,
the usage of the decomposition (3.131) becomes obvious and from HˆVI,
only the operator Oˆ4VIa;1 is able to contribute.
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With the known symmetry properties of the operators, all spatial in-
variants are readily calculated with the help of (3.46) and by re-using the
matrices M66;1 (3.80) and N66;14 (3.83), the needed invariants I66;1ε;ij are ob-
tained. Up to first order, the effective Hamiltonian depending solely on
the components of the strain tensor is given by:
Hˆεi = I66;1ε;ii K1ε = aiTrε, (3.134)
where Tr stands for the trace. In the following we will neglect the con-
tribution of Oˆ4VIa;1, as it is only relevant for Γ
6 bands where states with
spatial symmetry Γ4 dominate. For a pure s-like conduction band, the
hydrostatic strain constant ac then reads:
ac =
〈
S
∣∣∣∣∣ Dˆxx + Dˆyy + Dˆzz3
∣∣∣∣∣S
〉
. (3.135)
Note that in literature there is a rather large uncertainty in the mag-
nitude of the value of ac. Reference [54], and references therein, estimate
ac to be in the range −18.3 . . . − 6.3 eV. Due to the fact that there is
also a hydrostatic strain dependence of the valence bands, one source of
uncertainty is associated to common experiments which are merely able
to measure the strain dependence of the band gap. Nevertheless, we will
stick in the following to the advised value of ac = −7.2 eV of Ref. [54].
Let us now turn to effective Hamiltonians which depend linearly on
the components of the strain tensor, as well as linearly on k. There are
two possible ways for the generation of this type of effective Hamiltoni-
ans. One possibility is first order perturbation theory with respect to
the Hamiltonians HˆVII and HˆVIII. The second source of such terms orig-
inates from second order perturbation theory including combinations of
the Hamiltonians HˆIII and HˆIV with HˆV and HˆVI, respectively.
With the three components of k, and the six independent ones of ε,
there are a total of 18 different combinations of kiεjl. There are thus
also 18 independent components for the parameters Kµkε;γ. Regarding the
direct product of the irreducible representations Γ5⊗(Γ1⊕Γ3⊕Γ5) = Γ1⊕
Γ3⊕ 2Γ4⊕ 3Γ5, there is either one combination transforming according to
Γ1 and Γ3, two according to Γ4, and three according to Γ5. A symmetrized
set of these parameters is given in App. A.4.
Regarding again the symmetry limitations discussed above, in first order
there are no contributions from the Hamiltonian HˆVII and the first order
terms have to arise due to HˆVIII. The operators of HˆVIII with match-
ing symmetry are Oˆ1VIII, Oˆ
4
VIIIa, and Oˆ
4
VIIIb. Considering their associated
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parameters, only Ks;4VIIIb;γ possesses the term K1kεX44;11;sγ. Hence, only the
corresponding invariants I˜ab;4VIIIb of Oˆ
4
VIIIb are able to contribute to the in-
variant I66,1ε,ij , and the effective Hamiltonian for the |Γ6i 〉 band is given by:
Hˆkε;1i =
I66;1kε;ii√
2
(εyzkx + εzxky + εxykz). (3.136)
Note, however, that this spin-independent Hamiltonian vanishes for s-like
bands, i.e., Hˆkε;1c = 0.
In first order perturbation theory two more effective Hamiltonians are
possible, Hˆkε1;4i and Hˆkε2;4i . In the first one,
Hˆkε1;4i = −I66;4kε1,ii [(εzz − εyy)kxσx
+(εxx − εzz)kyσy + (εyy − εxx)kzσz] , (3.137)
which is proportional to the parameters K4kε1;γ, the invariants depend
solely on the matrix elements of Oˆ4VIIIa and vanish therefore also for s-like
bands. The first non-zero effective Hamiltonian for the s-like conduction
band is given by:
Hˆkε2;4c = I66;4kε2;cc [(εxyky − εzxkz)σx
+(εyzkz − εxykx)σy + (εzxkx − εyzky)σz] . (3.138)
Although this term is non-zero for the s-like conduction band, it depends
directly on the matrix elements of the first term of the Hamiltonian HˆVIII
which is assumed to be rather small (see, e.g., Ref.[33]). In recent ex-
periments [56–58], however, both effective Hamiltonians Hˆkε1;4c , as well as
Hˆkε2;4c , have been measured. Thus, first order perturbation theory can
not explain these results and the effective Hamiltonians have to arise by
second order perturbation theory, which couples the invariants Iαβ;5k with
those of strain dependent Hamiltonians Iαβ;µε .
We have already determined above the matrices M67;5 (3.93), M68;5
(3.94), N67;55 (3.99) and N68;55 (3.100) needed for the invariants I67;5k and
I68;5k . For the invariants of the strain dependent Hamiltonians more ma-
trices M and N are required. Considering the parameters K5ε;λ of the
invariants I67;5ε and I68;5ε , according to App. A.4, there are four possible
operators able to contribute: O2VI, O
3
VI, O
4
VIc and O
5
VIb. Hence, we need
the additional matrices
N67;52 =
( √
2 0
0 −1
3
√
2
3
)
, N67;53 =
(
0 0
0 4
3
√
3
)
, (3.139)
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N67;54 =
(
0 0
0 2
√
2
3
)
, (3.140)
as well as
N68;52 =
(
0 0 0
0 0 − 4
3
√
3
)
, N68;53 =
( −√2 0 0
0 −
√
2
3
−1
3
√
2
3
)
,
(3.141)
and
N68;54 =
(
0 −i
√
2
3
0
−1 − 1√
3
−1
3
)
. (3.142)
For the coupling of bands with Γ6 symmetry to bands with Γ8 symmetry
there are also invariants of the type I68;3ε possible. For a coupling due to
O3V, we need further the matrices
M68;3 =
( √
2 0 0
0−
√
2
3
√
2
3
)
, (3.143)
and with a similar reasoning as above the matrices
N68;34 =
(
0
√
2 0
−1 − i√
3
i
)
, N68;35 =
(
0 0 −√2
−1 i − i√
3
)
, (3.144)
due to the coupling to O4VIb and O
5
VIa.
With all these matrices we are finally able to calculate the invariants
I67;4ε , I68;3ε and I68;5ε . In second order perturbation we obtain again two
effective Hamiltonians of the type (3.137) and (3.138):
Hˆkε1;4i = Dii [(εzz − εyy)kxσx
+(εxx − εzz)kyσy + (εyy − εxx)kzσz] , (3.145)
and
Hˆkε2;4i =
Cii
2
[(εxyky − εzxkz)σx
+(εyzkz − εxykx)σy + (εzxkx − εyzky)σz] , (3.146)
where we defined the coupling parameters Dii and Cii analogously to
Ref. [56–58].
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The second order contribution to Dii arises from the coupling between
the invariants I68;3ε;ij , with those of I68;5k;ij . The material constant Dii, again
generalized for arbitrary Γ6 bands, then reads:
Dii = −I66;4kε1;ii +
1
2
√
2
∑
j
I68;5k;ij I86;3ε;ji + I68;3ε;ij I86;5k;ji
E6;i − E8;j . (3.147)
The coupling of the invariants I6β;5ε;ij with the invariants I6β;5k;ij leads, anal-
ogous to the derivation of the effective g-factor, eventually to the second
generalized constant:
C3,ii = 2I66;4kε2;ii + i
∑
j
(
I67;5k;ij I76;5ε;ji − I67;5ε;ij I76;5k;ji
E6;i − E7;j
− 1
2
I68;5k;ij I86;5ε;ji − I68;5ε;ij I86;5k;ji
E6;i − E8;j
)
(3.148)
From the general expression (3.147) for arbitrary bands, the material
constant D = Dcc of the s-like conduction band can again be obtained
by considering only the invariants which couple to bands with spatial Γ1
symmetry. The only invariant that fulfils this requirement, and is able
to couple to the invariants of I68;5k;cj is I68,3ε,cj = −
√
2I˜15;5VIa;cj. This invariant
depends, however, directly on the first term of HˆVI (3.28). In previous
calculations of Ref. [33, 34, 59], this term is neglected. Nevertheless the
experiments of Ref. [56–58, 60] contradict the assumption that this term
is small and can be ignored. In the following we will stick to Ref. [56] and
assume for the conduction band a value of D = 6.6·10−12 eVm, whereas for
the constant C3 = C3,cc we take the value of Ref. [61], C3 = 8.1·10−10 eVm.
3.5. Electrons in two-dimensional systems
So far, all our considerations to effective Hamiltonians were related to
three-dimensional bulk materials, where we exploited the symmetry of the
crystal to derive effective Hamiltonians. Furthermore, we focused only on
the operators acting on the Bloch functions un0σ (3.3) and regarded k as
a parameter. As k is also an operator acting on the envelope functions
(see Sec. 3.1.1), for spatial inhomogeneous external potentials some care
is needed since r of the external potential V (r) is also an operator, and
k and r do not commute. An external potential is, however, not the only
possibility to incorporate a spatial inhomogeneity.
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With the help of molecular beam epitaxy, a thin layer of, e.g., GaAs
can be grown between a material with larger band gap, say AlGaAs. This
results in a spatial dependence of the band edge energies (see Fig. 3.7). If
the difference between these band gaps is sufficiently large, the carriers, in
particular the electrons of the conduction band, are trapped within this
thin layer and form a quasi two-dimensional quantum system. Such a thin
layer is therefore called quantum well (QW).
Figure 3.7.: Sketch of a quantum well. The band edge energies En(= 0)
of the conduction and the valence band depend on the z-
coordinate in a quantum well.
Discontinuous parameters are not included in the envelope function ap-
proximation which assumes a spatially homogeneous material. The tran-
sition from one material to another has a direct influence on the Bloch
functions un0σ(r), which incorporate all material specific quantities within
the k ·p theory. Nevertheless, the thickness of typical quantum wells is in
the range of∼ 15−50 nm and consists therefore of about∼ 30−100 atomic
layers. Thus, by neglecting surface effects, one can still assume that the
Bloch functions un0σ in the quantum well remain unchanged compared
to the ones of the bulk material. The envelope function approximation
is then still justified and the discontinuity at the interfaces is taken into
account by an external potential V (z) (Fig. 3.7).
The step-like change of the potential at the interface has to be re-
garded by boundary conditions. In the following, we will consider only
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2D systems where the depth of the quantum well of the conduction band
EBarrier(0) − EQW(0) is much larger than the energies of the electrons.
Hence we approximate the potential V (z) by a QW with infinitely deep
barriers. We assume furthermore that the energy E ≈ ~2 〈k2z〉 /(2mc) =
(~2pi/deff)2/(2mc) of the ground state of the QW, with effective thick-
ness deff , is much smaller than the fundamental band gap E0, however,
still larger than all in-plane contributions to the energy of the electrons.
Hence, higher states are not excited and the quantum well remains in the
ground state. The results from three-dimensional bulk materials derived
in the previous sections then still apply, and all quantities such as the ef-
fective mass are unchanged. In this simple system we can easily obtain the
two-dimensional effective Hamiltonian from the three dimensional one, by
replacing
k2z −→ 〈k2z〉 =
(
pi
deff
)2
, (3.149)
and
knz −→ 〈knz 〉 = 0, (3.150)
for all odd numbers n. Note that all previous results of the zinc blende
structure have been derived in the coordinate system eˆx ‖ [100], eˆy ‖ [010]
and eˆz ‖ [001]. For quantum wells in planes distinct from the (001)-plane,
one therefore has to rotate the z-axis to be perpendicular to the plane
before carrying out the replacements (3.149) and (3.150).
(001)QW (110)QW (111)QW
x− axis [110] [001] [112¯]
y − axis [1¯10] [11¯0] [1¯10]
z − axis [001] [110] [111]
Table 3.5.: Table of commonly used coordinate systems for (001), (110)
and (111) quantum wells [22, 27, 62–64] (see Table 3.5.
Therefore, the effective Dresselhaus Hamiltonian depends strongly on
the growth direction of the quantum well. For often used quantum wells
and their corresponding coordinate systems (see Tab. 3.5) the approxi-
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mated effective Dresselhaus Hamiltonians in a 2D quantum system read:
HD(001) = β~(kyσx + kxσy), (3.151)
HD(110) = −
1
2
β~kyσz, (3.152)
HD(111) =
2√
3
β~(kyσx − kxσy), (3.153)
where we utilized the abbreviation β ≡ λcc(pi/deff)2/~, known as Dressel-
haus parameter. In this approximation only terms linear in k are possible.
Qualitatively similar terms could have been also derived by considering the
corresponding two-dimensional symmetry group of the plane (D2d, e.g.,
for a symmetric (001) QW), instead of the three-dimensional symmetry
group Td of the tetrahedron. Nevertheless, for the quantum wells consid-
ered here, such an approach leads to different coupling constants, i.e., β,
D, C3. Hence, in order to obtain the correct ones, the three-dimensional
symmetry group Td has to be taken into account.
The strong dependence on the growth direction of the quantum well also
influences the two additional effective Hamiltonians (3.145), and (3.146)
which cause a spin-splitting of the conduction band by including strain.
Their corresponding two-dimensional expressions can be derived in the
same way as we obtained the various Dresselhaus terms above. In this
work we will discuss only the two-dimensional electron gas of a (001)
quantum well. From Chap. 2 we already know that in this (001) plane,
surface acoustic waves are most efficiently excited in [110] and [1¯10] direc-
tion, respectively. We will thus stick to the coordinate system of Tab. 3.5,
i.e., eˆx ‖ [110]. The strain dependent Hamiltonians of the quantum well
are then
Hkε1 = −D
[
2εzz − εxx − εyy
2
(kyσ
x + kxσ
y) + εxy(kxσ
x + kyσ
y)
]
,
(3.154)
and
Hkε2 =
C3
2
[
εxx − εyy
2
(kyσ
x − kxσy)− (kxεyz + kyεzx)σz
]
. (3.155)
Note that in a quantum well the Dresselhaus Hamiltonian, together with
(3.154) and (3.155), are all feasible effective Hamiltonians of the bulk that
depend linearly on the momentum operator k and possibly strain.
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Nevertheless, due to the confinement of the electrons into the two-
dimensional system of the QW, there exists a further effective Hamiltonian
causing a spin-splitting of the conduction band. This effective Hamilto-
nian
HRii = riik× E · σ (3.156)
is called Rashba term. So far, we have only discussed quantum wells
whose barriers consist of the same material. Changing, e.g., the amount x
of aluminium in AlxGa1−xAs, the fundamental band gap is also changed.
Due to such an asymmetric setup the electrons in the well are susceptible
to an effective asymmetric potential V (z) in the quantum well (see Fig.
3.8). Alternatively to changing the material of the barriers, one could also
Figure 3.8.: Sketch of a quantum well in an asymmetric potential.
have achieved the same effect by applying an external electric field. As the
Dresselhaus spin-orbit coupling has its origin in the lack of inversion sym-
metry of the crystal, it is often called bulk inversion asymmetry (BIA).
In contrast, the Rashba term can only arise due to an asymmetric po-
tential of the surrounding structure and is thus called structure inversion
asymmetry (SIA).
The components of the operator k do not commute with this potential
(see (3.13)). Nevertheless, Lo¨wdin perturbation theory is also able to cope
with non-commuting parameters and the external potential can be treated
as an additional perturbation.
Since V (z) has no off-diagonal matrix elements, the first contribution
arises within third order perturbation theory (see App. B). Using again
the invariant matrices we derived above, the material constant rii of the
Rashba term reads:
rii = −e
2
∑
j
(
I67;5k;ij I76;5k;ji
(E6;i − E7;j)2 −
1
2
I68;5k;ij I86;5k;ji
(E6;i − E8;j)2
)
. (3.157)
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For the Γ6 conduction band within the 14 × 14 Kane model it can be
approximated by:
rKcc =
e|P |2
3
(
1
E20
− 1
(E0 + ∆0)2
)
− e|P
′|2
3
(
1
(E0 − E ′0)2
− 1
(E0 − E ′0 −∆′0)2
)
(3.158)
Inserting the parameters of Tab. 3.3, for GaAs we obtain a value of rKcc =
5.2 eA˚2.
Since the Rashba term is independent of the symmetries of the bulk
material and is subjected only to the structure of the system, the form of
the Rashba Hamiltonian remains the same for all growth directions of the
quantum well. Moreover, keeping the convention of eˆz to be parallel to the
growth direction, the carriers are exposed to an effective electric field 〈Ez〉,
perpendicular to the quantum well. Note that in order to be consistent
with the Ehrenfest theorem, which implies 〈Ez〉 = 0 for a bound state,
the effective field arises mainly by the asymmetry of the potential of the
valence band [65]. The Hamiltonian of the Rashba spin-orbit interaction
then reads:
HR = α~ (kyσx − kxσy) , (3.159)
where α = rcc 〈Ez〉 /~ combines the material-specific constant rcc with the
structure dependent effective electric field.
Analogously to the structure inversion asymmetry, the out-of-plane com-
ponent of the induced piezoelectric field Ez leads (2.56) to an additional
contribution to the Rashba spin-orbit interaction:
HRSAW = rccEz (kyσ
x − kxσy) . (3.160)
In contrast to the Rashba term (3.159) this term depends, however, on
the strength of the SAW.
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theory
The effective Hamiltonians discussed in Chap. 3 are able to describe elec-
trons and holes in a perfect crystal structure with external electromag-
netic fields as well as in a strained crystal environment. We were partic-
ularly interested in the distinct spin-orbit interaction mechanisms, which
arise due to strain or piezoelectric fields generated by a SAW in a two-
dimensional surrounding. We therefore considered such a specific kind of
spatio-temporal deformation and its accompanying piezoelectric field in
detail in Chap. 2.
The major advantage of the description of electrons and holes by effec-
tive Hamiltonians is their similarity to Hamiltonians of free particles in
external fields. Within the k·p theory the complete influence of the crystal
potential V0(r) on the charge carriers is absorbed in parameters like the
effective mass (3.107) or the Dresselhaus constant (3.130). Moreover, due
to the envelope function approximation, the operator ~k of the effective
Hamiltonians takes over the role of the momentum operator. Since in the
following there is no danger of confusion with the operator p of the k · p
theory, we will rename ~k to p throughout this chapter.
So far we considered only single electrons. Our focus, however, will be
on experimental situations with a large number of charge carriers. A quan-
tum statistical description is therefore inevitable. In the two-dimensional
quantum well systems we have in mind, the motion of the carriers as well
as their spin dynamics is governed by a space and time-dependent surface
acoustic wave. Hence, the statistical mechanics of the system we are deal-
ing with is out of equilibrium. To cope with this task, we will therefore
introduce in the following the basic concepts of a quasiclassical transport
theory. Specifically, within the real-time formulation, the Keldysh tech-
nique [66] is capable of dealing with non-equilibrium situations.
In practice, due to imperfections of the lattice such as impurity atoms,
vacancies due to missing atoms, etc., the assumption of a perfect crystal
structure is hardly sustainable. Within quasiclassical transport theory
such imperfections can furthermore be taken into account by an additional
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random potential Vimp(r).
In this rather technical chapter we will mainly follow the lines of [67–
70]. For more details we recommend the interested reader to the quite
extensive literature (see, e.g., [71–82]).
4.1. Many-particle systems
The systems we have in mind are two-dimensional disordered electron
gases in a quantum well under an external perturbation of a SAW. Hence,
we will consider only electrons in the Γ6c conduction band and drop hence-
forth all previously introduced band indices. As we argued in Sec. 3.5, in
two-dimensional systems the Dresselhaus Hamiltonian HˆD depends only
linearly on the momentum. This linear dependency is shared by the
Rashba Hamiltonian HˆR, as well as the Hamiltonians Hˆkε1 and Hˆkε2 of
the strain-dependent spin-orbit coupling. The Hamiltonian can thus be
rewritten as
Hˆ =
p2
2m
− eΦ(r, t) + Hˆs.o. + Hˆ(i), (4.1)
where m denotes the effective mass of the electron in the conduction band,
and Φ(r, t) the piezoelectric potential (2.45) generated by a SAW. Hˆ(i)
stands for a general Hamiltonian representing possible interactions. Al-
though the concepts of quasiclassical transport theory are very powerful
and capable to describe interactions of electrons with electrons, impurities
or phonons, here, we will only consider in detail the interaction with im-
purities. The Hamiltonian of the spin-orbit interaction can be expressed
as
Hˆs.o. =
piAai (r, t)σa
2m
, (4.2)
where the SU(2) vector potential A(r, t) incorporates all parameters of
the spin-orbit Hamiltonians involved. For the Rashba spin-orbit coupling
(3.159), for example, the non-vanishing components of the SU(2) vector
potential read (AR)xy = −(AR)yx = 2mα.
Let us now consider a system of N electrons. The single-particle Hamil-
tonians then act on each electron independently Hˆ1 ⊗ Hˆ2 ⊗ . . .⊗ HˆN and
the N -particle state space is spanned by the tensor product of N sin-
gle particle states. Using for example states in spatial representation, an
orthonormal basis in the N -particle state space reads:
|rP1〉 ⊗ |rP2〉 ⊗ · · · ⊗ |rPN 〉 . (4.3)
70
4.1. Many-particle systems
Since the particles in our system – say electrons – are an assembly of indis-
tinguishable fermions, only states which are antisymmetric with respect to
interchanging two of them are possible. Denoting ζP the number of tran-
sitions necessary for the permutation P , a completely antisymmetrized
N -particle states reads:
|r1 ∧ r2 ∧ . . . ∧ rN〉 ≡ 1√
N !
∑
P
(−1)ζP |rP1〉 ⊗ |rP2〉 ⊗ · · · ⊗ |rPN 〉 . (4.4)
A convenient tool for the quantum statistics of identical particles is
the quantum field theory, hence we introduce the fermion creation field
operator
Ψ†(r) |r1 ∧ r2 ∧ . . . ∧ rN〉 ≡ |r ∧ r1 ∧ r2 ∧ . . . ∧ rN〉 , (4.5)
which creates an additional fermion and augments the antisymmetrizedN -
particle state by the state |r〉. Analogously, the annihilation field operator
Ψ(r) |r1 ∧ r2 ∧ . . . ∧ rN〉 ≡
N∑
n=1
(−1)n−1 〈r|rn〉 |r1 ∧ . . . (no rn) . . . ∧ rN〉
(4.6)
removes a fermion from the N -particle state |r〉, if it is occupied by any
of them. Otherwise the zero vector |0〉 is obtained. As a consequence of
these definitions, the fundamental anti-commutation relations
Ψ(r)Ψ†(r′) + Ψ†(r′)Ψ(r) ≡ {Ψ(r),Ψ†(r′)} = δ(r− r′) (4.7)
and
{Ψ(r),Ψ(r′)} = {Ψ†(r),Ψ†(r′)} = 0 (4.8)
follow. Moreover, by a consecutive application of the creation field oper-
ator on the vacuum state, one finds the antisymmetrized N -particle state
Ψ†(r1)Ψ†(r2) · · ·Ψ†(rN) |0〉 = |r1 ∧ r2 ∧ . . . ∧ rN〉 . (4.9)
Beyond the creation and annihilation of fermions, the field operators can
also be employed for the representation of operators in the many-particle
space. This becomes apparent by considering an arbitrary one-particle
operator in spatial representation:
Fˆ (1) =
∫
dr
∫
dr′ 〈r|Fˆ (1)|r′〉 |r〉 〈r′| . (4.10)
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In the words of quantum field theory, the one-particle operator removes
the particle in the state 〈r′|, and recreates one in the state |r〉. Hence, in
the N -particle space the corresponding operator Fˆ is given by:
Fˆ (1) =
∫
dr
∫
dr′ 〈r|Fˆ (1)|r′〉Ψ†(r)Ψ(r′). (4.11)
The index (1) indicates that such an operator, although it operates on the
N -particle state space, is still a single-particle operator which acts on each
electron independently. We also introduced the notation of calligraphic
symbols for operators in the many-body basis (Fˆ ↔ Fˆ). For an interaction
between particles, a two-body operator is needed. For an instantaneous
interaction with a potential V (2)(r, r′) it is represented by the two particle
operator
Vˆ(2) = 1
2
∫
dr
∫
dr′Ψ†(r)Ψ†(r′)V (2)(r, r′)Ψ(r′)Ψ(r). (4.12)
Before we turn to the dynamics of operators, we introduce the statistical
operator in the canonical ensemble
ρ =
e−βHˆ
Tr
[
e−βHˆ
] , (4.13)
where Tr denotes the trace in the multi-particle space and β = 1/kBT
(kB is the Boltzmann constant). With the help of the statistical operator,
one obtains observables of a temperature dependent system by averaging
according to
〈O〉 = Tr [ρO] =
Tr
[
e−βHˆO
]
Tr
[
e−βHˆ
] . (4.14)
In systems, where the number of particles is not fixed, the grand canon-
ical ensemble is more convenient and one has to replace Hˆ → Hˆ − µN .
The single-particle energies are then measured relative to their chemical
potential µ.
Let us now turn to the dynamics of our system. Having time-dependent
perturbation theory in mind, needed for the description of the non-equilibrium
system under consideration, we subdivide the single-particle part of the
Hamiltonian (4.1) into two parts – a time-dependent and a time-independent
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one. Using (4.11), the first one is the Hamiltonian of a free particle to-
gether with Rashba and Dresselhaus spin-orbit interaction:
Hˆ0 =
∫
drΨ†(r)
[
− ~
2
2m
∆− i~(A
R+D)ai σ
a
2m
∇
]
Ψ(r)
≡
∫
drΨ†(r)h0(r)Ψ(r). (4.15)
The second one carries time-dependent spin-orbit interactions as well as
the potential generated by the SAW:
Hˆ′(t) =
∫
drΨ†(r)
[
−i~(A
ε)ai (r, t)σ
a
2m
∇− eΦ(r, t)
]
Ψ(r)
≡
∫
drΨ†(r)h′(r, t)Ψ(r). (4.16)
We further assume that the SAW is turned on at a time t0 (Hˆ′(t < t0) = 0).
The complete Hamiltonian is then the sum of Hˆ(t) = Hˆ0 +Hˆ′(t)+Hˆ(i)(t).
These separations open now the way to a very convenient formulation
of perturbation theory, the closed time path formalism. We start with
the time-dependence of an arbitrary operator O, which in the Heisenberg
picture reads
OHˆ(t) = U †Hˆ(t, t0)O(t0)UHˆ(t, t0), (4.17)
with
UHˆ(t, t0) ≡ T
exp
− i
~
t∫
t0
dt′ Hˆ(t′)
 , (4.18)
where we introduced the usual time ordering
T{A(t1)B(t2)} =
{
A(t1)B(t2) for t1 > t2
B(t2)A(t1) for t2 > t1
(4.19)
Due to the properties of time ordering, the unitary operator UHˆ(t, t0) can
be factorized into
UHˆ(t, t0) = UHˆ0(t, t0)S ′(t, t0)S(i)(t, t0), (4.20)
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where
UHˆ0(t, t0) = e−
i
~ Hˆ0(t−t0) (4.21)
S ′(t, t0) = T
exp
− i
~
t∫
t0
dt′ Hˆ′
Hˆ0
(t′)
 (4.22)
S(i)(t, t0) = T
exp
− i
~
t∫
t0
dt′ Hˆ(i)
Hˆ0
(t′)
 . (4.23)
Hence, the time-dependence be rewritten as
OHˆ(t) = S(i)
†
(t, t0)S ′†(t, t0)OHˆ0(t)S ′(t, t0)S(i)(t, t0)
= Tc
{
e
− i~
∫
c dτ (Hˆ′Hˆ0 (τ)+Hˆ
(i)
Hˆ0
(τ))OHˆ0(t)
}
, (4.24)
where the contour ordering symbol Tc orders operators along the closed
time path contour c depicted in Fig. 4.1. Similarly to the usual time
ordering, Tc orders operators with earlier contour time τ to the right. The
contour runs on the real axis from t0 to t and back again.
t0 t1
τ(t1)
t1′
τ(t1′)
t
Figure 4.1.: Closed time contour c
Remembering the definitions of the Hamiltonians (4.15) and (4.16), an
expansion of the exponential function of (4.24) evidently generates a string
of time-dependent field operators. We are thus led to study the behaviour
of the field operators under contour ordering, which leads us to the defi-
nition of the closed time path Green’s function in the next section.
4.2. Green’s functions and Keldysh formalism
Before we define the contour-ordered Green’s function we start with some
remarks concerning products of contour-ordered operators. The Green’s
functions we will consider later on, consist of a product of a field creation
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and a field annihilation operator. From (4.24), their time-dependence is
simply given by the contour-ordered expression
ΨHˆ(r1, t1) = Tc1
{
e
− i~
∫
c1
dτ (Hˆ′Hˆ0 (τ)+Hˆ
(i)
Hˆ0
(τ))
ΨHˆ0(r1, t1)
}
, (4.25)
Ψ†Hˆ(r1′ , t1′) = Tc2
{
e
− i~
∫
c2
dτ (Hˆ′Hˆ0 (τ)+Hˆ
(i)
Hˆ0
(τ))
Ψ†Hˆ0(r1
′ , t1′)
}
, (4.26)
where both contours start at t0. Their turning point is, however, at dif-
ferent times t1 and t1′ . As indicated in Fig. 4.2, the first contour c1 can
be joined with the second c2 into a new contour with starting point still
at t0 and a returning point at the maximum of {t1, t1′}. The product of
the time-dependent field operators is thus
ΨHˆ(1)Ψ
†
Hˆ(1
′) = Tc1+c2
{
e
− i~
∫
c1+c2
dτ (Hˆ′Hˆ0 (τ)+Hˆ
(i)
Hˆ0
(τ))
ΨHˆ0(1)Ψ
†
Hˆ0(1
′)
}
,
(4.27)
where we introduced the abbreviation 1 = (r1, t1).
t0 t1
c1
t1′
c2
Figure 4.2.: Overlapping parts of the contour cancel each other.
Now we are able to define the contour-ordered Green’s function
G(1, 1′) = −i
Tr
[
e−βHˆTc
{
e
− i~
∫
c dτ (Hˆ′Hˆ0 (τ)+Hˆ
(i)
Hˆ0
(τ))
ΨHˆ0(1)Ψ
†
Hˆ0(1
′)
}]
Tr
[
e−βHˆ
] ,
(4.28)
which correlates the creation of a particle at the coordinates 1′ and the
annihilation at 1. Here, the contour c = c1 + c2 is the combination of the
contours discussed above. This Green’s function will prove a powerful tool
for the perturbation theory. Nevertheless, before we start discussing the
usage of the Green’s function within the non-equilibrium theory, we need
to transform it to a more suitable form. Equivalent to the factorization of
(4.20) we can express the Boltzmann factor as
e−βHˆ = e−βHˆ0Tca
{
e
− i~
∫ t0−iβ
t0
dτ Hˆ(i)Hˆ0 (τ)
}
, (4.29)
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where Tca orders along the path from t0 down into the lower complex plane
to t0 − iβ. Note that the external perturbation Hˆ′(t) vanishes for t ≤ t0
and the Green’s function can be written as
G(1, 1′) = −i
Tr
[
e−βHˆ0Tci
{
e
− i~
∫
ci
dτ Hˆ(i)Hˆ0 (τ)e
− i~
∫
c dτ Hˆ′Hˆ0 (τ)ΨHˆ0(1)Ψ
†
Hˆ0(1
′)
}]
Tr
[
e−βHˆ0Tci
{
e
− i~
∫
ci
dτ Hˆ(i)Hˆ0 (τ)e
− i~
∫
c dτ Hˆ′Hˆ0 (τ)
}] ,
(4.30)
where the contour ci = c + ca is depicted in Fig. 4.3. Again, since under
contour ordering operators commute, Tci takes care of the correct order of
operators. In the denominator we also exploited the fact that on a closed
contour Tc{S ′S(i)} = 1.
t0 t1 t1′
t0 − iβ
ci
Figure 4.3.: Closed time contour ci, where the downward part corre-
sponds to evolution in the imaginary time intervall [0,−iβ]
At the appendix contour part ca, there is by definition no interaction
with the external perturbation – the SAW. In the following we will not be
interested in transient phenomena. Hence, we assume that due to interac-
tions between particles and impurities, all initial correlations are washed
out within the collision time scale, long before the external perturbation
starts. In such a case, the ca part of the contour vanishes and we can take
effectively t0 → −∞. If, additionally, we expand the return path of the
contour to +∞, we obtain the Schwinger-Keldysh closed time path [74]
shown in Fig. 4.4. It runs from t = −∞ to t = +∞ and returns then
back to t = −∞. Eventually, we obtain the contour-ordered closed time
Figure 4.4.: Schwinger-Keldysh closed time path C.
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path Green’s function
GC(1, 1
′) = −iTr
[
ρ0TC
{
e
− i~
∫
C dτ (Hˆ′Hˆ0 (τ)+Hˆ
(i)
Hˆ0
(τ))
ΨHˆ0(1)Ψ
†
Hˆ0(1
′)
}]
= −i 〈TC
{
e
− i~
∫
C dτ (Hˆ′Hˆ0 (τ)+Hˆ
(i)
Hˆ0
(τ))
ΨHˆ0(1)Ψ
†
Hˆ0(1
′)
}
〉 , (4.31)
where we used (4.14) together with the statistical density operator:
ρ0 =
e−βHˆ0
Tr
[
e−βHˆ0
] (4.32)
.
Since ρ0 is quadratic in the field operators, Wick’s theorem can be
utilized. It states that expressions of the type
〈TC {O(1)O(2)O(3) . . . O(2n− 2)O(2n− 1)O(2n)}〉 (4.33)
can be decomposed into a sum over all possible pairwise products
〈TC {O(1)O(2)O(3) . . . O(2n− 2)O(2n− 1)O(2n)}〉 (4.34)
=
∑
a.p.p.
∏
i 6=j
(−1)ζP 〈TC {O(i)O(j)}〉 . (4.35)
The usefulness of Wick’s theorem becomes more obvious by considering,
for example, particles coupled to an external field such as Hˆ′Hˆ0 , which
is quadratic in the field operators, while ignoring any interaction of the
particles (Hˆ(i)Hˆ0 = 0). In such a situation the Green’s function is given by
G0(1, 1
′) = −i 〈TC
{
e
− i~
∫
C d2h
′(2)Ψ†Hˆ0
(2)ΨHˆ0 (2)ΨHˆ0(1)Ψ
†
Hˆ0(1
′)
}
〉 . (4.36)
Expanding the exponential function yields in zeroth order the free contour-
ordered Green’s function:
G
(0)
0 (1, 1
′) = −i 〈TC
{
ΨHˆ0(1)Ψ
†
Hˆ0(1
′)
}
〉 . (4.37)
This expression, however, is exactly of the form of the products appearing
in Wick’s theorem. The accomplishment of Wick’s theorem is evidently
that higher order terms derived by an expansion of the exponential func-
tion, can be decomposed into products of the free contour-ordered Green’s
function. The first order contribution can thus be expressed by
G
(1)
0 (1, 1
′) =
∫
C
d2G
(0)
0 (1, 2)h
′(2)G(0)0 (2, 1
′), (4.38)
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and higher order terms accordingly.
Let us now introduce a very useful representation of the contour-ordered
Greens’s function by mapping it onto a 2×2-dimensional matrix Gˆij(1, 1′).
In this so called Keldysh space, the time t1 of the matrix element Gˆij(1, 1
′)
resides on the part i, and t′1 on the part j of the Schwinger-Keldysh closed
time path C. Here the first part of the contour, which runs from t = −∞
to t = +∞, is labelled as 1 and the return path as 2. Explicitly, the
matrix elements of Gˆ(1, 1′) read
Gˆ11(1, 1
′) = −i 〈T
{
ΨHˆ(1)Ψ
†
Hˆ(1
′)
}
〉 , (4.39)
Gˆ12(1, 1
′) ≡ G<(1, 1′) = i 〈Ψ†Hˆ(1′)ΨHˆ(1)〉 , (4.40)
Gˆ21(1, 1
′) ≡ G>(1, 1′) = −i 〈ΨHˆ(1)Ψ†Hˆ(1′)〉 , (4.41)
Gˆ22(1, 1
′) = −i 〈T˜
{
ΨHˆ(1)Ψ
†
Hˆ(1
′)
}
〉 , (4.42)
where T˜ denotes the anti-time-ordering operator.
Returning to the first order expression (4.38), the ij-component of the
corresponding first order term of the real-time matrix Green’s function is
Gˆ
(1)
ij (1, 1
′) =
∑
kk′
∫
d2 Gˆ
(0)
ik (1, 2)hˆ
′
kk′(2)Gˆ
(0)
k′j(2, 1
′), (4.43)
where we introduced the matrix representation of the function
hˆ′ij(1) = h
′(1)σzij. (4.44)
Thus in Keldysh space, the first order expression is obtained by a matrix
product together with an integration. This leads us to the definition of the
symbol “⊗” (not to be mistaken with the same symbol, we used for the
Kronecker product in, e.g., (3.47)), which combines the matrix product
together with the internal integration. The first order matrix equation
thus becomes:
Gˆ(1) = Gˆ(0) ⊗ hˆ′Gˆ(0) = Gˆ(0)hˆ′ ⊗ Gˆ(0) (4.45)
Since not all matrix elements of the Green’s function are independent
of each other, Larkin and Ovchinnikov [83] introduced a more convenient
representation
Gˇ ≡ 1
2
(1− iσy)σzGˆ(1 + iσy) =
(
GR GK
0 GA
)
, (4.46)
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with the retarded, advanced and Keldysh component of the Green’s func-
tion:
GR(1, 1′) = Gˆ11(1, 1′)− Gˆ12(1, 1′) = Gˆ21(1, 1′)− Gˆ22(1, 1′), (4.47)
GA(1, 1′) = Gˆ11(1, 1′)− Gˆ21(1, 1′) = Gˆ12(1, 1′)− Gˆ22(1, 1′), (4.48)
GK(1, 1′) = Gˆ21(1, 1′) + Gˆ12(1, 1′) = Gˆ11(1, 1′) + Gˆ22(1, 1′). (4.49)
Especially the Keldysh Green’s function GK will be of great importance
later on, since it carries the statistical information about the energy oc-
cupation of the system. Note that a major advantage of such a triangular
representation is the fact that it keeps this triangular structure under
matrix multiplications.
We will now introduce Feynman diagrams as a powerful tool for the
derivation of the Green’s function, where here again we stick to the case
of vanishing interactions Hˆ(i) = 0 (4.36). In such a diagrammatic repre-
sentation, the free Green’s function Gˇ
(0)
0 is symbolized by
Gˇ
(0)
0 (1, 1
′) ≡ , (4.50)
and the first order contribution (4.45) by
Gˇ
(1)
0 (1, 1
′) ≡ , (4.51)
where the interaction with the external perturbation h′ is represented by
the cross sign. The full Green’s function Gˇ0 can then be written in the
diagrammatic representation according to
Gˇ0(1, 1
′) ≡
= + +
+
+ . . . (4.52)
From this infinite sum of diagrams, the Dyson equation for the trivial case
of coupling to a scalar potential is easily obtained:
= + = + (4.53)
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or explicitly in the matrix representation (hˇ′(1) = h′(1)σ0)
Gˇ0 = Gˇ
(0)
0 + Gˇ
(0)
0 ⊗ hˇ′Gˇ0 = Gˇ(0)0 + Gˇ0hˇ′ ⊗ Gˇ(0)0 . (4.54)
At this point, we take a closer look on the temporal derivative of the
Green’s functions. Using the von Neumann equation together with the
commutator rules of the field operators, one can easily show that[
i~
∂
∂t1
− h0(1)
]
Gˇ
(0)
0 (1, 1
′) = ~δ(1− 1′)1, (4.55)
or by using (4.54)[
i~
∂
∂t1
− h0(1)− h′(1)
]
Gˇ0(1, 1
′) = ~δ(1− 1′)1. (4.56)
This justifies the definition of the inverse matrix Green’s function :
Gˇ−10 (1, 1
′) ≡
[
i~
∂
∂t1
− (−i~∇1 +A
a(1)σa/2)2
2m
+ eΦ(1)
]
δ(1− 1′)1.
(4.57)
for non-interacting particles. Note that the artificial separation of A into
a time-dependent and a time-independent part is thus lifted and the two
Hamiltonians (4.15) and (4.16) are recombined. In the Green’s function
(4.57), A resembles a vector potential known from electrodynamics. Ac-
tually, we will delve into this analogy in the next section. Yet, we want to
remark that in the expression above we neglected the term ∼ A2σ0, since
on the one hand, it has no influence on the dynamics of the spins, and on
the other hand it is much smaller than the SAW potential eΦ.
Furthermore, as the inverse matrix Green’s function obviously com-
mutes with the Green’s function, the commutator relation[
Gˇ−10 ⊗, Gˇ0
]
= 0, (4.58)
follows.
We will now focus on the interaction of electrons with a random impu-
rity potential. For more details see e.g. [67]. We assume for the sake of
simplicity an ensemble of Ni identical impurities at the location ri
Hˆ(i)(r) =
∫
dr
Ni∑
i=1
Ψ†(r)Vimp(r− ri)Ψ(r). (4.59)
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In a large system with volume V one can suppose that the impurities
are evenly distributed, and the properties of the system are completely
determined in terms of the mean impurity concentration ni = Ni/V . This
implies, however, that only quantities, which are averaged over all possible
impurity positions are relevant, and we introduce therefore the impurity
average over an arbitrary quantity F (r1, r2, . . . , rN)
〈F 〉imp =
∫ N∏
i=1
dri
V
F (r1, r2, . . . , rN), (4.60)
which depends on the position of the impurities.
Similarly to the first order expression (4.51) above, we introduce the
first order diagram for the interaction with the random impurity potential
Gˇ(1)(1, 1′) = (4.61)
However, the impurity average 〈Gˇ(1)〉imp over this first order contribution
yields merely a constant, which can be simply renormalized away by a
redefinition of the reference for measuring energy. The first non-trivial
term occurs within second order perturbation theory
Gˇ(2)(1, 1′) = , (4.62)
where due to the impurity averaging one has to differentiate between the
case of an interaction with two different impurities or an interaction with
one impurity twice. In the first case of two distinct impurities the av-
erage yields again only a constant, which can analogously to the above
reasons simply be renormalized away. The second case of scattering at
one impurity twice corresponds to the diagram
〈Gˇ(2)〉imp (1, 1′) = , (4.63)
where the stochastic correlation due to the averaging process is associated
with
〈V (r)V (r′)〉imp = ni
∫
dr′′ Vimp(r− r′′)Vimp(r′ − r′′). (4.64)
As in the following all the terms of the Green’s function will be impurity
averaged, we will drop the brackets 〈〉imp for simplicity.
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In higher order contributions of the above expansion, scattering at a
single impurity more than twice is possible, e.g.:
(4.65)
However, in the system we have in mind, such multiple scattering terms
can be neglected. (Born approximation [67]). This corresponds to the
assumption that the mean free path of the electrons between two scattering
events is huge compared to the Fermi wavelength and the ratio ~/pf l is
therefore small. The prescription for the derivation of an arbitrary order of
the impurity averaged Green’s function is then clear: tie pairwise together
all potential crosses in every possible way. There are thus, e.g., three
possible diagrams for the fourth order contribution:
(4.66)
We continue this diagrammatic approach for the derivation of the Dyson
equation by introducing the self-energy. The self-energy consists of all
diagrams that cannot be separated by cutting an internal particle line. For
example, in the three diagrams above the first one is separable, whereas
the second and the third are irreducible diagrams. The self-energy Σˇ(1, 1′)
is then defined as the sum over all irreducible diagrams with amputated
external legs:
Σˇ(1, 1′) ≡ Σ
= + + + . . . (4.67)
With this definition, the full Green’s function can be constructed by sum-
ming up all diagrams, which reduce to irreducible diagrams by cutting a
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line once, twice and so on, or in the diagrammatic language
Gˇ(1, 1′) =
= + Σ
+ Σ Σ
+ ΣΣΣ
+ . . . (4.68)
Equivalently to the case of non-interacting particles (4.52), this expansion
results in the Dyson equation
= + Σ , (4.69)
which includes now also interactions with impurities. In the matrix Green’s
function notation the Dyson equation reads:
Gˇ = Gˇ0 + Gˇ0 ⊗ Σˇ⊗ Gˇ = Gˇ0 + Gˇ⊗ Σˇ⊗ Gˇ0. (4.70)
By multiplying this equation with the inverse matrix Green’s function
(4.57) one can derive the left-right-subtracted Dyson equation
− i [Gˇ−10 (1, 2) ⊗, Gˇ(2, 1′)] = −i [Σˇ(1, 2) ⊗, Gˇ(2, 1′)] . (4.71)
So far, the representation of the self-energy is a functional of the free
matrix Green’s function Gˇ0. For further calculations this dependence is
not expedient and we introduce a further approximation, the non-crossing
approximation (see e.g [67]). As its name implies we neglect, similar to the
Born approximation (~/pf l  1) terms in the self-energy with crossing
impurity lines (e.g. the second term of the expansion in (4.67)). The
self-consistent self-energy in Born approximation can then be written as
Σˇ(1, 1′) = , (4.72)
where the impurities are correlated by the full matrix Green’s function.
In the following we will assume the following impurity correlation (4.64)
〈V (r)V (r′)〉imp = niv20δ(r− r′), (4.73)
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which is associated with an impurity potential Vimp(p) ≈ v0 that varies
slowly in momentum space. Under this condition, the self-energy is given
by:
Σˇ(1, 1′) = 〈V (r1)Gˇ(1, 1′)V (r1′)〉imp = niv20δ(r1 − r1′)Gˇ(1, 1′). (4.74)
With this self-energy, together with the above discussed Keldysh for-
malism we will obtain in the next section a Boltzmann like equation, which
also takes spin-orbit interaction into account.
4.3. Generalized Boltzmann equation and
diffusive limit
The Dyson equation (4.70), we derived so far, is a rather technical expres-
sion. By solving it, one would obtain a solution for the Green’s function,
which depends on two distinct space-times (1, 1′) and is fully capable to
describe the complete dynamics of the system. However, for our purposes
it contains too much information. More precisely, we are interested in
the spatio-temporal dynamics of the charge and spin density. The charge
density is given by equal time and space coordinates
ρ(r, t) =
∑
σ
〈Ψ†Hˆ(1)ΨHˆ(1)〉 = −i
∑
σ
G<(1, 1), (4.75)
and the charge current density without external magnetic field by
j(1) =
e~
2m
∑
σ
(∇1 −∇1′)G<(r, t, r′, t′)|r1=r1′ . (4.76)
In order to extract the macroscopic quantities from the matrix Green’s
function, we introduce the Wigner coordinates,
R =
r1 + r1′
2
, T =
t1 + t1′
2
,
r =
r1 − r1′
2
, t =
t1 − t1′
2
,
(4.77)
which transform the system to center-of-mass and relative coordinates,
respectively. Obviously, the variables x = (r, t) describe microscopic and
X = (R, T ) macroscopic quantities. The external perturbations generated
by a SAW, e.g., depend solely on the center-of-mass variables X. More-
over, in equilibrium, meaning without a SAW, the system is spatially and
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temporally translational invariant and thus independent of X. As a next
step, we neglect for the moment the spin-orbit interaction (A = 0) and
consider the Fourier transformation of the functions of the Dyson equation
with respect to the relative coordinates
Gˇ(X, p) ≡
∫
dx e−
i
~pxGˇ(X, x), (4.78)
and with the abbreviations
p = (E,p), px = −Et+ p · r. (4.79)
Furthermore, we introduce the distribution function
f(X,p) ≡ 1
2
[
1 +
∫
dE
2pii
GK(X, p)
]
, (4.80)
from which the above defined two-dimensional charge and current densities
are obtained by
ρ(X) =
∑
σ
∫
dp
(2pi~)2
f(X,p) (4.81)
and
j(X) =
∑
σ
∫
dp
(2pi~)2
p
m
f(X,p). (4.82)
The convenience of the transformation to mixed coordinates then be-
comes evident, by considering expressions of the type A(1, 2) ⊗ B(2, 1′).
Such convolutions, which appear in the Dyson equation, can be written
in the mixed representation as [71]
(A⊗B)(X, p) = ei ~2 (∂AX∂Bp −∂BX∂Ap )A(X, p)B(X, p), (4.83)
with
∂AX = (−∂T ,∇R), ∂Ap = (−∂E,∇p), (4.84)
and
∂AX∂
B
p = −
∂A
∂T
∂B
∂E
+∇AR · ∇Bp . (4.85)
The superscript denotes the object on which the derivative operates. The
wave length and frequency of the surface acoustic waves considered here
is of the order of ∼ 5µm and ∼ 500 MHz, respectively. Compared to
the microscopic quantities which are determined by the Fermi momentum
and Fermi energy, the external length and time scale is huge and hence,
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~∂X∂p  1 . As a consequence, for our purposes, it is sufficient to expand
the exponential function in (4.83) up to first order. This procedure is
known as the gradient expansion.
Let us now consider the spectral weight function
A(X, p) ≡ i (GR(X, p)−GA(X, p)) , (4.86)
whose equation of motion is obtained by subtracting the diagonal elements
of the left-right-subtracted Dyson equation (4.71):[
G−10 −
1
2
(ΣR + ΣA) ⊗, A
]
−
[
i(ΣR − ΣA) ⊗, 1
2
(GR +GA)
]
= 0. (4.87)
Applying the gradient expansion to this equation generates, in first order,
a differential equation which is solved by
A(X, p) =
i(ΣR − ΣA)(
E − ξp − V (x)− 12(ΣR + ΣA)
)2
+
(
i(ΣR−ΣA)
2
)2 , (4.88)
with ξp = p
2/2m. We will stick to the case of small impurity concentra-
tions ni, where the self-energy is small. The spectral weight function is
then a sharply peaked function and can by approximated by
A(X, p) ≈ 2piδ(E − ξp − V (X)). (4.89)
This approximation, which in the absence of any interactions is of course
exact, is the so-called quasi-particle approximation.
Note that, for example, in the case of strong electron-phonon interac-
tion, the assumption of a sharply peaked spectral weight density in terms
of the energy E is no longer valid and one has to rely on a different ap-
proach. Although A(X, p) in such a case of strong electron-phonon inter-
action is no longer peaked in the variable E, it is still a peaked function of
the momentum and thus ξp [84, 85]. Analogously to the quasi-particle ap-
proximation, with the help of this so-called quasi-classical approximation
one obtains an equation similar to the Boltzmann equation; the Eilen-
berger equation [86].
We will now take advantage of the simple form of the spectral weight
function in the quasi-particle approximation to derive an expression for the
impurity scattering, which depends on the distribution function f(X,p).
The gradient expansion of the Keldysh component of the right-hand-side
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of the Dyson equation (4.71) yields in leading order:
−i [Σˇ ⊗, Gˇ]K (X, p) ≈− iGK(X, p) (ΣR(X, p)− ΣA(X, p))
+ ΣK(X, p)A(X, p). (4.90)
For a constant impurity potential in momentum space, the self-energy
within the Born approximation can according to (4.74) be written as
Σˇ(X, p) = niv
2
0
∫
dp′
(2pi~)2
Gˇ(X, p′). (4.91)
Using this expression together with the definition of the distribution func-
tion (4.80) and the spectral weight function (4.89) in (4.90), one obtains
the electron-impurity collision integral:
Iimp[f ] = −2piniv
2
0
~
∫
dp′
(2pi~)2
δ(ξp − ξp′)(f(X,p)− f(X,p′)). (4.92)
For the two-dimensional electron gas we have in mind, one can simplify
this integral by taking advantage of the identity
∫
dp′
(2pi~)2
= N0
∞∫
0
dξp
2pi∫
0
dϕ
2pi
, (4.93)
where N0 = m/(2pi~)2 denotes the density of states per spin and area,
and ϕ is the angle of the momentum p in polar coordinates. The collision
integral takes therefore the form
Iimp[f ] = −1
τ
(f − 〈f〉) , (4.94)
where we encounter the impurity scattering rate τ−1 = N02piniv20/~, which
is associated with the average time between two scattering events. The
brackets 〈. . .〉 = ∫ dϕ/2pi . . . indicate the angular average.
We will now turn to the left-hand-side of the Dyson equation (4.71) to
derive the Boltzmann equation. In leading order of the gradient expansion
one finds:
−i [G−10 ⊗, Gˇ] ≈∂EG−10 ∂T Gˇ− ∂TG−10 ∂EGˇ
−∇pG−10 · ∇RGˇ+∇RG−10 · ∇pGˇ. (4.95)
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If we still neglect the influence of spin-orbit coupling (A = 0) and
consider instead an electromagnetic vector potentialA(X), the free inverse
Green’s function reads:
G−10 (X, p) = E −
(p+ eA(X))2
2m
+ eΦ(X) (4.96)
At this point, however, some care is required. With the procedure dis-
cussed so far, one would obtain an expression for the distribution function
that is not gauge invariant. In order to circumvent this problem, one
“shifts” in the Fourier transformation (4.78) the momentum towards the
kinematic momentum p→ p∗ = p+ eA(X):
Gˇ(X, p) ≡
∫
dx e−
i
~ (p+eA(X))xGˇ(X, x). (4.97)
A gradient expansion analogous to (4.95) then leads together with the cor-
responding distribution function to the U(1) gauge-invariant Boltzmann
equation (
∂T +
p∗
m
· ∇R + F · ∇p∗
)
f(X,p) = Iimp[f ], (4.98)
with the Lorentz force
F = −e
(
E+
p∗
m
×B
)
. (4.99)
We return now to our actual goal, a Boltzmann-like equation includ-
ing the effects of spin-orbit coupling. The purpose of writing in the free
Green’s function (4.57) the spin-orbit interaction similarly to an electro-
magnetic vector potential, was to obtain a SU(2) gauge-invariant expres-
sion in analogy to the procedure above. The simple concept of a “shift” is,
however, not applicable in the presence of the non-Abelian SU(2) vector
field Aa(X)σa/2. Nevertheless, as in the case of an electromagnetic field,
the gauge-invariance is restored by the inclusion of a factor exp[−ieA(X)x]
in (4.97), as pointed out in Ref. [68], a similar approach can be pursued
with the help of the transformation[
G−10 (1, 1
′) ⊗, Gˇ(1′, 2)
]→ UΓ(X, 1) [G−10 (1, 1′) ⊗, Gˇ(1′, 2)]UΓ′(2, X).
(4.100)
The Wilson line [87] is the exponential of the line integral of the gauge
potential
UΓ(2, 1) = Pe−i
∫
dyA(y), (4.101)
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where the symbol P denotes path ordering along the curve Γ from 1 to 2.
Since it is evaluated in terms of the small relative coordinates x, the curve
Γ is in the following always chosen to be a straight line. We are thus led
to the definition of a locally covariant Green’s function
ˇ˜
G(1, 2) ≡ UΓ(X, 1)Gˇ(1, 2)UΓ(2, X) (4.102)
and its associated distribution function
f(X,p) ≡ 1
2
[
1 +
∫
dE
2pii
G˜K(X, p)
]
. (4.103)
The inverse free Green’s function in the presence of spin-orbit interac-
tion (compare (4.57)) and without external magnetic field reads:
G−10 (X, p) = E −
(p+Aa(X)σa/2)2
2m
+ eΦ(X). (4.104)
With the assumption of a weak spin-orbit interaction compared to the
Fermi energy, a gradient expansion of the locally covariant left-hand-side
of the Dyson equation (4.100), and a subsequent energy integration, then
results in a Boltzmann-like equation (f = f(X,p)):
∂Tf +
p
m
· ∇˜Rf + 1
2
{F ,∇pf} = −1
τ
(f − 〈f〉) . (4.105)
Note that by introducing the covariant derivative
∇˜R = ∇R + i~ [A, . . .], (4.106)
together with the generalized Lorentz-force
F = −eE−
(
E + p
m
×B
)
, (4.107)
this expression has a very similar form compared to the Boltzmann equa-
tion (4.98). In the absence of a classical magnetic field, the components
of the generalized electromagnetic field read:
E = −∇Φ, (4.108)
Eai = −∂TAai , (4.109)
Bai =
1
2
ijkF
a
jk, (4.110)
Fajk = ∂xjAak − ∂xkAaj + i[Aj,Ak]a. (4.111)
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Note that the generalized distribution function
f = f 0σ0 + fxσx + f yσy + f zσz, (4.112)
combines the charge and the spin distribution of the system
ρ = ρ0σ0 + ρxσx + ρyσy + ρzσz, (4.113)
and accordingly the charge and spin currents and is thus effectively a
two-dimensional matrix. The zeroth component σ0 of the Pauli matrices
denotes the identity matrix. The corresponding charge (µ = 0) and spin
densities (µ = x, y, z)
ρµ(X) =
1
2
∫
dp
(2pi~)2
Tr{f(X,p) · σµ} (4.114)
or charge and spin currents
jµ(X) =
1
2
∫
dp
(2pi~)2
p
m
Tr{f(X,p) · σµ} (4.115)
are obtained in an analogous way as in (4.81) and (4.82). Moreover,
the spin-dependency of the generalized distribution function, explains the
commutator term in the generalized derivative (4.106), which additionally
to the spatial derivative, describes spin precession around the spin-orbit
field.
In order to transform the Boltzmann equation into a more tractable
form, we rely on the further assumption that the time between two col-
lisions due to impurity scattering events, is much lesser than the tem-
poral change of all external influences. This implies in our case that
the frequency of the SAW has to be much shorter than the scattering
rate, i.e., ωSAWτ  1. We assume furthermore that the wavelength
λSAW of the SAW is much larger than the length of the mean free path
l = pτ/m  λSAW. Note, however, that although we assume small scat-
tering times, the Fermi energy is still assumed to be the largest energy,
i.e., EF  ~/τ . In other words, only few electrons around the Fermi en-
ergy are excited, and we may assume for the angular averaged distribution
functions
〈fµ(X,p)〉 ≈ 1
N0
δ(ξp − EF )ρµ(X). (4.116)
The external SAW-fields are then incapable to drive the system far from
the local equilibrium – the Fermi distribution – and the ansatz to expand
the distribution function
f(X,p) ≈ 〈f(X, p)〉+ ep · δf(X, p), (4.117)
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in spherical harmonics in momentum space is justified, where ep = (cosϕ,
sinϕ) denotes the unit vector in p = p ep direction [72, 88–90]. Follow-
ing this approach, one can also separate the Boltzmann equation into a
spherical symmetric part by taking the angular average
∂T 〈f〉+ p
m
∇˜R · δf − 1
4p
{
eE+ E , δf + ∂δf
∂p
,
}
= 0 (4.118)
and a “p-wave” part
ep ·
(
∂T δf +
1
τ
δf +
p
m
∇˜R 〈f〉 − 1
2
{
eE+ E , ∂ 〈f〉
∂p
})
= 0. (4.119)
By the assumption of small scattering times, the second equation
δf = −τ p
m
∇˜R 〈f〉+ τ
2
{
eE+ E , ∂ 〈f〉
∂p
}
, (4.120)
inserted in the first one yields an equation, which depends exclusively
on the averaged distribution function. Substituted in the expression for
the spin densities (4.114) and regarding (4.116) one finally obtains the
“continuity” equation
∂ρ
∂t
+ ∇˜ · j = 0, (4.121)
with the current density
j = −D∇˜ρ+ µ
e
{eE+ E , ρ} , (4.122)
which depends solely on the center-of-mass coordinates. Here, we intro-
duced the diffusion constant
D =
1
2
v2F τ, (4.123)
where vF = pF/m denotes the Fermi velocity and the mobility of the
electrons is µ = eτ/n [89].
We quoted the phrase “continuity” equation, since as we will discuss
later, only the number of particles is conserved. Due to spin-precession,
which is incorporated in the generalized derivative, an initial polarisation
of the electron gas effectively vanishes within the relaxation time. The
relaxation rate is, however, influenced by the external fields of the surface
acoustic wave. We will discuss this point in detail in the next chapter.
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under the influence of a SAW
In the first chapter we discussed the various possible microscopic sources
of spin-orbit interaction. The lack of a center of inversion in the tetrago-
nal structure of GaAs is the origin of the bulk inversion asymmetry (BIA)
induced Dresselhaus spin-orbit interaction (3.151). Furthermore, in a two-
dimensional quantum well there is an another possible type of spin-orbit
coupling, the Rashba spin-orbit interaction. Whereas the Dresselhaus
term is a consequence of the properties of the material under considera-
tion, the Rashba term (3.159) has its origin in a possible structure inver-
sion asymmetry (SIA) of the quantum well. These two sources of spin-
orbit interaction are present independently of an external perturbation.
Additional possible spin-orbit couplings come into play if the medium is
deformed by a surface acoustic wave. Although the strain induced spin-
orbit interactions Hˆkε1 (3.154) and Hˆkε2 (3.155) are valid only for a con-
stant linear strain, we quietly assumed in Chap. 4 a spatiotemporal ε(r, t)
strain as a source of spin-orbit interaction. This assumption was, however,
well justified as the relevant length scale of the electrons, the microscopic
mean free path, is very small compared to the macroscopic wavelength of
the SAW. As we have pointed out in the second chapter, the Rayleigh-type
surface acoustic wave consists, in addition to the deformation of the mate-
rial, of a piezoelectric field with components in propagation direction and
perpendicular to the surface. The perpendicular part of the piezoelectric
field induces then a further, SAW dependent contribution to the Rashba
spin-orbit interaction HˆRSAW (3.160).
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All in all, in this chapter we have therefore to deal with five distinct
sources of spin-orbit interaction:
Dresselhaus Hamiltonian
Rashba Hamiltonian
HˆD
HˆR
}
SAW independent
Strain induced
Hamiltonians
}
Hˆkε1, Hˆkε2
SAW induced
Rashba Hamiltonian
HˆRSAW
 SAW dependent
Figure 5.1.: Sketch of a typical experimental setup: Within a quantum
well (QW), a two-dimensional electron gas is generated by a
laser beam. Subsequently, this carrier density is modulated
by a SAW, which is generated by the interdigital transducer
(IDT).
Over the last decades, the manipulation of a two-dimensional electron
gas by a SAW was often demonstrated experimentally as well as treated
theoretically [21–28, 62, 91–117]. Hence, we consider here a typical ar-
rangement used in many experiments and discussed frequently in liter-
ature. As depicted in 5.1, an interdigital transducer (IDT) generates a
SAW that subsequently propagates over the surface. In a depth of about
∼ 100 nm a quantum well is located. At room temperature and below,
owing to the energy gap of ∼ 1.5 eV, between the valence and the con-
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duction band (compare 3.4) there are hardly any carriers in the conduc-
tion band due to thermal excitation. A local carrier density ρ0(r) in the
conduction band is thus generated by a laser with a typical diameter of
several micrometers. In addition, this excitation naturally generates a
corresponding local hole density h(r) in the valence band. In this environ-
ment of negatively charged electrons, together with the positively charged
holes, supplementary to their later discussed dynamics, further prominent
processes are present.
Due to their opposite charge, electrons and holes are – like a hydrogen
atom – able to form neutrally charged, atom-like structures, so-called ex-
citons. The generation of excitons can be expressed within a simple model
by the product density, R(r) = c ρ0(r)h(r), with a generation constant of
c ∼ 0.1 − 10 cm2/s [99, 118, 119]. As a counteracting process, excitons
can be ionized by electric fields as well as by thermal excitations [120]. A
further important mechanism is the recombination of electrons and holes
under emission of photons. Such a process can occur either by direct re-
combination, or by radiative decay. Typical radiative lifetimes of excitons
are in the range of 0.1− 1 ns [99].
Apart from the interaction of the charge carriers, the SAW is able to
spatially modulate the valence and conduction band in two ways: The first
modulation called type-I, is primarily caused by the hydrostatic strain de-
pendent effective Hamiltonian (3.134), where under compression the band
gap expands. The second (type-II) modulation of the valence and conduc-
tion band is related to the piezoelectric potential ΦSAW of the SAW. Since
the electric in-plane field affects both, electrons and holes, the modulation
spatially shifts the conduction band minima and valence band maxima,
contrary to the type-I modulation, in the same way. The band gap energy
is therefore constant under a type-II modulation. As indicated in Fig. 5.2,
the different types of modulation have a pronounced effect on the charge
carrier dynamics. Since the electrons tend to move to the potential min-
ima of the conduction band, and the holes to the maxima of the valence
band, respectively, due to type-I modulation electrons and holes accumu-
late at the same phase point of the SAW, whereas the type-II modulation
effectively separates them by approximately half a wave length.
In order to determine the dominating modulation we estimate the en-
ergy of the piezoelectric potential eΦSAW (2.45) and of the effective Hamil-
tonian Hˆεc (3.134) of the hydrostatic strain: Whereas the piezoelectric po-
tential eΦSAW ∼ C [eV] depends only on the strength of the SAW, C, the
energy shift due to hydrostatic strain Ehyd ∼ 3.5 · 10−3Ck [eVµm], is also
proportional to the wave vector k (see derivation of Eq. (2.57)). For wave
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Figure 5.2.: Sketch of the modulation of the valence and conduction
band. The type-I modulation has its origin in the band
shift of the bands due to hydrostatic strain, whereas the
type-II modulation is caused by the piezoelectric potential
ΦSAW.
lengths ∼ µm discussed here, the type-II modulation is therefore about
a factor 100 stronger than the type-I modulation, and will therefore be
neglected in the following.
Due to on the tendency of electrons and holes to accumulate at distinct
phase points we neglect in this chapter their mutual interaction. Moreover,
the spatial isolation of the electrons and holes also suppresses a further,
usually important, source of spin-relaxation, the Bir-Aronov-Pikus spin-
relaxation mechanism [7], which depends directly on the interaction of
electrons and holes.
Note that the results and the presentation of this section are partly
adapted from Ref. [121].
5.1. Charge Dynamics
In this section we examine the influence of a SAW on the charge density
where we encounter two distinct regimes, depending on the strength of the
SAW (compare also Ref. [121]). The proper understanding of the spatio-
temporal distribution of the carriers is essential for the description of the
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spin dynamics. We therefore start with the drift-diffusion equation of the
electrons, obtained from (4.121), where we neglect spin-charge coupling.
According to (4.113), the charge carrier distribution is associated to the
identity matrix. As a consequence, the commutator term in the covariant
derivative (4.106) vanishes, and one obtains a drift-diffusion equation for
an electron under the influence of an external electric field
∂ρ0
∂t
+∇ · (µEρ0)−D∇2ρ0 = 0. (5.1)
Since we are considering a two-dimensional electron gas, the charge carri-
ers can only be accelerated by the in-plane component of the electric field
generated by the SAW. Keeping the convention established in Chap. 2,
we assume a SAW propagating in ex-direction. The in-plane component
of the piezoelectric field of the SAW can according to (2.56) be written as
E(r) = E ex cos (kx− ωt) , (5.2)
where in this chapter, analogously to the notation of Chap. 2, k, ω and
v denote the wave vector, the frequency and the velocity of the SAW,
respectively. Note that according to (2.56) and (2.57), the amplitude E of
the electric field corresponds to the strength of the SAW, and influences
therefore also the amplitude of the components of the strain tensor ε.
Since there is no drift (Ey = 0) of the carriers perpendicular to the
direction of the SAW, the solution of the drift-diffusion equation (5.1)
factorizes, ρ0(r, t) = NX(x, t)Y (y, t), where the constant
N =
∫
drρ0(r) (5.3)
is given by the number of carriers in the two-dimensional quantum well
plane. The motion of the carriers in y-direction is determined by the
solution of the diffusion equation,
Y (y, t) =
1√
4piDt
∫ ∞
−∞
dy′ exp
[
−(y − y
′)2
4Dt
]
Y (y′, 0). (5.4)
For the motion in x-direction, we have to discriminate whether the dy-
namics of the carriers is governed by the drift term or the diffusion term,
respectively. Assuming an initial spatial variation of the density on the
length scale of the wavelength λ of the SAW, a simple estimation shows
that if the driving electric field of the SAW is weak, µE  Dk, the dy-
namics in SAW direction is dictated by diffusion and X(x, t) is similar
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to Y (y, t). Since in this limit of weak surface acoustic waves the dynam-
ics of the carriers is rather unspectacular, in the following we are always
interested in the case µE  Dk. In typical non-degenerate semiconduc-
tors the Einstein relation D = µkBT/e can be employed to estimate the
diffusion constant [99, 122–125], implying that the condition Dk  µE
becomes independent of the mobility, namely reduces to kBT  eE/k.
As the magnitude of a typical piezoelectric field generated by a SAW is
of the order of ∼ keV/cm [28] (compare also e.g. (2.56)), even at room
temperature, the drift term dominates over the diffusion term. Hence,
to start with, we neglect diffusion and the drift diffusion equation (5.1)
reduces to a first order differential equation with solution
X(x, t) =
v − µE cos [k ξ(x, t)]
v − µE cos (kx− ωt)X (ξ(x, t), 0) , (5.5)
where
ξ(x, t) =
2
k
arctan
{√
v − µE
v + µE
tan
[
arctan
(√
v + µE
v − µE tan
(
kx− ωt
2
))
+
√
v2 − (µE)2
2v
ωt
]}
. (5.6)
Note that ξ(x, t = 0) = x.
Some care is needed because of the periodicity of tan [(kx− ωt) /2],
since for an arbitrary initial condition one has to choose the right branch
in order to obtain the solution with the correct initial distribution. One
can circumvent this difficulty by choosing an initial condition with all
carriers located within one period. In Fig. 5.3 we therefore assumed a
Gaussian initial distribution with a standard deviation of λ/10 and thus
much smaller than the wavelength. Apparently, the solution of X(x, t)
(5.5) depends strongly on the ratio µE/v. For µE < v, the carriers are
not fast enough to follow the SAW, yet they flow from one minimum to
the next, with the average velocity
v = v −
√
v2 − (µE)2, µE < v. (5.7)
The situation is quite different for µE > v, when the charge carriers are
fast enough to follow the SAW, i.e. they are “surfing”. This means that
they are subjected to a stationary potential in a reference frame moving
with the SAW, and at the point x0 = arccos (v/µE) /k in this frame they
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Figure 5.3.: Motion of the charge carriers X(x, t) in x-direction with
µE/v = 0.5. Figure adapted from Ref. [121].
move with its velocity. Since the potential is periodic, there is such a
point in every period. Independently of the initial distribution X(x, 0),
the carriers flow towards the point x0 corresponding to their period, until
they reach a stationary distribution. Thus, for µE > v the solution (5.5)
converges to X(x, t) ∼ δ(k(x − x0) − ωt), and the carrier density X(x, t)
is concentrated in an infinitely small wire parallel to the wave front. The
assumption of a spatial extension of the carrier density of the order of
the wavelength is then no longer justified. This implies that the diffusion
term cannot be neglected any further. Switching to the reference frame of
the moving SAW, the charge density distribution becomes stationary, and
the drift term is cancelled by the diffusion term. Since the charge current
vanishes in the moving frame,
X(x, t) = exp
[
µE sin(kx− ωt)− v(kx− ωt)
Dk
]
, (5.8)
which is sharply peaked at kx − ωt = kx0, is a solution of (5.1). Hence
for |kx − ωt − kx0|  1, X(x, t) can be approximated by a Gaussian
distribution,
X(x, t) ≈ e
− (kx−ωt−kx0)2
2σ2√
2piσ
, (5.9)
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with standard deviation
σ =
√
Dk/
√
(µE)2 − v2. (5.10)
Note that the exact solution (5.8) of the continuity equation (5.1) does
not depend on the sign of µ. In other words, this solution describes the
dynamics of electrons as well as that of holes, provided both are in the
surfing regime, i.e., µeE, µhE > v. In this case, the distance between the
two pockets of carriers is
∆x0 =
arccos (v/µhE)− arccos (v/µeE)
k
(5.11)
and therefore confirms the assumption of spatially separated electron and
hole densities.
We will exploit the fact that in the “surfing” regime the charge carriers
are concentrated in narrow wires in the following discussion of the spin
dynamics. In particular, such a confinement is able to enhance the spin-
lifetime.
5.2. Spin dynamics due to Rashba &
Dresselhaus spin-orbit interaction
As indicated by the title of this section, we neglect for the moment the
spin-orbit interaction caused by the SAW. The remaining spin-orbit in-
teraction is then given by the Rashba and the Dresselhaus Hamiltonians
(3.159) and (3.151), respectively. The non-vanishing components of the
SU(2) vector potential A = Axσx + Ayσy + Azσz (compare (4.2)) are
therefore given by
(A)xy = 2m(β + α) ≡ ~mα+, (5.12)
(A)yx = 2m(β − α) ≡ ~mα−. (5.13)
For the discussion of the spin dynamics we come back to the “continuity”
equation (4.121), where we already inserted the current (4.122) and used
the definition of the covariant derivative (4.106).
∂ρ
∂t
+∇ · (µEρ)−D∇2ρ = i
~
[A, 2D∇ρ− µEρ]− D
~2
[A, [A, ρ]] (5.14)
For the charge component ρ0, which is proportional to the identity matrix,
we immediately retrieve the equation of motion for the charge carriers
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(5.1). As already mentioned in the previous chapter, the quotes in the
phrase “continuity” equation become apparent by considering the right-
hand-side of the above equation. The first term, linear in A, describes a
precession of the spins, whereas the second term, quadratic in the SU(2)
vector potential, is responsible for the relaxation of the spin density. Using
the commutator relation [σa, σb] = 2iabcσ
c with the Levi-Civita symbol
abc, we obtain the Bloch equations for the components of the spin density
(a = x, y, z)
∂tρ
a + µ∇ · Eρa −D∇2ρa = −2
~
abcAb · (2D∇− µE)ρc − Γabρb, (5.15)
where we defined the spin relaxation matrix
Γab = 4
D
~2
(∑
i
Ai ·Aiδab −Aa ·Ab
)
. (5.16)
As the diffusion constant D (4.123) is proportional to the scattering time
τ , the spin lifetime increases with decreasing scattering time. Remember-
ing the effective Dresselhaus and Rashba spin-orbit Hamiltonians (3.151)
and (3.159), this behaviour can be quite easily understood. Between two
scattering events, an electron moves linearly and its spin precesses around
the internal effective ”magnetic field“ b = p · Aa/2m. As we assume
weak spin-orbit coupling b  ~/τ compared to the scattering rate, the
precession angle ∼ |b|τ between two scattering events is small. After each
scattering event, the electron changes its direction of motion and therefore
also the direction of the internal “magnetic field” b. Thus, the random
motion of the electrons is directly transferred to the spin dynamics, which
therefore also resembles a diffusion process. The spin relaxation due to
the random motion of the charge carriers is known as the Dyakonov-Perel
relaxation mechanism [9, 126].
For a homogeneous spin distribution and without a SAW, one can im-
mediately determine the spin lifetimes from the eigenvalues of the inverse
spin relaxation matrix Γ−1. In our situation of Rashba and Dresselhaus
spin-orbit interaction within a (001)-quantum well the relaxation matrix
is, for our choice of coordinates, diagonal and its eigenvalues are:
Γx = 4Dm
2α2− (5.17)
Γy = 4Dm
2α2+ (5.18)
Γz = 4Dm
2(α2− + α
2
+). (5.19)
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Depending on the sign and magnitude of the Rashba constant α, for the
first and the second equation there is in principle the special case of β = α
or β = −α and hence Γxx = 0 or Γyy = 0, respectively. Such a case of a
vanishing relaxation rate implies an infinite spin lifetime. Although this
limit, known as persistent spin helix, can be realized in experiments [127,
128], we here consider the more general case |α| 6= β.
5.2.1. Homogeneous initial conditions
The spin dynamics depends strongly on the initial conditions. In this
subsection we consider an experimental setup where a short laser pulse
homogeneously polarizes the complete surface. In the surfing regime elec-
trons and holes are strongly localized and effectively spatially separated,
see Eq. (5.11), and are transported—along with their spins—across the
sample. The description of the spin dynamics is considerably simplified by
switching to a reference frame co-moving with the SAW, x→ x− vt−x0.
A change to such a reference frame leads to an additional term in the
continuity equation which acts like an additional internal magnetic field,
∂tρ+ ∇˜j+ i[vA, ρ] = 0. (5.20)
A further simplification can be achieved by applying the following SU(2)
gauge transformation:
A→ U †AU + iU †∇U, U = exp (ixAx) . (5.21)
In this gauge, the covariant derivative ∂˜x → ∂x is diagonal in spin space
but leads to an x-dependent vector potential Ay(x). However, since the
charge carriers are Gaussian-distributed at the origin in the co-moving
system with σ  1/2mα−, one can neglect the x-dependence of the vector
potential, hence Ay(x) ≈ Ay(0).
The time-dependence of the spin density in the presence of the SAW is
governed by an effective relaxation matrix γ, whose (complex) eigenvalues
are given by
γx,z = 2Dm
2α2+ ± 2 i
√
v2m2α2− −D2m4α4+, (5.22)
γy = 4Dm
2α2+. (5.23)
Since all carriers move with the same velocity v, the real part of these
eigenvalues is related to the spin decay length,
Ls =
v
<(γ) , (5.24)
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whereas the imaginary part determines the spatial precession length 1,
λ =
2piv
=(γ) . (5.25)
For a SAW moving in y-direction we proceed in the same way. The carriers
are then concentrated in a small wire parallel to the x-axis. In this case
one finds
γx = 4Dm
2α2−, (5.26)
γy,z = 2Dm
2α2− ± 2 i
√
v2m2α2+ −D2m4α4− (5.27)
which is obtained from Eqs. (5.22) and (5.23) by interchanging x and y
as well as + and −.
Comparing the real parts with Eqs. (5.17) and (5.18), one finds a max-
imal enhancement of the spin lifetime by a factor of 2(α−/α+)2 for the
x direction, and 2(α+/α−)2 for the y direction (“motional narrowing”).
Note that the real parts of γx/z and γy/z are by a factor of two smaller
than their perpendicular counterparts, γy and γx, respectively. These per-
pendicular counterparts, describing the relaxation of spins parallel to the
SAW wave front, are not affected by the SAW in the simple case of a
homogeneous spin density.
Specifically, we have calculated numerically the x-spin density for a
SAW travelling in x-direction and for different E values. For simplicity,
we set α+ = α−, which in the surfing regime implies a spin lifetime increase
by a factor of two. Not being interested in the spatial variation of the spin
density, we consider the spin polarization Ps = |Ps|, by integrating the
spin density over the whole surface. From the Bloch equations (5.15) one
sees that, without a SAW, the spin polarization decays exponentially with
the spin scattering rate (5.17). Hence we define the average spin lifetime
by
〈τ〉 =
∫∞
0
tPs dt∫∞
0
Ps dt
. (5.28)
For the numerical analysis, we started at t = 0 with a Gaussian distri-
bution with a standard deviation σ  1/2mα−, polarized in x direction
and in z direction, respectively. The spin lifetime as a function of the ratio
µE/v is shown in Fig. 5.4, where the expectation value 〈τ〉 is normalized
to the corresponding spin lifetime τ0 = Γ
−1
x without SAW, cf. Eq. (5.17).
As one approaches the surfing regime µE > v the spin lifetime converges
to the expected value 2(α−/α+)2.
1The additional factor 2pi corrects the typographical error of Ref. [121]
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Figure 5.4.: Numerical results for the increase of the spin lifetime 〈τ〉
due to a SAW. The spin lifetime is normalized by τ0 = Γ
−1
x ,
cf. Eq. (5.17).
5.2.2. Inhomogeneous initial conditions
So far we have discussed the spin dynamics of an initially homogeneous
spin distribution, for which case there is no spin current parallel to the
SAW wave front. However this assumption is not justified in experi-
ments where the initial spin distribution is created by, say, a focused laser
beam. Again, without loss of generality, we consider a SAW moving in
x-direction.
While for the homogeneous case the spins are precessing only around the
axis parallel to the SAW wave front, now there will be diffusion along the
wave front, and hence they will also rotate around the SAW propagation
direction. As a consequence, the spins along the narrow moving wire
will not have the same orientation. In order to deal with this additional
precession we employ the following ansatz for the spin density:
ρa = ρ0(r, ϕ, t) ηa(ϕ, t), (5.29)
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where r = 2m
√
α2−x2 + α2+y2 denotes the renormalized (dimensionless)
radius, and ϕ = arctan[α+y/(α−x)]. The carrier density in the surfing
regime, ρ0(r, ϕ, t), was already determined in Sec. 5.1, with X(x, t) given
in (5.8); according to Eq. (5.4) the carrier density along the y-axis for a
Gaussian initial distribution with standard deviation y0 reads
Y (y, t) =
1√
2pi(2Dt+ y20)
exp
[
− y
2
2(2Dt+ y20)
]
. (5.30)
Instead of switching to the SAW co-moving reference frame as in the
homogeneous case, we stay in the laboratory frame but perform again a
gauge transformation,
A→ U †AU + iU †∇U, U = exp [i(x− x0 − vt)Ax] , (5.31)
since as above all relevant spin dynamics takes place in a small wire parallel
to the SAW wave front. With the ansatz (5.29), and by neglecting terms
O(r−1), the continuity equation (4.121) reads
∂tη − i v
cosϕ
[Ax(ϕ), η] +D [Ay, [Ay, η]] = 0, (5.32)
where Ax(ϕ) = exp
(−iϕ
2
σz
)Ax exp (iϕ2σz) is the vector potential rotated
around the z-axis. The second term in Eq. (5.32) leads to spin precession
around the ϕ-dependent vector potential Ax(ϕ), whereas the third term
is responsible for the relaxation of the spin components perpendicular to
the x-axis. The Bloch equations now read
∂tη
a = −γ(ϕ)abηb, (5.33)
with the ϕ-dependent effective relaxation matrix
(5.34)
γ(ϕ) =
 0 0 2mvα−0 4Dm2α2+ 2mvα− tanϕ
−2mvα− −2mvα− tanϕ 4Dm2α2+
 .
Assuming that the temporal resolution is not high enough to measure
the time-dependence of the spin density directly (see, e.g., Ref. [111]),
we characterize the additional rotation of the spins due to the diffusion
parallel to the SAW wave front by the time-integrated spin density: note
that all spins are confined within a narrow wire, and the spin density
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Figure 5.5.: Time-integrated spin density, sz, for a SAW moving in [110]
direction. Figure adapted from Ref. [121].
vanishes everywhere but for x − x0 ≈ vt. For the time-integrated spin
density we therefore obtain
sa =
∫ ∞
0
ρa dt ' a0Y (y, (x− x0)/v) ηa (r, ϕ) . (5.35)
The results presented in Figs. 5.5 and 5.6 were obtained by calculat-
ing numerically the time-dependence of the spin density ρz, assuming at
t = 0 a Gaussian distribution with standard deviation of 1 µm. Specifi-
cally, Figs. 5.5 and 5.6 show the time-integrated spin density for a SAW
moving in x- and y-direction, respectively. We have chosen parameters
comparable to the experimental ones[111], namely 2mα/~ = 0.02µm−1,
2mβ/~ = 0.17µm−1, D = 30 cm2/s, and v = 2.9×105 cm/s. The elliptical
shape of the time-integrated spin density, which is a consequence of the
ϕ-dependence of Ax(ϕ), is clearly visible in both figures, in remarkable
agreement with the observed behaviour [111].
The time-integrated sz takes a very simple form along certain directions.
For example, along the x-direction for y = 0 (recall that our coordinate
choice means xˆ ‖ [110], yˆ ‖ [1¯10]) we find
sz = a0
exp (−(x− x0)/Ls,110)√
y20 + 2D(x− x0)/v
cos
[
2pi(x− x0)
λ110
]
, (5.36)
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Figure 5.6.: Time-integrated spin density, sz, for a SAW moving in [1¯10]
direction. Figure adapted from Ref. [121].
where
Ls,110 =
v
2Dm2α2+
, λ110 =
piv√
v2m2α2− −D2m4α4+
; (5.37)
this is plotted in Fig. 5.7, upper panel (solid black line). The constant
a0 is fixed by fitting the numerical data, as discussed below. For a SAW
propagating in y direction (for x = 0), one finds a similar expression, with
the substitutions x, Ls,110, λ110 → y, Ls,1¯10, λ1¯10:
Ls,1¯10 =
v
2Dm2α2−
, λ1¯10 =
piv√
v2m2α2+ −D2m4α4−
, (5.38)
compare Fig. 5.7, lower panel (solid black line). In both propagation
directions the numerical and analytical data are in good agreement for
x, y & 3µm. The reason for the deviation near the origin is that for the
chosen parameters, the standard deviation 1 µm of the initial Gaussian
is only marginally smaller than the SAW wavelength 2pi/k = 2.55µm,
leading to two small wires instead of one. This causes the peak for x, y
close to this value. The spin dynamics is, however, the same in both
wires. We emphasize that the dependence of the spin precession length
on the direction of motion of the SAW is in very good agreement with the
experimental observations [111] .
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Figure 5.7.: Time-integrated spin density, sz, along the [110] and [110]
directions. The red circles represent the numerical solution
of Eq. (4.121). The black solid line shows the analytical
expression (5.36). Figure adapted from Ref. [121].
5.3. Spin dynamics including SAW-induced
spin-orbit interaction
As discussed in the previous section, the confinement of the charge carri-
ers in narrow wires causes a propagation direction dependent increase of
the spin lifetime. Considering, for example, a SAW propagating in [110]
direction, we found in the limit of µE/v  1 an enhancement of the spin-
lifetime by a factor of ∼ 3.2 (compare Fig. 5.7). Nevertheless, an increase
of the strength of the SAW implies also a gain of relevance of the SAW
dependent spin-orbit interactions Hˆkε1, Hˆkε2 and HˆRSAW. In Chap. 2 the
strength of the SAW was characterized by the dimensionless constant C
(see, e.g., (2.56)). Assuming a mobility of µ = 104 cm2V−1s−1 [20, 99], we
are able to choose for the dimensionless constant C = µE/v.
In Chap. 2 we calculated for a SAW, propagating in x ‖ [110] direction,
the components of the strain tensor ε (2.57). Inserting these components
into the strain dependent spin-orbit Hamiltonians Hˆkε1 (3.154) and Hˆkε2
(3.155) (remind the transition from the wave vector ~k → p of Chap. 4)
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we obtain
Hˆkε1 =
D
~
43 · 10−7C sin(kx− ωt)(pyσx + pxσy), (5.39)
and
Hˆkε2 =
C3
2~
· 10−7C
[
12 sin(kx− ωt)(pyσx − pxσy)
−2.0 cos(kx− ωt)pyσz
]
. (5.40)
Here, the coupling constant D should not be confounded with the diffusion
constant!
With the component of the piezoelectric field, Ez, perpendicular to the
surface (2.56), the SAW dependent Rashba term HˆRSAW reads:
HˆRSAW = rcc · 3.4
kV
m
C sin(kx− ωt)(pyσx − pxσy). (5.41)
Within the geometry of a (001) quantum well, apparently, the first SAW
dependent Hamiltonian Hˆkε1 acts similar to the Dresselhaus term, whereas
Hˆkε2 describes a Rashba-like spin-orbit Hamiltonian with an additional
term proportional to σz. This motivates the following definitions of effec-
tive SAW dependent Rashba and Dresselhaus constants:
αS = 6.0
C3
~
· 10−7 + 3.4rcc kV
m
= 9.6 · 10−1 m
s
, (5.42)
βS = 43
D
~
· 10−7 = 2.2 · 10−2 m
s
. (5.43)
The additional constant
C3
~
· 10−7 = 1.2 · 10−1 m
s
, (5.44)
describes a coupling to σz.
Comparing αS with βS, the SAW-induced spin-orbit interaction is obvi-
ously more of the type of Rashba spin orbit interaction.
To summarize all involved spin-orbit interactions, we express the SU(2)
vector potential A = AD +AR +ADS +ARS +AδS as a set of matrices:
AD +AR = ~m
(
0 α− 0
α+ 0 0
)
, (5.45)
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ADS (x, t) +ARS (x, t) = ~m
(
0 αS− 0
αS+ 0 0
)
C sin(kx− ωt), (5.46)
and
AδS(x, t) = ~m
(
0 0 0
0 0 δS
)
C cos(kx− ωt). (5.47)
The constants, αS± = βS ± αS, and, δ = 10−7C3/2~2, are defined anal-
ogously to α±. Comparing the constants αS± and δ with the constants
of the Rashba and Dresselhaus spin-orbit interaction used in the section
above, α = 18 m/s, and, β = 150 m/s, for a weak SAW C < 1 the addi-
tional SAW-induced spin-orbit interactions are negligible. Hence, we will
consider in the following only the high-field regime C  1.
A notable simplification was achieved in Subsec. 5.2.1 for homogeneous
initial conditions by switching to the co-moving reference frame combined
with the SU gauge transformation (5.21). The significant advantage of
this gauge transformation was the diagonal structure of the covariant
derivation ∂˜x = ∂x in spin space. For a position-dependent SU(2) vec-
tor potential this is in general, however, no longer the case and spatial
derivatives of the vector potential have to be taken into account.
Nevertheless, as in the co-moving reference frame the charge carriers
are concentrated in narrow wires at x = 0, the spins are only susceptible
to the vector potential in the vicinity of the origin. For a width of the
wire of the order σ (5.10), much smaller than the wavelength λ, we can
therefore approximate the vector potential by A(x) ≈ A(0). Hence, in
analogy to (5.21), we can still apply to the gauge transformation
A→ U †AU + iU †∇U, U = exp (ixAx(0)) , (5.48)
and neglect the spatial change of spin-orbit interaction.
With x0 = arccos(1/C) (see Sec. 5.1) we obtain for the SU(2) vector
potentials (5.46) and (5.47) in the co-moving frame:
ADS (0) +ARS (0) =
√
C2 − 1~m
(
0 αS− 0
αS+ 0 0
)
, (5.49)
and
AδS(0) = ~m
(
0 0 0
0 0 δS
)
. (5.50)
For a homogeneous initial spin distribution the procedure introduced
in Sec. 5.2.1 remains the same, and we obtain analogously to (5.22) and
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(5.23) the effective relaxation matrix:
γx,z = 2Dm
2
[
α˜2+(C) + δ2
]
± 2 i
√
v2m2α˜2−(C)−D2m4 [α˜2+(C) + δ2]2, (5.51)
γy = 4Dm
2α˜2+(C), (5.52)
where we used the abbreviations
α˜±(C) = α± + αS±
√
C2 − 1. (5.53)
The spin lifetime, which is again related to the inverse of the real part
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Figure 5.8.: Numerical results for the increase of the spin lifetime 〈τ〉
due to a SAW, while taking additional spin-orbit interac-
tions (s.o.i.) due to the SAW into account. For the calcula-
tion we assumed initially x- and z-polarized spin densities
with Gaussian distribution, respectively. The spin lifetime
is normalized by τ0 = Γ
−1
x , cf. Eq. (5.17).
of the effective relaxation rates (5.51), depends therefore on the strength
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of the SAW. In the limit of strong SAW-strength C  1, the average spin
lifetime of an, e.g., initially x-polarized spin density becomes:
τx =
1
2Dm2 [α˜2+(C) + δ2]
(5.54)
Thus, after an initial increase, the spin lifetime declines for C  1 due to
the additional C-dependent spin-orbit interactions induced by the SAW.
As the width of the wire σ (5.10) depends on C, as well as on D, the
condition σ  λ for the approximation (5.54) is influenced also by the
diffusion constant. For D = 15 cm2/s, e.g., the maximum of the average
spin lifetime is reached for C ≈ 5 (see Fig. 5.8).
For the transition of the relaxation rates (5.51) to the rates of a SAW
propagating in y-direction some care is needed. Whereas (5.27) was eas-
ily derived by a replacement of + by -, now the different phase relation
between the components of the displacement u(y, t) and the piezoelectric
field E(y, t) have to be regarded. According to (2.48), the value of e of
the piezoelectric tensor changes its sign for a SAW propagating in [1¯10]-
direction. As all other quantities remain the same, we are able to re-use
the solution for the piezoelectric field E→ E (2.56), and the strain tensor
(2.57) by replacing ε→ −ε. This change of the sign can easily be included
in the above expressions (5.51) and (5.51) and by switching the sign of
the coupling constants αS± → −αS±.
Hence, in addition to the replacement of the indices, +↔ −, of α± and
αS±, for a SAW propagating in y-direction, Eq. (5.53) has to be modified
by
β˜±(C) = α± − αS±
√
C2 − 1, (5.55)
and the lifetime of the spins is given by:
τy =
1
2Dm2
[
β˜2−(C) + δ2
] . (5.56)
Regarding the above values for αS and βS, the Rashba-like term of the
strain contribution dominates and αS+ ≈ −αS− ≈ αS, or equivalently
α˜±(C) ≈ β˜±(C) ≈ α± + αS
√C2 − 1. Therefore, for a SAW propagating in
y-direction, the additional SAW-induced spin-orbit contributions (5.46)
and (5.47) also lead to a reduction of the spin lifetime with increasing
acoustic power C.
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For the development of new spintronic devices, a fundamental understand-
ing of charge as well as spin dynamics is of great importance. In this
work we investigated the influence of surface acoustic waves on the two-
dimensional electron gas of a quantum well, where SAWs prove to be a
powerful and versatile concept for the control and manipulation of the spin
degrees of freedom. One of the most important aspects in the search for
future spintronic devices represents the desired prolongation of the spin
lifetime. The main focus of this work was therefore to study the influence
of a SAW on the spin relaxation rate. As an important result, we found a
strong dependence of the spin lifetime on:
• the growth direction of the quantum well,
• the propagation direction of the SAW,
• initial conditions of the spin polarization,
• the acoustic power of the SAW.
The origin of the spatial anisotropy of the relaxation rate lies in the
properties of the underlying material. After a basic introduction of surface
acoustic waves in Chap. 2, we therefore studied in Chap. 3 the various
sources of spin-orbit couplings in semiconductors of zinc blende structure.
For this purpose, we utilized the k · p theory in conjunction with the
theory of invariants to obtain effective Hamiltonians. Specifically for the
derivation of strain dependent spin-orbit interactions the formulation in
terms of symmetrized quantities proved to be advantageous.
Subsequently, we introduced the basic concepts of quasiclassical quan-
tum transport theory in Chap. 4. The Green’s functions within the
Keldysh formalism turned out to be especially suited to transfer the mi-
croscopic description of electrons and spins by effective Hamiltonians to a
mesoscopic characterization by charge and spin densities.
With the help of these densities we finally discussed in Chap. 5 the
influence of a SAW on the relaxation rate of a spin density within a (001)
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quantum well. For the theoretical description of the spin dynamics, we
assumed an initially polarized spin density generated by a short laser
pulse. The temporal evolution of the spin density turned out to be strongly
influenced by the initial conditions. We therefore compared an initially
homogeneously polarized spin density to the one generated by a laser
pulse with diameter of the order of the SAW wavelength. For µE/v  1
the charge carriers are concentrated in narrow wires. The increase of the
spin lifetime can thus be related to the motional narrowing effect, which
effectively hampers the Dyakonov-Perel spin-relaxation mechanism. The
analytical results as well as the numerical calculations for GaAs agree
excellently with the measured results of Ref. [111].
As a last point, we investigated the interplay between the spin lifetime
enhancement due to the motional narrowing effect, and the influence of
additional SAW-induced sources of spin-orbit interaction on the relaxation
rate. It turned out that for SAW propagating in [110]-direction, as well as
in [1¯10]-direction, the additional spin-orbit couplings enhance the relax-
ation rate, and thus the spin lifetime decreases with rising acoustic power
of the SAW.
In this work, we focused on quantum wells in the (001) plane. Never-
theless, with the detailed microscopic discussions of Chap. 3, other growth
directions can be treated analogously. For a quantum well grown in [110]-
direction, e.g., the Dresselhaus term consists only of an out-of-plane com-
ponent (see Eq. (3.152)). Interestingly, a SAW propagating in the [11¯0]-
direction of this geometry becomes independent of the Dresselhaus pa-
rameter β (see Ref. [121] for details). A comprehensive treatment of all
possible growth directions supporting the propagation of a SAW represents
therefore an interesting field for future research. Especially the question
whether the additional SAW-induced spin-orbit interactions, contrary to
the case of the (001) plane, are able to enhance the spin lifetime in other
growth directions, is of interest as it would enable a tunable relaxation
rate.
Furthermore, the application of two intersecting SAWs for the modu-
lation of a two-dimensional spin density [100, 101, 103, 111] represents
an interesting concept. Similar to the one-dimensional moving wires of a
single SAW, two orthogonal SAW beams lead in the crossing zone to dy-
namic quantum dots (DQD). Utilizing again the Boltzmann-like equation
(4.105), the charge distribution of these DQD can be described by the
product ρ0(r, t) = X(x, t)X(y, t) of the solutions of (5.8). With transfor-
mations similar to (5.48), in this case for strongly located charge carriers,
both components of the vector potential can be gauged away. Hence, even
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taking into account the additional SAW-induced contributions, the relax-
ation rate vanishes and the spin lifetime formally is enhanced to infinity.
On the other hand, according to experiment [111], there is – although
strongly enhanced – still a finite spin lifetime. Possible reasons could be:
• The influence of additional spin-relaxation mechanisms, e.g., Elliot-
Yafet relaxation [29, 30] has to be taken into account.
• The solution ρ0(r, t) = X(x, t)X(y, t) for charge carriers implies the
possibility of an arbitrarily sharp localized carrier density. In prac-
tice this is, however, not possible due to the repelling Coulomb force.
The inclusion of the additional electric Coulomb-field in the Boltz-
mann equation leads therefore to an effective charge carrier distri-
bution with diameter σ˜ > σ. Depending on the number of electrons
within one DQD, the assumption of a strongly peaked charge car-
rier density may no longer be justified and therefore also the gauge
transformation (5.48).
The underlying mechanism of the experimentally observed spin relaxation
is thus still an open question to be answered in future research.
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A. Symmetrized matrices,
operators and parameters
In this appendix we present a complete list of symmetrized operators,
parameters and matrices which we used in Chap. 3. Note that the Hamil-
tonian HˆII = ~2k2/2m0, compare Eq. (3.18), is proportional to identity
and its operator, OˆII, is thus not listed below.
A.1. Decomposition of operators
Table A.1.: Symmetrized operators
HˆI
Γ4 Oˆ4I;1 =
√
3~2
4m20c
2ex · (∇V0)× p
HˆIII
Γ5 Oˆ5III;1 =
~
m0
px
HˆIV
Γ5 Oˆ5IV;1 =
√
2~2
4m20c
2∂xV0
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Table A.2.: Symmetrized operators (continued)
HˆV
Γ1 Oˆ1V =
1
3
(Dˆxx + Dˆyy + Dˆzz)
Γ3 Oˆ3V;1 =
1√
6
(2Dˆzz − Dˆxx − Dˆyy)
Γ5 Oˆ5V;1 = 2Dˆyz
HˆVI
Γ2 Oˆ2VI =
~
6m20c
2 (∂yVyzpz − ∂zVyzpy + c.p.)
Γ3 Oˆ3VI;1 = − ~2√3m20c2 (∇Vyz × p · eˆx −∇Vzx × p · eˆy)
Γ4
Oˆ4VIa;1 =
~
4
√
3m20c
2∇(Vxx + Vyy + Vzz − 2V0)× p · eˆx
Oˆ4VIb;1 =
~
8m20c
2∇(2V0 + 2Vxx − Vyy − Vzz)× p · eˆx
Oˆ4VIc;1 =
√
2~
4m20c
2 (∇V0 × p · eˆx +∇Vxy × p · eˆy +∇Vzx × p · eˆz)
Γ5
Oˆ5VIa;1 =
√
3~
8m20c
2∇(Vyy − Vzz)× p · eˆx
Oˆ5VIb;1 =
√
2~
4m20c
2 (∇Vzx × p · eˆz −∇Vxy × p · eˆy)
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Table A.3.: Symmetrized operators (continued)
HˆVII
Γ5 Oˆ5VII;1 = Oˆ
5
III;1 =
~
m0
px
HˆVIII
Γ1 Oˆ1VIII = −
√
2~
6m20c
2 (∂xVyz + ∂yVzx + ∂zVxy)
Γ3 Oˆ3VIII;1 =
~
2
√
6m20c
2 (2∂zVxy − ∂xVyz − ∂yVzx)
Γ4
Oˆ4VIIIa;1 = − ~4m20c2∂x(Vyy − Vzz)
Oˆ4VIIIb;1 =
√
3~
2m20c
2 (∂yVxy − ∂zVzx)
Γ5
Oˆ5VIIIa;1 =
√
2~
12m20c
2∂x(Vxx + Vyy + Vzz − V0)
Oˆ5VIIIb;1 =
√
3~
24m20c
2∂x(2V0 − 2Vxx + Vyy + Vzz)
Oˆ5VIIIc;1 = − ~4m20c2 (∂yVxy + ∂zVzx − ∂xV0)
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A.2. Symmetrized parameters
Table A.4.: Symmetrized parameters (Einstein’s summation convention
always implied).
K10 = 1 Ks;4I;γ = K10X44;1sγ
K5k;γ ≡ K5III;γ = K5IV;γ = kγ Ks,5IV;γ = K5k;λX45;5λ;sγ
K1ε ≡ K1V = K1VI = Trε
K3ε;λ ≡ K3V;γ = K3VI;γ =(
2εzz−εxx−εyy√
6
, εxx−εyy√
2
)
K5ε;λ ≡ K5V;γ = K5VI;γ =
(εyz, εzx, εxy)
Ks;2VI = K5ε;λX42;5λ;s
Ks;3VI;γ = K5ε;λX43;5λ;sγ
Ks;4VIa;γ = K1εX44;11;sγ
Ks;4VIb;γ = K3ε;λX44;3λ;sγ
Ks;4VIc;γ = K5ε;λX44;5λ;sγ
Ks;5VIa;γ = K3ε;λX45;3λ;sγ
Ks;5VIb;γ = K5ε;λX45;5λ;sγ
K1kε = K5k;γX55;1γγ′ K5ε;γ′
K3kε;λ = K5k;γX55;3λ;γγ′K5ε;γ′
K4kε1;λ = K5k;γX53;4λ;γγ′K3ε;γ′
K4kε2;λ = K5k;γX55;4λ;γγ′K5ε;γ′
K5kε1;λ = K5k;γX51;5λ;γ K1ε
K5kε2;λ = K5k;γX53;5λ;γγ′K3ε;γ′
K5kε3;λ = K5k;γX55;5λ;γγ′K5ε;γ′
K5VII;γ = −13K5kε1;γ −
√
2
3
K5kε2;γ −
√
2K5kε3;γ
Ks;1VIII = K4kε2;λX41;4λ;s
Ks;3VIII;γ =
1√
3
K4kε2;λX43;4λ;sγ +K5kε3;λX43;5λ;sγ
Ks;4VIIIa;γ = K4kε1;λX44;4λ;sγ −
√
3K5kε2;λX44;5λ;sγ
Ks;4VIIIb;γ = K1kεX44;11;sγ −
√
3
2
K3kε;λX44;3λ;sγ
+ 1
2
√
3
K4kε2;λX44;4λ;sγ − 12√3K5kε3;λX
44;5
λ;sγ
Ks;5VIIIa;γ = K5kε1;λX45;5λ;sγ
Ks;5VIIIb;γ =
√
3K4kε1λX45;4λ;sγ +K5kε2;λX45;5λ;sγ
Ks;5VIIIc;γ =
√
3K3kε;λX45;3λ;sγ −K4kε2;λX45;4λ;sγ
+K5kε3;λX45;5λ;sγ
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A.3. Invariant matrices
Table A.5.: Symmetrized matrices Xab;µγ;δδ′ =
(
Xba,µγ;δ′δ
)∗
of the symemtry
group Td which transform according to the representation
Γµ. The matrices σi, Ji and Ti are defined in Tab. A.10.
Representations Symmetrized matrices
Γ1
∗ ⊗ Γ1 Γ1 : X11;11 = 1
Γ1
∗ ⊗ Γ2 Γ2 : X12;21 = 1
Γ1
∗ ⊗ Γ3 Γ3 : X13;31 = (1, 0) ,X13;32 = (0, 1)
Γ1
∗ ⊗ Γ4 Γ4 : X14;41 = (1, 0, 0) ,X14;42 = (0, 1, 0) ,
X14;43 = (0, 0, 1)
Γ1
∗ ⊗ Γ5 Γ5 : X15;51 = X14;41 ,X15;52 = X14;42 ,X15;53 = X14;43
Γ2
∗ ⊗ Γ2 Γ1 : X22;11 = 1
Γ2
∗ ⊗ Γ3 Γ3 : X23;31 = (0,−1) ,X23;32 = (1, 0)
Γ2
∗ ⊗ Γ4 Γ5 : X24;51 = X14;41 ,X24;52 = X14;42 ,
X24;53 = X
14;4
3
Γ2
∗ ⊗ Γ5 Γ4 : X25;41 = X14;41 ,X25;42 = X14;42 ,X25;43 = X14;43
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Table A.6.: Symmetrized matrices (continued)
Γ3
∗ ⊗ Γ3 Γ1 : X33;11 = 1/
√
212×2
Γ2 : X33;21 = i/
√
2σy
Γ3 : X33;31 = −1/
√
2σz,X33;32 = 1/
√
2σx
Γ3
∗ ⊗ Γ4 Γ4 : X34;41 =
1
2
 −1 0 0√
3 0 0
 ,
X34;42 =
1
2
 0 −1 0
0 −√3 0
 ,
X34;43 =
 0 0 1
0 0 0

Γ5 : X34;51 =
1
2
 −√3 0 0
−1 0 0
 ,
X34;52 =
1
2
 0 √3 0
0 −1 0
 ,
X34;53 =
 0 0 0
0 0 1

Γ3
∗ ⊗ Γ5 Γ4 : X35;41 = X34;51 ,X35;42 = X34;52 ,X35;43 = X34;53
Γ5 : X35;51 = X
34;4
1 ,X
35;5
2 = X
34;4
2 ,X
35;5
3 = X
34;4
3
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Table A.7.: Symmetrized matrices (continued)
Γ4
∗ ⊗ Γ4 Γ1 : X44;11 = 1√313×3
Γ3 : X44;31 =
1√
6

−1 0 0
0 −1 0
0 0 2
 ,
X44;32 =
1√
2

1 0 0
0 −1 0
0 0 0

Γ4 : X44;41 =

0 0 0
0 0 −1√
2
0 1√
2
0
 ,X44;42 =

0 0 1√
2
0 0 0
−1√
2
0 0
 ,
X44;43 =

0 −1√
2
0
1√
2
0 0
0 0 0

Γ5 : X44;51 =

0 0 0
0 0 1√
2
0 1√
2
0
 ,X44;52 =

0 0 1√
2
0 0 0
1√
2
0 0
 ,
X44;53 =

0 1√
2
0
1√
2
0 0
0 0 0

Γ4
∗ ⊗ Γ5 Γ2 : X45;21 = X44;11
Γ3 : X45;31 = −X44;32 ,X45;32 = X44;31
Γ4 : X45;41 = X
44;5
1 ,X
45;4
2 = X
44;5
2 ,X
45;4
3 = X
44;5
3
Γ5 : X45;51 = −X44;41 ,X45;52 = −X44;42 ,X45;53 = −X44;43
Γ5
∗ ⊗ Γ5 Γ1 : X55;11 = X44;11
Γ3 : X55;31 = X
44;3
1 ,X
55;3
2 = X
44;3
2
Γ4 : X55;41 = X
44;4
1 ,X
55;4
2 = X
44;4
2 ,X
55;4
3 = X
44;4
3
Γ5 : X55;51 = X
44;5
1 ,X
55;5
2 = X
44;5
2 ,X
55;5
3 = X
44;5
3
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Table A.8.: Symmetrized matrices of the double group Td ⊗D 1
2
.
Representations Symmetrized matrices
Γ1
∗ ⊗ Γ6 Γ6 : X16;61 = (1, 0) ,X16;62 = (0, 1)
Γ2
∗ ⊗ Γ6 Γ7 : X26;71 = X16;61 ,X26;72 = X16;62
Γ3
∗ ⊗ Γ6 Γ8 : X36;81 =
 0 −1
0 0
 ,X36;82 =
 0 0
−1 0
 ,
X36;83 =
 0 0
0 1
 ,X36;84 =
 1 0
0 0

Γ4
∗ ⊗ Γ6 Γ6 : X46;61 =

0 −1√
3
0 −i√
3
−1√
3
0
 ,X46;62 =

−1√
3
0
i√
3
0
0 1√
3

Γ8 : X46;81 =

1√
6
0
−i√
6
0
0 2√
6
 ,X46;82 =

0 −1√
2
0 i√
2
0 0
 ,
X46;83 =

1√
2
0
i√
2
0
0 0
 ,X46;84 =

0 −1√
6
0 −i√
6
2√
6
0
 ,
Γ5
∗ ⊗ Γ6 Γ6 : X56;71 = X46;61 ,X56;72 = X46;62
Γ8 : X56;81 = −X46;83 ,X56;82 = X46;84 ,
X56;83 = X
46;8
1 ,X
56;8
4 = −X46;82 ,
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Table A.9.: Symmetrized matrices (continued). The anticomutator is
defined by {A,B} = (AB +BA)/2.
Γ6
∗ ⊗ Γ6 Γ1 : X66;11 = 1√212×2
Γ4 : X66;41 =
1√
2
σx,X66;42 =
1√
2
σy,X66;43 =
1√
2
σz
Γ6
∗ ⊗ Γ7 Γ2 : X67;21 = 1√212×2
Γ5 : X67;51 =
1√
2
σx,X67;52 =
1√
2
σy,X67;53 =
1√
2
σz
Γ6
∗ ⊗ Γ8 Γ3 : X68;31 =
√
3
2
(Txx − Tyy),X68;32 = −12(2Tzz − Txx − Tyy)
Γ4 : X68;41 =
√
3Tyz,X
68;4
2 =
√
3Tzx,X
68;4
3 =
√
3Txy
Γ5 : X68;51 =
3
2
Tx,X
68;5
2 =
3
2
Ty,X
68;5
3 =
3
2
Tz
Γ7
∗ ⊗ Γ7 Γ1 : X77;11 = 1√212×2
Γ4 : X77;41 =
1√
2
σx,X77;42 =
1√
2
σy,X77;43 =
1√
2
σz
Γ3 : X78;31 = −X68;32 ,X78;32 = X68;31
Γ7
∗ ⊗ Γ8 Γ4 : X78;41 = X68;51 ,X78;42 = X68;52 ,X78;43 = X68;53
Γ5 : X78;51 = X
68;4
1 ,X
78;5
2 = X
68;4
2 ,X
78;5
3 = X
68;4
3
Γ1 : X88;11 =
1
2
14×4 = 215J
2
Γ2 : X88;21 =
1√
3
(JxJyJz + JzJyJx)
Γ8
∗ ⊗ Γ8 Γ3 : X88;31 = 16(2J2z − J2x − J2y ),X88;32 = 12√3(J2x − J2y )
Γ4 : X88,4A;1 =
1√
5
Jx,X
88,4
A;2 =
1√
5
Jy,X
88,4
A;3 =
1√
5
Jz;
X88,4B;1 =
1√
5
(5
3
J3x − 4112 Jx),X88,4B;2 = 1√5(53 J3y − 4112 Jy),
X88,4B;3 =
1√
5
(5
3
J3z − 4112 Jz)
Γ5 : X88,5A;1 =
1√
3
{Jy, Jz},X88,5A;2 = 1√3{Jz, Jx},
X88,5A;3 =
1√
3
{Jx, Jy}
X88,5B;1 =
1√
3
{(J2y − J2z ), Jx},
X88,5B;2 =
1√
3
{(J2z − J2x), Jy},
X88,5B;3 =
1√
3
{(J2x − J2y ), Jz}
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Table A.10.: Symmetrized matrices which are frequently used in the the-
ory of invariants (see, e.g., Ref. [35, 39])
12×2 =
(
1 0
0 1
)
, σx =
(
0 1
1 0
)
,
σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
Jx =
1
2

0
√
3 0 0√
3 0 2 0
0 2 0
√
3
0 0
√
3 0
 , Jy = i2

0 −√3 0 0√
3 0 −2 0
0 2 0 −√3
0 0
√
3 0

Jz =
1
2

3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3
 ,14×4 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Tx =
1
3
√
2
(
−√3 0 1 0
0 −1 0 √3
)
, Ty =
−i
3
√
2
( √
3 0 1 0
0 1 0
√
3
)
Tz =
√
2
3
(
0 1 0 0
0 0 1 0
)
Txx =
1
3
√
2
(
0 −1 0 √3√
3 0 1 0
)
, Tyy =
1
3
√
2
(
0 −1 0 −√3√
3 0 1 0
)
Tzz =
√
2
3
(
0 1 0 0
0 0 −1 0
)
Tyz =
i
2
√
6
(
−1 0 −√3 0
0
√
3 0 1
)
, Tzx =
1
2
√
6
(
−1 0 √3 0
0
√
3 0 −1
)
Txy =
i√
6
(
0 0 0 −1
−1 0 0 0
)
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The Lo¨wdin perturbation theory [31, 32, 35, 129] is particularly useful for
the derivation of effective Hamiltonians (see Chap. 3). In conventional sta-
tionary perturbation theory one has to distinguish rigorously between de-
generate and non-degenerate states. The quasi-degenerate Lo¨wdin pertur-
bation theory circumvents this problem and is therefore especially suited
for the k · p-model, in which all states of the same band are degenerate.
In this section we present a short introduction to Lo¨wdin perturbation
theory where we mainly follow the lines of [35].
Similar to conventional stationary perturbation theory, the Hamiltonian
is divided into a main part H0 with known eigenvalues and eigenfunctions,
and into a perturbation H ′:
H = H0 +H
′ (B.1)
The intention of Lo¨wdin perturbation theory is to bring the Hamiltonian
into a block-diagonal form (see Fig. 2.1) with vanishing matrix elements
– at least up to a given order in H ′ – between states |Ψm〉 of the set A,
and the states |Ψl〉 of the set B. The transition of the Hamiltonian into
( ) e−S
A
B0
0
( )
H H˜
Figure 2.1.: The unitary operator e−S transforms the Hamiltonian into
a block-diagonalized form.
the block-diagonal form is achieved by the transformation
H˜ = e−SHeS, (B.2)
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where S† = −S denotes an anti-Hermitian operator. In order to obtain
this operator S, one separates the Hamiltonian of the perturbation
H ′ = H1 +H2, (B.3)
into two parts. The first one, H1, possesses non-vanishing matrix elements
only between states of the same set A or B, respectively. H2 includes, on
the contrary, all residual matrix elements that couple states of the set A
with those of B. We depicted this in Fig. 2.2. Using the Baker-Campbell-
( )= 0
0
( )+ 0
0
( )+
0
0( )
H H0 H1 H2
Figure 2.2.: Within Lo¨wdin perturbation theory the Hamiltonian splitts
up into H0 as well as the perturbations H1 and H2.
Hausdorff formula the Hamiltonian (B.2) can be written as
H˜ =
∞∑
j=0
1
j!
[H,S]j =
∞∑
j=0
1
j!
[H0 +H1, S]j +
∞∑
j=0
1
j!
[H2, S]j , (B.4)
where the commutators [H,S]j are defined according to
[H,S]j ≡ [[H,S]j−1 , S], (B.5)
with [H,S]0 = H. Equation (B.4) can apparently only be solved if S
possesses the same non-block-diagonal form as H2. The block-diagonal
Hamiltonian H˜ consists therefore only of the terms [H0 + H1, S]j with
even j, and [H2, S]j with odd j:
H˜ =
∞∑
j=0
1
(2j)!
[H0 +H1, S]2j +
∞∑
j=0
1
(2j + 1)!
[H2, S]2j+1 . (B.6)
With the help of the residual non-block-diagonal terms
∞∑
j=0
1
(2j + 1)!
[H0 +H1, S]2j+1 +
∞∑
j=0
1
(2j)!
[H2, S]2j = 0, (B.7)
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one could in principle derive the operator S. In general this is, however,
not possible and one has to approximate S. This is accomplished by
expanding S into a series
S = S(1) + S(2) + S(3) + . . .+ S(i) + . . . , (B.8)
where the operators S(i) ∼ (H ′/H0)i are, just as in conventional pertur-
bation theory, assumed to converge quickly. Substituting this ansatz into
(B.7) one obtains successively the operators S(i):
[H0, S
(1)] = −H2, (B.9)
[H0, S
(2)] = −[H1, S(1)], (B.10)
[H0, S
(3)] = −[H1, S(2)]− 1
3
[[H2, S
(1)], S(1)], . . . = . . . (B.11)
Or explicitly:
S
(1)
ml = −
H ′ml
Em − El , (B.12)
S
(2)
ml =
1
Em − El
[∑
m′
H ′mm′H
′
m′l
Em′ − El −
∑
l′
H ′ml′H
′
l′l
Em − El′
]
, (B.13)
. . . = . . . (B.14)
where Ej denotes the eigenenergies of H0, and H
′
ml = 〈Ψm|H ′|Ψl〉 are the
matrix elements of H ′. In the following, we will stick to the notation that
the indices m,m′ belong to states of the set A, whereas states with indices
l, l′ correspond to the set B.
Eventually the expansion of the Hamiltonian
H˜ = H(0) +H(1) +H(2) + . . . (B.15)
into powers of H(i) ∼ (H ′/H0)i can be deduced by inserting the operators
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S(i) (B.12), (B.13) into (B.6). Up to third order they read:
H
(0)
mm′ = H0mm′ , (B.16)
H
(1)
mm′ = H
′
mm′ , (B.17)
H
(2)
mm′ =
1
2
∑
l
H ′mlH
′
lm′
[
1
Em − El +
1
Em′ − El
]
, (B.18)
H
(3)
mm′ = −
1
2
∑
l,m′′
[
H ′mlH
′
lm′′H
′
m′′m′
(Em′ − El)(Em′′ − El) +
H ′mm′′H
′
m′′lH
′
lm′
(Em − El)(Em′′ − El)
]
+
1
2
∑
l,l′
H ′mlH
′
ll′H
′
l′m′
[
1
(Em − El)(Em − El′)
+
1
(Em′ − El)(Em′ − El′)
]
. (B.19)
Note that the sets A and B have to be chosen in such a way that their
states correspond to different eigenenergies Em 6= El of the Hamiltonian
H0. Contrary to conventional perturbation theory, states of the same set
can, however, be degenerate.
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