Abstract. In this paper, we show the axial symmetry of steady state solutions of nonlinear Schrodinger equations when the exponent of the nonlinearity is between the critical Sobolev exponent of n-dimensional space and (n − 1)-dimensional space.
Introduction
In this paper, we shall consider anisotropic bounded entire solutions, which only decay to zero in certain directions, to the nonlinear stationary Schrödinger equation (1) Δu − F (u) = 0, u > 0, in R n .
where F is a C 2 function and F (0) = 0, F (0) = 0, F (0) > 0. A typical such nonlinear function is F (u) = n−3 when n > 3 and p > 1 when 2 ≤ n ≤ 3. Several new entire solutions of this type were obtained recently in [3] , [9] and [4] . Some qualitative properties of these solutions are also studied in [6] . It is well-known that if F (u) = n−2 when n > 2 and p > 1 when n = 2, then (1) has a solution U (z) which is radial in z and converges to 0 exponentially as z goes to infinity, where we use the variable z = (z 1 , z ) = (z 1 , z 2 , z ) ∈ R n with z ∈ R n−1 , z ∈ R n−2 . The following proposition states the existence of a family of solutions periodic in z 1 , as shown by Dancer in [3] . Solution u L may be called Dancer's solution. It provides some essential ingredients in several recent developments regarding entire solutions of the nonlinear Schrödinger equation (see, e.g., [4] , [9] ). Let us consider a bounded positive solution u of (1). We assume that u(z) goes to zero uniformly in z 1 as |z | → ∞. It is interesting to ask: Are all such solutions of (1) periodic in z 1 and axially symmetric about some line parallel to the z 1 -direction, i.e., u(z) = u(z 1 , |z − z 0 |) for some z 0 ∈ R n−1 ? In this paper we shall partially answer this question. Several interesting properties of entire solutions are studied in [5] , [6] . In particular, Hamiltonian identities for very general elliptic nonlinear equations or systems of the form (1) are formulated and applied to various problems. Here we state the following special version of the Hamiltonian identity, whose proof will be given in Section 2 for the convenience of the reader. A similar version of the identity was also formulated in [1] earlier.
is a bounded solution of (1) and satisfies
for some constants > 0, C > 0. Then the following Hamiltonian identity holds:
Hence, we can define the following quantity, which may be called the Hamiltonian constant for the solution u:
Using the Hamiltonian constant and the moving plane method, we can prove the following.
Theorem 3. Let u be a bounded positive solution of (1) such that
When H(u) = 0, we believe that the above result should still be true. Actually we suspect that when H(u) = 0, modulo translations, a positive bounded solution of (1) which decays in |z | should be the unique radial solution of (1) which decays in |z|. However, we cannot prove this yet. Under another balance condition, using the moving plane method, we can prove that Theorem 4. Let u be a bounded positive solution of (1) 
We like to mention that axial symmetry has also been shown for traveling wave solutions and saddle solutions of the Allen-Cahn equation in [7] and [8] .
Proof of Theorem 3 and Theorem 4
We will first prove Proposition 2.
Proof of Proposition 2. First we note that, by the gradient estimate of elliptic equations, (2) implies that
for some constant C > 0. Hence the integral in (3) is finite. Let us define
Then, using the equation and integrating by parts, we have
Hence, in view of (2) and (5) we obtain
Letting R go to infinity, we derive (3).
Remark 5. From the above proof, we can see that if we define
and let u be a nonnegative solution of (1) which goes to zero as |z | → ∞, then
Similarly, for i = 2, ..., n we can define Proof. We just need to show that H 2 (z 1 ; u) is constant, since the others are equivalent. For i ≥ 3, integrating by parts first with respect to z i we obtain
Therefore
For a positive solution u of (1) which uniformly decays in z , it can be shown that u should decay exponentially in z . The following lemma, which gives a quantitative decay rate in z , can be easily proven by using the maximum principle and the standard elliptic estimates.
Lemma 7 (Lemma 2.1 of [1]). There exists
Next we define for i = 2, ..., n,
Using integration by parts and the behavior of u as |z | → ∞, we can get
For any solution u of (1), we choose any sequence z
Then by the Arzelà-Ascoli theorem together with Lemma 7, there is a subsequence of
Then by the dominated convergence theorem and the exponential decay of u and its derivatives in the z -direction, we can show that
We can show Lemmas 8 and 9 below.
Lemma 9. Let u be a solution of (1) in Theorem 3 and u λ be defined as above with
Proof. We first show that u − u λ cannot have an interior negative minimum at
. Since u and u λ are solutions of (1), we get
where > 0 is small and satisfies F (s) > 0 for all 0 ≤ s ≤ . This can be done as u(z) has exponential decay in z independent of z 1 . Then the maximum principle is violated at z 0 . Next, suppose there is a sequence Proof. Let C(λ 0 ) be as in Lemma 9 (we can just take λ 0 = 0). Letting λ > C(λ 0 ), from Lemma 9, it follows that
Then, by taking λ large enough, it is easy to see that
Combining the above together, we have u−u λ ≥ 0 in Σ λ when λ is large enough.
Proof of Lemma 8. We will prove that H 2 (u) = 0, since the other identities follow similarly. By the maximum principle, we get either u ≡ uλ or u > uλ in Σλ. In the first case, H 2 (u) = 0 follows easily by symmetry of u in the z 2 direction. Let us consider the case u > uλ. By the definition ofλ, we can choose a sequence λ i <λ with lim i→∞ λ i =λ, and
By Lemma 9, we can assume that z By the maximum principle or Hopf's Lemma, we can get v(z) = vλ in Σλ. Hence we conclude that H 2 (v) = 0 and H 2 (u) = 0.
Proof. The fact that E i (u) is a constant follows simply from Lemma 8, and E i (u) = E i (v) can be derived from the dominated convergence theorem and the uniform exponential decay of u in z . Now we are ready to prove Theorem 3.
Proof of Theorem 3. We will prove symmetry in the z 2 direction first. We start by decreasing λ from +∞. From the proof of Lemma 8, we get the existence ofλ such that either u = uλ or v = vλ. We may assume thatλ = 0. It can be seen that E 2 (u) = 0 by the fact that u or v is symmetric in the z 2 -direction. If we start to increase λ from −∞ we get similarly that either u = u λ or there exists a positive solutionv of (1) such thatv =v λ in Ω = {z|z 2 > λ} for some λ. In either case, we have (in the formula below,v can also be replaced by u)
In the above formula, we have used
which follows from the fact thatv is symmetric about the hyperplane z 2 = λ. Since E 2 (u) = 0 and H(u) = 0, we get λ = 0, which gives
Using the moving plane method as above in any direction ν which is perpendicular to z 1 , we can conclude that u is axially symmetric about a line parallel to the z 1 -direction and passing through z 0 ∈ R n−1 in the z hyperplane. The proof of Theorem 3 is complete.
Given a solution u of (1) we can define a set of bounded positive functions from the solution u of equation (1) by
Remark 12. From the proof of Theorem 3, we know that the functions in δ +∞ (or in δ −∞ ) are axially symmetric about a line parallel to the z 1 -axis. Moreover, when H(u) = 0, and this line is the same for both δ ±∞ , it will be interesting to study the sets δ ±∞ . For example, what is the relation of u with v in δ ±∞ ? More information seems to be needed to answer those questions. For example, in addition to the condition of Theorem 3, if we assume that u(z 1 , z ) is monotone in z 1 for z 1 z ) is a nonnegative solution of (1) (1) in R n−1 , the argument on p. 965 of [2] shows that u(z 1 , z ) = u(z ) (note, in this case, monotonicity in z 1 is important). In [1] , J. Busca and P. Felmer proved that when δ ±∞ = {v(z ), the unique positive radial decaying solution of (1) in R n−1 }, some closeness of v to u is needed to ensure that u(z) = v(z ). Now we apply the moving plane method in the z 2 -direction with z 1 fixed. Since the moving plane procedure stops at a finite number, we define the following two functionsλ(z 1 ) and λ(z 1 ) as follows:
If u is a nonzero positive solution of (1), it is easy to see that λ(z 1 ) andλ(z 1 ) are well defined bounded functions with λ(z 1 ) ≤λ(z 1 ) for all z 1 . We will show some properties for those two functions.
Lemma 13. λ (orλ respectively) cannot have an interior local minimum (or interior local maximum respectively) if it is not a constant function.
Proof. We just prove the lemma for λ. Without loss of generality, we can assume
}. This is true as long as λ is not a constant function. We start the moving plane procedure from the negative z 2 -direction in D L (see Remark 5 for the notation) and conclude that the moving plane will stop at λ(0); i.e, that for
By the maximum principle, we have either
In the first case, since u is nonzero, this contradicts the fact that λ(L) > λ(0).
In the second case, we can easily see that the moving plane can go a little further in D L in the negative z 2 -direction, which contradicts the definition of λ(0). This contradiction can be easily derived: if we have a decreasing sequence of Now by Lemma 13, we can defineλ = lim z 1 →∞λ (z 1 ). Similarly we can define λ = lim z 1 →∞ λ(z 1 ). Letting e = (1, ..., 0) ∈ S n−1 , we have, for any > 0 small, and z 1 large enough (it may depend on ),
Repeating the moving plane procedure for any e ∈ S n−1 , we define a function k on S n−1 by
It is easy to see that the above function k is well defined for any e ∈ S n−1 with the inequality (15) being satisfied when z 1 is large enough. Now consider any rotation σ of R n which keeps the positive z 1 -direction: we have
whenever z 1 is large enough (it may depend on ).
Lemma 14. It follows that
Proof. Take any rotation σ which keeps the positive z 1 -direction and is close to the identity map. If we denote
then we have Ω e ∩ Ω σe = ∅. Now take a sequence of z
By equation (17), we have
Since can be taken to be arbitrary, letting → 0, we get
Now since Ω e ∩ Ω σe = ∅, by the maximum principle, we get
Since such kinds of rotations σe cover all of S n−1 , we conclude that for any e ∈ S n−1 , equation (18) Due to (3) (see also [5] and [9] ), we have
On the other hand, for i = 2, ..., n, the Pohazaev identity applied to D L leads to (20)
Here we have used the fact that u(z) goes to zero exponentially in |z | as z tends to infinity. Summing (20) for i = 2, ..., n, we get
Due to Lemma 7, the right hand sides of (20), (21) and (22) are uniformly bounded independently of L. Combining (21) and (22), we obtain (23)
Using (19), we conclude Theorem 16. The Hamiltonian constant for the solution u in Theorem 3 satisfies is an important feature which may be interpreted as concentration energy in comparison to the interface energy in phase separation (see [5] ). We will be addressing this more later.
Remark 20. When F (u) = 
