AIM Several tacrolimus population pharmacokinetic models in adult renal transplant recipients have been established to facilitate dose individualization. However, their applicability when extrapolated to other clinical centres is not clear. This study aimed to (1) evaluate model external predictability and (2) analyze potential influencing factors.
CONCLUSIONS
The published models were unsatisfactory in prediction-and simulation-based diagnostics, thus inappropriate for direct extrapolation correspondingly. However Bayesian forecasting could improve the predictability considerably with priors. The incorporation of non-linear pharmacokinetics in modelling might be a promising approach to improving model predictability.
WHAT IS ALREADY KNOWN ABOUT THIS SUBJECT
• Population pharmacokinetics of tacrolimus in adult renal transplant recipients are continuously published to characterize pharmacokinetics and to identify covariates for dose individualization. • Whether these models can be extrapolated to clinical centres other than those where they were established remains unclear.
WHAT THIS STUDY ADDS
• For the first time, the predictive performances of all relevant models were evaluated in an independent cohort. • Models provide unsatisfactory results in the prediction-and simulation-based evaluations. However, Bayesian forecasting could improve the predictability considerably. • The factors influencing model predictability included bioassays, involved covariates and whether non-linear kinetics were employed.
Introduction
Tacrolimus (TAC) is an immunosuppressant widely used to prevent allograft rejection after solid organ transplantation. It has currently gained a predominant position as a valuable alternative to ciclosporin for recipients of renal transplants because of its superior potency and graft survival rates, which has led to increasing prescription rates [1] [2] [3] . TAC pharmacokinetics (PK) are characterized and include low oral bioavailability (approximately 25%) due to combined role of cytochrome P450 (CYP) 3A and P-glycoprotein [4] . In addition, it is extensively bound to erythrocytes [5] , metabolized by CYP3A isoenzymes, and mainly eliminated by the biliary route [6] .
TAC has a narrow therapeutic index [7] with poor dose-concentration correlation [5] , which confounds dosing therapy. It displays considerable between and within individual PK variability. Multiple factors have been identified as contributors, such as patient race, postoperative time (POT), haematocrit (HCT) level and genetic polymorphisms of the CYP enzyme [8] . However, even after considering these factors, a large degree of variability remains unexplained. Consequently, therapeutic drug monitoring (TDM) is indispensable in TAC therapy [5, 9] .
Over the last decades, population pharmacokinetics (popPK), which is a superior approach to traditional PK analysis, has become an established tool and plays a pivotal role in facilitating the understanding and quantification of PK variability [10, 11] . This is critical to determining how best to construct dosing regimens that will meet the individual needs of patients [12] . PopPK models enable practitioners to predict the optimal initial dose prior to any available measured concentrations from a population level. Enhanced individualized dose predictions could be obtained by Bayesian forecasting using the available concentrations with the original population parameter estimates as priors [13] [14] [15] .
PopPK analyses for dosing individualization are widespread and there is an increasing publication in adult renal transplant patients [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Nevertheless, the predictability of these models is often unclear when attempts are made to extrapolate them to other clinical centres. Therefore, it is necessary to evaluate comprehensively the cross-centre predictabilities of published models using external datasets beforehand.
This study provides a review of currently published popPK analyses of TAC in adult recipients of renal transplants. The respective external predictability of the popPK analyses was evaluated using data from an independent cohort collected at our centre. Moreover, the factors that may influence model predictability were also analyzed. This included the structural models, of which the misspecifications may impact predictability fundamentally [32, 33] .
Methods

Reviews of published popPK analyses
A literature search was conducted using PubMed, Web of Science and Scopus databases and pertinent publications up to 30 June 2015 were selected. Moreover, additional publications identified from the reference lists of selected papers would also be screened if relevant. Published studies were included in the analyses if they were (1) conducted in adult recipients of renal transplants using TAC, (2) popPK modelling and (3) written in English or Chinese. The exclusion criteria were (1) lack of required details for external evaluation and (2) studies with overlapping data or cohorts. Only the most recent or the one with the largest sample size was included.
The main covariate characteristics of the included models were compared with that of our dataset. A χ 2 test and a t-test were used to examine whether or not the populations differed in categorical and continuous variables, respectively, if applicable.
External evaluation cohort
Subjects. The whole blood trough concentrations (C 0 , n = 609) of 52 adult recipients of renal transplants (from May 2009 to December 2013) who were administered oral TAC (Prograf®, Astellas Ireland Co., Ltd. Killorglin, Co., Kerry, Ireland) in Huashan Hospital (Shanghai, China) were retrospectively collected using routine TDM. To ensure that TAC concentrations were at or near steady-state, only records of samples measured after four to five repeated oral doses administered at the same dose rate were retrieved. Patient follow-up was conducted up to postoperative day 90. Those who switched from ciclosporin or were undergoing dialysis treatment were excluded. The study protocols were approved by the Ethics Committee of the Huashan Hospital and informed written consent was obtained from all the subjects enrolled.
Immunosuppressive therapy. A triple immunosuppressive regimen including TAC, mycophenolate and corticosteroids was administered. The TAC dosage commenced at 0.1-0.15 mg kg -1 day -1 administered twice daily immediately following surgery and adjusted according to the target C 0 as follows: 8-10 ng ml À1 in the first postoperative month, 6-8 ng ml À1 from months 1-3 and 3-7 ng ml À1 thereafter.
Mycophenolate (mycophenolate mofetil, for example) was orally administrated twice daily at 1 or 0.75 g day -1 (within or after 1 month, respectively) for patients weighing less than 50 kg, 1.5 or 1 g day -1 for those between 50 and 70 kg and 2 or 1.5 g day -1 for those who were more than 70 kg. Corticosteroids were commenced at a dose of 1 g of intravenous methylprednisolone administered during the transplant surgery and 500 mg day -1 on postoperative days 1-3. This was then switched to oral prednisone 80 mg day -1 from the day 4 and tapered by 10 mg daily to 20 mg day -1 on day 10, and then further tapered to 15, 10, and 5 mg day -1 by months 1, 3, and 6 postoperatively, respectively.
Bioassay. TAC whole blood concentrations were measured using an enzyme multiplied immunoassay technique with the SYVA Viva-Emit 2000 kit (Siemens Healthcare Diagnostics Inc., Germany). The calibration range was 2.0-30 ng ml À1 and the intra-run precision had coefficient variations (CVs) < 10% and inter-run CVs < 20% [34] .
The bioassays used in the investigated studies were diverse. There were systematic biases between the different methods [35] and to correct these, the concentrations in the external dataset were converted to their corresponding equivalents according to the reported bioassays with formulae below, which are from large clinical studies in adult renal transplant recipients:
where EMIT is the concentrations of the external dataset measured using enzyme multiplied immunoassay technique while CMIA, MEIA and LCMS are after-conversion equivalents measured using chemiluminescent micro-particle immunoassay, micro-particle enzyme immunoassay and all the liquid chromatography-mass spectrometry methods, respectively, which corresponded with the investigated studies.
Genotyping. The genotyping of five single-nucleotide polymorphisms (SNPs), CYP3A4*1G, CYP3A5*3, ABCB1 C1236T, G2677T/A and C3435T was performed by direct sequencing [39] using an external contractor (GeneCore BioTechnologies Co., Ltd., Shanghai, China). More details are available in Appendix S1. Deviations from the Hardy-Weinberg equilibrium were examined using Pearson's χ 2 -test.
External predictability evaluation
The external evaluation was conducted using NONMEM 7.3 (ICON Development Solutions, MD, USA) compiled with gFortran 4.6. The output was explored using the R package (version 3.1.1, http://www.r-project.org). Published models were re-established and the parameters were set to the published values. The predictive performances of the model in the external dataset were assessed using prediction-and simulation-based diagnostics and Bayesian forecasting.
Prediction-based diagnostics. The population predicted concentrations (PRED) were estimated and compared with the corresponding observations (OBS) by estimating the relative prediction error (PE%, (4)).
The median prediction error (MDPE, median PE%) was used to evaluate accuracy while median absolute prediction error (MDAE, median |PE|%) was used to evaluate precision. We also applied F 20 and F 30 , which indicated the percentage of PE that fell within the ±20% and ±30% range, respectively, represent a combination index of both the accuracy and precision.
Simulation-based diagnostics.
Simulation-based diagnostics were conducted using prediction-and variability-corrected visual predictive checks (pvcVPC) [40] and normalized prediction distribution error (NPDE) [41] . The dataset was simulated 1000 and 2000 times for pvcVPC and NPDE, respectively. The pvcVPCs were generated using the PsN (v 4.2.0) toolkit. The 95% confidence intervals (CI) for the median and the 5th and 95th percentiles of the simulations at different times were calculated and compared with the prediction-and variability-corrected observations, binning automatically. The NPDE results were summarized graphically and statistically using the NPDE add-on package in R (NPDE v 2.0, www.npde.biostat.fr). The null hypothesis of NPDE is that it obeys a standard normal distribution N (0,1).
Bayesian forecasting. Maximum a posteriori Bayesian (MAPB) forecasting was conducted to assess the influence of prior observations on model predictability. Forty-nine patients with ≥five observations were included in the assessment. For a patient, the individual prediction (IPRED) of the last observation was predicted by the latest one, two, three and four prior observations, respectively, and then compared with the corresponding observation. The relative differences denoted by the individual PE% (IPE%, (5)) were calculated using the formula below:
To further highlight the model that performed best in this test, median IPE% (MDIPE), median absolute IPE% (MAIPE), F 20 and F 30 of IPE% (IF 20 and IF 30 ) were calculated under each circumstance (i.e. IPE% was predicted by nought to four priors) as was done to the PE% in prediction-based diagnostics. 
The impact of structural models
Since modelling strategies could largely affect the model predictive performances, the structural models employed in previous studies were reviewed at first. Then their impact on predictability was evaluated by incorporating main significant covariates or not. The evaluation methods include the predication-and simulation-based diagnostics and Bayesian forecasting, as described above.
Results
Reviews of published popPK analyses
After the literature retrieval procedures (Appendix S2), 16 studies were eventually retained. They are summarized in Table 1 . Among them, five were multicentre studies [16, 21, 22, 30, 31] and 11 were single centre studies [17] [18] [19] [20] [23] [24] [25] [26] [27] [28] [29] . In addition, 11 were mainly conducted in Caucasians [16, 17, 19, [21] [22] [23] [24] [25] [29] [30] [31] , four in East Asians [18, [26] [27] [28] , and one in Native Americans [20] . Furthermore, 10 were developed in a small sample size of fewer than 100 participants [16-21, 23, 24, 27, 31] .
Bioassays used were EMIT in two studies [26, 31] , MEIA in five [17-19, 23, 27] , CMIA in three [20, 24, 29] and LCMS in six [16, 21, 22, 25, 28, 30] . The covariates included in the published final CL/F models were TAC daily dose, age, weight (total body weight (TBW) and predicted fat-free mass (FFM)), POT (including days of TAC therapy in the model by Staatz et al. [16] ), aspartate aminotransferase, HCT, total protein, genetic polymorphisms such as CYP3A5*3, CYP3A4*1G, ABCB1 (C1236T, G2677T/A and C3435T), and ABCC2 (C-24 T, G1249A and C3972T) and concomitant corticosteroids or calcium channel blockers (CCBs). CYP3A5*3, HCT, and POT were the most recognized covariates. CYP3A5*3 was identified as the most influential factor in all nine studies that tested genetic polymorphisms. HCT was screened in 13 studies and involved in seven while POT was determined to be involved in eight out of the 12 models that screened for it.
Body weight was screened in all the studies but only two published in 2014 included it in CL/F either by statistical screening [29] or theory-based consideration [30] . Most studies doubted the clinically well-accepted body weight-based dosing regimen. External evaluation of popPK models of tacrolimus TAC daily dose was only investigated in two studies [19, 20] but they both included it as a significant covariate of CL/F, implying possible non-linear kinetics.
External predictability evaluation
The demographic and laboratory test data collected for evaluation were summarized according to the incorporated covariates in 16 studies. Tables 2, 3 listed the demographic characteristics, clinical data and the allele frequencies of the genetic polymorphisms of the external dataset. Table S1 summarizes the main characteristics of the collected data and those of the 16 studies. TBW in our dataset was less than in Caucasians (P < 0.05) but similar to that of East Asians. The CYP3A5*3 polymorphism distribution in our population and in East Asians' was similar but significantly different from Caucasians (P < 0.05).
In this study, only models that described immediate release of oral TAC were evaluated because that was the only available formulation in our data. Moreover, the ABCC2 genotype was the only uncollected covariate and, therefore, it was set at 1.24 equal to the population average in the corresponding model by Ogasawara et al. [25] . To incorporate the inter-occasion variability introduced in four studies [21, 23, 30, 31] , we set every dose level for each individual as an occasion.
The prediction-based diagnostic results are presented in Table S2 and in the box plot Figure 1 . The models of [ Prediction-and variability-corrected visual predictive check (pvcVPC) plot of the model by Størset et al. [30] . The solid red line represents the median prediction-and variability-corrected observations and semitransparent red field represents a simulation-based 95% confidence interval (CI) for the median. Solid blue lines represent the corrected observed 5th and 95th percentiles and semitransparent blue fields represents a simulation-based 95% CI for the corresponding model predicted percentiles. The prediction-and variability-corrected observations are represented by black circles Passey et al. [22] and Størset et al. [30] were superior to the others. They both had MDPE% < ±20%, MDAE % < 35%, F 20 % > 30% and F 30 % > 45%. However, none of the F 30 % value attained 50%.
In the simulation-based diagnostics, the pvcVPC and NPDE were the two most common evaluation approaches. The pvcVPC provides an easy diagnosis if the model accurately predicts both the central trend as well as the variability of the data [40] . The NPDE is a diagnosis with a firmer statistical background that does not require any binning of the data for a rough interpretation [41] .
In our external evaluation, the pvcVPC in most studies ( Figure S1 ) showed a large discrepancy between the observations and the model simulations. There was a trend of over or under prediction of the true between-subject variability, except in the study by Støreset et al. [30] , which showed the only misspecification in the early postoperative period (Figure 2 ). The conclusions arrived at with the NPDEs (Figure S2 ) were generally consistent with those of the pvcVPC but the results of the model by Støreset et al. [30] were not as good as that in the pvcVPC (Figure 3 ). Moreover, NPDEs of most studies failed to obey the normal distribution. Statistically, all models were rejected with no P values of global tests >0.01 (Table S3 ). The above two evaluations indicated that these models may not be appropriate for simulation-based applications.
Bayesian forecasting demonstrated that both precision and accuracy of IPREDs could be significantly improved by MAPB as long as one prior observation was available. The individual predictability achieved the best with two to three prior observations and stabilized after that. Additional prior observations did not necessarily imply further improvement. The differences in IPEs% between the models after MAPB were much smaller than those in PEs% in prediction-based diagnostics. The box plots are presented in Figure 4 and results are displayed in Table S4 . The models by Zuo et al. [26] and Støreset et al. [30] were two of the best in this evaluation, which showed MDIPE <10%, MAIPE % < 20%, IF 20 % > 50% and IF 30 % > 60%. However, the results were not significantly different from those of the other studies.
We grouped all the models with different bioassay methods together but did not find any obvious trends External evaluation of popPK models of tacrolimus in the predictive performance and assay methods used. Models in the EMIT showed no superiority in any one of the above three diagnostics. The overall performances of the different bioassay groups were similar.
The impact of structural models
The structural models adopted in 16 investigated models were either two compartment (provided intensive sampling was available) or one compartment except for one study by Passey et al. [22] , which used a non-compartment steady-state infusion model instead ( (6)):
where C 0 indicates trough TAC concentrations and CL/F is the TAC apparent clearance. In addition, several previous studies indicated nonlinear PK of TAC. Firstly, dose-dependent CL/F was found in both studies that tested such a relationship [19, 20] . Secondly, the model by Størset et al. [30] , which was comparatively the best of all 16 published models, employed two theory-based non-linear kinetics to describe 1) the binding of TAC to erythrocytes and 2) the impact of prednisolone dose on TAC bioavailability (F). These two models are showed typical Michaelis-Menten (MM) kinetics, which is commonly used to describe nonlinear behaviour [42] .
Given the review of all the published models, the impact of the MM structural model was explored in the same way as was successfully applied to ciclosporin [43] [44] [45] , displayed as below ( (7)):
Daily dose mg day À1 À Á ¼ V m mg ð ÞÂC 0 ng ml À1 À Á K m ng ml À1 À Á þC 0 ng ml À1 À Á (7) where V m denotes the maximal dose rate (daily dose) at steady-state and K m is an MM constant equal to the steady-state trough concentration at half-maximum dose rate. Comparing with the above three linear (one and two compartment and steady-state infusion) structural models, the concentration in the MM model is an independent variable and daily dose is the dependent variable. Considering that only trough samples were available, the MM model with daily dose as a function of concentration here may mostly reflect the non-linearity of the CL/F. The above four covariate-free (one and two compartment, steady-state infusion and MM) structural models were first established and evaluated. CYP3A5*3, POT and HCT were then screened stepwise. Since there was a linear relationship between POT and HCT (r = 0.6) in [16] [ 
Figure 4
Box plots of individual prediction error (IPE%) with Bayesian forecasting for 16 published population pharmacokinetic models in different scenarios (0 represents predictions without prior information and 1-4 represents with prior one to four observations, respectively). In scenario n, prior n observations were used to estimate the individual prediction and it was then compared with the corresponding observation our dataset, only HCT was added to the models, apart from CYP3A5*3. Daily dose was further tested in three linear models and successfully included. PopPK parameter estimates for all these models are listed in Table S5 . The prediction-based diagnostic results were presented in Table S2 and Figure 5 simulation-based diagnostics in Table S3 and Figure S3 and S4 and Bayesian forecasting in Table S4 and Figure 6 . Compared with the predictive performance of the linear PK models, those of the non-linear MM models with and without covariates were significantly better. The prediction-based MDAE% in the covariate-free and included MM model was within 35% and 25%, respectively, showing around 20% and 30% improvement over the other linear PK models. The IF 20 % and IF 30 % of the MM models after MAPB forecasting reached >90%, demonstrating their superiority compared with <60% in the linear models. However, in simulation-based diagnostics, the MM models performed nearly the same as linear PK models did. There was no misspecification in pvcVPC while there was rejection in NPDE, mainly because of the unsatisfying normality of prediction discrepancy.
Discussion
Over the past decades, more than 20 TAC popPK studies have been conducted in adult recipients of renal transplants. However, most of these were centre-based and their predictability was unclear when extrapolated to other clinical sites. Therefore, the evaluation of their external accuracy, robustness and predictive performance is mandatory before the models can be applied [46] . To the best of our knowledge, this is the first comprehensive external evaluation of published TAC popPK studies. Our evaluation was performed on three levels. Predictionbased diagnostics are frequently used and appealing because their simplicity illustrates how well the observations and predictions are in agreement [47] . Simulation-based diagnostics, which compare the already determined simulations of a single data set with the real data can be a useful diagnostic and reveal model misspecification patterns that are not easily diagnosed by other methods [47] . Bayesian forecasting is based on prior observations in each individual and is regularly used to facilitate dosage adjustments in clinical practice.
Figure 5
Box plots of prediction error (PE%) for four structural models with and without covariates. The black solid line and blue dotted lines are reference lines indicating PE% of 0% and ±30%, respectively. 1CMT, one compartment model; 2CMT, two compartment model; CYP3A5, CYP3A5*3 polymorphism; DD, tacrolimus daily dose; HCT, haematocrit; MM, Michaelis-Menten model; SS, steady-state infusion model It is expected that a model developed in a population similar to that in an evaluation dataset should have superior predictive performance due to similar racial background implying similar genetics, prescribing and dietary habits of subjects. However, models developed in East Asians [18, [26] [27] [28] showed no superiority in the evaluation. The best two in prediction-based diagnostics were performed in Caucasians. This might be attributable to their largest sample size of all the evaluated studies with 681 patients with 11 823 samples [22] and 242 patients with 3100 samples [30] , indicating a more extensive representation of the studied population.
Nevertheless, the F 30 value of the two superior models still failed to attain 50%. In other words, more than half of the PE% values fell outside the ±30% in all of the published models. Moreover, the simulation-based pvcVPC and NPDE tests showed that no model fulfilled the criteria of diagnostic tests.
Limitation of model predictability could be due to multiple factors. TAC bioassay is one of the often mentioned factors. Compared with the specific LCMS results, non-specific immunoassays are biased by some haematological parameters [48, 49] and cross-reactivity with TAC metabolites [50] , which depend on the clinical status of the patients [51] . Such biases could range from À6% to 73% [9, 38, 52] . After bioassay conversion, we found no obvious bioassay-related trends in the external evaluation. However, no formula is exactly 'correct' [9] , and the conversional method used here is likely not a perfect method of eliminating the biases, although no trend was observed. This suggests that the bioassay difference between the external dataset and the evaluated model would not be a dominant limitation after inter-method conversion.
The inclusion of proper covariates is also an essential influencing factor. The three most recognized covariates, CYP3A5*3, HCT and POT, represent the prevailing consensus accepted in terms of covariate selection. Dose-dependent CL/F found in the only two models screening it indicate dose as an important covariate. The exploration of the impact of structural models with and without those covariates demonstrated that these covariates could partially explain the inter-individual variability and improve model predictability. The diagnostic results of those CYP3A5 and HCT included models were almost the same as the best published models. In addition, further inclusion of daily dose on CL/F showed even better performance, which also supported the non-linearity of TAC PK. CYP3A5*3 is regarded as a predominant biomarker and is associated with TAC PK, whereas the role of other genetic polymorphisms is still controversial [53] [54] [55] .
Figure 6
Box plots of individual prediction error (IPE%) with Bayesian forecasting for four structural models with and without covariates in different scenarios \(0 represents predictions without prior information and 1-4 represent with prior 1-4 observations, respectively). 1CMT, one compartment model; 2CMT, two compartment model; CYP3A5, CYP3A5*3 polymorphism; DD, tacrolimus daily dose; HCT, haematocrit; MM, Michaelis-Menten model; SS, steadystate infusion model According to the investigated models, CL/F in patients expressing CYP3A5 (*1 allele carriers) was 1.2-2.1-fold higher than that of non-expressers (homozygous *3 allele carriers). This is in agreement with the previous finding of an approximately 48% (range 26-65%) higher CL/F in CYP3A5 expressers than in non-expressers determined in classical PK studies [56] . ABCB1 and ABCC2 genetic polymorphisms were screened in six of the evaluated studies [19, 23, 25, 27, 28, 31] , but their impact is inconsistent and dependent on the analyzed cohort or study design, which may not have clinical relevance [57] . Recently, CYP3A4*1G in East Asians [26, [58] [59] [60] and CYP3A4*22 in Caucasians [61, 62] were found to play a major role in TAC PK variability, and this phenomenon may need to be further elucidated.
TAC binds strongly to erythrocytes and plasma proteins and low HCT values increase the fraction of unbound TAC. This unbound form is more readily metabolized by the liver, leading to an increase in CL/F [6] . This trend is well-described in the HCT-involved models and an increase in HCT of 20-40% leads to a decrease in CL/F in the range of 15.23-54.62% [18, 21, 26, 27, 29, 30] . For other studies, which did not find or follow such a trend, the small sample size or proportion of patients with abnormal lower values or short follow-up periods were the main reasons [16, 19, 23-25, 28, 31] . Besides, the non-linear binding of TAC to erythrocytes is explained by saturation of binding capacity to red blood cells [19, 63, 64] . This theory was successfully applied in the model by Størset et al. [30] .
POT is a surrogate for many time-dependent factors [5, 65] . Recovery of gastrointestinal function and increased food intake may alter TAC bioavailability [66] . Corticosteroids dose, HCT and albumin values are known to change systematically with POT [67] . The combination of these factors decreases the CL/F as POT increases, particularly in the early postoperative phase. Although the majority of the evaluated models followed this expected trend, the estimated changes were diverse. The POT-mediated decrease in CL/F was high at 40% and the influence lasted for only 1 day postoperatively or at 4% for up to 3 years [16, 18, 22, 27, 29, 30] . The complexity of the impact of POT is related to several clearly identified factors such as the HCT value and whether corticosteroids were concomitantly administered or not. It may also be related to other unidentified confounding factors as well. Their simultaneous inclusion as covariates with POT would definitely affect the description of POT in the models. Therefore, a clearer understanding of POT as a covariate is required.
It is worth noting that a dose-dependent CL/F was found in previous studies [19, 20, 30] . In our investigation of the impact of structural models, the obvious improvement of the predictability of the three linear PK models when a dose was incorporated and the superb performance of the MM models also supported the underlying non-linear kinetics.
The observed non-linearity may be attributed to the TDM effect. Individuals with higher CLs will have lower drug concentrations, which lead clinicians to prescribe higher doses. However, with individuals sampled at more than three to four dose levels, the TDM effect would not affect the judgment of non-linearity [68] . One PK study demonstrated a linear PK profile following a single oral dose of TAC in 18 fasted healthy volunteers [69] . Nevertheless, as mentioned above, a low HCT level in patients in the early postoperative period, could lead to saturable TAC concentration-dependent binding to erythrocytes. This would cause non-linearity in drug distribution and elimination [19, 63, 64] . POT-associated alterations in absorption due to the recovery of gastrointestinal function, the activity of P-glycoprotein and CYP3A enzymes and increased food intake in patients may cause non-linear kinetics [6] . High dose corticosteroids followed by gradual dose tapering may also be the reason for non-linearity owing to the induction of P-glycoprotein and CYP3A enzymes [17, 19, 22, 30, 67, 70, 71] .
Despite the fact that the exact mechanism of nonlinearity is still unknown and impossible to elucidate with the current trough data, such interesting findings provide a new perspective for future investigation. A clear understanding may greatly contribute to the current unsatisfactory external predictability.
Although prediction-based diagnostics provided unsatisfactory results, Bayesian forecasting affirmed the value of the MAPB and provided the practitioners with the clinical reference to collect two to three prior observations as a premise to obtain a reliable prediction.
A limitation of our study was the retrospective data collection from routine TDM. As a result, there was no way to confirm whether the patients were adherent or not. Moreover, C 0 alone limited the exploration of absorption or distribution. Nonetheless, the C 0 alone could still yield reliable estimates of CL/F in TAC [72] , which is one of the aims of this study. The second limitation was that we had no data of extended-release TAC and could not investigate during the external evaluation. Extended-release formulations are currently gaining more acceptance and, therefore, related studies need to be conducted in future.
All the models evaluated in this study were based on a data-driven approach except that by Størset et al. [30] , which was a theory-based model. The data-driven approach may adequately predict a model development dataset but may not be as accurate when extrapolating outside the data range [73] . In contrast, the 'theory-based' or 'mechanismbased' strategy including the physiologically-based PK modelling, which incorporates anatomical and physiological knowledge [74] , is likely to be another promising approach for improving extrapolation.
In conclusion, 16 published TAC popPK models used for recipients of renal transplants were externally External evaluation of popPK models of tacrolimus evaluated in this study using an independent dataset from our centre. Their external predictive performances were unsatisfactory in prediction and simulation based diagnostics. However, the MAPB approach improved the predictive performance of the model considerably and, therefore, may be a useful tool for guiding dose adjustments. Multiple factors, including bioassays, involved covariates and whether non-linear kinetics are used can influence model predictability. Further investigations still need to be conducted to confirm our findings. Contributors CYZ, ZJ, JJM and XYQ participated in research design. XYQ contributed to acquisition of the patients' data. CYZ and JJM performed the research and analyzed the data. CYZ and ZJ drafted and all the authors revised the manuscript. No other relationships or activities that could appear to have influenced the submitted work.
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