ABSTRACT: A global climate scenario run based on the IPCC future emission scenario SRES A1B was dynamically downscaled for the North Sea, using an uncoupled meso-scale model system. The atmospheric forcing shows an increase in air temperature during the 21st century with stronger warming in winter than in summer. These trends are reflected by an increase in annual mean sea surface temperature of ~1.8°C. The strong warming in winter is the main driver for the total warming of the North Sea, as indicated by the analysis of surface heat flux components. The thermocline weakens in intensity according to the changing temperature profiles, and its mean depth slightly decreases due to lower wind speeds. The salinity in the North Sea drops by ~0.6 psu because of decreasing salinity of the inflowing Atlantic waters, increasing Baltic discharge, and higher downward surface fresh water fluxes. Some of our results disagree with other dynamical downscaling studies, as the results depend on the parent global model. In general, the downscaled projected trends qualitatively agree with the results of the coarser global model. Nevertheless, in particular, the magnitudes of the surface heat fluxes, the formation of the frontal system, and the strength and structure of the general circulation are more realistically represented in the regional meso-scale model.
INTRODUCTION
Regional circulation models (RCMs) are useful for the study of regional dynamics in the ocean and atmo sphere, such as ocean currents (e.g. Pohlmann 2006 , Ådlandsvik & Bentsen 2007 , Melsom et al. 2009 ), or energy and fresh water cycles (e.g. Jacob 2001 , Schrum et al. 2003 , 2005 , as well as for the projection of climate change on a regional scale (e.g. Schrum 2001 , Déqué et al. 2005 , Meier 2006 , Ådlandsvik 2008 , Holt et al. 2010 ). There is a wide consensus that dynamical downscaling using RCMs is the most appropriate option for regional impact studies and vulnerability analyses related to climate change (Feser et al. 2011) . Adaptation measures to climate change, as opposed to mitigation policies, are an inherent local-and regional-scale issue. The restricted model domain of a RCM allows for longterm simulations with high grid resolution at comparatively low computational costs. In general, a fine resolution is important to resolve small-scale features of the circulation, for instance near-shore processes affected by bottom topography and coastline morphology or small-scale fronts and associated baroclinic eddies and frontal jets.
In this article, results of a regionalization for the North Sea of a coupled global atmosphere-ocean simulation are presented, based on the International Panel of Climate Change (IPCC) SRES future scenario A1B (Nakicenovic & Swart 2000) for the 21st century. The technique of dynamical downscaling is applied in a uni-directional way, that is, without feedback from the local-scale to the surrounding large-scale system. Hence, the RCM inherits any large-scale errors from the parent global model via the lateral boundary conditions (Pielke & Wilby 2012) . Beyond the mentioned advantages, the uncertainties of a given global cli-mate projection are therefore not reduced by the employment of an RCM.
Downscaling studies of the A1B scenario for the North Sea have been carried out by Ådlandsvik (2008) and Holt et al. (2010) . In the former study, the scenario was simulated with the Bergen Climate Model (BCM), downscaled for the period 2072 to 2097 using the Regional Ocean Model System (ROMS), and compared with the period 1972 to 1997 of the control run in a time slice experiment. Holt et al. (2010) ran the scenario using the global coupled oceanatmosphere model from the Met Office Hadley Centre (HadCM3 PPE) and downscaled the results with the regional climate model from the same institution (HadRM3) and the Proudman Oceano graphic Laboratory Coastal Ocean Modelling System (POL-COMS). Similar to Ådlandsvik (2008) , the future period 2070 to 2098 was compared with conditions typical of 1961 to 1990.
Their results, and also our results presented here, are extracted from a dynamical downscaling of a specific future scenario realization from a coupled atmosphere-ocean global circulation model because of limited resources. However, to account for method o logical difficulties of numerical modeling and the inherent uncertainty of ocean and climate projections, model ensemble studies are often in voked to utilize future projections in providing uncertainty ranges for the projected variables. Our approach is to compare individual trends with results from other publications, in particular the 2 conceptually similar studies Ådlandsvik (2008) and Holt et al. (2010) , and in doing so contribute to a potentially growing literature-based ensemble study.
METHODS

Model setup
The North Sea future projection is carried out by means of an uncoupled dynamical downscaling with the shelf ocean model HAMSOM (Hamburg Shelf Ocean Model; Backhaus 1985 , 1990 , Pohlmann 1991 , 1996a . The model domain ( Fig. 1 ) has a meso-scale horizontal grid resolution of ~3 km and 30 layers on z-coordinates in the vertical with a minimum layer thickness of 5 m. To force the HAM-SOM model, results of the coupled global atmosphere-ocean circulation model ECHAM5/ MPIOM (European Center Hamburg Model 5th Generation/Max Planck Institute Ocean Model; Climate 2006) are utilized. The historical control run of ECHAM5/MPIOM as well as the subsequent A1B scenario run have been re gionalized for the greater European atmosphere by means of dynamical downscaling with the regional atmo sphere circulation model REMO (Regional Model; Jacob & Podzun 1997 . Results of the atmosphere model ECHAM5 have been used to prescribe the conditions at the open lateral boundaries of the regio nal domain, whereas the results of the ocean model MPIOM (Marsland et al. 2003 , Roeckner et al. 2006 , Jungclaus et al. 2006a ) have been used to prescribe sea surface conditions. Atmo sphere-land interactions are fully implemented in REMO and therefore are not required to be prescribed. The coarse spatial resolution of ECHAM5 (~1.9°) cannot provide realistic horizontal gradients in the atmosphere, observed on the North Sea weather scale, which are well resolved by REMO owing to its finer horizontal grid resolution of 0.22°. These model simulations have been carried out by the Max Planck Institute for Meteorology (Hamburg). In the present study, the results of MPIOM and REMO are used analogously to drive HAMSOM. The MPIOM configuration has a horizontal grid resolution of ~1° in the North Sea region and 40 layers on z-coordinates in the vertical, while the REMO grid has 31 layers in the vertical on a hybrid coordinate system. In our study, river runoff along the North Sea coast is implemented as monthly climatological means gathered by Damm (1997) and O'Driscoll et al. (2013) . Moreover, the semi-lunar M 2 tide and an estimate for the global mean sea level change are imposed onto the sea surface elevation at the open boundaries. Further partial tides are not included, since the model output is stored as mean values over 2 M 2 periods, i.e. 24.84 h, representing approximate daily averages, which is sufficient for investigations on the climate scale. In the North Sea, the M 2 constituent gives rise to about two-thirds of the full tidal amplitude (Klein et al. 1994) . Thus, major dynamical effects due to tides are well simulated since tides are included only to generate enough turbulence by non-linear interactions.
The entire simulation period is subdivided into the control period 1951-2000 to be used as a reference and the scenario period 2001-2099. However, the control run was performed in free mode, i.e. without data assimilation incorporated, to be consistent with the scenario simulation. Any modeled time series are therefore expected to deviate from observations or reanalysis data, but the climate statistics, such as the variable's long-term means and variances, should nevertheless be simulated adequately.
Model evaluation
A more detailed description and evaluation is given in Mathis et al. (2013) , consisting of comparisons of the regionalized control run with observational data of climatological water temperature and salinity distributions as well as literature searches of volume transports, residence and flushing times, NAO correlations, surface heat and fresh water fluxes, and thermocline parameters. In general, the model results agree with the reference data. Major improvements due to the dynamical downscaling include a realistic representation of the general cyclonic circulation in the North Sea and the related volume transports and a more accurate simulation of coastal air-sea interactions, in particular with respect to heat and fresh water fluxes. Nonetheless, biases in the seasonal cycles of sea surface temperature (SST) and sea surface salinity (SSS) with respect to ocean reanalysis data and observational clima tologies remain, and reach -0.7°C and -0.4 psu (HAM-SOM SST and SSS too low), respectively. The deviations may result from the coarser horizontal grid resolutions of the reference data and related generic differences in the discretized North Sea topography.
Bias correction
HAMSOM forcing data at the open lateral boundaries and at the sea surface were modified to ensure that the simulation results stay in a realistic range. The application of a linear bias correction relative to ERA40 reanalysis data (European Centre for Medium-Range Weather Forecasts) and WOA-2001 climatology (National Oceanographic Data Center) was performed to guarantee that the atmospheric and oceanic forcing data reflect the same long-term statistics for a 43 yr reference period as atmospheric reanalysis data and climatological ocean data, respectively. The base of the correction scheme are spatial distributions of monthly deviations (δ-fields), which reflect the additive or factorial differences between the climatologies of the original forcing data and the reference data for each variable. The δ-fields are imposed onto the original data, either additively or factorially, to re move the bias by bringing the climatological monthly means of the original data into agreement with those of the reference data. Details of this method are explained in Mathis et al. (2013) . The straight forwardness of the correction maintains the variability as well as the long-term trends of the original uncorrected data. For the atmospheric forcing, the magnitudes of the correction amount to about −0.7°C for air temperature, a factor of 0.9 for wind speed, −5% for cloud cover, +1% for relative humidity, and a factor of 0.7 for precipitation rate. For the oceanic forcing at the open lateral boundaries, the corrections amount to about −1.5°C for water temperature, and +1.4 psu for the salinity at the Norwegian Coastal Current and −0.3 psu elsewhere. Additionally, the Baltic Sea discharge ob tained from 
Scaling issues
The horizontal scales of the forcing fields used and the HAMSOM ocean model differ by a factor of up to 9 for the atmospheric forcing and up to 24 for the open boundary conditions. As a consequence, the horizontal gradients provided by the coarser models MPIOM and REMO are not always strong enough. For example, as just mentioned, we found the limited SSH gradients to be the main reason for the underestimated MPIOM volume transports. Also, the salinity front along the Norwegian Trench, transected by the northern boundary, cannot be resolved properly in location, extension, and intensity by the coarse model. To mitigate this deficiency when forcing HAMSOM with such boundary conditions, a bias correction with data of a higher horizontal resolution (0.25°) has been applied. Flows in the atmosphere are ~100 times faster than flows in the ocean, and atmospheric phenomena are on the order of days and weeks rather than months and seasons (Schlünzen & Krell 2004) . Anomalies in the wind field are one of the main causes for local anomalies in other atmospheric variables. In using 6 h mean atmospheric forcing fields, the forcing variables account for semi-diurnal variations known as atmospheric tides (Chapman & Lindzen 1970) , representing the highest of the dominant frequencies in the power spectra (not shown). The predominant westerly atmospheric circulation in the North Sea region frequently carries low pressure systems, associated with storms extending across the North Sea. Characteristic North Sea weather conditions are thus properly resolved by the REMO resolution, both in space and time. In the ocean, by contrast, lower current speeds and a higher density and heat capacity of sea water allow for much stronger gradients in the water column, requiring a higher spatial resolution. The gradients, however, are induced internally by ocean dynamics rather than externally by similarly strong gradients in the atmospheric forcing. Small-scale meteorological features that are not represented in REMO should be expected only very close to the coast, where their effect on the ocean is not reproduced by HAMSOM. Nevertheless, the orographic representation of land and the resulting land -sea mask are always limited by the atmo spheric grid resolution, leading to inevitable errors in the atmo spheric forcing.
Median regression analysis
For the definition of a robust and meaningful change signal, a representative linear 100 yr trend is constructed for any time series from the median parameters of a set of 30 running 100 yr linear regression lines, starting at every single year of the period 1971 to 2000 and consequently ending with the corresponding year between 2070 and 2099. From each linear regression analysis, 3 parameters are obtained: estimated slope of the presumed linear trend, estimated intercept of the presumed linear trend, and confidence level of the estimated slope (via a t-test) to address its statistical significance (e.g. Draper & Smith 1998, p. 36−40) . In depicted time series, the median of the 30 slopes is combined with the median of the 30 intercepts to construct the representative regression line to which the median of the 30 confidence levels is assigned. The resulting trend line is set into the 100 yr period 1986 to 2085 as being the center of 1971−2000 to 2070−2099. The upper and lower quartiles of the parameter sets are then used to provide information regarding the robustness of the deduced change signal in terms of a statistical parameter range, drawn as a gray area about the representative trend. Hence, this area envelops all individual regression lines with slope and intercept values in between the upper and lower quartiles. Note that in cases of a very robust change signal, the gray area is very narrow and can even be totally hidden by the trend line (see e.g. Fig. 5 ). The medians of the regression parameters slope, intercept, and confidence level are determined independently of each other to avoid selecting one particular regression line but rather to obtain a representation of the whole set of 30 linear trends. This method is referred to in this study as median regression analysis.
Annual time series in this analysis assures that the results are not influenced by the strong daily and seasonal cycles of the considered variables. The flushing time of the North Sea is approximately 1 yr only (Lenhart & Pohlmann 1997 , Mathis et al. 2013 , and the temperature memory is also 1 yr at the most, since the bottom water temperatures in summer are determined by the meteorological conditions of the previous winter, when the water column is vertically mixed over nearly all parts of the North Sea. Furthermore, a second order autoregressive model is applied to both the annual ocean and atmosphere time series. To fit an autoregressive process to a given time series adequately, Bayesian information criterion (Schwarz 1978) and Akaike in formation criterion (Akaike 1973) statistics can be used to decide among potential orders of autoregressive models (von Storch & Zwiers 1999 , Wilks 2005 . Both criteria, however, yield to autocorrelation coefficients of 0 for non-zero lags for any detrended time series considered in this study, indicating the data to be best described as white noise about their long-term trends. Nevertheless, weak statistical dependences on shorter time periods cannot be ruled out completely. Another advantage of the robustness metric is that it accounts for such frequencies, since its range increases if the corresponding amplitudes influence the spread of the 30 calculated trends.
RESULTS
Atmospheric forcing
Trend analysis of the meteorological forcing (biascorrected REMO results) suggests the spatially averaged annual mean air temperature in the 21st century increases by ~2.1°C with a stronger warming in winter (2.3°C) than in summer (1.8°C). The annual mean relative humidity increases by ~1.4% over the North Sea, and cloud cover and precipitation rates also increase. In particular in summer, cloud cover significantly increases by ~3%, while the strongest increase in precipitation by ~0.3 mm d −1 is observed in autumn. The increasing air temperature and the enhanced hydrological cycle over the North Sea reflect the global IPCC projections of a generally warmer and moister climate under the A1B scenario (IPCC 2007) . Compared to results for the first half of the 21st century taken from the RCM multi-model project EN-SEMBLES (van der Linden & Mitchell 2009), the climate change signal for the North Sea air temperature simulated by REMO is slightly lower than the ensemble mean (by ~0.2°C), but the change in precipitation agrees well with the bias-corrected forcing data.
Furthermore, in our results, neither the mean nearsurface wind speeds nor the duration of gale wind conditions (defined here as wind speeds >17 m s −1 over an area greater than one-tenth of the North Sea) undergo significant increase. In spring, summer, and winter, they rather decrease slightly by only about 0.3 m s −1 and 2 h in winter (total over the 3 months), respectively. In autumn, however, the duration of gale wind conditions increases by ~8 h, and the local maximum wind speeds increase by ~0.7 m s −1
. The decrease in mean wind speeds under the A1B scenario is in agreement with a reduction in cyclone activity over the North Sea, indicated by the model ensemble mean of the ENSEMBLES project. Apart from the decreasing total number of cyclones, a slightly higher frequency of extreme cyclones in autumn and winter, associated with gale wind con ditions, is also projected. The incorporation of wind directions in analyzing wind density functions (Siegis mund & Schrum 2001) and wind circulation patterns in our study indicates westerly winds remain the predominant winds in the North Sea region. Significant changes in the wind density suggest a transition of easterly and southeasterly wind conditions to an even higher frequency of westerly wind conditions, particularly in spring.
General circulation
To address changes in the general circulation, in our study, trend analyses are applied to depthaveraged current speeds and to volume transports through various lateral sections. On a seasonal scale, the increasing westerly and north-westerly wind density in spring gives rise to an enhanced general circulation in this season with a distinctly stronger northern inflow. For the other seasons, however, the slightly decreasing mean wind speeds lead to a slightly weaker general circulation, particularly in summer and winter. While more westerly winds are also indicated in summer and autumn, the respective reductions in wind speed are associated with higher confidence levels than the increasing relative frequencies of westerly winds and hence dominate the ocean forcing.
As given in Table 1 , the most significant seasonal 100 yr changes in advective volume transports are the increasing northern inflow in spring by ~21%, a decreasing inflow through the English Channel in summer by ~38%, a weakening in the Skagerrak recirculation in autumn by ~12%, a reduction in the inflow through the Fair Isle Passage in winter by~10%, and an increase in Baltic discharge into the North Sea by 18%. These seasonal changes also dominate respective changes on the annual scale (Fig. 2) . The annual net increase in northern inflow also slightly increases the Norwegian coastal outflow. A substantial proportion of the northern inflow reverses into the Norwegian Coastal Current soon after entering the northern North Sea, as indicated by the stream function of depth-integrated volume transports. The reduction in the Fair Isle inflow causes a similar weakening of the Dooley Current but also a weakening in the south-eastward flow along the western side of the Norwegian Trench and, with this, a weakening in the Skagerrak recirculation. A westward intensification in northern inflow is indicated by a strengthening of the inflow east of the Shetland Islands and increasing southward-oriented current speeds in the central North Sea. The changes in depth-averaged current speeds in the entire northern North Sea including the Skagerrak are statistically significant.
Sea surface temperature and heat fluxes
Annual mean volume-averaged water temperature in the North Sea increases by ~1.7°C (Fig. 3) with robustness of [1.6, 1.9], estimated from median regression analysis. The stronger warming in air temperature in winter than in summer is reflected by similar changes in water temperature. The SST increases in winter by ~2.0°C, while it increases in summer by ~1.5°C, averaging to an annual mean SST increase of ~1.8°C with robustness of [1.7, 1.9].
The spatial distribution of SST changes in winter (Fig. 4) is strongly influenced by differential heating due to the local bathy metry and a similar spatial distribution of air temperature change (not shown). The shallow southern and eastern North Sea undergo maximum warming, up to 2.8°C, which is additionally influenced by the expected stronger warming trend of the continental mainland. In summer, however, the warming of the sea surface is much more uniformly distributed, since the heat uptake from the atmosphere is widely confined to the surface layers of the stratified water column. The gradients toward the continental mainland thus do not occur.
The semi-annual period spring/summer is characterized by a positive net surface heat transfer from the atmosphere into the North Sea, whereas autumn/ winter is characterized by a negative net surface heat transfer from the North Sea to the atmosphere. Considering the individual surface heat flux components given in Table 2 , the continuously weaker cooling in the cold seasons is the main driver for North Sea warming.
Significantly increasing mean cloud cover in spring and summer by up to ~3% causes a decrease in ingoing short wave radiation by ~5.5 W m . Since the warming in the atmosphere in winter is stronger than the warming in the ocean in summer, the SST drop in winter becomes lower, so the air-sea temperature difference converges (Fig. 5) from the Atlantic Ocean into the North Sea in both seasons (see e.g. Otto et al. 1990 , Becker & Pauly 1996 , Hjøllo et al. 2009 ). Remarkably, the corresponding 100 yr trends suggest a decrease in advective heat input by ~2 TW in summer and winter. The mentioned temperature increase of ~1.7°C results from a persistently imbalanced heat budget of only ~0.1 TW. The reduction in annual net surface heat loss by ~3.5 W m −2 corresponds to an increase in total surface heat flux by ~2.1 TW and therefore fully balances the reduced advective heat input in summer and winter. The net heat input of ~0.1 TW finally leads to an increase in the annual mean heat content of ~7 MJ m −3 .
Thermocline
In ocean modeling, the North Sea thermocline can be defined as the maximum vertical temperature gradient in the water column, exceeding the threshold of 0.1 K m −1 (Pohlmann 2006 , Meyer et al. 2011 . Its maximum spatial coverage is mainly determined by the local bathymetry and tidal amplitude and is therefore not subject to significant change in the 21st century. Time series analyses of the mean and maximum depth of the thermocline (Fig. 6) well reflect the slight changes in seasonal mean and maximum wind speeds. In our analysis, the thermocline depth is defined relative to the sea surface. According to the model results, the mean depth of the thermocline is decreasing under the A1B scenario by ~0.2 m, i.e. the thermocline is rising because of decreasing mean wind speeds in spring, summer, and autumn. The maximum depth, on the contrary, is increasing by ~2.4 m because of higher maximum wind speeds and more frequent gale wind conditions in autumn. Both the mean and maximum intensity of the thermocline are decreasing by about 2 and 5%, respectively, induced by the stronger warming in winter than in summer. Since the temperature of the deeper waters in summer is determined by the water temperature of the preceding winter, the temperature difference between warm surface waters and underlying cold waters is also decreasing because of the major warming in winter.
Analysis of the thermocline duration from its formation in spring to its disappearance in autumn suggests a prolongation of the thermocline period bỹ 6 d, which can be attributed to the slightly lower mean wind speeds in autumn and particularly to the weaker heat loss to the atmosphere. In Fig. 7 , the representative 100 yr trends are further analyzed at monthly scales. Corresponding Mathis et al. (2013) . The changes in relative frequency indicate that the thermocline develops more often in its southern and western peripheral regions, particularly in spring and summer (May and July).
Salinity
Seasonal distributions of changes in the 21st century largely reflect the distinct salinity drop of all inflowing water masses from the North Atlantic bỹ 0.4 psu in combination with minor changes in associated volume transports. The atmospheric forcing under the A1B scenario is marked by an intensifying global hydrological cycle, which leads to enhanced moisture transports from the tropics to high latitudes, resulting in a considerable freshening of the Atlantic Ocean north of ~40°N (Gröger et al. 2013 ). The largest salinity drop of the North Sea inflows is observed for the English Channel flow (by ~0.9 psu). In the eastern North Sea, more low-saline waters enter the Skagerrak because Baltic discharge increases by ~1000 m 3 s −1
, and the induced salinity drop is supposed to be underestimated since in our simulation the salinity of Baltic discharge is kept constant by applying monthly present-day climatologies. Changes in surface fresh water fluxes indicate lower evapo ration rates in summer, due to lower wind speeds and higher relative humidity, and higher precipitation rates in winter, to yield an increase in the total surface fresh water flux into the Table 2 . Representative 100 yr trends of semi-annual surface heat flux components (short and long wave radiation, sensible and latent heat flux), calculated from bulk formulas (trends relative to the control run in brackets). Quantities driving the heat flux components are given in the last column. Trends most influencing the total heat fluxes are highlighted. Drivers most influencing the heat flux components are underlined. Upward and downward pointing arrows indicate increases or decreases. The mean sensible heat flux, for example, is positive in spring and summer (heat input to the ocean); hence, a positive trend increases its impact (Sens HF ↑). In autumn and winter, however, the mean sensible heat flux is negative (heat loss to the atmosphere), and a positive trend thus decreases its impact (Sens HF ↓)
North Sea by ~60%. Increasing precipitation rates in the 21st century are also expected for the Baltic Sea and its catchment area, causing a significant freshening of the Baltic discharge (Schrum 2001 , Meier 2006 , Bárdossy & Pegram 2011 . According to our model results, the total volumeaveraged salinity in the North Sea decreases under the A1B scenario by ~0.6 psu in the 21st century with a minimum salinity of ~33.5 psu in the 2070s (Fig. 8) .
The most pronounced salinity drop is indicated in the Skagerrak because of the increasing Baltic discharge and lower transport rates of saline North Sea waters into this region.
Sea surface height
Being a volume-conserving model, the MPIOM cannot account for a global rise in mean sea level. For the HAMSOM simulations, estimates of the different components of global sea level rise are thus added to the sea surface elevation at the open boundaries. Steric expansion is calculated from the global MPIOM temperature distribution, global deglaciation is extra polated from observations given by Solomon et al. (2007) , and the balance between Greenland and Antarctic ice sheet dynamics is estimated in a model study by Jungclaus et al. (2006b) . Respective time series are shown by Mathis et al. (2013) . Regional deviations from the global mean sea level change are not considered in the present study, owing to relatively high uncertainties (Slangen et al. 2012 ). The total mean sea level rise of ~0.5 m under the A1B scenario resulting from the 3 global components nevertheless fits well with the projected IPCC ensemble mean for the North Sea region of approximately 0.4 to 0.6 m, where estimates of all regional components but ocean currents are included.
Apart from the global mean sea level change, decreasing flow speeds along the Norwegian Trench because of the weaker general circulation in summer, autumn, and winter induce weaker horizontal SSH gradients perpendicular to the flow direction. In spring, however, the increase in westerly wind conditions gives rise to an enhanced general circulation and increased flow speeds along the Norwegian Trench, which consequently induce stronger horizontal SSH gradients in this season. Furthermore, the increase of westerly wind conditions leads to a maximum total SSH increase of up to ~0.6 m in the southern and eastern North Sea due to more frequent wind surges. A similarly pronounced SSH rise in the eastern North Sea is observed in winter, which can be attributed to the thermo-and halo-steric effects due to the strong seasonal increases in local temperature and Baltic discharge, respectively. 
DISCUSSION
In general, simulated long-term trends are subject to large uncertainties, often on the same order of magnitude as both the ensemble means and the sensitivity to critical parameters (Delhez et al. 2004 ) and can even show opposite signs (Meier 2006) . Nowadays, global and regional model systems often fail to accurately re produce present climate for the control run (van der Linden & Mitchell 2009), which strongly increases the spread be tween model results. A strength of the present study is the initialization of the scenario run with a thoroughly evaluated, biascorrected control run.
Using a Monte Carlo variance partitioning approach, the choices of GCMs and RCMs in dynamical downscaling studies were quantified by Déqué et al. (2012) as other major sources of uncertainty in climate projections. Their results suggest that for model runs until the end of the 21st century, it is more important to address the range of GCM uncertainty, whereas for future runs closer to the present day, the RCM uncertainty dominates. An overview of various climate change signals is given in Table 3 , extracted from results of the parent global model ECHAM5/ MPIOM as well as of the regional models REMO and HAMSOM.
As reported by Mathis et al. (2013) , the applied dynamical downscaling accurately reproduces longterm statistics of the present North Sea climate state and therefore improves the results from the parent global ocean model. The meso-scale grid resolution of HAMSOM enables a detailed and reliable representation of shelf sea dy namics, which global models cannot yet provide. In the shallow southern North Sea, the higher horizontal resolution of HAMSOM allows for more realistic horizontal temperature gradients, and hence for more reasonable local extremes (see Mathis et al. 2013, their Fig. 6 ). The higher vertical resolution permits a better representation of the thermocline structure. In summer, the vertical temperature gradient in the water column is weaker in the global model by a factor of ~2, which drastically reduces the stratified area. The depth and intensity of the thermocline de termines the amount of heat taken up by the North Sea in summer and therefore crucially influences the surface heat fluxes. The formation of the complex frontal system in the North Sea and also the strength and structure of the general circulation are sensitive to both the horizontal and vertical grid resolution (see Mathis et al. 2013, their Figs. 7 & 12) . For these reasons, the RCM has a better representation of volume and heat transports, en abling a more reasonable structure of the general circulation and of the distribution of characteristic water masses. The differences in the projected changes of SST, given in Table 3 , point out that in our study, the more accurate simulation of heat fluxes by the RCM leads to higher and lower temperature trends in winter and summer, respectively, than suggested by the GCM.
Another strength of the present study is the use of median regression analysis to address the robustness of inferred climate change signals and associated Table 3 . Winter (Wi) and summer (Su) climate change signals (rounded values) according to the A1B scenario, simulated by the global model ECHAM5/MPIOM and by the regional models REMO and HAMSOM, for volume-averaged seawater temperature (Vol-avr T), sea surface temperature (SST), volume-averaged salinity (Vol-avr S), and nearsurface air temperature (Air T). Horizontal grid resolutions are given in brackets confidence levels. Time slice analyses, in contrast, do not provide explicit information about the statistical significance of putative trends. While the signalto-noise ratio of the time slices are often used to test for confidence levels under the assumption of stationarity (e.g. Ådlandsvik 2008 Ådlandsvik , Holt et al. 2012 , the lead time of the projected time slice and the variance of the intermediate period are not taken into account for a single-model and single-scenario experiment (Hawkins & Sutton 2009 ). In using median regression analysis, we introduce an alternative quantification of climate change signals. The method provides more information about the projected trends than conventional approaches, addressing the difficulty of assigning a meaningful number to a longterm change in a chaotic time series with substantial variability. The robustness quantifies the sensitivity of the calculated trends to the individual time period and serves to reduce the importance of precision and accuracy, whereas the confidence level quantifies their statistical significance. Note that our method relies on the theory of ordinary linear regression analysis, which is a simplifying application to the mostly, though weakly, exponential time series at hand.
General circulation
The comparison of changes in the general circulation of the North Sea reveals that the increasing northern inflow under the A1B scenario agrees with the 2 conceptually similar studies by Ådlandsvik (2008) and Holt et al. (2010) , while a reduction in the Skagerrak recirculation is also indicated by Ådlands -vik (2008) .
The increasing northern inflow can be attributed to a trend toward more westerly winds in the North Sea, in agreement with the ensemble mean of the ENSEMBLES project. The complex changes in the wind conditions probably result from changes in the northern polar front, driven by the effect of arctic amplification (Francis & Vavrus 2012 ). An accumulation of heat energy in the arctic, as particularly observed in the last decade, causes the polar front to move northward and the associated westerly winds to slow down. Indeed, the strongest temperature increase in both the ECHAM5/ MPIOM results and the IPCC A1B ensemble mean (IPCC 2007 ) is projected for the arctic region, and a poleward shift of extra-tropical storm tracks is also recognized, indicating that the effect of arctic amplification is captured by the GCMs.
Sea water temperature and heat fluxes
In our study, the seasonal changes in water temperature coincide with the stronger warming of air temperature in winter than in summer. The 100 yr trends of annual mean volume-averaged water temperature and SST amount to +1.7°C and +1.8°C, respectively. According to Ådlandsvik (2008) , the same trends amount to +1.4°C and +1.7°C, while statistical significance is ascribed to the proposed changes since the standard deviation intervals of the 2 time slices do not overlap. The considerably stronger warming in SST than in volume-averaged temperature results from the maximum warming occurring in spring and summer for the dataset of Ådlandsvik (2008) rather than in winter, as in our study. In Holt et al. (2010) , the SST increase in the 21st century is quantified as 2 to 3°C, also with a stronger warming trend in summer than in winter. Recently, another model study concerning the impact of the A1B scenario on the northwest European shelf was performed by Gröger et al. (2013) with a subtly stretched configuration of the global MPIOM model, providing a higher horizontal grid resolution in the North Sea (~10 km) and the adjacent North Atlantic than the standard configuration (~1°). Results of their study suggest the annual mean SST in the North Sea increases by nearly 2°C in the 21st century.
Our analysis of the individual surface heat flux components and the atmospheric parameters involved in the HAMSOM bulk formulas yields a reduction in surface heat input into the North Sea in summer due to increasing cloud cover but also a reduction in surface heat loss in winter due to the strong warming trend of the atmosphere. The resulting weaker cooling of the water column in winter induces a temperature increase, which finally also leads to a significant warming in summer, even though the net surface heat flux in summer is decreasing. Moreover, the quantification of changes in advective heat flux through the open boundaries yields a reduction in advective heat input into the North Sea both in summer and winter, in agreement with Holt et al. (2010) . However, the reduction in annual net surface heat loss exceeds the reduction in advective heat input, affirming the conclusion of the warming in the winter atmosphere to be the main driver for the total warming in the North Sea. Nonetheless, this result distinctly relies on the heat flux changes extracted from the particular model run presented here and must be expected to be inconsistent with the results from Ådlandsvik (2008) and Holt et al. (2010) , owing to their projected stronger warming trend in summer rather than in winter. On the annual scale, though, both studies accord with the result that a drop of advective heat input is compensated by a greater rise of heat input due to changes in surface heat flux. In our study, the stronger warming trend in winter than in summer is already indicated by the parent global model ECHAM5/MPIOM for both the ocean and the atmosphere (see Table 3 ) and is in agreement with the IPCC A1B ensemble mean for most parts of the northern hemisphere, including the North Sea region. The discrepancy with Ådlandsvik (2008) and Holt et al. (2010) is thus likely to originate from different results of the involved GCMs, supporting the above-mentioned conclusion by Déqué et al. (2012) . In particular, variables related to the fresh water cycle, like cloud cover and humidity, and hence short wave radiation, are associated with the largest uncertainties in climate models (Bader et al. 2008 ).
Thermocline
Considering the stronger warming trend in summer than in winter suggested by Ådlandsvik (2008) and Holt et al. (2010) , both studies may indicate an intensification of thermal stratification (in contrast to our results) because of the resulting stronger vertical temperature difference between the surface and bottom water. Similar conclusions are drawn in Holt et al. (2010 Holt et al. ( , 2012 from changes in potential energy anomaly (PEA), that is, the energy required to vertically mix the entire water column. However, such metrics do not yield information about the depth and intensity of maximum vertical gradients, as also noted by Holt et al. (2010) . Moreover, the PEA is sensitive to local sea level changes (Hein 2012) and hence influenced in our study by all the factors determining the sea level, in particular the imposed global mean sea level rise. Thermocline dynamics are crucial for the vertical energy transfer in the North Sea due to vertical mixing by wind-and tide-induced shear production (Pohlmann 1996b ) and play a decisive role for biogeochemical studies. In our analysis, we use the maximum vertical temperature gradient in the water column to define thermocline parameters and assess their changes.
In the present study, the warming in summer does not strengthen the thermocline by increasing SST. The stronger warming in winter rather leads to a similarly stronger warming of the water masses beneath the thermocline, thus reducing the vertical temperature gradient. Moreover, the analysis indicates a slight decrease in the mean thermocline depth, i.e. a raising of the thermocline, which can be attributed to the slightly weaker mean wind speeds recorded in spring, summer, and autumn. Note that the confidence level of the trend of the mean thermocline depth does not reach statistical significance. Therefore, the inferred causal relation with the similarly insignificant changes in wind speeds is not fully confirmed. However, some evidence can still be drawn indirectly from the significantly increasing maximum thermocline depth, which assigns additional confidence to the changes in wind speed. Under constant wind speeds but a decreasing thermocline intensity, the thermocline would actually deepen. The trend of a slightly raising thermocline shown in Fig. 6 indicates that the change in wind speed even compensates this effect and thus indicates the decreasing wind speeds as the main driver for the mean raise of the thermocline. Likewise, a high level of confidence is associated with the diminishing difference between summer and winter SST due to the strong winter warming, providing additional significance for the lower intensity of the thermocline. A windinduced deepening of the thermocline in late summer is in agreement with Ådlandsvik (2008) , and a prolongation of the stratification period was also indicated by Holt et al. (2010) .
The higher relative frequency of the thermocline in its southern and western peripheral regions, indicated in Fig. 7 , can be attributed to the drop in SSS of Atlantic inflow via the Fair-Isle Passage (bỹ 0.6 psu) and the English Channel (by ~0.9 psu, see Section 3.5), which in creases the ver tical density and temperature gradients and thus favors the development of the thermocline. Moreover, lower mean wind speeds allow for higher relative frequencies in the shallow southern North Sea, where bottom friction becomes influential on the stratification. In turn, higher relative frequencies are related to greater mean depths and intensities, also in dicated in Fig. 7 . As mentioned above, in autumn (September), the lower mean wind speeds and the weaker heat loss to the atmosphere lead to a delay in the thermocline erosion, resulting in higher relative frequencies over the whole thermocline re gion (up to 35% in September). The mean depth and intensity of the thermocline consequently also increase in the regions of maximum higher relative frequency, while in the central North Sea, the shallowing of the thermocline due to the lower mean wind speeds dominates.
Salinity
Furthermore, the intensified hydrological cycle expected under the A1B scenario leads to a considerable freshening in the northern North Atlantic Ocean and hence in the North Sea (IPCC 2007) . Additional fresh water sources for the North Sea are in particular the increasing Baltic discharge and the increasing net surface fresh water flux into the ocean, while in our study, river runoff and the Baltic salinity are treated as climatologically constant on the monthly scale. In the absence of a unified North Sea/Baltic Sea model, e.g. as presented by Schrum (2001) or Schrum et al. (2003) , Baltic discharge is prescribed with climato logical salinity also by Ådlandsvik (2008) and Holt et al. (2010) . However, this constraint is unlikely to significantly affect the results in the open North Sea but has a significant impact only along the Norwegian coast. From our model results, we estimated a salinity change in the Baltic outflow by 1 psu to bring about a salinity change in the Norwegian Coastal Current and the entire North Sea by ~0.15 and 0.02 psu, respectively.
In our results, the salinity decrease in the North Sea is generally stronger at the sea surface than in deeper layers because of increasing surface fresh water supply and Baltic discharge. These trends tend to intensify the stratification in terms of increasing vertical density gradients and would become even stronger when increasing river runoff and decreasing salinity of the Baltic Sea were incorporated, as in Gröger et al. (2013) . In theory, however, the intensifying effect due to the projected increase in the vertical salinity gradient of ~0.1 psu (from their study; change in density gradient + 0.07 kg m −3 ) is overcompensated by the weakening effect due to the projected decrease in the vertical temperature gradient of ~0.5°C (from our study; change in density gradient −0.08 kg m −3 ), implying a slight weakening of the North Sea stratification.
CONCLUSIONS
An uncoupled dynamical downscaling of the IPCC SRES scenario A1B was carried out for the North Sea, using the shelf ocean model HAMSOM. The downscaling factors of the horizontal grid resolution amount to ~9 for the atmospheric forcing and 24 for the open lateral boundary conditions. The differences in the projected climate change signals of seasonal SST indicate that the more accurate simulation of heat fluxes in the RCM leads to a higher temperature trend in winter by ~0.2°C and a lower temperature trend in summer by ~0.2°C than suggested by the parent GCM. However, general trends projected by the GCM and their qualitative ratio are not changed by the dynamical downscaling. In particular, the stronger warming trend in winter than in summer is also indicated by the GCM in both water and near-surface air temperatures. Nevertheless, the magnitudes of the surface heat fluxes, the formation of the frontal system, and the strength and structure of the general circulation are better represented in the regional meso-scale model. The higher spatial re solution allows more realistic reproductions of hori zon tal and vertical gradients in the water column. Stronger gradients of water temperature give rise to a more reasonable structure of the thermocline, while stronger gradients of SSH enable simulations of the specific features of the cyclonic North Sea circulation system, which is characterized by strong coastal currents. However, the qualitative agreement in the projected trends between the global and regional model demonstrates the consistency of the used downscaling system. The trend analysis of heat flux components leads to the following major result: the strong warming in winter is the main driver for the total warming of the North Sea and leads to a weakening in the thermal stratification. The comparison with other published dynamical downscaling studies, however, underlines the sensitivity of the presented results to the choice of the parent GCM and its representation of the hydrological cycle. The present study thus contributes to a potentially growing literature-based ensemble study of dynamical downscaling experiments for the North Sea. 
