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It is shown that a signed orthogonal array SA,(v, k, A) exists for all 
(v, k, 1, t), k > t and an orthogonal array A,(v, k, A) exists for all (v, k, 1, t) provided 
1 is sufficiently large. A reciprocity relation for the number of distinct orthogonal 
arrays is derived as in the case of designs in a recent paper of Singhi and 
Shrikhande. 6 1988 Academic Press. Inc. 
1. INTRODUCTION 
Throughout this paper X will be a finite set, 1x1 = u. For any set Z, let X’ 
be the set of all ordered I-tuples x = (xi: i E I) of X. We will also sometimes 
think of x E X’ as a map x: I+ A’, taking i to xi. Let V, = V,(X) denote the 
free Z-module of all functions f: X’-, iz (integers). In particular, 
Vk = V,(X) is the free module V,k(X), Z, = { 1, 2, . . . . k} of all functions 
f:Xk--d. 
When fe Vk is nonnegative, i.e., f(x) E N, the set of all nonnegative 
integers, for all x E Xk, we also think off as a matrix of order k x b, where 
b = z f (x), the sum taken over all x E Xk and transpose x’ of x occurs as a 
column in the matrix f precisely f (x) times. 
For any subset Zc Zk and x E Xk, x = (x,, x2, . . . . xk), let the restriction of 
x on Z be the element x, = (xi: i E I) of X’. For f E vk, let f, E V, be defined 
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as follows. For each x E X’, f,(x) = Cf(y), where the sum is over all y E Xk 
for which y, = x. 
In particular when f is nonnegative, f, is the 111 x b submatrix off con- 
sisting of only those rows off, which correspond to elements of I. 
Let j,: X’ + Z be the function defined by j,(x) = 1 for all x E X’. 
Let k b t > 1 and u > 0,1> 0 be four integers. An f E V,(X) is said to be a 
signed orthogonal array SA ,(u, k, A) on X if for all subsets Zc Zk, 111 = t, 
fi= Aj,. If further f is nonnegative, it is called an orthogonal array 
A,(o, k, 1) and is usually written in the matrix form. 
Thus an orthogonal array At(u, k, A) has Iv’ columns, k rows and has 
the property that every t x Au’ submatrix, corresponding to rows numbered 
by Zc Zk, 111 = t, is )Lji (writen in the matrix form in some order). 
Orthogonal arrays were first defined by C. R. Rao [R] and have been used 
in studying designs and codes [BJL]. 
The aim of this paper is to show that SA,(u, k, A) exists for all 
quadruples (u, k, A, t), k 2 t and an A,(u, k, A) exists for all quadruples (1, t) 
provided A is sufficiently large. We also prove that the number of distinct 
orthogonal arrays is a quasi polynomial in 1 and satisfies a reciprocity 
relation. In this section we will describe our main results. In Section 2, we 
will prove existence for large 1, etc. In Section 3, using results of Stanley 
and Hochster on toroidal monoids, we prove a reciprocity theorem. 
The following theorems will be proved in Section 2. 
1.1. THEOREM. For any quadruple of integers k 2 t 2 1, u and 1, a signed 
orthogonal array SA,(u, k, I) always exists. 
1.2. THEOREM. There exists a function F(t, u, k) such that given any 
quadruple of integers (u, k, t, A) with k 2 t 2 1 and 12 F(t, u, k), there exists 
an orthogonal array A ,(u, k, ,I). 
Theorems 1.2 and 1.3 are essentially analogs for orthogonal arrays of 
well-known theorems due to Wilson [W] and Graver and Jukart [GJ]. 
We also note here, that our proof of these results are quite similar to 
Wilson’s proof for corresponding results in designs [W]. As in [W], we 
derive these theorems from a much more general theorem viz. Theorem 2.1 
proved in Section 2 which can be considered as an analog to orthogonal 
arrays of Theorem 3 of Wilson [W]. 
We now define a quasi polynomial. 
A function f: N -+ C, the field of complex numbers (or f: Z + C) is said 
to be a quasi-polynomial of degree d if and only of it satisfies one of the 
following two equivalent conditions: 
(i) f(n)=c,(n)&‘+c,-,(n)&‘+ ... +c,(n) for all nEN(, where 
each ci: N -+ C is a periodic function and cd is not identically zero. 
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(ii) There exist an integer N> 0 and polynomials fO,fi, . . . . fN-, 
such that for all no IV f(n) =x.(n) if n z i (mod N) and 
Max 1~ic,+-lidegJ;)=d. 
The integer N (which is not unique) will be called a quasi-period off and 
f., 0 < i < N - 1, will be called polynomials associated to J Note that f;‘s do 
not depend on N and are essentially unique. Hence given any quasi- 
polynomial j N + @, its domain can be extended uniquely from N to Z 
and we denote that extended function (defined below) by f itself: 
f(n)=fi(n) if n= i (mod N) for all n E Z. 
Now let A;,,(A) denote the number of distinct functions fe V,(X) which 
are also A ,(v, k, A). 
1.3. THEOREM. The function A;,,: N -+ @ taking 1 to A;;,,(L) is a quasi- 
polynomial. Further, if N is a quasi-period and A,, 0 < i < N - 1 are 
associated polynomials then each Ai # 0, 0 < i < N - 1. 
1.4. THEOREM. Given 0 < t < k and v > 0, the quasi-polynomial A;,, 
satisfies the following reciprocity relations: 
A;,,(-l)=A;,,(-2)= ... =A;,(-p+ l)=O 
and 
where 
p = Vk - ‘. 
Theorems 1.3 and 1.4 will be derived in Section 3. Our proofs are quite 
similar to results of this type in [S,] for the design case. In fact, as noted in 
[S,], the results of this type follow immediately from the results of Stanley 
and Hochster [S,], once one notes that for given t, v, k, the set of all 
orthogonal arrays A,(v, k, A) as 2 varies forms a toroidal monoid (for 
definition, etc. see Section 3). 
2. SIGNED ARRAYS 
Suppose we are given a family F= (I;, E V,(X): ZE Z,, 111 = t} of 
functions. What are the necessary and suflicient conditions for existence of 
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an f~ V,(X) such that fi= F, for all t-subsets Z of Z,? This is the main 
question studied in this section. 
Suppose we have such anfc VJX). Now let x E XJ, Jr Zk, 1~ I.ZI = i < t. 
Clearly, 
C (F,)J(x) = 1 (f,)J(x) = 
where the sums in the above equation and the equation below are over all 
t-subsets Z such that J c I. Thus for all 1 d i 6 t, 
C (F,).Ax) =0 (mod (:I:)). 
We can now state the main result of this section. As remarked in the 
Introduction, this essentially is an analog of Wilson’s Theorem 3 for the 
design case. 
2.1. THEOREM. Let F= {F,E V,(X): IsI,, IZ( =t} be a family of 
functions. There exists f E V,(X) such that fi = F, for all t-subsets IG Zk if 
andonlyifforallxEXJ, JGZ,, lg\Jj=i<t, 
1 (F,).Ax) = 0 (mod (:II>), 
where the sum is over all t-subsets I of I, containing J, 
Proof: Only sufficiency remains to be proved. Suppose we have a family 
F as described above, satisfying the Eq. (1). 
Let S, be the set of all elements 1 E Zk for which there exists at least one 
t-subset I of Zk such that I E I and FI # 0. 
Let Y, be the set of all elements x E X for which there exists a t-subset 
ZE Zk, k E Z, and x = (x,: 1 E I) with xk = x such that F,(x) # 0. 
We will prove the existence of the required f E V,(X) by double induction 
on IS,1 and 1 Y,I. 
If IS,1 = 0, then F, = 0 for all t-subsets Z of Zk and clearly f = 0 serves the 
purpose. 
Hence suppose that JS,J > 0. Now by permuting the elements of Zk if 
necessary, we can assume without loss of generality that kE S,. Thus 
Y,# 0. Let y E: Y, be a fixed element. 2 
Define a new family F’ = {F;E V,(X): ZE Zk- 1, 111 = t - 1 } as follows. 
For each XE X’, x = (x,: E E I) define F;(x) = F,, (k)(y)r where 
y=(y,:I~Zu{k)) is defined by y,=x and y,=y. 
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Now for each i-subset JG Zk _ , , l<i<t-I, and xgXJ we have, 
using (1 ), 
1 (F;)J(x) = 1 (F,, (k))Ju (k)(Y) = 0 (mod (~~~~~)), 
where the sums are over all (t - l)-subsets Z of Z, _ , containing J and 
y= (y,: ZE Ju (k}) is defined by 
yJ=X and Yk=Y. 
Thus the family F satisfies condition (1) with k replaced by k - 1 and t 
replaced by t - 1. Also clearly S, c S,\ (k}. Hence by the induction 
hypothesis we have S’ E vk ~, (X) such that f; = F; for all (t - 1 )-subsets Z 
ofZ&,. 
Now define a ge VJX) as follows. For each x = (xi: ie Zk) deline 
g(x) = 0, if xk # y 
g(x) =f’(x’), if xk=y, where x’=x,~-,. 
Now define another family F’ = (F;’ : Zr: Ik, (II = t } by F;’ = F, - g, for 
all t-subsets Z of Zk. For the family F we have YP = YF\ {y}. Now if 
Y,= {y } clearly Y,... = a, i.e., SF = S,\ (k}. Thus [SF.‘1 < IS,l. Hence 
using the induction hypothesis for SF we can assume that there exists an 
f” E v,(x) such that f,” = F;’ for all t-subsets Z of Z,. If 1 Y,( > 1, 1 < 1 I’:( = 
I Y,I - 1, hence again by induction we can assume that such an f” exists. 
Let f=f” + g. Clearly fE vk(x) and f, =f;’ + g, = F;’ + g, = F, for all t-sub- 
sets Z of Zk. This completes the proof of Theorem 2.1. 
Proof of Theorem 1.1. For given k>t>l, v>O, and 1 define F,=Ajj, 
for all t-subsets Z of Z, and let F= {F, I ZEZ,, IZI = t}. We will apply 
Theorem 2.1 to F. Clearly for all x E XJ, J E Z,, 1 < i = 1 JI < t, 
1 (F,),(x)=A :I; [XI’-‘=0 (mod (:I;)), 
( > 
where the sum is over all t-subsets Z of Z, containing J. Thus F, satisfies the 
conditions of Theorem 2.1. The proof of Theorem 1.1 is now complete 
using Theorem 2.1. 
Proof of Theorem 1.2. Consider the trivial array j, = j,k E VJX). Clearly 
j, is an AI(u, k, A) with 1= IXlk-‘. Now using Theorem 1.1, we can choose 
an SA,(u, k, A) say g, E v,(x) for all 1 < ,? < IXlk-‘. Define F(t, u, k) by 
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Now suppose A 2 F(t, u, k). Let A = m IXjk-’ + &,, 1 Q A,, < \Xlk-‘. Clearly 
m amax(Ig,(x)J XEX~, 1 <I< IXlk-‘). From this it follows that the 
element mj, + g& E V,(X) is nonnegative. Thus mj, + g, is an AJo, k, A.). 
This completes the proof. 
3. MONOIDS OF ORTHOGONAL ARRAYS 
Let f~ V,(X). We will think off as a vector (f(x): x E X“) E NXk. Let co 
be a new symbol and let S = Xk u {co }. Let f be an A,(u, k, A). We will 
denote by f the unique vector in N” defined by f(x) =f(x) if x E X and 
y(a)=,?. Now for a given kat>,l and u>O let E=E;*=(Tfis an 
A ,(u, k, A) for some A >. The following lemma is obvious, Let s = ISI. 
3.1. LEMMA. Let @= (e, 1 w  EX’, Iclk, 111 = t) be the set of linear 
forms in variables (y, 1 1 E S) defined by 
where the summation is ouer all x E Xk such that x1 = w. Then 
E=E,= {BEN’ 1 e,(p)=Ofor all e,E@}. 
We note that Lemma 3.1 shows that E is a toroidal monoid in the sense 
of Hochster [H] and Stanley [S,]. (See also [S,, Chapter 1; or S,] for 
related definitions and concepts. We follow the notations used in [S,] 
which are essentially same as in [S,].) We will assume throughout this 
section that @ is as defined in Lemma 3.1. 
3.2. LEMMA. Rank @ = (:) u’. 
Proof. Let F = {F, E V,(X)) I Zc_ zk, 111 = t } be a family of vectors. We 
can choose an integer A, sufficiently large such that the family 
A,F= {A,F, ) IE I,, 111 = t} satisfies the conditions of Theorem 2.1. Hence 
using Theorem 2.1 we have an f~ V,(X) such that JJ = AFFI for all t-subsets 
I of I,. Now taking yI =f(Z), IE Xk and y, = 0, it can be easily seen that 
e,(y) = L,F,(w) for all w  E X’, I a t-subsets of I,. From this it is clear that 
@ is of full rank, i.e., Rank @ = (t) u’. 
3.3. Remark. The element Jo E defined by 
j(l) = 1 if IEXk 
=j-- if I=00 
is clearly the unique minimal positive element in the monoid E. 
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Let R = R;,, = KE be the monoid algebra of E over a field K. We con- 
sider R as a subring of the polynomial ring K[x,, x2, . . . . x,], by identifying 
BEE, B= (PI, A, . . . . p,) with the monomial xr’ = xflxp - x@s s . 
3.4. Remark. R is clearly an N”-graded algebra with the grading 
deg xB = fl. Clearly, its Poincare series is given by 
R can also be considered as an N-graded algebra, by specializing 
degxs=/J, +/?*+ ... +D, 
Using the fact that the number of blocks in an A ,(r, k, A) is b = x:f(x) = Au’, 
where the sum is over all x E Xk, it can be easily seen that the Poincare 
series for this grading is 
F(R, v) = f  At;,,(n) v’@“+‘). 
2. = 0 
The following theorem should be useful in general to study the number 
A;,,(A) by algebraic methods. It follows easily from Lemma 3.2, 
Remark 3.3, and well-known results of Hochster [H] and Stanley [S,, 
Theorem 6.71 (see also [S,, Chap. 1 I). 
3.5. THEOREM. R is a Cohen-Macaulay integral domain of dimension 
d= vk + 1 - (:) v’. In fact, R is Gorenstein. 
We can now deduce Theorem 1.3. Using results of Hochster [H] and 
Stanley [S,, Theorem 2.53 we get 
P(v) 
F(R v) =ecv, 
with deg P < deg Q and Q(v) = x( I- v”‘+~~+ ,“8s) where the product is 
taken over all 
B = (PI, Pz, . . . . P,)E CF,, s= (SI. 
Here CF@ denotes the set of completely fundamental elements of Ed. 
From this, using Remark 3.4, it follows easily that A;,,(A) is a quasi- 
polynomial (see, for example, Chap. 0 in [S,]). The fact that each of the 
associated polynomials A, # 0, clearly follows from Theorem 1.2. This com- 
pletes the proof of Theorem 1.3. 
We now deduce Theorem 1.4. We first note that from the fact that A;,,(A) 
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is quasi-polynomial and Popoviciu’s theorem [P] (see also [S,, S,]) we 
have 
3.6. Remark. F(v) = -F( l/v), where 
F(v) = f A;,,(n) v” 
0 
and 
F(v)=f&(-n)v”. 
0 
Also using Stanley’s reciprocity theorem [S,] (see also [S,, Chap. 11) 
we have 
F R,; =(-l)J~pg, 
( > 
where the sum is over all fl E E,, satisfying /? > 0 and d = uk - (:) u’ + 1. 
Using Remark 3.3 we get 
Now taking pJ = ,LJ~ = ... = y, = v in the above we get 
=(-l)d~L.k+‘k-rF(R,v). 
From this using Remark 3.4 and uk + u k - ’ = uk ~- ‘(u’ + 1) it follows easily 
that 
F ; =(-l)d~Uk-‘F(~). 0 
Now using Remark 3.6. we have 
F(v) = ( - 1 )“- ’ @‘F(v) 
From this the relations of Theorem 1.4 are clear. 
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