Abstract-It is shown that for any q and any size M, there exist proper codes for error detection on a q-ary symmetric channel for all sufficiently large lengths. The stronger condition zero-strong proper code is defined. It is shown that such codes can only exist for q dividing M, and if this is the case they are shown to exist for sufficiently large lengths.
I. INTRODUCTION
The q-ary symmetric channel with symbol probability p, where 0~p~q~l, is defined as follows: symbols from a set Fq of size q (for example Zq) are transmitted over the channel, and . For technical reasons, We also call a multiset C of M vectors of length n a code. If at least two of the codewords are identical, then the minimum distance is zero, and the code is an (n, M, 0; q) code. We let Cn,M,Oiq denote the set of (n, M, 0; q) codes. Such codes are not useful in themselves, but we will use them as building blocks for useful codes.
{1-Pb==a
Suppose that an (n, M, d; q) code C (where d 2:: 0) is used for error detection for transmission over the q-ary symmetric channel with symbol error probability p. The probability of undetected error for C is denoted by Pue (C, p). It is well known (see e.g. [2] , Theorem 2.1) that Pue(C,p) = 'tAj(C) (~l)j (l~p)n~j_(l~p)n, (1) j=O q Let Pn,Miq denote the set of all proper (n, M; q) codes.
The purpose of this paper is to study the set Pn,Miq and a couple of its subsets. It is not known for which parameters (n, M, d; q) proper codes exist. In particular, it is not known if proper (n, M; q) codes exist for all M~qn.
In [2] , Theorem 2.64, it is shown that if q is a prime power and M is a power of q, then proper (n, M; q) codes exist for n sufficiently large. Here, we will show that the same result is true for all q, not only prime powers, and all M. We will actually show a stronger result, namely that there exist codes in some subsets of Pn,Miq that we will define below.
II. LONG PROPER CODES OF ALL SIZES EXIST
We will show that Pn,Miq -I 0 for n sufficiently large. First we introduce some further notations.
For given M and q, let Tn,M,diq denote the set of • Let M and q be given. Consider arE Sw,M,8iQ for some wand 8 (we will show later how such a code may be constructed). Let C E Cn,M,diq and let c,°== c, and c, r == (c, r-llsi) for r > 1. For a comprehensive survey of codes for error detection, see [2] . A code C is called proper for error detection (or just proper) if~le ( C, p) is an increasing function of p on the 
Here, A~(C), Ar(C), ... , At(C) is the dual distance distribution of C, see e.g. [2] , page 13. (n + rw, M, d + r8; q) code and that (4) implies that
C r *r rr:
Proof: This follows immediately from the observation that cr*r is an r(M;q) == max{r(n,M;q) 10:S n:S w -I}. Proof: First we note that by shortening r by j < 8 positions, the minimum distance is shortened by at most j.
By a simple argument, we can decrease this upper bound. Theorem 2. We have 
However, by the Plotkin bound, no such codes exist. 
It is known that such codes, when they exist, are equidistant, that is, the distance between any pair of codewords is the same.
They are known as optimal equidistant codes. It is not known for which parameters there exist optimal equidistant codes and this is an active research area. The codes are closely related to some designs, see e.g. 
The necessary condition At (C) == 0 for being zero-strong proper implies that in each position i, 1~i~n, each element in F q appears in the same number of codewords. In particular, this implies the following corollary.
Corollary 3. If (n, M; q) is a zero-strong proper code, then q divides M.
As in the previous section, we will use the *-construction to prove existence of long zero-strong proper codes. However, the situation is more complicated in this case. The main idea of the proof of Corollary 1 was that if we consider a term
pi (1-p)nj this may not be increasing on [0, (q -l)/q], but pi+r8 (1 -p )n-j+r(w-8) will be increasing if (3) is satisfied
Therefore, for the set of (n, M; q) codes, the probability of undetected error decreases most rapidly in the neighbourhood of (q -1)/ q when p decreases from (q -1)/ q for codes with At == 0. In particular this is the case for the zero-strong codes.
Hence a zero-strong code is both proper and has this behaviour for p close to (q -1)j q.
For convenience, we write !(C,p) == !n/(M-1)(C,P). Let
Zn,M;q denote the set of zero-strong proper (n, M; q) codes.
This is a subset of Pn,M;q.
Direct computation shows that
In particular,
Since f' (c, q~1) = 0 for a zero-strong code, we get the following necessary condition for ! (c, p) to be increasing at
Since, by assumption, f~( c, q~1) : : : " 0, we get
Combined with (11), this implies that f~( C, q~l) = o.
•
We call an (n, M; q) code C zero-strong proper if
. This is clearly a stronger condition than being proper. We emphasize that it is the code C that will be used for error detection, and we do not
For any (n, M; q) code (as is easily seen) some decreasing for all r. Therefore, it is not obvious that Cr*r is zero-strong for all large r. However, this is the case, and we show this next. This is a main result of this paper. I (cr*r , p) will be increasing for t sufficiently large, no matter how I (c, p) behaves, that is, i) is true. We will show this. First,
We will show that g(p) is bounded on the interval [0, (q - 
, .
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Combining with the expression (13) for f" (C, q~1 ), we get lim g(P)=_~.q-l{2A~(C) _~}. • It is not easy to get an explicit expression for the p of Lemma 4 i) in most cases. We give an example to show that p may be at least of the order n 
