Abstract. We consider the following critical semilinear nonlocal equation involving the fractional Laplacian (−∆)
Introduction
In this paper, we consider the following critical semilinear nonlocal equation involving the fractional Laplacian f (x) − f (y) |x − y| N +2s dy, (1.2) where C N,s is some normalization constant. Recently, a great attention has been focused on the study of problems involving the fractional Laplacian, from a pure mathematical point of view as well as from concrete applications, since this operator naturally arises in several areas such as physics, probability and finance, see for instance [2, 4, 11, 28] . In fact, the fractional Laplacian can be understood as the infinitesimal generator of a stable Lévy process (see [4] ). The literature involving the fractional Laplacian is really too wide to attempt any reasonable comprehensive treatment in a single paper. We would just mention some very recent papers which analyze fractional elliptic equations involving the critical Sobolev exponent (cf. [3, 8, 15, 20-22, 24-26, 30] ).
It is well known, but not completely trivial, that (−∆) s reduces to the standard Laplacian −∆ as s → 1. Especially, when s = 1, equation (1.1) is reduced to the classical semilinear
The authors sincerely thank Professor Shuangjie Peng for helpful discussions and suggestions. where D 1,2 (R N ) denotes the completion of C ∞ 0 (R N ) under the norm R N |∇u| 2 . Our main interest in this paper is to investigate the multiplicity of solutions to equation (1.1). Before our study on this problem, we would like draw the reader's attention to some recent results on the multiplicity of positive solutions to equation (1.3) . Amrosetti, Azorero and Peral [1] , and Cao, Noussair and Yan [7] proved the existence of two or many positive solutions if K is a perturbation of the constant, i.e. K = K 0 + εh(x), 0 < ε ≪ 1.
In [19] , Li proved that (1.3) has infinitely many positive solutions if K(x) is periodic, while similar result was obtained in [34] if K(x) has a sequence of strict local maximum points tending to infinity. In particular, in [31] , Wei and Yan gave a very interesting result which says that equation (1.3) with K(x) being radial has solutions with large number of bumps near infinity and the energy of these solutions can be arbitraily large. The reader can refer to [9, 32, 33] for the existence of infinitely solutions on semilinear equations involving critical and supcritical exponents. When 0 < s < 1, Chen and Zheng [10] studied the following singularly perturbed problem ε 2s (−∆) s u + V (x)u = |u| p−1 u, in R N .
(1.4) They showed that when N = 1, 2, 3, 1 < p < 2 * s − 1 and ε is sufficiently small, max{ 1 2 , n 4 } < s < 1 and V satisfies some smoothness and boundedness assumptions, equation (1.4) has a nontrivial solution u ǫ concentrated to some single point as ǫ → 0. Very recently, in [13] , Dávila, del Pino and Wei generalized various existence results known for (1.4) with s = 1 to the case of fractional Laplacian. In [23] , the authors gave a result which says that (1.4) with V (x) being radial has solutions with large number of bumps near infinity and the energy of this solutions can be very large when ε is fixed and N ≥ 2.
Naturally, one would like know if the critical equation (1.1) has infinitely many nonradial solutions. To the best of our knowledge, it seems that there is no answer for this question. The aim of this paper is to obtain infinitely many non-radial positive (signchanging) solutions for (1.1) whose functional energy are arbitrarily large, under some assumptions that K(x) = K(|x|) > 0 has a local maximum (minimum) at some point r 0 > 0. Letting 5) we assume that 0 < K(|x|) ∈ C(R N ) satisfies the following conditions at r 0
where c 0 > 0, θ > 0, δ > 0 are some constants. Without loss of generality, in what follows we assume that K(r 0 ) = 1. Our main results in this paper can be stated as follows Theorem 1.1. Suppose that N > 2+2s, 0 < s < 1, and K(r) satisfies (K). Then problem (1.1) has infinitely many non-radial positive solutions. Theorem 1.2. Suppose that N > 2 + 2s, 0 < s < 1, and K(r) satisfies (K ′ ). Then problem (1.1) has infinitely many non-radial sign-changing solutions.
For the sake of completeness, we firstly introduce basic theory on fraction Laplacian operator.
The nonlocal operator (−∆) s in R N is defined on the Schwartz class through the Fourier transform,
or via the Riesz potential, see for example ( [18, 29] ) for the precise formula. As usual, f (ξ) denotes the Fourier Transform of f , f (ξ) = R N e −2πx·ξ f (x)dx. Observe that s = 1 corresponds to the standard local Laplacian. Since the fractional operator is nonlocal, L. Caffarelli and L. Silvestre showed in [5] that any fractional power of the Laplacian can be determined as an operator that maps a Dirichlet boundary condition to a Neumann-type condition via an extension problem. To be more precise, consider the function u = u(x, y) : Then, up to a multiplicative constant depending only on s,
Thought the rest of this paper, the homogeneous fractional Sobolev space
is a Hilbert space equipped with an inner product
We also define a fractional Laplace operator on the whole space, (−∆)
where F −1 denotes the inverse Fourier transform so that we see for
, we can integrate by parts:
In what remains of this paper, we will always mean that the equation
is satisfied if 8) as long as f has enough decay for the integral to be well defined. The constant γ(N, s)
−s)
. There are other definitions of (−∆) s u, which are equivalent to (1.8) under suitable assumptions, see [5, 27] . Lieb in 1983 [22] (also see [16, 17] ) established that the extremals correspond precisely to functions of the form
which for a suitable choice
(1.10) Very recently, J. DÁvila, M. del Pino and Y. Sire [12] obtained the non-degeneracy of the solutions for (1.10) in arbitrary dimension N > 2s.
So, we know that
More precisely, define the functional corresponding to (1.10) as follows
Then f 0 possesses a finite-dimensional manifold Z of least energy critical points, given by
Moreover,
The following idea to prove our main results is essentially from [31] . We will use the solution
to build up the approximate solutions for (1.1). From [6, 16, 17, 22] , we see that when s ∈ (0, 1), the unique ground solution of (1.11) decays like ), we find that (1.1) becomes
Throughout this paper, we always assume that r ∈ r 0 ν − 1 νθ , r 0 ν + 1 νθ , f or some smallθ > 0, and
.
where 0 is the zero vector in R N −2 . Denote
To prove Theorem 1.1, it suffices to verify the following result:
Under the assumption of Theorem (1.1), there is an integer k 0 > 0, such that for any integer k ≥ k 0 , (1.1) has a solution u k of the form
for some constantsθ > 0 and ε 0 ≤ ε ≤ ε 1 .
To consider the sign-changing solutions, for any integer k > 0, we definē
To prove Theorem 1.2, we only need to show that:
The rest of the paper is organized as follows. In Sect.2, we will carry out a reduction procedure. We prove our main result in Section 3. Finally, in Appendix, some basic estimates and an energy expansion for the functional corresponding to problem (1.1) will be established.
Finite-dimension Reduction
In this section, we perform a finite-dimensional reduction. Let
and . Write
for some numbers c l , where u, v = R N uv.
Lemma 2.1. Suppose that ϕ k solves (2.3) for H = H k . If H k * * goes to zero as k goes to infinity, so does ϕ k * .
Proof. We will argue by an indirect method. Suppose to the contrary that there exist
and ϕ k solving (2.3) for
We may assume that ϕ k * = 1. For simplicity, we drop the subscript k. By (1.8), we can rewrite (2.3) as
4)
Analogously to Lemma A.3, we have
By Lemma A.2, we get
Next, we estimate c l , l = 1, 2. Multiplying (2.3) by Z 1,t (t = 1, 2) and integrating, we see that c l satisfies
It follows from Lemma A.1 that
Computing as Lemma A.3, we see
where σ is a small constant. On the other hand, as Lemma A.3, we have
So, together with (2.9), we obtain
Hence it follows from (2.8) that
Since ϕ * = 1, we obtain from (2.12) that there is R > 0 such that
14) for some ε ∈ [ε 0 , ε 1 ] and u is perpendicular to the kernel of (2.14). So u = 0. This is a contradiction to (2.12).
Proposition 2.2. There exists k 0 > 0 and a constant C > 0, independent of k, such that for all k ≥ k 0 , and all
Proof. Following from [14] , let us consider the space
With the aid of Riesz's representation theorem, this equation gets rewritten in H in the operational form ϕ = T k (ϕ) +H (2.17) with certainH ∈ H which depends linearly in H and where T k is a compact operator in H. Fredholm's alternative guarantees unique solvability of this problem for any H provided that the homogeneous equation ϕ = T k (ϕ) has only the zero solution in H. Let us observe that this last equation is equivalent to
for certain constants c l . Assume it has a nontrivial solution ϕ = ϕ k , which with no loss of generality may be taken so that ϕ k * = 1. But this makes the Lemma 2.1, so that necessarily ϕ k * → 0. This is certainly a contradiction that proves that this equation only has the trivial solution in H. We conclude then that for each H, problem (2.3) admits a unique solution. We check that ϕ * ≤ H * * . We assume again the opposite. In doing so, we find a sequence H k with H * * = o(1) and solution ϕ k ∈ H of problem (2.3) with ϕ * = 1. Again this makes the Lemma 2.1 and a contradiction has been found. This proves estimates (2.15). Estimate (2.16) follows from this and relation (2.11) . This concludes this proof of the proposition. 19 ) where
Now, we consider
r,ε ϕ and
Next, we estimate N(ϕ) and l k .
Proof. Firstly, we deal with the case 2 * s ≤ 3. Since
we find by Hölder inequality,
Using the same argument, for the case 2 * s > 3, we also can obtain that
, whereθ > 0 is a fixed small constant. Then there is a small σ > 0, such that
Proof.
Define
We have
By symmetry, we can assume that x ∈ Ω 1 . Then
In order to estimate J 1 , we have , we obtain that for any x ∈ Ω 1 ,
On the other hand, for x ∈ Ω 1 , by Lemma A.1 again, we get 1 , we can obtain
So,
Next, we estimate J 2 . For any x ∈ Ω 1 and i = 2, · · · , k, applying Lemma A.1, we have
For x ∈ Ω 1 and |x| − νr 0 ≥ δν, where δ > 0 is a fixed constant, then
As a result,
If x ∈ Ω 1 and |x| − νr 0 ≤ δν, then
− ǫ > 0. Thus, we obtain
Hence,
Therefore,
From Lemmas 2.3 and 2.4, we have
, whereθ > 0 is a fixed constant, (2.19) has a unique solution ϕ = ϕ(r, ε) satisfying
where ǫ > 0 is a small constant.
Proof. First we recall that ν = k N−2s
where 0 < α < s and i = 1, 2, ..., k, l = 1, 2. Thus from Proposition2.2, (2.19) is equivalent to
Hence, A maps N to N . On the other hand,
We get
Thus A is a contraction map. Therefore, A is a contraction map from N to N . Now applying the contraction mapping theorem, we can find a unique ϕ = ϕ(r, ε) ∈ N such that ϕ = A(ϕ). Moreover, by Proposition 2.2 we have
Moreover, we get the estimate of c l from (2.11). We also can see (2.16).
Proof of the main result
Let F (r, ε) = I(U r,ε + ϕ), where r = |x 1 |, ϕ is the function obtained in Proposition 2.5, and
Proposition 3.1. We have
where ǫ > 0 is a fixed constant, B i > 0, i = 0, 1, 2, 3 are some constants.
there is t ∈ (0, 1) such that
However, 
Therefore, we see
On the other hand, by Hölder inequality, we obtain
Therefore applying Proposition A.4 we have
There is a constant B 3 > 0, such that
where ǫ > 0 is a fixed constant.
Proof. We have ∂F (r, ε) ∂ε
Note that
Thus,
On the other hand, from ϕ ∈ N we have
This completes our proof.
Let ε 0 be the solution of
, whereθ > 0 is a small constant. For any (r, ε) ∈ Ω, we have
and
Now, we defineF (r, ε) = −F (r, ε), (r, ε) ∈ Ω.
Let
where η > 0 is a small constant. For c ∈ R, definẽ
Then we have Lemma 3.3. The flow (r(t), ε(t)) does not leave Ω before it reachesF α 1 .
, observing that |r − νr 0 | ≤ 1 νθ
, it follows from (3.2) that
Hence the flow does not leave Ω.
Therefore the flow does not leave Ω. Now suppose that |r − νr 0 | = 1 νθ
, we see
So it follows from (3.1) that
Proof of Theorem 1.3. We will prove thatF , and therefore F has a critical point in Ω.
We claim that c is a critical value ofF . In order to prove this, we have to prove
(ii) sup
In order to prove (ii), let g ∈ Γ. Then for any r with |r − νr 0 | = 1 νθ
, we have g(r, ε) = (r, ε). Hence, from (3.3), we obtainF (g(r, ε)) =F (r, ε) < α 1 .
Now we prove (i). It is obvious that
Now we come to give the sketch of proof for Theorem 1.4. Recall that
We will seek for a solution for equation (1.1) of the formŪ r,ε (x) +φ withφ =φ(r, ε) solved (2.19). To this end, we should also perform the same procedure as the proof of Theorem 1.3. Proceeding as we proved Propositions 3.1 and 3.2, we conclude that
Let ε 0 and Ω be given as above. Define
where η > 0 is a small constant so that α 1 < α 2 . Then proceeding as done in the proof of Theorem 1.3, we can prove Theorem 1.4.
Appendix A. Energy expansion
In this section, we will give some basic estimates and the energy expansion for the approximate solutions. Recall
, and 
Lemma A.2. For any constant 0 < κ < N − 2s, there is a constant C > 0, such that
There is a small α > 0, such that
Proof. Since
So, for ν = k 
For any x ∈ Ω 1 , we have for i = 1, |x − x i | ≥ |x − x 1 |. By using Lemma A.1, we obtain
It follows from Lemmas A.1 and A.2 that
). Thus, we obtain
Proposition A.4. We have
, are some constants, and r = |x 1 |.
Proof. Using the symmetry, we have
Hence, there exists B 0 in [C 2 , C 1 ], where C 1 and C 2 are independent of k, such that
Now, by symmetry, we see
where s < κ < min{ 4 3 s,
}. Hence, we get
On the other hand,
But, from Lemmas A.1 and A.2,
. Moreover, similarly, 
