We introduce a fast stepwise regression method, called the orthogonal greedy algorithm (OGA), that selects input variables to enter a p-dimensional linear regression model (with p >> n, the sample size) sequentially so that the selected variable at each step minimizes the residual sum squares. We derive the convergence rate of OGA as m = mn becomes infinite, and also develop a consistent model selection procedure along the OGA path so that the resultant regression estimate has the oracle property of being equivalent to least squares regression on an asymptotically minimal set of relevant regressors under a strong sparsity condition.
Introduction. Consider the linear regression model
β j x tj + ε t , t = 1, 2, · · · , n, (1.1) with p predictor variables x t1 , x t2 , · · · , x tp that are uncorrelated with the meanzero random disturbances ε t . When p is larger than n, there are computational and statistical difficulties in estimating the regression coefficients by standard regression methods. Major advances to resolve these difficulties have been made in the past decade with the introduction of L 2 -boosting [2] , [3] , [14] , LARS [11] , and Lasso [22] which has an extensive literature because much recent attention has focused on its underlying principle, namely, l 1 -penalized least squares. It has also been shown that consistent estimation of the regression function y(x) = α + β x, where β = (β 1 , · · · , β p ) , x = (x 1 , · · · , x p ) , (1.2) is still possible under a sparseness condition on the regression coefficients. In particular, by assuming the "weak sparsity" condition that the regression coefficients are absolutely summable, Bühlmann [2] showed that for p = exp(O(n ξ )) with 0 < ξ < 1, the conditional mean squared prediction error CPE := E{(y(x) −ŷ m (x)) 2 |y 1 , x 1 , · · · , y n , x n } (1.3) of the L 2 -boosting predictorŷ m (x) (defined in Section 2.1) can converge in probability to 0 if m = m n → ∞ sufficiently slowly. Fan and Lv [12] recently introduced another method, called sure independence screening (SIS), to screen out variables from high-dimensional regression models, and showed that the probability of including all relevant regressors by using SIS approaches 1 as the sample size becomes infinite. The most comprehensive theory to date for these highdimensional regression methods has been developed for Lasso and a closely related method, the Dantzig selector, introduced by Candes and Tao [5] . In particular, oracle inequalities for the Dantzig selector and Lasso have been established in [1] , [4] , [5] , [6] , [26] under certain sparsity conditions.
A method that is widely used in applied regression analysis to handle a large number of input variables, albeit without Lasso's strong theoretical justification, is stepwise least squares regression which consists of (a) forward selection of input variables in a "greedy" manner so that the selected variable at each step minimizes the residual sum of squares, (b) a stopping criterion to terminate forward inclusion of variables and (c) stepwise backward elimination of variables according to some criterion. In this paper we develop an asymptotic theory for a version of stepwise regression in the context of high-dimensional regression (p >> n) under certain sparsity assumptions. We also demonstrate its advantages in simulation studies of its finite-sample performance and prove an inequality, which is similar to the oracle inequality for Lasso in [1] , for the stepwise regression procedure.
The forward stepwise component of this procedure is called the orthogonal greedy algorithm (OGA) or orthogonal matching pursuit in information theory, signal processing and approximation theory, which focuses on approximations in noiseless models (i.e., ε t = 0 in model (1.1)); see [21] , [23] , [24] . In Section 2 we review this literature and describe OGA as a greedy forward stepwise variable selection method to enter the input variables in regression models. In this connection we also consider the L 2 -boosting procedure of Bühlmann and Yu [3] , which corresponds to the pure greedy algorithm (PGA) or matching pursuit in approximation theory [17] , [21] . An apparent computational advantage of PGA over OGA is that PGA does not require matrix inversion involved in the least squares square estimates used by OGA. In Section 2, however, we develop a fast iterative procedure for updating OGA that uses componentwise linear regression similar to PGA and does not require matrix inversion. Section 3 gives an oracle-type inequality and the rate of convergence of the squared prediction error (1.3) in whichŷ m (·) is the OGA predictor, under a weak sparsity condition that p j=1 |β j | remains bounded as n → ∞.
In Section 4, we develop a consistent model selection procedure under a "strong sparsity" condition that the nonzero regression coefficients satisfying the weak sparsity condition are not too small. Applying the convergence rate of OGA estab-lished in Theorem 3.1, we prove that with probability approaching 1 as n → ∞, the OGA path includes all relevant regressors when the number of iterations is large enough. This result shows that OGA is a reliable variable screening method, and hence we only need to focus on the variables chosen along the OGA path. The sharp convergence rate in Theorem 3.1 also suggests the possibility of developing high-dimensional modifications of penalized model selection criteria like BIC and proving their consistency by an extension of the arguments of Hannan and Quinn [16] . We call such modification a high-dimensional information criterion (HDIC), which we use to choose the smallest correct model along the OGA path. This combined estimation and variable selection scheme, which we denote by OGA+HDIC, is shown in Theorem 4.2 to select the smallest set of all relevant variables with probability approaching 1 (and is therefore variable selection consistent). Since OGA is essentially an implementation of ordinary least squares after stepwise variable selection, Theorem 4.2 implies that OGA+HDIC is asymptotically equivalent to an optimal backward elimination procedure following forward stepwise addition to come up with a minimal set of regressors under the strong sparsity condition. In the fixed design case, Chen and Chen [7] proposed an "extended Bayesian information criterion" whose penalty is considerably larger than that of BIC, and showed that the criterion is consistent when p = O(n κ ) for some κ > 0 and the number of nonzero regression coefficients does not exceed a prescribed constant K. By applying a larger penalty, the HDIC introduced in Section 4 yields consistent variable selection in more general sparse high-dimensional regression models with log p = o(n).
Zhao and Yu [27] have shown that Lasso is variable selection consistent for nonrandom high-dimensional regressors under an "irrepresentable condition" (IC) on the sample covariance matrix and regression coefficients. For random regressors, Meinshausen and Bühlmann [18] have proved this consistency result for Lasso under an extension of IC, called the "neighborhood stability condition" (NSC); moreover, IC or NSC is almost necessary for Lasso to be consistent (see [27] ) and therefore cannot be weakened. Although SIS has been shown by Fan and Lv [12] to include all relevant regressors (with probability approaching 1) when NSC does not hold, it requires a lower bound on the absolute values of the covariances between the outcome and relevant regressors, besides an assumption on the maximum eigenvalue of the covariance matrix of the candidate regressors that can fail to hold in situations where all regressors are equally correlated; see Section 5 for details. Note that this equi-correlation structure has been adopted as a benchmark example in [7] , [20] , [27] and other papers. The simulation studies in Section 5 on the finite-sample performance of OGA+HDIC demonstrate its advantages in this and other settings.
2. L 2 -boosting, forward stepwise regression and Tymlyakov's greedy algorithms. We begin this section by reviewing Bühlmann and Yu's [3] L 2 -boosting and then represent forward stepwise regression as an alternative L 2 -boosting method. The "population versions" of these two methods are Temlyakov [21] pure greedy and orthogonal greedy algorithms (PGA and OGA). Replacing y t by y t −ȳ and x tj by x tj −x j , wherex j = n −1 n t=1 x tj andȳ = n −1 n t=1 y t , it will be assumed that α = 0. Let x t = (x t1 , · · · , x tp ) .
2.1. PGA iterations. Bühlmann and Yu's [3] L 2 -boosting is an iterative procedure that generates a sequence of linear approximationsŷ k (x) of the regression function (1.2) (with α = 0), by applying componentwise linear least squares to the residuals obtained at each iteration. Initializing withŷ 0 (·) = 0, it computes the residuals U (k) t := y t −ŷ k (x t ), 1 ≤ t ≤ n, at the end of the kth iteration and chooses x t,ĵ k+1 on which the pseudo-responses U (k) t are regressed, such that
The procedure is then repeated until a pre-specified upper bound m on the number of iterations is reached. When the procedure stops at the mth iteration, y(x) in (1.2) is approximated byŷ m (x). Note that the same predictor variable can be entered at several iterations, and one can also use smaller step sizes to modify the increments asŷ k+1 (x t ) =ŷ k (x t ) + δβ 
where r j is the correlation coefficient between x tj and U (k) t , (2.1) chooses the predictor that is most correlated with U (k) t at the kth stage. However, our implementation of OGA updates (2.2) in another way and also carries out an additional linear transformation of the vector Xĵ k+1 to form X ⊥ j k+1
, where X j = (x 1j , · · · , x nj ) . Our idea is to orthogonalize the predictor variables sequentially so that OLS can be computed by componentwise linear regression, thereby circumventing difficulties with inverting high-dimensional matrices. With the orthogonal vectors Xĵ
already computed in the previous stages, we can compute the projectionXĵ k+1 of Xĵ k+1 into the linear space spanned by Xĵ
, · · · , X ⊥ j k by adding the k projections into the respective one-dimensional linear spaces (i.e., componentwise linear regression of x t,ĵ k+1 on x ⊥ t,ĵ i ). This also yields the resid-
) thus computed, OGA uses the following update in lieu of (2.2):
Note that OGA is equivalent to the least squares regression of y t on (x t,ĵ 1 , · · · , x t,ĵ k+1 ) at stage k + 1 when it chooses the predictor x t,ĵ k+1 that is most correlated with U (k) t . By sequentially orthogonalizing the input variables, OGA preserves the attractive computational features of componentwise linear regression in PGA while replacing (2.2) by a considerably more efficient OLS update. Since
only differ in their denominators n t=1 x 2 tj and n t=1 (x ⊥ tj ) 2 . Note that OGA still usesβ (k) j , which does not require computation of vector X ⊥ j , for variable selection. However, because U (k) t are the residuals in regressing y t on (x t,ĵ 1 , · · · , x t,ĵ k ) for OGA, the corresponding variable selector forĵ k+1 in (2.1) can be restricted to j / ∈ {ĵ 1 , · · · ,ĵ k }. Therefore, unlike PGA for which the same predictor variable can be entered repeatedly, OGA excludes variables that are already included from further consideration in (2.1).
While (2.3) evaluatesŷ k+1 (x) at x ∈ {x 1 , · · · , x n }, estimating y(x) at general x requires the OLS estimateβ k+1 of β(Ĵ k+1 ), whereĴ k+1 = {ĵ 1 , · · · ,ĵ k+1 } and β(Ĵ k+1 ) = (βĵ 1 , · · · , βĵ k+1 ) . Thus, the OGA analog of (2.2) iŝ
We next describe a recursive algorithm to computeβ k+1 . This involves the following recursive formula for the coefficients b νi , 1 ≤ i ≤ ν − 1, in the representation
of Xĵ k into the linear space spanned by the orthogonal vectors Xĵ
We use theβ
). (2.7)
Note that (2.7) follows from (2.5) with ν = k + 1 and the fact that the components ofβ k are the coefficients in the projection of (y 1 , · · · , y n ) into the linear space spanned by Xĵ 1 , · · · , Xĵ k .
2.3.
Population version of OGA. Let y, z 1 , · · · , z p be square integrable random variables having zero means and such that E(z 2 i ) = 1. Let z = (z 1 , · · · , z p ) . The population version of OGA, which is a special case of Temlyakov's [21] greedy algorithms, is an iterative scheme which chooses j 1 , j 2 , · · · sequentially by
and which updatesỹ k (z), withỹ 0 (z) = 0, by the best linear predictor j∈J k+1 c j z j of y that minimizes E(y − j∈J k+1 c j z j ) 2 , where J k+1 = {j 1 , · · · , j k+1 }.
3. An oracle-type inequality and convergence rates under weak sparsity. In this section, we first prove convergence rates for OGA in linear regression models in which the number of regressors is allowed to grow exponentially with the number of observations. Specifically, we assume that p = p n → ∞ and (C1) log p n = o(n), which is weaker than Bühlmann's assumption (A1) in [2] for PGA. Moreover, as in [2] , we assume that the (ε t , x t ) in (1.1) are i.i.d. and such that ε t is independent of x t and (C2) E{exp(sε)} < ∞ for |s| ≤ s 0 , where (ε, x) denotes an independent replicate of (ε t , x t ). As in Section 2, we assume that α = 0 and E(x) = 0. Letting σ 2 j = E(x 2 j ), z j = x j /σ j and z tj = x tj /σ j , we assume that there exists s > 0 such that (C3) lim sup n→∞ max 1≤j≤pn E{exp(sz 2 j )} < ∞. This assumption is used to derive exponential bounds for moderate deviation probabilities of the sample correlation matrix of x t . In addition, we assume the weak sparsity condition (C4) sup n≥1 pn j=1 |β j σ j | < ∞. Conditions (C1)-(C4) are closely related to Bühlmann's assumptions (A1)-(A4) in [2] . In particular, condition (C4) is somewhat weaker than (A2). While Bühlmann replaces (C2) by a weaker moment condition (A4), his assumption (A3) requires x j (1 ≤ j ≤ p n ) to be uniformly bounded random variables while (C3) is considerably weaker. The second part of this section gives an inequality for OGA similar to Bickel, Ritov and Tysbakov's [1] oracle inequality for Lasso. In this connection we also review related inequalities in the approximation theory literature dealing with the noiseless case ε t = 0 for all t. When there are no random disturbances, the approximation error comes from the bias in using m (instead of p) input variables. When random disturbances ε t are present, the inequality we prove for the performance of OGA reflects a bias-variance tradeoff similar to that in the oracle inequality for Lasso in [1] .
3.1. Uniform convergence rates. Let K n denote a prescribed upper bound on the number m of OGA iterations. Let
where z(J) is a subvector of (z 1 , · · · , z p ) and J denotes the associated subset of indices 1, · · · , p. We assume that for some positive constant M independent of n, where (J) denotes the cardinality of J and
The following theorem gives the rate of convergence, which holds uniformly over 1 ≤ m ≤ K n , for the CPE (defined in (1.3)) of OGA provided that the correlation matrix of the regressors selected sequentially by OGA satisfies (3.2).
Let y(x) = β x and let y J (x) denote the best linear predictor of y(x) based on {x j , j ∈ J}, where J is a subset of {1, · · · , p n }. Let J k be the set of input variables selected by the population version of OGA at the end of stage k.
Then by Theorem 3 of [21] , the squared bias in approximating y(x) by y Jm (x) is E(y(x) − y Jm (x)) 2 = O(m −1 ). Since OGA usesŷ m (·) instead of y Jm (·), it has not only larger squared bias but also larger variance in the least squares estimatesβĵ i , i = 1, · · · , m. The variance is of order O(n −1 m log p n ), noting that m is the number of estimated regression coefficients, O(n −1 ) is the variance per coefficient and O(log p n ) is the variance inflation factor due to datadependent selection ofĵ i from {1, · · · , p n }. Combining the squared bias with the variance suggests that O(m −1 + n −1 m log p n ) is the smallest order one can expect for E n ({y(x) −ŷ m (x)} 2 ), and standard bias-variance tradeoff suggests that m should not be chosen to be larger than O((n/ log p n ) 1/2 ). Here and in the sequel, we use E n (·) to denote E[·|y 1 , x 1 , · · · , y n , x n ]. Theorem 3.1 says that uniformly in m ≤ (n/ log p n ) 1/2 , OGA can indeed attain this heuristically best order of
. Section 3.2 gives further discussion of these bias-variance considerations. PROOF OF THEOREM 3.1. LetĴ k = {ĵ 1 , · · · ,ĵ k } and note thatĴ k is independent of (y, x, ε). Replacing x tj by x tj /σ j and x j by x j /σ j in the OGA and its population version, we can assume without loss of generality that σ j = 1 for 1 ≤ j ≤ p n , and therefore z j = x j ; recall that (C4) actually involves pn j=1 |β j |σ j .
whereŷ t;J denotes the fitted value of y t when Y = (y 1 , · · · , y n ) is projected into the linear space spanned by X j , j ∈ J = ∅, settingŷ t;J = 0 if J = ∅. Note thatμ J,i is the method-of-moments estimate of µ J,i ; the denominator (n −1 n t=1 x 2 ti ) 1/2 in (3.4) is used to estimate σ j (which is assumed to be 1), recalling that E(x ti ) = 0. In view of (1.2) with α = 0, for i / ∈ J,
Since y t = pn j=1 β j x tj + ε t and since n t=1 (ε t −ε t;J )x ti = n t=1 ε tx ⊥ ti;J , wherex ⊥ ti;J = x ti −x ti;J , andε t;J andx ti;J are the fitted values of ε t and x ti when ε = (ε 1 , · · · , ε n ) and X i are projected into the linear space spanned by X j , j ∈ J, it follows from (3.4) and (3.5) that
In Appendix A, we make use of (C2), (C3) together with (3.2) and (3.6) to derive exponential bounds for the right-hand side of (3.7), and combine these exponential bounds with (C1) and (C4) to show that there exists a positive constant s, independent of m and n, such that
in which we set µ J,j = 0 if j ∈ J, and µĴ 0 ,j = µ ∅,j . We now show that for all
by noting that on A n (m) B n (m),
Consider the "semi-population version" of OGA that uses the variable selector (ĵ 1 ,ĵ 2 , · · · ) but still approximates y(x) by j∈Ĵ k+1 c j x j , where the c j are the same as those for the population version of OGA. In view of (3.10), this semi-population version is a "weak orthogonal greedy algorithm" introduced by Temlyakov [21, pp. 216-217], to which we can apply Theorem 3 of [21] to conclude that
, and therefore
Combining this with (C4), (3.11) and the assumption that m ≤ K n yields
whose proof is given in Appendix A, noting that
A bias-variance bound.
In this section, we assume that x tj in (1.1) are nonrandom constants and develop an upper bound for the empirical norm
of OGA, providing an analog of the oracle inequalities of [1] , [5] , [6] and [26] for Lasso and the Dantzig selector. In the approximation theory literature, the ε t in (1.1) are usually assumed to be either zero or nonrandom. In the case ε t = 0 for all t, an upper bound for (3.14) has been obtained by Tropp [23] . When ε t are nonzero but nonrandom, a bound for the bias of the OGA estimate has also been given by Donoho, Elad and Temlyakov [9] . When the ε t in (1.1) are zero-mean random variables, an upper bound for (3.14) should involve the variance besides the bias of the regression estimate and should also provide insights into the biasvariance tradeoff, as is the case with the following theorem for which p can be much larger than n. Noting that the regression function in (1.1) has infinitely many representations when p > n, we introduce the representation set
Assume that x tj are nonrandom constants, normalized so that n −1 n t=1 x 2 tj = 1 and satisfying
where r p and r p are defined by (3.16), and
Then for all p ≥ 3, n ≥ log p and 1 ≤ m ≤ n/ log p ,
with probability at least
. The upper bound (3.19) for the prediction risk of OGA is a sum of a variance term, sσ 2 m(log p)/n, and a squared bias term, ω m,n . The variance term is the usual "least squares" risk mσ 2 /n multiplied by a risk inflation factor s log p in order to take into account the worst possible case; see Foster and George [13] for a detailed discussion of the idea of risk inflation. As will be explained in Appendix B that gives the proof of Theorem 3.2, the squared bias term is the maximum of (inf b∈B b 1 ) 2 /(1 + mξ 2 ), which is the approximation error of the "noiseless"
OGA and decreases as m increases, and 2Cσ(1−ξ) −1 inf b∈B b 1 (n −1 log p) 1/2 , which is the error caused by the discrepancy between the noiseless OGA and the sample OGA.
The θ J,i 1 function in (3.17) is closely related to the cumulative coherence function introduced in Tropp [23] . Since Theorem 3.2 does not put any restriction on M and inf b∈B b 1 , the theorem can be applied to any design matrix although a large value of M or inf b∈B b 1 will result in a large bound on the right-hand side of (3.19) . When M and inf b∈B b 1 are bounded by a positive constant independent of n and p, the upper bound in (3.19) suggests that choosing m = D(n/ log p) 1/2 for some D > 0 can provide the best bias-variance tradeoff, for which (3.19) reduces to
where d does not depend on n and p. We can regard (3.20) as an analog of the oracle inequality of Bickel et al. [1, Theorem 6 
. Instead of (3.17), Bickel et al. [1] assume that σ is known and X X satisfies a restricted eigenvalue assumption RE(Q, 3), and show under the same assumptions of Theorem 3.2 (except for (3.17)) that for r = Aσ(n −1 log p) 1 
where F is a positive constant depending only on A, σ and 1/κ, in which κ = κ(Q, 3) is the defining restricted engenvalue of RE(Q, 3) .
Suppose that F in (3.22) is bounded by a constant independent of n and p and that log p is small relative to n. Then (3.20) and (3.22) suggest that the risk bound for Lasso is smaller (or larger) than that of OGA ifQ << (n/ log p) 1/2 (or Q >> (n/ log) 1/2 ). To see this, note that when the underlying model has a sparse representation in the sense thatQ << (n/ log p) 1/2 , Lasso provides a sparse solution that can substantially reduce the approximation error. However, when the model does not have a sparse representation, Lasso tends to give a relatively nonsparse solution in order to control the approximation error, which also results in large variance. In addition, while the RE assumption is quite flexible, the value of σ, which is required for obtainingβ Lasso(r) with r = Aσ(n −1 log p) 1/2 , is usually unknown in practice. On the other hand, although the ability of OGA to reduce the approximation error is not as good as Lasso due to its stepwise local optimization feature, it has advantages in non-sparse situations by striking a good balance between the variance and squared bias with the choice m = D(n/ log p) 1/2 in (3.20) .
Note that Theorems 3.1 and 3.2 consider weakly sparse regression models that allow all p regression coefficients to be nonzero. A standard method to select the number m of input variables to enter the regression model is cross-validation (CV) or its variants such as C p and AIC that aim at striking a suitable balance between squared bias and variance. However, these variable selection methods do not work well when p >> n, as shown in [8] that proposes to modify these criteria by including a factor log p in order to alleviate overfitting problems.
Consistent model selection under strong sparsity.
In the case of a fixed number p (not growing with n) of input variables, only q (< p) of which have nonzero regression coefficients, it is well known that AIC or CV does not penalize the residual sum of squares enough for consistent variable selection, for which a larger penalty (e.g., that used in BIC) is needed. When p = p n → ∞ but the number of nonzero regression coefficients remains bounded, Chen and Chen [7] have shown that BIC does not penalize enough and have introduced a considerably larger penalty to add to the residual sum of squares so that their "extended BIC" is variable selection consistent when p n = O(n κ ) for some κ > 0 and an asymptotic identifiability condition is satisfied. As in Section 3.1, we assume here that log p n = o(n) and also allow the number of nonzero regression coefficients to approach ∞ as n → ∞. To achieve consistency of variable selection, some lower bound (which may approach 0 as n → ∞) on the absolute values of nonzero regression coefficients needs to be imposed. This consideration leads to the following strong sparsity condition:
(C5) There exist 0 ≤ γ < 1 such that n γ = o((n/ log p n ) 1/2 ) and lim inf n→∞ n γ min
Note that (C5) imposes a lower bound on β 2 j σ 2 j for nonzero β j . This is more natural than a lower bound on |β j | since the predictor of y i involves β j x ij . Instead of imposing an upper bound on the number of nonzero regression coefficients as in [7] , we show under the strong sparsity condition (C5) that all relevant regressors (i.e., those with nonzero regression coefficients) are included by OGA, with probability near 1 if the number K n of iterations is large enough. Letting PROOF. Without loss of generality, assume that σ j = 1 so that z j = x j for 1 ≤ j ≤ p n . Let a > 0 and define A n (m) by (3.8) in which m = an γ = o(K n ). By (3.8) and (3.12) , 
By choosing the a in m = an γ large enough, we have bn −γ > C * m −1 , implying that {N n ∩Ĵ c m = ∅} ⊆ F n , where F n is defined in (4.3). Hence by (4.3), lim n→∞ P (N n ⊆Ĵ m ) = 1. Therefore, the OGA that terminates after m = an γ iterations contains all relevant regressors with probability approaching 1. This is also true for the OGA that terminates after K n iterations if K n /m → ∞.
Under strong sparsity, we next show that the best fitting model can be chosen along an OGA path by minimizing a high-dimensional information criterion (HDIC) that uses a heavier penalty than the extended BIC of [7] . For J ⊆ {1, · · · , p n }, define
whereŷ t;J is defined below (3.4) and w n are positive numbers satisfying w n → ∞ and w n = o(n). In particular, the choice w n = log n corresponds to HDBIC (high-dimensional BIC) while w n = c log log n with c > 2 corresponds to HDHQ (high-dimensional Hannan-Quinn criterion).
The next theorem establishes, under strong sparsity, consistency of variable selection along OGA paths by HDIC. Define the minimal ("oracle") number of relevant regressors along an OGA path by
Although N n is unobserved, Theorem 4.1 says that if K n is sufficiently large, then J Kn contains N n with probability approaching 1 as n → ∞. Define The factor log p n in the definition (4.6) of HDIC is used to exclude irrelevant variables that may exhibit spurious sample correlations with y t because of an overly large number (p n >> n) of such variables. Suppose x 1 , · · · , x pn are uncorrelated, i.e., Γ(J) = I, for which the following "hard thresholding" [10] method can be used for variable selection. Assuming for simplicity that σ 2 and σ 2 j are known, note that (β j − β j )/(σ 2 / n t=1 x 2 tj ) 1/2 , 1 ≤ j ≤ p n , are asymptotically independent standard normal random variables in this case. Since max 1≤j≤pn |n −1 n t=1 x 2 tj − σ 2 j | converges to 0 in probability (see Lemma A.2 in Appendix A), it follows that
has a limiting Gumbel distribution. In view of (C5) that assumes β 2 j σ 2 j ≥ cn −γ for nonzero β j and some positive constant c, screening out the regressors withβ 2 j σ 2 j < (σ 2 w n log p n )/n yields consistent variable selection if w n log p n = o(n 1−γ ) and lim inf n→∞ w n > 2. Such w n can indeed be chosen if n γ = o(n/ log p n ), recalling that log p n = o(n). In the more general case where x 1 , · · · , x pn are correlated and therefore so are theβ j , we make use of the assumption on λ min (Γ(J)) in (3.2). Regarding the threshold (σ 2 w n log p n )/n as a penalty for including an input variable in the regression model, the preceding argument leads to the criterion (4.6) and suggests selecting the regressor set J that minimizes HDIC(J). Under (C5) and (3.2) , it can be shown that if w n is so chosen that w n → ∞, w n log p n = o(n 1−2γ ), (4.9) then the minimizer of HDIC(J) over J with J ⊆Ĵ Kn is consistent for variable selection. Note that the penalty used in HDIC is heavier than that used in the extended BIC of [7] , and instead of all subset models used in [7] , HDIC is applied to models after greedy forward screening, which may result in stronger spurious correlations among competing models. The proof is similar to that of the following theorem, which focuses on consistent variable selection along OGA paths,Ĵ 1 , · · · ,Ĵ Kn . In practice, it is not feasible to minimize HDIC(J) over all subsets J ofĴ Kn when K n is large, and a practical alternative is to minimize HDIC(Ĵ k ) instead. THEOREM 4.2. With the same notation and assumptions as in Theorem 4.1, suppose (4.9) holds, K n /n γ → ∞ and K n = O((n/ log p n ) 1/2 ). Then lim n→∞ P (k n =k n ) = 1.
PROOF. As in the proof of Theorem 4.1, assume σ 2 j = 1. For notational simplicity, we drop the subscript n ink n andk n . We first show that P (k <k) = o(1). As shown in the proof of 
(4.11)
Let H J denote the projection matrix associated with projections into the linear space spanned by X j , j ∈ J ⊆ {1, · · · , p}. Then
= {βĵk X ĵk (I − HĴk Simple algebra shows that the last expression in (4.12) can be written as β 2 jkÂ n + 2βĵkB n +Â −1 nB 2 n , wherê
(4.13)
Hence, (4.12) and (4.11) yield β 2 jkÂ n + 2βĵkB n +Â −1 nB 2 n ≤ n −1 w n (log p n )(k − k)(Ĉ n + σ 2 ) on {k <k}, which implies that 2βĵkB n − n −1 w n (log p n ) an γ |Ĉ n | ≤ −β 2 jkÂ n + n −1 w n (log p n ) an γ σ 2 on {k <k} D n .
(4.14)
Define v n = min 1≤ (J)≤ an γ λ min (Γ(J)). Note that by (3.2), there exists c 0 > 0 such that for all large n, v n > c 0 . In Appendix A, it will be shown that for any θ > 0,
From (C5), (4.10), (4.14) and (4.15), it follows that P (k <k) = o(1).
It remains to prove P (k >k) = o(1). Noting thatk < K n and β j = 0 for j / ∈Ĵk, we have the following counterpart of (4.11) and (4.12) on {K n ≥k >k}:
ε (I − HĴk )ε(1 + n −1k w n log p n ) ≤ ε (I − HĴk )ε(1 + n −1k w n log p n ), which implies ε (HĴk − HĴk )ε(1 + n −1k w n log p n ) ≥ n −1 ε (I−HĴk )ε(k −k)w n log p n . (4.16)
Let Fk ,k denote the n × (k −k) matrix whose column vectors are X j , j ∈Ĵk −Ĵk. Standard calculations yield whereΓ(J) denotes the sample covariance matrix that estimates Γ(J) for J ⊆ {1, · · · , p n } (recalling that σ 2 j = 1), L = sup x =1 Lx for a nonnegative definite matrix L, and a n = Γ −1 (Ĵ Kn ) max
Since n −1 ε (I − HĴk )ε − σ 2 =Ĉ n , combining (4.17) with (4.16) yields
In Appendix A it will be shown that for any θ > 0,
From (4.18) and (4.19) , the desired conclusion P (k >k) = o(1) follows.
5.
Simulation studies and discussion. In this section, we report simulation studies of the performance of OGA+HDBIC and OGA+HDHQ. These simulation studies consider the regression model β j x tj + ε t , t = 1, · · · , n, where β q+1 = · · · = β p = 0, p >> n, ε t are i.i.d. N(0, σ 2 ) and are independent of the x tj . Examples 1 and 2 consider the case
in which η ≥ 0 and (d t1 , · · · , d tp , w t ) , 1 ≤ t ≤ n, are i.i.d. normal with mean (1, · · · , 1, 0) and covariance matrix I. Since for any J ⊆ {1, · · · , p} and 1 ≤ i ≤ p with i / ∈ J,
On the other hand, As noted in Section 1, Fan and Lv [12] require λ max (Γ({1, · · · , p})) ≤ cn r for some c > 0 and 0 ≤ r < 1 in their theory for the sure independence screening method, but this fails to hold for the equi-correlated regressors (5.2) when η > 0 and p >> n, in view of (5.4). For nonrandom regressors for which there is no population correlation matrix Γ(J) and the sample versionΓ(J) is nonrandom, Zhang and Huang [25] have shown that under the sparse Riesz condition c * ≤ min 1≤ (J)≤q * λ min (Γ(J)) ≤ max 1≤ (J)≤q * λ max (Γ(J)) ≤ c * for some c * ≥ c * > 0 and q * ≥ {2 + (4c * /c * )}q + 1, the set of regressors selected by Lasso includes all relevant regressors, with probability approaching 1. If these fixed regressors are actually a realization of (5.2), then in view of (5.3) and (5.4), the requirement that q * ≥ {2 + (4c * /c * )}q + 1 in the sparse Riesz condition is difficult to meet when q ≥ (2η) −2 . Example 1. Consider (5.1) with q = 5, (β 1 , · · · , β 5 ) = (3, −3.5, 4, −2.8, 3.2) and assume that σ = 1 and (5.2) holds. The special case η = 0, σ = 1 or 0.1, and (n, p) = (50, 200) or (100, 400) was used by Shao and Chow [20] to illustrate the performance of their variable screening method. The cases η = 0, 2 and (n, p) = (50, 1000), (100, 2000), (200, 4000) are considered here to accommodate a much larger number of candidate variables and allow substantial correlations among them. In light of Theorem 4.2 which requires the number K n of iterations to satisfy K n = O((n/ log p n ) 1/2 ), we choose K n = 5(n/ log p n ) 1/2 . Table 1 shows that OGA+HDBIC and OGA+HDHQ perform well, in agreement with the asymptotic theory of Theorem 4.2. Each result is based on 1000 simulations. Here and in the sequel, we choose c = 2.01 for HDHQ. For comparison, the performance of OGA+BIC is also included in the table.
In the simulations for n ≥ 100, OGA always includes the 5 relevant regressors within K n iterations, and HDBIC and HDHQ identify the smallest correct model for 99% or more of the simulations, irrespective of whether the candidate regressors are uncorrelated (η = 0) or highly correlated (η = 2). In contrast, OGA+BIC always chooses the model obtained at the last iteration. The mean squared prediction errors (MSPE) of OGA+BIC are at least 20 times higher than those of OGA+HDBIC or OGA+HDHQ when n = 100, and are at least 35 times higher when n = 200, where n+1 . Note that the MSPEs of OGA+HDBIC and OGA+HDHQ are close to the ideal value 5σ 2 /n of (1.3) for the least squares predictor based on only the q = 5 relevant variables in (5.1).
In the case of n = 50 and p = 1000, OGA can include all relevant regressors (within K n iterations) about 94% of the time when η = 0; this ratio decreases to 83% when η = 2. As shown in Table 2 of [20] , in the case of n = 100 and p = 400, the variable screening method of Shao and Chow [20] , used in conjunction with AIC or BIC, can only identify the smallest correct model about 50% of the time even when η = 0. To examine the sensitivity of K n in our simulation study, we have varied the value of D in K n = D(n/ log p n ) 1/2 from 3 to 10. The performance of OGA+HDBIC and OGA+HDHQ remains similar to the case of D = 5, but that of OGA+BIC becomes worse as D becomes larger.
Example 2. Consider (5.1) with q = 9, n = 400, p = 4000, (β 1 , · · · , β q )=(3.2, 3.2, 3.2, 3.2, 4.4, 4.4, 3.5, 3.5, 3.5) and assume that σ 2 = 2.25 and (5.2) holds with η = 1. Table 2 summarizes the results of 1000 simulations on the performance of Lasso, OGA+HDBIC and OGA+HDHQ, using K n = 5(n/ log p) 1/2 iterations for OGA. The Lasso estimateβ L (λ) = (β L 1 (λ), · · · ,β L p (λ)) is defined as the minimizer of n −1 n t=1 (y t − x t c) 2 + λ c 1 over c. To implement Lasso, we use the Glmnet package of [15] and conduct 5-fold cross-validation to select the optimal λ, yielding the estimate "Lasso" in Table 2 . In addition, we have also traced the Lasso path using a modification of the LARS algorithm [11, Section 3] based on the MATLAB code of [19] , and the tracing is stopped when the value of the regularization parameter defined in [19] along the path is smaller than the default tolerance of 10 −5 or 10 −4 , yielding the estimate "LARS(10 −5 )" or "LARS(10 −4 )" in Table 2 . We have also tried other default tolerance values 10 −1 , 10 −2 , · · · , 10 −8 , but the associated performance is worse than that of LARS(10 −4 ) or LARS(10 −5 ). Table 2 shows that OGA+HDBIC and OGA+HDHQ can identify the smallest correct model in 98% of the time and choose slightly overfitting models in 2% of the time. Their MSPEs are near the oracle value qσ 2 /n = 0.051. Although Lasso or LARS-based implementation of Lasso can include the 9 relevant variables in all simulation runs, they encounter overfitting problems. The model chosen by Lasso is usually more parsimonious than that chosen by LARS (10 −4 ) or LARS(10 −5 ). However, the MSPE of Lasso is larger than those of LARS(10 −5 ) and Lasso(10 −4 ), which are about 10-12 times larger than qσ 2 /n due to overfitting.
This example satisfies the neighborhood stability condition, introduced in [18] , which requires that for some 0 < δ < 1 and all i = q + 1, · · · , p,
and sign(β(q)) = (sign(β 1 ), · · · , sign(β q )) . To show that (5.5) holds in this example, straightforward calculations give c qi = η 2 1 q , R −1 (q) = I − {η 2 /(1 + η 2 q)}1 q 1 q , and sign(β(q)) = 1 q , where 1 q is the q-dimensional vector of 1's. Therefore, for all i = q + 1, · · · , p, |c qi R −1 (q)sign(β(q))| = η 2 q/(1 + η 2 q) < 1. have shown that if λ = λ n inβ L (λ) converges to 0 at a rate slower than n −1/2 , then lim n→∞ P (L n (λ) = N n ) = 1, whereL n (λ) = {i :β L i (λ) = 0}. Example 3. Consider (5.1) with q = 10, n = 400, p = 4000 and (β 1 , · · · , β q )= (3, 3.75, 4.5, 5.25, 6, 6.75, 7.5, 8.25, 9, 9.75) . Assume that σ = 1, that x t1 , · · · , x tq are i.i.d. standard normal, and that
where b = (3/4q) 1/2 and (d t(q+1) , · · · , d tp ) are i.i.d. multivariate normal with mean 0 and covariance matrix (1/4)I and are independent of x tj for 1 ≤ j ≤ q. Using the same notation as in the last paragraph of Example 2, straightforward calculations show that for q + 1 ≤ j ≤ p, c qj = (b, · · · , b) , R(q) = I and sign(β(q)) = (1, · · · , 1) . Therefore, for q+1 ≤ j ≤ p, |c qj R −1 (q)sign(β(q))| = (3q/4) 1/2 = (7.5) 1/2 > 1, and hence (5.5) is violated. On the other hand, it is not difficult to show that (3.2) is satisfied in this example. Table 3 gives the results of 1000 simulations on the performance of Lasso, LARS(10 −7 ), LARS(10 −5 ), OGA+HDBIC and OGA+HDHQ, using K n = 5(n/ log p) 1/2 iterations for OGA. The table shows that LARS (10 −7 ) only includes all 10 relevant regressors in 116 of the 1000 simulations, LARS (10 −5 ) includes them in only 34 simulations and Lasso fails to include them in all simulations. This result suggests that violation of (5.5) seriously degrades Lasso's ability in variable selection. Despite its inferiority in including all relevant variables, Lasso has MSPE equal to 0.92, which is two thirds of the MSPE of LARS(10 −5 ) and is about 11 times lower than the MSPE of LARS(10 −7 ). In contrast, OGA+HDBIC and OGA+HDHQ can pick up all 10 relevant regressors and include at most three irrelevant ones. Moreover, the MSPEs of OGA+HDBIC and OGA+HDHQ are only slightly larger than qσ 2 /n = 0.025.
In Example 1, p is 20 times larger than n and in Examples 2 and 3, (n, p) = (400, 4000). In these examples, the number of relevant regressors ranges from 5 to 10 and OGA includes nearly all of them after only 5(n/ log p) 1/2 iterations. This computationally economical feature is attributable to the greedy variable selector (2.1) and the fact that, unlike PGA, a selected variable enters the model only once and is not re-selected later. Although OGA requires least squares regression of y t on all selected regressors, instead of regressing U (k) t on the most recently selected regressor as in PGA, the iterative nature of OGA enables us to avoid the computational task of solving a large system of linear normal equations for the least squares estimates, by sequently orthogonalizing the input variables so that the OGA update (2.3) is basically componentwise linear regression, similar to PGA.
The HDIC used in conjunction with OGA can be viewed as backward elimination after forward stepwise inclusion of variables by OGA. Example 1 shows that if BIC is used in lieu of HDBIC, then the backward elimination still leaves all included variables in the model. This is attributable to p being 20 times larger than n, resulting in many spuriously significant regression coefficients if one does not adjust for multiple testing. The factor w n log p n in the definition (4.6) of HDIC can be regarded as such adjustment, as explained in the paragraph preceding Theorem 4.2 that establishes the oracle property of OGA+HDIC under the strong sparsity assumption (C5).
It should be mentioned that since Lasso can include all relevant variables in Example 2, the overfitting problem of Lasso can be substantially rectified if one performs Zou's [28] adaptive Lasso procedure that uses Lasso to choose an initial set of variables for further refinement. On the other hand, in situations where it is difficult for Lasso to include all relevant variables as in Example 3, such two-stage modification does not help to improve Lasso. The proof of (3.8) relies on the representation (3.7), whose right-hand side involves (i) a weighted sum of the i.i.d. random variables ε t that satisfy (C2) and (ii) the difference between a nonlinear function of the sample covariance matrix of the x tj that satisfy (C3) and its expected value, recalling that we have assumed σ j = 1 in the proof of Theorem 3.2. The proof of (3.13) will also make use of a similar representation. The following four lemmas give exponential bounds for moderate deviation probabilities of (i) and (ii). LEMMA A.1. Let ε, ε 1 , · · · , ε n be i.i.d. random variables such that E(ε) = 0, E(ε 2 ) = σ 2 and (C2) holds. Then, for any constants a ni (1 ≤ i ≤ n) and u n > 0 such that u n max 1≤i≤n |a ni |/A n → 0 and u 2 n /A n → ∞ as n → ∞,
PROOF. Let e ψ(θ) = E(e θε ), which is finite for |θ| < t 0 by (C2). By the Markov inequality, if θ > 0 and max 1≤i≤n |θa ni | < t 0 , then
By (A.1) and the Taylor approximation ψ(t) ∼ σ 2 t 2 /2 as t → 0, θu n − n i=1 ψ(θa ni ) is minimized at θ ∼ u n /(σ 2 A n ) and has minimum value u 2 n /(2σ 2 A n ). Putting this minimum value in (A.3) proves (A.2).
LEMMA A.2. With the same notation and assumptions as in Theorem 3.1 and assuming that σ j = 1 for all j so that z j = x j , there exists C > 0 such that
for all large n, where σ ij = Cov(x i , x j ) and δ n are positive constants satisfying δ n → 0 and nδ 2 n → ∞ as n → ∞. Define Γ(J) by (3.1) and letΓ n (J) be the corresponding sample covariance matrix. Then, for all large n,
If furthermore K n δ n = O(1), then there exists c > 0 such that
for all large n, whereΓ −1 n denotes a generalized inverse whenΓ n is singular.
PROOF. Since (x ti , x tj ) are i.i.d. and (C3) holds, the same argument as that in the proof of Lemma A.1 can be used to prove (A.4) with C < 1/(2Var(x i x j )). Letting ij = n −1 n t=1 x ti x tj −σ ij , note that max 1≤ (J)≤Kn Γ n (J)−Γ(J) ≤ K n max 1≤i,j≤pn | ij | and therefore (A.5) follows from (A.4). Since λ min (Γ n (J)) ≥ λ min (Γ(J)) − Γ n (J) − Γ(J) , it follows from (3.2) and (A.5) that the probability ofΓ n (J) being singular is negligible in (A.6), for which we can therefore assumê Γ n (J) to be nonsingular.
To prove (A.6), denoteΓ n (J) and Γ(J) byΓ and Γ for simplicity. Making use ofΓ
By (3.2) , min 1≤ (J)≤Kn λ min (Γ) ≥ c 0 for some positive constant c 0 and all large n. Therefore, max 1≤ (J)≤Kn Γ −1 ≤ c −1 0 . Let D = sup n≥1 K n δ n and note that LEMMA A.3. With the same notation and assumptions as in Theorem 3.1 and assuming σ j = 1 for all j, let n 1 = √ n/(log n) 2 and n k+1 = √ n k for k ≥ 1. Let u n be positive constants such that u n /n 1 → ∞ and u n = O(n). Let K be a positive integer and Ω n = {max 1≤t≤n |ε t | < (log n) 2 }. Then there exists α > 0 such that for all large n,
|ε t x ti |I {n k+1 ≤|x ti |<n k } ≥ u n (log n) 2 , Ω n ≤ exp(−αu n ). Therefore, it suffices to show that for all large n and 1 ≤ i ≤ p n , 1 ≤ k ≤ K,
where π n,k,i = P (|x i | ≥ n k+1 ) ≤ exp(−cn 2 k+1 ) = exp(−cn k ) for some c > 0, by (C3). The desired conclusion follows from standard bounds for the tail probability of a binomial distribution, recalling that u n = O(n) and u n /n 1 → ∞.
LEMMA A.4. With the same notation and assumptions as in Lemma A.3, let δ n be positive numbers such that δ n = O(n −θ ) for some 0 < θ < 1/2 and nδ 2 n → ∞. Then there exists β > 0 such that for all large n,
From (A.10) (in which u n is replaced by nδ n /{(K + 1)(log n) 2 }), it follows that for 2 ≤ k ≤ K and all large n,
where α is some positive constant. Moreover, by (A.9), max 1≤i≤pn P (max 1≤t≤n |x ti | ≥ n 1 ) ≤ exp {−αn/(log n) 4 }, for some α > 0. Putting this bound and (A.13) into (A.12) and noting that 1/{(log n) 2 δ n } → ∞, it remains to show
By an argument similar to that used in the proof of (A.4), it can be shown that there exists c 2 > 0 such that for all large n, max 1≤i≤pn P (L c i ) ≤ exp(−c 2 n). Application of Lemma A.1 after conditioning on X i , which is independent of (ε 1 , · · · , ε n ) , shows that there exists c 3 > 0 for which
for all large n. This completes the proof of (A.14). To prove (A. 16) , let x t (J) be a subvector of x t , with J denoting the corresponding subset of indices, and denoteΓ n (J) byΓ(J) for simplicity. Note that
ε t x t (J))| := S 1,n + S 2,n + S 3,n , Since K n = O((n/ log n) 1/2 ), there exists c 1 > 0 such that for all large n, K n ≤ c 1 (n/ log p n ) 1/2 . As shown in the proof of Lemma A. x ⊥ ti:J x t (J)
and max (J)≤Kn−1,i / ∈J n −1 n t=1 ε t x t (J) ≤ K 1/2 n max 1≤i≤pn |n −1 n t=1 ε t x ti |, it follows from (3.2) that
Define x tj x t (J) − g j (J))| + max
x ⊥ tj;J x t (J) := S 4,n + S 5,n + S 6,n + S 7,n .
(A.24)
It follows from (3.2) that S 5,n ≤ max 1≤i,j≤pn |n −1 n t=1 x tj x ti − σ ij |(1 + M )M and S 6,n ≤ max 1≤i,j≤pn |n −1 n t=1 x tj x ti − σ ij |M . Combining this with (A.4) yields that for some d > 0, P (S 4,n + S 5,n + S 6,n > d(log p n /n) 1/2 ) = o(1). (A. 25) In view of (A.21) and (3.2),
Therefore, by (A.4) and (A.20), there exists d > 0 such that P (S 7,n > d(log p n /n) 1/2 ) ≤ P (Ω c 1,n ) (3.13) . Let q(J) = E(yx J ) and 
This, (A.27) and the fact that
together yield the desired conclusion (3.13). 2 PROOF OF (4.15) . Denote an γ in (4.10) by m 0 . By (3.2) and an argument similar to that used to prove (A.6) and in (A.20), there exists c 1 > 0 such that
Defining Ω n as in Lemma A.3, it follows from (A.16) and (C5) that
Since (4.9) implies that n 1−2γ /(w n log p n ) → ∞, it follows from Lemma A.4, (4.9), (3.2) and (A.28) that for all large n,
(A.30)
As noted above in the proof of (3.8), P (Ω n ) = 1 + o(1). Moreover, by (4.9) and (A.5) with K n replaced by m 0 , there exists c 2 > 0 such that
where c 0 is defined in the line following (4.14) . In view of (A.29)-(A.31), the desired conclusion follows. 2 PROOF OF (4.19) . LettingM be defined as in (A.20) and π n = w n (log p n )/(1+ w n (log p n )K n n −1 ), note that P {(â n +b n )(1 + n −1 K n w n log p n ) ≥ θw n log p n } ≤ P (Ω c n ) + P ( Γ −1 (Ĵ Kn ) ≥ c −1 0 +M ) + P ( max 1≤j≤pn (n −1/2 n t=1
x tj ε t ) 2 ≥ π n θ/{2(c −1 0 +M )}, Ω n ) + P (2n(S 2,n + S 3,n ) 2 ≥ π n θ/{2(c −1 0 +M )}, Ω n ),
where S 2,n and S 3,n are defined in (A.18). Since K n = O((n/ log p n ) 1/2 ), (n/ log p n ) 1/2 → ∞ and w n → ∞, there exists l n → ∞ such that π n ≥ 2 −1 min{w n log p n , nK −1 n } ≥ l n log p n . (A.33) By (A.33) and Lemma A.4, we bound P (max 1≤j≤pn (n −1/2 n t=1 x tj ε t ) 2 ≥ π n θ/{2(c −1 0 + M )}, Ω n ) by Note that when the regressors are nonrandom, the population version of OGA is the "noiseless" OGA that replaces y t in OGA by its mean y(x t ). Let µ = (y(x 1 ), · · · , y(x n )) . Let H J denotes the projection matrix associated with the projection into the linear space spanned by X j , j ∈ J ⊆ {1, · · · , p}. Let U (0) = µ,j 1 = arg max 1≤j≤p |(U (0) ) X j |/ X j and U (1) = (I−H {j 1 } )µ. Proceeding inductively yields j m = arg max 1≤j≤p |(U (m−1) ) X j |/ X j , U (m) = (I − H {j 1 ,··· ,jm} )µ.
When the procedure stops after m iterations, the noiseless OGA determines an index setJ m = {j 1 , · · · ,j m } and approximates µ by HJ m µ. A generalization of noiseless OGA takes 0 < ξ ≤ 1 and replacesj i byj i,ξ , wherej i,ξ is any 1 ≤ l ≤ p satisfying |(U (i−1) ) X l |/ X l ≥ ξ max 1≤j≤p |(U (i−1) ) X j |/ X j . We first prove the following inequality for such generalization of the noiseless OGA.
LEMMA B.1. Let 0 < ξ ≤ 1, m ≥ 1,J m,ξ = {j 1,ξ , · · · ,j m,ξ } andσ 2 j = n −1 n t=1 x 2 tj . Then (I − HJ m,ξ )µ 2 ≤ n( inf b∈B p j=1 |b jσj |) 2 (1 + mξ 2 ) −1 .
PROOF. For J ⊆ {1, · · · , p}, i ∈ {1, · · · , p} and m ≥ 1, define ν J,i = (X i ) (I − H J )µ/(n 1/2 X i ). Note that where E = {ε HĴ m ε ≤ sσ 2 m log p for all 1 ≤ m ≤ n/ log p } and r p and r p are defined in (3.16) . By (B.7)-(B.9) and observing that ŷ m (·) − y(·) 2 n = n −1 ( (I−HĴ m )µ 2 +ε HĴ m ε), (3.19) holds on the set A E, whose probability is at least 1 − a * − b * . Hence the desired conclusion follows.
2 PROOF OF (B.8). Sinceμ J,i = (X i ) (I−H J )Y/(n 1/2 X i ) and n −1 n t=1 x 2 tj = 1 for all 1 ≤ j ≤ p, it follows that for any J ⊆ {1, · · · , p}, 1 ≤ i ≤ p and i / ∈ J, 
