In this paper, we develop a class of decentralized algorithms for solving a convex resource allocation optimization problem over a connected network. By observing a connection between the resource allocation and the consensus optimization, we propose a novel class of algorithms for solving the resource allocation problem with improved convergence guarantees. Specifically, we introduce an algorithm for solving the resource allocation problem with an o(1/k) convergence rate when the agents' objective functions are generally convex and per agent local constraints are allowed; we then introduce a gradientbased algorithm for the case when per agent local constraints are absent and show that such scheme achieves geometric convergence with an improved scalability. We also provide a projection-gradient-based algorithm which can handle smooth objective and simple constraints more efficiently.
I. INTRODUCTION
This paper concerns the resource allocation problem:
x j ∈ Ω j , Ω j ⊆ R p , ∀j = 1, . . . , n, (1c)
which is defined and expected to be solved over a connected network of n agents in a decentralized manner. For each agent i, the vector x i ∈ R p is its local decision variable. The objective function f i : R p → R is convex and the constraint set Ω i ⊆ R p is a nonempty closed and convex set, both of which are privately known to agent i only. The constraints, n i=1 (x i − r i ) = 0, couple the agents' decisions, where r i ∈ R p is a given resource demand vector for agent i. We restrict our discussion to convex problems.
A. Literature review
A particular problem that falls under the preceding resource allocation formulation is the economic dispatch problem in which each f i is a quadratic function and every constraint set Ω i is a box, when the direct current power flow model is used [1] . Problems sharing similar forms have received extensive attention due to the emergence of smart city concepts. For example, references [2] and [3] both *This work has been supported by the ONR grant No. N00014-12-1-0998, the NSF grant CCF-1717391, the NSF award 1740452, and the Air Force award FA 990-15-10394.
A. Nedić consider the economic dispatch in a smart grid with an extra consideration of a random wind power injection. Algorithms proposed in both references are accompanied with discussions of basic convergence properties. Some earlier theoretical papers which have focused on decentralized algorithm design for solving the "unconstrained version" (Ω j = R p , ∀j) of (1) are available in the literature [4] , [5] . Reference [4] considers a class of algorithms that randomly pick pairs of neighbors to perform updates. Under convexity assumption, an O(L/(kλ 2 )) rate on the objective optimality residual in expectation is derived over fixed graphs; under strong convexity assumption, an O (1 − κ −1 f λ 2 ) k geometric rate is obtained also on the expectation of the objective optimality residual. Here, k is the number of iterations, and L is the gradient Lipschitz constant for the objective function f . The quantity κ f is the condition number of the function f which is a scalar (no less than 1) defined as the ratio of the gradient Lipschitz constant L and the strong convexity constant µ of f . The quantity λ 2 is the second smallest eigenvalue of a certain graph-dependent matrix. With a uniform assignment of probabilities, λ −1 2 scales at the order of O(n 4 ) (though it is possible to considerably improve on this if the probabilities are chosen in a centralized way depending on the graph). Reference [5] gives an algorithm which is shown to have an O(LBn 3 /k) rate for the decay of the squared gradient consensus violation over time-varying graph sequences; here B is a constant which measures how long it takes for a timevarying graph sequence to be jointly connected. Reference [6] proposes a "consensus plus innovations" method for solving problem (1) , and the convergence of the method is established for quadratic objectives f i under a diminishing step size selection. Based on the alternating direction method of multipliers (ADMM), reference [7] provides a class of algorithms which can handle problem (1) with convergence guarantees. In particular, under the assumption that the objective functions are convex, the convergence properties are established; when the per-agent constraints (1c) are absent (i.e., Ω j = R p , ∀j), under the assumptions that the objective functions are strongly convex and have Lipschitz continuous gradients, a linear convergence (geometric) rate is shown. By using the ADMM, if a center (in a star-shaped network) is allowed to carry a part of computational tasks, a more general problem formulation beyond (1) can be handled. Such a formulation and its distributed algorithms have been found to be useful in Internet services over hybrid edgecloud networks [8] . Reference [9] studies the special case when Ω j = R p , ∀j, and considers solving the problem over time-varying networks. Under the strong convexity and the gradient Lipschitz continuity of the objective function f , the algorithm in reference [9] is proved to have a geometric convergence rate O (1 − κ −1 f n −2 ) k . In other words, for the algorithm in [9] to reach an ε-accuracy, the number of iterations needs to be of the order O κ f n 2 ln(ε −1 ) . This translates to an O(κ f n 2 ) scalability in the number n of agents, and it is the best scalability result (with the size n of the network) that currently exists in the literature. A recent work [11] has proposed a class of algorithms to handle the resource sharing problem under the conic constraints. The algorithms are built on a modified Lagrangian function and an ADMM-like scheme for seeking a saddle point of the Lagrangian function, which has been shown to have an ergodic O(1/k) rate for agents' objective functions and constraints violation. The problem formulation in [11] treats (1) as a special case: the constraint (1b) is replaced by the more general n i=1 (R i x i − r i ) ∈ K where K is a convex cone and R i is a matrix that couples local resources. It was required that the interior of K is nonempty which does not apply to (1b). During the preparation of this paper, we have learned that the assumption on the nonempty interior of K in [11] has been removed in their recent update on the same manuscript. We also would like to point out that our rates are non-ergodic and the criteria used for our rates have some advantages in practical applications (see the comments following Theorem 1). For a more comprehensive summarization with convergence rates and scalability results, see Table I in reference [12] . A very recent work in [13] proposes algorithms for decentralized consensus optimization for smooth and strongly convex objectives. By applying Nesterov's acceleration to the dual problem of the consensus optimization, in [13] , geometric convergence has been obtained with the scalability of O( √ κ f n). Nevertheless, to enjoy this improvement, one needs to know the strong convexity constant µ and the gradient Lipschitz constant L.
In contrast, the algorithms we will propose only require the parameter L. Furthermore, the algorithms and analysis in [13] are specified for smooth strongly convex objectives. It is unclear how one can modify such schemes in order to solve nonsmooth problems or problems with constraints.
B. Our contributions
In this paper, we design an algorithm for solving problem (1) from an unconventional point of view. We consider synchronous updates and connected undirected communication networks. For general convex functions f i (without requirements of strong convexity and smoothness), our basic method has o(1/k) convergence rate 1 , which is slightly better than the sub-linear convergence rates achieved in the literature. When the objective functions f i are strongly convex and smooth (and Ω i = R p , ∀i), we show a geometric convergence of the method. Furthermore, we find that the algorithm scales at the order of O(n 2 + √ κ f n) which is better than the best scaling that has been currently achieved in the literature (see reference [9] where the scaling is O(κ f n 2 )). For the case when the objective function is smooth and Ω i = R p for all i, we also provide a gradient-based algorithm that achieves an o(1/k) rate under convexity, and a geometric rate under strong convexity. Finally, based on these two methods, we provide a combined optimization strategy which finds an optimal solution of problem (1) by using a projection and a gradient evaluation at each iteration.
II. RESOURCE ALLOCATION AND ITS CONNECTION TO CONSENSUS OPTIMIZATION
A. Notation and basic assumptions Some of the notation may not be standard but it enables us to present our results in a compact form. Throughout the paper, we let agent i hold a local variable x i , a function f i , and a constraint set Ω i of problem (1) . We define
Assumption 1: (Functional properties) For any i ∈ {1, 2, . . . , n}, the function f i : R p → R is convex while the set Ω i ⊆ R p is nonempty, closed and convex.
We define g i as the indicator function of the set Ω i , i.e.,
Define a composite function h i for agent i, as follows:
Under Assumption 1, the functions g i : R p → R ∪ {+∞} are proper, closed, and convex, and so are the functions h i = f i + g i since the domain of f i is R p . Furthermore, under Assumption 1, the subdifferential sets ∂h i (x i ) satisfy (see Theorem 23.8 of [14] )
To guarantee the equality in (2), we only need ri(dom{f i }) ri(dom{g i }) = ∅ where ri(·) denotes the relative interior of a set and dom{·} denotes the (effective) domain of a function (see Section 4 of [14] for the definition of "(effective) domain"). Note that we have not imposed any differentiability assumption on f i 's. Moreover, since ∂g i (x i ) coincides with the normal cone of
In addition to the network objective f (x) defined in (1a), we introduce two more network-wide aggregate functions,
the matrix r is similarly defined by vectors r i 's.
Letting ∇f i (x i ) be a subgradient of f i at x i , we construct a matrix ∇f (x) of subgradients ∇f i (x i ), as follows:
∇f (x) [ ∇f 1 (x 1 )) ; ∇f 1 (x 1 )) ; · · · ; ∇f 1 (x 1 )) ] ∈ R n×p ; the matrices ∇g(x) and ∇h(x) are similarly defined using subgradients of g i and h i = f i + g i at x i , respectively. We drop the tilde in the notation ∇ when the function under consideration is differentiable (i.e., a subgradient becomes a gradient). Each row i of x, r, ∇f (x), ∇g(x), and ∇h(x) corresponds to the information available to agent i only.
We use 1 to denote a vector with all entries equal to 1, where the size of the vector is to be understood from the context. For a given matrix A, A F stands for its Frobenius norm. The largest eigenvalue of a symmetric positive semidefinite matrix A is denoted by λ max {A}, while its smallest non-zero eigenvalue is denoted byλ min {A}. Given a matrix A ∈ R m×p and a matrix B ∈ R m×p , the standard inner product of them is denoted as A, B = Trace{A B}. Given a positive (semi)definite square matrix M ∈ R m×m , we define the M-weighted (semi-)norm A M = A, MA . Also finally, we use diag(·) to represent the operation that generates a diagonal matrix whose diagonal is the given vector.
To model the underlying communication network for the agents, we use a simple (no self-loop) undirected graph, where [n] = {1, 2, . . . , n} is the vertex set and E is the edge set. We say that an n × n matrix A is compatible with the graph G when the following property holds: ∀i, j ∈ [n], the (i, j)-th entry of A is zero if neither {i, j} is an element of E nor i = j. We use N i to denote the set of neighbors of agent i in the graph G, i.e.,
Let Ł G denote the (standard) Laplacian matrix associated with the graph G, i.e., Ł G = D − J, where D is a diagonal matrix with the entry D ii being the degree of node i, for all i, while J is the adjacency matrix (J ij = 1 when {i, j} ∈ E and J ij = 0 otherwise). A few facts about Ł G are that Ł G is compatible with G, symmetric and positive semidefinite.
In our algorithm, we will use a matrix Ł = [Ł ij ] whose behavior is "close or the same" to Ł G , in the sense of the following assumption.
Assumption 2 (Graph connectivity and null/span property): The graph G is connected and a matrix Ł is compatible with the graph G. Furthermore, Ł = U U for some full row-rank matrix U ∈ R (n−1)×n and U 1 = 0.
Note that Assumption 2 equivalently says that the null space null{U } = null{Ł} and thus x 1 = x 2 = · · · = x n ⇔ Łx = 0 ⇔ U x = 0. See reference [12] (page 7) for several recommended ways to choose Ł.
We will discuss specific choices of Ł in some of our results to simplify analysis or to point out to some specific results.
B. The problem formulations and optimality conditions
In this subsection, we investigate the first-order optimality conditions for problem (1) and for consensus optimization.
With the notation introduced in the preceding section, the resource allocation problem (1) can be compactly given by
The consensus optimization problem is
where each agent i holds the local objective h i : R p → R and maintains a local decision variable x i ∈ R p . The next two lemmata state the first-order optimality conditions for problems (3) and (4), respectively.
Lemma 1 (First-order optimality condition for (3) [12] ): Let Assumptions 1 and 2 hold, and let c = 0 be a given scalar. Then, x * is an optimal solution of (3) if and only if there exists a matrix q * ∈ R (n−1)×p such that the pair (x * , q * ) satisfies the following relations:
U ∇h(x * ) = 0.
where U is the matrix defined in Assumption 2. Lemma 2 (First-order optimality condition for (4) [12] ): Let Assumptions 1 and 2 hold, and let c = 0 be a given scalar. Then, x * is an optimal solution of (4) if and only if there exists a matrix q * ∈ R (n−1)×p such that the pair (x * , q * ) satisfies the following relations:
where U is the matrix defined in Assumption 2.
In the following, we discuss the connection between resource allocation and consensus optimization in details.
C. The mirror relationship
It is known that the Lagrangian dual problem of the resource allocation problem is a consensus optimization problem (see the discussion around equations (4)∼(6) in [7] ). As having been pointed out in reference [7] , a distributed optimization method that can solve the consensus optimization problem may also be used for the resource allocation problem through solving the dual of the resource allocation problem. Here, we will provide more special relations these two problems have which leads to a class of resource allocation algorithms following the design of a class of decentralized consensus optimization algorithms. Due to such special relations, it is possible that one can give a decentralized resource allocation algorithm without investigating the Lagrangian dual relationship between the above mentioned two problems.
The optimality conditions given in Lemma 1 (Eq. 5) and Lemma 2 (Eq. 6) both have the following form:
where A : R n×p → R n×p and B : R n×p → R n×p are some general maps. The only difference between (5) and (6) is: what in the span space of U is and what in the null space of U is. In the resource allocation problem, we need ∇h(x) to be consensual (rows of the matrix being identical) while the rows of x−r sums to 0. In the consensus optimization problem, we need x to be consensual while the rows of ∇h(x) sums to 0. In (6), if we replace ∇h(x * ) by x * − r and x * by ∇h(x * ) at the same time, it will recover (5) . Hypothetically, in an iterative consensus optimization algorithm with iteration index k, if we substitute the image of the "subgradient map" ∇h(x k ) by that of some other map A(x k ) and substitute the image of the identity map x k by that of some other map B(x k ), it is possible that when k → ∞, A(x k ) still goes into the span space of U and B(x k ) still goes into the null space of U . Motivated by this observation, we are able to propose a class of algorithms for solving resource allocation problems based on some existing consensus optimization algorithms. The consensus optimization algorithms that will be exploited in this paper are simple, efficient, and have recently been further accelerated akin to Nesterov's fast methods [15] , as well as enhanced to work over asynchronous [16] and directed communication networks [17] , [18] . Our algorithm design philosophy also implies possibilities of enhancing the resource allocation algorithms proposed in this paper by using techniques from those for advancing consensus optimization algorithms.
III. THE ALGORITHMS AND THEIR CONVERGENCES
Let us denote the solution set of the resource allocation problem (1) by X * . We make the following assumption for problem (1) , which we use throughout the paper.
Assumption 3: The solution set X * of the resource allocation problem (1) is nonempty. Furthermore, a Slater condition is satisfied, i.e., there is a pointx which satisfies the constraint (1b) and lies in the relative interior of Ω.
The set X * is nonempty, for example, when the constraint set of the resource allocation problem (1) is compact, or the objective function satisfies some growth condition. Under the convexity conditions in Assumption 1, the optimal set X * is closed and convex. Under Assumptions 1 and 3, the strong duality holds for problem (1) and its Lagrangian dual problem, and the dual optimal set is nonempty (see Proposition 6.4.2 of [19] ).
A. Mirror-P-EXTRA: a basic algorithm for the general case
This algorithm solves the original problem (1), i.e., the resource allocation with local constraints. This basic algorithm operates as follows (Algorithm 1). Each agent i uses its local parameter β i > 0, which can be viewed as the stepsize.
Algorithm 1: Mirror-P-EXTRA Each agent i chooses its own parameter β i > 0; Each agent agrees on a common parameter c > 0;
The algorithm is motivated by the P-EXTRA algorithm from reference [20] for a consensus optimization problem (see Section III of [12] for explanations).
To simplify our presentation, we will use a diagonal matrix B diag([β 1 , β 2 , · · · , β n ]). Also let us define the following:
,
where c > 0 is the parameter of Algorithm 1. Using this particular c for Lemma 1, with each solution x * ∈ X * we can identify q * such that Lemma 1 holds, i.e., the optimality conditions in (5) are satisfied. This particular q * and the matrix ∇h(x * ) constitute the matrix z * . Theorem 1 (Sublinear rate of Mirror-P-EXTRA): Let Assumptions 1-3 hold. Let the parameters β i and c > 0 be such that B − cŁ 0. Then the first-order optimality residual decays to 0 at an o(1/k) rate, i.e., U ∇h(x k+1 ) 2
First of all, by Theorem 1, it can be seen that the vanishing speed of the violation to the global constraints is
. Furthermore, the system can stop the algorithm once the agents realize that the consensus violation in the subgradients (or actually equivalent to a successive difference) is small enough since Theorem 1 also implies y k+1 − y k 2 F = U ∇h(x k+1 ) 2 U = o(1/k). Stronger convergence exists under additional assumptions. In particular, we will show a geometric convergence rate for the case when Ω is the full space, i.e, the problem (1) has no per-agent set constraints, in which case h = f . The geometric rate is obtained under strong convexity and smoothness. To formalize the statement, let us give the following definitions. A function f : R p → R is said to be µ-strongly convex if ∇f (x) − ∇f (y), x − y ≥ µ x − y 2 2 for some µ > 0 and for all x, y ∈ R p . A gradient map ∇f : R p → R p is said to be L-Lipschitz if ∇f (x) − ∇f (y) 2 ≤ L x − y 2 for some L > 0 and for all x, y ∈ R p . We formally impose these properties in the following assumptions.
Assumption 4: The gradient map ∇f i is L i -Lipschitz, ∀i. Assumption 5: The function f i is µ i -strongly convex, ∀i.
Let us introduce µ = min i µ i and L = max i L i . Theorem 2 (Linear rate of Mirror-P-EXTRA):
Let Ω i = R p for all i, and let Assumption 2, 4 and 5 hold. Then, for Algorithm 1 with the matrix the parameters such that B cŁ, the sequence {z k } converges to z * with Q-linear rate in the (pseudo)metric induced by the matrix M, where z k , z * and M are defined in (7) . In particular, we have z k+1 − z * 2 M ≤ 1 1+δ z k − z * 2 M with some δ > 0. Consequently, the sequence {x k } converges to the optimal solution x * of problem (1) at an R-linear rate O((1 + δ) −k ).
To show how the algorithm's complexity depends on the network topology and the function properties, we provide Corollary 1 by choosing special algorithm parameters.
Corollary 1: Under the conditions of Theorem 2, and further choosing B = βI, with appropriate parameter settings in Mirror-P-EXTRA, to reach ε-accuracy, the number of iterations needed is of the order
where κ f = L/µ is the condition number of f (·) and κ Ł = 1/λ min {Ł} is understood as the condition number of the graph.
Although Algorithm 1 has fast convergence rates and scales favorably, the computational cost per iteration is high. In the next section, we propose a gradient-based scheme which is specialized for the unconstrained case (Ω i = R p ) but has a low per-iteration cost.
B. Mirror-EXTRA: specialized for the unconstrained case
In this section we concern the resource allocation without local constraints, i.e.,
Our proposed Algorithm 2, given below, applies to (8) when the objective function has Lipschitz gradients. 
Compared to Algorithm 1, Algorithm 2 has a lower periteration cost in the update of x k i which requires a gradient evaluation instead of "prox"-type (minimization) update. We refer to the algorithm Mirror-EXTRA due to its relation to P-EXTRA (see Section III of [12] for explanations) and the fact that it features a gradient-based update, just as the EXTRA algorithm does for consensus optimization [21] . We have the following convergence rates for Mirror-EXTRA.
Theorem 3 (Sublinear rate of Mirror-EXTRA):
Let Ω i = R p for all i, and let Assumptions 1, 2, and 4 be satisfied. Also, assume that problem (8) has a solution, i.e., X * = ∅. If the parameter c is chosen such that 0 < c < 1 2Lλmax{Ł} , then along the iterates of Algorithm 2, the first-order optimality residual decays to 0 at an o(1/k) rate, i.e., U ∇f (x k+1 ) 2 F = o(1/k) and x k+1 − r + cU q k+1 2 F = o(1/k). Remark 1 (Step size): The bound c ≤ (2Lλ max {Ł}) −1 does not necessarily imply that the step size c selection requires any knowledge of the graph G structure. For example, such a requirement can be avoided by using Ł = 0.5(I −W ), where W is a symmetric stochastic matrix, in which case one may employ a step size c ≤ 1 2L . We next show a linear convergence of Mirror-EXTRA under additional strong convexity assumption on the function f . To simplify the analysis, we will assume that λ max {Ł} ≤ 1,which holds for example when Ł = Ł G /λ max {Ł G } or Ł = 0.5(I − W ) for some symmetric stochastic matrix W compatible with the graph G.
Theorem 4 (Linear rate of Mirror-EXTRA):
Let Ω i = R p for all i, and let Assumptions 2, 4 and 5 hold. Furthermore, suppose that Ł is such that λ max {Ł} ≤ 1 and the step size c satisfies c ∈ (0, 1 2L ). Then, the iterate sequence {x k } generated by Algorithm 2 converges to the optimal solution x * of problem (1) at an R-linear rate, i.e., there exists δ > 0 such that x k+1 − x * 2 F = O((1 + δ) −k ). Corollary 2: Under the conditions of Theorem 4, for Algorithm 2 to reach ε-accuracy, the number of iterations needed is of the order O κ Ł κ f ln ε −1 , where κ f = L/µ and κ Ł = 1/λ min {Ł}.
Remark 2 (Scalability): The Mirror-EXTRA has a lower per-iteration cost at the price of less favorable scalability, and O κ Ł κ f ln 1 ε scalability of Mirror-EXTRA also coincides with that of the algorithm proposed in reference [9] .
C. A projection-gradient-based algorithm
Since Algorithm 1 has to solve a constrained optimization problem per iteration over each agent (which can be costly) while Algorithm 2 cannot handle constrained problems, we consider another algorithm that uses a projection-gradient update which can be understood as a hybrid of Algorithms 1 and 2. We name the newly constructed algorithm Mirror-PG-EXTRA (see Algorithm 3) after a previous algorithm for consensus optimization, PG-EXTRA [20] . 
In Algorithm 3, the matrix B is a diagonal matrix with entries B ii = β i on its diagonal, while P Ωi [·] is the projection operator on the set Ω i with respect to the Euclidean norm. In the absence of the per-agent-constraints, Algorithm 3 reduces to Algorithm 2. We will evaluate it numerically in our simulations (see Section IV).
IV. NUMERICAL TEST
The experiments are conducted over a fixed undirected connected graph with n = 100 vertices and |E| = 198 edges. We define the "connectivity ratio" as r c = |E|/(0.5n(n − 1)) = 0.04 (the average degree is 3.96), where 0.5n(n−1) is the maximum number of edges an undirected graph can have. Graphs are randomly generated. The objective functions are
where H i ∈ R 2×2 and b i ∈ R 2×2 have the entries generated by the normal distribution with zero mean and unit variance. For each agent i, the local constraint set is a box given by
where the interval boundaries ω i,j are randomly generated following the uniform distribution over the interval [1, 2] for all i ∈ [n] and j = 1, 2.
For each agent i ∈ [n], the resource vector r i is the mean value of the interval constraints, i.e., r i = [ω i,1 /2; ω i,2 /2] ∈ 10 0
Mirror-PG-EXTRA, c = 0.5/L Mirror-PG-EXTRA, c = 3 × 0.5/L Mirror-P-EXTRA, c = cs Mirror-P-EXTRA, c = 2 × cs DPDA-S recommended parameters DPDA-S hand-optimized parameters Fig. 1 . Plots of the normalized residual x k − x * F / x 0 − x * F . The step size for Mirror-P-EXTRA, cs = 0.01/(µLλ min {Ł}) 0.5 , is based on Corollary 1. The constant 0.01 in the numerator is hand-tuned and found to be effective for most of our randomly generated graphs (rc = 4/n = 4/100) and randomly generated f , r, and Ω. In the current trial, for Mirror-PG-EXTRA, a step size larger than 3 × 0.5/L will lead to divergence; for Mirror-P-EXTRA, the parameter 2×cs gives the fastest convergence speed. R 2 . If the optimal solution of the problem does not hit the boundary of the set Ω, multiple trials are made to obtain the problem for which the constraint set Ω is active at the optimal solution. Mirror-EXTRA cannot be applied to solve such problems, so we implement Mirror-PG-EXTRA that uses a projection-gradient update.
In the experiments, we use the matrix Ł = 0.5(I − W ) for both Mirror-P-EXTRA and Mirror-PG-EXTRA, where W is generated according to the Metropolis-Hasting rule. For Mirror-P-EXTRA we use c = 0.01/(µLλ min {Ł}) 0.5 , which is based on Corollary 1. The constant factor 0.01 is handtuned and found to be effective for most of our randomly generated graphs and randomly generated f , r, and Ω. To verify the viability of using different parameters β i across agents, we choose β i = φ i cλ max {Ł} for each i, where φ i is a random variable following the uniform distribution over the interval [1, 1.5] . For Mirror-PG-EXTRA we set c = 0.5/L and β i = φ i c for each agent i, where φ i is a random variable following the uniform distribution over the interval [1, 1.5] .
To show the superiority of the proposed algorithms among those in the literature, we implement the DPDA-S algorithm of [11] . DPDA-S has one system-level parameter γ and two per-agent parameters τ i and κ i . Based on the recommended parametric structure as given in Remark II.1 of [11] , which sets τ i and κ i by parameter c i , we tuned the parameter c i and γ to obtain a plot for this algorithm. In another plot for this algorithm, we tuned all the parameters to achieve an optimized performance. In Mirror-P-EXTRA, the only system-level parameter c can be set based on the peragent parameters β i . Compared to Mirror-EXTRA, DPDA-S requires a finer tuning of its parameters to be competitive. The convergence curves are shown in Fig. 1 .
V. CONCLUSION
In this paper, we have presented a "mirror relation" between the resource allocation problem and the consensus optimization problem. Based on such, we have proposed three algorithms for decentralized resource allocation. We have shown that the basic algorithm Mirror-P-EXTRA converges at an o(1/k) rate for convex functions. When the objectives are smooth and strongly convex, and individual constraints are absent, the algorithm converges geometrically with an O(n 2 + √ κ f n) scalability. We have also illustrated the competitive convergence behaviors of the proposed algorithms numerically.
