Abstract. Local error estimates are derived which apply to most stable mixed finite element discretizations of the stationary Stokes equations.
1. Introduction. In this article we establish local error estimates for finite element approximations to solutions of the Stokes equations. To fix ideas, consider a finite element approximation to the Stokes equations on a polygonal domain. Suppose that the velocity space contains (at least) all continuous piecewise polynomials of degree r ≥ 1 subordinate to some triangulation of the domain which satisfy any essential boundary conditions, and that the pressure space contains all continuous piecewise polynomials of degree r or of degree r−1 (in which case the continuity is dropped for r = 1). Suppose also that the usual stability condition for Stokes elements is fulfilled. Specific examples for r = 1 include the MINI finite element (continuous piecewise linears and bubble functions for the velocity and continuous piecewise linears for the pressure) [1] and the P 2 −P 0 finite element (continuous piecewise quadratics for the velocity and discontinuous piecewise constants for the pressure) [6] . For r = 2 the Hood-Taylor element (continuous piecewise quadratics for the velocity and continuous piecewise linears for the pressure) [8] and the augmented P 2 − P 1 element (continuous piecewise quadratics plus bubbles for velocity and discontinuous piecewise linears for pressure) [3] , [9] fulfill these hypotheses. Many other examples are known as well. The usual global error estimate asserts that for such discretizations the finite element approximation converges in H However, such smoothness will generally not hold if the domain of the equations is not smoothly bounded or if the boundary or forcing data is not smooth. In such a case the solution, while not globally smooth, will usually be smooth in large subdomains, namely any interior regions a positive distance from the singular points of the data. It is therefore important to ask whether the optimal order convergence holds in such subdomains, or whether the singularities degrade the convergence globally. In this paper we establish local error estimates which assert that the rate of convergence in subdomains of smoothness is indeed optimal. The precise statement is contained in Theorem 5.3, which is the major result of the paper.
Local estimates (often called interior estimates because of their application to problems with boundary singularities), were first studied in 1974 by Nitsche and Schatz [10] for second order elliptic problems. Through this and subsequent works, the local convergence theory is reasonably well understood for such problems. See Wahlbin's handbook article [12, Chapter III] for an extensive treatment. In 1985 Douglas and Milner adapted the Nitsche-Schatz approach to the Raviart-Thomas mixed method for scalar second order elliptic problems [5] . The present work adapts it to analyze a wide class of methods for the Stokes equations. Although the general approach is not new, there are a number of significant difficulties which arise for the Stokes system that are not present in previous works. Recently, Lucia Gastaldi [7] obtained interior error estimates for some finite element methods for the Reissner-Mindlin plate model. This work is related to local error analysis of the Stokes equations since the Reissner-Mindlin model can be reformulated as a decoupled system of two Laplace equations and a perturbed Stokes system. (Indeed the methods we develop here will be used in a subsequent work to analyze the method of Arnold and Falk [2] for the Reissner-Mindlin model.) However Gastaldi's work depends strongly on special properties of mixed methods which arise from particular methods for the plate (especially a "commuting diagram property"), and so would not easily adapt to a general analysis of mixed methods for the Stokes equations.
After the preliminaries of the next section, we set out the hypotheses for the finite element spaces in section 3. In addition to the natural requirements of approximability and stability alluded to above, here, as in much of the theory of interior estimates, the superapproximation property plays a crucial role. In section 4, we introduce the local equations and derive some basic properties of their solutions. Section 5 gives the precise statement of our main result and its proof. We close with a short application in section 6.
Notations and preliminaries.
Let Ω denote a bounded domain in R 2 and ∂Ω its boundary. We shall use the usual standard L 2 -based Sobolev spaces H m = H m (Ω), m ∈ Z, with the norm m,Ω . Recall that for m ∈ N, H −m denotes the normed dual ofH m , the closure of
We use the notation (· , ·) for both the L 2 (Ω)-innerproduct and its extension to a pairing ofH m and H −m . If X is any subspace of L 2 , thenX denotes the subspace of elements with average value zero. We affix an undertilde to a space to denote the 2-vector-valued analogue. The undertilde is also affixed to vector-valued functions and operators, and double undertildes are used for matrix-valued objects. This is illustrated in the definitions of the following standard differential operators:
The letter C denotes a generic constant, not the same in each occurrence, but always independent of the meshsize parameter h.
Let G be an open subset of Ω and s an integer. If φ ∈ H s (G), ψ ∈ H −s (G), and
with the constant C depending only on G, w, and s.
The following lemma states the well-posedness and regularity of the Dirichlet problem for the generalized Stokes equations on smooth domains. (Because we are interested in local estimates we really only need this results when the domain is a disk.) For the proof see [11, Chapter I, § 2]. Lemma 2.1. Let G be a smoothly bounded plane domain and m a nonnegative integer. Then for any given functions
where the constant C is independent of F ∼ and K.
3. Finite Element Spaces. In this section we collect assumptions on the mixed finite element spaces that will be used in the paper. In addition to the usual approximation and stability properties required for the finite elements spaces, we need the so-called "superapproximation" property, which was first introduced by Nitsche and Schatz [10] .
Let Ω ⊂ R 2 be the bounded open set on which we solve the Stokes equations and let h denote a mesh size parameter. We denote by V ∼ h the finite element subspace of H ∼ 1 (Ω), and by W h the finite element subspace of
Let G 0 and G be concentric open disks with G 0 G Ω, i.e.,Ḡ 0 ⊂ G andḠ ⊂ Ω. We assume that there exists a positive real number h 0 and positive integers k 1 and k 2 , such that for h ∈ 0, h 0 , the following properties hold.
A1. Approximation property.
(2) If p ∈ H l (G) for some nonnegative integer l, then there exists a p I ∈ W h , such that
Furthermore, if φ ∼ and p vanish on G \Ḡ 0 , respectively, then φ ∼ I and p I can be chosen to vanish on Ω \Ḡ.
where C depends only on G and w.
A3. Inverse property. For each h ∈ (0, h 0 ], there exists a set G h , G 0 G h G, such that for each nonnegative integer m there is a constant C for which
A4. Stability property. There is a positive constant γ, such that for all h
When G h = Ω, property A4 is the standard stability condition for Stokes elements. It will usually hold as long as G h is chosen to be a union of elements. The standard stability theory for mixed methods then gives us the following result.
Lemma 3.1. Let G h be a subdomain for which the stability inequality in A4 holds. Then for φ
Moreover,
The approximation properties A1 are typical of finite element spaces V ∼ h and W h constructed from polynomials of degrees at least k 1 and k 2 , respectively. (It does not matter that the subdomain G is not a union of elements since φ ∼ and p can be extended beyond G.) The superapproximation property is discussed as Assumptions 7.1 and 9.1 in [12] . Many finite element spaces are known to have the superapproximation property. In particular, it was verified in [10] for Lagrange and Hermite elements. To end this section we shall verify the superapproximation for the MINI element.
Let b T denote the cubic bubble on the triangle T , so on T b T is the cubic polynomial satisfying b T | ∂T = 0 and T b T = 1. We extend b T outside T by zero. For a given triangulation T h let V h denote the span of the continuous piecewise linear functions and the bubble functions b T , T ∈ T h . The MINI element uses V h ×V h as the finite element space for velocities. We wish to show that if φ ∈ V h and w ∈ C ∞ 0 (G) then wφ − ψ 1,G ≤ Ch φ 1,G for some ψ ∈V h (G). We begin by writing φ = φ l + φ b with φ l piecewise linear and
We know that there exists a piecewise linear function ψ l supported in G for which
Turning to the bubble function term φ b define ψ b = T ⊂G (β T P T w)b T ∈V h (G) where P T w ∈ R is the average value of w on T . Now if T intersects supp w then T ⊂ G, at least for h sufficiently small. Hence
where the constant C depends on w. Moreover,
where we used the fact that
We complete the proof by showing that φ b 1,T + φ l 1,T ≤ C φ b + φ l 1,T for any triangle T with the constant C depending only on the minimum angle of T . Since
If T is the unit triangle this hold by equivalence of all norms on the finite dimensional space of cubic polynomials, and the extension to an arbitrary triangle is accomplished by scaling.
Interior Duality Estimate
(Ω) be some solution to the generalized Stokes equations
Regardless of the boundary conditions used to specify the particular solution, (φ
Similarly, regardless of the particular boundary conditions, the finite element solution (φ
The local interior error analysis starts from these local discretization equations. 
In order to prove the theorem we first establish two lemmas.
Lemma 4.2. Under the hypotheses of Theorem 4.1, there exists a constant C for which
Proof. Choose a function w ∈ C ∞ 0 (G) which is identically 1 on G 0 . Also choose a function δ ∈ C ∞ 0 (G 0 ) with integral 1. Then
Then, taking q = w(p − p h ) in (4.6), we obtain
Here the superscript I is the approximation operator specified in property A1 of section 3.
I in (4.1), we get
where R is defined in (2.1). Next, setting ψ
, we obtain
where we applied (4.2) in the last step.
Applying the approximation property A1 and (2.2) we get 
Then, by Lemma 2.1,
with w as in the proof of the previous lemma. Setting ψ
To estimate E 1 , we set q = (wP ) I in (4.2) and obtain
Taking ψ ∼ = (wΦ ∼ ) I in (4.1), we arrive at
where we applied (4.12) in the last step. Applying (2.2) and the approximation property A1, we have
From these bounds we get the desired result.
Proof of Theorem 4.1. Let G 0 G 1 . . . G s = G be concentric disks. First applying Lemma 4.2 and Lemma 4.3 with s replaced by 0 and G replaced by G 1 , we obtain
To estimate φ ∼ − φ ∼ h −1,G 1 and p − p h −2,G 1 , we again apply Lemma 4.2 and Lemma 4.3, this time with G 0 and G being replaced by G 1 and G 2 and s replaced by 1. Thus, we get
Continuing in this fashion, we obtain (4.3).
Interior Error Estimates.
In this section we state and prove the main result of this paper, Theorem 5.3. First we obtain in Lemma 5.1 a bound on solutions of the homogeneous discrete system. In Lemma 5.2 this bound is iterated to get a better bound, which is then used to establish the desired local estimate on disks. Finally Theorem 5.3 is extends this estimate to arbitrary interior domains.
Then for any concentric disks G 0 G Ω, and any nonnegative integer t, we have
where C = C(t, G 0 , G).
. By Lemma 3.1, we may define functions
together with G h (π p h − p h ) = 0. Furthermore, there exists a constant C such that
where we have used the superapproximation property in the last step.
To prove (5.3), note that
Next, we bound π φ
For the first term on the right hand side of (5.8), we have
To bound G 1 , we take ψ
I in (5.1) and get
Combining (5.7), (5.8), (5.9) and (5.10), we obtain c π φ
where we used (5.2) at the last step. Applying the Schwarz inequality, (2.2), and the superapproximation property A2, we get
Combining the above three inequalities with (5.11) and (5.12), and using the arithmeticgeometry mean inequality, we arrive at
Next we estimate π p h 0,G h . By the triangle inequality,
Notice that the second term on the right hand side of (5.14) is bounded above by the right hand side of (5.6), and, for the last term,
To estimate the first term, we use the inf-sup condition,
To deal with the numerator on the right hand side of (5.16), we apply (5.4),
We use (5.1) to treat div(wψ 
Then applying the superapproximation property, the Schwarz inequality, and (2.2), we arrive at
Combining (5.14), (5.15) , (5.16), and (5.19) with the above three inequalities, we obtain
Substituting (5.20) into (5.13), we obtain
Thus, substituting (5.21) back into (5.20), we find that π p h 0,G h is also bounded above by the right hand side of (5.21). Therefore, from (5.7) we obtain
Applying Theorem 4.1 for the case that φ ∼ = p = 0 and G in place of G 0 , we finally arrive at 
Proof. Let G 0 G 1 ... G t+2 = G be concentric disks and apply Lemma 5.1 to each pair G j G j+1 to get
Combining these we obtain
While by A3, we can find We now state the main result of the paper.
is given so that (4.1) and (4.2) hold. Let t be a nonnegative integer. Then there exists a constant C depending only on Ω 1 , Ω 0 , and t, such that
with r 1 = min(k 1 + 1, m), r 2 = min(k 2 + 2, m), and k 1 , k 2 as in A1.
The theorem will follow easily from a slightly more localized version. Proof. Let G 0 G be further concentric disks strictly contained between G 0 and G and let G h be a union of elements which is strictly contained between G and G and for which properties A3 and A4 hold. Thus
together with G h π p = G h p. Then using Lemma 3.1 and A1 we have 
From (5.27), (5.28) and (4.1), (4.2) we find
We next apply Lemma 5.2 to φ 
In the light of (5.30), (5.29), and the above inequality, we have
Thus, we have proved the desired result for s = 1 . For s = 0, we just apply Theorem 4.1 to the disks G 0 and G and get 6. An example application. As an example, we apply our general result to the Stokes system when the domain is a non-convex polygon, in which case the finite element approximation does not achieve optimal convergence rate in the energy norm on the whole domain, due to the boundary singularity of the exact solution.
Assume that Ω is a non-convex polygon. Then it is known that the solution of the Stokes system satisfies
for s < s Ω , where s Ω is a constant which is determined by the largest interior angle of Ω [4] . For a non-convex polygonal domain we have 1/2 < s Ω < 1. The value of s Ω for various angles have been tabulated in [4] . For example, for an L-shaped domain, s Ω ∼ 0.544.
The MINI element was introduced by Arnold, Brezzi and Fortin [1] as a stable Stokes element with few degrees of freedom. Here the velocity is approximated by the space of continuous piecewise linear functions and bubble functions and the pressure is approximated by the space of continuous piecewise linear functions only. Globally we have Since 2s > 1, the finite element approximation achieves the optimal order of convergence rate in the energy norm in interior subdomains.
