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INTERSECTION COHOMOLOGY, MONODROMY, AND THE MILNOR FIBER
David B. Massey
Abstract. We say that a complex analytic space, X, is an intersection cohomology manifold if and only
if the shifted constant sheaf on X is isomorphic to intersection cohomology; this is quickly seen to be
equivalent to X being a homology manifold. Given an analytic function f on an intersection cohomology
manifold, we describe a simple relation between V (f) being an intersection cohomology manifold and the
vanishing cycle Milnor monodromy of f . We then describe how the Sebastiani-Thom isomorphism allows
us to easily produce intersection cohomology manifolds with arbitrary singular sets. Finally, as an easy
application, we obtain restrictions on the cohomology of the Milnor fiber of a hypersurface with a special
type of one-dimensional critical locus.
§0. Introduction
Suppose that X is a connected open neighborhood of the origin in Cn, where n > 2, and suppose
that f : X → C is (complex) analytic. Let p ∈ V (f) and let Ff,p denote the Milnor fiber of f at p.
In Theorem 8.5 of Milnor’s classic “Singular Points of Complex Hypersurfaces” [Mi], Milnor proved
that, if n 6= 3 and f has an isolated critical point at p, then the real link of V (f) at p is a topological
sphere if and only if the identity minus the (Milnor) monodromy, acting onHn−1(Ff,p; Z), is invertible
over Z.
Milnor’s proof can easily be used in the case where f may have non-isolated critical points; in this
setting, Milnor’s proof shows that V (f) is an integral cohomology manifold (or integral homology
manifold) if and only if, for all p ∈ V (f), the identity minus the monodromy, id−T˜f,p, acting on the
reduced cohomology of the Milnor fiber of f at p, H˜∗(Ff,p; k), induces isomorphisms (in all degrees).
This was demonstrated in 1977 by Randell [R]. Our version of this result appears in Theorem 2.2.
Let us work now over a base ring k which is actually a field (as opposed to working over Z).
The categorical implication of the previous paragraph is that V (f) is a k-cohomology manifold if
and only if the morphism id−T˜f , acting on the vanishing cycles φf [−1]k•X [n], is an isomorphism in
the derived category Dbc(V (f)) and, hence, an isomorphism in the full subcategory Perv(V (f)) of
perverse sheaves on V (f). This leads one to ask: is saying that an analytic space Y is a cohomology
or homology manifold equivalent to some nice statement in the category Perv(Y )?
As Borho and MacPherson showed in [B-M] and as we recall in Theorem 1.1, the answer to the
above question, is “yes”. In fact, the axiomatic characterization of intersection cohomology in terms of
the support and co-support conditions implies immediately that an m-dimensional complex analytic
space Y is a k-cohomology manifold if and only if the shifted constant sheaf k•
Y
[m] is isomorphic to
the (middle perversity) intersection cohomology complex IC•
Y
. Here, by intersection cohomology, we
mean that we are using the indexing which places possibly non-zero cohomology only in non-negative
degrees, i.e., if Y were a purelym-dimensionalmanifold, then IC•
Y
would be isomorphic to the shifted
constant sheaf k•
Y
[m].
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What is the importance of k•
Y
[m] being isomorphic to IC•
Y
? It is of great categorical importance,
for if Y is irreducible, then IC•
Y
is a simple object in the Abelian, locally Artinian category Perv(Y ).
Thus, if Y is irreducible, Y is a k-cohomology manifold if and only if k•
Y
[m] is a simple object in
Perv(Y ). As it is this categorical property of cohomology manifolds that we make use of throughout
our arguments, we prefer to refer to such spaces Y not as k-cohomology manifolds, but, rather, as
k-intersection cohomology manifolds (or k-IC• manifolds).
In Theorem 2.2, we demonstrate the usefulness of the categorical approach. We consider f : X → C,
but no longer require X to be smooth – instead, we allow X itself to be a k-IC• manifold. In
this generalized setting, we relate V (f) being a k-IC• manifold to id−T˜f being an isomorphism in
Perv(V (f)). The proof that we give is very short (though significant knowledge of the derived category
is required); moreover, the hypotheses of the theorem are as weak as possible and are natural from the
categorical point-of-view. Much of Theorem 2.2 could be proved along the lines of Milnor’s argument,
but the argument would be longer, special cases would be problematic, and the optimal hypotheses
would be difficult to arrive at.
Let us consider a simple, but not trivial, example: k = C, X = C2, and f : X → C is given by
f(xy) = xy. Let m denote the inclusion of the origin, 0, into V (f). Let jx (respectively, jy) denote
the inclusion of V (y) (respectively, V (x)) into V (f).
It is well-known that the reduced cohomology (with k-coefficients) of Ff,0 is non-zero only in degree
1, H˜1(Ff,0) ∼= C, and T˜ 1f,0 is the identity. Hence, φf [−1]C
•
X [2] is simply the extension by zero of the
constant sheaf at the origin, i.e., φf [−1]C•X [2]
∼= m!C•0
∼= m∗C•0, and id−T˜f = 0.
This agrees with Theorem 2.2, since
IC•
V (xy)
∼= jx! C
•
V (y)[1]⊕ j
y
! C
•
V (x)[1] 6
∼= C•V (f)[1].
There is another interesting aspect of this example. Consider the nearby cycles ψf [−1]C•X [2] and
their monodromy Tf . Then, the triple (id, Tf , T˜f) acts on the canonical short exact sequence of
perverse sheaves
0→ C•V (f)[1]→ ψf [−1]C
•
X [2]→ φf [−1]C
•
X [2]→ 0.
Since T˜f = id, it follows that (id−Tf)2 = 0. However, it is not difficult to prove that, in a much
more general setting, the image of id−Tf is isomorphic to φf [−1]C•X [2]. Thus, Tf 6= id. Therefore,
Tf = id+N , where N 6= 0 and N2 = 0.
This non-trivial nilpotent portion of Tf is related to a deep result of Gabber (see [Mac], §13).
Gabber’s result, applied to our current simple case, tells us that the existence of a non-trivial nilpotent
portion of Tf , when T˜f has no such non-trivial nilpotent piece, occurs precisely because V (xy) is not
an intersection cohomology manifold.
In Theorem 2.2, we make the above remark precise; we prove that V (f) is a k-IC• manifold if and
only if there is an isomorphism of pairs of complexes and automorphisms
(ψf [−1]k
•
X [n]; Tf )
∼= (k•
V (f)
[n− 1]⊕ φf [−1]k
•
X
[n]; id⊕T˜f).
This result tells us that, while, in general, there may be extra structure present in the nearby cycles
and their monodromy, in the case where V (f) is a k-IC• manifold, one may as well simply study the
vanishing cycles and their monodromy.
Of course, the reader may suspect that if V (f) has non-isolated singularities, then V (f) would
almost never be a k-IC• manifold. In fact, by combining Theorem 2.2 with the Sebastiani-Thom
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Theorem ([S-T], [O], [Sa], [N1], [N2], [Mas4], [Sch]), we show in Theorem 3.2 that simple modifi-
cations of f will produce a sequence of functions, fj , whose zero loci are k-IC
• manifolds and whose
critical loci are isomorphic to the critical locus of f . (Here, by “critical locus”, we actually mean the
support of the vanishing cycles.) The modifications fj are so closely related to f that questions about
the vanishing cycles and monodromy for arbitrary functions f are reduced to the case where one may
assume that V (f) is an intersection cohomology manifold.
In Section 4, we give a simple “application” of the results of Sections 1 and 2 to line singularities.
Suppose that the domain of f is an open neighborhood of the origin in Cn and that f has a one-
dimensional critical locus through the origin. By selecting a linear form z0 so that f|V (z0) has an
isolated critical point at 0, we may define a family of isolated singularities ft := f|V (z0−t) . It is
unknown, in the general case, how to effectively calculate the cohomology of the Milnor fiber, Ff,0, of
f at the origin. (However, many very nice results are known; in particular, the work of Barlet in [B]
is very closely related to the results of this this paper.)
In Theorem 4.1, we recall that the reduced cohomology H˜n−2(Ff,0) is a monodromy-invariant
subspace of both H˜n−2(Ff0,0) and
⊕
ν H˜
n−2(Fft0 ,pν ), where the summation is over all irreducible
components ν of Σf through the origin and pν is any point in
◦
Bǫ∩ν∩V (z0− t0) for 0 < |t0| ≪ ǫ≪ 1.
As a corollary of Theorems 2.2 and 4.1, we conclude that if V (f0) is a k-intersection cohomology
manifold and V (ft0) is not, then H˜
n−2(Ff,0) is a proper subspace of
⊕
ν H˜
n−2(Fft0 ,pν ).
As an example of this last corollary, consider the Whitney umbrella, presented as nodes degenerating
to a cusp, given by f = z22 − z
3
1 − z0z
2
1 . As ft0 has a node at the origin, the shifted constant sheaf
on V (ft0) is not intersection cohomology; intersection cohomology would “count the origin twice”.
However, the shifted constant sheaf on V (f0) is intersection cohomology, since the cusp is a topological
manifold. Therefore, H˜1(Ff,0) is a proper subspace of
⊕
ν H˜
n−2(Fft0 ,pν )
∼= H˜1(Fft0 ,(t0,0))
∼= k, and
our corollary “explains” the well-known fact that H˜1(Ff,0) = 0.
We should remark here that our results are closely related to the work of many people from 15, 20,
or even 40 years ago. The results that we prove in Theorems 1.1, 2.2, and 3.2 are very closely related
to work of Milnor, Sebastiani and Thom, Goresky and MacPherson, Borho and MacPherson, Randell,
Barlet, Kashiwara, Malgrange, Sabbah, and, no doubt, others. By combining old results of these
mathematicians, we could arrive at many of our conclusions fairly quickly. Moreover, recent work of
Torrelli also yields some of our results. However, the proofs that we give here are extremely short
and do, of course, use background material that was developed during the 1980’s and early 1990’s.
Moreover, we need the statements of our theorems in the form and generality that we give.
We would like to thank Mark Goresky, Alberto Verjovsky, Tristan Torrelli, and Daniel Barlet for
making a number of helpful remarks.
§1. Intersection Cohomology Manifolds
Fundamental references for many of the tools used throughout this paper are [G-M1], [G-M2],
[G-M3], and [K-S].
Throughout this paper, we let X be an n-dimensional complex analytic space, and let f : X → C
be a complex analytic function. By intersection cohomology, we shall always mean middle perversity
intersection cohomology.
Fix a field k. Frequently one wishes to take k = Q or k = C; however, to detect torsion, one
may wish to take the finite fields k = Z/pZ. All cohomology in this paper is calculated with k-
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coefficients. We use field coefficients for two reasons: to make certain duality statements true, and so
that the category of perverse complexes of sheaves of k-modules (vector spaces) on X , Perv(X), is a
locally Artinian category in which the simple objects are extensions by zero of intersection cohomology
complexes on irreducible subvarieties with coefficients in an irreducible local system.
Below, it is convenient to adopt the convention that the empty set is a (−1) − dimensional k-
cohomology sphere. We let D denote the Verdier dualizing functor on the derived category Dbc(X).
The following theorem, over the rational numbers, is due to Borho and MacPherson [B-M]; the
proof over arbitrary fields remains the same, and all of the equivalences below are either in the
statement or the proof of Proposition 1.4 of [B-M]. We give our own proof of the theorem for the
sake of self-containment.
Theorem 1.1 ([B-M]). The following are equivalent:
1) X is a k-intersection cohomology manifold (i.e., IC•
X
∼= k•
X
[n]);
2) D
(
k•
X
[n]
)
∼= k•
X
[n];
3) for all x ∈ X, there is an isomorphism of stalk cohomology H∗
(
D
(
k•
X
[n]
))
x
∼= H∗
(
k•
X
[n]
)
x
;
4) X is a k-cohomology (or homology) manifold of real dimension 2n, i.e., for all x ∈ X, for all i,
Hi(X,X − {x}; k) = 0 unless i = 2n, and H2n(X,X − {x}; k) ∼= k;
5) for all x ∈ X, the real link of X at x is a (2n− 1)-dimensional k-cohomology sphere;
6) there exists a Whitney stratification, S, of X such that, for all S ∈ S, if d is the complex dimension
of S, then the real link of S is a (2(n− d)− 1)-dimensional k-cohomology sphere;
7) for all Whitney stratifications, S, of X, for all S ∈ S, if d is the complex dimension of S, then the
real link of S is a (2(n− d)− 1)-dimensional k-cohomology sphere;
Proof. Intersection cohomology is characterized by two conditions: the support and cosupport con-
ditions (see [G-M2]). The support condition is always satisfied by k•
X
[n] on an n-dimensional space.
In addition, the support and cosupport conditions are dual to each other when using field coeffi-
cients. Moreover, the support condition is a condition on stalk cohomology. Hence, 1), 2), and 3) are
equivalent.
Now, Hi
(
D
(
k•
X
[n]
))
x
∼= H−i+n(X,X−{x}) ∼= H−i+n(X,X−{x}), where the last isomorphism
holds since our coefficients are in a field. Thus, 3) and 4) are equivalent, whether we use homology
manifolds or cohomology manifolds.
Locally embed X , at x, into affine space and let Bǫ(x) denote a small closed ball, of radius ǫ,
centered at x, in the ambient space. Then, by excision,
H−i+n(X,X − {x}) ∼= H−i+n(Bǫ(x) ∩X,Bǫ(x) ∩X − {x}) ∼=
H˜−i+n−1(Bǫ(x) ∩X − {x}) ∼= H˜
−i+n−1(K
X,x
),
where K
X,x
denotes the real link of X at x. Thus, 4) and 5) are equivalent.
That 6) and 7) are equivalent follows from the equivalence of 1) and 5), and the fact that a complex
is the intersection cohomology complex if and only if the shifted restriction of the complex to normal
slices to Whitney strata yields intersection cohomology. 
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Remark 1.2. Mark Goresky has pointed out that we do not need complex analytic spaces or middle
perversity intersection cohomology for some of the implications in Theorem 1.1; if X is a reasonable
space (say, homeomorphic to a simplicial complex) and the shifted constant sheaf on X is isomorphic
to the intersection cohomology complex, with any perversity, then X is a k-homology manifold.
In [T], in the case where X is a local complete intersection, Tristan Torrelli gives another charac-
terization for X being a C–IC• manifold ; this characterization is in terms of the Bernstein functional
equation. See also Remark 2.4 for the hypersurface case.
Corollary 1.3. Suppose that X is an n-dimensional k-IC• manifold.
Then, every open subset of X is a k-IC• manifold, X is purely n-dimensional, and the irreducible
components of X are disjoint from each other.
Thus, for each irreducible component X0 of X, k
•
X0
[n] is a simple object in Perv(X0).
Proof. Conditions 3), 5), 6), and 7) of Theorem 1.1 are clearly local; hence, every open subset of a
k-IC• manifold is a k-IC• manifold.
If X had a component, X0, of dimension less than n, then at a generic (smooth) point of X0,
condition 5) of Theorem 1.1 would fail.
Let X1 be an irreducible component of X such that X1 ∩X −X1 6= ∅. Then there is a Whitney
stratification of X such that X1 ∩X −X1 is a union of strata. Let S be a top-dimensional stratum of
X1∩X −X1. Then, the real link of S has more than one connected component; this would contradict
7) from Theorem 1.1. 
Corollary 1.4. Let X and Y be arbitrary analytic spaces. Then, X × Y is a k-IC• manifold if and
only if X and Y are both k-IC• manifolds.
Proof. We believe that it is well-known that the product of homology manifolds is a homology manifold;
however, for lack of a convenient reference, we supply a proof. The technical results that we contained
in Corollary 2.0.4 of [Sch].
Let n and m denote the (global) dimensions of X and Y , respectively. Let πX and πY denote the
projections from X × Y onto X and Y , respectively. Then,
D(k•
X×Y
[n+m]) ∼= π∗XD(k
•
X [n])
L
⊗ π∗YD(k
•
Y [m]),
and so, for all (p, q) ∈ X × Y , for all i,
Hi
(
D(k•
X×Y
[n+m])
)
(p,q)
∼=
⊕
s+t=i
Hs
(
D(k•X [n])
)
p
⊗Ht
(
D(k•Y [m])
)
q
.
Using 3) from Theorem 1.1, it follows immediately that if X and Y are k-IC• manifolds, then so
is X × Y .
Now suppose that X × Y is a k-IC• manifold. By selecting p to be a smooth point on an n-
dimensional component of X , and allowing q to vary over Y , we find (again using 3) from Theorem
1.1) that Y must be a k-IC• manifold; the analogous argument implies that X must be a k-IC•
manifold. 
Remark 1.5. Since being a k-intersection cohomology manifold is a local property, Corollary 1.4
immediately implies that an analytic space which fibers locally trivially over a k-IC• manifold, with
a fiber which is also a k-IC• manifold, must itself be a k-IC• manifold.
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§2. Hypersurfaces and Vanishing Cycles
Recall that f : X → C is a complex analytic function. Let j denote the closed inclusion of V (f)
into X , and let i denote the open inclusion of X − V (f) into X . We must recall a number of basic
results in the derived category Dbc(X).
The composed functors Ri∗i
∗ and i!i
! take perverse sheaves to perverse sheaves. The shifted nearby
cycle functor ψf [−1] is a functor from Dbc(X) to D
b
c(V (f)) which takes perverse sheaves to perverse
sheaves. The nearby cycle monodromy Tf is a natural automorphism of the functor ψf [−1]. The
shifted vanishing cycle functor φf [−1] is a functor from Dbc(X) to D
b
c(V (f)) which takes perverse
sheaves to perverse sheaves. The vanishing cycle monodromy T˜f is a natural automorphism of the
functor φf [−1].
When the complex of sheaves, A•, under consideration is clear, we normally continue to write Tf
and T˜f for the morphisms Tf(A
•) : ψf [−1]A• → ψf [−1]A• and T˜f(A•) : φf [−1]A• → φf [−1]A•.
Let A• ∈ Dbc(X). There are four canonical distinguished triangles that we shall need:
(i) A• → Ri∗i
∗A• → j!j
![1]A•
[1]
−→ ;
(ii) j∗j
∗[−1]A• → i!i
!A• → A•
[1]
−→ ;
(iii) j∗[−1]A•
comp
−−−→ ψf [−1]A
• can−−→ φf [−1]A
• [1]−→ ;
and
(iv) φf [−1]A
• var−−→ ψf [−1]A
• pmoc−−−→ j![1]A•
[1]
−→ .
There are equalities var ◦ can = id−Tf and can ◦ var = id−T˜f . We let ωf denote the morphism
from j∗[−1]A• to j![1]A• given by pmoc ◦ comp. The octahedral lemma implies that the mapping
cones of ωf and id−T˜f are isomorphic; in particular, ωf is an isomorphism if and only if id−T˜f is an
isomorphism. We refer to ωf as the Wang morphism.
The triples (id, Tf , T˜f) and (T˜f , Tf , id) yield automorphisms of the distinguished triangles in (iii) and
(iv), respectively. In particular, if f is identically zero on X , then ψf [−1]A• = 0 and so φf [−1]A• ∼=
j∗A• ∼= j!A•, and T˜f is the identity.
Suppose now that A• is a simple object in Perv(X). If suppA• 6⊆ V (f), then the distinguished
triangles (i) and (ii) imply that j!j
![1]A• and j∗j
∗[−1]A• are in Perv(X) and, thus, j![1]A• and
j∗[−1]A• are in Perv(V (f)).
Lemma 2.1. Suppose that X is an n-dimensional k-IC• manifold.
If f does not vanish identically on any irreducible component of X, then j∗[−1]k•
X
[n] and j![1]k•
X
[n]
are perverse sheaves on V (f), which are Verdier dual to each other, and the image (in Perv(V (f)))
of id−Tf : ψf [−1]k•X [n]→ ψf [−1]k
•
X
[n] is isomorphic to φf [−1]k•X [n].
If f vanishes identically on an irreducible component X0 of X, then, when restricted to X0, id−T˜f :
φf [−1]k•X [n]→ φf [−1]k
•
X
[n] is the zero morphism and, hence, does not induce an isomorphism in any
stalk at a point of X0.
Proof. Suppose that f does not vanish identically on any irreducible component of X . As the
restriction of k•
X
[n] to each irreducible component ofX is a simple object, the perversity of j∗[−1]k•
X
[n]
INTERSECTION COHOMOLOGY, MONODROMY, AND THE MILNOR FIBER 7
and j![1]k•
X
[n] follows from the case discussed above of a simple perverse sheaf. As X is a k-IC•
manifold, D(k•
X
[n]) ∼= k•
X
[n], and so D(j∗[−1]k•
X
[n]) ∼= j![1]D(k•
X
[n]) ∼= j![1]k•
X
[n]. Since j∗[−1]k•
X
[n]
and j![1]k•
X
[n] are perverse sheaves, the distinguished triangles (iii) and (iv) above become short exact
sequences in Perv(V (f)) when we replace A• with k•
X
[n]. Thus, the morphism can is a surjection
and the morphism var is an injection. It follows that the image of id−Tf = var ◦ can is isomorphic to
φf [−1]k•X [n]. This proves the first statement.
Suppose that f vanishes identically on an irreducible component X0 of X . From the paragraphs
preceding the lemma, we know that, when restricted to X0, φf [−1]k•X [n]
∼= k•
X
[n] and that id−T˜f is
the zero morphism. This proves the second statement. 
Now we come to our main theorem, which relates the vanishing cycle monodromy to k-intersection
cohomology manifolds.
Theorem 2.2. Let X be an n-dimensional k-IC• manifold. The following are equivalent:
a) id−T˜f : φf [−1]k
•
X
[n]→ φf [−1]k
•
X
[n] is an isomorphism;
b) V (f) is a k-IC• manifold, and id−T˜f : φf [−1]k•X [n] → φf [−1]k
•
X
[n] is an isomorphism when
restricted to a generic subset of V (f);
c) the pairs of complexes and morphisms (ψf [−1]k•X [n]; Tf) and (k
•
V (f)
[n− 1]⊕φf [−1]k•X [n]; id⊕T˜f)
are isomorphic in Dbc(V (f)), i.e., there is an isomorphism θ : ψf [−1]k
•
X
[n]→ k•
V (f)
[n−1]⊕φf [−1]k•X [n]
such that θ ◦ Tf =
(
id⊕T˜f
)
◦ θ;
and, in these equivalent cases, V (f) contains no component of X, V (f) is purely (n− 1)-dimensional,
and the isomorphism in c) is an isomorphism in Perv(V (f)).
Proof. By Lemma 2.1, a) and b) both imply that V (f) contains no component of X . If ψf [−1]k•X [n]
∼=
k•
V (f)
[n − 1] ⊕ φf [−1]k•X [n], then, since ψf [−1]k
•
X
[n] and φf [−1]k•X [n] are perverse, it follows that
k•
V (f)
[n − 1] is perverse; as k•
X
[n] is perverse when restricted to each irreducible component, this
implies that V (f) cannot contain a component of X . Therefore, by Lemma 2.1, a), b), and c) all
imply that V (f) contains no component of X , V (f) is purely (n − 1)-dimensional, and j∗[−1]k•
X
[n]
and j![1]k•
X
[n] are perverse sheaves on V (f), which are Verdier dual to each other. In particular, if
the isomorphism in c) holds, then it is an isomorphism in Perv(V (f)).
Proof of a) =⇒ b): Suppose that id−T˜f is an isomorphism.
As id−T˜f is an isomorphism, the Wang morphism ωf : j∗[−1]k•X [n]→ j
![1]k•
X
[n] is an isomorphism.
Thus,
k•
V (f)
[n− 1] ∼= j∗[−1]k•
X
[n] ∼= j![1]k•
X
[n] ∼= D(j∗[−1]k•
X
[n]) ∼= D(k•
V (f)
[n− 1]).
By 2) of Theorem 1.1, V (f) is an (n− 1)-dimensional k-IC• manifold.
Proof of b) =⇒ a): Suppose that id−T˜f : φf [−1]k•X [n] → φf [−1]k
•
X
[n] is an isomorphism when
restricted to a generic subset of V (f), and V (f) is a k-IC• manifold.
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Since id−T˜f is an isomorphism on a generic subset of V (f), the Wang morphism ωf : j∗[−1]k•X [n]→
j![1]k•
X
[n] is an isomorphism on a generic subset of V (f). As V (f) is an (n − 1)-dimensional k-IC•
manifold, k•
V (f)
[n − 1] ∼= j∗[−1]k•
X
[n] is simple when restricted to each irreducible component of
V (f). As j![1]k•
X
[n] ∼= D
(
j∗[−1]k•
X
[n]
)
, j![1]k•
X
[n] is also simple when restricted to each irreducible
component of V (f). Thus, ωf must be an isomorphism on all of V (f), and, hence, so is id−T˜f .
Proof of a) =⇒ c): Assume a). As j∗[−1]k•
X
[n] is perverse, the canonical distinguished triangle (iii)
from the beginning of the section becomes a short exact sequence in the category of perverse sheaves
on V (f)
(†) 0→ k•
V (f)
[n− 1]
comp
−−−→ ψf [−1]k
•
X
[n]
can
−−→ φf [−1]k
•
X
[n]→ 0.
Recall that the variation natural transformation yields a morphism var : φf [−1]k•
U
[n]→ ψf [−1]k•
U
[n],
and can ◦ var = id−T˜f . Thus, var ◦ (id−T˜f)−1 yields a splitting of (†). Moreover, this splitting is
compatible with the morphism of (†) given by the triple (id, Tf , T˜f). The isomorphism of complexes
and automorphisms in c) follows.
Proof of c) =⇒ a): Assume c). As V (f) contains no component of X , the first statement of Lemma
2.1 implies that im(id−Tf) ∼= φf [−1]k•X [n]. On the other hand, the isomorphism of the complexes
and automorphisms implies that im(id−Tf ) ∼= 0⊕ im(id−T˜f). Therefore, im(id−T˜f) ∼= φf [−1]k•X [n].
As Perv(V (f)) is locally Artinian, it follows that id−T˜f is an isomorphism. 
Remark 2.3. The condition in Theorem 2.2.b that id−T˜f is an isomorphism when restricted to a
generic subset of V (f) may seem like a very strong, unusual condition. In fact, this condition is what
one expects to happen, for on the open set U := V (f)− supp
(
φf [−1]k•X [n]
)
, φf [−1]k•X [n] is zero and
thus (id−T˜f)|U is an isomorphism.
Consider, for example, the case where X is an open subset of Cn. If f is reduced, then φf [−1]k•X [n]
is zero on a generic subset of V (f), and so id−T˜f is an isomorphism on a generic subset of V (f). In
this case, one can prove the equivalence of a) and b) in Theorem 2.2 via the Wang sequence, precisely
as Milnor does in the isolated case in Chapter 8 of [Mi].
Suppose now that f is not reduced, and f = fα11 f
α2
2 . . . f
αk
k is the irreducible factorization of f at a
point p ∈ X . At a generic point qi ∈ V (fi), up to isomorphism, we have the case where f is a power
of a coordinate function, i.e., f = zαi0 . By taking a normal slice, we are reduced to considering the case
where f : C → C is given by f(z) = zαi . The Milnor fiber consists of αi points and the monodromy
Tf : k
αi → kαi is simply a cyclic permutation of the coordinates. Let ∆ denote the diagonal in kαi .
The map induced by id−T˜f is simply the automorphism of kαi/∆ induced by id−Tf . It is trivial
to show that this map is an isomorphism if and only if αi is not divisible by the characteristic of k.
Therefore, we conclude that if the characteristic of k does not divide the multiplicity of any component
of f , then id−T˜f is an isomorphism on a generic subset of V (f).
Remark 2.4. In the case where X is smooth, f is reduced, and k = C, Tristan Torrelli [T] uses the
language and techniques of D-modules to establish the same equivalence as we obtain in a) and b) of
our Theorem 2.2. Moreover, Torrelli includes one more condition which is equivalent to V (f) being a
C–IC• manifold: namely, that the reduced Bernstein polynomial of f has no integral root.
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The following topological result was suggested to us by Alberto Verjovsky. It says that in the
classical affine situation, if the singular set of the hypersurface V (f) is not too big, then we have a
fairly obvious generalization of the results of Milnor in Chapter 8 of [Mi].
Theorem 2.5. Let X be an open subset of Cn. Let s denote the dimension of the singular set ΣV (f),
and suppose that n− 1− s > 3. Then, the following are equivalent:
1) V (f) is an integral homology (or cohomology) manifold;
2) V (f) is a k-IC• manifold for k = Q (or C) and for k = Z/pZ for all primes p;
3) for all complex analytic Whitney stratifications of V (f), the real links of all strata are topological
spheres;
4) there exists a complex analytic Whitney stratification of V (f) such that the real links of all strata
are topological spheres;
5) V (f) is a topological manifold.
Proof. For all x ∈ X , the real link of X at x has the homotopy-type of a finite CW-complex and,
hence, the integral homology groups are finitely-generated. Therefore, the equivalence of 1) and 2)
follow from the Universal Coefficient Theorems, together with Theorem 1.1.
Certainly, 3) implies 4), and 5) implies 1).
Suppose that S is a Whitney stratum of X . Then, along S, X is locally a product of Euclidean
space with the cone on the real link of S. Hence, 4) implies 5).
We need to prove that 1) implies 3).
Assume that V (f) is an integral homology manifold, and let S be a Whitney stratification of V (f).
By the equivalence of 1) and 2), combined with Theorem 1.1, we find that the real link of each stratum
of S is an integral homology sphere.
The real link of a stratum is the real link of a point in the normal slice. As n − 1 − s > 3, when
we take the real link of a point in a normal slice to a singular stratum, that link will be at least
5-dimensional and will be simply-connected by Theorem 5.2 of [Mi].
Therefore, the real links of the strata are at least 5-dimensional and are homotopy-equivalent to
spheres. If we can show that the real links to strata are topological manifolds, then we will be finished
by the Generalized Poincar Conjecture (Theorem).
We prove this by contradiction. Let S ∈ S be a stratum of maximum dimension such that its real
link, K, is not a topological manifold. The link K is the transverse intersection of a small sphere in
the ambient space with a normal slice to V (f). This link inherits a Whitney stratification S ′ from S.
The links of strata of S ′ are precisely the links of the corresponding strata of S; by our maximality
assumption on S, the links of the strata of S ′ are topological spheres. The topology of K along a
stratum of S ′ is a product of Euclidean space with the cone on a sphere. Thus, K is a manifold; a
contradiction. 
§3. Suspending f
For j ∈ N, j > 2, let fj : X × C → C be given by fj(z, w) := f(z) + wj . We refer to fj as the
(j − 1)-fold suspension of f . We use this terminology because the homotopy-type of the Milnor fiber
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of fj at a point of (p, 0) ∈ V (f)×{0} is the one-point union of (j− 1) copies of the suspension of the
Milnor fiber of f at p; see the references below.
Our interest in suspending f stems from the Sebastiani-Thom isomorphism (see [O], [Sa], [S-T],
[N1], [N2], [Sch], [Mas4]), which implies that supp
(
φfj [−1]k
•
X×C
[n+1]
)
= supp
(
φf [−1]k•X [n]
)
×{0}
and, at a point (p, 0) ∈ V (f)× {0},
Hi
(
φfj [−1]k
•
X×C
[n+ 1]
)
(p,0)
∼= Hi
(
φf [−1]k
•
X
[n]
)
p
⊗ kj−1,
i.e.,
H˜n+i
(
F
fj,(p,0)
)
∼=
(
H˜n+i−1
(
Ff,p
))j−1
,
and that the action of T˜fj on the stalk cohomology of the vanishing cycles of fj is the tensor product
of the action of T˜f on the stalk cohomology of the vanishing cycles of f at p and the action on k
j−1
given by a cyclically permuting the coordinates of kj and modding out by the diagonal.
Definition 3.1. A point p ∈ V (f) is totally f -unipotent if and only if, at every point q ∈ V (f) near
p, and in all degrees i, if Hi
(
φf [−1]k•X [n]
)
p
6= 0, then the characteristic polynomial, char(T˜ i
f
)q
(t), of
the stalk of T˜f at q in degree i is a power of (t− 1).
Note that if p ∈ V (f)− supp
(
φf [−1]k
•
X
[n]
)
, then p is totally f -unipotent.
Theorem 3.2. Let X be an n-dimensional k-IC• manifold. Suppose that f does not vanish identically
on a component of X. Let p ∈ V (f). Let
J := {j ∈ N | j > 2, V (fj) is a k-IC
• manifold in a neighborhood of (p, 0)}.
Then, J is an infinite set. Moreover, if p is totally f -unipotent, then J = {j ∈ N | j > 2}.
In addition, if p is not totally f -unipotent, then N− J is also an infinite set.
Proof. First note that Corollary 1.4 implies that X × C is a k-IC• manifold.
Now, as supp
(
φfj [−1]k
•
X×C
[n+ 1]
)
= supp
(
φf [−1]k•X [n]
)
× {0} and since we are assuming that f
does not vanish identically on a component of X , the dimension of the support of φfj [−1]k
•
X×C
[n+1]
is, at most, n − 1. However, the dimension of each component of V (fj) is precisely n. Therefore,
id−T˜fj is an isomorphism when restricted to a generic subset of V (fj), and Theorem 2.2 implies that
V (fj) is a k-IC
• manifold if and only if id−T˜fj is an isomorphism on all of V (fj).
Since 1 is an eigenvalue of a linear operator over k if and only if 1 is an eigenvalue of the induced
linear operator over some extension of k, we may assume that k is algebraically closed.
Fix a Whitney stratification of X such that V (f) is a union of strata. Define a p-stratum to be a
stratum of this Whitney stratification which contains p in its closure. Let D be the set of v ∈ C such
that there exists x ∈ suppφf [−1]k
•
X
[n] such that x is in a p-stratum and v is an eigenvalue of the
stalk at x of the vanishing cycle monodromy in some degree. Then, by constructibility, D is a finite
set, and by the Monodromy Theorem (see [Cl], [Gr], [La], [Leˆ2]) D consists of roots of unity. Let E
the set of natural numbers q such that a primitive q-th root of unity is contained in D. Then, E is a
finite set.
Note that p is totally f -unipotent if and only if E = {1} or E = ∅.
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If E = ∅, then p 6∈ supp
(
φf [−1]k•X [n]
)
. Thus, for all j, (p, 0) 6∈ supp
(
φfj [−1]k
•
X×C
[n + 1]
)
, and
so, in a neighborhood of (p, 0), id−T˜fj induces isomorphisms on stalk cohomology (since the stalk
cohomology is zero). Therefore, Theorem 2.2 implies that J = {j ∈ N | j > 2}.
Suppose now that E 6= ∅.
By the Sebastiani-Thom Theorem, if j is relatively prime to each element of E, then the vanishing
cycle monodromy of fj does not have 1 as an eigenvalue in any stalk, and hence, by Theorem 2.2,
j ∈ J .
On the other hand, if p is not totally f -unipotent and j is a multiple of an element of E − {1},
then 1 will be an eigenvalue of the vanishing cycle monodromy T˜fj at points near (p, 0); thus, V (fj)
is not a k-IC• manifold. 
The trick above of adding a power of w in order to eliminate 1 as an eigenvalue of the monodromy
appears in [Leˆ1].
Example 3.3. Suspending functions is interesting even in the most basic case of the ordinary quadratic
singularity f : Cn → C given by f := z21 + · · · + z
2
n, which is an iterated suspension. The vanishing
cycle monodromy is given by the single map multiplication by (−1)n on H˜n−1(Ff,0) ∼= k.
When n = 2, one can simply see the two irreducible components which prevent the shifted constant
sheaf from being intersection cohomology. More generally, if n is even, the previous paragraph implies
that V (f) is not a k-IC• manifold, regardless of what the field k is.
If n is odd, then V (f) is a k-IC• manifold, provided that k does not have characteristic 2.
If k has characteristic 2, then the ordinary quadratic singularity never yields a k-IC• manifold,
except in the trivial case where n = 1.
The following is an easy corollary of Theorems 2.5 and 3.2.
Corollary 3.4. Let X be an open subset of Cn, and suppose that f = f(z) is reduced at each point of
V (f). If V (f) is an integral homology manifold, then the subset of X×C2 given by V (f(z)+w21+w
2
2)
is a topological manifold whose (analytic) singular set is isomorphic to the singular set of V (f).
Proof. Let s denote the dimension of the singular set ΣV (f). As f is reduced, n − 1− s > 1. Thus,
(n+ 2)− 1− s > 3, and we are in a position to apply Theorem 2.5 to V (f(z) + w21 + w
2
2).
Suppose V (f) is an integral homology manifold. As we saw in the proof of Theorem 2.5, this
is equivalent to V (f) being a k-IC• manifold for k = Q and k = Z/pZ, for all primes p. By the
Sebastiani-Thom Theorem, at each point in the critical locus of f + w21 + w
2
2, the eigenvalues of the
vanishing cycle monodromy of f +w21 +w
2
2 are (−1)
2 = 1 times the eigenvalues of the vanishing cycle
monodromy of f . Thus, Theorem 2.2 and Remark 2.3 imply that V (f(z) + w21 + w
2
2) is an integral
homology manifold. The desired result now follows from Theorem 2.5. 
The reader should compare the above “double suspension” result with that of Cannon in [Ca].
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§4. One-Dimensional Critical Loci
For the sake of concreteness and ease of notation, we assume throughout this section that X = U
is a connected open neighborhood of the origin in Cn, that f : U → C has a one-dimensional critical
locus through the origin, and that n > 3. Then, f is reduced at the origin, and the only possibly
non-zero reduced cohomology vector spaces of Ff,0 occur in degrees n− 2 and n− 1.
Select a linear form z0 so that f|V (z0) has an isolated critical point at 0, and define a family of
isolated singularities ft := f|V (z0−t) (throughout this section, we assume that our neighborhood U is
re-chosen as small as necessary). Fix a small t0 6= 0. In this section, we will show that if V (ft0)
is a k-IC• manifold and V (f0) is not, then there are restrictions on H˜
n−2(Ff,0) (and, hence, on
H˜n−1(Ff,0)). Note that f0 and ft0 are both reduced near the origin.
First we need to recall some fairly well-known background material.
Let P• denote the perverse sheaf
(
φf [−1]k•
U
[n]
)
|Σf
. Assume we are in a small enough neighborhood
of the origin so that P• is constructible with respect to {Σf − {0}, {0}}. Let ν be an irreducible
component of Σf . Let pν denote a point on ν − {0}. Then, P•|ν−0 [−1] is a local system with stalk
isomorphic to H˜n−2(Fft0 ,pν )
∼= k
◦
µν , where
◦
µν is the “generic Milnor number along ν” near 0. As
ν − 0 is homotopy-equivalent to a circle, P•|ν−0 [−1] is characterized by a monodromy automorphism
hν on H˜
n−2(Fft0 ,pν ). As T˜f induces an automorphism on the complex P
•, the Milnor monodromy
induced on each H˜n−2(Fft0 ,pν ) must commute with hν .
Let mˆ : {0} →֒ Σf denote the closed inclusion, and let lˆ : Σf − {0} →֒ Σf denote the open
inclusion. There is a canonical distinguished triangle (see (i) at the beginning of Section 2)
(†) mˆ!mˆ
!P• → P• → Rlˆ∗lˆ
∗P• → mˆ!mˆ
!P•[1].
The cosupport condition on the perverse sheaf P• implies that H−1(P•)0 = 0, and so the long exact
sequence on stalk cohomology obtained from (†) yields that there is an injection β given by the
following composition
β : H˜n−2(Ff,0) ∼= H
−1(P•)0 →֒ H
−1(Rlˆ∗ lˆ
∗P•)0 ∼= ⊕ν ker(id−hν) →֒
⊕
ν
H˜n−2(Fft0 ,pν ),
where β commutes with the respective Milnor monodromies. This injection was first proved by Siersma
in [Si].
Theorem 4.1. The vector space H˜n−2(Ff,0) injects into both H˜
n−2(Ff0,0) and
⊕
ν H˜
n−2(Fft0 ,pν ) by
inclusions which commute with the actions of the respective Milnor monodromies.
If dim H˜n−2(Ff,0) =
∑
ν
◦
µν , then each hv is the identity, and the eigenspaces of the Milnor mon-
odromy on
⊕
ν H˜
n−2(Fft0 ,pν ) inject into the corresponding eigenspaces of the Milnor monodromy on
H˜n−2(Ff0,0).
Proof. The discussion above, especially the definition of the injection β, tells us that H˜n−2(Ff,0)
injects into
⊕
ν H˜
n−2(Fft0 ,pν ) by an inclusion which commutes with the actions of the respective
Milnor monodromies.
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The Main Theorem of [Mas2] implies that H˜n−2(Ff,0) injects into H˜
n−2(Ff0,0) by an inclusion
which commutes with the actions of the respective Milnor monodromies.
If dim H˜n−2(Ff,0) =
∑
ν
◦
µν , then β must be an isomorphism. Hence, the second statement follows
immediately from the first statement. 
Corollary 4.2. If V (ft0) is not a k-IC
• manifold, and V (f0) is, then dim H˜
n−2(Ff,0) <
∑
ν
◦
µν .
Proof. If V (ft0) is not a k-IC
• manifold, then, by Theorem 2.2, the Milnor monodromy on at least
one of the H˜n−2(Fft0 ,pν ) must have 1 as an eigenvalue. However, if V (f0) is a k-IC
• manifold, then
Theorem 2.2 implies that 1 is not an eigenvalue of the Milnor monodromy on H˜n−2(Ff0,0). It follows
at once from Theorem 4.1 that dim H˜n−2(Ff,0) <
∑
ν
◦
µν . 
§5. Questions and Remarks
Corollary 4.2 is an interesting little result. It leads one to ask the following more general question:
Question. If f has a one-dimensional critical locus at the origin, and dim H˜n−2(Ff,0) =
∑
ν
◦
µν , does
it follow that the critical locus is itself smooth and that f defines a family of isolated singularities
with constant Milnor number?
In fact, the example of f := (y2 − x3)2 + w2 shows us that, in general, the answer to the above
question is “no”. However, if all of the components of the critical locus of f are smooth at the origin,
then we have showed in a recent paper [L-M], with Leˆ D. T., that the answer to the above question
is “yes”.
We were trying to answer the above question when we proved most of the results of this paper.
We hoped that, by suspending f , we could reduce ourselves to the case where V (f) is an intersection
cohomology manifold, and that we could then make effective use of the nice categorical property of
intersection cohomology: namely, that the simple objects in the locally Artinian category of per-
verse sheaves are precisely the intersection cohomology complexes on irreducible subvarieties with
coefficients in irreducible local systems.
One might also hope to gain more information by considering the nearby cycles ψf [−1]k•
U
[n] instead
of the vanishing cycles φf [−1]k•
U
[n]. Theorem 2.2 tells us that the nearby cycles may contain inter-
esting structure that is not present in the vanishing cycles precisely when V (f) is not an intersection
cohomology manifold. Thus, it may be useful to suspend f in such a way that we do not have that
V (f) is is an intersection cohomology manifold; this is one of the reasons that we look at the set N−J
is Theorem 3.2.
Consider, for instance, a basic example which shows that the nearby cycles are “more interesting”
than the vanishing cycles when V (f) is not an intersection cohomology manifold; let f : C2 → C be
given by f(x, y) = x2 + y2. As we saw in Example 3.3, the monodromy map T˜f on the vanishing
cycles is simply the identity in this case. Does this imply that the monodromy map Tf is also the
identity map? No. Recall that, in Perv(V (f)), the image of id−Tf is isomorphic to the vanishing
cycles. Thus, if the vanishing cycles are non-zero, then Tf is not the identity. However, it is true that
if T˜f = id, then (id−Tf)2 = 0.
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