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Summary
In real environments, microphones record not only the target speech signal, but also
other available sources, the room acoustic effects and background noise. Hence, for
many applications, including automatic speech recognition, hearing aids, cochlear im-
plants, and human machine interaction, it is desirable to extract the target speech from
the noisy convolutive mixture of multiple sources.
There are two major approaches for speech source separation. One group of algorithms
is known as blind source separation (BSS) and is based on the statistical properties
of the signals. The other group is known as computational auditory scene analysis
(CASA) which is inspired by the human auditory system. Using either approach, a
voice may be extracted by applying a mask to a time-frequency representation of the
noisy reverberant mixted signal. In this thesis, these two groups of techniques are
studied, compared and combined based on two state of the art algorithms. For the
BSS approach, a frequency-dependent mixing vector (MV) is estimated and exploited
to form a probabilistic mask. In the CASA approach, binaural cues such as interaural
time difference (ITD) and interaural level difference (ILD) are calculated and applied
to estimate a different probabilistic mask. Since the BSS approach performance is poor
in high reverberation and CASA approach fails to separate the sources close to each
other, experiments were conducted to test to their combination.
The results show significant improvement in source separation under various conditions.
However, the mechanism for this improvement was not clear at the first glance. The
methods are studied and show that the MV based algorithm works better when the
sources are close to each other. On the other hand, binaural cues yield better perfor-
mance in the presence of reverberation. Consequently, these two major approaches give
complementary improvements under adverse conditions.
High reverberation still degrades the performance of our source separation algorithm.
Therefore, the precedence effect was considered as a means to tackle reverberation. In
our algorithm, time-frequency regions dominated by direct sound are identified based
on the interaural coherence. The results demonstrate a further significant improvement
in performance.
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(CASA), mixing vector (MV), binaural cues, convolutive mixtures, probabilistic model,
soft mask, precedence effect, speech enhancement, reverberation.
Email: a.alinaghi@surrey.ac.uk
WWW: http://www.eps.surrey.ac.uk/
Acknowledgements
I would like to thank my supervisor Dr. Philip JB Jackson who has given me an excel-
lent opportunity to work with him; provided continual support, advice and guidance
throughout my research. I would also like to express my deepest appreciation to my
co-supervisor Dr. Wenwu Wang for his kind behaviour and support throughout my
PhD studies. I would also like to extend my gratitude to the Centre for Visual, Speech
and Signal Processing (CVSSP) for providing my scholarship during my candidature. I
am grateful to my friends and colleagues in the centre for their invaluable help. Special
thanks to my wonderful family, words cannot describe how much love and their support
means to me. I thank my lovely mother and my kind late father who were encourag-
ing and supporting me emotionally throughout my studies. Also special thanks to my
very close friends Fatemeh Tahavori, Alaleh Rashidnasab, Martin Klaudiniy and Karel
Lebada for their support which enabled me to focus on my thesis. Last but never least,
all this would never have been possible without my faith in ALLAH, who I believe gave
me the strength, power and knowledge I needed. Thank you.
List of Figures
1.1 A simplified scenario of the cocktail party problem with two speakers
and one mixture recording. . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Schematic diagram for the model introduced by Jeffress [78]. A dual
delay line is illustrated with different delays applied to the signals before
adding for each output. Each output will be activated when both inputs
arrive at the same time with time delays compensating for the original
delay between the left and right signals. Consequently, each output
position corresponds to a specific delay known as place theory. . . . . . 12
2.2 Schematic diagram for a typical BSS system with two sources and two
mixtures. Unknown source signals: s, observed signals: x, estimated
signals: y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Illustration of probability distribution functions with varying kurtosis
values. The solid curve represents a Gaussian curve, the dotted curves
are leptokurtic (K > 0) or platykurtic (K < 0). . . . . . . . . . . . . . . 20
2.4 Room impulse response of a room with T60 = 0.89 s. . . . . . . . . . . . 30
2.5 The waveform of one utterance from TIMIT data set (top) and the re-
verberant version of the same signal (bottom). . . . . . . . . . . . . . . 32
2.6 The spectrogram of one utterance from TIMIT data set (top) and the
reverberant version of the same signal with T60 = 0.89 s (bottom). . . . 33
3.1 Block diagram of the proposed algorithm. The two recorded mixtures,
l(t), and r(t), are transformed to the time-frequency domain and three
different features, ILD, IPD and MV are extracted from each T-F unit.
The likelihood of each source being dominant based on each cue is es-
timated to obtain the final soft mask. The mask is then applied to the
mixture spectrograms to extract the sources. . . . . . . . . . . . . . . . 40
3.2 Measuring the distance between each normalized and whitened data
point, z, and the subspace spanned by mixing vector, ai(f). Two-
dimensional real vector space is presented for simplicity [146]. . . . . . . 45
i
List of Figures ii
3.3 Two random sparse sources in time, s1, and s2, mixed together with a
simple mixing matrix and added noise to generate two mixtures, x1, and
x2. Note that the axis labels are inside the graphs to reduce the size of
figures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Scatter plots of (a) the generated mixtures (observation vectors), (b)
observation vectors after normalization, (c) observation vectors after
whitening and normalization, with a1 and a2 representing the two nor-
malized and whitened MVs. . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 The joint probability of source i and time delay τ , pi,τ for three sources
positioned at −20◦, 0, and +20◦ azimuths, respectively. Each source
corresponding time delay, τi, is estimated by PHAT histogram. Then
normal distributions with variance of one sample (1/fs second) are con-
sidered around more probable time delays. . . . . . . . . . . . . . . . . . 55
3.6 An example PHAT histogram for three sources positioned at −20◦, 0,
and +20◦ azimuths, respectively. Each source corresponding time delay,
τi, is estimated where the histogram peaks shown as samples −2.5, 0,
and 2.5, corresponding to −0.16 ms, 0, and +0.16 ms time delay between
left and right ears, respectively. . . . . . . . . . . . . . . . . . . . . . . . 56
3.7 Set-up configuration. Source 1 is placed in front of the microphones and
source 2 at θo clockwise to the central line of the microphones pair. . . . 60
3.8 Performance of the Mandel method [104] (solid bar), and proposed al-
gorithm (white bar) with all possible model complexities averaged over
15 different mixtures in 4 rooms (except anechoic) and 6 different con-
figurations (15◦, 30◦, 45◦, 60◦, 75◦, 90◦), 360 mixtures, for the determined
(2-source) case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.9 Time-frequency representation of (a) the target (at 0◦), (b) the interfer-
ence (at 15◦) and (c) the mixture for T60 = 0.3 s. . . . . . . . . . . . . . 68
3.10 Estimated masks to recover the target signal from the mixtures applying
(a) Mandel et al., (c) our proposed algorithm to extract (b) the target
spectrogram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.11 SDR improvement by our proposed method against Mandel et al. algo-
rithm for the chosen mode ΘG11 . . . . . . . . . . . . . . . . . . . . . . . 70
3.12 SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in anechoic conditions, (a) 2-source
and, (b) 3-source case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.13 SDR of the recovered target source averaged over 15 mixtures with mode
ΘG11, at each angular displacement in 2-source case, (a) room A with
T60 = 0.32s, (b) room B with T60 = 0.47s, (c) room C with T60 = 0.68s
and (d) room D with T60 = 0.89s. . . . . . . . . . . . . . . . . . . . . . . 72
3.14 SDR of the recovered target source averaged over 15 mixtures with mode
ΘG11, at each angular displacement in 3-source case: (a) room A with
T60 = 0.32s, (b) room B with T60 = 0.47s, (c) room C with T60 = 0.68s
and (d) room D with T60 = 0.89s. . . . . . . . . . . . . . . . . . . . . . . 74
List of Figures iii
3.15 SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in anechoic conditions, with 10 dB
spatially diffuse noise corruption, (a) 2-source and, (b) 3-source case. . . 77
3.16 SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in anechoic conditions, with 20 dB
spatially diffuse noise corruption, (a) 2-source and, (b) 3-source case. . . 78
3.17 SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in room C, with 10 dB spatially diffuse
noise corruption, (a) 2-source and, (b) 3-source case. . . . . . . . . . . . 79
3.18 SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in room C, with 20 dB spatially diffuse
noise corruption, (a) 2-source and, (b) 3-source case. . . . . . . . . . . . 80
4.1 Histograms of ∠Z1 +∠Z2 and ∠Z1 −∠Z2 for T-F samples at frequency
3.85 kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2 2D representation of the observation vectors in frequency channel = 3.85
kHz after normalization and whitening on (a) a unit cylinder wall, and
(b) unwrapped 2D plane, for two different sources at 0◦ and 10◦ azimuths. 86
4.3 Scatter plots and probability contours (dashed lines) for sources in room
A at 0◦ in ◦ and 10◦ in △ with decision boundaries shown by solid lines
based on (a) mixing vectors and (b) binaural cues in frequency f = 3.85
kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4 Scatter plots and probability contours (dashed lines) for sources in room
A at 0◦ in ◦ and 80◦ in △ with decision boundaries shown by solid lines
based on (a) mixing vectors and (b) binaural cues in frequency f = 3.85
kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5 The difference between the KL divergences obtained respectively from
the MV and binaural models is shown here. The KL divergence between
the two source models is calculated based on binaural cues and mixing
vectors in room A with T60 = 0.32 s where one source is at 0
◦ and the
second source is at (a) 10◦ and (b) 80◦. . . . . . . . . . . . . . . . . . . 91
5.1 Time-frequency representation of (a) an utterance saying ’Lots of foreign
movies have subtitles’ in [dB], (b) the direct-to-reverberant-ratio based
on the spoken utterance and reverberant signal in room D with T60 =
0.89 s, and (c) the interaural coherence between left and right reverberant
recordings ranging from 0 to 1. . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Time-frequency representation of (a) the mixture of a target at 0◦ and
an interference at 40◦ in the room D with T60 = 0.89 s, (b) the interaural
coherence between left and right recordings ranging from 0 to 1, and (c)
the target utterance with no reverberation. . . . . . . . . . . . . . . . . 106
List of Figures iv
5.3 (a) Time domain representation of an utterance saying: ”They remain
life long friends and companions.” with no reverberation, and (b) Av-
erage IC over frequencies calculated using the left and right recorded
mixtures of the target at 0◦ and an interference at 40◦ in the room D
with T60 = 0.89 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4 SDR of the recovered target source from (a) determined (2src) and (b)
underdetermined (3src) mixtures in room D with T60 = 0.89s with in-
terfering sources positioned at different azimuth angles. . . . . . . . . . 111
List of Tables
3.1 Room acoustical properties in initial time delay gap (ITDG), direct-to-
reverberant ratio (DRR) and reverberation time T60 [67]. . . . . . . . . 62
3.2 SDR for different model complexities, separating two speakers in simu-
lated room with T60 = 0.45s, averaged over 15 different mixtures and 6
different separation angles from 15o to 90o. (Maximum values are in bold) 65
3.3 Results of the baseline methods and proposed method for anechoic, X,
and reverberant mixtures with the average over A, B, C and D in SDR
[dB]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4 Results of the baseline methods and proposed method for anechoic, X,
and reverberant mixtures with the average over A, B, C and D in PESQ. 76
4.1 KL-divergence between the clean and noisy signal models for three dif-
ferent cues and two types of noise averaged over all frequencies. . . . . 94
5.1 Results of the baseline methods and proposed method without (WP =
WL =WB = 1) and with weighting (WP = 0.8,WL = 0.1,WB = 0.5) for
anechoic, X, and reverberant mixtures with the average over rooms A,
B, C and D, in SDR [dB]. . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2 Results of the baseline methods and proposed method without (WP =
WL = WB = 1) and with weighting (WP = 0.8,WL = 0.1,WB = 0.5)
for anechoic, X, and reverberant mixtures with the average over A, B, C
and D in PESQ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 Results of baseline methods, the proposed method without weighting
(WP = WL = WB = WC = 1) and with weighting (WP = 0.8,WL =
0.1,WB = 0.5,WC = 1) and with precedence effect (β = 0.5) for rever-
berant mixtures, with the average over A, B, C and D in SDR [dB]. The
garbage source was considered to tackle reverberation in Mandel and
proposed methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.4 Results of the proposed method with weighting (WP = 0.8,WL = 0.1,WB =
0.5,WC = 1), garbage source and precedence effect for reverberant 2-
source mixtures, with various values for β in SDR [dB]. . . . . . . . . . 112
v
Contents
List of Figures i
List of Tables iv
Acronyms and Mathematical Symbols ix
List of Publications xv
1 Introduction 1
1.1 Problem Description and Motivation . . . . . . . . . . . . . . . . . . . . 1
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Background and Literature Survey 5
2.1 Cocktail Party Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Sound Source Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Computational Auditory Scene Analysis . . . . . . . . . . . . . . . . . . 6
2.3.1 Auditory Scene Analysis or How Do Humans Segregate Speech
Sounds? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.2 Monaural Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.3 Binaural Cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.4 Integration of Monaural and Binaural Cues . . . . . . . . . . . . 14
2.3.5 Time-Frequency Masking . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Blind Source Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.1 ICA for Instantaneous Determined Mixtures . . . . . . . . . . . . 18
2.4.2 Underdetermined Case and Sparse Representation . . . . . . . . 20
2.4.3 Convolutive Mixtures in Reverberant Environments . . . . . . . 24
vi
Contents vii
2.4.4 Model based Approaches . . . . . . . . . . . . . . . . . . . . . . 28
2.4.5 Non-negative Matrix/Tensor Factorization . . . . . . . . . . . . . 28
2.5 Distortion Due to Room Reverberation . . . . . . . . . . . . . . . . . . . 29
2.5.1 Characteristics of Reverberation . . . . . . . . . . . . . . . . . . 29
2.5.2 Approaches for Reverberation Suppression . . . . . . . . . . . . . 34
2.6 Distortion Due to Background Noise . . . . . . . . . . . . . . . . . . . . 35
2.6.1 Conventional Methods for Noise Reduction . . . . . . . . . . . . 35
2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3 Integrating Mixing Vector in Statistical Mixture Model and Binaural
cues in CASA Approach 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Observations in Time and Frequency Domain . . . . . . . . . . . . . . . 41
3.3 Source Separation based on Statistical Mixture Model . . . . . . . . . . 44
3.4 Source Separation based on Binaural Cues . . . . . . . . . . . . . . . . . 48
3.5 Source Separation based on Joint Mixing Vector (MV) and Binaural cues 50
3.6 Expectation-Maximization Implementation . . . . . . . . . . . . . . . . 52
3.7 Practical Implementation Issues of the Proposed algorithm . . . . . . . 54
3.7.1 Dealing with Permutation Problem and Initialization . . . . . . . 54
3.7.2 Pseudocode of the Proposed Algorithm . . . . . . . . . . . . . . 57
3.8 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.8.1 Data Source Selection . . . . . . . . . . . . . . . . . . . . . . . . 57
3.8.2 Room Impulse Response Selection . . . . . . . . . . . . . . . . . 57
3.8.3 Mixture Generation with Different Configurations . . . . . . . . 61
3.8.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.9 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.9.1 Model Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.9.2 Preliminary Results with Simulated Data . . . . . . . . . . . . . 66
3.9.3 Anechoic Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.9.4 Reverberant Conditions . . . . . . . . . . . . . . . . . . . . . . . 70
3.9.5 Spatially Diffuse Noise . . . . . . . . . . . . . . . . . . . . . . . . 75
3.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Contents viii
4 Comparison between Complex Mixing Vector as in Statistical Mixture
Models and Binaural Cues 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2 Complex Mixing Vector Representation . . . . . . . . . . . . . . . . . . 83
4.3 Closely Spaced Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4 High Reverberation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5 Weighted and Interaural Coherence Cue to Tackle Reverberation 96
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2 Weighted Cue Likelihoods . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3 Cue Weighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.4 Interaural Coherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.5 Probabilistic T-F Assignment with EM Algorithm . . . . . . . . . . . . 105
5.6 Experiments and results . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6 Conclusions and Future Research 113
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
References 116
Acronyms and Mathematical
Symbols
List of Acronyms
Acronym/Abbreviation Meaning
AM Amplitude Modulation
APSD Auto-Power Spectral Density
ASR Automatic Speech Recognition
BD Blind Dereverberation
BRIR Binaural Room Impulse Response
BSS Blind Source Separation
CASA Computational Auditory Scene Analysis
CPP Cocktail Party Problem
CPSD Cross-Power Spectral Density
DFT Discrete Fourier Transform
DOA Direction Of Arrival
DUET Degenerate Unmixing Estimation Technique
EM Expectation-Maximization
EVD EigenValue Decomposition
FM Frequency Modulation
GMM Gaussian Mixture Model
IBM Ideal Binary Mask
IC Interaural Coherence
ICA Independent Component Analysis
ILD Interaural Level Difference
IPD Interaural Phase Difference
ISTFT Inverse Short Time Fourier Transform
ITD Interaural Time Difference
KL Kullback Leibler
ML Maximum Likelihood
MMSE Minimum Mean Squared Error
MOS Mean Opinion Score
MV Mixing Vector
NMF Non-negative Matrix Factorization
NTF Non-negative Tensor Factorization
ix
Contents x
PDF Probability Density Function
PESQ Perceptual Evaluation of Speech Quality
PHAT PHAse Transform
PSD Power Spectral Density
RIR Room Impulse Response
RT Reverberation Time
SDR Signal to Distortion Ratio
SNR Signal to Noise Ratio
SRR Signal to Reverberation Ratio
STFT Short Time Fourier Transform
TDOA Time Difference of Arrival
T-F Time-Frequency
Contents xi
List of Symbols
A Mixing matrix
ai(f) Estimated mixing vector (MV)
B De-mixing matrix
C(f) Covariance matrix of observations
D(f) The diagonal matrix of eigenvalues of C(f)
f Frequency bin index
F Number of frequency bins
hki The room impulse response (RIR) from
- source i to microphone k
H(y) Entropy of y
H(yi) Marginal entropy
H Hermitian (conjugate) transpose
Hki(f) Room transfer function from source i to the microphone k
hi The mixing vector (MV)before whitening and normalization
L(Θ) The log-likelihood of the observations
L(m, f) The left signal transformed into time-frequency domain
l(t) The left recorded signal in the time domain
M1 Ideal binary mask in time-frequency domain
m Time frame index
Nak (f) Fourier transform of the additive noise at microphone k
N ck(f) Fourier transform of the convolutive noise at microphone k
nak Additive noise at kth microphone
Contents xii
nck Convolutive noise at kth microphone
pi(yi) Marginal probability density function
Q(f) The orthogonal matrix of the eigenvectors of C(f)
Ri(f) The covariance matrix of the observation vectors
R(m, f) The left signal transformed into time-frequency domain
r(t) The right recorded signal in the time domain
SAR The source-to-artefacts ratio
SDR The source-to-distortion ratio
SIR The source-to-interference ratio
SNR The source-to-noise ratio
Si(m, f) Fourier transform of the source signal xi(t)
S1 Target speech signal in time-frequency domain
S2 Interference speech signal in time-frequency domain
si The ith source signal in the time domain
T Number of time frames
T60 The reverberation time
t Discrete time index
W(f) The whitening matrix
WP Adjustable weight for IPD
WL Adjustable weight for ILD
WB Adjustable weight for MV
Xk(m, f) Fourier transform of the observation vector xk(t)
xk The signal recorded by the kth microphone in the time domain
x˜(m, f) Normalized observation vector
Contents xiii
x(m, f) The observation vector
y Estimated source signals in the time domain
z(m, f) Whitened and normalized observation vector
α The logarithmic level difference between the left and right signals
β The smoothing factor
Γl,r The coherence between left and right signals
γ2i Variance of the mixing vector (MV)
η2i (f) Variance of the ILD model
Θ Model parameters
κ() Kullback-Leibler (KL) divergence between two distributions
κMV (f) The KL divergences obtained from MV models
κBinaural(f) The KL divergences obtained from binaural models
∆κ(f) The difference between the KL divergences obtained from MV and
- binaural models
κnB(f) The KL divergence between the clean signal and
- noisy signal for MV models
κnP (f) The KL divergence between the clean signal and
- noisy signal for IPD models
κnL(f) The KL divergence between the clean signal and
- noisy signal for ILD models
µi(f) Mean value of the ILD model
νiτ (m, f) The probability of the source i at time delay τ
- being dominant at T-F unit (m, f)
Contents xiv
ξiτ (f) Mean value of the IPD model
σ2iτ (f) Variance of the IPD model
Φl, l(f) Auto-power spectral densitiy for left signal(APSD)
Φr, r(f) Auto-power spectral densitiy for left signal(APSD)
Φl, r(f) Cross-power spectral densitiy between left and right signals(CPSD)
φ Phase difference between left and right signals
ψiτ Gaussian Mixture Model (GMM) coefficients
List of Publications
Journal Articles
X. Chen, W. Wang, Y. Wang, X. Zhong, and A. Alinaghi, ”Reverberant speech sep-
aration with probabilistic time-frequency masking for B-format recordings.” Speech
Communication, Volume 68, Pages 41–54, 2015.
A. Alinaghi, P.J.B. Jackson, and W. Wang, ”Joint Mixing Vector and Binaural Model
Based Stereo Source Separation.” IEEE Transaction on Audio, Speech, and Language
Processing, Volume 53, Pages 524–539, April 2014.
Conference Papers
A. Alinaghi, P Jackson, and W. Wang, ”Comparison between the Statistical cues in BSS
techniques and Binaural cues in CASA approaches for reverberant speech separation”,
in Proc. IET International Conference on Intelligent Signal Processing (ISP 2013),
London, UK, December 3-4, 2013.
A. Alinaghi, W. Wang, and P.J.B. Jackson, ”Spatial and coherence cues based time-
frequency masking for binaural reverberant speech separation”, In Proc. IEEE Inter-
national Conference on Acoustics, Speech and Signal Processing (ICASSP), Vancouver,
Canada, May 2013.
A. Alinaghi, P.J.B. Jackson and W. Wang, ”Separation of underdetermined reverberant
speech mixtures by monaural, binaural and statistical cue combination”, In Proc. 9th
IMA International Conference on Mathematics in Signal Processing, Birmingham, UK,
December 2012.
A. Alinaghi, W. Wang and P.J.B. Jackson, ”Integrating binaural cues and blind source
separation method for separating reverberant speech mixtures”, In Proc. IEEE In-
ternational Conference on Acoustics, Speech and Signal Processing (ICASSP), Prague,
pp.209-212, May 2011.
V. Popa, W. Wang, and A. Alinaghi, ”Underdetermined Model-Based Blind Source
Separation of Reverberant Speech Mixtures using Spatial Cues in a Variational Bayesian
Framework”, in Proc. IET International Conference on Intelligent Signal Processing
(ISP 2013), London, UK, December 3-4, 2013.
X. Zhong, X. Chen, W. Wang, A. Alinaghi, and A.B. Premkumar, ”Acoustic Vector
Sensor Based Reverberant Speech Separation with Probabilistic Time-Frequency Mask-
ing”, in Proc. 21st European Signal Processing Conference (EUSIPCO), Marrakech,
Morocco, September, 2013.
xv
Contents xvi
X. Chen, A. Alinaghi, X. Zhong, and W. Wang, ”Acoustic Vector Sensor based Speech
Source Separation with Mixed Gaussian-Laplacian Distributions”, in Proc. 18th Inter-
national Conference on Digital Signal Processing (DSP), Santorini, Greece, July 1-3,
2013.
Conference abstract
A. Alinaghi, W. Wang and P.J.B. Jackson, ”Separation and enhancement of reverberant
speech mixtures using binaural cues, statistical properties and precedence effect”, In
Proc. UK Speech, p. 18 A, Birmingham, UK, December 2012.
A. Alinaghi, W. Wang and P.J.B. Jackson, ”Under-determined reverberant speech sep-
aration using binaural cues and blind source separation approach”, In Proc. Audis
Conference 2011: Signal Processing and Audiology From Front-end to Perception,
Southampton, UK, September 2011.
A. Alinaghi, W. Wang and P.J.B. Jackson, ”Blind separation of reverberant speech
mixtures (via statistical modeling of binaural cues and mixing vectors)”, In Machine
Listening Workshop (MLW 2010), Queen Mary University of London, UK, December
2010.
Chapter 1
Introduction
1.1 Problem Description and Motivation
Hearing aids, automatic speech recognition (ASR) and many other communication sys-
tems work fairly well when there is just one source with almost no echo, but their
performance degrades in situations where there are more speakers talking simultane-
ously or the reverberation is high. Therefore, it is highly desirable to localize and
separate the source signals as an auditory front-end, known as the cocktail party prob-
lem [30]. Interestingly, humans and other creatures like owls and bats have shown great
performance in source separation and localization. Barn owls can detect the prey in
darkness just by listening to the sounds [144]. People can also focus on one specific
speaker in the presence of other speakers or noise, showing an incredible ability to focus
on one source and cancel out the other speakers [62,63]. However, machine performance
is quite poor compared to human performance.
The main aim is to recover the source signals from the recorded mixtures in cocktail
party or multi-talker conditions. When there are more than one speaker talking si-
multaneously, the microphones record the signals coming from all different speakers.
Therefore, the available recorded signals known as mixtures contain energy from all
sources in the environment. Since the microphones are positioned in different loca-
tions, each recorded mixture contains the sources with different portions. One can be
interested in extracting one specific target or recovering all the different speech sources.
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One promising technique to address this problem is under the framework of blind source
separation (BSS) where the mixing process is generally described as a linear convolu-
tive model, and independent component analysis (ICA) [71,93] can then be applied to
separate the convolutive mixtures either in the time domain [31, 41, 42], in the trans-
form domain [2, 11,60,64,102,125,138,141, 181,196], or their hybrid [86,94], assuming
the source signals are statistically independent [11, 40, 102, 109, 122, 125]. Although
the convolutive BSS problem, i.e. separating unknown sources from their convolutive
mixtures, has been studied extensively, the separation performance of many developed
algorithms is still limited, and leaves much room for further improvement. This is
especially true when dealing with reverberated and noisy mixtures.
Another well known approach to tackle this problem is computational auditory scene
analysis (CASA) which is based on the human auditory system [174, 176]. The idea
is to represent the mixture signals in the time-frequency domain and employ different
cues such as fundamental frequency, onset-offset instances, interaural level difference
and/or interaural phase difference to label the time-frequency units and assign the
units dominated by each source to that source. Then the spectrogram of each source
can be obtained by applying a time-frequency mask to the mixture’s spectrograms
and inverting the T-F transformation. Figure 1.1 represents two sound sources being
recovered from a mixture signal.
1.2 Contributions
As mentioned earlier, there are two major groups of algorithms to perform sound source
separation known as BSS and CASA. The former one degrades in high reverberation
and has a permutation problem, while the latter one fails when the sources are close
to each other. Therefore, we proposed new algorithms to tackle these problems. The
major contributions of this thesis are summarized as follows:
1) An efficient algorithm is proposed for the blind separation of convolutive speech
mixtures. The proposed algorithm is a novel combination of binaural cues from the
CASA approach and statistical cues from the BSS approach. In this proposed method,
soft (probabilistic) time-frequency (T-F) masks are estimated to recover the source
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Figure 1.1: A simplified scenario of the cocktail party problem with two speakers and
one mixture recording.
signals from stereo recordings using both the mixing vectors (MV)s and binaural cues
in parallel. In this method, interaural level difference (ILD), interaural phase difference
(IPD), and frequency bin-wise MVs are modelled by Gaussian distributions for each
source and then evaluated at each T-F unit to calculate the posterior probability of that
source being active at that T-F unit. The model parameters and the assigned regions are
refined iteratively using the Expectation-Maximization (EM) algorithm. Results show
that the proposed algorithm improves significantly the separation performance over
two state-of-the-art algorithms employing either binaural or statistical cues. Moreover,
the proposed algorithm solves the permutation problem of frequency domain BSS by
initializing the masks based on binaural cues.
2) Two major approaches for sound source separation known as BSS and CASA are
studied and compared to investigate the strengths and weaknesses of these two ap-
proaches under various conditions. We show that the MV models representing the BSS
category seem to be more distinct compared to binaural cues in CASA approaches for
sources that are close to each other. Moreover, the binaural cues, and especially IPD,
are robust to convolutive noise introduced by reverberation while the MV models de-
viate due to high reverberation. These observations confirm the complementary role of
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spatial cues in statistical and binaural models under various conditions.
3) A new method is developed to suppress the room reverberation using interaural
coherence (IC). We show that the coherence between the left and right binaural record-
ings can provide extra information to label the T-F units from the sources, especially,
the T-F regions dominated by reverberation. The performance of the proposed method
shows a significant improvement in a highly reverberant room over the state-of-the-art
algorithms.
Chapter 2
Background and Literature
Survey
2.1 Cocktail Party Problem
One challenging issue in the audio community is to recognise what a person is saying
while others are speaking at the same time, named colloquially as cocktail party problem
(CPP) [30]. It is shown that humans have the ability to focus their attention on a single
speaker when multiple conversations, background interferences and noise are present
simultaneously. This astonishing listening ability might be related to the characteristics
of the human speech production system, the auditory system, or high-level perceptual
and language processing. The main question is: how do humans segregate speech
sounds, and is it possible to build a machine to do the task? What cues in the signal
are important for separating one voice from other conversations and background noise?
Can, and should, a machine use the same cues for the task, or can it use other acoustical
evidence that humans are not efficient at detecting?
Although there have been various studies addressing this cocktail party phenomenon
[12, 22, 23, 47], the CPP remains an open problem requiring further research. In the
following sections we address the CPP by considering three different types of distortions
due to interfering sound sources, reverberation and background noise.
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2.2 Sound Source Separation
A variety of methods have been proposed to deal with distortion due to interfering
sound known as sound source separation techniques. For example, the computational
auditory scene analysis (CASA) approach attempts to simulate the human auditory
system via mathematical modelling using computational means [174, 176]. Different
cues extracted from one recording known as monaural cues are exploited for source
separation using one recording. In addition to that, binaural cues such as interaural
time and level difference extracted from two recordings are used for source separation.
Integration of Monaural and Binaural cues is also addressed in the literature. The main
aim is to generate time-frequency masks to extract the source signals from the mixture
spectrograms.
Blind source separation (BSS) techniques are also used to address this problem by
many researchers [102,125,147,181]. BSS approaches are often based on the ICA tech-
nique assuming that the source signals coming from different speakers are statistically
independent [71, 93]. Another interesting approach is the sparse representation of the
sources for underdetermined cases [21, 130, 197]. Some model based approaches have
also been employed to address this problem [136, 167] Non-negative matrix factoriza-
tion (NMF) and its extension non-negative tensor factorization (NTF) have also been
applied to speech and music separation problems [151, 158, 172, 179]. The following
sections provide a detailed review of these techniques.
2.3 Computational Auditory Scene Analysis
The computational auditory scene analysis (CASA) approach attempts to simulate
the human auditory system via mathematical modelling using computational means
[174,176].
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2.3.1 Auditory Scene Analysis or How Do Humans Segregate Speech
Sounds?
In order to study CASA, we start by addressing auditory scene analysis (ASA) intro-
duced by Bregman in 1990 [22] which is about perceptual constancies in audition, and
how they relate to vision. The scene analysis in audition can be explained briefly as
assigning all the regions on the spectrogram that come from the same source to one
class (source). To perform this task, the perceived signals need to be decomposed into
sensory elements or segments, each of which should primarily originate from a single
source, in a stage known as segmentation. Then similar elements or segments which
are more likely from the same sound source or acoustic event will be grouped together
to generate an auditory stream in a precess named as grouping. To be qualified as a
stream a sound must be audible on its own which roughly corresponds to an object
in vision. Grouping can be done along the frequency or time known as spectral group-
ing and temporal grouping, respectively (these can also be named as simultaneous and
sequential integration) [34,174,176,177].
In general, there are two types of approaches for separation of the target signal in the
cocktail party environment in the context of CASA. The first one is called bottom-up
or primitive approach which is used for the segregation of the auditory scene into the
different components belonging to the different sound streams using different cues [22].
The second one is called schema-driven approach which uses the prior knowledge (e.g.
language grammar) of the unknown speech sources to separate the target signal from
the interference.
To study the ASA in more details, it is worth looking at different parts of the auditory
system. The auditory periphery is like a complex filter that receives sound vibrations
and converts the mechanical signals into the electrical spikes in the auditory nerves. The
cochlea in the inner ear which is filled with fluid can be considered as the main organ of
hearing. The coiled tube of the cochlea is divided along its length by two membranes,
the Reissner and the basilar membrane. The thickness and stiffness of the basilar
membrane varies along its length, so that each section of that vibrates at different
resonant frequency known as place theory [54, 111, 176]. However, for low frequency
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signals with larger periods the pitches (i.e. perceived harmonic frequencies) will overlap
and so can not be distinguished perfectly. Therefore, another theory, temporal theory,
is introduced which is based on the fact that neurons in auditory nerves are fired at a
specific phase of the signal at the same rate as the signal’s period [54, 111]. Since the
high pitches have very short periods, this phase locking mainly works for detecting low
frequencies with longer periods. Consequently, place and temporal theories explain the
human perception of the high and low pitches, respectively. According to these facts, it
is reasonable to study the signals in the time-frequency domain. Once the signals have
been transformed into the time-frequency domain, different ASA cues that characterize
intrinsic sound properties can be extracted known as monaural and binaural cues.
The former one can be extracted from single recording, while the latter one needs two
recorded signals.
2.3.2 Monaural Cues
The CASA systems are machine listening systems that aim to separate mixtures of
sound sources in the way that the human auditory system does. Although it is not
necessary to model the whole part of the human auditory system, some part of the pe-
ripheral auditory system can be modelled in order to pre-process the signals in CASA.
First of all a bank of band-pass filters, gammatone filters, can be applied to model
the basilar membrane frequency selectivity. This filter (gammatone) has non-linear
frequency scale with bandwidths (BW)s which vary proportionally to each centre fre-
quency (F). In other words, at low-frequencies the BWs are narrow, so that the individ-
ual harmonics are resolved while for high frequencies the BWs are broader resulting in
unresolved harmonics [85,176]. Consequently, we need to deal with low-frequency and
high-frequency signals differently. For low-frequency signals the fundamental frequency
is considered to group the segments according to periodicity. For high-frequency sig-
nals, the harmonics are unresolved and the segments are grouped according to common
amplitude modulation (AM) in addition to temporal continuity [66].
A main feature of each sound signal is its fundamental frequency which is perceived
as pitch [116]. Different methods have been introduced to estimate the fundamental
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frequency of a single source which can be modified for estimating the fundamental fre-
quencies of multiple sound sources recorded together [35]. Since the speech signals are
periodic, they can be represented in the frequency domain applying Fourier transform.
However, the fundamental frequency of such signals is not always easy to detect by
considering the first peak in the spectrum. There are some situations with missing
fundamentals. There are also cases that the harmonics are not equally spaced. There-
fore, Schroder [153] suggested a histogram based approach in which each harmonic is
divided by successive integers (2,3,4,..,) to give a group of frequencies containing the
fundamental (fn2 ,
fn
3 ,
fn
4 , ...). The largest frequency with highest occurrence will be the
fundamental frequency of the signal which can be detected as the rightmost of the
maximum values of the histogram of these calculated frequencies.
Another method uses the auto-correlation function to find the self-similarity across
time and so the fundamental period of the signal. According to the Wiener-Khinchine
theory the auto-correlation function (ACF) is the inverse Fourier transform (IFT) of
the power spectrum. Since the speech signals are real and so their power spectra are
symmetric, the convolution of spectrum with a series of cosine functions will give the
ACF. Inverse Fourier transform of a power spectrum |X(ω)|2 is expressed as follows:
IFT (|X(ω)|2) =
1
2pi
+∞∫
−∞
|X(ω)|2 exp(iωt)dω (2.1)
=
1
2pi
+∞∫
−∞
|X(ω)|2 cos(ωt) + i|X(ω)|2 sin(ωt)dω (2.2)
=
1
2pi
+∞∫
0
|X(ω)|2 cos(ωt) + i|X(ω)|2 sin(ωt)
+|X(−ω)|2 cos(−ωt) + i|X(−ω)|2 sin(−ωt)dω. (2.3)
Since both power spectrum and cos function are even and sin function is odd, the above
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equation can be written as follows:
IFT (|X(ω)|2) =
1
2pi
+∞∫
0
|X(ω)|2 cos(ωt) + i|X(ω)|2 sin(ωt)
+|X(ω)|2 cos(ωt)− i|X(ω)|2 sin(ωt)dω (2.4)
=
1
pi
+∞∫
0
|X(ω)|2 cos(ωt)dω. (2.5)
Therefore, it is enough to apply cosine functions to achieve inverse Fourier transform
of speech power spectrum. To make this approach more robust, the power spectra are
mapped into log-scale before applying the cosine transform which results in a cepstrum.
The cepstrum, defined as the power spectrum of the logarithm of the power spectrum,
has a strong peak corresponding to the pitch period of the voiced-speech segment [123].
When there are more than one speech signal it becomes even more difficult to estimate
the period of each signal, especially if some harmonics of one signal are proportional to
the harmonics of the other one.
Since the bandwidths of filters with a higher centre frequency are wider, more partials,
which are frequency components around the harmonics, will pass the filter at higher
frequencies. Consequently, the higher harmonics with intervals equal to F0 will inter-
fere, resulting in an amplitude modulated signal which has an envelope with frequency
equal to F0. Therefore, segments in the high-frequency range can be generated based
on common AM and temporal continuity. These segments are then grouped by com-
paring AM repetition rates with an estimated F0 of the target speech. To obtain the
AM repetition rate, first, the response of each channel is half-wave rectified and then
bandpass filtered to remove the DC component and harmonics except for the one cor-
responding to F0. Then the relative difference between the estimated instantaneous F0
and AM repetition rate is applied to label a time-frequency cell that is dominated by
target signal or interference [66].
Another monaural cue is onset synchrony which can be identified by sudden increase in
the signal amplitude. It is based on the fact that different speakers start at different time
instances allowing us to implement simultaneous integration of the streams. Amplitude
modulation (AM) and frequency modulation (FM) are other monaural cues which can
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be further investigated in future work.
Comparing various monaural cues, it can be conclude that fundamental frequency is
suitable for situations where the speakers are from different gender with different age
resulting in distinct fundamental frequencies. AM can be mainly applied to high fre-
quencies while FM is usually detectable at low frequencies and can be applied when
the harmonics do not overlap.
2.3.3 Binaural Cues
When there are two microphones to record the signals (similar to human ears), more
information about the sources and their locations can be extracted known as binaural
cues [81, 107, 139, 142, 176]. The intensity and the time difference between the two
recorded signals are related to the direction of sound source which can be applied
for speech segregation [143]. For example when a sound signal comes from the right
hand side, it reaches the nearest (right) ear with a higher intensity relative to the
other one. It is mainly because the head works like an obstacle preventing the sound
wave from arriving at the left ear with equal intensity. This interaural level difference
(ILD) is mainly considerable for high frequency waves (> 4 kHz) for which the head
casts a significant shadow on the other side. In the case of lower frequencies (< 500
Hz), where the wavelength is in the order of the head diameter, the waves will bend
around the head being diffracted. Therefore, for signals with frequencies lower than
500Hz ⇒ λ = 69cm ≈ 4 ∗ Rhead , ILD is not significant, making the directivity
information less reliable [62]. Since the diffraction effect depends on the wavelength
(λ), the different harmonics of a signal will behave differently as each harmonic has
different frequency (f = c/λ).
Another cue for binaural sound source localization and separation is Interaural Time
Difference (ITD) which is based on interaural phase difference (IPD) between the sounds
reaching the two ears. For a specific source located at a particular position, the IPD
varies with frequency while the ITD is usually constant [78]. Jeffress [78] introduced a
model in which neural patterns from the same frequency band of each ear go through
a dual delay-line system as shown in Figure 2.1. The left and right signals go through
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Figure 2.1: Schematic diagram for the model introduced by Jeffress [78]. A dual delay
line is illustrated with different delays applied to the signals before adding for each
output. Each output will be activated when both inputs arrive at the same time with
time delays compensating for the original delay between the left and right signals.
Consequently, each output position corresponds to a specific delay known as place
theory.
different paths introducing different delays before reaching the synapses. The synapses
require the summation of impulses from both sides for transmission. Therefore, only
synapses with simultaneous stimulus will send signals to the brain. This will happen
when the introduced delay by the fine tissue for the synapse compensates for the time
difference between the left and right stimulus. In this way, the time differences between
the left and right ears are represented as a difference in each synapse position under the
name of place theory. In other words, the time difference (ITD) is actually measured
using delay components and coincidence detectors.
After some pre-processing, the ITD for the outputs of each channel can also be cal-
culated based on cross-correlations between the signals from two ears. Similar to the
concept of the correlogram represented by Slaney and Lyon [157], a cross-correlogram
can be estimated by calculating the cross-correlation for the outputs of each channel in
gammatone filter bank and representing the results in a 3-dimensional space. This func-
tion can also be summarized by summing up the functions over the frequency bands to
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achieve a summary cross-correlation function which can be represented in 2-dimensional
space. The relevant peaks which occur at corresponding time delays should then be
identified to evaluate the reliable ITDs. However, in noisy environments with multiple
sources the cross-correlation approach becomes less reliable. Therefore, a more robust
algorithm with reduced computational complexity is proposed to estimate the ITDs
based on the fact that the signal-to-noise ratio (SNR) of the filter bank outputs are
related to the variance of the ITD estimates [83]. The method uses the zero-crossing
time difference (ZCTD) between the filter bank outputs of the left and right sensors.
Then the histogram of the estimated ITDs is calculated with the peaks corresponding
to the sources’ ITDs. However, in noisy environments or when multiple sources are
available, the shape of the histograms becomes wider as the noise level increases, with
the peak values of the histograms being flattened. In this case, the SNR corresponding
to each ITD estimate is added to its selected bin in the histograms generating weighted
histograms with sharpened peaks. The dominant peaks are then selected which occur
at the reliable ITDs [8, 9, 83].
The zero-crossing based method is suitable for filtered signals, whereas for Fourier trans-
formed signals, cross-correlation based methods can be performed faster with reduced
computational expenses. Therefore, we have chosen a correlation based method known
as phase transform (PHAT) technique [1]. Another important reason to select PHAT
algorithm is that it generates a histogram which is more reliable. For this approach
the signals are divided into short segments and then multiplied by a Hanning window
and mapped to frequency domain to calculate the cross correlation between the left
and right signals. Then the time delay where cross correlation peaks for each pair of
segments is used to generate a histogram over all possible time delays. The estimated
histogram will peak at the time delays corresponding to the direct signals from the
sources.
There are always some ambiguities when the wavelength of the signal (λ) is comparable
to the distance between the two measurements (the head diameter). For this reason,
the sensitivity of the human auditory will be switched off for the range of 1 kHz-1.5 kHz
where λ/2 varies between 11.47 cm to 17.25 cm. Moreover, spatial aliasing happens
for high frequency signals with wavelengths much smaller than the head diameter. In
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these cases, the IPDs exceed the upper limit of 2pi and will be wrapped up to angles
less than 2pi. Consequently, the signals coming from one direction will be believed to
be from another direction [62]. Therefore, we need some techniques to deal with these
issues. One technique to tackle spatial aliasing for high frequency components is a top-
down approach proposed in [104] which considers equally spaced ITDs corresponding
to azimuths from −90◦ to +90◦. Then the predicted IPDs related to each azimuth
is compared with the observed IPDs to calculate how likely the signal is originated
from that direction. Finally the ITD with a higher probability is considered as the
time difference between the left and right ears. In addition to that, a joint azimuth
estimation is proposed in [139] which calculates a rough estimate of the azimuth based
on ILD cue and then the ITD with closest azimuth will be chosen. In other words,
the ILD estimate with a higher standard deviation is employed to choose the correct
unwrapping parameter in ITD estimate which is more precise than the one with smaller
standard deviation.
Comparing the ILD and ITD cues, it is shown that ILDs can be easily biased especially
in reverberant conditions while ITDs are usually affected by background noise [155].
As mentioned before, ITDs are the main cues used at low frequencies less than 1 KHz
while ILDs are used in the high frequency range. Estimations of sound source directions
using ITDs have smaller variation but can be ambiguous at higher frequencies due to
phase warping, while estimations using ILDs have larger variation with no ambiguity
which can be employed to select the correct ITDs [83]. The binaural cues also helps the
listeners to separate the signal and noise coming from different directions. For example,
for fighter pilots the headphones are wired in such a way that the signals presented in
two ears have 180◦ phase difference. It helps the pilots to separate speech signals from
the high level noise of the cockpit [12].
2.3.4 Integration of Monaural and Binaural Cues
Woodruff and Pardo, [184] have combined pitch, AM and spatial cues for separation of
harmonic instruments from stereo music recordings. Although their method has shown
some improvement over [194] which is only based on amplitude and delay estimation,
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it is only suitable for anechoic mixtures as it does not consider any reverberation in
the models. Moreover, its performance is highly dependent on the pitch detection
technique. In addition, they only examined their algorithm for sources with at least 60◦
difference in their azimuth which is not very challenging. Woodruff has also integrated
the monaural and binaural cues for reverberant speech segregation [185]. Although
they reported better results compared to model-based expectation-maximization source
separation and localization (MESSL) algorithm [104], their method only recovers one
(the target) source, while in MESSL method all the sources can be estimated. They
also exploited a large training set with known azimuth of the sources which is not
always available. Binaural cues are also integrated by pitch information in [59] to
separate anechoic mixtures. The performance of this algorithm degrades for closely
spaced sources and in reverberation which confirms the need for a different approach.
2.3.5 Time-Frequency Masking
As mentioned before, the main goal of CASA systems is to identify and segregate the
time-frequency regions dominated by each source. Accordingly, the first step of each
CASA system is to transfer the signals into time frequency domain. One approach,
based on human auditory system, is to apply gammatone filter bank which consists
of filters with different central frequencies and bandwidths. The bandwidth or fre-
quency resolution in gammatone filter bank varies with the centre frequencies. The
frequency responses are narrow for low frequencies and become wider for higher fre-
quencies. Consequently, the frequency resolution decreases at high frequencies with
each channel containing energy from multiple sound sources. Therefore, we need finer
frequency resolution which can be achieved by applying Fourier transform [139].
Once the mixture has been transformed to time-frequency (T-F) domain, the target
signal can be segregated from the interfering signals by preserving the energy of the
T-F regions dominated by the target signal and suppressing the energy allocated to the
interferences. This task is done by applying T-F masks which are either hard (binary)
or soft (probabilistic). The binary (hard) masks contain 1s and 0s to preserve or to
remove the energy from the mixture spectrogram, respectively. The upper limit for
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binary masks is called ideal binary masking (IBM) which is estimated assuming that
the target and interfering signals are available [174,176]. Consider a microphone signal
recorded in a cocktail party environment: x(t) = s1(t)+ s2(t), where s1(t) is the target
speech signal and s2(t) is the interference speech signal and t is the discrete time instant.
Denote X, S1 and S2 as the T-F representation of x(t), s1(t) and s2(t) obtained from
some T-F transformation respectively. Then, the IBM for s1(t) with respect to s2(t) is
defined as follows,
M1(m, f) =


1 if | S1(m, f) | − | S2(m, f) |> LC,
0 otherwise .
(2.6)
wherem, f are the discrete time frame and frequency bin indices respectively and LC is
a local criterion which is related to the signal-to-noise ratio (SNR) of the signal usually
chosen as 0 dB. The target speech s1(t) can then be extracted by applying the IBM to
X, followed by an inverse T-F transform. At the presence of reverberation, the target
signal, | S1(m, f) |, will be compared with the available mixture | X(m, f) | instead
of | S2(m, f) | in (2.6). The decision is binary, and hence the intelligibility of the
segregated speech signal is high. However, on the other hand the resultant mask M1
entirely depends on the availability of the target and interference speech signals which in
practice are usually unknown. There are also other problems associated with applying
IBM for source separation applications. First, an optimum LC for one specific SNR
might not be suitable for other SNRs. Second, binary weighting may cause discarding
some part of target signal in the output. Therefore, variable weights or probabilistic
masking has been introduced to solve mentioned problems with hard masking [55].
Recently, some methods have been developed in which the probability of each source
being active at each T-F unit is estimated and applied as probabilistic (soft) masks.
In [146] a two-stage method is proposed for underdetermined convolutive source separa-
tion. In the first stage, frequency bin-wise samples are classified based on Gaussian mix-
ture model (GMM) fitting. In the second stage, the permutation problem is addressed
by clustering the posterior probability sequences along the frequency axis. Then, the
posterior probabilities for all sources and for all observation vectors are employed to
calculate a probabilistic T-F masking to separate source signals in the time-frequency
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domain. In another study, ITD and ILD of the sources are modelled using GMM and
the probability of each T-F unit containing energy from each source is calculated based
on the observed binaural cues at that T-F unit [104]. In [4], weighted combination of
four features, namely, ILD, ITD, the mixing vector (MV), and the interaural coherence
(IC), extracted from binaural recordings are applied to generate a soft mask to improve
source separation algorithms in reverberant conditions. The probability of each T-F
unit belonging to each source is obtained from the occupation likelihood and applied
to the mixture as a probabilistic soft mask to extract the source signals. It is actually
one of our contribution to sound source separation explained in chapter 5.
It should be noted that the term ”masking” here means filtering the mixture in time
frequency domain, which is different from the same term used in psychoacoustics where
it means blocking the target sound by using acoustic interference.
2.4 Blind Source Separation
In the BSS approaches, noise-free instantaneous mixtures are modelled by:

x1(t)
.
.
xM (t)


=


a11 ... a1N
. ... .
. ... .
aM1 ... aMN


·


s1(t)
.
.
sN(t)


+


n1(t)
.
.
nN (t)


, (2.7)
where [x1(t), ..., xM (t)]
T is the observation vector, A = [a1, ...,aN ] is the M by N
mixing matrix, [s1(t), ..., sN (t)]
T is the source vector and [n1(t), ..., nN (t)]
T the additive
noise. Each column of the mixing matrix represents an M -dimensional MV from one
of the sources to the microphones. For determined cases, where M = N , the mixing
matrix, A, is square and its inverse can be estimated using Independent Component
Analysis (ICA) techniques as long as the equation x = A · s has exactly one solution or
the columns of A, the MVs, are linearly independent. ICA is a major statistical tool for
the BSS problem which assumes statistical independence between the sources and allows
at most one Gaussian component [71, 93]. It is because the two general definitions of
independence for ICA are minimization of mutual information and maximization of non-
Gaussianity. A schematic diagram of a typical two input two output BSS system is given
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Figure 2.2: Schematic diagram for a typical BSS system with two sources and two
mixtures. Unknown source signals: s, observed signals: x, estimated signals: y
in Figure 2.2, in which A represents the unknown mixing system and B is the demixing
system used for the estimation of the unknown source signals. For overdetermined
mixtures, where M > N , principle component analysis (PCA) [156] can be applied to
reduce the dimension of the observation vector, but the problem becomes considerably
difficult when M < N in underdetermined cases. In this case the well known ICA
techniques can not be applied since they need as many microphones as the source
signals. Therefore, other approaches have been introduced to tackle this problem [21,
33,125,141,146] which will be discussed in more detail in the following sections.
2.4.1 ICA for Instantaneous Determined Mixtures
For instantaneous determined mixtures, the original signals can be recovered from the
observations x(t) using a de-mixing matrix, B, in the following linear transform:
y(t) = Bx(t) (2.8)
where yT (t) = [y1(t), ..., yN (t)]T is the estimate of source signals and B ∈ R
N×N
is the de-mixing matrix. It is impossible to recover the exact original source signal,
si(t). However, a series of permuted and scaled versions of the sources, cjsj(t), can
be estimated by adjusting the de-mixing matrix in such a way that the recovered
signals become independent. A guiding principle for source separation is to optimize
a function, κ(B) called a contrast function, which is a function of the distribution of
y = Bx [72]. We need to find a learning algorithm for matrix B which minimizes the
dependency among the outputs. This dependency can be measured by the Kullback-
Leibler (KL) divergence between the joint and the product of the marginal distributions
2.4. Blind Source Separation 19
of the outputs:
κ(B) =
∫
p(y) log
p(y)
N∏
i=1
pi(yi)
dy (2.9)
where pi(yi) is the marginal probability density function (pdf). It is easy to relate the
KL divergence κ(B) to the average mutual information (MI) of y:
κ(B) = −H(y) +
N∑
i=1
H(yi) (2.10)
whereH(y) = −
∫
p(y) log p(y)dy is the entropy of y , andH(yi) = −
∫
pi(yi) log pi(yi)dyi
the marginal entropy. The minimization of the KL divergence with respect to B where
y = Bx, leads to an ICA algorithm for estimating B which minimizes MI between the
outputs, yi [7].
There is another approach to perform the ICA based on infomax principle [17]. In
[17], the observed signals, x, are multiplied by the demixing matrix, B, and then
passed through a sigmoid function, g(.). The sigmoid functions have an ”S” shaped
curve with the middle part having different slope. The sloping part of the sigmoid
function which depends on B needs to be lined up with the high density parts of
the input pdfs, fx(x). In this way, the information transmitted to the output will be
maximized. For multiple units, maximizing the information transferred through the
sigmoid function also reduces the redundancy between the units in the output layer, y.
In other words, it minimises the mutual information between the outputs and therefore
performs redundancy reduction. The main task is to find the optimum slope, B, which
can be obtained by maximizing the output entropy using a stochastic gradient ascent
rule, adaptively. Plain maximization of Bx would be inappropriate because its entropy
diverges to infinity for an arbitrarily large separating system, B. Thus, the infomax
principle is implemented by maximizing the entropy of g(Bx). In [28] it is shown
that infomaximization is identical to minimization of the KL divergence between the
distribution of the output vector, y, and the product of the marginal distributions
of the outputs. They have also shown that the infomax principle is equivalent to
maximum likelihood approach [28]. Other methods look for the directions of the most
non Gaussian components, using kurtosis or negentropy as non Gaussianity measures
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Figure 2.3: Illustration of probability distribution functions with varying kurtosis val-
ues. The solid curve represents a Gaussian curve, the dotted curves are leptokurtic
(K > 0) or platykurtic (K < 0).
[70]. Kurtosis is commonly defined as the fourth cumulant divided by the square of the
second cumulant and measures how pointed or peaked the probability distribution of
a random variable is compared to Gaussian distribution (see Figure 2.3).
2.4.2 Underdetermined Case and Sparse Representation
In the underdetermined case, where the number of sensors is smaller than that of
sources, M < N , the mixing matrix, A ∈ RM×N is no longer square and defines
an underdetermined linear system of equations As = x. Consequently, the source
signals can not be easily recovered by multiplying the inverse of the mixing matrix
(demixing matrix) by the observation vector, Bx. For underdetermined equations
there are either no solution or infinitely many possible solutions, s, that may explain
the observations, x. In order to avoid the problem of having no solution, the mixing
matrix, A, should be a full-rank matrix, implying that its columns span the entire
space RM . Therefore, the first step is to estimate the mixing matrix, A. Different
algorithms have been developed to estimate the mixing matrix in underdetermined
case. For example, in [183], the mixing matrix is estimated based on the hierarchical
clustering, while in [77] consecutive ICA is applied to evaluate the mixing matrix. Once
the mixing matrix A has been obtained, additional criteria are needed to narrow the
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possible recovered source signals or system solutions, s. A common way to do this is
regularization, where a function J(s) is introduced. A general optimization problem
(PJ) can be defined as:
PJ : min
s
J(s) subject to x = As, (2.11)
with J(s) controlling the kind of solution(s) we may find. The most known choice of J(s)
is the squared Euclidean norm ||s||22 which results in a unique solution y = A
†x where
A† is the well known pseudo-inverse of the mixing matrix A. It is not surprising as any
strictly convex function J(.) guarantees such uniqueness. However, for signal processing
applications it is more desirable to find the sparse solutions which can be achieved by
minimizing the l0-norm. The l0-norm is defined as the number of non-zero elements
in the source vectors. Since l0-norm is not convex, it results in an NP-hard problem.
However, it is shown that in practice l1-norm optimization can also be applied to
obtain a sparse solution [29]. The reason that why we are interested in sparse solutions
is that many media types such as image or audio signals can be sparsely represented.
They can be transformed to a sparse domain using transform methods such as Fourier,
Wavelet or cosine transform [43,48,134,197,198]. In sparse domains the columns of the
mixing matrix known as mixing vectors (MV)s can be estimated by standard clustering
(e.g., K-means method) or other grouping algorithms [57,95,96,183,187,188]. In [146] a
clustering approach is introduced assuming the sparseness of the speech signals in the T-
F domain. When the signal distribution is sparse (i.e. that at most one source is active
at each time-frequency instant) all the columns of the mixing matrix are multiplied
by zeros except the one corresponding to the active source, say si. As a result, each
observation vector can be considered as a basis MV, bi, multiplying the dominant
source magnitude, [x1, ..., xM ]
T = bi · si. Consequently, each source corresponding MV
is along the M -dimensional observation vectors and can be estimated by clustering the
observation vectors into N groups.
Closely related to sparse representation, there is an emerging technique called com-
pressed sensing (CS) which is a newly established theory. It is about signal and image
acquisition and reconstruction with much fewer samples than that is required for tra-
ditional signal acquisition protocols. In traditional systems, the sampling rate should
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be greater than twice the maximum frequency content of the signal known as Nyquist
rate, while CS suggests that a signal can be perfectly recovered based on information
rate, instead of the Nyquist rate, and random sampling, instead of uniform sampling,
provided that two principles of sparsity and incoherence are met [27, 37]. A proper
basis needs to be chosen to express the signal sparsely. Moreover, the sensing basis and
the representation basis should be incoherent. In other words, the signal represented
in some proper basis in sparse form should be dense in small areas (being sparse) as
compared to the original representation of the signal. It is basically the extension of
duality property between time and frequency domain [25,26]. The Compressive sensing
scheme tries to find the sparsest solution of the under-determined linear system. As
mentioned above, the sparsest solution means the solution which has fewest non-zero
entries, i.e. the lowest l0-norm. This problem is usually regarding as an optimisation
problem of the l0-norm or l0-optimisation. In practice, the l0-norm is not a convex
function introducing NP-hard problem and can be substituted by the l1-norm.
There are similarities between the compressed sensing and source separation and their
connections have been explored by [20], and further investigated by [15, 182, 187, 188].
In [187] first the MVs as columns of the mixing matrix are estimated applying k-means
clustering. Then the column vectors of the observation matrix and the source matrix
are concatenated into single vectors, z and f , respectively. The mixing matrix, A is also
modified to a matrix, M ∈ RMT×NT containing diagonal matrices, Λij , whose diagonal
elements are all aij . Consequently, the mixing system can be written as z = Mf
equation which is similar to the model of CS in which z is the compressed vector of
signals in f and M is the measurement matrix with T the number of samples at each
2.4. Blind Source Separation 23
sensor:
z = Mf =


x1(1)
.
.
x1(T )
x2(1)
.
.
xM (T )


=


Λ11 ... Λ1N
. ... .
. ... .
ΛM1 ... ΛMN


·


s1(1)
.
.
s1(T )
s2(1)
.
.
sN(T )


. (2.12)
Therefore, a sparse representation in the transform domain can be employed for f :
f = Φg where Φ is a transform dictionary and g contains the weighting coefficients in
the Φ domain. According to compressed sensing theories, whenM and Φ are incoherent,
and also g is sparse, the signal f , the vector containing the source signal samples, can
be recovered by measurements vector z, using an optimization process. This illustrates
that separation of the sources in the underdetermined problem can be obtained by
computing g in z = MΦg using any signal recovery algorithm in CS. The transform
dictionary Φ can be chosen from linear transforms such as Fourier,Wavelet and Gabor
basis or can be learned adaptively with Dictionary Learning algorithms [43,189,190]
Different from statistical approaches there is an approach based on auditory scene
analysis and time-frequency masking as described in section 2.3. It is based on the
assumption of W-disjoint orthogonality for speech signals in order to separate the source
signals from the observed data. For example in [80,194], for a given windowing function
W (t), two sources, si(t) and sj(t) are called W-disjoint orthogonal if the supports of
the short-time Fourier transform of si(t) and sj(t) are disjoint [194]. The windowed
Fourier transform of si(t) is defined as,
sWi (m, f) =
N−1∑
n=0
W (n− f)si(t)e
−i2pikn/N . (2.13)
The W-disjoint orthogonality assumption can be expressed as below [194]:
sWi (m, f)s
W
j (m, f) = 0, ∀i 6= j, ∀m, f (2.14)
where m, and f are the discrete time frame and frequency bin indices, respectively.
This equation implies that either of the sources is zero for any f and m as long as
2.4. Blind Source Separation 24
two signals do not come from the same source. Therefore, the source separation can
be performed by partitioning the time-frequency regions of the mixture spectrogram.
In [194], a method known as Degenerate Unmixing Estimation Technique (DUET),
originally presented in [80], is explained and applied to separate any number of sources
from two anechoic mixtures. The time delay and level difference between the two
available mixtures are calculated at each T-F unit and then exploited to generate a
power weighted two-dimensional histogram which can be used to determine the number
of sources, find the mixing parameters, and segregate the sources. The number of peaks
in the histogram is the number of sources and the peak positions show the mixing
parameters represented as time delays and level differences. The mixing parameters
can then be applied to partition the time-frequency representation of one of the mixtures
to obtain estimates of the original sources. The strict sparsity assumption in DUET is
relaxed in [191] by allowing the sources to overlap in the TF domain to some extent.
There is a third approach [10,19], which uses T-F masking to extract dominant source
signals first and then apply ICA on the remaining signals. In [19] the authors proposed
combining sparseness with the use of an estimated mixing matrix to reduce the loud
musical noise introduced by binary T-F masking. In [131], the ICA and T-F masking
have been combined the other way around. First an ICA algorithm has been applied to
separate two signals from two mixtures. Then, based on the ICA outputs, T-F masks
are estimated and applied to each of the ICA outputs to improve the signal-to-noise
ratio.
2.4.3 Convolutive Mixtures in Reverberant Environments
In real environments with reverberation, the microphones record not only the direct
signals from the sources but also the attenuated and delayed versions of the source
signals reflected from the walls and ceiling. Therefore, the instantaneous mixtures will
convert to convolutive mixtures with the mixing matrix containing FIR filters instead
of scalars and convolutive ICA algorithms can then be applied to segregate the source
signals from their mixtures. For separating convolutive mixtures, the BSS approach
using ICA can be applied either in the time domain [41, 169] or in the frequency do-
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main [11, 102, 125, 138, 181] or their hybrid [86, 94], assuming that the source signals
are statistically independent. The time-domain approaches attempt to extend the in-
stantaneous ICA model to the convolutive case. They can achieve good separation
performance once the algorithms converge, as the independence of segregated signals is
measured accurately [102]. However the computational cost for the estimation of the
filter coefficients in the convolutive operation can be very demanding, especially when
dealing with reverberant mixtures using long time delay filters [6, 24,40,42,106].
To improve the computational efficiency, the frequency domain BSS approaches trans-
form the mixtures into the frequency domain, and then apply an instantaneous but
complex valued ICA algorithm to each frequency bin [11, 114, 128, 147, 152, 181, 196].
In [11] the authors discussed why the separation performance of frequency domain BSS
is poor when there is long reverberation. First, they have shown that it is not good
to be constrained by the condition that the frame size of the FFT should be greater
than the length of a room impulse response. This is because the lack of data causes
the collapse of the assumption of independence between the source signals in each fre-
quency bin when the data length is short, or when a longer frame size is used. On the
other hand, they have shown that a short frame also results in a poor performance,
because long reverberation can not be covered by a short frame. Therefore, there is
an optimum frame size determined by a trade-off between maintaining the assumption
of independence and covering the whole reverberation in frequency domain BSS. Simi-
larly a new type of non-linear function has been suggested in [147] for an ICA approach
in order to process the complex numbers. The function has been derived from the
probability density function of the signals in the T-F domain with the assumption of
phase independence between these signals. The new non-linear function is obtained as
a result, based on the polar coordinates of a complex number. The effect of this new
function has also been analysed in [147] for separating speech signals in the convolutive
environment. Another very interesting approach employed for frequency-domain BSS
is adaptive and based on second order statistics [152]. The advantage of this method
is that no parameter tuning is required for separating the signals. As a result, many
complex valued and instantaneous ICA algorithms that have already been developed
can be directly applied to the frequency domain BSS. However, an important issue as-
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sociated with this approach is the permutation problem, i.e., the permutation in each
frequency bin may not be consistent with each other so that the separated speech signal
in the time domain contains the frequency components from the other sources.
Different methods have been developed to solve this problem. By reducing the window
length in the time domain, the frequency resolution decreases. Therefore, the number
of correlations between the frequency bins to find out the correlated channels will
lessen, solving the permutation problem to some extent [24,128]. A source localization
approach has also been employed to mitigate the permutation inconsistency [148,162].
Another technique for the alignment of the permutations across the frequency bands is
based on correlation between the separated source components at each frequency bin
using the envelope similarity between the neighbouring frequencies [115]. Some other
recently used methods are based on the physical behaviour of the acoustic environment
[120] or coherent source spectral estimation [121], the method for modeling frequency
bins using the generalized Gaussian distribution [108].
The third approach is the combination of both time and frequency domain approaches.
In some methods [14,94], the coefficients of the FIR filter are updated in the frequency
domain and the non-linear functions are employed in the time domain for evaluating the
independence of the source signals. Hence no permutation problem exists any more, as
the independence of the source signals is evaluated in the time domain. Nevertheless,
the limitation of this hybrid approach is the frequent switch between two different
domains at each step and thereby consuming extra time on these inverse transformation
operations.
The separation performance of many developed algorithms is however still limited,
and there is much room for improvement. This is especially true when dealing with
reverberant and noisy mixtures. For example in the frequency-domain BSS framework,
if the frame length of the DFT is long and the number of time-frames in each frequency
bin is small, the independence assumption may not be satisfied. Similarly, if the short
length DFT frame is used, the long reverberations cannot be covered and hence the
segregation performance is limited [11].
Another challenging problem is to separate moving sources rather than stationary in a
2.4. Blind Source Separation 27
cocktail party environment. A recent work [117] is devoted to the blind separation of
moving sources. Here a multi-modal approach is proposed for the segregation of moving
speech sources. They utilized not only the linearly mixed audio signals, but also the
video information obtained from video cameras. The key issue in blind estimation of
moving sources is the time varying nature of the mixing and unmixing filters, which is
hard to track in the real world. In this work the authors applied the visual modality for
the separation of moving sources as well as stationary sources. The 3-D tracker based on
particle filtering is used to detect the movement of the sources. This method performs
well for the blind separation of moving sources in a low reverberant environment.
So far, two important techniques for convolutive speech separation were discussed in
detail. It is interesting to make a comparison between these two techniques. In the case
of BSS, the unknown sources are assumed to be statistically independent. However, no
such assumption is required for CASA. On the other hand, the IBM technique used in
the CASA domain needs to estimate the binary mask from the target and interference
signals which should be obtained from the mixture in practice. Another difference is
in the way how the echoes within the mixture are dealt with by these two techniques.
In BSS algorithms [11, 102, 125, 181], this is modeled as a convolutive process. On
the other hand CASA approaches deal with echoes based on some intrinsic properties
of audio signals, such as, pitch, which are usually preserved (with distortions) under
reverberant conditions. However, the human auditory system has a remarkable ability
of concentrating on one speaker by ignoring others in a cocktail party environment.
Some of the CASA approaches [175] work in a similar manner i.e. extracting a target
signal by treating other signals as background sound. In contrast, BSS approaches
attempt to separate every source signal simultaneously from the mixture. Motivated
by the complementary advantages of the CASA and BSS approaches, a multi-stage
approach is developed in [75,76] where a convolutive BSS algorithm is combined with
the IBM technique followed by cepstral smoothing. The details of this method will be
discussed later in Chapter 3.
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2.4.4 Model based Approaches
Another method to address the speech separation problem is based on the statistical
modeling of signals and the parameters of the model are estimated from the training
data, e.g., [73,136,137,167]. In [167], a Gaussian mixture model (GMM) is employed for
modeling of the joint probability density functions (pdf) of the sources by exploiting
the non-Gaussianity and/or non-stationarity of the sources and hence the statistical
properties of the sources can vary from signal to signal.
In [136] the model-based approach is used for single channel speech separation. The
authors considered the problem as a speech enhancement problem in which both the
target and interference signals are non-stationary sources with the same characteristics
in terms of pdf. Firstly, in the training phase, the patterns of the sources are obtained
using Gaussian composite source modeling. In composite source modeling technique,
each source is represented by a finite set of statistically independent Gaussian sub-
sources [45]. Then the patterns representing the same sources are selected. Finally, the
estimation of the sources can be achieved using these selected patterns. Alternatively,
a filter can be built on the basis of these patterns and then applied to the observed
signals in order to estimate the sources. However there are some limitations with the
model based approach. The trained model can only be used for the segregation process
of the speech signals with the same probability distribution, i.e., the pdf of the trained
model must be similar to that of the observation data. In addition, the model based
algorithms may perform well only for a limited number of speech signals.
2.4.5 Non-negative Matrix/Tensor Factorization
Non-negative matrix factorization (NMF) was proposed by Lee and Seung in 1999.
Using the constraint of non-negativity, NMF decomposes a non-negative matrix V into
the product of two non-negative matrices W and H, given as:
Vm×n = Wm×rHr×n (2.15)
where (n +m)r < mn. Unlike other matrix factorizations, NMF allows only additive
operations i.e. no subtractions [88, 91, 92]. As NMF does not depend on the mutual
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statistical independence of the source components, it has a potential to segregate the
correlated sources. NMF has been applied to a variety of signals including image, speech
or music audio. In [32] the authors attempted to separate the general form of signals
from the observed data i.e. both positive and negative signals using the constraints
of sparsity and smoothness. For machine audition of audio scenes, NMF has also
found some applications. For example, it has been applied to music transcription [160,
173] and audio source separation [49, 50, 129, 150, 158, 159, 172, 173, 178–180]. In these
applications, the audio data are usually transformed to non-negative parameters, such
as spectrogram, which are then used as the input to the algorithms. The application
of the NMF technique to speech separation is still an emerging area which attracts
increasing interests in the research community.
2.5 Distortion Due to Room Reverberation
2.5.1 Characteristics of Reverberation
Reverberation is caused by the multi-path propagation of an acoustic signal from its
source to the microphone. Room reverberation is introduced due to surface reflections
within a room, as illustrated in Figure 1.1. Both the speakers produce wavefronts
propagating outward, with some reaching the microphones directly and some others
reflecting off the walls and superimposing at the microphones. The energy and phase
of the reflections reaching the microphones are different from those of the direct signals
due to the differences in the length of the propagation paths. As a result, delayed and
attenuated copies of the source signal are present in the microphone signals, described
as reverberation [58,89,118].
The signal received at the microphone is generally composed of a direct sound com-
ing from the source to the microphone, reflections that arrive shortly after the direct
sound (also called early reflections), and reflections that arrive after early reverberation
(commonly known as late reverberation). The combination of direct sound and early
reflections are sometimes named as early sound component. Early reverberation is not
perceived as a separate sound to the direct sound as long as the delay of the reflections
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Figure 2.4: Room impulse response of a room with T60 = 0.89 s.
does not exceed a limit of approximately 80-100 msec with respect to the arrival time
of the direct sound, however it can be perceived to reinforce the direct sound and is
therefore considered useful with regard to speech intelligibility. This phenomenon is
often referred to as the precedence effect. Early reverberation mainly causes spectral
distortion due to non-flat frequency response called colouration. Late reverberation
which arrives at the microphone with longer delays is perceived as separate echoes
or as reverberation and impairs speech intelligibility. This is due to the two masking
effects introduced by the late reverberations, namely self masking where the speech
spectrum is smeared by the late reverberations, and overlap masking where the en-
ergy of the preceding phoneme overlaps with that of the subsequent phonemes. It can
have severe effects on the performance of automatic speech recognition (ASR) systems.
Also it is one of the main factor in performance degradation of the source separation
algorithms [58,89,118].
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The behaviour of the acoustic channel between the source and microphone can be
characterized by a room impulse response (RIR). It represents the signal recorded at
the microphone in response to a source that generates a sound impulse. For the sake
of argument, we model the room’s acoustical behaviour in response to different sounds
with a second order differential equation as follows:
d2y
dt2
+ 2α
dy
dt
+ ω0
2y = 0, (2.16)
where α, the damping attenuation and ω0 is the natural frequency of the system (i.e.
room) with their ratio ζ = αω0 known as damping factor. Depending on the damping
factor ζ the system can be over damped (ζ > 1), critically damped (ζ = 1) and under
damped (ζ < 1). When the natural frequency (ω0) is greater than the α, (i.e. ζ < 1)
the impulse response can go negative and so the RIRs are not always positive. As
shown in Figure 2.4, the RIR can be split into three main sections, the direct path, the
early reflections and late reflections. The direct sound, early reverberations and late
reverberations are the convolution of these segments with the desired signal. Addition-
ally, it is also observed that the energy of the reflections decays at an exponential rate.
This exponential decay property of the RIR gives rise to the concept of reverberation
time (RT). It is defined as the time required for the average sound-energy at a given
frequency to reduce to one-millionth of its initial steady-state value after the sound
source has been switched off and this corresponds to a decrease of 60 decibels (dB).
Now to explain the effects of reverberation on speech perception, an example is given
in Figures 2.5 and 2.6. The effects of reverberation are clearly visible and audible in
the spectrogram and waveform of a speech signal. The Figure 2.5 shows the waveform
of the clean and reverberant signals. The clean signal is convolved with room impulse
response of a real room with T60 = 0.89 s with a source-microphone distance of 1.5 m.
The spectrograms of clean and reverberant signals are shown in Figure 2.6 .
The distortion caused by the acoustic channel is visible in both the waveform and the
spectrogram. In the spectrogram a blurring effect is visible, while in the waveform
the silent gaps are filled with energy. These distortions result in an audible difference
between the anechoic and the reverberant speech, and hence degraded speech intel-
ligibility. Hence methods should be developed to reduce such detrimental effects of
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Figure 2.5: The waveform of one utterance from TIMIT data set (top) and the rever-
berant version of the same signal (bottom).
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Figure 2.6: The spectrogram of one utterance from TIMIT data set (top) and the
reverberant version of the same signal with T60 = 0.89 s (bottom).
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reverberation on the speech signal. In chapter 5 we introduce a method to mitigate the
reverberation effect.
2.5.2 Approaches for Reverberation Suppression
In the literature many methods have been proposed to deal with the effects of room
reverberation, including for example, the dereverberation algorithms based on inverse
filtering [36, 56, 84, 110, 112, 119, 166, 195], cepstral filtering [16, 126, 168], temporal en-
velop filtering [13,87,113], information using source excitation [192,193], and methods
based on spectral processing [5, 51, 90, 127, 186]. These methods can be broadly clas-
sified into three categories, spectral processing methods such as spectral subtraction
assisted methods, temporal processing methods such as inverse filtering, cepstral filter-
ing, temporal envelop filtering, and methods based on excitation source information,
and spectral-temporal methods such as methods based on the combination of tempo-
ral and spectral processing. We only considered the precedence effect to tackle this
problem.
Precedence Effect
The human hearing system tends to give more weight to the first arriving sound and
suppress delayed signals due to reflections in a process known as the precedence ef-
fect [97, 164]. Approaches have been proposed to model this effect with different im-
plementations [46,68,79,105]. The main task is to detect the areas in the T-F domain
dominated by direct sound, which are usually identified by a sudden increase of energy
in onsets. The reverberant signals are typically diffuse, hence they are not correlated
between the sufficiently spaced sensors [74], whereas the direct signals originated from
the same source are coherent. Therefore, the interaural coherence (IC) can be employed
to recognize the T-F units dominated by the direct signals [46]. In [46] the IC is used
to create a binary mask and consider only the T-F units with a high coherence for
interaural time difference estimation.
The precedence effect is also applied and modeled as a low pass filter with an inhibitory
gain and time constant to mitigate the reverberant energy from the signal and to im-
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prove the separation performance in [69]. However, the model parameters are required
to be estimated based on the room properties which are not always known a priori.
The authors in [79] introduce a model-based dereverberation algorithm which employs
a simplified binaural coherence model. The model parameters are estimated based on
a head diameter of 0.15− 0.17 m and known transfer functions between a point source
and the microphones and so not applicable for a general condition.
2.6 Distortion Due to Background Noise
Background noise is another form of interference affecting the speech quality and in-
telligibility. Although, this thesis is not focussing on the distortions caused by the
background noise, we provide background and literature review of interference by back-
ground noise.
2.6.1 Conventional Methods for Noise Reduction
A brief overview of the classical methods for the enhancement of noisy speech is pro-
vided here. Different noise reduction methods have been proposed in the literarure,
particularly in the case of additive white Gaussian noise [38,39,44,135,149,161]. When
noise estimation is available, then filtering gives accurate results. Linear methods
such as Wiener filtering [135], and the method based on MMSE filtering [44] are also
used because linear filters are easy to implement and design. These linear methods
are not so effective for signals presenting sharp edges or impulses of short duration.
Furthermore, real signals are often nonstationary. In order to overcome these short-
comings, nonlinear methods have been proposed and especially those based on wavelets
thresholding [38, 39]. The idea of wavelet thresholding relies on the assumption that
signal magnitudes dominate the magnitudes of noise in a wavelet representation so that
wavelet coefficients can be set to zero if their magnitudes are less than a predetermined
threshold [38]. A limitation of the wavelet approach is that basis functions are fixed,
and thus do not necessarily match all real signals. Overall, in this thesis we have not
concentrated on noise reduction as our main interest is source separation. In our study
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we consider both speech shaped additive noise and reverberant convolutive noise. To
tackle the presence of convolutive noise similar to [104] we consider a garbage source
with reverberant characteristics.
2.7 Summary
In this chapter a general review has been provided for the issues related to the CPP
and the different solutions proposed. Firstly CASA approaches based on monaural and
binaural cues are presented. The monaural cues are difficult to be estimated when the
number of sources is more than two. On the other hand, the algorithms based on bin-
aural cues fail when the sources are close to each other. In addition to CASA approach
the ICA technique representing the BSS approach is also introduced and explained in
details for instantaneous determined mixtures. Compressed sensing and sparse rep-
resentation is also explained for underdetermined cases where the number of sources
exceeds the number of sensors. The idea is to represent the signals in a transformed
domain where the signals are sparse. Then the sources can be extracted by identifying
the regions dominated by each source. Model based approaches are also mentioned
which consist of training phase and source separation based on the trained patterns. It
is shown that BSS approaches which are based on statistical properties of the signals
degrade when the reverberation is high. Consequently we propose to combine binaural
and statistical cues to improve the performance of source separation algorithms. More-
over, we realized that there is not detailed and comprehensive comparison between
the CASA and BSS approaches in the literature. Therefore, we propose to study and
compare these two approaches in detail and represent it in chapter 4. Reverberation is
still a problem associated with source separation. To tackle this problem we apply the
precedence effect explained in chapter 5.
Chapter 3
Integrating Mixing Vector in
Statistical Mixture Model and
Binaural cues in CASA Approach
The algorithms for source separation consider either additive or convolutive noise mod-
els and therefore their performance degrades when the available noise is different from
the noise model. Additive noise arises when there are other undesired sound sources
in the vicinity, while the convolutive noise is a result of reflections from surrounding
surfaces especially in enclosed rooms. The convolutive noise is the sum of energy from
delayed and attenuated versions of the source signals. Moreover, algorithms with statis-
tical mixture model fail when reverberation is high. On the other hand, binaural cues
are not distinguishable when the source are close to each other. Accordingly, in this
chapter we consider both additive and convolutive noise signals, associated with statis-
tical and binaural mixture models, to introduce a new robust algorithm for reverberant
speech separation in determined and underdetermined cases.
In this proposed method, soft (probabilistic) time-frequency (T-F) masks are estimated
to recover the source signals from stereo recordings using both the mixing vectors (MV)s
and binaural cues in parallel. In this method, interaural level difference (ILD), inter-
aural phase difference (IPD), and frequency bin-wise MVs are modelled by Gaussian
37
3.1. Introduction 38
distributions for each source and then evaluated at each T-F unit to calculate the pos-
terior probability of that source being active at that T-F unit. The model parameters
and the assigned regions are refined iteratively using the Expectation-Maximization
(EM) algorithm.
The proposed method also addresses the permutation problem of the frequency domain
blind source separation (BSS) by initializing the MVs for each frequency channel. The
EM algorithm starts with frequency independent binaural cues and after a few iterations
the estimated probabilistic mask is used to initialize and re-estimate the MV model
parameters.
The performance of the proposed approach is evaluated and compared with two state-
of-the-art baseline algorithms which only use MV or binaural cues. The results show
improvement in terms of signal-to-distortion ratio (SDR) and Perceptual Evaluation of
Speech Quality (PESQ).
3.1 Introduction
As discussed in chapter 2, common blind source separation techniques such as ICA
[72, 101, 165] or beam-forming [170] are not suitable for underdetermined cases where
the number of sensors (mixtures) is smaller than that of sources and so the mixing
matrices are not invertible. Therefore, time-frequency (T-F) masking has been intro-
duced inspired by human auditory system which performs the source separation task
in multiple source scenarios with just two ears [22]. It basically suppresses (masks)
the energy in the mixture’s spectrogram corresponding to the interfering sources and
preserves the energy in the T-F regions related to the target source. The main task is to
identify the T-F regions dominated by each source according to different features [176].
In this chapter, we propose a new method for speech separation by estimating prob-
abilistic (soft) masks to recover the source signals from stereo recordings, based on
integration of MVs in statistical mixture model used by Sawada et al. [146], and bin-
aural cues applied by Mandel et al. [104].
Sawada et al. in [146] presents a method for underdetermined source separation by
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clustering the observations at each frequency channel with centroid of each cluster
representing mixing (basis) vector from one source to the microphones. Then, the
probability of each T-F unit activated by each source is calculated based on the distance
between the observation at that T-F unit and the MV of that source, using complex
Gaussian distribution. In other words, the MVs of the sources are modelled by Gaussian
distributions which can be evaluated at each T-F unit in the mixture’s spectrogram.
The model parameters and the posterior probability of the sources being active at each
T-F unit are estimated and refined iteratively using the EM algorithm.
Since the model parameters are estimated at each frequency channel independently
with a random order, permutation alignment is performed over all channels in the next
stage. Each source activity pattern over time is estimated based on posterior proba-
bilities of that source at each frequency. Then the frequency components with similar
activity patterns are grouped together. Even though this alignment technique has im-
proved the results considerably compared to other methods using amplitude envelopes,
it is not reliable when the sampling frequency is high and the sources follow different
patterns at different frequency ranges. Moreover, nearly all the permutation alignment
techniques which are applied after separation are iterative and computationally expen-
sive. Therefore, we decided to consider frequency independent binaural cues to prevent
the permutation problem.
In [104], Mandel et al. introduces an algorithm for source separation by modelling the
binaural cues (IPD and ILD) of the sources with probabilistic distributions which can
be evaluated at each T-F unit of the mixture’s spectrogram. The T-F units of the spec-
trogram which fit to each source model with higher probabilities will then be assigned
to that source. However, the model parameters are not available a priori and need to
be estimated. Therefore, the EM algorithm is applied to estimate the model parameters
which maximize the likelihood of the observations. It starts with some initial values
for model parameters. In the expectation step, the regions dominated by each source
is identified by comparing the observations with the source model prediction. Then, in
the maximization step, the T-F units dominated by each source will contribute to the
re-estimate of the model parameters of that source. These two steps are repeated until
convergence.
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Figure 3.1: Block diagram of the proposed algorithm. The two recorded mixtures, l(t),
and r(t), are transformed to the time-frequency domain and three different features,
ILD, IPD and MV are extracted from each T-F unit. The likelihood of each source
being dominant based on each cue is estimated to obtain the final soft mask. The mask
is then applied to the mixture spectrograms to extract the sources.
Even though in both Mandel’s method [104] and DUET [194], attenuation and time-
delays are applied to partition the mixtures’ spectrogram, Mandel’s method outper-
forms the DUET considerably. This can be due to the fact that in Mandel et al. ILD
and IPDs are modelled by Gaussian mixture models with model parameters being es-
timated iteratively based on EM algorithm, while DUET just clusters the parameters
and assigns each T-F unit to the closest cluster. In addition to that, in [104] the prob-
ability of T-F units dominated by each source (soft masks) are applied, whereas, in
DUET hard (binary) masks are exploited.
Although this algorithm represents better results compared to other well known tech-
niques such as DUET [194] (as mentioned above) and a two stage source separa-
tion [145], its performance degrades where the sources are positioned close to each
other. Therefore, we propose to incorporate statistical cues as in [146] to improve the
results under challenging conditions.
The proposed approach employs three different features to extract the source signals
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from two microphone mixtures, as depicted by a block diagram in Figure 3.1. The
left, l(t), and right, r(t), signals, with t representing the discrete time index, can
be transformed to their spectrograms, L(m, f) and R(m, f), using short time Fourier
transform (STFT), with m and f representing the time frame and frequency channel,
respectively. The interaural spectrogram is then calculated by dividing the left and
right spectrograms,
L(m, f)
R(m, f)
, which gives the logarithmic level difference, α(m, f) =
dB
(
|L(m, f)|
|R(m, f)|
)
, and phase difference, φ(m, f) = ∠
(
L(m, f)
R(m, f)
)
, between the left and
right recordings at each time frequency unit (m, f). As mentioned before, each source
binaural cues, IPD and ILD, are modelled by Gaussian distributions with their param-
eters being estimated based on the observations at T-F units dominated by that source.
The T-F regions dominated by each source can be recognised by high posterior proba-
bility of the source class given the binaural cues, P (Ci|α(m, f)) · P (Ci|φ(m, f)), where
Ci represents the ith class corresponding to ith source. The probabilities of the sources,
which can be applied as soft masks, are then updated using the Gaussian models with
refined parameters. After few iterations with frequency independent parameters, the
soft masks can be exploited to initialise the MV model parameters of the sources at each
frequency channel without permutation problem. Then the complex Gaussian model of
each source MV is evaluated at each T-F unit based on the observation vector at that
unit, x(m, f) = [L(m, f), R(m, f)]T , to measure the probability of that source being
active (posterior probability of that source given the observation vector) P (Ci|x(m, f)).
The final soft mask, Mi, achieved by combining the three features, is then multiplied
to the mixture spectrogram to extract the source spectrograms, Li(m, f) and Ri(m, f),
which can be converted back to the time domain, lˆ(t)+rˆ(t)2 = yi(t) = sˆi, using inverse
short time Fourier transform (ISTFT).
3.2 Observations in Time and Frequency Domain
We suppose that there are N sources andM microphones where in the case of binaural
recordings M = 2 ≤ N . This means only two sets of mixtures are available which
resembles human auditory system with two ears. It is also assumed that the number
of sources, N , is known a priori. There are various methods to determine the number
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of sources such as beam-forming [170], DUET [194] and other clustering approaches
which are out of scope of this thesis.
In real rooms, microphones collect not only the direct signals from the sources, but
also the reflections from the walls, ceiling and many other surfaces in the room. The
reflected signals are delayed and attenuated versions of the direct signals which can be
considered as filtered versions of the source signals. Consequently, each enclosed room
can be modelled by FIR filters represented by the room impulse responses (RIRs) from
each source to each microphone.
If xk(t) is the signal recorded by the kth microphone in the time domain and si(t) the
ith source, then (3.1) and (3.2) hold where hki is the RIR from source i to microphone k
with nak and n
c
k representing the additive and the convolutive noise signals, respectively:
xk(t) =
N∑
i=1
si(t) ∗ hki(t) + n
a
k(t), (3.1)
xk(t) =
N∑
i=1
si(t) ∗ hki(t) ∗ n
c
k(t), (3.2)
where t is the discrete time index and ∗ denotes convolution.
The RIRs become longer with the increase of reverberation, making the process of
separation computationally expensive in the time domain [148]. Therefore, using the
STFT the signals are mapped into the T-F domain, where the convolutive mixing
process is transformed to instantaneous mixtures at each frequency channel. Another
motivation to work in the T-F domain is that, as suggested by CASA theory, the human
auditory system also performs a short-time spectral analysis.
A crucial point here is to select the window length appropriately, so that each speech
segment is long enough to cover the strong early reflections in the room impulse re-
sponses. Moreover, for methods using time difference of arrival (TDOA), the window
length must be much longer than the maximum time difference between the two mi-
crophones. On the other hand, it cannot be too long as we might lose stationarity. For
our proposed algorithm since the main part of the room impulse response in room D
with highest reverberation time is about 0.1 s, a 1024 sample Hann window (64 ms
with Fs = 16 kHz) with 75% overlap is acceptable.
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Once the window length is selected and the signals are transformed to time frequency
domain, the mixture models (3.1) and (3.2) can be represented in T-F domain by
replacing the convolution with multiplication:
Xk(m, f) =
N∑
i=1
Si(m, f) ·Hki(f) +N
a
k (m, f), (3.3)
Xk(m, f) =
N∑
i=1
Si(m, f) ·Hki(f) ·N
c
k(m, f), (3.4)
where Xk(m, f) = F{xk(t)}, Si(m, f) = F{si(t)}, Hki(f) = F{hki(t)}, N
a
k (f) =
F{nak(t)}, N
c
k(f) = F{n
c
k(t)}, and F{·} denotes the STFT, with m and f representing
the time frame and frequency channel, respectively. For these equations, (3.3) and
(3.4), to be valid we assumed that the room impulse responses can be approximated
by the first part of hki covered by the Hann window. It is also assumed that the
mixing system is time-invariant. Using vector-matrix notation, equation (3.3) at each
frequency channel can be written as:


X1(m, f)
.
.
XM (m, f)


=


H11(f) ... H1N (f)
. ... .
. ... .
HM1(f) ... HMN (f)


·


S1(m, f)
.
.
SN (m, f)


+


Na1 (m, f)
.
.
NaM (m, f)


, (3.5)
which resembles the instantaneous statistical mixture model, X = HS, with added
noise. Each column of the mixing matrix represents the MV from one of the sources,
say ith, to the microphones, hi(f) = [H1i(f), ...,HMi(f)]
T , with unique directivity
which can be exploited for source separation as explained in section 3.3.
The two equations (3.3) and (3.4) can also be combined to one equation, expressing
our proposed approach:
Xk(m, f) =
N∑
i=1
Si(m, f) ·Hki(f) ·N
c
k(m, f) +N
a
k (m, f). (3.6)
However, to describe the method in a clearer way we first explain the two baselines
separately, followed by our hybrid algorithm.
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3.3 Source Separation based on Statistical Mixture Model
As mentioned above, convolutive mixtures in the frequency domain can be modelled
by instantaneous statistical mixture model at each frequency channel, with each col-
umn of the mixing matrix representing the MV from its corresponding source to the
microphones. With the sparsity assumption in the T-F domain (i.e. that at most one
source is active at each T-F point, (m, f)), all the columns of the mixing matrix are
multiplied by zeros except the one corresponding to the active source. As a result, each
observation vector can be considered as a basis vector multiplying the dominant source
magnitude. Accordingly, equation (3.5), can be represented by the statistical model in
sparse domain with the Si(m, f) as the active source, and M = 2:
x(m, f) ≈ Si(m, f)hi(f) + n
a(m, f), (3.7)
where x(m, f) = [X1(m, f),X2(m, f)]
T , is the complex 2D observation vector at each
T-F unit, hi(f) = [H1i(f),H2i(f)]
T the MV from the ith source to the microphones
and na(m, f) = [Na1 (m, f), N
a
2 (m, f)]
T is the additive noise that contains background
noise and energy from other sources that are not dominant at that T-F unit.
To eliminate the effect of source amplitude variation, the observation vectors are nor-
malized with respect to their magnitudes at each T-F unit similar to [146],
x˜(m, f) =
x(m, f)
||x(m, f)||
=
x(m, f)√
|X1(m, f)|2 + |X2(m, f)|2
, (3.8)
x˜(m, f) ≈ S˜i(f) · h˜(f), (3.9)
where ‖.‖ is Frebenius norm, S˜i(f) =
Si(m,f)
|Si(m,f)| , h˜i(f) =
hi(f)
||hi(f)|| , and |.| takes the absolute
value of its argument. Then the normalized observation vectors, x˜(m, f) are whitened
and normalized again as follows:
z(m, f) =
W(f)x˜(m, f)
‖W(f)x˜(m, f)‖
, (3.10)
where z(m, f) = [Z1(m, f), Z2(m, f)]
T . The whitening matrix, W(f), is estimated by
W(f) = D−
1
2 (f)QH(f), based on eigenvalue decomposition (EVD) of the covariance
matrix of the observations, C(f) = E{x˜(m, f)x˜H(m, f)} = Q(f)D(f)QH(f). The
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Figure 3.2: Measuring the distance between each normalized and whitened data point,
z, and the subspace spanned by mixing vector, ai(f). Two-dimensional real vector
space is presented for simplicity [146].
component Q(f) is the orthogonal matrix composed of the eigenvectors of C(f), and
D(f) the diagonal matrix composed of eigenvalues of C(f). The superscript H is
Hermitian (conjugate) transpose.
The importance of whitening is discussed as a preprocessing step in ICA algorithms
[70,165]. Whitening is a way of decorrelation which minimizes the correlation between
the observed signals reducing the covariance matrix to identity matrix and maximizing
the distance between the samples coming from different sources. In this way, the similar
samples become closer making the grouping process easier and more reliable.
We then applied centroid-based clustering, for each frequency bin, to group z(m, f)
into N clusters, in which each cluster is represented by a centroid, denoted as ai, where
i = 1, ..., N . The aim is to minimize the Mahalanobis distance between the vectors
in each cluster and the central vector (centroid) of that cluster. In [146] a complex
Gaussian density function is employed to do this at each frequency bin with frequency-
dependent mean and variance:
p(z(m, f)|ai(f), γi(f)) =
exp
(
−
||z−(aH
i
z).ai||2
γ2
i
)
(piγ2i )
M−1 , (3.11)
where ai(f) is the centroid with a unit norm ||ai(f)||
2 = 1, and γi(f)
2 is the vari-
ance. For notational convenience, we denote p(z(m, f)|ai(f), γi(f)) as p
i
B(m, f) as
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BSS starts with B. The distance ||z(m, f) − (ai(f)
Hz(m, f)).ai(f)|| is the minimum
distance between the whitened and normalized observation vector z(m, f) and the sub-
space spanned by ai(f) because (a
H
i (f)z(m, f)).ai(f) is the orthogonal projection of
z(m, f) onto the subspace, where the superscript H is Hermitian (conjugate) trans-
pose. Figure 3.2 depicts how the distance between each point and the estimated MV
is calculated. In other words, it shows how probable it is that z(m, f) belongs to the
ith source.
Note that, in terms of the above discussions, based on the equations (3.9) and (3.10)
the estimated mixing vector ai(f), which is obtained from z(m, f), is related to hi(f)
by
ai(f) ≈
W(f)h˜i(f)
‖W(f)h˜i(f)‖
. (3.12)
Figure 3.3 illustrates two random sparse sources, (i.e. at each time unit at least one
source is zero), s1,and s2, mixed by a simple mixing matrix,

3 1
2 4

 to generate two
mixtures, x1,and x2. To produce the two random sparse sources, s1,and s2, at first 100
samples are generated randomly with random selection of samples set to zero. Then
another signal, s2, is generated with some samples set to zero in such a way that at each
time at least one signal has zero value. Figure 3.4(a) represents the scatter plot of one
of the mixtures, x1, against the other, x2. Although, the MVs can be estimated based
on the direction of the two crossed lines, the samples can not be separated due to the
large overlap around the centre. To address this problem the samples are normalized
and consequently positioned along a unit circle as in Figure 3.4(b). In addition to that,
whitening process is applied to minimize the correlation between the samples, resulting
in more distinct clusters with orthogonal centroids, ai(f), and aj(f), shown in Figure
3.4(c). The lower quadrant points in Figure 3.4(c) will not raise any problem as shown
in Figure 3.2, the distance between the samples and the MVs does not depend on the
upper or lower quadrant.
Once the probability of each source, say the ith source, being active at each T-F point
has been estimated as P (Ci|z(m, f)) = p(z(m, f)|ai(f), γi(f)), permutation alignment
is needed before transforming the signals back to the time domain. We have solved the
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Figure 3.3: Two random sparse sources in time, s1, and s2, mixed together with a
simple mixing matrix and added noise to generate two mixtures, x1, and x2. Note that
the axis labels are inside the graphs to reduce the size of figures.
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Figure 3.4: Scatter plots of (a) the generated mixtures (observation vectors), (b) ob-
servation vectors after normalization, (c) observation vectors after whitening and nor-
malization, with a1 and a2 representing the two normalized and whitened MVs.
permutation problem by applying frequency independent binaural cues introduced in
the following section.
3.4 Source Separation based on Binaural Cues
Considering the convolutive noise model in (3.4) for a pair of recordings, k = 1, 2, two
different ratio cues can be calculated:
α(m, f) = dB
(
|X1(m, f)|
|X2(m, f)|
)
≈ dB
(
|H1i(f)|
|H2i(f)|
)
+ dB
(
|N c1(m, f)|
|N c2(m, f)|
)
, (3.13)
φ(m, f) = ∠
(
X1(m, f)
X2(m, f)
)
≈ ∠
(
H1i(f)
H2i(f)
)
+ ∠
(
N c1(m, f)
N c2(m, f)
)
. (3.14)
where dB(·) denotes 20 log10(·) and ∠(·) finds the phase angle.
Therefore, the interaural level difference related to each source (say ith), ILD =
dB( |H1i||H2i|), and the interaural phase difference corresponding to that source, IPD =
∠(H1iH2i ), can be estimated as the mean value of the noisy observations, α(m, f), and
φ(m, f), respectively, as long as the T-F units, (m, f), dominated by each source are
identified.
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From observations measured in dB, the interaural level difference appears to be well
modeled by a single Gaussian with frequency-dependent mean and variance as in [104]:
p(α(m, f)|i) = N (α(m, f)|µi(f), η
2
i (f)), (3.15)
where µi(f) ≈ dB(
|H1i(f)|
|H2i(f)| ) is the mean value and η
2
i (f) the variance which can be
estimated based on maximum likelihood (ML), which is explained in more detail in
Section 3.5. Similar to the MV, we denote p(α(m, f)|µi(f), η
2
i (f)) as p
i
L(m, f) as L is
the initial of level difference.
Due to the fact that all the measured phases are wrapped to the range (−pi, pi], they
cannot be mapped to their corresponding interaural time difference (ITD) uniquely. To
avoid this ambiguity, a top-down process is suggested in [104] where the equally spaced
ITDs corresponding to azimuths from −90◦ to 90◦ are mapped to the corresponding
IPDs without ambiguity. This process is performed for all considered τs, from −1 ms to
1 ms with steps of about 0.03 ms, and can be seen that the observations are more likely
under one of the predictions than the other. Note, however, that the phase wrapping
causes ambiguity at certain frequencies, where the two τs predict the same IPD, as can
be seen in the right half of the figure, where the bars cross.
To measure the difference between the IPD predicted by a delay of samples and the
observed IPD, the phase residual is defined as, φˆ(m, f ; τ) = ∠(ejφ(m,f)e−j2pifτ(f)) that
can be modelled by a normal distribution for each candidate ITD, τ , as explained
in [104]:
p(φˆ(m, f)|i, τ) = N (φˆ(m, f ; τ(f))|ξiτ (f), σ
2
iτ (f)) (3.16)
where ξiτ is the mean and σiτ the standard deviation. Similar to MV and ILD, we
denote p(φˆ(m, f)|ξiτ (f), σ
2
iτ (f)) as p
i,τ
P (m, f) since phase difference starts with P.
The Gaussian distributions are summed over τ with some coefficients in a Gaussian
mixture model (GMM) framework to give the marginal distribution for source i at
each T-F unit:
p(φ(m, f)|i) =
∑
τ
ψiτN (φˆ(m, f ; τ(f))|ξiτ (f), σ
2
iτ (f)), (3.17)
where ψiτ ≡ p(i, τ) is estimated based on the phase transform (PHAT) technique as
in [1]. To do this, the signals are divided into 32 ms (512 sample) segments and then
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multiplied by a Hanning window and mapped to frequency domain to calculate the
cross correlation between the left and right signals. Then the time delay where cross
correlation peaks for each pair of segments is used to generate a histogram over all
possible time delays. The estimated histogram will peak at time delays corresponding
to the direct signals from the sources. In other words, PHAT histogram peaks at τis
for the ith source. Then the coefficients of the GMM, ψiτ , will be initialised by normal
distributions centred at each τi for each source as depicted in Figure 3.5.
3.5 Source Separation based on Joint Mixing Vector (MV)
and Binaural cues
The parameters of the models described in Sections 3.3 and 3.4 can be estimated for
each source based on the T-F units of the mixtures’ spectrograms dominated by that
source. However, the dominant source at each T-F unit is a latent variable, i, which is
not directly observed but can be inferred from the observed cues and estimated models.
On the other hand, the model parameters are also unknown, leading us to apply the
EM algorithm which is an iterative method for obtaining ML or maximum a posterior
(MAP) estimates of the parameters in statistical models, where the model depends on
the expectation of latent variables.
Here, we also consider another latent variable which is the time delay, τ , between
the left and right recordings corresponding to the dominant source at each T-F unit.
Both i and τ are combined into one hidden variable ui,τ (m, f) which is 1 if (m, f)
is dominated by ith source with delay τ , and will be 0 otherwise. The joint prior
probability of any T-F unit activated by source i and time delay τ is ψiτ ≡ p(i, τ)
which can be initialized by normal distributions centred at time delays estimated by
PHAT method as in Figure 3.5. The aim is to calculate the posterior probability of
latent variable, ui,τ given the observations and model parameters, p(ui,τ |φ, α, z,Θ).
The model parameters, Θ = {ξi,τ , σi,τ , µi, ηi,ai, γi}, are estimated in such a way that
maximizes the log-likelihood of the observations, φ, α, z:
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L(Θ) =
∑
m,f
log p(φ(m, f), α(m, f), z(m, f)|Θ). (3.18)
From the sum and product rules [18], the marginal density is given by:
L(Θ) =
∑
m,f
log
∑
i,τ
[p(φ(m, f), α(m, f), z(m, f)|uiτ (m, f),Θ)
· p(uiτ (m, f)|Θ)] (3.19)
=
∑
m,f
log
∑
i,τ
[p(φˆ(m, f ; τ)|ξi,τ (f), σ
2
i,τ (f))
·p(α(m, f)|µi(f), η
2
i (f))
·p(z(m, f)|ai(f), γ
2
i (f)) · ψi,τ ] (3.20)
=
∑
m,f
log
∑
i,τ
[pi,τP · p
i
L · p
i
B · ψi,τ ] (3.21)
where ξi,τ , σ
2
i,τ , µi, η
2
i , ai, and γ
2
i are the mean and variance of the IPDs, the ILDs and
the MVs, respectively, for source i and time delay of τ . Probabilities pi,τP , p
i
L, and p
i
B
are equal to equations (3.16), (3.15) and (3.11), respectively. Equation (3.20) represents
a Gaussian mixture model with one Gaussian distribution for each source i and each
azimuth (corresponding to each τ). Therefore, there are N (number of sources)×Nτ
(number of equally spaced ITDs) Gaussian distributions being mixed by the mixing
weight ψiτ .
We should emphasize here that, in (3.20), we have followed the original work of Mandel
et al. in [104] and assumed that the noise, which contaminated IPD and ILD cues, are
independent. Consequently, the mutual (joint) probability is written as the product of
individual probabilities. From this total log likelihood, we define the auxiliary function
to be maximized with respect to Θ:
Q(Θ|Θs) = Eu|φ,α,z,Θs log (L(Θ;φ, α, z)) (3.22)
Q(Θ|Θs) =
∑
m,f
∑
i,τ
p(uiτ |φ(m, f), α(m, f), z(m, f),Θ
s)
· log (p(uiτ , φ(m, f), α(m, f), z(m, f)|Θ)) + const, (3.23)
where Θs is the estimated parameters after s iterations and const is a constant value
cancelled in the derivative of the auxiliary function.
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3.6 Expectation-Maximization Implementation
The EM algorithm is employed to estimate the model parameters and the probability
of each source being active at each T-F unit, iteratively. In the Expectation step (E
step), it calculates the expected value of the log likelihood function, with respect to
the conditional distribution of u (hidden variable) given the observations, φ, α, and z,
under the current estimate of the parameters, Θs. In other words, given the estimated
parameters and the observations, the probability of the source i at time delay τ being
dominant at T-F unit (m, f), i.e., the expected value of p(uiτ |φ, α, z,Θ
s), is calculated
as:
νiτ (m, f) ≡ p(uiτ |φ(m, f), α(m, f), z(m, f),Θ
s). (3.24)
Considering the definition of the conditional probability, νiτ (m, f) can be rewritten as
follows:
νiτ (m, f) =
p(uiτ (m, f), φ(m, f), α(m, f), z(m, f),Θ
s)
p(φ(m, f), α(m, f), z(m, f),Θs)
=
p(φ(m, f), α(m, f), z(m, f)|uiτ ,Θ
s) · p(uiτ ,Θ
s)
p(φ(m, f), α(m, f), z(m, f)|Θs) · p(Θs)
=
p(uiτ |Θ
s) · p(φ(m, f), α(m, f), z(m, f)|uiτ ,Θ
s)
p(φ(m, f), α(m, f), z(m, f)|Θs)
. (3.25)
The numerator of equation (3.25) resembles (3.19) and so νiτ (m, f) can be written as:
νiτ (m, f) = K · ψiτ · p
i,τ
P (m, f) · p
i
L(m, f) · p
i
B(m, f), (3.26)
where νiτ (m, f) is the occupation likelihood of source i with delay τ with prior proba-
bility of p(uiτ |Θ
s) represented by ψiτ . Coefficient K can be determined in such a way
that νiτ (m, f) adds up to 1 over all sources and time delays at each T-F unit. The
probabilities, pi,τP (m, f), p
i
L(m, f), and p
i
B(m, f) can be estimated using (3.16), (3.15),
and (3.11), respectively.
In the Maximization step (M-step) the parameters that maximize the function Q(Θ|Θs)
are estimated by setting the derivative of the function equal to zero. The ILD param-
eters (µi(f), η
2
i (f)) and the IPD residual parameters (ξiτ (f), σ
2
iτ (f)), are re-estimated
for each source (and time delay) using the estimated occupation likelihood νiτ (m, f)
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calculated in the E-step. The M-step of the algorithm can be defined as follows where
the model distributions are Gaussian.
Similar to [104], the ILD parameters are updated as:
µi(f) =
∑
m,τ α(m, f)νiτ (m, f)∑
m,τ νiτ (m, f)
, (3.27)
η2i (f) =
∑
m(α(m, f)− µi(f))
2
∑
τ νiτ (m, f)∑
m,τ νiτ (m, f)
. (3.28)
IPD residual parameters are updated:
ξiτ (f) =
∑
m φˆ(m, f ; τ)νiτ (m, f)∑
m νiτ (m, f)
, (3.29)
σ2iτ (f) =
∑
m(φˆ(m, f ; τ)− ξiτ (f))
2νiτ (m, f)∑
m νiτ (m, f)
. (3.30)
Frequency-independent parameters can be estimated by taking the average along the
frequency bins. For example, the frequency-independent IPD mean can be obtained by
ξiτ =
∑
m,f φˆ(m, f ; τ)νiτ (m, f)∑
m,f νiτ (m, f)
, (3.31)
and likewise for the other IPD/ILD parameters. Such averaging can be used to control
the model complexity, as will be discussed in section 3.8.
To update the parameters of the mixing vectors, the correlation matrix of weighted
samples is required. Since the orientation of a linear subspace (i.e., the basis vector
related to each source) can be thought of as its greatest variance [124], the eigenvector
corresponding to the maximum eigenvalue, max(λ), of the correlation matrix is assumed
as the optimum ai, as in [146]:
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Ri(f) =
∑
m,τ
νiτ (m, f)z(m, f)z
H(m, f), (3.32)
ai(f) = eigenvector(Ri(f))max(λ), (3.33)
γ2i (f) =
∑
m,τ νiτ (m, f)||z − (a
H
i z).ai||
2
(M − 1)
∑
m,τ νiτ (m, f)
, (3.34)
ψiτ (f) =
1
TF
∑
m
νiτ (m, f), (3.35)
where T and F are the number of time frames and frequency bins, respectively.
Since the MVs are estimated at each frequency channel independently, the permutation
alignment over all frequency bins is still a problem. In addition, it is well-known that
the EM algorithm only guarantees a local optimum and, in practice, it is important to
set the initial values appropriately to achieve global optimum. Both issues are addressed
in the following Section 3.7.
3.7 Practical Implementation Issues of the Proposed al-
gorithm
3.7.1 Dealing with Permutation Problem and Initialization
Since the EM algorithm can be initialized either from the E-step or the M-step and
also there is commonly no prior information about the mixing vectors, we propose to
initialize the probabilistic mask first and then estimate the initial values of ai(f) and
γi(f) based on the masked spectrogram. More specifically, we initialize the mask based
on the IPD and ILD cues derived from the binaural model and let the program run for
two iterations without any MV contribution (For clarification see Algorithm 3.1).
For the first iteration, we set piB(m, f) = 1 for all time frames m and frequencies f
in (3.26) to remove the effect of the MV contribution. Once the mask Mi(m, f) ≡
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Figure 3.5: The joint probability of source i and time delay τ , pi,τ for three sources
positioned at −20◦, 0, and +20◦ azimuths, respectively. Each source corresponding time
delay, τi, is estimated by PHAT histogram. Then normal distributions with variance
of one sample (1/fs second) are considered around more probable time delays.
∑
τ νiτ (m, f) is obtained after two iterations based on only the information in the
binaural cues, the parameters of the MV distributions, (ai(f), γ
2
i (f)), are estimated
from the next M-step to prevent the permutation problem explained in [146].
Similar to [104], we initialize ψiτ with one Gaussian distribution for each source, say i,
over τ with mean values (τi) corresponding to the direct sound estimated by PHAT-
histogram [1]. Figure 3.5 represents the Gaussian distribution of three sources posi-
tioned at −20◦, 0, and +20◦ azimuths, respectively. In this technique, the recorded
signals are divided into short segments and each segment is then multiplied by Han-
ning window. Then the cross correlation (CC) between the left and right segments is
calculated which peaks at time delay corresponding to the direct sounds or strong re-
flections. In order to find out more reliable time delays, histogram of ITDs is generated
using ITDs where CCs peak. The generated histogram will peak at ITDs with more
occurrence which can be considered as more trustworthy. Figure 3.6 shows an example
histogram for the case where three sources are present at −20◦, 0, and +20◦ azimuths,
respectively. Each source corresponding time delay τi is estimated where the histogram
peaks shown as samples −2.5, 0, and 2.5, corresponding to −0.16 ms, 0, and +0.16
ms time delay between left and right ears, respectively. If the number of segments in-
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Figure 3.6: An example PHAT histogram for three sources positioned at −20◦, 0, and
+20◦ azimuths, respectively. Each source corresponding time delay, τi, is estimated
where the histogram peaks shown as samples −2.5, 0, and 2.5, corresponding to −0.16
ms, 0, and +0.16 ms time delay between left and right ears, respectively.
creases, either by choosing long signals or shortening the window length, the histogram
will converge to the probability density function (pdf) of possible ITDs, with genuine
ITDs being identified with higher probabilities. A window length with LPHAT = 512
samples with 75 overlap are chosen where the signal is 2.5 s with Fs = 16kHz. This
results in 309 segments which is reasonable for generating a fair histogram. This tech-
nique is then applied to the recorded mixtures to initialize the prior probability of each
source, i, and each possible time delay, τ , as in ψiτ shown in Figure 3.5.
Initial ILD parameters are set to zero mean and 10 dB standard deviation with IPD
residuals’ means and variances being set to zero and one, respectively. After two
iterations the probabilistic mask is applied to initialize the MV parameters. Thereafter,
the occupation likelihoods are re-estimated and used to update all model parameters
in subsequent iterations.
To deal with the T-F units dominated by reverberation which do not fit into the source
models and degrade the parameter estimation, [104] considers a garbage source. As-
suming a diffuse sound field due to reverberation, the ILD and IPD of the garbage
source should have broad distributions as the energy comes from all directions with
equal probability. Here the garbage source is treated as another sound source with a
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large initial variance.
3.7.2 Pseudocode of the Proposed Algorithm
The whole algorithm is summarized in Algorithm 3.1.
3.8 Experiments
This section explains how we selected utterances and convolved them with room impulse
responses (RIRs) with various acoustic properties to generate the virtual microphone
signals including simulated and realistic room effects. Mixtures of 2 and 3 speakers with
different relative positions were created to examine the effect of source configuration on
the performance of the algorithms. These provide tests for determined (2-source) and
underdetermined (3-source) cases. The Mandel et al. [104], Sawada et al. [146] and our
proposed algorithms were then applied to the mixtures to recover the source signals.
The quality of the recovered signals was evaluated both in terms of signal distortion
and perceptual speech quality.
3.8.1 Data Source Selection
Similar to [104], we chose the TIMIT data set which is a continuous speech corpus
containing 6300 utterances spoken by 630 native American English speakers [52]. 15
utterances, spoken by both male and female speakers, with approximately the same
length (about 3 s), were selected randomly and then shortened to 2.5 s for consistency.
All the utterances were also normalized to have equal root mean square amplitude.
3.8.2 Room Impulse Response Selection
The experiments are firstly implemented by applying binaural room impulse responses
(BRIRs) containing head related transfer function (HRTF) recorded in a real room with
a reverberation time of T60 = 565 ms [155]. However, this dataset is limited to one
constant T60. In order to examine the effect of different reverberation times, different
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Algorithm 1 Soft mask generation to recover speech sources
1: Task: Binaural speech source separation
2: Input:l(t) = x1(t), r(t) = x2(t), (3.1),(3.2)
3: Output: sˆi(t) the estimate of the ith source
4: Initialization: ξiτ = 0, σi,τ = 1, µi = 0, ηi = 10 dB, ψiτ = N (τ |τi, 1) (2)
5: L(m, f) =STFT(l(t)), R(m, f) =STFT(r(t))
α(m, f) = |(L(m, f)/R(m, f))| (3.13)
φ(m, f) = ∠(L(m, f)/R(m, f)) (3.14)
x(m, f) = [L(m, f), R(m, f)]T
x˜(m, f) = x(m, f)/||x(m, f)|| {Normalization} (3.8)
z(m, f)=Pre-whitening and normalising (x˜(m, f)) (3.10)
6: for rep = 1 : Nit do
7: pi,τP (m, f) = N (φˆ(m, f ; τ)|ξi,τ (f), σ
2
i,τ (f)) (3.16)
piL(m, f) = N (α(m, f)|µi(f), η
2
i (f)) (3.15)
8: if rep < 2 then
9: piB(m, f) = 1
10: else
11: piB(m, f) = N (x(m, f)|ai(f), γ
2
i (f)) (3.11)
{after 2 iterations the BSS parameters are initialized}
12: end if
13: Li,τ (m, f) = logψi,τp
i,τ
P (m, f)+
14: log piL(m, f) + log p
i
B(m, f) (3.20)
15: L(rep) =
∑
m,f log
∑
i,τ exp(Li,τ (m, f)) (3.18)
16: νi,τ (m, f) =
17: {exp(Li,τ (m, f))}/{
∑
i,τ exp(Li,τ (m, f))} (3.26)
18: Update µi(f), η
2
i (f), ξi,τ (f), σ
2
i,τ (f) (3.27)-(3.30)
{For frequency independent mode, the average along f is used, e.g. ξi,τ . (3.31)}
19: if rep ≥ 2 then
20: Update ai(f), γ
2
i (f) (3.32)-(3.34)
21: end if
22: Update ψi,τ (3.35)
23: end for
24: Mi(m, f) =
∑
τ νi,τ (m, f)
25: sˆi(t) = ISTFT(L·Mi)/2 + ISTFT(R·Mi)/2
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Algorithm 2 The GCC-PHAT estimate to initialize the ITDs
1: Task: Interaural time difference (ITD) initialization
2: Input: l(t), r(t),
{Left and right recorded signals}
3: Output: τi the estimate of the ITD for ith source and ψiτ = p(i, τ) the joint
probability of each source and time-delays
4: Initialization: Lphat: length of each segment, u = 1, τ = [−15 : 0.5 : 15],
Wh: Hanning window with length of Lphat, k = Lphat ∗ (1−Noverlap),
L = length(l(t))
5: for d = 1 : k : L− Lphat + k do
6: lwin =Wh ∗ l(d : d+ Lphat)
7: rwin =Wh ∗ r(d : d+ Lphat)
8: cc = xcorr(lwin, rwin)
9: at(u) = argmax(cc)
10: u = u+ 1
11: end for
12: ploc = hist(τ(at), τ)
13: τi = argmax(ploc)
14: ψiτ = N (τ |τi, 1)
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Figure 3.7: Set-up configuration. Source 1 is placed in front of the microphones and
source 2 at θo clockwise to the central line of the microphones pair.
RIRs were simulated based on [53] with similar configurations to [155] but without
the HRTF, for different values of T60 and different azimuths from 0
◦ to 90◦ in steps of
15◦. The two microphones were positioned 17 cm apart (similar to the size of human
head diameter) at the center of the room. The target source was placed at 0◦ and the
interferer at θ◦ (θ = 15◦ to 90◦), both of them at 1 m from the microphones as shown
in Figure 3.7.
Once a pilot study with simulated data [53] showed improvement by applying our
proposed algorithm compared to Mandel method, several RIR data sets were investi-
gated to find the most appropriate one for our aim which was evaluating the effects
of source configuration and room reverberation on the performance of the algorithms.
The BRIRs measured by Hummersone [67] were selected. These were recorded using
a dummy head and torso in 5 different types of rooms, named as X, A, B, C and D
at the University of Surrey with all sources positioned 1.5 m away from the head at
azimuths from 0◦ to 90◦ in steps of 5◦. One advantage of this database over other
datasets, such as [155], is its higher angular resolution which enabled us to evaluate
the performance of the algorithms over different configurations with finer resolution.
The other positive aspect of this dataset is that the BRIRs were measured in rooms
with different acoustical properties, which facilitates comparison of the algorithms over
a range of conditions. Table 3.1 shows the acoustical properties of the rooms in which
the signals were recorded. For the anechoic condition, X, the impulse responses were
recorded in a very large room and the reflections were then truncated. The head related
transfer function (HRTF) is incorporated in the BRIR which makes the signals similar
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to what a person would hear in that position.
3.8.3 Mixture Generation with Different Configurations
For each T60 and angular configuration, 15 pairs from those 15 selected utterances were
chosen in such a way that no signal would be mixed with itself. Then the normal-
ized utterances are convolved with RIRs to create reverberant signals containing room
effects. The mixtures were then generated by simply adding the reverberant target
and interferer signals which is equivalent to assuming superposition of their respective
sound fields. Even though the time-frequency masks to recover all the sources at differ-
ent azimuths are calculated in our proposed algorithm, the algorithms’ performance is
reported based on the quality of the recovered target source located at the 0◦ azimuth,
while the interferer’s azimuth varied from 15◦ to 90◦ with steps of 15◦ for simulated
data and 10◦ to 90◦ with steps of 5◦ for recorded RIRs. This is an ecologically valid
approach to investigating the effect of target-interferer angular displacement on the
system performance, given that we typically turn to face the target [82]. In the case
of 2-source mixtures, the interferer was located on the right of the target, whereas for
3-source mixtures, the two interferers were located symmetrically on the right and left
of the target source, as in [104]. This symmetrical design makes the separation task
more difficult by equalizing the energy received by left and right ears. In this case, the
T-F regions dominated by interfering sources will be incorrectly assigned to the target
source located at 0◦ azimuth with equal level and phase at the two ears. According
to this fact, other forms of source-interference configurations will be easier to separate
and therefore are not studied in this work.
For recorded BRIR, since there were 5 different rooms and 17 different configurations,
85 sets of mixtures were created each of which contained 15 different mixtures (1275
mixtures in total). Mandel’s algorithm (based on only binaural cues), Sawada’s algo-
rithm (based on the MVs) and our proposed algorithm were used to separate the source
signals.
To recover the target signal, as shown in line 25 in Algorithm 1, the average of the
separated signals at the left and right microphones is calculated. Although this sum-
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mation favours frontal sources, we have applied the same routine as in the two base-
lines [104,146] to facilitate a fair comparison. Each recovered signal was then compared
to the original utterance to measure the performance of the algorithm. This evaluation
will be explained in more detail below.
Table 3.1: Room acoustical properties in initial time delay gap (ITDG), direct-to-
reverberant ratio (DRR) and reverberation time T60 [67].
Room Type ITDG [ms] DRR [dB] T60 [s]
A a medium office 8.72 6.09 0.32
B a small class room 9.66 5.31 0.47
C a large lecture theatre 11.9 8.82 0.68
D a large seminar room 21.6 6.12 0.89
3.8.4 Evaluation
There are different performance measures defined in [171] to evaluate the quality of the
recovered source, named as: the source-to-distortion ratio (SDR)
SDR := 10 log10
||starget||
2
||einterf + enoise + eartif ||2
, (3.36)
the source-to-interference ratio (SIR)
SIR := 10 log10
||starget||
2
||exinterf ||2
, (3.37)
the source-to-noise ratio (SNR)
SNR := 10 log10
||starget + einterf ||
2
||exnoise||2
, (3.38)
and the source-to-artefacts ratio (SAR)
SAR := 10 log10
||starget + einterf + enoise||
2
||eartif ||2
. (3.39)
As it can be seen in equations (3.38) and (3.39), the energy in the interference is
considered in the numerator (as part of the source signal) which is not acceptable for
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source separation algorithms. Therefore, SNR and SAR are not suitable to measure
the performance of separation techniques. Comparing SDR and SIR, the former one is
more general by considering noise and artefacts in addition to the interference energy in
its denominator while the latter one only considers interference. Consequently, SDR is
chosen to measure the performance of source separation algorithms in real environment.
Since sound coloration by room reflections is acceptable to some extent by human
listeners, it can be counted towards the target energy. Accordingly, the recovered
signals were not compared with the original signals but a filtered version of them which
was also normalized for any delays or scaling. Therefore, we applied an FIR Wiener
filter (up to 32 ms) to the original signal with the recovered target signal as the reference
signal, as in [104]. Thus, any energy in the estimated signal corresponding to a filtered
version of the original utterance was considered as an acceptable representation of the
target signal. Any remaining energy was assumed as distortion [104]:
SDR = 10 log10
||Wien(so)||
2
||sˆ−Wien(so)||2
, (3.40)
where so is the original signal and sˆ, the estimated recovered signal.
Once the source signal has been recovered from the mixtures and the SDR correspond-
ing to that mixture has been calculated, the average SDR over 15 different mixtures
is estimated for each source-interference configuration. This average may change for
another set of mixtures, but its variation is limited to a confidence interval (CI) rep-
resented by error bars in the results. In our case, we determined the endpoints by
considering that the sample mean from a normally distributed sample, is also normally
distributed with the same expectation, but different standard deviation of σm =
std√
n
,
where n = 15 is the number of samples. Consequently, the larger the number of sam-
ples, the shorter the error bars with more confidence.
Although SDR is an objective evaluation method based on physical signal characteris-
tics and is widely used, it may not always correlate well with perceived sound quality.
Consequently, we also applied Perceptual Evaluation of Speech Quality (PESQ) [132]
to evaluate the algorithms for human applications. PESQ is highly correlated with the
mean opinion score (MOS) of human listeners, and provides an objective measure of
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perceptually relevant signal characteristics. PESQ provides a score in the range of 1 to
5 where 1 is bad and 5 is great.
3.9 Results
In this section we first examine the performance of the Mandel and the proposed algo-
rithms with simulated and recoded RIRs for different source model complexities (known
as modes) to choose the one that gives the best results. Then the proposed algorithm is
compared to the Mandel algorithm using simulated data to confirm the benefit of this
integration prior to further experiments. After that, Sawada, Mandel and proposed al-
gorithms are employed to separate the real mixtures under various acoustic conditions
for both the determined and underdetermined cases, i.e., for 2 sources and 3 sources
with just 2 microphones. The detailed results for diverse configurations are reported
to study and compare the methods thoroughly. Finally, we present separation results
for the mixtures corrupted by spatially diffuse noise.
3.9.1 Model Complexity
As explained in section 3.6, model parameters can be frequency-dependent or wrapped
up over all frequency bins to be frequency-independent. There are different modes rep-
resenting different types of source model from having frequency-dependent parameters,
where the mean and variance for ILD and IPD distributions are different for each fre-
quency bin, ΘGΩΩ, to being frequency-independent where the parameters of each source
model are the same for all frequency bins, ΘG11. The superscript G stands for using the
garbage source. For the simplest mode, ΘG00, the means for residual IPD and ILD are
set to zero and do not get updated, with ILD variance also set to ∞. In mode ΘG01
the degree of freedom is increased and so the IPD parameters get updated but remain
constant across frequency. Mode ΘG10 represents updating ILD cues and fixed IPD pa-
rameters. In summary, the indexes 0, 1 and Ω stand for ‘fixed’, ‘frequency-independent’
and ‘frequency-dependent’ parameters for ILD and IPD cues, respectively (see Table
3.2).
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Table 3.2: SDR for different model complexities, separating two speakers in simulated
room with T60 = 0.45s, averaged over 15 different mixtures and 6 different separation
angles from 15o to 90o. (Maximum values are in bold)
modes ILD mean ILD std IPD mean IPD std Mandel[dB] Proposed[dB]
ΘG00 0 ∞ 0 σi 2.35 3.36
ΘG01 0 ∞ ξiτ σiτ 2.19 3.44
ΘG10 µi ηi 0 σi 2.77 3.51
ΘG11 µi ηi ξiτ σiτ 2.68 3.56
ΘG0Ω 0 ∞ ξiτ (f) σiτ (f) 2.57 3.24
ΘGΩ0 µi(f) ηi(f) 0 σi 2.85 3.20
ΘGΩ1 µi(f) ηi(f) ξiτ σiτ 2.79 3.23
ΘG1Ω µi ηi ξiτ (f) σiτ (f) 2.74 3.22
ΘGΩΩ µi(f) ηi(f) ξiτ (f) σiτ (f) 2.89 3.18
A pilot study with simulated data [53] and no HRTF as in Table 3.2 shows that the
moderate mode of ΘG11 with frequency-independent IPD and ILD cues and incorporating
a garbage source give the best performance for our proposed algorithm, in which the
MV-based technique is combined with the binaural cues [3]. In addition to simulated
data, we performed extensive experiments by recored BRIRs for different modes with
the results reported in Fig. 3.8.
Both Table 3.2 and Figure 3.8 show that the Mandel algorithm with fixed ILD param-
eters (ΘG00, Θ
G
01, Θ
G
0Ω) results in lower SDRs. It is due to the fact that the PHAT-based
initialization provides some information about ITD of the sources for all the modes
whereas ILD information is only incorporated to the modes with updating ILD param-
eters.
Another interesting observation is that by exploiting the garbage source, not only the
most complex mode, ΘGΩΩ, but also simpler modes such as Θ
G
11 give high SDRs. Al-
though [104] showed that the most complex model (both ILD and IPD cues being
frequency-dependent) with the garbage source gave the best performance, they did
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Figure 3.8: Performance of the Mandel method [104] (solid bar), and pro-
posed algorithm (white bar) with all possible model complexities averaged over
15 different mixtures in 4 rooms (except anechoic) and 6 different configurations
(15◦, 30◦, 45◦, 60◦, 75◦, 90◦), 360 mixtures, for the determined (2-source) case.
not examine all of the modes with frequency-independent parameters. In addition, we
incorporated the garbage source for all possible modes to have a comprehensive com-
parison. Thus, it is more efficient to apply ΘG11 with less computational expense for
very similar results.
In the case of our proposed method, all the modes gave comparable results with ΘGΩ1
(i.e., frequency dependent ILD and frequency-independent IPD) having slightly better
performance. However, based on simulated data and also to be consistent with Mandel
mode, it is more acceptable to set this cue as frequency independent as in mode ΘG11
which gives similar results. In this way the binaural model parameters will be fixed
for all frequency bins, preventing the permutation problem introduced by bin-wise
clustering and reducing the model complexity.
3.9.2 Preliminary Results with Simulated Data
Once the model complexity has been chosen, we examined the performance of our pro-
posed algorithm against Mandel et al. [104] for different source-interference configura-
tions under various reverberant conditions using simulated data. Figure 3.9 represents
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an example of target (at 0◦), interference (at 15◦) and mixture spectrograms recorded
at right microphone where T60 = 3 s. The smearing effect due to reverberation is de-
tectable. The main task is to estimate soft (probabilistic) mask to extract the source
spectrogram from the available mixture spectrogram. Figure 3.10 shows the estimated
masks by Mandel and our proposed algorithms along with the spectrogram of the tar-
get sound to visualize how similar the results are. Although the overall pattern of the
masks is the same, the combined method represents more distinct areas, resembling the
ideal binary mask (IBM). This can be considered as more confidence in assigning each
T-F point to a specific source. In this case the difference between the results is about
1 dB improvement in SDR exploiting the combined method.
Figure 3.11(a) represents the absolute SDR improvement from Mandel et al. [104] to
our proposed algorithm for different angular displacement against the reverberation
time T60. The most significant change happens when the interference is positioned
at azimuth θ = 15◦ with 2.5 dB improvement at T60 = 0.13 s. Figure 3.11(b) shows
the improvement for different angular displacement between the target source and the
interference. According to this preliminary results with simulated data we concluded
that integrating the mixing vector with binaural cues improves the performance of
source separation algorithm especially when the sources are positioned close to each
other. Once the simulated data confirmed the benefit of integration, the experiments
were performed using real recorded BRIRs under anechoic and reverberant conditions
and reported in the following sections.
3.9.3 Anechoic Conditions
This section investigates the performance of the algorithms under anechoic conditions,
to examine their behavior without the effects of room reflections and reverberation.
For these anechoic experiments, pilot tests confirmed our expectation that the garbage
source was unnecessary, as there was no reverberation for it to model. Use of garbage
model produced a slight degradation, so this feature was disabled for anechoic condi-
tions. The results are plotted in Figure 3.12 with error bars as explained in section
3.8.4.
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Figure 3.9: Time-frequency representation of (a) the target (at 0◦), (b) the interference
(at 15◦) and (c) the mixture for T60 = 0.3 s.
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Figure 3.10: Estimated masks to recover the target signal from the mixtures applying
(a) Mandel et al., (c) our proposed algorithm to extract (b) the target spectrogram.
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Figure 3.11: SDR improvement by our proposed method against Mandel et al. algo-
rithm for the chosen mode ΘG11
For the determined case in Figure 3.12(a) with 2-source mixtures, the proposed method
gave an average 3.5 dB SDR improvement over Mandel’s approach when the sources
were close (15◦ or less). The advantage reduced to 1.0 dB when interferer was positioned
at 45◦ or more. The average enhancement over Sawadas approach was approximately
2.0 dB for all target-interferer configurations.
For the underdetermined case, a considerable difference of almost 5.0 dB is manifest
in Figure 3.12(b) between the proposed method over Sawada’s but, compared with
Mandel’s, this large difference only occurs at 10◦ and is otherwise much more modest.
The overall average separation performance for the 3-source case was 9.58 dB for the
proposed method, 8.29 dB for Mandel’s and 4.67 dB for Sawada’s, which is consistent
with the anechoic results reported in [104].
3.9.4 Reverberant Conditions
For any practical system, it is vital to test its performance in typical acoustical condi-
tions including room reflections and reverberation. To study the effect of reverberation
on the performance of the algorithms, all the configurations were tested across a range
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Figure 3.12: SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in anechoic conditions, (a) 2-source and, (b) 3-source
case.
of environmental conditions, as in Table 3.1 in section 3.8.
Fig. 3.13 presents the SDRs of the recovered signals with the interfering source posi-
tioned at different azimuths. It can be seen that with different T60s and DRRs in all 4
environments the proposed algorithm shows the best performance. It is also visible that
the proposed method outperforms the two baselines especially when the angle between
the target and the other source is less than 45◦. For example, the average improvement
for room A with angles less than 35◦ over Mandel’s is about 1.5 dB, which decreases
for larger angular displacements. The Mandel algorithm works well when the sources
are well away from each other. Therefore, the average results over all rooms (A, B, C,
D) and configurations show a smaller but statistically significant improvement of 0.37
dB with critical p-value of 1.03× 10−22 (number of mixtures=1020). In case of PESQ,
an improvement of 0.026 is shown to be significant with p-value of 3.28× 10−30. The t
statistic to test whether the means of two groups are significantly different is calculated
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Figure 3.13: SDR of the recovered target source averaged over 15 mixtures with mode
ΘG11, at each angular displacement in 2-source case, (a) room A with T60 = 0.32s, (b)
room B with T60 = 0.47s, (c) room C with T60 = 0.68s and (d) room D with T60 = 0.89s.
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as follows:
t =
Y¯1 − Y¯2√
ζ2
1
+ζ2
2
n
, (3.41)
where Y¯1, Y¯2 are the mean values of the two groups and n is the number of samples
in each group. ζ21 and ζ
2
2 are the variances of the two sets, respectively. Once a t
value is determined, a p-value can be found using a table of values from Student’s
t-distribution. If the calculated p-value is below the threshold chosen for statistical
significance (usually at the 0.10, the 0.05, or 0.01 level), then the null hypothesis is
rejected and so the two sets of variables are significantly different. In other words, it is
unlikely to obtain the results by chance and the improvement is meaningful. There is
a [p, h] = ttest(x, y) function in Matlab which returns the p-value and the test decision
for the null hypothesis that the data in x − y comes from a normal distribution with
mean equal to zero, using the paired-sample t-test. It means that the pairwise difference
between data vectors x and y has a mean equal or not equal to zero. In case of unpaired
t-test run by function ttest2, the mean value of the samples are compared as in equation
(5.4). In our experiment we run paired t-test to compare the two methods sample by
sample.
The improvement over Sawada is consistent for all the various interferer positions, but
varies with environmental conditions. For example it is especially high in room D with
T60 = 0.89 s. A summary of the results is represented in Tables 3.3 and 3.4.
Figure 3.14 presents the results for the underdetermined case with two interfering
sources on the right and left hand sides of the target, respectively. It is clear that
the proposed method generally outperforms the two baselines. However, there are
some weak results at larger azimuths due to poor initialization in room D with its high
reverberation. Overall, an average improvement of 0.33 dB over 4 reverberant rooms is
achieved, which is significant with p-value= 1.27 × 10−4 (number of mixtures=1020).
In case of PESQ, an improvement of 0.014 is shown to be significant with p-value of
4.00 × 10−2.
Furthermore, from Figures 3.13 and 3.14 we see that the performance not only depends
on the T60 but also the DRR. For example, although the T60 of the room C is higher
than that of room B, the SDRs of the recovered signals are higher in room C due
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Figure 3.14: SDR of the recovered target source averaged over 15 mixtures with mode
ΘG11, at each angular displacement in 3-source case: (a) room A with T60 = 0.32s, (b)
room B with T60 = 0.47s, (c) room C with T60 = 0.68s and (d) room D with T60 = 0.89s.
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to the higher direct-to-reverberant ratio (DRR=8.8 dB) compared to that of room B
(DRR=5.3 dB). Therefore, it is important to consider other acoustical factors such as
DRR of the rooms to examine and report the performance of an algorithm and that
the reverberation time (T60) is not the only acoustic parameter which affects the source
separation algorithms.
It is worth to mention that the Mandel’s algorithm is run by Mandel’s code that he
kindly provided us with. We also tried hard to reproduce the Sawada’s algorithm as
explained in [146]. However, since their data was recoded under completely different
condition, we could not compare our version of their algorithm with their reported
performance.
Table 3.3: Results of the baseline methods and proposed method for anechoic, X, and
reverberant mixtures with the average over A, B, C and D in SDR [dB].
Case Methods X A B C D Mean
2-Src
Sawada 11.83 9.11 6.19 8.63 4.36 7.07
Mandel 12.53 10.14 7.10 9.51 5.42 8.04
Proposed 14.57 10.65 7.27 9.79 5.93 8.41
3-Src
Sawada 4.67 6.43 4.13 6.03 3.30 4.97
Mandel 8.29 7.81 4.93 7.40 3.97 6.03
Proposed 9.58 8.31 5.21 7.69 4.20 6.35
3.9.5 Spatially Diffuse Noise
We have also evaluated the performance of the proposed algorithm, in comparison with
the two baseline algorithms, for separating the mixtures corrupted by spatially diffuse
noise. Diffuse noise has the property of sound energy arriving at a sensor from every
direction with equal probability. For two sensors sufficiently separated in space (as
in our case), we approximately simulate these conditions by adding two independent
white noise sequences to the left-channel and right-channel mixture respectively. We
have performed two sets of experiments. In the first set of experiments, we repeat
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Table 3.4: Results of the baseline methods and proposed method for anechoic, X, and
reverberant mixtures with the average over A, B, C and D in PESQ.
Case Methods X A B C D Mean
2-Src
Mixtures 1.93 2.18 1.94 2.18 1.81 2.03
Sawada 2.86 2.33 2.03 2.31 1.87 2.14
Mandel 2.57 2.34 2.07 2.34 1.96 2.18
Proposed 2.96 2.37 2.09 2.36 1.99 2.21
3-Src
Mixtures 1.62 1.94 1.75 1.98 1.67 1.84
Sawada 1.92 2.01 1.80 2.02 1.73 1.89
Mandel 2.13 2.10 1.85 2.14 1.81 1.98
Proposed 2.22 2.13 1.85 2.16 1.82 1.99
the experiments performed in section 3.9.3 under anechoic condition by adding spa-
tially diffuse noise to each of the mixtures used. All the other set-ups (including the
parameters set-up and the mode for the IPD/ILD model) were exactly the same as
those in section 3.9.3. In the second set of experiments, we repeat the experiments for
reverberant rooms as performed in section 3.9.4, where we followed the same set-ups
except that we added spatially diffuse noise to each of the mixtures in these new tests.
Since similar performance trends are observed for all the rooms, here we only report
results for room C. In both sets of experiments, two different levels of noise in terms of
signal-to-noise-ratios (SNRs), were tested, 10 dB and 20 dB, respectively.
For the anechoic mixtures, the average SDR results are shown in Figure 3.15 for SNR
= 10 dB. From Figure 3.15, it can be observed in the anechoic case that, the proposed
algorithm performs better than the MV algorithm (i.e. Sawada’s algorithm), especially
for the angles between 20◦ and 60◦ in diffuse noise. It also outperforms the binaural
cue based algorithm (i.e. Mandel’s algorithm) for nearly all the angles. By compar-
ing Figure 3.15 (a) and Figure 3.15 (b), we can further observe that the performance
advantage of the MV cue over the binaural cues in diffuse noise tends to drop consider-
ably with the increase of the number of sources. In the three-source case, our proposed
algorithm also performs better than Sawada’s algorithm for angles between 20◦ and
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Figure 3.15: SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in anechoic conditions, with 10 dB spatially diffuse
noise corruption, (a) 2-source and, (b) 3-source case.
60◦, and gives comparable results to Sawada’s algorithm for the other angles. We ob-
served in our experiments that when the noise level was not very high, e.g. 20 dB SNR,
shown in Figure 3.16, the binaural cues performed well, similar to the case of noise-free
conditions (shown in Figure 3.12). Yet our proposed algorithm gave consistently better
performance as compared with both baseline algorithms, for both two source and three
source situations.
For the reverberant case (i.e. room C), the average SDR results are shown in Figure
3.17 for SNR = 10 dB. From Figure 3.17 with 10 dB noise corruption, it can be observed
that, similar to the anechoic case, Mandel’s method is greatly affected by the diffuse
noise, while Sawada’s method is less affected. In this case, Sawada’s method exhibits
advantages over our proposed algorithm as well as Mandel’s method. The reason that
the proposed algorithm does not show benefit over Sawada’s algorithm in diffuse noise
is related to the combination of these cues. However, the results further confirm that
the MV cue can be complementary to the IPD/ILD cues since the proposed algorithm
improves Mandel’s algorithm in diffuse noise. We also observed in our experiments
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Figure 3.16: SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in anechoic conditions, with 20 dB spatially diffuse
noise corruption, (a) 2-source and, (b) 3-source case.
that, when the noise level is not as high, e.g. with 20 dB diffuse noise as in Figure 3.18
, our proposed algorithm outperforms the two baseline methods, for both two source
and three source conditions. Overall, the results are very consistent with the SDR
evaluations in the noise-free conditions for room C, as shown previously in Figures.
3.13 and 3.14.
3.10 Summary
In this chapter two state-of-the-arts algorithms are introduced and combined to separate
the source signals from the recorded mixtures. One of the algorithms is categorized
as a BSS algorithm [146] and the other one can be considered as a CASA approach
[104]. The main idea is to transform the signals into time-frequency (T-F) domain
and calculate the probability of each source being active at each T-F unit based on
statistical and binaural cues. In this study two forms of additive and convolutive noise
models are considered to extract statistical and binaural cues, respectively. Considering
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Figure 3.17: SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in room C, with 10 dB spatially diffuse noise cor-
ruption, (a) 2-source and, (b) 3-source case.
additive noise model, one can estimate the mixing vectors (MV)s from each source to
the microphones by clustering the observation vectors. Convolutive noise model can be
applied to extract the ILDs and IPDs to label the T-F units based on these binaural
cues. In our approach MV, ILD and IPD cues are modelled by Gaussian distributions
and EM algorithm is applied to estimate the model parameter and probability of each
source at each T-F unit, recursively. The permutation problem of frequency domain
BSS techniques are addressed and solved by proper initialization.
We have applied the methods to separate the source signals from the mixtures recorded
in 5 different rooms with various acoustical properties. Our proposed method has shown
significant improvement in comparison to the two baseline algorithms in terms of both
objective measurements using SDR and subjective listening tests using PESQ. We
have shown that with different T60s and DRRs in all 4 reverberant environments, the
proposed algorithm shows the best performance. It is also visible that the proposed
method outperforms the two baselines especially when the angle between the target
and the other source is less than 45◦. The improvement over Sawada is consistent
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Figure 3.18: SDR of the recovered target source averaged over 15 mixtures with mode
Θ11, at each angular displacement in room C, with 20 dB spatially diffuse noise cor-
ruption, (a) 2-source and, (b) 3-source case.
for all the various interferer positions, but varies with environmental conditions. For a
reverberation time of 320 msec, the proposed algorithm achieves approximately 1.54 dB
SDR gain over the Sawada algorithm in [146] and 0.51 dB SDR gain over the Mandel
algorithm in [104].
Another interesting point is the difference in the performance of the algorithms in four
different rooms. We observed that T60 is not the only important factor affecting the
performance of the algorithms. Other acoustic properties of the recording environment
such as DRR also have a great influence on the results. Tests on mixtures corrupted
by spatially-diffuse noise also confirmed these findings.
Although the proposed algorithm improves the performance of the source separation,
the mechanism of this improvement is not clear in the first glance. Therefore, we have
studied and compared the two baseline algorithms in the following chapter.
Chapter 4
Comparison between Complex
Mixing Vector as in Statistical
Mixture Models and Binaural
Cues
In Chapter 3, an algorithm for blind separation of convolutive speech mixtures is pro-
posed. We have shown that the integration of the mixing vectors (MV)s in statistical
mixture models and binaural cues (ILD and IPD) in CASA approaches improves the
performance of the two baseline algorithms which exploit only MV or binaural cues
(ILD/IPD). However, the mechanism of this improvement was not clear. In this chap-
ter we study the method based on the MV estimation [146] and the technique using
binaural cues [104] to investigate the strengths and weaknesses of these two approaches
under various conditions. We show that the MV models seem to be more distinct com-
pared to ILD and IPD models for sources that are close to each other. On the other
hand, for spatially separated sources the binaural cues become easily distinguishable
while MV models may overlap. Moreover, the effect of two different types of noise on
these models is examined which suggests that MV models deviate due to convolutive
noise but are robust to additive noise. On the contrary, the binaural cues, and espe-
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cially IPD, are robust to convolutive noise introduced by reverberation and degrade
in the presence of additive noise. These observations confirm the complementary role
of spatial cues in statistical and binaural models under various conditions. In other
words, this chapter explains the reason why the integration of MV and binaural cues
improves the results.
4.1 Introduction
In this chapter we consider different representative techniques for BSS and CASA ap-
proaches to have a fair comparison. In our approach both algorithms are applied to
estimate time-frequency (T-F) masks to extract the source signals from stereo speech
mixtures assuming that the speech signals are sparse in T-F domain. The BSS based
technique considers statistical mixture model with additive noise and attempts to esti-
mate the MV from each source to the microphones. Once the MVs are estimated, the
observation vectors closer to each MV are assigned to that source. The CASA based
method considers convolutive noise model to estimate the ILD and IPD of the sources
which are then applied to group the T-F units based on their binaural cues. Our main
goal is to compare the T-F classification based on MVs and binaural cues under various
conditions. We investigate both techniques to see which approach assigns more T-F
units dominated by each source to that source correctly.
In time-frequency domain stereo observation vectors contain two complex numbers
with their amplitude and phase, representing four degrees of freedom. However, in
BSS approaches the observation vectors are normalised and whitened prior to further
processing, with their degrees of freedom being reduced. Accordingly, the observation
vectors, and therefore, the MVs of the sources, can be represented in 2D domain,
making it easier to visualise and compare the MVs with binaural cues.
Once the observation vectors have been represented in 2D plane, the equal probability
contours corresponding to each source and the decision boundaries are drawn to show
how distinguishable the normalized and whitened observation vectors are. The scatter
plot, the equal probability contours and the decision boundaries are also drawn based
on binaural cues of the same sources to compare with MV based classification. We have
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shown that the observation vectors and their corresponding equal probability contours
estimated based on MVs are quite distinguishable when the sources are close to each
other and the binaural cues are similar. On the other hand, the scatter plots of the
observation vectors overlap when the sources are away from each other and the binaural
cues are distinct. This confirms the complementary roles of MVs and binaural cues for
different source-interferer configurations.
In addition to that, the effect of two types of noise (i.e. additive and convolutive)
on the cues is studied. The source model parameters for noiseless clean signal are
estimated and compared to those model parameters estimated based on noisy signals.
It is shown that the MV model parameters are more affected by high reverberation
while IPD/ILD parameters are more robust to reverberation and degrades by additive
noise. This represents complementary roles of MV and binaural cues for dealing with
different types of noise.
4.2 Complex Mixing Vector Representation
In time-frequency domain where the speech signals are sparse, only one source is domi-
nant at each T-F unit and so the mixing matrix, H, in the mixture model, x = Hs, will
reduce to mixing vector (MV), hi, corresponding to the active source, Si. Consequently,
the mixture model will be represented as follows:
x(m, f) = Si(m, f)hi(f), (4.1)
where x(m, f) = [X1(m, f),X2(m, f)]
T is the observation vector at T-F unit of (m, f).
To eliminate the effect of source amplitude variation, the observation vectors are nor-
malized and whitened as shown in (3.8) and (3.10) in section (3.3).
The operations of normalisation (3.8) and whitening (3.10) in the T-F domain reduce
the degrees of freedom of the model (4.1) when represented by the mixing vector. To
see this, we represent z(m, f) with complex 2D vectors containing amplitude and phase
information as follows:
|Z1(m, f)|ej∠Z1(m,f)
|Z2(m, f)|e
j∠Z2(m,f)

 ≈ S˜i(m, f)·

ai1(f)
ai2(f)

 , (4.2)
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Figure 4.1: Histograms of ∠Z1 + ∠Z2 and ∠Z1 − ∠Z2 for T-F samples at frequency
3.85 kHz.
where source i is the dominant source and ai(f) relates to hi(f) with (3.12). Therefore
at each frequency bin f , we have:
|Z1(m, f)|
2 + |Z2(m, f)|
2 = 1 (4.3)
∠Z1(m, f) + ∠Z2(m, f) ≈
∠ai1(f) + ∠ai2(f) + 2∠Si(m, f), (4.4)
∠Z1(m, f)− ∠Z2(m, f) ≈ ∠ai1(f)− ∠ai2(f), (4.5)
where ∠Z1(m, f)+∠Z2(m, f) and ∠Z1(m, f)−∠Z2(m, f) represent uniform and peaky
distributions, respectively as shown in Figure 4.1. As shown in (4.4), ∠Z1(m, f) +
∠Z2(m, f) is time-variant since the phase of the source signal changes with respect
to time. As a result, it can take any value between −pi and +pi, having a uniform
distribution. Moreover, it is uninformative and cannot be used to estimate the time-
invariant mixing vectors blindly. Instead, the MVs, ai(f) = [ai1(f), ai2(f)]
T , can be
evaluated as the main eigenvectors of the covariance matrices Ri(f):
Ri(f) =
∑
m
z(m, f)zH(m, f), (4.6)
considering those T-F units where source i is active. Consequently, the MVs will have
two degrees of freedom: relative amplitude and relative phase, since ||ai(f)|| = 1 due
to normalization and ∠ai1(f) or ∠ai2(f) = 0 due to whitening.
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This result is consistent with the fact that the covariance matrices are positive-semidefinite
and symmetric [61] and so Hermitian in the complex domain with all the eigenvalues
being real [154]. Hence, the eigenvectors (mixing vectors) will be like [r cr]T where
r ∈ R and c ∈ C, with relative phase and amplitude containing the whole information.
On the other hand, the MV related to each source at a given frequency f can be con-
sidered as the centroid of that source’s (whitened and normalized) observation vectors
z(m, f) = [Z1(m, f), Z2(m, f)]
T where m = 1, ..., T at that frequency. Therefore, the
MV of the source at a given frequency, ai(f), which is related to hi(f) by (3.12), can be
represented by the observation vectors z(m, f) of that given source (assuming all other
sources to be inactive). To show this we define the contributions of source i to Zk(m, f)
as Zk|i(m, f), where Zk|i(m, f) = aikS˜i(m, f), k = 1, 2, and likewise, its contributions
to z(m, f) as z|i(f) = [Z1|i(m, f), Z2|i(m, f)]T . When only source i is active we have
z(m, f) = z|i(m, f).
We now present an example to demonstrate the relationship between z(m, f) and the
MVs with a scatter plot. To this end, we generate the observed signals by convolv-
ing two random utterances from the TIMIT dataset [52] with binaural room impule
responses (BRIRs) of room A [69] (as listed in Table 3.1) for sources at 0◦ and 10◦
azimuths, one at a time. For example, we can allow one utterance to be active (e.g.,
source s1 placed at 0
◦ azimuth), by switching off the other (e.g. source s2 placed at
10◦). In this way, the observed signals xk, k = 1, 2, would contain only the contri-
butions from source s1. Then the signals xk are transformed to the T-F domain and
concatenated to produce complex observation vectors at each T-F unit, in this case
x(m, f) = x|1(m, f), which are further processed in terms of (3.8) and (3.10) to pro-
duce the normalized and whitened observation signals z(m, f) = z|1(m, f). The obser-
vation vector, z|1(m, f), with corresponding MV, a1(f), as its centroid, is represented
by ∠Z1|1(m, f) − ∠Z2|1(m, f), and tan−1(|Z1|1(m, f)|/|Z2|1(m, f)|), which are associ-
ated to the phase and level differences of source S1(m, f), respectively. The observation
vectors z|1(m, f) at the frequency band of 3.85kHz are the circles plotted in Figure 4.2
(a). When only source S2(m, f) is active (by switching off source S1(m, f)), we can
similarly visualize ∠Z1|2(m, f) − ∠Z2|2(m, f), and tan−1(|Z1|2(m, f)|/|Z2|2(m, f)|) as
the triangles in Figure 4.2 (a). It can be seen that all the points are confined to a
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Figure 4.2: 2D representation of the observation vectors in frequency channel = 3.85
kHz after normalization and whitening on (a) a unit cylinder wall, and (b) unwrapped
2D plane, for two different sources at 0◦ and 10◦ azimuths.
quadrant of a unit cylinder shell due to the normalization which can be unwrapped to
a 2D plane as shown in Figure 4.2 (b).
Now, this seems to suggest that the MV does not provide extra information compared
to IPD and ILD. However, as will be clear in the following sections, the scatter plots
and probability distributions of MV and binaural cues are different and they introduce
different behaviour under various conditions.
4.3 Closely Spaced Sources
In this section we compare the behaviour of the MV and binaural cues (ILD/IPD)
distributions and show that MV distributions are more distinct as compared to the joint
probability of ILD and IPD, when the sources are close to each other. Equal probability
contours are used to illustrate the multivariate distributions in 2D space [163]. We
consider the same example as shown in Figure 4.2 in Section 4.2, where the observed
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signals (whitened and normalized) z|1 and z|2 are obtained in the same way by placing
respectively source 1 at 0◦ azimuth and source 2 at 10◦ azimuth, one at a time.
To calculate the equal probability contours based on the MV, the model parameters
(mean and variance), ai(f), and γ
2
i (f), are estimated for each source i = 1, 2 based on
the whitened observation signals z|i(m, f) = [Z1|i(m, f), Z2|i(m, f)]T , when only one
source is active at each time:
Ri(f) =
∑
m
z|i(m, f)zH|i (m, f), (4.7)
ai(f) = eigenvector(Ri(f))max(λ), (4.8)
γ2i (f) =
∑
m ||z|i − (a
H
i z|i).ai||
2
(M − 1)T
, (4.9)
where T is the number of time frames at each frequency channel andM is the dimension
of observation vectors which is equal to the number of sensors. We then plotted the
equal probability contours of two MV probabilities under the two sets of MV parameters
calculated above, as shown by dashed lines in Figure 4.3 (a), as follows. First, two sets
of MV probabilities p(z|ai(f), γi(f)) are calculated for z = [Z1, Z2]
T , using:
p(z|ai(f), γi(f)) =
exp
(
−
||z−(aH
i
z).ai||2
γ2
i
)
(piγ2i )
M−1 , (4.10)
for i = 1, 2. The z components vary in such a way that ∠Z1−∠Z2 takes discrete values
from (−pi, pi] and dB
( |Z1|
|Z2|
)
from −20 dB to 20 dB. This corresponds to changing
tan−1 |Z1||Z2| from approximately 0.1 to
pi
2 . Then, Matlab’s contour function is employed
to draw the equal probability contours in dashed lines based on these two sets of
calculated probabilities.
To show how distinguishable the sources are, the variables {z = [Z1, Z2]
T } in 2D space
should be divided into two (or more) groups, which are associated with the samples
from each source. The decision boundaries, or the borders between these regions,
are drawn with a solid line where the two sets of MV probabilities are equal. In other
words, when p(z|a1(f), γ1(f)) = p(z|a2(f), γ2(f)). We also show the scatter plots based
on the whitened observations from the clean source signals, Z1|i(m, f) and Z2|i(m, f)
at f = 3.85 kHz, i.e. by plotting the quantities ∠Z1|i(m, f) − ∠Z2|i(m, f) versus
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Figure 4.3: Scatter plots and probability contours (dashed lines) for sources in room
A at 0◦ in ◦ and 10◦ in △ with decision boundaries shown by solid lines based on (a)
mixing vectors and (b) binaural cues in frequency f = 3.85 kHz.
tan−1 |Z1|i(m,f)||Z2|i(m,f)| , for both sources i = 1, 2. Note that, each scatter point corresponds to
a time framem, as f has been fixed to 3.85 kHz in this plot. Since the model parameters
are estimated with the same observation vectors, the equal probability contours and
the scattered samples are consistent.
For binaural cues, the level and phase differences of each source i with no interference
at the same frequency (f = 3.85 kHz) are calculated based directly on X1|i(m, f) and
X2|i(m, f):
αi(m, f) = dB
(
|X1|i(m, f)|
|X2|i(m, f)|
)
, (4.11)
φi(m, f) = ∠
(
X1|i(m, f)
X2|i(m, f)
)
, (4.12)
again assuming that only source i is active. Then the model parameters are estimated
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as follows:
µi(f) =
∑
m αi(m, f)
T
, (4.13)
η2i (f) =
∑
m(αi(m, f)− µi(f))
2
T
, (4.14)
ξi,τ (f) =
∑
m φˆi(m, f ; τ)
T
, (4.15)
σ2i,τ (f) =
∑
m(φˆi(m, f ; τ)− ξi,τ (f))
2
T
, (4.16)
where φˆi(m, f ; τ) = φi(m, f) − j2pifτ , and T is the number of time frames at each
frequency channel. µi(f), η
2
i (f), ξi,τ (f), and σ
2
i,τ (f) are the mean value and variance
of the ILD and IPD, respectively. Once the model parameters are estimated based on
the active source observations, the probability distribution of the active source can be
estimated for any phase difference, ∠X1−∠X2, from −pi to pi, and relative amplitude,
dB
( |X1|
|X2|
)
, from −20 dB to 20 dB (equivalent to 0.1 to pi2 for tan
−1 |X1|
|X2|) :
piP (x) = p((∠X1 − ∠X2)|i)
=
∑
τ
ψi,τ · N ((∠X1 − ∠X2)− j2pifτ |ξi,τ (f), σ
2
i,τ (f)), (4.17)
piL(x) = p(tan
−1 |X1|
|X2|
|i)
= N (dB
(
|X1|
|X2|
)
|µi(f), η
2
i (f)). (4.18)
In this case ψi,τ was set to a normal distribution over τ , whose mean was estimated via
the PHAT-histogram [1] and variance is fixed to 1. The joint binaural probability is
calculated as the product of (4.17) and (4.18) for any point (tan−1 |X1||X2| , ∠X1 − ∠X2).
Equal probability contours are then plotted along the points with the same probabilities,
p((∠X1 − ∠X2)|i) · p(tan
−1 |X1|
|X2| |i) = const.
Now we can see that the two MV based clusters in Figure 4.3 (a) are more distinct
compared to the binaural based clusters and probability contours in Figure 4.3 (b)
when the sources are close to each other. This suggests that MVs with the statistical
model perform better than the binaural cues for closely spaced sources. In other words,
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Figure 4.4: Scatter plots and probability contours (dashed lines) for sources in room
A at 0◦ in ◦ and 80◦ in △ with decision boundaries shown by solid lines based on (a)
mixing vectors and (b) binaural cues in frequency f = 3.85 kHz.
MV based classification of the T-F units is more reliable when the sources are close to
each other.
Figure 4.4 displays the scatter plots, the equal probability contours and decision bound-
aries for sources at 0◦ and 80◦ in room A obtained similarly. It can be seen that when
the sources are well away from each other with 80◦ difference in azimuths, binaural cue
source models are quite distinct whereas the observation vectors have more overlap,
which is opposite to what has been observed for closely spaced sources.
We have also examined how distinct the source models are over frequency based on the
Kullback–Leibler (KL) divergence [65] between the source models for two sources at
0◦ and 10◦ or 80◦ azimuths. The KL divergence measures the difference between two
probability distributions. In other words, it measures the amount of information lost
when one distribution, Q, is used to approximate the other one, P . We should bear
in mind that the KL divergence is not a metric as it is not symmetric and does not
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Figure 4.5: The difference between the KL divergences obtained respectively from
the MV and binaural models is shown here. The KL divergence between the two
source models is calculated based on binaural cues and mixing vectors in room A with
T60 = 0.32 s where one source is at 0
◦ and the second source is at (a) 10◦ and (b) 80◦.
follow the triangle inequality. However, we can compare the KL divergence between two
distribution (e.g. A and B), with the KL divergence between two other distributions
(e.g. C and D) as KL divergence definition does not depend on the type of distributions.
Moreover, since the KL divergence measure the information, units of information, such
as hartley, can be exploited to report the KL and compare the results when the base
of the logarithm is the same for all our measurements. The general definition for KL
divergence is as follows:
DKL(P‖Q) =
∑
x
p(x) log
p(x)
q(x)
(4.19)
= −
∑
x
p(x) log q(x) +
∑
x
p(x) log p(x) (4.20)
= H(P,Q)−H(P ) (4.21)
where H(P,Q) is the cross entropy of P and Q, and H(P ) is the entropy of P which
have information unit. The KL divergence (κ) for MV and binaural models are defined
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respectively as follows. Note that, the discrete model probability is normalized over
m such that
∑
m p(z(m)|ai(f), γi(f)) = 1, and i = 1, 2. This rule also applies to the
calculation of other KL divergence in this chapter:
κMV(f) =
∑
m
{
p(z(m)|a1(f), γ1(f)) ·
log
p(z(m)|a1(f), γ1(f))
p(z(m)|a2(f), γ2(f))
}
, (4.22)
where the probability density function p(z(m)|ai(f), γi(f)), i = 1, 2 has already been
defined in (4.10) with z(m) varying in such a way that ∠Z1(m) − ∠Z2(m) ∈ (−pi, pi],
and dB
( |Z1(m)|
|Z2(m)|
)
∈ [−20, 20] dB.
κBinaural(f) =
∑
m
p (x(m)|1) log
p (x(m)|1)
p (x(m)|2)
, (4.23)
where p (x(m)|i) = piP (x(m)) ·p
i
L(x(m)), based on (4.17) and (4.18), with x(m) varying
in such a way that ∠X1(m)− ∠X2(m) ∈ (−pi, pi], dB
( |X1(m)|
|X2(m)|
)
∈ [−20, 20] dB.
We evaluate the difference between the KL divergences obtained from MV and binaural
models, i.e. ∆κ(f) = κMV(f) − κBinaural(f). When ∆κ(f) > 0, the MV cue is more
discriminative as compared with the binaural cues, and vice versa. As shown in Figure
4.5 (a), MV based source models are well separated even when the sources are close to
each other (10◦ azimuth) especially in the frequency range 2−4 kHz where ILD and IPD
are not very reliable [62]. On the other hand, when the sources are positioned away
from each other (80◦ azimuthal displacement) the IPD/ILD source models become
more distinct compared to those based on MVs (see Figure 4.5 (b)). This suggests
that MV and binaural models play complementary roles for different source positioning
which motivated us to combine the statistical and binaural models and introduce a new
algorithm that, as we have shown in Chapter 3, works better than the methods using
the individual cues for various source configurations and conditions.
4.4 High Reverberation
Next, we examined the effect of two types of noise on the cues. First, speech shaped
noise was generated by averaging the spectra of the anechoic recordings of 15 utterances
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chosen randomly from TIMIT dataset [52]. Then the generated noise was added to a
clean signal to produce a corrupted signal, similar to [103]. The clean signal was one
of the utterances convolved with anechoic BRIR (as in Table 3.1). The same utterance
was also convolved with the BRIR of the room D with high reverberation (as in Table
3.1) to introduce convolutive noise. To measure the relative level of this convolutive
noise we divided room D’s BRIR at 32 ms, which is also half of the window length (64
ms), and zero-padded each remaining part to have two RIRs representing the direct
sound with desired early reflections and late reverberation noise. The two parts were
then convolved with the original utterance and the relative energy of the signals was
measured to be approximately 5 dB for room D. Accordingly, the level of speech shaped
noise was set to yield SNR of 5 dB in the anechoic room.
The model parameters of the source, Θ = {ξ, σ, µ, η,a, γ}, were estimated under three
different conditions: 1−anechoic room, 2−anechoic room with additive noise, and
3−reverberant room, to investigate the effect of additive and convolutive noise. The
degradation from the original models is measured based on the KL divergence [65] be-
tween the pdfs of the noisy observations and those corresponding to the clean anechoic
signal.
Unlike the KL divergence defined earlier that measures the distance of the pdfs obtained
from different sources at different positions in the same environment in Section 4.3,
the KL divergence here measures the distance of the pdfs obtained from the same
source under different conditions, either between the noiseless anechoic environment and
the additive-noise-corrupted anechoic environment, or between the noiseless anechoic
environment and the convolutive-noise-corrupted reverberant environment. Take the
KL divergence based on MV cues, for example. Suppose the parameter set {a(f), γ(f)}
is obtained from a source in the noiseless anechoic situation, and {an(f), γn(f)} is
estimated from the same source at the same input angle in a noisy environment, then
the KL divergence here is calculated as:
κnB(f) =
∑
m
{
p(z(m)|a(f), γ(f)) ·
log
p(z(m)|a(f), γ(f))
p(z(m)|an(f), γn(f))
}
. (4.24)
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In a similar way, the KL divergences based on IPD cues and ILD cues, i.e. κnP and κ
n
L,
can also be obtained.
Table 4.1: KL-divergence between the clean and noisy signal models for three different
cues and two types of noise averaged over all frequencies.
- additive noise convolutive noise
κnB for MV 2.10 2.31
κnP for IPD 2.70 2.01
κnL for ILD 3.39 3.29
The results are given in Table 4.1, which demonstrate that the MV model is more
affected by high reverberation with higher KL divergence (κnB = 2.31) compared to the
same level of additive noise (κnB = 2.10). On the other hand, binaural cues are more
robust to reverberation especially IPD with κnP = 2.01, but more sensitive to additive
noise with κnP = 2.70, playing complementary roles for dealing with different types of
noise. This provides further evidence that combing the cues can lead to a method that
is more robust to both additive and convolutive noise. Moreover, we can see that MV
and IPD are more reliable as compared to ILD with less deviation from the original
models, exhibiting a smaller KL divergence. This observation motivated us to assign
different weights for each cue.
4.5 Summary
In this chapter we have studied and compared the statistical [146] and binaural cues
[104] to discover the mechanism by which combining the two methods improves the
source separation performance. Firstly, we have considered the complex mixing vectors
(MV)s in T-F domain and shown that the MVs can be represented in 2D space since
they have actually two degrees of freedom. Once the MVs have been presented in
2D space, they can be compared with binaural cues. Then we have compared the
behaviour of the MV and binaural cues (ILD/IPD) distributions and show that MV
distributions are more distinct compared to the joint probability of ILD and IPD, when
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the sources are close to each other. Equal probability contours are used to illustrate
the multivariate distributions in 2D space. This suggests that MVs with the statistical
model perform better than the binaural cues for closely spaced sources. We have also
shown that when the sources are well away from each other, binaural cue source models
are quite distinct whereas the observation vectors have more overlap, which is opposite
to what has been observed for closely spaced sources.
We have also examined the effect of two types of noise on the cues. The KL-divergence
between the clean and noisy signal models for three different cues and two types of noise
have been calculated. We have demonstrated that the MV model is more affected by
high reverberation with higher KL divergence compared to the same level of additive
noise. On the other hand, binaural cues are more robust to reverberation especially
IPD, but more sensitive to additive noise, playing complementary roles for dealing with
different types of noise. This provides further evidence that combing the cues can lead
to a method that is more robust to both additive and convolutive noise.
Chapter 5
Weighted and Interaural
Coherence Cue to Tackle
Reverberation
Most of the binaural source separation algorithms only consider the dissimilarities be-
tween the recorded mixtures such as interaural phase and interaural level differences
(IPD, ILD) to classify and assign the time-frequency (T-F) regions of the mixture spec-
trograms to each source. However, in this chapter we show that the coherence between
the left and right recordings can provide extra information to label the T-F units from
the sources. This also reduces the effect of reverberation which contains random re-
flections from different directions showing low correlation between the sensors. Our
algorithm assigns the T-F regions into original sources based on weighted combination
of IPD, ILD, the mixing vector (MV) models and the estimated interaural coherence
(IC) between the left and right recordings. The binaural room impulse responses mea-
sured in four rooms with various acoustic conditions have been used to evaluate the
performance of the proposed method which shows an improvement of more than 1.4 dB
in signal-to-distortion ratio (SDR) in room D with T60 = 0.89 s over the state-of-the-art
algorithms.
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5.1 Introduction
As shown in chapter 4, MV and IPD are more reliable as compared to ILD with less
deviation from the original models due to noise, exhibiting a smaller KL divergence.
This observation motivates us to assign different weights for each cue. In the following
section we have estimated the optimum weights to achieve the best results, empirically.
We have also shown that the algorithm with weighted cues improves the performance of
our proposed algorithm with unweighted cues. However, reverberation is still an issue
which needs to be further studied.
In real situations where the recording areas are surrounded by reflecting surfaces, the
microphones record not only the direct signals from the sources but also the reflections
from the walls, ceiling and other materials in the room. These reflections sustain the
energy of the signals for a while resulting in reverberation. Although this effect helps
in the estimation of distance, it degrades the performance of source separation and
localization algorithms by smearing the energy in the time-frequency spectrogram of
the recorded signals. Therefore, it has been of great interest to reduce the effect of
reverberation on localization and separation algorithms.
The human hearing system tends to give more weight to the first arriving sound and
suppress delayed signals due to reflections in a process known as the precedence ef-
fect [97, 164]. Approaches have been proposed to model this effect with different im-
plementations [46,68,79,105]. The main task is to detect the areas in the T-F domain
dominated by direct sound, which are usually identified by a sudden increase of energy
in onsets. The reverberant signals are typically diffuse, hence they are not correlated
between the sufficiently spaced sensors [74], whereas the direct signals originated from
the same source are coherent. Therefore, the interaural coherence (IC) can be employed
to recognize the T-F units dominated by the direct signals [46]. In [46] the IC is used
to create a binary mask and consider only the T-F units with a high coherence for
interaural time difference (ITD) and ILD estimation so ignoring a large proportion of
the input signals. In our approach, we however consider all the T-F units and apply
the IC as another cue to generate a soft mask and weight the T-F regions.
The baseline separation algorithm is a modified version of our previous work [3] which
5.2. Weighted Cue Likelihoods 98
combines the IPD, ILD and mixing vectors (MV) to estimate the likelihood of each T-F
unit being dominated by a certain source. To improve the performance of that algorithm
we control the contribution of each cue to the final decision by giving different weights
to their log-likelihood. Although this shows improvement over the two state-of-the-art
algorithms [104, 146], the reverberation is still the major effect on the performance
degradation that needs to be addressed. This motivates us to adopt IC as a new cue
to improve our separation algorithm.
5.2 Weighted Cue Likelihoods
In the first stage of combining the binaural and statistical cues, we assumed that
each cue is as influential as the others, so we simply added their log-likelihoods to
estimate the joint probability of each source being active at each T-F unit. However,
as explained in section 4.4, the cues are not equally reliable especially in the presence
of reverberation. For example, the IPD cue seems to be more robust in reverberant
conditions compared to the ILD cue. Therefore, it is more appropriate to adjust the
contribution of the cues by giving a different weight to each of them before combining
them.
The idea of cue weighting is related to that of [133] in which different distributions are
weighted and combined to achieve a model that fits the real data better. In the absence
of compelling statistical counter evidence, a natural choice of the pdf for modelling
the cues is the normal distribution for which no further assumption is needed. The
Gaussian (normal) distribution was employed here for consistency with Mandel et al.
[104] and Sawada et al. [146]. It is also simple, with minimized entropy, and fast
efficient parameter re-estimation via a straightforward EM algorithm. Moreover, the
possibility of extension to GMMs provides potential for greater flexibility and precision
in modelling the underlying statistics of sample data.
Another motivation for cue weighting is to make the algorithm more comprehensive
compared to that of Mandel et al. [104] where the cues are weighted equally with
different modes introducing various degrees of freedom for parameters. We decided to
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make the modes more general by substituting the coefficients with adjustable weights:
log(νiτ ) ∝WP · logψiτp
iτ
P +WL · log p
i
L +WB · log p
i
B (5.1)
where WP , WL and WB control the influence of IPD, ILD and MV cues, respectively,
at each T-F point (m, f). Equation (5.1) can be rewritten as follows:
νiτ = K · (ψiτp
iτ
P )
WP · (piL)
WL · (piB)
WB . (5.2)
Assuming that all three cues have equal probabilities, (5.2) can be written as:
νiτ = K · p
WP+WL+WB , (5.3)
where K is adjusted in such a way that νiτ adds up to 1 over all sources and time delays
at each T-F unit. Consequently, there is no need to put any constraints on the sum of
the weights in (5.1).
Here, we investigated weights that are fixed over time and frequency. However, based
on Duplex theory [140], human perception treats ILD as more reliable at high fre-
quencies, as opposed to IPD which is favoured at low frequencies. Therefore, further
investigations are justified to assign weights for each cue accordingly. In our work, the
weights are found empirically based on a brute force grid search approach as detailed
in Section 5.3.
5.3 Cue Weighting
Up to this point, the cues were applied with equal weighting in our experiments (equal to
1), which is not necessarily the best way to model the data and estimate the parameters
most reliably, as discussed in Section 5.2. Therefore, we decided to adjust the weights
of each cue to try to improve the performance with our proposed algorithm.
We first started by adjusting just one cue at a time and keeping the other weights
at 1 to discover the general effect of weighting on each cue. As a pilot experiment,
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mixtures were selected with room A for the sources that were close to each other
(θ = 10◦, 15◦, 20◦). We found that values of WP greater than one increased the SDR
of the recovered signals, suggesting that the IPD cue is more reliable than the other
two cues which is consistent with our observation in section 4.4. Then, we varied WL
(WB = WP = 1) and observed that giving less weight to ILD increased the quality of
the results. This finding also supports the results in section 4.4 where ILD is degraded
due to reverberation. Finally, we examinedWB and discovered that it did not affect the
result considerably. Moreover, we observed that the variation of the results over WP ,
WB and WL was smooth, enabling us to reduce the search resolution to identify the
optimum combination. Overall, weighting the MV cue did not change the performance
of the algorithm significantly. Weighting the IPD improved the results slightly while
ILD weighting had the most influence on the outcome.
Although WP = 1.5 and WL = 0.1 gave the optimum values while the other two
cues were fixed at 1, the combination of WP = 1.5,WL = 0.1 and WB = 1 was not
optimal. A coarse search (testing many combinations on all four rooms and various
source positions) led us to the optimum set of WP = 0.8, WL = 0.1 and WB = 0.5.
It confirms that the relative weights of the cues are more important than the actual
coefficients.
We compared the proposed algorithm with no weighting and this optimum weighting
of [0.8, 0.1, 0.5] with a t-test which showed that the averaged improvement of 0.32 dB
over 240 mixtures was highly significant (p = 2.55 × 10−27). The t statistic to test
whether the means of two groups are significantly different is calculated as follows:
t =
Y¯1 − Y¯2√
ζ2
1
+ζ2
2
n
, (5.4)
where Y¯1, Y¯2 are the mean values of the two groups and n is the number of samples
in each group. ζ21 and ζ
2
2 are the variances of the two sets, respectively. Once a t
value is determined, a p-value can be found using a table of values from Student’s
t-distribution. If the calculated p-value is below the threshold chosen for statistical
significance (usually at the 0.10, the 0.05, or 0.01 level), then the null hypothesis is
rejected and so the two sets of variables are significantly different. In other words, it is
unlikely to obtain the results by chance and the improvement is meaningful. There is
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a [p, h] = ttest(x, y) function in Matlab which returns the p-value and the test decision
for the null hypothesis that the data in x − y comes from a normal distribution with
mean equal to zero, using the paired-sample t-test. It means that the pairwise difference
between data vectors x and y has a mean equal or not equal to zero. In case of unpaired
t-test run by function ttest2, the mean value of the samples are compared as in equation
(5.4). In our experiment we run paired t-test to compare the two methods sample by
sample.
Although this set of weightings gives the optimum results for binaural mixtures, it
should be adjusted for mixtures recorded by alternative configurations, e.g., spaced
omnidirectional microphones. Comparing the results in [3] with those represented in
Section 3.9.4, one can see that the improvement (between Mandel’s and the unweighted
proposed method) based on mixtures without HRTF is higher than that based on bin-
aural recordings. This suggests that the MV contribution is more effective for mixtures
without HRTF. Therefore, a different set of weights with higher WB and lower WP
would improve the performance of the algorithm under those conditions.
In reverberant and anechoic conditions with two and three speakers, the proposed
algorithm with weighted cues produced SDRs 0.69 dB and 1.96 dB higher than Mandel’s
and Sawada’s algorithm, respectively. The detailed results are reported in Tables 5.1
and 5.2. Overall, the proposed method is more robust as compared to the baselines
whose performance depends on the type of recording. For example, Mandel’s method
works better for binaural recordings as it is mainly based on binaural cues, whereas
Sawada’s method performs better for microphone recordings without HRTF.
5.4 Interaural Coherence
A binaural recording contains two signals received at the left and right ears, l(t), and,
r(t), where t is the discrete time index. Each recording is a fusion of filtered source
signals with additive or reverberant noise as mentioned in (3.1) and (3.2) with x1(t) and
x2(t) representing l(t) and r(t), respectively. As explained in section 3.2, the short-time
Fourier transform (STFT) of the left and right signals can be computed (see equations
(3.3) and (3.4)) and then compared for the estimation of various binaural cues.
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Table 5.1: Results of the baseline methods and proposed method without (WP =WL =
WB = 1) and with weighting (WP = 0.8,WL = 0.1,WB = 0.5) for anechoic, X, and
reverberant mixtures with the average over rooms A, B, C and D, in SDR [dB].
Case Methods X A B C D Mean
2-Src
Sawada 11.83 9.11 6.19 8.63 4.36 7.07
Mandel 12.53 10.14 7.10 9.51 5.42 8.04
Unweighted 14.57 10.65 7.27 9.79 5.93 8.41
Weighted 14.03 10.80 7.61 10.05 6.31 8.69
3-Src
Sawada 4.67 6.43 4.13 6.03 3.30 4.97
Mandel 8.29 7.81 4.93 7.40 3.97 6.03
Unweighted 9.58 8.31 5.21 7.69 4.20 6.35
Weighted 9.61 8.49 5.52 8.03 4.73 6.69
In time-frequency domain, speech signals are almost sparse (i.e. only one source is active
at each T-F unit) and therefore, the MV of each source (say ith) to the microphones,
ai(f), can be estimated based on the normalized and whitened observation vectors as
explained in section 3.3. Two important binaural cues are IPD and ILD of the source
signals which can be extracted from binaural signals based on equations (3.13) and
(3.14) as explained in section 3.4.
In addition to IPD and ILD which are measures of dissimilarities between the left and
right signals, the similarity between them can also be measured by interaural coherence
which is usually estimated from the normalized cross-correlation function in the time
domain [46]. This is an implementation of the precedence effect to identify the T-F
units dominated by direct signals and give more weight to them. However, as we work
in the frequency domain, the coherence between the two signals l and r is defined as :
Γl,r(m, f) =
Φl,r(m, f)√
Φl,l(m, f)·Φr,r(m, f)
(5.5)
where Φl,l(f) and Φr,r(f) represent the auto-power spectral densities (APSD) of l and
r, respectively. Φl,r(f) is cross-power spectral density (CPSD) of the two time-aligned
input channels. These densities are calculated by means of a recursive periodogram
5.4. Interaural Coherence 103
Table 5.2: Results of the baseline methods and proposed method without (WP =WL =
WB = 1) and with weighting (WP = 0.8,WL = 0.1,WB = 0.5) for anechoic, X, and
reverberant mixtures with the average over A, B, C and D in PESQ.
Case Methods X A B C D Mean
2-Src
Mixtures 1.93 2.18 1.94 2.18 1.81 2.03
Sawada 2.86 2.33 2.03 2.31 1.87 2.14
Mandel 2.57 2.34 2.07 2.34 1.96 2.18
Unweighted 2.96 2.37 2.09 2.36 1.99 2.21
Weighted 2.93 2.39 2.11 2.38 2.01 2.22
3-Src
Mixtures 1.62 1.94 1.75 1.98 1.67 1.84
Sawada 1.92 2.01 1.80 2.02 1.73 1.89
Mandel 2.13 2.10 1.85 2.14 1.81 1.98
Unweighted 2.22 2.13 1.85 2.16 1.82 1.99
Weighted 2.26 2.15 1.87 2.18 1.84 2.01
approach as introduced in [79]:
Φˆl,l(m, f) = βΦˆl,l(m− 1, f) + (1− β)|L(m, f)|
2 (5.6)
Φˆl,r(ω, t) = βΦˆl,r(m− 1, f)
+(1− β)L(ω, t)·R∗(m, f) (5.7)
with the smoothing factor 0 ≤ β ≤ 1 which is set to 0.5 in our experiment to achieve
moderate smoothing. Φˆr,r(m, f) can be estimated similar to Φˆl,l(m, f) using the
|R(m, f)|2. This coherence Γl,r(m, f) will be almost 1 for the T-F units dominated
by the target source positioned at 0◦ with coherent left and right recordings, while it
will reduce for the T-F regions containing more energy from random reverberations and
other sources in different azimuths due to time delays and head shadowing. Therefore,
it can be considered as a soft mask which gives more weight to the target signal and
eliminates the energy from reverberation and interfering sources in other positions.
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Figure 5.1: Time-frequency representation of (a) an utterance saying ’Lots of foreign
movies have subtitles’ in [dB], (b) the direct-to-reverberant-ratio based on the spoken
utterance and reverberant signal in room D with T60 = 0.89 s, and (c) the interaural
coherence between left and right reverberant recordings ranging from 0 to 1.
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In Figure 5.1(a) time-frequency representation of the target utterance saying ”lots of
foreign movies have subtitles”, is shown. Direct-to-reverberant-ratio (DRR) at each T-
F unit is calculated and plotted in Figure 5.1(b), which can be compared with interaural
coherence coefficients in Figure 5.1(c). Clearly, IC coefficients are consistent with DRR.
The reverberant signals exploited to estimate DRR and IC, are generated by convolving
the utterance with RIR recorded in room D with T60 = 0.89 s. In order to calculate
the reverberant energy at each T-F unit the direct signal is subtracted from the signal
containing the direct signal and reverberant energy. Then the ratio at each T-F unit
is estimated by dividing the direct signal by reverberant energy.
Figure 5.2(a) represents an example of the mixture spectrogram with the source signal
positioned at 0◦ azimuth and the interference at 40◦ azimuth in the room D with
T60 = 0.89 s. Figure 5.2(b) shows the coherence between the left and right mixtures.
Comparing the coherence coefficients in Figure 5.2(b) with the spectrogram of the
target signal with no reverberation in Figure 5.2(c), we can see that when the source
signal is active, IC is mainly equal to one. On the other hand, IC reduces to zero in
T-F regions dominated by reverberation and the energy from the interference which
can be recognized by comparing Figures 5.2(a) and 5.2(c).
In order to visualize the accuracy of IC in the presence of reverberation and interfering
sources, the average IC coefficients over frequencies are shown in Figure 5.3(b) and
compared with the original utterance represented in Figure 5.3. The average IC is esti-
mated using the left and right recorded mixtures of the target at 0◦ and an interference
at 40◦ in the room D with T60 = 0.89 s. It can be seen that the IC estimate peaks at
the onsets most of the time in spite of high reverberation and the presence of another
interfering source.
5.5 Probabilistic T-F Assignment with EM Algorithm
According to the preceding section, four different features can be extracted at each T-F
unit, α(m, f), i.e. the ILD, φ(m, f), i.e. the IPD, x(m, f), i.e. the observation vector,
and Γ(m, f), i.e. the IC. The three former cues can be represented using parametric
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Figure 5.2: Time-frequency representation of (a) the mixture of a target at 0◦ and
an interference at 40◦ in the room D with T60 = 0.89 s, (b) the interaural coherence
between left and right recordings ranging from 0 to 1, and (c) the target utterance with
no reverberation.
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Figure 5.3: (a) Time domain representation of an utterance saying: ”They remain
life long friends and companions.” with no reverberation, and (b) Average IC over
frequencies calculated using the left and right recorded mixtures of the target at 0◦ and
an interference at 40◦ in the room D with T60 = 0.89 s.
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models such as Gaussian distribution with the parameters being estimated based on
the maximum likelihood criterion:
L(Θˆ) = max
θ
∑
m,f
log p(φ(m, f), α(m, f),x(m, f)|Θ) (5.8)
where
Θˆ = {ξi(ω), σi(f), µi(f), ηi(f),ai(f), γi(f), ψi(f)}
and ξi, σ
2
i , µi, η
2
i , ai, and γ
2
i are the mean and variance of the IPDs, the ILDs and the
mixing vectors, respectively. ψi is the mixture coefficient for a Gaussian mixture model
encoding the prior knowledge about the likely ITD of each source. Once the underlying
parameters are estimated using the expectation maximization (EM) algorithm, the
probability of each T-F unit belonging to each source can be calculated:
νi(m, f) ∝ Γi(m, f)ψi(f).N (φ(m, f)|ξi(f), σ
2
i (f)).
N (α(m, f)|µi(f), η
2
i (f)).
N (x(m, f)|ai(f), γ
2
i (f)) (5.9)
where νi(m, f) is the occupation likelihood and applied to the mixture as a soft mask
to extract the source signals. The interaural coherence (IC), Γi(m, f), is calculated
using the left and right mixtures after being time aligned, Lˆi and Rˆi, based on the ITD
of the ith source using the PHAT histogram [1] in equations (5.5), (5.6) and (5.7). In
the case of target signal at 0◦ no time alignment is needed.
It is observed that cues are not equally reliable especially in the presence of reverbera-
tion [104]. For example, the IPD cue tends to be more robust in reverberant conditions
compared to ILD. Therefore, it is more realistic to adjust the contribution of the cues
by giving a different weight to each cue before combining them. As opposed to [3] where
the cues are combined with equal weight, we can introduce different weights to the cues
to adjust the contribution of the cues in order to improve the probability estimation:
log(ν) ∝WP · logψp(φˆ|ξ, σ
2) +WL· log p(α|µ, η
2) +
WB · log p(x|a, γ
2) +WC · log Γ(m, f) (5.10)
where WP , WL, WB and WC control the influence of IPD, ILD, basis vector and IC
cues, respectively. The optimum weighting coefficients have been estimated empirically
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based on extensive tests and set typically as WP = 0.8, WL = 0.1, WB = 0.5, and
WC = 1.0 in experiments described in the previous section. Here, we investigated the
weights which are fixed over time and frequency. However, based on Duplex theory [140]
it is expected that the ILD cue is more reliable in high frequencies while IPD is more
robust in low frequency range. Therefore, introducing frequency dependent weighting
to these cues may further improve the performance of the proposed algorithm, which
we leave to our future study.
To recover each source signal (say ith) the corresponding occupation likelihood, νi(m, f),
is multiplied by the mixture STFT and then transfered back to the time domain using
the inverse short time Fourier transform (ISTFT).
5.6 Experiments and results
Similar to [104], we chose the TIMIT data set which is a continuous speech corpus
containing 6300 utterances spoken by 630 native American English speakers [52]. 15
utterances, spoken by both male and female speakers, were selected randomly with
approximately the same length (about 3 s), and then shortened to 2.5 s for consistency.
All the utterances were also normalized to have equal root mean square amplitude.
The binaural room impulse responses (BRIR) measured by Hummersone [68] were used
to generate the mixtures as explained in section 3.8.3. These were recorded using a
dummy head and torso in four different types of room, named as A, B, C and D at the
University of Surrey. For each T60 and configuration, 15 pairs from those 15 selected
utterances were chosen in such a way that no signal would be mixed with itself. For
recorded BRIR, since there were 5 different rooms and 17 different configurations,
85 sets of mixtures were created each of which contained 15 different mixtures (1275
mixtures in total).
The performance of the baseline and the proposed algorithms is evaluated based on the
signal-to-distortion-ratio (SDR) [171]. Sawada’s method [146] exploits only the mixing
vectors while Mandel’s algorithm [104] is based on IPD and ILD cues. Our approach
starts with uniform combination of the cues and evolves to the weighted combina-
5.6. Experiments and results 110
tion and then incorporates the precedence effect. Table 5.3 represents the performance
results of the mentioned methods in four different rooms with various acoustical proper-
ties. It can be seen that the introduction of weighting cues has improved the combined
algorithm [3] by about 0.3 dB for all conditions. It is also clear that the incorporation
of the precedence effect has boosted the quality of the recovered signals especially in
room D with more than 1 dB compared to the adjustable cue technique. This matches
up with our expectation as the algorithm is designed to tackle the reverberation effect
which is most severe in room D with T60 = 0.89 s. Overall, we achieved 1.3 and 1.5
dB improvement over [3] for determined (2 source) and under-determined (3 source)
mixtures, respectively. Figure 5.4 illustrates the SDRs of the separated targets in room
D with the interfering sources positioned at different angular distances.
We have also examined different values for β with the results shown in Table 5.4.
It can be seen that the optimum value for β is 0.5 since the small values are also
computationally expensive.
Table 5.3: Results of baseline methods, the proposed method without weighting (WP =
WL = WB = WC = 1) and with weighting (WP = 0.8,WL = 0.1,WB = 0.5,WC = 1)
and with precedence effect (β = 0.5) for reverberant mixtures, with the average over
A, B, C and D in SDR [dB]. The garbage source was considered to tackle reverberation
in Mandel and proposed methods.
Case Methods A B C D Mean
2-Src
Sawada 9.11 6.19 8.63 4.36 7.07
Mandel 10.14 7.10 9.51 5.42 8.04
Unweighted 10.65 7.27 9.79 5.93 8.41
Weighted 10.80 7.61 10.05 6.31 8.69
Precedence 10.81 8.13 10.24 7.23 9.11
3-Src
Sawada 6.43 4.13 6.03 3.30 4.97
Mandel 7.81 4.93 7.40 3.97 6.03
Unweighted 8.31 5.21 7.69 4.20 6.35
Weighted 8.49 5.52 8.03 4.73 6.69
Precedence 8.57 5.96 8.08 5.75 7.09
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Figure 5.4: SDR of the recovered target source from (a) determined (2src) and (b)
underdetermined (3src) mixtures in room D with T60 = 0.89s with interfering sources
positioned at different azimuth angles.
5.7 Summary
In this chapter we have shown that the coherence between the left and right recordings
can provide extra information to label the T-F units from the sources. This also reduces
the effect of reverberation which contains random reflections from different directions
showing low correlation between the sensors. We have estimated the optimum weights
to achieve the best results, empirically. We have also shown that the algorithm with
weighted cues improves the performance of our proposed algorithm with unweighted
cues. Our algorithm assigns the T-F regions into original sources based on weighted
combination of IPD, ILD, the mixing vector (MV) models and the estimated interaural
coherence (IC) between the left and right recordings. The binaural room impulse
responses measured in four rooms with various acoustic conditions have been used to
evaluate the performance of the proposed method which shows an improvement of more
than 1.4 dB in signal-to-distortion ratio (SDR) in room D with T60 = 0.89 s over the
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Table 5.4: Results of the proposed method with weighting (WP = 0.8,WL = 0.1,WB =
0.5,WC = 1), garbage source and precedence effect for reverberant 2-source mixtures,
with various values for β in SDR [dB].
Case β A B C D Mean
2-Src
0.1 10.28 7.97 10.16 7.12 8.88
0.25 10.80 7.95 10.25 6.83 8.96
0.5 10.81 8.13 10.24 7.23 9.11
0.75 10.33 7.96 10.15 7.11 8.89
0.9 10.02 7.41 9.37 6.64 8.36
state-of-the-art algorithms.
Chapter 6
Conclusions and Future Research
6.1 Conclusions
In this thesis the major challenging issues related to the cocktail party problem are
addressed, i.e., blind separation of a target speech signal from convolutive mixtures, de-
noising and dereverberation, and joint blind dereverberation and separation of speech
mixtures.
Firstly, the well-known problem of blind separation of speech signals is investigated.
An algorithm based on the combination of statistical and binaural cues is proposed
in Chapter 3 for the separation of convolutive speech mixtures using two-microphone
recordings. The main idea is to calculate a probabilistic mask to recover the source
signals from the mixture spectrograms. In the proposed algorithm both additive and
convolutive noise models are considered in parallel to estimate the MVs and binaural
cues, respectively. The MVs, ILDs and IPDs are modelled by Gaussian distributions
with their parameters estimated using the EM algorithm. At each step of the EM
algorithm, the model parameters and the probabilistic masks are re-estimated until
convergence. The proposed method achieves considerable improvement in comparison
to state-of-the-art methods [146] and [104] in terms of both objective measurements
using SDR and subjective listening tests using PESQ. Although this integration of
statistical and binaural cues improves the performance of the separation algorithms
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significantly, the mechanism for this improvement is not so clear. Therefore, In Chapter
4 we have investigated the main reason behind this interesting behaviour.
In Chapter 4, two state-of-the-art algorithms based on statistical [146] and binaural
[104] cues are studied and compared in detail. First, the complex MVs in T-F domain
are considered and it is shown that the MVs can be represented in 2D space since they
have actually two degrees of freedom. Once the MVs have been presented in 2D space,
they can be compared with binaural cues. Then the behaviour of the MV and binaural
cues (ILD/IPD) distributions are compared which showed that the MV distributions
are more distinct compared to the joint probability of ILD and IPD when the sources
are close to each other. This suggests that MVs with the statistical model perform
better than the binaural cues for closely spaced sources. We have also shown that
when the sources are well away from each other, binaural cue source models are quite
distinct whereas the observation vectors have more overlap. The effects of two types
of noise on the cues are also examined. The KL-divergence between the clean and
noisy signal models for three different cues and two types of noise has been calculated.
It is demonstrated that the MV model is more affected by high reverberation with
higher KL divergence compared to the same level of additive noise. On the other hand,
binaural cues are more robust to reverberation especially IPD, but more sensitive to
additive noise, playing a complementary role for dealing with different types of noise.
Moreover, it is shown that MV and IPD are more reliable as compared to ILD with
less deviation from the original models, exhibiting a smaller KL divergence. This
observation motivated us to assign different weights for each cue. Hence, it is shown that
the combination of weighted cues outperforms the algorithm with simple combination
of unweighted cues.
In Chapter 5, the precedence effect has been incorporated to the algorithm to mitigate
the degrading affect of reverberation. Our algorithm assigns the T-F regions into
original sources based on a weighted combination of IPD, ILD, and MV models with
the estimated IC between the left and right recordings. The binaural room impulse
responses measured in four rooms with various acoustic conditions have been used to
evaluate the performance of the proposed method which shows significant improvement
compared to proposed algorithm with no IC. Specifically, the improvement of more than
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1.4 dB in SDR is achieved in room D with high reverberation T60 = 0.89 s over the
state-of-the-art algorithms.
6.2 Future Research
In this thesis we only considered binaural cues along with statistical cues. In future
research one may be interested in combing some monaural cues such as fundamental
frequency, AM and FM. In [98], fundamental frequency is combined with phase differ-
ence cues which can be further extended by integrating other cues, like speaker identity,
and cross-modal information like lip motion from vision, as in [99,100]
Since the cues especially binaural cues are not equally reliable at different frequencies,
an obvious extension to our work is to give different weight to different cues at various
frequencies. For example ILD is more reliable in high frequencies and less reliable in
low frequencies due to diffraction [62]. On the other hand, ITD and consequently IPD
are less reliable at high frequencies due to spatial aliasing. Therefore, it is reasonable
to give different weights at different frequencies. Moreover, the IC cue is considered
as a constant value which can be integrated into parametric models with parameters
being estimated by the EM algorithm.
Another direction is to consider alternative microphone arrangements, including the
extension of the method for microphone arrays. I believe that the combination of BSS
with time and level difference cues is an opportunity waiting to be exploited.
Finally, as we have concentrated on SDR enhancement, the PESQ results have not
changed considerably. This could be achieved e.g. by cepstral smoothing to improve
the perceptual quality of the signals.
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