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Zusammenfassung 
Der Gaufische Algorithmus zur Losung linearer Gleichungssysteme Ax = b wird 
fiir Shared Memory Systeme als Rank-r LU Update Verfahren und bei blockzy-















Vom technischen und algorithmischen Standpunkt k<:innen die modernen Supercomputer 
im wesentlichen in 2 Klassen eingeteilt werden: 
- die Shared Memory Computer 
- die Distributed Memory Computer 
Virtual Shared Memory Systeme stellen eine Klammer beider Welten mit gewissen Effi.-
zienzverlusten und Einschrankungen in den Parallelisierungsmoglichkeiten dar. 
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Shared Memory Computer bestehen i.allg. aus einer relativ kleinen Anzahl von hochlei-
stungsfiihigen Prozessoren und einem gemeinsamen Speicher, auf den alle diese Prozesso-
ren zugreifen konnen. 
Durch die Bereitstellung von Distributed Memory Systemen werden neue Wege beschrit-
ten, um die Spitzenleistung von Supercomputern beziiglich Geschwindigkeit und Speicher-
kapazitat zu steigern. Sie bestehen i.allg. aus einer groBeren Anzahl billigerer Prozessoren 
niedriger oder mittlerer Leistung mit lokalem Speicher oder sind als Workstation -Cluster 
aus leistungsfiihigen RISC - Prozessoren aufgebaut. 
Die fiir die Anwendungen notwendigen Rechengeschwindigkeiten sind nicht nur durch die 
Hardware, sondern auch durch geeignete, auf die Supercomputer abgestimmte Algorith-
menentwicklungen zu erbringen. 
Der Entwicklung paralleler Algorithmen fiir innovative Rechnerarchitekturen wird ein 
reges Interesse entgegengebracht. Insbesondere die Losung linearer Gleichungssysteme 
ermoglicht das Studium der Benutzung einfacher Programmkerne, von Kommunikation, 
Netzwerktopologie, Last- und Datenverteilung auf Superrechnern. Die Untersuchungen 
fiir die linearen Gleichungssysteme dienen als ein anerkannter MaJ3stab fiir die tatsachlich 
erreichbare Spitzenleistung der Computer. 
In dieser Arbeit werden auf der GauJ3elimination beruhende Algorithmen zur Losung li-
nearer Gleichungssysteme 
Ax = b, A E R nxn, x, b E Rn . 
fiir Shared und Distributed Memory Systeme vorgestellt: 
- der Rank-r LU Update Algorithmus mit Unrolling fiir Vektorrechner 
(1) 
- die LU-Dekomposition bei blockzyklischer Aufteilung der Matrix auf die lokalen 
Speicher eines Distributed Memory Systems 
Die Algorithmen wurden auf einer IBM 3090 bzw. einem Transputernetz implementiert. 
Der hier beschriebene Rank-r LU Update Algorithmus ist auf eine optimale Ausnutzung 
einer hierarchischen Speicherstruktur ausgerichtet. 
Die LU-Dekomposition mit blockzyklischem Datenlayout der Matrix ist fiir beliebige Pro-
zessorgitter (p, a) und BlOcke der Dimension (p, q) ausgelegt und ermoglicht daher eine 
gute Anpassung an die Hardware und das Datenlayout anderer Routinen. 
Die Randprozessoren des zweidimensionalen Prozessorgitters konnen in unterschiedlicher 
Weise verbunden sein. 
2 Die Standard-GauB-Elimination mit partieller Pi-
votisierung 
Betrachtet wird das lineare Gleichungssystem (1 ). Wenn A nichtsingular ist, existiert eine 
eindeutige Losung x E Rn fiir (1). 
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Die LU-Dekomposition der Matrix A in eine untere Dreiecksmatrix L und in eine obere 
Dreiecksmatrix U wird mit partieller Pivotisierung durchgefiihrt: 
A=LU (2) 
Durch (2) wird das lineare Gleichungssystem (1) in 2 Dreieckssyteme transformiert, die 
durch Vorwarts- und Riickwartseinsetzen gelost werden konnen: 
LU x = b, Ly = b, U x = y (3) 
U ist eine obere Dreiecksmatrix mit den Pivotelementen in der Hauptdiagonale. 
Die LU-Dekomposition erzeugt L-1 als das Produkt aus n - 1 Permutationsmatrizen Pk 
und n - 1 elementaren Eliminationsmatrizen Lk: 
(4) 
so daB 
L-1 A= U (siehe(2)). (5) 
Pk ist eine Matrix, die aus der Einheitsrnatrix durch Vertauschung der k-ten und der l-
ten Zeile hervorgeht. Lk unterscheidet sich von der Einheitsmatrix dadurch, daB unterhalb 
der Hauptdiagonale in der k-ten Spalte die negativen Multiplikatoren zur Erzeugung der 
Nullen im k-ten Eliminationsschritt stehen. Die LU-Dekomposition (2) ergibt sich durch 
die Anwendung des folgenden Algorithm us auf die Matrix A = ( aii) : 
Fiir k = 1 bis n - 1 werden nacheinander 
- das Pivotelement 
(6) 
mit dem Pivotindex l bestimmt, der in einem Pivotvektor abgespeichert wird. 
- die Zeilen k und l vertauscht. 
- die negativen Eliminationsfaktoren 
ai,k 
ai,k := --, i = k + l(l)n 
ak,k 
(7) 
berechnet. Sie werden im unteren Dreieck von A gespeichert. 
- das Rank-One Updating durchgefiihrt: 
(8) 
Das obere Dreieck von A wird mit U iiberschrieben. 
Die Losung des oberen und unteren Dreieckssystems (3) leistet der folgende Algorithmus. 
Fiir k = 1(1 )n - 1 fiihre durch 





Fiir k = n(-1)1 fiihre durch 




Die Losung x steht auf dem Platz von b. 
Fiir innovative Rechnerarchitekturen ist die Standard-Gau:B-Elirnination optimal an die 
jeweilige Architektur anzupassen, um in den Bereich der moglichen Spitzenleistung dieser 
Computer zu kornrnen. 
3 Shared Memory Systeme 
Die hohe Leistung in Vektorrechnern wird dadurch erreicht, da:B entsprechend ihrer Ar-
chitektur die gleiche Operation rnit einer gro:Ben Anzahl von Operanden gemacht wird. 
Die Operanden konnen zu Vektoren zusarnrnengefa:Bt werden und werden nach einem 
Flie:Bbandprinzip (pipelining) in einem Vektorprozessor verarbeitet. In modernen Vektor-
rechnern sind unterschiedliche Vektorprozessoren (z.B. fur die Addition und Multiplika-
tion) hintereinandergeschaltet (chaining), so da:B auch kornplexe Vektoroperationen wie 
die verkettete Triade (SAXPY) oder das Skalarprodukt, also 
axi +Yi, i = l(l)n, oder (12) 
nach einer Startup-Zeit pro Zyklus ein Resultat bringen. Entscheidend ist auch, da:B Daten 
rnit hoher Geschwindigkeit zwischen Speicher und Prozessor hin- und herbewegt werden 
konnen. Dazu client das hierarchische Speicherprinzip, in dern zwischen dem Prozessor und 
dern Hauptspeicher noch schnelle Register und u. U. noch ein Cache (high speed storage) 
rnit kiirzeren Zugriffszeiten geschaltet werden. 
3.1 Vektorisierung 
Beispielsweise verfiigt die IBM 3090 300 E neben dern Zentralspeicher uber einen Ca-
che von 64 kByte und 8 Vektorregister (double precision) fiir jeweils 128 Elemente (Re-
gisterlange ). So kann z.B. eine Vektoraddition fiir 128 Elemente durchgefiihrt werden. 
4 
Langere Vektoren sind in Gruppen zu 128 Elementen und einen Rest aufzuteilen. Der An-
wender wird bei der Vektorisierung durch geeignete Compiler unterstiitzt, die im wesent-
lichen Schleifen analysieren und vektorisieren. Unter Ausnutzung solcher Moglichkeiten 
kann der Nutzer sein Programm auf einen Vektorrechner bringen, under wird i.allg. eine 
bessere Effizienz als im Skalarmodus erreichen. Die Tabelle 1 enthalt Effektivitatsverglei-
che fiir die folgenden 3 Versionen der Standard-Gaufi-Elimination ( 2-11): 
(a) Inline~ Implementation, d.h. es werden keine Elementarmoduln verwendet. ( Skalar-
modus). 
(b) Implementation unter Verwendung von in Vektor-ASSEMBLER geschriebenen Ele-
mentarmoduln. 
( c) Vektorisierung der Inline-Version durch Compilerdirektiven. 
Bei den Elementarmoduln handelt es sich um einfache Programmkerne aus der Bibliothek 
NUMATH [8], die eine den BLAS, Level 1, [10] entsprechende Funktion haben. 
Tabelle 1 Rechenzeiten auf der IBM 3090 mit Vector Facility in MFLOPS 
I Routine I n = 400 I n = 1000 I 
(a) Gaufi, Inline, Skalarmodus 7.2 7.4 
(b) Gaufi, Vektor-Assembler-BLAS-1 18.5 21.2 
( c) Gaufi, Inline, Direktiven 18.4 21.2 
Rank-r LU Update, r = 4 37.2 . 46.6 
Rank-r LU Update, r = 8 43.4 58.0 
Rank-r LU Update, r = 16 43.8 61.0 
Wir erkennen, daB die Rechenzeiten fiir die Versionen (b) und ( c) iibereinstimmen, d.h., 
dafi der Compiler im wesentlichen die Effektivitat einer auf getunten BLAS, Level 1, b~­
sierenden Implementation erreicht. 
Das Verhaltnis von Vektorlade- zu Vektorrechen-Operationen ist fiir Vektorrechner bei den 
BLAS-1-Moduln ungiinstig, was zur Entwicklung der BLAS-2- und BLAS-3-Routinen [5], [6] 
und zu neuen Modifikationen des Gauf3schen Algorithmus gefiihrt hat. 
J.J. Dongarra u.a. haben in [4] den jik-SDOT-, den jki-GAXPY- und den kji-SAXPY-
Algorithmus vorgeschlagen. Eine Weiterentwicklung des kji-SAXPY-Verfahrens, auch 
Rank-r LU Update Algorithmus genannt, wurde in (13, 3] vorgestellt. 
Imfolgenden Abschnitt wird diese Methode beschrieben. 
Effizienzvergleiche zwischen einer Implementation dieser Methode und den Versionen (b) 
und (c) zeigen die Vorteile des Rank-r LU Update Verfahrens fiir Vektorrechner mit Cache 
(siehe Tabelle 1). 
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3.2 Der Rank-r LU Update Algorithmus 
Der Schritt von dem GauBschen Verfahren (2 - 8) zum Rank-r LU Update Algorithmus 
besteht im Ubergang von der Behandlung einer einzelnen Spalte (Zeile) zu Blacken von r 
Spalten (Zeilen). Es sei angenommen, daB wir bereits bis zum Schritt k gekommen sind. 
Die einzelnen Schritte des Rank-r LU Update Algorithmus sind dann: 
1. for K = k - r(l)k do 
• Pivotsuche in der Spalte K 
• Zeilenvertauschung fiir die Spalten k - r bis k 
• Berechnung der Eliminationsfaktoren in der Spalte K 
• Updating fiir die Spalten K + 1 bis k 
Nach diesem Schritt ist ein Teil von L berechnet. 
Die Zeilenvertauschung wird also nur fur die Spalten k - r bis k vorgenommen. Die 
Vertauschung fiir die restlichen Spalten wird auf den Schritt 2 verschoben, um die 
Matrix nicht zu oft in den Cache laden zu mussen. 
2. Updating und Transformation 
• Updating der Zeilen k - r + 1 bis k 
Nach diesem Schritt ist ein Teil von U berechnet. 
• Rank-r Transformation fur den Rest der Matrix 
3. Aufhebung von Zeilenvertauschungen 
In diesem Schritt wird die temporare Zeilenvertauschung ruckgangig gemacht, die 
im Schritt 1 fur alle r Elemente der Pivotzeile gemacht wurde und die nur fur die 
Elemente unterhalb der Diagonale benotigt wird. 
Im allgemeinen ist r kein Teiler der Matrixordnung n. Die Dekomposition des Restes wird 
mit dem Standard-GauB-Verfahren durchgefiihrt. In den Routinen zur Dekomposition der 
Restmatrix und fiir das Vorwarts- und Ruckwartseinsetzen werden Vektor-ASSEMBLER-
Elementarmoduln der Bibliothek NUMATH verwendet. 
Der Hauptteil der Rechenzeit wird im Schritt 2 benotigt. Die vorbereitenden Operation.en, 
das Updating der Zeilen k - r bis k und die innere Schleife der Rank-r Transformation 
wurden entrollt. 
Eine Momentaufnahme der Rank-r Transformation mit dem Unrolling zeigt Bild 1. Die 
Zahl 128 in der Zeichnung gibt die Registerlange der Vektorregister an. 
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Bild 1 Momentaufnahme der Rank-r Transformation 























C*VDIR: PREFER VECTOR 
do 120 i=k+1,n 




a(i,j) = a(i,j) + a(i,k-2)*a(k-2,j) 












Durch die Verwendung der Blocke und das Unrolling wird Arithmetik und Datenaustausch 
zwischen dem Cache und dem Zentralspeicher in gro13en Positionen ausgefiihrt und das 
Verhaltnis von Vektorlade- zu Vektorrechen-Operationen verbessert. Mit den Daten, die 
sich im Cache be:finden, werden dadurch viele der notwendigen Operationen auf einmal 
d urchgefiihrt. 
In Tabelle 1 sind die erreichten MFLOPS angegeben. Die Effizienzsteigerung gegeniiber 
dem per Compiler vektorisierten Inline-Programm ( c) ist offensichtlich. 
Die Ausfiihrungszeit fiir die ASSEMBLER-Routine DGEF aus der ESSL [7] wurde mit 
100% angesetzt. Mit der hier besprochenen FORTRAN-Implementation bei Verwendung 
der oben erwahnten ASSEMBLER-Elementarmoduln wurden 92% der Leistung von DGEF 
erreicht, in [3] 83%. 
Der Effektivitatsgewinn des Rank-r LU Update Verfahrens steigt mit wachsendem r. Fur 
festes n la13t sich die Effektivitat allerdings nicht beliebig steigern. So konnte fiir n = 1000 
durch den Ubergang von r = 16 auf r = 32 kein Effektivitatssgewinn mehr erzielt ·wer-
den. Dar nicht Parameter der Routine sein kann, ware das Verfahren gegebenenfalls als 
Polyalgorithmus auszulegen, um fiir gegebenes n ein optimales r wahlen zu konnen. 
4 Distributed Memory Systeme 
Die Prozessoren der Distributed Memory Systeme sind in bestimmter Weise kon:figuriert. 
Vielfach ist es moglich, virtuell unterschiedliche, dem Algorithmus angepafite Topolog;.en 
zu verwenden. 
Die Programmierung dieser Rechner erfordert zunachst eine Verteilung der Daten auf die 
lokalen Speicher und Kommunikation zwischen den Prozessoren. 
Parallele Algorithmen sind nach Moglichkeit so zu entwerfen, da13 iiber den gesamten 
Rechenproze13 eine ausgeglichene Lastverteilung besteht und die im Verhaltnis zu den 
arithmetischen Operationen teure Kommunikation gering gehalten wird. 
In diesem Artikel wird ein frei kon:figurierbares Transputersystem zugrundegelegt. 
Implementationeri des Gaufischen Algorithmus fiir Distributed Memory Systeme sind bei-
spielsweise in [11], [12] und [2] und speziell fiir Transputersysteme in [1] und (9] beschriebeh 
warden. In (9] wurde der Gaufische Algorithmus fur eine blockzyklische Datenaufteilung 
formuliert, die hier erweitert und auch im Zusammenhang mit dem Rank-r LU Update 
Algorithmus betrachtet werden soll. 
Die in den vorherigen Abschnitten zur Beschreibung der Algorithmen verwendeten Be-
zeichnungen konnen hier nicht voll iibernommen werden, weil die Beschreibung des Trans-
puternetzes und die Unterscheidung zwischen globalen und lokalen Indizes ein starkes 
Anwachsen an Bezeichnungen nach sich zieht. 
4.1 Konfiguration 
Als Grundkon:figuration wird ein zweidimensionales Prozessornetz der Dimension (p, <7) 
(siehe Bild 2) gewahlt, d.h. die Prozessoren sind nur mit ihren Nachbarn iiber Korn-
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munikationskanale verbunden. Die Randprozessoren konnen auf unterschiedliche Weise 
vernetzt sein: 
- not wrapped around (Grid) 
- Nord-Siid wrapped around 
- Ost-West wrapped around 
- Nord-Siid und Ost-West wrapped around (Torus) 
Bild 2 Konfiguration 
Gitter (p, a): 
p = 4 Anzahl der 
Prozessorzeilen 






Aus programmtechnischen Grunden werden zwei Arten der Nummerierung verwendet. 
In der zeilenweisen Nummerierung erhalt jeder Prozessor einen Identifikator t. Durch die 
Zeilen-Spalten-Nummerierung wird jedem Prozessor seine Zeilennummer r und seine Spal-
tennummer s zugewiesen. Der Identifikator wird mit (r, s) bezeichnet. 
Beide Nummerierungen hangen wie folgt zusammen: 
t = ra + s (13) 
r = [;] s = mod(t, a) (14) 
Durch 
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mod(r, min(p, u)) = mod(s, min(p, u)) (15) 
ist eine verallgemeinerte Diagonale definiert (siehe Bild 2). 
Sie spielt in bestimmten Fallen fiir das Vorwarts- und Riickwartseinsetzen eine Rolle, das 
hier nicht erortert wird. 
4.2 Datenaufteilung 
Da ein Distributed Memory System nur iiber lokale Speicher verfiigt, miissen Daten, im 
vorliegenden Fall die Matrix A und die rechte Seite b aus (1 ), auf die einzelnen Knoten 
verteilt werden. 
Um Aufgaben moglichst hoher Dimension losen zu konnen, ist eine gleichma:f3ige Vertei-
lung der Daten anzustreben. Andererseits sollte die Datenverteilung auch so erfolgen, da:f3 
die Lastverteilung auf die einzelnen Prozessoren wahrend des Losungsprozesses ausgegli-
chen ist. 
Weil Kommunikation teurer als Rechenleistung ist, sollte die Datenverteilung so vorge-
·nommen werden, da:f3 der Nachrichtenaustausch wahrend des Rechenprozesses so gering 
wie moglich ist. 
Da der Algorithmus zur LU-Dekomposition zeilen- und spaltenweise ablaufende Prozesse 
enthalt, ist eine orthogonale Datenaufteilung von A sinnvoll. 
Orthogonale Datenaufteilung 
Jede Zeile von A ist iiber eine Zeile von Prozessoren und jede Spalte von A iiber eine 
Spalte von Prozessoren des Netzes verteilt. 
Die formulierten Forderungen fiihren zu Zielkonflikten. 
Eine blockzyklische Datenaufteilung der Matrix A ermoglicht eine variable Anpassung an 
die genannten Ziele. Sie sichert vor allem eine gleichma:f3ige Lastverteilung wahrend des 
Losungsprozesses. 
Blockzyklische Datenaufteilung 
Die Matrix A wird bis auf Restblocke in BlOcke E der Dimension (p, q) eingeteilt. Die 
Blocke und RestblOcke werden zyklisch auf das Prozessorgitter abgebildet. 
Die blockzyklische Datenaufteilung ist orthogonal. 
Durch die blockzyklische Aufteilung zerfallt A in K ·.A Windows (siehe Bild 3) 
Wµv 1 µ = O(l)K - 1, /J = 0(1).A - 1. (16) 





r~1 = { [t] , 
[f] + 1 
wenn r mod A= 0 
sonst 
. Jedes Window·tragt mit einem Block E~·.~ zu der Teilmatrix cr,s (18,19) bei, die sich im 
lokalen Speicher des Prozessors (r, s) be:findet. 
Teilmatrizen von A 
cr,s - {Er,s} 0(1) 1 0(1) 1 
- µ,v µ=O(l)1t-l 1 v=O(l)>.-1' r = p - ' S = (J - (18) 
mit 
oder ((p, q) siehe (22)). (19) 
Rest blocke von A 
Wenn pp kein Teiler von m bzw. rJq kein Teiler von n ist, bleiben bei der Zerlegung von 
A in BlOcke E(p,q) u Restzeilen und v Restspalten iibrig. 
Die u Restspalten lassen sich so aufteilen, dafi die ersten a Prozessorzeilen jeweils g + 1 
und die letzten p- a Prozessoren jeweils g zusatzliche Matrixzeilen erhalten (siehe (20)). 
Die v Restspalten lassen sich so aufteilen, dafi die ersten f3 Prozessorspalten jeweils h + 1 
und die letzten rJ - f3 Prozessorspalten jeweils h zusatzliche Matrixspalten erhalten ( siehe 
(21)). 
Offenbar gelten die Beziehungen 
u = m mod (pp), . g = [~], a= u mod p (20) 
v = n mod (rJq), h = [~] , f3 = v mod rJ (21) 
Die Restzeilen und -spalten der Matrix A de:finieren die Restblocke 
11 
p={ g+l ,wenn r<a g ,wenn r:;:::: a 
Er•" E RpXq mit (22) µ,v 
q= { h+l ,wenn s </3 h ,wenn s :2::/3 
Im Bild 3 ist eine blockzyklische Aufteilung einer Matrix A E Rnxn, n = 20, auf einem 
Transputernetz (p, O') = ( 4, 3) dargestellt. Die Dimension der Blocke betriigt 
(p, q) = (3, 3), die der Restblocke (p, q) = (3, 1), (2, 3) oder (2, 1). 
Die Zeilen- und Spaltennummerierung von A ist an den Randern angegeben. Die Ziffern 
in den Kastchen, die die zugehorigen Blocke E~',~ von A enthalten, kennzeichnen die 
Transputer (t-Nummerierung, siehe (13)). Die Windows Wµ,v, µ = 0, 1, v = 0, 1, 2 sind 
durch Doppellinien voneinander abgegrenzt. 
Bild 3 Datenaufteilung 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
0 
1 0 1 2 0 1 2 0 1 
2 
3 
4 3 4 5 3 4 5 3 4 
5 
6 
7 6 7 8 6 7 8 6 7 
8 
9 
10 9 10 11 9 10 11 9 10 
11 
12 
0 1 2 0 1 2 0 1 
13 
14 




6 7 8 6 7 8 6 7 
18 
9 10 11 9 10 11 9 10 
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Die Teilmatrizen cr,s aus (18) von A, die sich im Prozessor (r, s) befinden, ergeben sich 
aus A durch Schrumpfung von 
(23) 
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um die N ullzeilen und -spalten. 
Die Anzahl der Zeilen bzw. Spalten von cr,s E Rmxn betragt 
(24) 
(25) 
pr und Qs sind Diagonalmatrizen der Form 
pr = {pi}i=O(l)m-l, Pi Diagonalelemente von pr (26) 
mit 
wenn i=rp+k, k=O(l)p-1 
wenn i = l(pp) + k, l = 1(1) [;) , k = O(l)p - 1 (27) 
sonst 
und 
Qs = { qj} j=O(l)n-l , qj Diagonalelemente von Qs (28) 
mit 
{ 
1, wenn j =sq+ k, k = O(l)q - 1 




Im Bild 3 ist die Aufteilung der quadratischen Blocke E~·.~ E R3 x3 , und der Restblocke 
der Matrix A E Rnxn, n = 20, auf ein rechteckiges Prozessorgitter der Dimension 
(p, er) = ( 4, 3) dargestellt. 
Die Teilmatrix 
der Matrix A aus Bild 3, die sich im Prozessor (0, 0) be:findet, setzt sich wie folgt zusam-
men: 
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ao,o ao,1 ao,2 ao,9 ao,10 ao,11 ao,18 
al,O al,1 al,2 al,9 al,10 al,11 al,18 
co,o = a2,o a2,l a2,2 a2,9 a2,10 a2,11 a2,18 
al2,o a12,1 a12,2 a12,9 a12,10 a12,11 a12,18 
al3,0 a13,1 ai3,2 a13,9 a13,10 a13,11 a13,18 
co,o Co,1 Co,2 Co,3 Co,4 Co,s Co,6 
C1,o C1,1 C1,2 C1,3 C1,4 C1,S C1,6 
C2,0 C2,1 C2,2 C2,3 C2,4 C2,s C2,6 
C3,o ~3,1 C3,2 C3,3 C3,4 C3,5 C3,s 
C4,o C4,1 C4,2 C4,3 C4,4 C4,5 C4,s 
C0•0 ergibt sich, wie in (23) bis (29) aufgeschrieben, aus A durch Schrumpfung von 
CJ°'o = poAQo 
um die Nullzeilen und -spalten mit 
P0 = diag(l,l,l,O,O,O,O,O,O,O,O,O,l,l,O,O,O,O,O,O) 
Q0 = diag(l,l,l,0,0,0,0,0,0,1,1,l,0,0,0,0,0,0,1,0). 
P 0 und Q0 sind Diagonalmatrizen. Die zugehorigen Elemente sind in den Klammern von 
diag angegeben. 
Spezialfiille 
Durch die freie Wahl der Parameter (p, er) und (p, q) werden wichtige Spezialfalle er-
fa:Bt. 
(a) (p, er)= (1, er), Ring bzw. Pipe, 
(p, q)=(n, q). 
Die Spaltenblocke von A werden zyklisch auf dem Ring verteilt. Im Falle q 1 
reduzieren sich die Blocke zu Spalten. 
(b) (p,er) = (p,1), Ring bzw. Pipe, 
(p, q )=(p, n ). 
Die Zeilenblocke von A werden zyklisch auf dem Ring (der Pipe) verteilt. Im Falle 
p = 1 reduzieren sich die BlOcke zu Zeilen. 
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(c) (p,a) = (p,p), quadratisches Netz, 
(p, q) = (p, p), quadratische Blocke 
(d) (p,a)=(p,p) 
(p,q) = (1,1) 
Die Marixelemente sind zyklisch uber das quadratische Prozessornetz verteilt. 
4.3 lndextransformationen 
Durch die blockzyklische Aufteilung der Matrix 
A= (ai,j), i = O(l)m - 1, j = O(l)n -1 
zerfiillt A in die Teilmatrizen 
cr,s - ( r,s) 
- ck,l ' k = O(l)m - 1, l = O(l)n - 1, 
die sich in den lokalen Speichern der Prozessoren 





Fur die Durchfiihrung der LU-Dekomposition, die lokal auf den Prozessoren ablauft, sind 
daher verschiedene Indextransformationen von Bedeutung, die den Zusammenhang von 
globaler und lokaler Information herstellen. 
Prozessor-Identifikation 
Der Identifikator r der Prozessorzeile kann, wie man leicht nachpriift, wie folgt berechnet 
werden: 
I= [:](pp) (33) 
a) i < /: 
(34) 
b) i ~I: 
i1 = i - /, i 2 = i 1 - a(g + 1) (siehe(20)) (35) 
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r = { [#I]' 
a+[~], 
wenn [_il_] < a g+l 
wenn [_il_] > a g+l -
Entsprechend ergibt sich der Identifikator s der Prozessorspalte: 
a) j < b: 
b) j ~ b: 
b=[:q]((Jq) 







[h~l] ~ ,B 






Die Transformation wird fiir i -+ k angegeben. Sie la:Bt sich formal auf die Transformation 
j -+ l iibertragen. 
a) i < /: 
k = i - p(r + T(p - 1)) (41) 
mit 
( 42) 
b) i ~ /: 
(43) 
mit (siehe (35)) 
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wenn [_ii_] < a g+l 
( 44) 
wenn [_ii_] > a g+l -
Transformation der lokalen Indizes ( k, l) in die globalen Indizes ( i, j) 
Die Transformation wird fiir k - i angegeben. Sie kann formal auf die Transformation 
l - j iibertragen werden. 
GemaB (24,25) gilt cr,s E Rmxn. 
Mit 
(siehe(24)) (45) 
-berechnet sich i wie folgt aus k: 





i4 = [; l (pp) ( 48) 
is= { 
r(g + 1) + k - 'I/;, wenn r< a 
( 49) 
(r - a)g + a(g + 1) + k - 'I/;, wenn r:::: a 
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4.4 Die LU-Dekomposition bei blockzyklischer Datenauftei-
lung 
Die Durchfuhrung der Standard-LU-Dekomposition (siehe (6-8)) erfordert bei blockzykli-
scher Datenverteilung von BlOcken der Dimension (p, q) auf ein Prozessornetz (p, u) ( siehe 
( 17-29)) einige Modifikationen. 
Es sei angenommen, da:B wir in unserem Algorithmus bereits bis zur Stufe ] gekommen 
sind, d.h. fur die Stufe ] sind im wesentlichen die folgenden 4 Schritte zu machen: 
- Bestimmung des Pivotelementes 
- Zeilenvertauschung 
Berechnung der negativen Eliminationsfaktoren 
- Rank-one Updating fiir die Restmatrix 
Bestimmung des Pivotelementes 
Das zur Stufe J gehorige Element a33 EA befinde sich im Prozessor (r-;, s3) (siehe (13,14)), 
der Stufenprozessor genannt werde. Entsprechend werde die Prozessorzeile r-;, die die Stu-
fenzeile] enthalt, als Stufen-Prozessorzeile und die Prozessorspalte s3, die die Stufenspalte 
J enthalt und in der das Pivotelement zu suchen ist, als Stufen-Prozessorspalte bezeichnet. 
Der Stufenprozessor wird mit Hilfe der Beziehungen (33-40) ermittelt. 
In jedem Prozessor (r, s3), r = O(l)p - 1, der Stufen-Prozessorspalte wird simultan das 
lokale Pivotelement 1f] des Teils der Spalte) von A bestimmt, der sich in der Teilmatrix 
cr·"J befindet. 
Dazu ist der Spaltenindex ] von A = ( ai,i) in den zugehorigen Spaltenindex I von 
cr·"i = (c~°?) zu transformieren. Das geschieht mit Hilfe von Formeln, die den in (41-44) . 
aufgeschriebenen Beziehungen fur die Umwandlung von i ~ k entsprechen. Der lokale 
Pivotindex klok von cr·"J ist schlie:Blich in den zugehorigen Index i 10k von A zu transfor-
mieren ( siehe ( 45-49)). 
Die lokalen Pivotelemente 7r r,s·p r -=J. r-;, r = 0(1 )p - 1, und die zugehorigen lokalen Pivot-
indizes werden zum Stufenprozessor (r-;, s3) gesandt. 
Dort wird das globale Pivotelement bestimmt. 
Eine Modifikation dieses Vorgehens wird im Abschnitt 4.5 Kommunikation behandelt. 
Um den Kommunikations-Overhead herabzusetzen, wird die Bestimmung des globalen 
Pivotelementes wahlweise mit Schwellenpivotisierung [9] durchgefohrt, die for praktische 
Falle oft ausreichend ist [14]. 
Vorgegeben sei die Schwelle 0 :::; w :::; 1. 
Wenn for alle r -=J. ry 
I 7rr~,h I~ w I 7rr,h I 
; ; ; 
(50) 
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gilt, ist die Stufen-Prozessorzeile auch auch die Pivot-Prozessorzeile, d.h. die Prozessor-
zeile, die die Pivotzeile von A zur Stufe) enthalt, und eine Zeilenvertauschung ist nur in 
dieser Prozessorzeile notwendig. Eine Inter-Prozessor-Kommunikation findet nicht statt. 
Wenn w = 1, entartet die Schwellenpivotisierung zur iiblichen partiellen Pivotisierung. 
Fiir w = 0 ergibt sich eine lokale Pivotisierung, bei der keine Inter-Prozessor-Korrimunikation 
durchzufiihren ist, weil (50) immer erfiillt ist. 
Nach der Bestimmung des globalen Pivotelementes ist der globale Pivotindex iglob im Stu-
fenprozessor bekannt. Von dort wird er an alle anderen Prozessoren gesandt, damit alle 
Knoten dariiber informiert sind, welche Zeilen zu vertauschen sind. 
Mit Hilfe des globalen Pivotindexes igtob wird die Pivot-Prozessorzeile Tgtob ermittelt (siehe 
(33-36)). 
Zeilenvertauschung 
In der Pivot-Prozessorzeile werden 2 Vektoren r 1 und r 2 zusammengestellt. 
r 2 besteht aus dem Pivotelement und dem Teil der Pivotzeile, die fiir das Rank-one 
Updating der Restmatrix benotigt wird. Dazu ist der globale Pivotindex iglob beziiglich 
T I b s-
A = ( ai,j) in den zugehorigen Index kglob beziiglich er globi8j = (ck~/ I j) zu transformieren 
(siehe ( 41-44)). 
Der Rest der Zeile wird in r 1 zusammengefafit. 
r 2 wird iiber die Prozessorspalten an alle Prozessorzeilen gesandt. 
r 1 wird an die Stufen-Prozessorzeile geschickt. 
Die gesamte ]-te Zeile von A - sie befi.ndet sich in der Stufen-Prozessorzeile - wird an die 
Pivot-Prozessorzeile gesandt. 
(Die Kommunikationen eriibrigen sich, wenn ( 50) immer erfiillt ist.) 
Die Vertauschung der Pivotzeile igtob mit der Stufenzeile] kann nun vollzogen werden, 
indem in der Stufen-Prozessorzeile die Zeile] (I bzgl. C17•s) durch r 1 und r 2 und in der 
Pivot-Prozessorzeile die Zeile iglob durch die )-te Zeile ersetzt werden. 
Berechnung der negativen Eliminationsfaktoren 
In der ]-ten Spalte von A werden die negativen Eliminationsfaktoren berechnet, indem die 
Elemente unterhalb der Diagonale mit dem reziproken Wert des Pivotelementes skaliert 
werden. Das findet in der Stufen-Prozessorspalte statt. 
Die negativen Eliminationsfaktoren werden von der Stufen-Prozessorspalte an die Prozes-
soren der Prozessorzeilen gesandt. 
Rank-one Updating fiir die Restmatrix 
Auf Grund der blockzyklischen Aufteilung ist die Restmatrix, wenn man von der End-
phase des Algorithmus absieht, iiber alle Knoten verteilt. 
Das Rank-one Updating findet daher in allen Prozessoren auf den Teilmatrizen 
cr,a = ( c~'.D statt. 
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Um festzustellen, welche Elemente von cr,s dem Rank-one Updating zu unterziehen sind, 
miissen standig Indextransformationen von (k, l) nach (i,j) vorgenommen werden (siehe 
( 45-49)). 
4.5 Kommunikation 
Der im vorigen Abschnitt beschriebene Algorithmus wurde fiir ein MultiCluster-2 System 
mit 32 Prozessoren vom Typ T800 mit rekon:figurierbarer Topologie unter dem Betriebs-
system PARIX, Release 1.1, in ACE FORTRAN77 [15] implementiert. 
Das Ubersetzen der einzelnen Routinen und das Linken zu einem Hauptprogramm erfolgt 
auf dem Hostrechner (SUN SPARCstation). 
Nach dem Start der Applikation wird das Hauptprogramm vom Host an alle angeforder-
ten Knoten gesandt. 
Das Programm arbeitet auf jedem Prozessor auf einer anderen Datenmenge (Datenparal-
lelitat ). 
ACE FORTRAN77 ist gegeniiber FORTRAN77 um Virtual Topology Libraries erweitert, 
die den Aufbau virtueller Topologieen und die Kommunikation durch Bibliotheksaufruf 
gestatten. Durch den Aufruf spezieller Routinen der Virtual Topology Libraries kann 
auch festgestellt werden, auf welchem Prozessor sich das Programm befindet. Mit Hilfe 
dieser Information wird die notwendige funktionelle Parallelitiit iiber geeignete IF-THEN-
ELSE-Anweisungen hergestellt, so daB auf den einzelnen Knoten unterschiedliche Teile des 
Programms wirksam werden konnen. 
Insbesondere konnen unter Verwendung der Virtual Topology Libraries fiir die verschiede-
nen Kommunikationen im Algorithmus angepafite unterschiedliche Topologien aufgebaut 
und fiir den N achrichtenaustausch genutzt werden. 
Kommunikation bei der Bestimmung des Pivotelementes 
Fiir die Kommunikation bei der Bestimmung des Pivotelementes sind 2 unterschiedli-
che Topologien implementiert worden. 
(a) Fiir das Senden der lokalen absoluten Maxima und Pivotindizes an den Stufenpro-
zessor ist die in der linken Zeichnung von Bild 4 dargestellte Topologie verwendet 
worden. 
Das Senden des globalen Pivotindexes vom Stufenprozessor an alle Prozessoren er-
folgt iiber die in der mittleren Zeichnung von Bild 4 angegebene Farmer-Worker-
Topologie. 
Die Topologie (a) ist vom Stufenindex J abhiingig. Sie muB daher fiir jede Stufe neu 
erzeugt werden. 
(b) Der Datenaustausch fiir die Pivotisierung erfolgt auf der Basis der 2D-Torus-Topologie 
(siehe au.ch Abschnitt 4.1 Kon:figuration), die nur einmal generiert werden muB und 
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die auch fiir die Kommunikation zwischen den Schritten Zeilenvertauschung und 
Rank-one Updating benutzt wird. 
Eine Stufen-Prozessorspalte stellt innerhalb der Torus-Topologie einen Ring dar, in 
dem die Lage des Stufenprozessors so interpretiert werden kann, dafi die Anzahl 
der Prozessoren zu beiden Seiten gleich grofi ist, wenn p ungerade, oder sich um 1 
unterscheidet, wenn p gerade ist. 
Die lokalen Pivotelemente und -indizes werden von den aufieren Prozessoren zu 
beiden Seiten des Stufenprozessors jeweils zu ihren N achbarn in Rich tung des Stu-
fenprozessors gesandt. Weiter geschickt werden jeweils das dem Absolutbetrage nach 
grofiere Element und der zugehorige Index. 
Da jeweils 2 Dateniibertragungen parallel ablaufen, sind so (p - 1 )/2, p ungerade, 
Ubertragungen notwendig. . 
Die Verteilung des globalen Pivotindexes erfolgt entsprechend nach einer umgekehr-
ten Strategie. 
In der Stufen-Prozessorspalte wird der Index vom Stufenprozessor aus nach beiden 
Seiten von Nachbar zu Nachbar versandt. 
Alle Knoten der Stufen-Prozessorspalte senden dann den Index auf die gleiche Weise 
in Zeilenrichtung. 
Im Falle eines quadratischen Transputernetzes (p, CJ) = (p, p), p ungerade, waren 
auf Grund der parallelen Kommunikationen p Ubertragungen durchzufiihren. 
Fur die kleinen verwendeten Knotenanzahlen (maximal 32) ergaben sich leichte Vorteile 
fiir die Topologie (a). 
Komrnunikation bei der Zeilenvertauschung und dern Rank-one Updating 
Die Komrnunikation fiir die Zeilenvertauschung erfolgt iiber die in der rechten Zeichnung 
(Bild 4) dargestellten Topologie, die fiir jede Stufe neu zu generieren ist. 
Der fiir das Rank-one Updating benotigte Teil der Pivotzeile wird von der Pivot-Prozessorzeile 
in Spaltenrichtung an alle Knoten gesandt. 
Um das Rank-one Updating durchfiihren zu konnen, sind die negativen Elirninationsfak-
toren von der Stufen-Prozessorspalte an die Knoten der Prozessorzeilen zu senden. 
Beide Kornmunikationen erfolgen irn Rahm en einer Gitter- oder Torus-Topologie ( siehe 
Abschnitt 4.1 Konfiguration). 
Die auf Grund der kiirzeren Wege beirn Torus erwarteten Verbesserungen traten bei der 
zu Verfiigung steheriden kleinen Prozessorzahl nicht ein. 
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Im Unterschied zu HELIOS [16] ermoglicht das neue auf gro:Be Prozessorzahlen ausgerich-
tete Betriebssystem PARIX mit ACE FORTRAN77 die Formulierung von Algorithmus, 
Topologie und Kommunikation in einem Programm. 
Der mit PARIXl.O ausgelieferte ACE FORTRAN Compiler verfiigte iiber keine Optimie-
rungsstufe. Die mit PARIXl.l bereitgestellte Optimierungsstufe brachte fiir die vorge-
stellte LU-Dekomposition eine Verbesserung der Effizienz von 20%, stellt aber noch nicht 
die endgiiltige Fassung dar, so da:l3 hier noch keine quantitativen Angaben zur Effizienz 
gemacht werden sollen. 
Qualitativ zeigte sich, da:13 die Effizienz bei quadratischen Netzen (p, p) besser als bei 
rechteckigen N etzen (p, CT) ist. 
Auch quadratische Blocke der Dimension (p, p) ergaben giinstigere Zeiten als rechteckige 
(p, q). 
Auf Grund der guten Lastverteilung fiihrte die zyklische Verteilung der einzelnen 
Matrixelemente, d.h. (p, q) = (1, 1), zu den besten Ergebnissen (siehe auch [9]). 
Trotzdem diirften die allgemeineren Auslegungen (p, CT), p -/:- CT, und (p, q), p -/:- q, auf 
Grund ihrer Anpassungsfii.higkeit an zur Verfiigung stehende Knotenanzahlen und das 
Datenlayout anderer Routinen ihre Berechtigung haben. 
Bei einer Beschriinkung auf quadratische Netze konnten beispielsweise bei einer Anlage 
mit 32 Prozessoren maximal 25 genutzt werden. 
Das blockzyklische Datenlayout mit seiner zugehorigen Kommunikationsstruktur bildet 
eine gute Basis fiir die Implementation des Rank-r LU Update Verfahrens auf Distributed 
Memory Systemen. 
Die Wahl gro:Berer Blocke ist dann mit einem Datentransport in gro:Beren Portionen ver-
bunden. Verbesserungen in der Effizienz durch Verwendung des Rank-r LU Update Ver-
fahrens sind in Zusammenhang mit den angekiindigten T9000-Transputer-Systemen zu 
erwarten, die pro Knoten auch iiber einen fiir das Rank-r LU Update Verfahren wichtigen 
Cache verfiigen werden. 
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