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Zusammenfassung
Die Erforschung der Dynamik ausgedehnter komplexer Systeme stellt seit jeher eine
der großen Herausforderungen in verschiedenen Bereichen der Wissenschaft dar, von
Physik, über Informatik, Biologie, Geowissenschaften und Klimaforschung bis hin zu
Neurowissenschaften. Die Netzwerktheorie bietet verschiedene Methoden, die Dynamik
dieser Systeme zu untersuchen. Demnach kann ein komplexes System als funktionelles
Netzwerk von (Sub)-Systemen aufgefasst werden, welche mit Knoten assoziiert werden
und über Kanten miteinander interagieren, die unabhängig von physikalischer Verbun-
denheit existieren können. Die Gesamtdynamik dieser Netzwerke ist aufgrund der Struk-
tur und Menge miteinander wechselwirkender Subsysteme nicht trivial und kann nicht
durch die Menge aller Einzeldynamiken analytisch bestimmt oder gar analysiert wer-
den. Gewöhnlicherweise werden den Kanten komplexer funktioneller Netzwerke Eigen-
schaften der Interaktionen wie Gewicht (Stärke) oder Richtung zugeordnet, die mittels
verschiedener Methoden der Zeitreiheanalyse datengetrieben von den interagierenden
(Sub)-Systeme abgeleitet werden können.
In dieser Arbeit wird untersucht, inwieweit Interaktioneigenschaften von der Wahl der
Methode abhängig sind und somit unterschiedliche funktionelle Netzwerke konstruiert
werden. Da insbesondere die datengetriebene Identifikation einer Interaktionsrichtung
fehleranfällig sein kann, werden Bedingungen untersucht, unter denen es zu Fehlinter-
pretationen kommen kann und schließlich ein Analyseansatz zur Vermeidung der Ambi-
guität entwickelt. Neben Stärke und Richtung kann auch die Verzögerung einer Interakti-
on von Bedeutung sein. Bisher wurden allerdings Interaktionen, die erst nach einer endli-
chen Zeit beobachtet werden können (also retardiert) in funktionellen Netzwerken igno-
riert. Daher wird eine Methode zur Identifikation und Charakterisierung retardierter,
gerichteter Interaktionen entwickelt und bezüglich ihrer Eignung analysiert. Auf Grund-
lage der gewonnenen Erkenntnisse werden schließlich retardierte Interaktionen imwohl
prominentesten komplexen System, dem menschliche Gehirn, mit den verwendeten Me-
thoden und unter Verwendung des entwickelten Analyseansatzes charakterisiert. Am
Beispiel des Krankheitsbildes Epilepsie, das seit einiger Zeit als Netzwerkphänomen auf-
gefasst wird, wird die Rolle einzelner Hirnregionen durch ihre Interaktionen mit anderen
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If you torture the data long
enough, nature will always
confess.
— Ronald Coase
Bereits in den 1960er-Jahren erkannte der Nobelpreisträger Ronald Coase, dass die Da-
tenanalyse ein mächtiges Werkzeug zur Untersuchung unbekannter Systeme darstellt,
mittels derer Daten auf wenige Charakteristika reduziert werden können. Eine blinde
oder gar falsche Wahl der Analysemethoden gewährt zwar eine Datenreduktion; die
erhaltenen Charakteristika sind jedoch nur sinnvoll interpretierbar, wenn eine geeig-
nete Analysemethode gewählt und eine ausreichend große Kenntnis über das zu un-
tersuchende System vorliegt. Mittels Methoden der Zeitreihenanalyse können Systeme
aus Zeitreihen von Observablen, d. h. meist zu festen Zeitschritten gemessenen (passi-
ven) Beobachtungen, charakterisiert werden. Über die letzten Jahrzehnte wurde dafür
eine Vielzahl an linearen und nicht-linearen Analysemethoden vorgeschlagen, um Ei-
genschaften von Systemen datengetrieben zu quantifizieren und schlussendlich Systeme
zu charakterisieren [6–9].
Häufig sind die zu analysierenden unbekannten Systeme in einer natürlichenWeise kom-
plexe Netzwerke oder können als solche aufgefasst werden, d. h. sie bestehen aus ein-
zelnen Elementen (Knoten), die miteinander über Kanten verknüpft sind [10]. Als kom-
plex werden solche Netzwerke bezeichnet, deren Topologie nicht trivial ist, also nicht
durch Gitter oder Zufallsgraphen (Knoten, die zufällig über Kanten verbunden sind) be-
schrieben werden kann [11–14]. Prominente Vertreter für komplexe Netzwerke sind bei-
spielsweise soziale Netzwerke, die Beziehungen von Menschen abbilden oder das World
Wide Web, in dem einzelne Internetseiten miteinander über Links verbunden sind. Die
Netzwerkeanalyse ist ein junges und zugleich sehr aktives Forschungsgebiet, das zuneh-
mend eine tragende Rolle in der empirischen Untersuchung realer komplexer Netzwerke
bzw. Systeme spielt, und hat mittlerweile große, teils fächerübergreifenden Anwendung
in der Physik, Informatik, Biologie, Sozialwissenschaften bis hin zu den Neurowissen-
schaften [14, 15] gefunden. Eine Herausforderung besteht darin, die Topologie dieser
teils sehr großen Netzwerke bzw. Systeme zu charakterisieren und beispielsweise über
graphtheoretische Methoden adäquat zu quantifizieren [12, 16–18]. Neben der Struktur
ist häufig die Funktion bzw. die Dynamik der Elemente und schließlich des gesamten
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1. Einleitung
Netzwerkes von großen Interesse: So kann am Beispiel der Sozialwissenschaften Mei-
nungsbildung [19] oder Sozialverhalten [20] modelliert und analysiert werden. Aufgrund
der Topologie und der meist großen Anzahl an (nicht-linear) miteinander interagieren-
den Netzwerkelementen kann das Zusammenspiel der einzelnen Dynamiken der Ele-
mente aus sich selbst heraus zu einer emergenten globalen Dynamik des Netzwerkes
führen, d. h. einer nicht offensichtlich aus den Eigenschaften und Dynamiken der Ein-
zelelemente erklärbaren Dynamik [21, 22]. Häufig lassen sich mehrere Einzelelemente
zu Gruppen unterschiedlicher Dynamik zusammenfassen, die ein Netzwerk miteinander
interagierender Gruppen bilden. In diesem Fall besteht die Komplexität insbesondere in
der Funktion bzw. Interaktion der Konstituenten, da die Dynamik der einzelnen Gruppen
meist relativ gut erklärt oder analysiert werden kann.
Aufgrund der Dynamik und Interaktion der Konstituenten kann in komplexen dyna-
mischen Netzwerken das Phänomen der Synchronisation beobachtet werden, d. h. eine
Anpassung von Rhythmen oszillatorischer (Sub)-Systeme [23–27]. Synchronisationsphä-
nomene können in komplexen dynamischen Netzwerken eine wichtige Rolle spielen und
haben beispielsweise im nordamerikanischen Stromnetzwerk zu räumlich weit ausge-
dehnten Stromausfällen in den USA geführt [28–30]. Dieses und konzeptionell allgemei-
nere Synchronisationsphänomene [23] müssen sich nicht zwangsläufig auf das gesamte
Netzwerk ausbreiten, sondern können zu sogenannten Chimären [31–35] führen, also
Mischzuständen, in denen Teile des Netzwerkes miteinander synchronisiert sind, andere
Teile jedoch nicht. Durch die Identifikation und Analyse der Synchronisationsphäno-
mene in komplexen Netzwerke konnten tiefere Einblicke in verschiedene Bereiche der
Wissenschaft gewonnenwerden [36–46]. Ein Ziel der Analyse kann, neben des Erlangens
eines besseren Verständnisses der globalen Dynamik, beispielsweise in der Optimierung
dieser Netzwerke bestehen, um diese gegenüber Störungen oder gezielter Attacken wie
zum Beispiel der Entfernung wichtiger Knoten oder Kanten robuster zu gestalten [47–
49].
In funktionellen Netzwerken werden Knoten gewöhnlich mit Elementen oder (Sub)-Sys-
temen assoziiert; Die Kanten repräsentieren Interaktionen zwischen den Elementen bzw.
(Sub)-Systemen [5, 50–55]. Im Gegensatz zu den eingangs genannten strukturellen Netz-
werken können somit Kanten unabhängig von einer physikalischen Verbundenheit exis-
tieren. Gewöhnlicherweise werden den Kanten Eigenschaften wie Gewicht (Stärke) oder
Richtung zugeordnet, die mittels Methoden aus der Zeitreihenanalyse datengetrieben
von den interagierenden Elementen bzw. (Sub)-Systeme mit verschiedenen Ansätzen
abgeleitet werden können: von Korrelationen [56] über Kausalität [57, 58] und Infor-
mationstheorie [59, 60] bis hin zu Ansätzen, welche diverse Konzepte von Synchroni-
sation wie Phasensynchronisation [61–63] oder generalisierte Synchronisation [64–67]
verwenden. Aufgrund der unterliegenden zeitlich veränderlichen Dynamik können sich
Kanten in funktionellen Netzwerken, im Gegensatz zu strukturellen Netzwerken, auf den
2
verschiedensten Zeitskalen verändern. Diese zeitlich veränderlichen Netzwerke werden
als evolving networks [5, 68] bezeichnet.
Ein zentrales Problem bei der Konstruktion (zeitlich veränderlicher) funktioneller Netz-
werke besteht darin, sowohl (Sub)-Systeme zu identifizieren als auchWechselwirkungen
zwischen den interagierenden (Sub)-Systemen zu charakterisieren. Je nach Fragestellung
und zu untersuchender Dynamik sind hierfür unterschiedliche Ansätze notwendig, wel-
che verschiedene Aspekte der Dynamik erfassen und quantifizieren. So konnte gezeigt
werden, dass aus Zeitreihen abgeleitete Kenngrößen für Stärke und Richtung von In-
teraktionen teils vergleichbare, teils komplementäre Informationen bezüglich der Inter-
aktion liefern [2, 69–72]. Folglich werden unterschiedlichen Eigenschaften den Kanten
funktioneller Netzwerke zugeordnet, die schließlich zu topologisch anderen Netzwerken
führen können. Zudem werden bei der Konstruktion funktioneller Netzwerke bisher
Wechselwirkungen, die erst nach einer endlichen Zeit beobachtet werden können [73–
78], größtenteils ignoriert. Kenntnis über diese retardierten Interaktionen kann jedoch
zu einer verbesserten Interpretierbarkeit der Beobachtungen führen [79–81] oder eine
Charakterisierung retardierter Netzwerkdynamiken erst ermöglichen. So konnten bei-
spielsweise die Verzögerung von Interaktionen als weitere Ursache für Synchronisa-
tionsphänomene in komplexen Netzwerken identifiziert werden [82, 83]. Die Analyse
gerichteter, retardierter funktioneller Netzwerke ist jedoch nach Wissens des Autors
bisher unüblich und bedarf dringend weiterer Forschung.
Ziel dieser Arbeit ist eine verbesserte Charakterisierung (retardierter) gerichteter und
gewichteter Interaktionen in komplexen dynamischen Systemen. Da die diversen Me-
thoden der Zeitreihenanalyse auf unterschiedlichen Ansätzen basieren und die entspre-
chenden Kenngrößen verschiedene Aspekte der Dynamik erfassen und quantifizieren,
wird untersucht, inwiefern die Wahl des Ansatzes Auswirkung auf die charakterisierte
Stärke und Richtung von Interaktionen hat. Zu diesem Zweck werden zwei Ansätze
verfolgt, die auf den beiden gängigsten Konzepten von Synchronisation beruhen: der
Phasensynchronisation und generalisierten Synchronisation. Es wird untersucht, un-
ter welchen Bedingungen mit Kenngrößen für Stärke und Richtung von Interaktionen
letztere charakterisiert werden können und unter welchen Konstellationen insbesondere
eine Charakterisierung der Interaktionsrichtung zu Fehlinterpretationen führen kann [2,
4] und anschließend ein Analyseansatz vorgestellt, mit dem diese vermieden werden
können. Schließlich wird eine im Rahmen dieser Arbeit entwickelteMethode zur Identifi-
kation und Charakterisierung retardierter, gerichteter Interaktionen komplexer Systeme
vorgestellt, die Retardierte Symbolische Transferentropie [1], und bezüglich ihrer Eignung
zur Analyse von Felddaten analysiert.
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1. Einleitung
Auf Grundlage dieser Erkenntnisse werden (retardierte) Interaktionen im menschliche
Gehirn, mit den verwendetenMethoden und unter Verwendung des entwickelten Analy-
seansatzes charakterisiert [2, 3]. Synchronisationsphänomene spielen im Gehirn sowohl
bei der Funktion wie Kognition oder Lernprozessen [38, 40] als auch Dysfunktion wie
neuronalen Erkrankungen [37, 39, 84–87] eine tragende Rolle. Am Beispiel des Krank-
heitsbildes Epilepsie, das seit einiger Zeit als Netzwerkphänomen aufgefasst wird [88–
91], wird die Rolle einzelner Hirnregionen durch ihre Interaktionen mit anderen Hirnre-
gionen im epileptischen Hirnnetzwerk untersucht.
Die vorliegende Arbeit ist wie folgt gegliedert: In Kap. 2 werden zunächst die theoreti-
schen Grundlagen gekoppelter nichtlinearer dynamischer Systeme sowie verschiedene
Konzepte von Synchronisation vorgestellt. Anschließend werden in Kap. 3 verschiede-
ne Konzepte und Methoden zur Charakterisierung von (retardierten) Interaktionen in
komplexen dynamischen Systemen erläutert und entwickelt, welche im Anschluss in
Kap. 4 anhand von Zeitreihen von Modellsystemen mit wohldefinierten Eigenschaften
auf ihre Eignung zur Charakterisierung von Interaktionen in unbekannten Systemen
datengetrieben überprüft werden. Schließlich werden in Kap. 5 (retardierte) Interaktio-
nen im menschlichen Gehirn von Epilepsiepatienten charakterisiert und untersucht, in-
wiefern sich einzelne Hirnregionen von anderen Hirnregionen im epileptischen Hirn-
netzwerk anhand von Interaktionseigenschaften zwischen diesen abgrenzen lassen und
somit tiefere Einblicke in die komplexe Dynamik im epileptischen Hirnnetzwerk gewäh-
ren.
4
2. Dynamische Systeme und Synchronisation
In dieser Arbeit werden (retardierte) gerichtete und gewichtete Interaktionen miteinan-
der wechselwirkender dynamischer Systeme mit Methoden der Zeitreihenanalyse, ba-
sierend auf verschiedenen Synchronisationskonzepten, charakterisiert. In diesem Kapi-
tel werden die für diese Arbeit benötigten theoretischen Grundlagen vorgestellt. Ins-
besondere wird eine mathematische Beschreibung gekoppelter dynamischer Systeme
nach [92, 93] gegeben und verschiedene Konzepte von Synchronisation nach [23] er-
läutert.
2.1. Dynamische Systeme
Ein autonomes dynamisches System ist ein Modell zur mathematischen Beschreibung
der zeitlichen Entwicklung realer Systeme oder deren Teilsysteme. Die zeitliche Ent-
wicklung hängt dabei nur von den Anfangsbedingungen ab; nicht jedoch von der Wahl
des Startzeitpunktes 𝑡0. Somit lassen sich im allgemeinen 𝐷 ‑dimensionale dynamische
Systeme durch die Angabe ihrer Dynamik und der 𝐷 zeitabhängigen Zustandsgrößen
beschreiben. Der Zustand 𝒙 (𝑡) eines dynamischen Systems 𝑋 zur Zeit 𝑡 kann eindeutig
durch einen Phasenpunkt
𝒙(𝑡) = 𝒙𝑡 = (𝑥(1)(𝑡), 𝑥(2)(𝑡),… , 𝑥(𝐷)(𝑡)) (2.1)
im𝐷 ‑dimensionalen Phasenraum ℝ𝐷 beschrieben werden. Die zeitliche Entwicklung ei-
nes Systemzustandes im Phasenraum entspricht der Bewegung eines Phasenpunktes und
ist somit implizit enthalten. Die dadurch beschriebene Kurve wird Orbit oder Trajektorie
genannt.
Unterschieden wird zwischen diskreter und kontinuierlicher Zeitentwicklung: Bei dis-
kreter Zeitentwicklung dynamischer Systeme ändern sich Systemzustände in äquidistan-
ten Zeitschritten Δ𝑡 und die Dynamik lässt sich durch eine Abbildung A des Phasenrau-
mes auf sich selbst wie folgt beschreiben:
𝒙(𝑡 + Δ𝑡) = A(𝒙(𝑡)). (2.2)
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Im Falle einer kontinuierlichen zeitlichen Entwicklung (sogenannten Flüssen) ändern sich
die Systemzustände in infinitesimal kleinen Zeitschritten und lassen sich durch gewöhn-
liche Differentialgleichungen der Form
d𝒙(𝑡)
d𝑡 = f(𝒙(𝑡)) (2.3)
beschreiben. Der Fluss bzw. die Funktion f ∶ ℝ𝐷 → ℝ𝐷 kann entweder linear oder nicht-
linear sein. Dementsprechend wird die Dynamik des Systems als linear oder nicht-linear
bezeichnet. Im Gegensatz zu linearen dynamischen Systemen, bei denen ein linearer Zu-
sammenhang zwischen Ursache und Wirkung vorliegt, kann bei nicht-linearen dynami-
schen Systemen eine stark sensitive Abhängigkeit von den Anfangsbedingungen vorlie-
gen. Der Abstand zweier ursprünglich benachbarten Trajektorien im Phasenraum kann
exponentiell divergieren und zu unterschiedlichen Zuständen führen. Solche Systeme
werden als chaotische dynamische Systeme bezeichnet. Der Meteorologe Edward Lorenz
veranschaulichte dieses Verhalten mit der Frage, ob ein Flügelschlag eines Schmetter-
lings in Brasilien einen Tornado in Texas hervorrufen könne [94]. Diese Fragestellung
wird in der Literatur daher häufig als Schmetterlingseffekt bezeichnet. Als Maß für die
Geschwindigkeit, mit der sich zwei benachbarte Punkte im Phasenraum voneinander
entfernen, dienen Lyapunov-Exponenten. Es gibt für jede Dimension des Phasenraumes
einen Lyapunov-Exponenten; Häufig wird jedoch nur der größte Lyapunov-Exponent
𝜆max angegeben [95].
Ein dynamisches System ist deterministisch, wenn durch vollständige Kenntnis eines
Systemzustandes alle zukünftigen Zustände eindeutig bestimmbar sind. Da die zeitli-
che Entwicklung von Systemen im Phasenraum nur implizit enthalten ist können sich
folglich Trajektorien deterministischer Systeme im Phasenraum nicht überschneiden.
In der klassischen Mechanik wird zwischen konservativen und dissipativen Systemen
unterschieden: Konservative Systeme sind abgeschlossene Systeme, in denen die En-
ergieerhaltung gilt. Somit bleibt das vom System ausgefüllte Volumen im Phasenraum
konstant (nach dem Satz von Liouville gilt: div f = 0). Geben die Systeme (im Fall dis-
sipativer Systeme) hingegen Energie an ihre Umgebung ab, so gilt div f < 0, und das
Phasenraumvolumen wird im zeitlichen Mittel kontrahiert.
Übertragen auf dynamische Systeme wird die Untermenge des Phasenraumes dissipa-
tiver dynamischer Systeme, auf den sich die Dynamik des Systems im Laufe der Zeit
hinbewegt und nicht mehr verlässt, als Attraktor (lat. ad trahere: „zu sich hin ziehen“)
bezeichnet. Der Attraktor linearer, dissipativer, dynamischer Systeme ist ein Fixpunktat-
traktor, da solche Systeme gegen einen stabilen Zustand (Fixpunkt) konvergieren. Der
Attraktor regulärer dynamischer Systeme kann ein ein‑ oder mehrdimensionaler Grenz-
zyklus oder Tori ganzzahliger Dimension sein. Bei nicht-linearen dynamischen Systemen
kann jedoch aufgrund der durch f induzierten Falt- und Streckmechanismen ein seltsamer
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2.2. Interagierende dynamischer Systeme
Attraktor auftreten, der sich nicht durch eine geschlossene geometrische Form beschrei-
ben lässt und eine fraktale Dimension aufweist [96, 97]. Seltsame Attraktoren weisen
fraktale (auf beliebig kleinen Längenskalen vergleichbare) Strukturen auf und sind ein
wesentliches Merkmal eines chaotischen dynamischen Systems.
2.2. Interagierende dynamischer Systeme
Seien 𝑋 and 𝑌 zwei dynamische Systeme, dann lassen sich die Dynamiken der Systeme
durch folgende Sätze von gewöhnlichenDifferentialgleichungen beschreiben:
d𝒙(𝑡)
d𝑡 = f𝑋(𝒙(𝑡)) mit 𝒙(𝑡) ∈ ℝ
𝐷𝑋 , f𝑋 ∶ ℝ𝐷𝑋 → ℝ𝐷𝑋
d𝒚(𝑡)
d𝑡 = f𝑌 (𝒚(𝑡)) mit 𝒚(𝑡) ∈ ℝ
𝐷𝑌 , f𝑌 ∶ ℝ𝐷𝑌 → ℝ𝐷𝑌
(2.4)
Ein gerichteter, einseitiger Einfluss eines Systems auf ein anderes System wird als unidi-
rektional, ein gleichzeitiger gegenseitiger Einfluss als bidirektional bezeichnet.
2.2.1. Kopplung
Seien 𝑋 und 𝑌 zwei bidirektional gekoppelte Systeme, dann sind die Dynamiken der
Systeme voneinander abhängig und lassen sich als ein neues, gemeinsames System𝑍 auf-








̃f𝑋(𝒙(𝑡), 𝒚(𝑡)) mit ̃f𝑋 ∶ ℝ𝐷𝑋×𝐷𝑌 → ℝ𝐷𝑋
d𝒚(𝑡)
d𝑡 =
̃f𝑌 (𝒚(𝑡), 𝒙(𝑡)) mit ̃f𝑌 ∶ ℝ𝐷𝑌 ×𝐷𝑋 → ℝ𝐷𝑌 .
(2.5)
Für den ungekoppelten Fall gilt ̃f𝑋(𝒙(𝑡), 𝒚(𝑡)) = f𝑋(𝒙(𝑡)), ̃f𝑌 analog. Der Phasenraumℝ𝐷𝑍
dieses gemeinsamen Systems weist dabei folgende Dimension auf:
𝐷𝑍 ≤ 𝐷𝑋 + 𝐷𝑌 . (2.6)
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ungekoppelt stark gekoppelt
Abbildung 2.1.: Attraktoren eines Rössler-Oszillators (oben) und eines Lorenz-Oszillators (unten)
sowie jeweils darunter ein Ausschnitt der Zeitreihe der zweiten Komponente des entsprechenden
Oszillators. Sind die Systeme ungekoppelt, so lässt sich deutlich eine flügelförmige Struktur
des Lorenz-Attraktors erkennen (unten links). Wird der Rössler-Oszillator jedoch unidirektional
diffusiv in den Lorenz-Oszillator eingekoppelt, so wird der Lorenz-Oszillator ab einer gewissen
Kopplungsstärke beeinflusst. Mit steigender Kopplungsstärke wird die Dynamik zunehmend durch
die des Rössler-Oszillators bestimmt, der Attraktor wird verformt und verliert infolgedessen mit
steigender Kopplungsstärke seine flügelförmige Struktur. Der Einfluss der Kopplung lässt sich
ebenfalls in den Zeitreihen der Oszillatoren beobachten. Modifiziert nach [98].
8
2.2. Interagierende dynamischer Systeme
2.2.2. Diffusive Kopplung
In dieser Arbeit wird die Kopplung zweier interagierender dynamischer Systeme durch
einen additiven Kopplungsterm angenommen:
d𝒙(𝑡)
d𝑡 =
̃f𝑋(𝒙(𝑡), 𝒚(𝑡)) = f𝑋(𝒙(𝑡)) + 𝑐𝑌→𝑋𝑪𝑋(𝒙(𝑡), 𝒚(𝑡))
d𝒚(𝑡)
d𝑡 =
̃f𝑌 (𝒚(𝑡), 𝒙(𝑡)) = f𝑌 (𝒚(𝑡)) + 𝑐𝑋→𝑌𝑪𝑌 (𝒚(𝑡), 𝒙(𝑡))
(2.7)
Dazu wird die eigenständige Dynamik f𝑋,𝑌 der Systeme 𝑋 und 𝑌 mit der gegenseitigen
Wechselwirkung (beschrieben durch 𝑪𝑋,𝑌 ) ergänzt. In dieser Arbeit wird eine diffusive
Kopplung angewendet, d. h. es wird z. B. in System 𝑋 in anderes System 𝑌 additiv einge-
koppelt und zugleich die eigene Dynamik von 𝑋 subtrahiert. Die Stärke der Interaktion
lässt sich durch die Parameter 𝑐𝑋→𝑌 und 𝑐𝑌→𝑋 (im Folgenden als Kopplungsstärke bezeich-
net) festlegen und kann somit variiert werden.
Eine unidirektionale Kopplung lässt sich mittels 𝑐𝑋→𝑌 = 0, 𝑐𝑌→𝑋 ≠ 0 beziehungsweise
𝑐𝑋→𝑌 ≠ 0, 𝑐𝑌→𝑋 = 0 realisieren. Diese einseitige Abhängigkeit der Systeme wird oft auch
als Treiber-Responder-Beziehung bezeichnet, d. h. ein System treibt das andere. Die Aus-
wirkung einer unidirektionalen diffusiven Kopplung zweier Oszillatoren ist in Abb. 2.1
exemplarisch dargestellt.
2.2.3. Retardierte Kopplung
In der Natur kann eine Vielzahl dynamischer Systeme beobachtet werden, bei denen
eine Wirkung erst zeitverzögert (retardiert) auf eine Ursache erfolgt [73–78]. Bekannte
Beispiele sind in der Biologie (Fortpflanzung ist erst zu Geschlechtsreife möglich und be-
nötigt Schwangerschaftszeit), Epidemiologie (Krankheit bricht nach Infektion erst nach
einer Inkubationszeit aus) oder Physiologie (Neuron feuert erst, nachdem es ausreichend
angeregt wurde) [99–101].
Mathematisch lässt sich die Dynamik eines Systems 𝑋, dessen zeitliche Entwicklung
nicht nur von der Ableitung zur Zeit 𝑡 sondern auch von mehreren früheren Zeitpunkten
𝑡 − 𝛿𝑖 mit 𝑖 = {1,… , 𝜅} abhängt, durch retardierte Differentialgleichungen (im Folgenden
als Delayed Differential Equation (DDE) bezeichnet) beschreiben:
d𝒙(𝑡)
d𝑡 = f(𝑡, 𝒙(𝑡), 𝒙(𝑡 − 𝛿1),… , 𝒙(𝑡 − 𝛿𝜅)). (2.8)
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Eine DDE mit kontinuierlicher Verzögerung kann mittels einer Gewichtungsfunktion g
wie folgt beschrieben werden:
d𝒙(𝑡)
d𝑡 = f (𝑡, 𝒙(𝑡),∫
∞
0
𝒙(𝑡 − 𝛿) dg(𝛿)) . (2.9)
Ein Ziel dieser Arbeit ist die Identifikation und Charakterisierung retardierter, gerichte-
ter Interaktionen komplexer Systeme. Dazu wird in Kap. 4 eine im Rahmen dieser Arbeit
entwickelte Kenngröße für Interaktionsrichtung sowie ‑verzögerung vorgestellt und zu-
nächst anhand von Zeitreihen von Modellsystemen mit wohldefinierten Eigenschaften
auf ihre Eignung zur Identifikation und Charakterisierung retardierter Interaktionen in
unbekannten Systemen aus Felddaten überprüft. Zur Vereinfachung werden in dieser
Arbeit zunächst Interaktionen mit einer festen Verzögerung je Interaktionsrichtung rea-
lisiert, d. h. System𝑋 beeinflusst System 𝑌 erst nach einer endlichen Zeit 𝛿𝑋→𝑌 , System 𝑌
nach 𝛿𝑌→𝑋 . Diese retardierten Interaktionen dynamischer Systeme werden in dieser Ar-
beit mittels einer diffusiven Kopplung wie folgt realisiert:
d𝒙(𝑡)
d𝑡 = f𝑋(𝒙(𝑡)) + 𝑐𝑌→𝑋𝑪𝑋(𝒙(𝑡), 𝒚(𝑡 − 𝛿𝑌→𝑋))
d𝒚(𝑡)
d𝑡 = f𝑌 (𝒚(𝑡)) + 𝑐𝑋→𝑌𝑪𝑌 (𝒚(𝑡), 𝒙(𝑡 − 𝛿𝑋→𝑌 )).
(2.10)
Die Dynamik des durch die Kopplung entstehenden gemeinsamen Systems lässt sich voll-
ständig durch einen Satz retardierter Differentialgleichungen beschreiben.
2.3. Synchronisation
Synchronisation ist ein wichtiges Phänomen, das bei der Interaktion dynamischer Sys-
teme beobachtet werden kann. Der Begriff synchron wird sowohl im Alltag als auch
in der Wissenschaft verwendet und umfasst dabei eine Vielzahl von Phänomenen und
theoretischen Ansätzen. Der Begriff setzt sich aus den griechischen Begriffen σύν (syn:
mit, zusammen) und χρόνος (chronos: die Zeit) zusammen und bedeutet ursprünglich
„gleichzeitig“ oder „zeitlich übereinstimmend“.
Bereits im 17. Jahrhundert beschrieb der niederländischeWissenschaftler ChristiaanHuy-
gens erstmals das Phänomen der Synchronisation, als er zwei an einen Holzbalken be-
festigte Pendeluhren beobachtete. Er stellte dabei fest, dass sich nach einer gewissen Zeit
die Pendelbewegung der Uhren anglichen und sich die Pendel gleichzeitig, in entgegen-
gesetzer Richtung bewegten und selbst das Geräusch der beiden Uhren simultan wahrzu-
nehmen war. Dieses Phänomen beschrieb Huygens als “sympathy of two clocks” [102]
und wird heute unter dem Begriff der Phasensynchronisation, die durch eine schwache
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Kopplung der beiden Uhren (Oszillatoren) durch den Holzbalken verursacht wurde, zu-
sammengefasst.
Der Begriff Synchronisation umfasst eine Vielzahl von Konzepten und theoretischen An-
sätzen zur Definition von Synchronisation dynamischer Systeme, die sich im allgemeinen
nicht vereinigen lassen [103, 104], jedoch als verschiedene Ansätze benutzt werden kön-
nen, um aufgrund einer Interaktion vorliegende „wahre“ Synchronisation zu detektie-
ren [105]. Im Folgenden werden wichtigsten Konzepte von Synchronisation aufgeführt,
auf denen die in dieser Arbeit verwendeten Kenngrößen zurQuantifizierung des Grades
an Synchronisation1 und schließlich zur Charakterisierung retardierter gerichteter und
gewichteter Interaktionen beruhen.
2.3.1. Vollständige Synchronisation
Zwei Systeme 𝑋 und 𝑌 sind vollständig synchronisiert, wenn gilt:
lim
𝑡→∞
|𝒙(𝑡) − 𝒚(𝑡)| = 0, (2.11)
das heißt die Zustände der Systeme sind nicht unterscheidbar. Diese Synchronisations-
form kann jedoch nur für 𝑡 → ∞ und in Systemen gleicher Dynamik beobachtet wer-
den [23] und stellt somit die stärkste Bedingung für Synchronisation dar.
2.3.2. Zeitversatz-Synchronisation (Lag-Synchronisation)
Zeitversatz-Synchronisation beschreibt das Verhalten von Systemen, die bis auf einen
Zeitversatz 𝜏 identisch sind:
lim
𝑡→∞
|𝒙(𝑡 + 𝜏) − 𝒚(𝑡)| = 0. (2.12)
Für 𝜏 → 0 geht die Zeitversatz-Synchronisation in die vollständige Synchronisation über.
Sind Systeme über einen Zeitversatz synchronisiert, so lässt sich die Verzögerung der In-
teraktion relativ einfach z. B. über die Verzögerung der Kreuzkorrelationfunktion bestim-
men, für welche diese maximal wird [106]. Da nur die wenigsten „interessanten“ Systeme
bis auf einen Zeitversatz vollständig synchronisiert sind lässt sich diese Form der Bestim-
mung der Interaktionsverzögerung im allgemeinen daher nicht verwenden und es sind
weitere Kenngrößen für Interaktionsverzögerungen vonnöten.
1Unabhängige, nicht synchronisierte Systeme weisen einen Grad von 0 auf; Liegt eine bestimmte Form
von Synchronisation vor ist der Grad dieser gleich 1.
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2.3.3. Phasensynchronisation
Die von Huygens beschriebene „sympathy of two clocks“ (s. o.) entspricht der klassi-
schen Definition von Phasensynchronisation zwischen zwei periodischen, linearen, un-
gedämpften, gekoppelten Systemen [102]. Dabei besteht zwischen den Phasen𝜑𝑋 und𝜑𝑌
der gekoppelten Systeme 𝑋 und 𝑌 folgende konstante Relation:
𝑎𝜑𝑋(𝑡) − 𝑏𝜑𝑌 (𝑡) = const., mit 𝑎, 𝑏 ∈ ℕ. (2.13)
Dieses phase locking wurde für chaotische Systeme erweitert, sodass von einer Phasen-
kopplung gesprochen wird, wenn lediglich die Differenz der Phasen beschränkt ist [107]
und es gilt:
|𝑎𝜑𝑋(𝑡) − 𝑏𝜑𝑌 (𝑡)| < const., mit 𝑎, 𝑏 ∈ ℕ. (2.14)
Somit lässt sich das Konzept der Phasensynchronisation auch auf nicht-periodische Sys-
teme übertragen. Die Amplituden zweier phasensynchronisierter, chaotischer Systeme
können dabei völlig unkorreliert sein.
2.3.4. Generalisierte Synchronisation
Die allgemeinste hier vorgestellte Definition von Synchronisation stellt die generalisierte
Synchronisation [108] dar, bei der lediglich ein funktionaler Zusammenhang zwischen
den Zuständen 𝒙(𝑡) und 𝒚(𝑡) der unidirektional gekoppelten Systeme 𝑋 und 𝑌 (𝑋 treibt
𝑌 ) gefordert wird:
𝒚(𝑡) = G(𝒙(𝑡)). (2.15)
Zwei gekoppelte Systeme sind demnach generalisiert synchronisiert, wenn ihre Attrak-
toren durch das Funktional 𝒚(𝑡) = G(𝒙(𝑡)) ineinander überführt werden können. Die
ursprünglich nur für unidirektional gekoppelte Systeme formulierte Definition wurde
mittlerweile auch für bidirektional gekoppelte Systeme erweitert [109]. Anhand der ma-
thematischen Eigenschaften des Funktionals G, wie z. B. Differenzierbarkeit, Invertier-
barkeit und Stetigkeit, können weitere Rückschlüsse auf die vorliegende generalisierte
Synchronisation gezogen werden [110, 111]; Sie sind in der Literatur jedoch nicht ein-
heitlich [112].
Die Definition der generalisierten Synchronisation beinhaltet ebenfalls die bereits vor-
gestellten Konzepte der vollständigen- und Zeitversatz-Synchronisation wie folgt:
Sei



















Abbildung 2.2.: Synchronisationsregime und Verlauf idealisierter Stärke- und Richtungskenn-
größen unidirektional gekoppelter nicht-linearer dynamischer Systeme in Abhängigkeit der
Kopplungsstärke.
dann folgt:
𝒙(𝑡 + Δ𝑡) − 𝒚(𝑡) = 0. (2.17)
2.3.5. Synchronisationsregime
Das dynamische Verhalten chaotischer interagierender Systeme (Kap. 2.2) und somit
der Grad an Synchronisation hängt zum einen von den vorliegenden Kopplungsstärken
𝑐𝑋→𝑌 bzw. 𝑐𝑌→𝑋 und zum anderen von der chaotischen Dynamik selbst ab. Der Grad
an Synchronisation lässt sich zwar in der Regel für 𝑡 → ∞ durch eine Erhöhung der
Kopplungsstärke 𝑐 erhöhen [113], jedoch führt die exponentielle Divergenz der Systeme




Mit Hilfe der effektiven Kopplung lässt sich die Interaktion dynamischer Systeme in drei
Regime unterschiedlicher Synchronisation unterteilen:
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𝑐 < 𝑐∗min: Bereich kleiner Kopplungsstärken bis zu einem kritischen Wert 𝑐∗min,
bis zu dem die Systeme annähernd unabhängig sind und der gegenseitige Einfluss
vernachlässigbar ist.
𝑐 > 𝑐∗max: Bereich großer Kopplungsstärken, in dem ab einem kritischen Wert 𝑐∗max
die Systeme vollständig synchronisiert sind und somit Systemzustände identisch
sind.
𝑐∗min < 𝑐 < 𝑐
∗max: Bereich intermittenter Kopplung [114–116] in dem die Systeme
merklich miteinander interagieren und sich gegenseitig beeinflussen. In diesem
Bereich kann es zur On-Off-Intermittenz kommen, d. h. synchrone und nicht-syn-
chrone Zustände wechseln einander ab.
Diese Regime spiegeln sich ebenfalls in Kenngrößen für Stärke und Richtung von Inter-
aktion wider, deren idealisierter Verlauf in Abb. 2.2 für eine unidirektionale Kopplung
in Abhängigkeit der Kopplungsstärke dargestellt ist: Bis zu einer kritischen effektiven
Kopplungsstärke 𝑐∗min sind die Systeme nahezu unabhängig, sodass weder eine von 0
verschiedene Stärke gemessen noch eine Richtung der Kopplung identifiziert werden
kann. Ab dieser Grenze steigt der Grad an Synchronisation mit der Kopplungsstärke
an, was sich im idealerweise monoton ansteigenden Stärkemaß widerspiegelt. Die Rich-
tungsmaße hingegen nehmen in diesem Bereich ihr Extremum an (das Vorzeichen des
Richtungsmaßes indiziert nach Konvention die Richtung der Interaktion). Mit steigender
Kopplungsstärke steigt jedoch der Synchronisationsgrad und die Systeme gleichen sich
immer weiter an, bis diese vollständig synchronisiert sind (𝑐 > 𝑐∗max). Daher nimmt die
Detektierbarkeit der Interaktionsrichtung und somit der Amplitudenwert des Richtungs-
maßes ab. Sobald die Systeme vollständig synchronisiert sind, bleiben die Systemzustän-
de trotz steigender Kopplungsstärke bei den meisten Systemen identisch (lim𝑡→∞ 𝒙(𝑡) =
𝒚(𝑡)); der Synchronisationsgrad ist maximal; folglich wird das Stärkemaß maximal und
eine Interaktionsrichtung kann nicht mehr detektiert werden. Daher könnenmithilfe des
Richtungsmaßes die Regime der stark synchronisierten von nicht synchronisierten Sys-
temen nicht voneinander unterschieden werden und es empfiehlt sich die Hinzunahme
des Stärkemaßes [2, 4, 117].
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Verzögerung von Interaktionen
In diesem Kapitel werden Konzepte und Kenngrößen zur Identifikation und Charak-
terisierung gerichteter und gewichteter Interaktionen mittels Zeitreihenanalyse erläu-
tert. Auf Grundlage dieser wird anschließend die im Rahmen dieser Arbeit entwickelten
Kenngröße zur Detektion und Identifikation retardierter gerichteter Interaktionen vor-
gestellt [1].
3.1. Zeitreihenanalyse
Häufig können Interaktionen in unbekannten Systemen nicht direkt detektiert und cha-
rakterisiert werden. Dies ist insbesondere dann der Fall, wenn das zu untersuchende Sys-
tem nicht gemäß dem Actio-und-Reactio-Prinzip1 beeinflussbar ist, da das System dabei
entweder zerstört werden könnte (wie z. B. das menschliche Gehirn) oder unzugänglich
(wie z. B. das Klima) ist. Verschiedene Methoden der Zeitreihenanalyse bieten die Mög-
lichkeiten, allein aus passiven Beobachtungen, d. h. aus (meist zu diskreten Zeitschritten
gemessenen) Zeitreihen von Observablen des Systems, die Dynamik des Systems zu cha-
rakterisieren und Interaktionen innerhalb dessen datengetrieben zu detektieren und zu
charakterisieren. Methoden der Zeitreihenanalyse stellen somit eine Datenkompression
dar, bei der aus Zeitreihen wenige charakteristische Kenngrößen abgeleitet und später
interpretiert werden. Eine sinnvolle Interpretation ist jedoch nur dann sinnvoll, wenn
eine ausreichend große Kenntnis über das zu untersuchende System vorliegt: So kann
zwar beispielsweise von einem System, welches nur zwei Zustände annehmen kann, der
Mittelwert undVarianz der Observablen bestimmtwerden; diese Kenngrößen sind jedoch
für solch ein System wenig informativ.
Abhängig von der Anzahl der simultan abgetasteten und analysierten Observablen wird
zwischen uni-, bi- oder multivariaten Zeitreihenanalyse-Methoden unterschieden und
1Durch aktives Testen bzw. Stören einzelner Subsysteme kann untersucht werden, ob sich andere
Subsysteme oder das Gesamtsystem aufgrund der Störung verändert und somit Interaktion zwischen
Subsystemen vorliegt.
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diese in lineare und nicht-lineare unterteilt. Für die Charakterisierung der Dynamik unbe-
kannter Systeme können univariate Methoden ausreichend sein – um Interaktionen zwi-
schen oder innerhalb unbekannter Systeme zu charakterisieren werden jedoch mindes-
tens bivariate Methoden benötigt. Mittlerweile wurde hierfür eine Vielzahl an linearen
und nicht-linearen Kenngrößen vorgeschlagen, die Eigenschaften wie Stärke und Rich-
tung von Interaktionen zur Charakterisierung der Systeme quantifizieren; Übersichten
sind in [7–9, 50, 60, 84, 118] gegeben. Bisher nahezu unberücksichtigt scheint die Verzöge-
rung von Interaktionen in unbekannten Systemen zu bleiben, für derenQuantifizierung
nur wenige nicht-lineare Kenngrößen bisher existieren.
Einige Analysemethoden zur Messung von Stärke sowie Identifikation von Richtung von
Interaktionen beruhen auf dem Konzept der Phasensynchronisation. Hierfür wird an-
genommen, dass die zu untersuchenden Systeme ein annähernd periodisches Verhalten
zeigen, sodass eine Phase sinnvoll definiert werden kann. Da die Phasenwerte meist nicht
direkt zugänglich sind ist für dieseMethoden eineDefinition einer Phase sowieAbleitung
von Phasenwerten aus den Zeitreihen erforderlich. Kenngrößen zur Charakterisierung
der Interaktionsstärke, basierend auf dem Konzept der Phasensynchronisation, nutzen
entweder zirkuläre Statistik [63, 119–127] oder Ansätze aus der Informationstheorie [61,
62]. Letztere Kenngrößen können sogar für die Bestimmung der Richtung von Interaktion
erweitert werden [128, 129]. Eine von Rosenblum & Pikovsky vorgeschlagene Kenn-
größe [130] modelliert die gegenseitige Abhängigkeit der Phasendynamik der Systeme
und stellt die Grundlage vieler neuerer Methoden zur Charakterisierung der Asymme-
trie der Wechselwirkung und somit der Richtung von Interaktion dar [126, 129, 131–
136].
Andere Analysemethoden basieren auf dem Konzept der generalisierten Synchronisati-
on, welche über Attraktoren inmittels Einbettungstheoreme [9, 137, 138] rekonstruierten
Phasenräumen bestimmt werden kann [139]. So kann aus geometrischen Aspekten der
Attraktoren [64, 67, 111, 140], mathematischen Eigenschaften des Funktionals (siehe
Kap. 2.3.4) [110, 141] oder der Vorhersagbarkeit künftiger Zustände [142, 143] werden
Kenngrößen für Stärke und Richtung von Interaktionen abgeleitet. Weitere Ansätze be-
ruhen auf Rekurrenzen [144] (vgl. Poincaré’sche Wiederkehr [145]), bei denen ähnliche
wiederkehrende2 Zustände im Phasenraum untersucht werden. Analog zu diesem An-
satz konnten weitere Rekurrenz-basierte Kenngrößen für Stärke und Richtung abgeleitet
werden [49, 50, 144, 146–149]. Ein weiteres Konzept ist die Informationstheorie durch die
eine gegenseitige Abhängigkeit dynamischer Systeme über den gemeinsamen Informati-
onsgehalt [150, 151] quantifiziert wird und somit eine Vielzahl von Kenngrößen zur Cha-
rakterisierung von Interaktionen aus Zeitreihen abgeleitet wurden [60]. So konnten auf
Basis des Konzeptes von Vorhersagbarkeit [152] bzw. Granger-Kausalität [57] fußende
2Die Periodizität bezieht sich hier nicht auf zeitlich wiederkehrende Zustände, sondern auf erneute
Schnitte der Trajektorie mit der Poincaré-Fläche im Phasenraum.
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Kenngrößen zur Quantifizierung eines Informationsflusses [153–156] und somit Stärke
von Interaktion entwickelt werden. Zur Quantifizierung gerichteter Informationsflüsse
und somit Bestimmung einer Interaktionsrichtung wurde eine auf der Granger-Kausa-
lität basierende, oft angewendete Kenngröße vorgestellt, die Transferentropie [59], und
ähnliche Kenngrößen [128, 157–161] abgeleitet. Zur Schätzung der Informationsflüsse
wird Kenntnis über Übergangswahrscheinlichkeiten zwischen Systemzuständen benö-
tigt, welche bei den meisten Methoden relativ aufwändig über rekonstruierte Phasen-
räume mit anschließender Dichtemessung von Zuständen erlangt werden kann [60]. Al-
ternativ wurden informationstheoretische Methoden entwickelt, die mittels Konzept der
symbolischen Dynamik [162] eine konzeptionell einfache Möglichkeit bieten, diese Über-
gangswahrscheinlichkeiten zu schätzen. Abgeleitet von der Permutationsentropie [163]
konnten so weitere Kenngrößen für Stärke [66] und Richtung von Interaktionen [164]
entwickelt werden, die symbolische Transferentropie, die sich insbesondere in Hinblick
auf die Analyse von Felddaten durch eine hohe Robustheit gegenüber Messrauschen und
gleichzeitig numerischer Einfachheit auszeichnet.
In dieser Arbeit werden zwei Ansätze verfolgt, um Stärke und Richtung von Interaktio-
nen zu quantifizieren, die jeweils auf einem der beiden gängigsten Konzepten von Syn-
chronisation beruhen, der Phasensynchronisation (im Folgenden als auf Phasendynamik
basierender Ansatz (PA) bezeichnet) und der generalisierten Synchronisation; Letztere
wird mittels informationstheoretischen Kenngrößen quantifiziert. Daher wird dieser An-
satz im Folgenden informationstheoretischer Ansatz (IA) genannt und stellt aufgrund der
geringen Annahmen an die zu analysierenden Systeme den Schwerpunkt dieser Arbeit
dar: So müssen für IA im Gegensatz zu PA die Systeme weder eine kontinuierliche Zeit-
entwicklung aufweisen, noch sich eine Phase definieren lassen. Beide Ansätze beruhen
dabei auf der Annahme, dass wenn dynamische Systeme miteinander interagieren, sie
ab einer gewissen Kopplungsstärke anfangen zu synchronisieren und eine Interakti-
on durch den Grad an Synchronisation detektiert und charakterisiert werden kann. Da
jeder Ansatz unterschiedliche Aspekte der Dynamik erfasst und konstruktionsbedingt
auf unterschiedlichen Formen der Synchronisation beruht wird untersucht, inwiefern
eine Charakterisierung der Interaktionen von der Wahl des zugrundeliegenden Ansatzes
abhängt und inwiefern Stärke und Richtung von Interaktionen bestimmt werden kön-
nen.
3.2. Phasenbasierte Ansätze (PA)
Im folgenden Abschnitt werden zwei oft verwendete Kenngrößen zur Bestimmung von
Stärke und Richtung von Interaktionen aus Zeitreihen der Systeme 𝑋 und 𝑌 erläutert,
die auf dem Konzept der Phasensynchronisation beruhen und im Folgenden verwendet
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werden. Zudem wird die verwendete Methode zur Gewinnung von Phasenzeitreihen aus
Zeitreihen von Observablen erläutert.
3.2.1. Phasenbestimmung
Seien (𝑥(1),… , 𝑥(𝑁)) und (𝑦(1),… , 𝑦(𝑁)) Zeitreihen der Systeme 𝑋 und 𝑌 mit Obser-
vable 𝑥(𝑡) zur Zeit 𝑡, 𝑦(𝑡) analog; (𝜑𝑋(1),… , 𝜑𝑋(𝑁)) und (𝜑𝑌 (1),… , 𝜑𝑌 (𝑁)) bezeich-
net die entsprechenden Phasenzeitreihen. Ein naiver Ansatz, Phasenwerte aus Zeitrei-
hen abzuleiten, beruht auf der Poincaré-Abbildung, indem Schnittpunkte der Trajekto-
rie mit einer Poincaré-Fläche bestimmt werden, zwischen diesen linear interpoliert und
daraus der Winkel bzw. Phase geschätzt wird [165, 166]. Ein Nachteil dieser Methode
besteht allerdings in der Wahl adäquater Einbettungsparameter [9, 137, 138] und der
Wahl der Fläche, sodass sinnvoll Phasenwerte bestimmt werden können. Daher wurde
in der vorliegenden Arbeit die Hilbert-Transformation benutzt, die eine datengetriebe-
ne Methode darstellt. Generell wird zwischen frequenzselektiven und frequenzadaptiven
Methoden zur Phasenbestimmung unterschieden: Bei letzter werden die Phasenwerte
aus dem Breitbandsignal (der ursprünglichen Zeitreihe) bestimmt, indem die mittleren
Frequenzen der Phase mit der Schwerpunktfrequenz des ursprünglichen Signals überein-
stimmen [167, 168]. Bei der frequenzselektiven Methode wird das ursprüngliche Signal
zunächst auf ein Frequenzband beschränkt und anschließend werden die Phasenwerte
abgeleitet.
In der vorliegenden Arbeit wurden die Phasenwerte frequenzadaptiv aus dem Breitband-
signal mittels Hilbert-Transformation wie folgt abgeleitet: Zunächst wird das analytische
Signal ?̃?(𝑡) [169, 170] bestimmt, das um 𝜋/2 zum ursprünglichen Signal 𝑥(𝑡) verschoben
ist, und zusammen mit diesem Imaginärteil und Realteil eines komplexen Signals wi-
derspiegelt. Das analytische Signal wird dazu mittels Hilbert-Transformation, die einer
Faltung des Signals mit (𝜋𝑡)−1 entspricht, wie folgt bestimmt:






𝑡 − ̃𝑡 d ̃𝑡 (3.1)
mit dem Cauchy Prinzipalwert CH des Integrals. Schließlich kann die instantane Phase
wie folgt bestimmt werden:
𝜑𝑋(𝑡) = arctan ?̃?(𝑡)𝑥(𝑡) (3.2)
Die so erhaltene instantane Phase ist auf das Interval 𝜑𝑋(𝑡) ∈ [0, 2𝜋) beschränkt und
muss vor weiteren Analysen entfaltet bzw. kontinuisiert [167, 171], d. h. um den Wert 2𝜋
verschoben werden, wenn die Phase von 2𝜋 auf 0 zurück „springt“. Alternativ können
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Abbildung 3.1.: Schematische Darstellung der mittleren Phasenkohärenzℛ: Die schwarzen Punkte
symbolisieren Phasendifferenzen der Systeme 𝑋 und 𝑌 , der graue Pfeil zeigt die mittlere
Phasenkohärenz ℛ. Links: die Systeme sind ungekoppelt und somit die Phasendifferenzen
zufällig verteilt. Folglich ist die Länge des resultierenden Vektors ℛ⃗ sehr klein und indiziert
keine Kopplung. Rechts: Phasendifferenzen sowie ℛ⃗ für stark gekoppelte Systeme. Aufgrund der
vorliegenden Phasensynchronisation sind die Phasendifferenzen gemäß Gl. (2.14) mit 𝑎 = 𝑏 = 1
auf einen kleinenWertebereich beschränkt. Folglich ist die Länge des Vektor ℛ⃗ annähernd gleich 1
Phasenwerte mittels Wavelet-Transformation erlangt werden. Es konnte jedoch in ande-
ren Studien gezeigt werden, dass sich bei geeigneter Frequenzfilterung die Phasenwerte
denen der mittels Hilbert-Transformation erlangten Phasenwerte angleichen [172] und
wird daher in dieser Arbeit nicht verwendet.
3.2.2. Mittlere Phasenkohärenz
Diemittlere Phasenkohärenz (MPC) basiert auf der Annahme von Phasensynchronisation
mit 𝑎 = 𝑏 = 1 (Kap. 2.3.3) und quantifiziert Stärke von Interaktionen über eine zirkuläre
Statistik von Phasendifferenzen.MPCkannwie folgt definiert werden [63]:














mit ℛ ∈ [0, 1]. Die Kenngröße ist in Abb. 3.1 exemplarisch schematisch dargestellt:
Bei nicht synchronisierten Systemen sind die Phasendifferenzen zufällig verteilt, sodass
die Länge ℛ des resultierenden Vektors gegen 0 geht (Abb. 3.1, links). Sind die Syste-
me hingegen annähernd phasensynchronisiert, sind die Phasendifferenzen ähnlich und
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ℛ geht gegen 1 (Abb. rechts). Für ℛ = 1 liegt vollständige Phasensynchronisation
vor (Gl. (2.13)). Da die mittlere Phasenkohärenz symmetrisch unter der Vertauschung
der Systeme 𝑋 mit 𝑌 ist, kann mit ihr keine Richtung von Interaktion bestimmt wer-
den.
Mittelsℛ kann somit der Grad an Synchronisationwie folgt gemessenwerden:
ℛ = 0 Systeme unabhängig bzw. nicht phasensynchronisiert
ℛ = 1 Systeme vollständig phasensynchronisiert. (3.4)
3.2.3. Cross-dependency
Die von Rosenblum & Pikovsky [130] vorgeschlagene Cross-Dependency (CD) zur Iden-
tifikation einer Interaktionsrichtung beruht auf der Annahme, dass für einen festen Zeit-
versatzΔ𝑡 die Phaseninkremente der interagierenden Systeme𝑋 und 𝑌
𝛷𝑋(𝑡) = 𝜑𝑋(𝑡 + Δ𝑡) − 𝜑𝑋(𝑡) (3.5)
mittels einer unbekannten zweidimensionalen AbbildungM𝑋 mit
𝛷𝑋(𝑡) = M𝑋(𝜑𝑋(𝑡), 𝜑𝑌 (𝑡)) + 𝜖𝑋 (3.6)
durch einen deterministischen Anteil M𝑋 sowie stochastischen Anteil 𝜖𝑋 beschrieben
werden können. Die Phaseninkremente 𝛷𝑌 können analog definiert und beschrieben
werden. Dabei ist der Zeitversatz Δ𝑡 = min(𝑃 (𝑋), 𝑃 (𝑌 )) gemäß [131] als Minimum der
mittleren Periode 𝑃 der Systeme zu wählen. Die Abbildung M𝑋 kann dann zur Bestim-
mung des gegenseitigen Einflusses und somit zur Richtungsbestimmung mit Hilfe einer
Fourierreihe der Ordnung 𝑁𝐹 approximiert werden:




𝐹𝑎,𝑏 exp[𝚤(𝑎𝜑𝑋(𝑡) + 𝑏𝜑𝑌 (𝑡))], (3.7)
mit 𝑎, 𝑏 ∈ ℤ. Nach [130, 173] werden jedoch nur Fourierterme 𝐹𝑎,𝑏 verwendet, für die
gilt: |𝑎| ≤ 3 für |𝑏| = 0 und |𝑏| ≤ 3 für |𝑎| = 0 und 𝑎 = 𝑏 = 1. Die Approximation von






2 → min . (3.8)
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Der Einfluss von System 𝑌 auf 𝑋 kann mittels der Abhängigkeit der Fourierreihe 𝔐𝑋
von der Phase 𝜑𝑌 wie folgt quantifiziert werden [130]:








d𝜑𝑋 d𝜑𝑌 , (3.9)
ℭ2(𝑌 |𝑋) analog. Schließlich kann die Richtung einer Interaktion mit dem Direktionali-
tätsindex 𝒞 wie folgt identifiziert werden:
𝒞 ≔ ℭ(𝑌 |𝑋) − ℭ(𝑋 | 𝑌 )ℭ(𝑋 | 𝑌 ) + ℭ(𝑌 |𝑋), (3.10)
mit 𝒞 ∈ [−1, 1] und
𝒞 > 0 𝑋 treibt 𝑌
𝒞 = 0 keine oder symmetrisch bidirektionale Kopplung
𝒞 < 0 𝑌 treibt 𝑋.
(3.11)
3.3. Informationstheoretische Ansätze (IA)
Im folgenden Abschnitt wird der informationstheoretische Ansatz für Kenngrößen zur
Bestimmung von Stärke und Richtung von Interaktionen aus Zeitreihen von Systemen
erläutert. Dieser geht auf den Begriff Entropie zurück, der ein griechisches Kunstwort
ist und sich aus ἐν (en: in) und τροπή (trope: Wendung, Umwandlung) zusammen setzt.
Entropie findet in vielen Bereichen der Wissenschaft Anwendung: Prominente Beispiele
sind klassische Thermodynamik, statistische Physik und Informationstheorie. In diesem
Kapitel wird zunächst der Begriff Entropie erläutert und später im Kontext der Informa-
tionstheorie [174] interpretiert. Mit Hilfe des Konzeptes einer Symboldynamik werden
anschließend die in dieser Arbeit verwendeten informationstheoretischen Kenngrößen
für Stärke und Richtung erläutert und schließlich die im Rahmen dieser Arbeit entwickel-
te Kenngröße für retardierte gerichtete Interaktionen vorgestellt.
3.3.1. Entropie
Statistische Mechanik Bereits um 1880 begründeten Ludwig Boltzmann und James
Maxwell die statistische Physik, in der makroskopische Eigenschaften thermodynami-
scher Systeme mittels seiner Komponenten, sogenannter Mikrozustände, erklärt werden
können. Solche Mikrozustände können klassisch durch die Angabe des Ortes und Impul-
ses der Teilchen im sechsdimensionalen Phasenraum beschrieben werden. Boltzmann
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verwendete die Größe Entropie S, um die Anzahl aller zugänglichen Zustände zu quanti-
fizieren, die durch makroskopische Randbedingungen (Teilchenanzahl𝑁𝑇 , Gesamtener-
gie𝐸 und Volumen 𝑉 ) ein im Phasenraum zusammenhängendes Phasenraumvolumen𝛺
einnehmen. Die Entropie, also die Anzahl der zugänglichen Zustände eines thermody-
namischen Systems in 𝛺, ist dann wie folgt definiert:
S = 𝑘𝐵 log𝛺, [S] = J K−1, (3.12)
mit der Boltzmann-Konstante 𝑘𝐵 . Boltzmann konnte beweisen, dass die Entropie adia-
batischer thermodynamischer Systeme nicht abnehmen kann und dass jeder der zu-
gänglichen Mikrozustände im thermodynamischen Gleichgewicht mit gleicher Wahr-
scheinlichkeit 𝑝 auftritt und somit die Entropie maximal ist. Bei nicht adiabatischen
Systemen, welche also Wärme mit ihrer Umgebung austauschen, sind die Auftrittswahr-






𝑝𝑖 log 𝑝𝑖, (3.13)
mit 𝑝𝑖 ∈ [0, 1], wobei die Auftrittswahrscheinlichkeiten einer Boltzmann-Verteilung
folgen. Für verschwindende Auftrittswahrscheinlichkeiten 𝑝𝑖 = 0wird 0 log 0 gemäß des
Grenzwertes lim𝑝𝑖→0 𝑝𝑖 log 𝑝𝑖 auf 0 gesetzt. Somit gilt S = −𝑘𝐵∑
𝑁𝑇
𝑖 𝑝𝑖 log 𝑝𝑖 ≥ 0.
Es lag daher nahe, Entropie als Maß für Unordnung zu interpretieren: Makroskopische
Zustände sind „ordentlich“, wenn es nur sehr wenige Realisierungsmöglichkeiten wie
z. B. in einem Festkörper gibt und „unordentlich“, wenn es sehr viele Realisierungsmög-
lichkeiten gibt, wie es beispielsweise in Gasen der Fall ist. Die „Unordnung“ bzw. Entropie
ist 0, wenn es nur eine einzige Realisierungsmöglichkeit gibt.
Informationstheorie In Analogie zur Entropie in der Thermodynamik und statisti-
schen Mechanik prägte Claude E. Shannon ebenfalls den Begriff der Entropie in seinen
Arbeiten: Er analysierte die Bedingungen, unter denen eine von einem Sender kodierte
Nachricht durch einen gestörten Übertragungskanal gesendet und amZiel ohne Informa-
tionsverlust wiederhergestellt werden kann [150, 175]. Er gilt als Begründer der moder-
nen Informationstheorie und führte (nachdem er Beziehungen zur aus der statistischen
Physik bekannten Entropie erkannte) die Entropie als Kenngröße für den mittleren In-
formationsgehalt oder auch die Informationsdichte einer Nachricht ein. Dabei stellte sich
Shannon die Frage, wie er die Bandbreite eines Übertragungskanals und somit die Infor-
mation-Übertragungsrate bestimmen kann und wie hoch der Informationsgehalt einer
Nachricht ist. Letzerer soll im Folgenden näher erläutert werden.
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Eine Nachricht aus einer Informationsquelle 𝑋 besteht aus einer Folge von Zeichen 𝑥𝑖
aus einem Alphabet 𝔛 = {𝑥1,… , 𝑥𝔑} der Länge 𝔑. Dabei tritt jedes Zeichen mit einer






𝑝(𝑥𝑖) = 1 mit 0 ≤ 𝑝(𝑥𝑖) ≤ 1. (3.14)
Vor dem Sendevorgang besteht für den Empfänger eine gewisse Unsicherheit bzw. Über-
raschung darüber, welches der 𝔑 möglichen Zeichen als nächstes auftreten wird. Dabei
ist es für den Empfänger um so überraschender, dass ein bestimmtes Zeichen als nächstes
auftritt, je seltener dieses bisher aufgetreten ist. Durch den tatsächlichen Empfang dieses
Zeichens wird dabei eine bestimmte Menge an Unsicherheit beseitigt. Somit liegt es
nahe, den Informationsgehalt (bzw. die beseitigte Unsicherheit) über die Auftrittswahr-
scheinlichkeit des Zeichens wie folgt zu quantifizieren: Je geringer die Auftrittswahr-
scheinlichkeit des Zeichens ist, desto größer ist die Information für den Empfänger.
Folglich sollte der Informationsgehalt eine Funktion von 1/𝑝(𝑥𝑖) sein. In Anlehnung an
die Thermodynamik hat es sich in der Informationstheorie als praktikabel erwiesen, den
Informationsgehalt logarithmisch darzustellen:
ℎ𝑖(𝑋) ≔ log 1𝑝(𝑥𝑖)
= − log 𝑝(𝑥𝑖). (3.15)
Ein Vorteil dieser Wahl besteht darin, dass für stochastisch unabhängige Zeichen die
Auftrittswahrscheinlichkeiten faktorisieren und der Informationsgehalt somit eine addi-
tive Größe ist. Der Informationsgehalt eines Zeichens, das immer auftritt (𝑝(𝑥𝑖) = 1) ist
somit ℎ𝑖 = 0, folglich wird keine neue Information durch den Empfang gewonnen. Ein
Zeichen, welches wiederum sehr selten vorkommt, bietet ein Maximum an Informati-
on.
Zur Berechnung des mittleren Informationsgehaltes wird der Erwartungswert der Ein-
zelinformationen ℎ𝑖 verwendet:




𝑝(𝑥𝑖)ℎ𝑖(𝑋) = − ∑
𝑥𝑖∈𝔛
𝑝(𝑥𝑖) log 𝑝(𝑥𝑖). (3.16)
Diese Kenngröße wurde von Shannon [150] eingeführt und wegen der formalen Über-
einstimmung aus der Thermodynamik und statistischen Mechanik ebenfalls als Entropie
bezeichnet. Für verschwindende Auftrittswahrscheinlichkeiten 𝑝𝑖 = 0wird 0 log 0 gemäß
des Grenzwertes lim𝑝𝑖→0 𝑝𝑖 log 𝑝𝑖 auf 0 gesetzt. In der Informationstheorie wird Entropiemeistens, wie auch in dieser Arbeit, in der Einheit „bit“ angeben und somit der Logarith-
mus zur Basis 2 verwendet. Die Basis kann gemäß der Logarithmus-Gesetze wie folgt
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geändert werden:
H̃(𝑋) = − ∑
𝑥𝑖∈𝔛







Die Entropien unterscheiden sich lediglich um einen konstanten Faktor; Somit ist die
Wahl der Basis arbiträr. Eine verallgemeinerte Form der Shannon-Entropie wurde durch
Alfréd Rényi [176] vorgeschlagen. Die Rényi-Entropie derOrdnung 𝛼 lautet:
H𝛼(𝑋) ≔
1
1 − 𝛼 ∑𝑥𝑖∈𝔛
log 𝑝(𝑥𝑖)𝛼 (3.18)
mit 𝛼 > 0 und für 𝛼 ≤ 𝛽 gilt: H𝛼(𝑋) ≤ H𝛽(𝑋). Für den Grenzfall von 𝛼 → 1 (via
Regel von L’Hôpital) geht die Rényi-Entropie in die Shannon-Entropie (Gl. (3.16)) über.
In dieser Arbeit werden keine Rényi-Entropien verwendet, da sie bei faktorisierenden
Auftrittswahrscheinlichkeiten für 𝛼 > 1 nicht additiv sind.
Zeitreihenanalyse Die Kenngröße Entropie lässt sich ebenfalls zur Analyse dynami-
scher Systeme (vgl. Kap. 3.1) wie folgt übertragen: Ein System 𝑋 stellt eine Informa-
tionsquelle dar, welche zur Zeit 𝑖 einen Zustand 𝒙𝑖 annimmt. Dieser wird durch eine
geeigneteMessung kodiert und übertragen, sodass ein Zeichen 𝑥𝑖 empfangen (observiert)
werden kann, welches aus dem Alphabet 𝔛 (Menge aller möglichen Observablenwerte)
stammt. Die Störung des Übertragungskanals entspricht etwaigem Messrauschen. Die
Dekodierung des Zeichens kann z. B. einem Zustand im rekonstruierten Phasenraum
(s. o.) entsprechen.
Bei der Betrachtung mehrerer Informationsquellen sind häufig bedingte Wahrscheinlich-
keiten undVerbundwahrscheinlichkeiten von Interesse. Dabei gibt die Verbundwahrschein-
lichkeit 𝑝(𝑥𝑖, 𝑦𝑗) die Wahrscheinlichkeit an, dass System 𝑋 zur Zeit 𝑖 Zeichen 𝑥𝑖 und
„gleichzeitig“ System 𝑌 zum Zeitpunkt 𝑗 Zeichen 𝑦𝑗 liefert. Sind beide Systeme statis-
tisch unabhängig, faktorisieren die Einzelwahrscheinlichkeiten und es gilt: 𝑝(𝑥𝑖, 𝑦𝑗) =
𝑝(𝑥𝑖)𝑝(𝑦𝑗). Die bedingte Wahrscheinlichkeit 𝑝(𝑥𝑖 | 𝑦𝑗) gibt die Wahrscheinlichkeit an,
mit der ein System 𝑋 zum Zeitpunkt 𝑖 das Zeichen 𝑥𝑖 sendet unter der Voraussetzung,
dass zuvor System 𝑌 das Zeichen 𝑦𝑗 gesendet hat und ist definiert durch:
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Analog zur Shannon-Entropie lassen sich somit dieVerbundentropie
H(𝑋, 𝑌 ) = −∑
𝑥𝑖,𝑦𝑖
𝑝(𝑥𝑖, 𝑦𝑗) log 𝑝(𝑥𝑖, 𝑦𝑗) (3.20)
und die bedingte Entropie
H(𝑋 | 𝑌 ) = −∑
𝑥𝑖,𝑦𝑖
𝑝(𝑥𝑖 | 𝑦𝑗) log 𝑝(𝑥𝑖 | 𝑦𝑗) (3.21)
definieren. Es lässt sich leicht zeigen, dass gilt:
H(𝑋 | 𝑌 ) = H(𝑋, 𝑌 ) − H(𝑌 ) (3.22)
und somit der mittlere Informationsgehalt von𝑋 unter der Bedingung 𝑌 gleich demmitt-
leren Informationsgehalt von 𝑋 und 𝑌 abzüglich des mittleren Informationsgehalts von
𝑌 ist. Mit Hilfe der Shannon-Entropie und der bedingten und Verbundentropie lässt sich
eine Kenngröße für den statistischen Zusammenhang zweier Systeme definieren:
I(𝑋, 𝑌 ) = H(𝑋) + H(𝑌 ) − H(𝑋, 𝑌 ) = H(𝑋) − H(𝑋 | 𝑌 ). (3.23)
I(𝑋, 𝑌 ) quantifiziert die Abweichung von der Annahme, dass die Systeme 𝑋 und 𝑌 un-
abhängig sind und wird daher als Transinformation oder auch Mutual Information (MI)
bezeichnet [151, 177]. I(𝑋, 𝑌 ) ist symmetrisch unter Vertauschung der Systeme𝑋 und 𝑌 ,
d. h. es gilt:
I(𝑋, 𝑌 ) = I(𝑌 , 𝑋) ≥ 0, (3.24)
mit H(𝑋, 𝑌 ) ≤ H(𝑋) + H(𝑌 ). Dabei gilt die Gleichheit nur für statistisch unabhängige
Systeme und I(𝑋, 𝑌 ) wird maximal, wenn sich die Zustände eines Systems durch das
andere System vollständig berechnen lassen. Ein zeitlich verzögerter statistischer Zu-
sammenhang zwischen den Systemen kann durch Einführung eines Zeitversatzes 𝜏 und
Betrachtung der (verzögerten) Systemzustände 𝑥𝑖 und 𝑦𝑖−𝜏 analog definiert werden [178,
179].
Häufig entsprechen die beobachtetenAuftrittswahrscheinlichkeiten 𝑞(𝑥𝑖) nicht denwah-
renWahrscheinlichkeiten 𝑝(𝑥𝑖), da entweder im Kontext der Zeitreihenanalyse zu wenig
Übergänge beobachtet oder Zustände ungenau bestimmt wurden oder im Kontext der
Nachrichtenübertragung eine suboptimale Kodierung verwendet wurde, die zu ande-
ren Auftrittswahrscheinlichkeiten führt. Die aufgrund der verschiedenen Auftrittswahr-
scheinlichkeiten verursachten Unterschiede der resultierenden Entropien kann mit Hilfe
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Somit gilt K𝑝,𝑞(𝑋) = 0, wenn die Wahrscheinlichkeitsverteilungen 𝑝(𝑥𝑖) und 𝑞(𝑥𝑖) iden-
tisch sind, andernfalls ist K𝑝,𝑞(𝑋) positiv. Übertragen auf das Beispiel der Nachrichten-
übertragung kann mit K𝑝,𝑞(𝑋) die Menge an zusätzlicher benötigter Information quanti-
fiziert werden.
Für zwei Systeme 𝑋 und 𝑌 lässt sich die Kullback-Leibler-Entropie wie folgt formulie-
ren:






Unter der Annahme, dass die Systeme𝑋 und 𝑌 statistisch unabhängig sind, faktorisieren
die Auftrittswahrscheinlichkeiten wie folgt:
𝑝(𝑥𝑖, 𝑦𝑗)
!= 𝑝(𝑥𝑖)𝑝(𝑦𝑗) ≕ 𝑞(𝑥𝑖, 𝑦𝑗). (3.28)
Mit Hilfe der Kullback-Leibler-Entropie (Gl. (3.27)) kann die Abweichung zu dieser An-
nahme und schließlich Menge an gemeinsamer Information quantifiziert werden, welche
als MI (Gl. (3.23)) bekannt ist:





= H(𝑋) + H(𝑌 ) − H(𝑋, 𝑌 ) = I(𝑋, 𝑌 ). (3.29)
3.3.2. Dynamische Entropie
EinMarkov-Prozess [182] der Ordnung 𝜅 beschreibt einen stochastischen Prozess, dessen
zukünftige Entwicklung sich genauso gut nur aus seinen 𝜅 letzten Systemzuständen vor-
hersagen lässt, als wenn die vollständige Vergangenheit bekannt ist. Die Ordnung 𝜅 gibt
dabei an, wie lang das „Gedächtnis“ des Prozesses ist und somit über welchen Zeitraum
Systemzustände die zukünftige Entwicklung beeinflussen. Im Gegensatz zu den bisher
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aufgeführten statischen Entropien kann durch Zuhilfenahme von Übergangswahrschein-
lichkeiten
𝑝(𝑥𝑖 | 𝑥𝑖−1,…𝑥𝑖−𝜅) = 𝑝(𝑥𝑖 | 𝑥
(𝜅)
𝑖−1) (3.30)
die Dynamik eines stationären Markov-Prozesses der Ordnung 𝜅 charakterisiert werden.
Mit der Übergangswahrscheinlichkeit 𝑝(𝑥𝑖 | 𝑥(𝜅)𝑖−1), d. h., der Wahrscheinlichkeit, dass ein
System 𝑋 die Observable 𝑥𝑖 annimmt unter Voraussetzung der letzten 𝜅 Observablen
befindet, kann die bedingte Shannon-Entropie analog zur Shannon-Entropie wie folgt
formuliert werden:















𝑖−1) log 𝑝(𝑥𝑖 | 𝑥(𝜅)𝑖−1). (3.32)
Analog zuGl. (3.25) lässt sichmit der bedingten Kullback-Leibler-Entropie














die Menge an Information bestimmen, die durch eine alternative Kodierung benötigt
wird. Diese kann analog zur MI (siehe Gl. (3.23)) benutzt werden, um die Abhängigkeit
der zeitlichen Entwicklung zweier Systeme𝑋 und 𝑌 zu bestimmen:






















Die so formulierte Conditional Mutual Information (CMI) [183, 184] quantifiziert jedoch
keine Treiber-Responder-Beziehung der beiden Systeme, da sie symmetrisch unter Ver-
tauschung beider Systeme ist. Um jedoch einen Einfluss eines Systems 𝑌 auf ein Sys-
tem 𝑋 und somit einen Informationsfluss von 𝑌 nach 𝑋 messen zu können, wird die







!= 𝑝(𝑥𝑖 | 𝑥
(𝜅)
𝑖−1) (3.35)
formuliert werden, dass die zeitliche Entwicklung von𝑋 nur von der eigenen Vergangen-
heit abhängt. Die Abweichung zu dieser Annahme kann mittels der bedingten Kullback-
Leibler-Entropie quantifiziert werden und die so definierte Transferentropie (TE) [59]
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lautet:




















Diese ist, im Gegensatz zur CMI, Gl. (3.34), nicht symmetrisch unter der Vertauschung
der Systeme 𝑋 mit 𝑌 und quantifiziert somit den Informationsfluss von 𝑌 nach 𝑋 bzw.
den Grad der Abhängigkeit des Systems 𝑋 von 𝑌 . Die Kenngröße T𝑋→𝑌 lässt sich analog
definieren.
3.3.3. Symbolische Dynamik
Für die Bestimmung von Entropien ist Kenntnis über Wahrscheinlichkeitsverteilungen
von Zuständen, sowie Übergangswahrscheinlichkeiten zwischen Zuständen eines oder
mehrerer Systeme notwendig. Diese sind jedoch in der Praxis selten bekannt und können
beispielsweise aus rekonstruierten Phasenräumen mittels Korrelations-Integralen [185]
oder Kerndichteschätzung [186] geschätzt werden. Ein Überblick über mögliche Metho-
den ist in [60] aufgelistet. Ist jedoch die Menge an Zuständen wohl bekannt (und die Zu-
stände somit diskret und die Anzahl klein genug) können durch Zählen der aufgetretenen
Zustände und (bedingten) Kombinationen von Zuständen die Übergangswahrscheinlich-
keiten geschätzt werden. Es existiert eine Vielzahl von Systemen, die bereits inherent
diskrete Zustände annehmen, die als Symbol eines Alphabets (vgl. Nachrichtenübertra-
gung in der Informationstheorie) aufgefasst werden können: So sind beispielsweise die
Ergebnisse eines Münzwurfs oder auch das Auftreten von DNA-Basenpaaren diskrete
Abfolgen vonmöglichen Zuständen bzw. Symbolen. Die Zeitreihen dieser diskreten Sym-
bole werden Symbolzeitreihen genannt.
Durch eine Symbolisierung, d. h. Diskretisierung von Zuständen oder Zusammenfassung
und Diskretisierung ein oder mehrerer Observablenwerte, können in beliebigen Syste-
men Symbole generiert werden. Obwohl dieser Ansatz zunächst unintuitiv erscheinen
mag, da hierbei Information über das System reduziert und somit „verloren“ geht, nutzte
der Mathematiker Hadamard [187] erstmals Symbole, um die Bewegung eines Geodäts
auf einer Riemannschen Fläche mit negativer Krümmung zu beschreiben. Er entdeckte
dabei diskrete Zustände beziehungsweise Symbole, die scheinbar verboten waren und
nie vom System angenommen werden konnten. Diese Idee, eine Symbolisierung zu ver-
wenden, wurde von Morse [188] und später in Zusammenarbeit mit Hedlund [189] wei-
terentwickelt, die den Begriff der symbolischen Dynamik erstmals zur Beschreibung der
Dynamik eines Systems durch Symbole einführten.
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Abbildung 3.2.:
Zusammenhang zwischen der Trajektorie ei-
nes Flusses und einer Poincaré-Abbildung des
Flusses im Phasenraum nach [162]. Links:
Die Trajektorie schneidet eine Poincaré-Fläche
(Schnittpunkte mit Punkten markiert). Die-
se lässt sich diskretisieren. Rechts: Schnitt-
punkte der Trajektorie mit einer Poincaré-
Fläche. Durch Diskretisierung der Fläche kön-
nen schließlich Werte der Poincaré-Abbildung
Symbolen zugeordnet werden.
Parallel arbeitete Poincaré an der Analyse des klassischen Dreikörper-Problems [145]
und entwickelte dabei eine mathematische Methode zur vereinfachten Charakterisie-
rung𝐷-dimensionaler dynamischer Systememit kontinuierlicher Zeitentwicklung [190].
Dazu definierte er eine Fläche im Phasenraum, welche die Trajektorie schneidet (sie-
he Abb. 3.2, links). Die Poincaré-Abbildung ordnet dabei jedem Schnittpunkt den je-
weils (räumlich) nächsten Schnittpunkt zu. Daher wird die Poincaré-Abbildung häu-
fig auch first recurrence map bzw. Poincaré’sche Wiederkehr genannt. Die so erhalte-
ne Poincaré Abbildung kann als diskretes dynamisches System interpretiert werden,
dessen Dimension um eine Dimension kleiner ist als die des ursprünglichen Flusses.
Durch diese Abbildung konnte Poincaré sowohl die Dimensionalität reduzieren, als auch
den Fluss in eine diskrete Abbildung konvertieren und somit einfacher charakterisieren.
Später konnte gezeigt werden, dass durch eine Partionierung der Poincaré-Fläche im
Phasenraum auf eine natürliche Weise Symbole definiert werden können (siehe Abb. 3.2,
rechts): Wird die Poincaré-Fläche so partitioniert, dass jede Trajektorie eindeutig auf
eine Folge von Symbolen abgebildet wird, so kann die so generierte Symbolzeitreihe in
vielen Fällen anstelle der ursprünglichen Zeitreihe verwendet werden, um die Dynamik
zu charakterisieren [189]. Diese Annahme basiert jedoch auf der Existenz einer solchen
generierenden Partitionierung [191], die zwar für manche Modellsysteme hergeleitet wer-
den konnte [192]; ein allgemeingültiger Ansatz, eine generierende Partitionierung für
unbekannte Systeme a priori zu bestimmen, ist bisher jedoch nicht bekannt [193]. Zudem
sind generierende Partitionierungen für Systeme, die verrauscht gemessen worden sind,
unbekannt, selbst wenn die Partitionierung der nicht-verrauschten Systeme bekannt ist.
Nichtsdestotrotz werden Symbolisierungstechniken bevorzugt in Bereichen der klassi-
schen Physik, Plasmaphysik, Medizin, Linguistik, etc., für die Analyse dynamischer Sys-
teme verwendet, da selbst eine heuristisch und empirisch ermittelte Partitionierung eine
effektive, numerisch simple Charakterisierung bietet [194–196]. Einen Überblick über
Vorteile sowie mögliche Varianten einer Symbolisierung wird in [162, 197] aufgelistet.
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(3, 1, 2)
Abbildung 3.3.: Illustration verschiedener Techniken zur Erzeugung von Symbolzeitreihen. Die
Symbolisierung ist exemplarisch zur Zeit 𝑖 in orange hervorgehoben, zur Zeit 𝑖 − 1 in grau.
Oben: Mittels threshold-crossing Technik werden meist äquidistante Bins definiert und somit die
Zeitreihe auf eine Folge von Bins reduziert. Unten: Mehrere Amplitudenwerte werden entsprechend
ihrer Rangordnung zu Permutationssymbolen zusammengefasst.
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Eine weit verbreitete Symbolisierungstechnik für Zeitreihen besteht darin, den Phasen-
raum in Hyperkuben zu zerlegen und diesen Kuben eindeutige Symbole zuzuordnen.
Somit ließe sich die zeitliche Entwicklung des Systems in eine Symbolzeitreihe trans-
formieren, indem der Trajektorie die Folge von Kuben zugeordnet wird, welche durch-
laufen werden. Analog lässt sich die Zeitreihe entsprechend ihrer Amplitude partitio-
nieren, was der threshold-crossing Technik entspricht (siehe Abb. 3.3, oben). Nachteil
der zuvor genannten Techniken besteht in der mehr oder weniger willkürlichen Wahl
der Hyperkuben bzw. Schwellwerte: Werden die Kuben beziehungsweise Abstände der
Schwellwerte zu groß gewählt, geht die gesamte Information über die Dynamik verlo-
ren, da praktisch nur wenige unterschiedliche Symbole existieren; werden die Kuben
beziehungsweise Schwellwerte zu klein gewählt, erfolgt de facto keine Datenredukti-
on.
In dieser Arbeit wurde eine weitere Technik verwendet, bei der Symbole definiert wer-
den, indem einer Folge von Amplitudenwerten eine der möglichen durchnummerier-
ten Permutationen (entsprechend ihrer Rangordnung untereinander) zugeordnet wird.
Diese Permutationssymbole [163] (Abb. 3.3, unten) bieten den Vorteil, dass bei geeig-
net gewählten Einbettungsparametern [9, 137, 138, 198] approximativ eine generierende
Partitionierung vorliegt. Folglich können die Begriffe Symbol und Zustand synonym
verwendet werden. Schließlich können lediglich durch die Wahl der Einbettungspara-
meter datengetrieben Symbole generiert werden und die Dynamik somit optimal auf
eine Symbolzeitreihe reduziert werden. Die zur Berechnung informationstheoretischer
Kenngrößen notwendigen Übergangswahrscheinlichkeiten lassen sich numerisch ein-
fach durch einfaches Zählen von Symbolfolgen abschätzen. Das genaue Prozedere wird
im nächsten Kapitel beschrieben.
3.3.4. Permutationsentropie
In den folgenden Abschnitten werden die auf Permutationssymbolen basierende infor-
mationstheoretischen Kenngrößen erläutert, die in dieser Arbeit verwendet werden. Ge-
geben seien die Einbettungsdimension 𝑚, die gemäß der Einbettungstheoreme [137, 138,
198] geeignet gewählt wird, und die Einbettungsverzögerung 𝑙, die beispielsweise mittels
Autokorrelationsfunktion (AKF) geeignet gewählt wird [9]. Mit diesen Einbettungspara-
metern kann ein topologisch zum ursprünglichen Phasenraum äquivalenter Phasenraum
rekonstruiert werden. Für jeden beliebigen Zeitschritt 𝑖 lassen sich 𝑚 Amplitudenwerte
einer gegebenen Zeitreihe (𝑥1,… , 𝑥𝑁)
𝑠𝑖 = (𝑥𝑖, 𝑥𝑖+𝑙,… , 𝑥𝑖+𝑙(𝑚−1)) (3.37)
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demRang 𝑘𝑖𝑗 nachmit 𝑗 ∈ {1,… ,𝑚}wie folgt aufsteigend sortieren:
𝑥𝑖+𝑙(𝑘𝑖1−1) ≤ 𝑥𝑖+𝑙(𝑘𝑖2−1) ≤ ⋯ ≤ 𝑥𝑖+𝑙(𝑘𝑖𝑚−1). (3.38)
GleicheAmplitudenwertewerden entsprechend ihres Zeitindexes sortiert und es gilt:
𝑘𝑖1 < 𝑘𝑖2 wenn 𝑥𝑖+𝑙(𝑘𝑖1−1) = 𝑥𝑖+𝑙(𝑘𝑖2−1). (3.39)
Somit kann sichergestellt werden, dass jedes 𝑠𝑖 eindeutig auf eines der 𝑚!möglichen Per-
mutationssymbole abgebildetwird, welche dannwie folgt definiert werden können:
?̂?𝑖 ≔ (𝑘𝑖1, 𝑘𝑖2,… , 𝑘𝑖𝑚). (3.40)
Aufgrund der Eindeutigkeit gilt für dieMenge allermöglichen Symbole somit:
∑̂
𝑥𝑖
𝑝(?̂?𝑖) = 1. (3.41)
An dieser Stelle sei angemerkt, dass je nach Dynamik nicht alle möglichen Permutatio-
nen auftreten müssen und daraus Informationen über die zugrundeliegende Dynamik
gewonnen werden können (vgl. Riemannsche Flächen [187], s. o.). Zum einen können
– je nach numerischer Implementation der Kenngrößen – Speicherbedarf und Laufzeit
immens reduziert werden. Analog zu Gl. (3.16) lässt sich schließlich durch Symbolisie-




𝑝(?̂?𝑖) log 𝑝(?̂?𝑖). (3.42)
Es konnte gezeigt werden, dass selbst bei der Gegenwart dynamischen Rauschens oder
bei Kontamination durch Messrauschen sich die Kenngröße bei chaotischen Systemen
robust verhält [163], was sie insbesondere bei der Analyse von Felddaten attraktiv macht.
Bandt & Pompe [163] empfehlen in der Regel Einbettungsdimensionen 𝑚 ∈ {3,… , 7} zu
verwenden, da einerseits für kleinere 𝑚 nur wenige unterschiedliche Symbole existieren
und andererseits für sehr große 𝑚 zeitlich schnelle Änderungen der Dynamik eventuell
nichtmehr detektiert werden können, da die Symbolisierungmit steigender Symbollänge
einer Tiefpassfilterung entspricht. Auf Grundlage der Permutationsentropie werden im
Folgenden die informationstheoretischen Kenngrößen zurMessung von Stärke, Richtung
und Verzögerung von Interaktionen erläutert.
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3.3.5. Synchronisationsindex
Eine Möglichkeit, den Grad an generalisierter Synchronisation und somit Stärke von In-
teraktion interagierender dynamischer Systeme aus Zeitreihen von Observablen zu mes-
sen, stellt der Synchronisationsindex (SI) [66] dar. Er basiert auf der Permutationsentropie
und der Annahme, dass wenn generalisierte Synchronisation vorliegt, sich gekoppelte
Systeme gleich oder zumindest ähnlich verhalten sollten. Die von Liu vorgestellte Kenn-
größe charakterisiert die Änderungen lokaler topologischer Strukturen über die Permu-
tationsentropie und quantifiziert Gleichheit von Änderungstendenzen der beobachteten
Systeme, die er als Maß für den Grad von generalisierter Synchronisation verwendet und
als Interaktionsstärke interpretiert werden kann.
Seien (𝑥1,… , 𝑥𝑁) und (𝑦1,… , 𝑦𝑁) Zeitreihen von Observablen der Systeme 𝑋 und 𝑌 .
Um die Änderungstendenzen zu bestimmen, werden die Zeitreihen zunächst in Segmen-
te 𝑤𝜂 mit 𝜂 ∈ {1,… ,𝑁𝜂} und der Länge Länge 𝑁𝑤 unterteilt. Anschließend wird für
jedes der 𝑁𝜂 Segment die Permutationsentropie H(𝑤𝜂) nach Gl. (3.42) bestimmt, um die
lokale topologische Struktur zu charakterisieren. Die erhaltenen Permutationsentropien
sind für generalisiert synchronisierte Systeme im Allgemeinen nicht für jedes Segment
𝑤𝜂 als identisch zu erwarten; aufgrund des funktionellen Zusammenhangs der Systeme
(siehe Gl. (2.15)) kann jedoch davon ausgegangen werden, dass diese ähnlich sind. An-
schließend wird die Änderungstendenz für jedes der 𝑁𝜂 Segmente mit einer Hilfsgröße
𝔤 quantifiziert:
𝔤(𝑤𝜂) = {
+1 wenn H(𝑤𝜂) < H(𝑤𝜂+1)
−1 sonst. (3.43)
Die Kenngröße 𝔤(𝑤𝜂) entspricht somit einer weiteren Informationsreduktion bzw. Sym-
bolisierung. Schließlich kann der Grad gleicher Änderungstendenz und somit Grad an
generalisierter Synchronisation Systemen über die Korrelation der Änderungstendenzen
𝔤𝑋(𝑤𝜂) von System 𝑋 mit 𝔤𝑌 (𝑤𝜂) von System 𝑌 für alle 𝑁𝜂 Segmente geschätzt werden






mit 𝛾 ∈ [−1, 1]. Für die Kenngröße gilt:
ℐ ≤ 0 Systeme unabhängig bzw. nicht phasensynchronisiert
ℐ = 1 Systeme generalisiert synchronisiert. (3.45)
Negative Werte von ℐ treten in der Praxis selten auf; Die Systeme werden für diesen
Fall als unabhängig betrachtet. Wenn im Folgenden nicht anders darauf hingewiesen
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wird, wird folgende Größe und Anzahl überlappender Segmente gemäß [199] verwendet:
Länge der Zeitreihen 𝑁 4096
Länge der Segmente 𝑁𝑤 2048
Anzahl Segmente 𝑁𝜂 204
Tabelle 3.1.: Parameterwahl für den Synchronisationsindex ℐ
3.3.6. Symbolische Transferentropie (STE)
Basierend auf der Kenngröße Transferentropie [59] (siehe Gl. (3.36)) stellten Staniek &
Lehnertz eine numerisch einfache und robuste Methode zum Messen des Informations-
flusses von System 𝑌 nach 𝑋 vor, die Symbolische Transferentropie (STE) [164]. Im Ge-
gensatz zur Transferentropie, die relativ sensitiv etwaigem Messrauschen [158, 200, 201]
ist, basiert die STE analog zur Permutationsentropie auf der Verwendung von Permutati-
onssymbolen [163], um Übergangswahrscheinlichkeiten von Zuständen zu schätzen und
schließlich einen Fluss von Information zwischen Systemen zu schätzen. Durch Analyse
relativer Häufigkeiten von Permutationssymbolen und Kombinationen von Symbolen
können Verbund- und bedingte Wahrscheinlichkeiten relativ einfach geschätzt werden
und STE nach [164] wie folgt definiert werden:




















mit 𝒮𝑌→𝑋 ≥ 0, 𝒮𝑋→𝑌 analog. Wie in Gl. (3.36) werden die Zeitreihen der Systeme𝑋 und 𝑌
durch Markov-Prozesse der Länge 𝜅 bzw. 𝜆 approximiert. In der vorliegenden Arbeit
wird ein Gedächtnis der Länge 𝜅 = 𝜆 = 1 angenommen und somit zur Schätzung
der Übergangswahrscheinlichkeiten nur Übergänge des jeweils vorherigen Zustandes
zu den aktuellen Zuständen der Systeme berücksichtigt. Andernfalls würden sehr viele
unterschiedliche mögliche Übergänge existieren, die aufgrund der bei der Analyse von
Felddaten meist beschränkten Länge der Zeitreihen nicht mehr robust genug geschätzt
werden könnten.
𝒮𝑌→𝑋 misst die Abweichung von der Markov-Eigenschaft und quantifiziert somit den In-
formationsfluss von System 𝑌 nach𝑋,𝒮𝑋→𝑌 analog.Mit demDirektionalitätsindex 𝒮 lässt
sich die bevorzugte Richtung der Interaktion mittels Asymmetrie der Informationsflüsse
wie folgt quantifizieren:
𝒮 ≔ 𝒮𝑋→𝑌 − 𝒮𝑌→𝑋 , (3.47)
34
3.3. Informationstheoretische Ansätze (IA)
mit 𝒮 ∈ [−∞,∞]. Da die einzelnen Transferentropien Werte von 0 annehmen können
ist eine Definition analog zu Gl. (3.10) an dieser Stelle nicht sinnvoll. Somit kann die
Interaktionsrichtung wie folgt ermittelt werden:
𝒮 > 0 𝑋 treibt 𝑌
𝒮 = 0 keine oder symmetrisch bidirektionale Kopplung
𝒮 < 0 𝑌 treibt 𝑋.
(3.48)
3.3.7. Retardierte Symbolische Transferentropie (DSTE)
Für die bisherigen aufgeführten Kenngrößen zur Charakterisierung von Interaktionen
wurden instantane Wechselwirkungen und Reaktionen angenommen. Häufig können
Wechselwirkungen jedoch erst nach einer endlichen Zeit (also retardiert) beobachtet
werden [73–78]. Zudem ist bekannt, dass retardierte Interaktionen zu Änderungen der
Dynamik und Synchronisationsform führen können [82, 202–204]. Daher ist die Kenntnis
über diese retardierte Interaktionen notwendig und kann teilweise erst zu einer sinnvol-
len Interpretierbarkeit der Beobachtungen führen [79–81]. In den letzten Jahren wurden
verschiedene Kenngrößen vorgestellt, die in der Lage sind, retardierte Interaktionen zu
charakterisieren [75, 81, 205–213]. Diese Kenngrößen können jedoch entweder nur die
Verzögerung von Interaktionen messen oder sind numerisch sehr aufwändig bzw. unbe-
ständig gegenüber Messrauschen. Daher wurde im Rahmen dieser Arbeit auf Basis der
zuvor dargestellten informationstheoretischen Kenngröße 𝒮 dieDelayed Symbolic Trans-
fer-Entropy (DSTE) entwickelt [1]. Mit dieser können sowohl retardierte gerichtete Inter-
aktionen detektiert, als auch die Verzögerung gemessen sowie Richtung der Interaktion
identifiziert werden. Dazu wurde STE erweitert, sodass Übergänge zeitlich vergangener
Zuständen betrachtet werden, die zeitlich 𝜏1 bzw. 𝜏2 Zeitschritte vor dem aktuellen Zu-
stand vorlagen, 𝜏1, 𝜏2 ≥ 1. Diese Parameter sind nicht mit den Gedächtnislängen 𝜅 und 𝜆
der Systeme gleichzusetzen. DSTE ist wie folgt definiert [1]:
𝒟𝑋→𝑌 (𝜏1, 𝜏2)≔∑𝑝( ̂𝑦𝑖, ̂𝑦𝑖−𝜏1 , ?̂?𝑖−𝜏2)log
𝑝( ̂𝑦𝑖 | ̂𝑦𝑖−𝜏1 , ?̂?𝑖−𝜏2)
𝑝( ̂𝑦𝑖 | ̂𝑦𝑖−𝜏1)
𝒟𝑌→𝑋(𝜏1, 𝜏2)≔∑𝑝(?̂?𝑖, ?̂?𝑖−𝜏1 , ̂𝑦𝑖−𝜏2)log




Der Parameter 𝜏1 gibt die Anzahl an Zeitschritten in die Vergangenheit des betrachte-
ten Systems an; 𝜏2 die Anzahl der Zeitschritte in die Vergangenheit eines beeinflussen-
den Systems an, d. h. dem System, von dem der Informationsfluss erwartet wird. Daher
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werden die Parameter 𝜏1 und 𝜏2 in der Definition von 𝒟𝑌→𝑋(𝜏1, 𝜏2) nicht miteinander
vertauscht. 𝒟𝑌→𝑋(𝜏1, 𝜏2) geht mit 𝜏1 = 𝜏2 = 1 in 𝒮𝑌→𝑋 (Gl. (3.46)) mit 𝜅 = 𝜆 = 1 über,
Rückrichtung analog.
Theoretisch könnte auch der Einfluss der vergangenen Zustände inklusive des jeweiligen
Gedächtnisses der Zustände mit 𝜏(𝜅)1 = {𝜏1,… , 𝜏1 − 𝜅 − 1} und 𝜏(𝜆)2 = {𝜏2,… , 𝜏2 − 𝜆 − 1}
berücksichtigt werden. Dies führt jedoch in der Praxis zu einer Vielzahl an möglichen
Übergängen die berücksichtigt werden müssen, die mit endlichen, insbesondere bei der
Analyse von Felddaten häufig geringen, Zeitreihen nicht korrekt geschätzt werden kön-
nen. In der vorliegenden Arbeit wird davon ausgegangen, dass ein Zustand bereits die
Information aus vergangenen Zuständen, die zu ihm geführt haben, implizit beinhaltet
und es somit ausreicht, nur den Informationsfluss von dem direkt beeinflussenden Zu-
stand zum aktuellen Zustand zu schätzen.
Analog zuGl. (3.47) lässt sich einDirektionalitätsindex𝒟(𝜏1, 𝜏2)wie folgt definieren:
𝒟(𝜏1, 𝜏2) ≔ 𝒟𝑋→𝑌 (𝜏1, 𝜏2) − 𝒟𝑌→𝑋(𝜏1, 𝜏2). (3.50)
Mit diesem kann der bevorzugte retardierte Informationsfluss (Richtung der Interaktion)
für ein gegebenes Parameterpaar (𝜏1, 𝜏2) wie folgt ermittelt werden: Liegt eine retar-
dierte Interaktion von 𝑋 nach 𝑌 mit einer Verzögerung 𝛿𝑋→𝑌 vor (vgl. Gl. (2.10)), so
wird ein retardierter Informationsfluss mit 𝜏2 = 𝛿𝑋→𝑌 für jedes 𝜏1 erwartet. Folglich
werden für diese Parameterpaare (𝜏1, 𝜏2) maximale Werte von 𝒟𝑋→𝑌 (𝜏1, 𝜏2) erwartet,
umgekehrte Interaktionsrichtung analog. In Abb. 3.4 ist eine retardierte Interaktion von
System 𝑋 nach 𝑌 zusammen mit der Generierung von Permutationssymbolen sowie
anschließender Schätzung des retardierten Informationsflusses mittels𝒟𝑋→𝑌 (𝜏1, 𝜏2) ver-
anschaulicht. Für den Direktionalitätsindex 𝒟(𝜏1, 𝜏2) gilt:
𝒟(𝜏1, 𝛿𝑋→𝑌 ) > 0 ∀𝜏1 𝑋 treibt 𝑌 mit Verzögerung 𝛿𝑋→𝑌
𝒟(𝜏1, 𝛿𝑋→𝑌 ) = 0 ∀𝜏1 keine oder symmetrisch bidirektionale, retardierte Kopplung
𝒟(𝜏1, 𝛿𝑋→𝑌 ) < 0 ∀𝜏1 𝑌 treibt 𝑋 mit Verzögerung 𝛿𝑌→𝑋 .
(3.51)
Die Einführung des Parameters 𝜏1 erscheint an dieser Stelle zunächst willkürlich und
überflüssig; es konnte jedoch gezeigt werden, dass für bestimmte Paare von (𝜏1, 𝜏2) der
Direktionalitätsindex 𝒟(𝜏1, 𝜏2) ebenfalls Informationen bezüglich der retardierten ge-
richteten Interaktion trägt, die insbesondere bei Analyse von Felddaten von Vorteil sein
kann [1]. Diese Beobachtungen sind in Kap. 4.3.1 beschrieben.
Im folgenden Kapitel werden die genannten Kenngrößen bezüglich ihrer grundsätzlichen
Eignung zur Charakterisierung von (retardierten) Interaktionen in Systemen anhand von
Zeitreihen von Modellsystemen untersucht.
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Abbildung 3.4.: Schematische Darstellung des Informationsflusses zwischen zwei unidirektional
retardiert gekoppelten Systemen (𝑋 treibt 𝑌 ), sowie der Symbolisierung und Schätzung des
Informationsflusses: Die Amplitudenwerte der Zeitreihen der jeweiligen Observablen sind in der
vertikalen Position der Boxen kodiert. Der Informationsfluss innerhalb der Systeme wird durch
die grauen Pfeile dargestellt; die Helligkeit stellt dabei den Informationsverlust über die Zeit
aufgrund der Markov-Eigenschaft dar. In rot ist der retardierte Informationsfluss von System 𝑋
nach 𝑌 dargestellt mit einer Verzögerung von 𝛿𝑋→𝑌 =10 Zeitschritten gekennzeichnet (Deckkraft
wie zuvor). In schwarz wird exemplarisch die Symbolisierung mehrerer Amplitudenwerte zu
Permutationssymbolen (hier mit 𝑚 = 3 und 𝑙 = 2) illustriert. In orange ist das aktuelle Symbol
bzw. der aktuelle Zustand des Systems 𝑌 markiert; die blauen Pfeile kennzeichnen mögliche
Übergänge von vorherigen Zuständen in den aktuellen Zustand ̂𝑦𝑖, die in die Schätzung des
Informationsflusses eingehen: Zum einen wird mit 𝜏1 = 1 der Informationsfluss von ̂𝑦𝑖−1 nach ̂𝑦𝑖,
zum anderen der retardierte Informationsfluss von System𝑋 von ?̂?𝑖−10 mit 𝜏2 = 10 geschätzt. Der




4. Analyse retardierter, gewichteter und
gerichteter Interaktion in Modellsystemen
In diesem Kapitel wird die Performanz der im vorherigen Kapitel aufgeführten Kenngrö-
ßen für Stärke (ℛ,ℐ ) und Richtung (𝒞 , 𝒮 ) von nicht-retardierten Interaktionen anhand
von Modellsystemen mit wohldefinierten Eigenschaften auf Basis vorheriger Untersu-
chungen [70, 72, 129, 131, 134, 164, 199, 214–216] erläutert und die Ansätze auf Phasen-
dynamik basierender Ansatz (PA) und informationstheoretischer Ansatz (IA) verglichen.
Dabei wird insbesondere untersucht, inwiefern verschiedene Synchronisationsregime
(Kap. 2.3.5) effektiv unterschieden werden können und daraus ein Analyseansatz ent-
wickelt [2, 4], um Fehlinterpretationen von Kenngrößen für die Interaktionsrichtung zu
vermeiden. Schließlich wird die Performanz der im Rahmen dieser Arbeit entwickelte
Kenngröße 𝒟 zur Detektion und Charakterisierung retardierter Interaktionen anhand
von retardiert gekoppeltenModellsystemen analysiert, sowie Einflussfaktoren und Gren-
zen in Hinblick auf die Analyse von Felddaten untersucht.
In den letzten Jahrzehnten hat die Analyse chaotischer Systeme an Wichtigkeit in ver-
schiedenen Bereichen der Biologie, Geowissenschaften, Physik bis hin zu Medizin ge-
wonnen [23, 217, 218]. Diese Systeme stellen aufgrund ihrer großen Sensitivität gegen-
über von Anfangsbedingungen hohe Anforderungen an die Performanz von Kenngrö-
ßen zur Charakterisierung von Interaktionen. Um die Performanz der Kenngrößen in
Hinblick auf die Analyse von Felddaten zu untersuchen werden daher im Folgenden
exemplarisch chaotische, deterministische Systeme verwendet: Diffusiv (retardiert) ge-
koppelte Rössler-Oszillatoren [219], sowie diffusiv, retardiert gekoppelte logistische Abbil-
dungen [220]. Für die folgenden Analysen wurden je untersuchter Interaktion mehrere
Realisationen (Lösungen der Differentialgleichungen) der (retardiert) gekoppelten Sys-
teme erzeugt und anschließend die Kenngrößen bestimmt. Für jede dieser Realisationen
wurden die Anfangsbedingungen der Systeme zufällig in der Nähe der jeweiligen Attrak-
toren gewählt. Wenn nicht anders angegeben werden nur Median sowie der 1.5-fache
Interquartilabstand (im Folgenden mit Schwankungsbreite bezeichnet)1 der Verteilung
der Kenngrößen über die Realisationen angegeben. Um Stationarität der Systeme zu
gewährleisten, wurde transientes Verhalten eliminiert, indem die ersten 104 Zeiteinhei-
ten verworfen wurden, und anschließend Zeitreihen mit bis zu 𝑁 = 106 Datenpunkten
1Intervall zwischen dem 12.5% und 87.5% Perzentil, in dem somit 75% aller Amplitudenwerte liegen.
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generiert.Weitere Details zu denModellsystemen und zur numerischen Integration siehe
Anhang A und B.
4.1. Gekoppelte Rössler-Oszillatoren
Zunächst wurden die Kenngrößen zur Charakterisierung der Stärke und Richtung von
Interaktionen an zwei unidirektional, diffusiv gekoppelten Rössler-Oszillatoren (siehe An-
hang A.2) untersucht. Für die folgenden Untersuchungen treibt System 𝑋 System 𝑌 ,
indem die erste Komponente des Treibers 𝑥(1)𝑡 in die erste Komponente des Respon-









𝑡 + 0.165𝑥(2)𝑡 ),
?̇?(3)𝑡 = 𝜔𝑋(0.2 + 𝑥(3)𝑡 (𝑥(1)𝑡 − 10.0)),









̇𝑦(2)𝑡 = 𝜔𝑌 (𝑦
(1)
𝑡 + 0.165𝑦(2)𝑡 ),
̇𝑦(3)𝑡 = 𝜔𝑌 (0.2 + 𝑦(3)𝑡 (𝑦(1)𝑡 − 10.0)),
(4.1)
Die Parameter𝜔𝑋 und𝜔𝑌 beschreiben die Eigenfrequenzen der Systeme𝑋 und 𝑌 . Details
zu den weiteren Parametern siehe Anhang A.2. Als Zeitreihen dienten die Amplituden-
werte der jeweils ersten Komponenten der Systeme 𝑥(1)𝑡 und 𝑦(1)𝑡 , welche mit Δ𝑡 = 0.3
abgetastet wurden.
Um den Übergang zu Phasensynchronisation oder sogar vollständiger Synchronisation
zu erschweren, wurden für jede der 100 Realisationen zusätzlich zu den Anfangsbe-
dingungen die Eigenfrequenzen 𝜔𝑋 und 𝜔𝑌 aus einer Gauß-Verteilung mit Mittelwert
𝜔𝑋 = 0.89 und Standardabweichung 𝜎(𝜔𝑋) = 0.1 gezogen, 𝜔𝑌 und 𝜎(𝜔𝑌 ) analog. Wenn
nicht anders angegeben wird, wurden bei gegebenen Eigenfrequenzen und Abtastraten

































Abbildung 4.1.: Kenngrößen für Stärke (blau) und Richtung (grau) der Interaktion zweier
unidirektional gekoppelter Rössler-Oszillatoren in Abhängigkeit der Kopplungsstärke 𝑐𝑋→𝑌 . Links:
Phasenbasierte Kenngrößenℛ und 𝒞 , rechts: Informationstheoretische Kenngrößen ℐ und 𝒮 für
Stärke und Richtung von Interaktionen. Die Linien kennzeichnen jeweils die Mediane, die Flächen
die jeweiligen Schwankungsbreiten (1.5-fachen Interquartilabstände) über die 100 Realisationen.
4.1.1. Abhängigkeit von der Kopplungsstärke
In Abb. 4.1 sind die Mediane sowie die Schwankungsbreite der Kenngrößenℛ, 𝒞 ,ℐ und
𝒮 in Abhängigkeit der Kopplungsstärke über 100 Realisationen dargestellt. Mit beiden
Ansätzen (PA und IA) konnte sowohl für die Kenngröße für Interaktionsstärke als auch
‑richtung die zu erwartende Abhängigkeit von der Kopplungsstärke beobachtet werden
(vgl. Abb. 2.2, Kap. 2.3.5). Die Kenngrößen aus PAwiesen insgesamt eine höhereDifferen-
zierbarkeit (Unterschied zu 0) auf als das jeweilige Pendant aus IA.
Die Kenngrößen für die Interaktionsstärken zeigten jeweils eine (nicht monoton) anstei-
gende Abhängigkeit von der eingestellten Kopplungsstärke. Für hohe Kopplungsstärken
strebte die MPCℛ gegen den Wert 1, welcher vollständige Phasensynchronisation indi-
ziert. Der SIℐ hingegen erreichte für hohe Kopplungsstärken nurWerte um 0.4 und nicht
dasmöglicheMaximumvon 1 und indiziert somit, dass nicht ausschließlich generalisierte
Synchronisation vorliegt. Generell waren die Schwankungsbreiten über die Realisationen
vonℐ ab einer Kopplungsstärke von 𝑐𝑋→𝑌 ≈ 0.3 um eineGrößenordnung höher alsmitℛ
.
Die Kenngrößen für die Interaktionsrichtung wiesen ebenfalls qualitativ die zu erwar-
tende Abhängigkeit von der Kopplungsstärke (vgl. Abb. 2.2) auf: Die Kenngrößen stiegen
bis zu einer Kopplungsstärke von 𝑐𝑋→𝑌 ≈ 0.1 zu einem Maximum an und fielen ab
𝑐𝑋→𝑌 ≈ 0.2 wieder auf Amplitudenwerte um 0 ab. Für 75% der Amplitudenwerte (einge-
zeichnete Schwankungsbreiten) konnte mit 𝒮 im Kopplungsstärkebereich von ca. 𝑐𝑋→𝑌 ∈
[0.02, 0.18] eine korrekte (von 0 verschiedene) Richtungsindikation beobachtet werden;
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für 𝒞 lediglich für einen halb so großen Kopplungsstärkebereich mit 𝑐𝑋→𝑌 ∈ [0.02, 0.08].
Oberhalb der entsprechenden Kopplungsstärke wurden für bis zu 50% der Realisationen
negative Amplitudenwerte der Direktionalitätsindizes beobachtet und somit eine falsche
Richtung indiziert.
Generell gilt, dass je unterschiedlicher die Eigenfrequenzen der Oszillatoren sind, desto
höhere Kopplungsstärken werden benötigt, bis die Systeme synchronisieren können. Der
Kopplungsstärkebereich, in dem Synchronisation möglich ist, wird Synchronisationsregi-
on oder Arnold-Zunge genannt [23]. Die beobachteten teils großen Schwankungsbreiten
über die Realisationen können dadurch erklärt werden, dass der Frequenzunterschied der
Oszillatoren realisationsabhängig ist und somit unterschiedliche Grade in Phasen- oder
generalisierter Synchronisation vorliegen undmittels der Kenngrößen gemessenwerden.
Ab einer Kopplungsstärke von 𝑐𝑋→𝑌 ≈ 0.2 liegt bereits für über 50% der Realisationen
im untersuchten Kopplungsstärkebereich Phasensynchronisation vor, was sich in der
MPC mit ℛ ≈ 1 widerspiegelt. Erst für höhere Kopplungsstärken wechselt die Syn-
chronisationsart von Phasen- zu Zeitversatz-Synchronisation [221], die als eine spezielle
Form der generalisierten Synchronisation aufgefasst werden kann. Bezüglich der gene-
ralisierten Synchronisation befinden sich die Systeme daher in einem größeren Kopp-
lungsstärkebereich in der On-Off-Intermittenz (Kap. 2.3.5) und führen beiℐ im Vergleich
zu ℛ folglich zu größeren Schwankungsbreiten über die Realisationen. Der Einfluss
verschieden großer Frequenzunterschiede der Oszillatoren wird im nächsten Abschnitt
untersucht.
4.1.2. Abhängigkeit von der Eigenfrequenz
Neben der Frequenzunterschied-abhängigen notwendigen Kopplungsstärke, für die Sys-
teme synchronisieren können [23] konnte in früheren Studien je nach Frequenzunter-
schied eine teils fälschlicherweise umgekehrt indizierte Treiber-Responder-Responder-
Beziehung beobachtet werden [222]. Daher wird im Folgenden untersucht, inwiefern bei
unterschiedlich gewählte mittlere Eigenfrequenzen der Oszillatoren die Richtung von
Interaktionen mittels des phasenbasierten Ansatzes PA bzw. informationstheoretischen
Ansatzen IA korrekt identifiziert werden kann.
Analog zum vorherigen Kapitel (4.1.1) wurden für die folgenden Untersuchungen zwei
Rössler-Oszillatoren unidirektional gekoppelt und unterschiedliche Eigenfrequenzen aus
einer Gauß-VerteilungmitMittelwert𝜔𝑋 ∈ [0.78, 1.00] und Standardabweichung 𝜎(𝜔𝑋) =
0.1 für jede Realisation gezogen; 𝜔𝑌 analog. Anschließend wurden die Kenngrößen mit
Einbettungsparametern (𝑚 = 5, 𝑙 = 7) berechnet.
In Abb. 4.2 sind die auf PA bzw. IA basierenden Kenngrößen für Stärke und Richtung
von Interaktionen in Abhängigkeit der Kopplungsstärke 𝑐𝑋→𝑌 für zwei Konstellationen
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Abbildung 4.2.:Wie Abb. 4.1 jedoch mit unterschiedlichen mittleren Eigenfrequenzen. Oben: Die
Eigenfrequenz des Treibers (𝜔𝑋 = 0.78) ist im Mittel niedriger als die des Responders (𝜔𝑌 = 1.0).
Unten: Die Eigenfrequenz des Treibers (𝜔𝑋 = 1.0) ist im Mittel höher als die Eigenfrequenz des
Responders (𝜔𝑌 = 0.78).
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der mittleren Eigenfrequenzen dargestellt. Im ersten Fall weist der Treiber eine im Mittel
niedrigere Eigenfrequenz als der Responder auf (obere Zeile Abb. 4.2); im zweiten Fall
eine höhere Eigenfrequenz (obere Zeile).
Generell wiesen die Kenngrößen für Stärke- und Richtung von Interaktionen qualitativ
einen zu Abb. 4.1 und Abb. 2.2 analogen Verlauf in Abhängigkeit der Kopplungsstärke
auf.Mit beidenAnsätzen konnte beobachtet werden, dasswenn der Treiber eine imMittel
niedrigere Eigenfrequenz als der Responder aufwies die Systeme für kleinere Kopplungs-
stärken einen höheren Grad an Synchronisation aufwiesen, als für den umgekehrten
Fall. Folglich war der Koplungsstärkebereich größer, in dem für den Großteil der Rea-
lisationen die Richtung der Interaktionen korrekt indiziert wurde. Diese Beobachtungen
bestätigen die Beobachtungen in [222]. Im Vergleich zu den unidirektional gekoppel-
ten Oszillatoren gleicher mittlerer Eigenfrequenz konnte jedoch für weniger Realisa-
tionen eine fälschliche Richtungsindikation beobachtet werden. Dies kann mittels der
Arnhold-Zunge [23] erklärt werden, da mit zunehmendem Frequenzunterschied eine hö-
here Kopplungsstärke vonnöten ist, ab der die Systeme synchronisieren können. Folglich
wird der Kopplungsstärkebereich größer, in dem die Richtung der Interaktionen korrekt
indiziert werden. Es bleibt in weiteren Arbeiten zu zeigen, unter welchen Bedingungen
genau bei welchen Systemen Frequenzunterschiede zu falschen Richtungsindikationen
führen.
4.2. Richtungsindikation: Probleme und
Lösungsansatz
In den vorherigen Abschnitten 4.1.1 und 4.1.2 konnten für sehr niedrige und sehr hohe
Kopplungsstärken Richtungen von Interaktionen für maximal die Hälfte der Realisatio-
nen korrekt indiziert werden. Diese Beobachtungen bestätigen vorherige Überlegungen
(Kap. 2.3.5) und lassen sich darauf zurückführen, dass für sehr hohe Kopplungsstärken
die Systeme synchronisieren, ähnliche Zustände annehmen woraufhin eine Interaktions-
richtung nicht mehr gemessen werden kann. Zudem wurde in anderen Studien häufig
der Wert der Kenngröße für Interaktionsrichtung zur Charakterisierung einer Interak-
tionsstärke verwendet. Dies erscheint aus den Beobachtungen, die an Modellsystemen
gewonnen werden konnten, nicht sinnvoll zu sein, da es zwar einen Kopplungsstärkebe-
reich gibt, in dem sowohl die Kenngröße für Stärke als auch Richtung von Interaktionen
mit der Kopplungsstärke steigt; im Allgemeinen gilt dies jedoch nicht. Daher kann die
Verwendung der Amplitudenwerte der Kenngröße für die Interaktionsrichtung als Kenn-
größe für die Interaktionsstärke zu Fehlinterpretationen führen [4, 117, 159], da sowohl
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für ungekoppelte, als auch stark gekoppelte Systeme Amplitudenwerte um 0 beobach-
tet werden können und somit die Stärke der Interaktion nicht adäquat widergespiegelt
werden. Die Synchronisationsregime (Kap. 2.3.5) schwacher und starker Synchronisation
können folglich nicht unterschiedenwerden. Daher empfiehlt sich die Hinzunahme einer















Abbildung 4.3.: Schematische Darstellung des Analyseansatzes zur Verminderung von Fehlinter-
pretationen einer Kenngröße für die Interaktionsrichtung: Sehr geringe Amplitudenwerte einer
Kenngröße für die Interaktionsrichtung können sowohl für sehr niedrige als auch sehr hohe
Kopplungsstärken beobachtet werden (rote Punkte). Zur Vermeidung dieser Doppeldeutigkeit wird
das Vorzeichen des Amplitudenwerte einer Kenngröße für Interaktionsrichtungen (grauer Punkt)
nur dann als Richtungsindikation interpretiert, wenn gleichzeitig eine entsprechende Kenngröße
für die Interaktionsstärke Amplitudenwerte innerhalb des Interquartilabstandes der Kenngröße
(blau schraffierter Bereich) annimmt (blaue Raute). Aus dem Interquartilabstand der Kenngröße
für die Interaktionsstärke resultiert ein Kopplungsstärkebereich, in dem eine Richtungsindikation
möglich ist (weißer Bereich).
Aufgrund der vorherigen Beobachtungenwurde für die vorliegendeArbeit folgender An-
satz zur Vermeidung von Fehlinterpretationen einer Kenngröße für die Interaktionsrich-
tung entwickelt: Unter der Annahme, dass die Systeme weder ungekoppelt noch stark
gekoppelt, folglich nicht vollständig synchronisiert sind befinden sich die Systeme in
der On-Off-Intermittenz (vgl. Kap. 2.3.5 und [23]). Werden die Systeme nun ausreichend
lang beobachtet, so werden über die Zeit verschiedene Grade an Synchronisation mittels
der Kenngrößen für Interaktionsstärke quantifiziert, die einer Verteilung folgen. Die In-
teraktionsrichtung wird nur unter Berücksichtigung der vorherrschenden Interaktions-
stärke, die durch die respektive Kenngröße geschätzt wurde, wie folgt interpretiert: Die
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Richtungsindikation2 wird nur verwendet, wenn die entsprechende Kenngröße für die
Interaktionsstärke gleichzeitig einen Wert oberhalb des ersten und unterhalb des dritten
Quartils3 aus der Verteilung aller angenommenenAmplitudenwerte aufweist. Somit wird
der Kopplungsstärkebereich auf ein Intervall reduziert, in dem eine Detektion der Inter-
aktionsrichtung möglich ist (vgl. Abb. 4.3). Für alle anderen Amplitudenwerte der Kenn-
größe für die Interaktionsstärke wird der Richtungsindikation der Wert 0 zugewiesen.
Dieser indiziert somit eine aufgrund einer schwachen, starken oder bidirektional symme-
trischen Kopplung eine nicht ausgezeichnete Interaktionsrichtung.
Bisher wurden nur die Kenngrößen für die Charakterisierung nicht-retardierter Interak-
tionen untersucht. Daher wird im folgenden Abschnitt die in dieser Arbeit entwickelte
Kenngröße 𝒟 zur Charakterisierung retardierter gerichteter Interaktionen anhand von
Modellsystemen untersucht und überprüft, ob für diese Kenngröße ebenfalls der vorge-
stellte Lösungsansatz verwendet werden muss.
4.3. Retardiert gekoppelte logistische Abbildungen
Zunächst wird die vorgestellte Delayed Symbolic Transfer-Entropy (DSTE) (Kap. 3.3.7)
anhand von retardiert gekoppelten Modellsystemen untersucht, ob mittels𝒟 retardierte
Interaktionen zum einen detektiert, etwaige Verzögerungen quantifiziert sowie Richtun-
gen der Interaktionen identifiziert werden können. In diesem Kapitel dient als Modellsys-
tem retardiert gekoppelte chaotische logistische Abbildungen [220] (siehe Anhang A.1),
die im nicht-retardierten Fall die Markov-Eigenschaft erfüllt und somit per Definition ein
gut geeignetes System zur Untersuchtung der DSTE darstellt. Anschließend werden die
Untersuchungen in Kap. 4.4 an retardiert gekoppelten Rössler-Oszillatoren wiederholt,
um zu überprüfen, ob die Beobachtungen an der logistischen Abbildung verallgemeiner-
bar sind, wenn das zu untersuchende System beispielsweise weder die Markov-Eigen-
schaft erfüllt, noch eine diskrete Zeitentwicklung aufweist.
Für die folgendenAnalysenwerden zwei logistischeAbbildungen der Form
𝒙𝑖+1 = L(𝒙𝑖) ≔ 𝑟𝒙𝑖(1 − 𝒙𝑖) (4.2)
2Vorzeichens der Kenngröße, wobei ein positives Vorzeichen ein Treiben, negatives ein Respondieren
indiziert
3Die Wahl der Perzentile beruht auf Voruntersuchungen in [4].
46
4.3. Retardiert gekoppelte logistische Abbildungen
mit Kontrollparameter 𝑟 ∈ (0, 4] und Abbildung L(𝒙𝑖) ∈ [0, 1], wie folgt diffusiv,
retardiert gekoppelt [1, 223]:
𝒙𝑖 = L𝑋(𝔏𝑌→𝑋 mod 1),
𝔏𝑌→𝑋 = 𝑐𝑌→𝑋𝒚𝑖−1−𝛿𝑌→𝑋 + (1 − 𝑐𝑌→𝑋)𝒙𝑖−1,
𝒚𝑖 = L𝑌 (𝔏𝑋→𝑌 mod 1),
𝔏𝑋→𝑌 = 𝑐𝑋→𝑌𝒙𝑖−1−𝛿𝑋→𝑌 + (1 − 𝑐𝑋→𝑌 )𝒚𝑖−1,
(4.3)
mit einer Verzögerung von 𝛿𝑋→𝑌 und einer Kopplungsstärke 𝑐𝑋→𝑌 von System 𝑋 nach 𝑌 ,
𝛿𝑌→𝑋 und 𝑐𝑌→𝑋 analog. Die Verwendung des Modulo ist für den retardiert gekoppelten
Fall notwendig um den Wertebereich von Gl. (4.2) sicherzustellen. Die Kontrollpara-
meter der jeweiligen Abbildungen wurden mit 𝑟𝑋 = 3.9999 und 𝑟𝑌 = 3.9998 leicht
unterschiedlich so gewählt, dass die Abbildungen chaotisches Verhalten zeigen (siehe
Anhang A.1, Abb. A.1). Wenn nicht anders beschrieben wurden zu jeder untersuchten
Kopplungsstärke und ‑verzögerung je 20 Realisationen der gekoppelten Abbildungenmit
zufällig gewählten Anfangsbedingungen mit 𝒙0, 𝒚0 ∈ [0, 1] durchgeführt. Anschließend
Zeitreihen, nachdem die ersten 104 Datenpunkte verworfen wurden, um transientes Ver-
halten zu eliminieren, mit je 𝑁 = 104 Datenpunkten erzeugt. Schließlich wurde für jede
Realisation aus den Zeitreihen die Kenngröße 𝒟 berechnet. Wenn nicht anders angege-
ben werden nurMedian sowie die Schwankungsbreite (der 1.5-fache Interquartilabstand)
der Verteilung der Kenngrößen über die Realisationen dargestellt. Für die Abbildungen
werden im Folgenden die Einbettungsparameter 𝑚 = 3 und 𝑙 = 1 gemäß Anhang C als
optimale Wahl angesehen.
4.3.1. Allgemeine Beobachtungen
In Abb. 4.4 sind die Kenngrößen für retardierte Informationsflüsse 𝒟𝑋→𝑌 (𝜏1, 𝜏2) (links)
und 𝒟𝑌→𝑋(𝜏1, 𝜏2) (Mitte, Gl. (3.49)), sowie der Direktionalitätsindex 𝒟(𝜏1, 𝜏2) (rechts,
Gl. (3.50)) exemplarisch für zwei unidirektional gekoppelter logistischer Abbildungen
𝑐𝑋→𝑌 = 0.45, 𝑐𝑌→𝑋 = 0 mit Verzögerung 𝛿𝑋→𝑌 = 10 dargestellt.
Zunächst fällt auf, dass für 𝜏2 = 𝛿𝑋→𝑌 und alle 𝜏1 erwartungsgemäß der größte retar-
dierte Informationsfluss mittels 𝒟𝑋→𝑌 (𝜏1, 𝜏2) (siehe Abb. 4.4, links) beobachtet werden
kann, der bis zu drei Größenordnungen höher ist als für alle anderen Parameterpaare
(𝜏1, 𝜏2). Diese Beobachtung wird im Folgenden mit resonanzartige Struktur bezeichnet.
Anzumerken sei an dieser Stelle, dass für den Fall 𝜏1 = 𝜏2 = 1 die DSTE der nicht-
retardierten Symbolische Transferentropie (STE) entspricht und erwartungsgemäß retar-
dierte gerichtete Interaktionen nicht korrekt detektiert werden können, da𝒟(1, 1) = 𝒮 ≈
0. Zudem kann beobachtet werden, dass der retardierte Informationsfluss 𝒟𝑋→𝑌 (𝜏1, 𝜏2)
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Abbildung 4.4.: Kenngrößen 𝒟𝑋→𝑌 (𝜏1, 𝜏2) (links), 𝒟𝑌→𝑋(𝜏1, 𝜏2) (Mitte) sowie der Direktionalitäts-
index 𝒟(𝜏1, 𝜏2) (rechts) zweier unidirektional retardiert gekoppelter logistischer Abbildungen
(𝑐𝑌→𝑋 = 0, 𝑐𝑋→𝑌 = 0.45, 𝛿𝑋→𝑌 = 10; Einbettungsparameter 𝑚 = 3 und 𝑙 = 1; 𝑁 = 100
Datenpunkte). Die Amplitudenwerte sind für eine bessere Visualisierung für Werte aus dem
Intervall [−0.25, 0.25] linear dargestellt; außerhalb logarithmisch. Die Parameter 𝜏1 und 𝜏2 geben
an, der wieviel Zeitschritte vergangene Zustand des eigenen bzw. beeinflussenden Systems zur
Schätzung des retardierten Informationsflusses betrachtet wurde.
vom Betrag minimal wird, wenn 𝜏2 = 𝜏1 + 𝛿𝑋→𝑌 und 𝜏1 > 1. Das Gleiche gilt für
den rückwärtsgerichteten retardierten Informationsfluss 𝒟𝑌→𝑋(𝜏1, 𝜏2) für die Parameter
𝜏2 = 𝜏1 − 𝛿𝑋→𝑌 und 𝜏1 > 𝛿𝑋→𝑌 . Interessanterweise kann gezeigt werden, dass selbst
dieser stark verminderte oder sogar nicht messbare retardierte Informationsfluss (im
Folgenden als Nebendiagonalen bezeichnet) ebenfalls Informationen bezüglich der Ver-
zögerung und Richtung der retardierter Interaktionen bereitstellt (siehe Abb. 4.4 links:
obere Nebendiagonale, Mitte: untere Nebendiagonale). Diese Beobachtung lässt sich da-
durch erklären, dass genau für diese Parameterpaare (𝜏1, 𝜏2) der Informationsaustausch
gerade stattgefunden hat und somit die betrachteten vergangenen Zustände der bei-
den Systeme 𝑋 und 𝑌 ungefähr die gleiche Menge an Information über die zeitliche
Entwicklung des aktuellen Zustandes von System 𝑌 bereithalten (siehe Abb. 3.4). Es
kommt zu einer sehr begrenzten Anzahl an Kombinationen möglicher Symbole, die zu
den wenigen Übergangswahrscheinlichkeiten ungleich 0 beitragen können. Daher strebt
das Verhältnis der bedingten Wahrscheinlichkeiten in Gl. (3.49) gegen eins und somit
strebt der retardierte Informationsfluss 𝒟𝑋→𝑌 (𝜏1, 𝜏2) gegen 0 (𝒟𝑌→𝑋(𝜏1, 𝜏2) analog). Für
alle anderen Parameterpaare (𝜏1, 𝜏2), die nicht die obigen Bedingungen erfüllen, werden
die beobachten Amplitudenwerte von𝒟(𝜏1, 𝜏2) im Folgenden alsUntergrund bezeichnet.
Somit lässt sich eine Differenzierbarkeit als Differenz von 𝒟(𝜏1, 𝜏2) zum Untergrund
definieren. Der retardierte Informationsfluss 𝒟𝑋→𝑌 (𝜏1, 𝜏2) bzw. 𝒟𝑌→𝑋(𝜏1, 𝜏2) für Wer-
tepaare (𝜏1, 𝜏2) aus dem Untergrund nimmt dabei nur Werte nahe 0 an, wenn die Einbet-
tungsparameter optimal gewählt worden sind (siehe Kap. 3.3.3) und die Übergangswahr-
scheinlichkeiten mit einer ausreichend großen Datenpunktanzahl 𝑁 geschätzt worden
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Struktur Parameterpaare sign(𝒟(𝜏1, 𝜏2))
resonanzartige Struktur 𝜏2 = 𝛿𝑋→𝑌 positiv (negativ)
untere Nebendiagonale 𝜏2 = 𝜏1 − 𝛿𝑋→𝑌 ∀𝜏1 > 𝛿𝑋→𝑌 positiv (negativ)
obere Nebendiagonale 𝜏2 = 𝜏1 + 𝛿𝑋→𝑌 ∀𝜏1 > 1 negativ (positiv)
Untergrund sonst ≈ 0
Tabelle 4.1.: Zusammenfassung der beobachtbaren Strukturen im Direktionalitätsindex 𝒟(𝜏1, 𝜏2)
in Abhängigkeit der Parameterpaare (𝜏1, 𝜏2): Parameterpaare (𝜏1, 𝜏2), für die ein asymmetrischer
retardierter Informationsfluss (bevorzugte Richtung) zwischen retardiert gekoppelten Systemen
mit Verzögerung 𝛿𝑋→𝑌 vorliegt kann die Richtung mittels des Vorzeichens des Direktionalitätsinde-
xes𝒟(𝜏1, 𝜏2) aus Zeitreihen gemessenwerden kann. Das Vorzeichen ist für einen Informationsfluss
von 𝑋 nach𝑌 (bzw. 𝑌 nach 𝑋) angegeben.
sind.
Der Direktionalitätsindex𝒟(𝜏1, 𝜏2) (siehe rechter Teil von Abb. 4.4 und Gl. (3.50)) liefert
Informationen bezüglich der Verzögerung (je nach Differenzierbarkeit zum Untergrund
mittels resonanzartiger Struktur oder der Nebendiagonalen) und der Richtung der Inter-
aktion (Vorzeichen der resonanzartigen Struktur oder der unteren Nebendiagonale bzw.
umgekehrtes Vorzeichen der oberen Nebendiagonale). Unter Vetrauschung der Syste-
me 𝑋 mit 𝑌 wechselt per Definition das Vorzeichen der Strukturen. Die beobachtbaren
Strukturen sowie die Parameterpaare, unter denen diese zu beobachten sind, werden in
Tab. 4.1 noch einmal zusammengefasst.
Bei nicht-optimal gewählten Einbettungsparametern, d. h. zu groß gewählter Einbet-
tungsdimension, oder bei sehr geringen Datenpunktanzahlen 𝑁 lassen sich die Neben-
diagonalen über einen großen Kopplungsstärkebereich vom Untergrund besser differen-
zieren als mit großen Datenpunktanzahlen und optimal gewählter Einbettungsdimensi-
on. Für das gezeigte Beispiel (Abb. 4.4) mit Einbettungsparametern𝑚 = 3 und 𝑙 = 1 lassen
sich die Nebendiagonalen für𝑁 = 105 Datenpunkte so gut wie gar nicht vomUntergrund
unterscheiden, aber die resonanzartige Struktur ist gut differenzierbar; mit sinkender
Datenpunktanzahl bis hin zu𝑁 = 102 steigt die Differenzierbarkeit der Nebendiagonalen
jedoch annähernd exponentiell, wohingegen die resonanzartige Struktur nicht mehr dif-
ferenzierbar ist. Daher eignen sich die Nebendiagonalen insbesondere in der Analyse von
Felddaten, bei denen häufig nur eine begrenzte Anzahl an Datenpunkten zur Verfügung
steht und die Einbettungsparameter a priori unbekannt sind. Dieser Zusammenhangwird
im folgenden Kapitel genauer untersucht.
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Abbildung 4.5.: Direktionalitätsindex 𝒟(𝜏1, 𝜏2) zweier unidirektional retardiert gekoppelte logis-
tische Abbildung mit Verzögerung 𝛿𝑋→𝑌 = 10 und Kopplungsstärken 𝑐𝑋→𝑌 = 0.45 und 𝑐𝑌→𝑋 = 0.
Von oben nach unten: steigende Einbettungsdimension 𝑚 ∈ {2,… , 5}; Einbettungsverzögerung
jeweils 𝑙 = 1. Von links nach rechts: steigende Anzahl an Datenpunkten 𝑁 . Positive (negative)
Amplitudenwerte von 𝒟(𝜏1, 𝜏2) indizieren treibendes (respondierendes) Verhalten von System 𝑋.
4.3.2. Abhängigkeit von Datenpunktanzahl und
Einbettungsparametern
In diesem Abschnitt wird untersucht, inwiefern eine nicht-optimale Wahl der Einbet-
tungsparameter die Richtungsindikation und Charakterisierung einer Interaktionsver-
zögerung mittels DSTE beeinflusst wird. Zudem wird die Menge an Datenpunkten abge-
schätzt, die für die Charakterisierung retardierter gerichteter und gewichteter Interak-
tionen notwendig ist. Für die folgenden Analysen wurden zwei logistische Abbildungen
unidirektional (𝑐𝑌→𝑋 = 0) retardiert miteinander mit einer Verzögerung von 𝛿𝑋→𝑌 ∈
{1,… , 25} und Kopplungsstärken 𝑐𝑋→𝑌 ∈ [0, 0.7] gekoppelt. Die Zeitreihen der Systeme
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bestanden jeweils aus𝑁 ∈ {102,… , 106} Datenpunkten, aus denen anschließend die re-
tardierten Interaktionen mit Einbettungsdimension 𝑚 ∈ {2,… , 5} und ‑verzögerung 𝑙 ∈
{1,… , 5}mittels𝒟 mit 𝜏1, 𝜏2 ∈ {1,… , 50} charakterisiert wurden.
In Abb. 4.5 ist 𝒟(𝜏1, 𝜏2) in Abhängigkeit von der Datenpunktanzahl 𝑁 , sowie der Ein-
bettungsdimension 𝑚 exemplarisch für die Verzögerung 𝛿𝑋→𝑌 = 10 und Kopplungsstär-
ke 𝑐𝑋→𝑌 = 0.45 dargestellt. Es lassen sich zwei dominante Abhängigkeiten beobachten:
Zum einen nimmt mit steigender Datenpunktanzahl 𝑁 die Breite der resonanzartigen
Struktur und der Nebendiagonalen zu. Mittels der Parameterpaare, für die maximale
bzw. minimale Amplitudenwerte von𝒟 beobachtet werden können, kann gemäß Tab. 4.1
sowohl die eingestellte Verzögerung als auch die Interaktionsrichtung weiterhin korrekt
ermittelt werden. Die Verbreiterung der Strukturen kann auf die verwendete Symbolisie-
rungstechnik [1, 163] zurückgeführt werden, da mit steigender Einbettungsdimension 𝑚
die Länge der Symbole linear größer wird und sich die Symbole daher stärker zeitlich
überlappen. Desweiteren lässt sich mit sinkender Datenpunktanzahl 𝑁 und steigender
Einbettungsdimension 𝑚 eine Abnahme der Amplitudenwerte von 𝒟(𝜏1, 𝜏2) innerhalb
der resonanzartigen Struktur beobachten, bis die Struktur schließlich nicht mehr vom
Untergrund differenzierbar ist (siehe Abb. 4.5 links unten). Gleichzeitig treten anstelle
dessen die Nebendiagonalen stärker hervor bis sich nur noch diese vom Untergrund
differenzieren lassen. Zumindest für das untersuchte System lässt sich als „Faustformel“
eine untere Schranke für eine Datenpunktanzahl von
𝑁min. ≈ 10𝑚−1 (4.4)
definieren, oberhalb derer die Interaktionsrichtung und ‑verzögerung noch mittels der
resonanzartigen Struktur bestimmt werden können. Unterhalb dieser Schranke lassen
sich primär Nebendiagonalen beobachten, mit denen die Interaktionen ebenfalls charak-
terisiert werden können.
In Abb. 4.6 ist der Direktionalitätsindex 𝒟(𝜏1, 𝜏2) in Abhängigkeit der Einbettungsver-
zögerung 𝑙 exemplarisch anhand der resonanzartigen Struktur dargestellt. Dazu wurde
die Datenpunktanzahl gemäß Gl. (4.4) mit 𝑁 = 105 so hoch gewählt, sodass nur diese
Struktur vom Untergrund differenzierbar ist. Mit steigender Einbettungsverzögerung 𝑙
lassen sich erwartungsgemäß höchste Amplitudenwerte von 𝒟(𝜏1, 𝜏2) mit 𝜏2 = 𝛿𝑋→𝑌
für alle 𝜏1 beobachten. Die resonanzartige Struktur selbst scheint jedoch zu „zerfasern“
und es können weitere resonanzartige Strukturen bei 𝜏2 ≈ 𝛿𝑋→𝑌 ± 𝑎𝑙 ∀𝜏1 mit 𝑎 ∈
{0,… ,𝑚 − 1} beobachtet werden, wobei die Amplitudenwerte von 𝒟(𝜏1, 𝜏2) für diese
Parameterpaare niedriger ausfallen. Diese bis zu 2𝑚 + 1 mal auftretenden Strukturen
haben einen horizontalen Abstand von 𝛥𝜏1 ≈ 𝑙 und weisen innerhalb dieser Strukturen
für 𝜏1 ∈ {𝜏1,… , (𝑚−1)𝑙} einen zusätzlich zu den anderen Parameterpaaren verringerten
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Abbildung 4.6.: Direktionalitätsindex 𝒟(𝜏1, 𝜏2) für zwei unidirektional retardiert gekoppelte
logistische Abbildungen mit Verzögerung 𝛿𝑋→𝑌 = 10, Kopplungsstärken 𝑐𝑋→𝑌 = 0.45 und 𝑐𝑌→𝑋 = 0.
Die Datenpunktanzahl wurde entsprechend Gl. (4.4)mit (𝑁 = 105) so hoch gewählt, sodass nur die
resonanzartige Struktur sichtbar ist. Von links nach rechts: ansteigende Einbettungsverzögerung
𝑙 ∈ {1,… , 4}. Oben: Einbettungsdimension 𝑚 = 3, unten: 𝑚 = 4. Positive (negative)























Abbildung 4.7.:Wie obere Zeile von Abb. 4.6, jedoch für Zeitreihen der Länge 𝑁 = 102, sodass
gemäß Gl. (4.4) mit 𝑚 = 3 hauptsächlich nur Nebendiagonalen beobachtbar sind.
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Direktionalitätsindex𝒟 auf. Diese Beobachtung kann wieder auf die angewendete Sym-
bolisierungstechnik zurückgeführt werden, da überlappende Symbole aus bis zu 𝑚 − 1
gleichen Amplitudenwerten gebildet werden und somit nicht unabhängig sind. Folglich
kann für diese ähnlichen Symbole ein ähnlich großer Informationsfluss detektiert wer-
den. Kugiumtzis [224] schlug für die nicht-retardierte STE eine Methode vor, welche die-
se Abhängigkeit bei der Schätzung der Übergangswahrscheinlichkeiten berücksichtigt
und letztere besser geschätzt werden können. Möglicherweise können durch Übertragen
dieses Ansatzes auf DSTE diese zusätzlichen Strukturen verringert oder sogar eliminiert
werden.
In Abb. 4.7 ist die Abhängigkeit von 𝒟(𝜏1, 𝜏2) von der Einbettungsverzögerung 𝑙 exem-
plarisch am Beispiel der Nebendiagonalen dargestellt. Es ist analog zur resonanzartigen
Struktur sowohl eine Verbreiterung der Strukturen mit steigender Einbettungsdimen-
sion 𝑚, als auch die „Zerfaserung“ der Nebendiagonalen zu erkennen. Analoge Ergeb-
nisse lassen sich für andere Interaktionsverzögerungen in einem weiten Kopplungsstär-
kebereich beobachten. In welchem Kopplungsstärkebereich retardierte gerichtete und
gewichtete Interaktionen mittels DSTE identifiziert und charakterisiert werden können
wird im folgenden Abschnitt untersucht.
4.3.3. Abhängigkeit von Kopplungsstärke
Nachdem der Einfluss nicht-optimal gewählter Einbettungsparameter und stark begrenz-
ter Datenpunktanzahl untersucht wurde, wird in diesem Abschnitt untersucht, für wel-
chen Kopplungsstärkebereich (vgl. Kap. 2.3.5 und Kap. 4.1.1) retardierte gerichtete Inter-
aktionen mittels DSTE detektiert und Richtung und Verzögerung charakterisiert werden
können. Hierfür wurden zwei logistische Abbildungen wie im vorherigen Abschnitt uni-
direktional retardiert miteinander gekoppelt und die Einbettungsparameter zur Berech-
nung von𝒟(𝜏1, 𝜏2) auf𝑚 = 3 und 𝑙 = 1 gemäßAnhangC festgesetzt.
Mit Hilfe der bisher gewonnenen Erkenntnisse (Kap. 4.3.1 und 4.3.2) lassen sich die Er-
gebnisse exemplarisch anhand einzelner Parameterpaare (𝜏1, 𝜏2) darstellen, für die der
retardierte Informationsfluss bestimmt und die Differenzierbarkeit zum Untergrund in
Abhängigkeit der Kopplungsstärke analysiert wird. Dazu wird jeweils ein Parameterpaar
aus der resonanzartigen Struktur (𝔇𝑅⋆), den jeweiligen Nebendiagonalen (𝔇𝑈⋆ , 𝔇𝐿⋆) sowie
demmittleren Untergrund (𝔇𝐵) gemäß Tab. 4.1 mit Verzögerung 𝛿𝑋→𝑌 = 10 gewählt. Die-
se Parameterpaare sind in Abb. 4.8 gekennzeichnet und in Tab. 4.2 mit den jeweiligen zu
erwartenden Differenzierbarkeiten zum Untergrundes aufgelistet.
In Abb. 4.9 ist die Abhängigkeit von𝒟(𝜏1, 𝜏2) von der Kopplungsstärke 𝑐𝑋→𝑌 und Daten-
punktanzahl 𝑁 für exemplarisch ausgewählte Parameterpaare aus der resonanzartigen
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Struktur Informationsfluss Erwartete Differenzierbarkeit
𝑋 → 𝑌 𝑌 → 𝑋
resonanzartige Struktur 𝔇𝑅⋆ ≔ 𝒟⋆(11, 10) > 0 = 0
untere Nebendiagonale 𝔇𝐿⋆ ≔ 𝒟⋆(11, 1) = 0 < 0
obere Nebendiagonale 𝔇𝑈⋆ ≔ 𝒟⋆(11, 21) < 0 = 0
(mittlerer) Untergrund 𝔇𝐵⋆ ≔ 𝒟⋆(25, 25) 𝔇𝐵 ≔ (𝔇𝐵𝑋→𝑌 + 𝔇𝐵𝑌→𝑋) / 2
Tabelle 4.2.: Liste retardierter Informationsflüsse, die für jeweils ein exemplarisches Parameter-
paar (𝜏1, 𝜏2) aus den beobachtbaren Strukturen (Resonanzartige Struktur, untere und obere
Nebendiagonale) sowie dem Untergrund gemäß Tab. 4.1 mit Verzögerung 𝛿𝑋→𝑌 = 10 definiert
werden. Der Index ⋆ steht für die jeweils betrachtete Richtung des Informationsflusses. Die
erwartete Differenzierbarkeit des jeweiligen Informationsflusses zum Untergrund für eine
unidirektionale Interaktion von 𝑋 nach 𝑌 ist in den rechten beiden Spalten angegeben.



























Abbildung 4.8.:Wie Abb. 4.4, jedoch zusätzlich mit jeweils einem exemplarischen hervorgehobenen
Parameterpaar aus den beobachtbaren Strukturen, für welches der retardierte Informationsfluss
bestimmt wird: Resonanzartige Struktur 𝔇𝑅⋆ , untere und obere Nebendiagonalen 𝔇𝐿⋆ und 𝔇𝑈⋆ ,
sowie dem Untergrund 𝔇𝐵 ; Definition der Informationsflüsse siehe Tab. 4.2. Der Index ⋆
steht für die jeweils betrachtete Richtung des Informationsflusses. Für die Richtung 𝑋 → 𝑌
sind die Parameterpaare in lila markiert (links), für die Rückrichtung in orange (rechts). Das
Parameterpaar für Untergrund ist jeweils in grau markiert.
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Abbildung 4.9.: Median des Informationsflusses von System 𝑋 nach 𝑌 (lila Linien), sowie von
𝑌 nach 𝑋 (orange Linien) in Abhängigkeit der Kopplungsstärke 𝑐𝑋→𝑌 für exemplarische Informa-
tionsflüsse aus den beobachtbaren Strukturen sowie dem Untergrund; Definition der Kenngrößen,
sowie Wahl der Parameterpaare siehe Tab. 4.2. Obere Reihe: 𝔇𝑅⋆ aus der resonanzartigen
Struktur; Mittlere Reihe: 𝔇𝑈⋆ aus der oberen Nebendiagonale; Untere Reihe: 𝔇𝐿⋆ aus der unteren
Nebendiagonale. Der Index ⋆ der Kenngrößen steht für die jeweilige Richtung. Der mittlere Wert
aus dem Hintergrund 𝔇𝐵 ist in grau dargestellt. Im Bild oben rechts wird er von der gelben
Linie verdeckt. Der Informationsfluss wurde jeweils aus Zeitreihen zweier unidirektional retardiert
gekoppelter logistischer Abbildungen mit 𝛿𝑋→𝑌 = 10, bestehend aus jeweils 𝑁 = 102 (links)
bzw. 𝑁 = 103 (rechts) Datenpunkten geschätzt. Einbettungsparameter 𝑚 = 3 und 𝑙 = 1. Die
Flächen unter den Linien indizieren die jeweilige Schwankungsbreite der Kenngrößen über die
Realisationen.
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Struktur (𝔇𝑅⋆), den Nebendiagonalen (𝔇𝑈⋆ , 𝔇𝐿⋆), sowie dem Untergrund (𝔇
𝐵) dargestellt.
Für eine große Datenpunktanzahl (𝑁 ≥ 103, rechts) kann der vorliegende Informations-
fluss von System𝑋 nach 𝑌 (in lila) bereits ab einer verhältnismäßig geringen Kopplungs-
stärke von 𝑐𝑋→𝑌 ≈ 0.1 mittels resonanzartiger Struktur (Abb. 4.9, obere Reihe) detektiert
werden, wobei die Differenzierbarkeit zum Untergrund mit steigender Kopplungsstärke
weiter steigt und bei 𝑐𝑋→𝑌 ≈ 0.5 das Maximum erreicht. Ab dieser Kopplungsstärke
sind die logistischen Abbildungen bis auf einen Zeitversatz synchronisiert. Mit weiter
ansteigender Kopplungsstärke verweilt die Differenzierbarkeit auf demMaximum. Somit
lässt sich im Gegensatz zu den nicht-retardierten Kenngrößen die Interaktionsrichtung
ebenfalls für das Regime starker Synchronisation (vgl. Kap. 2.3.5 und 4.2) mittels DS-
TE korrekt identifizieren. Für die entgegengesetzte Richtung (in orange) kann unab-
hängig von der Kopplungsstärke erwartungsgemäß kein vom Untergrund unterscheid-
barer Informationsfluss gemessen werden (𝔇𝑅𝑌→𝑋 ≈ 𝔇
𝐵). Für geringere Datenpunkt-
anzahlen (𝑁 = 102, links), ist sowohl die Schwankungsbreite über die Realisationen
als auch der Mittelwert der Informationsflüsse größer, da die Übergangswahrschein-
lichkeiten schlechter geschätzt werden können. Aufgrund dessen kann der tatsächlich
vorliegende Informationsfluss 𝔇𝑅𝑋→𝑌 erst ab einer Kopplungsstärke von 𝑐𝑋→𝑌 ≥ 0.4 vom
Untergrund differenziert werden.
Für die obere Nebendiagonale kann ein Informationsfluss und somit Richtung und Ver-
zögerung der Interaktion bereits ab einer Kopplungsstärke von 𝑐𝑋→𝑌 ≥ 0.45 bei einer
Datenpunktanzahl von 𝑁 = 103 detektiert werden (vgl. Abb. 4.9, Mitte). Für geringe-
re Datenpunktanzahlen (𝑁 = 102) kann dieser ab Kopplungsstärken 𝑐𝑋→𝑌 ≥ 0.4 vom
Untergrund differenziert werden. Die Schwankungsbreite der Kenngrößen über die Rea-
lisationen ist generell für 𝑁 = 102, wie bei der resonanzartigen Struktur schon beob-
achtbar, um ungefähr eine Größenordnung größer als bei 𝑁 = 103. Der entgegenge-
setzt gerichtete Informationsfluss lässt sich jedoch wie bei der resonanzartigen Struk-
tur unabhängig von der Kopplungsstärke und Datenpunktanzahl nicht vom Untergrund
differenzieren (𝔇𝑈𝑌→𝑋 ≈ 𝔇
𝐵). Interessanterweise lässt sich jedoch ein Informationsfluss
zwischen den Systemen 𝑋 und 𝑌 mit Hilfe der unteren Nebendiagonalen bereits für
kleinere Kopplungsstärken mit 𝑐𝑋→𝑌 ≥ 0.25 beobachten: Hier kann der𝔇𝐿𝑌→𝑋 deutlich für
beide Datenpunktanzahlen vom Untergrund differenziert werden (vgl. Abb. 4.9, unten).
Die Beobachtungen bezüglich der Schwankungsbreite und der entgegengesetzten Rich-
tung sind analog zu deren, die mit Hilfe der oberen Nebendiagonale gewonnen worden
sind.
Zusammenfassend können Richtung und Verzögerung von Interaktionen mit Hilfe von
retardierten Informationsflüssen bei geringer Datenpunktanzahl selbst für kleine Kopp-
lungsstärken mit Hilfe der unteren Nebendiagonale 𝔇𝐿𝑌→𝑋 detektiert werden. Mit einer
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großen Datenpunktanzahl kann mit Hilfe der resonanzartige Struktur𝔇𝑅𝑋→𝑌 eine robus-
tere Schätzung der Richtung undVerzögerung von Interaktionen erreichtwerden.
4.3.4. Einfluss von Messrauschen
Im Folgenden wird mit Hilfe von Messrauschen die Robustheit der DSTE in Hinblick
auf die Tauglichkeit für die Analyse von Felddaten untersucht. Bei letzterer ist es wahr-
scheinlich, dass eine asymmetrische Kontamination mit Rauschen anzutreffen ist [225]
und kann bei der Schätzung von Interaktionsrichtungen zu Fehlinterpretationen füh-
ren [65, 129, 140, 226, 227].
Daher wurden zwei logistische Abbildungen mit einer Verzögerung von 𝛿𝑋→𝑌 = 10 uni-
direktional miteinander gekoppelt und den Zeitreihen des Treibers (𝑥1,… , 𝑥𝑁) als auch
denen des Responders (𝑦1,… , 𝑦𝑁) additiv Rauschen hinzugefügt. Diese Kontamination
mit Rauschen erfolgte entweder symmetrisch (d. h. mit demselben Signal-Rausch-Verhält-





wobei 𝜎𝑠 für die Standardabweichung einer rauschfreien und 𝜎𝑛 für die einer verrausch-
ten Zeitreihe steht.
Eswurden verschiedene Typen vonRauschen verwendet, um zwei verschiedeneArten ei-
nes möglichen Einflusses zu untersuchen: Zum einen wurdenmit Hilfe von gleichverteil-
tem bzw. Gauß-verteiltem 𝛿‑korreliertem Rauschen Messfehler simuliert. Zum anderen
wurden mit Hilfe von Surrogaten [228] Ersatzreitreihen erzeugt, die dasselbe Spektrum
und dieselbe Amplitudenverteilung wie die Zeitreihe selbst aufweisen. Diese wurden als
sogenanntes In-Band-Rauschen verwendet, umMessrauschen zu simulieren.
In Abb. 4.10 sind exemplarisch Beobachtungen für eine symmetrische Rauschkontamina-
tion mittels In-Band-Rauschen für verschiedene SNR mit 𝔰 ∈ [1, 128] und verschiedene
Datenpunktanzahlen 𝑁 in Abhängigkeit der Kopplungsstärke 𝑐𝑋→𝑌 dargestellt. Analog
zum vorherigen Kapitel werden die Beobachtungen nur exemplarisch für Parameter-
paare dargestellt, von denen eine korrekte Indikation für Richtung und Verzögerung zu
erwarten ist: Zum einen wird der Informationsfluss für ein Parameterpaar aus der reso-
nanzartigen Struktur (𝔇𝑅𝑋→𝑌 , obere Reihe) und jeweils ein Parameterpaar aus der oberen
(unteren) Nebendiagonale (𝔇𝑈𝑋→𝑌 und 𝔇𝐿𝑌→𝑋 , mittlere und untere Reihe) dargestellt. Als
Vergleich dient jeweils der Informationsfluss für ein Parameterpaar aus dem Untergrund
(𝔇𝐵 , jeweils in grau).
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Abbildung 4.10.: Median des Informationsflusses von System 𝑋 nach 𝑌 (lila Linien), sowie von
𝑌 nach 𝑋 (orange Linien) in Abhängigkeit der Kopplungsstärke 𝑐𝑋→𝑌 analog zu Abb. 4.9, jedoch
zusätzlich für verschiedene Signal-Rausch-Verhältnisse. Definition der Kenngrößen, sowie Wahl
der Parameterpaare siehe Tab. 4.2. Die Deckkraft der Linien von hoch zu niedrig stellt das sinkende
SNR mit 𝔰 ∈ {128, 32, 8, 2} dar. Die Schwankungsbreiten der Kenngrößen über die Realisationen,
sowie die nicht zum Untergrund differenzierbaren Informationsflüsse (siehe vorheriger Abschnitt)
wurden zugunsten der Unterscheidbarkeit weggelassen.
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Es konnte beobachtet werden, dass die Differenzierbarkeit der Kenngrößen zum Un-
tergrund für retardierten Informationsfluss mit sinkendem 𝔰 (Linien mit abnehmender
Deckkraft, Abb. 4.10) abnahm. Zudem konnten mit sinkendem 𝔰 erst für höhere Kopp-
lungsstärken retardierte gewichtete und gerichtete Interaktion korrekt detektiert wer-
den. Somit ist der Kopplungsstärkebereich, in dem eine Charakterisierung möglich ist,
kleiner.
Bei geringen Mengen von Datenpunkten ist eine Bestimmung retardierter Informations-
flüsse und somit Identifikation von Interaktionsrichtung und ‑verzögerung mit Hilfe der
Nebendiagonalen (𝔇𝑈𝑋→𝑌 und 𝔇𝐿𝑌→𝑋) robuster gegenüber Kontamination mit Rauschen
als es für größere Datenpunktanzahlen der Fall ist. Für die Identifikation mit Hilfe der
resonanzartigen Struktur (𝔇𝑅𝑋→𝑌 ) gilt – wie zu erwarten – gegenteiliges, da die Amplitu-
denwerte der Kenngrößen deutlich geringer von denen des Untergrundes abweichen, als
es für die Schätzer aus den Nebendiagonalen der Fall ist. Qualitativ ähnliche Beobach-
tungen konnten für andere Rauschtypen gemacht werden (hier nicht gezeigt). Für andere
Interaktionsverzögerungen und nicht- optimal gewählte Einbettungsparameter wurden
analoge Ergebnisse erzielt.
4.3.5. Beobachtungen für bidirektionale Kopplung
Abschließend wurde untersucht, inwiefern sich die bisherigen Beobachtungen für bi-
direktional (𝑐𝑌→𝑋 ≠ 0) retardiert gekoppelte logistische Abbildungen verallgemeinern
lassen. Hierfür wurde eine feste Kopplung von 𝑌 nach 𝑋 mit Kopplungsstärke 𝑐𝑌→𝑋 =
0.2 und Verzögerung 𝛿𝑌→𝑋 = 10 eingestellt und der Direktionalitätsindex 𝒟(𝜏1, 𝜏2) in
Abhängigkeit der Kopplungsstärke 𝑐𝑋→𝑌 mit den Einbettungsparametern 𝑚 = 3 und
𝑙 = 1 untersucht. Die Zeitreihen umfassten𝑁 = 103 Datenpunkte gemäß Gl. (4.4), sodass
hauptsächlich die resonanzartige Struktur beobachtbar ist und somit die Informations-
flüsse besser unterscheidbar sind.
In Abb. 4.11 sind die Direktionalitätsindizes 𝒟(𝜏1, 𝜏2) in Abhängigkeit der Kopplungs-
stärke 𝑐𝑋→𝑌 dargestellt: Für den Fall unterschiedlicher Verzögerungen in Hin- und Rück-
richtung (Abb. 4.11, links) können die retardierten gerichteten Interaktionen, sowie die
entsprechenden Verzögerungen anhand der resonanzartigen Struktur mittels 𝒟(𝜏1, 𝜏2)
detektiert werden. Der retardierte Informationsfluss und somit Verzögerung und Rich-
tung der Interaktion von𝑋 nach 𝑌 kann analog zu Abb. 4.9 ab einer Kopplungsstärke von
𝑐𝑋→𝑌 ≈ 0.2 anhand der resonanzartigen Struktur detektiert werden; Die Interaktion in
umgekehrter Richtung (𝑌 nach𝑋) konnte erwartungsgemäß unabhängig von der Kopp-
lungsstärke 𝑐𝑋→𝑌 beobachtet werden, da die Kopplungsstärke 𝑐𝑌→𝑋 konstant gewählt
wurde. Sind die Verzögerungen der Interaktionen jedoch gleich (Abb. 4.11, rechts), so
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𝛿𝑋→𝑌 = 𝛿𝑌→𝑋 = 10
Abbildung 4.11.: Median des Direktionalitätsindexes 𝒟(𝜏1 = 11, 𝜏2) in Abhängigkeit der
Kopplungsstärke 𝑐𝑋→𝑌 und des Parameters 𝜏2 für zwei bidirektional retardiert gekoppelte
logistische Abbildungen mit 𝑐𝑌→𝑋 = 0.2 und 𝛿𝑌→𝑋 = 10 über die 20 Realisationen. Zur besseren
Visualisierung wurden die Amplitudenwerte von𝒟 zusätzlich analog zu Abb. 4.4 farblich kodiert.
Links: die Verzögerungen der beiden Systeme wurde unterschiedlich gewählt (𝛿𝑋→𝑌 = 25 und
𝛿𝑌→𝑋 = 10); Rechts: Die Verzögerung sind identisch (𝛿𝑋→𝑌 = 𝛿𝑌→𝑋 = 10). Aufgrund der gewählten
Datenpunktanzahl (𝑁 = 103), sowie Einbettungsparameter (𝑚 = 3, 𝑙 = 1) sind hauptsächlich die
resonanzartigen Strukturen beobachtbar.
kann nur der dominante Informationsfluss gemessen werden d. h. die retardierte gerich-
tete Interaktion, deren Kopplungsstärke höher ist. Diese Beobachtung gilt allerdings nur
für identische Systeme: Für topologisch unterschiedlich komplexe Systeme mit endlich
langen Zeitreihen könnte das komplexere System als das dominantere System identifi-
ziert werden und die Interaktionsrichtung somit fälschlich geschätzt werden (vgl. [159]).
Für andere Einbettungsparameter 𝑚 und 𝑙, sowie andere Kombinationen bidirektionaler
Kopplung konnten analoge Ergebnisse beobachtet werden: Die Schätzung des Direk-
tionalitätsindexes 𝒟(𝜏1, 𝜏2) unterlag analog zu Kap. 4.3.2 der Wahl der Einbettungs-
parameter. Folglich konnten die bekannten Strukturen je nach Datenpunktanzahl 𝑁
und Einbettungsparametern je Interaktionsrichtung und ‑verzögerung beobachtet wer-
den.
4.4. Retardiert gekoppelte Rössler-Oszillatoren
In Folgenden wird untersucht, inwiefern sich die Beobachtungen (Kap. 4.3) für diskrete
dynamische Systeme, welche die Markov-Eigenschaft erfüllen, auch auf Systeme mit
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kontinuierlicher Zeitentwicklung (siehe Kap. 2.1) übertragen lassen, die per Definition
nicht die Markov-Eigenschaft erfüllen und somit nicht die Annahme von DSTE erfüllen.
Dazu wurden zwei Rössler-Oszillatoren analog zu Gl. (4.1) jeweils in der ersten Kom-
ponente der Oszillatoren miteinander diffusiv mit Kopplungsstärke 𝑐𝑋→𝑌 bzw. 𝑐𝑌→𝑋 und
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̇𝑦(2)𝑡 = 𝜔𝑌 (𝑦
(1)
𝑡 + 0.165𝑦(2)𝑡 ),
̇𝑦(3)𝑡 = 𝜔𝑌 (0.2 + 𝑦(3)𝑡 (𝑦(1)𝑡 − 10.0)).
(4.6)
Die Parameter𝜔𝑋 und𝜔𝑌 beschreiben die Eigenfrequenzen der Systeme𝑋 und 𝑌 . Details
siehe Anhang A.2. Als Zeitreihen dienten die Amplitudenwerte der jeweils ersten Kom-
ponenten der Systeme 𝑥(1)𝑡 und 𝑦(1)𝑡 , welchemitΔ𝑡 = 0.3 abgetastetwurden.
Um den Übergang zu Phasensynchronisation oder sogar vollständiger Synchronisation
zu erschweren, wurden für jede der 50 Realisationen zusätzlich zu denAnfangsbedingun-
gen die Eigenfrequenzen𝜔𝑋 und𝜔𝑌 aus einer Gauß-VerteilungmitMittelwert𝜔𝑋 = 0.89
und Standardabweichung 𝜎(𝜔𝑋) = 0.01 gezogen, 𝜔𝑌 und 𝜎(𝜔𝑌 ) analog. Wenn nicht an-
ders angegeben wird, wurden bei gegebenen Eigenfrequenzen und Abtastraten die Ein-
bettungsdimension mit 𝑚 = 5 sowie ‑verzörgerung mit 𝑙 = 7 gemäß Anhang C gewählt.
Anschließend wurde die Kenngröße 𝒟(𝜏1, 𝜏2) für alle Realisationen und untersuchten
Kopplungsstärken und Interaktionsverzögerungen berechnet. Die Kenngröße wird als
Median über die Realisationen zusammen mit den Schwankungsbreiten dargestellt. Die
Parameter 𝜏1 und 𝜏2, sowie die Verzögerungen 𝛿𝑋→𝑌 und 𝛿𝑌→𝑋 werden in Zeiteinheiten
(und nicht in abgetasteten Zeitschritten) angegeben.
4.4.1. Allgemeine Beobachtungen
In Abb. 4.12 sind, analog zu Abb. 4.4, die Kenngrößen für retardierte Informationsflüsse
𝒟𝑋→𝑌 (𝜏1, 𝜏2) (links), 𝒟𝑌→𝑋(𝜏1, 𝜏2) (Mitte), sowie des Direktionalitätsindexes 𝒟(𝜏1, 𝜏2)
(rechts) exemplarisch für zwei unidirektional retardiert gekoppelte Rössler-Oszillatoren
(𝑐𝑋→𝑌 = 0.20, 𝑐𝑌→𝑋 = 0 und Verzögerung 𝛿𝑋→𝑌 = 9.0) für 𝑁 = 103 Datenpunkte
dargestellt.
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Abbildung 4.12.:Wie Abb. 4.4, jedoch für zwei unidirektional (𝑐𝑋→𝑌 = 0) retardiert gekoppelte
Rössler-Oszillatoren mit 𝑐𝑋→𝑌 = 0.2 und Verzögerung 𝛿𝑋→𝑌 = 9.0. Die Parameter 𝜏1 und 𝜏2, sowie
die Verzögerungen 𝛿𝑋→𝑌 und 𝛿𝑌→𝑋 werden in Zeiteinheiten (und nicht in abgetasteten Zeitschritten)
angegeben. Einbettungsparameter: 𝑚 = 5 und 𝑙 = 7; 𝑁 = 103 Datenpunkte.
Analog zu den Beobachtungen in Kap. 4.3.1 (Tab. 4.1) lässt sich bei 𝜏1 = 𝛿𝑋→𝑌 die zu erwar-
tende resonanzartige Struktur beobachten. Desweiteren können die Nebendiagonalen
(d. h. retardierte Informationsflüssemit verringertenAmplitudenwerten)mit𝒟𝑋→𝑌 (𝜏1, 𝜏2)
für 𝜏2 = 𝜏1 + 𝛿𝑋→𝑌 und 𝜏1 > 1 sowie 𝒟𝑌→𝑋(𝜏1, 𝜏2) für 𝜏2 = 𝜏1 − 𝛿𝑋→𝑌 und 𝜏1 > 𝛿𝑋→𝑌
beobachtet werden. Somit lässt sich mittels des Direktionalitätsindexes𝒟(𝜏1, 𝜏2) sowohl
die Richtung, als auch die Verzögerung retardierter gerichteter Interaktionen zwischen
den Oszillatoren korrekt identifizieren und messen. Das bereits in Kap. 4.3.2 beobachtete
„Zerfasern“ der resonanzartigen Struktur, sowie der Nebendiagonalen aufgrund der ge-
wählten Symbolisierungstechnik konnte ebenfalls beobachtetwerden.
Neben den bekannten Strukturen (Tab. 4.1) lassen sich für weitere Parameterpaare 𝜏1, 𝜏2
im Vergleich zum Untergrund erhöhte oder verringerte retardierte Informationsflüsse
beobachten, die sich auf Eigendynamik der Oszillatoren zurückführen lassen: Die Os-
zillatoren weisen eine hohe Periodizität auf und haben zudem eine lange Zerfallszeit
der Autokorrelationsfunktion (AKF) (vgl. Anhang C), weshalb im Gegensatz zur logis-
tischen Abbildung je nach Zeitversatz 𝜏1 bzw. 𝜏2, wenn dieser einem Vielfachen der
Periodendauer der Oszillatoren entspricht, ähnliche Zustände bzw. Observablenwerte
der Oszillatoren beobachtet werden können. Die Observablenwerte werden durch die
Symbolisierung auf dieselben oder sehr ähnliche Symbole abgebildet; Infolgedessen sind
die Übergangswahrscheinlichkeiten erhöht und es wird ein hoher Informationsfluss ge-
schätzt. Die Amplitudenwerte von𝒟(𝜏1, 𝜏2) für Parameterpaare aus diesen zusätzlichen
Strukturen sind niedriger als für die aus den bekannten Strukturen und werden daher
ebenfalls als Untergrund gewertet. Somit kann die vorliegende Interaktionsrichtung und
‑verzögerung weiterhin korrekt identifiziert werden.
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Generell nahm der Direktionalitätsindex 𝒟(𝜏1, 𝜏2) für Parameterpaare aus dem Unter-
grund (also Parameterpaare, die nicht den bekannten Strukturen zugeordnet werden)
selbst für eine großeDatenpunktanzahl𝑁 Amplitudenwerte ungleich 0 an, sodass schein-
bar immer eine Indikation für die Richtung vorlag. Dies könnte ebenfalls an der Periodi-
zität der Oszillatoren liegen. Für bidirektional gekoppelte Systeme (hier nicht gezeigt)
ließen sich eine der Interaktionsrichtung und somit vom Vorzeichen des Direktionali-
tätsindexes abhängige Überlagerung der Strukturen beobachten.
In den folgenden Abschnitten wird analog zu den Untersuchungen an der logistischen
Abbildung (Kap. 4.3) untersucht, inwiefern eine Detektion retardierter gerichteter und
gewichteter Interaktionen sowie Charakterisierung der Interaktionenmittels𝒟 bei nicht-
optimal gewählten Einbettungsparametern und geringen Datenpunktanzahlen möglich
ist. In Hinblick auf die Analyse von Felddaten wird zudem untersucht, inwiefern die
Charakterisierung von retardierten gerichteten Interaktionen zwischen Systemen unter-
schiedlicher Eigenfrequenzen möglich ist, da dies im Allgemeinen den wahrscheinliche-
ren Fall darstellt, der bei Felddaten anzutreffen ist.
4.4.2. Abhängigkeit von Datenpunktanzahl und
Einbettungsparameter
Zunächst wird untersucht, inwiefern retardierte gerichtete und gewichtete Interaktio-
nen bei (nicht)-optimal gewählten Einbettungsparametern und teils stark begrenzter Da-
tenpunktanzahl mittels 𝒟 zwischen Systemen kontinuierlicher Zeitentwicklung cha-
rakterisiert werden können. In Abb. 4.13 ist die Abhängigkeit des Direktionalitätsinde-
xes 𝒟(𝜏1, 𝜏2) von der Datenpunktanzahl 𝑁 ∈ {103,… , 106}, sowie der Einbettungs-
dimension 𝑚 ∈ {3,… , 5} dargestellt. Die Kopplungsstärke wurde dabei mit 𝑐𝑋→𝑌 =
0.1 so gewählt, dass nur On-Off-Intermittenz und keine Phasensynchronisation bzw.
Zeitversatz-Synchronisation vorlag (vgl. Kap. 2.3.5).
Für alle untersuchten Datenpunktanzahlen und Einbettungsdimensionen konnte mit-
tels 𝒟 die Interaktionsrichtung korrekt identifiziert sowie ‑verzögerung quantifiziert
werden. Dies war sowohl mit einer optimal gewählten Einbettungsdimension von 𝑚 = 5
(Abb. 4.13, obere Reihe), als auch mit nicht-optimal gewählten Einbettungsdimensionen
(Abb. 4.13, zweite und dritte Reihe) möglich. Zusätzlich zu den bekannten Strukturen
konnten für bestimmte Parameterpaare (𝜏1, 𝜏2) periodisch wiederkehrende Muster mit
niedrigeren Amplitudenwerten von𝒟(𝜏1, 𝜏2) beobachtet werden (vgl. Kap. 4.4.1), welche
sich von den bekannten Strukturen unterscheiden lassen und auf die Periodizität der
Oszillatoren zurückführen lassen.
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Abbildung 4.13.: Direktionalitätsindex 𝒟(𝜏1, 𝜏2) in Abhängigkeit der Einbettungsdimension 𝑚
und Datenpunktanzahl 𝑁 . Von links nach rechts: ansteigende Datenpunktanzahl 𝑁 ; Von oben
nach unten: ansteigende Einbettungsdimension 𝑚 ∈ {5,… , 3}; Die Einbettungsverzögerung
wurde konstant auf 𝑙 = 7 gesetzt. Interaktion zwischen zwei unidirektional (𝑐𝑌→𝑋 = 0)
retardiert gekoppelten Rössler-Oszillatioren mit Verzögerung 𝛿𝑋→𝑌 = 9 Zeiteinheiten und
Kopplungsstärke 𝑐𝑋→𝑌 = 0.15. Positive (bzw. negative) Amplitudenwerte von 𝒟(𝜏1, 𝜏2) indizieren
das System 𝑋 als Treiber (bzw. Responder).
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Abbildung 4.14.:Wie Abb. 4.13, jedoch in Abhängigkeit der Einbettungsverzögerung 𝑙. Von links
nach rechts: ansteigende Einbettungsverzögerung 𝑙 ∈ {5,… , 9}. Die Einbettungsdimension wurde
konstant auf 𝑚 = 5 gesetzt und Zeitreihen mit 𝑁 = 106 Datenpunkten verwendet.
Analog zu den Beobachtungen in Kap. 4.3.2 konnte eine Schranke an Datenpunkten be-
obachtet werden, oberhalb derer die Interaktionsrichtung und ‑verzögerung noch mittels
der resonanzartigen Struktur identifiziert werden konnte und unterhalb derer die Identi-
fizierung mittels der Nebendiagonalen möglich war. Die Faustformel Gl. (4.4) erwies sich
zumindest für die Einbettungsdimensionen 𝑚 ∈ {4, 5} als korrekt — nicht jedoch für die
deutlich zu gering gewählte Einbettungsdimension 𝑚 = 3. Für diese Einbettungsdimen-
sion ließen sich für alle untersuchten Datenpunktanzahlen sowohl die resonanzartige
Struktur als auch die Nebendiagonalen beobachten.
In Abb. 4.14 ist die Abhängigkeit des Direktionalitätsindexes 𝒟(𝜏1, 𝜏2) von der Einbet-
tungsverzögerung 𝑙 für die optimale Einbettungsdimension 𝑚 = 5 sowie𝑁 = 105 Daten-
punkte exemplarisch dargestellt. Analog zu den Beobachtungen in Kap. 4.3.2 konnte ein
„Zerfasern“ der bekannten Strukturen und somit bis zu 2𝑚+1 = 11weitere Strukturen im
Abstand von 𝜏1 = 𝑙 beobachtet werden. Diese Beobachtungen lassen sich wieder durch
die verwendete Symbolisierungstechnik erklären.
4.4.3. Abhängigkeit von Kopplungsstärke
Nachdem der Einfluss nicht-optimal gewählter Einbettungsparameter und stark begrenz-
ter Datenpunktanzahl untersucht wurde, wird in diesem Abschnitt untersucht, für wel-
chen Kopplungsstärkebereich (vgl. Kap. 2.3.5 und Kap. 4.3.3) retardierte gerichtete Inter-
aktionen mittels DSTE detektiert und charakterisiert werden können. Nicht Gegenstand
der folgenden Untersuchungen ist die Analyse verschiedener Synchronisationsformen
in Abhängigkeit der Kopplungsstärke und der zugrundeliegenden Interaktionsverzöge-
rung, wie in [229] beobachtet wurde.
Analog zu den Untersuchungen an logistischen Abbildungen (Kap. 4.3.3) werden die
Ergebnisse exemplarisch anhand einzelner Parameterpaare (𝜏1, 𝜏2) für eine Verzöge-
rung von 𝛿𝑋→𝑌 = 9.0 dargestellt, für die der retardierte Informationsfluss ermittelt und
die Differenzierbarkeit zum Untergrund in Abhängigkeit der Kopplungsstärke analysiert
65
4. Analyse retardierter, gewichteter und gerichteter Interaktion in Modellsystemen
Struktur Informationsfluss Erwartete Differenzierbarkeit
𝑋 → 𝑌 𝑌 → 𝑋
resonanzartige Struktur 𝔇𝑅⋆ ≔ 𝒟⋆(9.3, 9.0) > 0 = 0
untere Nebendiagonale 𝔇𝐿⋆ ≔ 𝒟⋆(9.3, 0.3) = 0 < 0
obere Nebendiagonale 𝔇𝑈⋆ ≔ 𝒟⋆(9.3, 18.3) < 0 = 0
(mittlerer) Untergrund 𝔇𝐵⋆ ≔ 𝒟⋆(20.3, 20.3) 𝔇𝐵 ≔ (𝔇𝐵𝑋→𝑌 + 𝔇𝐵𝑌→𝑋) / 2
Tabelle 4.3.:Wie Tab. 4.2 jedoch mit 𝛿𝑋→𝑌 = 9.0.
wird. Die Parameterpaare sowie die Definition der retardierten Informationsflüsse sind
in Tab. 4.3 mit den jeweiligen zu erwartenden Differenzierbarkeiten zum Untergrund
aufgelistet. Für die weiteren Analysen wurden die Einbettungsparameter auf 𝑚 = 5 und
𝑙 = 7 festgesetzt (s. o.).
In Abb. 4.15 ist die Abhängigkeit von 𝒟(𝜏1, 𝜏2) von der Kopplungsstärke 𝑐𝑋→𝑌 für ver-
schiedeneDatenpunktanzahlen𝑁 für exemplarisch ausgewählte Parameterpaare (𝜏1, 𝜏2)
aus der resonanzartigen Struktur (𝔇𝑅⋆), den Nebendiagonalen (𝔇𝑈⋆ , 𝔇𝐿⋆) sowie dem mitt-
leren Untergrund (𝔇𝐵) in dargestellt. Die Ergebnisse sind qualitativ vergleichbar mit
denen aus Kap. 4.3.3. Die kritische Kopplungsstärke, ab der für einen Großteil der Reali-
sationen ein retardierter Informationsfluss detektiert und Richtung von Interaktion iden-
tifiziert werden kann, liegt bei geringer Datenpunktanzahl (𝑁 = 103) bei 𝑐𝑋→𝑌 ≈ 0.17
und für große Datenpunktanzahlen (𝑁 = 106) bei 𝑐𝑋→𝑌 ≈ 0.1. Die Differenzierbarkeit
der Kenngrößen zum Untergrund stieg analog zur den Beobachtungen in Kap. 4.3.3 bis
zur Kopplungsstärke 𝑐𝑋→𝑌 ≈ 0.2 an, bis der jeweilige Informationsfluss maximale Am-
plitudenwerte annahm. Die Kopplungsstärke, ab der maximale Amplitudenwerte von 𝒟
beobachtet werden konnten, ist zum einen systembedingt verschieden zu der in Kap. 4.3.3
und zum anderen abhängig von der vorliegenden Verzögerung (vgl. [229]). Entgegen
der Erwartung (Tab. 4.3) fällt die scheinbare Differenzierbarkeit des Schätzers aus der
unteren Nebendiagonale 𝔇𝐿𝑋→𝑌 zum Untergrund 𝔇𝐵 (Abb. 4.15 unten, lila) auf. Diese
konnte unabhängig von der Datenpunktanzahl selbst für große Datenpunktanzahlen
beobachtet werden. Der Schätzer aus der oberen Nebendiagonale𝔇𝑈𝑌→𝑋 konnte ebenfalls,
entgegen der Erwartung, ein zum Untergrund differenzierbarer Informationsfluss bei
großen Datenpunktanzahlen (Mitte rechts, orange) beobachtet werden. Dieser schein-
bare Informationsfluss lässt sich auf eine ungünstige Wahl des Parameterpaares (𝜏1, 𝜏2)
zur Definition eines Untergrundes und der anschließenden Mittelung zurückführen, da
aufgrund der zusätzlichen Muster (dem Zerfaserns aufgrund der Einbettungsparameter
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Abbildung 4.15.: Analog wie Abb. 4.9 jedoch für zwei unidirektional (𝑐𝑌→𝑋 = 0) retardiert
gekoppelte Rössler-Oszillatoren: Mittlerer Informationsfluss von System 𝑋 nach 𝑌 (lila Linien),
sowie von 𝑌 nach 𝑋 (orange Linien) in Abhängigkeit der Kopplungsstärke 𝑐𝑋→𝑌 für drei
exemplarische Parameterpaare (𝜏1, 𝜏2) aus den beobachtbaren Strukturen, sowie einem Paar aus
dem Untergrund; Definition der Schätzer, sowie Wahl der Parameterpaare siehe Tab. 4.2.
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sowie der dazukommenden Periodizität der Systeme, s. o.) nahezu kein Parameterpaar
existiert, für das der Direktionalitätsindex unabhängig ist und somit kein gut geeigneter
Untergrund definiert werden kann.
4.4.4. Abhängigkeit von Eigenfrequenzen
In diesem Abschnitt wird in Hinblick auf die Analyse von Felddaten untersucht, inwie-
fern die Charakterisierung von retardierten gerichteten Interaktionen zwischen Syste-
men unterschiedlicher Eigenfrequenzen möglich ist, da dies im Allgemeinen den wahr-
scheinlicheren Fall darstellt, der bei Felddaten anzutreffen ist. Für die folgendenAnalysen
wurde zwei Rössler-Oszillatoren mit unterschiedlicher mittlerer Eigenfrequenz unidi-
rektional (𝑐𝑌→𝑋 = 0) retardiert mit Kopplungsstärke 𝑐𝑋→𝑌 ∈ [0, 0.5] und Verzögerung
𝛿𝑋→𝑌 = 9.0 gekoppelt und Zeitreihen mit 𝑁 = 105 Datenpunkten je Realisation erzeugt.
Je analysierter mittlerer Eigenfrequenz 𝜔𝑋 ∈ [0.78, 1.00] wurden je Realisation die
Eigenfrequenzen einer Gauß-Verteilung mit Mittelwert 𝜔𝑋 und Standardabweichung
𝜎(𝜔𝑋) = 0.01 gezogen, 𝜔𝑌 und 𝜎(𝜔𝑌 ) analog.
Unter Berücksichtigung der bisherigen Beobachtungen und der relativ hohen Daten-
punktanzahl wird die höchste Differenzierbarkeit des Direktionalitätsindex 𝒟(𝜏1, 𝜏2)
gegenüber dem Untergrund für Parameterpaare aus der resonanzartigen Struktur er-
wartet. Zur Vergleichbarkeit der Beobachtungen untereinander werden die Ergebnisse
exemplarisch für ein Parameterpaar aus der resonanzartigen Struktur (Tab. 4.3) über
die relative Differenzierbarkeit des Direktionalitätsindexes𝔇𝑅 zum Untergrund𝔇𝐵 mit-
tels
Δ𝔇𝑅 ≔ (𝔇𝑅 − 𝔇𝐵) /𝔇𝑅 (4.7)
mit 𝔇𝑅 ≔ 𝔇𝑅𝑋→𝑌 − 𝔇𝑅𝑌→𝑋 , angegeben, 𝔇𝐵 analog.
An dieser Stelle ist zu beachten, dass a priori die Kenntnis der korrekten Interaktions-
verzögerung aus Gleichung (4.6) benutzt wird, um ein Parameterpaar (𝜏1, 𝜏2) gemäß
Tab. 4.3 aus der resonanzartigen Struktur zu wählen. Unter der Voraussetzung, dass
die tatsächlich vorliegende Verzögerung der angenommenen Verzögerung entspricht,
indizieren positive Amplitudenwerte somit die korrekte Interaktionsrichtung, negative
eine fälschlicherweise umgekehrte Interaktionsrichtung.
Die Wahl der Einbettungsverzögerung birgt zunächst Probleme: Da die mittleren Eigen-
frequenzen der Oszillatoren teils unterschiedlich gewählt werden, gibt es keine allgemein
gültige optimale Einbettungsverzögerung, die für beide Systeme gleichzeitig optimal ist.
Um nicht eine Richtungsindikation durch die Wahl der Einbettungsverzögerung 𝑙 zu
bevorzugen (vgl. Kap. 4.1.2) wurde 𝑙 über das nächste ganzzahlige Mittel der optima-
len Einbettungsverzögerungen der jeweils ungekoppelten Oszillatoren nach Anhang C
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Abbildung 4.16.: Relative Differenzierbarkeit Δ𝔇𝑅 des Direktionalitätsindexes zum Untergrund
(Gl. (4.7)) für zwei unidirektional, retardiert gekoppelte Rössler-Oszillatoren in Abhängigkeit
der mittleren Eigenfrequenz des Treibers 𝜔𝑋 bzw. des Responders 𝜔𝑌 . Von links nach rechts:
ansteigende Kopplungsstärke 𝑐𝑋→𝑌 .
gewählt. Diese waren auf das Intervall 𝑙 ∈ {5,… , 9} beschränkt. Für diesen Bereich
konnte für Oszillatoren gleicher mittlerer Eigenfrequenz selbst bei nicht-optimaler Wahl
der Einbettungsverzögerung eine resonanzartige Struktur (siehe Abb. 4.14) beobachtet
werden. Somit scheint die Wahl zunächst unproblematisch.
In Abb. 4.16 ist die relative DifferenzierbarkeitΔ𝔇𝑅 in Abhängigkeit der mittleren Eigen-
frequenzen der Rössler-Oszillatoren für verschiedene Kopplungsstärken dargestellt. Für
alle untersuchten Oszillator-Paare gleicher mittlerer Eigenfrequenz (sieheHauptdiagona-
lenmit ∀𝜔𝑋 ∶ 𝜔𝑋 = 𝜔𝑌 ) konnte ab einer Kopplungsstärke von 𝑐𝑋→𝑌 ≈ 0.15 die Interakti-
onsrichtung korrekt indiziert und ‑verzögerung charakterisiert werden. Die relative Dif-
ferenzierbarkeit der resonanzartigen Struktur zum Untergrund betrug dabei mindestens
Δ𝔇𝑅 ≈ 0.5. Unter dieser Kopplungsstärke konnte erwartungsgemäß zu Kap. 4.4.3 für nur
wenige Realisationen eine retardierte Interaktion detektiert und charakterisiert werden.
Bei unterschiedlich gewählten mittleren Eigenfrequenzen wurde eine vermeintlich um-
gekehrte Interaktionsrichtung indiziert. Mit ansteigender Kopplungsstärke konnten für
zunehmend unterschiedliche mittlere Eigenfrequenzen die Interaktionsrichtung korrekt
indiziert und ‑verzögerung korrekt quantifiziert werden. Für eine Kopplungsstärke von
𝑐𝑋→𝑌 = 0.5 ließ sich die Interaktionsrichtung für 𝜔𝑋 ≥ 𝜔𝑌 korrekt indizieren und die
Verzögerung korrekt quantifizieren. Wies der Responder jedoch eine höhere mittlere
Eigenfrequenz als der Treiber auf, so wurde weiterhin fälschlicherweise eine umgekehr-
te Richtung analog zu den Beobachtungen in [159] indiziert. Es könnte jedoch auch
sein, dass der Responder zukünftige Zustände des Treibers vorausahnt und mit diesen
synchronisiert [230] und schließlich mittels 𝒟 fälschlicherweise als Treiber indiziert
wird.
Diese Beobachtungen lassen sich wie folgt erklären: Zum einen können Oszillatoren
unterschiedlicher Eigenfrequenz erst ab einer bestimmten Kopplungsstärke synchroni-
sieren (vgl. Arnold-Zunge, Kap. 4.1.1 und Synchronisationsregime, Kap. 2.3.5) und somit
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retardierte Interaktionen zwischen diesen mittels DSTE charakterisiert werden. Zum
anderen muss die beobachtete Frequenz der retardiert gekoppelten Oszillatoren nicht
den Eigenfrequenzen der ungekoppelten Oszillatoren entsprechen, da die beobachtete
Frequenz abhängig von der vorliegenden Interaktionsverzögerung [231] ist. Vorherige
Studien konnten zudem zeigen, dass die vorherrschende Art und Grad an Synchronisa-
tion neben der Kopplungsstärke zusätzlich vom Verhältnis der Interaktionsverzögerung
zur Periodendauer der Oszillatoren abhängig ist [232]. Daher werden für unterschied-
liche Eigenfrequenzen und Verzögerungen unterschiedliche Kopplungsstärken benötigt,
ab denen die Systeme synchronisieren und retardierte Interaktion charakterisiert werden
können.
Zur Quantifizierung der relativen Differenzierbarkeit Δ𝔇𝑅 wurde a priori ein Parame-
terpaar aus der resonanzartigen Struktur gemäß Tab. 4.1 mit der eingestellten Verzöge-
rung 𝛿𝑋→𝑌 = 9.0 gewählt. Es konnten jedoch für bestimmte Kombinationen von Kopp-
lungsstärke zu Periodendauer, Frequenzunterschied der Oszillatoren, sowie Interaktions-
verzögerung eine von der eingestellten Verzögerung abweichende Interaktionsverzöge-
rungmittels𝒟(𝜏1, 𝜏2) beobachtet werden; Diese wichen bis zu 30% von der eingestellten
Verzögerung ab. Es bleibt zu klären, ob die Systeme tatsächlich mit einer anderen als
der eingestellten Verzögerung synchronisieren oder ob die Messung der Interaktion mit-
tels𝒟 für diese Konstellation von Kopplungsstärke, Verhältnis von Periodendauer zu In-
teraktionsverzögerung, sowie Frequenzunterschied verfälschtwird.
4.5. Netzwerk retardiert gekoppelter
Rössler-Oszillatoren
In einem letzten Schritt wird analysiert, ob mittels DSTE retardierte Interaktionen in
Netzwerken retardiert interagierender dynamischer Systeme charakterisiert werden kön-
nen. Diese Netzwerke können entweder aus vielen kleinen biologischen, chemischen,
neuronalen, miteinander interagierenden Elementen (Subsystemen) bestehen und sogar
als Modell zur Charakterisierung globaler Dynamiken wie sozialem Verhalten ganzer
Gesellschaften dienen [14]. Häufig ist die Struktur der Netzwerke nicht von primärem
Interesse, sondern vielmehr die Interaktionen der einzelnen (Sub)-Systeme, die zu einer
emergenten komplexen Gesamtdynamik des Netzwerkes führen können. Kenntnis über
Eigenschaften von Interaktionen ermöglicht eine Konstruktion sogenannter funktioneller
Netzwerke, deren Analyse zu einem tieferen Verständnis der beobachteten Dynamiken
in vielen Bereichen der Wissenschaft beitragen kann [5, 14, 26, 39, 41–43, 51, 52, 54,
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Schema A













𝑐𝑌→𝑍 = 𝑐𝑍→𝑌 = 0
Abbildung 4.17.: Kopplungsschemata von Netzwerken retardiert-gekoppelter Rössler-Oszillatoren.
Schema A : System 𝑋 treibt System 𝑌 , welches wiederum System 𝑍 treibt. Somit ist 𝑋 indirekt
über 𝑌 mit 𝑍 gekoppelt. Schema B : System 𝑋 treibt sowohl System 𝑌 als auch System 𝑍 . Somit
stellt 𝑋 eine gemeinsame Quelle für 𝑌 und 𝑍 dar; 𝑌 und 𝑍 sind ungekoppelt. Alle direkten
Kopplungen erfolgen mit Verzögerungen 𝛿⋆, ⋆ indiziert die jeweilige Interaktionsrichtung.
60, 233]. Eine wichtige Fragestellung, ist dabei, ob direkte von indirekten Interaktionen4
differenziert werden können und letztere nicht fälschlicherweise als direkte überschätzt
werden [234–236].
In diesem Kapitel wird untersucht, inwiefern direkte von indirekten retardierten Inter-
aktionen mittels DSTE in einem Netzwerk interagierender dynamischer Systeme diffe-
renziert werden können und ob sowohl die jeweiligen Interaktionsrichtungen als auch
‑verzögerungen korrekt identifiziert werden können. Zudem wird untersucht, inwiefern
sogannte gemeinsame Quellen, d. h. nicht beobachtete (Sub)-Systeme, die andere gemes-
sene (Sub)-Systeme beeinflussen, dazu führen, dass fälschlicherweise Interaktionen zwi-
schen den beeinflussten Systemen geschätzt werden. Diese können insbesondere bei der
Analyse von Felddaten aufgrund falscher räumlicher oder gar fehlender Abtastung anzu-
treffen sein und zu fälschlicherweise geschätzten Interaktionen führen [5, 86, 127, 237–
239]. Für die folgenden Analysen werden zwei Grundtypen von Netzwerken untersucht,
um einerseits den Einfluss indirekter Interaktionen (Schema A) und andererseits den
Einfluss gemeinsamer Quellen (Schema B) auf die Identifikation und Charakterisierung
retardierter Interaktionen mittels𝒟 in Netzwerken zu untersuchen. In Abb. 4.17 sind die
Kopplungsschemata der Netzwerk-Grundtypen dargestellt: Schema A ahmt eine indi-
rekte Kopplung nach, indem System𝑋 unidirektional retardiert mit System 𝑌 gekoppelt
ist, welches wiederum unidirektional retardiert mit System 𝑍 gekoppelt ist. Der Einfluss
4Als indirekte Interaktionen werden im Folgenden solche bezeichnet, bei denen Systeme nicht direkt
miteinander interagieren, sondern über ein weiteres System interagieren.
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von System 𝑋 auf System 𝑍 liegt somit nur indirekt vor und es ist zu erwarten, dass ein
möglicher Einfluss mit einer Verzögerung von
𝛿𝑋→𝑍 ≥ 𝛿𝑋→𝑌 + 𝛿𝑌→𝑍 (4.8)
stattfinden sollte. Gleichheit sollte nur beobachtbar sein, wenn System 𝑌 selbst keine zu-
sätzliche Verzögerung induziert. Schema B ahmt den Einfluss einer gemeinsamen Quel-
le 𝑋 nach: System 𝑋 ist unidirektional retardiert in die Systeme 𝑌 und 𝑍 eingekoppelt.
Die Systeme 𝑌 und 𝑍 sollten aufgrund abwesender Kopplung unabhängig sein. Sollte
dennoch aufgrund von Endlichkeit der zugrundeliegenden Daten oder andere Einfluss-
faktoren eine Kopplung fälschlicherweise indiziert werden, so wäre eine Verzögerung
von
𝛿𝑌→𝑍 = 𝛿𝑋→𝑍 − 𝛿𝑋→𝑌 ∀𝛿𝑋→𝑌 < 𝛿𝑋→𝑍
𝛿𝑍→𝑌 = 𝛿𝑋→𝑌 − 𝛿𝑋→𝑍 ∀𝛿𝑋→𝑌 > 𝛿𝑌→𝑍
(4.9)
intuitiv zu erwarten. Desweiteren sollte die scheinbare Interaktion so gerichtet sein,
dass das zeitlich früher von 𝑋 beeinflusste System als Treiber des anderen indiziert
wird.
Für die folgenden Untersuchungen wurden je 20 Realisationen der Differentialgleichun-
gen mit zufällig gewählten Anfangsbedingungen in der Nähe der Attraktoren mit 𝑐⋆ ∈
[0, 0.5] und Verzögerung 𝛿⋆ ∈ [0, 10] erzeugt,⋆ kennzeichnet die jeweilige Interaktions-

















𝑡 + 0.165𝑥(2)𝑡 ),
?̇?(3)𝑡 = 𝜔𝑋(0.2 + 𝑥(3)𝑡 (𝑥(1)𝑡 − 10.0)),
(4.10)
Kopplungsstärken gemäß Abb. 4.17, Gleichungssysteme für 𝑌 und 𝑍 analog zu Gl. (4.6).
Eigenfrequenzen, Observablen, Abtastung sowie Zeitreihen analog zu Kap. 4.4.3. An-
schließend wurden paarweise alle Interaktionen mittels 𝒟 aus den Zeitreihen mit 𝑁 =
105 und Einbettungsparametern 𝑚 = 5 und 𝑙 = 7 sowie Parameterpaaren 𝜏1, 𝜏2 ∈
{0.3,… , 22.5} geschätzt. Das Interval der Parameterpaarewurde so groß gewählt, dass al-
lemöglichenVerzögerungen nachGl. (4.8) und (4.9) detektiert werden können.
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Verzögerung Indizierte Verzögerung und Richtung mittels 𝒟
𝑋 ⇋ 𝑌 𝑋 ⇋ 𝑍 𝑋 ⇋ 𝑍
𝛿𝑋→𝑌 > 𝛿𝑌→𝑍 korrekt korrekt scheinbarer Informationsfluss 𝑋 → 𝑍
mit Verzögerung
𝛿𝑋→𝑍 = 𝛿𝑋→𝑌 + 𝛿𝑌→𝑍𝛿𝑋→𝑌 < 𝛿𝑌→𝑍 korrekt korrekt
𝛿𝑋→𝑌 = 𝛿𝑌→𝑍 korrekt korrekt
Tabelle 4.4.: Zusammenfassung der paarweisen Charakterisierung von Interaktionen im Oszillator-
Netzwerk mit Kopplungsschema A: Die Interaktionsrichtungen direkter Interaktionen sind in
schwarz dargestellt, die indirekter in grau. Korrekt bedeutet, dass sowohl die Interaktionsrichtung
korrekt indiziert als auch ‑verzögerung korrekt mittels 𝒟 quantifiziert wurden.
Schema A
In Abb. 4.18 sind die Direktionalitätsindizes 𝒟(𝜏1, 𝜏2) für die retardierten Interaktionen
im Oszillator-Netzwerk A für exemplarische Konstellationen der Interaktionsverzöge-
rungen zusammengefasst: Von oben nach unten: 𝛿𝑋→𝑌 < 𝛿𝑌→𝑍 , 𝛿𝑋→𝑌 > 𝛿𝑌→𝑍 und 𝛿𝑋→𝑌 =
𝛿𝑋→𝑍 . Direkte Interaktionen (𝑋 → 𝑌 und 𝑌 → 𝑍) konnten sowohl bezüglich ihrer
Richtungsindikation als auch ‑verzögerung erwartungsgemäß (Kap. 4.4.3) ab einer Kopp-
lungsstärke von 𝑐⋆ ≈ 0.15 (⋆ kennzeichnet die Interaktionsrichtungen) jeweils korrekt
mittels der resonanzartigen Struktur sowie Nebendiagonalen charakterisiert werden. Un-
abhängig von der Konstellation der Interaktionsverzögerungen 𝛿𝑋→𝑌 zu 𝛿𝑌→𝑍 konnte
zudem nahezu unabhängig von dem Verhältnis der Kopplungsstärke untereinander ab
einer Mindest-Kopplungsstärke von 𝑐⋆ ≈ 0.15 ein scheinbarer retardierter Informations-
fluss von 𝑋 nach 𝑍 detektiert werden. Die daraus ermittelbare Interaktionsverzögerung
entsprach der Erwartung gemäß Gl. (4.8) der Summe der einzelnen Verzögerungen der
direkten Interaktionen. Der jeweils maximal gemessene Informationsfluss war zwischen
𝑋 und 𝑌 am größten und zwischen 𝑋 und 𝑍 am geringsten.
Die Ergebnisse der Charakterisierung retardierter gerichteter und gewichteter Interak-
tionen inNetzwerken nach SchemaA sind in Tab. 4.4 zusammengefasst.
Schema B
Analog zu Abb. 4.18 sind in Abb. 4.19 die Direktionalitätsindizes 𝒟(𝜏1, 𝜏2) für die re-
tardierten Interaktionen im Oszillator-Netzwerk B für exemplarische Konstellationen
der Interaktionsverzögerungen dargestellt. Wie bei den Analysen am Oszillator-Netz-
werk Schema A konnte erwartungsgemäß ab einer Kopplungsstärke von 𝑐𝑋→𝑌 ≈ 0.15
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Abbildung 4.18.: Direktionalitätsindizes𝒟 aller paarweisen Interaktionen im Oszillator-Netzwerk
(Schema A) für unterschiedliche Konstellationen der Interaktionsverzögerungen. Linke und mitt-
lere Spalte: dominanter retardierter Informationsfluss zwischen direkt gekoppelten Oszillatoren;
rechte Spalte: gemessener dominanter retardierter Informationsfluss zwischen den ungekoppelten
Oszillatoren. Oben: 𝛿𝑋→𝑌 = 3.9, 𝛿𝑌→𝑍 = 9 Zeiteinheiten, Mitte: 𝛿𝑋→𝑌 = 9, 𝛿𝑌→𝑍 = 3.9 Zeiteinheiten,
Unten: 𝛿𝑋→𝑌 = 𝛿𝑌→𝑍 = 9 Zeiteinheiten. Einbettungsparameter 𝑚 =5 und 𝑙 =7, Kopplungsstärken
𝑐𝑋→𝑌 = 𝑐𝑌→𝑍 = 0.15. Gemäß des Kopplungsschemas sollte kein (retardierter) Informationsfluss
zwischen den Systemen 𝑌 und 𝑍 vorliegen.
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Abbildung 4.19.:Wie Abb. 4.18, jedoch für Interaktionen im Oszillatoren-Netzwerk vom Typ B.
Gemäß des Kopplungsschemas sollte kein (retardierter) Informationsfluss zwischen den Systemen
𝑌 und 𝑍 vorliegen.
75
4. Analyse retardierter, gewichteter und gerichteter Interaktion in Modellsystemen
Verzögerung Indizierte Verzögerung und Richtung mittels 𝒟
𝑋 ⇋ 𝑌 𝑋 ⇋ 𝑍 𝑌 ⇋ 𝑍
𝛿𝑋→𝑌 > 𝛿𝑋→𝑍 korrekt korrekt scheinbare Interaktion 𝑌 → 𝑍 mit𝛿𝑌→𝑍 = 𝛿𝑋→𝑍 − 𝛿𝑋→𝑌
𝛿𝑋→𝑌 < 𝛿𝑋→𝑍 korrekt korrekt scheinbare Interaktion 𝑍 → 𝑌 mit𝛿𝑍→𝑌 = 𝛿𝑌→𝑋 − 𝛿𝑋→𝑍
𝛿𝑋→𝑌 = 𝛿𝑋→𝑍 korrekt korrekt scheinbare Interaktion für𝑐𝑋→𝑌 ≠ 𝑐𝑋→𝑍
Tabelle 4.5.:Wie Tab. 4.4, jedoch für das Oszillator-Netzwerk mit Kopplungsschema B.
die Interaktionsrichtung direkter retardierter Interaktionen korrekt detektiert und die
Verzögerung korrekt identifiziert werden. Zusätzlich konnten jedoch von 0 verschiedene
Amplitudenwerte des Direktionalitätsindexes 𝒟 für scheinbare Interaktionen zwischen
den ungekoppelten Systemen 𝑌 ⇋ 𝑍 beobachtet werden, wenn entweder die Interakti-
onsverzögerungen (vgl. Tab. 4.5 obere und mittlere Zeile) oder die Kopplungsstärken bei
sonst gleicher Verzögerung unterschiedlich waren (hier nicht gezeigt) und zudem ober-
halb einer Schwelle 𝑐⋆ ≈ 0.15, ab der Interaktionen detektiert werden können (Kap. 4.4.3),
lagen. Bei ungleichen Interaktionsverzögerungen 𝛿𝑋→𝑌 ≠ 𝛿𝑋→𝑍 wurde das System mit
der geringeren Verzögerung als Treiber des jeweils anderen ausschließlich von𝑋 getrie-
benen Systems indiziert. Die mittels 𝒟 quantifizierte Verzögerung entsprach der Diffe-
renz der jeweiligen Verzögerungen. Im Falle gleicher Interaktionsverzögerung und asym-
metrischen Kopplungsstärken 𝑐𝑋→𝑌 ≠ 𝑐𝑋→𝑍 wurde ein von der Asymmetrie der Kopp-
lungsstärken abhängiger Informationsfluss indiziert: das zum gemeinsamen Treiber 𝑋
stärker gekoppelte System wurde als Treiber des anderen ausschließlich von System 𝑋
getriebenen Systems indiziert. In Tab. 4.5 sind die Ergebnisse der Charakterisierung von
Interaktionen im Oszillator-Netzwerk (Schema B) für verschiedene Konstellationen der
Interaktionsverzögerungen zusammengefasst.
Insgesamt lässt sich zusammenfassen, dass zwar die identifizierten Richtungen und ‑ver-
zögerungen direkter Interaktionen korrekt erfasst wurden, jedoch konnten auch indi-
rekte Interaktionen nicht-gekoppelter Oszillatoren beobachtet werden, die aufgrund der
bivariaten Eigenschaft der Kenngröße nicht von den direkten Interaktionen eindeutig
unterschieden werden konnten. Zudem konnte fälschlicherweise je nach Konstellati-
on der Interaktionsverzögerungen und Kopplungsstärken eine scheinbare Interaktion
zwischen gemeinsam beeinflussten, untereinander ungekoppelten Systemen beobachtet





Anhand vonUntersuchungen an synthetischen Zeitreihen vonModellsystemenmitwohl-
definierten EigenschaftenwurdenMethoden zur Charakterisierung retardierter gerichte-
ter und gewichteter Interaktionen inNetzwerken gegenübergestellt und ihre Eignung zur
Analyse von Felddaten untersucht. Dazu wurden zwei Ansätze verfolgt, die auf den bei-
den gängigsten Konzepten von Synchronisation basieren, Phasensynchronisation (PA)
und generalisierte Synchronisation mittels Informationstheorie (IA), und jeweils ein re-
präsentativesMaß zur Charakterisierung der Stärke bzw. Richtung gewählt. Da jeder An-
satz unterschiedliche Aspekte der Dynamik erfasst und konstruktionsbedingt auf unter-
schiedlichen Formen der Synchronisation basiert wurde untersucht, inwiefern eine Cha-
rakterisierung der Interaktionen von der Wahl des zugrundeliegenden Ansatzes abhängt
und inwiefern Stärke und Richtung von Interaktionen bestimmtwerden können.
Trotz ihrer konzeptionellen Unterschiede konnten ab einer bestimmten Kopplungsstärke
mit beiden Ansätzen Interaktionen detektiert und charakterisiert werden. Es konnten die
in Kap. 2.3.5 diskutierten verschiedenen Synchronisationsregime für unterschiedliche
Kopplungsstärken beobachtet werden, wobei die Ansätze eine unterschiedliche Sensi-
tivität gegenüber der Form der Synchronisation konstruktionsbedingt aufzeigten. Beide
Ansätze hatten gemein, dass sowohl für sehr kleine als auch sehr große Kopplungsstär-
ken keine gerichtete Interaktion detektiert und somit diese Synchronisationsregime nicht
voneinander unterschieden werden konnten. Diese Ambiguität können jedoch durch zu-
sätzliche Kenntnis über die Stärke der Interaktion vermieden werden [2, 4, 117]. Anhand
dieser Beobachtungen wurde schließlich ein Analyseansatz entwickelt, mit dem die Syn-
chronisationsregime unterschieden werden können und Fehlinterpretationen der Kenn-
größen für die Interaktionsrichtung vermieden werden können.
Auf Grundlage der konzeptionell einfachen Symbolischen Transferentropie (STE) wur-
de im Zuge dieser Arbeit eine Methode zur Charakterisierung retardierter gerichteter
und gewichteter Interaktionen entwickelt, die Delayed Symbolic Transfer-Entropy (DS-
TE) [1]. Diese wurde anhand verschiedener Modellsysteme bezüglich ihrer Eignung zur
Analyse von Felddaten auf verschiedene Einflussfaktoren untersucht sowie Grenzen der
Kenngröße𝒟 analysiert. Es konnte gezeigt werden, dass prinzipiell sowohl die Richtung
identifiziert als auch Verzögerung von retardierten Interaktionen quantifiziert werden
kann. Für gleich starke bidirektionale Interaktionen gleicher Verzögerung war dies er-
wartungsgemäß jedoch nicht möglich. Für die Charakterisierung von Interaktionen sind
Kenntnis über geeignete Einbettungsparameter (Anhang C), sowie die maximal zu er-
wartende Interaktionsverzögerung notwendig. Gerade bei der Analyse von Felddaten ist
die Wahl der Einbettungsparameter nicht trivial [9], wenn das zu untersuchende System
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unbekannt ist. In weiteren Analysen konnte gezeigt werden, dass selbst bei schlecht ge-
wählten Einbettungsparametern und geringer Datenpunktanzahl eine Identifikation der
Interaktionsrichtung und Messung der Verzögerung möglich war.
In dieser Arbeit wurden mögliche Verzögerungen mittels 𝒟 mit Hilfe eines Brute-Force-
Ansatzes bestimmt, indem alle bis zurmaximal zu erwartenden Verzögerungen betrachtet
wurden. Für die Charakterisierung retardierter Interaktionen mit beispielsweise Ver-
zögerungen bis zu 50 Zeitschritten können die Interaktionsrichtung und ‑verzögerung
aus Zeitreihen mit 4096 Datenpunkten mit Einbettungsparametern 𝑚 = 5 und 𝑙 = 7
in ca. 30 s auf einem handelsüblichen Desktop-PC identifiziert werden. Die Laufzeit der
Schätzung skaliert wie STEmit der Datenpunktanzahl und derMengemöglicher Symbole
gemäß 𝒪(𝑁(𝑚!)3). Zusätzlich skaliert die Laufzeit bei der verwendeten Implementation
quadratisch mit der Anzahl möglicher Verzögerungen 𝑁𝜏 . Somit ergibt sich eine Ge-
samtkomplexität von 𝒪(𝑁(𝑚!)3𝑁2𝜏 ). An dieser Stelle anzumerken sei, dass die Anzahl
dermöglichen Symbole hinreichend kleiner als die Datenpunktanzahl𝑁 gewählt werden
sollte (𝑚! ≪ 𝑁) [199, 240], da sonst die Übergangswahrscheinlichkeiten nicht zuverlässig
geschätzt werden können. Durch Reduzierung des Alphabets möglicher Symbole auf
z. B. nur die tatsächlich beobachteten Symbole oder durch Verwendung anderer Sym-
bolisierungstechniken [223, 241–243] könnte die Komplexität von𝒟 in weiteren Studien
reduziert werden. Desweiteren könnte ein optimierter Parameter-Scan möglicher Ver-
zögerungszeiten durch Kenntnis über die beobachtbaren Abhängigkeiten von 𝒟(𝜏1, 𝜏2)
von der verwendeten Symbolisierungstechnik und zugrundeliegenden Verzögerung die
Komplexität weiter reduziert werden.
Ein offenes Problem stellt die Messung der Sensitivität und Spezifität dar, die z. B. über ei-
ne auf Surrogaten basierenden Nullhypothese realisiert werden kann [147, 228, 244–246].
Für retardierte gerichtete Interaktionen scheint zur Zeit jedoch keine geeignete Surrogat-
Methode zu existieren. Um die Sensitivität und Spezifität der vorgestellten Kenngröße
dennoch abschätzen zu können, wurde die Robustheit der Charakterisierung durch Kon-
tamination der Zeitreihen mit Rauschen analysiert und ein kritisches Signal-Rausch-Ver-
hältnis ermittelt. Die DSTE wies dabei eine relativ hohe Robustheit gegenüber Rauschen
auf, was sie insbesondere für die Analyse von Felddaten attraktivmacht.
In einem letzten Schritt wurde analysiert, ob mittels DSTE retardierte Interaktionen in
Netzwerken retardiert interagierender dynamischer Systeme charakterisiert werden kön-
nen, die zu einem verbesserten Verständnis komplexer Dynamiken führen können [79–
81] oder eine Charakterisierung retardierter Netzwerkdynamiken erst ermöglichen. Durch
sukzessive Charakterisierung aller paarweisen Interaktionen konnten retardierte Inter-
aktionen mittels DSTE in Netzwerken retardiert gekoppelter Oszillatoren detektiert und
charakterisiert werden. Die identifizierten Interaktionsrichtungen und ‑verzögerungen
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entsprachen zwar den eingestellten Kopplungen, jedoch konnten zudem indirekte Inter-
aktionen nicht-gekoppelter Oszillatoren beobachtet werden, die aufgrund der bivariaten
Eigenschaft der Kenngröße nicht von den direkten Interaktionen eindeutig unterschieden
werden konnten. Insbesondere in Hinblick auf Vielteilchensysteme oder räumlich aus-
gedehnte komplexe Systeme haben Partialisierungstechniken [133, 234, 235, 247] oder
multivariate Ansätze vermehrt an Wichtigkeit zugenommen [248–254]. Solche Erwei-
terungen sind für DSTE denkbar, aber konstruktionsbedingt nur mit sehr großen Da-
tenpunktanzahlen realisierbar, um die Übergangswahrscheinlichkeiten ausreichend ro-
bust schätzen zu können. Zudem bleibt zu zeigen, ob indirekte von direkten Interak-
tionen mit diesen Techniken überhaupt zuverlässig unterschieden werden können [127,
236].
Im nächsten Kapitel werden auf Grundlage der Untersuchungen in diesem Kapitel mit
Hilfe des vorgestellten Analyseansatzes und Kenngröße 𝒟 (retardierte) Interaktionen
im wohl prominentesten zeitlich veränderlichen komplexen System, dem menschliche
Gehirn charakterisiert [2, 3]. Synchronisationsphänomene spielen im Gehirn sowohl bei
der Funktion wie Kognition oder Lernprozessen [38, 40] als auch Dysfunktion wie neu-
ronalen Erkrankungen [37, 39, 84–87] eine tragende Rolle. Am Beispiel des epileptischen
Prozesses, der seit einiger Zeit als Netzwerkphänomen aufgefasst wird [88–91], wird die
Rolle einzelner Hirnregionen durch ihre Interaktionen mit anderen Hirnregionen bei der
Entstehung und Terminierung epileptischer Anfälle untersucht.
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Auf Grundlage der Untersuchungen in Kap. 4 werden im Folgenden mit Hilfe der pha-
senbasierten (ℛ, 𝒞 ) und informationstheoretischen Kenngrößen (𝒮 , ℐ ) für Stärke und
Richtung von Interaktionen, dem entwickelten Analyseansatz sowie der entwickelten
Kenngröße 𝒟 (retardierte) gerichtete und gewichtete Interaktionen aus Felddaten cha-
rakterisiert. In den vergangenen Jahren konnte mehrfach plausibel gezeigt werden, dass
Synchronisationsphänomene (siehe Kap. 2.3) eine zentrale Rolle in der (Dys)-Funkti-
on des Gehirns spielen [37, 40, 87]. Daher wird als prominentes Analyseobjekt hierbei
das menschliche Gehirn herangezogen, das insbesondere im Falle einer vorliegenden
Erkrankung an Epilepsie eine komplexe Dynamik aufweisen kann. Da Epilepsie einen
gravierenden Einschnitt in das Alltagsleben der Patienten darstellt, ist es wichtig, neue
Therapieformen zu erforschen und zu entwickeln. In diesem Kapitel wird untersucht,
inwiefern sich einzelne Hirnregionen von anderen Hirnregionen im epileptischen Hirn-
netzwerk anhand von Eigenschaften der Interaktionen zwischen diesen abgrenzen lassen
und somit tiefere Einblicke in die komplexe Dynamik im epileptischen Hirnnetzwerk
gewähren.
Das Kapitel ist wie folgt gegliedert: Zunächst wird ein Überblick über das Krankheitsbild
Epilepsie und die Messung hirnelektrischer Aktivität mittels intrakranieller Elektroen-
zephalographie (iEEG) nach [255], sowie ein Überblick über Ergebnisse vorhergehen-
der Analysen räumlich und zeitlich veränderlicher funktioneller Hirnnetzwerke gege-
ben. Anschließend werden die Ergebnisse der im Rahmen dieser Arbeit durchgeführten
Analysen von gerichteten und gewichteten Interaktionen in epileptischen Hirnnetzwer-
ken [2, 4] dargestellt. Schließlich werden auf derselben Datengrundlage retardierte ge-
richtete und gewichtete Interaktionen in Hirnnetzwerken mittels der in dieser Arbeit
entwickeltenMethodeDSTE [1] charakterisiert, umVerzögerungen von Interaktionen im
epileptischen Hirnnetzwerk zu identifizieren und quantifizieren.
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5.1. Epilepsie
Mit Epilepsie (von altgriechisch ἐπίληψις, epilepsis:Anfall, Überfall) wird ein Krankheits-
bild bezeichnet, unter demmindestens ein spontaner Krampfanfall beobachtet wurde, der
keiner anderen Ursache wie z. B. Entzündungen oder Fieber zuzuordnen ist, sowie einer
pathologisch begründeten dauerhaften Tendenz zuwiederkehrendenAnfällen [256]. Epi-
lepsie ist eine der häufigsten neurologischen Erkrankungen und betrifft über 65Millionen
Menschen weltweit [257]. Bei einem epileptischen Anfall kommt es auf neuronaler Ebene
zu einer anfallsartigen abnormalen, exzessiven oder gleichzeitigen (hypersynchronen)
neuronalen Aktivität, d. h. Entladungen von Neuronengruppen, die zu Funktionsstörun-
gen in der betroffenen Hirnregion führen [256, 258, 259]. Ein Anfall kann von wenigen
Sekunden bis hin zu mehreren Minuten andauern; seltene sogar mehrere Stunden an-
dauernde Anfälle werden als status epilepticus bezeichnet.
Seit einiger Zeit wird Epilepsie als Netzwerkphänomen aufgefasst [88–91], in dem struk-
turelle oder funktionelle abnormale Verbindungen auf nahezu jeglichen räumlichen Ska-
len dazu führen, dass sich ein Anfall manifestieren kann [5, 260]. Demnach besteht ein
ausgedehntes epileptisches Hirnnetzwerk sowohl aus kortikalen (in der Gehirnrinde lo-
kalisiert), als auch subkortikalen Strukturen, die nicht zwangsläufig den gesamten zereb-
ralen Kortex beinhalten müssen. Es ist dabei sowohl für die Generierung und Aufrecht-
erhaltung der normalen physiologischen Hirnaktivität während der anfallsfreien Inter-
valle zuständig als auch in patho-physiologischen Aktivitäten wie Anfallsgenerierung,
‑aufrechterhaltung, ‑ausbreitung und ‑terminierung beteiligt. Die Hirnregion, in der sich
die erstenAnzeichen eines epileptischenAnfallsmanifestieren, wird alsAnfallsursprungs-
zone (AUZ) [261] (häufig auch Fokus oder Herd) bezeichnet. Ihr wird daher oft eine be-
sondere Rolle im epileptischen Hirnnetzwerk zugesprochen.
Epileptische Anfälle werden nach ihrer Verlaufsform gemäß der Definition der Interna-
tionalen Liga gegen Epilepsie [91, 262] in zwei wesentliche Gruppen gegliedert: Bei fo-
kalen epileptischen Anfällen treten (partielle) Anfälle auf, deren Beginn auf eine räumlich
umschriebene Region der Großhirnrinde beschränkt ist. Dabei ist es unerheblich, ob sich
der Anfall sekundär auf die gesamte Hirnrinde ausbreitet (sekundär generalisierte Anfäl-
le). Der Beginn der jeweiligen Anfälle ist räumlich konstant und mit einem bevorzugten
Propagationsmuster verknüpft. Dabei können sich Anfälle von der Hemisphäre, in wel-
cher der Anfall startet (ipsilateral), auf die gegenüberliegende Hemisphäre (kontralateral)
ausbreiten. Generalisierte epileptische Anfälle stellen die zweite Gruppe der Anfälle dar,
die von einem bestimmten Punkt der Großhirnrinde starten und sich sehr schnell auf die
gesamte Großhirnrinde ausbreiten. Obwohl der Beginn der jeweiligen Anfälle räumlich
begrenzt und somit fokal erscheinen kann sind die AUZ sowie die Hemisphäre vonAnfall
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zu Anfall räumlich nicht konstant [262]. Alle anderen Anfallsformenwerden als nicht ka-
tegorisierbar angenommen, da bis jetzt unzureichende Charakterisierungsmöglichkeiten
vorliegen.
Etwa die Hälfte der Epilepsiepatienten leidet unter fokalen epileptischen Anfällen. Durch
moderne krampfunterdrückende Medikamente können etwa zwei Drittel aller Patien-
ten erfolgreich therapiert werden [263]. Im Falle von pharmakoresistenten Epilepsien
können weitere ca. 5% der Patienten durch Methoden der Epilepsiechirurgie therapiert
werden [264]. Die übrigen 20–30% sprechen jedoch auf keine der verfügbarenTherapie-
formen erfolgreich an oder eignen sich nicht für einen chirurgischen Eingriff und bleiben
somit medizinisch unterversorgt [265–267]. Da Epilepsie einen gravierenden Einschnitt
in das Alltagsleben der Patienten darstellt, ist es wichtig, neue Therapieformen zu erfor-
schen und zu entwickeln.
Die Diagnostik erfolgt nach einer eingehenden Anamnese mit neurologischen und labor-
gestützten Untersuchungen im Wesentlichen in einer Kombination aus elektro-physio-
logischen Methoden [268], wie z. B. der Messung der hirnelektrischen Aktivität mittels
Elektroenzephalogramm (EEG) und bildgebenden Verfahren, wie z. B. der Magnetreso-
nanztomographie (MRT). Für eine erfolgreiche Therapie durch einen chirurgischen Ein-
griff ist die exakte Lokalisation der AUZ elementar [261, 269]. Dazu wird im Zuge der
prächirurgischen Diagnostik die hirnelektrische Aktivität räumlich und zeitlich hochauf-
lösend mittels iEEG [270, 271] oder Magnetenzephalographie (MEG) [272] vor und vor
allem während epileptischer Anfälle des Patienten aufgezeichnet. Über die funktionelle
Magnetresonanztomographie (fMRT) [273] kann die Hirnaktivität über den Sauerstoff-
gehalt im Blut (Blood Oxygenation Level Dependent (BOLD)-Kontrast) ebenfalls gemessen
werden. Trotz relativ hoher räumlicher Auflösung liegt die zeitliche Auflösung mehrere
Größenordnungen unter der von iEEG und MEG. Da Anfälle meist unvorhersagbar auf-
treten können, kann eine Aufzeichnung über mehrere Tage mit anfallsfördenden Maß-
nahmen wie Hyperventilation, Photostimulation oder Schlafentzug notwendig sein. Mit
Kenntnis des Anfallszeitpunktes und simultaner Videoaufzeichnung des Patienten kön-
nen die so gewonnenen hirnelektrischen Aktivitäten retrospektiv analysiert und somit
die AUZ identifiziert werden, die sich dadurch auszeichnet, dass sich in dieser Hirnregion
die ersten Anzeichen eines epileptischen Anfalls manifestieren.
Ziel der Analyse hirnelektrischer Aktivität mit Methoden aus der Zeitreihenanalyse ist
es, die Mechanismen der Anfallsgenerierung und ‑terminierung zu untersuchen und
somit das Krankheitsbild Epilepsie besser zu verstehen. Dabei wird weiteren Fragestel-
lungen wie einer möglichen objektiven Lokalisation der AUZ aus EEG-Aufzeichnungen
während des anfallsfreien Intervals (inter-iktal) oder Voranfallszuständen (prä-iktal) zur
Reduzierung der Aufenthaltsdauer der Patienten und somit auch der Kosten mit Nach-
druck verfolgt.
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5.2. Elektroenzephalographie (EEG)
Die mittels Elektroenzephalographie (EEG) zu messende hirnelektrische Aktivität hat
ihren Ursprung in den ca. 1011 Zellen im menschlichen Gehirn eines Erwachsenen, von
denen ca. 10% Nervenzellen (Neuronen) sind, die für die Informationsverarbeitung im
Gehirn zuständig [274] und über bis zu 1012 Synapsen miteinander verbunden sind [275].
Die anderen Zellen, die den Großteil des Gehirns ausmachen, sind die Gliazellen, die vor
allem für eine Stütz- und Haltefunktion sowie elektrische Isolation der Neuronen zustän-
dig sind [276, 277]. Neuronen werden im Zuge der Signalverarbeitung aufgeladen und
geben ab einer bestimmten Schwelle dasAktionspotential als Signal ab, welches aufgrund
der Schwelle nur nach demAlles-oder-Nichts-Prinzip ausgegeben werden kann. Im Zuge
der Informationsverarbeitung kann dieses nach außen abgeschirmte Potential jedoch
nicht gemessen werden1, sondern das durch die Potentiale der einzelnen Synapsen [278]
verursachte postsynaptische Potential [255, 279]. Dabei überlagern sich viele Potentiale
zwischen Synapsen und der subsynaptischen Membran (Zellwand des Dendrit oder So-
ma) entlang der Zellwand und unterliegen somit nicht dem Alles-oder-Nichts-Prinzip.
Dieses postsynaptische Potential ist zwar im Vergleich zum Aktionspotential der Neu-
ronen klein, kann jedoch über einen längeren Zeitraum (10–100ms) aufrecht erhalten
werden und führt extrazellulär zu Ladungsverschiebungen im Interzellulärraum, die auf-
grund der Menge an Synapsen und Ladungsträgern ein messbares Feldpotential verur-
sacht. Bei einem ausreichend großen Feld kommt es somit zu unterschiedlichen Ionenbe-
wegungen, die auf der Kortexopfoberfläche eine Ladungsdifferenz verursachen, welche
schließlich das kortikale Feldpotential verursacht. Die postsynaptischen Potentiale sind
nicht die einzigen Generatoren, die für die Entstehung des kortikalen Feldes zuständig
sind, da auch die Gliazellen ein Potential erzeugen. Der Anteil am kortikalen Feld ist
jedoch noch nicht vollständig geklärt [280]. Viele Membranstrukturen (Hirnhäute, Schä-
delknochen und Kopfhaut) wirken unterschiedlich auf die Ladungsträger wie kapazitive
Widerstände und führen so zu unterschiedlich starken Feldern.
Damit das kortikale Feldpotential auf der Kopfoberfläche gemessenwerden kann,müssen
elektrische Dipole vorhanden sein, die nicht destruktiv interferieren. Diese Konstella-
tion ist bei senkrecht zum Kortex orientierten Dipolen wie den großen Pyramidzellen
gegeben, die etwa ein Drittel aller Neuronen ausmachen. Die anderen Zellen sind häufig
Sternzellen, welche ein nach außen geschlossenes Dipolfeld erzeugen, das nicht gemes-
sen werden kann. Wenn ausreichend viele Synapsen an Pyramidzellen gleichzeitig aktiv
sind, können sich die Dipole zu einem großen Dipol überlagern, der an der Kopfoberflä-
che erfasst werden kann. Daher spiegelt das gemessene Potential im Wesentlichen den
1Das Aktionspotential der Neuronen entwickelt zwar Spannungsunterschiede von bis zu 100mV, das nur
zwischen dem Zellinneren und der äußeren Zellmembran gemessen werden kann. Außerhalb der Zelle















Abbildung 5.1.: Exemplarisches Implantationsschema. Links: Horizontaler Schnitt durch das
Gehirn mit Tiefenelektroden TL und TR bestehend aus jeweils 10 zylindrischen Kontakten
(Abstand 4mm, Durchmesser 1mm, Länge 2.5mm, Nickel-Chrom-Legierung) im Hippokampus
der jeweiligen Hemisphäre. Die Kontakte sind auf einem elastischen Kunststoff befestigt und
können bei der Implantation mit einem Metallstab eingeführt werden. Mitte: Basale Ansicht auf
das Gehirn mit jeweils einer anterior (TBAL bzw. TBAR) und einer posterior (TBPL bzw. TBPR)
temporo-basal anliegenden Streifenelektrode (bis zu 16 auf Kunststoff aufgebrachte Platinkontakte
mit einem Durchmesser von 2.5mm und einem Abstand 10–15mm) je Hemisphäre. Rechts:
Seitliche Ansicht des Gehirns mit temporo-lateral angebrachter Grid-Elektrode (bestehend aus 4×8
oder 8×8 Platinkontakten mit einem Abstand von 2.5mm). Die Plazierung der Elektroden erfolgte
unter klinischen Gesichtspunkten für jeden Patienten individuell.
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Grad an Synchronisation synaptischer Aktivität wider [255]. Viele der pathologischen
EEG-Veränderungen liegen daher in Störungen der Synapsen- oder Transmitterfunktion
begründet.
Bei der Messung des kortikalen Feldpotentials (der Elektroenzephalographie) werden
Elektroden auf die Kopfoberfläche nach einem festen Schema aufgebracht (z. B. dem
10‑20-Schema [281]) und die Potentialdifferenzen gemessen. Da diese mit 5–100 μV rela-
tiv klein sind, müssen die Spannungen geeignet verstärkt werden. Bereits kleinste Verun-
reinigungen der Elektroden oder mangelnder Kontakt können jedoch zu Veränderungen
der Impedanz führen und in einer fehlerbehafteten Messung münden. Ein weiteres Pro-
blem stellen bei der Messung auf der Kopfoberfläche Bewegungsartefakte dar, die durch
elektrische Signale bei Muskelbewegungen verursacht werden. Um sowohl den Effekt
der unterschiedlichen elektrischen oder kapazitiven Widerstände (Volumenleitung, s. o.)
und das Problem der nicht senkrecht zum Kortex orientierten Dipole oder nach außen
neutralen Dipolfelder zu minimieren, werden daher häufig Elektroden unter den Schädel
und die Hirnhäute direkt auf die Hirnoberfläche oder sogar in das Gehirn eingebracht.
Diese intrakranielle Messung mit Vielkontaktelektroden (siehe Abb. 5.1) wird daher als
intrakranielles Elektroenzephalogramm (iEEG) bezeichnet und bietet den Vorteil eines
besseren Signal-Rausch-Verhältnisses und einer höheren räumlichen Auflösung [270].
Exemplarische iEEG-Aufzeichnungen zwischen Anfällen undwährend eines Anfalls sind
in Abb. 5.2 für die beiden Tiefenelektroden im Hippokampus (vgl. Abb. 5.1) dargestellt.
Zur Messung der elektrischen Potentiale muss ein Referenzpotential definiert werden,
dessen Wahl ein offenes Problem darstellt [282–286]. Da jede Referenzierungsmethode
Vor- und Nachteile bietet, gibt es bisher keine allgemeingültige optimale Wahl. Die häu-
figsten Methoden sind:
Gemeinsame Referenzelektrode: Eswird für alle Elektroden (oder alle einer Hemi-
sphäre) das Potential gegen eine Referenzelektrode gemessen. Beim Oberflächen-
EEG wird daher häufig das kontralateral liegende Ohrläppchen oder die zentral
liegende Elektrode verwendet. Häufigwird auch gegen denMittelwert zweier Elek-
troden gemessen.
Durchschnittsreferenz: Hier wird die Potentialdifferenz gegen das mittlere Poten-
tial aller Elektroden gemessen.
Bipolar: Hier wird die Potentialdifferenz paarweise benachbarter Elektroden ge-
messen. Nachteil dieser Methode besteht in der Besonderheit, dass die Spannungs-
differenz räumlich weit ausgedehnter synchroner Potentiale sehr gering ausfällt
und somit im EEG unbemerkt bleiben können.
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Abbildung 5.2.: Exemplarische zeitliche Entwicklung des kortikalen Feldpotentials (iEEG-Auf-
zeichnung), abgeleitet über zwei Vielkanalelektroden (Tiefenelektroden TL und TR) mit jeweils
zehn Kontakten, gemessen gegen gemeinsame Referenzelektroden. Oben: Anfallsfreies, inter-
iktales Zeitinterval, Unten: Beginn einer Anfallsaktivität. Dauer der Aufzeichnung 20.48 s
(entspricht 4096 Datenpunkten). In rot sind Kanäle markiert, die der Anfallsursprungszone
zugeordnet wurden.
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In der vorliegenden Arbeit wurden iEEG-Zeitreihen analysiert, die gegen eine gemeinsa-
me Referenz, bestehend aus zwei Elektroden weit außerhalb der AUZ, gemessen wurden.
Die Zeitreihen der Referenzelektroden selbst sind nicht Gegenstand der folgenden Un-
tersuchungen und wurden daher verworfen.
5.3. Charakterisierung funktioneller epileptischer
Hirnnetzwerke
In den letzten Jahren haben sich vermehrt Konzepte und Methoden aus der Netzwerk-
theorie [14] für die Charakterisierung struktureller und funktioneller epileptischer Netz-
werke durchgesetzt und zu einem verbesserten Verständnis des Netzwerkphänomens
Epilepsie geführt, indem mit Methoden aus der Zeitreihenanalyse Eigenschaften von
Interaktionen, insbesondere Stärke und Richtung, zwischen abgetasteten Hirnregionen
charakterisiert wurden [5, 64, 72, 117, 222, 287–292].
Ein Netzwerk (Graph) ist eine Menge von Knoten, die mit einer Menge von Kanten
verbunden ist [14]. Die Knoten in ausgedehnten epileptischen Hirnnetzwerken werden
üblicherweise mit abgetasteten Hirnregionen (d. h. räumlich abgetrennte Netzwerke von
Neuronen) und Kanten mit gewichteten und/oder gerichteten Interaktionen zwischen
den Hirnregionen assoziiert (vgl. Abb. 5.3). Im Gegensatz zu strukturellen Netzwerken, bei
denen physikalische Verbindungen von Netzwerken von Neuronen als Kante aufgefasst
werden, werden bei funktionellen Netzwerken diverse lineare oder nicht-lineare Eigen-
schaften von Interaktionen als Kanten aufgefasst [37, 60, 84, 118]. Somit können sich
Kanten auf unterschiedlichen (deutlich kürzeren) Zeitskalen aufgrund von physiologi-
scher oder patho-physiologischer Aktivität ändern als es bei strukturellen Netzwerken
der Fall ist.
Vorherige Studien haben die AUZ [261] als eine Hirnregion im Netzwerk charakterisiert,
innerhalb derer stärkste Interaktionen beobachtet werden können [72, 293–301] und
die im Sinne einer Treiber-Responder-Beziehung andere Hirnregionen im Netzwerk zu
treiben scheint [302–312]. Obwohl diese Ergebnisse relativ schlüssig scheinen und der
AUZ eine zentrale Rolle für die dynamische Entwicklung des epileptischen Hirnnetzwer-
kes insbesondere in Hinblick auf den epileptischen Prozess selbst zugesprochen wurde,
scheint die Bedeutung einer fokalen AUZ insbesondere bei der Hirnlappen‑ oder sogar
Hemisphären-übergreifenden Ausbreitung von Anfällen eher eine begrenzte Rolle zu
spielen. Diese Rolle könnte aufgrund der folgenden methodischen und konzeptionellen
Einschränkungen begünstigt sein: Der Großteil der vorherigen Studien stützt sich auf
Eigenschaften von Interaktionen, die mittels iEEG von entweder ausgewählten Elek-
trodenkontakten oder ausgewählten Zeitbereichen, die nur pathologische Aktivitäten
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Abbildung 5.3.: Schematische Darstellung der Vorgehensweise zur zeitlich aufgelösten Charak-
terisierung von Interaktionsnetzwerken im epileptischen Gehirn: Zunächst wird das iEEG an
mehreren Kontakten abgeleitet (A) und anschließend alle paarweisen Interaktionen mittels
Gleitfensteranalyse geschätzt. Die so gewonnene Zeitreihe von Interaktionsmatrizen (B) wird mit
einem zeitlich veränderlichen Netzwerk assoziiert und bildet die Grundlage für die folgenden
Analyseschritte.
wie Anfälle oder epilepsieartige Entladungen umspannen, abgeleitet wurden. Die Aus-
wahl der Elektroden wurde dabei meist auf definierte Zonen [261, 313] wie z. B. der
AUZ eingeschränkt, die im Zuge der prächirurgischen Diagnostik meist händisch an-
hand diverser Kriterien definiert wurden. Dennoch ist bisher nicht eindeutig geklärt,
inwiefern diese ausgewählten Zonen in Hinblick auf ihre dynamische Entwicklung in
das moderne Konzept des zeitlich veränderlichen epileptischen Netzwerkes passen. Eine
Reduktion der Analyse auf diese a priori definierten Zonen des Netzwerkes könnten da-
her die erzielten Ergebnisse beeinflussen. Zudem scheint die Reduktion der analysierten
Daten auf begrenzte Zeitabschnitte fragwürdig, da die zeitlich veränderlichen epilep-
tischen Netzwerke auf mannigfaltigen Zeitskalen (von Minuten bis hin zu mehreren
Tagen) durch diverse pathologische und patho-physiologische Prozesse beeinflusst zu
sein scheinen [314–316].
Desweiteren stellt die Wahl der Kenngrößen für die verschiedenen Eigenschaften von
Interaktionen wie Stärke und Richtung eine noch nicht abschließend geklärte Frage dar,
da aufgrund der verwendeten Messtechnik und vorliegenden Dynamik die Kenngrößen
unterschiedlich sensitiv sein könnten (vgl. Kap. 4). Häufig wird zwar das Vorzeichen von
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Kenngrößen für Richtung korrekt als eine Richtungsindikation verwendet, jedoch wird
zudem der Wert der Kenngröße als eine Art Stärke verwendet, was nicht zwangsläufig
korrekt sein muss und somit zu Fehlinterpretationen führen kann, insbesondere bei un-
gekoppelten bwz. stark gekoppelten Systemen (siehe Kap. 2.3.5 und Kap. 4.2). Letzteren
können insbesondere bei patho-physiologischen Synchronisationsphänomenen, wie sie
z. B. während epileptischer Anfälle beobachtet werden können [37], ein Problem bei der
Messung der Interaktionsrichtung darstellen.
Im folgenden Abschnitt wird die für die folgenden Analysen entwickelte Analysestrate-
gie [2] beschrieben, mit der die beschriebenen methodischen und konzeptionellen Pro-
bleme angegangen werden und schließlich Charakterisierungen gerichteter und gewich-
teter Interaktionen in zeitlich veränderlichen räumlich ausgedehnten funktionellenHirn-
netzwerken ohne a‑priori-Einschränkungen durchgeführt werden.
5.3.1. Analysestrategie
Für die folgenden Analysen werden gerichtete und gewichtete Interaktionen aufgrund
unterschiedlicher im Gehirn beobachtbarer Synchronisationsphänomene [37, 40, 87] so-
wohl mit den phasenbasierten (PA) Kenngrößenℛ und𝒞 als auch mit den informations-
theoretischen (IA) Kenngrößen ℐ und 𝒮 charakterisiert. Hierfür kommt eine Gleitfens-
teranalyse (𝑁 = 4096, entspricht 20.48 s) zum Einsatz, in der für jedes Gleitfenster die
in Kap. 4 evaluierten Kenngrößen bestimmt werden und somit eine zeitlich aufgelöste
Charakterisierung von Stärke und Richtung von Interaktionen ermöglichen. Die Wahl
von𝑁 = 4096Datenpunkten wurde als Kompromiss zwischen einer hinreichend großen
Datenpunktanzahl für eine statistisch robuste Berechnung der Kenngrößen und der not-
wendigenQuasi-Stationarität der Hirn-Dynamik [317] gewählt.
Trotz ihrer konzeptionellen und methodischen Unterschiede werden Kanten die Ampli-
tudenwerte der Kenngrößen für die Interaktionsstärke als Kantengewicht zugeordnet.
Die Interaktionsrichtung wird nur unter Berücksichtigung der vorherrschenden Inter-
aktionsstärke, die durch die respektive Kenngröße geschätzt wurde, gemäß Kap. 4.2 zu-
geordnet, d. h. es wird nur eine Direktionalität (d. h. das Vorzeichens der Kenngröße für
Richtung) zugeordnet, wenn die entsprechende Kenngröße für die Interaktionsrichtung
zu einem Zeitpunkt einen Wert oberhalb des ersten und unterhalb des dritten Quartils
aus der Verteilung aller beobachteten Werte der Kenngröße für die Interaktionsstärke
dieser einzelnen Interaktion annahm [2, 4]; andernfalls wird der Wert „0“ zugewiesen.
Somit kennzeichnet die Richtungsindikation „0“ aufgrund von entweder zu schwacher
oder starker oder bidirektionaler symmetrischer Kopplung eine nicht ausgezeichnete
Interaktionsrichtung.
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Um mögliche Abhängigkeiten der Stärke und Richtung der Interaktionen diverser phy-
siologischer und patho-physiologischer Prozesse zu ermitteln, wurden die Charakteri-
sierungen zusätzlich für die folgenden Untermengen aller gemessenen Daten (Gesamt)
durchgeführt wurden:
Tag umfasst alle Daten, die zwischen 6 und 22Uhr aufgezeichnet wurden,
Nacht umfasst alle Daten, die zwischen 22 und 6Uhr aufgezeichnet wurden. Da
keine Schlafstadien während der iEEG-Aufzeichnung differenziert wurden, konnte
keine Abhängigkeit von verschiedenen Wachheitszuständen (sogenannten Vigi-
lanzstadien) untersucht werden.
Prä-iktal umfasst alle Daten, die in retrospektiver Analyse einem Voranfallszu-
stand [318–320] mit einer Dauer von 4 h zugeordnet werden konnten,
Inter-iktal umfasst alle Daten aus dem anfallsfreien Intervall, d. h. der Voranfallszu-
stand (prä-iktal), die Anfallsaktivität (iktal) sowie die post-iktale Phase von 30min
wurde verworfen.
Im Zuge der prächirurgischen Diagnostik wurden unter rein klinischen Gesichtspunkten
individuell intra-hippokampale Tiefen-, Streifen- sowie Gridelektroden (vgl. Abb. 5.1)
implantiert und die hirnelektrische Aktivität mittels iEEG abgeleitet. Um eine Vergleich-
barkeit der Beobachtungen zwischen den Patienten (Tab. D.1) und zu bisherigen Studien
in Hinblick auf die Rolle der AUZ zu ermöglichen, wurden die Kontakte folgenden drei
Kategorien zugeordnet [2–4]:
fokal (f ): Kontakte, die der klinisch definierten AUZ zugeordnet werden konnten,
benachbart (n): Kontakte, die ein oder zwei Kontakte Abstand zur AUZ aufweisen,
andere (o): alle anderen Kontakte.
Schließlich wurde für jede paarweise Kombination abgetasteter Hirnregionen der zeitli-
che (gekennzeichnet mitℛ𝑡 und ℐ𝑡) sowie der zeitlich-räumliche Median der Kenngrö-
ßen (ℛ𝑡,𝑠 und ℐ𝑡,𝑠) für die zuvor beschriebenen Daten-(Unter)-mengen für jeden Patien-
ten berechnet.
Zur Charakterisierung einer ausgezeichneten, bevorzugten Interaktionsrichtung zwischen
Hirnregionen wurden unter Berücksichtigung der vorherrschenden Interaktionsstärke
(Kap. 4.2) die Rate Δ⋆ bestimmt, mit derer eine bestimmte Richtung indiziert wurde, ⋆
steht für den auf der Phasendynamik basierenden Ansatz oder den informationstheo-
retischen Ansatz. Die Rate ΔPA wurde als Quotient aus der Anzahl der Gleitfenster, für
ein Treiben (Respondieren) mittels 𝒞 unter Berücksichtigung von ℛ indiziert wurde,
und der Anzahl der Gleitfenster, für die eine beliebige Richtung indiziert wurde, be-
stimmt. Gleitfenster, für die keine oder bidirektionale Interaktionen (𝒞 = 0) indiziert
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wurden,wurden nicht berücksichtigt. Definition von ΔIA erfolgt mittels 𝒮 und ℐ analog.
Mit der Asymmetrie der Kenngrößen für die Interaktionsrichtung unter Vertauschung








> 0.5 häufigeres Treiben als Respondieren
= 0.5 gleiche Raten: keine ausgezeichnete Richtung
< 0.5 häufigeres Respondieren.
(5.1)
Anschließendwurden räumlich derMedian der Raten ermittelt; dieser wird im Folgenden
mit ΔPA𝑠 bzw. ΔIA𝑠 bezeichnet. Zur Quantifizierung der räumlich gemittelten Raten ΔPA𝑠
und ΔIA𝑠 , die per Zufall zu erwarten sind, und zur Bestimmung eines Schwellwertes 𝜗,
ab dem eine bevorzugte Richtung vorherrscht, wurden die Raten mit denen verglichen,
welche durch eine zufälligen Permutation der paarweisen Interaktionen und anschlie-
ßender Rück-Zuordnung zu den Kategorien2 erzielt wurden. Für beide Ansätze PA und
IA wurden dafür je 20 Realisationen zufälliger Zuweisungen für jeden Patienten und
jede Interaktion durchgeführt und anschließend die räumlichen Mittelwerte sowie Stan-
dardabweichungen der Raten berechnet. Die Schwellwerte 𝜗+ und 𝜗− lassen sich dann
mittels der Mittelwerte plus/minus Standardabweichungen definieren. Mit dem so defi-
nierten Intervall [𝜗−, 𝜗+] wurden anschließend die Raten für präferenzielles Treiben von







> 𝜗+ präferenzielles Treiben
< 𝜗− präferenzielles Respondieren
sonst keine ausgezeichnete Richtung.
(5.2)
Somit kann – im Gegensatz zu Gl. (5.1) – ermittelt werden, ob statistisch signifikant eine
bevorzugte Richtung indiziert wird.
5.3.2. Statistische Auswertung
In einem letzten Schritt wird überprüft, ob sich die Mediane der Kenngrößen über Hirn-
regionen oder Patienten hinweg statistisch unterscheiden und von physiologischen und
patho-physiologischen Prozesse abhängig sind. Hierfür wird ein Mann-Whitney‑U-Test
(MWT) angewendet und Unterschiede in den Kenngrößen statistisch validiert. Mittels
MWTwurde zum einen für die Verteilungen der Mediane der Kenngrößen über alle Pati-
enten überprüft, ob Interaktionen zwischen oder innerhalb von Hirnregionen signifikant
unterschiedlich waren (Einseitiger Test mit 𝑝 < 0.05 nach Korrektur gegenübermultiplen
2Die ursprüngliche Anzahl der Kontakte pro Hirnregion wurde dabei beibehalten.
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Tests mittels Bonferroni-Korrektur). Zum anderen wurde statistische Unterschiede in den
Verteilungen der Mediane der Kenngrößen über alle Patienten zwischen den verschiede-
nen Daten-(Unter)-mengen ermittelt, (Einseitiger MWT, gegenüber multiple Tests Bon-
ferroni-korrigiert, signifikant wenn 𝑝 < 0.05).
Zusätzlich wurde untersucht, ob sich mögliche Unterschiede auf die deutlich verschie-
den große Anzahl an Elektrodenpaaren (vgl. Tab. 5.1) zurückführen lassen, mit denen
Interaktionen zwischen Hirnregionen charakterisiert wurden. Dazu wurden für jeden
Patienten die Interaktionen mit den höchsten Amplitudenwerten der Kenngrößen für
Stärke (ℛ, ℐ ) bzw. höchsten Raten für eine ausgezeichnete Richtung (ΔPA, ΔIA) aus der
Menge aller Interaktionen ohne Zurücklegen gezogen und anschließend die assoziierten
Kategorien identifiziert und schließlich ein Test gegen die hypergeometrische Verteilung
(HGT) angewendet. Wenn eine Interaktion zwischen Hirnregion häufiger beobachtbar
war, als es per Zufall zu erwarten wäre (𝑝 < 0.05), wurde diese ausgezeichnete In-
teraktion als signifikant überrepräsentiert gewertet. Schließlich wurde die Anzahl an
Patienten ermittelt, in denen die 20 stärksten Interaktionen bzw. höchsten Raten für
eine ausgezeichnete Interaktionsrichtung zwischen Hirnregionen signifikant (𝑝 < 0.05)
überrepräsentiert waren.
Schließlich wird quantifiziert, inwiefern die Kenngrößen der beiden Ansätze PA und IA
unabhängige, nicht redundante Informationen bezüglich der charakterisierten Stärke
und Richtung liefern. Es wird erwartet, dass aufgrund der konzeptionellen Unterschiede
der Kenngrößen komplementäre Charakterisierungen erfolgen. Der Grad an Gleichheit
wird für die Kenngrößen der Interaktionsstärke dazu mittels Pearson-Korrelationskoeffi-
zient 𝜌 zwischen den zeitlichen Entwicklungen von ℛ und ℐ ermittelt, wobei nur die
Korrelationskoeffizienten 𝜌 betrachtet wurden, deren Signifikanzniveau nach Bonferro-
ni-Korrektur 𝑝 < 0.05 betrug. Alle anderen Korrelationskoeffizienten wurden verworfen.
Der Grad an gleicher Richtungsindikationwurde unter Anwendung des Analyseansatzen
quantifiziert, indem der relative Zeitanteil bestimmt wurde, für den PA und IA diesel-
be Richtungsindikation (treiben, respondieren oder ungekoppelt/bidirektional) lieferten.
Die Quantifizierung erfolgte mittels Allens Intervallalgebra [321], indem die Basis-Rela-
tion 𝑎 = 𝑏 verwendet wurde, Zeitpunkte gleicher Richtungsindikation zu identifizie-
ren.
5.4. Datengrundlage
Für die folgenden Analysen wurden Interaktionen im epileptischen Gehirn von 35 Pa-
tienten aus iEEG-Zeitreihen charakterisiert. Eine Übersicht wird in Anhang D, Tab. D.1
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Interaktionen
gesamt
f –f f –n f –o n–n n–o o–o
63.3 48.1 327.1 13.2 161.8 830.0 1513.4
Tabelle 5.1.: Mittlere Anzahl an Kombinationen von Elektrodenkontakten, die Interaktionen
innerhalb oder zwischen Hirnregionen erfassen.
gegeben. Die Patienten (18 weiblich, 17 männlich) hatten zum Zeitpunkt der prächir-
urgischen Diagnostik ein mittleres Alter von 35 a und litten im Mittel 22 a unter einer
pharmakoresistenten Epilepsie. Diese äußerte sich in fokalen Anfällen, die sich in ana-
tomisch unterschiedlich ausgeprägten AUZ manifestierten. Daher wurden im Zuge der
prächirurgischen Diagnostik rein unter klinischen Gesichtspunkten individuell intra-
hippokampale Tiefenelektroden, Streifen- oder Gridelektroden (vgl. Abb. 5.1) implan-
tiert und iEEG an im Mittel 51 (14–88) Kontakten abgeleitet. Als Referenzierung wur-
de der Mittelwert zweier Elektroden gewählt, die außerhalb der AUZ lagen; die Wahl
der Referenzelektroden erfolgte bei jedem Patienten individuell. Postoperativ waren alle
Patienten anfallsfrei (gemäß der Engel-Klasse 1A [322]). Somit kann die anatomische
Position der AUZ in den folgenden retrospektiven Analysen als gesichert angenommen
werden.
Die mittlere Aufzeichnungsdauer betrug 118 h (25–324 h), während derer im Mittel 5 (0–
24) klinische Anfälle registriert wurden. Die Anfallszeiten selbst wurden manuell von
Klinikern anhand der iEEG-Zeitreihen als Zeitpunkt der ersten Abweichung von der
normalen EEG-Aktivität identifiziert, aus der ein Anfall hervorging. Insgesamt wurden
4116 h iEEG mit 173 klinischen Anfällen analysiert. Das iEEG-Signal wurde mit 200Hz
(Δ𝑡 = 5ms) und einem 16 bit Analog-Digital-Umsetzer (ADC) abgetastet und anschlie-
ßend mit einer Bandpass-Filterung zwischen 1–45Hz gefiltert und anschließend mit-
tels Bandstopp-Filterung (50Hz) von möglichen Einflüssen der Netzspannung befreit.
Aufgrund der verwendeten Abtastrate wurden Stärke und Richtung von Interaktionen
gemäß Anhang C, analog zu [199] mit den Einbettungsparametern 𝑚 = 5 und 𝑙 = 3
mittels ℐ und 𝒮 charakterisiert.
Anschließend wurden die abgetasteten Hirnregionen den zuvor definierten Kategorien
f , n und o zugeordnet: Im Mittel wurden 9 (1–30) Kontakte pro Patient der fokalen
Kategorie f zugeordnet, was einem Anteil von ca. 20% aller Kontakte entspricht; weitere
4 (0–25) Kontakte pro Patient der Kategorie benachbarter Kontakte n (entspricht 9% aller




In Tab. 5.1 ist die durchschnittliche Anzahl an Kombinationen von Elektrodenkontak-
ten aufgelistet, die Interaktionen innerhalb oder zwischen Kategorien von Hirnregionen
erfassen.
5.5. Ergebnisse
In Abb. 5.4 sind die zeitlichen Entwicklungen der Kenngrößen für Stärke (ℛ,ℐ ) und
Richtung (𝒞 , 𝒮 ) exemplarisch für Interaktionen innerhalb und zwischen Hirnregionen
eines Patienten über eine Zeitspanne von ca. sechs Tagen dargestellt. Es sei anzumerken,
dass die Kenngrößen𝒞 und𝒮 zunächst ohneAnwendung derAnalysestrategie (Kap. 5.3.1)
dargestellt werden. Die durchweg höchsten Interaktionsstärken konnten dabei inner-
halb der AUZ (f –f ) beobachtet werden, wobei die Stärke mit zunehmendem Abstand
zur AUZ abzunehmen schien. Die Interaktionsstärken innerhalb der Nachbarschaft der
AUZ (n–n) und innerhalb anderer Hirnregionen (o–o) wurden mit ℛ anders als mit
ℐ charakterisiert. Beide Kenngrößen für Interaktionsrichtung (𝒞 , 𝒮 ) indizierten über
annähernd den gesamten zeitlichen Verlauf eine gerichtete Interaktion zwischen der
AUZ, ihrer Nachbarschaft und anderen Hirnregionen: So scheinen die weiter entlegenen
Hirnregionen (o) sowohl die AUZ (o→f ) als auch die Nachbarschaft der AUZ (o→n) über
die gesamte Aufnahme hinweg zu treiben.
Sowohl die Kenngrößen für Stärke als auch für Richtung der Interaktionen weisen über
den Beobachtungszeitraum eine mehr oder weniger starke Variabilität auf, die sowohl
von den miteinander interagierenden Hirnregionen als auch von der verwendeten Kenn-
größe abhängig zu sein schien. Diese Variabilität schien jedoch nicht mit Anfallsaktivität
(Abb. 5.4, rote senkrechte Linien) zu korrelieren. Abgesehen davon wies die zeitliche
Entwicklung eine gewisse Struktur und Periodizität auf, die teilweise mit Tageszeiten
zusammenfiel und somit mögliche Abhängigkeiten von zirkadianer Rhythmik oder der
Dosis krampfunterdrückender Medikamente repräsentiert.
In Abb. 5.5 sind die zeitlichen sowie räumlich-zeitlichen Mediane der Kenngrößen für
Interaktionsstärke und ‑richtung zwischen und innerhalb jeder Hirnregion für beide
Ansätze exemplarisch dargestellt. Die zeitlichen sowie räumlich-zeitlichen Mediane von
ℛ und ℐ sowie von 𝒞 und 𝒮 sind qualitativ vergleichbar. Nichtsdestotrotz schienen
die Kenngrößenℛ und 𝒮 differenziertere, kontrastreichere Informationen bezüglich der
Interaktionseigenschaften zu liefern, als es bei ihrem Pendant der Fall war. Außerdem
lässt sich erwartungsgemäß gemäß Kap. 2.3.5 und Kap. 4.2 beobachten, dass eine Rich-
tung nur dann indiziert wurde, wenn die zeitlichen Mittelwerte der Kenngröße für die
Interaktionsstärke weder hoch noch niedrig waren. Sie verdeutlichen die Notwendigkeit
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Abbildung 5.4.: Exemplarische zeitliche Entwicklung der Kenngrößen für Stärke (mit ℛ und ℐ ,
obere sechs Reihen) und Richtung von Interaktionen (mit 𝒞 und 𝒮 , untere drei Reihen) im
Gehirn eines Epilepsiepatienten. Während der Aufzeichnung wurden zehn spontane epileptische
Anfälle registriert (rote vertikale Linien). Die jeweiligen angenommenen Voranfallszustände
sind in grau markiert. Die Kenngrößen wurden für Interaktionen aus der AUZ (f–f), zwischen
AUZ und ihrer Nachbarschaft (f–n), innerhalb dieser (n–n), zwischen der Nachbarschaft und
anderen Hirnregionen (n–o) und innerhalb anderer Hirnregionen (o–o) geschätzt. Die Richtung der
Interaktion (𝑋 ⇌ 𝑌 ) ist im Vorzeichen der jeweiligen Kenngröße (𝒞 und 𝒮 ) kodiert: positiveWerte
indizieren ein Treiben von 𝑋 (𝑋 ⇀ 𝑌 ); negative Werte ein Respondieren von 𝑋 (𝑋 ↽ 𝑌 ); Die
Interaktionsrichtungen innerhalb einer Hirnregion wurden nicht berücksichtigt. Alle Zeitreihen
der Kenngrößen wurden zur Steigerung der Lesbarkeit mit einem Hamming-Fenster mit einer
Fensterlänge von 5min geglättet; Unterbrechungen haben ihren Ursprung in Aufzeichnugslücken.









































































Abbildung 5.5.: Oben und Mitte: Zeitliche Mittelwerte der Stärke (obere Reihe: ℛ𝑡, ℐ𝑡) und
Richtung (untere Reihe: 𝒞𝑡, 𝒮𝑡) aller paarweisen Interaktionen, geschätzt aus Langzeit-Vielkanal-
iEEG-Aufnahmen eines Patienten (vgl. Abb. 5.4). Die schwarzen Linien indizieren die Grenzen
verschieden kategorisierter Hirnregionen. Die Kenngrößen für Richtung von Interaktionen
innerhalb einer Hirnregion wurden nicht in Betracht gezogen (schraffierte Flächen). Positive
Werte der Kenngröße für Richtung indizieren, dass die auf der Ordinate aufgetragene Hirnregion
die auf der Abzisse aufgetragene Hirnregion treibt; negative Werte indizieren die umgekehrte
Richtung. Unten: Zeitliche und räumliche Mittelwerte der Kenngrößen für Stärke (ℛ𝑡,𝑠, ℐ𝑡,𝑠) aller
Interaktionen innerhalb oder zwischen Hirnregionen. Darstellung nach [2].
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f –f f –n f –o n–n n–o o–o
IA
Abbildung 5.6.: Verteilungen der zeitlichen und räumlichen Mediane der Kenngrößen für die Inter-
aktionsstärke innerhalb und zwischen Hirnregionen über die 35 Patienten. Die Interaktionsstärke
wurde mittels PA (ℛ, links) bzw. IA (ℐ , rechts) geschätzt. Auf der Abzisse sind die jeweiligen
Interaktionen innerhalb der AUZ (f–f), zwischen der AUZ und ihrer Nachbarschaft (f–n), zwischen
der AUZ und entlegenen Hirnregionen (f–n), innerhalb der Nachbarschaft (n–n), zwischen der
Nachbarschaft und entlegenen Hirnregionen (n–o) und innerhalb entlegener Hirnregionen (o–o)
aufgetragen. Das untere und obere Ende der Box kennzeichnet das erste und dritte Quartil
der Verteilungen, der rote Balken innerhalb der Box den Median. Der höchste und niedrigste
vorkommende Wert innerhalb des 1.5-fachen Interquartilabstandes wird als whisker (Antenne)
dargestellt, alle anderen Werte werden als Ausreißer gewertet und individuell mit einem +
gekennzeichnet. Darstellung nach [2].
für die folgenden Analysen nur die Raten für eine Richtungsindikation gemäß Kap. 5.3.1
und [2, 4] zu verwenden.
In den folgenden Kapiteln wird die Allgemeingültigkeit der an den exemplarischen Daten
gewonnenen Ergebnisse überprüft und dazu die Verteilungen der zeitlichen und räum-
lichen Mittelwerte der Kenngrößen für Interaktionsstärke und ‑richtung aller Patienten
(Tab. D.1) mit den jeweiligen (Unter)-Datenmengen untersucht und auf Unterschiede
überprüft.
5.5.1. Stärke der Interaktionen
In Abb. 5.6 sind die Verteilungen der zeitlich-räumlichen Mediane der Kenngrößen für
die Interaktionsstärke innerhalb und zwischenHirnregionen über die 35 Patienten darge-
stellt. Auf Patientengruppen-Ebene (d. h. der Median der Verteilung über alle Patienten)
konnten die höchsten Interaktionsstärken für Interaktionen innerhalb der AUZ (f –f ),





f –f f –n f –o n–n n–o o–o
PA 21 (62%) 3 (10%) 1 (3%) 6 (24%) 1 (3%) 13 (37%)
IA 22 (65%) 3 (10%) 1 (3%) 6 (24%) 0 (0%) 12 (34%)
Tabelle 5.2.: Anzahl (prozentualer Anteil) der Patienten, in denen die 20 höchsten Interaktionsstär-
ken signifikant häufiger (HGT: 𝑝 < 0.05) für eine gegebene Interaktion zwischen Hirnregionen
beobachtet werden konnten, als es per Zufall zu erwarten wäre.
beobachtet werden. Die Verteilungen der mittleren Stärken dieser kurzreichweitigen In-
teraktionen innerhalb von Hirnregionen unterschieden sich jedoch weder für PA noch
für IA signifikant voneinander (MWT-Test), was auf die große interindividuelle Variabi-
lität zurückgeführt werden kann. Im Gegensatz zu den kurzreichweitigen Interaktionen
konnten mit beiden Ansätzen eine deutlich niedrigere mittlere Interaktionsstärke für
langreichweitige Interaktionen zwischen Hirnregionen beobachtet werden: Interaktio-
nen zwischen der AUZ mit (f –o, MWT-Test: 𝑝 < 0.005), der Nachbarschaft mit (n–o,
MWT-Test: 𝑝 < 0.05) und Interaktionen innerhalb weit entfernter Hirnregionen (o–o,
MWT-Test: 𝑝 < 0.005) waren signifikant geringer als die kurzreichweitigen Pendants.
Analog zu den Beobachtungen in Kap. 4.1.1 konnten für PA höhere Amplitudenwerte
und ein größerer angenommener Wertebereich (im Folgenden als Kontrast bezeichnet)
beobachtet werden, als dies mit IA der Fall war.
Zur Kontrolle, ob diese Beobachtungen auf die räumliche Mittelung der Kenngrößen
(für Interaktionen innerhalb bzw. zwischen Hirnregionen) zurückzuführen ist, wurde im
Folgenden getestet, ob stärkste Interaktionen gehäuft für eine bestimmte Kombination
von Hirnregionen beobachtbar sind (siehe Kap. 5.3.1). In Tab. 5.2 ist die Anzahl (bzw.
prozentualer Anteil) der Patienten aufgelistet, in denen unter Berücksichtigung der indi-
viduellen Implantationsschemata die zwanzig höchsten Interaktionsstärken signifikant
häufiger (HGT: 𝑝 < 0.05) als per Zufall für eine gegebene Interaktion zwischen Hirn-
regionen beobachtet werden konnten. In etwa 2/3 der Patienten konnten die höchsten
Interaktionsstärken innerhalb der AUZ (f –f ) und in 1/4 der Patienten innerhalb der
Nachbarschaft (n–n) beobachtet werden, also primär für kurzreichweitige Interaktionen.
In weiteren 1/3 der Patienten konnten stärkste Interaktionen innerhalb von der AUZ
weit entlegener Hirnregionen (o–o) beobachtet werden, innerhalb derer kurz- bis hin zu
langreichweitige Interaktionen stattfanden. Trotz der Heterogenität in der Lokalisation
der AUZ konnte kein Zusammenhang zwischen der anatomischen Lokalisation der AUZ
und den beobachteten Stärken identifiziert werden. Insgesamt konnten zumindest auf Pa-
tientengruppen-Ebene keine signifikanten Unterschiede zwischen den Ergebnissen der
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Abbildung 5.7.: Verteilungen der räumlichen Mediane der Raten für eine Richtungsindikation ΔPA𝑠
(links) und ΔIA𝑠 (rechts) über die 35 Patienten. Auf der Abzisse sind die jeweiligen Interaktionen
zwischen der AUZ und ihrer Nachbarschaft (f⇌n), zwischen der AUZ und entlegenenHirnregionen
(f⇌n) und zwischen der Nachbarschaft und entlegenen Hirnregionen (n⇌o) aufgetragen. Die
Richtung der Interaktion (𝑋 ⇌ 𝑌 ) ist über den Median der Rate für eine ausgezeichnete
Richtungsindikation kodiert (vgl. Gl. (5.2)): Wenn Δ⋆𝑠 > 𝜗+, so treibt 𝑋 präferenziell 𝑌 (𝑋 ⇀ 𝑌 );
falls Δ⋆𝑠 < 𝜗−, so wird 𝑋 präferenziell von 𝑌 getrieben (𝑋 ↽ 𝑌 ). Die schwarze horizontale
Linie kennzeichnet eine Rate gleichen Treibens / Respondierens (Δ⋆𝑠 = 0.5). Der grau schraffierte
Bereich kennzeichnet die Raten, für die keine präferenzielle Richtung vorliegt (s. o.). Aufbau und
Bedeutung der Boxen wie in Abb. 5.6. Darstellung nach [2].
Gesamtdaten zu denen der einzelnen Datenuntermengen Tag, Nacht, Prä-iktal und Inter-
iktal festgestellt werden. Somit scheinen die zeitlich und räumlichen mittleren Interakti-
onsstärken weitestgehend von physiologischen und patho-physiologischen Aktivitäten
unabhängig zu sein.
5.5.2. Richtung der Interaktionen
Als nächstes wurde untersucht, ob eine bevorzugte Interaktionsrichtung zwischen Ka-
tegorien von Hirnregionen beobachtet werden konnte. Dafür wurden je Patient und
Hirnregion die räumlich gemittelten Raten ΔPA𝑠 und ΔIA𝑠 bestimmt, mit denen eine be-
stimmte Richtung indiziert wurde (siehe Kap. 5.3.1). In Abb. 5.7 sind die Verteilungen der
räumlichen Mediane der Raten für Treiben über alle 35 Patienten dargestellt. Fast alle
Mediane der Verteilungen liegen über den entsprechenden Schwellwerten 𝜗+, was darauf
hindeutet, dass in der Mehrzahl der Patienten die AUZ alle anderen Hirnregionen (f→n





f→n f→o n→f n→o o→f o→n
PA 3 (10%) 24 (69%) 3 (10%) 8 (27%) 6 (17%) 5 (17%)
IA 4 (13%) 16 (46%) 2 (7%) 11 (37%) 6 (17%) 5 (17%)
Tabelle 5.3.: Anzahl (prozentualer Anteil) an Patienten, in denen die zwanzig höchsten Raten für
eine bestimmte Richtungsindikation signifikant häufiger (HGT: 𝑝 < 0.05) auftraten, als es per
Zufall für eine gegebene Interaktion zwischen Hirnregionen zu erwarten wäre.
(n→o) treibt. Die entsprechenden Raten unterschieden sich allerdings weder mit PA noch
für IA signifikant voneinander (MWT). Insgesamt konnte für ΔIA𝑠 eine höhere interin-
dividuelle Variabilität als für ΔPA𝑠 beobachtet werden. Mit beiden Ansätzen schien die
AUZ ihre Nachbarschaft (f→n) und weit entlegene Hirnregionen (f→o) in über 60% der
Patienten präferenziell zu treiben. Nennenswerte, jedoch nicht signifikante Unterschiede
zwischen den Ansätzen ließen sich nur in Interaktionen zwischen der AUZ und ihrer
Nachbarschaft beobachten: Während mit PA in ca. 20% der Patienten die AUZ von ihrer
Nachbarschaft präferenziell getrieben wurde, konnte mit IA sogar in 33% der Patienten
ein Respondieren der AUZ beobachtet werden. Einer der beiden Patienten, für die mit PA
ein Respondieren der AUZ beobachtet werden konnte, sollte als Ausreißer (siehe Abb. 5.7,
+ links) betrachtet werden, da in diesem Patienten nur eine Kombination an Elektroden
der Kategorie f→n zugeordnet werden konnte.
Analog zu Kap. 5.5.1 wurde in einemweiteren Schritt überprüft, ob die beobachteten prä-
ferentiellen Interaktionsrichtungen lediglich aufgrund der durchgeführten räumlichen
Mittelung beobachtbar sind. Hierfür wurden die 20 höchsten Raten für eine bestimmte
Richtungsindikation ausgewählt und untersucht, ob diese signifikant häufiger (HGT: 𝑝 <
0.05) für eine gegebene Interaktion zwischen Hirnregionen auftraten, als es per Zufall zu
erwarten wäre. Die Ergebnisse sind in Tab. 5.3 zusammengefasst: In etwa zwei Drittel
(mittels PA) bzw. etwa der Hälfte der Patienten (mittels IA) konnte ein präferenzielles
Treiben der AUZ weit entlegener Hirnregionen (f→o) beobachtet werden. In weiteren
30% der Patienten konnte ein Treiben der Nachbarschaft anderer Hirnregionen (n→o)
verzeichnet werden. Anders gerichtete Interaktionen, insbesondere das Respondieren
der AUZ auf andere Hirnregionen (o→f ), konnte in nur 7–17% der Patienten beobachtet
werden. An dieser Stelle sei darauf hingewiesen, dass die betrachteten 20 höchsten Raten
für eine bestimmte Richtungsindikation äußerst prägnant und stabil waren und deutlich
die entsprechenden Schwellwerte 𝜗+/𝜗− über/unterschritten: Mit PA überschritten die
höchsten Raten einen relativen Zeitanteil vonΔPA > 0.61; mit IA konnte sogarΔIA > 0.91
beobachtet werden.
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f –f f –n f –o n–n n–o o–o
Tag vs. Nacht
f –f f –n f –o n–n n–o o–o
Prä-iktal vs. Inter-iktal
Abbildung 5.8.: Verteilungen der räumlich gemittelten Pearson-Korrelationskoeffizienten 𝜌𝑠 zwi-
schen den Kenngrößenℛ und ℐ für Interaktionen zwischen Hirnregionen über die 35 Patienten.
Korrelationskoeffizienten wurden entweder vom Datensatz Gesamt (links) oder im Vergleich
für Tag (graue Boxen) und Nacht (schraffierte Boxen, mitte) oder für Prä-iktal (graue Boxen)
und Inter-iktal (schraffierte Boxen, rechts) durchgeführt. Aufbau und Bedeutung der Boxen und
Interaktionen auf Abzisse wie in Abb. 5.6. Darstellung nach [2].
Wie zuvor bei den Beobachtungen für die Interaktionsstärke wurden auch hier die Ana-
lysen auf die Daten-Untermengen Tag, Nacht, Inter-iktal, bzw. Prä-iktal beschränkt und
die Beobachtungen verglichen. Dabei schien die Interaktionsrichtung wie auch die In-
teraktionsstärke zumindest auf Patientengruppen-Ebene nahezu unbeeinflusst von phy-
siologischen und patho-physiologischen Aktivitäten zu sein. Zudem schienen die Raten
von der anatomische Lokalisation der AUZ unabhängig zu sein.
5.5.3. Vergleich der Ansätze
Die bisherigen Beobachtungen suggerieren, dass auf Patientengruppen-Ebene die auf den
Ansätzen PA und IA basierenden Kenngrößen vergleichbare Informationen bezüglich
Stärke und Richtung der Interaktionen in ausgedehnten epileptischen Hirnnetzwerken
liefern. Daher wurde untersucht, zu welchem Grad die charakterisierten Interaktions-
stärken für jede einzelne Kombination abgetasteter Hirnregionen und jeden Patienten
korrelieren. In Abb. 5.8 sind die gemäßKap. 5.3.1 ermittelten Verteilungen der räumlichen
Mediane der Pearson-Korrelationskoeffizienten 𝜌𝑠 dargestellt. Trotz der scheinbaren glei-
chen Information bezüglich der Interaktionsstärke (Kap. 5.5.1) konnten nur relative ge-
ringe mittlere Korrelationskoeffizienten 𝜌𝑠 zwischenWerten von 0.2 und 0.35 beobachtet
werden (vgl. Abb. 5.8, links). Die höchsten mittleren Korrelationskoeffizienten konnten
dabei für Interaktionen innerhalb der AUZ, der Nachbarschaft und zwischen diesen (f –f ,
n–n, f –n) beobachtet werden. Die dabei beobachtbare interindividuelle Variabilität von
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Korrelationen der auf PA und IA
basierenden Kenngrößen für Stärke:
Streuungsdiagramm der zeitlich ge-
mittelten Interaktionsstärken ℛ𝑡 ge-
gen ℐ𝑡 aller paarweisen Interaktio-
nen für die 35 Patienten (Datenmenge
Gesamt). Farblich kodiert ist der für
die entsprechenden Interaktionsstär-
ken über alle Patienten und Interak-
tionen gemittelte Pearson-Korrelati-
onskoeffizient 𝜌. Negative Korrelatio-
nen konnten nur sehr selten für die
Stärken 0 < (ℛ𝑡, ℐ𝑡) ≤ 0.2 beobach-
tet werden und werden daher nicht
dargestellt.Darstellung nach [2].
𝜌 war wie bei den vorherigen Beobachtungen relativ hoch und umfasste einen Wer-
tebereich von 0.05 bis 0.7; Im Vergleich dazu war die Variabilität von 𝜌 zwischen den
einzelnen Interaktionen relativ gering. Es konnte weder ein Zusammenhang zwischen
der Lokalisation der AUZ und den Korrelationskoeffizienten noch zwischen der stark
inhomogenen Anzahl an Elektrodenkontakten je Hirnregion und den Korrelationskoef-
fizienten beobachtet werden.
Durch Einschränkung der Analysen auf die definierten Untermengen (Tag, Nacht, Inter-
iktal und Prä-iktal) konnten auf Patientengruppen-Ebene vergleichbare Beobachtungen
erreicht werden (vgl. Abb. 5.8, Mitte und rechts). Für die Untermenge Nacht konnte
jedoch eine Verringerung der mittleren Korrelationskoeffizienten im Vergleich zur Un-
termenge Tag für alle Interaktionen mit Ausnahme von Interaktionen innerhalb der AUZ
(f –f ) beobachtet werden (Abb. 5.8, Mitte), was auf einemögliche Abhängigkeit der Kenn-
größen für die Interaktionsstärke von einer zirkadianen Rhythmik hindeutet. Die Unter-
schiede zwischen den Untermengen Prä-iktal und Inter-iktal waren zumindest auf Pati-
entengruppen-Ebene (rechter Teil von Abb. 5.8) vernachlässigbar.
Analog zu den Ergebnissen für die Interaktionsstärke (vgl. Abb. 5.6) zeigten die mittleren
Werte der Korrelationskoeffizienten eine Reduktion der Werte mit steigendem Abstand
zur AUZ. Dies könnte dadurch erklärt werden, dass innerhalb der AUZ vermehrt hö-
here Interaktionsstärken vorlagen, für die tendenziell höhere Korrelationskoeffizienten
beobachtet werden können (siehe Abb. 5.9).
Anschließendwurde analysiert, inwiefern zuwelchemGradmit beidenAnsätze PAund IA
dieselben Richtungsindikationen (treiben, respondieren, oder nicht auflösbar durch keine
oder bidirektionale Kopplung) beobachtbar waren. Gemäß Kap. 5.3.1 wurde dafür der
Zeitanteil 𝒮 selber Richtungsindikation ermittelt. Die räumlichen Mediane mit𝒮𝑠 ≈ 45%
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indizierten nur geringe Zusammenhänge (Daten hier nicht gezeigt). Diese Beobachtung
war für alle Interaktionen zwischen und innerhalb von Hirnregionen vergleichbar. Er-
wartungsgemäß konnte keine Abhängigkeit von 𝒮 von physiologischer oder patho-phy-
siologischer Aktivität durch Reduktion der Analysen auf die Untermengen beobachtet
werden. Somit lässt sich zusammenfassen, dass sowohl die Kenngrößen ℛ und ℐ , so-
wie 𝒞 und 𝒮 größtenteils unabhängige, nicht redundante Informationen bezüglich der
Interaktionsstärke bzw. ‑richtung liefern.
5.6. Zeitverzögerung von Interaktion
Abschließend wurde untersucht, ob retardierte gerichtete und gewichtete Interaktionen
zwischen Hirnregionen eine bevorzugte Interaktionsverzögerung aufweisen. Dazu wur-
de exemplarisch je Patient und je Kombination von Kategorien die Interaktion mit der
höchsten Rate für eine bestimmte Richtungsindikation (vgl. Kap. 5.5.2), also die über
die Zeit stabilste Interaktion, ausgewählt. Für diese retardierten Interaktionen wurde
mittels Gleitfensteranalyse der Direktionalitätsindex DSTE zeitlich aufgelöst bestimmt
und die jeweilige Interaktionsrichtung sowie ‑verzögerung bestimmt. Da Verzögerungen
im menschlichen Gehirn je nach Hirnregion und Aktivität relativ unterschiedlich sein
können und bis zu 200ms [323] betragen können wurden Interaktionen mittels𝒟(𝜏1, 𝜏2)
mit (𝜏1, 𝜏2) ∈ {Δ𝑡,… , 50Δ𝑡} = {5ms,… , 250ms} charakterisiert. Bei gegebenen Einbet-
tungsparametern gemäß Anhang C mit 𝑚 = 5 und 𝑙 = 3 geforderter Quasi-Stationarität
der Hirn-Dynamik [317] mit Gleitfenster der Länge𝑁 = 4096 sind nur Nebendiagonalen
und keine resonanzartige Struktur gemäß Kap. 4.3.2 bei der Charakterisierung mittels
𝒟(𝜏1, 𝜏2) zu erwarten.
Da im menschlichen Gehirn sowohl uni- als auch bidirektionale retardierte Interaktio-
nen mit verschiedenen Verzögerungen zu erwarten sind, wurde nur die Verzögerung
und Richtung der Interaktion berücksichtigt, für die für eine gegebene Kombination
an abgetasteten Hirnregionen der größte retardierte Informationsfluss detektiert wurde.
Dieser wurde wie folgt datengetrieben ermittelt: Zunächst wurde für die Interaktion
höchster Rate einer bestimmten Richtungsindikation der Direktionalitätsindex𝒟(𝜏1, 𝜏2)
bestimmt (siehe Abb. 5.10, links). Anschließend wurde zur Steigerung der Robustheit







mit der Anzahl #(𝜏1, 𝜏2) zur Mittelung herangezogener Parameterpaare. Das Mittel ent-
lang aller möglichen Nebendiagonalen 𝒟𝜏1,𝜏2 ist in Abb. 5.10 exemplarisch dargestellt.
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Abbildung 5.10.: Schematische Darstellung der datengetrieben Identifikation der Richtung sowie
Quantifizierung der Verzögerung retardierter gerichteter und gewichteter Interaktionen mittels𝒟 .
Links: Direktionalitätsindex𝒟(𝜏1, 𝜏2) für eine exemplarische Interaktion zwischen Hirnregionen.
Zur Bestimmung der Position und Vorzeichen der Nebendiagonalen wurde𝒟(𝜏1, 𝜏2) entlang aller
möglichen Nebendiagonalen gemittelt (𝜏1, 𝜏2 -Projektion). Rechts: Mittlerer Direktionalitätsindex
𝒟𝜏1,𝜏2 (gemittelt entlang möglicher Nebendiagonalen) in Abhängigkeit der Verzögerung 𝛿𝑋→𝑌 .
Anschließend wurde das Mittel mittels Hamming-Fenster der Länge𝑁 = 6 geglättet und
schließlich die Verzögerung gewählt, für die der Betrag |𝒟𝜏1,𝜏2|maximale Werte annahmund eine relative Abweichung von mindestens 10% zum Mittel3 über alle möglichen
Verzögerungen aufwies. Die Richtung der Interaktion wurde anhand des Vorzeichens
von 𝒟𝜏1,𝜏2 gewählt: positives Vorzeichen indiziert ein Treiben, negatives Vorzeichen einRespondieren. Für die in Abb. 5.10 charakterisierte exemplarische Interaktion wurde ein
Treiben mit einer Verzögerung von ca. 50ms indiziert. An dieser Stelle sei anzumer-
ken, dass unter Vernachlässigung möglicher verzögerter Einflüsse für diese Interaktio-
nen mittels 𝒟(𝜏1 = 1, 𝜏2 = 1) = 𝒮 eine umgekehrte Interaktionsrichtung indiziert
wird.
In Abb. 5.11 sind die Verteilungen der mittleren Verzögerung 𝛿𝑡 exemplarischer Interak-
tionen zwischenHirnregionen über die Gesamtheit aller Patienten dargestellt. ImMedian
konnten Interaktionsverzögerungen von ca. 75ms beobachtet werden, unabhängig von
den miteinander interagierenden Hirnregionen. D. h. es konnte im Mittel über alle Pa-
tienten trotz der unterschiedlich räumlichen Distanzen kein signifikanter Unterschied
in der Interaktionsverzögerung beobachtet werden (MWT). Es zeichnet sich allerdings
ein Trend zu steigenden minimalen Verzögerungen mit zunehmender Distanz der In-
teraktion ab. Zudem wurden die Analysen auf die Daten-Untermengen Tag, Nacht, Prä-
iktal und Inter-iktal beschränkt und die Beobachtungen verglichen. Dabei konnten keine
signifikanten Unterschiede in den Verzögerungszeiten beobachtet werden (MWT). Für
die exemplarisch analysierten Interaktionen zeichnet sich allerdings eine Vergrößerung
3Die Verwendung eines Schwellwertes von 10% erwies sich in Voruntersuchungen an den untersuchten
Modellsystemen (Kap. 4.3.2 und 4.4.3) als notwendig, um Falschindikationen zu minimieren.
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Abbildung 5.11.: Verteilungen der zeitlich mittleren Verzögerung 𝛿⋆𝑡 = {𝛿𝑋→𝑌 𝑡, 𝛿𝑌→𝑋 𝑡} retardierter
Interaktionen zwischen Hirnregionen über die Gesamtheit aller Patienten. Die Verzögerungen
wurden entweder für Interaktionen vom Datensatz Gesamt (links) oder im Vergleich für Tag
(graue Boxen) und Nacht (schraffierte Boxen, mitte) oder für Prä-iktal (graue Boxen) und Inter-
iktal (schraffierte Boxen, rechts) bestimmt. Aufbau und Bedeutung der Boxen und Interaktionen
auf Abzisse wie in Abb. 5.6.
der Interaktionsverzögerung für die Untermenge Nacht im Vergleich zu Tag und für Prä-
iktal im Vergleich zu Inter-iktal ab.
Zudem wurde untersucht, inwiefern sich die Richtung retardierter Interaktionen zu de-
nen unterscheiden, die ohne Berücksichtigung von etwaigen Verzögerungenmit demDi-
rektionalitätsindex 𝒮 der Symbolischen Transferentropie geschätzt wurden. In 20–30%
der Patienten konnte unabhängig von den interagierenden Hirnregionen mit 𝒟(𝜏1, 𝜏2)
eine der mit 𝒮 identifizierte, entgegengesetzte Interaktionsrichtung beobachtet werden.
Es bleibt in zukünftigen Studien zu untersuchen, ob es sich hier um mehrere entgegen-
gesetzte Interaktionen verschiedener Verzögerungen handelt.
5.7. Diskussion und Zusammenfassung
In diesem Kapitel wurden retardierte gerichtete und gewichtete Interaktionen in zeit-
lich veränderlichen, räumlich ausgedehnten funktionellen epileptischen Hirnnetzwer-
ken charakterisiert. Zunächst wurden nicht-retardierte Interaktionen mit den in Kap. 4
untersuchten Kenngrößen untersucht und die phasenbasierten (PA) Kenngrößen mit den
informationstheoretischen (IA) Kenngrößen bei der Charakterisierung gegenübergestellt
und untersucht, inwiefern die Wahl des Ansatzes Auswirkung auf die charakterisierte
Stärke und Richtung von Interaktionen hat. Die Kenngrößen wurden hierfür zeitlich
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hoch aufgelöst aus Langzeit-, Vielkanal-iEEG-Aufzeichnungen von 35 Epilepsiepatien-
ten bestimmt, die an einer pharmakoresistenten Epilepsie erkrankt waren. Unter Ver-
wendung des in Kap. 4.2 entwickelten Analyseansatzen wurden Interaktionsstärke und
‑richtung zwischen Hirnregionen mit dem Ziel charakterisiert,
Hirnregionen zu identifizieren, die sich durch Interaktionseigenschaften von an-
deren abgrenzen lassen,
dabei mögliche Einflüsse physiologischer und patho-physiologischer Aktivitäten
auf die Interaktionseigenschaften zu idenfizieren und
Ähnlichkeiten bzw. Unterschiede der verwendeten Ansätze zu quantifizieren.
Trotz der konzeptionellenUnterschiedewurdemit beidenAnsätzen die Anfallsursprungs-
zone (AUZ) als die Hirnregion identifiziert, deren Interaktionseigenschaften sich zu de-
nen anderer abgetasteter Hirnregionen in der Mehrheit der Patienten selbst im anfalls-
freien Intervall unterschieden. Auf Patientengruppen-Ebene war die Interaktionsstärke
innerhalb der AUZ am höchsten und nahm mit zunehmendem Abstand zu dieser ab. In
etwa der Hälfte der Patienten wurde die AUZ als eine präferenziell treibende Struktur
(Hirnregion) identifiziert, die sowohl ihre direkte Nachbarschaft als auch weiter entle-
gene Hirnregionen trieb. Diese Beobachtungen schienen weitestgehend unabhängig von
physiologischen (wie zirkadianer Rhythmik) als auch pathologischen Aktivitäten (wie
prä-iktaler Aktivität imVergleich zu inter-iktaler Aktivität) zu sein.
Im Mittel über Patienten und Kategorien von Hirnregionen waren die Ergebnisse be-
züglich räumlicher Verteilung sowie Höhe der Interaktionsstärke mit denen vorheriger
Studien [72, 293–301] übereinstimmend. Diese Ergebnisse unterstreichen einerseits die
zentrale Rolle der AUZ durch ihre Interaktionen mit anderen Hirnregionen im epilep-
tischen Hirn. Andererseits konnten durch weitere Analysen in ca. einem Drittel der
Patienten andere Hirnregionen identifiziert werden, die fernab von der AUZ lagen und
ähnlich starke, wenn nicht sogar höhere Interaktionsstärken als die AUZ aufwiesen.
Diese Beobachtung ist in Einklang mit weiteren Studien, die eine Analyse von fernab der
AUZ gelegenen Hirnregionen empfehlen [37, 314, 320]. In weiteren Studien konnte sogar
eine wichtige Rolle der fernab liegenden Hirnregionen bei der Anfallsentstehung im
epileptischen Hirnnetzwerk nachgewiesen werden [3]. Diese Ergebnisse in Kombination
mit den im Rahmen dieser Arbeit gewonnenen Ergebnissen lassen so vorherige Studien,
die eine datengetriebene Lokalisation der AUZ mittels Identifikation von Hirnregionen
stärkster Interaktionen mit allen anderen Hirnregionen [293–296, 299, 324] vorgeschla-
gen haben, in einem anderen Licht erscheinen. Auf Grundlage der in dieser Arbeit gewon-
nenen Erkenntnisse erscheint diese Art der Lokalisation im Zuge der prächirurgischen
Diagnostik als nicht ausreichend robust. Diese zu vorherigen Studien widersprüchli-
chen Beobachtungen könnten in den a priori-Einschränkungen der Studien bezüglich
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Aufzeichnugsdauer (lediglich ausgewählte Segmente weniger Minuten bis Stunden im
Vergleich zu Langzeitaufnahmen bis zu Tagen) sowie räumlicher Abtastung begründet
sein.
In puncto Interaktionsrichtungwurden bisher nur Interaktionen in Patientenmit fokalen
Epilepsien und nur während Anfällen [302–309, 312, 325, 326] oder für ausgewählte
Zeitabschnitte oder Perioden anfallsähnlicher Aktivitäten [303, 309–311] analysiert. Der
Großteil dieser Studien verwendete Analysetechniken, die auf demKonzept der Granger-
Kausilität [57] beruhen, und kamen zum Ergebnis, dass die AUZ eine Hirnregion sei, die
einen gerichteten Einfluss auf andere Hirnregionen ausübe. Dieses fokale Treiben [222]
kann jedoch auch fälschlicherweise beobachtet werden, wenn die vorherrschende In-
teraktionsstärke nicht mitberücksichtigt wird und somit die Interaktionsrichtung falsch
interpretiert wird [4, 117, 159]. Der in dieser Arbeit verwendete Analyseansatz (Kap. 4.2),
Interaktionsrichtung unter Berücksichtigung der ‑stärke zu interpretieren, berücksich-
tigt dieses Manko und bietet somit eine einfache Möglichkeit, die verschiedenen Syn-
chronisationsregime (siehe Kap. 2.3.5) voneinander zu unterscheiden und Fehlinterpre-
tationen zu vermeiden. Obwohl die in dieser Arbeit erzielten Ergebnisse ebenfalls auf
ein präferenziell fokales Treiben hindeuten, welches selbst über große Zeiträume im
anfallsfreien Intervall beobachtet werden kann, kann dieses nur in ca. 50% der Patienten
beobachtet werden. Es bleibt weiterhin zu klären, ob das Respondieren der AUZ auf
ihre Nachbarschaft oder sogar weiter entlegene Hirnregionen (beobachtbar insbesondere
mit Ansatz IA) ein Effekt einer Art inhibitorischen Umgebung [327, 328] ist, d. h. eine
AUZ-umgebende Struktur, die eine Ausbreitung anfallsartiger Aktivitäten während des
anfallsfreien Intervalls effektiv unterbindet.
Desweiteren wurde untersucht, inwiefern die Charakterisierung von Interaktionen von
der Wahl des verwendeten Ansatzes abhängt und den Grad gleicher Stärke bzw. Rich-
tungsindikation unter Verwendung von PA und IA untersucht. Die verwendeten Analy-
seansätze (PA und IA) erfassen unterschiedliche Aspekte der Dynamik und zeigen somit
unterschiedliche Charakteristika für Interaktionen in komplexen dynamischen Systemen
wie dem epileptischen Hirn [37, 72, 291]: Während die auf PA basierenden Kenngrößen
kaum von Amplitudenänderungen in den Zeitreihen beeinflusst sind, erfassen die auf IA
basierenden Kenngrößen explizit Änderungen in der Phase als auch der Amplitude, um
den Informationsfluss interagierender Hirnregionen zu messen. Daher scheint es wenig
verwunderlich, dass der beobachtete Zusammenhang der Kenngrößen für die Interak-
tionsstärke zwischen unkorreliert und stark korreliert variiert. Die Kenngrößen für die
Interaktionsrichtung zeigten im Mittel lediglich zu 40% der Zeit die selbe Information
bezüglich der Richtung (Treiben, Respondieren oder keine Richtungsindikation). Die-
se Beobachtungen lassen darauf schließen, dass die untersuchten Ansätze größtenteils
unabhängige, nicht redundante Informationen bezüglich der Interaktionsrichtung und
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‑stärke bieten. Nichtsdestotrotz lassen sich auf Patientengruppen-Ebene im Mittel ver-
gleichbare Stärken und Richtungen von Interaktionen in epileptischen Hirnnetzwerken
beobachten. Daher bleibt zu zeigen, ob diese scheinbare Unabhängigkeit vom Ansatz
auf Patientengruppen-Ebene der durchgeführten räumlichen Mittelung geschuldet ist.
Interessanterweise konnten imMittel über alle Patienten insbesondere für Interaktionen
zwischen der AUZ und ihrer Nachbarschaft relativ hohe Korrelationen zwischen den
jeweiligen Kenngrößen für die Interaktionsstärke beobachtet werden. Somit scheinen
beide Ansätze gut geeignet zu sein, die Dynamik der Interaktionen mit der AUZ zu
charakterisieren. Im direkten Vergleich der Kenngrößen konnte beobachtet werden, dass
die auf PA basierende Kenngröße für die Interaktionsstärkeℛ und die auf IA basierende
Kenngröße für die Interaktionsrichtung 𝒮 einen höheren Kontrast als ihr Pendant zu
bieten scheinen. Diese Beobachtung spiegelt wahrscheinlich die bereits in dieser Ar-
beit an Modellsystemen beobachteten verschiedenen Sensitivitäten gegenüber den ver-
schiedenen Synchronisationsartenwider [23], die den verschiedenen pathologischen und
patho-physiologischen Dynamiken im epileptischen Hirnnetzwerk zugrundeliegen [37].
Ob der höhere Kontrast ebenfalls eine höhere Sensitivität und Spezifität für Interaktio-
nen im epileptischen Gehirn widerspiegelt bleibt eine spannende Frage, der z. B. durch
Anwendung von Surrogat-Techniken [4, 147, 244, 246, 289] nachgegangen werden soll-
te.
Desweiteren wurde untersucht, ob und wenn ja mit welcher Verzögerung Hirnregionen
bevorzugt miteinander interagieren. Es konnten im Mittel über alle Patienten Interak-
tionsverzögerungen von 75ms (Interquartilabstand 50–125ms) beobachtet werden, was
sich mit der Erwartung möglicher Verzögerungen bei Signalausbreitungen im mensch-
lichen Gehirn bisheriger Studien deckt [323]. Nichtsdestotrotz konnte trotz räumlich
unterschiedlicher Distanzen der interagierenden Hirnregionen kein signifikanter Un-
terschied zwischen den Verzögerungen der Interaktionen zwischen den verschiedenen
Kategorien beobachtet werden. In einem weiteren Schritt wurde untersucht, inwiefern
sich die indizierte Richtung unterscheidet, wenn Verzögerungen von Interaktionen ver-
nachlässigt werden. Hierfür wurde die Richtung jeweils mittels𝒟 und 𝒮 identifiziert und
verglichen: In 20–30% der Patienten wurden entgegengesetzte Interaktionsrichtungen
indiziert. Es bleibt zu klären, ob es sich um eine Überlagerung bidirektionaler Interak-
tionen mit mehreren Verzögerungen handelt oder welche der bestimmten Interaktions-
richtungen die dominante ist.
Zusammenfassendweisen die räumlich und zeitlich aufgelösten komplementären Analy-
sen retardierter gerichteter und gewichteter Interaktionen in epileptischen Hirnnetzwer-
ken darauf hin, dass die Anfallsursprungszone eine besondere Rolle durch sehr starke,
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gerichtete Einflüsse auf alle anderen Hirnregionen im funktionellen epileptischen Hirn-
netzwerk einnimmt. Zusammen mit den jüngsten Fortschritten im Bereich der datenge-
triebenen Charakterisierung von Interaktionseigenschaften (durch beispielsweise Ver-
meidung von Fehlinterpretationen von Richtungsinformationen [2] oder der Berücksich-
tigung retardierter Interaktionen [1]) oder einer Kombination von Analyseansätzen [2]
odermultivariater Analyseansätze [247, 329, 330] können in Zukunft verbesserte Charak-
terisierungen komplexer dynamischer Systeme erwartet werden.
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Ziel dieser Arbeit war eine verbesserte Charakterisierung (retardierter) gerichteter und
gewichteter Interaktionen in komplexen dynamischen Systemen. Diese erfolgte datenge-
trieben mittels Methoden der Zeitreihenanalyse, welche auf unterschiedlichen Ansätzen
basierten und die entsprechenden Kenngrößen verschiedene Aspekte der Dynamik er-
fassen und quantifizieren. Daher wurde untersucht, inwiefern die Wahl des Ansatzes
Auswirkung auf die charakterisierte Stärke und Richtung von Interaktionen hat und
unter welchen Bedingungen Interaktionsrichtung falsch interpretiert werden können.
Auf Grundlage dessen wurde ein Analyseansatz vorgestellt [2, 4], mit dem Fehlinterpre-
tationen vermieden werden können. Zur Berücksichtigung möglicher retardierter Ein-
flüsse wurden anschließend eine Kenngröße zur Identifizierung retardierter Interaktio-
nen in komplexen Systemen und Quantifizierung der entsprechenden Interaktionsver-
zögerung entwickelt [1] und bezüglich ihrer Eignung zur Analyse von Felddaten analy-
siert.
Zunächst wurde die Performanz der verwendeten Kenngrößen für Stärke und Richtung
nicht-retardierten Interaktionen anhand von Modellsystemen mit wohldefinierten Ei-
genschaften auf Basis vorheriger Untersuchungen [70, 72, 129, 131, 134, 164, 199, 214–
216] erläutert und der phasenbasierte mit dem informationstheoretischen Ansatz vergli-
chen. Dabei wurde insbesondere untersucht, inwiefern verschiedenen Synchronisations-
regime unterschieden werden können, Einschränkungen identifiziert und anhand dieser
ein Analyseansatz entwickelt [2, 4], um Fehlinterpretationen von Kenngrößen für die
Interaktionsrichtung zu vermeiden. Trotz ihrer konzeptionellen Unterschiede konnten
ab einer bestimmten Kopplungsstärke mit beiden Ansätzen Interaktionen detektiert und
Stärke und Richtung quantifiziert werden. Beide Kenngrößen für die Interaktionsrich-
tung hatten gemeinsam, dass sowohl für sehr kleine, als auch für sehr große Kopp-
lungsstärken keine gerichtete Interaktion detektiert werden konnten und somit diese
beiden Synchronisationsregime nicht eindeutig voneinander unterschieden werden kön-
nen. Diese möglichen Fehlinterpretationen konnten jedoch durch zusätzliche Kenntnis
über die vorherrschende Interaktionsstärke vermieden werden und somit die Synchro-
nisationsregime wieder unterschieden werden. Diese Ergebnis bildet die Basis des in
dieser Arbeit entwickelten Analyseansatzes zur Untersuchung unbekannter komplexer
Systeme (Kap. 4 und [2, 4])
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Anschließend wurde eine Methode zur Identifikation und Charakterisierung retardier-
ter, gerichteter Interaktionen komplexer Systeme vorgestellt, die Retardierte Symbolische
Transferentropie [1], und bezüglich ihrer Eignung zur Analyse von Felddaten analysiert.
Es konnte gezeigt werden, dass mit dieser Kenngröße retardierte Interaktionen detek-
tiert, die Richtung retardierter gerichteter und gewichteter Interaktionen identifiziert
sowie Verzögerungen quantifiziert werden können. Für die Charakterisierung von In-
teraktionen sind Kenntnis über geeignete Einbettungsparameter, sowie die maximal zu
erwartende Interaktionsverzögerung notwendig. Gerade bei der Analyse von Felddaten
ist die Wahl der Einbettungsparameter nicht trivial [9], wenn das zu untersuchende
System unbekannt ist. Es konnte jedoch gezeigt werden, dass selbst bei schlecht ge-
wählten Einbettungsparametern und geringer Datenpunktanzahl eine Identifikation der
Interaktionsrichtung und Messung der Verzögerung möglich war. Die Kenngröße wies
zudem eine relativ hohe Robustheit gegenüber Rauschen auf, was sie insbesondere für
die Analyse von Felddaten attraktiv macht. In einem letzten Schritt wurde analysiert, ob
mit Hilfe der Kenngröße Interaktionen in Netzwerken retardiert interagierender dyna-
mischer Systeme charakterisiert werden können, die zu einem verbesserten Verständnis
komplexer Dynamiken führen können [79–81] oder eine Charakterisierung retardierter
Netzwerkdynamiken erst ermöglichen. Durch sukzessive Charakterisierung aller paar-
weisen Interaktionen konnte die retardierte Interaktionen in Netzwerken retardiert ge-
koppelter Oszillatoren detektiert und charakterisiert werden. Die identifizierten Interak-
tionsrichtungen und ‑verzögerungen entsprachen zwar den eingestellten Kopplungen,
jedoch konnten auch indirekte Interaktionen nicht-gekoppelter Oszillatoren beobachtet
werden, die aufgrund der bivariaten Eigenschaft der Kenngröße nicht von den direk-
ten Interaktionen eindeutig unterschieden werden konnten. Ein Möglicher Ansatz stellt
die Verwendung von Partialisierungstechniken [133, 234, 235, 247] oder multivariater
Kenngrößen [248–254] dar, jedoch scheinen diese Ansätze bisher nicht für komplexe
Netzwerke geeignet zu sein [127, 236].
Schließlich wurden (retardierte) gerichtete und gewichtete Interaktionen im menschli-
chen Gehirn von Epilepsiepatienten analysiert und charakterisiert. Es wurde untersucht,
inwiefern sich einzelne Hirnregionen von anderen Hirnregionen im epileptischen Hirn-
netzwerk anhand von Eigenschaften der Interaktionen zwischen diesen abgrenzen lassen
und somit tiefere Einblicke in die komplexe Dynamik im epileptischen Hirnnetzwerk
gewähren. Insbesondere wurde die oft als gesondert angesehene Rolle der sogenannten
Anfallsursprungszone, der Hirnregion in der sich Anfälle zuerst manifestieren und über
weite Bereiche des epileptischen Hirn-Netzwerkes ausbreiten können, untersucht und
diskutiert. Zusammenfassend weisen die räumlich und zeitlich aufgelösten komplemen-
tären Analysen retardierter gerichteter und gewichteter Interaktionen in epileptischen
Hirnnetzwerken darauf hin, dass die Anfallsursprungszone eine besondere Rolle durch
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sehr starke, gerichtete Einflüsse auf alle anderen Hirnregionen im funktionellen epilep-
tischen Hirnnetzwerk einnimmt. Im Mittel über Patienten und Kategorien von Hirnre-
gionen stimmten die Ergebnisse bezüglich räumlicher Verteilung sowie Höhe der Inter-
aktionsstärke mit denen vorheriger Studien [72, 293–301] überein. Andererseits konnten
durch weitere Analysen in ca. einem Drittel der Patienten andere Hirnregionen identifi-
ziert werden, die fernab von der Anfallsursprungszone lagen und ähnlich starke, wenn
nicht sogar höhere Interaktionsstärken aufwiesen. Diese Beobachtung legen daher die
Einbeziehung fernab der Anfallsursprungszone gelegenen Hirnregionen in Analysen na-
he [37, 314, 320]. In einer weiteren auf der für diese Arbeit entwickelten Analysestrategie
basierenden Studien konnte sogar eine wichtige Rolle der fernab liegenden Hirnregionen
bei der Anfallsentstehung im epileptischenHirnnetzwerk nachgewiesenwerden [3]. Die-
se Ergebnisse in Kombinationmit den imRahmen dieser Arbeit gewonnenen Ergebnissen
lassen so vorherige Studien, die eine datengetriebene Lokalisation der Anfallsursprungs-
zone (AUZ) mittels Identifikation von Hirnregionen stärkster Interaktionen mit allen
anderen Hirnregionen [293–296, 299, 324] vorgeschlagen haben, in einem anderen Licht
erscheinen. Desweiteren wurde untersucht, ob und wenn ja mit welcher Verzögerung
Hirnregionen bevorzugt miteinander interagieren. Es konnten imMittel über alle Patien-
ten Interaktionsverzögerungen beobachtet werden, die sich mit den Erwartungen mögli-
cher Verzögerungen bei Signalausbreitungen immenschlichen Gehirn bisheriger Studien
deckt [323]. Nichtsdestotrotz konnte eine relativ hohe interindividuelle Variabilität der
Verzögerung beobachtet werden, die um eine Größenordnung höher war als die der
Reichweite von Interaktionen. Zudem konnten in bis zu einemDrittel der Patienten unter
Berücksichtigung von Verzögerungen entgegengesetzte Interaktionsrichtung indiziert
im Vergleich zu derer nicht-retardierter Interaktionen. Während das durch Mittelung
über alle Patienten und räumliche Mittel über Hirnregionen hinweg erzielte Ergebnis
konsistent mit vorherigen Studien ist lässt die hohe interindividuelle Variabilität jedoch
darauf schließen, dass der Einfluss diverser physiologischer und pathophysiologischer
Aktivitäten noch nicht vollends verstanden wurde. So können Interaktionen im epilep-
tischen Hirnnetzwerk durch Änderung der Medikamentation [331–333] oder verschie-
dene Vigilanzstadien [334] beeinflusst sein und somit Netzwerkcharakteristika funktio-
neller epileptischer Hirnnetzwerke auf unterschiedlichsten Zeitskalen variieren [314–
316].
Zusammenfassend konnte mit Hilfe des entwickelten Analyseansatzes zur Vermeidung
von Fehlinterpretationen sowie der entwickelten Kenngröße zur Charakterisierung re-
tardierter gerichteter und gewichteter Interaktionen eine detailierte Charakterisierung
komplexer Systeme erzielt werden sowie Verzögerungen von Interaktionen innerhalb
komplexer Systeme quantifiziert werden. Durch diese konnten erstmals tiefere Einblicke
in die Dynamik und Mechanismen komplexer dynamischer Systeme gewonnen wer-
den. Es bleibt eine spannende Frage, inwiefern zeitliche Stabilität von Interaktionen,
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6. Zusammenfassung und Ausblick
Richtungswechsel dominanter Einflüsse sowie Verzögerungen retardierter Interaktionen
weitere Auskünfte über die zugrundeliegendenMechanismen und Dynamik bisher unbe-




Die logistische Abbildung [220] ist ein Modell zur Beschreibung einer Populationsgröße.
Diese steigt durch Fortpflanzung und wird durch den Effekt einer begrenzten Menge
an Nahrung reduziert, die dafür sogt, dass Individuen verhungern und schließlich die
Populationsgröße wieder sinkt. Die Populationsgröße 𝒙 im Jahr 𝑖 + 1 lässt sich durch die
des Vorjahres wie folgt beschreiben:
𝒙𝑖+1 = L(𝒙𝑖) ≔ 𝑟𝒙𝑖(1 − 𝒙𝑖), (A.1)
mit Kontrollparameter 𝑟 ∈ (0, 4] und Abbildung L(𝒙𝑖) ∈ [0, 1], welche eine Wachs-
tumsrate bzw. Sterberate representiert. Je nach Kontrollparameter (vgl. Abb. A.1) kann
Periodenverdopplung (z. B. für 𝑟 ≈ 3), bis hin zu chaotischem Verhalten (𝑟 ≈ 4) beobach-
tet werden. Die Anfangsbedingungen wurden je Realisationen mit 𝒙0 ∈ [0, 1] zufällig
gewählt.















Abbildung A.1.: Bifurkationsdiagramm der logistischen Abbildung: Relative Häufigkeit der Am-
plitudenwerte 𝒙𝑖 in Abhängigkeit des Kontrollparameters 𝑟. Ab Werten von 𝑟 ≥ 3.6 zeigt
die Logistische Abbildung für die meisten Parameter 𝑟 chaotisches, nicht-lineares Verhalten.
Dazwischen liegen jedoch diverse periodische Fenster. Für 𝑟 ≈ 4 kann mit deterministischem




Der Rössler-Oszillator [219] ist ein deterministisches dynamisches System, dessen Dyna-
mik durch drei nicht-linearen gewöhnliche Differentialgleichungen beschrieben werden


















Der Parameter 𝜔𝑋 gibt die Eigenfrequenz des Oszillators an; Die übrigen Parameter
wurden mit 𝛼 = 0.165, 𝛽 = 0.2 und 𝛾 = 10 gemäß [117, 335] so gewählt, dass das
System chaotisches Verhalten annimmt und eine fraktale Lyapunov-Dimension 𝐷 <
2.8 aufweist [336, 337]. Die Anfangsbedingungen für die numerische Integration wur-




𝑡0 ∈ [−5, 5] 𝑥
(3)
𝑡0 ∈ [0, 0.2] (A.3)
Abbildung A.2.:
Exemplarischer Attraktor eines Rössler-Os-
zillators mit Eigenfrequenz 𝜔𝑋 = 0.89.
Darstellung mit 𝑁 = 104 Datenpunkten bei
einer Abtastrate von Δ𝑡 = 0.03, nachdem die
ersten 104 Zeiteinheiten transienten Verhal-
tens verworfen worden sind.
x (1)













Inspiriert zur Erstellung dieses Modells wurde Rössler durch Beobachtung einer Bon-
bon-Knetmaschine, in der eine Bonbon-Masse durch mehrfaches Rühren (Drehen) und




Zur Lösung von Differentialgleichungen nicht-retardiert interagierender Systemen mit
kontinuierlicher Zeitentwicklung und Erzeugung von Zeitreihen wurde die Dormand-
Prince-Methode [338] verwendet, welche ein Runge-Kutta Verfahren [339] fünfter Ord-
nung mit adaptiver Schrittweite ist.
Verzögerte Differentialgleichungssysteme (DDE) hingegehen wurden mit dem Shampi-
ne-Thomson-Verfahren (dde23) [340] numerisch integriert, welches auf dem Bogacki-
Shampine-Verfahren [341] beruht. Letzteres gehört zur Klasse der Runge-Kutta Verfah-
ren [339] dritter Ordnung mit der Besonderheit, dass es die First same as last (FSAL)
Eigenschaft aufweist, d. h. dass der letzte Parameter als erster Parameter in der nächsten
Iteration benutzt werden kann. Zudem kann bei diesem Verfahren ähnlich der Dormand-
Prince-Methode ein Integrationsfehler abgeschätzt und somit eine adaptive Schrittweite
implementiert werden.
Zu Beginn der Integration einer DDE wird ohne verzögerte Einflüsse integriert, bis aus-
reichend Zeiteinheiten vergangen sind, um auf vergangene Zustände zurückzugreifen
zu können und somit einen retardierten Einfluss zu berücksichtigen. In der vorliegenden




C. Wahl der Einbettungsparameter
Bei optimaler Wahl der Einbettungsdimension 𝑚 und ‑verzögerung 𝑙 kann nach dem
Takens-Theorem [137] ein topologisch äquivalenter Phasenraum aus Zeitreihen von Ob-
servablen rekonstruiert werden [9, 138, 343]. Dann entsprechen die verwendeten Permu-
tationssymbole einer Einbettung im Phasenraum und stellen eine approximative generie-
rende Partitionierung des Phasenraumes dar (siehe Kap. 3.3.3). Ist die Dimension des zu
untersuchenden Systems unbekannt, so kann diese z. B. über die Methode falscher Nach-
barn (engl. false-nearest-neighbor) [9, 343] abgeschätzt werden und gemäß des Takens-
Theorems eine geeignete Einbettungsdimension gewählt werden.
Die Einbettungsverzögerung 𝑙 ist von der Eigenfrequenz der Oszillatoren sowie der ge-
wählten Abtastrate Δ𝑡 abhängig und kann entweder mittels verzögerter Mutual Infor-
mation (MI) [344] oder Autokorrelationsfunktion (AKF) [9] abgeschätzt werden. Letztere
quantifiziert die Korrelation einer Zeitreihe zu einer um 𝜏 verschobenen Kopie ihre selbst




𝑥(𝑡)𝑥(𝑡 + 𝜏) d𝑡. (C.1)
Die Einbettungsverzögerung 𝑙 ist so zu wählen, dass sie einerseits nicht zu klein ist
und somit der Attraktor im rekonstruierten Phasenraum vollständig entfaltet ist; An-
dererseits darf sie nicht zu groß gewählt werden, da andernfalls Systemzustände zeitlich
unkorreliert sein können.
In Abb. C.1 ist Ψ(𝜏) für 20 Realisationen zweier unidirektional gekoppelter Rössler-Os-
zillatoren mit unterschiedlichen Eigenfrequenzen 𝜔𝑋 und 𝜔𝑌 dargestellt. Die mittlere
Frequenz der Treiber wurde höher als die der Responder gewählt und für jede Realisation
die jeweiligen Frequenzen aus einer Gaußverteilung gewählt. Für schwach gekoppelte
Subsysteme mit 𝑐𝑋→𝑌 ≈ 0 (Abb. C.1, oben) konnte ein Einfluss der Wahl der unterschied-
lichen mittleren Eigenfrequenzen auf Ψ beobachtet werden: Der erste Nulldurchgang
von Ψ(𝜏) ist für den langsameren Responder im Mittel über die Realisationen höher
als für den schnelleren Treiber. Mit steigender Kopplungsstärke werden die Eigenfre-
quenzen der Responder immer weiter an die der Treiber angepasst, sodass sich für hohe
Kopplungsstärken (Abb. C.1, unten) im Rahmen der für die Eigenfrequenzen gewählten
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Autokorrelationsfunktion Ψ(𝜏) zweier retardiert, unidirektional diffusiv gekoppelter Rössler-Oszil-
latoren in Abhängigkeit der Verzögerung 𝜏 . Die AKF von jeweils 20 Realisationen des Treibers sind
in rot dargestellt; die des Responders in grau. Oben: schwache Kopplung (𝑐𝑋→𝑌 ≈ 0); unten: starke
Kopplung (𝑐𝑋→𝑌 = 0.3). Die mittlere Eigenfrequenz des Treibers betrug 𝜔𝑋 = 0.89, die des Responders
𝜔𝑌 = 0.78.
Standardabweichung gleiche Verzögerungen 𝜏 als erster Nulldurchgang von Ψ(𝜏) be-
obachten ließen. Es konnte gezeigt werden, dass als „Faustformel“ die Verzögerung 𝜏 ,
bei der Ψ(𝜏) = 1/𝑒 gilt, eine gute Wahl für die Einbettungsverzögerung 𝑙 darstellt [9].
Für nicht-lineare Systeme bietet es sich an, die Verzögerung mittels MI zu schätzen,
die im Gegensatz AKF ebenfalls nichtlineare statistische Zusammenhänge quantifizieren
kann. Eine geeignete Einbettungsverzögerung 𝑙 kann über das erste Minimum der MI
gewählt werden – dieses Minimum muss jedoch nicht zwangsläufig existieren. Sollte die
Einbettungsverzögerung mittels MI größer als die mittels AKF gewählte Verzögerung






Patient Geschlecht Alter / a 𝑇𝐸 / a Hemisphäre 𝑇𝑅 / h 𝑁𝐸 𝑁𝐴
1 M 34 29 L 125.04 26 11
2 W 65 54 L 30.52 50 1
3 W 25 21 R 181.74 58 4
4 M 22 22 R 128.6 74 12
5 M 58 51 R 90.42 72 5
6 M 26 24 L 47.0 58 4
7 M 38 15 L 85.5 46 4
8 W 44 30 L 117.57 14 4
9 M 53 51 L 138.33 42 2
10 W 49 35 R 323.65 88 0
11 M 25 13 R 49.26 30 12
12 W 26 10 L 129.39 16 1
13 W 55 48 R 120.96 62 2
14 W 28 16 L 167.99 48 2
15 M 14 1 L 100.41 62 0
16 M 38 5 R 108.28 46 4
17 M 37 2 L 100.64 65 7
18 M 35 6 L 24.67 62 1
19 W 16 11 L 45.6 30 3
20 M 24 4 L 111.71 65 2
21 M 22 18 L 37.51 38 3
22 W 27 13 L 84.59 30 24
23 W 46 42 L 209.74 48 5
24 W 40 11 R 114.45 52 10
25 W 44 44 L 235.73 52 8
26 M 22 16 R 46.36 72 1
27 M 34 33 L 105.12 52 7
28 W 38 10 L 175.54 72 11
29 W 9 9 L 118.29 56 3
30 M 57 56 L 166.3 72 1
31 W 32 14 R 91.69 36 12
32 W 53 13 L 67.35 24 1
33 W 44 30 L 232.92 46 3
34 M 21 7 R 37.31 38 3
35 W 37 22 R 165.75 70 0
∅ 35.37 22.46 117.6 50.63 4.94
∑ 18 W, 17 M 23 L, 12 R 4115.93 173
Tabelle D.1.:
Auflistung der Patienten mit jeweiligen Eckdaten der prächirurgischen Diagnostik: Dauer der
Epilepsie 𝑇𝐸 , Hemisphäre der AUZ, Aufzeichnungsdauer des iEEG 𝑇𝑅, Anzahl der iEEG Kontakte𝑁𝐸
sowie Anzahl der beobachteten Anfälle 𝑁𝐴 während der Aufnahme. Fußzeilen: Mittelwert ∅ und





⋆𝑠 Räumliches Mittel von ⋆
𝜎(⋆) Standardabweichung von ⋆
⋆𝑠,𝑡 Räumlich-Zeitliches Mittel von ⋆
⋆𝑡 Zeitliches Mittel von ⋆
⋆𝑡,𝑠 Zeitlich-Räumliches Mittel von ⋆
⋆ Platzhalter
𝛼 Konstante mit 𝛼 ∈ ℝ
𝑎 Konstante mit 𝑎 ∈ ℕ
A Abbildung
𝛽 Konstante mit 𝛽 ∈ ℝ
𝑏 Konstante mit 𝑏 ∈ ℕ
CH cauchyscher Hauptwert
𝒞 Direktionalitätsindex der Cross dependency
𝑪 Kopplungsterm (vgl. Adjazenzmatrix)
ℭ Gegenseitiger Einfluss der Phasenentwicklung
𝑐∗ effektive Kopplungsstärke
𝑐 Kopplungsstärke
𝒟 Direktionalitätsindex der Retardierten Symbolischen Transferentropie
Δ⋆ Rate an Treiben bzw. Respondieren mit Ansatz ⋆
𝐷 Dimension eines Systems
Δ𝑡 Zeitversatz







f Kategorie aller Elektroden, welche die AUZ abtasten
f Fluss
𝔤 Hilfsfunktion des Orderparameters
𝛾 Konstante mit 𝛾 ∈ ℝ
g Fluss
G Funktional generalisierter Synchronasation
H Entropie (Informationstheorie)
ℎ𝑖 Informationsgehalt eines Zeichens
ℐ Orderparameter











𝔐 approximierte Abbildung der Phasen










𝑁𝜂 Anzahl an Segmenten
𝑁𝐴 Anzahl epileptischer Anfälle
𝑁𝑤 Datenpunktanzahl je Segment
𝔑 Anzahl aller Symbole
n Kategorie aller Elektroden, die benachbart zur AUZ sind
𝛺 Unterraum des Phasenraumes
𝒪 Landau-Symbol für asymptotische obere Schranke
o Kategorie aller anderen Elektroden
𝜔 Eigenfrequenz eines Systems
𝑃 Periodendauer
Ψ Autokorrelationsfunktion
𝑝(⋆ | ⋆) Bedingte Wahrscheinlichkeit
𝑝(⋆, ⋆) Verbundwahrscheinlichkeit
𝛷 Phaseninkrement




𝑞(⋆) alternative, geschätzte Wahrscheinlichkeit
ℛ Mittlere Phasenkohärenz
𝑟 Kontrollparameter der logistischen Abbildung
𝜌 Pearson’s Produkt-Moment-Korrelation







𝑇𝐸 Dauer der Epilepsie
𝑇𝑅 Aufnahmedauer
𝑇 Temperatur
𝜗+ untere Schranke für präferenzielles Treiben
𝜗− obere Schranke für präferenzielles Respondieren
𝜗 Schwellwert
𝜏2 Zeitversatz des beeinflussenden Systems




𝑤 Segment einer Zeitreihe
𝑥(𝑖)𝑗 𝑖‑te Komponente eines Systemzustandes von System 𝑋 zur Zeit 𝑗
𝑥 Observable von System 𝑋
𝔛 Menge aller Symbole
𝒙𝑖 Zustand von System 𝑋 zum Zeitpunkt 𝑖
?̂? Symbol, Symbolisierter Zustand von System 𝑋
𝑋 Dynamisches (Sub)-System
𝑦 Observable von System 𝑌
̂𝑦 Symbol, Symbolisierter Zustand von System 𝑌
𝑌 Dynamisches (Sub)-System








BOLD Blood Oxygenation Level Dependent
CD Cross-Dependency
CMI Conditional Mutual Information
DDE Delayed Differential Equation
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