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ABSTRACT 
In recent years, nano-materials have been a popular direction of research in the 
field of materials science. Nanocrystalline aluminum has been of particular intrest 
among the nano-materials. This thesis describes the results of three-dimensional 
molecular dynamics simulations that have been performed to study grain growth in 
nanocrystalline FCC aluminum. This project built the models by using the Voronoi 
geometry method to study the grain growth mechanism, grain boundary structure and 
the effects of temperature and grain size on the crystal structure and grain growth by 
Energy Analysis, Radial Distribution Function (RDF) analysis, and investigating 
changes in Centro symmetric parameters. 
The results show that nanocrystalline grains are organized and have low energy, 
whereas grain boundaries consist of distorted regions. The grain growth is controlled 
by curvature driven grain boundary migration. By analyzing the effect of the 
temperature and grain size on grain growth, the rate of grain growth increases with 
increasing temperature. The grain boundary mobility increases with increasing grain 
size. Grain boundary mobility refers to how easily grain boundaries move, and the 
grain growth rate is the product of mobility and a driving force term, the later which 
is inversely proportional to grain size. When the sizes of grains are approximately 
equal, the curvature direction of initial grain boundary will determine grain growing 
or shrinking. Grain boundary migration always occurs toward the center of curvature. 
Keywords: Grain growth; Grain size; Molecular-dynamics simulation 
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CHAPTER 1: INTRODUCTION 
Nano-materials are widely used and have been a popular direction of research in 
the field of materials science. Nano-materials have a series of excellent structural and 
functional properties when compared with traditional coarse-grained materials. One 
of the most popular nano-materials is nanocrystalline aluminum because of its 
application in many areas, such as rocket propellants, explosives, and aluminum solar 
backplanes [ 1]. As the grains grow in nanocrystalline materials, many of the special 
properties of these materials significantly diminish or disappear. Grain growth 
influences material properties which controls the preparation of nanocrystalline 
aluminum, therefore studying the grain growth of nanocrystalline aluminum has 
become more and more important. 
The grain structure of a polycrystalline material is one of the key factors in 
determining the physical and mechanical properties of the material. For many 
applications, the grain size and distribution must be controlled as the changes of grain 
structure have a significant impact on the properties of materials [2]. There is limited 
information on the mechanism of grain growth since experimental analysis is typically 
limited to examining 2D cross sections of 3D specimens. Therefore, analysis of grain 
growth by computer simulations is generally considered a promising solution. In 
numerical simulations of grain growth, numerical methods are used to obtain a grain 
size distribution function [2]. The results are presented using image simulation 
techniques based on an array geometric design to show the evolution of grain size 
through the operating procedures. 
The purpose of this research is to use molecular dynamics simulation techniques to 
analyze the micromechanism of grain growth and the influence of the grain size and 
distribution on 3D grain growth. The study starts with building FCC structures using 
Voronoi 's algorithm theorem. Euler's rotation matrix is used to assign grain-to-grain 
misorientations. The resulting grain structures are studied using radius distribution 
function(RDF) analysis, common neighbor analysis(CNA), nanocrystalline sectioning, 
and potential energy curve analysis. 
CHAPTER 2: BACKGROUND AND OBJECTIVES 
2.1 Molecular dynamics (MD) 
Molecular Dynamics (MD) is one of the most important computer simulations for 
physical movement of atoms and molecules. Since 1980s, the molecular dynamics 
method has developed rapidly in many fields such as materials science, nuclear 
technology, condensed matter physics, chemical reaction kinetics, and biochemistry. 
The constraint is that the nuclear motion of the constituent particles obeys the laws of 
classical mechanics, and most notably Newton's law: 
F= rna (2.1) 
Since gram growth occurs by the motion of individual atoms, molecular 
dynamics is an excellent tool for simulating grain growth. 
2.1.1 Introduction 
In the area of material study, the atom structure model is the basis of all 
simulations and methods. With improvements in computing power, the models have 
become more consistent with experimental results. Advanced theoretical methods 
combined with supercomputers contribute to an understanding with unprecedented 
detail and accuracy of material behavior at the atomic-level that leads to the birth of the 
Computational Materials Science. The idea of "Materials calculation and design" in the 
1950s formed as a separate emerging discipline in the 1980s [3]. 
In recent years, developments in fields such as quantum mechanics, statistical 
physics, solid-state physics, quantum chemistry, computer science and graphics, have 
allowed for faster computing which provides a powerful tool for material calculations 
and designs. New technological applications allow for experimental simulations, 
construction and design of new materials, and the ability to predict the properties of 
new materials before preparation [1]. Material calculation and design theory have 
general applicability and guidance for a variety of materials. Their development will 
improve materials science from the qualitative description of semi-empirical phase 
into a more scientific quantitative prediction control [ 4]. Material calculation, design, 
and computer have become an important branch of modern materials science [5], 
which include methods such as Monte Carlo, Lattice Dynamics, and Molecular 
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Dynamics. 
In 1957, Alder and Wainwright [6] first used molecular dynamics to study the state 
equation of gas and liquid in a hard sphere model. This was the first time macroscopic 
properties of materials were studied using a molecular dynamics simulation. Many 
improvements have been made to this method, and much research has been done using 
molecular dynamics simulation for solids, solid defects, and liquids. However, due to 
limitations in computer processing speed and memory, early spatial scales and 
temporal scales of the simulation are very restricted. In the late 1980s, the molecular 
dynamics simulation technology achieved great improvements with the rapid 
development of computer technology and the development of a multi-body potential 
function [7]. Molecular dynamics simulations are not as accurate as the first-principles 
simulations [8], but the program is simple because it has fewer calculations and can 
calculate larger atomic systems. This chapter outlines the basic principles of molecular 
dynamics simulations. 
2.1.2 The basic idea and principle of molecular dynamics 
In molecular dynamics, the system is studied as an overall composition of a large 
number of particles. A series of information of each particle is obtained by integrating 
Newton's equations of motion [9], by solving differential equations of Newton's 
second law: 
(2.2) 
The m;, r;, F;, and [; represent the mass of i-th atom, the position vector, the 
force F; = -'i1U(x;,y;,z;) which is dependent on the gradient of potential function 
U, and any other forces that apply to the atom, respectively. The motion trajectories of 
the system in the phase space can be obtained by solving the equation of motion. Then 
statistical averaging methods are used to determine the macroscopic quantities [10]. 
Figure 2.1 shows the molecular dynamics information input and output block diagram. 
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Figure 2. 1 Molecular dynamics infonnation input and output block diagram [10]. 
2.2 Simulation System 
The ensemble consists of a collection of systems which have the same conditions 
(atom number N, volume V, energy E, pressure P and temperature T) as the studied 
system [ 11]. The basic equations are different for each ensemble in molecular 
dynamics simulation method. Therefore, the MD simulation must be studied in a 
special ensemble. Depending on the relation between the studied system and a 
non-controlled extemal circumstance, the most common ensembles are 
microcanonical ensembles (NVE), canonical ensembles (NVT), and isothennal 
isobaric ensembles (NPT). 
An NVE is an isolated, conservative and systematic statistic system. In this 
ensemble, the system phase space evolves along a constant energy trail. In MD 
simulations, the atoms N, volume V and the energy E of the system will remain 
unchanged. In an NVT, the system of atoms N, volume V and temperature Tremain 
unchanged. The total kinetic energy is the sum of system energy. Moreover, the total 
number of all of the atoms in the systems is fixed. In an NPT, the atomic number N of 
the system, pressure P, and temperature Tare unchanged. Temperature is obtained by 
adjusting the speed of the system or adding a constraint to the system. Adjusting the 
pressure is complex because the pressure P and the volume V are conjugate variables. 
The pressure can be adjusted by scaling the system volume. 
2.3 Initialization and Boundary Condition 
2.3.1 Initialization 
In the system, the initial location and initial velocity of all the atoms need to be set 
before starting the simulation. In the simulation, the initial location depends on the 
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system structure. In any condition, the location of the atoms cannot contain obvious 
overlap. In the general case, the location is defined in a box. 
AI gorithm I [ 11] : 
subroutine init 
sumv~O 
sumv2~0 
do i~J,npart 
x(i)~lattice _pos(i) 
v(i)~(ranf()-0. 5) 
sumv~sumv+v(i) 
sumv2~sumv2+v(i)* *2 
enddo 
sumv~sumv /npart 
sumv2~sumv2/npart 
fFsqurt(3*temp/sumv2) 
do i~ l,npart 
are 0 
v(i)~(v(i)-sumv )*fs 
xm(i )~x(i )-v( i)*dt 
enddo 
explain: 
I /Simulation program initialization 
I /fill particle in the lattice 
I /define the random velocity 
I /velocity center of mass 
I /kinetic energy 
I /systemic velocity 
I /quadratic velocity 
//quadratic velocity factor 
I /set the initial kinetic energy and systemic velocity 
I I velocity center of mass to zero 
I /atom location previous step 
I) Function (lattice _pos) defines the location of the atom i. ranf( ) defines a 
uniformly distributed random number. When the systems reach equilibrium, the 
system's random distribution turns into Maxwell distribution. 
2) In a 3D system, the number of degrees of freedom, N1 , is approximated as 3N. 
Algorithm! defines a simple cubic lattice structure system. Firstly, fill the atoms in 
the lattice and set the velocity value for every atom which is a uniform distribution in 
the interval [ -0. 5, 0. 5]. It then shifts all velocity to make the total momentum to be 
zero and adjusts the velocity of the particles to match the mean kinetic energy. In the 
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equilibrium system, velocity of atom obeys the following equation: 
< v 2 >= 3k8 T jm (2.3) 
v is the velocity of atom, where k 8 is Boltzmann's constant, T is temperature, 
m is mass of the atom. 
Using the following relation temperature at timet can be defined: 
k T(t) = LN- mv~(t) 
B t-1 Nt (2.4) 
Equation 2.4 shows that the equation can get the target temperature T(t) at the 
special time t, by adjusting the velocity by a factor of T(t)jT. This initial velocity 
values will change with the equilibrium state of the system. 
It does not use velocity to solve the Newton's Equation. It uses the location of the 
current moment x and the previous location Xm combined with a computing method 
of particle force f to compute the location of the next moment. In the beginning of the 
simulation, it needs to compute the previous location with the preset values. The 
equation 2.5 can be used to approximatively calculate the previous location. 
Xm(i) = x(i)- y(i)dt (2.5) 
2.3.2 Boundary Condition 
The molecular dynamic simulation is limited by the computer's performance. 
According to a recent report [12], a computer is only capable of simulating 108 atoms 
simultaneously, which is significantly less than the number of atoms or molecules in 
reality. Due to the limited capabilities of computers, Periodic Boundary Conditions is 
the most efficient and applicable method of simulating the atoms [13]. 
Periodic boundary conditions are used to simulate a small number of atom 
systems to study the macroscopic properties. Periodic boundary conditions can be 
divided into one, two, and three-dimensional systems. Figure 2.2 shows an example of 
a Periodic boundary conditions system in 2D. Each single cell has eight neighbors in 
two-dimensional space and 26 for three-dimensional space. Some of the atoms can be 
out of the two-dimensional cell meaning they come into the cell from a negative 
direction. Therefore, the number of atoms in one cell is constant [14]. The present 
simulation will be for pure aluminum, so adsorption is not a possibility, and periodic 
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boundary conditions should be suitable. 
• • • • I• • 
•••••••• 
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• • • • • 
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•• 
• • • • • • 
• •• •• 
Figure 2. 2 Periodic boundary conditions system [13] 
2.4 FCC structure EAM potential 
In 1984, Daw and Baskes [15] proposed the Embedded Atom Method (EAM) 
which is based on the Density Functional Approximation (DFA) theory to overcome 
the complexities of potential atomic theory and quasi-atomic theory. The basic idea of 
EAM is that each atom is seen as an impurity embedded in the lattice of other atoms. 
The energy of each atom is represented as embedding energy and potential energy that 
are determined by atomic location. The embedding energy can be defined as the 
difference between the energy of an atom in a homogeneous electron gas and the 
energy of atom away from the electron gas. The energy expression is: 
(2.6) 
1 
Ei = 2 Lj 0ij(rij) + Fi(Pi) (2.7) 
Pi = Lj f(rij) (2.8) 
where, (/)ij is the short-range pair potential; rij is the distance between atom 
and atom j; Pi is the density at atom i; Fi is the embedding energy. 
Johnson [16] proposed the potential energy of body-centered cubic (BCC) metal 
based on the EAM. Zhang et.al [20] used this theory to calculate enthalpies of 
formation for transition metals with BCC structure. The results show the calculated 
result is different from the experimental results in W-Mo and Ta-W alloy. Depending 
on his study, Hu et.al [18] added some correct energy terms and improved the 
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potential function to solve this problem. And they gave more accurate descriptions for 
potential function expression between metal atoms in different structures. This paper 
proposed analytic embedded-atom method system which can be used for 
face-centered cubic (FCC), body-centered cubic (BCC) and hexagonal close-packed 
(HCP). In this system, the total energy of the atoms can be expressed using the formula 
below: 
(2-9) 
(2-1 0) 
(2-11) 
rm IS the distance between i-th atom and its m-th the nearest atom. x, y, z are the 
components of the three coordinates. The z-axis is parallel to c-axis of HCP crystal, 
r11 is the distance of first nearest atom (i~ 1 ), and fe is the factor of electron density. 
Table 1 summarized the EAM potential parameters and experiment parameters. 
According to the table, the simulation data is very close to the experiment results. 
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Table 1: EAM potential and experiment parameters For Aluminum [19] 
Lattice properties Experiment EAM 
ao (A) (300 K) 4.05 4.050 
Eo (eV/atom) -3.36 -3.360 
en (1 011 Fa) 1.14 1.13 
en (1 011 Fa) 0.619 0.616 
c,, (1011 Fa) 0.316 0.320 
B (1011 Fa) 0.76 077 
Young's modulus[lll] (GPa) 70 69 
Shear modulus (GPa) 26 28 
Poisson's ratio 0.35 0.36 
Phonon frequencies 
(ao~ 4.030 A) 
vr(X) (THz) 9.69 9.62 
vl(X) (THz) 5.80 5.80 
vr(L) (THz) 9.69 9.73 
vl(L) (THz) 4.19 4.17 
vr(K) (THz) 7.59 7.68 
vn(K) (THz) 5.64 5.55 
vn(K) (THz) 8.65 8.63 
Vacancy: 
Er(eV) 0.68 0.67 
Em (eV) 0.65 0.65 
Self-interstitials: 
EJ([lll]-dumbbell) ( e V) 2.80 2.78 
EJ([llO]-dumbbell) ( e V) 2.70 2.47 
Er([lOO]-dumbbell) ( e V) 2.28 2.21 
Planar defects: 
YsF (mJim2) 120~144 117 
yus (mJ/m2) 158 
Yr(mJim 2) 75 62 
Surfaces: 
y, (110) (mJ/m2) 980 933 
ys (100) (mJ/m2) 980 855 
y, (111) (mJ/m2) 980 634 
Melting point: 933 K 850K 
2.5 Grain Growth 
Grain growth occurs when materials are subjected to a high temperature. 
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Reduction in the total grain boundary area scales with the reduction of free energy. The 
disorganized structure of atoms near the grain boundary induces stress and increases 
the total energy. The greater the grain boundary energy, the higher the unrestricted 
energy of the system. The reduction of the grain boundaries energy drives the process 
of grain growth [20]. Classical models of grain growth state that grain size, D, depends 
on temperature, second-phase precipitates, and separation and transport of impurity 
atoms to grain boundary cores [21]. As grains are continually growing and shrinking 
over time, the mean grain size increases. The mean grain diameter is utilized as a 
measure of the grain size of an alloy. The Ideal Grain Growth Law relates average 
grain diameter to initial grain size, and time as seen below. 
Dn- D[i = Kt (2-12) 
D represents the grain size diameter at timet, D0 is the initial grain size diameter. 
K is constant, and t defines time. Early theories of grain growth are based upon the 
proportionality of the growth rate to the interfacial free energy per unit volume, or they 
are based on the inverse proportionality of the rate of boundary migration to the 
boundary curvature, which predict a value of 2 for n [22]. Experimentally it has been 
shown that values of n lie within the range of 2 to 5. The kinetic exponent, n, within an 
ideal system controlled by diffusion, has a value of 2, meaning that the system has no 
defects or precipitates. A value of 3 indicates several phenomena such as precipitate 
phases with diffusion in the produced grains. If a value of 4 is determined, it means 
there is an effect of the precipitate with diffusion along the grain boundary [23]. 
2.6 Grain Boundary 
Grain boundary analysis has been a major topic in the field of materials science. 
The structure of the grain boundary is different from the structure of the grain. There 
are more lattice distortions in grain boundary which give grain boundary a high 
boundary energy. And there is a trend that grain boundary spontaneously transforms 
the high energy state of grain boundary to a low energy state of grain boundary. Grain 
boundary may change the macro-properties of material such as their physical, 
chemical, and mechanical properties. 
The ultimate goal of the studies on grain boundaries is to identify the relation 
between grain boundary and macroscopic material properties. That will help us control 
and design boundaries to generate the target-grain boundaries in the material, and use it 
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as a basis for design and manufacturing of materials. The current research of grain 
boundary is divided into two basic directions in the following: 
1) The arrangement of atoms is observed by using the experimental method. It 
uses the relative process to control the grain boundary character distribution. 
The process is called grain boundary engineering. 
2) Using computer simulations to calculate the system-related energy and thermal 
performance of the grain boundary structure, and also compare the simulation 
results with experimental results. 
In recent years, there are some new viewpoints, which are different from classical 
Nano model. Gleiter [24] proposed the classical nano model for the first time in his 
classic paper. He presumes that the grain boundaries of nanomaterials are disorderly 
gas-like or amorphous structure. They also consider that the grain boundary atom 
distribution doesn't contain long-range order or short-range order distribution. 
Additionally, Thomas [25] used a high-resolution electron microscope to directly 
observe a nanocrystalline grain boundary. They find that there are some certain 
structures in grain boundary which are different from Gleiter 's model. Some other 
studies [26] have shown that the density of the grain boundary region in a 
nanocrystalline material is 70-90% of the density of grains region in nanocrystalline 
material. Meanwhile, these findings show the structure and performance of 
nanocrystalline grain boundary depend on the nanocrystalline grain. And they found 
the structure of the nano grain is different from that of the traditional polycrystal. 
With the nano grain size decrease, the lattice distortion degree increases. These 
architectural features will influence the macro properties of the nano metal material. 
In summary, the stability is determined by grain boundary and grain size. 
For molecular dynamics study, computer simulation focuses on the method of 
partial grain growth and the growth mechanism. Computational materials science 
researchers study grain evolution behavior by nanomaterials simulation and have made 
some important advances. For example, Haslam [27] studied the growth process 
simulation of nanocrystalline Pd and pointed out that grain growth mechanisms 
contain grain boundary migration and grain rotation. Haiyi Liang [28] constructed a 
numerical model of nanocrystalline copper geometrically by Voronoi and then 
analyzed the radial distribution function, atomic energy, atomic coordination number, 
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as well as the center synnnetry parameters. The results showed grain has a complete 
FCC structure. However, there are lattice distortions which the degree of the lattice 
distortion increases with the decrease of grain size. And there is a highly disordered 
state in nano boundary structure of nanocrystalline materials, but they were not 
completely random. Compared with conventional materials, the interface volume 
percentage is relatively large. So the entropy makes more contribution to specific heat 
in nanomaterials. Therefore the specific heat of nanostructured materials is much 
higher than conventional materials. Wei [29] studied the molecular dynamics 
simulation of thermal stability in nanocrystalline vanadium. The average potential 
energy from the grain boundary, atomic ratio, and radial distribution function are 
obtained from the variation of the thermal stability temperature of nanocrystalline 
vanadium. Wei found that critical temperature of stability decreases when the grain 
size of nanocrystal vanadium is significantly reduced. Chen [30] found that after a 
short time, the dependence of average grain radius follows t 112 almost perfectly, 
independent of the number of order parameters. 
There are many studies about nanomaterial grain boundary and grain growth by 
MD simulation. To provide more support for wider applications of nano-aluminum, 
this article uses the MD method to study the nano-aluminum grain growth at different 
temperatures and different sizes. 
2. 7 Analytical Method 
After the MD simulations, the most important issue is how to find a way to 
distinguish and observe the microscopic defects. There are a variety of algorithms to 
highlight and distinguish the typical micro-defects. Material scientists are using these 
algorithms to gain valuable visual documentation. These pictures and videos provide a 
bridge between the disorganized data and visual structure. Visualization algorithms 
assist in compressing and reducing a large amount of data calculations. Below lists a 
few ways to analyze the results. 
2.7.1 Energy Analysis 
The energy analysis is a good way to determine whether a system is defective. In a 
system, the defective area has a higher energy. The energy analysis method uses the 
energy difference to identify the different structure. If the energy of an atom is higher 
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than a set value, it is considered as a defect. Then use software to color the selected 
parts. The visualization ofthese parts is used to show the crystal defects. The energy 
method has been successfully used to identify micro-cracks, dislocations, nanoholes 
and other similar defects in the system [31]. Figure 2.3 shows the energy distribution 
of the grain and grain boundary. The energy analysis is suitable for the analysis of 
defects in the crystal structure. But it is not suitable for too high temperature. 
Figure 2. 3 The energy distribution of grain and grain boundary 
2.7.2 Radial Distiibution Function (RDF) 
Radial distribution function g(r) describes how atomic density varies as a function of 
distance from a reference particle in statistical mechanics [31]. The general algorithm 
involves determining how many particles are within a distance of r and r + dr away 
from a particle. When r is small, the distance is shmt from the target atom, the density 
of regional atomic is different from the average density ofthe system. However, when 
the distance r is far away from the target atom, the densities are same. So the RDF 
could be close to 1 when r is large enough. Figure 2.4 shows theory of radial 
distribution function. RDF, g(r), is calculated as follows: 
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So, 
0 
0 
0 
Figure 2. 4 Theory of radial distribution function [31]. 
pg(r)4nr 2dr = dN 
dN 
g(r) = 4rrzpdr 
(3-2) 
(3-3) 
In these equations, N is the atom number in the system, and r is the distance from a 
reference particle, p is the average number density of particles. 
2. 7.3 Centro-symmetric parameters 
Centro-symmetry parameter is used to characterize the degree of inversion 
symmetry breaking in each atom's local environment. Especially, it is useful for 
visualizing planar faults in FCC and BCC crystals [32]. For both the centrally 
symmetric body-centered-cubic and face-centered-cubic materials, the CSP method is 
useful when studying the internal crystal defects [33]. The study found that each atom 
of symmetrical center material has a pair of mutually symmetrical reverse atom pairs 
surrounding it. When homogeneous elastic deformation occurs, the reverse atom of 
symmetrical relationship does not change and remains intact symmetry. When the 
material has plastic deformation, the pair of reverse atoms will change the direction or 
distance between atoms, which will lead to asymmetry. By using centro symmetric 
materials, the (CSP) can be defined. When the material deforms homogeneously 
elastically, the parameter is zero. While the material occurs plastic deformation, in 
cases such as nano indentation, the parameter will not be zero. 
The CSP formula is as follows: 
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(3-5) 
CS is the value of Centro-symmetry parameter. R; and Ri+N/Z are vectors from 
the central atom to a particular pair of nearest neighbors. When the lattice structure of 
the material accumulates no damage, CS = 0. When there is a symmetrical relation in 
the reverse atom, CS = 0. The symmetrical relationship between reverse atoms can be 
destroyed because the crystal defects during the plastic deformation, therefore CS =/= 0. 
This varies depending on the type of defect on the crystal. When the crystal has 
dislocation, twins, and surface or other defects, CS would be different. Based on these 
CS values, the crystal defects can be differentiated. 
2.7.4 Grain Orientation Analysis 
Another important analysis method is determining the grain orientation. Firstly, it 
needs to identify all atoms location in the perfect-crystal local bonding environment. 
If the atom is located in a perfect crystal environment, there are four nearest 
neighbors which are situated in the same (001) plane. And the directions of the atoms 
are along [110] and [110] directions [34]. The absolute orientation of the grain as 
a whole is measured using the average orientation, < (jJ > , of the four 
nearest-neighbor vectors of any such perfect-crystal atom. When the grain rotates, its 
interiors begin to distort slightly. In an attempt to approximate the grains orientation 
< (jJ >must be determined by averaging the orientations of the atom's bond 
orientations within a radius of r ( -6a0 ) inside the center of the grain. A lesser value 
of r must be used for small grains if they are assumed to disappear during the growth 
process. The value will continue to be used until the disappearing grain is so small 
that it is no longer viable to assign an orientation. Lastly, by identifying the large 
clusters of atoms with similar orientations, one can determine the size and shape of 
the grain. 
2.8 Objective 
With the continuous development and in-depth research, some new nanomaterials 
are constantly emerging, and some of the material's unique physical and chemical 
properties are constantly being recognized and understood. Although research has 
made significant progress, there are still many problems. Taking into account the 
limitations of the experiment, this thesis raises awareness to the advantages of 
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simulation calculations by using molecular dynamics method to study 3D grain growth 
behavior of aluminum. The purpose of this research is to use numerical simulation 
techniques to analyze the influence of the grain size and distribution on 3D grain 
growth to provide insight into the micromechanisms of grain growth. The study starts 
with building FCC structures using Vornoni algorithm and Euler's rotation theorem to 
assign grains to the FCC structures. The simulation analysis methods which are used 
include radial distribution function (RDF), common neighbor analysis method (CNA), 
nanocrystalline section and potential energy curve. 
The main study includes the following: 
• Establish AI nanocrystalline system. Build one polycrystalline model using 
Voronoi method with randomly selected point; 
• Analysing grain growth behavior by simulating grain growth at 600K, 675K, 
750K, 825K, 900K; 
• Use the radial distribution function and the centro-symmetry parameter to 
study the structure of the grain boundary, the effect of temperature and grain 
size on the structure of the crystal, the mechanisms of grain growth, and the 
effect of temperature and grain size on grain growth. 
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CHAPIER3: SIMULATION PROCESS 
3.1 Building Model 
The model building method depends on the Voronoi geometry theory. Assume 
that there are some random distribution points (3 points in Figure 3.1) in the specific 
size area. Then using the periodic bolllldary condition extends the area to a whole 
plane in 2D which shows in Figure 3 .1. 
1 • 3 
2 
1 1. 
3 ·a 3 
2 
3 
. 2 
Figure3.1 Voronoi plane 
The basic approach is: 
1. Connect three neighboring points into a triangle and connect all neighboring 
points by this way [35]. 
2. Do perpendicular bisector for all triangle's sides. 
3. Four perpendicular bisectors create a polygon around one point which showed 
in Figure 3.1, and more similar polygons can be obtained. 
These polygons will be used to build a 2D polycrystalline model. The areas of the 
polygons are considered as grains, and the boundaty of the polygons are considered as 
grain boundaries. 
Depending on this idea, we can build the 3D model. 
Firstly, one specific size FCC structure box is built in coordinate system, and 
some basic coordinate points are randomly picked as datum point in the box. 
Secondly, move the whole box fi:om the location of one datum point to origin and 
move back after random rotation (Eulerian angles). And go tJu·ough this process from 
all the datum points. 
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Finally, it needs to delete the redundant parts outside the box. The rest part is 
considered as a 3D polycrystalline modeL 
Atoms are then rearranged, and unsatisfactory atoms are removed. When the 
distance of two neighbor atoms is less than de, one atom is an unsatisfactory atom. 
The de is the nearest neighbor spacing. In the model, the atomic arrangement of 
different grains is the same except for the grain orientation. The difference of grain 
orientation is obtained by rotating different angles around the coordinates (Eulerian 
angles). 
Euler angles are a means of representing the spatial orientation of any reference 
coordinate system as a composition of three elemental rotations starting from a 
known standard orientation. The reference orientation can be imagined to be an initial 
orientation from which the frame virtually rotates to reach its acb.Jal orientation. In 
the following, the axes of the original coordination are denoted as x,y,z and the axes 
of the rotated coordination are denoted as X, Y,Z. 
The geometrical definition (sometimes referred as static) of the Euler angles is 
based on the axis of those mentioned above (original and rotated) reference frames and 
an additional axis called the line of nodes. The line of nodes (N) is defined as the 
intersection of the xy and the XY coordinate planes. It is a line passing through the 
common origin of both frames, and perpendicular to the Z plane, on which 
both z and Z lie. Figure 3.2 shows the Eulerian rotation [36]. 
Figure 3. 2 Eulerian Rotation Coordinates [36] 
The three Euler angles are defined as follows: 
1Jf is the angle between the x axis and theN axis. 
a is the angle between the z axis and the Z axis. 
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<p is the angle between the N axis and the X axis. 
If 8 is zero, there is no rotation around N. Consequently, Z coincides 
with z, o/ and <p represent rotations about the same axis (z), and the final orientation 
can be obtained by a single rotation about z, by an angle equal to o/+<p. 
The final position is calculated by the matrix shown below: 
[ 
~e~~ ~e~~ 
R = sin If/Sine cos~~ cos If/Sin~ sin If/Sine cos~+ cos If/Sin~ 
COS If/Sin 0 COS~+ sin if! sin~ COS If/Sin 0 COS~~ sin if! COS~ 
~sine l 
cosO sin If/ 
cosO sin If/ 
(4-1) 
8 is called a nutation, (jJ is called an angle of rotation, o/ is called an angle of 
precession. This rotation creates different grain orientations. 
By the previous method, there are 3 samples that are built. The sizes of the sample 
are 30aox30aox30ao (Al-30), 40aox40aox40ao (Al-40) and 50aox50aox50ao (Al-50) 
separately which ao is lattice constant of aluminum. There 10 grains in each of the 
three sample. And there are 51707 atoms in sample Al-30, 103848 in sample Al-40 
and 156957 in sample Al-50. 
3.2 LAMMPS Process 
This thesis presents a methodology for measuring the grain boundary mobility and 
the activation energy of a curved boundary using a combined atomistic and 
mesoscopic simulation methodology on microstructure as described in 3 .1. To achieve 
continuous grain growth and minimize the number of different grain boundaries 
present, this thesis focuses on the model system presented in Figure 3.3. 
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Figure 3. 3 Initial structme of the simulation model 
LA.J\11v1PS [37] is used to simulate the grain growth process. The three parts of the 
process are shown in the flowchart presented in Figure 3.4. 
1 . Read input file; 
2. J\1D simulation; 
3. Output. 
READ INPUT FILE 
1. Initialization 
2. Atom 
Definition 
3. Simulation 
Setting 
4. run 
Repeat 
for 
t ime 
step 
MD Simulation 
... Calculate Forces 
i-
Update positions & 
forces 
+ 
~ Move to next timestep 
Figure 3. 4 LAMMPS process flow chart 
OUTPUT 
1. Position and 
velocities of the 
atoms at the end 
of simulation 
2. Simulation 
Summary 
lnformation(pe,k 
e, cna) 
The input file contains initialization, atom definition, and the simulation setting. 
The initialization is the first stage to set the parameters that define the molecular 
system and the simulation domain, for example. There are three ways to define the 
atoms. The details can be read from a new data file, a restart file from the previous 
simulation, or an input lattice that can be created as part of the simulation itself. Then, 
the next step is setting the parameters. The location and velocity of each atom will be 
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determined in the system before running the simulation. In this process, significant 
overlap cannot occur in the locations of atoms based on the structure of the model. The 
velocities are dependent on a command that can give each atom a random velocity at 
temperature lK. The locations and velocities will be the initial value. Another 
important setting is a boundary condition. Because the calculated molecules are 
limited by the speed and capacity of a computer, this research uses periodic boundary 
conditions to simulate the results. In periodic boundary conditions, the cubical 
simulation box is replicated throughout space to form an infinite lattice. 
Simultaneously, the required parameters such as starting temperature, particle number, 
density, and time to run are set. Once all the required fields are set, the simulation will 
run for the specified time. 
In the simulation process, MD relaxation is conducted in an NPT ensemble 
environment. The sample was first equilibrated for 50,000 steps with periodicity in all 
directions which each step is O.OOlfs and a temperature of lK to ensure a stable grain 
boundary structure. After the initial relaxation, the system temperature increases from 
lK to the annealing temperature. The temperature is increased by lK over 400 time 
steps. Then the simulation keeps samples at five different annealing temperatures 
(600K, 675K, 750K, 825K, 900K) for 4,000,000 steps. 
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CHAPTER 4: RESULT ANALYSIS 
In this chapter, the grain growth mechanism in addition to the effect of 
temperature and grain size on grain growth are analyzed. 
4.1 Crystal Sb·ucture Analysis 
4.1.1 Atom Potential Energy Distribution 
Figure 4.1 shows a 2D cross-sectional atomic configuration and Potential Energy 
Distributions (PED) of the same cross-section. The energy distribution for atoms that 
are located inside grain region is even. The atomic energy has increased near the grain 
boundary, suggesting the interior grain structure is more uniform, while the atomic 
anange of the grain boundary changes. The potential energy of grain boundary creates 
a changing crater-shaped disb·ibution. There is no significant difference between the 
energy of triple junctions and boundaries. This indicates that the degree of disorder and 
microstructure of the triple grain boundaries are the same as the normal grain 
boundaries. 
Figure 4. 1 a. 2D cross-section view; b. potential energy distribution of the same area 
4.1.2 Effect of Temperature on the energy 
The thermal stability of AI is determined by calculating the average energy of the 
sample atoms as a function of temperature. The energy is calculated mainly by the 
various pair, bond, etc potentials defined for the simulation by using LAMJ\IIPS. Then 
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the potential energy is calculated as the sum of pair, bond, angle, dihedral, improper, 
and kspace (long-range) energy [37]. The kinetic energy is calculated by using the 
equation Ek = imv2 . Figure 4.2 shows changes of kinetic and potential energy as a 
function of temperature. The average kinetic energy and average potential energy show 
an approximately linear increase with the rise in temperature. The velocity of the atom 
increases when the temperature rises, causing kinetic energy to increase. This results in 
heat shock, increase in degree of disorder, and more interatomic potential. 
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Figure 4. 2 Average kinetic energy and potential energy with the temperature increasing 
4.1.3 Effect of grain size on the nano grain structure 
This section uses the RDF, as explained in section 2.7.2, to analyze the effect of 
grain size on the nano grain structure to describe the variation of the structure with 
the change of the grain size. RDF describes how, on average, the atoms in a system 
are radially packed around each other. In a perfect crystal, the RDF would consist of 
infinitesimally narrow spikes at the first nearest neighbor, second nearest neighbor, 
and all subsequent spacings. 
Figure 4.3 shows the radial distribution functions for samples with different 
grain sizes. R is the distance of the cutoff (the distance setting in LAM11PS, the 
cutoff is 3.46nm for aluminum). The average grain size is 6.43nm, 8.58nm, 10.73 nm 
respectively. The value of the spikes increases as the grain size decreased. The reason 
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is that the rate of the disorder atoms is decreased. The width of the spikes slightly 
increases as grain size is reduced; however this is not indicative of a fundamental 
change in the grain boundary structure, but simply results from the fact that a larger 
fraction of atoms are associated with grain boundaries rather than grain interiors. 
Further, the locations of the spikes are not obviously changed. That means the 
structure of grain has not obviously changed. At the same time, it can distinguish the 
grain atoms and grain boundary atoms by calculating the common neighbor analysis. 
The above analysis shows that at the grain size studied the material still have 
crystalline structure. 
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Figure 4. 3 RDF of three simulation system, the average grain size is 6.43nm, 8.58nm, 10.73 nm 
4.2 Grain Growth Mechanism 
Snapshots for visualization and analysis of the sample were generated to 
document the grain growth process. Figure 4.4 shows the microstructure development 
of 3D model after 3ps, at 600 K. The grain and grain boundary defined by different 
colors. 
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a. Ops 
Figure 4. 4 The 3D strucb..ire of sample annealing at 600K 
a. The strucb..ire at Ops; b. The structure at 3ps 
b.3ps 
Figure 4.4 shows the initial microstmcture with moderately random distributions 
in the grain's shape. The 3D initial simulation system contains 10 grains, which 
evolves to a stmcture comprising of 7 grains in 3ps. 
To better represent grain growth, 2D sections of the simulation are shown for grain 
growth analysis. Figure 4.5 shows a 2D cross-sectional atomic configuration which 
contains 8 grains at 600K. There are more than 8 grains in the Figure 4.5 which are 
due to the simulation using a periodic boundary condition. After 3ps all marked 
grains are present except for grains 4, 5 and 8. The final stmcture is dominated by 
grain 3. Analyzing in Grain 3 shows that grain 3 is the largest grain in the initial 
microstmcture. The final microstructure resulted from a series of complex coupled 
grain boundary migrations and grain coalescence which will be illustrated below. 
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Figure 4. S The 2D structure of sample at 600k 
a. The structure at Ops; b. The structure at 3ps 
Grain growth is controlled by curvature driven grain rotation and/or boundary 
migration [34). To study curvature driven grain rotation, this thesis uses the method 
which described in section 2.1.4 to determine the orientation of grains. The angles 
between the grains are calculated which can be used to verify the effect of curvature 
driven grain rotation. Figure 4.6 shows the chronological progression of the grain's 
positioning. 
Figure 4. 6 a. the orientation of grain3 and grainS at 0.2Sps, at 600K; b. the orientation of grain3 and 
grainS at Ips, at 600K 
From snapshots, we can :find that the Grain 3 grows larger while grain 5 shrinks. 
The curved GB between grain 3 and grain 5 is evident in Figure 4.6, demonstrating GB 
migration. However, there is no significant change in the angle between the two grains 
from 0.25ps and lps. As shown in Figure 4.7, further analysis of the other angles of 
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the grains gives the same result. So in this simulation system, curvature driven grain 
rotation has no obvious effect on the grain growth. The above illustrations 
demonstrate that GB-migration is the main reason for grain growth in this thesis. 
Figure 4. 7 The orientation of grains in this 2D cross-sectional at 600K 
For grain boundary migration, the process of the grain growth is shown in Figure 
4.8 at 600K. In this figure, 'H' indicates a 'high-angle' grain boundary, while 'L' 
signifies a 'low-angle' boundary. A 'high-angle' GB is defined by the angle> 15° and a 
' low-angle' GB is defined by the angle<l5°. In order to make the result easier to 
understand, the grain 8 is chosen as the main object. 
By analyzing, we can find that grain 8 shrinks significantly in all of the images 
above 2ps. The comparison of figure 4.8(a) and (b) shows that the shortening of 
high-angle GBs happens, and the inclination of the GB between grains 8 and grain 6, 2 
changes simultaneously. The lengths of the low-angle GBs between grains 8 and grain 
5, 7 remain unchanged. Finally, the high-angle GB between grains 8 and grain 6, 2 has 
disappeared completely, leaving behind an unstable quadruple junction. Grains 6 and 2 
consequently decay into two triple junctions forming a new GB between the two, while 
grain 8 disappears. This is caused by the high-energy and higher mobility of the 
high-angle boundary compared to the low-angle boundary. The energy offers the 
driving force of boundary migration. 
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Therefore, the high-energy grain boundaries are the main reason for grain growth 
by curvature-driven GB migration in the system. This is caused by the large amount of 
energy released by their elimination or change to low-angle GBs, coupled with their 
high mobility. 
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Figure 4. 8 Contraction process of grain 8 at 600K 
a. Grains distribution at Ops; b. Grains distribution at 0.25ps; c. Grains disttibution at O.Sps; d. Grains 
distribution at 0. 75ps 
4.3 Effect of temperature on the grain growth 
This section analyzes the effect of temperature on the grain growth. After long 
enough durations of annealing, the result can be used to analyze the influence of the 
temperature on grain growth. By calculating the number of the FCC atom within each 
grain, the variation of grain size can be indicated. Analyzing the change of the grain 
size explains how each grain grows, which offers a better understanding of the grain 
growth in detail. 
Figure 4.9 shows the change of the total number ofFCC atom in the system from 
the simulation done at 600K, 675K, 750K, and 825K. The slopes of the four curves are 
all positive, meaning during annealing grain growth. However, the different rates of 
growth are observed for different temperature. A comparison of the four curves shows 
that the growth rates increases as the temperature rises. Additionally, the increasing 
rates of the 750K curve and 825K curve have obvious bends. In this simulation, grain 
boundary mobility is controlled by a single activated process which lammps sets. So 
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temperature dependence of the boundary mobility may be described by M = 
M0 e-QfkBT, where Q is the activation energy (enthalpy) for migration, k8 is 
Boltzmann's constant, and M0 is a (nearly) temperature independent pre-exponential 
factor [38]. According to the equation, the higher temperature offers more mobility 
and let special high-angle grain boundary begin to migrate. 
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Figure 4. 9 The variation of FCC atoms number at 600K, 675K, 750K, 825K 
Figure 4.10 shows the variation in the size of the grain 3. It shows the number of 
atom in grain 3 increases from 10304 to 19354 at 600K, 8290 to 16952 at 675K, 9925 
to 24478 at 750K, and 6496 to 20561 at 825K. The initial numbers of atoms are 
different because ofthe different initial temperature. The growth rates appear pretty 
comparable, but then these seems to be a mechanism change after an initial period in 
the 750K and 825K data The mechanism change appears to occur earlier \Nhen only 
grain 3 (one of the more dominant grains) is examined, but nevertheless is reflected 
in the overall data as well (Figure 4.9). Referencing to the difference of the 
temperature, the special high-angle grain boundaries do not migrate until they meet the 
high-temperature requirement. 
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Figure 4. 10 The variation of size of grain 3 at different temperature 
The variation of the munber of atoms in grain 4 is shown in Figure 4.11. The 
rising temperatures increase the grain boundmy mobility, which promotes grain 
growth and causes slninking in small grains. Grain 4 is one of the smallest grains. 
When the sample is annealed at different temperatures, grain 4 decreases. Moreover, 
the decreasing rate of grain 4 is slightly increased with the tise of temperature. 
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Figure 4. 11 The variation in the number of atoms inside grain 4 atoms number at different temperature 
Figure 4.12(a) shows the variation of size for the grain 2. The sizes of grain 2 
initially decrease and then remain nearly unchanged with the annealing time at 600K, 
675K, and 825K. After annealing, the initial size of grain 2 is small, and the other 
grain grows by 'eating' grain 2. 
However, a different behavior is observed for annealing at 750K. The size of the 
grain 2 increases at 750K. Figure 4.12(b) show the variation ofsize of grain 2 and the 
neighbors of grain 2 at 750K. The illustration indicates grains 1, 4, 5, 7, and 8 are 
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shrinking, allowing grain 2 to grow. It is because grain 2 initially had a high-energy 
grain boundary. Some grain boundaries will migrate quickly which cause grain 2 
increasing. Moreover, the grain 3 is growing which occupies more new generated 
FCC atom. Grain 2 and grain 3 increase at 750K 
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Figure 4. 12 The variation of grain 2 and its neighbors 
a. the variation of grain 2 atoms number at different temperatures; b. the variation of the neighbor 
grains of grain 2 at 750K 
The other systems have similar results about the effect of temperature on the grain 
growth for the variation of the 10 grains. For brevity, the results are not described in 
detail here. Appendix B shows the variation of the grains in the other two samples. 
4.4 Effect of Grain Size on the grain growth 
Grain size determines the arrangement of grain boundaries. So grain size will 
influence grain growth and further influence the property of materials. In this section, 
by analyzing the variation of grain size, the effect of grain size on grain growth is 
studied. There are similar results in the three different samples. Here annealing at 
600K is analyzed for the A-40 specimen; result for the other two samples are shown 
in Appendix B. 
Figure 4. 13 shows the variation of size of all ten grains at 600K. The plots show 
a significant growth for grain 3, the size of other decrease or remain unchanged. 
More details are shown in Figure 4.14 and 4.15 
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Figure 4. 13 The variation of size of all ten grains at 600K 
Figure 4.14 shows the variation of size of grain 3 at 600K. It also shows that 
grain 3 is the biggest grain in the simulation model, indicating the growth of grain 3 
is approximately linear. Grain 3 is the largest, allowing the grain to obtain the long 
enough curved boundaries. The boundaries have enough energy to drive boundary 
migration, which drives the grain to continue growing. 
As shown in Figure 4.15, the three small grains (grain 4, 5, 8) disappear over 
time. When other grains grow, the boundaries migration drives these three grains to 
decrease in size. 
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Figure 4. 14 The variation of atoms number of grain 3 at 600K 
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Figure 4. 15 The variation of grain 4, 5, 8 at 600K 
Figure 4.16 shows the atom variation of the other six grains. Grains can be 
divided into two classes: 
1) Grains that always remain unchanged. Grain 2, 6, 7 belong to this class. There are 
low-angle grain boundaries that impede the grains growth. 
2) Grains that first grow, and then slightly shrink. In the beginning, these grains grow 
because the grain has a high-energy boundary. The curvature-driven GB migration 
makes the grains grow. Then the number of grains decreases which nearly started at 
1ps. From the Figure 4.15, the grain 5 and 8 disappear at 1ps. And grain 4 almost 
disappeared at 1.5ps. That makes the change in the neighboring condition of grain 1, 9 
and 10 which lead to the grains shrink. The 2D cross-sectional ofthe structure is shown 
in Figure 4.17. 
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Figure 4. 16 The variation of atoms of grain 1, 2, 6, 7, 9, 10 at 600K 
Figure 4. 17 A 2D cross-sectional of the structure at 600K 
4.5 Summary and conclusions 
1bis thesis uses the Voronoi geometrical method to build a nano-aluminum 
polycrystal system. Using the molecular dynamics method, a simulation is performed 
to study the different model sizes. It analyzes the crystal structure, grain growth 
mechanism, the effect of temperature, and grain size on the grain growth. The 
conclusion shows as follow: 
1. The initial structure analysis indicates atoms of nanocrystalline gram are 
high-ordered and have low-energy. The disorganization of the structure is contributed 
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by the high energy in the grain boundary, and when the temperature rises, the kinetic 
energy and potential energy increases. 
2. It is verified that the grain growth is controlled by curvature-driven boundary 
migration. Grain rotation minimally affects grain growth in this thesis. Grain growth 
is dominated by the migration of high-energy grain boundaries in the system which 
results in a large amount of energy by boundaries elimination. 
3. In aluminum simulation system, the rate of grain growth is increased with 
increasing temperature. When the temperature reaches a special high-value 750K, the 
grain grows quickly; then it stops growing since there is not enough energy for grain 
boundary mobility. With continue annealing, the grain boundary gathers enough 
energy to overcome the resistance. Finally, the neighbors of the grain determine 
growth direction. From the grain size analysis, the larger sized grains grow, and the 
smaller sized grains will shrink. Other grains will grow or shrink depend on the 
neighbors of the grain and curvature direction of initial grain boundary. When the 
sizes of grains are approximate, the curvature direction of initial grain boundary will 
determine grain growing or shrinking. Grain boundary migration is always along the 
direction of the center of curvature. The grain boundary and the neighbors of the 
grain determine whether the grain grows and the grain direction. 
4. The grains are randomly rotated when the model is built. That causes 
unnecessary structure or vacancy to generate, which directly affects the accuracy of 
the result. The limitations of the computer's performance have limited the size of the 
model that can be built. Improving the capabilities of the simulation computer and 
the model building method would allow for building a bigger size model to get 
results and analyses that are more accurate. 
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Appendix 
A. The 3D Structure of Al-30 and Al-50 
Figure AI shows the 3D structure of 10 grain in the sampleAl-30. 
Figure A.l The 3D structure of 10 grain in sample Al-30 
Figure AI shows the 3D structure of 10 grain in the sample Al-50. 
Figure A.2 The 3D structure of 10 grain in sample Al-50 
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B. The variation of atoms nwnber in sample Al-30 and sample AI-50 
Figure B.l shows the variation of atom number of each grain at 600K in Al-30. 
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Figme B.l The variation of atom number of each grain at 600K in Al-30 
Figure B.2 shows the variation of FCC atom number at different temperatures in 
Al-30. 
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Figure B.2 The variation of FCC atom number at different temperatures in Al-30 
Figure B.3 shows the variation of atom number of each grain at 600K in Al-50. 
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Figure B.3 The variation of atom number of each grain at 600K inAl-50 
Figure B.3 shows the variation of FCC atom number at different temperatures in 
Al-50. 
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Figure B.4 The variation ofFCC atom number at different temperatures inAl-50 
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