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4Abstract
A vacuum system has been taerlcatea for the measurement of
Seebeck coefficient and dark conductivity of semiconducting thin films
as a function of temperature. Seebeck coefficient and dark conductivity
measurements have been made on a series of LPCVD silicon films doped
substitutionally with boron. Low substrate temperature mild high doping
gas ratio favour the incorporation of boron into the films but the doping
efficiency is not much improved simply by increasing the boron concen-
tration. Crystallization of the films takes place at high substrate tem-
perature and high doping gas ratio. The Seebeck coefficient of all the
samples investigated is positive, confirming as expected that holes are
the predominant carriers in boron doped LPCVD silicon films. For the
heavily doped crystalline samples, the Seebeck and conductivity results
agree with the crystalline theory for degenerate semiconductors. However,
for other samples, no model at present can explain fully the transport data.
For all heavily doped samples, the magnitude of Seebeck coefficient decreases
as the temperature is lowered, a striking feature which contradicts with the
theoretical prediction for amorphous semiconductors. A critical change in
the magnitude of Seebeck coefficient and dark conductivity is found at dop-
ing gas ratio between 10-4 and 10- 5.
1CHAPTERI
Introduction
We live in an electronic era of technological advances based to
a large extent on crystalline semiconductor devices, especially those
made of crystalline silicon. Although other materials have parameters
that are superior to those of silicon for many important applications,
they have not replaced silicon in commercial devices. On the other
hand, the growth of amorphous semiconductor technology in the recent
years is equally important in terms of industrial effort. Among these
materials, the most common one is amorphous silicon, better termed
hydrogenated amorphous silicon (a-Si:H) because of its high hydrogen
content.
Due to the excelllenL !)hotocoii(IucLive l)roj)erties and high
optical absorption for visible light, a-Si: H is very useful for the
application in Solar energy coiiversioll. lu.rLIierulore, iL cnii be
fabricated very easily as thin film and the possibility of large area
production makes it ideal in the manufacture of low cost solar photo-
voltaic system. Thin film integrated electronic devices, transistors,
optoelectronic imaging sensors and electrophotography are also expec-
ted areas of application for this new electronic material.
A thorough understanding of the electronic structure and
transport mechanism of this material is therefore of vital importance
for future technological development.
21.1 Preparation of a-Si: H films: (Pankove, 1984)
Hydrogenated amorphous silicon (a-Si:H) films can be
prepared in many ways. Among them, the most commonly used one
is glow-discharge decomposition of silane (See e.g. Chittick et al.,
1969 Spear and Le Comber, 1975; Carlson, 1977). In this method,
an electric field (dc, ac, rf) is used to I)roduce a plasma containing
ions and other reactive species, which condense on a heated sub-
strate (typically between 200-400°C) to form a hydrogen-rich amor-
phous solid.
Sputtering (or. more accurately, "reactive sputtering") is
also a glow-discharge tecliin luc capable of k.ist del)osi(.1Un (Sec e.g.
Paul et al., 1976). The source of silicon is now a solid silicon target
that is bombarded by l keV ions (usually argon). The sputtered Si
atoms are then transported through the plasma and deposited onto
a heated substrate. During the deposition process, a controlled amount
of hydrogen is added to the sputtering gas where they are atomized
and react with the sputtered Si.
On the other hand, a-Si: ll can be prepared first by evapo-
ration of silicon or by sputtering withoul hydrogen and then by post-
hydrogenation in a hydrogen plasma.
In the ion-cluster beam deposition method (Takagi et al.,
1972), Si vapour is condensed into aggregates whose size is of the
order of 100-1000 atoms. These clusters are then ionized and accele-
rated toward the substrate.The kinetic energy of these clusters is
controlled to be in the range of 0.1-1 eV per atom, which is much
lower than the energy per atom produced in either glow-discharge or
sputtering processes. A partial pressure of hydrogen allows H-
incorporation during the deposition of the films.
In the chemical vapour deposition (CVDj (See e.g. Kern
and Ban, 1978), which makes use of the pyrolytic decomposition of
silane, silicon films containing only a small concentration of hydrogen
{2 at.%) are produced at temperature between 450-~700°C. if a
cooled substrate is inserted into a CVD reactor with the gas heated
to -700°C, amorphous films with a high concentration of hydrogen
(up to 40%) and a low concentration of dangling bonds are obtained.
This technique is known as HomoCVD (Scott et al., 1981) because
the substrate samples a homogeneous chemical reaction.
The wide range of control of the electrical properties of
crystalline semiconductors by the incorporation of impurities have
motivated many researchers in the early sixties to try to dope
amorphous materials, in particular amorphous chalcogenide glass
and amorphous germanium. The breakthrough in 1975 by the Dundee
group (Spear and Le Comber, 1975) showed that the electronic pro¬
perties of a-Si:H could be controlled over a remarkably wide range
by substitutional doping in the gas phase in a glow-discharge. With
the addition of phosphine (PH0) and diborane (BnH_) into the reaction
gas, n- and p-type materials with room temperature conductivities as
high as 10 Q cm can be obtained. Fig. 1.1 shows a typical doping
dependence of the room temperature conductivity vRT of n- and p-
type amorphous Si specimens.
Fig. 1.1 Room temperature conductivity RT of n- and p-type
amorphous Si specimens as a function of the doping gas
ratio, (after Spear, et al., 1976)
1.2 The present experiment:
Answers to the question of whether doping by a given
impurity affects the electronic transport in a-Si:H exclusively via
the shift of Fermi level, or whether additional effects occur as well,
cannot be obtained from conductivity measurements alone. In
crystalline semiconductors, a distinction between concentration and
mobility-related effects can be obtained through the Hall effect
measurement. However, Ihe sign anomaly of Ihe Hall effect in amor-
phous semiconductors (Le Comber et al., 1977) hinders it to be a
useful tool in the analysis of these materials. On the contrary, the
analvsis of the Seebeck coefficient (or thermoelectric power) has
5turned out to be useful. The sign of the Seebeck coefficient gives
the majority carrier in the material. Its magnitude is also strongly
dependent on the carrier scattering mechanism. At present,
measurements and analyses of Seebeck coefficient and conductivity
data have been restricted largely to glow-discharge samples, especially
those n-type materials (Jones, et al., 1977 Beyer and Mell, 1977
Beyer and Overhof, 1979 a). Little has been reported on C VD Si films,
especially those p-type materials. This may be due to the difficulty in
obtaining high quality reproducible p-type samples.
In view of the above situation, the present work starts with
the design of a vacuum system suitable for the measurement of Seebeck
coefficient and dark conductivity of seinicoilducting thin films. It is
then used to study the temperature dependence of the Seebeck coeffi-
cient and dark conductivity of LPCVI) (low pressure chemical vapour




2.1 Band models and density of locmized gap states lot amorphous scuin
conductors:
In order to interpret the experimental. data of the electrical
transport properties of amorphous semiconductors,, a model for the
electronic structure is necessary. MotL and Davis (1979) pointed out
that the concept of the density of states, which we denote by 'N (E), is
equally valid for crystalline and for amorphous materials. It can in
principle be determined experimentally. In general, the available
evidence suggests that the form of the density of states in amorphous
material differs only slightly from Llic. corresponding form in the
crystal, except that the finer feaLu res may be smeared OUL, and some
localized states may appear in the for. bidden energy range in semi-
conductors. The states are called localized in the sense that an electron
placed in a region will not diffuse at zero temperature to other regions
with corresponding potential fluctuations. This is to be distinguished.
from the extended states in which the electronic wavefunctions occupy
the entire volume. This concept of localized states is due to the work of
Anderson (1958) who showed that disorder can lead to localized electronic
wavefunction. Based on Anderson's theory, Mott (1970) argued that the
localized states do not occupy all the different energies in the band, but
form a tail above and below the riorimil band. Mott postulated further-
more that the character of the electronic wavefunctions change at critical
energies EC and EV which separate the ex Len (.Ied and localized states.
EC and EV are called mobility edges since the electron and hole mobilities
drop sharply from a low-mobility band transport with finite mobility at
T= 0 to a thermally activated tunneling between localized gap states
which disappears at T= 0. Fig. 2.1 shows the density of states













Fig. 2.1 Density of states distribution of (a) crystalline and
(b) amorphous semiconductors. In (a) Ey and Eq
are the valence and conduction band edges repec-
tively. In (b) Ey and Eq are tbe mobility edges
corresponding to the valence and conduction bands
respectively. The mobility edges correspond to
electron and hole mobilities ue= un= 0 at 0°K
Several models were proposed for the band structure of
different amorphous semiconductors. They were quite similar since
they all used the concept of localized states in the band tails within
the forbidden gap. However, opinions vary as to the extent of this
tailing. Due to the large differences in the nature of the various
groups of amorphous semiconductors, no single model can describe
the essential features of all amorphous materials. The following





Fig. 2.2 The C-F-0 model
The C-F-0 model proposed by Cohen, Fritzsche and
Ovshinsky (1969), is shown in Fig. 2.2. This model is derived
from the concept of an ideal covalent random network structure.
The potential fluctuations due to positional and compositional dis¬
order give rise to localized states extending from the conduction
and valence bands into the gap. The disorder is so great that the
tails of the conduction and valence bands overlap, leading to an
appreciable density of states in the middle of the gap. With the
overlapping of the bands, there are states in the valence band,
ordinarily filled, that have higher energies than states in the con¬
duction band that are ordinarily unfilled. A redistribution of the
electrons must then take place, forming filled states, which are
negatively charged, in the conduction band tail, and empty states,
which are positively charged, in the valence band tail. This model,
therefore, ensures self-compensation, and pins the Fermi level close
to the middle of the gap. It is believed to apply to alloy glasses
which contain comnositional as well as nnsitinnal disnrrler
2.1.2 Davis-Mott model:
A band model, shown in Fig. 2.3, was proposed by Davis
and Mott (1970). The ranges E-E and E-E shown in Fig. 2.3
contain localized states originating from lack of long-range order,
where thermally assisted hopping may take place. These tails of
localized states should be rather narrow and should extend a few
tenths of an electron volt into the forbidden gap. A band of compen¬
sated levels, which are due to defects in the structure, e.g. dangl¬
ing bonds, vacancies, etc., is proposed to lie near the gap centre.
Mott (1971) suggested further that the centre band of localized
levels may split into a donor and an acceptor band which pin
the Fermi level (Fig. 2.4).
N(E
E, r Ep Ei E E
Fig. 2.3 The Davis-Mott model showing a band of compensated
levels near the middle of the gap. The shaded regio;
is the localized states.
N (E)












Fig. 2.4 Modified Davis-Mott model
2.1.3 Marshall-Owen model:
A model of the density of states N(E) was suggested by
Marshall and Owen (1971) to explain the high field drift mobility in
As2Seg. In Fig. 2.5, the energies E, Eg, E and E have the
same meaning as in the Davis-Mott model. The Fermi level is deter¬
mined by a band of localized acceptor states lies below and a band
of localized donor state above the gap centre. The concentrations
of donors and acceptors adjust themselves by self-compensation to
be nearly equal so that the Fermi level remains near the gap centre.
In the case shown in Fig. 2.5, the acceptors are nearly compensated







Fig. 2.5 The Marshall and Owen model
2 1.4 Bfiver-stnkfi model:
Beyer, Stuke and Wagner (1975) investigated the influ¬
ence of ion implantation on the electrical properties of amorphous
Ge and Si. The change of conductivity and thermoelectric power
by the implantation and by subsequent annealing was studied for
a number of annealing steps. A model for the density of states
distribution in the gap as shown in Fig. 2.6 was proposed to
explain qualitatively the shift of Fermi level and the sign reversal
of thermoelectric power of the a-Ge and a-Si films.
It was assumed that both point defects and voids existed
in the disordered network and they were connected with a different
energy distribution in the forbidden gap. The energy distribution
of the density of gap states in Fig. 2.6(a) is suggested according
to the field effect measurements (Maden, Le Comber and Spear,
1976) on the density of states distribution of glow-discharge a-Si.
Fig. 2.6 (b) and (c) were assumed in order to explain the shift of
Fermi level by ion implantation and annealing. The sign reversal
of the thermoelectric power can also be explained by considering



















Fig. 2.6 The Beyer and Stuke model for the energy distribution
of the density of localized states. Aj: point defect
levels, D2, A2: states due to voids, Ep: position of
Fermi level. The states of the maxima and D2 above
the valence band are of donor type whereas the states
in the maxima A] and A2 below the conduction band are















9 1 .R Small— Pnl a-rrm mnHol•
Emin (1973) discussed the role of lattice in the presence
of an extra charge carrier in an amorphous solid. He suggested
that, in some amorphous semiconductors, the charge carriers may
enter a self-trapped (small-polaron) state as a result of the polari¬
zation of the surrounding atomic lattice. Emin argued that the
presence of disorder in a non-crystalline solid tends to slow down
a carrier and lead to a localization of the carrier. If the carrier
stays at an atomic site sufficiently long enough for atomic rearrange¬
ments to take place, it may induce displacements of the atoms in its
immediate vicinity, causing small polaron formation. In view of the
fact that the small polaron is local in nature, the absence of long-
range order in amorphous materials may be expected to have no
significant influence on its motion. This model together with the
existing small polaron theories developed for crystalline solids can
be used to explain the experimental data of d.c. conductivity,
thermopower and Hall mobility of some chaloogenide glasses.
2. 2 Electronic transport properties in amorphous semiconductors
2.2.1 General expression for Seebeck. coefficient and dark conductivity
The Seebeck coefficient S, or thermoelectric power, is
defined by the electric field Eg generated in the sample by a tern
perature gradient grad T across it under open circuit condition,
TA7 Vlnro




where V dl is the voltage at the open end.
Ths temperature gradient gives rise to a gradient of
charge carrier density, which in turn causes a diffusion of the
charge carrier from the hotter to the colder end. Therefore, a
space charge and an electric field is set up. (For more detailed
discussion of the Seebeck coefficient and its measurement, refer
to chapter 3)
In crystalline semiconductors, S may also have a con-
tribution originating from the directed phonon flow from the
hotter to the colder end of the sample, the so-called phonon
drag. Assuming that scattering of the carriers by collisions
with phonon is the most dominant process, momentum of the
directed phonon flow due to the temperature gradient will be
transferred to the charge carrier. Consequently, the carriers
are dragged along by the phonons, as in viscous flow, enhanc-
ing the Seebeck coefficient. In amorphous semiconductors,
Beyer et al (1977 a) and Jones et al (1977) pointed out that this
phonon drag component can be neglected due to the fact that
the mean free path of the charge carriers in these materials is
negligible and the carriers lose their extra momentum immediatel-
The Seebeck coefficient, which is related to the Peltier
coefficient fl by the Onsager's relation II= ST can also be expres-
sed as (Mott and Davis, 1979)
15
c2. J)
where k is the Boltzmann constant, e the electronic charge, EF the
Fermi energy, q- and v (E) correspond to the total conductivity
and the conductivity at energy E to E+ dE respectively.
The conductivity C- is defined by
(2.4)
where is the current density and E is the external electric field.
For unipolar conduction and for a single conduction
mechanism,
(2.5)
where n is the carrier density, cj the carrier charge (q= -e for
electron and q= +e for hole) and p is the carrier mobility defined
by F= ivi /E. Taking into account contributions over the whole
energy range, the conductivity follows from the Kubo-Greenwood
formula
(2.6)
with C'(E)= e N (E),(E,T)f(E) (1-f(E))dE. Here, N(E) is the
density of states, p (E) the carrier mobility and f (E) the Fermi
function at energy E where f (E)= 1/ (1+ exp (E- EF) /kT).
In the above formulae for Seebeck coefficient and con-
ductivity, we explicitly consider electron conduction only. Small
modifications would be required to deal with hole conduction.
In general, for a non-degenerate semiconductor with all
mobile carriers above (for hole below) some energy E, the Seebeck
coefficient and conductivity for both n- and p-type materials can be
simplified to (see e.g. Nagels, 1979)
(2.7)
(2.8)
Here, q has the same meaning as described previously in
eqn. (2.5). A(T), which is called the heat of transport, is related
to the kinetic energy of the charge carriers and is determined by
the carrier scattering process. The conductivity pre-factor
Tq(T) depends on the carrier mobility as well as the density
of states at the energy and above, it should be pointed out
that both the transport parameters A(T) and U (T) may be tem¬
perature dependent. Moreover, E and the Fermi energy E may
also depend on temperature. This is discussed in more detail in
the following sections. in fact, a difference between the slopes
obtained from the plots of S and IirCT vs 1T is observed (Nagels,
1979). In addition, evidence shows that there is also a significant
shift of E with temperature (Jones et al, 1977; Beyer et al, 1977
r
a, b)
In the literature, several different interpretations of
the transport properties of doped a~Si:H are suggested. The
Dundee group interpret their results in terms of a two conduc¬
tion path model. Beyer and Overhof use a quantity Q for their
analyses and come to the conclusion that there exists a single
type of conduction, probably in the conduction band. On the
other hand, Bolder suggests that conduction proceeds only by
hopping, even at high temperatures. It is time for us to review
their findings in the following sections.
2.2.2 The Dundee model
The Dundee group (Jones et al, 1977) found that the
thermopower and conductivity data of phosphorus-doped a-Si
samples made by glow discharge decomposition of silane could
be interpreted with a model including two conduction paths:
conduction in the extended electron states just above E with
a temperature-independent mobility and phonon-assisted hop¬
ping in the localized electron states, thermally activated by
about 0.1 eV.
The total conductivity is then given by the sum of





Their data cover only the temperature range below about 40OK
and so they did not have to consider the high temperature kink
usually present in n-type a-Si samples. (Beyer et al, 1977 b)
where W denotes the hopping energy. The pre-exponent
is given by
(2.11)
where 5 describes the temperature dependence of- E in a
linear approximation defined by
(2.12)
From Mott's (1973) treatment, it can be shown that
and N (E) is a constant, hence is temperature indepen¬
dent. Similar consideration apply to
The Seebeck coefficient is calculated from the sum of




The intercepts and ST.,
1 OC OL are given by
(2.16)
and (2.17)
A is determined by the energy dependence of the conductivityLj
above Er, (e.g. Fritzsche 1971). If, above E the product of
the mobility p(E) and the density of states N(E) is proportional
m
to (E- E), then theory predicts that Ac- (m+ 1). The
energy dependence of the product p(E)N(E) is not known, but
with the assumption that both these quantities are approximately
proportional to E- E, Ac should be about three.
From their experimental data, it was found that the
centre of dominant hopping conduction lies at about 0.2 eV below
, that is close to the rapid drop in N(E] of the conduction
band tail, for the lightly doped samples with (PH SiH J 5.15 4 'x
xlO 5. At higher doping levels with (PH SiH), 1.64 x 10 4,
this centre moves up to an energy region of about 0.13 eV below
E where one expects the donor states. Hence, they concluded
that with increasing donor density, there is a transition from
tail state hopping (near E) to donor band hopping (centred on
Eq). From the analysis using the two conduction path model,
they found that in very lightly doped (and undoped) samples,
conduction takes place in the extended states and with decreasing
temperature there is a growing contribution from hopping trans¬
port in the tail states. In more heavily doped samples, the ther¬
moelectric data can be analysed in terms of conduction in the
extended states and hopping transport through localized states
of the donor band. Furthermore, in the lightly doped samples,
the variation of the intercept of the See beck coefficient SQ with
Fermi level position can be explained by the temperaturae shift
of the Fermi energy. However, for the most heavily doped sam¬
ples, the results indicate that the explanation of the behaviour
of Sq solely in terms of the shift of the Fermi level may not be
correct.
This model of two conduction path has also been used
by several researchers (Jan et al, 1979, 1980; Anderson and Paul,
1982) for the interpretation of their transport data.
2.2.3 The Beyer-Overhof model:
Beyer and Overhof [1977b,1984) found that plots of S and
InT against 1T exhibit kinks near 400K for all phosphorus-doped
glow-discharge a-Si :H films. They suggested that the kinks have
their origin in discontinuous changes of the temperature coefficient
£ in the linear approximation of the temperature dependence of the
Fermi energy E(T).
They started with a simple model by assuming that A(T)
and d~0(T) in eqns. 2.7 and 2.8 respectively, are constants and
that the full line in Fig. 2.7 gives the position of with respect
to E as a function of temperature.
Fig. 2.7 Schematic representation of the temperature dependence
of the Fermi energy Ep. Conductivity and thermopower
measurements yield apparent Fermi-level positions Ep(O).
(after Beyer and Overhof, 1984)
20
by straight lines as
(2.18)
with different slopes£ and different intercepts at
T= O for the three temperature ranges and
From eqn. 2.18, one gets
(2.19)




From eqn. 2. 21,
(2.22)
Hence, if the temperature dependence of E- E can
be approximated by different straight lines, as in eqn. 2.18, a
plot of S and InCT vs 1T must show kinks, at which the apparent
transport term, the conductivity prefactor and the activation
energies will change.
Beyer and Overhof pointed out that since both thermo-
power and conductivity formulae (eqns. 2.7 and 2.8) contain the
term E- E, any dependence of E and Er on temperature,
therefore, cancels if thermopower and conductivity data are
combined by defining a quantity Q(T), where
(2.23)
From eqn. 2.20 and 2.22, Q can be expressed as
(2.24)
Hence, a plot of Q(T) versus 1T should show no kink
if such a temperature shift were solely responsible for the kinks
in thfi nripinal E and data They argued further that any
change in the dominant transport path must then reveal itself
in O(T) as it would in A(T) and except for the unlikely
case that A(T) and would show a completely complemen¬
tary temperature dependence. In addition, any difference
between the apparent activation energy anc in the plots
of S and Ir vs 1T will show up as a non-zero slope oi
= (E- Eg) when this quantity is plotted against 1T. They
have also mentioned the influence of potential fluctuations due
to the presence of local density fluctuations, growth inhomo-
geneities, and electric fields due to charged centres. They pre
dieted that the presence of these potential fluctuations can give
rise to the non-zero slope of Q vs 1T.
The analysis of S and cr data for n- and p-type a-Si:E
samples (Beyer et al, 1977 b; 1984) have revealed that for both
types of samples, the data can be fitted by an equation
(2.25)
except that for the p-type samples, at low temperatures, the
slooe of O tends to increase in snrne r.aqp« is typically
between 9-11 and (the difference of the apparent
activation energy for and S) is about 0.05-0.15 eV for the
n-type samples. For equal doping levels, E for the p-type
samples is generally larger than those n-type samples. They
concluded that the conduction mechanism remains unchanged
from above the kink to below it, and that the kinks are a
result of discontinuous shifts with temperature in the position
of EF in the gap.
2.2.4 The Dohler model:
A general analysis of the thermopower and conductivity
for cases of conduction in regions of localized and extended states
has been proposed by Dohler (1979). It is well known that the
statistical shift of the Fermi level and the variation of the energy
at which the dominant transport processes take place determine
the temperature dependence of the transport properties. Dohler
was able to show that these two components can be separated by
a simple but rather general model.
The first assumption he made concerns with the density
of state distribution. He assumed that N(E) does not depend on
the amount of doping and that doping only shifts the position
of the Fermi level E according to the change of electron concen¬
tration by doping. This assumption is expected to represent a
good approximation for not too high doping levels. The second
assumption he made refers to the form of the transport formula.
For the case of non-degenerate statistics for electron conduction,




He was able to deduce the energy-dependent differential
conductivit (E) directly from experimental conductivity and
thermopower data by Laplace transform of (T). Using this
method, he analysed the data of Beyer et al (1979) and concluded
that the dominant transport mechanism in n-type a-Si:H is always
hopping below the mobility edge, even at high temperatures.
2. 3 The crystalline-semiconductor transport theory:
The Seebeck coefficients for n- and p-type non-degenerate
crystalline semiconductor are given by the well known expressions
(See e.g. Smith, 1959)
(2.28)
and (2.29)
where k is the Boltzmann constant, n and p are the electron and hole
concentration respectively. and are the effective density of
states near the bottom of the conduction band and the top of the




where m and m are the effective masses for electron and hole
n p
resoectivelv. h is the Planck constant.
The term A and A in eqns. 2.28 and 2.29 are called the
n p
heat of transport. They depend on the scattering mechanism. For
a non-degenerate electron distribution and in the absence of a
magnetic field, A have a value between 2 and 4. Clearly, if n
and p do not vary greatly with T, then according to eqns. 2.28 and
2.29, S and S should reflect N (T) and N (T). In this case, if
n p c v
we substitute eqns. 2.30 and 2.31 into eqns. 2.28 and 2.29, it is easy
to find that a plot of S vs InT should give a straight line with slope
1.5.
For two-band conduction of electronsand holes, the Seebeck
coefficient is given by the weighed mean of the two conduction
oath where
(2.32}
For a degenerate semiconductor, crystalline theory
(Smith, 1959) yields expressions for the Seebeck coefficient
(2.33)
(2.34)nn U
Here an r are constants which depend on the scattering
mechanism. and corresponds to the Fermi level for the
two cases. In the degenerate case, a plot of S vs T will now givt




Silicon films were prepared by the LPCVD deposition
technique which decomposessilane gas thermally at low pressure.
In our case, a pressure of 3 Torr was used. All silicon films
used in our measurements were prepared at the University of
Western Ontario (thereafter U.W.O) and a schematic diagram of
the deposition system is shown in Fig. 3.1.
Silane gas diluted with 90% (or 97%) At was admitted at
3
a flow rate of 80 standard cm per minute (seem) into a horizontal
quartz tube reactor where silicon films were deposited on heated
substrates by thermal decomposition of the gas. Corning 7059 glass
substrates with size 0.6 cm x 2.5 cm were held on a graphite boat
and heated by light illumination. Doping was achieved by adding
either diluted phosphine or diborane with 99% (or 99.97%) Ar
together with the diluted silane to the reactor tube to produce
n-or p-type silicon films. During the deposition process, pressure
and flow rates could be controlled automatically.
For the present work, all p-type samples were obtained
with doping gas ratio (BSiH )between 1 x 10 2 to 1 x 10 5 by
varying the flow rate of diborane. Substrate temperatures betweei
460°C to 580°C were used during the deposition process. The
growth rate varied from -v 30 to TOOAmin for different doping gas
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Fig. 3.1 Schematic diagram of the deposition system for preparing n-or p-doped LPCVD silicon thin films
growth rate increased as the doping gas ratio and substrate tempera-
ture increased. Thin films with thickness between 2000A and 7000A
were thus obtained.
3. 2 Sample characterisation:
3.2.1 Determination of the thickness of LPCVD silicon thin films:
Usually, the thickness of as-deposited thin films
are measured using traditional multiple-beam interference
method. The schematic diagrams of the set-up are shown
in Fig. 3.2 and Fig. 3.3
TRAVELLrNG MICROSCCPE
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Fig. 3.2 Schematic diagram for the measurement of film thickness
rlmm
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Fig. 3.3 Fringes arising from a stepped-wedge-shaped system.
Fringe shift is due to the presence of the film.
In order to form a stepped-wedge-shaped air film, a
cotton hair is placed between the substrate and an optically flat
glass. Monochromatic light with wave-length is incident on the
wedge by reflection from a beam spitter. Two sets of parallel
interference fringes are formed as shown in Fig. 3.3. The two
sets of fringes are shifted from one another due to the thickness
of the film. The thickness of the film t, is given by
where a is the fringe shift and b is the fringe separation.
CPTIOALLY FLAP GLASS
FRLV R
The use of this technique requires the presence
of a step between the film and substrate. However, in
LPCVD films, all sides of the glass substrates are coated
with silicon which makes this technique useless. To solve
the problem, several Corning 7059 glasses are put in the
same graphite boat with one to be used for thickness measure¬
ment. Before deposition, a dot of black ink is marked on the
glass substrate to be used for thickness measurement. During
thin film deposition, silicon will not, or will loosely, deposit
on the dot. When the dot is washed away, a step between
the film and the substrate is formed and multiple-beam
interference can then be performed to measure the thickness
nf thp film
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Information on the structure of crystalline material
can be obtained from an analysis of the angular position and
intensity of X-ray beams diffracted by the material. X-ray
methods depend on establishing conditions that satisfy the
Bragg condition
where n is an integer giving the order of the diffraction,
fthe X-ray wavelength, d the interplanar spacing anc ) the
Bragg diffraction angle. A typical X-ray diffractometer
(SZE, 1983) is shown in Fig. 3.4.
DIFFRACTED BRAN
McVABLL DETECTC.'R
i J1 f i ;.M 0 il I-.i n'




Fig. 3.4 Schematic diagram of a diffractometer
A monochromatic X-ray beam strikes the film
surface as shown. As the sample rotates slowly over an
angle 0, the detector moves simultaneously with twice the
rate an angular distance 2 0along the circumference of a
circle with the same centre as the sample. Diffraction maxima
occur wherever the Braggs condition is satisfied for 0. Data
are fed into a chart recorder where the peak positions and
intensities can be easily read.
In order to get informations about the structure of
our silicon films both as functions of substrate temperature
and doping ratio, X-ray diffraction experiments were done on
all our samples. A typical X-ray diffraction curve for a heavily-
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Fig. 3.5 X-ray diffraction of heavily doped LPCVD
silicon films deposited at high substrate
temperature
3.2.3 Secondary Ion Mass Spectroscopy (SIMS):
SIMS experiments were done to determine the
amount of dopant found in all samples.
In the SIMS method (SZF, 1983), an ion source
creates a beam which rasters across a sample surface and
sputters material off that surface. The ionic component of
sputtered material, the secondary ion beam, is then analyzed
by a mass analyzer and displayed as a signal current whose
intensity is related to the mass concentration ol a particular
mass. A schematic diagram of a secondary ion mass speetro
meter is shown in Fig. 3.(5
T( ]T n T I,ICiS OCUKOJ'j
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Fig. 3.6 Schematic diagram of a secondary ion mass spectrometer
Positive and negative ions with beam energy typically
between 5 and 15keV are used. Since a SIMS signal depends
only on the ionic fraction of sputtered material, ion beams are
chosen that produce the highest ion yields of the species under
study. Positive cesium ion beams are usually used for pro¬
ducing high negative ion yields and 0 ion beams are usuallyLi
used for generating high positive ion yields.
All the above sample characterisation measurements
were carried out in U.W.O.
3.3. Seebeck coefficient and dark conductivity measurement:
Seebeck effect can be observed by the arrangement given
in Fig. 3.7
Fig. 3.7 Circuit containing two materials 1 and 2 joined at A and B
with temperatures and Tg respectively where T2T|.
The open circuit voltage is measured at C.
If two materials 1 and 2 are joined to form two junctions
A and B as shown, then a voltage is developed between the
open ends, which is called the Seebeck voltage and is measured
with respect to the hotter junction by convention.
The rate of change of Seebeck potential with temperature
is called the thermoelectric power or the Seebeck coefficient S
which is given by
where is the difference between the absolute Seebeck coefficient
of material 2 and 1, i.e. S2 and Sj, hence,
Therefore, by convention, an n-type material is one which
corresponds to hot probe high, i.e. S]2 0, while a p-type material
corresponds to hot probe low, i.e. S 0.
If material 1 is a metal and material 2 is a semi-conductor,
then
suffixes m and s denote
metal and semiconductor
respectively
since S« S. So by using metal contacts on a semi-conductor, one
m s J
can neglect the contribution of the metal and obtain the Seebeck
coefficient of the semiconductor directly.
Methods used for measuring the Seebeck coefficient may be
classified as integral or differential (White, 1959). In the integral
method, one end of a sample is held at some fixed temperature
(such as 4.2K or 77K), and the other is heated to a temperature T.
The Seebeck voltage of the sample lead-wire couple V(T) where
)dT' is then measured. By varying T through some
temperature range of interest, a plot of V(T) vs T is obtained.
The Seebeck coefficient S(T)= dV(T) dT at a particular temperature
is evaluated from the slope of the curve at that temperature..
In the differential method, at a certain temperature, a
small temperature difference at is maintained across a sample which
gives rise to a Seebeck voltage M. The Seebeck coefficient at that
temperature is then given by
SCT)= dVfTWdTAVAT
on the condition that the temperature difference aT must be small
enough. By measuring aV for different values of aT at the same
average temperature of the sample, the average value of the See-
beck coefficient is obtained from the slope of the plot of aV vs
at in the linear region.
The measurement of Seebeck coefficient using the differen¬



















Fig. 3.8 (a) Top and (b) side view of the arrangement for thermo-
pintrin nnwfir measurements of thin silicon films.
Two parallel strips of metal film are evaporated onto
the silicon samples as shown in Fig. 3.8 (a], leaving a gap of
width d between them. A uniform temperature gradient is set
up along the substrate and hence along the thin film. The
temperature at A is T, while the temperature at B is T+ at.
In practice, it is only this uncovered film which gives rise to
the Seebeck voltage measured. The metal film shorts out the
Seebeck voltage generated by the temperature gradient under
it. Seebeck voltage leads are attached to the metal film contacts,
(for more detailed measurement of the above temperature dif¬
ference, refer to 3.3.3)
3.3.1 Experimental requirements and difficulties:
(a) Experimental requirements:
(1) One must provide a means for changing and
controlling the temperature of the sample over
the temperature range of interest. For the
present work, Seebeck coefficient measurements
are made at temperatures between v 130K to- 430K.
(2) While maintaining a constant ambient temperature
of the sample at given value T, one must be able
to generate a uniform temperature difference across
the sample. This temperature difference aT must
change slowly from zero to a maximum positive or
negative value and back to zero again, at ismax
typically less than IK. This requirement is especially
important at low temperature measurements. Further-
more, good thermal contacts are needed between
the thin film and the sample holder to ensure uni¬
form temperature gradient along the sample.
(3) Accurate measurements of temperature and tempera¬
ture difference are vital to the present work. One
must be able to provide a good thermal contact
between the thermocouple and the film. A proper
choice of thermocouple in the temperature range of
interest is also important.
(4) For a given average sample temperature, one must
be able to measure simultaneously the Seebeck voltage
aV and the temperature difference aT across the
sample. The average value of the Seebeck coefficient
can then be obtained from the slope of a linear plot
of aV vs aT. The temperature dependence of the
Seebeck coefficient can be studied by varying the
average temperature of the sample through the
temperature range of interest.
(b) Experimental difficulties
The measurement of Seebeck coefficient seems to
be quite straightforward. For insulators and amorphous
semiconductors, however, difficulties arise due to the
requirement of measuring a small thermoelectric signal
across a sample of high resistance, especially when measure
ments are carried out in the low temperature range. Our
samples, especially those which are lightly doped, have
8 13
typical resistances between 10 Q to 10 Q. The high
resistance of the samples require special attention in
the design of the experimental set-up.
(1) Instruments with a high input impedance are used
for the measurement of Seebeck voltage. In order
to avoid short-circuiting the sample, the input
impedance of the measuring instrument should be
at least 100 times the maximum sample resistance.
(2) With such a high input impedance, a very small
leakage current can cause erroneous reading.
Therefore, good electrical insulation of the sample
from other parts of the apparatus is needed.
(3) Unwanted signals (such as noise generated by vibra¬
tions, pickup from heaters or leads, etc.) should be
prevented from affecting the input of the measuring
instruments. Hence, a through shielding of all leads,
a proper design of heaters and elimination of vibrations
should be made.
3.3.2 Construction of the sample chamber:



















Fig. 3.9 Schematic diagram of the sample chamber for the
measurement of Seebeck coefficient and resistivity
of LPCVD silicon thin films.
A schematic diagram of the sample chamber is shown
in Fig. 3.9. The sample is mounted on a sample holder which
is supported by two stainless steel tubes. In order to avoid
non-uniform sample heating due to convection currents and to
reduce sample contamination, measurements are done in high
- 5- n
vacuum with pressure typically between 10 and 10 Torr.
Two 50 heaters are placed symmetrically at each side of the sample
holder. They are thermally coupled to the sample holder by means
of two copper foils. The two heaters serve as a means both to vary
the average temperature of the sample and to generate a temperature
gradient along the length of the sample. The heater mass is kept
small to reduce the total heat capacity of the sample holder and the
heaters themselves so that high sample temperatures can be attained.
Furthermore, the heaters are properly wired and placed far away
from the sample in order to avoid pickup. The detailed construction
of the heater is shown in Fig. 3.10. The highest temperature attain¬











Fig. 3.10 Construction of the 50 heater
BLOCK
For measurements at low temperature, two more copper
foils from the liquid nitrogen container are attached to the sample
holder to serve as heat sink. Different temperature values below
room temperature can be obtained by filling the container with
liquid nitrogen and using different heater powers. In order to
avoid ice formation on the vacuum chamber cover, the liquid
nitrogen feedthrough should be properly designed. The detailed
construction of the liquid nitrogen container and feedthrough are
shown in Fig. 3.11 (a) and (b). The lowest temperature obtainable



























Fig. 3.11 (b) Liquid nitrogen feedthrough.
i
3.3.3 Construction of the sample holder:
Fig. 3.12 shows a detailed front view of the sample
holder with the Seebeck voltage leads and thermocouples attached
to it. The LPCVD thin films are deposited on Corning 7059 glasses
with size 0.6 cm x 2.5 cm. Two parallel strips of metal film of
thickness 0.5 urn (here, chromium is used for the p-type samples)
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Fig. 3.12 Detailed front view of the thin film LPCVD samp!
attached on sample holder showing location of
thermocouples and Seebeck voltage leads.
Typically., d is 1.5 cm, but for the high resistance
samples, d is 0.5 cm. The width of the electrodes are usually
1-2 mm. The Seebeck voltage leads are attached to the metal
contacts by a silver paste supplied by RS Components Limited
(Switzerland). Another Corning 7059 glass coated with silicon
serves as a dummy where thermocouples are attached. It is
placed side by side along with the sample. The ambient tempera¬
ture thermocouple measures the average sample temperature.
It is attached on the dummy at a position below the mid-point
of the gap between the two parallel metal contacts. A differen¬
tial thermocouple used for measuring temperature difference is
also attached on the dummy with its two junctions located at
positions below the mid-point of each metal contact a distance D
apart. Copper-constantan thermocouples are used for both the
ambient and differential temperature measurements and are stuck
onto the dummy film by a 5-minute epoxy supplied by Sony
Chemical Corporation (Japan). Good thermal contact is enhanced
by putting a high vacuum silicone grease between the sample (alsc
the dummy) and the sample holder.
Assuming that the temperature gradient is constant along
the length of the sample and the dummy, the temperature difference
aT across the gap of the metal film is then given by
whereAT is the actual temperature difference measured by the
meas.
differential thermocouple between the two points P and Q on the
rhimmv at a distance D aoart.
In Fig. 3.13 (a) and (b), the detailed construction of the











Fig. 3.13 (a) Side view of the sample holder.
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Fig. 3.13 (b) Top view of the sample holder.
A very flat stainless steel sheet of thickness of 0.8 mm
is used on which the sample is attached. It is so chosen because
it can provide the most suitable temperature gradient for the
experiment. Two copper blocks with very flat surfaces are
attached to the stainless steel sheet by copper nuts. Heat is
conducted from the two heaters to the sample holder by means
of two copper foils attached on the copper blocks as shown.
For measurements below room temperature, two more copper
foils from the liquid nitrogen container are attached to the cop¬
per blocks to serve as heat sink (See 3.3.2). To provide good
thermal insulation between the sample holder and other parts of
the set-up, stainless steel tubes and teflon spacers are used.
This is extremely important when one wishes to attain a very
high or low samDle temoerature.
3 3 4 Tpmnpratnrp r.nntrnl
For measurements above room temperature, a particular
sample temperature is selected by setting the power of each of the
two heaters to a pre-determined value. The sample will reach ther
mal equilibrium for about one hour. To establish a temperature
gradient across the sample, one heater is set to a slightly lower
voltage setting and the other to a slightly higher value. In this
way, the sample temperature is maintained constant while a tem¬
perature gradient is established. In order to establish a tempera¬
ture gradient in the reverse direction, the role of the two heaters
is reversed. Care must be taken to generate the temperature gra¬
dient slowly, otherwise error will be introduced. The typical mea¬
suring time is about 10 minutes or longer. Furthermore, the plot
of aV vs aT may not yield a straight line and it is usually curved
at the beginning when the temperature gradient is set up. Hence,
Seebeck coefficient should be obtained only in the linear region of
the plot. The temperature difference between the gap of the metal
contact should be kept as small as possible (usually less than IK)
especially at low temperature. Fig. 3.14 shows typical results of
Seebeck voltage aV vs measured temperature difference aT
meas.
For low temperature measurements, the same procedures
are used except that the sample holder is thermally coupled to
the liquid nitrogen container by means of two copper foils. In
order to attain a constant sample temperature below room tempera¬
ture, the liquid nitrogen reservoir (not shown in Fig. 3.9) con¬
necting the liquid nitrogen feedthrough should always be kept at
least half filled.
3 3 .5 Experimental procedures
The Seebeck coefficient and conductivity measurements
are performed in the same set-up as mentioned in the previous
sections. Fig. 3.15 shows the circuit diagram for the measurements.
Two Keithley 177 microvolt digital multi-meters (DMM) are used for
temperature measurements as shown. For the measurement of See¬
beck voltage and resistance of the sample, Keithley 616 electrometer
or 177 DMM is used depending on the sample resistance. The input
14 7
impedance of the Keithley 616 and 177 meters are 10 Qand 10 Q
respectively. The two different modes of measurement are chosen
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Fig. 3.14 Typical results of Seebeck voltage a V vs measured temperature
difference ATmeas.- To obtain the Seebeck coefficient, the
slope has to be multiplied by the correction factor of (dD)
to convert ATmeas. into at. The unit of ATmeas. should also
be changed into K instead of pV. (a) Heavily boron-doped
LPCVD Si film at 396K with a film resistance of 5.7 x 102O.
(b) Lightly boron-doped LPCVD Si film at 403K with a film
resistance of 1.4 x 100.
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Fig. 3.15 Circuit diagram for the measurement of Seebeck coefficient and
resistivity of LPCVD films
Prior to the measurement, the sample is heated in the
vacuum chamber to 430K to remove absorbed gas. Measurements
go from high to low temperatures. At a given sample temperature,
the resistance of the sample is first measured. Then a temperature
gradient is generated across the sample. About 10 to 20 values of
the Seebeck voltage aV as a function of the temperature difference
aT are taken. The Seebeck coefficient is then determined from
the slope of av vs at using a least square fit procedure. Finally,
the value of Seebeck coefficient is corrected according to the fact
that the temperature difference at is measured across the
two points P and Q but not across the gap between the two metal
contacts. The Seebeck coefficient can also be obtained by plotting
aV vs aT on a X-Y recorder. Reliable thermopower data are
obtained up to an electrical resistance of 10Q.
CHAPTER 4
Experimental Results
4.1 X-ray diffraction analysis on boron-doped LPCVD silicon films:
X-ray diffraction analyses were made on 4 series of boron-
doped LPCVD Si films. The results are tabulated in Table 4.1.
For samples prepared at substrate temperature
but with different doping gas ratios, all show diffraction peaks except
-5
one at low doping gas ratio 1 x 10, This indicates that these films
are crystallised. Furthermore, the crystal orientation becomes less
random as the doping gas ratio is increased. At doping gas ratios
- 3 -2
4 x 10 and 1 x 10, crystalline films with a unique orientation are
obtained. This unique crystal orientation is usually in the[ 2201
direction. For samples prepared at T= 520°C, however, no diffrac-O
tion peak is observed and the samples are in the amorphous state.
-2- 3
For samples prepared at doping gas ratios 1 x 10 and 4 x 10 but
at different substrate temperatures, there is a transition from the
crystalline state (films that show diffraction peaks) to the amorphous
state (films that show no diffraction peak) when the substrate tem¬
perature is lowered.
The above results suggest that high doping gas ratio and high
substrate temperature favour crystallization during film formation.





























































Table 4.1. X-ray diffraction analysis on boron-doped LPCVD Si films.
A x-ray diffraction peak
x no peak
? not measured
() measured on other sample under same preparation conditions
H S 1
H S 2
4. 2 SIMS analysis on boron-doped LPCVD silicon films:
The amount of boron incorporated into the silicon network
of the LPCVD films was studied by the SIMS method. The concentra¬
tion of incorporated boron as functions of substrate temperature
and doping gas ratio are shown in Fig. 4.1 (a), (b) and (c). In
Fig. 4.1 (a), there is a general decrease in boron concentration as
the substrate temperature is increased. An abrupt change occur at
about 540°C where the boron concentration drops from about 30% to
nearly zero. In Fig. 4.1 (b) and (c), an abrupt rise in boron concen-
- 3
tration at doping gas ratio 5 x 10 is observed. Hence, it can be
concluded that high doping gas ratio and low substrate temperature
favour the incorporation of boron atom into the silicon network.
Comparing the amount of boron for samples prepared at different
substrate temperatures, as shown in Fig. 4.1 (b) and (c), low
substrate temperature seems to play a more important role for the
incorporation of boron into the films. In fact, the concentration of
boron for samples prepared at low substrate temperature and high
doping gas ratio is so high that they should better be regarded as
silicon-boron alloys. Thereafter, the name alloy range will refer
- 3- 2
to those samples prepared under doping gas ratios 4 x 10- 1 x 10
and substrate temperatures between 460-540°C.
4. 3 Effect of substrate temperature on Seebeck coefficient and dark
conductivity of boron-doped LPCVD silicon films:
Two series of samples prepared at doping gas ratios 1 x 10
- 3
and 4 x 10 but with different substrate temperatures (thereafter VS1
and VS2 respectively) as shown in table 4.1 are chosen for study.
Seebeck coefficient S as a function of inverse temperature for the
two series are shown in Fig. 4.2 and 4.3. The Seebeck coefficient
of all the samples investigated is positive, confirming as expected
that holes are the predominant carriers in these materials. The
inverse temperature dependence of S for VS1 and VS2 are similar
and they both show a gradual decrease in S as T is lowered. For
the amorphous samples (those showing no x-ray diffraction peak)
in the alloy range, there is little change in S with substrate tempera¬
ture and all show similar inverse temperature dependence. The
typical magnitude of S at room temperature is ~0.5 mVK for VS1
and 0.4 mVK for VS2. However, there is a sharp decrease in
the magnitude of S for the two crystalline samples (those showing
x-ray diffraction peaks) CB40 and CB43. Samples CB40 and CB43
also show similar inverse temperature dependence. Typical magni¬
tude of S at room temperature is —0.15 mVK for both series.
The dark conductivity as a function of inverse tem¬
perature are shown in Fig. 4.4 and 4.5. A close inspection of the
data shows that except for the two crystalline samples CB40 and
CB43, none of the curves is a straight line over the entire tempera¬
ture range studied. The data in the high temperature range look
almost singly activated for each sample but there is a slight upward
bending for each curve at low temperature. For these amorphous
samples in the alloy range, the room temperature conductivity CTpT
increases only slightly as the substrate temperature is increased.
The variation of as a function of substrate temperature is
plotted in Fig. 4.6. For the two series, increases suddenly
from about 10 IfX cm corresponding to the amorphous state to
2-1-1
about 10 O- cm for the crystalline state. For the crystalline
samples CB40 and CB43, there is virtually no temperature dependence
(the change in resistance is only in the 0.1 Q. range as T varies
from 130K to 430K). The 7 values of our crystalline
samples are one or two orders of magnitude higher than those
heavily doped samples obtained from other research groups.
Table 4.2 compares the room temperature conductivity values
































10 1 Willeke, et al., 1982
P- and B-doped
a-Si:H films
CVD 101 Magarino, et al., 1982
P- and B-doped
bicro-cry stalline
Si :F: H films
glow
discharge
101 Nishida, et al., 1984
Table 4.2 A comparison among the highest room temperature conductivities
attainable from different research groups.
4.4 Effect of doping gas ratio on Seebeck coefficient and dark
conductivity of boron-doped LPCVD silicon films:
Two series of samples prepared at substrate temperatures
and 580°C but with different doping gas ratios (thereafter
HS1 and HS2 respectively) as shown in table 1 are chosen for study.
Seebeck coefficient S as a function of inverse temperature for the
two series are shown in Fig. 4.7 and 4.8 respectively. The Seebeck
coefficient of all the samples investigated is again positive, confirming
as expected that holes are the predominant carriers in these materials.
The inverse temperature dependence of S for HS1 and HS2 again shows
a gradual decrease in S as T is lowered except for the two slightly
doped samples (doping gas ratio= 4 x 10) C.B105 and CB101. For
CB105, however, S increases as T is lowered. Due to the high sam¬
ple resistance at low temperature, the Seebeck coefficient measure¬
ment cannot be extended to low temperature otherwise more informa¬
tion can then be obtained. For CB101, the same difficulty arises. Now,
S increases at first and then decreases as T is lowered. For these
two samples, a comparatively large value of S is found especially for
CB105. For HS1, there is a rapid change in the magnitude of S (from
-0.4 to 1 mVK at room temperature) when the doping gas ratio is
-4 -5
decreased from 1 x 10 to 4 x 10, For HS2, when the doping gas
ratio is decreased, the magnitude of S at room temperature increases
from 0.15 mVK for the crystalline samples through the intermediates
0.4 mVK to ~0.9 mVK for the lightly doped sample. There are
some simlarities between the present data and those heavily boron-
doped glow-discharge a-Si:H samples of Beyer and Mell (1977 c). In
their case, only two heavily doped samples (doping ratio 5 x 10 and
2 x 10 S show inverse temperature dependence of S similar to the
present data.
The dark conductivity 0 as a function of inverse tempera¬
ture for HS1 and HS2 are shown in Fig. 4.9 and 4.10 respectively.
Once again, none of these curves is a straight line over the entire
temperature range studied except for the three heavily doped crystall-
line samples CB40, CB43 and CB66. However, each of them can be
well fitted to a straight line at high temperature but there is a slight
upward bending for each curve at low temperature. For the slightly
doped samples, the slope of the curves are much steeper than those
heavily doped samples. The variation of room temperature conducti¬
vity RT as a function of doping gas ratio is plotted in Fig. 4.11.
As the doping gas ratio is decreased, CTk™ for the two series remains
nearly constant at about 10- 100. cm at first but there is a rapid
drop at 1 x 10—10 Q cm. This feature is very similar
to those reported by Spear and Le Comber (1976) and by Hirose, et
al. (1981). In their case, however, there is a more rapid drop of
as the doping gas ratio is decreased.
Fig. 4.1(a) SIMS results on boron-doped LPCVD Si films prepared
at the same doping gas ratio but different substrate
temperatures.
Fig. 4.1 (b) SIMS results on boron-doped LPCVD Si films prepared
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Fig. 4.1 (c) SIMS results on boron-doped LPCVD Si films prepared
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Fig. 4.2 Seebeck coefficient S as a function of inverse temperature for VS1 prepared at [BHgSiH]= 1 x 10
o CB4 3, AC B47,© CB5 2.













Fig. 4.3 Seebeck coefficient S as a function of inverse temperature for VS2 prepared at [B?H SiH]= 4 x 10 3.
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Fig. 4.4 Dark conductivity yrn as a function of inverse temperature _9
for VS1 prepared at doping gas ratio [B-H.SiH.]= 1 x 10
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Fig. 4.5 Dark conductivity yrn as a function of inverse temperature for
VS2 prepared at doping gas ratio [B H SiH]= 4 x 10~
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Fig. 4.6 Room temperature dark conductivity
gr-RT as a function of substrate
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Fig. 4.7 Seebeck coefficient S as a function of inverse temperature for HS1 deposited at substrate temperature T= 520°C
A CB47, o CB63, ACB105,© CB117.
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Fig. 4.8 Seebeck coefficient S as a function of inverse temperature for HS2 deposited at substrate temperature Ts= 580°C.
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Fig. 4.9 Dark conductivity (Jd as a function of inverse temperature
for HS1 deposited at substrate temperature Tg- 520°C
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Fig. 4.10 Dark conductivity D as a function of inverse tempeiature
for HS2 deposited at substrate temperature Ts= 580°C
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Fig. 4.11 Room temperature conductivity RT as a
function of doping gas ratio [BnH_SiHZ 6 4
CHAPTER 5
Discussions
5.1 Doping efficiency of boron:
Fig. 5.1 shows the room temperature conductivity
as a function of the solid phase dopant concentration BSi plotted
together for the four series. A maximum for CP occurs at BSi
K I
-2 -2
= 10. With the increase in boron concentration beyond BSi= 10
there is, however, a decrease in conductivity. Although the
incorporation of more boron into the silicon network can be made
possible by lowering the substrate temperature, the doping efficiency
is not improved. This may be related to the hydrogen concentration
in the doped a-Si:H samples as suggested by Greenbaum, et al.
(1982), Magarino, et al. (1982), Nakashita, et al. (1984) and
Pankove, et al. (1985). There is a general agreement that after
the incorporation of hydrogen, boron no longer acts as an acceptor.
Several models have been suggested to describe the substitutional
boron-hydrogen complex in silicon. They are shown in Fig. 5.2 (a).
However, experimental results from many researchers seem
to favour model (i) in Fig. 5.2 (a). (See also Fig. 5.2 (b)). A close
inspection of the present experimental data in Fig. 5.1 shows that
samples lying on the left of the peak were all prepared at low substrate
temperatures. The incorporation of hydrogen into the silicon network
may thus be due to the lowering of the substrate temperature.
5. 2 The transport mechanism:
The three models used for the interpretation of electrical
transport in amorphous semiconductors mentioned earlier in chapter
two can now be used to analyse the present data.
The Dohler model is not applicable here since it applies
only to non-degenerate semiconducting materials where conduction
takes place far enough from E so that f(E) (1- f (E)) can be
approximated by exp (-(E- Ep)kT). In the present case, however,
most of the samples were prepared at high doping levels and some
are even degenerated.
The Q value (Q= InCT+ eSk) as a function of inverse
temperature are shown in Fig. 5.3- 5.6 for the four series. For
all series, none of the curves can be fitted into a single straight
line over the whole temperature range studied, in contradiction
with that predicted by Beyer and Overhof (1984). In their model,
they argued that if the temperature shift of the Fermi level were
solely responsible for the kinks usually observed in the S and
data, a plot of Q against 1T should show no kink and a straight
line with zero slope will be obtained. If there is a difference between
the apparent activation energies E and Er-, a plot of Q against
1T will show up as a non-zero slope of In the
present case, except for the heavily doped crystalline samples and
the two slightly doped samples CB10.1 and CB105, nearly all curves
can be fitted into two straight lines with different slopes joining
at a kink at about 300K. When fitting the data with
for the two straight line portions, one obtains Qq= 8- 11 for the
high temperature range and Qq= 5- 8 for the low temperature
range. The Qvalues for the high temperature range are very-
close to that reported from Beyer and Overhof (1984). In their
case, Qq= 9-11. From the graphs, one also obtains E= 0.11
- 0.17 eV (but in most cases E= 0.16 eV) for the high temperature
range and E= 0.06- 0.09 eV (but in most cases E= 0.07- 0.08
eV) for the low temperature range. In the case of Beyer and
Overhof (1984), E= 0.05- 0.15 eV. For the present work, the
striking feature that S decreases as T is lowered should be noted.
This is unexpected for amorphous p-type samples in which one would
expect a rise in S with decreasing T according to theory (see eqn.
2.7). However, the present data can be explained by eqn. 2.7 if
and only if one assumes that the heat of transport term A(T) shows
a negative temperature dependence and the contribution of the first
term in the equation is small so that A(T) dominates. In the Beyer
and Overhof model, eqn. 2.7 is used as the starting equation. Hence,
it is not strange that the inverse temperature dependence of Q does
not follow their predictions. On the other hand, the lightly doped
samples CB101 and CB105 do show features in the inverse temperature
dependence of S that partially fit the theoretical predictions described
by eqn. 2.7. The data are however limited due to the experimental
difficulties in measuring S for high resistance samples at low tempera¬
ture. An analysis of Q using these data is therefore impossible at
this stage. Improvements on the experimental set-up are therefore
necessary in order that measurements can be extended to the low
temperature range. Nevertheless, the observation that the general
shape of Q(T) does not change by varying the doping level and
substrate temperature (as reflected from the E and values)
Q -0
and the existence of a kink at ~300K may reflect something useful
in the analysis of the transport mechanism. More experimental
as well as theoretical work should be made in future.
The Dundee model also appears to be unsuccessful when
applied to the interpretation of the strange feature in the inverse
temperature dependence of S since it also starts with eqn. 2.7. The
temperature dependence of the dark conductivity should now be
considered alone.
For the slightly doped samples CB105 and CB113 in Fig. 4.9,
the inverse temperature dependence of dark conductivity is charac¬
teristic of that of an undoped a-si film. The curves are non-linear;
the apparent activation energies Eg- at high temperature are 0.68 eV
and 0.64 eV respectively, while at low temperature the apparent
activation energies decrease to 0.14 eV and 0.17 eV respectively.
Such a behaviour was also reported by Magarino et al. (1982)
for CVD films at low phosphorus doping level. These dependences
suggest a hopping conductivity between states in the centre of the
forbidden gap at low temperatures; the Fermi level is pinned by
these states. At higher temperatures, the estimated values of E
are compatible with band conduction. This behaviour is
also found in the conductivity curve for CB101.
In the highly doped samples, the conductivity curves are
linear in the high temperature range but there is a slight upward
bending for each curve at low temperature. Assuming band conduc-
tion at high temperature, the apparent activation energies E can be
evaluated from the graphs. The typical value of E,:r is 0.15- 0.18 eV
for samples in the alloy range (those prepared at doping gas ratio
- 2- 3
1 x 10- 4 x 10 and substrate temperature 460- 540°C) and 0.06 eV
for the two crystalline samples CB78 and CB59. On the other hand.
the crystalline samples CB40, CB43 and CB66 have nearly zero acti-
vation energies. E~- and O as functions of doping gas ratio and
substrate temperature are shown in Fig. 5.7- 5.10. In fig. 5.7,
E decreases when doping gas ratio increases. There is a rapid
— 4
drop in E at doping gas ratio 1 x 10. The observed change in
activation energy is related to a shift of the Fermi level, toward the
valence-band edge. In the crystalline samples CB40, CB43 and
CB66, the Fermi level has shifted into the valence band edge and
so they become degenerated. In Fig. 5.8, one finds that there is
little change in E- with substrate temperature until at T= 580°C,O
E drops quickly to a very small value and the samples become
crystallized. In Fig. 5.9- 5.10, one finds that there is a large
- 3
drop in at doping gas ratio 1 x 10 while r0~Q increases gradually
as the substrate temperature increases.
The slight upward bending at low temperature in the con¬
ductivity curves for the heavily doped samples is difficult to interpret
This behaviour was also reported from many researchers (e.g.
Magarino et al., 1982) but little was discussed. If one tries to relate
this to hopping conduction in the localised states, one faces the
problem that the apparent activation energies evaluated from the
graphs have values comparable to the activation energies for band
conduction at high doping levels. However, this is not reasonable.
Attempts have been made to try to fit the conductivity
data for all samples by the variable range hopping theory proposed
by Mott (196 9). This theory is expected to hold for amorphous
semiconductors at low temperature. For heavily doped semiconduc¬
tors, impurity conduction of this type may also appear. Mott's
treatment of variable range hopping leads to a temperature depen¬
dence for the conductivity of the form
where
and
In the above equations, k is the Boltzmann constant, 1) is the
12 -1
phonon frequency with a typically value 10 s. The two para¬
meters cxland N(Ep) can be evaluated from the slope of a plot of
In( U(T)T) vs T and from the intercept at T= 0. For
all the samples, only the two samples CB50 and CB52 with the
highest boron concentration show a good linear fit to the theory
19 -1
(Fig. 5.11). However, the calculated values o(= 1.14 x 10 cm
CO _o 1
and N(E„)= 1.47 x 10 cm eV are unrealistically high. Hence,
the theory is not applicable.
1 he crystalline theory for non-degenerate and degenerate
semiconductors are now used to analyse the results. To test
whether the samples are degenerated, S as a function of temperature
T for the four series are shown in Fig. 5.12- 5.15. One finds that
the three crystalline samples CB40, CB43 and CB66 show a very
good linear fit while all other samples do not. This indicates that
the three crystalline samples are degenerated. The straight lines
through the data points for CB40, CB43 and CB66 do not pass
through the origin and very small intercepts of about 20 jiV are
obtained. This may be attributed to the error in the measurement
of S. The degeneracy for this three crystalline samples is also
supported by the inverse temperature dependence of the dark
conductivity curves in which the activation energies are zero.
To check whether the crystalline theory for non-degenerate semi-
s :i
conductor do satisfy for other samples,+eSk as a function of InT are
shown in Fig. 5.16- 5.19. From the graphs, none of the curves
can be fitted into a straight line. However, for the crystalline
samples (shown in Fig. 5.19), nearly all curves can be fitted to a
straight line at low temperature but there is a slight upward bending
for each curve at high temperature. This may be due to the more
rapid change in hole concentration at high temperature. In order to
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Fig. 5.2 (a) Models of neutralized substitutional boron in silicon.
Hydrogen bonded to (i) Si, (ii) B, (iii) bridging















Fig. 5.2 (b) Model of substitutional boron in silicon before (a)
and after (b) H neutralization. In (a), a hole
(not shown) in the vicinity of the boron provides
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Fig. 5.3 Q as a function of inverse temperature for VSi prepared at [B H SiH]= 1 x 10
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Fig. 5.4 Q as a function of inverse temperature for VS2 prepared at [B„H SiH]= 4 x 10
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Fig. 5.5 Q as a function of inverse temperature for HS1 prepared Tg- 520°C
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Fig. 5.6 Q as a function of inverse temperature for HS2 prepared at Tg- 580°C
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Fig. 5.13 Seebeck coefficient S as a function of temperature T for VS2
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Fig. 5.14 Seebeck coefficient S as a function of temperature T for HS1.
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Fig. 5.15 Seebeck coefficient S as a function of temperature T for HS2.
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Fig. 5.17 +eS/k as a function of lnT for VS2.
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The incorporation of boron into the LPCVD silicon films may
be favoured by low substrate temperature and high doping gas ratio.
However, the doping efficiency is not improved simply by the addition
of more boron atoms into the silicon network. This may be due to the
neutralization of boron by hydrogen at low substrate temperature dur-
ing the deposition process. At high substrate temperature and high
doping gas ratio, crystallization of the LPCVD Si films takes place,
For the electrical measurements, the Seebeck coefficient of all
the samples investigated is positive, confirming as expected that holes
are the predominant carriers in boron-doped LPCVD Si films. For the
heavily doped crystalline films, the Seebeck and conductivity results
agree with the crystalline theory for degenerate semiconductors. For
other crystalline films, the experimental data fit well into straight lines
in the plots of eS /k vs InT only at low temperature. At high temperature,
the lines are curved. In order to check whether the crystalline theory
can be applied to these materials, Hall effect measurement should be
made to find out the temperature dependence of the hole concentration.
For all amorphous samples, no model at present can explain
fully the transport data. The magnitude of the Seebeck coefficient for
all heavily doped samples decreases as the temperature is lowered,
contradicting to the theoretical prediction for amorphous semiconductors
unless a negative temperature dependence of the heat of transport term
is assumed. In addition, a rapid change in the magnitude of Seebeck
coefficient and dark conductivity is found at doping gas ratio 10-4
100
to 10-5. Hence, more transport measurement on samples in this
range is necessary to provide information on the transport mechanism
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Table 6.1 A summary of the experimental results on boron-doped LPCVD Si films.
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