Up to now there is no definition or an example of a gauge-invariant quantum field theory in four-dimensional space-time, with mathematical rigor and in the absence of approximations.
Introduction
Schrödinger described quantization as the consequence of solving an eigenvalue problem for the Hamiltonian [1] : in an infinite-dimensional linear space of functions, continuous and discrete (i.e. quantized) energy spectra may coexist. Thus, from the very beginning there was a relation between the time evolution (defined by the Hamiltonian) and the notion of quantization.
There is no doubt that the best known description of the experimental data collected so far is based on a quantum theory [2] . However, the notion of quantization is not much clearer than it was in 1926 [3] . In this paper we will change this status, proposing a simple and mathematically meaningful definition of quantization. We start by addressing what quantization is not.
Quantization is not replacing Poisson bracket's by canonical commutation relations. The method of replacing Poisson bracket's by canonical commutation relations can always be applied (for analytical functions), it is called prequantization [4, 5] . However it doesn't lead by itself to useful results (hence the name prequatization). Of course, we can try to improve the method so that it leads to useful results (this is the geometrical quantization program [4] ), however we end up with a definition of quantization which is so complex and arbitrary that it is not useful in practice, in particular in the presence of gauge symmetries.
Quantization is also not second quantization (based on a Fock-space), which relates a quantum description of a single-particle system to a quantum description of a many-particle system [5] . We can only apply second quantization to a quantum theory, hence the name "second".
Quantization is also not computing the Feynman's path integral, since we know that the Feynman's path integral does not have the property (sigma-additivity), which allows computation of the integral by approximating the integrand [6] , and thus it is not an integral. Of course as in prequantization, we can try to improve the path integral [7] , however we are very far from a consistent definition of path integral which is useful in practice.
Quantization is also not a perturbative expansion or a lattice regularization. These two different approximations are useful and have a clear definition, but since we know that they are complementary [6] then neither of them can be used to define quantization.
Note that there is enough experimental evidence to conclude that all the methods above mentioned-namely prequantization, second quantization, Feynman's path integral, perturbative expansion, lattice reguralization-are related to the quantum phenomena and thus they are necessarily related with the definition of quantization. But we insist that it is also clear that none of them by itself can be used to define quantization.
There is a big conceptual problem with the notion of quantization: we are trying to relate a deterministic theory (classical mechanics) with a non-deterministic theory (quantum mechanics). From the point of view of (classical) information theory [8] , the root of probabilities (i.e. non-determinism) is the absence of information. Statistical methods are required whenever we lack complete information about a system, as so often occurs when the system is complex [9] .
Thus we can convert a deterministic theory to a statistical theory unambiguously (using trivial probability distributions); but we cannot convert a statistical theory into a deterministic theory unambiguously since we need new information 1 .
On the other hand, the relation between quantum mechanics and a statistical theory (both are non-deterministic) is clear: the wave-function is a parametrization for any probability distribution [11] . It is a very useful parametrization because it allows us to represent a group of transformations using linear transformations on an hypersphere. Since these linear transformations have an intrinsically random nature, Quantum Mechanics is a generalization of Classical Mechanics (but not of probability theory, thanks to the wave-function's collapse [11] ).
The non-commutativity of operators is thus intrinsic to any statistical theory. This saves us from the need to "deform" commutative algebras into non-commutative ones upon quantization.
In our opinion, either the quantization of a classical theory or the classical limit of a quantum theory cannot go much beyond Koopman-von Neumann version of classical mechanics [12] , i.e. a description of classical mechanics as a statistical theory (which is always possible, since a deterministic theory is a particular case of a statistical theory).
In Section 2 we will define gauge symmetry exclusively within the Hamiltonian formalism (that is, a definition independent from the Lagrangian formalism); in Section 3 we will dis-tinguish constraints from spontaneous symmetry breaking; in Section 4 we will show how to deal with Lorentz covariance within the Hamiltonian formalism; in Section 5 we will define a Statistical Source Field Theory where the fields in phase-space also depend on a time coordinate; in Section 6 we show that the canonical commutation relations between momentum and position appear due to a non-deterministic time-evolution; in Section 7 we study the implications of using a gauge-variant gaussian measure for the phase diagram; in Section 8 we discuss the relation of our definition of Quantum Gauge Field Theory with the BRST formalism; in Section 9 we discuss Renormalization, the mass gap and the status of the problem from the Millennium prize; in Section 10 we speculate about how diffeomorphisms can be incorporated within our formalism and the prospects for quantum gravity; finally in Section 11 we end with the Conclusions.
Gauge symmetry: definition within the Hamiltonian formalism
The concept of gauge symmetry is clear within the (classical) Lagrangian formalism: it is a particular symmetry of a singular Lagrangian. A singular Lagrangian is a Lagrangian which does not determine the time-evolution of all fields. Consequently, there are fields whose timeevolution is arbitrary and so these fields cannot be physical fields. The gauge symmetries are the symmetries of the Lagrangian which transform the fields with one time-evolution to fields with another time-evolution. The singular Lagrangian only determines the time-evolution of the gauge-invariant algebraic combinations of fields, thus only these algebraic combinations are observable.
However, Statistical Mechanics (and thus also Quantum Mechanics) is fundamentally incompatible with the (classical) Lagrangian formalism because the time evolution is not necessarily a stochastic process, i.e. there is not necessarily a collection of random events indexed by time, there is not necessarily a trajectory in time of the probability distribution associated to the phase-space. In one experiment followed by a measurement, we only apply one non-deterministic transformation to the state of the system, however there are many different transformations we can choose from and the set of choices is indexed by a parameter we call time, which is fine within the Hamiltonian formalism where only the present exists.
On the other hand, the concept of gauge symmetry clashes at a fundamental level with the Poisson brackets of the classical Hamiltonian formalism. In the classical Hamiltonian formalism there is a phase-space whose time-evolution is defined by the Hamiltonian and the Poisson brackets. If we do not reformulate the Poisson brackets and if the time-evolution of some fields of the phase-space is arbitrary, then the Hamiltonian is necessarily arbitrary. And there is no Hamiltonian formalism without Hamiltonian.
The way out is to use the Hamiltonian formalism, but with some other brackets replacing the Poisson brackets. The Dirac brackets and the associated constrained Hamiltonian formalism are a previous attempt. Note that indeed the concept of gauge symmetry is related with the concept of an Hamiltonian constraint: some phase-spaces are defined as a subspace of a larger space.
The (physical) phase-space is the subspace which satisfies the constraints. The Hamiltonian only determines the time-evolution of the algebraic combinations of fields which conserve the constraints (and thus which conserve the phase-space, see also Section 3).
However, since the phase-space is completely detached from the time coordinate, the Hamiltonian constraints do not modify the time-evolution of the fields and so they are not gauge transformations. This would imply that a (classical) gauge theory can only be defined within the Lagrangian formalism, and the Hamiltonian can only be defined after some kind of gaugefixing. But this is again unacceptable in Statistical Mechanics and in Quantum Mechanics, where there is no Lagrangian formalism because the trajectory of the phase-space is ill-defined; it would imply that there is no quantum gauge theory, only a gauge-fixed quantum theory which is not a gauge theory.
The use of (classical) Dirac brackets as a step towards a quantum gauge theory was an unfortunate attempt. Since the wave-function is a parametrization of any probability distribution, in fact the standard brackets of Quantum Mechanics should be used as a step towards an Hamiltonian formulation of classical gauge theory (and of quantum gauge theory, of course).
At the cost of using non-commutative operators (and thus of using a non-deterministic formulation), we get the crucial advantage that the phase-space coincides with the coordinate space, i.e. every coordinate comes equipped with a conjugate momentum operator without enlarging the phase-space.
Using the standard brackets of Quantum Mechanics, the remaining question is merely what is the correct phase-space of our problem. In Source Field Theory (defined in Section 5), the source fields do have a time coordinate and are also part of the phase-space. Thus, we can have constraints which are also gauge transformations. The Hamiltonian can now be defined without gauge-fixing so that the Lagrangian becomes dispensable. We will continue discussing the definition of gauge symmetry within the Hamiltonian formalism in section 8.
Note that an Hamiltonian formulation of classical gauge theories (besides statistical and quantum gauge theories), may also be advantageous. Theories such as classical electrodynamics or more generally classical non-abelian gauge theories [13] involve a system of non-linear partial differential equations. It is a very hard problem to study in general the space of classical solutions of such systems 2 . Even when a few solutions can be found, they may not be the ones that describe the physical system correctly. A consistent theory covering many cases only exists (at the moment) for systems of linear partial differential equations [15] . Thus to solve many non-linear deterministic theories we may not have better alternative (at the moment) than to consider them as a particular case of a statistical theory and apply linear quantum methods on its wave-function parametrization [12, 16] -then the building blocks of the overall deterministic theory are non-deterministic.
Constraints and spontaneous symmetry breaking
In the Hamiltonian formalism, the constraints are from a technical point of view, just representing an ideal (in the algebraic sense) with the zero number, when defining a representation of an algebra. We assume here the algebra to be non-commutative, so that we can cover Quantum theory.
The correspondence between geometric spaces and commutative algebras is important in algebraic geometry. It is usually argued that the phase space in quantum mechanics corresponds to a non-commutative algebra and thus it is a noncommutative geometric space in some sense [17] . However, after the wave-function collapse, only a commutative algebra of operators remains. Thus, the phase space in quantum mechanics is a standard geometric space and the standard spectral theory (where the correspondence between geometric spaces and commutative algebras plays a main role [18] ) suffices.
The correspondence between geometric spaces and commutative algebras is consequence of the Gelfand representation: there is an isomorphism between a commutative C*-algebra A and the algebra of continuous functions of the spectrum of A.
It suffices to constrain to zero the Casimir operators of the algebra of constraints, which are included in the commutative algebra (for abelian and also for non-abelian symmetries). This constrains the spectrum of the commutative algebra, without the need for the Casimir operators to be part of the spectrum.
Note that the cyclic state defining the Hilbert space needs not to verify the constraints, since the algebra of operators already conserves the constraints. In fact, in most cases this would be impossible, as it was noted long ago: "So we have the situation that we cannot define accurately the vacuum state. We therefore have to work with a standard ket |S > which is ill-defined. One can, however, do many calculations without using the accurate conditions [vacuum verifies constraints] and the successes of quantum electrodynamics are obtained in this way."
Paul Dirac (1955) [19] Indeed, there are some symmetries of the algebra of operators which necessarily the expectation functional cannot have, since the expectation functional is a trace-class operator (the expectation of the operator 1 is 1) and its dual-space is bigger (the space of bounded operators).
For instance, consider an infinite-dimensional discrete basis {e k } of an Hilbert space (indexed by the integer numbers k) and the symmetry group generated by the transformation Otherwise, if the cyclic state defining the Hilbert space would verify the constraints, then the concept of constraints would be redundant in the Hamiltonian formalism. That is, the phasespace would be defined by the Hilbert space and the algebra of operators could be extended such that it would not conserve the constraints, then the constraints would merely define a region of the phase-space.
The constraints are different from anomalies and spontaneous symmetry breaking. There is no mathematical difference between spontaneous symmetry breaking and anomaly: in both cases there is a failure of a symmetry of the wave-function to be restored in the limit in which a symmetry-breaking parameter goes to zero. The difference is about the origin of the symmetrybreaking parameter: if it arises due to a physical process (e.g. a probe field in an experimental setting); or due to the mathematical consistency of the theory, respectively. We only consider symmetries of the Hamiltonian as candidate symmetries of the wave-function, since only these are respected by the time-evolution [20] .
On the other hand, the constraints cannot modify the wave-functions of the Hilbert space.
Since in the case of constraints there is no way to introduce a symmetry-breaking parameter, we can never observe spontaneous symmetry breaking or an anomaly.
Lorentz covariance
Concerning the relation between the Hamiltonian formalism and special relativity, there are two kind of questions we can ask: 1) is the Hamiltonian formalism compatible with Lorentz symmetry? 2) based on the space-time "philosophy", why should the time-evolution play a distinguished role in the Hamiltonian formalism? The first question is technical, while the second question is conceptual. We do not have an answer to the second question, which is expected given the difficulties with Lorentz-symmetry of other approaches to quantization [21] .
But in this section we will answer explicitly and positively to the first question. In short, the fact that time evolution plays a special role allows us to use only Poincare representations with positive squared mass. Considering Poincare representations with positive squared mass is self-consistent and it is in no way in conflict with Lorentz symmetry. A complete physical system is a free system. If we neglect gravity, the wave-function associated to the free system is a unitary representation of the Poincare group, regardless of the interactions occurring within the free system [22] .
When the Hilbert space is the direct sum of irreducible representations of a symmetry group, then these representations will be defined by numbers (e.g. mass and spin) which are invariant under the symmetry group. Thus there will be a set of operators whose diagonal form corresponds to those invariants, we will call them Casimir operators. When the symmetry group is abelian and continuous (e.g. translation in time), then the generator of the group For a positive squared mass, the spin and the sign of the Energy are also Poincare invariants.
The sign of the Energy times the modulus of the mass is the center-of-mass Energy, while the spin is the center-of-mass angular momentum. Thus, the Casimir operator whose eigenvalues are the center-of-mass Energy may have negative eigenvalues and it will be the analogous operator to the Hamiltonian of the non-relativistic formalism. As will be seen in Section 6, such operator has the formal form of the Hamiltonian action (i.e. it is the difference between the generator of translations in time and the Hamiltonian operator). The Casimir operators necessarily commute with the momentum operator and thus they do not change the 3-momentum eigenstate. Thus we can solve the problem in a basis where the 3-momentum operator is diagonal.
In such a basis, the translations in space-time can be written as Despite we do not know a priori the diagonal form of the Hamiltonian, we know that it is either continuous or discrete in the neighborhood of the eigenvalue 0 (in the referential of the center-of-mass). If it is continuous then the zero energy has null measure. If it is discrete, we can modify the Hamiltonian adding an appropriate constant such that the zero energy is not one of the eigenvalues (this is equivalent to adding to the system a free massive particle with null 3-momentum relative to the system). In any case, we can assume without loss of generality that our system is a quantum superposition of massive free systems with null 3-momentum. Then, the Lorentz transformations become known and are given by the Wigner irreducible massive representations of the Poincare group [22] . If the Hamiltonian is bounded from below then the vacuum state is not Lorentz invariant, as it was already suggested [21] .
In the center-of-mass, the relevant group is not the Poincare group, but the little group of spatial rotations and the translation in time [22] . Thus the spatial and time coordinates of space-time, become separated. The fields are no longer representations of the Lorentz group, but only of the rotation group and the canonical commutation relations are not in conflict with the little group of spatial rotations.
Note that we use Wigner's convention for the definition of the 3-momentum of the free complete system: it is the eigenvalue of the generator of the translations in space for the complete system (i.e. all fields defining the phase-space are translated in space). Thus in the center-of-mass, the algebra of operators has a constraint imposing that the operators are translation invariant.
As it was discussed in Section 3, the cyclic vector defining the Hilbert space needs not be translation-invariant (in the center-of-mass), just the operators needs to be translation-invariant in the center-of-mass. This gives us a big freedom to choose the cyclic vector defining the Hilbert space (which is related with the initial state of the system).
We assume that the translations in space of the complete system conserve the Hamiltonian and the constraints equations, such that setting the total 3-momentum to zero in no way conflicts with the constrained Hamiltonian system. Nevertheless, the restriction that there is a referential where the total 3-momentum is null, excludes the free complete system from traveling at the speed of light (e.g. a photon with non-null energy). Then the dynamics determined by the Hamiltonian becomes linked with the time coordinate (for a photon this would not be the case [23] ).
Therefore and unlike what it is often claimed in the literature, it is false that (canonical) quantization is incompatible with Lorentz covariance. Note that the phenomenologically successful (but ill defined) path integral formalism based on the Lagrangian is in fact equivalent to a path integral based on the Hamiltonian [24] . In our formalism, the only restriction is that we There is a widespread belief that the sequence of generalizations on the descriptions of space and time 1) Galilean invariance, 2) special relativity, 3) general relativity; which happened for deterministic theories should also happen for quantum theories [26] (the present author also shared this belief in the past [27] [page 99]). Following this belief, the special role of the little group of rotations and the time evolution in our definition of a (special relativistic) Quantum
Field Theory seems to be a step back in the road towards a general relativistic quantum theory.
Thus, our definition would not be of much value since a rigorous definition of a Quantum Yang-Mills theory should mark "a turning point in the mathematical understanding of quantum field theory, with a chance of opening new horizons for its applications", as stated in reference [28] .
The big problem of this widespread belief is that in the Hamiltonian formalism [29] , the diffeomorphisms are generated by constraints while the Lorentz transformations act in a non-trivial way in the Hilbert space. Therefore, in the Hamiltonian formalism (and thus in any quantum theory) the diffeomorphisms are not a generalization of Lorentz transformations and so, a priori diffeomorphisms are not incompatible with the special role of the little group of rotations and the time evolution (see reference [29] and Section 10). For example, a reference which follows this widespread belief [30] and clearly neglects the difference between constraints and symmetry, states:
"Since Yang-Mills theories were successfully quantized (which means in particular that they are renormalizable), a better comprehension of the relationship between gauge theories and gravitational theories might provide important hints for the quantization of gravity. By gauge theory we do not mean here a constrained Hamiltonian system (since it is a well-known fact that general relativity can be recast as a Hamiltonian system with constraints), but rather a theory that describes a dynamical connection on a fiber bundle over spacetime. [...] Whereas the spin connection ω is the gauge field associated to the local Lorentz invariance, we could guess that the soldering form θ might be understood as the gauge field associated to some kind of local translational invariance." C onstraints cannot be a generalization of a non-trivial symmetry and so in the Hamiltonian formalism, any kind of "gauge" or "local" Lorentz invariance is not a generalization of the Lorentz symmetry.
We also make a comment on relativistic causality: the fact that we are considering only
Poincare representations with non-negative squared mass leaves us in a good position to guarantee relativistic causality. However, we are working only in the 3-momentum space of the (free)
complete quantum system. In order to study relativistic causality we need to make a unitary transformation to the 3-coordinate space, thus we need to define a position operator for a free quantum system. Defining a position operator is beyond the scope of this article, but it is done in another article [31] .
Statistical Source Field Theory
The method of quantization described in Section 6 is inspired by the Source formalism of Schwinger [32] which is itself both an alternative to and inspired by the Feynman's path integral,
where time-ordering [33, 34] plays a key role.
In this Section and in Section 6 we will consider fields defined in a one dimensional time, neglecting the space dimensions. The extension of the results of this section to fields defined in four dimensional space-time is straightforward, since time and space are separated in the Hamiltonian formalism (see Section 4).
We here use the term field meaning a function of time t. However, our fields are part of the phase-space of the theory: the state of the system is given by the functions of time t. Thus the phase-space is isomorphic to the space of trajectories in time of the Lagrangian formalism.
Then, the time-evolution will modify the state of the system as a function of another parameter τ (which we also call time, the justification follows).
Therefore, our fields are best described as source fields and we are dealing with a statistical source field theory. Using a wave-function, we can parametrize the probability distribution for a source field in time. The linear space generated by all wave-functions is a Fock space [16] .
The Fock space has the properties of a continuous tensor product of Fock-spaces corresponding to fields defined in infinitesimal time-intervals, i.e. ϕ(t)dt. The time-evolution will not only advance the time-intervals forward, but it will modify the wave functions corresponding to each time interval accordingly to an Hamiltonian which plays here the role of the connection in a covariant derivative. With abuse of language, we can describe the situation as a continuous tensor product of initial-value (i.e. Cauchy) problems, instead of just one initial value problem as in standard Quantum Mechanics.
We have the self-adjoint position x(t) and momentum p(t) operators, verifying the Weyl relations.
where f, g are real functions.
The Stone-von Neumann theorem implies that the Weyl relations uniquely define the unitary operators e i dtf (t)x(t) and e i dsg(s)p(s) up to a unitary transformation.
Thus, we can assume without loss of generality that the momentum and position operator satisfy the canonical commutation relations:
We can define a unitary translation operator as T (τ )e i dtf (t)x(t) T † (τ ) = e i dtf (t)x(t+τ ) and acting on the momentum operator in an analogous way. We can express T (τ ) = e i τ 2
dtp(t)∂tx(t)−x(t)∂t p(t) .
If the the time-evolution U is defined as:
where H is a function of the canonical coordinates and it does not depend explicitly on the time coordinate; then any state can be written as:
Where Ω is a tensor product of different initial states corresponding to the same initial time, e.g. t = 0. Then, the inner-product corresponding to any time can be replaced by the inner-product corresponding to one initial time, with Ψ(t) replaced by e itH(x(0),p(0)) Ψ(0). And so the Fock space in space-time can be replaced by a tensor product of Fock spaces in space only (no time), becoming redundant (for this class of time-evolution U ).
Therefore, the parameter t from the phase-space and the parameter τ from the timeevolution are deeply related and thus we call both parameters time, although they play different roles in our framework in the cases where the time-evolution U has a non-trivial gauge symmetry .
If we may consider instead the Hamiltonian H and time-evolution U defined as:
Where V (x(t), t) is a potential dependent on the position operator and possibly also timedependent.
We will use now the Trotter exponential product approximation [35] , verifying for small ǫ and A, B self-adjoint:
This is a good approximation since it works for unbounded self-adjoint operators A, B.
Then the time evolution is:
Where the exponential above stands for the time-ordered (with parameter z) product. Thus the Fock-space parametrization of a statistical field theory allows us to implement the concept of time-ordering [33, 34] consistently.
If we relax the mathematical rigor for a moment and imagine a source field completely localized in one instant of time t, then the time-evolution (with time τ ) of that source field could be described as a physical field function of time τ + t with initial conditions defined at time t.
In this way we reproduce the formalism of Quantum Mechanics, both for a time-independent potential and also for a time-dependent potential.
The advantages of this more general formalism will be discussed in the next sections.
Quantization due to time evolution
We introduce now the procedure of quantization due to unitary time evolution. Time evolution transforms a sequence of time-ordered operators [33] (which commute algebraically but the time-ordering is non-commutative) into a sequence of (algebraically) non-commuting operators We use again the Trotter exponential product approximation [35] , verifying for small ǫ:
Let now ǫ = 1 n with n arbitrarily large. Then,
Therefore, for small enough ǫ bounded while x is unbounded. If we would be dealing with a commutative algebra, then the natural definition would be:
For a trivial parallel transport, we would get as required:
But since we are dealing with a non-commutative algebra, we need to use the Trotter exponential product approximation formula, to define the exponential version of the covariant derivative:
And so for the parallel transport U (ǫ) = T (ǫ)e iǫ dτ p 2 (τ )+V (x(τ )) where V (x) is a potential only dependent on the position operator, the exponential version of the covariant derivative of the position operator x is:
The result is the exponential of the momentum operator, which verifies the Weyl relations with respect to the exponential of the position operator. With some abuse of language, we can say that for this type of time-evolution (and thus for this type of Hamiltonian
which is most common in non-relativistic Quantum Mechanics), the covariant derivative of the position operator is the momentum operator. Thus the quantization (i.e. the Weyl relations) may appear in a statistical field theory due to a particular time evolution.
Gauge-variant gaussian measure and the phase diagram
In the previous Section 6, we showed that the quantization due to time evolution works well for time evolutions of the kind of non-relativistic Quantum Mechanics. The question now is whether we can extend our results in a rigorous way to a relativistic Quantum gauge theory.
However unlike in non-relativistic Quantum Mechanics, there is no rigorous definition of what is a relativistic Quantum gauge theory-since there is no theory to compare our results with, then our approach in the relativistic case is different than in the non-relativistic case. Our goal is to build a self-consistent rigorous theory which after some approximations (e.g. perturbative expansion, or a ultra-violet cutoff) reproduces the successful predictions of the Standard Model.
One of the features of the Feynman's path integral is that it assumes the existence of a constant (i.e. Lebesgue like) measure which is therefore gauge-invariant. Yet, it is proved that in rigor such infinite-dimensional Lebesgue measure cannot exist. Thus, when following the path-integral approach, the notion of gauge-invariant vacuum state is inconsistent, because such state requires a probability measure which is necessarily gauge-variant. On the other hand, a gauge-variant probability measure for an infinite-dimensional phase-space is mathematically consistent (e.g. a gaussian measure).
As it was discussed in Section 3, some symmetries of the algebra of operators cannot be symmetries of the cyclic state defining the Hilbert space. In the case of gauge symmetry, the gauge potentials can be fully reconstructed from the algebra of gauge-invariant operators [36] . Moreover, the Fock space (defined on a 4-dimensional space-time) produces well-defined expectation functionals for the gauge-invariant operators [37] . The expectation-values of the gauge-invariant operators fully define the statistical gauge field theory (since the gauge potentials can be fully reconstructed [36] ), thus the gauge-variant operators can be neglected. Of course, gauge-variant operators can act on the Fock-space, but the link between these operators and the underlying manifold of gauge potentials is destroyed since the expectation-value is not gauge-invariant.
Since only (fully) gauge-invariant operators are allowed and the wave-functions necessarily break the gauge-symmetry, in scattering theory we always need to work in the in-in formalism.
Of course, we can use the more common in-out formalism in intermediate steps. Explicitly, any bounded normal operator can be expressed in diagonal form using projection-valued measures.
These projections are built using a basis of the Hilbert space, which can be expressed using gauge-invariant operators acting on the cyclic state (initial state). Thus, the complex amplitudes of the in-out formalism can be expressed as expectation values of the in-in formalism. The amplitudes are complex to allow that a constant can be added to the Hamiltonian without observable consequences, which is crucial to ensure the Lorentz covariance of the theory as it was discussed in Section 4.
Thus the gauge-variant initial (cyclic) states are perfectly fine, even at the non-perturbative level. This does not imply that the mean-field approximation (that is, the usual choice of exact wave-function around which perturbative corrections are applied) always works, but the nonperturbative problems of the mean-field approximation are not exclusive to the gauge-symmetry (e.g. the mean-field approximation also breaks global symmetries in the two-Higgs-doublet model). So it can happen that within our (non-perturbative) mathematical definition of Quantum Gauge Field Theory, some exact predictions differ substantially from the corresponding perturbative approximation, being the predictions involving non-null non-abelian global charges obvious candidates for this difference to show up [38] [39] [40] [41] . However, the non-perturbative valid-
ity of our definition also shows that there is no fundamental reason why all non-abelian global charges must be null as claimed recently [42] ; this is welcome since we know that (probably) in quantum gravity there is a non-abelian gauge symmetry (torsion) whose corresponding global charge is the total spin of the quantum system which must be allowed to be non-null otherwise quantum gravity would be incompatible with the experimental data.
The global charge operator is different from a linear combination of gauge generators which are constrained to be zero (due to surface terms at infinity). In the in-in formalism, we can characterize an initial state with a non-null global charge using only gauge-invariant operators (e.g. the Casimir operators of the algebra generated by the global charge of an abelian or non-abelian gauge-theory, are gauge-invariant operators).
As it was discussed above, the wave-function necessarily breaks the full gauge symmetry.
But it may still conserve the global gauge symmetry (remnant of the full gauge symmetry).
However as it was discussed in Section 3, there is no spontaneous symmetry breaking of the (full or global) gauge symmetry, since the expectation-values of the gauge-variant operators are null due to the constraints.
Still the phase diagram of the theory could be sensitive to whether or not the wave-function conserves the global gauge symmetry. However, phase transitions (of which spontaneous symmetry breaking is a particular case) in finite or infinite systems can be identified by the local topological properties of the determinant of curvatures of the micro-canonical entropy-surface [43] .
Since the algebra of operators is gauge-invariant, there is no way to produce an asymmetric wave-function with respect to the global gauge symmetry when the cyclic (initial) state is symmetric. As a consequence, a wave-function asymmetric with respect to the global gauge symmetry is not included in the phase-diagram of the system with a symmetric cyclic (initial) state.
The above does not imply that we cannot build a diagram analogous to the phase-diagram, where different systems corresponding to different cyclic states appear. However, there are no (physical) transitions between these different systems since the gauge-invariant algebra of operators cannot link these different systems.
Relation with the BRST formalism
The results of reference [44] , are consistent with our formalism:
1) there is no fundamental reason why BRST-like gauge-fixing should be Lorentz invariant;
2) but it is crucial that the BRST-like gauge-fixing term involves the time derivative of the fields wch have an arbitrary time-evolution, otherwise the perturbative expansion becomes inconsistent (as it happens in the Coulomb gauge);
3) for technical reasons that (apparently) are not related with Lorentz invariance, the R ξ gauges are better suited for perturbation theory than any other gauge (Lorentz invariant or non-invariant).
The result 1) is consistent with our formalism where the fields are representations of the little group of rotations and not of the Lorentz group. In our formalism, we do not need the BRST-like gauge-fixing to define the theory, however to go from a phase-space defined in spacetime to a phase-space defined in space only we need to fix the time-evolution of all fields. As we will see in this Section, this is done using a BRST-like gauge fixing in agreement with result 2). Finally, there does not seem to exist an obvious reason for result 3), but in any case our formalism is not incompatible with the result 3).
We are working from the start with a self-consistent statistical field theory.
The BRST charge is useful for a non-commutative algebra, because when we multiply the right and left ideal the result would not be an ideal if the BRST charge would not square to 0.
The alternatives would be to use (standard) gauge-fixing, which suffers from the Gribov problem in non-abelian gauge theories; or to work only with a commutative sub-algebra of the algebra of operators satisfying the constraints, which is challenging for a non-deterministic time-evolution.
The algebra of operators is then enlarged from gauge-invariant operators to BRST-invariant There is a well-known subtlety with the BRST cohomology that we need to address: the BRST cohomology is itself gauge-invariant and mathematically well-defined, but it is merely a dispensable auxiliary step in a calculation performed in the context of a quantum formalism.
If the quantum formalism is mathematically inconsistent, if the formulation of the calculation crucially depends on the BRST-invariant algebra (not our case, but it is the case of the path integral), surprises are possible. In particular, if all the details of the calculation are only known for the BRST-invariant algebra and not before for the gauge-invariant operators (not our case, but it is the case of the quantum BRST formalism), then the gauge-invariance of the BRST cohomology does not imply that the calculation would be the same in all gauges or that the quantum formalism is logically consistent (and in fact it is not due to the Gribov problem).
This is discussed in reference [46] : In the (our) case of the quantization due to time-evolution, the quantum formalism is mathematically well-defined and all details of the calculations are known, regardless of whether we apply the BRST cohomology or not. Since we use the BRST cohomology to merely simplify the expression defining a gauge-invariant operator into another equivalent expression, the Gribov problem does not affect us.
Renormalization, the mass gap and the Millennium prize
We couldn't propose a mathematical definition of a Quantum gauge theory without discussing renormalization and the Millennium prize (Clay Mathematics Institute) [28] , which are related.
The Millennium problem "Yang-Mills and Mass Gap" defined by the Clay Mathematics Institute [28] , consists essentially in defining a Quantum Yang-Mills theory in a mathematically rigorous and useful way. By useful, we mean that the definition must mark "a turning point in the mathematical understanding of quantum field theory, with a chance of opening new horizons for its applications" (as stated in reference [28] ).
Note that there is a monetary prize associated to the problem. If the requirement would only be that the definition would be mathematically rigorous, then (as so often happens in mathematics) the definition could not have any implications to theoretical physics. No one doubts that many mathematical entities resembling a quantum Yang-Mills theory exist, the relevance of finding "the" definition lies in the hope that it will lead to progress not only in mathematics but also in physics.
momentum Vµ = ∂µφ + V ′ µ of the potential Aµ, where ∂ µ V ′ µ = 0 and we set φ = ∆ρ whenever φ appears on the left or right extreme of an operator. Then the operator φ never acts on the cyclic vector generating the Hilbert space, so that it becomes irrelevant how would φ evaluate on the cyclic vector.
On the other hand, "useful" is not an objective criterium. Since the authors of reference [28] believed that any useful definition of a Quantum Yang-Mills theory would necessarily establish the existence of a mass gap, then they added the requirement that the definition of Quantum Yang-Mills must be such that it establishes to the existence of a mass gap, that is, that the spectrum of the Hamiltonian is discrete close to the ground state.
The reason that the authors of reference [28] believed so, is that the existence of a mass gap implies clustering which is a locality property required (from a technical point-of-view) to extrapolate many results obtained in simplified theories to a realistic Quantum Field Theory.
Admitting the possibility that a useful definition of Quantum Yang-Mills theory would not prove the existence of a mass gap, would be admitting that a significant part of the scientific work made by the mathematical and theoretical physics community in the last 50 years is clearly speculative.
Note that from a physics perspective, the existence of a mass gap in any not too simple theory is not surprising at all. Think about a medium consisting of a set of electrons and protons described by quantum electrodynamics, for instance: in the lowest energy states there are only bound states. No free photons can be seen because it is typical for a photon to acquire a small effective mass when it propagates through a medium [47] , which is consistent in an effective field theory framework [48] . Note that since the bare mass of the photon in the Hamiltonian is protected by a constraint (the gauge symmetry), the effective mass is not an arbitrary parameter being determined by the initial state (the cyclic state of the GNS representation, which represents the medium) [49] .
With respect to the mass gap, our definition of a Quantum Yang-Mills theory is better than the type of definition proposed by the authors of reference [28] . Since the Hamiltonian of our theory is well defined, whether or not there is a mass gap is entirely determined by the Hamiltonian and the initial (cyclic) state. As it was discussed above, it would not be surprising if a specific theory has a mass gap because the mass gap is consequence of a many-body problem.
For the same reason, it is extremely difficult to find a large class of theories where there is necessarily a mass gap. Our definition of a Quantum Yang-Mills theory is valid whether there is a mass gap or not, therefore there is no need (as required by the type of definition proposed by the authors of reference [28] ) to find a large class of theories where there is necessarily a mass gap which would be extremely difficult.
The above discussion also has implications for the confinement mechanism in the context of Quantum Chromodynamics. There is no need for any special mechanism to "hide" the gluons at low energies. The common fact that the bound states are in this theory the states of lowest energy is entirely determined by the Hamiltonian of the theory and suffices to "hide" the massless gluons. The major difference with respect to Quantum Electrodynamics is that the effective mass of the gluon in a medium (e.g. quark-gluon plasma) is much larger than that of the photon, but this difference is entirely determined by the Hamiltonian of the theory and by the initial state. Moreover, this difference is not surprising given the much stronger coupling and the fact that the gluon is charged unlike the photon.
The propagation of an excitation (a photon, a gluon) in a medium is best described in an effective field theory framework [48] . Renormalization is an essential part of an effective field theory and it describes the quasi-(free) particle properties of the excitation (such as the effective mass), whether the associated perturbation theory needs to be regularized or not due to ultra-violet divergencies [50] .
Concerning regularization, we certainly need to define an Hamiltonian with respect to an Hilbert space and for that reason we use normal-ordering, otherwise we may have divergences when defining the products of fields in the Hamiltonian. But without perturbative expansions, the initial state needs not to be an eigen-function of the Hamiltonian (and usually it is not), so that we do not have to eliminate divergences due to tadpoles [51] ; any initial state is a good asymptotic state so we have no infrared divergences [52] ; and we do not have loops introduced by the perturbative expansion so no ultra-violet divergences [52] . That is, our theory needs no regularization. Normal ordering is not by itself regularization because there is no regularization parameter. Note that a regularized theory is necessarily an effective field theory, where the renormalization plays a key role.
Our definition of Quantum Yang-Mills theory is thus not an effective field theory. Thus the renormalization group in our theory cannot be distinguished from a regular background symmetry group: that is, a symmetry group that acts not just on the fields but also on the parameters of the theory, leaving the observables invariant. The renormalization group plays no fundamental role in our definition of Quantum Yang-Mills theory. This is the ultimate reason why establishing the existence of a mass gap has nothing to do with the problem of defining the theory (at least in the way we do it). And this is a good property of our definition, since proving the existence of a mass gap and defining the theory simultaneously would be much more complex, if possible at all.
Diffeomorphisms and prospects for quantum gravity
The special role of the little group of rotations and the time evolution in our definition of a (special relativistic) Quantum Field Theory seems at first sight to be a step back in the road towards a general relativistic quantum theory [26] . However, reference [29] shows that (deterministic) general relativity can be defined by a classical first-order (in time-derivative) action where time plays a special role and which is invariant under the same diffeomorphisms which conserve the standard Einstein-Hilbert action (including diffeomorphisms involving the time coordinate). As stated in reference [29] :
"Local symmetries play a very important role in all field theories being relevant in physics. [...] These symmetries are quite transparent in the Lagrangean formulation and this is seen as one of the main virtues of this approach. Actually the Lagrangean of a theory is constructed such that it is invariant under gauge transformations and/or diffeomorphisms. If we go from the Lagrangean to the first order Hamiltonian formalism then at first glance it seems that these symmetries are not manifest. This applies especially to diffeomorphism invariant theories and is of much relevance in general relativity. [...] We show that the local symmetries of Hamiltonian systems coincide with the local symmetries of the corresponding Lagrangean systems by revealing the connection between the parameters of the corresponding groups for the Hamiltonian and Lagrangean systems. [...] Different symmetries may look quite differently in the Lagrangean formalism (for example, local supersymmetry and diffeomorphisms) but they have the same formal structure in the Hamiltonian approach. [...] One would like to hope that the results obtained in this paper could help to fill the gap in the study of symmetries of constraint Hamiltonian systems which, from our point of view, still exist even on the classical level in the current literature."
Of course, the definition of a general relativistic quantum field theory is beyond the scope of this work and it will be addressed soon in another article by the present author. Our point in this paper is that general relativity seems to be compatible with our formalism, since (deterministic) general relativity can be defined by a classical first-order (in time-derivative) action where time plays a special role. In order to combine the Standard Model with general relativity the formalism cannot be based in the metric field as in reference [29] , but instead in the tetrad field (which is a kind of square root of the metric) [53] . Fortunately, the results of reference [53] seem to imply that the approach used in reference [29] based on the metric field can be updated to a similar approach based on the tetrad fields, in a straightforward way. We will only be sure once we do it explicitly, and we expect to do it soon.
Conclusions
Using the fact that there is a wave-function associated to any probability distribution, we study a class of statistical field theories in four-dimensional space-time where the (classical) canonical coordinates when modified by the unitary time evolution (of the type of non-relativistic Quantum Mechanics), verify the canonical commutation relations. We then extend these statistical field theories to include non-trivial gauge symmetries and show that these theories have all the features of a gauge-invariant relativistic quantum field theory in four-dimensional space-time.
