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INTRODUCTION 
In the study of the behavior of the solutions of certain differential equations 
of second order, the polar coordinate transformation has proved to be a useful 
tool. For applications of this transformation to the second-order self-adjoint 
equation, the reader is referred to J. H. Barrett [I], [2] and F. V. Atkinson [3]. 
Also, each of these references contains a bibliography which lists further 
applications of the transformation. W. M. Whyburn [4] used this transforma- 
tion in order to determine the properties of the solutions of two first order, 
nonlinear equations. Generalizations of the polar coordinate transformation 
to n x n matrices with applications to certain matrix differential systems have 
been considered by Barrett [5], W. T. Reid [6] and, more recently, by the 
author [7]. 
In this paper, the matrix generalization of the transformation is applied to 
the following second-order matrix differential system: 
Y’ = K(x) 2, 2’ = - G(x) Y, on x:o,<x<q 
Y(0) = 0, Z(0) = M, M nonsingular, (1) 
where each of K(x) and G(x) is an n x n symmetric matrix of continuous, 
real-valued functions on X. Note that system (1) includes the second-order 
self-adjoint matrix differential system studied by Barrett in [5]. An application 
of the transformation to the nonlinear matrix differential system introduced 
in [A is presented in the final section of the paper. 
The roles of the sine and cosine functions in this generalized polar coor- 
dinate transformation are assumed by the solution pair 
{S[x; Q], C[x; Q]} =e {S(x), C(x)} 
of the second-order matrix system: 
Y’ = Q(x) Z, Z’ = -Q(x) Y on X, 




where Q(X) is an n x n symmetric matrix of continuous, mat-valued func- 
tions on S. Barrett [5] and Reid [6] 1 lavc established that if (Y(X), Z(X)) 
is the solution of (I), then there exists a continuous, symmetric matrix Q(X) 
and a nonsingular, continuously differentiable matrix R(X) such that 
Y(x) = s*[x; Q] R(x), Z(x) - c*[x; Q] R(x), (3) 
where (*) denotes the transpose of the indicated square matrix. R(x) is the 
solution of the first order matrix system 
R’ = {S[x; Q] K(x) C*[x; Q] - C[x; Q] G(x) S*[x; Q]} R, 
R(0) -: Z(0) -= M, 
and Q(X) is given by 
(4) 
Q(x) = C[x; Q] K(x) C*[x; Q] -I-- S[x; Q] G(x) S*[x; Q]. (5) 
This paper is concerned with the behavior of the determinants of the 
solutions Y(X) and Z(X) of (1). B oundedness properties are an immediate 
consequence of Eq. (3) and the oscillatory behavior, i.e., the behavior of the 
zeros of the functions det Y(X) and det Z(X), will be derived from the results 
found in [3], [7, Section 1] and [8]. In particular, sufficient conditions for 
oscillation are established, the asymptotic behavior is considered, and upper 
and lower limits for the number of zeros of det Y(X) and det Z(X) on any 
interval are obtained. IKotc that if d is a positive number such that 
det Y(d) = 0, then the vector-matrix differential system 
a’ = K(x) f9, /?’ = - C(x) a, a(0) = 0, a(d) = 0, (6) 
has a nontrivial solution. The number d is called a right-conjugate point of 0 
relative to the boundary problem (6). Similarly, if e is a positive number 
such that det Z(e) = 0, then the vector-matrix differential system 
ct’ = K(x) /I, /?’ = -- G(x) a, a(0) =: 0, S(e) = 0, (7) 
has a nontrivial solution and e is called a right-conjugate point of 0 relative to 
the boundary problem (7). C onsequently, estimates for the number of zeros 
of det Y(X) and det Z(X) on the interval (0 <) a < x < b may be interpreted 
as estimates for the number of right-conjugate points of 0 relative to the 
boundary problems (6) and (7) on the interval (0 <) a < x < 6. We refer 
to [3, Chapter 101 for a complete discussion of the boundary problems (6) 
and (7), and we remark that the estimates in this paper supplement the 
results found there. 
1. KOTATION AND PRELIMINARY REMARKS 
The notation of matrix algebra and calculus is used throughout. Capital 
letters are used to denote matrices and small letters denote scalar quantities. 
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If B is an n x n real matrix, then the norm 1) B 11 is given byxF=i (x7-i 1 bij I). 
The determinants of the solution pair {Y(X), Z(X)} of (I), the solution pair 
{S(X), C(X)} of (2), the solution R(x) of (4) and the nonsingular matrix 
M = Z(0) = R(O) will be denoted by y(x), z(x), s(x), c(x), r(x), and m, 
respectively. Note that the initial condition R(0) = M, M nonsingular, in (4) 
implies that I(J) -# 0 on X. Consequently, we shall assume, in the work 
which follows, that m :- det M > 0 and thus Y(X) > 0 on X. 
A study of the behavior of the solution pair {S(X), C(X)> of (2) is contained 
in [7] and [S] and it is established that these matrices have properties which 
are generalizations of the properties of the functions sin J-:Q(t) dt and 
cos jt Q(r) Jr, the solution of (2) in the case n = 1. 
The following matrix identity which corresponds to the fundamental 
trigonometric identity sin* 0 + cosa 6 = 1, is due to Barrett [5, Theorem 1.11. 
S(x) s*(x) + C(x) c*(x) 5 S”(x) S(x) + c*(x) C(x) E E. 
As a consequence of this identity, we have: 
F-3) 
‘~‘HEOREM 1.1. The following inequalities hold on X: 
I 44 I < 1 and l44I ,<I> (9) 
I %dx) I < 1 and I Cil(4 I d 1, i,j = 1,2 ,***, % (10) 
where sij(x) and cij(X), i,j = 1, 2 ,..., n, are the elements of S(x) and C(x), 
respectively. 
PROOF. The inequalities involving the elements of S(x) and C(x) follow 
immediately from (8). 
To establish (9), let A be any characteristic root of S(x) and let 
OL = (al , a2 ,..., a,) denote a corresponding unit characteristic vector. In 
general, A will be a complex number and the vector (Y will have complex 
components. 
Multiplying (8) on the left by (Y and on the right by s* (the conjugate 
transpose of a) yields 
A *x + (d)(z)* = 1. 
Thus h has modulus not greater than 1 and, since the determinant of S(X) can 
be expressed as the product of its characteristic roots, 1 s(x) 1 < 1. Similarly, 
’ c(x) 1 < 1. 
2. BOUNDEDNESS 
Equations (3) yield y(x) = s(x) f(x) and Z(X) = c(x) Y(X). Therefore, using 
the inequalities (9), it follows that [y(x) [ ,< Y(X) and 1 Z(X) I < Y(X). Now, 
409/18/3-x3 
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since R(x) is the solution of (4), the determinant equality for first-order linear 
matrix equations gives 
t(x) = m * exp /l: tr [SKC* - CGA’*]! , (11) 
and, using the inequalities (IO), it is readily verified that 
) tr [SKC* - CGS*] 1 < rr . !I K - G 11. 
The following theorem is a consequence of these remarks. 
THEOREM 2.1. Zf 
r(x) < m * exp {rr * h(x)), 
undfor the solution pair {Y(x), Z(x)} of (I), 
I Y(X) I < m - exp h * 441, 
I Z(X) I < m * exp {n * h(x)}. 
Moreover, if h(x) is bounded on X, then each of y(x) and z(w) is bounded on X. 
3. OSCILLATION 
DEFINITION. A soZution Y(x) of (I) is said to be oscillatory on X provided 
for each non-negative number b, there is a number d, d > b, such that 
det Y(d) = 0. Y( x is said to be nonoscillatory if it is not oscillatory. ) 
As established in [7] and [8], the oscillatory behavior of the solution pair 
W)! C(4) of (2) ( i.e., the behavior of the zeros of s(x) and c(x)) is well 
determined when the continuous symmetric matrix Q(x) is positive definite 
on X. By using (5), it is readily verified that if each of K(x) and G(x) is posi- 
tive definite on X, then Q(x) is positive definite on X. Consequently, in view 
of Eqs. (3) and the fact that R(x) is nonsingular on X, the oscillatory behavior 
of the solution pair {Y(x), Z(x)} of (1) ( i.e., the behavior of the zeros of y(x) 
and z(x)) is determined if we impose the further restriction that each of the 
continuous, symmetric matrices K(x) and G(x) be positive definite on X. 
We are concerned here with conditions which will imply that the solutions 
Y(x) and Z(x) of (1) are oscillatory on X, that is, conditions which will imply 
that each y(x) and z(z) has infinitely many zeros on X. It has been established 
by Reid [6, Theorem 5.31 and, equivalently, by the author [7, Theorem 1.71 
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that if Q(x) is positive definite on X, then a necessary and sufficient condition 
that each of s(x) and c(x) have infinitely many zeros on X is: 
Therefore, we shall consider conditions on K(x) and G(x) which will imply 
(12). 
Let 1 K(x) - G(x) 1 denote the symmetric non-negative definite square 
root of [K(x) - G(x)12. Al so, for each x on X, let Al(x), K,(x) ,..., k(x) and 
gr(x), g2(x),...,g,(x) denote the characteristic roots of K(x) and G(x), res- 
pectively, and define the functions V(X) and w(x) by the equations: 
Finally, we define 
CONDITION A. Each of K(x) and G(x) is positive definite on X and, for 
each x on X, either [K(x) - G(x)] or [G(x) - K(x)] is non-negative definite. 
Note that, in the case 7~ = 1, Condition A is automatically satisfied when 
each of K(x) and G(x) is positive on X. 
THEOREM 3.1. If K(x) and G(x) are positive de$nite on X, then each of 
the following is a suJkient condition for the oscillation of the solutions Y(x) and 
Z(x) of (I) on X; that is, each of the following tk a su$icient condition that each 
of y(x) and z(x) have infinitely many zeros on X. 
0) $$ /‘{fr [K(t) + G(t)] - n :I K(t) - G(t) I!} dt = CO. 
0 
Lim (4 z- o I z tr [K(t) + G(t) - 1 K(t) - G(t) I] dt = 03. 
Lim ’ 
f 2->m o 
w(t)dt = co. 
(iv) Condition A is satk-jied and 
ljz j-;f(t)dt = 03, 
where for each x on X, 
f(x) = min {tr K(x), tr G(x)}. 
PROOF. (i) Taking the trace of (5) yields 
tr Q(x) = tr [CKC* + SGS*] 
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and it is readily verified that (e.g., see [7, Lemma 3.21) 
and 
tr K = tr CKC* + tr SKS’ 
tr G y-: tr CGC* + tr SGS*. 
Thus, tr Q(x) can be written 
tr Q = (4) * {tr [K + G] + tr [C(K - G) C* - S(K - G) S*]} (13) 
and, therefore 
(4) - {tr [K + G] + 1 tr [C(K - G) C* - S(K - G) S*] I} 
‘;ttrQa(t)*{tr[K+G]--Itr[C(K-G)C*-S(K---G)S*]l}. 
Now, since d = 11 K -- G 1: is such that each of 
dE - [C(K - G) C* - S(K - G) S*] 
and 
dE -- [S(K -- G) S* - C(K - G) C*] 
is non-negative definite, it follows that 
I tr [C(K - G) C* .-- S(K G) S*] 1 < n ‘I K - G II . 
Consequently, 
(a) * {tr [K -j- G] $ tl II K - G II} 
3 trQ 3 (4) *(tr [K t G] - n ,I K - G II>. 
Hence, 
I 
4, {tr [K f G] - n ,I K - G !i} ;= co 
0 
(14) 
implies (12) and (i) is established. 
(ii) Fix any x on X. Proceeding as in (i), we have 
trQ > (3) * {tr [K + G] - / tr [C(K - G) C* - S(K - G) S*] I}. 
Now, 
tr [C(K .- G) C* - S(K - G) S*] = tr [(K - G) (C*C - S*S)]. 
Let F(r) = C*C - S*S and H(x) = 2C*S and consider the 2n x 2r1 
matrix 
.- H M- (“H F). 
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By using (8) and the fact that 
c*s = s*c, es* = SC* 
(see Barrett [5, Theorem l.l]), it is readily verified that F2 + H2 = E and 
FH = HF on X. Thus M is an orthogonal matrix. Since K - G is symme- 
tric, there exists an orthogonal matrix U such that U(K - G) U* is a diago- 
nal matrix. r\jow, let diag [I, J], J an n x n matrix, denote the 2n x 2n 
matrix 
J 0 
( 1 0 J’ 
Then, 
2 j tr [(K - G)I;1 1 = ( tr {diag [(K - G), (K - G)] M} 1 
= : tr {diag [U(K - G) U*, U(K - G) U*] 
. diag [U, U] * M * diag [U*, U*]} 1 . 
Since U(K - G) U* is diagonal with elements equal to the characteristic 
roots of K - G and diag [U, U] * M * diag [U*, U*] is orthogonal with 
diagonal elements having absolute value not greater than 1, it follows that 
( tr {diag [U(K - G) CT*, U(K - G) U*] * diag [U, U] * M * diag [U*, U*]} ) 
is less than or equal to twice the sum of the absolute values of the character- 
istic roots of the symmetric matrix K -- G, i.e., less than or equal 
to 2 * tr 1 K - G ) . Therefore, we have 
(3) tr [K + G -I- 1 K - G 11 > trQ 3 (3) tr [K + G - 1 K - G I] (15) 
and condition (ii) can now be obtained. 
(iii) Fix any x on X. Clearly, each of W(X) * CC* - CKC*, 
w(x) . SS* - SGS, CKC* - w(x) * CC*, and SGS - w(x) * SS* is non- 
negative definite. Thus w(x) * E - Q(x) and Q(x) - w(x) * E are non-negative 
definite and, consequently, 
n*r~(x)>trQ;!~nw(x). (16) 
Condition (iii) now follows. 
(iv) Fix any x on X and, since Condition A holds, assume that K - G 
is non-negative definite. Then, 
trQ = tr CKC* + tr SGS* >, tr CGC* + tr SGS = tr G 
and 
trQ = tr CKC* + tr SGS* < tr CKC* + tr SKS* = t,r K, 
that is, for each .r on -Y, 
max {tr K(x), tr G(s); -’ tr Q(x) ;:: min (tr K(x), tr G(x);. (17) 
Thus (iv) now follows and the proof of the theorem is completed. 
The asymptotic behavior of the dctcrminants of the solution pair 
{YW -WI Of (1) is summarized by the following theorem. 
THEOREM 3.2. [f 
s 
2 
lim 5’rx I, K(t) - G(t) 1, dt < XI, o 
then there exists a positive number 6 such that 
kz [y(x) - mb . s(x)] = t; [z(x) - mb * c(x)] -- 0. 
Moreover, zf each of K(x) and G( x 1s osz zve de$nite on X, then each of y(x) ) ’ p t ’ 
and z(x) has injkitely many zeros on X if, and only zy, 
Fz r tr K(t)dt = 03. 
‘0 
PROOF. Since each of the elements of S(x) and C(.r) has absolute value 
not exceeding 1, the existence of s: 1: K - G ii implies the existence of 
jr tr [SKC* - CGS”]. Call th is value 6’ and put 6 = eb’. Now, by using the 
fact that (11) holds, 
lim Y(X) = m * eb’ = mb. 
z%x 
The first part of the theorem now follows from the fact that y(x) = s(x) Y(X) 
and z(x) =- c(x) Y(X). 
Assuming that each of K(x) and G(x) is positive definite on X, it follows 
that Q(x) is positive definite on X. Expressing tr Q(x) by (13), we have, as 
above, the existence of jr ;/ K -.- G I! implying the existence of each of the 
integrals sr tr [C(K - G) C*] and jr tr [S(K - G) S*]. Now, if 
sz tr K -- co, then, clearly, sr tr p -7 a~ and each of y(x) and Z(X) has 
infinitely many zeros on X. On the other hand, if j-t tr K i CO, then 
s: tr G < co since, for each .v on X, 
s 
z 
tr G < 
0 s 
2 
tr K + 
0 
i: i tr (K - G) I ,< 11 tr K i- ,I 11 K - G (I. 
Thus, lz tr K < CO implies st tr Q < cc and, therefore, each of y(x) and 
Z(X) has only finitely many zeros on X. 
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We conclude this section with estimates of oscillation for the functions y(x) 
and z(.x) on a subinterval a < s < b of X. As we remarked in the introduc- 
tion, the zeros of y(x) and a(.~) imply the existence of nontrivial solutions to 
the boundary problems (6) and (7), respectively, and these zeros are termed 
right-conjugate points of 0 relative to these boundary problems (see [3, 
Chapter 10, Sections 2-4, pp. 302-3161). 
'I'HEOREM 3.3. In the matrix dz@rential system (2), assume that Q(x) is 
positive definite on X. Let a be any non-negative number and let b be any number 
greater than a. If  k, k 3 0, and k’, k’ > 0, are any integers such that 
nk’a 
trQ(x)h <,, 
then the number of zeros of s(x) plus the number of zeros of c(x) on a < x < b 
is not less than k and not greater than nk’. 
PROOF. Proceeding as in [II, Theorems 2.1, 2.2, 2.31, let {Q(x), Y(x)} 
denote the solution pair of the differential system: 
Y' = Q(x) 2 + ZQ(x), 2' = - Q(x) Y - YQ(x), 
Y(0) = 0, Z(0) = E, 
and put P(.y) : Y(x) + i@(.v), where i2 = - 1. It has been established, in 
the paper cited above, that each of @ and Y is symmetric and, in 
fact, @ 4 2SC* and Y 1 CC* - S’S* on X. Also, P is a unitary matrix 
on X and, for each x on X, there exists an orthogonal matrix U such that 
each of UPlJ*, lJ@U* and UYU* is diagonal, i.e., P, @, and Y have the 
same characteristic vectors and if p is a characteristic root of P, then 
p =-_ (CI + i$ where # and 4 are characteristic roots of Y and @, respectively. 
Moreover, since each of @ and Y is symmetric, each of 4 and ZJ is real and, 
since P is unitary, 4’ f (c12 = 1. 
For each x on X, let p,(x), p,(.~),..., pn(x) denote the characteristic roots of 
P(x), let W,(X) denote the argument of p,(x), i = 1, 2,..., n, and, since 
pj(0) = 1, put Wj(0) = O,j ..= 1,2,***, n. Then, as established in [S, Theorems 
2.2, 2.31, the fact that Q(x) is positive definite on X implies that the character- 
istic roots of P(x) move around the unit circle in the positive direction. Thus, 
the functions wj(x), i = 1, 2 ,..., n, which are continued as continuous func- 
tions as x increases on X, arc increasing on X and, furthermore, for each x on 
X, 
gl Wj(x) = 2 * 1’ tr Q(t) dt. 
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Now, since the characteristic roots of Qi and !f’ are real and the functions 
w,(x) are increasing, the values of x on X for which there exists a positive 
integer j, 1 <j < n, and a non-negative integer f such that uj(x) =frr, are 
the values of x on X for which the symmetric matrix @ has at least one 
characteristic equal to 0. Moreover, since 0 = 2SC*, either s(x) :-- 0 or 
c(x) = 0 (or, possibly, s(x) = c(x) == 0) at these values of x on X. In view 
of (18), if a is any non-negative number, b is any number greater than a and K 
is a non-negative integer such that J-i tr Q(x) 2 &x/2, then 
and it follows that at least one of the functions wj(x) increased by an amount 
not less than K?T on the interval u < x < 6. Therefore the number of zeros of 
s(s) plus the number of zeros of c(x) is at least k on this interval. Similarly, 
if K’ is any positive integer such that J-1 tr Q(x) a!x < nk’n/2, then 
implying that the number of zeros of s(x) plus the number of zeros of C(X) 
cannot exceed nk’ on a < x < b. This completes the proof of the theorem. 
Malting use of inequalities (14) (15), (16), (17) and Theorem 3.3, we can 
provide estimates for the number of zeros of the functions y(x) = det Y(x) 
and Z(X) = det Z(x), (Y(x), Z(x)} h t e solution of (1) on any subinterval 
a < x < b of X. We have the following theorem: 
THEOREM 3.4. In the matrix d@mntial system (I), ussume that each of 
K(x) and G( ) . p t x 2s osi ive definite on X. If a is any m-negative number and 
(i) b, is any number greater than a with k,, the largest non-negative integer 
such that 
I ’ {tr [K(x) i- G(x)] - n II K(x) - G(x) II} dx >, kllnr, a 
(k,, = 0 irIb {tr [K + G] - n (1 K - G I!} < 0) , 
a 
und with k,, the smallest positive integer such that 
f b (ti [K(x) + G(x) - n I K(x) - G(x) I> dx ,< k,,nx; a 
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(ii) 6, is any number greater than a with k,, the largest non-negative integer 
such that 
I 
b tr [K(x) + G(x) - 1 K(x) - G(x) 11 dx >, k,,n~ 
0 
and with k,, the smallest positive integer such that 
I 
’ tr [K(x) + G(x) + K(x) - G(x) ]] dx < ksana; 
a 
(iii) b, is any number greater than a with k,, the largest non-negative integer 
such that si w(x) a% >, h1 ~12 and with h2 the smallest positive integer such 
that J-i v(x) dx < k2 r/2; 
(iv) Condition A holds with 6, any number greater than a and k,, the largest 
non-negative integer such that 
I b (1 min (tr K(x), tr G(x)} dx > kdl * F 
and k,, the smallest positive integer such that 
I b a max {tr K(x), tr G(x)) dx < k,, * y; 
then the number of zeros of y(x) plus the number of zeros of a(x) on the interval 
a < x < b, is not less than kj, and not greater than n * kj, , j = 1,2, 3, 4. 
The conclusion of Theorem 3.4 may also be stated in terms of the right- 
conjugate points of 0. Specifically, we have the number of right-conjugate 
points of 0 relative to the boundary problem (6), plus the number of right- 
conjugate points of 0 relative to the boundary problem (7) on the interval 
a < x < bi is not less than kj, and not greater than n * kj, , j = 1, 2, 3, 4. 
4. THE NONLINEAR SYSTEM 
In [7, Section 21 a nonlinear differential system was introduced and repre- 
sented in the matrix form 
Y’ = qx; Y; z-j z, 2’ = - G[x; Y; Z] Y, on X, 
Y(0) = 0, Z(0) = M, M nonsingular. (19) 
The elements of K and G have the form kij[x, $ij(Y), Uij(Z)] and 
gij[x, yij( Y), 7it(Z)l, where Cij 9 uij v Yij 1 and ~ij are continuous real-valued 
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functions from real Euclidean n? space. Also, it is assumed that the elements 
of K and G satisfy conditions which will insure a unique solution of the 
system (19). In particular, ki,[x, u, v] and gij[x, u, v], i,j = 1, 2 ,..., n, are 
continuous and real-valued for all .X on X and all real values of u and v, and 
there exists a continuous real-valued function r(x) such that 
I kj[X, % 4 I G +-) and j g,,[x, 4 VI i < t(x), 
i,j= I,2 ,..., n, for all x on X and all real values of II and v. 
If each of K[x; Y; Z] and G[x; Y; Z] is symmetric and {Y(X), Z(X)} is the 
solution pair of (19), then, as established in [7, Theorem 2.11, there exists a 
continuous symmetric matrix Q(X) and a nonsingular, continuously differen- 
tiable matrix R(x) such that Y(x) = S*[X; Q] R(x) and Z(X) = C*[x; Q] R(x), 
where R(x) and Q(x) are given by (4) and (5), respectively, with K(x) replaced 
by K[x; Y; Z] and G(X) replaced by G[x; Y; Z]. 
Now, by making minor modifications in the statements and proofs of the 
theorems in the previous sections, it is possible to extend the results con- 
cerning the linear system (1) to the nonlinear system (19). (The notations 
and preliminary assumptions developed in Section 1 will also be used in this 
section.) The boundedness theorem becomes: 
THEOREM 4.1. I f  each of K[x; Y; Z] and G[x; Y; Z] is symmetric, 
{Y(x), Z(x)} is the solution of (19) and h(x) = sz f(u) du, x >, 0, then 
(y(x) I < Y(X), I n(x) I < Y(X) and Y(X) < m - exp (26’ * h(x)}. Moreover, 
if h(x) is bounded on x, then each of y(x) and z(x) is bounded on X. 
The techniques employed in establishing the oscillation theorems, Theo- 
rems 3.1, 3.2, and 3.4, required that each of K(X) and G(x) be positive definite 
on X. Consequently, we wish to consider nonlinear systems having the form 
of (19) and such that each of K[x; Y; Z] and G[x; Y; Z] is symmetric and 
positive definite. 
Now, it is readily verified that if { Y(x), Z(X)} is the solution pair of (19), then 
* z 
I; Y(x) I: + II Z(x) ,I < Ii M II * exp II 
n2 * t(u) du 
0 I 
(20) 
(e.g., see [7, Theorem 2.21). Th us, to keep the nonlinear system as general 
as possible, we consider (19) where the following condition is satisfied: 
CONDITION B. There exists a positive number d such that each of 
K[x; Y; Z] and G[x; Y; Z] is symmetric and positive definite for all x on X 
and all pairs of n x n differentiable matrices {Y(x), Z(X)} such that 
IIY(x)II-( I;Z(x)I;<d*exp :n2-t(u)dul. (21) 
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In particular then, we will be considering nonlinear systems of the form (19) 
in which the initial matrix has the property (1 M 11 < d. We have: 
THEOREM 4.2. In system (19), let Condition B be satkjied and let 
{Y(x), Z(x)} denote the solution pair. Then Theorems 3.1, 3.2, and 3.4 hold for 
the pair {Y(x), Z( x )} w h ere, in these theorems, we replace K(x) by K[x; I’; Z], 
G(x) by G[x; Y; 21, and make corresponding adjustments in the related defini- 
tions. 
We note that this theorem has the “drawback” that the hypotheses involve 
and depend upon the solution pair {Y(x), Z(x)}. In order to present an exten- 
sion of Theorems 3.1, 3.2, and 3.4 to system (19) which does not have this 
“dependence,” we make the following definitions: let r denote the collection 
to which the pair {Y(s), Z(x)> b 1 eon g s only in case each of Y(x) and Z(x) 
is an n x rz differentiable matrix such that the pair {Y, Z} satisfies (21); 
for each x on X, let KJx; Y; Z] and ,g,[x; Y; Z], j = 1, 2,..., n, denote the 
characteristic roots of K[x; Y; Z] and G[x; Y; Z], respectively, and put 
C(X) = max {kj[X; Y; Z], fj[x; Y; Z]/l < j < n and {Y, Z> E r} 
and 
E(x) = min {k,[x; Y; Z], g,[x; Y; z]/l <j ,< n and {Y, Z} E r}. 
Our final theorem is readily verified. 
THEOREM 4.3. In system (19), let Condition B be satisfied and let 
(Y(x), Z(x)> denote the solution pair. Then, 






E(u) du = ~13; 
(ii) if 
lim ’ 
I z-K-2 o t(u) du < co, 
then there exists a positive number b such that 
;z [y(x) - mb . s(x)] = F-2 [z(x) - mb * c(x)] = 0; 
(iii) t f  a is any non-negative number and b is any number greater than a 
with k the largest non-negative integer such that J-i E(x) dx >, klr/2, and with 
k’ the smallest positive integer such that J-1 6(x) dx < k’rr/2, then the number 
of 2~0s of y(x) plus the number of zeros of z(x) on a < x < b is not less than k 
and not more than nk’. 
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