A systematic framework, involving flow simulation and model selection at many fidelity (resolution) levels, is introduced to accurately quantify the impact of geological uncertainty on multiple output quantities of interest (QoIs). The methodology considers large numbers of realizations (O(1000) in the case presented), though very few (O(10)) simulations are performed at the highest resolutions. We proceed from coarser to finer resolution levels, and at each stage simulation results are used to select a subset of realizations to simulate at the next (higher) fidelity level. Models are constructed at all resolution levels through upscaling of the underlying fine-scale realizations. A global transmissibility upscaling procedure is applied for this purpose. Approximate cumulative distribution functions (CDFs) are constructed for all QoIs considered. The QoI values themselves are always computed at the finest scale, but corresponding percentile values are determined using results at a "rank-preserving" (coarser) fidelity level. Detailed results are presented for oil-water flow in a channelized system. Simulations at seven different fidelity levels are used, and eight QoIs are evaluated. Results for the example considered demonstrate accurate reconstruction of fine-scale CDFs for all QoIs, with a speedup factor of about 18 relative to performing all simulations on the fine scale.
Introduction
The geological and flow parameters that impact reservoir performance commonly display a high degree of uncertainty. This input-parameter uncertainty leads to uncertainty in simulation-based predictions for the output quantities of interest (QoIs). Uncertainty in QoIs is quantified by generating and simulating a large number of reservoir model realizations that span the range of possible input parameters.
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Simulation results are then used to generate the corresponding empirical cumulative distribution functions (CDFs) for the QoIs. This can be computationally expensive as accurate CDF construction requires many simulations, and each simulated realization should be of high fidelity to minimize the modeling error.
This challenge has been addressed in different ways. One approach is to coarsen the geological models prior to simulation using upscaling techniques and then generate the CDFs based on the ensemble of coarse models. Alternatively, sampling techniques can be applied to select a limited number of representative models that will be simulated at high fidelity. In this work, we address this problem by introducing a multifidelity framework that entails the use of models at multiple levels of resolution combined with a systematic selection procedure to determine which subsets of realizations are to be simulated at finer scales. Coarse models are generated in our framework through application of an accurate global transmissibility upscaling procedure.
The use of upscaled models for uncertainty quantification (UQ) in subsurface flow problems is discussed in detail by [8] . For multiphase flow simulations, the cost to compute upscaled single-phase flow quantities (e.g., transmissibilities and well indices) is very low compared with the cost to compute upscaled multiphase quantities (e.g., relative permeabilities). However, the use of upscaled relative permeabilities can provide significantly more accurate coarse models, particularly when large degrees of upscaling are applied. This motivated the development of ensemble-level upscaling approaches [6, 13] , in which multiphase upscaling is applied only to a few realizations. These upscaled functions and associated models are then used as training data to enable the statistical assignment of relative permeability functions to the remaining realizations based on features that are fast to compute. A key limitation of this approach is that the simulation results on a realization-by-realization basis are not always very accurate (the method is designed to provide ensemble-level statistics), so they may not be appropriate for use in model selection.
Instead of reducing the cost of each simulation, other researchers have proposed methods to select a small number of representative models to be simulated at high fidelity. A common approach is to use a fast proxy model, such as tracer or streamline simulation, and to use these results to rank realizations [4, 11, 14] . The reasoning behind such procedures is that, if the proxy captures the most important mechanisms of the reservoir response, it can rank the geological realizations with respect to related QoIs. If proxy-based rank is indeed accurate, realizations that correspond to target percentiles for the desired QoIs can be simulated at high fidelity to obtain the actual QoIs. Such methods can be effective, though they may be of questionable accuracy in some cases, since it can be difficult to establish the correspondence between the proxy and the actual model ranking without running a large number of high-fidelity simulations. Establishing such correspondences is even more challenging in cases with multiple QoIs.
Coarse-scale models at multiple levels of resolution can be combined with sampling techniques to accelerate the statistical convergence of empirical CDFs in UQ. Giles [9] and Giles et al. [10] proved that Monte Carlo (MC) simulation displays improved convergence when models at multiple levels of resolution are used. This procedure is referred to as multilevel Monte Carlo (MLMC). MLMC has been applied to two-phase flow and transport in heterogeneous porous media by Muller et al. [15, 16] , where it was shown to provide accurate estimates of the expected values of QoIs for the cases considered. Within the context of field development optimization under uncertainty, Aliyev and Durlofsky [2, 3] compared results from an MLMC approach with those generated using a sequence of coarsescale models constructed through application of an accurate global transmissibility upscaling procedure. They found that their multifidelity procedure outperformed MLMC for the cases considered. They also showed that the coarse models generated using global transmissibility upscaling provided accurate rankings of flow responses for a wide range of well configurations. Other multifidelity approaches for UQ have been investigated by Scheidt et al. [19] and Grujic et al. [12] .
In the UQ framework presented in this paper, we combine many of the treatments that were found to be effective in the studies noted above. Our methodology first entails the generation of a large number of high-fidelity geological realizations (O(1000) in the example presented here). These realizations are coarsened to multiple resolution levels using global transmissibility upscaling. All of the realizations are simulated at the coarsest level, and the results are used to select a subset of realizations to be simulated at the nextfiner level. This step is repeated multiple times (i.e., we proceed toward finer scales) to enable accurate ranking and model selection. The process typically involves simulation at four or more resolution levels, though only small subsets of models are simulated at fine-grid levels.
The selection of models to simulate at each level is relatively straightforward in the case of a single QoI. In cases with multiple QoIs, a more involved treatment is required to ensure adequate variability in the results. Our selection strategy has commonalities with the approach of Sarma et al. [18] , who proposed a greedy algorithm to select a few representative models from a large ensemble. However, our multifidelity framework requires that a relatively large percentage of models be selected at each level (50% in our examples). For this purpose, we develop a different greedy strategy that seeks to uniformly distribute model percentiles for all QoIs.
This paper proceeds as follows. We first present the problem setup and the QoIs, and briefly describe the model generation and upscaling procedures. We then demonstrate that coarse-scale simulations can be used as proxies for model ranking even when they entail relatively large upscaling errors. Next, the multifidelity strategies used for model selection, for cases with one and multiple QoIs, are described. Results in the form of CDFs for several QoIs are then presented for a two-dimensional channelized system. We conclude with a summary and suggestions for future research in this area.
Multifidelity framework for uncertainty quantification
In this section, we first describe the geological models and flow simulations performed in this study. We then explain the multifidelity methodology, including the procedures used for model selection and CDF percentile assignment, for the case of a single output QoI. We then generalize our treatments for cases with multiple QoIs.
Problem setup
In this study, we consider a two-dimensional channelized sand-shale system. One realization of this model is shown in Fig. 1 . The fine-scale grid contains 120 × 120 cells, with each grid block of dimensions 15 m × 15 m × 15 m. We consider oil-water flow simulations. There are six producers at the periphery and two injectors at the center of the model, as shown in Fig. 1 . All wells are operated under bottom-hole pressure (BHP) control. The initial reservoir pressure is 300 bar. From this initial pressure, we "ramp" the BHPs to 500 bar for injectors and to 100 bar for producers over the first 50 days of production. BHPs then remain constant at these values throughout the simulation. We consider incompressible rock, of constant porosity 0.3. Water viscosity is 0.5 cP, and oil viscosity ranges from 2.2 to 2.7 cP over the pressure range encountered. We assign cubic relative permeability curves, with maximum oil relative permeability of 1 (at water saturation of 0.1) and maximum water relative permeability of 0.6 (at water saturation of 0.8). Water compressibility is 4.6×10 −5 bar −1 , and oil formation volume factor (which accounts for compressibility effects) varies from 1.75 to 1.95.
The oil-water flow simulations are performed using Stanford's Automatic Differentiation-based General Purpose Research Simulator, ADGPRS [23] . The output QoIs are field cumulative oil and field cumulative water production, and breakthrough times for all producers. This corresponds to a total of eight QoIs. Here, breakthrough time is defined as the time when watercut (percent of water in the produced fluid) reaches 5%.
The bimodal geological realizations are generated using SGeMS [17] , with the facies models constructed using SNESIM [20] and the facies property models using SGSIM (sequential Gaussian simulation). The facies models and Fig. 1 Reservoir model realization illustrating the permeability field and the well locations. Production wells shown in red, and injection wells in blue the property models are combined to generate the bimodal realizations using a cookie-cutter procedure [5] .
Global transmissibility upscaling [7, 22] is used to construct the coarse-scale models. The upscaling workflow represents an extension of the procedure implemented by Aliyev [1] . Specifically, here we conduct the incompressible single-phase flow simulations required to provide the finescale pressures and fluxes using ADGPRS rather than a standalone code. This allows for greater flexibility in the fine-and coarse-grid structure. In this work, however, we consider simple Cartesian grids and only apply uniform coarsening (by the same integer factors in the x-and ydirections). We note that the same global fine-scale pressure solution is used to construct upscaled models at any level of resolution. The upscaled properties computed in this work are coarse-scale transmissibility for each block-toblock connection, and coarse-scale well index for each well block. See [1] and [7] for details on these computations.
In the following development, we consider an ensemble of 1000 unconditioned realizations. Only the permeability field is considered to be uncertain, though uncertainty in other geological or engineering parameters could be readily included. Figure 2 shows simulation results for oil and water production rates, for producer 4, for 100 realizations of the channelized system. These simulations are performed at the fine scale. A high degree of variation is evident in these flow results, and our goal is to efficiently quantify this uncertainty.
One way of summarizing the information displayed in Fig. 2 is to construct empirical CDFs at specific times. Often the CDF information can be summarized using a few representative models corresponding to target percentiles (e.g., the P10, P50, P90) for a particular QoI. Coarse-scale CDFs can be used to select models and approximate the percentiles of the fine-scale distributions. This strategy is clearly effective when the upscaling errors are small, but it is also applicable when these errors are relatively large but correlated between realizations. In both cases, upscaling errors act in such a way that the relative realization ranking for the various QoIs is not significantly affected.
Model selection and percentile assignment procedures for a single QoI
Our framework utilizes a series of fidelity (resolution) levels, which we designate as j = 0, . . . , l. The finest scale (highest fidelity) corresponds to j = 0, and the coarsest level (lowest fidelity) to j = l. We proceed from coarse to fine fidelity levels. At each fidelity level j , we utilize information from N j simulations, with N j decreasing as the fidelity increases (i.e., as j decreases) so the computational cost remains reasonable. We define the subset of realizations used at each level j as S j , of size |S j | = N j . We thus have |S 0 | = N 0 as the final number of representative models that will be simulated at the fine scale, and |S l | = N l = N r as the total number of realizations in the ensemble. In our single-QoI implementation, we select half of the realizations (every other realization in the ranking) as we proceed from level to level; i.e., N j −1 = N j /2. This treatment is straightforward to apply and provides accurate results. It is not necessary, however, to apply N j −1 = N j /2 as a fixed specification within the multifidelity framework for uncertainty quantification (MFUQ). In fact, it is possible that some efficiency gains could be achieved by determining the N j values using error and variance metrics, as is done in MLMC methods. We expect the impact of such treatments to be modest, however, since the overall MFUQ timing is not highly impacted by the specification of N j −1 = N j /2, as discussed below.
We let m It is also useful to define the relative percent error in the QoI value at any fidelity level j relative to the fine-scale value:
and the percentile error as:
This percentile error, as defined here, is only available if we generate the full fine-scale CDF, which is precisely what we wish to avoid doing. This quantity, however, allows us to demonstrate an important observation, namely, that the percentile error can be quite low even at fidelity levels where the error in the QoI itself is relatively large. This observation is evident in Fig. 3 , where we plot the average percentile error, along with the relative error in QoI, at different fidelity levels. Here, the QoI is the breakthrough time for producer 3, and the results for E(Y )
are averaged over all 1000 realizations (i = 1, . . . , N r ) at each fidelity level j . It is clear that the average percentile error is much less than the average error in the QoI, and that the percentile error does not vary strongly with j . This demonstrates that relatively coarse models can indeed be used to accurately assign CDF percentiles. We note finally that similar behavior is observed for other QoIs.
In our framework, it will be of interest to determine the coarsest level j that preserves model rank (in terms of QoI value) to within some tolerance. We introduce a multifidelity approach to determine this rank-preserving level, which we refer to as j * . As we proceed from level to level, we select realizations and keep track of the rank associated with each realization. Once we have reached Here, j = 0 denotes the fine (120 × 120) models, j = 1 the 60 × 60 models, j = 2 the 40 × 40 models, j = 3 the 30 × 30 models, j = 4 the 24 × 24 models, j = 5 the 20 × 20 models, j = 6 the 15 × 15 models, j = 7 the 12 × 12 models, and j = 8 the 10 × 10 models j = 0, we compare rankings at all levels, which enables the determination of j * .
Our procedure is illustrated in Figure 4 . This example involves only three levels (j = 0, 1, 2) and only 16 total realizations, but the ideas generalize to any number of levels and realizations. The intent here is to simulate four models at the finest scale (N 0 = 4), and to assign CDF values to these models based on coarser-scale simulations. We proceed as follows. At the coarsest level j = 2, we simulate all models, designated m 2 1 to m 2 16 , and then rank them in terms of QoI value, from lowest to highest (for specificity, assume the QoI here is cumulative water production). These steps are shown in Fig. 4a and b. The color coding in Fig. 4b will be explained later. We then select every second model, based on the ranking in Fig. 4b , for simulation at the next finer scale j = 1. The j = 1 models are simulated and again ranked in terms of QoI (as illustrated in Fig. 4d ). In , we have generated fine-scale results for the QoI for these four models.
At this point, we do not know, however, the percentile values to which these (fine-scale) QoI values correspond. They could be very unevenly spaced on the CDF (e.g., P3, P49, P51, and P98) or relatively well spaced along the CDF (e.g., P12, P38, P63, P87). We determine the percentiles by finding the rank-preserving level j * , which we accomplish as follows. At this stage, only models simulated at the fine scale (i.e., in S 0 ) are considered. These models are designated by the colored boxes in Fig. 4 . We denote R j to be the rank vector at each level j . At j = 0, we have R 0 = [1, 2, 3, 4] T , meaning m 0 14 corresponds to the least amount of cumulative water produced, m 0 5 corresponds to the second least amount of cumulative water produced, etc. Note that the rank vector at j = 0 will always be [1, 2, 3, . . . , N 0 ] T . For this example, the fine-scale rank is preserved exactly at level j = 1, as the color code indicates, so R 1 = R 0 . However, at level j = 2, R 2 = [2, 1, 3, 4] T , meaning that models m 2 14 and m 2 5 have changed positions in the ranking. We are now in a position to determine the rank-preserving level j * . For each level j , the error in rank is computed using
The rank-preserving level j * is defined as the coarsest level such that E j rank < , where is a prescribed tolerance (in this work, we set = 0.1). For the simple case in Fig. 4 , we have j * = 1.
The last step in the multifidelity framework is to assign percentiles to the (already simulated) fine-scale QoI. The fine-scale percentiles are approximated as P 0 i ≈ P j * i . If the rank-reserving level indeed preserves rank with only a small error, then we expect the (Y 0 i , P j * i ) pairs to reasonably approximate points on the fine-scale CDF (as is observed Blue points represent the selected models, which are simulated at the fine scale, giving the green points. Open red circles denote the correct fine-scale points (which would only be known by simulating all fine-scale models) in our example below). This process is illustrated in Fig. 5 , where the coarse CDF corresponds to the CDF at level j * . The models in this figure are selected to provide the P25, P50, and P75 responses for the target QoI.
Generalization of MFUQ for multiple QoI
In the case of multiple QoIs, the model selection procedure is more involved. The challenge now is that, at each level, the selected models must "span" the CDFs for each of the various QoIs. For model selection in this case, we use a randomized greedy algorithm. At each fidelity level, we categorize the realizations into N 0 clusters (recall that N 0 is the number of desired fine-scale models) corresponding to percentile ranges for each of the N Q QoIs, and attempt to select models that are evenly distributed among all the clusters for all QoI.
The procedure for model selection with multiple QoIs is illustrated in Fig. 6 . The detailed treatment is described in Algorithm 1 in the Appendix. The case in Fig. 6 again involves three levels (j = 0, 1, 2) and 16 total realizations, but now three QoIs (k = 1, 2, 3) are being considered. The goal is to select four representative models to simulate at the fine scale (N 0 = 4), and to assign percentiles based on simulations at coarse level j * . We describe the model selection process at level j = 2, where our intent is to 
Analogous treatments are applied at other levels.
At level j = 2, we simulate all 16 models in S 2 , and then assign them into four clusters C m , m = 1, . . . , 4, for each QoI, as illustrated in Fig. 6a . For example, for the first QoI (k = 1, which we assume is cumulative oil production), cluster (C 1 , k = 1) contains the four models ranked 1-4, in ascending order, for cumulative oil production, and cluster (C 2 , k = 1) contains the models ranked 5-8 for cumulative oil production. Assuming the second QoI is cumulative water production, cluster (C 3 , k = 2) contains the models ranked 9-12 for cumulative water production, etc.
Given the arrangement shown in Fig. 6 , we randomly select realizations, one at a time, and attempt to remove them from S 2 until only half of the initial realizations remain. Whether or not a randomly chosen realization is removed depends on the cluster size constraint. The cluster size constraint (at this point) requires that all clusters, for all QoIs, must contain no less than one-half of the initial realizations per cluster. In this example, we start with four realizations per cluster, so the cluster size constraint requires that all clusters contain at least two realizations at the end of the model selection at this level. This means that a randomly selected realization will not be removed if its removal leads to any cluster containing fewer than two realizations. Figure 6c depicts the remaining realizations if we attempt to remove realizations in the order shown in Fig. 6b . The realizations considered for removal are selected one at a time, but here we show the entire sequence. Based on Fig. 6b , the first realization (randomly selected) considered for removal is m 2 12 . Removing this realization leaves clusters (C 4 , k = 1), (C 3 , k = 2), and (C 4 , k = 3) with three models each, which does not violate the cluster size constraint. Thus, realization m 2 12 is removed. Realizations that are removed are shown in red in Fig. 6b , while those that are selected but cannot be removed are shown in green.
We then draw the next random realization, which is m 2 1 . This realization, as well as the following selected realization m 2 7 , can also be removed. The situation is different with the next selected realization, m 2 13 . Since realizations m 2 1 and m 2 7 have already been removed, cluster (C 1 , k = 1) now contains two models, and removing m 2 13 would violate the cluster size constraint, so it cannot be removed (thus, it is colored in green). We continue selecting realizations, in the order shown in Fig. 6b , and they are removed or retained accordingly. The selection procedure terminates when either half of the realizations have been removed or all models in S j have been considered.
However, considering all of the realizations in S j , in random order, does not guarantee that half of the realizations are indeed removed. This is illustrated in Fig. 6b and c. For the particular random order considered, only seven realizations can be removed without violating the cluster size constraint (we require N 1 = 8, so there is one extra realization). In such cases, we relax this constraint by allowing, in this example, one fewer realization per cluster (which in this case would be one realization per cluster). We repeat the procedure described above but now using the relaxed cluster size constraint. For example, after allowing for one realization per cluster, we proceed from the state shown in Fig. 6c by drawing a random realization (among the models shown in green in Fig. 6b) . The next selected realization is m 2 14 , which can now be removed. After removing m 2 14 , the procedure terminates since we have successfully retained eight models {m 2 13 , m 2 5 , m 2 16 , m 2 10 , m 2 8 , m 2 2 , m 2 9 , m 2 4 }. Note that cluster (C 4 , k = 3) now contains only one realization. If selection is unsuccessful with the specified cluster size constraint, the constraint is further relaxed and the process is repeated.
Because the quality of the resulting subset of models (in terms of "coverage" of the CDFs associated with each QoI) depends on the order in which models are selected, we repeat the above procedure N rand times. Such repetition is commonly applied with clustering techniques. In this work, we take N rand = 100. For each of the N rand subsets, we compute the "gaps" in the rankings associated with each QoI at that level. The subset used for the next level is the one with the least maximum gap in the model rank for all QoIs. For example, if a particular subset contains the models that rank 9-16 for QoI k = 1, we have a maximum gap of eight rank positions since there are no realizations in the 1-8 range. By contrast, a subset containing every second realization in the rank for all three QoIs (the ideal scenario for uniform selection) gives a maximum gap of one rank position, so this subset would be chosen.
Following completion of the model selection and simulation procedure at all levels, the rank-preserving level j * can be found by generalizing Eq. 3 for multiple QoIs. Specifically, we now compute
The rank-preserving level j * is again taken to be the coarsest level at which E j rank < . The percentile assignment with multiple QoIs is the same as that for the single QoI case. Namely, the procedure illustrated in Fig. 5 is applied for each of the N Q QoIs under consideration.
Additional considerations
We now consider the computational cost of MFUQ and the relationship between MFUQ and MLMC.
The computational cost of MFUQ is essentially the cost of performing the flow simulations at each level (the upscaling cost is very small as discussed below).
Our estimate of computational cost is based on a simple computational complexity approach and is relative to the cost of simulating a fine model. We assume that the computational cost for simulating a model at level j , relative to that for simulating a fine-scale model (level j = 0), is given by
where M j denotes the total number of grid blocks in the model at level j , and α ≥ 1 is a constant. In our example, M 0 = 120 × 120 = 14, 400. In an ideal case (linear scaling), α = 1, though in reality several components of the simulation may lead to super-linear scaling with M. These include the linear solver itself and the fact that, as model size increases, smaller time steps and more Newton iterations may be needed.
The overall computation at level j is equal to N j c j . The total cost of MFUQ (C t ) is thus given by
Here, N add denotes the number of additional runs, performed at level j * , introduced to improve percentile assignment on the CDFs, c * is the cost of each of these runs, and c upsc is the cost of upscaling a single model. Recall that all of these costs are normalized by the cost of a fine-scale simulation. Although the upscaling computations involve fine-scale solutions, these entail a steady-state calculation in one variable (and no Newton iteration). Oil-water fine-scale runs, by contrast, involve two variables, around 150 time steps, and two or more Newton iterations per time step. Thus, the cost to upscale N r = 640 fine-scale models corresponds to about the cost of a single fine-scale oilwater simulation. There is another component to the upscaling cost, which derives from the summation of finescale fluxes over coarse interfaces, and the averaging of fine-scale pressures over coarse-block regions (these operations are necessary for the computation of upscaled transmissibilities). This cost is less than that for the singlephase pressure solution. We note finally that the costs associated with ranking and clustering (as required with multiple QoIs) are negligible. Results for C t will be provided in Section 3.
The multilevel procedure used in MFUQ shares some similarities with multilevel Monte Carlo (MLMC), discussed in the Introduction. A key difference between MFUQ and the original MLMC methodology introduced by Giles [9] and Giles et al. [10] is that MFUQ separates the coarselevel error in the QoI from the error in the percentile. This treatment allows us to infer more information from coarsescale simulations, which explains why we expect improved performance of MFUQ compared with MLMC for cases Fig. 7 Comparison of CDFs for cumulative oil production and breakthrough time in producer 3 constructed using different numbers of realizations (S 2 , S 4 , and S 6 contain 40, 160, and 640 realizations, respectively). All models simulated at level j * = 2 (a) (b) where the upscaling errors for different realizations are correlated.
To enable a comparison between MFUQ and MLMC, we implemented and tested MLMC for CDF construction [10] using the same set of simulation results as are used for MFUQ. As noted in Section 3, we found MFUQ to outperform this MLMC implementation. However, our particular strategy (the use of N j −1 = N j /2) may be suboptimal for CDF generation using MLMC. We did not further investigate optimizing the multifidelity strategy for CDF construction, for multiple QoIs, with MLMC. For this reason, we do not present detailed comparisons between the two approaches. To our knowledge, MLMC has not been previously applied to generate CDFs, in subsurface flow applications, for multiple QoIs.
MFUQ results for a channelized system
In this section, we present the MFUQ results for the synthetic channelized system (one realization is shown in Fig. 1 ). Our objective is to quantify the uncertainty in cumulative oil and water production and in producer breakthrough times for the six production wells under the waterflood scenario described above.
The simulations are run for 10,000 days to ensure that water breakthrough occurs in nearly all wells (in a small fraction of runs, there are wells that still do not display breakthrough by 10,000 days). The realization ensemble consists of 640 models, and our intent is to select ten representative models for fine-scale simulation. A total of seven fidelity levels are used. The grid dimensions for levels j = 6, 5, . . . , 0 are (coarsest to finest): 
The number of models simulated at each level j is given by N j = 10 × 2 j . For this example, the rank-preserving level j * is determined to be level 2 (which corresponds to 40 × 40 grid resolution). Because there are only 40 models at this level (i.e., N 2 = 40), which may not be enough to precisely resolve the CDFs, we simulate an additional 120 models at level j = 2. These additional models are the 120 models simulated at j = 4 that were not selected for simulation at levels j = 3 and j = 2. Thus, the CDF percentiles are determined by simulating the 160 models in S 4 at fidelity level j = 2. To demonstrate that these 160 models are sufficient to define the CDFs, we present results, in Fig. 7 , for CDFs constructed using different numbers of models. Specifically, we generate CDFs for cumulative oil production and breakthrough time for producer 3 using the 40 realizations in S 2 (blue curves), the 160 realizations in S 4 (green curves), and all 640 realizations in S 6 (red curves). All models are simulated at level j * , so this evaluation is consistent with the MFUQ percentile assignment. It is evident that the CDFs constructed from the 40 models in S 2 deviate somewhat from the curves using all realizations. The use of the 160 models in S 4 , by contrast, provides CDFs that closely match the CDFs generated using all 640 realizations. Analogous results are observed for other QoIs. This suggests that the use of 160 models is indeed appropriate for percentile assignment.
We now present detailed MFUQ results. CDFs for cumulative oil and water production at 1000 days are shown in Fig. 8 , and CDFs for breakthrough times for the six producers are presented in Fig. 9 . The red curves depict the fine-scale empirical CDFs generated by simulating all N r = 640 models. These reference results are used here to evaluate MFUQ performance-in actual practice, our intent would be to avoid simulating all of the high-resolution models. The black points represent the responses from the selected models, which are determined using MFUQ. The MFUQ results are seen to agree closely with the reference fine-scale CDFs. This indicates that the level-tolevel selection procedure and the assigned QoI percentiles, which are based on results at rank-preserving level j * , are indeed accurate. Note that the time scales in Fig. 9 are different from well to well. This is because the time at which water breakthrough occurs varies considerably across production wells. Note also that for producers 1 and 6, nine instead of ten points appear in Fig. 9a and f. In the tenth model selected by MFUQ, no water breakthrough is observed during the simulation period of 10,000 days (for models beyond P94 in producer 1 and P91 in producer 6, we do not observe water breakthrough).
We do however observe some amount of uneven spread in the points on the various CDFs in Figs. 8 and 9 . This is particularly evident in Fig. 9a, c and e , where the points on the CDF extend only to around 0.8. This could be readily addressed by selecting a few more models (e.g., setting N 0 = 15 instead of 10), but this would entail additional fine-scale simulations. It is also possible that an improved selection procedure could provide more even distributions for the eight QoIs. More specifically, in our current implementation, selection is based only on rank. A modified approach that considers both rank and QoI value may prove effective.
The framework can be used to determine a QoI corresponding to a specific percentile, at an incremental cost of one fine-scale simulation, if such information is required. This can be achieved by first finding the model closest to the target percentile for the specific QoI at level j * , where finescale rank is (essentially) preserved. The selected model would then be simulated at the fine scale to compute the QoI value. For example, if we required the P90 value for breakthrough time in producer 3, we first find the P90 model from the 160 simulation results at level j * and then simulate it at the fine scale. Doing this, we estimate the P90 value for breakthrough time in producer 3 as 754 days. The actual fine-scale P90 value for this QoI is 804 days. The 6% discrepancy that arises here is associated with the flatness of the CDF at high percentiles (see Fig. 9c ).
In some cases, it may also be of interest to determine P50 and/or expected values (means) for key quantities such as cumulative oil and water production. P50 values can be computed through simple linear interpolation (more precise values could be determined by fitting the CDFs using an appropriate functional form). For expected values, we could either fit the CDFs and compute the mean through integration or apply an MLMC-type procedure using simulation results at the various fidelity levels [9, 15] . Here, we consider the latter procedure. Even though, as mentioned previously, the multifidelity strategy used in MFUQ is not optimized for MLMC, the MFUQ simulations can still be used for this evaluation.
Results for P50 and expected values for cumulative oil and water production at 1000 days are presented in Tables 1 and 2 . Results for both quantities for cumulative oil production are quite accurate-within 1% of the fine-scale values. The P50 estimate for cumulative water production displays 7% error, which could likely be reduced by using a more accurate (nonlinear) fit of the CDF curve. The error for mean cumulative water production is larger, at about MLMC approximation uses models simulated during MFUQ procedure 12%. This may be due to the long tail (and greater range) displayed for this quantity, as is evident in Fig. 8b .
The time-dependent reservoir responses for cumulative field-wide oil and water production are presented in Fig. 10 . The light red curves represent the responses for all 640 realizations in the ensemble and the black curves are the responses for the ten selected models in S 0 . The cumulative oil production results for the ten selected realizations appear to be reasonably well distributed within the full set of results. The cumulative water production results are less evenly distributed, though the nine lower curves do cover about 80% of the full set of results (in terms of cumulative production at 1000 days), as is evident from the CDF in Fig. 8b .
It is also of interest to consider some of the actual realizations selected by MFUQ. Two of the ten S 0 realizations are shown in Fig. 11 . The realization in Fig. 11a corresponds to the P5 model for breakthrough time in producer 1, the P91 model for producer 2, the P81 model for producer 3, the P90 model for producer 4, the P78 model for producer 5, and the P81 model for producer 6. These results emphasize that a model that is toward one extreme of the CDF for some QoIs may be toward the other extreme for other QoIs. The fact that this model corresponds to the P5 breakthrough time in producer 1 does not mean that producer 1 displays early breakthrough relative to the other wells. Rather, this is the P5 model for this quantity over all realizations because, in most of the realizations, producer 1 is isolated from the injectors due to the channel orientation. In this realization, however, there is a connection between injector 7 and producer 1 through sand, though it is indirect.
The flow responses are quite different for the model shown in Fig. 11b . This realization corresponds to the P62 model for breakthrough time in producer 1, the P13 model for producer 2, the P14 model for producer 3, the P9 model for producer 4, the P3 model for producer 5, and the P28 model for producer 6. It is interesting to note that this realization corresponds to early breakthrough, relative to the full set of realizations, in five of the six production wells. Producer 1 is not connected (through sand) to either (a) (b) Fig. 11 Two of the ten S 0 models selected by MFUQ. Model in a corresponds to the P5 model for breakthrough time in producer 1, the P91 model for producer 2, the P81 model for producer 3, the P90 model for producer 4, the P78 model for producer 5, and the P81 model for producer 6. Model in b corresponds to the P62 model for breakthrough time in producer 1, the P13 model for producer 2, the P14 model for producer 3, the P9 model for producer 4, the P3 model for producer 5, and the P28 model for producer 6 injector, however, so it displays much later breakthrough for this realization than for the model shown in Fig. 11a . We now quantify the computational effort associated with MFUQ for this example. The construction of the finescale CDFs requires a total of N r = 640 simulations. As discussed in Section 2.4, the total cost of MFUQ (C t ) depends on the parameter α and on the number of models simulated at each level. A reasonable value for α is 1.2 (α could of course be assessed numerically, but this is not entirely straightforward given communication delays within a compute cluster, simulator overhead, etc.). In addition, as noted earlier, we take N j −1 = N j /2 for all j . Finally, we simulate an additional N add = 120 models at level j * = 2. All of these computations, plus the cost of upscaling, result in C t ≈ 35; i.e., the full MFUQ procedure requires computation equivalent to about 35 fine-scale simulations. This corresponds to a speedup, relative to performing the full UQ assessment at the fine scale, of 640/35 ≈ 18. Note that this speedup decreases to about 12 if we take α = 1, and increases to about 28 for α = 1.5.
For the α = 1.2 case, for which C t ≈ 35, 10 of the 35 (equivalent) fine-scale simulations correspond to actual fine-scale runs (recall that N 0 = 10), and 8.6 of the 35 runs correspond to the N add = 120 simulations at level j * . Thus, all of the other simulations in MFUQ combined correspond to about half of the overall computation. By "optimizing" the numbers of realizations simulated at each level (which would mean we do not simply apply N j −1 = N j /2), we could accelerate the overall MFUQ procedure. Appropriate values for each N j could presumably be determined by balancing modeling error and sampling error, as in MLMC. However, given that this portion of MFUQ accounts for only half of the overall computation, the impact of such a treatment would be limited. A small efficiency gain could also be achieved by reducing N add to, say, 60, which would still mean 100 simulations are performed at level j * .
As noted above, we also implemented and tested a multilevel Monte Carlo method for CDF construction for a single QoI. The MLMC procedure considered did not perform as well as the MFUQ method presented here. More specifically, for the same computational effort, the MLMC approach resulted in about twice the error in CDF percentile assignment as MFUQ for this case. It is of course possible that alternative MLMC treatments could lead to improved results, though this was not investigated further.
Concluding remarks
In this work, we developed a systematic multifidelity framework for uncertainty quantification (MFUQ). The methodology can handle situations with multiple output quantities of interest (QoIs). The framework was motivated by the observation that empirical CDFs, obtained using coarse models generated through application of a global transmissibility upscaling procedure, can accurately rank the realizations (in terms of the resulting QoIs) even at scales with substantial upscaling errors. This means that coarse-scale results can be used to rank and select models, and to assign CDF percentiles for the various QoIs. The QoI values themselves are always computed at the finest scale.
MFUQ utilizes simulation results at a number of levels (in the example here, seven levels were used). Many fewer simulations are performed with fine models than with coarse models, which leads to large computational savings. The models simulated at level j − 1 represent a subset of the models simulated at the previous (coarser) level j (in our case, N j −1 = N j /2). In the selection process, we attempt to maintain approximately even distributions in the QoI percentiles. The procedure terminates at the fine scale, with the selection of N 0 representative models. The simulation results used for model selection are also used to determine the coarsest level that adequately preserves the fine-scale rank. The CDFs at this level are then used to assign percentiles to the selected models for each QoI. The computational cost of MFUQ depends only weakly on the number of QoIs.
MFUQ was applied to quantify the uncertainty in cumulative oil and water production and water breakthrough times at six producers for a bimodal channelized system. For this case, we considered an ensemble of N r = 640 realizations and used MFUQ to select N 0 = 10 models and to assign them to percentiles, for each QoI, based on the coarse-scale rank-preserving CDFs. Grid resolution ranged from 10 × 10 at the coarsest scale to 120 × 120 at the finest scale. The estimated CDFs agreed closely with the finescale CDFs, and the selected models were spread reasonably evenly on most of the QoI CDFs. A speedup factor of about 18, relative to simulating all models on the fine scale, was achieved through use of MFUQ.
In future work, it will be of interest to apply MFUQ to more challenging test cases involving different geological scenarios, including fractured reservoirs. Uncertainty in other geological and engineering parameters should also be incorporated into MFUQ. The development of criteria to determine when a sufficient number of models has been considered may also be necessary. It will additionally be useful to introduce models for quantifying upscaling error into the framework. This could enable more accurate predictions with highly coarsened models, which would result in improved computational efficiency. A variant of the machine-learning-based error model recently presented by Trehan and Durlofsky [21] may be suitable for this purpose.
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