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Abstract
Let S be a finite solvable group, and suppose S acts on the finite group N , and they have coprime orders.
Then, the celebrated Glauberman correspondence provides a natural bijection from the set IrrS(N) of ir-
reducible characters of N which are invariant under the action of S to the set Irr(CN(S)) of all irreducible
characters of the centralizer of S in N . Suppose, further, that the semidirect product SN is a normal sub-
group of a finite group G. Let θ ∈ IrrS(N), and let ψ ∈ Irr(CN(S)) be its Glauberman correspondent. We
prove that there is a bijection with good compatibility properties from the set Irr(G, θ) of the irreducible
characters of G above θ to Irr(NG(S),ψ) such that, in the case when S is a p-group for some prime p, it
preserves fields of values and Schur indices over Qp , the field of p-adic numbers. Using this result, we also
prove a strengthening of the McKay Conjecture for all p-solvable groups.
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1. Introduction
A number of important conjectures in the representation theory of finite groups involve the
existence of bijections between suitable sets of characters from different related groups. The best
current partial results on these conjectures often arise from ad-hoc refinements of the original
statements of the conjectures which can then be reduced to the case of quasi-simple groups. Ide-
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needs to be true, and it needs to be possible to prove it for all quasi-simple groups. The process by
which one can reduce such questions to quasi-simple groups is called Clifford Theory. Motivated
by the need to effectively describe Schur indices and fields of values for families of characters
of finite classical groups, the author has proposed some tools to describe the Clifford Theory of
groups, introducing the Clifford Sets to parametrize them. In [15,16], he proposed a refinement of
Clifford sets, obtaining a family of abelian groups called the Brauer–Clifford groups. For to each
family of characters, an element in a specific Brauer–Clifford group is assigned. If two different
characters from different groups get assigned the same element, then a bijection with excellent
compatibility properties between the characters in both families is implied. This provides a tool
to study character bijections independently of the possible refinement of any conjecture. In the
present paper, we apply these techniques to the characters above two characters related by the
Glauberman correspondence. We obtain equality over the base field Qp of p-adic numbers if
the acting group is a p-group, and over any algebraically closed field in characteristic zero in
general.
Let S be a finite solvable group, and suppose S acts on the finite group N , and they have
coprime orders. Then, the celebrated Glauberman correspondence provides a natural bijection
from the set IrrS(N) of irreducible characters of N which are invariant under the action of S
to the set Irr(CN(S)) of all irreducible characters of the centralizer of S in N , see [6], or the
appropriate chapter in Isaacs’s book [7]. Suppose, further, that the semidirect product SN is a
normal subgroup of a finite group G. Let θ ∈ IrrS(N), and let ψ ∈ Irr(CN(S)) be its Glauberman
correspondent. It is an important theorem due to E. Dade [5] that there is a bijection with good
compatibility properties from the set Irr(G, θ) of the irreducible characters of G above θ to
Irr(NG(S),ψ). (The claim that the bijection was natural that appears in [5] was later retracted
by Dade.)
One consequence of the results in the present paper is that this bijection can be taken to
preserve certain fields of values and Schur indices. It is easy to find examples which show that the
bijection cannot preserve all fields of values (e.g. take G = GL(2,3), with S a Sylow 3-subgroup,
and N the Fitting subgroup), and to find examples where the bijection cannot preserve the Schur
indices (e.g. take G = SL(2,3) and S and N as before). If p is any prime, we denote by Qp the
field of p-adic numbers. In the present paper, our results on the elements of the Brauer–Clifford
group imply that, if S is a p-group for some prime p, then we can strengthen Dade’s theorem to
say that there exists a bijection with good compatibility properties from the set Irr(G, θ) of the
irreducible characters of G above θ to Irr(NG(S),ψ) which preserves fields of values over Qp
and Schur indices over Qp .
In [15], we defined the Brauer–Clifford group BrClif(G,Z), where G is any finite group and Z
is any commutative central simple G-algebra. This group controls the Clifford theory with fields
of values over F and Schur indices over F for groups and normal subgroups whose quotient is G.
Let F be a field of characteristic zero, and let F be an algebraic closure of F . We consider char-
acters to take values in F . Let G be a finite group, let π :G → G be a surjective homomorphism
with kernel H , and let θ ∈ Irr(H). In [15], we prove that we then have a uniquely defined central
simple commutative G-algebra Zθ together with a preferred homomorphism ωθ :Zθ → F of al-
gebras over F . We call Zθ the center algebra of θ with respect to G and H and F . Furthermore,
only the identity automorphism of Zθ preserves both the G-algebra over F structure and the
2172 A. Turull / Advances in Mathematics 217 (2008) 2170–2205algebra homomorphism. In addition, the Brauer–Clifford group BrClif(G,Zθ ) is defined, and a
unique element
θ= θ,π,F  ∈ BrClif(G,Zθ )
is obtained. Let now G′ be another finite group, and let π ′ :G′ → G be a surjective homomor-
phism with kernel H ′ onto the same group G, and let θ ′ ∈ Irr(H ′). Then, we have a corresponding
center algebra Zθ ′ , algebra homomorphism ωθ ′ , and element
θ ′= θ ′,π ′,F  ∈ BrClif(G,Zθ ′).
Suppose that there is a G-algebra isomorphism from Zθ to Zθ ′ which sends ωθ to ωθ ′ . Then, by
the above remarks this isomorphism is unique. Suppose further that the natural group isomor-
phism that this isomorphism induces
BrClif(G,Zθ ) → BrClif(G,Zθ ′)
sends θ to θ ′. Then we show in [15] that there exists a bijection from the set of all irre-
ducible characters of subgroups of G that contain H which contain θ to the set of all irreducible
characters of subgroups of G′ that contain H ′ which contain θ ′ which preserves many prop-
erties including field of values over F and Schur indices over F . While the definition of the
Brauer–Clifford group involves equivalence classes of G-algebras, the extensive properties of
this bijection follow from it, and, if needed, further properties of the bijection could be de-
duced.
The results of [15] mentioned in the previous paragraph allow us, in particular, to assign pre-
cise meaning to the words with good compatibility properties mentioned in our first description
of our strengthening of Dade’s theorem. Namely, we replace these words by an equality of el-
ements of the Brauer–Clifford group. Under the hypothesis of the previous paragraph, we say
that θ and θ ′ match if there exists a (unique) isomorphism Zθ → Zθ ′ , and that it sends θ
to θ ′. We can then state our theorem (see the more precise statement Theorem 6.5 below) as
follows.
Theorem. Let p be a prime, and let F = Qp . Assume the hypothesis of the second paragraph.
Assume further that S is a p-group. Set G = G/N , and let π :G → G and π ′ : NG(S) → G be
the natural projections. Then, θ and ψ match (in the sense of the previous paragraph).
Corollary. Replace, in the previous theorem, the condition F = Qp by the condition that F is
algebraically closed of characteristic zero, and remove the condition that S be a p-group and
require only that S is solvable. Then, we again have that θ and ψ match.
This corollary, together with the results of [15], imply the theorem of Dade [5] mentioned
above. The article [5] provides a detailed sketch of Dade’s proof. The proof relies on Dade’s
classification [3,4] of endopermutation modules. Unfortunately, Dade never published the full
details of his proof. A sketch of an alternative approach by Puig for part of the proof appeared
in [11]. A complete and detailed proof of Dade’s theorem has not appeared in print. I thank
B. Külshammer and L. Puig for their help in my understanding the existing proofs of Dade’s
theorem.
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classification of endopermutation modules [3,4]. We also use the results of [15], which, as ex-
plained above, provide a background and a precise statement for our results. Our proof eventually
boils down to the calculation of two elements of the Brauer–Clifford group in a particular case.
In the case we need to consider, these elements are not arbitrary elements of the Brauer–Clifford
group, they are in fact elements of the full matrix Brauer–Clifford group. This latter group is
a subgroup of the Brauer–Clifford group. We then use results in [16], which show that the full
matrix Brauer–Clifford group is naturally isomorphic to a certain second cohomology group.
Further results in [16] provide a simple way to compute the corresponding element of the second
cohomology group in our situation. We then obtain the required equality from these calcula-
tions.
The McKay Conjecture claims that, for every finite group G and every prime p, if P is a Sy-
low p-subgroup of G then there is a bijection from the set of irreducible characters of p′-degree
of G to the set of irreducible characters of p′-degree of NG(P ). The McKay Conjecture is known
to be true for many families of groups. It was first proved for all p-solvable groups independently
by Dade [5] using his character correspondence, and by Okuyama and Wajima [10] by a different
argument. In [14], we conjecture that the McKay Conjecture can be strengthened to further claim
that the bijection preserves fields of values over Qp and Schur indices over Qp . We proved in
[13] that, if G is solvable, a bijection exists satisfying even stronger conditions, i.e. that we can
even replace Qp by a smaller field. Hence, the strengthened McKay Conjecture is known for G
solvable.
As an application of our result on the Glauberman correspondence, we prove, without using
the Classification of Finite Simple Groups, a very strong version of the McKay Conjecture for
all p-solvable groups. Our result, Theorem 7.4, below, implies that our strengthening [14] of the
McKay Conjecture holds for all p-solvable groups. For solvable groups, the result follows from
the more precise results in [13]. Our Theorem 7.4 also implies that the earlier strengthenings of
the McKay Conjecture due to Isaacs and Navarro [8] and Navarro [9] also hold for all p-solvable
groups. Both these results were known for solvable groups, see [13]. It is stated in [8] that their
conjecture holds for p-solvable groups, but their proof relies on unpublished work of Dade, and
the details of their proof have not been published. Navarro’s conjecture [9] was completely open
for p-solvable groups prior to our work.
Note that we systematically write all functions on the left, and compose them from right to left.
This allows, in particular, to compose characters with elements of Galois groups. We also use left
exponential notation (i.e. ga for the action of a group element g on an algebra element a, or even
as an alternative to the usual right conjugation, we also use it for groups, writing gh = ghg−1 for
group elements g,h). Furthermore, if A is a G-algebra, we denote by AG the centralizer of G
in A, or in other notation AG = CA(G).
2. Pulling back idempotents
In this paper, we follow the following conventions. By a ring, we mean an associative ring
with identity, not necessarily different from zero. A subring need not, however, have the same
identity as the ring itself. If R is any ring, the group of units of R is denoted R×. More generally,
if R is any monoid, we denote by R× its group of units. A ring is simple if it is not zero and it
has exactly two two-sided ideals. A ring is semisimple if it is a direct product of a finite number
of simple rings. In particular, the zero ring is semisimple, but not simple. An idempotent is
an element e of a ring such that e2 = e. Two idempotents e and f are orthogonal if we have
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a sum of two orthogonal idempotents, then one of them is always zero.
In this section, we prove the results about pulling back idempotents that we will use. We only
need to consider finite rings, but we need to consider pulling back from quotients by ideals which
are not necessarily the radical of the ring. While the results in this section are small variations
of standard results, most texts concern algebras over algebraically closed fields, and consider
quotients by the radical. We include here complete proofs from first principles for the reader’s
convenience.
Lemma 2.1. Let R be a finite ring, and let I be an ideal of R such that R/I is semisimple. Let e
be an idempotent of R. Then eIe = I ∩ eRe, eIe is an ideal of eRe, and eRe/eIe is semisimple.
Proof. By Wedderburn’s Theorem, R/I is a direct sum of full matrix algebras over finite fields.
If M is a full matrix algebra over some field, say M = EndF (N) where F is a finite field and N is
a finite dimensional vector space over F , then its idempotents are obtained exactly by splitting N
into a direct sum of two subspaces, and taking the projection into one of them. Hence, if f ∈ M
is an idempotent, then fMf is a full matrix algebra over F , so that fMf is either zero or a
simple ring. It follows that (e + I )(R/I)(e + I ) is semisimple. Since this ring is isomorphic to
eRe/(eRe ∩ I ), the lemma follows. 
Lemma 2.2. Let R be a finite ring, and let I be an ideal of R such that R/I is semisimple. Then,
the natural projection R× → (R/I)× is surjective.
Proof. Suppose false, and assume that we have a counterexample with |R| minimum, and among
all such, one with |I | minimum. Suppose that R is semisimple. Then
R = S1 × · · · × Sr
where the S1, . . . , Sr are the minimal ideals of R, and each Si is a full matrix algebra over
some finite field. Then I is a product of some of the Si ’s, and the lemma holds. Hence, R is
not semisimple. It follows that J (R) = 0. Since R/I is semisimple, we know that J (R) ⊆ I .
Suppose that J (R) = I . Then,
R× → (R/J (R))×
is surjective by the minimality of |I |, and
(
R/J (R)
)× → (R/I)×
is surjective by the minimality of |R|. This yields a contradiction, so we have I = J (R). In
particular, I is nilpotent.
We now have that, for every n ∈ I , the element 1 − n is invertible in R, having inverse 1 +
n + n2 + · · ·, so that every element in 1 + I is invertible in R. Let r ∈ R be such that r + I
is invertible in R/I . Then, there exists some s ∈ R such that rs = 1 + n1 and sr = 1 + n2 for
some n1, n2 ∈ I . Since both 1 + n1 and 1 + n2 are invertible, r has both a right inverse and a left
inverse, and it follows that r ∈ R×. The lemma follows. 
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Let P be an orthogonal set of idempotents of R/I . Then there exists an orthogonal set Q of
idempotents of R such that |P | = |Q|, and denoting by π : R → R/I the natural projection, we
have
P = {π(q): q ∈ Q}.
Proof. Suppose false. Choose a counterexample with |P | + |R| + |I | as small as possible. Ob-
viously, P = ∅. Suppose that R is semisimple. Then,
R = S1 × · · · × Sr
where the S1, . . . , Sr are the minimal ideals of R, and each Si is a full matrix algebra with
identity ei . Let e be the sum of all the ei ’s which are not in I . Then e ∈ Z(R) and R/I 	 eR. Let
Q0 be a set of preimages in R of P , one for each element. Set
Q = {eq: q ∈ Q0}.
Since Q satisfies the conclusion of the proposition, we have a contradiction, and it follows that
R is not semisimple, and J (R) = 0. We also have J (R) ⊆ I . Suppose that J (R) = I . Then
applying our proposition to the homomorphisms
R/J (R) → R/I
and then to
R → R/J (R)
yields a contradiction. Hence, J (R) = I .
Suppose |P | > 1. Then, let P = {e1, . . . , en} with n = |P | > 1. By the minimality, there exists
an orthogonal set of idempotents f,f3, . . . , fn ∈ R such that π(f ) = e1 + e2, and π(fi) = ei
for i = 3, . . . , n. By Lemma 2.1, fRf has an ideal f If such that fRf/f If is semisimple.
By the minimality of |P |, there exists some idempotent f1 ∈ fRf such that π(f1) = e1. We
set f2 = f − f1. Now f1 and f2 are orthogonal idempotents, and ff1f = f1 and ff2f = f2. It
follows that setting Q = {f1, . . . , fn} we obtain a set satisfying the conclusion of the proposition.
This contradiction proves that |P | = 1. We denote by e the unique element of P .
Let M ⊆ I be a minimal ideal of R. Since I is nilpotent, it follows that M2 = 0. By the
minimality of R, there exists some f1 + M ∈ R/M an idempotent which projects to e. Set f =
3f 21 −2f 31 . Then, since f1 +M is an idempotent, f +M = f1 +M , and it follows, since M ⊆ I ,
that π(f ) = e. Furthermore,
(1 + 2f1)
(
f 21 − f1
)2 = (1 + 2f1)(f 41 − 2f 31 + f 21 )= −3f 41 + 2f 51 + f 21
implies that
f 2 − f = (3f 21 − 2f 31 )(3f 21 − 2f 31 − 1)= −(3 − 2f1)(1 + 2f1)(f 21 − f1)2 = 0,
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tion completes the proof of the proposition. 
Corollary 2.4. Assume the hypotheses of Proposition 2.3. Then if all the idempotents in P are
primitive, one can choose Q as in the proposition with the additional condition that all the
idempotents in Q are primitive.
Proof. Among all the sets that satisfy the conclusion of Proposition 2.3, pick Q which has the
largest possible number of primitive idempotents. Suppose that not all idempotents in Q are
primitive, and let e ∈ Q not be primitive. Since π(e) is primitive, e = 0. Since R is finite, e ∈ R
is a sum of an orthogonal set S of primitive idempotents. For each s ∈ S, we have ese = s. Fur-
thermore, the set of images of S in R/I is an orthogonal set of idempotents, and since π(e) is a
primitive idempotent, it follows that π(e) = π(s0) for some s0 ∈ S. Since es0e = s0, the idempo-
tent e0 is orthogonal to all the idempotents of Q different from e. It follows that replacing e by s0
in Q yields a new orthogonal set of idempotents satisfying the conclusion of Proposition 2.3 and
having one more primitive idempotent than Q. This contradiction shows that all the idempotents
in Q were primitive, and completes the proof of the corollary. 
Corollary 2.5. Let R be a finite ring and let I be an ideal such that R/I is semisimple. Suppose
e ∈ R is a primitive idempotent. Then e + I is either a primitive idempotent or zero.
Proof. Suppose false. Let π :R → R/I be the natural projection. Then we have non-zero or-
thogonal idempotents 1, 2 ∈ R/I such that 1 + 2 = π(e). It follows that π(e)iπ(e) = i ,
which implies that i ∈ π(eRe) for i = 1,2. By Lemma 2.1, π(eRe) is semisimple. Hence, by
Proposition 2.3, there exists an idempotent f1 ∈ eRe such that π(f1) = 1. Setting f2 = e − f1
we obtain two non-zero orthogonal idempotents of R whose sum is e. This contradiction com-
pletes the proof of the corollary. 
Theorem 2.6. Let R be a finite ring. Let P and Q be orthogonal sets of primitive idempotents of
R such that
∑
P =∑Q = 1. Then, |P | = |Q|, and there exists some r ∈ R× such that rP = Q.
More precisely, suppose further that I is an ideal of R such that R/I is semisimple and we can
write P = {f1, . . . , fα} and Q = {f ′1, . . . , f ′α′ } in such a way that
{f1, . . . , fβ} ∩ I = ∅ =
{
f ′1, . . . , f ′β
}∩ I
and
{fβ+1, . . . , fα} ∪
{
f ′β+1, . . . , f ′α′
}⊆ I
and fi + I = f ′i + I for i = 1, . . . , β . Then, α = α′, and there is some r ∈ R× ∩ (1 + I ), such
that rP = Q, and rfi = f ′i for i = 1, . . . , β .
Proof. If we are given no ideal I , we can always take I = R, and then the hypotheses of the
second part of the theorem hold. Hence, we need only prove the second part of the theorem.
Assume the theorem is false. Choose a counterexample with |R| + |I | as small as possible. Then
R is not zero. Assume that R is simple. Then R can be identified with a ring EndF (M) where F is
a finite field and M is a finite vector space over F . Then the primitive idempotents are projections
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one correspond to decompositions of M into direct sums of one-dimensional subspaces. Hence,
|P | = |Q| = dimF (M) and the conclusion of the theorem holds, a contradiction. Hence, R is not
simple. Suppose R is semisimple. Say
R = S1 × · · · × Sn
where n > 1 and Si is a simple ring with identity ei . Then for each f ∈ P ∪Q we have eif = f
for some unique ei , and the sum of all the f ∈ P such that eif = f is ei . Any ideal of R is a
direct sum of sum of the Si ’s. Hence, since the theorem holds for each individual Si , it also holds
for R. It follows that R is not semisimple, so that J (R) = 0.
Since R/I is semisimple, we have J (R) ⊆ I . Let R¯ = R/J (R) and use the bar convention.
Let P¯ and Q¯ be the images in R¯ of, respectively, P and Q. Since the fi are idempotents of R,
and for i = j the fi − fj are not nilpotent, and J (R) is nilpotent, P¯ and Q¯ consist of non-
zero elements, and |P¯ | = |P | and |Q¯| = |Q|. By Corollary 2.5, P¯ and Q¯ are orthogonal sets of
primitive idempotents. Therefore, by the minimality of |R| + |I |, we have that α = α′, and there
exists some r¯ ∈ (R/J (R))× ∩ (1 + I/J (R)) such that r¯ P¯ = Q¯ and r¯ (fi + J (R)) = f ′i + J (R)
for i = 1, . . . , β . By Lemma 2.2, there is some s ∈ R× ∩ (1 + I ) such that s projects to r¯ . Hence,
we may rearrange the order of the fβ+1, . . . , fα if necessary in such a way that sfi + J (R) =
f ′i + J (R) for all i = 1, . . . , α. If I = J (R), the minimality of |R| + |I | implies that there exists
some r ∈ R× ∩ (1 + J (R)) such that rsfi = f ′i for all i = 1, . . . , α. Since this is a contradiction,
it follows that I = J (R).
Therefore, β = α and we have fi + J (R) = f ′i + J (R) for i = 1, . . . , α. Let ν = f ′1f1 +
· · · + f ′αfα . At this point, ν¯ is the identity of R¯. Since J (R) is nilpotent, it follows that ν ∈ R×.
Furthermore, for i = 1, . . . , α, we have νfi = f ′i fi = f ′i ν. This final contradiction shows that the
theorem holds. 
3. Endopermutation modules
In this section, we prove the results on endopermutation modules that we need. As in Dade
[5] and Puig [11], we need to prove the splitting of a certain extension, see Theorem 3.11 below.
We also need to prove some rationality properties for endopermutation modules. We include full
proofs of all these results here. The starting point for our proofs is the fundamental work by Dade
on the classification of endopermutation modules for abelian p-groups, as recorded in [3,4].
Let P be a finite p-group, and let F be a field of characteristic p. An endopermutation module
for P over F is a module M such that EndF (M) is a permutation module. Note that, as proved
in [3], any direct summand of an endopermutation module is itself an endopermutation module.
Following [3], we say that an endopermutation module is capped if it contains an indecomposable
direct summand which has vertex P . We focus our attention to only the case when the fields
are finite. Dade’s classification is more general, and many results in this section also hold over
more general fields (and even certain rings). For the applications we want, however, the case of
finite fields is sufficient, so, for simplicity, we will assume throughout this section that our fields
are finite. We now set up convenient notation to describe Dade’s classification [3,4] of capped
indecomposable endopermutation modules for abelian p-groups.
Definition 3.1. Let P be any finite abelian p-group, and let F be any finite field of characteris-
tic p. Let S(P ) be the set of all subgroups of P . For each H ∈ S(P ) the radical J (F (P/H)) is
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be the following FP -module:
⎧⎨
⎩
F if z = 0;
the tensor product of z copies of J (F (P/H)) if z > 0;
the dual of J (F (P/H))⊗−z if z < 0.
Let DP(P ) be the set of all functions f :S(P ) → Z such that
{
f (H) = 0 if [P : H ] 2; and
0 f (H) 1 if P/H is cyclic.
For each f ∈ DP(P ), let DC(f ) denote the Cartesian product, over all H ∈ S(P ), of
J (F (P/H))⊗f (H), and byDT (f ) the tensor product corresponding with this Cartesian product,
with
DT F(f ) :DC(f ) →DT (f )
the multilinear function which assigns to each element of the Cartesian product its corresponding
elementary tensor. Of course, we view DT (f ) as a P -module over F .
With this notation, we can state Dade’s classification theorem in a way which is convenient
for our purposes as follows.
Theorem 3.2 (Dade’s Classification). Assume the hypotheses and notation of Definition 3.1.
Then for each f ∈ DP(P ), DT (f ) is a capped endopermutation module for P over F . Fur-
thermore, all capped indecomposable direct summands of DT (f ) are capped endopermutation
modules, occur with multiplicity one in DT (f ) as direct summands, and are isomorphic to each
other. Finally, given any capped indecomposable endopermutation module M for P over F , there
exists a unique f ∈ DP(P ) such that M is isomorphic to an indecomposable direct summand
of DT (f ).
Proof. This follows from Theorem 12.5 in [4]. By definition, using the notation in [3,4],
the Heller operator applied the first time to the trivial P/H -module yields Ω1(FP/H ) 	
J (F (P/H)). Furthermore, by (2.10) in [3], Ω−1(FP/H ) 	 (J (F (P/H)))∗, the dual of the
radical module. By Proposition 7.5 in [4], it follows that J (F (P/H))⊗n (see Definition 3.1
above) is an endotrivial P/H -module for n = 1,−1. By Proposition 7.4 in [4], it follows that
J (F (P/H))⊗n is an endotrivial module for all integer n. This implies, by Proposition 7.3, that
the projective free part of J (F (P/H))⊗n as a P/H -module is indecomposable. By Proposi-
tion 12.2 in [4], it follows that the projective free part of J (F (P/H))⊗n as a P/H -module is
isomorphic to Ωn(FP/H ). Hence, the modules Ωn(FP/H ) which appear in the original Theo-
rem 12.5 can be replaced by the projective free part of our J (F (P/H))⊗n and still obtain the
same conclusion. The theorem then follows. 
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M be an endopermutation module for P over K . Then, there exists an endopermutation module
M0 for P over the prime field Fp such that, as modules, we have
M 	 K ⊗Fp M0.
Proof. Suppose false, and choose a counterexample with dimK(M) as small as possible. Of
course, M = 0. Suppose we find a module M0 satisfying the required module isomorphism.
Then,
EndK(M) 	 EndK(K ⊗Fp M0) 	 K ⊗Fp EndFp (M0).
Since EndK(M) is a permutation module, it follows from the Noether–Deuring Theorem, see for
example [2, p. 200], that EndFp (M0) is a permutation module. Hence, M0 is an endopermutation
module. Hence, there does not exist any module M0 over Fp satisfying the module isomorphism.
Suppose M is not indecomposable. Then, by the minimality of our counterexample, we can find
M0 as a direct sum of two modules, which is a contradiction. Hence, M is indecomposable. Let
Q be the vertex of M . If Q = P , by [3, Theorem 6.6], we have that M 	 IndPQ(N) where N is
an indecomposable endopermutation module for Q with vertex Q. Then, by the minimality of
our counterexample, we can find a module N0 for Q over Fp such that N 	 K ⊗Fp N0. Setting
M0 = IndPQ(N0) we get a contradiction. Hence, M is a capped indecomposable endopermutation
module.
By Theorem 3.2, M is isomorphic to a direct summand of DT (f ) for a uniquely determined
f ∈ DP(P ). It follows from the definition of DT (f ) that there exists some endopermutation
module N0 for P over Fp such that
DT (f ) 	 K ⊗Fp N0.
Write N0 = I1 ⊕ · · · ⊕ In as a direct sum of indecomposable P -modules over Fp . The I1, . . . , In
are indecomposable endopermutation modules for P over Fp . By [3, Theorem 6.6], it fol-
lows that each one is absolutely indecomposable. Hence, K ⊗Fp Ii is an indecomposable P -
module over K for i = 1, . . . , n. Hence, by the Krull–Schmidt Theorem, for some i we have
M 	 K ⊗Fp Ii , a final contradiction. 
Corollary 3.4. Let P be a finite abelian p-group, let K be a finite field of characteristic p, and
let F be a subfield of K . Let M be an endopermutation module for P over K . Then, M viewed as
a P -module over F is an endopermutation module for P over F . Furthermore, if M is capped
as a P -module over K , then M is also capped as a P -module over F .
Proof. By Theorem 3.3, there exists an endopermutation module M0 for P over the prime field
Fp such that, as modules, we have
M 	 K ⊗Fp M0.
Set M1 = F ⊗Fp M0. Then M1 is an endopermutation P -module over F . Hence, M 	 K ⊗F M1
is isomorphic, as a module over F , to a direct sum of [K : F ] copies of isomorphic copies of the
endopermutation module M1. Hence, M is an endopermutation module for P over F as desired.
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the P -module EndK(M) over K has a trivial direct summand. Since the indecomposable direct
summands of EndF (M1) are permutation modules, they are absolutely indecomposable. Since
EndK(M) 	 K ⊗F EndF (M1), it follows that one of these must be a trivial module. Therefore
M1 is capped. It then follows that M is capped as a P -module over F . 
Definition 3.5. With the hypotheses and notation of Definition 3.1, let f ∈ DP(P ). Then we
denote by Autf (P ) the group of all automorphisms σ ∈ Aut(P ) such that, for all H ∈ S(P ), we
have f (σ (H)) = f (H).
Definition 3.6. Let A be any P -algebra over F . Given two subgroups H ⊆ K of P , we let AKH
to be the set of traces from H to K for elements of CA(H) = AH . We let I(A) be the sum of all
APH where H runs through all the proper subgroups of P . (Of course, if P = 1, then I(A) = 0.)
Remark 3.7. It is easy to see, and proved in [3], that I(A) is an ideal of AP . Furthermore, if K is
a (normal) subgroup of P , and K acts trivially on A, then we may also view A as a P/K-algebra
over F . However, the two corresponding meanings of I(A) coincide in this case, because if Q is
a proper subgroup of P such that KQ = P , then APQ = 0 as F has characteristic p and [P : Q]
is divisible by p.
Proposition 3.8. Let p be a prime, P be a finite abelian p-group, F a finite field in character-
istic p, and M a capped endopermutation P -module. Set A = EndF (M) as a P -algebra, and
I = I(A). Write M as a direct sum of indecomposable submodules
M = N1 ⊕ · · · ⊕Nk ⊕Nk+1 ⊕ · · · ⊕Nα,
where the N1, . . . ,Nk are exactly the ones whose vertex is P , and let ei for i = 1, . . . , α be
the projections onto each direct summand corresponding to this decomposition. Then, k  1,
e1, . . . , eα is a full set of orthogonal primitive idempotents of AP , for all 1 i, j  k, we have
Ni 	 Nj as P -modules, and AP /I is isomorphic the algebra of all k by k matrices over F .
Furthermore, the e1 + I, . . . , ek + I form a full set of orthogonal primitive idempotents of AP /I .
Proof. The result holds if P = 1, so we assume that P = 1. Since M is capped, k  1. Further-
more, e1, . . . , eα is a full set of orthogonal primitive idempotents of AP . By Theorem 3.8 in [3],
all indecomposable direct summands of M whose vertex is P are isomorphic to each other. We
let N be such that N 	 Ni for i = 1, . . . , k. By Lemma 3.5 in [3], dimF (AP /I) is the multi-
plicity of the trivial P -module as a direct summand of the P -module A. By Lemma 6.4 in [3],
the multiplicity of the trivial module as a direct summand in the P -module EndF (N) is 1. Since
the vertex of any indecomposable direct summand of a tensor product of two indecomposable
modules, one of which has as vertex a proper subgroup of P will have vertex a proper subgroup
of P , it follows that the multiplicity of the trivial module as a direct summand of EndF (M) is k2.
Hence, k2 = dimF (AP /I). For similar reasons, the multiplicity of the trivial module as a direct
summand of (ek+1 + · · · + eα)A is zero, and ej ∈ I for k + 1 j  α. On the other hand, since
the N occurs as a direct summand of M with multiplicity k, the algebra AP contains a subalgebra
B whose identity is 1B = e1 + · · · + ek and such that B is isomorphic to the algebra of k by k
matrices over F . Since k  1, and 1 − 1B ∈ I , we get that 1B /∈ I . Since B is a simple algebra,
it follows that it projects isomorphically onto AP /I . By Corollary 2.5, ei + I is either primitive
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idempotents of AP /I . Since such a set need to contain (for example by Theorem 2.6) k primitive
idempotents, it follows that ei + I is a primitive idempotent for i = 1, . . . , k. The proposition
follows. 
Definition 3.9. Let R be a ring and let P be a subgroup of R×. Then we call the normalizer of
P in A the set
NR(P ) =
{
r ∈ R×: rP r−1 = P }.
The normalizer is then a subgroup of R×.
Theorem 3.10. With the hypotheses and notation of Definition 3.1, let f ∈DP(P ). Let M be a
capped indecomposable module associated with the parameter f by Dade’s Classification Theo-
rem 3.2, and let ρ :P → EndF (M)× be the representation homomorphism. Let I = I(EndF (M))
as in Definition 3.6, viewing EndF (M) as a P -algebra under conjugation. Then, I is an ideal of
EndFP (M) of codimension one, and (1 + I )× is a normal subgroup of NEndF (M)(ρ(P )). Fur-
thermore, there exists a map
r : Autf (P ) → EndF (M)×
such that, for all g ∈ P , σ ∈ Autf (P ), we have
r(σ )ρ(g)r(σ )−1 = ρ(σ(g)),
and r composed with the natural projection
NEndF (M)
(
ρ(P )
)→ NEndF (M)(ρ(P ))/(1 + I )×
is a group homomorphism.
Proof. By Proposition 3.8, we have that I is an ideal of EndFP (M) of codimension one. As
remarked earlier, I can be computed also from the ρ(P )-algebra structure of EndF (M). Since
NEndF (M)(ρ(P )) acts as ring automorphisms on EndF (M) sending elements fixed under a partic-
ular proper subgroup of ρ(P ) to elements fixed under another proper subgroup of ρ(P ), we get
that NEndF (M)(ρ(P )) normalizes I , and acts by automorphisms on the monoid 1 + I . It follows
that NEndF (M)(ρ(P )) normalizes (1 + I )×. Set M1 =DT (f ) and let
ρ1 :P → EndF (M1)×
be the corresponding representation homomorphism. By Dade’s Theorem 3.2, M1 has indecom-
posable direct summands with vertex P , and M is isomorphic to any one of them. We identify
M with one such direct summand, and we let e be the projection onto M arising from this direct
decomposition. Then e ∈ EndFP (M1) is a primitive idempotent, M = eM1, and the restriction of
e to M is the identity. We further identify EndF (M) with eEndF (M1)e in the usual way. With
this identification, for all g ∈ P we have
ρ(g) = eρ1(g)e.
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Now σ induces a group isomorphism P/H → P/σ(H) which induces a ring isomorphism
F(P/H) → F(P/σ(H)), and we denote by
P(σ,1,H) :NH → Nσ(H)
the restriction of this ring isomorphism to the radicals. P(σ,1,H) is a vector space isomorphism.
We have, for all g ∈ P , v ∈ NH ,
P(σ,1,H)(g · v) = σ(g) ·P(σ,1,H)(v)
where · denotes the module operation.
If N is any module, we denote by N∗ the dual module, and we use ∗ to denote the dual module
action. Furthermore, if α is a linear map, we denote by α∗ the dual map. We set P(σ,−1,H) =
P(σ−1,1, σ (H))∗. Hence,
P(σ,−1,H) :N∗H → N∗σ(H)
is a linear isomorphism. Now, for all g ∈ P , v ∈ Nσ(H), we have
P(σ−1,1, σ (H))(g · v) = σ−1(g) ·P(σ−1,1, σ (H))(v).
We use this equation with g replaced by σ(g−1) below. For all f ∈ N∗H , we have
(P(σ,−1,H)(g ∗ f ))(v) = f (g−1 ·P(σ−1,1, σ (H))(v))
= f (σ−1(σ (g−1)) ·P(σ−1,1, σ (H))(v))
and
(
σ(g) ∗P(σ,−1,H)(f ))(v) = (P(σ,−1,H)(f ))(σ (g−1) · v)
= f (P(σ−1,1, σ (H))(σ (g−1) · v)).
It follows that, for all g ∈ P , f ∈ N∗H , we have
P(σ,−1,H)(g ∗ f ) = σ(g) ∗P(σ,−1,H)(f ).
Now N⊗0H = F , and we define P(σ,0,H) :N⊗0H → N⊗0σ(H) to be the identity map. For n > 0, we
define
P(σ,n,H) :N⊗nH → N⊗nσ(H)
by taking the tensor of n copies of P(σ,1,H), and similarly, for n < 0, we define P(σ,n,H) by
taking the tensor of −n copies of P(σ,−1,H). Hence, for all n ∈ Z,
P(σ,n,H) :N⊗n → N⊗nH σ(H)
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g ∈ P , v ∈ N⊗nH ,
P(σ,n,H)(g · v) = σ(g) ·P(σ,n,H)(v).
Notice, in addition that, for all σ, τ ∈ Autf (P ), n ∈ Z, and H ∈ S(P ), it follows from our defin-
ition that the composition
P(τ,n,σ (H))P(σ,n,H) =P(τσ,n,H).
Now define, for each σ ∈ Autf (P ),
P(σ ) :DC(f ) →DC(f )
by setting, for all c ∈DC(f ), H ∈ S(P ),
(P(σ )(c))(H) =P(σ,f (H),σ−1(H))(c(σ−1(H))).
Since σ ∈ Autf (P ), P(σ )(c) ∈ DC(f ). Furthermore, P provides an action of Autf (P ) on
DC(f ), and, for each σ ∈ Autf (P ), we have P(σ ) :DC(f ) →DC(f ) is a bijection. The com-
position
DT F(f )P(σ ) :DC(f ) →DT (f )
is multilinear, and we denote by r1(σ ) the corresponding linear automorphism of DT (f ) = M1.
Now
r1 : Autf (P ) → EndF (M1)×
is a group homomorphism. Furthermore, M1 has two P -module structures on it, and they are
related by the identity
r1(σ )ρ1(g)r1(σ )
−1 = ρ1
(
σ(g)
)
for all σ ∈ Autf (P ) and all g ∈ P . Indeed, looking at the action of r1(σ )ρ1(g) and ρ1(σ (g))r1(σ )
on elementary tensors, we see that they coincide on them, which implies that they are in fact
equal linear maps, and the identity above follows. In particular, the image of r1 is contained in
the normalizer in EndF (M1) of ρ1(P ).
Let R = EndF (M1), and we view R as a P -algebra under conjugation. Let J = I(R) as in
Definition 3.6. By Theorem 3.2 the multiplicity of the M as a direct summand of M1 is 1. Hence,
by Proposition 3.8, we have F 	 RP /J . Now e is a primitive idempotent of the finite ring RP
whose coset modulo J is the identity of RP /J .
We are now ready to define a map r. Let σ ∈ Autf (P ). Then, r1(σ ) normalizes ρ1(P ), and
so it normalizes J . Now r1(σ )e is a primitive idempotent of RP whose coset modulo J is the
identity. Hence, by Theorem 2.6, there exists some r(σ ) ∈ (1 + J )× such that r1(σ )e = r(σ )e. We
set r2(σ ) = r(σ )−1r1(σ ), and we set r(σ ) = er2(σ ). Since r2(σ ) commutes with e, the second
map we defined satisfies
r : Autf (P ) → EndF (M)×.
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have
r(σ )ρ(g) = er(σ )−1r1(σ )ρ1(g) = ρ
(
σ(g)
)
r(σ ),
so that r satisfies the required identity. Let σ1, σ2 ∈ Autf (P ). Since (1 + J )× is normalized by
r1(σ1) and r1(σ2), we have that
r2(σ1)r2(σ2)r2(σ1σ2)
−1 ∈ (1 + J )×.
This implies that r(σ1)r(σ2)r(σ1σ2)−1 is in (1 + I )×. Hence, r composed with the natural pro-
jection
NEndF (M)
(
ρ(P )
)→ NEndF (M)(ρ(P ))/(1 + I )×
is a group homomorphism. This completes the proof of the theorem. 
Theorem 3.11. Let p be a prime, P0 be a finite abelian p-group, F a finite field of character-
istic p, and M a capped endopermutation P0-module over F . Let A = EndF (M), viewed as a
P0-algebra under conjugation, B = AP0 and I = I(A). Let P be the image in A× of P0 under
the representation homomorphism. Then, there exists a group homomorphism
φ : NA(P ) → (B/I)×
which extends the natural projection B× → (B/I)×.
Proof. It is enough to prove the result for the case when P0 = P , so we assume this. By Theo-
rem 3.8 in [3], we know that all indecomposable direct summands of M with vertex P are isomor-
phic to each other. By Theorem 3.2, their isomorphism class is described by a single f ∈DP(P ).
Let N be an indecomposable direct summand of M with vertex P . Let τ : NA(P ) → Aut(P ) be
the natural homomorphism whose kernel is CNA(P )(P ). For each n ∈ NA(P ), then nN is an in-
decomposable direct summand of M with vertex P . It follows that nN 	 N , and this implies
that τ(n) ∈ Autf (P ). Hence, we view τ as τ : NA(P ) → Autf (P ).
We use the notation of Proposition 3.8. Furthermore, we set e = e1 and N = eM . We identify,
in the usual way, EndF (N) with eAe, and this preserves the P -algebra structure. The represen-
tation homomorphism corresponding to N can be viewed as the map P → (eAe)× given by
g → eg. It follows from Definition 3.6 that I(EndF (N)) = I(eAe) = eIe. By Theorem 3.10,
eIe is an ideal of eAP e of codimension one, and (e + eIe)× is a normal subgroup of NeAe(eP ).
Furthermore, there exists a map
r : Autf (P ) → (eAe)×
such that, for all g ∈ P , σ ∈ Autf (P ), we have
r(σ )eg = eσ (g)r(σ ),
and r composed with the natural projection
NeAe(eP ) → NeAe(eP )/(e + eIe)×
is a group homomorphism.
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have nei = ei for i = 1, . . . , k, and en ∈ r(τ (n))(e + eIe)×. Now K0 is a subgroup of NA(P ).
We know that (1 + I )× is a normal subgroup of NA(P ). We set K = (1 + I )×K0. Then K is
a subgroup of NA(P ). Furthermore, every element of K acts trivially by conjugation on B/I .
In particular, K centralizes B×/(1 + I )×. Suppose that n ∈ B× ∩ K0. Then, τ(n) = 1. Since r
composed with the projection (eBe)× → (eBe)×/(e + eIe)× is a group homomorphism, this
implies that en ∈ (e + eIe)×. Since n acts trivially by conjugation on B/I , and B/I is a full
matrix algebra over F , we have that we may write n = λ + i for some λ ∈ F× and i ∈ I . Then,
λe+ ei ∈ (e+ eIe). Since eBe/eIe is not zero, and the coset of e is its identity, this implies that
λ = 1, and so n ∈ (1 + I )×. Hence, B× ∩ K0 ⊆ (1 + I )×. By Dedekind’s Lemma, this implies
that B× ∩K = (1 + I )×(B× ∩K0) = (1 + I )×.
Suppose that B×K = NA(P ). Then, let n ∈ NA(P ) but n /∈ B×K . Since B/I is a full matrix
algebra and n acts as some automorphism of it, by the Skolem–Noether Theorem, there exists
some b ∈ B× such that m = bn ∈ NA(P ), m acts trivially by conjugation on B/I , and m /∈ B×K .
Now e1, . . . , ek and me1, . . . , mek satisfy the hypotheses of Theorem 2.6, with B in the place
of R. It follows that there exists some b1 ∈ (1 + I )× such that, setting m1 = b1m, then m1
stabilizes each of e1, . . . , ek . We have m1 /∈ B×K , and m1 acts trivially by conjugation on B/I .
Since eBe/eIe 	 F , and em1 ∈ (eBe)× as m1 centralizes e, there exists some λ ∈ F× such
that eλm1 ∈ r(τ (m1))(e + eIe)×. Now λm1 ∈ K0 and λ ∈ B×, and this implies that m1 ∈ B×K ,
a contradiction. Hence, B×K = NA(P ). Since K centralizes B×/(1 + I )×, we have that K is a
normal subgroup of B×K = NA(P ).
Since K ∩B× = (1 + I )×, the natural projection B× → NA(P )/K is a surjective homomor-
phism with kernel (1 + I )×. This yields an isomorphism of B×/(1 + I )× with NA(P )/K . We
take
φ : NA(P ) → B×/(1 + I )×
to be the inverse of this isomorphism preceded by the natural projection NA(P ) → NA(P )/K .
Since φ is a group homomorphism which extends the natural projection B× → B×/(1 + I )×,
this completes the proof of the theorem. 
4. Dade P -algebras
In some of the applications of the above results on endopermutation modules, we will be
originally given a P -algebra rather than a P -module. It is therefore convenient to use the concept
of Dade P -algebras, see Definition 4.3 below. We begin by noticing that, in our context, the P -
algebra structure is always uniquely effected by a group homomorphism into the group of units
of the algebra.
Proposition 4.1. Let F be a finite field of characteristic p, and let P be a finite p-group. Let
A be a P -algebra over F which is a central simple algebra over F . Then there exists a unique
group homomorphism
φ :P → A×
such that, for all g ∈ P , a ∈ A, we have ga = φ(g)aφ(g)−1.
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This defines
φ˜ :P → A×/F×
and φ˜ is a group homomorphism. Let P0 be the pullback in A× of φ˜(P ). Then, P0 is a finite
group, and it can be written as P0 = F× × P1 where P1 is the unique Sylow p-subgroup of P0.
For each g ∈ P , φ˜(g) has a unique p-element, and it is in P1. We set φ(g) to be this element.
Then φ is a group homomorphism, and satisfies the conditions of the proposition. Suppose we
had a second homomorphism φ1 :P → A×, then for all g ∈ P , the element φ1(g) is a p-element
of φ˜(g), and hence, φ1(g) = φ(g). Hence, φ is unique, as desired. 
Remark 4.2. It is worth pointing out that the previous result may be false if F is not perfect.
Indeed, let F = F2(x) and P = Z/2Z and
ν =
(
0 x
1 0
)
.
Setting A to be the full matrix algebra of two by two matrices over F , we have an action of P on
A which, for the generator of P , is conjugation by ν. Then A is a P -algebra over F , but there is
no group homomorphism as in Proposition 4.1.
Definition 4.3. Let P be a finite abelian p-group and F a finite field of characteristic p. We say
that A is a Dade algebra if A is a P -algebra over F , it is a full matrix algebra over F , and when
A is viewed as a P -module over F , it is a permutation module which contains at least one trivial
direct summand.
Remark 4.4. If A is a Dade algebra, then it can be identified with the full algebra of endo-
morphisms of some finite dimensional module M , and, by Proposition 4.1, M has uniquely
a structure of an endopermutation module. Furthermore, by [3, Proposition 3.9], M is then a
capped endopermutation P -module over F . Hence, Dade algebras are the full endomorphism
algebras of capped endopermutation modules.
Theorem 4.5. Let P be a finite abelian p-group, k a finite field of characteristic p, and as-
sume that P fixes every element of k. Let B be a Dade P -algebra over k. Then, by Proposi-
tion 4.1, there is a uniquely defined homomorphic image P1 of P which effects the action of P
on B . Furthermore, there exist E1 and E2, full matrix algebras over Fp , non-zero homomor-
phisms ρ1 :B → E1 and ρ2 :BP /I(B) → E2 of algebras over Fp , and a group homomorphism
φ : NE1(ρ1(P1)) → E×2 such that all of the following hold:
(1) CE1(ρ1(B)) = ρ1(k);
(2) CE2(ρ2(BP /I(B))) = ρ2(k);
(3) for all c ∈ (BP )×, we have ρ2(c + I(B)) = φ(ρ1(c)).
Proof. Since B is a Dade P -algebra over k, there exists a capped endopermutation P -module
M over k such that B may be identified with Endk(M). We set E1 = EndFp (M), and we let
ρ1 :B → E1 be the identification of B with a subalgebra of E1. It follows that CE1(ρ1(B)) =
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Hence, E1 is a Dade P -algebra over Fp . We set E2 = EP1 /I(E1). By Proposition 3.8, E2 is a
full matrix algebra over Fp . If c ∈ BP , then ρ1(c) ∈ EP1 , and if j ∈ I(B), then ρ1(j) ∈ I(E1).
We then define ρ2 :BP /I(B) → E2 by setting ρ2(c + I(B)) = ρ1(c) + I(E1) for all c ∈ BP .
By Theorem 3.3, there is an endopermutation P -module M0 over Fp such that M 	 k ⊗Fp M0.
Proposition 3.8 tells us how to calculate the rank of the full matrix algebras E2 and BP /I(B).
Let α be the number of indecomposable summands in a direct sum decomposition of M0 which
are capped. Then E2 is a full matrix algebra over Fp of rank [k : Fp]α, and BP /I(B) is a full
matrix algebra over k of rank α. It follows that CE2(ρ2(BP /I(B))) = ρ2(k). By Theorem 3.11,
there exists a group homomorphism
φ : NE1
(
ρ1(P1)
)→ E×2
such that φ(a) = a + I(E1) for all a ∈ (EP1 )×. Let c ∈ (BP )×. Then ρ2(c + I(B)) = ρ1(c) +
I(E1). Since ρ1(c) ∈ E×1 , it follows that
ρ2
(
c + I(B))= φ(ρ1(c)).
This completes the proof of the theorem. 
5. G-algebras over Qp
In this section, we prove the general results we need about G-algebras over the p-adic
field Qp . We show how, in some cases, the structure over the p-adics can be computed from
the structure over the residue field. We also indicate how to calculate, for the cases we need, the
element of the Brauer–Clifford group over the p-adic field.
Lemma 5.1. For i = 1,2, let Fi be a field extension of the field of p-adic numbers Qp , which
is contained in a field extension of Qp by a primitive ni th root of unity for some integer ni not
divisible by p. Let Ri be the integral closure of Zp in Fi . Then pRi is the unique maximal ideal of
Ri , and we call Ri/pRi the residue field of Fi . Furthermore, for each field isomorphism between
the residue fields
φ :R1/pR1 → R2/pR2
there is a unique field isomorphism
σ :F1 → F2
which fixes every element of Qp and such that, for every r ∈ R1, we have
φ(r + pR1) = σ(r)+ pR2.
Proof. We assume without loss that both F1 and F2 are contained in the same field extension
F of Qp by the same primitive n-root of unity, for n = n1n2. Let R be the ring of integers
of F over Zp . By [12, IV, Proposition 16], the extension F/Qp is unramified. It follows that
pR is the unique maximal ideal of R, and, for the intermediate extensions, pRi = Ri ∩ pR is
2188 A. Turull / Advances in Mathematics 217 (2008) 2170–2205the unique maximal ideal of Ri . Set k = R/pR. Again by [12, IV, Proposition 16], the Galois
group Gal(F/Qp) is canonically isomorphic to the Galois group of k as an extension of its prime
field Fp . For i = 1,2, let πi :Ri → R/pR be the projection homomorphism. The kernel of πi
is pRi , and we denote by ki its image. Suppose now that we are given the isomorphism φ. This
yields a corresponding isomorphism φ1 : k1 → k2. Now, k1 and k2 are isomorphic, which implies
that they are equal. Hence,
Gal(F/F1) 	 Gal(k/k1) = Gal(k/k2) 	 Gal(F/F2).
This implies that F1 = F2. Now Gal(F1/Qp) is isomorphic to the Galois group Gal(k1,Fp).
Hence, there exists an isomorphism σ :F1 → F2 such that, for all r ∈ R1, we have π2(σ (r)) =
φ1(π1(r)). This implies that σ(r) ∈ φ(r + pR1). It follows that σ satisfies the required condi-
tions. Furthermore, the explicit isomorphism from Gal(F1/Qp) to Gal(k1/Fp) guarantees the
uniqueness of σ . 
Proposition 5.2. Let p be a prime and let H be a finite p′-group. Let ψ ∈ Irr(H). We view
ψ as having values in Qp , the algebraic closure of the field of p-adic numbers. We let eψ be
the central idempotent associated with ψ , we let ωψ be the central character, and we let e be
the sum of all the distinct idempotents conjugated from eψ by Gal(Qp/Qp). Set Fh = eZ(QpH),
Rh = eZ(ZpH), and kh = Rh/pRh, and F = Qp(ψ), R to be the valuation ring of F , and k to be
the residue field of Qp(ψ). Then ωψ provides an isomorphism from the field extension of Fh/eQp
to Qp(ψ)/Qp , ωψ(Rh) = R, and ωψ induces a field isomorphism ωψ : kh → k. Furthermore,
Rh is the ring of integers of Fh over eZp , pRh is the unique maximal ideal of Rh, and kh is the
residue field of Fh, and restriction provides an isomorphism
Gal(Fh/eQp) 	 Gal(kh/Fp),
where Fp is the prime field of kh.
Proof. The restriction of ωψ to Fh provides an isomorphism of field extensions between Fh/eQp
and Qp(ψ)/Qp . Hence, Fh is a field extension of eQp contained is a field extension of eQp by a
primitive |H |th root of 1. It then follows from [12, IV, Proposition 16], that Fh is an unramified
extension of eQp , and, by [12, II, Proposition 3], Fh is a complete discrete valuation field. Let S
be the ring of integers of Fh over eZp . By Lemma 5.1, pS is the unique maximal ideal of S, and
S/pS is the residue field of F . Since the central characters take on algebraic integer values on
the standard basis for the center Z(ZpH) of the group algebra, we have that Rh ⊆ S. Since Rh is
generated as an algebra over eZp by a finite set of algebraic integer elements, it follows that Rh
is finitely generated as a Zp-module. Hence, Rh is compact. This implies that if r ∈ Rh projects
to the identity in S/pS, then it has an inverse in Rh. The image of Rh in S/pS is a finite integral
domain, so it is a subfield. Suppose r ∈ Rh is not in Rh ∩ pS, then it is invertible in Rh, because
we can first multiply it by an element of Rh in such a way that the product will project to the
identity of S/pS, and then by another element of Rh to obtain the identity. Hence, Rh is a local
ring and Rh ∩pS is its maximal ideal. Since eZp is Noetherian and Rh is a homomorphic image
of a polynomial ring in eZp , we have that Rh is Noetherian. Therefore, by [12, I, Proposition 2],
Rh is a discrete valuation ring. By [12, I, Proposition 3], this implies that Rh is integrally closed.
As Fh is the field of fractions of Rh, this implies that S = Rh. Therefore, pRh is the unique
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from Lemma 5.1. 
Theorem 5.3. Assume the hypotheses and notation of Proposition 5.2. Set A = eQpH , A0 =
eZpH , and B = A0/pA0. Let M be any irreducible A-module, let M0 be any non-zero finitely
generated A0-submodule of M , and let V = M0/pM0. Then
(1) M is a vector space of dimension ψ(1) over Fh, and M provides an isomorphism A →
EndFh(M).
(2) Viewing M as a vector space over Qp(ψ) via ωψ , then the map which assigns to each h ∈ H
the action of eh on M gives M the structure of an H -module over Qp(ψ) which affords the
character ψ .
(3) M0 is a free Rh-module of rank ψ(1), and the corresponding representation provides an
isomorphism A0 → EndRh(M0).
(4) V is a vector space of dimension ψ(1) over kh, V is also a B-module, and the module
structure of V provides an isomorphism B → Endkh(V ).
(5) In particular, the algebras A, A0 and B are isomorphic to full matrix algebras of rank ψ(1)
respectively over Fh, Rh and kh. We have Z(A) = Fh, Z(A0) = Rh, and we identify kh with
Z(B).
Proof. Since H is a p′-group, the Schur indices over Qp of its characters are all 1. Hence,
eψQp(ψ)H is a full matrix algebra, and all its irreducible modules are isomorphic to each other,
can be viewed as a vector space of Q(ψ) of dimension ψ(1), and give rise to a representation
of H affording the character ψ . The map A → eψQp(ψ)H which multiplies every element
by eψ is an isomorphism of algebras over Qp . The restriction of this map to Fh is also the
restriction of the central character ωψ . Hence, (1) and (2) hold. Since A0 is finitely generated
as an Rh-module, it follows that M0 is finitely generated as an Rh-module. Since it is torsion
free and Rh is a principal ideal domain, it follows that M0 is a free Rh-module. The Fh-span
of M0 is a non-zero A-submodule of M , so it is M . It follows that M0 has rank ψ(1) as an
Rh-module, and that the representation homomorphism A0 → EndRh(M0) is injective. Since A0
is a finitely generated Rh-module, it has an Rh-basis, say e1, . . . , en. This basis is also a basis
for A over Fh, and, in particular, n = ψ(1)2. Since H is a p′-group, the reduction modulo p
of M is absolutely irreducible, so that the representation B → Endkh(V ) is surjective. Since
dimkh(B) n, it follows that the projections e1, . . . , en of e1, . . . , en in B form a kh-basis for B ,
and the representation B → Endkh(V ) is an isomorphism. In particular, (4) holds. Suppose there
is some element of EndRh(M0) which is not in the image of A0. By (1), there must be coefficients
λi ∈ Fh such that λ1e1 + · · · + λnen is represented by this element. At least one of the λi /∈ Rh.
By multiplying by an appropriate power of p, we may assume that all λi ∈ p−1Rh. Furthermore,
by subtracting an appropriate linear combination, we may assume that all coefficients are either
zero or they are in p−1Rh but not in Rh. This implies that there is an element a0 ∈ A0 such
that a0 projects to a non-zero element a0 ∈ B , and p−1a0 maps to EndRh(M0). Since a0 = 0,
there exits some v ∈ M0 such that a0 · v /∈ pM0. It follows that p−1a0 · v /∈ M0, which is a
contradiction. Hence, the representation A0 → EndRh(M0) is surjective, and (3) holds. Finally,
(5) follows immediately from the other results. 
Lemma 5.4. Let F be a finite extension of Qp contained in an extension of Qp by a p′th root
of 1. Let R be its valuation ring, let k = R/pR be the residue field, and let O be the subgroup of
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projection, and, as groups, R× = O × (1 + pR). Furthermore, if d is any positive integer not
divisible by p, then taking d th powers is an automorphism of the multiplicative group (1 +pR).
Proof. By [12, IV, Proposition 16], F is absolutely unramified. Hence, the structure of R is given
in [12]. It follows that there is a subgroup O ′ of R× such that the natural projection provides
an isomorphism from O ′ to k×. The kernel of the multiplicative projection map, 1 + pR, is a
multiplicative subgroup of R×, and R× = O ′ × (1 + pR). For each n  1, the projection of
1 + pR to (R/pnR)× has an image which is of order a power of p. Hence, if any element of
finite p′ order of 1 + pR is the identity. Hence, O = O ′. Since 1 + pR is an abelian group,
taking d-powers in it is an endomorphism which we denote by φ. Since every element of ker(φ)
has order dividing d , and d is prime to p, it follows that ker(φ) = 1, and φ is injective. Let
r ∈ R. Then, there exits some sn ∈ R such that (1 + psn)d ≡ (1 + pr) mod pnR, and 1 + psn
is unique modulo pnR. Since R is complete, it follows that there exists some s0 ∈ R such that
(1 + ps0)d = 1 + pr . Hence, taking d-powers is an automorphism of 1 + pR as desired. 
We are now ready to calculate the invariants associated with the Clifford theory for an impor-
tant special case. There are two ingredients. First is the center algebra. Once the center algebra
is known, we have the Brauer–Clifford group associated with this center algebra, and we need to
calculate a specific element in it. First, we recall from [15] the definition of the center algebra.
Definition 5.5. Let G be a finite group, let π :G → G be a surjective group homomorphism,
let H = ker(π), and let ψ be an irreducible character of a subgroup of G that contains H .
Let θ1 be an irreducible character of H which is contained in the restriction of ψ to H , let
θ1, . . . , θr ∈ Irr(H) be the G × Gal(F/F )-orbit of θ1, and let eθ1, . . . , eθr be the corresponding
primitive central idempotents of Z(FH). Set e = eθ1 + · · · + eθr . Then e ∈ Z(FH), and we set
F0 = e(FH ∩ Z(FG)). We define the center algebra of ψ with respect to π and F to be the G-
algebra eZ(FH) over F0, and we denote it by Z(ψ,π,F ), or, if the base field F is understood, by
Z(ψ,π). For each θ ∈ {θ1, . . . , θr}, the central character associated with θ , restricts non-trivially
to a map
ωθ : Z(ψ,π,F ) → F
which we also call the central character associated with θ .
In the situation of Definition 5.5, set Z = Z(ψ,π,F ). In [15], we saw that BrClif(G,Z) is
an abelian group, and how to obtain a unique element ψ,π,F  ∈ BrClif(G,Z), which controls
the Clifford theory. In [16], we show that BrClif(G,Z) has a subgroup FMBrClif(G,Z), and a
group isomorphism
h : FMBrClif(G,Z) → H 2(G,Z×).
Hence, in certain cases, ψ,π,F  can be uniquely described by an element h(ψ,π,Z) ∈
H 2(G,Z×). In our next theorem, we show how to calculate the center algebra and the element
of the Brauer–Clifford group in terms of a 2-cocycle in an important special case.
Theorem 5.6. Assume the hypotheses and notation of Theorem 5.3. Suppose that H is a normal
subgroup of a finite group G, and suppose that G is a finite group and π :G → G is a surjective
A. Turull / Advances in Mathematics 217 (2008) 2170–2205 2191group homomorphism with ker(π) = H . Assume that every element of G sends ψ to one of its
Galois conjugates over Qp . Notice that, by conjugation, B is a G-algebra over Fp . Then, there
exists a full matrix algebra D over Fp and a non-zero homomorphism ρ :B → D of algebras
over Fp such that CD(ρ(B)) = ρ(kh). Furthermore, for every choice of ρ and D, all of the
following hold:
(1) Z(ψ,π,Qp) = Fh.
(2) ψ,π,Qp ∈ FMBrClif(G,Fh).
(3) There exists a function f :G → D× such that all the following hold:
(a) For all g ∈ G, b ∈ B , we have ρ(gb) = f (g)ρ(b).
(b) For all h ∈ H , we have f (h) = ρ(he + pA0).
(c) For all g ∈ G, h ∈ H , we have f (gh) = f (g)f (h), and f (hg) = f (h)f (g).
(4) For any f as in (3), for all g1, g2 ∈ G, f (g1)f (g2)f (g1g2)−1 ∈ ρ(k×h ).
(5) h(ψ,π,Qp) can be represented by any κ−1, for κ obtained as follows. Let Oh be the
subgroup of R×h of all torsion elements of F× of p′ order, and let bh : k×h → Oh be the
group isomorphism inverse to the projection, see Lemma 5.4. Then set κ :G × G → F×h to
be defined by, for all g1, g2 ∈ G,
κ(g1, g2) = bh
(
ρ−1
(
f (g1)f (g2)f (g1g2)
−1))
for all g1, g2 ∈ G such that π(g1) = g1, and π(g2) = g2.
Proof. By Theorem 5.3, B is isomorphic to a full matrix algebra over kh, so all its irreducible
modules are isomorphic to V . Therefore, setting D = EndFp (V ) and letting ρ be the representa-
tion homomorphism, we obtain D and ρ satisfying the conditions of the theorem. Suppose now
that D and ρ is any pair satisfying the conditions in the theorem. Then, for some finite dimen-
sional vector space W over Fp , D is isomorphic to EndFp (W). The homomorphism ρ followed
by the isomorphism gives to W the structure of an irreducible B-module. Since W is isomorphic
to V as B-modules, we assume without loss that D = EndFp (V ) and ρ is the representation
homomorphism.
From Definition 5.5 and the definition of Fh, we obtain Z(ψ,π,Qp) = Fh. Furthermore, since
p does not divide the order of H , the Schur index of ψ with respect to Qp is one. It then follows
from [16, Theorem 5.5] that ψ,π,Qp ∈ FMBrClif(G,Fh).
We set E1 = EndQp (M), and let ρ1 :A → E1 be the representation given by M . By [16,
Proposition 5.6], there exists a function f1 :G → E×1 such that all the following hold:
(1) For all g ∈ G, a ∈ A, we have ρ1(ga) = f1(g)ρ1(a).
(2) For all h ∈ H , we have f1(h) = ρ1(eh).
(3) For all g ∈ G, h ∈ H , we have f1(gh) = f1(g)f1(h), and f1(hg) = f1(h)f1(g).
By [16, Theorem 5.8], for any such f1, setting, for all g1, g2 ∈ G,
κ1(g1, g2) = ρ−11
(
f (g1)f (g2)f (g1g2)
−1),
for all g1, g2 ∈ G such that π(g1) = g1 and π(g2) = g2, defines a map κ1 :G×G → F×h , which
is a 2-cocycle and such that κ−1 represents h(ψ,π,Qp).1
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E0 =
{
τ ∈ E1: τ(M0) ⊆ M0
}
.
We now prove that f1 can be taken with values in E×0 . For all h ∈ H , f1(h) = ρ1(eh) ∈ E×0 . Let
g ∈R be g = 1. Since Fh is the field of fractions of Rh, a local ring with maximal ideal pRh,
and M0 is a finitely generated free Rh-module of the same rank as the dimension of M , there
exists some n ∈ Z such that ρ1(pn)f1(g)(M0) ⊆ M0 and ρ1(pn)f1(g)(M0)  pM0. We have,
for all a0 ∈ A0, that
ρ1
(
ga0
)
ρ1
(
pn
)
f1(g) = ρ1
(
pn
)
f1(g)ρ1(a0).
The four factors act on V = M0/pM0 and the image of ρ1(pn)f1(g) in EndFp (V ) is not
zero. Furthermore, gB is transitive on the non-zero vectors of V . It follows that ρ1(pn)f1(g)
is surjective on V , which implies that it induces a bijection on V . This, in turn, implies that
ρ1(pn)f1(g) ∈ E×0 . Defining f2(g′) = ρ1(pn)f1(g′) for all g′ ∈ G such that π(g′) = π(g), we
see that f1 can be taken to have values in E×0 . We assume, henceforth, that f1 takes values in E
×
0 .
The group G acts on Fh, and we let G0 be the kernel of this action, we let n0 = [G : G0],
and we let F0 = FGh . Then F0 is a subfield of Fh that contains Qpe, and there is an induced
isomorphism G/G0 	 Gal(Fh/F0). By Proposition 5.2, G/G0 is a cyclic group of order n0.
We choose γ ∈ G to be an element whose coset generates G/G0. Now ρ1 provides M with the
structure of a vector space of Fh, and dimFh(M) = ψ(1) is prime to p. For each τ ∈ EndFh(M),
we let δ(τ ) = detFh(τ ) denote the determinant of τ as a linear transformation over Fh. For each
g ∈ G0, f1(g) ∈ EndFh(M). For each g ∈ G0, since M0 is a free Rh-module of rank ψ(1), and
f1(g) ∈ E×0 , it follows that δ(f1(g)) ∈ Rh.
We next show that f1 can be further chosen in such a way that δ(f1(g)) ∈ Oh for all g ∈ G0.
Since the restriction of f1 to H is a group homomorphism and H is a finite p′-group, it follows
that, for all h ∈ H , δ(f1(h)) has finite p′ order, so that δ(f1(h)) ∈ Oh. For each g ∈ R ∩ G0
with g = 1, consider δ(f1(g)). By Lemma 5.4, we may write δ(f1(g)) = ωα where ω ∈ Oh
and α ∈ (1 + pRh). By the same lemma, we can find a β ∈ (1 + pRh) such that β−ψ(1) = α.
Setting f2(g′) = f1(g′)β for all g′ ∈ G such that π(g′) = π(g), and repeating this process for
each g ∈R∩G0, we see that f1 can be chosen in such a way that δ(f1(g)) ∈ Oh for all g ∈ G0.
We assume henceforth that f1 has also been chosen so that δ(f1(g)) ∈ Oh for all g ∈ G0.
Let B be a free Rh-basis for M0. We have chosen γ ∈ G so that its coset generates G/G0. Let
σ ∈ Gal(Fh/F0) be the element which gives the action of γ on Fh. Let σ ∈ E×1 be such that
σ
(∑
v∈B
λvv
)
=
∑
v∈B
σ(λv)v.
Then, σ−1f1(γ ) ∈ EndFh(M)×. An argument as above shows that since the dimension of M is
prime to p, there is some λγ ∈ ρ1(Fh)× such that δ(σ−1f1(γ )λγ ) ∈ Oh. Now f1(γ )λγ acts on
A by conjugation the same way as γ . It follows that (f1(γ )λγ ))n0 acts the same way as γ n0
on A, and
(
f1(γ )λγ
)n0 = σ (σ−1f1(γ )λγ ) · σ 2(σ−1f1(γ )λγ ) · · · σn0 (σ−1f1(γ )λγ ).
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δ
((
f1(γ )λγ
)n0) ∈ Oh.
If n0 = 1, then keep f1 as we have it. If n0 > 1, then we may set f2(γ ) = f1(γ )λγ , f2(g) = f1(g)
for all g ∈ G0, and if g = γ ig0, for some 1 i < n0 and g0 ∈ G0, we set f2(g) = f2(γ )if1(g0).
Hence, in any case, f1 can be further assumed to be such that f1(γ )n0 ∈ f1(γ n0)ρ1(Oh), and
such that for g = γ ig0 for 1 i < n0 and g0 ∈ G0, we have f1(g) = f1(γ )if1(g0).
Consider the subgroup of E×1 generated as follows:
Γ0 =
〈
f1(g), ρ1(ω): all g ∈ G0 and all ω ∈ Oh
〉
.
Let g1, g2 ∈ G0. Now f1(g1)f1(g2)f1(g1g2)−1 commutes with ρ1(A), so that it lies in ρ1(Fh),
and there is some λ ∈ Fh such that ρ1(λ) = f1(g1)f1(g2)f1(g1g2)−1. Since, by our choice of f1,
the determinant of each factor as a linear transformation over Fh is in Oh, the determinant of
ρ1(λ) as a linear transformation over Fh is in Oh, which implies that λ ∈ Oh. This shows that
|Γ0| |G0||Oh|, and, in particular, Γ0 is a finite group. Furthermore, f1(γ ) normalizes ρ1(Oh).
In addition, if g ∈ G0, then f1(γ g) and f1(γ )f1(g) act on ρ1(A) in the same way, so
f1
(
γ g
)(
f1(γ )f1(g)
)−1 = ρ1(λ)
for some λ ∈ Fh. The determinant of each of the two factors of ρ1(λ) is of finite p′ order, so that
λ ∈ Oh. It follows that f1(γ ) normalizes Γ0. Setting Γ = 〈f1(γ ),Γ0〉, it follows from our choice
of f1 that Γ is a finite group. It further follows from our choice of f1 that, for all g ∈ G, we have
f1(g) ∈ Γ . This implies, in turn, that, for all g1, g2 ∈ G, κ1(g1, g2) has finite p′ order, and we
have that the values of κ1 are all in Oh.
Let μ :E0 → D be the natural representation map obtained from the action of E0 on V .
Setting f = μf1 to be f1 followed by μ, we obtain a function which proves the existence part of
statement (3) of our theorem. In the particular case of our choice of f , it follows that statement
(4) holds. Furthermore, κ = bhκ1, and it follows that statement (5) also holds in this particular
case.
Now suppose f ′ :G → D× is a second function satisfying the conditions of (3). Then
there exists a function λ :G → k×h such that, f (1) = 1 and for all g ∈ G, we have f ′(g) =
f (g)λ(π(g)). We can then set up a function f2 :G → E×1 by f2(g) = f1(g)ρ1(bh(λ(π(g)))).
Then f2 satisfies similar conditions as f1, and therefore the theorem holds. 
6. The Glauberman correspondence
Remark 6.1. Let G be a finite group, and let A be a solvable group of order coprime to |G|
acting on G by automorphisms. We denote by IrrA(G) the set of irreducible A-invariant char-
acters of G. The Glauberman correspondence [6] is a natural bijection IrrA(G) → Irr(CG(A)).
A definition and some of the properties of the Glauberman correspondence can also be found in
[7]. If B is a normal subgroup of A, then the Glauberman correspondence associated with A is
also the composition of that associated with B (restricted to IrrA(G)) followed by that associated
with A/B acting on CG(B). For the case when A is a p-group for some prime, the Glauberman
correspondent of ψ ∈ IrrA(G) is the unique θ ∈ Irr(CG(A)) such that it appears with multiplicity
not divisible by p in the restriction of ψ to CG(A). The Glauberman correspondence commutes
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correspondent is the same over any base field. When A is a p-group, an argument due to Alperin
[1] provides an alternative definition for the Glauberman correspondence. In the following theo-
rem, we consider in detail the case when A is an abelian p-group for some prime. Our theorem
comes close to an explicit version over Qp of the Alperin argument, but we do not pursue it as
a definition for the Glauberman correspondence: instead we assume that the Glauberman corre-
spondence is given and satisfies the properties mentioned above, and we simply relate it to the
concepts seen earlier in this paper.
Theorem 6.2. Let p be a prime, let H be a finite p′-group, P be a finite abelian p-group act-
ing on H by automorphisms, and let C = CH (P ). Consider that characters take values in the
algebraic closure Qp of the field of p-adic numbers Qp . Let ψ ∈ IrrP (H), and let θ ∈ Irr(C)
be the Glauberman correspondent of ψ under the action of P . Let eψ be the central idempotent
associated with ψ , fθ be the central idempotent associated with θ , let e be the sum of the dis-
tinct conjugates of eψ under the action of Gal(Qp/Qp), and similarly let f be the sum of all the
Galois conjugates of fθ . We set A = eQpH , Fh = Z(A), A0 = eZpH , and B = A0/pA0; and
Ac = f QpC, Fc = Z(Ac), Ac0 = f ZpC, and Bc = Ac0/pAc0. Then, all of the following hold.
(1) The algebras Fc and Fh are isomorphic under the corresponding central character to
Qp(ψ) = Qp(θ), and we let σ :Fc → Fh be the corresponding isomorphism.
(2) σ induces an isomorphism σ : kc → kh of the residue fields.
(3) B is a Dade P -algebra over kh of rank ψ(1).
(4) The map from Ac0 to BP /I(B) which multiplies each element by e and then projects into
the quotient induces an isomorphism Bc 	 BP /I(B).
(5) Bc is a full matrix algebra of rank θ(1) over kc and the isomorphism given in (4) restricted
to the centers yields σ .
Proof. Set F = Qp(ψ). By Remark 6.1, F = Qp(ψ) = Qp(θ). Set Rh = eZ(ZpH), kh =
Rh/pRh, Rc = fZ(ZpC), and kc = Rc/pRc. Then, by Proposition 5.2, Fh is a field extension of
eQp , ωψ provides an isomorphism Fh → Qp(ψ), Rh is the ring of integers of Fh over eZp , pRh
is the unique maximal ideal of Rh, and kh = Rh/pRh is the residue field of Fh, and similarly
for Rc , pRc and kc. Hence, (1) and (2) hold. By Theorem 5.3, B is a full matrix algebra over kh
of rank ψ(1), and Bc is a full matrix algebra over kc of rank θ(1). Since the action of P fixes
eψ and all its Galois conjugates, P fixes every Qp-linear combination of the Galois conjugates
of eψ . Hence, in particular, it fixes every element of Rh, and therefore also of kh. Hence, B is a
P -algebra over kh.
Let R be the valuation ring of F . Then pR is the unique maximal ideal of R. We let k = R/pR
be the residue field of F . Let
π :RH → kH
be the natural projection homomorphism. Set B0 = π(eψ)kH and Bc0 = π(fθ )kC. Then B0 is
a full matrix algebra over k of rank ψ(1) and Bc0 is a full matrix algebra over k of rank θ(1).
Since kH is a P -permutation module, and B0 is a direct summand of kH , we have that B0
is a P -permutation module, and since the dimension of B0 over k is not a multiple of p, B0
contains a trivial direct summand. Hence, B0 is a Dade P -algebra over k. Set I = I(B0). By
Proposition 3.8, BP /I is a full matrix algebra over k. Let β be a P -permutation basis for B0.0
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dimension of BP0 /I is the number of trivial summands in the decomposition of B0 as a direct sum
of indecomposable P -permutation modules. It follows that dimk(BP0 /I) ≡ ψ(1)2 (mod p). Let
ρ :C → (BP0 /I)× be defined by ρ(c) = π(eψ)c + I . Then ρ is a group homomorphism. Since
the span of C over k plus the span over k of the set of traces of fixed points of proper subgroups
of P on H is all of (kH)P , and the map kH → B0 which multiplies every element by π(eψ)
is a P -module homomorphism and maps (kH)P onto BP0 , it follows that ρ(C) spans B
P
0 /I , in
other words, ρ is an absolutely irreducible representation of C over k. For each c ∈ C, the trace
of left multiplication by π(eψ)c on B0 can be calculated by just looking at the contribution to the
trace of the elements of β which are fixed by P , for the others give the same contribution in sets
whose cardinality is a multiple of p. Hence, the trace of multiplication by π(eψ)c on B0 equals
the trace of multiplication π(eψ)c on BP0 /I . This implies that the k-character of C afforded by ρ
times
√
dimk(BP0 /I) equals the k-character of the restriction to C of the reduction modulo p of
ψ times ψ(1). Since ψ(1) is not divisible by p, this implies that the k-character afforded by ρ is
plus or minus the restriction to C of the reduction modulo p of ψ . This means that the absolutely
irreducible representation which pulls back ρ is the only one which appears with multiplicity not
divisible by p in the restriction of ψ to C. It follows from Remark 6.1 that this means that the
representation ρ affords as k-character the reduction modulo p of θ . This implies that the map
from Bc0 to BP0 /I which multiplies each element by π(eψ) and then projects into the quotient
induces an isomorphism of k-algebras Bc0 	 BP0 /I . In particular, π(fθeψ) + I is the identity
of BP0 /I .
Let
mψ :A → eψFH
be the map obtained by multiplying each element by eψ . The map mψ is an isomorphism of
G-algebras over Qp . We view eψFH as a central simple algebra over F . The restriction of
the map mψ to the centers induces the central character ωψ restricted to Fh. Furthermore,
mψ(A0) = eψRH . Following mψ with π , we obtain an isomorphism of P -algebras B → B0,
and the map on the centers induces the isomorphism kh → k that arises from the isomorphism
Fh → F mentioned above. In particular, B is a Dade P -algebra over kh, and (3) holds. Let
mθ :Ac → fθFC
be the map obtained by multiplying each element by fθ . The map mθ is an isomorphism of alge-
bras over Qp . We view fθFC as a central simple algebra over F . The restriction of the map mθ
to the centers induces the central character ωθ restricted to Fc. Furthermore, mθ(Ac0) = eθRC.
Following mθ with π , we obtain an isomorphism Bc → Bc0 of algebras, and the map on the
centers induces the isomorphism kc → k that arises from the isomorphism Fc → F mentioned
above. The isomorphisms of the previous paragraph combined with those of this paragraph show
the required Bc 	 BP /I(B), so that (4) holds. Restricting this isomorphism to the centers of the
algebras, we obtain σ so that (4) holds. This completes the proof of the theorem. 
Remark 6.3. In the course of the proof of the theorem, we have also shown the known fact that,
in the situation of the theorem, ψ(1)2 ≡ θ(1)2 (mod p).
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Proposition 6.4. Let G be a finite group, let H be a normal subgroup of G, and let S be a
subgroup of G such that S is solvable, and (|S|, |H |) = 1. Assume that SH is a normal sub-
group of G. Let N = NG(S) and C = CH (S). Suppose ψ ∈ IrrS(H), and let θ ∈ Irr(C) be its
Glauberman correspondent under S. Set G = G/H , and, let π1 :G → G and π2 :N → G be the
projection homomorphisms so that ker(π1) = H and ker(π2) = C. Let F be a field of character-
istic zero. Then, there exists a unique isomorphism α : Z(ψ,π1,F ) → Z(θ,π2,F ) of G-algebras
over F which sends the central character associated with ψ to the central character associated
with θ .
Proof. The Glauberman correspondence gives a bijection of characters which commutes with
the action of G × Gal(F/F ). Hence, by [15, Proposition 7.4], the isomorphism α exists and is
unique. 
Theorem 6.5. Let G be a finite group, let H be a normal subgroup of G, and let S be a subgroup
of G such that S is solvable, and (|S|, |H |) = 1. Assume that SH is a normal subgroup of G.
Let N = NG(S) and C = CH (S). Suppose ψ ∈ IrrS(H), and let θ ∈ Irr(C) be its Glauberman
correspondent under S. Set G = G/H , and, let π1 :G → G and π2 :N → G be the projection
homomorphisms so that ker(π1) = H and ker(π2) = C. Let F be a field of characteristic zero
which satisfies one of the following conditions:
(1) F is algebraically closed; or
(2) for some prime p, S/CS(H) is a p-group, and F contains Qp .
Let Z1 = Z(ψ,π1,F ), and Z2 = Z(θ,π2,F ), and let α : Z1 → Z2 be the isomorphism given in
Proposition 6.4. Let
α : BrClif(G,Z1) → BrClif(G,Z2)
be the isomorphism induced by α. Then the following holds:
α
(
ψ,π1,F 
)= θ,π2,F .
Proof. Assume the theorem is false. Among all counterexamples, we pick one with |G| +
|S/CS(H)| as small as possible. If in such a counterexample S/CS(H) is a p-group for some
prime p, we pick our counterexample with F = Qp if possible. We split the proof into a number
of steps.
Step 6.5.1. The group S/CS(H) is a non-trivial elementary abelian p-group for some prime p.
Proof. Set S0 = CS(H). If S = S0, the theorem holds trivially. Hence, S/S0 is non-trivial, and we
assume that it is not elementary abelian. Now S0H is a normal subgroup of G, and it is properly
contained in SH . Let M ⊆ SH be such that M ⊇ S0H and M/(S0H) is a chief factor of G.
Since S is solvable, this chief factor will be an elementary abelian p-group, for some prime p.
Set S3 = S ∩ M . Then, M = S3H , and S3/S0 	 M/(S0H) is an elementary abelian p-group. It
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π1, so that π3 is a surjective group homomorphism and ker(π3) = C3. Let θ3 ∈ IrrS(C3) be the
Glauberman correspondent to ψ under the action of S3. Then, θ is the Glauberman correspondent
of θ3 under the action of S. Set Z3 = Z(θ3,π3,F ), let α1 : Z1 → Z3, and α2 : Z3 → Z2 be the
isomorphisms given by Proposition 6.4, and, let
α1 : BrClif(G,Z1) → BrClif(G,Z3),
α2 : BrClif(G,Z3) → BrClif(G,Z2)
be the group homomorphisms they induce. Then α = α2α1 and α = α2α1. By the minimality of
our counterexample, we have
α1
(
ψ,π1,F 
)= θ3,π3,F ,
α2
(
θ3,π3,F 
)= θ,π2,F .
This implies that the theorem holds, a contradiction. 
Step 6.5.2. Every element of G sends ψ to one of its Galois conjugates over F .
Proof. Let
J = {g ∈ G: gψ = σψ for some σ ∈ Gal(F/F )},
and assume that J = G. Let eψ be the primitive central idempotent associated with ψ , let e be
the sum of all the distinct conjugates of eψ under Gal(F/F ), and set K1 = eZ1. Let J be the
image of J under π1, and let π ′1 :J → J be the restriction of π1. Then, by [15, Proposition 7.14],
all of the following hold:
(1) K1 is a field and a direct summand of Z1;
(2) K1 = Z(ψ,π ′1,F );
(3) ψ,π1,F = IndZ1K1(ψ,π ′1,F ).
Similarly, let
J2 =
{
g ∈ N : gθ = σθ for some σ ∈ Gal(F/F )}.
Since the Glauberman correspondence commutes with conjugation and Galois action, we have
that J2 = J ∩ N . Let fθ be the primitive central idempotent associated with θ , let f be the sum
of all the distinct conjugates of fθ under Gal(F/F ), and set K2 = fZ2. Let π ′2 :J2 → J be the
restriction of π2. Then, π ′2 is a surjective group homomorphism. Then, by [15, Proposition 7.14],
all of the following hold:
(1) K2 is a field and a direct summand of Z2;
(2) K2 = Z(θ,π ′2,F );
(3) θ,π2,F = IndZ2 (θ,π ′ ,F ).K2 2
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isomorphism given in Proposition 6.4. Let
α′ : BrClif(J ,K1) → BrClif(J ,K2)
be the isomorphism induced by α′. Then
α′
(
ψ,π ′1,F 
)= θ,π ′2,F .
Since α sends the central character associated with ψ to the central character associated with θ ,
we have that α′ is the restriction of α. Then, ψ,π1,F  and θ,π2,F  are induced from elements
which correspond to each other under α. It follows that the theorem holds. A contradiction. 
Step 6.5.3. F = Qp .
Proof. Suppose F = Qp . By the above, the hypotheses of our theorem are satisfied for the
field Qp , so, by the choice of our counterexample, the conclusion is also satisfied. Hence, we
have
α
(
ψ,π1,Qp
)= θ,π2,Qp.
By [16, Corollary 5.4], this implies that the equality also holds when Qp is replaced by any alge-
braically closed field. Hence, F is not algebraically closed. It then follows from our hypotheses,
that F ⊇ Qp . Hence, by [15, Proposition 7.8], this implies that
α
(
ψ,π1,F 
)= θ,π2,F .
This is a contradiction, so F = Qp . 
We set P = S/CS(H). By Step 6.5.1, P is an abelian p-group. Furthermore, P acts on H ,
and CH (P ) = C. Hence, we have the hypotheses of Theorem 6.2. We adopt the notation of
Theorem 6.2.
Step 6.5.4. N acts by conjugation on A, the action of N preserves A0, and so N acts on B .
Furthermore, the Dade algebra structure of B over kh can be viewed as conjugation by elements
of a homomorphic image P1 ⊆ B× of P . Then, P1 is an abelian p-subgroup of B×, and P1 is
normalized by the action of N .
Proof. It follows directly from the definitions that N acts by conjugation on A, that the action
of N preserves A0, and that N acts on B = A0/pA0. By Theorem 6.2, B is a Dade P -algebra
over kh. By Proposition 4.1, there is a unique homomorphic image P1 ⊆ B× of P that effects the
P -action. The normal subgroup CS(H) of N acts trivially on A and on B . Since P is a normal
subgroup of N/CS(H), the uniqueness of P1 implies that N normalizes P1. 
Step 6.5.5. There exist E1 and E2, full matrix algebras over Fp , non-zero homomorphisms
ρ1 :B → E1 and ρ2 :BP /I(B) → E2 of algebras over Fp , and a group homomorphism
φ : NE1(ρ1(P1)) → E× such that all of the following hold:2
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(2) CE2(ρ2(BP /I(B))) = ρ2(kh);
(3) for all c ∈ (BP )×, we have ρ2(c + I(B)) = φ(ρ1(c)).
Proof. This follows immediately from Theorem 4.5. 
Step 6.5.6. There exists a function f :G → E×1 such that all the following hold:
(1) For all g ∈ G, b ∈ B , we have ρ1(gb) = f (g)ρ1(b).
(2) For all h ∈ H , we have f (h) = ρ1(he + pA0).
(3) For all g ∈ G, h ∈ H , we have f (gh) = f (g)f (h), and f (hg) = f (h)f (g).
Proof. This follows immediately from Theorem 5.6. 
Step 6.5.7. We may define a function f ′ :N → E×2 by setting f ′(n) = φ(f (n)) for all n ∈ N .
Furthermore, all the following hold:
(1) For all n ∈ N , b ∈ BP /I(B), we have ρ2(nb) = f ′(n)ρ2(b).
(2) For all c ∈ C, we have f ′(c) = ρ2((ce + pA0)+ I(B)).
(3) For all n ∈ N , c ∈ C, we have f ′(nc) = f ′(n)f ′(c), and f ′(cn) = f ′(c)f ′(n).
Proof. For every n ∈ N , by Step 6.5.4, nP1 = P1. It then follows that f (n) ∈ NE1(ρ1(P1)), and
f ′ is well defined. Let b ∈ (BP /I(B))×. By Lemma 2.2, there exists some c ∈ (BP )× such that
b = c + I(B). It follows that ρ2(nb) = φ(ρ1(nc)) = φ(f (n)ρ1(c)) = f ′(n)ρ2(b). Since the set
(BP /I(B))× spans the algebra BP /I(B) over k, it follows that for all n ∈ N , b ∈ BP /I(B),
we have ρ2(nb) = f ′(n)ρ2(b). The other two properties follow from the corresponding properties
for f , the fact that φ is a group homomorphism, and the relationship between ρ1 and ρ2. 
Step 6.5.8. For all n1, n2 ∈ N we have
ρ−11
(
f (n1)f (n2)f (n1n2)
−1)= ρ−12 (f ′(n1)f ′(n2)f ′(n1n2)−1).
Proof. The element on the right is in the center of B and the element on the left is in the center of
BP /I(B), but both centers are identified with kh. Let z = f (n1)f (n2)f (n1n2)−1. Then, since
φ is a group homomorphism, φ(z) = f ′(n1)f ′(n2)f ′(n1n2)−1. Now let z0 ∈ Z(B)× be such
that ρ1(z0) = z. Then, z0 ∈ (BP )×, and it follows that ρ2(z0 + I(B)) = φ(ρ1(z0)) = φ(z). The
equation then follows from the identifications. 
Step 6.5.9. We have that Z1 = Fh, Z2 = Fc, and α = σ−1.
Proof. By Step 6.5.2, the G × Gal(F/F) orbit of ψ is the Gal(F/F ) orbit of ψ , so that by the
definitions Z1 = Fh, and, similarly, Z2 = Fc. It follows from Theorem 6.2 and the definition of
α that α = σ−1. 
By Theorem 5.6, we have that ψ,π1,Qp ∈ FMBrClif(G,Fh), and that θ,π2,Qp ∈
FMBrClif(G,Fc). Furthermore, the same theorem tells us how to calculate a 2-cocycle repre-
sentative for h(ψ,π1,Qp) ∈ H 2(G,F×) and for h(θ,π2,Qp) ∈ H 2(G,F×c ). Furthermore,h
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Bc 	 BP /I(B) is an isomorphism of G-algebras over Fp , and we may use this isomorphism,
together with f ′ to calculate the 2-cocycle associated with h(θ,π2,Qp). It then follows from
6.5.8 that
α
(
ψ,π1,Qp
)= θ,π2,Qp.
This contradicts the fact that we have a counterexample to the theorem, and completes the proof
of the theorem. 
7. The McKay Conjecture
As an application of our theorem, we prove, for all p-solvable finite groups, the strength-
ened form [14] of the McKay Conjecture. The next lemma is an immediate consequence of the
celebrated Hall–Higman Lemma. We include a short proof for the reader’s convenience.
Lemma 7.1. Let G be a finite p-solvable group, for p some prime, and suppose that
Op′,p(G)/Op′(G) is abelian. Then
CG
(
Op′,p(G)/Op′(G)
)= Op′,p(G).
Proof. Obviously, Op′,p(G) ⊆ CG(Op′,p(G)/Op′(G)). We write
CG
(
Op′,p(G)/Op′(G)
)
/Op′,p(G) = C/Op′,p(G).
The preimage in G of Op(C/Op′,p(G)) is a normal subgroup of G, and it modulo Op′,p(G) is a
p-group, so Op(C/Op′,p(G)) = 1. Let N be the preimage in G of Op′(C/Op′,p(G)). Then N is
a normal subgroup of G. Let H be a Hall p′-subgroup of N . Then
[
Op′,p(G),H
]⊆ Op′(G) ⊆ H,
so that H is normalized by Op′,p(G)H = N . It follows that H = Op′(G). Hence, N/Op′,p(G) =
1. It follows that C = Op′,p(G). This completes the proof of the lemma. 
Theorem 6.5 yields an equality for elements in the Brauer–Clifford group, and this implies
the existence of a very nicely behaved character correspondence, as seen in [15, Theorem 7.12].
We now extract the information we need for our proof of the strengthened McKay conjecture for
p-solvable groups, which mainly involves a bijection for certain characters of the largest groups.
Definition 7.2. Let G be a finite group, N G, let φ ∈ Irr(N), and suppose that F is a field of
characteristic zero. We denote by Irr(G;φ,F ) the set of all irreducible characters of G such that
their restriction to N contains at least one irreducible character which is Galois conjugate over
F to φ. In other words:
Irr(G;φ,F ) = {χ ∈ Irr(G): for some σ ∈ Gal(F/F),
we have
(
ResGN(χ),σφ
)
> 0
}
.
We use Irrp′(G;φ,F ) to mean the elements of Irr(G;φ,F ) whose degree is prime to p.
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let H be a normal p′-subgroup of G such that SH is normal in G. We set C = CH (S). Let φ ∈
Irr(H) be invariant under the action of S, and let θ ∈ Irr(C) be the Glauberman correspondent
of φ under the action of S. Then there exists a bijection
f : Irr(G;φ,Qp) → Irr
(
NG(S); θ,Qp
)
satisfying all of the following conditions:
(1) There is some  ∈ {1,−1} such that, for every χ ∈ Irr(G;φ,Qp), f (χ)(1) = χ(1)θ(1)/φ(1),
and χ(1) ≡ f (χ)(1) (mod p).
(2) f commutes with the action of Gal(Qp/Qp), so, in particular, Qp(χ) = Qp(f (χ)) for every
χ ∈ Irr(G;φ,Qp).
(3) For every χ ∈ Irr(G;φ,Qp), we have [f (χ)] = [χ] ∈ Br(Qp(χ)), so that f (χ) and χ have
the same Schur index over every field containing Qp .
(4) Let U be a normal subgroup of G contained in S, and let ζ ∈ Irr(U). Then,
f
(
Irrp′(G; ζ ⊗ φ,Qp)
)= Irrp′(NG(S); ζ ⊗ θ,Qp).
(5) We have
f
(
Irrp′(G;φ,Qp)
)= Irrp′(NG(S); θ,Qp).
Proof. We may apply Theorem 6.5. It then follows from [15, Theorem 7.12] that there is a
bijection
χ → χ ′
from the relevant characters of the subgroups of G that contain H to the characters of the
corresponding subgroup of NG(S) which contains C satisfying a whole list of compatibility
conditions. In particular, φ′ = θ , for some rational constant d , we have χ ′(1) = dχ(1) for all
relevant characters χ , the correspondence commutes with the action of Gal(Qp/Qp), and for
each relevant χ , [χ ′] = [χ] ∈ Br(Qp(χ)). It then follows that d = θ(1)/φ(1). Since both φ(1)
and θ(1) are p′-numbers, it follows that the correspondence restricted to characters of p′ degree
also yields a bijection. We define
f : Irr(G;φ,Qp) → Irr
(
NG(S); θ,Qp
)
by setting f (χ) = χ ′. We know that φ(1)2 ≡ θ(1)2 (mod p), see Remark 6.3. It follows that
there is some  ∈ {1,−1} such that, for every χ ∈ Irr(G;φ,Qp), since f (χ)(1) = dχ(1), we
have χ(1) ≡ f (χ)(1) (mod p). Hence, (1), (2), (3) and (5) hold.
Let U be a normal subgroup of G contained in S, and let ζ ∈ Irr(U). Since U is a normal
p-subgroup, the product UH is direct, and there exists a unique character φˆ ∈ Irr(UH) which
extends φ and contains U in its kernel. Likewise, there is a unique character θˆ ∈ Irr(UC) which
extends θ and contains U in its kernel. Since Qp(φ) = Qp(θ) does not contain any primitive
p-root of unity, φˆ is the unique extension of φ to UH such that its values are in Qp(φ), and
similarly, θˆ is the unique extension of θ to UC whose values are in Qp(φ). It follows that the
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with multiplication by characters which contain H in their kernel, it follows that (ζ ⊗ φ)′ =
ζ ⊗ θ . It then follows that the correspondence must send characters above ζ ⊗ φ to characters
above ζ ⊗ θ . This means that the correspondence sends Irrp′(G; ζ ⊗ φ,Qp) onto Irrp′(NG(S);
ζ ⊗ θ,Qp). This concludes the proof of the lemma. 
Theorem 7.4. Let p be a prime number, let G be a finite p-solvable group and let P be a Sylow
p-subgroup of G. Let F be a field of characteristic zero, and assume that, either Qp ⊆ F or F
is algebraically closed. Then there exists a bijection
f : Irrp′(G) → Irrp′
(
NG(P )
)
satisfying all of the following conditions:
(1) For every χ ∈ Irrp′(G), there is some  ∈ {1,−1} such that χ(1) ≡ f (χ)(1) (mod p).
(2) f commutes with the action of Gal(F/F ), so, in particular, F(χ) = F(f (χ)) for every
χ ∈ Irrp′(G).
(3) For every χ ∈ Irrp′(G), we have [f (χ)] = [χ] ∈ Br(F (χ)), so that f (χ) and χ have the
same Schur index over every field containing F .
(4) Let U be a normal p-subgroup of G, let ζ ∈ Irr(U), and assume that ζ is P -invariant. Then,
f
(
Irrp′(G; ζ,F )
)= Irrp′(NG(P ); ζ,F ).
Proof. Assume the theorem is false, and consider a counterexample with |G| as small as possi-
ble. We set N = NG(P ), and L = Op(G). For every χ ∈ Irrp′(G) ∪ Irrp′(N), since p does not
divide χ(1), the restriction of χ to L must contain at least one linear character, so, by Clifford’s
theorem, all irreducible characters in this restriction are linear. It follows that L′ ⊆ ker(χ). By
the minimality of our counterexample, it follows that L′ = 1, so that L is abelian.
Suppose that L is not cyclic. We let Ω be the set of G × Gal(F/F)-orbits on Irr(L). Let
ω ∈ Ω . Suppose first that P does not fix any element of ω. Then, for every φ ∈ ω, we have that
Irrp′(G;φ,F ) = Irrp′
(
NG(P );φ,F
)= ∅,
since both the G-orbit and the N -orbit of φ have size divisible by p. We let Ω0 be the set of all
elements of Ω which contain an element fixed by P . Let ω ∈ Ω0. Glauberman’s Lemma tells us
that the elements of ω which are fixed by P form a single N ×Gal(F/F )-orbit. Indeed, it is clear
that they are a union of N × Gal(F/F )-orbits. Suppose that φ1, φ2 ∈ ω are fixed by P . Then,
there exists some σ ∈ Gal(F/F ) such that φ1 and σφ2 are in the same G-orbit. Let g ∈ G be such
that φ1 = g(σφ2). Then P and gP are Sylow p-subgroup of the stabilizer of φ1. Hence, there is
some s in the stabilizer of φ1 such that P = sgP . This implies that sg ∈ N , and φ1 = sg(σφ2).
Hence, the elements of ω which are fixed by P form a single N -orbit. For each ω ∈ Ω0, we
choose some φω ∈ ω which is fixed by P . We now have that
Irrp′(G) =
⋃
Irrp′(G;φω,F )
ω∈Ω0
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Irrp′
(
NG(P )
)= ⋃
ω∈Ω0
Irrp′
(
NG(P );φω,F
)
,
both unions being disjoint.
Let ω ∈ Ω0, and set φ = φω. Let
T = {g ∈ G: φg is Galois conjugate over F to φ}.
Suppose first that G = T . Then, let Kω =⋂λ∈ω ker(λ). Since L/Kω is cyclic, we have Kω = 1.
By the minimality of our counterexample, there exits a bijection
fG/Kω : Irrp′(G/Kω) → Irrp′(N/Kω)
which satisfies the conditions of the theorem. We set f (χ) = fG/Kω(χ) for all χ ∈ Irrp′(G;φω,F )
in this case. Assume now that G = T . Since φ is fixed by P , we have that P is a Sylow p-
subgroup of T . Since [T : L] < [G : L], the minimality of our counterexample implies that there
exists some bijection
fT : Irrp′(T ) → Irrp′(T ∩N)
satisfying all of the conditions of the theorem. Induction of characters gives us two bijections
IndGT : Irr(T ;φ,F ) → Irr(G;φ,F ), (1)
IndNT∩N : Irr(T ∩N;φ,F ) → Irr(N;φ,F ) (2)
each commutes with the action of Gal(F/F ), each preserves the element of the Brauer group
associated with each irreducible character, and, the first bijection multiplies all degrees by
[G : T ], and the second one multiplies all degrees by [N : T ∩ N ], see for example [13,
Lemma 4.3]. Since P is a Sylow p-subgroup of G and is contained in T ∩ N , we have that
both [N : T ∩ N ] and [G : T ] are prime to p. Hence, both induction maps restrict to bijec-
tions if we restrict them to all irreducible characters of degree prime to p. Now the composition
IndG(T∩N)L fT (Ind
G
T )
−1 : Irrp′(G;φ,F ) → Irrp′(N;φ,F ) is a bijection. We set f (χ) to be the
result of applying this bijection to χ , for all χ ∈ Irrp′(G;φω,F ) in this case.
Hence, in the case when L is not cyclic, we have defined a map
f : Irrp′(G) → Irrp′
(
NG(P )
)
,
and, for each ω ∈ Ω0, the map f yields, by restriction, a bijection
Irrp′(G;φω,F ) → Irrp′(N;φω,F ).
It follows that f is a bijection. Let χ ∈ Irrp′(G). Then, there is a unique ω ∈ Ω0 such that
χ ∈ Irrp′(G;φω,F ). We set T as above. If T = G, then since fG/Kω satisfies the conditions of
the theorem, we obtain (1), (2), (3), and (4) in this case. Hence, we assume G = T . Since N is
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of T , we have
[G : N ] ≡ [T : T ∩N ] ≡ 1 (mod p).
Since
[G : N ][N : T ∩N ] = [G : T ][T : T ∩N ],
this implies that [N : T ∩ N ] ≡ [G : T ] (mod p). Now (1) follows from the definition of our
bijection and the condition on the degrees of each of its three factors. In addition, conditions (2)
and (3) follow from the definition of f in this case, and the comments above. Finally, suppose
U is a normal p-subgroup of G, let ζ ∈ Irr(U), and assume that ζ is P -invariant. Suppose that
χ ∈ Irrp′(G; ζ,F ). This means that ζ is G× Gal(F/F)-conjugate to ResLU(φω) for some unique
ω ∈ Ω0. Since both ζ and ResLU(φω) are P -invariant, this implies, by Glauberman’s Lemma as
above, that ζ and ResLU(φω) are N × Gal(F/F)-conjugate. It then follows that
f (χ) ∈ Irrp′(N;φω,F ) ⊆ Irrp′(N; ζ,F ).
Conversely, if ψ ∈ Irrp′(N; ζ,F ), then ψ ∈ Irrp′(N;φω0,F ) for some ω0 ∈ Ω0. Then, ζ and
ResLU(φω) are N × Gal(F/F)-conjugate. It then follows that
f
(
Irrp′(G; ζ,F )
)= Irrp′(NG(P ); ζ,F ),
so that (4) holds. Therefore, f satisfies all the conditions of the theorem. This contradiction
shows that L is cyclic.
Let H = Op′(G), and let S = P ∩ Op′,p(G). Then, S is a Sylow p-subgroup of Op′,p(G).
Suppose that S does not centralize H , and set C = CH (S). Then N ⊆ NG(S) = G. We let Ω be
the set of G × Gal(Qp/Qp)-orbits on Irr(H). Let ω ∈ Ω . Suppose first that P does not fix any
element of ω. Then, for every φ ∈ ω, we have that
Irrp′(G;φ,Qp) = ∅,
since the G-orbit of φ has size divisible by p. We let Ω0 be the set of all elements of Ω which
contain an element fixed by P . Let ω ∈ Ω0. The elements of ω which are fixed by P form a
single N × Gal(Qp/Qp)-orbit by Glauberman’s Lemma. For each ω ∈ Ω0, we choose some
φω ∈ ω which is fixed by P . We now have that
Irrp′(G) =
⋃
ω∈Ω0
Irrp′(G;φω,Qp),
and the union is disjoint. For each ω ∈ Ω0, we let θω ∈ Irr(C) be the Glauberman correspondent
of φω under the action of S. Then the θω form a full set of representatives for the orbits of
NG(S)× Gal(Qp/Qp) on Irr(C) which contain an element fixed by P . We now have that
Irrp′
(
NG(S)
)= ⋃ Irrp′(NG(S); θω,Qp),
ω∈Ω0
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fω : Irrp′(G;φω,Qp) → Irrp′
(
NG(S); θω,Qp
)
satisfying all of the conditions of the lemma. Putting together all the fω for ω ∈ Ω0, we obtain a
bijection
fS : Irrp′(G) → Irrp′
(
NG(S)
)
.
fS satisfies all the conditions of our theorem. Furthermore, since NG(S) is a proper subgroup of
G and contains N , by the minimality of our counterexample, there is a bijection
fN : Irrp′
(
NG(S)
)→ Irrp′(N),
satisfying the conditions of the theorem. Composing fNfS yields a bijection satisfying all the
conditions of the theorem. This is a contradiction. Hence, S centralizes H .
We now have that S = Op(G) = L, so S is cyclic. By Lemma 7.1, we have
CG
(
Op′,p(G)/Op′(G)
)= Op′,p(G).
Since S is a cyclic group, Aut(S) is an abelian group, and since S is a Sylow p-subgroup
of Op′,p(G) this implies that G/Op′,p(G) is abelian. Therefore, the Sylow p-subgroup of
G/Op′,p(G) is a normal subgroup, hence, it is trivial by the definition of Op′,p(G). It follows
that p does not divide [G : Op′,p(G)]. Hence, P = S. Now G = N and f can be taken to be the
identity map. This yields a final contradiction, and completes the proof of the theorem. 
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