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Abstract
In general a contractible complex need not be collapsible. Moreover, there exist complexes
which are collapsible but even so admit a collapsing sequence where one “gets stuck”, that is
one can choose the collapses in such a way that one arrives at a nontrivial complex which admits
no collapsing moves. Here we examine this phenomenon in the case of a simplex. In particular
we characterize all values of n and d so that the n-simplex may collapse to a d-complex from
which no further collapses are possible. Equivalently and in the language of high-dimensional
generalizations of trees, we construct hypertrees that are anticollapsible, but not collapsible.
Furthermore we examine anticollapsibility in random simplicial complexes.
1 Introduction
A standard notion in computational topology is that of collapsibility, first introduced by White-
head [Whi39] as a combinatorial version of contractibility. For a simplicial complex X, a
nonempty face τ of X is said to be free provided that it has only one proper coface; an
elementary collapse of X is the process of removing some free face τ and its unique proper
coface σ. A simplicial complex is said to be collapsible, if there exists a sequence of elementary
collapses that reduce the complex to a single vertex.
Now an elementary collapse is a homotopy equivalence, and so if a simplicial complex is
collapsible then it is contractible. On the other hand, the converse is not true in general. For
example, the dunce hat [Zee64], which we will discuss in more detail below, is a 2-dimensional
contractible complex with triangulations on 8 vertices which are not collapsible. Moreover, this
example is vertex minimal, as a result of [BD05] shows that for simplicial complexes on 7 or
fewer vertices contractibility and collapsibility are equivalent. Our first main result builds on
this to fully characterize n and d so that there exists d-dimensional simplicial complexes on n
vertices which are contractible, but for which not a single elementary collapse is possible.
Theorem 1.1. For every n ≥ 8 and d with d /∈ {1, n−3, n−2, n−1} there exists a contractible
d-complex on n vertices with no free faces. Moreover this is best possible, for n ≤ 7 or d ∈
{1, n− 3, n− 2, n− 1} every contractible complex has a free face.
The constructions we produce for Theorem 1.1 are related to another question of collapsibil-
ity. While collapsibility and contractibility are not equivalent, more subtlety there even exists
simplicial complexes which are collapsible, but for which it is possible to choose a sequence of
elementary collapses after which one gets stuck at a nontrivial complex that is not collapsible.
∗Supported by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) Graduiertenkolleg
“Facets of Complexity” (GRK 2434).
1
ar
X
iv
:1
90
5.
07
32
9v
2 
 [m
ath
.C
O]
  1
3 J
un
 20
19
As an example, any simplex is collapsible; a way to see this is to choose a vertex and proceed
dimension-wise, collapsing at each step the free maximal faces that do not contain the chosen
vertex. However, [BL13] shows that there exists a sequence of elementary collapses from the
7-simplex to a triangulation of the dunce hat. The examples that we construct when proving
Theorem 1.1 are also complexes where it is possible to get stuck when collapsing a simplex.
Formally, we say that a collapsing sequence on a complex X gets stuck at a complex Y , if
the collapsing sequence reduces X to Y and Y has no free faces. Additionally, we say that a
collapsing sequence on X gets stuck at dimension d if the collapsing sequence gets stuck at some
d-dimensional complex. Regarding this problem we prove the following.
Theorem 1.2. For n ≥ 8 and d /∈ {1, n− 3, n− 2, n− 1}, there exists a collapsing sequence of
the simplex on n vertices which gets stuck at dimension d. Moreover this result is best possible.
The statement of Theorem 1.2 does not directly imply Theorem 1.1 as Theorem 1.2 does not
guarantee that no vertices will ever be collapsed away, but it will turn out that this can be done;
allowing Theorem 1.1 to be proved easily from the techniques we develop to prove Theorem 1.2.
Another way to state Theorem 1.2 is in terms of anticollapsibility. An elementary anticollapse
is the reverse of an elementary collapse, we define this formally in Section 2.1, and we say that a
complex X on n vertices is anticollapsible provided that there exists a sequence of anticollapsing
moves for X to the (n−1)-simplex. Equivalently, there is a standard notion of Alexander Duality
for simplicial complexes, which we also discuss below, and X is anticollapsible if and only if its
Alexander dual is collapsible. In terms of anticollapsibility, Theorem 1.2 tells us that for n ≥ 8
and d /∈ {1, n − 3, n − 2, n − 1}, there exist a d-dimensional simplicial complex on n vertices
which is anticollapsible, but has no free faces.
Within this framework of constructing complexes which satisfy some specified nonempty
subset of the conditions of contractibility, collapsibility, and anticollapsibility, we are really
considering properties of higher-dimensional generalizations of trees. High-dimensional trees
have been studied from various viewpoints by, for example [LP18a, Kal83, DKM09, KSS84,
ABL17, BL00, KLNP18]. In Section 2.3 we overview the literature on this topic, but for now we
describe a chain of implications that are equivalences for graphs, but not for higher-dimensional
simplicial complexes. For a simplicial complex X there is the following chain of implications for
certain “tree-like” properties of X
X is non-evasive ⇒ X is collapsible and anticollapsible ⇒ X is collapsible
⇒ X is contractible ⇒ X is Z-acyclic ⇒ X is Q-acyclic
We will give the definition for non-evasive in Section 2.3, but at a very basic level, non-evasiveness
captures the paradigm that trees work well for inductive arguments. The other two conditions
that are not yet defined here are homology conditions generalizing how a tree is characterized
by being connected and having no cycles, Z-acyclic means that all homology groups with integer
coefficients vanish, while Q-acyclic only requires that homology with rational coefficients vanish,
i.e. by the universal coefficient theorem, some of the homology groups of X may be finite but
non-trivial.
Here we are primarily interested in coming up with many examples that violate the reverse
of the second implication, and therefore whose duals will give us examples that violate the
reverse of the third. While it is interesting that none of these implications are reversible in
general, the question of enumeration naturally arise. For fixed n and d, how many, say col-
lapsible complexes are there compared to the number of Q-acyclic complexes? Unfortunately,
for a number of reasons which we outline reviewing the literature on this topic, this question
seems quite difficult. We do however, take a step in this direction by considering anticollapsi-
bility of random Linial–Meshulam complexes. Recall that the Linial–Meshulam model Yd(n, p),
introduced in [LM06, MW09], is the higher dimensional analogue of the Erdo˝s–Re´nyi random
graph in which one begins with the complete (d− 1)-skeleton of the simplex on n vertices and
includes each face independently with probability p. We prove the following coarse threshold
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about d-anticollapsibility, where d-anticollapsible means there exists a sequence of elementary
anticollapses that result in a complex with complete d-skeleton.
Theorem 1.3. Fix d ≥ 1, then for α > 1/d, with high probability Y ∼ Yd(n, n−α) is not
d-anticollapsible, while for α < 1/d, with high probability Y ∼ Yd(n, n−α) is d-anticollapsible.
2 Preliminaries
2.1 Discrete Morse Theory
We recall here the main concepts of Forman’s Discrete Morse Theory [For98, For02]. We follow
the point of view of Chari [Cha00] and the book by Kozlov [Koz08], using acyclic matchings
instead of discrete Morse functions.
Let X be a simplicial complex, as already said, an elementary collapse is simply the removal
of the interiors of two simplices σ and τ such that
• dimσ = dim τ + 1,
• the only simplex containing σ is σ itself,
• the only simplices containing τ are σ and τ (τ is called a free face).
An elementary anticollapse (sometimes also called expansion) is the dual operation, i.e. the
gluing of the interior of two simplices σ′ and τ ′ such that
• dimσ′ = dim τ ′ + 1,
• τ ′ is not in X,
• the only facet of σ′ not contained in X is τ ′.
We say that a complex is collapsible if, through a series of elementary collapses, it can
be reduced to a single vertex, while, if X is on n vertices we say that it is anticollapsible if,
through a series of elementary anticollapses, it can be expanded to the simplex on n vertices
that we will denote by ∆n−1. It should be noted that, while it is always possible to perform an
elementary anticollapse that adds a new vertex, we are prohibiting these moves while talking
about anticollapsibility.
The combinatorial encoding of a set of collapses is best provided by a matching consisting
of a collection of pairs of cells (τ, σ), but clearly not every matching of this type can be turned
into a sequence of collapses.
Let P be the poset of faces of X and G the Hasse diagram of P , i.e. the graph with vertex set
the simplices of X and having an edge (τ, σ) whenever τ ⊂ σ and dimσ = dim τ + 1. Moreover
let us denote by E the set of edges of G.
Given a subset M of E, we can orient all edges of G in the following way: an edge (τ, σ) ∈ E
is oriented from τ to σ if the pair does not belong to M , otherwise in the opposite direction.
Denote this oriented graph by GM .
Definition 2.1 (Acyclic matching [Cha00]). A matching on P is a subset M ⊆ E such that
every face of X appears in at most one edge of M . A matching M is acyclic if the graph GM
has no directed cycle.
Given a matching M on P , an alternating path is a directed path in GM such that two
consecutive edges of the path do not belong both to M or both to E \M . The faces of X that
do not appear in any edge of M are called critical (with respect to the matching M).
We are now ready to state the main theorem of Discrete Morse Theory.
Theorem 2.2 ([For98, Cha00]). Let X be a simplicial complex, and let P be its poset of faces. If
M is a acyclic matching on P , then X is homotopy equivalent to a CW complex XM (called the
Morse complex of M) with cells in dimension-preserving bijection with the critical cells of X.
3
Furthermore if the critical cells forms a subcomplex Xc of X, then there exists a sequence of
elementary collapses leading from X to Xc.
One key application of this theorem is in computational topology. Indeed it is often the case
that Discrete Morse Theory gives us a way to find a homotopy equivalence between a given
simplicial complex and a much smaller CW-complex on which the homology groups are easier
to compute.
Finally, recall the following standard tool to construct acyclic matchings.
Theorem 2.3 (Patchwork theorem [Koz08, Theorem 11.10]). Let P be the poset of faces of a
simplicial complex X, and let ϕ : P → Q be a poset map. For all q ∈ Q, assume to have an
acyclic matching Mq ⊆ E that involves only elements of the subposet ϕ−1(q) ⊆ P . Then the
union of these matchings is itself an acyclic matching on P .
2.2 Alexander dual and the top dimensions
Given a simplicial complex X, there is a natural way to define an Alexander dual X∗. Here we
give the definition and main theorem for this duality as described in [BT09].
Let X be a simplicial complex having vertex set V . Given a subset σ ⊆ V let σc = V \ σ
denote the complementary vertex set.
Definition 2.4. The Alexander dual of X on V is the simplicial complex defined by
X∗ := {σ ⊆ V | σc /∈ X}.
It is easy to see that X∗∗ = X. Furthermore, for simplicial complexes we have the following
notion of combinatorial Alexander duality similar to classic Alexander duality for more general
topological spaces.
Theorem 2.5 (Combinatorial Alexander duality [Kal83]). Let X be a simplicial complex on n
vertices. Then
H˜i(X) ∼= H˜n−i−3(X∗).
(Here, H˜ stands for reduced homology resp. cohomology over a given ring R.)
The Alexander dual behaves exceptionally well with respect to collapsibility, indeed the dual
of an elementary collapse in X is an elementary anticollapse in X∗. This is standard to check,
but we prove it in Proposition 2.6.
Notation. Before proving this and later results, we introduce some notations that we use
throughout the paper:
• We use parentheses when talking about the set of vertices, e.g. V = (x0, x1, . . . , xn).
• We use square brackets when talking about a face of a simplicial complex, e.g. σ = [xo, x2].
With a little abuse of notation if xk /∈ σ we will denote by [xk, σ] the face with vertex set
xk and the vertices of σ, and if τ, σ are both faces [τ, σ] the face with vertex set the union
of the vertices of σ and τ .
• We use curly brackets to denote a simplicial complex, we will use the same notation both
to list all the faces or only the facets, which one we are using will be clear from the context;
e.g. X = {∅, [x0], [x1], [x0, x1]} or X = {[x0, x1]}.
Proposition 2.6. If X collapses to Y then X∗ anticollapses to Y ∗. In particular if X is
collapsible then X∗ anticollapses to the simplex.
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Proof. Let X be a simplicial complex on the ground set V with |V | = n. We show that an
elementary collapse on X corresponds to an elementary anticollapse on X∗. Suppose that
τ = [x0, . . . , xk] is free in X with unique coface τ
′ = [x0, . . . , xk, xk+1] and we perform the
elementary collapse removing τ and τ ′ to arrive at X ′. We show that (X ′)∗ is obtained from
X∗ by an elementary anticollapse. The claim will then follow by induction.
SinceX ′ = X\{τ, τ ′}, we have that (X ′)∗ = {σ ⊆ V | σc /∈ X}∪{τ c, (τ ′)c} = X∗∪{τ c, (τ ′)c}.
Thus (X ′)∗ is obtained from X∗ by adding τ c = V \ [x0, . . . , xk] and (τ ′)c = V \ [x0, . . . , xk+1].
Therefore (τ ′)c is an (n − k − 3)-simplex and τ c is an (n − k − 2)-simplex with (τ ′)c ⊆ τ c.
Moreover since τ, τ ′ ∈ X, we have that (τ ′)c, τ c do not belong to X∗. Thus we only have to
check that all of the facets of τ c different from (τ ′)c are contained in X∗. Let σ ⊆ τ c and
suppose that σ /∈ X∗, then σc ∈ X and τ ⊆ σc, but since τ is free we have that σc = τ ′. Thus
(X ′)∗ is obtained from X∗ by an elementary collapse.
Remark 2.7. To be completely precise when discussing duality and collapsibility we have to
allow for the trivial collapse of the empty set as a free face of a simplicial complex with only
one vertex. Typically, this case is not considered when discussing collapsible complexes, but
observe that the dual of the simplex on n vertices is the empty simplicial complex on ground
set [n] = {1, . . . , n}. Nonetheless, even if we do not allow the trivial collapse the second part of
Proposition 2.6 remains true as the dual of a complex on the ground set [n] with only one vertex
is the boundary of the simplex on n vertices with a single (n − 2)-dimensional face removed,
and this anticollapses in one step to the simplex, with this step dual to the trivial collapse.
As an application of Alexander duality we see the following proof which is a simple general-
ization of what was done in [BD05] in the case of 7 vertices. We recall that, given a d-dimensional
simplicial complex, a ridge is a (d− 1)-dimensional face.
Proposition 2.8. Any contractible simplicial complex on n vertices of dimension larger or equal
to n− 3 must have at least one free face.
Proof. The only simplicial complex of dimension n− 1 on n vertices is the (n− 1)-simplex and
therefore trivially has a free face. And of course there are no complexes of dimension bigger
than n− 1 on n vertices.
Let us assume that X is a contractible simplicial complex on n vertices and of dimension
n − 2. Then any ridge has n − 2 vertices, so can be contained only in 0, 1 or 2 facets of X.
If all the ridges are contained in 0 or 2 faces then the union of all the facets yields a cycle in
the (n − 2)-dimensional homology group with Z/2Z-coefficients which is impossible since the
complex is contractible. Then we have that at least one ridge is free.
The remaining case is when the complex X is (n − 3)-dimensional. In this case we can
look at the Alexander Dual X∗ of X. By Combinatorial Alexander duality 2.5, X∗ will be a
connected complex on n vertices since X is contractible. Since X is (n − 3)-dimensional there
exist vertices x, y ∈ X∗ such that the segment [x, y] /∈ X∗. But by connectivity there exist a
path in the 1-skeleton of X∗ between x and y, and without loss of generality we can assume
that there exists a vertex z such that [x, z], [y, z] ∈ X∗. This implies that the simplex [x, y, z]c
is a free ridge of X.
Corollary 2.9. Given a simplicial complex X on n vertices there does not exist a collapsing
sequence which gets stuck at dimension at least n− 3.
2.3 Hypertrees
Recall that, if X is a simplicial complex, we have the following chain of implications, already
mentioned in the introduction, for tree-like properties on X:
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X is non-evasive ⇒ X is collapsible and anticollapsible ⇒ X is collapsible
⇒ X is contractible ⇒ X is Z-acyclic ⇒ X is Q-acyclic
Non-evasiveness, which we have not yet defined, was first described in [KSS84], and, among
other definitions, has the following nice inductive one:
• A single vertex is non-evasive.
• X is non-evasive if and only if there exists a vertex v of X so that both link(v,X) and
del(v,X) are non-evasive, where
link(v,X) = {σ ∈ X | v /∈ σ, [v, σ] ∈ X},
del(v,X) = {σ ∈ X | v /∈ σ}.
The inductive definition of non-evasiveness may be used to show the first implication and the
others are obvious. Moreover, any tree is non-evasive as any one of its leaves has single vertex
link and in the d = 1 case a Q-acyclic complex is a tree. So it is clear that all the above
properties are equivalent for d = 1.
On the other hand, for d ≥ 2, none of the implications are reversible in general. For the
rightmost-implication, recall by the universal coefficient theorem that a complex is Z-acyclic
if and only if it is Q-acyclic and Z/qZ acyclic simultaneously for every prime q. Thus, for
example, any triangulation of the projective plane is Q-acyclic but not Z/2Z-acyclic, so hence
not Z-acyclic. The standard such triangulation is given by identifying antipodal faces of the
icosahedron to produce a triangulation of the projective plane with 6 vertices, 15 edges, and 10
triangles.
Continuing from right to left, [BL00] gives an example of a Z-acyclic complex which is non-
contractible. Any triangulation of the dunce hat gives an example of a contractible, but not
collapsible 2-complex. Such triangulations are given by [BL13, Zee64]. The example of [BL13],
that one can get stuck in dimension 2 when collapsing the 7-simplex, gives an example of an
anticollapsible complex which is not collapsible. The dual of such a complex shows that the
second implication above is not reversible in general. Finally, [ABL17] give an example of a
complex which is evasive, but is nonetheless anticollapsible and collapsible.
Here we are interested in the enumeration of complexes which satisfy the conditions above.
In particular, we construct many examples of complexes which are collapsible, but not anticol-
lapsible. Additionally, we would like to be able to say something about asymptotic enumeration.
Regarding the enumeration of Q-acyclic complexes one has the following generalization of
Cayley’s formula due to Kalai [Kal83] enumerating d-dimensional Q-acyclic complexes on n
vertices with complete (d− 1)-skeleton:
Theorem 2.10 ([Kal83]). For n, d ≥ 1 let Tn,d denote the collection of d-dimensional Q-acyclic
complexes on n vertices with complete (d− 1)-skeleton, then∑
X∈Tn,d
|Hd−1(X)|2 = n(
n−2
d ).
In the d = 1 case, one has that a Q-acyclic complex is necessarily Z-acyclic, so the formula
simply counts the number of spanning trees in the complete graph. In higher dimensions, Q-
acyclic complexes are weighted according to the square of the size of their finite, but in general
nontrivial, (d− 1)st homology group.
Moreover, just as Cayley’s formula generalizes to the Kirchhoff’s matrix-tree theorem to
count spanning trees in any connected graph, [DKM09] generalized Kalai’s result to enumerate
spanning Q-acyclic complexes in a similar way for any d-complex with Hi(X,Q) = 0 for all
i < d regardless of the (d − 1)-skeleton, again weighting the Q-acyclic subcomplexes according
to the square of the size of the finite homology groups.
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For an unweighted enumeration of Q-acyclic complexes, much less is known even in the case
of complete (d − 1)-skeleton. The best-known bounds in this case are established in [LP18a].
As the case of complete (d − 1)-skeleton is particularly relevant to our setting, we follow the
terminology of [LP18a] and use the term hypertree to refer to Q-acyclic complexes with complete
codimension-1 skeleton.
Here, we are interested in understanding how rare anticollapsible hypertrees are within
the class of all hypertrees. To establish such a result we establish a coarse threshold for d-
anticollapsibility in the Linial–Meshulam model. d-Anticollapsibility is a weaker notion than
anticollapsibility and naturally dualizes the notion of d-collapsibility considered in, for example,
[LP18a, AL LM13, AL16]. A d-dimensional simplicial complex is said to be d-collapsible, if there
is a sequence of elementary collapses that remove all d-dimensional faces. On the other hand
a d- or (d + 1)-dimensional complex is said to be d-anticollapsible if there exists a sequence of
anticollapses so that the resulting complex has complete d-skeleton, equivalently if the dual of
the complex is (n− d− 2)-collapsible.
While they are weaker notions d-collapsibility and d-anticollapsibility are, unlike general
collapsibility and anticollapsibility, monotone properties in the sense that if X ′ ⊆ X is a sub-
complex, both with the same (d − 1)-skeleton and X is d-collapsible then X ′ is d-collapsible,
while if X ′ is d-anticollapsible then so is X. Both of these are immediate by duality and the
following standard definition and lemma.
Definition 2.11. A d-dimensional simplicial complex L is called a core provided that every
(d− 1)-dimensional face of L is contained in at least two d-dimensional faces of L.
Lemma 2.12. Let X be a d-dimensional complex. X is d-collapsible if and only if X does not
contain a d-dimensional core.
Proof. Suppose that X is not d-collapsible, then there exists some sequence of collapses that
results in a complex X ′ that is still d-dimensional, but has no collapsing moves possible. Now
in this complex every (d−1)-dimensional face is contained in either zero d-dimensional faces (in
which case it is said to be isolated), or at least two 2-dimensional faces. Thus the pure part of
this complex is a core.
Conversely, suppose that X is d-collapsible and contains a core Y . Then there exists a
sequence of collapses of removing pairs (τ, σ) with τ of dimension d − 1 and σ of dimension d
that reduce X to a (d − 1)-dimensional complex. Let (τ, σ) be the first such pair with σ ∈ Y .
Since Y is a subcomplex, τ also belongs to Y . At the moment we collapse (τ, σ), τ has degree 1
in X, and hence it has degree 1 in Y . But then by definition of a core τ is contained in σ′ 6= σ
so that σ′ ∈ Y . It follows, however, that σ′ must have been removed from X before σ, but this
contradicts the choice of σ.
While we do establish in Theorem 1.3 that the right exponent for d-anticollapsibility is 1/d,
the most relevant fact for the question of hypertrees is simply that this exponent is not equal to 1.
In [NP18], the sharp threshold for homology with integer coefficients in Yd(n, p) is established to
be at p = d lognn . It is clear that a d-complex X with Hd−1(X,K) = 0 for a field K must contain
a K-acyclic subcomplex with the same (d− 1)-skeleton. Thus for p > d lognn , and Y ∼ Yd(n, p)
one has that with high probability Y contains a hypertree. In fact, for every prime q, Y contains
a Z/qZ-acyclic hypertree. Thus for α ∈ (1/d, 1), Y ∼ Yd(n, n−α) will contain a hypertree (in
fact it will contain many of them), but will not be d-anticollapsible. As d-anticollapsibility is
preserved under adding d-dimensional faces, we have, on the other hand, that in this regime,
with high probability, Y will not contain any anticollapsible hypertrees.
This unfortunately is not enough to say that with respect to the uniform metric on d-
dimensional hypertrees on n vertices, anticollapsible hypertrees are asymptotically measure
zero. However, with respect to a different metric we do have such a statement. Indeed consider
the following algorithm for fixed n and d.
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1. Begin with the complete (d− 1)-dimensional complex on n vertices.
2. While there are fewer than
(
n−1
d
)
faces do:
(a) Pick σ uniformly at random from among all d-dimensional faces in ∆n−1 not yet con-
sidered. If σ does not complete a cycle in the top homology group with Q-coefficients
of the complex so far, add it to the complex.
(b) Otherwise, do not add σ to the complex.
3. Return the complex.
This algorithm is the higher-dimensional analogue of Kruskal’s algorithm for finding a minimal-
weight spanning tree in an Erdo˝s–Re´nyi random graph process with weights indexing the (ran-
dom) order in which the edges are added. It is important to note that this algorithm in general
will, even in the 1-dimensional case, not return a uniform spanning hypertree. It is, however,
closely related to the Linial–Meshulam model as the random ordering in which the faces are
considered gives an instance of the process-time Linial–Meshulam model. Thus the algorithm
finds a minimum-weight spanning hypertree of a Linial–Meshulam random simplicial complex.
For this reason, we call the distribution of random hypertrees given by the above algorithm the
random minimum-weight spanning hypertree distribution, and we have that with respect to this
hypertree distribution anticollapsible hypertrees are asymptotically measure zero. And, in fact
we have the same in the class of Z/qZ-acyclic hypertrees for any fixed prime q.
Additionally, one could consider a random approach to collapsing a simplex on n vertices
and ask about the expected behavior of the process. For instance as n tends to infinity, should
we expect to collapse all the way to a vertex, to get stuck in dimension n − 4, or to get stuck
somewhere else? Dual to this is starting with a single vertex and a ground set [n] and performing
random anticollapses until no anticollapses are possible and considering the expected behavior.
We observe that we may always perform anticollapses to get a spanning tree on n vertices and
then we may perform
(
n−1
2
)
more anticollapses adding a pair (σ, τ) with σ an edge and τ a
triangle until all
(
n
2
)
edges are present by Proposition 2.8. At this point we have a randomly-
generated collapsible 2-dimensional hypertree on n vertices, and so it has
(
n−1
2
) ≈ n2 triangles.
On the other hand, in the Linial–Meshulam setting a 2-complex on n vertices must have at least
n5/2 triangles in order to be anticollapsible by Theorem 1.3. Potentially, this suggests that the
random anticollapse gets stuck before adding all triangles if a reasonable correlation between
the Linial–Meshulam and the random anticollapse process exists.
3 Constructions
Here we will prove Theorem 1.2, and we do so in a way in which, together with Corollary 2.9
and the result of [BD05] for n ≤ 7 implies Theorem 1.1. Our proof will be by induction and so
we start with explicit examples for n = 8.
3.1 Explicit constructions for n = 8
Probably the most known example of a contractible but non-collapsible complex is the dunce
hat [Zee64], which is known to have triangulations with 8 vertices. Benedetti and Lutz [BL13]
presented an 8-vertex triangulation (without free faces) of the dunce hat (see Figure 1) that
can be found as a subcomplex of (and anticollapses to) a non-evasive ball with 8 vertices, which
in particular implies that this triangulation anticollapses to the simplex ∆7 (alternatively one
could just check that the Alexander dual is collapsible).
By Proposition 2.8 we know that any contractible simplicial complex on 8 vertices in di-
mension bigger than four has at least a free face. For d = 3 and d = 4 we considered the
dual problem. We looked for 3-dimensional hypertrees and 2-dimensional hypertrees which are
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Figure 1: A dunce hat triangulation.
collapsible but have no anticollapsing moves possible and found the (facets of the) following
examples:
Y 28 := { [ 1, 2, 3 ], [ 1, 3, 4 ], [ 1, 4, 5 ], [ 1, 5, 6 ], [ 1, 3, 8 ], [ 1, 6, 8 ], [ 1, 7, 8 ], [ 2, 3, 7 ], [
3, 4, 6 ], [ 2, 4, 6 ], [ 2, 5, 8 ], [ 2, 6, 7 ], [ 2, 7, 8 ], [ 3, 4, 7 ], [ 3, 5, 7 ], [ 3, 5, 8 ], [ 4, 5, 8 ], [ 4,
6, 8 ], [ 4, 7, 8 ], [ 5, 6, 7 ], [ 1, 2, 6 ] };
Y 38 := { [ 4, 6, 7, 8 ], [ 2, 5, 7, 8 ], [ 1, 5, 7, 8 ], [ 3, 4, 7, 8 ], [ 2, 4, 7, 8 ], [ 2, 3, 7, 8 ], [ 1, 3,
7, 8 ], [ 2, 5, 6, 8 ], [ 3, 4, 6, 8 ], [ 1, 4, 6, 8 ], [ 2, 3, 6, 8 ], [ 1, 3, 6, 8 ], [ 3, 4, 5, 8 ], [ 2, 4, 5, 8 ],
[ 1, 3, 5, 8 ], [ 1, 2, 5, 8 ], [ 2, 3, 4, 8 ], [ 1, 2, 4, 8 ], [ 4, 5, 6, 7 ], [ 3, 5, 6, 7 ], [ 2, 5, 6, 7 ], [ 1, 4,
6, 7 ], [ 1, 3, 6, 7 ], [ 1, 2, 6, 7 ], [ 1, 4, 5, 7 ], [ 1, 3, 4, 7 ], [ 1, 2, 4, 7 ], [ 3, 4, 5, 6 ], [ 1, 4, 5, 6 ],
[ 2, 3, 5, 6 ], [ 2, 3, 4, 6 ], [ 1, 2, 4, 6 ], [ 1, 3, 4, 5 ], [ 1, 2, 3, 5 ], [ 1, 2, 3, 4 ] };
The latter complex Y 38 was found by the higher dimensional generalization of Kruskal’s
algorithm described above. In 10,000 runs with n = 8 and d = 3 we found two examples of
collapsible but not anticollapsible hypertrees, including Y 38 . The example Y
2
8 was constructed
by hand, yet a later attempt using Kruskal’s algorithm with 100,000 runs with n = 8 and d = 2
also yielded an example of a collapsible but not anticollapsible hypertree.
The reader may use, for example, the Random Discrete Morse algorithm implementation
in polymake [GJ00] to verify that Y 28 and Y
3
8 are collapsible, but are dual to non-collapsible
complexes. The duals of these two examples and the triangulation of the dunce hat in Figure 1
gives us a prove of the following:
Proposition 3.1. There exist simplicial complexes with 8 vertices in dimension 2, 3 and 4 that
anticollapse to the simplex ∆7 (in particular are contractible) but with no free faces.
3.2 Induction
We now want to prove the inductive step. That is, given a d-dimensional on n vertices simplicial
complex X, which is anticollapsible and non-collapsible, we want to construct X ′ which is (d+1)-
dimensional on (n+ 1) vertices while still being anticollapsible and non-collapsible. To do so we
need the following construction.
Definition 3.2. Let X be a simplicial complex of dimension d on n vertices (x1, . . . , xn) and
and let xi be one of them. Given a label a we will denote by Xxi,a the simplicial complex X
where the vertex xi is labeled by a. We then define:
X1xi = {[a]} ∗Xxi,b ∪ {[b]} ∗Xxi,a (3.1)
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∪Figure 2: Construction of Definition 3.2 applied to the dunce hat triangulation of Figure 1
with 0 as the special vertex.
Where ∗ is the join of two complexes (the faces of the join are the union of a face of the first
complex and a face of the second one).
X1xi is a simplicial complex on n + 1 vertices (a, b, x1, . . . , xi−1, xi+1, . . . , xn) of dimension
d+ 1.
This construction has also a nice presentation in the Alexander dual, in particular there is
a bijection between the facets of X∗ and the facets of X1∗x , where a cell σ is sent to itself if it
does not contain x, otherwise if it is of the form σ = [x, σ′] it is sent to [a, b, σ′].
We are now going to show that many interesting properties are conserved while going from
X to X1x, especially those we are interested in: contractibility, non-collapsibility, and anticol-
lapsibility.
Lemma 3.3. Let X be a d-dimensional simplicial complex with no free faces, then for any
vertex x of X, we have that X1x has no free faces.
Proof. Let σ be a d-dimensional face of X1x. There are then three possible cases:
• a ∈ σ, then σ = [a, σ′] and σ′ is a (d − 1)-dimensional face of Xx,b, in particular it is
contained in at least two facets τ and τ ′, which implies that σ is contained in [a, τ ] and
[a, τ ′].
• b ∈ σ, which is exactly the same as above.
• a, b /∈ σ, but this clearly implies that σ is contained in [a, σ] and [b, σ], so is not a free face.
We turn now to Discrete Morse Theory and, given an acyclic matching on a simplicial
complex X, we would like to lift it to X1x. We will do this in two steps. First, recall that, by
definition, we have that link(a,X1x) = Xx,b. Then, since Xx,b is combinatorially isomorphic to
X, we start by lifting the entire matching to the cells that contain a; i.e. given a matching pair
(τ, σ) in Xx,b we add the pair ([a, τ ], [a, σ]) to our newly defined matching in X
1
x. We could
now be tempted to do the same with respect to b, but it can be easily seen that in this way
we will obtain something not well defined. Instead what we do is to look at the restriction of
the initial matching to del(x,X) and lift it to the cells that do not contain a. We describe this
construction formally below.
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Construction of a matching on X1x. Given an acyclic matching M on X and a vertex x, we
will call by Mb the same matching on Xx,b. We then construct a matching M
1
x on X
1
x in the
following way.
Let (τ, σ) ∈Mb be a matching pair with τ ⊂ σ, then:
• ([a, τ ], [a, σ]) ∈M1x ,
• If b /∈ τ then (τ, σ) ∈M1x ,
• If b /∈ σ then ([b, τ ], [b, σ]) ∈M1x .
Lemma 3.4. The matching defined above is acyclic and, if the critical cells of the matching on
X forms a subcomplex Y then, the critical cells of the lifted matching on X1x are exactly the cells
of Y 1x .
Proof. First of all, by construction, we immediately obtain that the collection of edges defined
above is a matching.
The fact that it is acyclic follows from the Patchwork Theorem 2.3 where Q = {0, 1} and the
poset map is the map that sends a cell to 1 if it contains a and to 0 otherwise. This is clearly
a well-defined poset map and the matching can be restricted to the fibers, so proving that our
matching is acyclic is equivalent to proving that the matching restricted to each fiber is acyclic.
The matching on the fiber of 1 is clearly acyclic because it is equivalent to the starting matching
on X. We need now to check that the matching on the fiber of 0, i.e. the matching restricted
to the cells that do not contain a, is acyclic. We are going to prove this by contradiction.
Let σ0 ↘ τ0 ↗ σ1 ↘ τ1 · · · ↗ σk = σ0 be a cycle in the directed Hasse diagram of X1x, i.e.
for each i, (τi, σi) is a pair in the matching while (τi, σi+1) is not a pair in the matching, but τi
is a face of σi+1.
Let σ′i and τ
′
i be the restrictions of these cells to the vertices different from b. By construction
we obtain that for each i the pair (τ ′i , σ
′
i) is a matched pair in X or σ
′
i = τ
′
i and equivalently τ
′
i
is a face of σ′i+1 and is not paired with it or the two cells are equal.
Then the restriction is still a cycle in X. But since the matching on X is acyclic we must
have that all the restrictions are equal to σ′0 which is impossible.
Let us now suppose that the critical cells of the matching on X forms a subcomplex Y .
Let σ be a cell of X1x, we will show that σ is critical if and only if it belongs to Y
1
x . To do
so we need to analyze various cases separately.
• a ∈ σ. Let us then write σ = [a, σ′]. The following chain of implications is true:
σ is critical in M1x ⇔ σ′ is critical in Mb ⇔ σ′ ∈ Yx,b ⇔ σ ∈ Y 1x .
• a /∈ σ, b ∈ σ. As before let us write σ = [b, σ′] and we obtain the exact same chain:
σ is critical in M1x ⇔ σ′ is critical in Mb ⇔ σ′ ∈ Yx,b ⇔ σ ∈ Y 1x .
• a, b /∈ σ. This last case again follow from a simple chain of implications:
σ is critical in M1x ⇔ σ is critical in Mb ⇔ σ ∈ Yx,b ⇔ σ ∈ Y 1x .
We should notice that, while lifting the matching, we do not really need for x to be a vertex
of X or Y . In the case x /∈ Y by Y 1x we mean, with a slight abuse of notation, the double cone
over Y on the new vertices a and b (and the same if x /∈ X). The previous lemma is still true
in these special cases.
Using this newly constructed matching and simple homotopy theory we are now able to show
that our construction preserves contractibility.
Corollary 3.5. Given a contractible simplicial complex X and any x ∈ X we have that X1x is
contractible.
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Proof. By [Thm. 21 [Whi39]] any contractible simplicial complex can be reduced to a point by a
sequence of elementary collapses and anticollapses. Let X = X0 ↘ Y1 ↗ X1 ↘ . . .↘ Yk = {v}
be one of such sequences where by Xi−1 ↘ Yi we mean that Xi−1 collapses to Yi, while by
Yi ↗ Xi that Yi anticollapses to Xi. Each step of these sequences is in particular an acyclic
matching on a Xi. We can then use the lifting of the matching defined above and obtain that
for any x ∈ X, X1x is homotopy equivalent to (Yk)1x. If v = x then (Yk)1x is a segment; otherwise,
with the same abuse of notation already discussed, (Yk)
1
x is the union of two segments attached
at one vertex. In both cases (Yk)
1
x is contractible, which means that X
1
x is contractible.
Remark 3.6. Many other properties of X are preserved by X1x, for example non-evasiveness. We
are not going to prove them here, but they are all easy to check.
Lemma 3.7. Let X be a simplicial complex on n vertices of dimension d without free faces. If
X anticollapses to the simplex ∆n−1, then for any vertex x ∈ X, X1x is a simplicial complex on
n+ 1 vertices of dimension d+ 1 without free faces that anticollapses to the simplex ∆n.
Proof. The statement follows immediately from the previous lemmas. Notice that, for any
n ∈ N, and any vertex x ∈ ∆n−1, (∆n−1)1x is combinatorially isomorphic to ∆n.
Lemma 3.7 is the main inductive tool to prove both Theorem 1.1 and Theorem 1.2. Namely,
Lemma 3.7 tells use that if Theorem 1.1 holds for (n, d) then it holds for (n + 1, d + 1), and
likewise it tells us the same for Theorem 1.2.
Proof of Theorem 1.2. By Lemma 3.7 and the explicit examples for n = 8 we only have to prove
the claim for d = 2 and n ≥ 9. This case is easy to check however as we may always collapse the
simplex on n vertices to the simplex on (n−1) vertices, thus we may collapse the (n−1)-simplex
to the 7-simplex and then to the dunce hat. The fact that n and d are best possible follows from
Proposition 2.8 for d ∈ {n − 3, n − 2, n − 1}, is obvious for d = 1, and follows from a previous
result by Bagchi and Datta [BD05] for n ≤ 7.
We almost have the proof of Theorem 1.1 as well, except that we need to verify it for d = 2
as we want a complex on exactly n vertices rather than at most n vertices, which sufficed for
Theorem 1.2. Using the previous construction we are able to increase the dimension adding a
single vertex and without changing the properties we are interested in. We would like to do the
same while keeping the dimension fixed and adding new vertices, luckily this can be easily done.
Proposition 3.8. If X is a simplicial complex on n vertices of dimension d without free faces
that anticollapses to the simplex ∆n−1, then Y , obtained from X by deleting a facet and adding
the cone over its boundary, is anticollapsible to the simplex ∆n and has no free faces.
Proof. It is obvious that the complex Y still has no free faces.
We now check anticollapsiblity. Let v be the new vertex of Y and σ the facet of X that we
have deleted. By construction we can perform the elementary anticollapse ([σ], [v, σ]) and call
Y ′ the new complex obtained. We now have that del(v, Y ′) = X, and since X anticollapses
to ∆n−1 we can perform the same anticollapsing moves to Y ′ obtaining a new complex Y ′′.
Now del(v, Y ′′) = ∆n−1 and link(v, Y ′′) = σ which are both non-evasive. In particular Y ′′ is
non-evasive and so anticollapsible.
From this we immediately obtain Theorem 1.1 as Proposition 3.8 implies that if Theorem
1.1 holds for (n, 2) then it holds (n+ 1, 2), and the dunce hat on 8 vertices gives the base case
to this induction, and the other cases have already been proved. We also have that there is a
collapsing sequence from the (n− 1)-simplex that gets stuck at a 2-dimensional complex which
spans the vertex set.
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Remark 3.9. The change to a complex described in the proof of Proposition 3.8 is called a
bistellar-0 flip or a stacking move. Moves of this type are described in [Pac87, Pac91]. We will
also use these stacking moves in the next section.
4 d-anticollapsibility threshold
To establish the d-anticollapsibility threshold, we want to consider a certain anticollapse process
on Y ∼ Yd(n, p). Given a d-complex Y with complete (d − 1)-skeleton we d-anticollapse Y in
rounds. That is, in each round we find all (d + 1)-simplex boundaries with exactly one face
missing and then anticollapse at all of them. In the case that we have multiple punctured
simplex boundaries meeting at the boundary of their missing face we will pick the one to
anticollapse arbitrarily. As we are only interested in whether or not we obtain all d-faces, it
does not matter how we make this choice. Analyzing round-by-round in this way is convenient
because we can decide if a certain d-dimensional simplex is added at a particular round with
only local information, i.e. for a fixed i ∈ N it is not necessary to search the whole complex to
decide if σ ∈ ∆(d)n−1 is added at round i or not.
Toward describing the local picture at a fixed d-simplex σ, we define for j ∈ N a j-times
stacked simplex with boundary ∂σ to be a complex obtained by starting with σ and performing
(any sequence of) j-many stacking moves (see Remark 3.9)1. More precisely, the 0-times stacked
simplex with boundary ∂σ is just σ and from any j-times stacked simplex with boundary ∂σ we
obtain a (j+1)-times stacked simplex by replacing some d-dimensional simplex by the cone over
its boundary. Observe that a j-times stacked simplex will have exactly 1 + dj d-dimensional
faces. This notion of a stacked simplex gives us a way to interpret d-anticollapsibility as a
question about triangulation of simplices in a random complex.
As an example, Figure 3 shows the iterative process to build a 4-times stacked simplex in
two dimensions. This figure is borrowed and slightly modified from a paper of the second author
[New18] who considered triangulated spheres in a different context.
0-times stacked 1-time stacked 2-times stacked 3-times stacked 4-times stacked
Figure 3: The iterative process to arrive at one 4-times stacked 2-simplex
Lemma 4.1. For i ∈ N, there exist m := m(i) and M := M(i) in N, so that in any d-complex
Y on n vertices and any σ ∈ ∆(d)n−1, σ is added at round i of the anticollapse process on Y only
if there exists m ≤ j ≤M so that Y contains a j-times stacked simplex with boundary ∂σ.
This lemma makes precise the connection between stacked simplices and anticollapsing moves
that is obvious in the first few rounds. Indeed a simplex is added at round 0 exactly if it already
belongs to Y , that is if its boundary bounds a 0-times stacked simplex contained in Y . At
round 1, we have that σ is added exactly if it is the boundary of a 1-time stacked simplex. For
1We use j-times stacked to avoid confusion with j-stacked, a notion from [BD13] where the j refers to a dimension
parameter. Here j is the number of internal vertices in a triangulation of a simplex.
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round 2, however, we need that the boundary of σ bounds a 1-time stacked simplex after one
round of anticollapse and each face in the stacked simplex may have been added at round 0 or
at round 1 so we have a few cases to consider, but ultimately σ will be added at round 2 only
if its boundary is the boundary of an i-times stacked simplex in Y for i ∈ {2, 3, . . . , d+ 2}.
Proof of Lemma 4.1. We prove this by induction on i. By the discussion above we have m(0) =
M(0) = 0 and m(1) = M(1) = 1. Now suppose that σ is added at the ith round of anticollapse.
Then σ belongs to a (d+ 1)-dimensional face τ ∈ ∆n−1 so that at round i− 1 all d-dimensional
faces of τ except for σ belong to the complex. Thus τ with σ removed is a 1-time stacked
simplex which exists at round i− 1. Moreover, at least one face of τ with σ removed was added
at round i − 1 (or else σ could have been added earlier). Let σ′ denote such a face. Now σ′ is
the boundary of a j-times stacked simplex for some j ≥ m(i− 1). Thus, σ is the boundary of a
j-times stacked simplex for some j larger than m(i−1). Also by induction we have, on the other
hand, that every facet of τ other than σ is the boundary of a j-times stacked simplex for j ≤
max{M(0),M(1), . . . ,M(i−1)}, we then set M(i) = (d+1) max{M(0),M(1), . . . ,M(i−1)}+1,
and we have the result. We also observe that M(i) is increasing in i, so M(i) can simply be set
to (d+ 1)M(i− 1) + 1. Therefore, we may use i for m(i) and (d+ 2)i for M(i).
From Lemma 4.1 we have that the anticollapse process fills in the simplex on a0, ..., ad if and
only if its boundary bounds a stacked simplex. Thus d-anticollapsibility of a simplicial complex
Y may be interpreted as the property that every d-simplex boundary in Y is the boundary of a
stacked simplex, which is a special type of triangulated d-dimensional ball.
A similar question is considered in the d = 2 case by Luria and Peled [LP18b] who establish a
sharp threshold of ( 4
4
33n)
−1/2 for the property that every triangle in Y ∼ Y2(n, p) is the boundary
of some triangulated disk. Here we restrict to a special class of triangulated disks, and their
higher-dimensional generalizations.
We prove the lower bound for Theorem 1.3 as Proposition 4.2. Its proof is similar to the
proof of the lower bound in the main result of [LP18b].
Proposition 4.2. Fix d ≥ 1, then for α > 1/d with high probability Y ∼ Yd(n, n−α) is not
d-anticollapsible.
Proof. We prove something stronger. Namely, that for c > d with high probability Y ∼
Yd(n, (cn)
−1/d) is not anticollapsible. By Lemma 4.1, a d-complex with complete (d − 1)-
skeleton is d-anticollapsible if and only if every d-simplex bounds a i-times stacked simplex for
some i ≥ 0. Thus we consider the probability that a fixed d-simplex boundary bounds such a
stacked simplex.
Let a0, . . . , ad be the vertices of a d-simplex boundary in the simplex on n vertices. We first
upper bound for 0 ≤ i ≤ n−d−1 how many i-times stacked simplices there are in the d-skeleton
of ∆n−1 with the given d-simplex boundary. First we have that the number of labeled i-times
stacked simplices with internal vertices labeled by [i] and fixed boundary, is at most dii!. Indeed
any such labeled i-times stacked simplex may be obtained from such a labeled (i−1)-times stack
simplex by choosing any of its (1+d(i−1)) faces, replacing it by the cone over its boundary and
labeling the cone point by i. Thus if ti denotes the number of labeled i-times stacked simplices;
then t0 = 1 and ti+1 = (1 + d(i− 1))ti, and so the claimed upper bound follows by induction.
Now in ∆n−1 we have that for any a0, . . . , ad the number of i-times stacked simplices with
boundary a0, . . . , ad is at most
ti
(
n
i
)
≤ dini.
Let Xi by the random variable that enumerates the number of i-times stacked simplices in
Y ∼ Yd(n, p) bounded by the simplex boundary on a0, . . . , ad and X =
∑n−d−1
i=0 Xi. If X = 0
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then Y is not anticollapsible as it will be impossible to fill in the simplex boundary on a0, . . . , ad.
We compute E(X) for p = (cn)−1/d and c > d.
For any i, we have that E(Xi) ≤ (dn)ip1+di as any i-times stacked simplex has exactly 1+di
many d-dimensional faces. Thus by linearity of expectation:
E(X) =
n−d−1∑
i=0
E(Xi)
≤
∞∑
i=0
(dn)i(cn)−(1/d)(1+di)
≤ (cn)−1/d
∞∑
i=0
(d/c)
i
Thus because c > d, we have that the above expression of O((cn)−1/d) = o(1) and so by
Markov’s inequality we have that X = 0 with high probability and so Y ∼ Yd(n, (cn)−1/d) fails
to be d-anticollapsible with high probability.
We now turn our attention to the upper bound, which we state as the proposition below.
Proposition 4.3. Fix d ≥ 1, then for α < 1/d with high probability Y ∼ Yd(n, n−α) is d-
anticollapsible.
Before we present the proof of the upper bound, we observe that the d = 2 case for Propo-
sition 4.2 follows directly from a result of [BHK11]. Indeed, the main result there, is that for
α > 1/2 and p = n−α one has with high probability that Y ∼ Y2(n, p) is not simply-connected,
and 2-anticollapsibility implies strong connectivity. Additionally, [BHK11] shows that this 1/2
is the right exponent for simple-connectivity and implicit in their proof is that for α < 1/2 and
Y ∼ Y2(n, n−α) with high probability Y is 2-anticollapsible. So we generalize Lemma 2.1 from
[BHK11] below as the main tool to prove Lemma 4.3.
This lemma uses the link of a face. This is standard, but here we have only described the
link of a vertex. For τ a face of a simplicial complex X, the link of τ is defined by
link(τ,X) := {σ ∈ X | τ ∩ σ = ∅, [τ, σ] ∈ X}
Observe also that if X is d-dimensional and τ is (d − 2)-dimensional then link(τ,X) is a
graph.
Lemma 4.4. Fix d ≥ 2. Let x0, x1, . . . , xd be vertices of a d-dimensional simplicial complex Y
with complete (d− 1)-skeleton and suppose that
• ⋂d−1i=0 link([x0, . . . , xˆi, . . . , xd−1], Y ) is connected, and
• [x0, x1, . . . , xd−1] is not isolated.
Then the simplex boundary given by x0, x1, . . . , xd is the boundary of a stacked simplex in Y .
Proof. Let b be a vertex so that [x0, x1, . . . , xd−1, b] is a d-simplex of Y . By assumption that
Y has complete (d − 1)-skeleton, we have that ⋂d−1i=0 link([x0, ..., xˆi, ..., xd−1], Y ) contains all
vertices of Y \ {x0, x1, . . . , xd−1}, and by the assumption that the intersection of these links is
connected we have that there is a path P in
⋂d−1
i=0 link([x0, ..., xˆi, ..., xd−1], Y ) from b to xd. Now
the presence of this path gives a sequence of anticollapses that will fill in [x0, . . . , xd] (if it is not
filled in already) implying that the boundary of [x0, . . . , xd] bounds a stacked simplex.
We show now explicitly the sequence of anticollapses; inductively on the length of P . If the
length of P is zero then b = xd and so [x0, . . . , xd] is already in the complex as a 0-times stacked
simplex. Otherwise, let c be the vertex following b on P . Then the following faces appear in Y :
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• [x0, . . . , xˆi, . . . , xd−1, b, c] for all i ∈ {0, . . . , d− 1} and
• [x0, . . . , xd−1, b].
Thus the (d + 1)-simplex on x0, x1, . . . , xd−1, b, c has all of its facets in Y except for possibly
[x0, . . . , xd−1, c]. Thus, possibly after an anticollapse, we have [x0, . . . , xd−1, c] in the complex.
Now let P ′ be the path in P from c to xd, and since the length of P ′ is shorter than P and the
assumptions of the statement are still in place after the possible anticollapse with c taking the
role of b, induction applies and there is a sequence of anticollapses that will fill in [x0, . . . , xd]
completing the proof.
We are now ready to prove Proposition 4.3 using Lemma 4.4.
Proof of Proposition 4.3. Let α < 1/d be fixed. We show that with high probability Y ∼
Yd(n, n
−α) satisfies that for every (d−1)-simplex [x0, . . . , xd−1],
⋂d−1
i=0 link([x0, ..., xˆi, ..., xd−1], Y )
is connected and [x0, . . . , xd−1] is contained in a d-dimensional face. These are both fairly
standard to check.
We first show that every (d− 1)-dimensional face of Y is contained in a d-dimensional face.
That is, we show that Y has no isolated facets. Fix [x0, . . . , xd−1], then the probability that
[x0, . . . , xd−1] is isolated in Y ∼ Yd(n, p) for p = n−α is
Pr([x0, . . . , xd−1] is isolated in Yd(n, p)) = (1− p)n−d
≤ exp(−p(n− d))
≤ exp(−n−α(n− d))
= exp(−Ω(n1−α)).
Since α is less than one we have, by a union bound over all
(
n
d
)
(d− 1)-dimensional faces, that
the probability that Y has any isolated facets is at most
nd−1 exp(−Ω(n1−α)) = o(1).
Now we show that for every [x0, . . . , xd−1],
⋂d−1
i=0 link([x0, ..., xˆi, ..., xd−1], Y ) is connected.
For a fixed x0, . . . , xd−1, and Y ∼ Yd(n, p),
⋂d−1
i=0 link([x0, ..., xˆi, ..., xd−1], Y ) is distributed as
G(n − d, pd). Thus for p = n−α we have to bound the probability that G ∼ G(n, n−dα) is
connected. Recall that the connectivity threshold for G ∼ G(n, p) is at p = lognn [ER61].
In the present setting we are at p = n−ε for ε < 1, so we are well above the connectivity
threshold and should expect that
⋂d−1
i=0 link([x0, ..., xˆi, ..., xd−1], Y ) is connected for all possible
choices of a0, . . . , ad−1. We make this precise in the following claim which we prove using the
technique of cocycle counting, the technique which is the standard for proving that lognn is
the connectivity threshold in G(n, p), as in [ER61], and is generalized to higher dimensions in
[LM06, MW09, NP18].
Claim 4.5. Fix ε ∈ (0, 1), then G ∼ G(n, n−ε) is disconnected with probability O(n exp(−n1−ε/3)2 ).
Proof of Claim 4.5. Let ε ∈ (0, 1) be given. We have that the probability that G ∼ G(n, p) is
disconnected for p = n−ε is equal to the probability that G has a component of order at most
n/2. Now for any k ∈ {1, . . . , n/2} the probability that G has a component of order k is at most(
n
k
)
kk−2pk−1(1− p)k(n−k)
Indeed we have
(
n
k
)
ways to pick the vertices, for connectivity we need a spanning tree and we
have kk−2 choices for such a tree, every edge of the chosen tree exists with probability p, and
we need the edges from our chosen set to its complement to all be excluded.
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By a union bound we have that the probability that G ∼ G(n, p) is disconnected when
p = n−ε and n is sufficiently large is at most
Pr(G ∼ G(n, p) is disconnected) ≤
n/2∑
k=1
(
n
k
)
kk−2pk−1(1− p)k(n−k)
≤
n/2∑
k=1
nkek
kk
kk(n−ε)k−1(1− n−ε)k(n−k)
≤ nε
n/2∑
k=1
[
n1−ε exp(1− n−εn/2)]k
≤ nε
∞∑
k=1
[
n1−ε exp(−n1−ε/3)]k
≤ nε n
1−ε exp(−n1−ε/3)
1− n1−ε exp(−n1−ε/3)
≤ n exp(−n
1−ε/3)
2
.
This finishes the proof of the claim.
Now by Claim 4.5 we have that for α < 1/d and Y ∼ Yd(n, n−α) the probability that⋂d−1
i=0 link([x0, ..., xˆi, ..., xd−1], Y ) is disconnected for a fixed x0, . . . , xd−1 is O(
n exp(−n1−dα/3)
2 ),
and so taking a union bound over all
(
n
d
)
choices of x0, . . . , xd−1 we have that the probability
that Y has a set of vertices x0, . . . , xd−1 so that
⋂d−1
i=0 link([x0, ..., xˆi, ..., xd−1], Y ) is disconnected
is
O(nd+1 exp(−Ω(n1−dα))) = o(1).
It now follows by Lemma 4.4 that Y ∼ Y (n, n−α) is d-anticollapsible with high probability.
5 Conclusions
Let ∆n−1 be a simplex and let us perform a sequence of elementary collapses, where at each
step the new elementary collapse is chosen uniformly at random from all possible elementary
collapses. We continue until we arrive at a single vertex or we get stuck. This process can
be performed using the algorithm Random Discrete Morse [BL14] implemented in polymake
[GJ00] and quite surprisingly it seems that the probability to get stuck increases exponentially
[JLLT14]. Trying to understand this situation is one of the reasons why this article has been
written. While we have been able to characterize exactly in which dimension it is possible to
get stuck, we do not know what is expected in the random setting. Looking for a connection to
the Linial–Meshulam model seems to be a worthwhile place to begin especially with respect to
the d-anticollapsibility threshold.
This is also related to the question of hypertree enumeration. Rather than analyzing random
collapses, one could take a uniform distribution over all d-complexes that the n-simplex can
collapse to and ask how many are collapsible. This is a special case of the problem of enumerating
different types of hypertrees.
As a partial result on enumerating families of hypertrees we have shown that anticollapsible
hypertrees are asymptotically measure zero with respect to the minimum-weight spanning tree
distribution. Key to this is that for a simplicial complex Y , both the property that Y contains a
hypertree and the property that Y contains an anticollapsible complex induce global properties
on Y . The former is equivalent to Y having trivial Q-homology in positive codimensions, and
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the latter implies that Y is d-anticollapsible, and these two properties have different thresholds.
Can this technique be modified to say something about the uniform distribution on hypertrees?
Our constructions give examples of complexes that are anticollapsible but not collapsible.
Naturally, one could ask for contractible complexes that are neither anticollapsible nor collapsi-
ble. The example C93 below is such a complex. This example was found by using Kruskal’s
algorithm to generate 10,000 examples of 3-dimensional hypertrees on 9 vertices. C93 was the
only example in the 10,000 runs that was contractible (simply because it is Z-acyclic and has
complete 2-skeleton), but neither 3-collapsible nor 3-anticollapsible. Even without this example,
one can establish that contractible complexes which are neither collapsible nor anticollapsible
must exist. Indeed all possible collapsible sequences from a complex on n vertices are finite,
but deciding if a complex is contractible is undecidable (it requires deciding if the complex has
trivial fundamental group) [Tan16].
C93 = { [ 4, 5, 7, 9 ], [ 4, 5, 6, 9 ], [ 1, 2, 3, 7 ], [ 2, 4, 6, 9 ], [ 4, 5, 6, 7 ], [ 2, 3, 6, 9 ], [ 1, 3,
5, 7 ], [ 1, 2, 4, 7 ], [ 1, 3, 4, 7 ], [ 1, 2, 4, 8 ], [ 1, 2, 7, 8 ], [ 3, 4, 8, 9 ], [ 1, 3, 4, 6 ], [ 2, 4, 5, 6 ],
[ 2, 3, 5, 8 ], [ 2, 7, 8, 9 ], [ 1, 2, 5, 6 ], [ 1, 4, 7, 8 ], [ 1, 5, 6, 7 ], [ 2, 3, 6, 8 ], [ 2, 4, 7, 9 ], [ 1, 2,
5, 7 ], [ 1, 3, 7, 8 ], [ 3, 7, 8, 9 ], [ 1, 4, 8, 9 ], [ 1, 2, 6, 8 ], [ 2, 3, 4, 6 ], [ 3, 6, 7, 9 ], [ 2, 5, 8, 9 ],
[ 2, 3, 7, 9 ], [ 1, 5, 6, 9 ], [ 1, 2, 5, 9 ], [ 2, 3, 4, 5 ], [ 3, 5, 7, 8 ], [ 3, 5, 6, 7 ], [ 4, 5, 8, 9 ], [ 5, 6,
7, 9 ], [ 1, 2, 8, 9 ], [ 1, 4, 6, 8 ], [ 1, 3, 6, 9 ], [ 2, 3, 6, 7 ], [ 3, 4, 6, 8 ], [ 5, 6, 7, 8 ], [ 4, 5, 6, 8 ],
[ 4, 7, 8, 9 ], [ 2, 6, 7, 8 ], [ 1, 3, 4, 5 ], [ 2, 4, 5, 7 ], [ 1, 3, 5, 8 ], [ 5, 6, 8, 9 ], [ 1, 4, 5, 7 ], [ 2, 5,
7, 8 ], [ 1, 2, 3, 9 ], [ 3, 4, 5, 9 ], [ 1, 3, 4, 8 ], [ 1, 5, 7, 9 ] }.
We do not know if this example is vertex minimal, nor the probability to find such complexes,
but our guess is that for large n with high probability a contractible complex is neither collapsible
nor anticollapsible.
Regarding the coarse d-anticollapsibility threshold, there is the obvious question of the sharp
threshold for d-anticollapsibility. Our proof for the lower bound (Proposition 4.2) actually gives
a lower bound of (dn)−1/d on this threshold. We conjecture that this is the right answer.
Conjecture. The sharp threshold for d-anticollapsibility for Y ∼ Yd(n, p) is at p = (dn)−1/d.
As evidence supporting this conjecture, recall the connection discussed above to the result
of [LP18b]. For d = 2, [LP18b] show that
(
44/33n
)−1/2
is the sharp threshold for the property
that every triangle in Y2(n, p) bounds a disk. The constant of 4
4/33 comes from an enumeration
result of [Tut62] on the number of labeled triangulations of a triangle in the plane. In a similar
way our conjectured sharp threshold for d-anticollapsibility comes from enumeration of labeled
k-times stacked simplices in dimension d.
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