Abstract. It was shown recently that the Minkowski content of a bounded set A in R d with volume zero can be characterized in terms of the asymptotic behaviour of the boundary surface area of its parallel sets Ar as the parallel radius r tends to 0. Here we discuss localizations of such results. The asymptotic behaviour of the local parallel volume of A relative to a suitable second set Ω can be understood in terms of the suitably defined local surface area relative to Ω. Also a measure version of this relation is shown: Viewing the Minkowski content as a locally determined measure, this measure can be obtained as a weak limit of suitably rescaled surface measures of close parallel sets. Such measure relations had been observed before for self-similar sets and some self-conformal sets in R d . They are now established for arbitrary closed sets, including even the case of unbounded sets.
Introduction
Let A be a bounded subset of R d and r > 0. Denote by d(x, A) the (Euclidean) distance between A and a point x ∈ R d , and by Kneser [14] observed that the volume function r → V A (r), r > 0 satisfies a growth estimate which is nowadays called the Kneser property, see (2.1). Stachó [24] (1.1) and (1.2) can be localized in some way. It is our first aim in this note to discuss such a localization. It is based on the concept of metrically associated sets already introduced by Stachó [24] . Essentially we will show in Section 2, that the relations (1.1) and (1.2) localize when we restrict parallel volume and boundary surface area of a set A to sets that are metrically associated with A. These new local relations do even make sense for unbounded sets A. Our considerations have partially been motivated by some questions arising in the study of local Minkowski contents to be discussed in a moment.
In [20] and some subsequent papers [9, 21, 26 ] the limiting behaviour as r ց 0 of volume V A (r) and boundary surface area H d−1 (∂A r ) was studied for arbitrary bounded sets A ⊂ R d and based on the above mentioned equations (1.1) and (1.2) some close relations have been established between the resulting notions of Minkowski content and S-content. We briefly recall their definitions. and M t (A) replaced by S t (A) and S t (A),respectively. Minkowski measurability plays an important role for instance in connection with the modified Weyl-Berry conjecture, see e.g. [17] and the relevant references therein, and the Minkowski content is also a popular texture index ('lacunarity') in applications characterizing the geometry of a given fractal structure beyond its fractal dimensions, see e.g. [18, 1, 23] .
In view of the equations (1.1) and (1.2), it is apparent that Minkowski contents and S-contents of a set A should be closely related. In [9, 21] , it was established that a bounded set A ⊂ R where for the right hand side inequality one has to assume d > 1 and where the constant c d,s just depends on the dimensions s and d. As a consequence,
Note that there is a fundamental difference between upper and lower contents. While the upper contents differ at most by a positive constant implying in particular the equivalence of the upper dimensions, the lower Minkowski content is in general only bounded from above by an S-content of some different dimension. This allows different lower dimensions. It was shown in [26] , that there exist indeed sets for which lower Minkowski dimension and lower S-dimension are different, the constants given in (1.7) were even shown to be optimal, see also [11] for the equality cases in these inequalities.
Based on the localisations of (1.1) and (1.2), we will discuss below local versions of the relations in (1.4) and Theorem 1.1 in the sense of relative contents. Relative Minkowski contents of a set A ⊂ R d with respect to a second set Ω ⊂ R d have been studied and used e.g. in [29, 16] and are defined by In [25] , a localization of the Minkowski content (and the S-content) of a compact set A ⊂ R d to a measure on this set has been suggested. The (s-dimensional) local Minkowski content µ s (A, ·) of A is defined as the weak limit (as r ց 0) of the following family of measures (whenever it exists):
Note that (in case it exists) the local Minkowski content µ s (A, ·) of A is a measure on R d concentrated on A. Its total mass is necessarily given by the s-dimensional
, which implies in particular that it is necessary to choose s = D := dim M A and to assume that the set A is Ddimensional Minkowski measurable for the weak limit to exist and to produce a nontrivial limit measure.
It was shown in [25] , that for all nonlattice self-similar sets K ⊂ R d satisfying the open set condition and D := dim M K the limit measure exists and coincides with a multiple of the D-dimensional Hausdorff measure µ K on K, the total mass being given by the Minkowski content M D (K). In [25] also weak limits of curvature measures C k (K ε , ·) are discussed for self-similar sets K under additional assumptions (and the results are generalized in [28, 20, 22, 27, 4] ). The case k = d − 1 is the surface area measure, which is, in fact, defined for all parallel sets of any set
The weak limit σ s (A, ·) of the appropriately rescaled surface measures
as r ց 0, provided it exists, is regarded as the (s-dimensional) local S-content in analogy with the local Minkowski content. The local S-content was shown in [20] to exist for s = D for all nonlattice self-similar sets satisfying OSC and, moreover, to coincide with the local Minkowski content. A similar relation has been observed in [12] for nonlattice self-conformal sets in R and in [13] for nonlattice limit sets of conformal graph directed systems in R.
The natural question arises, whether there exists a general relation between the local Minkowski content of an arbitrary set and the corresponding local S-content (in case they exist)? Is the equivalence of these measures for self-similar and certain self-conformal sets just a coincidence due to self-similarity? Is it just a consequence of the fact that both measures happen to coincide with some multiple of the natural measure on these sets? Or is there a more general relation in the background? Can the general global relations between Minkowski contents and S-contents obtained in [20, 21] be localized in the sense of measures?
In Section 4 we give an affirmative answer to this last question, which makes clear, that the observed coincidence of the local contents in the self-similar case is not due to the self-similarity but a fundamental general relation. We will show that the local Minkowski content µ D (A, ·) of an arbitrary closed set A exists if and only if the corresponding local S-content σ D (A, ·) exists, and both measures coincide, see Theorems 4.1 and 4.8. This holds even in the case when A is unbounded, provided the weak convergence is replaced by vague convergence. We will also discuss the general properties of these local contents, in particular we will make precise the idea that these measures are locally determined, see Proposition 4.9.
It is well known that for lattice self-similar sets averaging improves the convergence behaviour. The average Minkowski content (compare (5.1)) for instance is known to exist for any self-similar set satisfying OSC, cf. [8] , similarly the average S-content (compare (5.2)) exists for any such set. For self-conformal sets much more is known about the existence of average contents than about the non-averaged counterparts, see e.g. [3] . In Section 5, we will therefore generalize the relations obtained in Sections 3 and 4 for relative contents and local contents to average (relative and local) contents and show for instance, that the existence of the average local Minkowski content is equivalent to the existence of the average local S-content, see Theorem 5.3. In Section 6 we will briefly discuss some applications. In particular, we will demonstrate that several results obtained for (local and average) S-contents in the literature can now easily be recovered from the corresponding known results for Minkowski contents. In the case of self-conformal sets, we will even derive some new results for S-contents from the existing results for Minkowski contents.
Our results clarify in which way one should choose the second set Ω in relative fractal drums (A, Ω) (as studied e.g. in [16] ), if the aim is to learn something about the geometry of the primary set A, namely in a metrically associated way. The examples discussed e.g. in [16] show that all kind of strange things can happen with relative Minkowski contents even for very simple sets A, if the second set Ω is chosen in a too fancy fashion. However, our results show that sets Ω metrically associated with A are on the one hand well behaved and suffice on the other hand to characterize the (parallel set related) geometry of A completely, see also Remark 4.5.
Local parallel volume and local surface area
Let A and X be subsets of R d . Following Stacho [24, p.370], we say that X is metrically associated with A, if for any point x ∈ X there exists a point a ∈ A so that d(x, a) = d(x, A) and all inner points of the line segment [x, a] joining x with a belong to X. We write ]x, a[ for the line segment excluding the endpoints.
First observe that the parallel sets A r of A are metrically associated with A. Moreover, any set of the form π c .) Combining these two constructions, it is easy to see that all sets of the form
A (B) are metrically associated with A. Remark 2.1. This construction can be refined as follows:
denote the (generalized) normal bundle of A, and let
A (β) are again metrically associated with A. Taking not only the base point of the metric projection into account but also its direction is a true refinement. It allows e.g. to study also the one sided parallel sets of a line segment or a curve. To keep things simple, we will formulate all results for preimages π Note also that we will formulate all results in the sequel for closed sets A ⊂ R d which seems the natural setting for our considerations. However, everything can be adapted to work for arbitrary sets A, if the metric projection of A is defined (as above) to send points to the closure A of A. Since all the results will then be equivalent for a set A and its closure, we can as well restrict to closed sets.
Note that any union of sets metrically associated with A is again metrically associated with A. Stachó [24] also claimed that intersections of sets metrically associated with A are metrically associated with A. This is not true in general, not even for two sets, as the following example shows: Recalling that x ∈ X was arbitrary, we conclude that X is metrically associated with A as asserted in the lemma.
To prove the claim, let B ∈ B and let (z n ) n∈N be a sequence of points in ]x, y[ converging to x. Since B is open and x ∈ B, there is an index n 0 ∈ N such that z n ∈ B for n ≥ n 0 . Since B is metrically associated with A, for each n ≥ n 0 there exists a point a n ∈ A such that d(z n , a n ) = d(z n , A) and ]z n , a n [⊂ B. The proof is complete, if we show that a n = y for all n ≥ n 0 , since this implies ]z n , y[⊂ B and thus ]x, y[⊂ B. Suppose that a n = y for some n ≥ n 0 . Then d(z n , a n ) ≤ d(z n , y). If a n ∈]x, y[, we obviously have d(x, a n ) < d(x, y). If not, we have the same inequality, since
But this is a contradiction to y ∈ N x . Hence a n = y for each n ≥ n 0 , showing that ]x, y[⊂ B as claimed. This completes the proof of the lemma.
A similar statement holds if intersections of sets are considered which are (metrically associated with A and) subsets of Unp(A).
Recall that a function f : (0, ∞) → (0, ∞) is said to satisfy the Kneser property (also called a Kneser function) if for some integer d and all λ ≥ 1, the inequality Stachó worked in fact with bounded sets A in his paper and he did not give a proof but remarked that the proof of Kneser (that the global parallel volume t → λ d (A t ) has the Kneser property) applies also to the above f , cf. [14, Hilfssatz 7, p.250] . Indeed, given λ ≥ 1, Kneser constructed a Lipschitz mapping g (with Lipschitz constant λ) from a subset of the set A b \ A a onto the set A λb \ A λa which implies the volume estimate
and thus the Kneser property. In the situation of Lemma 2.4, exactly the same pointwise construction can be used restricted to the set X. Therefore, the statement remains true even for unbounded sets A. Indeed, if λ d (A t ∩ X) is finite for some t > 0, then, by monotonicity, f (s) is finite for each 0 < s < t and, from the existence of the Lipschitz mapping g restricted to X, the finiteness of f (s) for each s ≥ t can be inferred together with the Kneser property. In particular, we conclude that either λ d (A t ∩ X) = ∞ for all t > 0 (in which case the Kneser property makes no sense) or λ d (A t ∩ X) is finite for all t > 0 (in which case the Kneser property holds). Observe that for a bounded set A, λ d (A t ∩ X) is finite for any measurable set X. Another sufficient (but not necessary) condition for this finiteness is that A∩π A (X) is bounded, or more specifically, that A ∩ B is bounded and X = π A (B) is metrically associated with A. In order to formulate a local counterpart of (1.1) for V A,B , we also need a localization of the "boundary measure" on the left hand side of this equation. It turns out that the relevant notion of "boundary measure" in this context are relative Minkowski contents, as introduced and used e.g. in [29, 16] . For sets C, Ω ⊂ R d and s > 0, let
be the s-dimensional Minkowski content of C relative to Ω, whenever this limit makes sense. For the moment, we will be interested in the special case when C = ∂(A r ) is the parallel boundary of some set A for some r > 0, s = d − 1 and
is the preimage of some set B under the metric projection onto A. 
Proof. First observe that the set π 3) for r = 1. That is, we will show that
It has been observed in the proof of [24, Theorem 2] , that
where
for which one has (in case of a bounded set A)
Inspection of Stachó's argument, however, clarifies that in the unbounded case the same holds for Y (t) intersected with π −1 A (B), i.e., whenever V A,B (r) is finite for some (and thus all) r > 0, we have
Now we can compute directly the relative Minkowski content of the boundary ∂(A 1 ):
By (2.5), the second term converges to zero. The numerator of the first term can be written as
As a consequence of Theorem 2.5, we note that the relative Minkowski content
) is well defined for any measurable set B such that V A,B is finite and any r > 0. In particular, the limit involved in its definition exists as a finite value. For bounded A, the finiteness can also be seen from the fact that
is a monotone set function, and so in particular
The latter Minkowski content exists and is finite, since the set
In (1.1), i.e., when the volume function of the full parallel sets is considered, the Minkowski content can be replaced by the Hausdorff measure, which is due to the fact that ∂A r is (d − 1)-rectifiable for each r > 0. Locally this is not true in general, i.e., the relative Minkowski content of the boundary relative to some set cannot be replaced by the Hausdorff measure of the boundary restricted to this set. To illustrate this, we provide an example. 
A (B)) = 2. The example also shows that, in general, the relative Minkowski content cannot easily be replaced by the usual Minkowski content of the intersection and that there is also no easy way out by considering the closure of the restricting set as one may expect at first glance. The relative Minkowski content is just the right notion to take care of "one-sided" situations as in the example and to derive a local relation of the form (2.3) which holds for any r > 0. However, for most radii r > 0 either of the three notions can be used. We have the following relation which generalizes [20, Corollary 2.5]:
Theorem 2.7. Let A ⊂ R d be closed and B ⊂ R d a Borel set such that A ∩ B is bounded. Then, for all r > 0 up to a countable set of exceptions, the function V A,B is differentiable at r with
While the first equality in (2.6) follows from Theorem 2.5 and the third equality is due to the (d − 1)-rectifiability of ∂(A r ), the proof of second equality requires some work. Recall that the positive boundary ∂ + Z of a set Z ⊂ R d is the set of all boundary points z ∈ ∂Z such that there exists a point y / ∈ Z with |y − z| = d(y, Z). Our first observation is that preimages under the metric projection only see the positive boundary of the parallel sets.
We claim that the point y satisfies |y−x| = d(y, A r ), which implies that x ∈ ∂ + (A r ). Indeed, assume y does not satisfy the above equation. Then there is a point
which is not possible. Moreover, we have
which implies that y is not in the preimage π
A (B). The reverse inclusion is obvious. The second assertion follows from applying (2.7) to the set B := A.
For a proof of the inclusion
Then there exists a point y outside A r such that |y − z| = d(z, A r ). By way of contradiction, assume that z does not admit a unique metric projection onto A, i.e. there exists at least two distinct points a, b ∈ A such that |z − a| = |z − b| = d(z, A) = r. At least one of those two points, say a, is not on the ray from y trough z. Therefore, we have |y − a| < |y − z| + |z − a| = |y − z| + r.
Let z
′ be the point on the segment [y, a] such that |z ′ − a| = r. Then, in particular, z ′ ∈ A r and |y − a| = |y − z
Plugging this into the above inequality and subtracting r yields |y − z ′ | < |y − z| and thus d(y, A r ) < |y − z|, which is a contradiction to the choice of y. Hence, z ∈ Unp(A).
It is shown in [10, Corollary 4.6], that the global relation (V
Using the results in [10] , we derive the following local counterpart of this equation.
Proposition 2.9. Let A ⊂ R d be closed and let B ⊂ R d be a Borel set such that A ∩ B is bounded. Then, for any r > 0,
Proof. Fix r > 0. The second equality in (2.8) is obvious from Lemma 2.8. For a proof of the first equality, let f (x) :
Note that, by the assumed boundedness of A ∩ B, f has compact support and so, by the general Steiner formula [10, eq. (2. 3)], we have
where 
Hausdorff measure of the sphere S k−1 , cf. [10, Section 2] for more details. Since the inner integral in each summand in this last expression is right continuous in t, we obtain 2 A r = ∅ (where ∂ ++ A r consists of those boundary points x ∈ ∂ + A r for which the normal cone is 1-dimensional and ∂ 2 A r of those x ∈ ∂ ++ A r , at which A r has two unit normals), we obtain
which completes the proof of Proposition 2.9.
Now we are ready to prove Theorem 2.7.
Proof of Theorem 2.7. The differentiability of V A,B for all r > 0 except countably many is clear from the Kneser property of V A,B , cf. Lemma 2.4. So let r > 0 be a differentiability point of V A,B . Then the first equality in (2.6) is obvious from Theorem 2.5 and the second equality follows from Proposition 2.9. Moreover, the third equality follows from the fact (proved e.g. in [20 In an earlier version of the proof of Theorem 2.7, we have used the fact that the special relative Minkowski contents we use above are actually measures in the argument B. For differentiability points r, this can now be deduced from Theorem 2.7, since the Hausdorff measure is obviously a measure. (Note that the proof above does not use this observation.) In general, this is not obvious at all, but it follows from the properties of Kneser functions, as the next result shows. Lemma 2.10. For any compact set A ⊂ R d and any r > 0, the set function
A (·)) is σ-additive. It suffices to show that for any sequence of B 1 , B 2 , . . . of pairwise disjoint Borel sets, we have 
General relations between relative Minkowski and S-contents
In analogy with relative Minkowski contents, we will now introduce and discuss a relative version of the S-content. For A, Ω ⊂ R d and 0 ≤ s < d, we define
whenever this limit exists and call it the s-dimensional S-content of A relative to Ω. (In particular, it is necessary that H d−1 (∂A r ∩ Ω) is finite for all r > 0 sufficiently small. This finiteness is for instance ensured if A or Ω are bounded or if A ∩ B is bounded and Ω = π −1 A (B).) In case the limit does not exist, we can consider upper and lower versions, S s (A, Ω) and S s (A, Ω), respectively, by replacing the limit with lim sup and lim inf.
Note that in case of a bounded set A for the choice Ω = R d (or Ω = A ε for some fixed ε > 0), we recover the (global) S-content,
. It is convenient to set S d (A, Ω) := 0 for completeness, which is justified by the fact that lim r→0 rH d−1 (∂A r ) = 0 for any bounded set A ⊂ R d , cf. [14] . From this observation it can easily be derived that lim r→0 rH d−1 (∂A r ∩ Ω) = 0 for any bounded set Ω, even when A is unbounded. (Just intersect A with a large enough ball containing Ω.) Therefore, it is justified to set
for any set A and any Borel set Ω.
A priori, it is not clear whether it leads to the same notion of relative S-content, if in the above definition the Hausdorff measure is replaced by a different notion of surface area, the relative (d − 1)-dimensional Minkowski content. Using the results of the previous section, this can be established at least if Ω is a preimage under the metric projection π A . 
A (B)), which implies that the ≤-relation holds in both of the above equations. For the reverse inequalities note that, for each r > 0, 
where the right hand inequality holds only in case λ d (A ∩ B) = 0. Furthermore,
Proof. We start with the right hand inequality in (3.3) and s = d. By the hypothesis λ d (A ∩ B) = 0 and the continuity of the volume function, we have
This shows the right hand inequality in 
where the limes superior is taken over those r > 0 for which the derivative in the numerator exists. Note that the conclusion can be equivalently formulated with the left or right derivative, f 
In case f (0) > 0 and s < d, the left hand side in this inequality is +∞ and therefore it trivially holds in this case. In the remaining case s = d, (3.4) holds trivially, since
2), which completes the proof of (3.4).
It remains to prove the left inequality in (3.3). Let s < d. (Otherwise the constant on the left is zero and the inequality holds trivially). We apply the following special form of [21 
Recalling that f ′ + (r) ≤ f ′ − (r) for any r > 0, the desired inequality follows again from Proposition 2.9.
We point out that there seems to be no obvious local analogue of the last inequality in (1.6) in Theorem 1.1 providing an upper bound for the lower Minkowski content in terms of the lower S-content. The proof of this global inequality is based on the isoperimetric inequality and a localization would require a suitable local analogue of this latter result. Note that the hypothesis λ d (A ∩ B) = 0 is not only sufficient for the right hand inequality in (3.3) to hold but is essentially also neces-
2), and so the inequality always fails. As a useful consequence of the above result, we note the following. A (B)) = M follows. It is worth noting that also several other results on the relation between Minkowski contents and S-contents in [20, 21] carry over to their relative counterparts. In particular, Theorem 2.2 in [21] reads for the relative contents as follows:
A (B)) < ∞. Similary, the results for generalized contents in [21] carry over, if the relative contents are generalized replacing the power functions ε t in the definitions of the contents by more general gauge functions in the obvious way. In particular, Theorems 3.4 and 3.7 in [21] have local analogues. The ingredients of the proofs are always the same: Proposition 2.9 together with the appropriate statement on Kneser functions from [21] .
Localization as measures
The following Theorem gives an affirmative answer to this last question for compact sets. In fact, these localizations even make sense for unbounded sets A. Therefore, we will later discuss an extension to unbounded sets. This will require some additional considerations regarding the notion of convergence and a different technique of proof. First we give a rough outline of the proof. We will construct a separating class of the Borel σ-algebra B d of R d which is adapted to the structure of the set A under consideration. It will consist of preimages under the metric projection onto A and sets bounded away from A by some positive distance. Since Borel measures that coincide on a separating class are necessarily the same, and since µ carries no mass outside the set A, this reduces the task of comparing the two limits in Theorem 4.1 essentially to comparing the measure of preimages of Borel sets under the metric projection, for which the results of the previous section can be employed. 
4). We conclude that
which is a representation of B as a countable union of sets in σ(A A ), showing that B ∈ σ(A A ). This completes the proof. A (B n ) for n ∈ N, where B n is a ball of radius n centered at the origin, and let E 0 := exoA. Observe that E n ∈ A ′ A for all n ∈ N 0 and hence µ(E n ) = ν(E n ), and that
c ), in which the second set is clearly an element of C A , hence µ(π
c ) = 0. The first set is compact such that, by the assumed local finiteness of the two measures, µ(π
This implies the finiteness of µ(E n ) for any n ∈ N. Therefore, we can apply part (i), which yields the assertion (ii). r ∈ (0, 1]} is tight. Hence, by Prohorov's Theorem, every sequence in this family has a weakly converging subsequence. Let (r i ) i∈N be a null sequence such that the measures σ D ri (A, ·) converge weakly as i → ∞. Let ν be the limit measure of this sequence (which is necessarily concentrated on A). We will show that ν coincides with µ. Since the choice of the sequence (r i ) was arbitrary, the limit measure must then be the same for every such sequence, which implies the weak convergence ν (A, ·) ), which allows to easily single out the right dimension s for which the local contents are interesting. In case of an unbounded set A, the total mass of these measures is infinite, in general, and it is not obvious what the right scaling exponent s is for a given A. It seems that there is no generally agreed notion of Minkowski dimension (or Minkowski content) in case of unbounded sets. We suggest the following definition: Let (B n ) n∈N be an increasing sequence of bounded open sets in
Note that for A bounded, this definition coincides with the standard one, since for all n large enough the set A will be contained in B n and M s (A, π
holds. Moreover, the definition does not depend the choice of the sets B n . Replacing (B n ) with any other increasing sequence of bounded open sets B ′ n such that n B ′ n = R d will produce the same number for the upper Minkowski dimension. In a similar way, we can define the lower Minkowski dimension dim M A of A by replacing the upper relative Minkowski contents in (4.8) by their lower countertparts. If both numbers coincide, the common value can be regarded as the Minkowski dimension dim M A. The (upper and lower) S-dimension of an unbounded set A can be defined in a completely analogous way. (
In fact, for the conclusion to hold, it is enough to require the hypothesis to hold for an increasing sequence of open sets G whose union covers R d .
Proof. (i) Let K ⊂ G be compact. By the criterion (4.7), the assumed vague
By (4.7), these two observations together imply the vague convergence
(ii) Fix some increasing sequence of open sets 
Similarly, given some open, relative compact set V in R d , we can find an index i such that V ⊂ G i (implying that V is relatively compact in G i ) and we get lim inf
Since this is true for any such K and any such V , the vague convergence µ r v −→ µ 0 follows again from [2, Satz 30.2].
We will use Lemma 4.6 to reduce the problem of comparing the full parallel volume and full parallel surface area of an unbounded set (which are infinite measures) to the problem of comparing the restrictions of these measures to suitable open sets on which the measures are finite. The next statement generalizes Theorem 4.1 to such restrictions. 
that is, letK be the smallest metrically associated set containing K. It is easy to see thatK is a compact subset ofB containing K and that thus (The inner regularity of the measures σ rn allows to enlargeK such that this inequality holds for all n.) Since this works for any ε > 0, the family {σ s rn |B(A, ·) : n ∈ N} is tight. Now, by Prohorov's Theorem, every sequence in this family has a weakly converging subsequence. Let (r n(i) ) i∈N be a subsequence such that the measures σ s r n(i) |B(A, ·) converge weakly as i → ∞. Let ν be the limit measure of this sequence (which is necessarily concentrated on A ∩ B). We will show that ν coincides with µ. Since the choice of the subsequence (r n(i) ) was arbitrary, the limit measure must then be the same for every such sequence, which implies the weak convergence σ We are now ready to state and prove the main result of this section, the announced equivalence of local Minkowski content µ s (A, ·) and local S-content σ s (A, ·) for arbitrary (possibly unbounded) closed sets A ⊂ R d . We emphasize that according to the statement it is enough to assume the existence of one of the two local contents, µ s (A, ·) or σ s (A, ·), to conclude the existence of other one and their coincidence. −→ µ| Gi as r ց 0 for each i ∈ N. The additional assumption implies that there is in fact no loss of mass, i.e., we have lim rց0 µ r | Gi (G i ) = µ| Gi (G i ) for the total masses of the restrictions. To see this observe that on the one hand we have lim sup
due to the compactness of the set A 1 ∩ G i , and the latter expression satisfies 
A (B i )) = ∞ for any t < s and thus dim M A ≥ s. This shows that dim M A exists and equals s completing the proof of Theorem 4.8.
Properties of local Minkowski and S-content. In case local Minkowski content and local S-content exist, these measures inherit some of the properties from their defining sequence of measures. It is easy to see that some form of motion invariance and homogeneity of volume and surface area, respectively, survive in the limit: If µ s (A, ·) exists for some closed set A ⊂ R d , then, for any Euclidean motion g and any Borel set B,
.
Furthermore, the s-dimensional contents are homogeneous of degree s if they exist, that is,
for any λ > 0 and any Borel set B.
The most important property inherited from the defining sequence is that local Minkowski content and local S-content are locally determined. This property is in a way the ultimate reason, why all the localization results presented here hold.
To see this let x ∈ A r ∩ π Our first claim is that
By Theorem 2.7, we have
and, interchanging the order of integration, this leads to
Here we have used again the relation V A,B (r) = r 0 S(ρ)dρ as well as the assumption s < d. This proves (5.3).
Observe that the third term on the right in (5.3) is constant. It vanishes, when dividing by | log t| and taking the limit as t → ∞. The second term is non-negative. Let (t n ) be a null sequence, such that
Similarly the inequality M
A (B)) < ∞ holds, then the second term on the right in (5.3) is bounded by a constant. Hence, it vanishes when dividing by | log t| and taking the limit as t → ∞. The equalities stated in (ii) follow at once.
For the last assertion, in which A is assumed to be bounded note that, by the monotonicity of relative Minkowski contents, we have, for any Borel set 
which, by Theorem 5.2, implies that also the average limit
exists and equals µ(π To see that s = dim M A it is enough to show that dim M A ≥ s (since dim M A = s was assumed). For this let (B i ) i∈N be an increasing sequence of bounded open sets. The B i are relatively compact and so, since µ = 0, the vague convergence implies there exists some i 0 ∈ N such that M s (A, π
A (B i )) = ∞ for any t < s and therefore dim M A ≥ s. Thus dim M A exists and equals s.
The last assertion follows from the fact that in case of a compact set A, the vague convergence is in fact weak convergence such that the mass is preserved.
Applications
We briefly discuss some applications of the results of the previous sections. Self-similar sets. Let K ⊂ R d be a self-similar set satisfying the open set condition (OSC). That is, there is an iterated function system {S 1 , S 2 , . . . , S N } consisting of contracting similarities S i : R d → R d with contraction ratios 0 < r i < 1, i = 1, . . . , N such that K is the unique nonempty compact set satisfying the invariance relation K = N i=1 S i K. Let D := dim M K be the Minkowski dimension of K (which is well known to coincide with its Hausdorff dimension) and let
be the normalized D-dimensional Hausdorff measure on K.
In [25] , it was shown that for such self-similar sets K of nonlattice type the local Minkowski content µ D (K, ·) exists, that is, the weak limit of the measures µ 
This result was obtained in [20] by a direct computation of the weak limit, but it is now an immediate consequence of the general Theorem 4.1. Similarly, the existence of the average local Minkowski content µ D (A, ·) was shown in [25] for any self-similar set A ⊂ R d satisfying OSC and the existence of the average local S-content σ D (A, ·) for such sets was shown in [20] . The latter can now be deduced directly from the former using Theorem 5.3. Self-conformal sets: C 1+α -images of self-similar sets. Let K ⊂ R d be a selfsimilar set as above but assume additionally that the strong separation condition (SSC) is satisfied, i.e. S i F ∩ S j F = ∅ for all i = j. Let g : U → R d be a conformal diffeomorphism defined on an open set U containing the 1 2 -parallel set K 1/2 of K and assume that |g ′ | is α-Hölder continuous for some α > 0. Then the set F := g(K) satisfies the invariance relation
in which the maps Ψ i := gS i g −1 are conformal but not necessarily contractions. However, it can be shown that some iterate of the system {Ψ 1 , . . . , Ψ N } consists of contractions and F is thus the invariant set of a conformal IFS satisfying the SSC, see e.g. [12, 19] for details.
In [7, Corollary 1.15] , it was shown that for such C 1+α -images F of a self-similar set K, the average local Minkowski content µ D (F, ·) exists and in the nonlattice case also the local Minkowski content µ D (F, ·). More precisely, the authors proved that the average Minkowski content M D (F ) of F exists (and is positive and finite) and given explicitly in terms of K and the function g by In other words,
for any Borel set B ⊂ R d , or, using the above relation (6.1),
That is, the average local Minkowski content of F exists and is a multiple of the D-conformal measure on F . For nonlattice sets F , also the local Minkowski content µ D (F, ·) exists and all of the above relations hold for µ D (F, ·) instead of µ D (F, ·) (and M D (F ) instead of M D (F )). In [7] , nothing is said about the S-contents or the asymptotic behaviour of the parallel surface area. Combining the results of [7] with Theorems 4.1 and 5.3, we can now immediately derive analogous results about the local S-contents of such self-conformal sets. (ii) If the underlying IFS generating K is nonlattice, then the S-content S D (F ) and also the local S-content exist and coincide with their average counterparts.
Self-conformal sets on the real line. In [12] , Keßeböhmer and Kombrink have studied general self-conformal sets on the real line satisfying the open set condition. They have shown the existence of both the average local Minkowski content and the average local S-content and, in the nonlattice case, also the existence of the local Minkowski content and the local S-content, cf. [12, Theorem 2.11]. With Theorems 4.1 and 5.3, respectively, we can now conclude the existence of one of these local contents directly from the existence of the other one and similarly for their average versions. However, as observed in [12] , in the one-dimensional case, a relation between local S-content and local Minkowski content can be established more easily directly from the global relation (1.4) and the fact that for b ∈ R \ F the equality F ε ∩ (−∞, b] = (F ∩ (−∞, b]) ε holds for ε > 0 sufficiently small.
Completely analogous remarks apply to the (average) local contents of the limit sets of the graph directed conformal iterated function systems studied in [13] .
Remark 6.2. Note that the existence of the local Minkowski content implies the existence of the Minkowski content of a set but not vice versa, and similarly for the S-contents. Examples of sets (in R) for which the Minkowski content exists but not the local Minkowski content have been discussed in [12, Corollary 2.18] , where some C 1+α images F = g(K) of a lattice self-similar set K are considered with g chosen in such a way that F is Minkowski measurable (while K is not).
