Abstract
Introduction
The user interface for computer systems is currently evolving to an intelligent multi-modal tool. Processing, understanding and emulating auditory and visual human communicative signals by a computer will facilitate a revolutionary human-like man-machine interface.
The existing expression recognition systems (e.g. Hong et al. [9] , Otsuka and Ohya [13] , Kobayashi and Hara [ 121, Thalmann et al. [ 161) mostly deal with the analysis and singular classification of the six prototypic facial expressions as defined by Ekman [5] (happiness, anger, disgust, fear, surprise, sadness). However, it is not certain at all that any facial expression able to be displayed on the face can be singularly classified under the six basic emotion categories. A psychological discussion on the topic can be found in Russell [ 151 and Ekman [6] . Experimental proofs can be found in the studies of Asian researchers such as Zhang et al. [19] , which reported that the Asian subjects have difficulties to express some of the basic expressions such as disgust and fear. To achieve a realistic analysis of human facial displays, automated discrimination of subtle changes in facial expression and a multiple classification of these into expression categories are needed.
The Facial Action Coding System (FACS) [4] is a system designed for human observers to detect subtle changes in facial appearance. It is a system that linguistically describes all possible visually detectable facial changes in terms of 44 so-called Action Units (AUs). So far, several studies on vision-based facial gesture analysis suggested that FACS AUs could be detected from digitised face images.
Keamey and McKenzie [l l] reported on a selfadaptive expert system that converts facial data into a set of face actions and then this into a set of emotion labels. The system recognises 36 different face actions but uses hand-measured manually supplied face image data that is difficult to track automatically.
Essa and Pentland [7] proposed a method for recognition of facial expressions based on differential patterns of optical flow. They used spatio-temporal templates to recognise 2 face actions and 3 prototypic emotional expressions. However templates are unsuitable for face action recognition since for each individual face action and each combination of various face actions a separate template should be defined.
Black and Yacoob [2] also used an optical flow model of image motion for facial expression analysis. Although their system utilises some mid-level predicates that describe the facial change, the specificity of optical flow to action unit discrimination was not described. The discrimination of facial expressions remained at the level of the basic emotion prototypes rather than on a finer level of face actions.
Cohn et al. [3] proposed an optical-flow-based method for discriminating between AUs in the eyebrow, eye and mouth regions. The method can identify 8 individual AUs and 7 AUs combinations.
The method is still tentative. It requires a manual labelling of some facial landmarks in the first frame of the examined image sequence. Also, it cannot deal with arbitrary image sequences -the examined image sequence should start with a neutral facial expression and may not contain more than one face action in a row. The method does not deal at all with expression classification.
We developed a system, referred to as ISFER, which can robustly perform both, recognition of a complex facial expression composed of several individual face actions and multiple classification of the expression into the six basic emotion categories. An advanced human-computer interface could employ our expression-recognition tool as pre-processing for interpretation of the encountered expression and for animation of that expression by a virtual actor.
ISFER forms a part of the ongoing research on intelligent anthropomorphic multi-modal human-machine interface, conducted at the Knowledge Based Systems department of TU Delft. This paper discusses the aspects of the conducted research and the resulting implementation of ISFER.
The overall structure and the main characteristics of ISFER are presented in section 2. The framework for hybrid facial feature tracking is briefly described in section 3. The facial data evaluation is discussed in section 4. The dual-view face model and facial data analysis are explained in section 5. Section 6 provides concluding remarks and a short overview of the future work.
ISFER
Our system consists of three integral parts (Figure 1 ): data generator, data evaluator and data analyser. The Facial Data Generator is in fact a framework for hybrid facial feature tracking, which for each facial feature executes multiple feature detectors on the examined dual-view face image. The Facial Data Evaluator makes the best possible selection from the redundantly tracked facial features and substitutes the missing data by setting and checking the hypothesis on the overall facial appearance. The Human Emotion Recognition Clips Utilised Expert System (HERCULES), which converts the evaluated face geometry into face actions and classifies the encountered facial expression into the six basic emotion categories as proposed by Ekman [5] , forms the Facial Data Analyser of the system. Dual view face images are acquired using two digitised cameras mounted on holders attached to a . This camera setting is not prone to the problems of rigid head motions. The cameras are moving together with the head and insure the scale and orientation invariance of the acquired images. ISFER deals with static face actions. This means that only the end-state of the facial movement is measured in comparison to an expressionless face of the same subject. The movement itself is not measured. In other words, the system deals with still face images, not with image sequences.
Since the system detects the examined facial expression from the difference between that expression and the neutral facial expression, the accuracy of the analysis of the expressionless face is crucial. To ensure correct extraction of the facial features from someone's neutral facial expression, it is highly recommended that the results of the automatic feature tracking are visually inspected and, if necessary, that the choice of facial feature detectors is further manually made. Analysis of each next expression of the observed person is performed in a completely automatic way.
The reasoning of the system is person-independent. This means that the process of automatic recognition of facial gestures does not depend on physiognomic variability of the subjects. The generic face model and the rules for recognition of face actions that are based on the person-independent FACS rules facilitate this.
ISFER has three major imperfections. The system does not deal with the intensities of face actions. A face action either underlies the observed facial expression (face action intensity is set to 100%) or not (face action intensity is set to 0%). Further, the system does not deal with minor inaccuracies of the face geometry delimited by the Facial Data Generator. These effect the face action recognition accuracy and, in turn, the emotional classification accuracy. Finally, ISFER performs emotional classification into the six basic emotion categories. Still, it is not at all certain that all facial expressions able to be displayed on the face can be classified under the six basic emotion categories. Allowing the user to define his/her own classification categories would probably yield more realistic interpretation of the encountered expressions.
Facial Data Extraction
The existing automated face analysers usually utilise only one kind of facial feature detectors. In contrast, we are proposing a hybrid approach to facial feature tracking. The Facial Data Generator represents in fact a framework that per facial feature concurrently applies multiple feature detectors of different kinds. For instance, a neural network-based approach originally proposed by Vincent et al. [17] that finds the microfeatures of the eyes or an active contour method proposed by Kass et al. [lo] with a greedy algorithm for minimising the snake's energy function [18] can currently perform automatic tracking of the eyes. But, any other detector picked up "off the shelves" that performs tracking of the eye contour can be use instead. We are combining known techniques rather than finetuning the existing facial feature detectors or inventing new ones.
There are two motivations for combining detectors. First, no time will be spent to invent and implement a new facial feature detector. The existing detectors could be just picked up "off the shelves" and integrated into the framework we are proposing here. Second, it is expected that a combined detector will have increased quality. Each algorithm has circumstances under which it performs extremely well and the facial features that it can track better. This implies that a combined detector will have less weak properties and perform better than the best single detector. Finally, introducing the redundancy by applying multiple detectors per facial feature and then choosing the best of the acquired results will finally yield in a more complete set of the detected facial features.
The framework for hybrid facial feature tracking is a Java-implemented tool that has been developed according to the multi-detector paradigm. The overall design of the framework and its GUI is explained in Rothkrantz et al. [ 141. Here, we are providing merely a short overview of the framework structure.
The modules of the framework are classified into three groups. The modules for generating digital dualview images and for filtering the image data belong to the pre-processing group. The modules that perform tracking of the facial regions (i.e. head contour, profile contour, eyebrows region, eyes region and mouth region) belong to the detection group. The modules that track the contours of the facial features (i.e. eyebrows, eyes, nostrils, mouth and chin) belong to the extraction group. For each facial feature, several detectors have been already integrated into the framework. Still, if adding another feature detector will increase the quality of the current facial feature extraction, the detector can be easily integrated into the framework at any point.
After invoking all of the feature detectors that belong to the extraction group of modules, the result of each one is stored in a separate file. Those files form the input to the Facial Data Evaluator.
Facial Data Evaluation
The files that form the input to the facial data evaluation part of ISFER contain redundant data. In the case that none of the detectors of a certain facial feature performs a successful tracking, the output tiles of the Facial Data Generator will contain missing data about that facial feature. The files can also contain highly inaccurate data. The main function of the Facial Data Evaluator is to make the best possible selection from the redundantly tracked facial features and to deal with the encountered ambiguities in the selected facial data.
The process of dealing with ambiguous facial data is, in fact, the process of checking, reducing and adjusting the set of files that form the output of the framework for hybrid facial feature tracking. The whole process is based on two kinds of knowledge, namely, the evaluation of a specific feature detector and the facial anatomy.
Based on the evaluation results obtained for a given detector, we assigned a certain priority to each facial feature detector integrated into the framework. The facial feature detectors and their priority levels are given in Table 1 . Since the evaluation of a particular detector determines our confidence in the accuracy of that detector, the priorities assigned to the detectors are used to select the most confident results of the performed feature tracking. The knowledge about facial anatomy concerns the facts like "the inner comers of the eyes are stable facial points", "the face is symmetric", "a movement of the eyes can be unilateral but most often it's bilateral", etc. This knowledge is used to check the correctness of the performed facial feature tracking as well as to substitute missing data.
Checking the Facial Data
The set of the framework output files is evaluated first in terms of missing data. If a single point represents a tracked facial feature, the file containing that feature is labelled as missing. In the case of the pair features (eyes and eyebrows), only if a single point represents each feature, the tile is labelled as missing. If only one of the features is tracked as a single point then the file is labelled as missing one.
The output files that haven't been labelled as missing are evaluated further in terms of highly inaccurate data. The evaluation process consists of the following steps. 1. To conclude that the profile contour is badly tracked the tip of the nose and the top of the forehead should deviate for at least ten pixels from these points tracked in the neutral facial expression. The file containing the tracked profile contour will rarely (if ever) be labelled as highly inaccurate considering the overall performance of the algorithm with an average localisation error of 2 pixels. 2. To conclude that the eyes are badly tracked one of the following two requirements should be fulfilled. First, the points representing the inner corners of the eyes are immovable points considering the camera setting. If the position of these points deviates for at least five pixels from the neutral-expression-position of these points, one or both eyes will be flagged as badly tracked. A slight deviation in the position of the inner comers of the eyes uncovers an inaccurate-but not a highly inaccurate tracking. Although the narrowing and the widening of the eyes can be unilateral, it is almost always bilateral [4] . So, the proportion of one eye comparing to the other should be the same in the examined expression as in the neutral expression. If this is not the case, one or both eyes will be flagged as badly tracked. If both eyes are flagged as badly tracked, the tile containing the tracked eyes will be labelled as highly inaccurate. If only one eye is flagged as badly tracked, the file will be labelled as highly inaccurate one. This procedure is applied to each file containing the result of an eye detector. 3. In the case of the eyebrows, the important fact is that no muscle contraction can elongate or de-elongate the eyebrow [4] . This and the camera setting, ensure that the area size of each eyebrow remains the same in each examined frontal-view of the observed person. If the size of the eyebrow area deviates for at least ten pixels from the size of that area measured in the neutral facial expression, the eyebrow will be flagged as badly tracked. If both eyebrows are flagged as badly tracked, the tile containing this information will be labelled as highly inaccurate. If only one eyebrow is flagged as badly tracked, the file will be labelled as highb inaccurate one. This procedure is applied to each file containing the result of an eyebrow detector. 4. The points representing the centres of the nostrils are immovable points considering the camera setting. If the tracked location of the nostrils deviates for more than five pixels from the neutral expression position of the nostrils, the file containing the output of the module Find Nose /Chin will be labelled as highly inaccurate. 5. Checking the accuracy of a mouth-tracking algorithm is a pretty difficult task considering the diversity of the possible mouth movements. The mouth can be elongated or de-elongated, wide open or tightened, puckered or sucked in, laughing or crying. The check that we are performing consists of two steps. First, the opening of the mouth calculated from the tracked mouth contour is compared to the distance between the lips calculated from the profile contour. If the compared distances deviate for more than five pixels, the file containing the tracked mouth contour will be labelled as highly inaccurate. The second step utilises the mouth-detector checking facility implemented as the Fuzzy Mouth module. The output of the module is a classification of mouth expression into one of the smile, neutral and sad categories. The rules such as "if smile then the mouth comers are up" extend the fuzzy classifier and facilitate a comparison of the fuzzy classifier output with the output of another mouth detector. If the tracked mouth contour doesn't pass this test, the file containing it will be labelled as highly inaccurate. This procedure is applied to each tile containing the result of a mouth detector.
At this point, the files that haven't been labelled as missing or highly inaccurate are labelled as good.
Reduction / Adjustment of the Facial Data
After the framework output files that are labelled as missing are discarded, the reduction and the adjustment of the files proceed as follows. 1. Each output file, which contains the result of an eye detector and has been labelled as highly inaccurate, is discarded. If there is no eye-detector file left, the missing data is substituted with the eyes tracked in the neutral facial expression. Otherwise, the non-discarded result of the eye detector with a highest priority (Table  1) will be used in system's further processing. If the eye-detector file with a highest priority is labelled as missing one or highly inaccurate one, the result of an eye detector with a lower priority will be used to substitute the data about the badly tracked eye. If there is no detector with a lower priority, the successfully tracked eye substitutes the badly tracked eye. 2. In the case of the eyebrows the processing is the same as in the case of the eyes. 3. If the file containing the result of the module Find Nose/Chin is labelled as highly inaccurate, the nostrils are set to the neutral-expression-position of the nostrils. 4. Each file, which contains the result of a mouth detector and has been labelled as highly inaccurate, is discarded. If there is no mouth-detector file left, the missing data is substituted with the mouth tracked in the neutral facial expression. Otherwise, the nondiscarded result of the mouth detector with a highest priority will be used in system's further processing.
The Facial Data Evaluator has three shortcomings. The currently implemented data evaluation process will not discover a mouth contour that greatly extends the horizontal length of the actual mouth. Second, all data labelled as highly inaccurate will be discarded and, if no data has been labelled as good, the relevant facial feature tracked in the neutral facial expression will substitute the missing feature. By doing so, the accurate information about the examined facial expression gets lost. Finally, ISFER is not able to deal with minor inaccuracies encountered in the framework output.
To enhance the system we should implement both, dealing with face image sequences (the features tracked in a previous frame could be used to substitute missing data) and fuzzy reasoning on face image data.
Facial Data Analysis
The Facial Data Evaluator results in unambiguously defined face geometry determined as a set of tiles. The features defined by our face model can be extracted straightforwardly from these files. The extraction is performed in the Model Data Acquiring step of the system's processing (see Figure 1) . The obtained face 117 model-based face geometry forms further the input to the reasoning mechanism of the system, HERCULES.
Face model
We utilise a point-based face model composed of two 2D facial views, namely the frontal and the side view. There are several motivations for this choice. First, the rules of the FACS can be converted in a straightforward manner into the rules for deforming a point-based face model. The validity of the model can be inspected visually by comparing the changes in the model and the changes in the modelled expression. Finally, combining a dual facial view into a single model yields a more realistic representation of 3D face and avoids manual initialisation of a 3D face model (e.g. Thalmann [ 161). 
Automatic Face Action Tracking
We achieved an automatic face action tracking in two steps. First we perform the automatic tracking of the facial features in the examined face image by utilising the multi-detector processing of the Facial Data Generator. Since the images are scale-and orientation invariant, extraction of the model features from the tracked contours of the facial features is straightforward. Then the obtained face geometry is automatically converted into a set of activated AUs. From a total of 44 AUs defined in FACS, 28 AUs (i.e. 30 face actions) can be uniquely described using our face model. FACS description of AUs and the representation of AUs-codes in terms of our model are given in Table 2 in an informal reader-oriented pseudocode. These are the rules employed by the system's inference engine, HERCULES. These rules have been validated twice. First, we asked three certified FACS coders to produce the facial expressions of separate AU activation, according to the rules given in Table 2 . Only the changes described in the table have been produced, the appearance of other facial features is left unchanged. 90 recorded dual views were given for evaluation to other two certified FACS coders. In 100% of the cases, the image representing the activation of a certain AU, produced according to our rules, has been labelled with the same AU-code by the FACS coders.
The second validation test of the rules for AU recognition concerns the automatically performed face action tracking from 496 dual views. The images are 3 1 expressions of separate face actions shown by eight certified FACS coders twice (2x8~31). The images have been made strictly according to the rules given in Table 2 . Dual views have been recorded under constant illumination using fixed light sources and none of the subjects had a moustache, a beard or wear glasses. Subjects were of both sexes and ranged in age (22-33) and ethnicity (European, South American and Asian). The average recognition rate was 92% for the upper face AUs (AU1 -AU7) and 86% for the lower face AUs. For 2% of the images, the tracking failed completely.
Emotional Classification of Expressions
The set of HERCULES' production rules given in Table 3 performs the multiple classification of the face actions into the emotion categories. These rules have been acquired in a straightforward manner from the linguistic descriptions of the prototypic expressions given by Ekman [5] . Five certified FACS coders have validated the rules using a set of 129 dual view images representing the relevant combinations of AUs. In 85% of the cases, the human observer labelled the observed expression as given in Table 3 .
An AU-coded description of the shown expression and its classification given in terms of weighted emotion labels conclude the facial expression analysis performed by ISFER. A weight is assigned to an emotion label according to the assumption that each AU, forming a part of a certain prototypic expression (Table 4) , has the same influence on intensity of that expression. For instance, an expression formed by activating AU6, AU12 and AU25 will be classified as 75% of happiness. To evaluate the semantic correctness of the rules of Table 4 , we asked three certified FACS coders to produce facial expressions according to these rules. The acquired 54 images (3 times 6 expressions shown by 3 subjects) were given for evaluation to other five certified FACS coders. The achieved average of the correct recognition ratio of 86% validated the rules [ 11.
The overall performance of the automatic emotional classification of facial expressions performed by the system has been tested on a set of 265 face images. The images are: 129 images used to validate the rules of Table 3 , 56 images representing "pure" basic emotional expressions (including neutral expression) and 80 images of various blended emotional expressions shown by 8 certified FACS coders. Image acquisition has been performed under constant illumination using fixed light sources and none of the subjects had a Table 3 . The rules of HERCULES for multiple classification of facial expression into the moustache, a beard or wear glasses. Subjects were of both sexes and ranged in age (22-33) and ethnicity (European, South American and Asian). First, the images were manually classified according to the rules of Table 3 . The performance of the automatic classification is then evaluated by counting the images that have been correctly classified and weighted by the system. In only 2% of the images (6 images) the tracking failed completely. The average correct recognition ratio was 91% (Table 5) . 
Conclusion
This paper presents a prototype of the person-and situation independent system for vision-based facial gesture analysis, which utilises a framework for hybrid facial feature tracking and an Expert System for face action tracking and multiple emotional classification of facial expressions. By a number of experiments, we demonstrated the validity of the rules that have been employed. The evaluation of the overall performance of the fully automated system indicates that the facial feature tracking, the face action tracking and the face action emotional classification are performed rather accurately by the system.
Our current work is focused on a threefold. Modelling the facial motion and its intensity (i.e. dealing with face image sequences and AU intensity) will increase the overall performance of the system. Developing a Fuzzy Expert System for face action tracking and face action emotional classification will increase the quality of the system by allowing it to reason about the involved face actions according to the accuracy of the performed facial feature tracking. Designing and developing a learning facility, which will allow the user to define his/her own interpretation categories, will yield a broader and more realistic classification of the encountered expressions.
