Abstract -New high-order accurate finite difference schemes based on defect correction are considered for an initial boundary-value problem on an interval for singularly perturbed parabolic PDEs with convection; the highest space derivative in the equation is multiplied by the perturbation parameter ε, ε ∈ (0, 1]. Solutions of the well-known classical numerical schemes for such problems do not converge ε-uniformly (the errors of such schemes depend on the value of the parameter ε and are comparable with the solution itself for small values of ε). The convergence order of the existing ε-uniformly convergent schemes does not exceed 1 in space and time. In this paper, using a defect correction technique, we construct a special difference scheme that converges ε-uniformly with the second (up to a logarithmic factor) order of accuracy with respect to x and with the second order of accuracy and higher with respect to t. The conditions are given which ensure the ε-uniform convergence of the defect-correction schemes with a rate of 2, 3 , where N + 1 and K + 1 denote the number of the mesh points in x and t, respectively. Theoretical results and the efficiency of the newly constructed schemes are confirmed by numerical experiments.
Introduction
In this paper we consider the initial boundary-value problem on an interval for singularly perturbed parabolic PDEs with convection. The highest space derivative in the equation is multiplied by an arbitrarily small positive parameter ε; ε ∈ (0, 1]. When the perturbation parameter ε tends to zero, the solution of such a problem typically exhibits a boundary layer in the outflow boundary region. This gives rise to difficulties when classical discretization methods are applied, because the errors in the numerical solution depend appreciably on the value of the parameter ε, namely, the errors of standard methods can be large when the step-size in x becomes comparable with ε. Thus, in connection with such behavior of the errors for standard numerical methods applied to the problem in question, it is of interest to develop special numerical methods whose errors would be independent of the parameter ε and, would depend only on the number of mesh points, i.e., ε-uniformly convergent methods. Such methods have been suggested in the literature for a number of singularly perturbed elliptic and parabolic equations (see, for example, [1] [2] [3] 10, 11, 13, 14] and also the bibliography therein). It should be noted that the rate of ε-uniform convergence of the known special schemes for parabolic convection-diffusion equations is O(N ), i.e., it is of order no more than one, where N and K define the numbers of the nodes in the meshes with respect to x and t. However, the well-known classical difference methods of high-order accuracy with respect to x and/or t for the same problems (see, for example, [9, 12] and also the bibliography therein), generally speaking, do not converge ε-uniformly. Thus, it is necessary to construct ε-uniformly convergent schemes of high-order accuracy with respect to x and/or t for a class of singularly perturbed convection-diffusion problems. Besides, a higher order accuracy in time can considerably reduce computational expenses.
Defect correction techniques proved to be efficient for constructing ε-uniformly convergent schemes of high-order accuracy with respect to t in the case of singularly perturbed reaction-diffusion and convection-diffusion problems (see, for example, [4] [5] [6] . Therefore, this technique seems attractive because of its possible use in constructing high-order accurate schemes in x and t for singularly perturbed problems under consideration.
In the present paper, ε-uniformly convergent schemes of high-order accuracy in time and space are constructed, also based on the defect correction principle, in the case of boundary value problems for singularly perturbed parabolic convection-diffusion equations. The efficiency of the newly constructed schemes is confirmed by numerical experiments. 
The studied class of initial boundary-value problems
, (x, t) ∈ G and ϕ(x, t), (x, t) ∈ S are sufficiently smooth and bounded functions which satisfy
Here a 0 , b 0 , p 0 are positive constants independent of ε. The perturbation parameter ε in (2.1a) may take any values from the half-open unit interval
When the parameter ε tends to zero, the solution exhibits a layer in the neighborhood of the set S L 1 = {(x, t) : x = 0, 0 t T }, i.e., the left-hand side of the lateral boundary. This layer is described by an ordinary differential equation (an ordinary boundary layer).
Difference scheme on an arbitrary mesh
To solve problem (2.1) we first consider a classical finite difference method, that is a base scheme. On the set G we introduce the rectangular mesh
where ω is the (possibly) non-uniform mesh of nodal points,
, ω 0 is a uniform mesh on the interval [0, T ]; N and K are the numbers of intervals in the meshes ω and ω 0 , respectively. We define τ = T /K, h
For problem (2.1) we use the difference scheme [12] 
are the forward and backward differences, and the difference operator δ x x z(x, t) is an approximation of the operator ∂ 2 ∂x 2 u(x, t) on the non-uniform mesh. The difference scheme (3.2), (3.1) is monotone. By means of the maximum principle and taking into account a priori estimates of the derivatives (see Theorem A.1 in the Appendix A) we find that the solution of the difference scheme (3.2), (3.1) converges for a fixed value of the parameter ε:
This error bound for the classical difference scheme is clearly not ε-uniform. The proof of (3.3) follows the lines of the classical convergence proof for monotone difference schemes (see [12, 14] ). This results in the following theorem. 
The ε-uniformly convergent scheme
Here we discuss an ε-uniformly convergent fitted mesh method for (2.1) by taking a special mesh condensed in the neighborhood of the boundary layer. The location of the nodes is determined properly from the a priori estimates of the solution and its derivatives. The way to construct the mesh for problem (2.1) is the same as in [4, 5, 15] . More specifically, we take
where ω 0 is the uniform mesh with the step-size τ = T /K, i.e., ω 0 = ω 0(3.1) , and ω * = ω * (σ) is a special piecewise uniform mesh depending on the parameter σ ∈ IR, which depends in turn on ε and N . We take
where m is an arbitrary number from the interval (0, 
The proof of this theorem can be found in [14, 16] .
5. Improved accuracy 5.1. High-order accurate schemes based on defect correction
In this section we construct a new numerical method based on defect correction, which also converges ε-uniformly to the solution of the boundary-value problem, but with an order of accuracy higher than in (4.2). The technique used in this paper to improve accuracy is similar to that from [4] [5] [6] . For the difference scheme (3.2), (4.1) the error in the approximation of the partial derivative (∂/∂t) u(x, t) is caused by the divided difference δ t z(x, t) and is associated with the truncation error given by
Therefore, for the approximation of (∂/∂t) u(x, t) we now use the expression
Note that δ t t u(x, t) is the second central divided difference. In a similar way, the truncation error for the forward difference δ x z(x, t) is defined by the formula
For the approximation of (∂/∂x) u(x, t) we use the relation δ x u(x, t) − h i δ x x u(x, t)/2. We can evaluate a better approximation than (3.2a) by defect correction: ) for a fixed ε. However, in the case of special piecewise uniform meshes the order of ε-uniform convergence with respect to x is expected as
, that is, the second order up to a logarithmic factor (see Section 5.5).
Moreover, in a similar way we can construct a difference approximation with a convergence order higher than two with respect to the time variable and O(N For notational convenience, on the mesh G h we write the finite difference scheme (3.2) in the form
where z (1) (x, t) is the uncorrected solution. This scheme is referred to as the base scheme.
The defect correction scheme of second-order accuracy in time
We denote by δ kt z(x, t) the backward difference of order k:
To construct the difference schemes of second-order accuracy in τ in (5.1), instead of (∂
2

/∂t
2 )u(x, t) we use δ 2 t z(x, t), the second divided difference of the solution to the discrete problem (3.2), (4.1). For the corrected solution z (2) (x, t) we solve the problem for (
2 (x, 0) can be obtained from equation (2.1a). We shall call z (2) (x, t) the solution of difference scheme (5.3), (5.2), (4.1) (or shortly, (5.3), (4.1)).
For simplicity, in the remainder of this section we suppose that the coefficients a(x, t), b(x, t) do not depend on t:
and we take a homogeneous initial condition:
Under conditions (5.4), (5.5), the following estimate holds for the solution of problem (5.3), (4.1): The proof of Theorem 5.1 can be found in [6] .
Remark 5.1. The conclusion of Theorem 5.1 remains also valid for a number of cases when the coefficients a and b depend on x, t, for example, when the condition (a(x, t))
(G) (see the assumption of Theorem 5.1) and condition (2.1c) must be satisfied.
This remark holds also for Theorems 5.2, 5.3, 5.4.
The defect correction scheme of third-order accuracy in time
The above procedure can be used to obtain an arbitrarily large order of time-accuracy. Here we only show how to construct the difference scheme of third-order accuracy in time. On the grid G h we consider the difference scheme
(x, t) and z 
It follows that
(x, t) we denote the solution of the difference scheme (5.7), (4.1) and again, for simplicity, we assume that the homogeneous initial condition holds
Under conditions (5.4), (5.8) the following estimate holds for the solution of difference scheme (5.7), (4.1): The proof of Theorem 5.2 can be found in [6] .
In a similar way we could construct difference schemes with an arbitrarily high order of accuracy in time
A scheme with improved convergence in space
We now describe a defect-correction scheme which is used to improve accuracy with respect to the space variable. On mesh (3.1) we consider the discrete problem
where ψ [1] (
, t)). We call the function z [2] (x, t), (x, t) ∈ G h , the solution of difference scheme (5.10), (5.2), (3.1) (or, shortly, (5.10), (3.1)).
In contrast to mesh (4.1), in the case of scheme (5.10), (5.2) we use the special fitted mesh with a rather extended (as compared with mesh (4.1)) neighborhood of the small stepsize in x: The proof of this theorem is given in the Appendix B.
A scheme with improved convergence in time and space
At last we give the difference scheme of higher order accuracy with respect to x and t.
On mesh (3.1) we approximate the boundary-value problem (2.1) by the difference scheme
Here ψ [1] (x, t) = ψ [1] (5.10) (x, t), ψ
(5.7) (x, t). When calculating the functions ψ [1] (x, t), ψ (1) (x, t) and ψ (2) (x, t) we use respectively the functions z (1) (x, t) and z (1) (x, t), z (2) (x, t), where z (1) (x, t) and z (2) (x, t) are the solutions of problems (5.2), (3.1) and (5.3), (3.1) as before. We call the function z [2, n+1] (x, t), (x, t) ∈ G h (3.1) , the solution of difference scheme (5.13), (3.1). To solve the boundary-value problem (2.1) more accurately, we use the difference scheme (5.13) on the special mesh (5.11).
In the case of conditions (5.4), (5.5) we obtain the estimate
In the case where conditions (5.4) and (5.8) are satisfied, we have the estimate The proof of this theorem is similar to the proof of Theorem 5.3.
Numerical results for the scheme of improved accuracy in space and time
Let us consider some numerical results for scheme (5.13), (5.11) for n = 1. To see the effect of the special scheme in practice, we find the solution of the following boundary-value problem:
where
It should be noted that the solution of this problem is singular.
It is very attractive to use the analytical solution of problem (6.1) for the computation of the errors in the approximate solution, as was done in [4, 5] . But here a suitable (for computation) representation of the solution u(x, t) is unknown. Instead of the exact solution, it is possible to use the solution of the discrete problem on a very fine mesh. But this method is not effective because the analysis of the order of accuracy for a defect-correction scheme requires a very dense mesh that leads not only to large computational expenses but also to large round-off errors.
Hence, we use the method from [7] , which differs from the above-mentioned techniques. The solution of problem (6.1) is represented in the form of the sum
where U (x, t) = t x
(x, t) is the main singular part (two first terms) of the asymptotic expansion of the solution of problem (6.1), and v(x, t) is the remainder term, which is a sufficiently small smooth function. The function V (1) (x, t) has a sufficiently simple analytical representation V
,
The function v(x, t) is the solution of the problem
For the function v(x, t) the following estimate holds: (x, t) and the reference solution u (6.2) (x, t) which can be practically taken as the exact solution
(2.) Further, for solving problem (6.1), we use successively scheme (5.2), (5.11) and the defect correction scheme (5.13), (5.11) to find the functions z (1) (x, t) and z [2, 2] (x, t), respectively. Note that z (1) (x, t) is the uncorrected solution, z [2, 2] (x, t) is the corrected solution. Then we compute the maximum pointwise errors E z j (N, K, ε) from the formula , n = 0, 1, 2, . . ., 13. As a result, we get E z (1) (N = K, ε) and E z [2, 2] (N = K, ε) for the functions z (1) (x, t) and z [2, 2] (x, t), respectively, for various values of ε, N = K (see Table 1 ). Analyzing these results from Table 1 , we see ε-uniform convergence of the numerical solutions with increasing N = K for both of the functions z (1) (x, t) and z [2, 2] (x, t). Further we observe that the errors for the function z [2, 2] (x, t) are smaller than the errors for the function z (1) (x, t), that is, the new defect correction scheme gives the better result. If we calculate the ratios of the maximum pointwise errors
, j = (1), [2, 2] for the functions z (1) (x, t) and z [2, 2] (x, t) and place them in Table 2 , then we can see that the order of convergence is almost one for the function z (1) (x, t) and almost two for the function z [2, 2] (x, t), which corresponds to the theoretical results. Table 1 . Errors for the model problem (6.1), namely, E z (1) (N = K, ε) for the special scheme (5.2), (4.1) and E z [2, 2] (N = K, ε) with improved convergence in time and space for the defect correction scheme (5.13), (5.11) In this table the function E z j (N = K, ε) is defined by (6.5). In the bottom line E z j (N ) gives the computed maximum pointwise errors for each column, i.e., E z j (N ) = max 
Conclusions
In this paper we have shown theoretically that the use of a defect correction technique for solving the class of boundary value problems for a singularly perturbed parabolic convectiondiffusion equation allows us to construct effectively ε-uniformly convergent schemes with the second (up to a logarithmic factor) order of accuracy with respect to x and with the second, third, and higher orders of accuracy with respect to t. The numerical example is given where it is shown that the order of convergence with respect to the space variable is O(N −2 ln 2 N ), which corresponds to the theoretical results.
Appendix A. A priori estimates of the solution and its derivatives
In this section we rely on the a priori estimates for the solution of problem (2.1) on the domain G = D × [0, T ] and its derivatives as derived for elliptic and parabolic equations in [14, 15, 17] .
We denote by H
(G) the Hölder space, where ϑ is an arbitrary positive number [8] . We suppose that the functions f (x, t) and ϕ(x, t) satisfy compatibility conditions at the corner points, so that the solution of the boundary-value problem is smooth for each fixed value of the parameter ε.
For simplicity, we assume that the following conditions hold at the corner points S 0 ∩ S L :
where [ ϑ ] is the integer part of the number ϑ , ϑ > 0 , n 0 is an integer. We also suppose that [ ϑ ] + 2n 2. Using interior a priori estimates and estimates up to the boundary for the regular function u(ξ, t) (see [8] ), where u(ξ, t) = u(x(ξ), t), ξ = x/ε, we find the estimate for (
This estimate holds, for example, for
where ν is some small number. For example, (A.3) is guaranteed for the solution of (2.1) if the coefficients satisfy in-
In fact, we need a more accurate estimate than (A.2). Therefore, we represent the solution of the boundary-value problem (2.1) in the form of the sum
where U (x, t) represents the regular part, and W (x, t) the singular part, i.e., the boundary layer. The function U (x, t) is the smooth solution of equation (2.1a) satisfying condition W (x, t) is the solution of a boundary-value problem for the parabolic equation
(G). Now, for the functions U (x, t) and W (x, t) we derive the estimates
Estimates (A.6) and (A.7) hold, for example, when
, ϑ > 4, n 0 and condition (A.1) is fulfilled. We summarize these results in the following theorem. See the proof of the theorem in [14] .
Appendix B. The proof of Theorem 5.3
In order to see the idea of the proof of Theorem 5.3, we make some constructions in the case of a model problem.
On the set
with the boundary Γ = D \ D, we consider the following boundary-value problem:
The functions a(x), b(x), c(x), f (x) are sufficiently smooth and bounded functions which satisfy
On the fitted mesh
, l 3, we use the following difference scheme for problem (B.2), (B.1):
We decompose the solution of problem (B.2), (B.1) into the sum of its regular and singular components
which are constructed similarly to the components from (A.4). In an analogous way, the solution of problem (B.4), (B.3) can be decomposed into the sum
Here, in the case of a sufficiently smooth function
The function z c (x), x ∈ D h , i.e., the solution of the defect-correction scheme
where the components z c U (x) and z c V (x) are the solutions of the defect-correction schemes corresponding to the components of the decomposition (B.5a). Assume that 
)). Using the majorant function technique, we find
Further, considering problem (B.7), (B.3) on the set x σ, we get the estimate for |h
Considering problem (B.8) and taking into account estimates (B.9b), (B.10) and also the estimate for h
On the set x ∈ D h , x σ, the solution of problem (B.6) satisfies the estimate
Thus, by virtue of estimates (B.11b), (B.12), we obtain
To estimate the component ω c U (x) we use solutions of problems which are similar to problems (B.6)-(B.8)
In this case we obtain the estimate
Thus, by virtue of (B.13), (B.14), we have
The analysis of convergence of schemes (5.10), (5.11) in the case of problem (2.1) is similar to that for scheme (B.4), (B.3) for problem (B.2). The technique of investigating approximations to derivatives with respect to x and t with using difference derivatives of discrete solutions is given in [6] , where defect-correction schemes of higher-order accuracy with respect to the time variable are considered.
We represent the functions z (1) (x, t), z [2] (x, t), (x, t) ∈ G h , i.e., the components of the solution to problem (5.10), (5.2), (5.11), as a sum of the functions corresponding to the decomposition (A.4) z [2] (x, t) = z [2] U (x, t) + z [2] V (x, t), z
where v(x, t) is any function in representation (A.4). The functions ω [2] v (x, t), ω (1) v (x, t), z [2] v (x, t) are the solutions of the problems
v (x, t) = ω (1) v (x, t) = 0, (x, t) ∈ S h ; Λ z [2] v (x, t) = f v (x, t) + 2 v (x, t) , (x, t) ∈ G h , (B.16c) z [2] v (x, t) = v(x, t), (x, t) ∈ S h , where f v (x, t) = 0 for v(x, t) = V (x, t), f v (x, t) = f (x, t) for v(x, t) = U (x, t).
Taking into account a priori estimates (A.6), (A.7) for the components from (A.4), we find Taking into account the above estimates, we obtain |ω for the function ω where z [2] (x, t), (x, t) ∈ G is the bilinear interpolant constructed from the values of the function z [2] (x, t), (x, t) ∈ G h . Estimates (B.20) and (B.21) are unimprovable with respect to the values of N , N 0 , ε and N, N 0 , respectively.
