This paper presents a quantitative analysis of free-viewpoint video techniques applied to the problem of virtual view synthesis in sports events. A consideration of errors in the synthesis pipeline is presented along with a taxonomy of these errors and a framework for evaluating the quality of view synthesis when compared to ground truth. Three reconstruction techniques are evaluated, billboarding, shape from silhouette and view-dependent shape from silhouette. View-dependent rendering is used for virtual view synthesis. It is shown that currently the shape from silhouette technique provides the best completeness, while the view-dependent shape from silhouette technique provides the best appearance.
Introduction
In traditional fixed-viewpoint video an event is recorded from a specific location using a camera. When the video is rendered the viewpoint it presents is that of the camera that was used. Some mobility of viewpoint can be achieved by combining multiple fixed-viewpoint video streams and switching between them, but the viewpoint is still fundamentally limited to locations that are co-incident with a physical camera that was used to record the event. Free-viewpoint video (FVV) attempts to break this restriction by allowing the specification of the camera location at the point of rendering rather than at the point of recording.
Free-Viewpoint Video for Sports
Television broadcasts of sporting events command large audiences. As a result broadcasters seek to give viewers the most entertaining coverage and the most insightful commentary to gain the largest market share. As showing what happened during a sporting event in as much detail as possible is key to both of these aims, it can be seen that there are several applications for FVV in the sporting arena.
Sports often rely on the movement of contestants within a specific playing area, with different rules applying to different regions of that area. Often cameras are set up to try to get a direct view of the boundaries so that the viewer can see clearly whether a rule of the game was infringed. However, as the broadcaster typically has a limited number of cameras, it is necessary to place the majority of them so that interesting coverage of the whole of the event can be provided, not just action around the boundaries. As a result the broadcaster often has to attempt to preempt where the interesting boundary events will take place. If they get this wrong they risk missing out on crucial footage of the event, and also waste a camera which could have been providing another angle for general coverage.
A great deal of tactical interest in sport relies on the spacial configuration of the competitors. Tactics can be inferred from relationships as simple as the relative positions of competitors in a race, to those that are considerably more complex, such as the relationship that determines whether a player is offside in football. These relationships are often very difficult to determine unless a camera is specifically placed so that it highlights the desired relationship. As the configuration of the contestants may become interesting at an arbitrary time and location in the playing area, it is impossible to place cameras accurately to guarantee a good viewpoint. As a result it can often be very difficult, if not impossible, to work out the spacial relationship of the contestants from the broadcast coverage of a sporting event.
Finally, with sports broadcasters competing for share of the large audiences that big sporting events command, there is a demand for special effects such as the "matrix style" camera transitions seen at the Super Bowl [7] . Given these considerations, and the fact that the location of cameras may be further constrained by the shape of the arena the event is taking place in, crowd seating, etc, it can be seen that an FVV system suitable for use in sporting events is highly desirable as it allows broadcasters to generate the output they want without having to preempt the correct camera locations for every possible eventuality.
A Comparative Study
Most of the current techniques for FVV are designed around a multi-camera studio environment with controlled lighting and well-calibrated static cameras. It is unsurprising therefore to find that they do not perform at an acceptable quality in the context of outdoor sports coverage. However, the techniques differ in the extent to which they are affected by the different issues. Thus it is not a simple case of choosing the "best" technique, as a direct comparison tells us little. Instead a comparison must be undertaken which classifies the error in the techniques, which errors are fundamental and which can be avoided, and the extent to which different errors affect the quality of the final result. Thus a comparative study is required to show the effect of employing the different techniques on the quality of the synthesised video.
In this paper we will perform a quantitative analysis of several techniques as applied to an outdoor broadcast of a sports event. Section 2 discusses the background to the problem, covering issues of reconstruction and rendering as applied to FVV, and an analysis of the proposed applications of FVV in the sports domain. Section 3 then presents an analysis and taxonomy of the errors that can occur in the generation of a synthetic video sequence. Section 4 presents the quantitative analysis employed, Section 5 the results of this analysis, and Section 6 a discussion of these results. Section 7 presents the conclusions drawn from the analysis.
Background
Free-viewpoint video has received considerable interest within the studio environment. The Virtualized Reality system [10] first used 51 cameras distributed over a 5m dome to capture the performance of an actor in a studio. Multiple-view silhouettes [18, 15, 3] and photo-consistency across views [22] have been used for view synthesis with a reduced number of cameras. Video-rate reconstruction using silhouettes has been achieved using an image-based representation [15] and probabilistic approaches [8] have been proposed to improve reconstruction in the presence of inexact foreground segmentation. High-quality view synthesis has now been demonstrated by integrating stereo reconstruction and matting for short-baseline camera positions [23] and by deriving a view-dependent geometric representation with wide-baseline cameras [20] .
Only limited work to date has addressed the problem of free-viewpoint video synthesis in external environments for sports events. Image morphing has been applied for view interpolation with weak camera calibration [5, 9] and a simplified geometric representation using planar billboards has been proposed for real-time view synthesis [11] . High-quality view synthesis from wide-baseline camera positions in an uncontrolled external environment remains an open and challenging problem.
Reconstruction Techniques
Different techniques for scene reconstruction have different overheads and trade-offs in terms of quality and fidelity. For the proposed application of sporting event reconstruction, realtime playback capabilities along with the ability to work on data from sparse view-points are important properties. This has led to three possible alternatives: billboards [11] , visual hull [21] , and the view-dependent visual hull [16] .
In billboarding a single polygon is placed co-incident with the object that it represents. This polygon is then rotated around an axis or point (typically the Y axis) so that it retains its original position, but is constantly facing the virtual camera. An image of the original object is then applied to the polygon as a texture map. This technique can often give good results with very little overhead as large-scale parallax effects are handled by the relative positioning of the billboards, while the lack of small-scale parallax is often not noticed. For the billboarding technique discussed in this paper we have located the objects in each image using a simple segmentation method, and have then triangulated each object's position. A billboard is then placed at these triangulated locations and assigned a set of texture maps by projecting the billboard to each camera in turn and extracting the relevant section of the image. In this way a simple geometric representation of the scene along with relevant texture maps can be built up.
The visual hull [13] derives scene geometry that is consistent with a set of image silhouettes. Reconstruction projects the silhouettes of the foreground objects in each image using the calibration data for the relevant camera. It then finds the intersections of these projections. Each intersection defines the largest possible surface that could produce the silhouettes in the original images. A volumetric approach is adopted [21] that divides space into a voxel grid and back-projects every voxel to each image. By comparing the overlap of the voxel to the silhouettes for each camera you can determine the voxel's occupancy. Overlap can be tested up to a given reprojection error to account for calibration errors in the camera system. The surfaces generated by the voxels are then triangulated using the marching cubes algorithm [14] to produce a mesh.
Billboarding and the visual hull are compared to view synthesis using the view-dependent visual hull (VDVH) [16] . Reconstruction derives a view-dependent 2.5D depth representation for the visual hull with respect to a given viewpoint. Surface geometry is derived in the image domain by reprojecting a ray from this given viewpoint and deriving the exact intersection with each image silhouette to provide a depth-per-pixel. The VDVH is used to provide a multiple 2.5D image plus depth representation of the scene with respect to each camera view for virtual view synthesis.
Free-Viewpoint Video Rendering
In the field of rendering for FVV two classes of data are used. Global data is invariant with the virtual camera position and orientation. In contrast view-dependent data relies on the virtual camera location, either to choose from one of several data sets, or directly for its computation. When rendering the reconstruction, the above distinction gives us three different classes of rendering technique: global geometry and texture, global geometry and view-dependent texture, and view-dependent geometry and texture. FVV techniques make use of view-dependent rendering to overcome inaccuracies in scene reconstruction from a limited number of camera views. View synthesis is performed either by sampling appearance from a subset of cameras closest to a virtual view and hence minimising the error from inexact correspondence [6] , or by deriving a view-dependent geometry for rendering [20] to optimise the correspondence in the camera set used in rendering.
The term view-dependent texturing was introduced by Debevec et al. [6] and refers to the technique of choosing between multiple texture maps to apply to a surface based on the orientation of the virtual camera relative to the surfaces of the mesh. Often multiple close textures are chosen and are blended on the surface with their blend weights dependent on the angular distance between the viewing rays of the virtual camera and the viewing rays of the original cameras that were used to generate the original images being used as texture maps. Applying a view-dependent texture to a static mesh provides a technique that uses global geometry and view-dependent texture. The visual hull technique that we are evaluating falls into this class of rendering.
Finally you can modify both the geometry and the texture based on the viewing angle. This extends the concept of view-dependent texturing into the geometry domain and entails choosing the geometry to display (along with the texture to apply) based on the virtual camera location. This is the rendering strategy adopted by the VDVH technique [17] included in this comparison which selects the most relevant meshes and draws them in back-to-front order. Another member of this class of technique is where the geometry is computed based on the location of the virtual camera. In its simplest form this can give us what is known as billboarding. This is where a single polygon is rotated so as to keep facing the virtual camera, and onto that billboard a texturemap of the object is projected. The billboarding technique considered in this paper uses view-dependent geometry and texture as described above.
Applications in the Sports Domain
As mentioned before there are two main applications of FVV in the sports domain. The first is that of post-event analysis, the second is camera virtualisation (special effects such as transitions are just an extreme example of this kind of application) [7] .
For post-event analysis, the overriding concern is reconstruction accuracy. For a tactical analysis of a sporting event to be performed it is crucial that the tactics of the situation can be accurately determined. If a player is rendered in accurate detail, but in an incorrect location then incorrect conclusions can be drawn from the synthetic video. This means that while a visually pleasing representation is desireable in this application, it must not be obtained at the expense of accuracy. An example of this can be seen in the Pierot system [1] . In this system, a player's location is estimated by intersection with the ground plane of the pitch and the player is represented simply as a billboard projected onto an artificial backdrop. The lack of visual quality inherent in this simple synthetic view is not important as the quality is sufficient to represent the situation and the player locations.
The application of camera virtualisation however has very different constraints [9, 11] . With this type of reconstruction the aim is to generate a synthetic video stream from the data captured by the existing cameras. The resultant reconstruction does not have to be as accurate, however the visual quality of the synthetic video produced must be high. For example, a typical application might be to allow a virtual tracking shot between two real cameras, in this case the absolute positions of objects does not need to be correct, as long as their relative positions are correct enough to give the required parallax. These two applications thus exert similar but distinct selection criteria for the reconstruction/rendering technique to choose.
A Taxonomy of Errors
The FVV synthesis pipeline consists of the set of steps shown in Figure 1 . In the capture and matting process, a video sequence is captured using a video camera and processed so as to extract mattes of the images in the sequence. A matte is a single per-pixel value, stored as either a monochrome bitmap or an extra channel in the image. The per-pixel value indicates how much of that pixel is foreground and how much is background, with intermediate values indicating a pixel that is partially foreground and partially background. During reconstruction the images, mattes and camera calibrations from all cameras are combined and a scene reconstruction is generated. During rendering the reconstruction is combined with the specified virtual viewpoint and a synthetic video sequence is generated. In the implementation presented in this paper, the capture and matting process is shared between all reconstruction techniques and an implementation of the rendering process has been developed that can render the reconstructions generated by any of the reconstruction techniques.
The errors inherent in this process can be classified by considering the ways in which a synthetic video sequence generated for a given viewpoint can differ from the video sequence that would have been captured by a real camera placed at that viewpoint. In the following discussion the frame from the synthetic video sequence will be referred to as I and the corresponding image from the real camera will be referred to as I. Similarly R is a region in I which corresponds to the region R in I.
Errors in Shape and Appearance
Errors in shape are errors where I is missing a foreground element that is present in I, or I contains an extraneous foreground element that was not present in I. Examples are missing limbs or double images as shown in Figure 2 (a) and (b). In both cases pixels in I have been incorrectly classified as either foreground or background. This error can also be considered an error of completeness where the reproduction of the foreground is incomplete or overcomplete. Foreground regions in I which are free from errors of shape are regions of correct shape.
Errors in appearance occur when a region of correct shape R contains different pixel values to R. This error can occur in two ways. If a surface whose reconstruction is rendered to R is not the surface whose image appears in R then an error of appearance occurs. Alternatively, if the correct surface is rendered but the reconstruction technique has incorrectly synthesised the view of the surface, R will be a distorted version of R. Examples are the rendering of surfaces in incorrect locations and blurred rendering of surfaces, as shown in Figure 2 (c) and (d) . In both cases pixel values in the generated image are inconsistent with the correct pixel values. A region of correct shape that is free from errors in appearance is a region of correct view synthesis. Through the distinction between foreground and background (and hence between shape and appearance), a measurement of image fidelity can be composed that conveys more information about the errors in the synthesis pipeline. If the entirety of I is treated as a region of correct shape then this analysis reduces to a comparison of pixel values across the image. This relates the classification to standard image quality measurements which are measures of appearance across the entire image. It is the distinction between foreground and background which allows us to also consider shape in our analysis.
Temporal Errors
The synthetic images generated for FVV are not being created in isolation, but form part of a temporal sequence that is the synthesised video stream. The stability of errors in the sequence can have a significant influence on the perceived quality of the video. For example three errors occurring in consecutive frames may give a better visual appearance than all three errors occurring in the same frame, although the total error in the sequence is the same. Therefore it is as important to watch the rate of change of error across a sequence as it is to look at the absolute error values for any given frame in order to determine the quality of the synthetic video.
Quantitative evaluation
Three measures were used to gauge the visual quality of the synthetic video. These measures were computed across the whole image (full reference techniques). The measures used were similarity in shape, similarity in appearance and the peak signal-noise ratio. In the following discussion, I refers to the original image and I refers to the synthesised image. Both images contain n pixels. p and q are pixels in I while p and q refer to pixels in I .
An r-shuffle is a perturbation of an image such that if I is an r-shuffle of I then every pixel p will be transformed to a pixel p such that |p −p| < r [12] . Let I p be the image that would be generated by a perfect rendering of a perfect reconstruction of a scene. Due to the accumulation of errors in the reconstruction process the generated image I will be a distortion of I p . By modelling this distortion as an r-shuffle, the accumulation of errors in the view synthesis pipeline can be compensated for, allowing an assessment of the true fidelity of the underlying reconstruction technique.
The function b(p) determines whether the pixel p in an image is part of B the set of background pixels in the image. In our implementation b(p) is defined as the Kronecker delta function applied to the intensity of the pixel ν(p).
The set of pixels containing foreground elements F is then defined such that F ∩ B = 0 and F ∪ B = I. The function f (p) which determines whether pixel p is a member of F is then simply defined as the inversion of b(p)
The r-neighbourhood N r of a pixel p on the image I is defined such that for some other pixel∈ N r (p) if and only if q ∈ I and |q − p| < r
Combining equations 2 and 3 we can define the function s which determines the best match of shape between the pixel p and some pixel in the region N r (p ).
Performing a summation over the entire image and normalising by F ∪ F defines the function which calculates the maximum possible similarity in shape between the images I and I .
S(I, I
The appearance matching function a(p, p ) compares the colour value of two pixels. If the colour value of a pixel in RGB space is given by κ(p) then a(p, p ) is defined as where τ is some chosen small threshold. Integrating over the entire image and normalising by F ∩ F gives the function which measures the similarity of appearance between the two images
The peak signal-noise ratio (PSNR) is given by PSNR(I, I ) = 20 log 10
where K is the maximum value that can be given by κ(x). Table 2 shows a comparison of these measures against the Visual Information Fidelity measure (VIF) [19] of visual quality in an image which was chosen as a baseline fullreference quality metric. The comparison was carried out on several test images, some consisting of filtered versions of an original image and others on reconstructions of the scene. It should be noted that for this test the "original" used was a hand-matted image, thus the reconstruction scores are particularly low as they include errors from matting. It can be seen that measures are in broad agreement, justifying the use of these measures in the comparison, however the shape and appearance figures give more information than VIF or PSNR as to the nature of the reconstruction. For example all scores agree that the blur transformation produces a worse effect than the median filter, but the shape and appearance scores correctly indicate that the median filter preserves the shape of the image which the blur does not.
Results
The data set chosen for this evaluation was a recording of a football match. The recording was made with 15 static cameras arranged around 90 degrees of the stadium. This data set was chosen as stable calibration data is available for the cameras, and the arrangement of the cameras allows "leave one out" and "leave three out" comparisons without excessively reducing the quality of the reconstruction. This allows consideration of the behaviour of each technique as information becomes more limited.
The techniques of billboarding, visual hull, and VDVH were then compared. A single renderer capable of rendering all the scene reconstructions was created. This avoided differences in camera representation or lighting creating significant variation in global error between the techniques. A sequence of 100 frames of video from the 15-camera recording was matted using Bayesian matting [4] . Three experiments were then performed for each technique. In each experiment a reconstruction of the scene was generated using the original video sequence and mattes, and 100 frames of synthetic video produced using the camera calibration for camera 5. In the first experiment, all available data sets were used to reconstruct the scene (the "leave none out" test). In the second, camera 5 was omitted from the data set (the "leave one out" test) and in the third, cameras 4, 5 and 6 were omitted (the "leave three out" test). A ground truth video stream was then generated by combining the mattes and video for camera 5 and resampling this image to the correct aspect ratio while correcting for centre-point shift and radial distortion. The synthetic video streams were then compared with the ground truth video stream using the technique described in Section 4.
In the legends on the graphs accompanying this text "BB" refers to billboarding, "VH" refers to visual hull with viewdependent texture mapping, and "VDVH" refers to viewdependent visual hull. The suffix "-1" refers to the "leave one out" test and the suffix "-3" refers to the "leave three out" test.
The lefthand column of Figure 5 shows the behaviour of the shape scores for each of the techniques as the magnitude of the estimated system error is increased. The shape graph for the "leave none out" test shows that none of the techniques achieve a score of 1, even when compensating for large system errors. Some of this is due to errors in the original matting as the visual hull techniques correctly discard areas of shadow that are incorrectly marked as foreground in the mattes. Most however are genuine view synthesis errors. All techniques discard small regions, which leads to small regions such as the football being incorrectly discarded from the reconstructions. Also, both visual hull and billboarding can clip players when camera calibration is inaccurate, leading to missing foreground sections.
It can also be seen that although the VDVH technique has a low score for all three experiments, it does not degrade as much as the billboard or the visual hull. This is because the VDVH generally reconstructs quite accurately, however it suffers quite extensively from missing and clipped players. These problems are not exacerbated by the removal of input cameras from the system, hence the degradation is not as great as might be expected. Finally it should be noted that although the billboard technique initially scores almost as well as the visual hull it is the technique which degrades most as cameras are removed from the system. This is expected as billboards, being the simplest geometrical representation of the scene, provide the worst interpolation as the distance between views increases.
The righthand column of Figure 5 shows the behaviour of the appearance scores for each of the techniques as the magnitude of the estimated system error is increased. The appearance graph for the "leave none out" test shows that where objects are rendered with no interpolation of view the appearance is preserved with high fidelity. When no error compensation is applied, the appearance score for all techniques is significantly Figure 5 : Graphs of shape and appearance scores vs. estimated system error. Shape is on the left, appearance on the right. The first row is the "leave none out" test, the second is the "leave one out" test and the third the "leave three out " test.
decreased. This is mostly due to resampling errors which occur when the original image is corrected for use as ground truth and when the camera images are converted to the appropriate format for use in the renderer. These errors are typically only of the order of a single pixel and hence the scores improve greatly once an error correction of 1 pixel is applied.
The data shows that when an error of a single pixel is allowed for in the "leave three out" experiment, the VDVH technique performs best, even though this same technique gives the worst shape scores. Finally it should be noted that even in this worst case "leave three out" test, appearance is generally synthesised with high fidelity compared to shape. The performance of the billboarding technique, which ignores small scale surface shape, indicates that the pressing problem with all current techniques is one of generating a scene reconstruction that is accurate and complete at the large scale; small-scale parallax having little effect on the appearance. Figure 6 shows the rate of change of the shape score over time.
When a defect appears or disappears it causes a reduction or increase in the shape score. By looking at the rate of change of the shape score, temporal artifacts such as players flickering in and out of visibility can be seen clearly. The graph shows that currently the VDVH technique suffers most from temporal artifacts in synthesised video. Figure 7 shows the PSNR for each of the techniques in the three different experiments. The curves illustrate the degradation in overall image quality as the information provided for synthesis is reduced. It can be seen that the visual hull and billboarding techniques degrade in a similar manner, although billboarding is of a consistently lower quality. This is due to the effect of incoherence in the view-dependent texturing algorithm employed by both techniques. The view-dependent texturing algorithm applies a linear blend between the two images rendered to a polygon. The images chosen are the most relevant images from the source cameras. The blend weights applied to each image are related to the angular difference between the virtual view and the source camera for the texture. If the surface on which this blending occurs is not located accurately then the two images will not co-incide. As a result blurring and double-images will occur. This can be seen in both the visual hull and billboard synthesised images. As the disparity increases so does the effect of this blurring.
As would be expected, the visual hull gives much better coherence between the images by mapping the textures on to a non-planar surface. This allows the combination of images with significantly different silhouettes as well as accounting Figure 6 : Rate of change of the shape score for several techniques over the 100 frames.
for small-scale parallax effects. This accounts for the better performance of visual hull. The VDVH technique does not use view-dependent texturing, instead a set of view-dependent meshes are generated and then rendered in back-to-front order. While this can still produce double images at the edges of the object, it avoids these artifacts in the region covered by the most relevant mesh, as the rendering technique overwrites the less relevant meshes. This accounts for the improved degradation in quality achieved by the VDVH as input cameras are reduced. As PSNR is a combined measure of shape and appearance over the entire image it can be seen that the low shape fidelity achieved by the VDVH accounts for the poor PSNR compared to the other two techniques.
6 Discussion of Errors
Errors in shape
Matting errors affect all of the techniques presented in this paper. The matting technique used is not perfect and errors at this stage will adversely affect all considered techniques. Matting error will particularly affect the visual hull techniques as they use a global representation which assumes coherent silhouettes between all cameras. The result of this is that the error due to matting in the visual hull of an object is the union of all errors in the matting of that object across all cameras. Thus small but different errors across the silhouettes can lead to large reconstruction errors. This error can be seen in Figure  2 (a) where a player has been eroded due to matting errors in other views. Billboarding is the least susceptible to this error as the geometric representation is constant and so only the mattes being rendered as a texture map affects the rendered billboard's shape. The visual hull technique attempts to avoid this error by applying an error compensation strategy which reduces the size of regions that are cut away at the cost of generating inflated visual hulls.
Calibration error in the cameras will also affect all techniques. If the camera's calibration data is inaccurate, then the reconstruction will be inaccurate. Misalignment will lead to reduced visual hulls in the same way as they are produced by matting errors. If the reconstruction is inaccurate then items will be reconstructed incorrectly or will be reconstructed to incorrect locations. This will result in truncated objects or rendering to an incorrect location. This can be seen clearly in the billboarding technique where poorly calibrated cameras place the billboard in an incorrect location leading to truncation of the image projected onto the billboard as shown in Figure 8 (a).
The view-dependent texturing employed in rendering both the visual hull and the billboard reconstructions will generate double images if the textures that are being blended do not coincide well. This will occur when the surface being rendered is reconstructed in the wrong location. This can be seen in Figure 8 (b). While a correct visual hull will not display this problem, it is unavoidable in the case of billboards with wide baseline data sets, as often images with very different silhouettes may be presented which are impossible to blend with a linear blend as shown in Figure 8 (c).
The billboarding technique does not have any way to handle inter-object occlusions. When objects occlude each other in the source image, simple matting cannot separate these two objects, however a view from a different camera will separate the two objects leading to two billboards being created. Often part of the furthest object will appear in the near billboard as well as in the far billboard, leading to the object being rendered twice as shown in Figure 8 (d).
Errors in Appearance
All techniques suffer from a certain amount of appearance error due to resampling and rounding in the textures used by the OpenGL renderer to render the novel video sequences. OpenGL requires textures to have dimensions that are a power of 2, this has required some down-sampling of the original images. Another error occurs when texturing a triangle using the original camera images. Although the texture co-ordinates used are corrected for the radial distortion in the image, OpenGL performs a linear interpolation between texture coordinates across a triangle and this will be incorrect for an image with radial distortion. This can be seen in the blurriness of the images produced by the visual hull and the billboard techniques as shown in Figure 2 (d).
In the billboard and view-dependent textured visual hull techniques the images projected onto the surface are those from the nearest two cameras to the virtual camera. These images are transitioned by a simple linear blend. This is virtually guaranteed to generate appearance errors as there is nothing to enforce correspondence between the images, and therefore any disparity between the images will result in a blurring effect across the texture. In high contrast areas this will guarantee that no pixels are similar to the originals and will give very poor appearance.
Where I r has been included in the data set for a reconstruction then the entire image should be free from errors of shape or appearance. This property is called epipole consistency [2] . By looking at the shape and appearance errors present in a view that should be "perfect" in this way, a measure of the avoidable error in the technique can be obtained. From this it can be seen that the implementation of VDVH is furthest away from its best potential performance.
Temporal errors
Matting quality can vary greatly from frame to frame. Figures 8 (e) and (f) show the same player in two consecutive frames demonstrating this effect. As objects change orientation and come into and out of shadow their visual surface properties change which can have an effect on matting quality. Similarly, a fast moving arm may not present sufficient contrast against the background to be picked out by the matting algorithm. In the following frame that same arm could be moving slower and so produce a clear image for the matting algorithm to work on. Such errors will cause limbs to pop in and out of appearance in all of the techniques mentioned.
Billboards suffer greatly from inter-object occlusion. As these occlusions are transient in nature, billboards are particularly susceptible to resultant temporal instabilities. Visual hull and VDVH suffer similarly from inter-object occlusions, although in this case they will tend to cause phantom volumes. These volumes will come into and out of existence over a period of time, and so their results will lead to temporal instability in the reconstruction.
One notable feature of Figure 6 is that reducing the number of cameras increases the stability of the reconstructions. This is due to the fact that all techniques rely on a true surface generating agreement between all cameras. For example if a silhouette is missing from just one camera, then the object will be absent from the reconstruction. If the matting and calibration were perfect then this assumption would be correct. With imperfect matting and calibration this effect can lead to a single bad frame in one camera removing a player from the reconstruction. Obviously as the number of cameras is reduced the chance of disagreement between cameras, and hence the likelihood of this kind of error, is reduced.
Conclusion
None of the existing techniques provide synthesised video of sufficiently high quality. The technique that gives best performance as the number of available cameras decreases is the VDVH technique. Billboards perform particularly poorly as image misalignment produces errors in shape and appearance. The visual hull technique currently gives the best shape reconstruction due to the error correction mechanism it uses. This mechanism expands the volumes in the reconstruction which leads to misalignment between the images used to texture the surface, causing similar problems to the billboarding technique albeit on a smaller scale. The poor scores for the "leave none out" tests indicate that there are many errors in the system which could be corrected. Visual hull is currently the best technique to use for both shape and appearance of reconstruction. VDVH has good potential as a technique due to its lack of degradation with removal of cameras, however the errors in shape currently make it unsuitable for use. Future work will investigate improvements in FVV for sports measured against the baseline performance metrics established in this paper.
