Two groups of pattern-recognition algorithms for hybrid optical-digital computer processing are theoretically and experimentally compared. The first group is based on linear mapping, while the second group is based on feature extraction and eigenvector analysis. We study the relations among various linear-mapping-based algorithms by formulating a more general unified pseudoinverse algorithm. We show that the least-squares linear-mapping technique, the simplified least-squares linear-mapping technique, the synthetic discriminant function, the equalcorrelation-peak method, and the Caulfield-Maloney filter are in fact all special cases of the unified pseudoinverse algorithm. When the total number of the training images (KM, where K is the number of classes and M is the number of training images in each class) is larger than the dimension of the images (N), the overdetermined case of the unified pseudoinverse algorithm is the same as the least-squares linear-mapping technique, because both algorithms are based on optimization processes of minimization of the mean-square error. When KM < N, the underdetermined case of the unified pseudoinverse algorithm is the same as the least-squares linear-mapping technique and the synthetic discriminant function. Furthermore, when KM < N, the synthetic discriminant function method can be considered a degenerate case of the least-squares linear-mapping technique. Among the algorithms studied, the simplified least-squares linear-mapping technique requires the least computation time for filter synthesis. Experimental results on classification with linear-mapping-based algorithms are provided and show good agreement with the theoretical analysis.
INTRODUCTION
Hybrid (optical and digital-electronic) image-processing systems have been widely investigated for pattern recognition because they provide parallel optical processing power as well as the flexibility of a digital computer. In other words, they combine the advantages of both a digital computer system and an optical information-processing system. In order to improve on the reliability of the matched spatial filter to recognize statistically varying objects, a number of algorithms for image pattern recognition have been studied for optical implementation, such as the least-squares linearmapping technique' (LSLMT), the simplified LSLMT,2 the synthetic discriminant function 3 (SDF), the equal-correlation peak 4 (ECP), the Caulfield-Maloney filter 5 ' 6 (CMF), the Fukunaga-Koontz transform 7 (F-K), optimum discriminant vectors or the Foley-Sammon methods (F-S), the Hotelling trace criterions (HTC), the linear discriminant function' 0 (LDF), and the generalized matched filter" (GMF) algorithms. They differ in the way in which they extract discriminant vectors to ensure reliable classification. These algorithms can be separated into two groups. Group 1 includes the algorithms based on linear mapping, namely, the LSLMT, simplified LSLMT, SDF, ECP, and CMF methods.
Group 2 includes the algorithms based on eigenvector analysis: F-K, F-S, HTC, LDF, and GMF.
In this paper we intend systematically to compare the linear-mapping-based algorithms (group 1). We will introduce a unified pseudoinverse algorithm and show that the LSLMT, simplified LSLMT, SDF, ECP, and CMF algorithms are special cases of it. A brief review of the linearmapping-based algorithms is presented in Section 2. The unified pseudoinverse algorithm is presented in Section 3.
In Section 4 the LSLMT, SDF, simplified LSLMT, and CMF algorithms are shown to be special cases of the unified pseudoinverse algorithm. Section 5 provides the experimental classification results of the linear-mapping algorithms applied to two sets (fish-bird, tank-truck) of images. Also, the LSLMT, SDF, and simplified LSLMT algorithms are compared in terms of computation load for filter synthesis. A discussion and final conclusions on the comparison of the linear-mapping algorithms are provided in Section 6.
BRIEF REVIEW OF PATTERN-

RECOGNITION ALGORITHMS BASED ON LINEAR MAPPING
In order to compare the various statistical pattern-recognition algorithms we introduce some basic definitions. Then the LSLMT, simplified LSLMT, SDF, ECP, and CMF algorithms are briefly reviewed.
A. Definitions
Let a training image be denoted by X/(0), where i = 1, 2,... K is the image class, K is the total number of classes, j = 1, 2,
... M, is the image sample, and M, is the total number of training images in the ith class. Xj(i) is a column vector of length N obtained by lexicographically scanning the training image. All the training and test images have been normalized. The mean image of the ith class of training images is denoted by X(i) and is defined as the N X 1 vector Tian et al.
The mean image for the K classes is defined by the N X 1 vector
All training images are columnwise ordered in a N X (57= ML) matrix W:
A (N X 1) mean-difference vector for a two-class problem is defined as
The between-class scatter matrix SI can be defined by the
where by choosing the weighting factor 0 < ci < 1 we can weight the image samples from each class appropriately to produce a different a priori probability for each class and a different number of training samples for each class. If we assume that cl = C 2 = ... = CK = c and ignore the constant scale factor c, Eq. (2.3a) reduces to 
where we have assumed that Pi = P2 = p and ignored the constant scale factor p. Considering Eq. (2.2), the matrix S, can be rewritten as
When we assume that c1 = C 2 = ... = CK = c and ignore the constant scale factor c, the matrix W, is reduced to
Furthermore, an image-correlation matrix RIM for all the training images can be defined as a (,K = Mi) X (F-K=1 Mi) matrix RIM = WTW, (2.5a) where T denotes the transpose operation. Similarly, a (N X N) pixel correlation matrix R for the pixels of all the training images can be defined as
(2.5b) Correlation matrices between pixels of the training images of the ith class are defined by
It can be easily verified that Eqs. (2.5b) and (2.5c) are related as follows: where A is defined by Eq. (2.5f).
A (N X N) within-class scatter matrix S 2 (') for the ith class can be defined as
A weighted sum of the within-class scatter matrices S 2 (i) is used to define the intraclass scatter matrix
where again, when the weighting factor 0 < pi < 1 is chosen, the matrices S2(i) are properly weighted in cases when the K classes have different a priori probabilities or different numbers of training images. If we choose pi = P2 = ... = PK = P and ignore the constant scale factor p, the intraclass scatter matrix is related to W, by
It must be noted that Eqs. (2.5b) and (2.9b) are similar, except that the former uses images and is employed in the LSLMT, SDF, and F-K algorithms, while the latter uses mean subtracted images and is employed in the F-S and HTC transforms.
B. LSLMT Algorithm
In the LSLMT algorithm the mapping matrix A, which minimizes the overall least-squares error, e, is defined as 10) where the orthogonal column vector Vi is given by
Eij is an error vector, and 5ki is a Kronecker 6 function. The error E can be defined as
For e to be minimized, matrix A has to satisfy the following equation:'
By using the definition of Eq. (2.5b), the last relation can be rewritten as 
where the identity (2.14b) x(l)l at the intersection of hyperplanes P 11 with P 1 2 and P 11 with PI 1 , respectively. Here the plane P 11 contains all the training vectors from class 1 and class 2, while the planes P 1 and P 12 are perpendicular to all the training vectors of class 1 and class 2, respectively. 
we find that
This result is the same as that obtainable from Eqs. (13) and (15) 
D. SDF and ECP Algorithms
The mutual orthogonal SDF method for the two-class prob- 
The resultant matrix A is given by where 1 < i < M and vectors Al and A 2 have to be linear combinations of all the training images: 3.
In addition, the SDF algorithm has been simplified to treat the one-class problem when the test images are buried in noise. Such a filter performs a linear mapping of M training images into M ECP outputs in the decision space.
By following the procedure for the SDF filter design, for a one-class problem the resultant filter function can be calcu- (i) Obtain the photodetector response rik to the correlation spot produced by an input function ui when the filter function in an optical correlator is Uk* and (ii) Form a linear combination of the photodetector responses by using a digital computer such that
where RIM is a (K X K) image-correlation matrix and A is a (K X K) transformation matrix, which diagonalizes RIM.
The result of Eq. (2.29) is the same as that obtainable from Eqs. (1) and (2) of Ref. 5 .
Note that the diagonal elements of A (or of C in Ref. 5) were chosen to be unity, while the off-diagonal elements of A were found by requiring the matrix F to be diagonal but not normalized. Experiments were performed for K equal to 3, but only one sample was used for each character class (i.e., M
= 1).
The CMF algorithm has also been studied in Ref. 6 by combining the two-step optical-digital procedure into the optical filter design and using one-dimensional data without statistical variation in the shape of the training data base.
UNIFIED PSEUDOINVERSE ALGORITHM FOR PATTERN RECOGNITION
To study the relations among the various linear-mappingbased algorithms we formulated a unified pseudoinverse algorithm. We assume a K-class problem represented by a data base of KM images (M training images in each class). The training data base can then be expressed by a N X KM matrix W, as defined in Eqs. (2.3). Generally, the unified pseudoinverse method seeks a K X N linear transformation A, such that the ith row vector of A will map all the training images into the ith row vector in a K-dimensional decision space.
where U is a (K X KM) orthogonal matrix: where I is the K X K identity matrix. Equation (3.1) can be rewritten as
which can be seen as a set of KM-independent linear equations, each with N unknown elements. Depending on the relation between KM and N, it is important to distinguish the two special cases:
(i) KM < N (defined as an underdetermined problem' 2 ). The set of linear equations in Eq. (3.4) will have at least one solution if and only if the columns of WT span RKM. 13 This requirement is satisfied under the assumption that the KM training images are linearly independent; therefore the rank of matrix WT is KM, and the right-inverse of WT exists:
where + denotes the pseudoinverse.
(ii) KM > N (defined as an overdetermined problem 12 ). The system of linear equations in Eq. In the case of the underdetermined problem (KM < N) the linear-mapping transformation is related to the inverse of the image-correlation matrix RIM. The image-correlation matrix RIM is a KM X KM matrix (KM being the rank of RIM and the number of linearly independent training images); therefore the inverse matrix RIM-' exists. It can be seen that in order to compute A we have to calculate the inverse of a KM X KM matrix WTW and to perform (KM) 2 N multiplications. Therefore, when the number of training images (KM) becomes larger, the computation load is greatly increased. But in the hybrid pattern-recognition system this computation is necessary for making filters rather than for classifying objects; once the filters have been produced, recognition of objects can be performed in real time.
B. KM> N(Overdetermined Problem)
When the number of the training images (KM) is larger than N, Eq. (3.4) is an overdetermined set of linear equations. The image-correlation matrix in Eq. (3.8) has a dimension KM but has only a rank N. Therefore it is a singular matrix, and RIM-1 does not exist. In a strict sense, Eq. (3.4) has no solution; but under a minimum mean-square error criterion an optimum approximate solution for A can be calculated. To minimize the mean-square error we use the usual procedure by requiring its gradient to be equal to zero:
From Eq. (3.9c) the optimum approximate solution in the sense of the mean-square error can be determined to be
where we have used the definition of the pixel correlation matrix R given by Eq. (2.5b). The inverse of the pixel correlation matrix (R-1) exists for the overdetermined problem (assuming that the rank of matrix R is N). The difference between the underdetermined and overdetermined cases is that the latter provides an approximate solution for Eq. (3.4) with a minimum mean-square error.
COMPARISONS OF THE UNIFIED PSEUDOINVERSE ALGORITHM WITH THE LSLMT, SIMPLIFIED LSLMT, SDF, and CMF
ALGORITHMS
In this section we show that the LSLMT, simplified LSLMT, SDF, and CMF algorithms can be considered special cases of unified pseudoinverse algorithms (UPA's). For the underdetermined case, the UPA is the same as the LSLMT and the SDF. Furthermore, the LSLMT degenerates into a SDF. For the overdetermined case, the UPA is the same as the LSLMT, but the SDF has to be modified. Finally, the computation load for filter synthesis is compared for the underdetermined case, which is the most practical case for image classification, using the SDF, LSLMT, and simplified LSLMT algorithms.
A. Comparison of the UPA with the LSLMT and the SDF
KM < N (Underdetermined Problem)
LSLMT versus the UPA The LSLMT algorithm' provides a transformation given by Eq. (2.14b) that can be rewritten as A = UWTWErA, 2 ErTWT, Intuitively, the reason that the LSLMT provides exactly the same result as the UPA and the SDF for the underdetermined case can be seen from Fig. 1 for two-class problems. In an N-dimensional space there exist two clusters of the training images for two classes, X/(') and X/( 2 ), 1 < j < M. Al is located in an (N -M)-dimensional hyperplane P 1 2 , which is perpendicular to all vectors of X 1 /2). There exist an infinite number of solutions for Al on this plane. The 2M training image vectors form a hyperplane P11 of a dimension 2M; any vector on this plane is a linear combination of the 2Mtraining image vectors. Then these two hyperplanes will uniquely determine Al, which can be graphically illustrated as the crossline of the two planes. Similarly, A 2 is determined by the hyperplane P1j and a hyperplane P 1 1 that is perpendicular to all image vectors X/(').
KM > N (Overdetermined Problem)
SDF versus UPA
In the overdetermined case the image-correlation matrix RIM is singular and RIM-' does not exist; therefore the SDF algorithm cannot be employed directly.
LSLMT versus UPA
For the overdetermined case of the LSLMT we start from the right-hand side of Eq. (2.13a):
With the right-hand side given by Eq. where the pixel correlation matrix defined by Eq. (2.5b) has been used. Equation (4.12) shows that the LSLMT algorithm provides the same results as Eq. (3.10) of the UPA for the overdetermined case. In summary, both the LSLMT' and the SDF 3 algorithms are shown to be identical to the UPA method under the assumption of the underdetermined problem (KM < N). However, for the overdetermined problem (KM > N) the SDF algorithm does not exist, while the LSLMT and the UPA are found, again, to be identical.
B. Comparison of UPA and Simplified LSLMT
In analogy to the simplified LSLMT transformation,' the UPA can be modified for images whose pixel statistics can be described by the first-order Markov process. The images can be modeled by the first-order Markov process when they have the property of decreasing correlation between pixels of increasing geometrical separation or when the space-bandwidth product of the image is so large that the image pixels can statistically be modeled independently of one another. 2 It was proved in Ref. 2 that for images whose pixels can be modeled by a first-order Markov process, the matrix W can be modified by a reduced-dimension (N X K) matrix: (4.13) where the columnwise-ordered mean images are defined by Eq. (2.1). Under such a simplifying assumption Eq. (3.1)
can be rewritten as 14) where the matrix U is replaced by matrix I as the result of dimensionality reduction of the matrix from W to W. Following the derivations similar to those between Eqs. (3.5) and (3.8), we obtain the transformation matrix for the simplified UPA:
The average correlation matrix (WTIW) is of size (K X K) and at most of rank K; therefore, if the rank of (WVVW) is K, the inverse of WTW exists. Since the result of the simplified LSLMT algorithm is given by Eq. (2.18) and can be rewritten in a form of Eq. (4.15) by using the definition of Eq.
(4.13), the transformation provided by the simplified LSLMT is identical to the one provided by the simplified UPA (i.e., the simplified LSLMT algorithm can be shown to be a special case of the UPA.
C. Comparison of UPA with CMF and ECP
The two-step approach of the CMF algorithm, 5 namely, optical correlation plus digital computer processing, can be shown to be a special case of our UPA under the simplifying assumption of K-class problems with only one training im-age sample in each class (M = 1). Under this assumption the training data-base matrix for the UPA is
the orthogonal matrix U is shown to be special cases of the UPA transform.
EXPERIMENTAL RESULTS AND ANALYSIS
Two sets of images are used to test the algorithms discussed Tian et al.
-6 To synthesize the discriminant filters we must consider the computation load. When we deal with more classes or use more training images for each class, the computational load will increase dramatically. With the data base described above we compared the computation loads for synthesizing the discriminant filters based on the LSLMT, simplified LSLMT, and SDF algorithms. The computation time of the VAX-780 computer is summarized in Table 1 .
By comparison, the simplified LSLMT algorithm needs much less computation time to calculate transformation A, whose basis functions can be calculated as linear combinations of the mean training images for each class, when the training images can be modeled by a first-order Markov process. Experiment shows that only 3.8 sec are needed to calculate A. This result favors the simplified LSLMT algorithm, especially when there are many classes or the number of total training images is large.
CONCLUSIONS
A unified pseudoinverse algorithm (UPA) has been formulated. The LSLMT and SDF algorithms have been shown to be identical to the UPA method for the underdetermined case (KM < N). Experimentally, this was verified by using two sets of images. Furthermore, the simplified LSLMT, ECP, and CMF algorithms have been shown to be special cases of the UPA as well. For the overdetermined case (KM > N) the LSLMT and the UPA have been found to be identical by an optimization procedure based on minimization of the least-squares error. However, the other linearmapping algorithms do not exist for the overdetermined case. In terms of the computation load of filter synthesis, the simplified LSLMT needs the least computation time,
while it still provides reliable classification performance for images satisfying the Markov 1 process.
In summary, the UPA can be considered a unified theory of the LSLMT, simplified LSLMT, SDF, ECP, and CMF linear-mapping-based algorithms. 
Mi
Total number of training images in the ith class.
N
Dimension of all the images XJ('). S,
N X N between-class scatter matrix for a two-class problem. 
where AX is the (N X 1) column vector describing the deviation of the test image Zj(i) from the training image Xj(i) vector. Obviously, linear transformation A will transfer the random variable Xj(i) from the observation space into the decision space, resulting in a random variable
In summary, the relation (B9) shows that in order to minimize the output variance due to the additive variations in the test images we have to choose a minimum-norm solution for linear transformation A.
