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In this paper, we take a new look at the possibilistic c-means (PCM) and adaptive PCM (APCM) clustering algorithms from the
perspective of uncertainty. This new perspective offers us insights into the clustering process, and also provides us greater degree
of flexibility. We analyze the clustering behavior of PCM-based algorithms and introduce parameters σv and α to characterize
uncertainty of estimated bandwidth and noise level of the dataset respectively. Then uncertainty (fuzziness) of membership values
caused by uncertainty of the estimated bandwidth parameter is modeled by a conditional fuzzy set, which is a new formulation
of the type-2 fuzzy set. Experiments show that parameters σv and α make the clustering process more easy to control, and main
features of PCM and APCM are unified in this new clustering framework (UPCM). More specifically, UPCM reduces to PCM when
we set a small α or a large σv , and UPCM reduces to APCM when clusters are confined in their physical clusters and possible
cluster elimination are ensured. Finally we present further researches of this paper.
Index Terms—possibilistic clustering, uncertainty, conditional fuzzy set, type-2 fuzzy set, noise level
I. INTRODUCTION
The goal of clustering analysis is to discover natural groups
of a set of points according to intrinsic characteristics or
similarity [1]. A large portion of clustering algorithms are
prototype-based, i.e., clusters are represented by vectors in
the data space. Prototype-based clustering algorithms aim to
move prototypes into dense data regions. So we can say that
the prototype (cluster center) represents the cluster.
However, the performance of clustering algorithms can be
severely affected by uncertainty in the dataset. Generally,
uncertainty exits in two forms: noisy points and the parameters
estimated from noisy points.
The degree of confidence in data are treated differently
in clustering algorithms. K-means [1] assumes that all data
are reliable. It is sensitive to outliers and noise. Even if
an object is quite far away from the cluster center, it is
still forced into a cluster, which distorts the cluster shapes.
ISODATA [2] and PAM [3] both consider the effect of outliers
in clustering procedures. ISODATA gets rid of clusters with
few objects. PAM utilizes real data points (medoids) as the
cluster prototypes and avoids the effect of outliers [4]. Fuzzy
c-means (FCM) [5] is also sensitive to noise and outliers, and
the resulted memberships are relative values. Possibilistic c-
means (PCM) [6] forces the memberships to decrease with
the distance from cluster center. It’s shown in [7] that PCM
can be also interpreted as keeping c-noise clusters to ensure
that the memberships of outliers are reduced. Furthermore,
the memberships are controlled by a bandwidth parameter
estimated from data.
On the other hand, the uncertainty of parameters estimated
from noisy data is rather complicated to handle. Adaptive
PCM (APCM) [8] considers the estimated bandwidth to be
unreliable and introduces a hyper-parameter specified by the
user to manually correct the bandwidth. In fact, the uncertainty
of bandwidth can be handled in a more fuzzy way because the
uncertainty of memberships is caused by the uncertainty of the
estimated bandwidth. As we know, the type-2 fuzzy set [9][10]
allows us to model one fuzziness over another fuzziness.
Recently, the conditional fuzzy set framework [11] of a type-
2 fuzzy set is proposed so that we can explicitly model the
uncertainty of memberships caused by some parameter.
In this paper, we take a new look at PCM and APCM
clustering algorithms from the perspective of uncertainty.
This new perspective offers us insights into the clustering
process, and also provides us greater degree of flexibility. Our
contributions are summarized as follows:
1) The uncertainty (fuzziness) of the estimated bandwidth
parameter is specified by a hyper-parameter σv , and
the uncertainty (fuzziness) of membership values caused
by the estimated bandwidth parameter is modeled by a
conditional fuzzy set.
2) As to PCM-based clustering algorithms, we propose that
each cluster can be seen as noise to other clusters. This
conclusion comes from the fact that the existence of
close physical clusters makes clustering difficult. This
new form of noise is characterized by noise level α of
the data set.
3) The introduction of parameters σv and α reformulates
PCM and APCM from the perspective of uncertainty.
Furthermore, main features of PCM and APCM are
unified in this new clustering framework.
4) Experiments show that the bandwidth uncertainty σv
depends on noise level α. This fact reveals that uncer-
tainty of the estimated bandwidth can also be modeled
by a type-2 fuzzy set and its uncertainty is caused by
α. The dependence of σv on α can be studied in further
researches.
The rest of this paper is organized as follows. Section II
analyzes the clustering behavior of PCM-based algorithms and
presents the motivations of this paper. Section III introduces
how to incorporate uncertainty of the estimated bandwidth into
uncertainty of the membership function. In Section IV, we
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2present the unified framework (UPCM) of PCM and APCM.
In Section V, we discuss the difference between APCM and
UPCM in handling uncertainty. Further researches are also
presented.
II. REVIEW OF PCM AND APCM, AND MOTIVATIONS
In this section, we first review the possibilistic c-means
(PCM) and adaptive PCM (APCM) clustering algorithms.
Then we analyze two typical clustering problems and present
the motivations of this paper.
A. PCM and APCM Review
Typicality is one of the most commonly used interpretations
of memberships in applications of fuzzy set theory. The
membership value produced by fuzzy c-means (FCM) [5] can’t
be used to indicate the typicality of a point in the cluster.
Possibilistic c-means (PCM) [6] solves this problem by forcing
the membership of a point to be small if it’s far from the
cluster center (prototype). This intuition is incorporated into
the objection function by adding a penalty term:
J(Θ,U) =
c∑
j=1
Jj =
c∑
j=1
[
N∑
i=1
uijd
2
ij + γj
N∑
i=1
f(uij)
]
(1)
where Θ = (θ1, . . . ,θc) is a c-tuple of prototypes, dij is
the distance of feature point xi to prototype θj , N is the
total number of feature vectors, c is the number of clusters,
and U = [uij ] is a N × c matrix where uij denotes the
degree of compatibility of xi to the jth cluster Cj which is
represented by θj . γj can be seen as a bandwidth parameter of
the possibility (membership) distribution for each cluster. Note
that either γj or
√
γj can be referred to as the bandwidth for
convenience in this paper. f(·) is a decreasing function of uij
and forces the uij as large as possible, thus avoiding the trivial
solution that uij = 0. A good choice for f(·) is proposed in
[12]:
f(uij) = uij log uij − uij (2)
After minimizing J(Θ,U) with respect to uij and θj , we
get the following update equations:
uij= exp
(
−d
2
ij
γj
)
(3)
θj =
ΣNi=1uijxi
ΣNi=1uij
(4)
In PCM, clusters do not have a lot of mobility, so a
reasonable good initialization is required for the algorithm
to converge to the global minimum. A common strategy for
initializing is to run the FCM algorithm first and set
γj =
ΣNi=1u
FCM
ij d
2
ij
ΣNi=1u
FCM
ij
(5)
where dij = ||xi − θj ||, θjs and uFCMij s are the final
FCM estimates for cluster prototypes and membership values
respectively. Then γjs are fixed and iterations are performed
until a specific termination criterion is met.
As pointed out in [12], PCM is primarily a mode-seeking
algorithm. In other words, the algorithm can potentially find
c dense regions from a data set that may not have c clusters.
However, due to the well-known fact that since no link exists
among clusters, each Jj can be minimized independently,
the c dense regions found may be coincident, as reported
in [13]. It was suggested in [12] that this behavior is ”a
blessing in disguise” and can be utilized by merging coincident
clusters after over-specifying c. This idea is implemented
in the adaptive possibilistic c-means algorithm (APCM) [8]
by adapting γj at each iteration. Cluster Cj is merged with
another cluster and is eliminated when there are no points in
cluster Cj or γj becomes 0. This cluster elimination ability
allows us to over-specify the cluster number and the algorithm
still produces a reasonable number of clusters, which makes
the algorithm very flexible because we don’t need to have
strong prior knowledge of the cluster number.
However we should prevent the unexpected cluster elim-
ination. In the case where two physical clusters with very
different variance are located very close to each other (see
Fig.1a), the prototype of the small variance cluster is affected
by the data points of its nearby big cluster which has numerous
points, according to (3) and (4). As a result, the two prototypes
will merge. PCM can’t handle this problem because it has
no corresponding parameters to control the clustering process.
APCM alleviates this issue by introducing a parameter in γj
to manually scale the bandwidth:
γj =
ηˆ
α
ηj (6)
where ηˆ is a constant defined as the minimum among all initial
ηjs, ηˆ = minj ηj , and α is chosen so that the quantity ηˆ/α
equals to the mean absolute deviation (ηj) of the smallest
physical cluster formed in the dataset. ηj is initialized as
ηj =
ΣNi=1u
FCM
ij dij
ΣNi=1u
FCM
ij
(7)
where dij = ||xi − θj ||, θjs and uFCMij s in (7) are the final
parameter estimates obtained by FCM. ηj is updated at each
iteration as the mean absolute deviation of the most compatible
to cluster Cj data points which form a set Aj , i.e., Aj =
{xi|uij = maxr uir}.
ηj =
1
nj
∑
xi∈Aj
||xi − µj || (8)
where nj and µj are the number of points in Aj and the
mean vector of points in Aj respectively. APCM only allows
points in Aj to update ηj , which is an essential condition for
succeeding cluster elimination, as by this way, ηj can decrease
to 0. APCM chooses µj instead of θj to update ηj because
θj may vary significantly while µj is more stable during the
first few iterations.
B. Motivations
Fig.1a and Fig.2a are two typical clustering problems. The
two clusters in Fig.1a are generated by normal distributions
with centers c1 = [13, 13]T , c2 = [5, 0]T , covariance matrixes
3(a) (b)
Fig. 1. (a) Dataset 1. (b) 10 initial partitions obtained by FCM.
(a) (b)
Fig. 2. (a) Dataset 2. (b) 10 initial partitions obtained by FCM.
Σ1 = I, Σ2 = 3.72I, N1 = 200 points, and N2 = 1000
points respectively, where I is the 2 × 2 identity matrix. The
three clusters in Fig.2a are generated by normal distributions
with centers c1 = [1, 0]T , c2 = [2.25, 1.5]T , c3 = [1.75, 2]T
respectively, all with N = 400 points, and covariance matrixes
are all Σ = 0.22I. Fig.1b and Fig.2b show the initialization
results obtained by FCM with 10 clusters. Note that the initial
clusters in each physical cluster should merge, while clusters
in different physical clusters shouldn’t.
The two physical clusters in Fig.1 are well separated. With
the initialization of Fig.1b, APCM estimates ηj via (8), which
is corrected by ηˆ/α and we get the bandwidth γj via (6). The
only care is that the bandwidth correction term ηˆ/α specified
by the user is not too small so that the small initialization
clusters of Cluster 1 have enough mobility to move to the
dense region of each physical cluster and merge, according to
(4) (Note that large bandwidth means more mobility and to
avoid the case where all clusters merge into one cluster, ηˆ/α
also should not be too large. This fact can be seen in Fig.7
of [8] when α is small). As to Fig.2, Cluster 2 and Cluster
3 are not well separated, so we should take more care. The
bandwidth correction term ηˆ/α should not be too small so
that the small initialization clusters of each physical cluster
can merge. The term ηˆ/α also shouldn’t be too large so that
Cluster 2 and Cluster 3 don’t have enough mobility to merge.
In summary, the choice of α in the correction term should be
dealt with differently. And two needs naturally arise from the
above observation.
1) We should control the clustering process basing on the
noise level of the dataset. The above analysis shows
that there is some difference between the two problems.
In fact, the clustering algorithm faces a more noisy
environment in Fig.2a than in Fig.1a in the sense that
there are close clusters in dataset Fig.2a.
2) We should have a more flexible bandwidth correction
technique. The reason APCM introduces a bandwidth
correction term is that the estimated bandwidth is not
always reliable to recognize the structure underlying
the data set. In other words, the estimated bandwidth
is uncertain, and this uncertainty causes the member-
ship value of a point to be uncertain (see (3)), then
the cluster center also becomes uncertain (see (4)). If
this uncertainty is not properly handled, the clustering
algorithm would fail. In fact, the bandwidth estimation
uncertainty can be attributed to the noise in data points.
In APCM, membership values of all points in each
cluster are treated equally uncertain, and receive the
same bandwidth correction. However, the uncertainties
are different, i.e., we have more confidence in the
estimated membership value of a point if this point is
near the prototype (cluster center). So we should correct
the bandwidth in a more reasonable way.
This paper aims to address the above two needs. To address
the second need, Section III shows how to use the type-2 fuzzy
set to incorporate uncertainty of the estimated bandwidth into
the membership value of point xi. As will be seen in Section
IV, the first need is addressed by introducing a noise level
parameter so that Fig.1 and Fig.2 can be treated differently.
After addressing these two needs, we reformulate PCM and
APCM into the same framework (UPCM).
III. THE CONDITIONAL FUZZY SET FRAMEWORK
In this section, we first review the conditional fuzzy set
framework. Then we show through an example that this new
definition of a type-2 fuzzy is natural and reasonable to
incorporate the uncertainty of the estimated bandwidth.
A. The Conditional Fuzzy Set Framework Review
According to Zadeh [9], a type-2 fuzzy set (T2 FS) is a
fuzzy set whose membership values are type-1 fuzzy sets on
[0, 1]. When written in more precise mathematical terms, this
definition becomes as follows [11]:
Definition 1 (type-2 fuzzy sets): A type-2 fuzzy set X˜ is
a fuzzy set defined on the universe of discourse ΩX whose
membership value µX˜(x) for a given x ∈ ΩX is a type-1 fuzzy
set U(x) = µX˜(x) defined on ΩX ⊆ [0, 1] with membership
function µU(x)(x, µx) where µx ∈ ΩX ⊆ [0, 1]. The x is called
primary variable and µx is called the secondary variable. 
It’s clear that T2 FS is just that one fuzziness (uncertainty)
depends on another fuzziness. However Definition 1 makes T2
FS a complex subject. To simplify this problem, Li-Xin Wang
[11] proposes a conditional fuzzy set framework:
Definition 2 (conditional fuzzy sets): Let X and V be
fuzzy sets defined on ΩX and ΩY , respectively. A conditional
4fuzzy set, denoted as X|V , is a fuzzy set defined on ΩX with
membership function:
µX|V (x|V ), x ∈ ΩX (9)
depending on the fuzzy set V whose membership function is
µV (v) with v ∈ ΩV . The x is called the primary variable
and v is called the secondary variable; the membership
function µX|V (x|V ) characterizes the primary fuzziness while
the membership function µV (v) characterizes the secondary
fuzziness. 
This framework resembles the concept of conditional prob-
ability in probability theory, which studies the dependence of
one randomness on the other randomness. It is shown in [11]
that the above two definitions are equivalent. However the
conditional fuzzy set framework provides a much more natural
framework to model the dependence among multiple fuzziness
than the type-2 fuzzy set formulation. In most real-world
applications we choose the membership functions to have a
fixed structure with some free parameters, such as the Gaussian
membership function with the center or standard deviation as
free parameters. In such formulations, the uncertainty (fuzzi-
ness) of the membership comes from the uncertainties of the
free parameters; i.e., the parameter uncertainties are the causes,
while the membership uncertainty is the effect, and it is natural
to choose the independent cause as the secondary variable to
characterize the secondary fuzziness (as in Definition 2 for
a conditional fuzzy set), rather than choosing the dependent
effect as the secondary variable (as in Definition 1 for a type-2
fuzzy set).
It is also shown in [11] that a conditional fuzzy set X|V
is equivalent to a fuzzy relation [14] on ΩX × ΩV with
membership function:
µX|V (x, v) = t[µX|V (x|v), µV (v)] (10)
where x ∈ ΩX , v ∈ ΩV , t[∗, ∗] is the t-norm operator
with minimum and product as the most common choices,
and µX|V (x, v) is the membership function µX|V (x|V ) of the
conditional fuzzy set X|V with the fuzzy set V replaced by
a free variable v ∈ ΩV .
In the study of several random variables, the statistics of
each are called marginal, and the probability density function
(pdf) of a single random variable is called a marginal pdf.
Similarly, since the conditional fuzzy set or the type-2 fuzzy
set contains two fuzzy variables (the primary and secondary
variables), the concept of marginal fuzzy set for conditional
fuzzy sets is introduced in [11] as follows:
Definition 3 (marginal fuzzy sets, Compositional Rule of
Inference Scheme): Let X|V be a conditional fuzzy set de-
fined in Definition 2 whose membership function µX|V (x, v)
is given by (10). The marginal fuzzy set of X|V , denoted as
X , is a type-1 fuzzy set on ΩX whose membership function
µX(x) is determined through Zadeh’s Compositional Rule of
Inference:
µX(x) = max
v∈ΩV
min[µX|V (x|v), µV (v)], x ∈ ΩX . (11)
Then the basic philosophy to deal with type-2 fuzziness is
to use (11) to ”cancel out” the secondary fuzziness V and
transform the type-2 problems back to the ordinary type-1
framework. We can explicitly model the uncertainty of the
membership caused by some parameter V and ”cancel” V
to get the type-1 marginal fuzzy set. Then the effect of the
uncertainty of V is incorporated into type-1 marginal fuzzy
set.
B. An Example to Illustrate the Incorporation of Uncertainty
Suppose we have estimated the one-dimensional center
x0 and bandwidth v0 of a Gaussian membership function
µX(x) to represent some cluster, and we want to consider
the uncertainty of µX(x) caused by the uncertainty of the
bandwidth parameter V . First, the conditional fuzzy set X|V
is constructed as follows:
µX|V (x|V ) = exp
(
−|x− x0|
2
V 2
)
(12)
and the uncertainty (fuzziness) of V is also modeled as a
Gaussian fuzzy set with the membership function:
µV (v) = exp
(
− (v − v0)
2
σ2v
)
(13)
where σv is a given constant which represents the uncertainty
of parameter V . Then according to Definition 3 (11), the
marginal fuzzy set X of X|V with membership function:
µX(x)= max
v∈R+
min
[
exp
(
−|x− x0|
2
v2
)
, exp
(
− (v − v0)
2
σ2v
)]
= exp
(
−|x− x0|
2
vnew
)
(14)
where vnew =
(
0.5v0 + 0.5
√
v20 + 4σv|x− x0|
)2
. The last
step is achieved at the highest point of the intersection
exp
(
− |x−x0|2v2
)
= exp
(
− (v−v0)2σ2v
)
which gives:
vnew1= 0.5v0 + 0.5
√
v20 + 4σv|x− x0| ≥ v0,
vnew2= 0.5v0 − 0.5
√
v20 − 4σv|x− x0| ≤ v0.
Then we get (14) through
max
[
exp
(
−|x− x0|
2
v2new1
)
, exp
(
−|x− x0|
2
v2new2
)]
= exp
(
−|x− x0|
2
v2new1
)
.
Let d(xi,x0) denote the distance from a point xi to the center
x0. Then result (14) can be generalized by replacing |x − c|
with d(xi,x0).
The above example is illustrated in Fig.3. Fig.3a shows
the primary fuzziness when x0 is estimated as 12.5 and v0
is estimated as 2.5 but with uncertainty. Fig.3b shows the
secondary fuzziness (uncertainty) of v0 with various σvs. Note
that we don’t intend to model the uncertainty of σv here. So
we assume σv is a given value. Fig.3c shows the marginal
fuzzy set into which the uncertainty has been incorporated.
We can see from (14) and Fig.3c that the marginal fuzzy
set curve is flatter when the estimated bandwidth has much
uncertainty, i.e., σv is large. For a specific σv , the corrected
5(a) (b)
(c)
Fig. 3. Illustration of type-2 fuzzy set for incorporating uncertainty. (a)
Primary fuzziness. (b) Secondary fuzziness with various σvs. (c) The final
marginal fuzzy set after incorporating uncertainty of the bandwidth with
different degrees indexed by σv .
bandwidth (vnew in (14)) is almost the same as v20 when
d(xi,x0) is small, and vnew increases as d(xi,x0) becomes
large. In other words, the uncertainty of the bandwidth v0
is incorporated into the marginal fuzzy set µX(x) in such a
way that membership function of points with small d(xi,x0)
remains almost the same shape as the one with σv = 0 (i.e.,
with no uncertainty in v0), and membership function of points
with large d(xi,x0) deviates much from the one with σv = 0.
The degree of deviation is controlled by σv and d(xi,x0). This
behavior is very intuitive in the sense that the uncertainty of
bandwidth v0 is obviously reflected in the membership of xi
only when xi is far from the center and xi can be seen as a
noisy datum in this case.
From the above analysis, we conclude that it’s reasonable
to use the marginal fuzzy set to incorporate the uncertainty
of the bandwidth. But it’s not easy to specify σv so that the
uncertainty of the bandwidth is properly represented. In next
section, we will show that the choice of σv depends on noise
level of the data set.
IV. THE UNIFIED FRAMEWORK OF PCM AND APCM
RESULTED FROM THE UNCERTAINTY PERSPECTIVE
In Section II-B, we propose that dataset Fig.1 and dataset
Fig.2 should be dealt with differently, and that the bandwidth
correction should be performed in a more flexible way. In
Section III-B, we use the conditional fuzzy set formulations
to implement an intuitive way of bandwidth correction. In this
section, contents of previous sections are summarized. We first
present the unified framework (UPCM) of PCM and APCM
resulted from the uncertainty perspective. Then experiments
are performed to show that the two needs in Section II-B are
addressed.
A. Algorithm Description
The analysis in Section II-B gives us two hints to take a
new look at PCM and APCM. First, the clustering algorithm
faces a more noisy environment in Fig.2a than in Fig.1a
because there are two close clusters in Fig.2a. So we should
have more control over the clustering process in Fig.2a. This
fact shows that each physical cluster can be seen as noise
to other physical clusters. Second, we should consider the
noise existing in the data points so that we can get a reliable
estimation of the membership function through the estimated
uncertain bandwidth. Coping with these two kinds of noise
(uncertainty) offers us new insights into the clustering process
and results in an unified framework (UPCM) of PCM and
APCM.
The prototype update of each cluster is influenced by points
of other clusters, in the sense that the prototype is attracted
(or even dragged) by other clusters, according to (4). Based
on this observation, we introduce the concept of noise level α
of the data set in the update equation of prototypes:
θj =
ΣNi=1uijxi
ΣNi=1uij
for uij ≥ α. (15)
The α-cut trick is used in [6] to compute the bandwidth with
only the ”good” feature point, and it’s used here to update the
prototype. By setting an appropriate α, the influence of points
in other clusters θi 6=j on the θj update is reduced. So we can
select different αs for dataset Fig.1 and Fig.2.
The uncertainty of bandwidth estimation can be attributed to
the noise in data points, according to (8). Then this uncertainty
causes the uncertainty of the membership value of a point
through (3). In Section III-B, the intuition, that we have
different confidence in the membership values of different
points, is respected in the conditional fuzzy set formulation of
the membership function. This conditional fuzzy set formu-
lation (14) allows us to control the shape of the membership
function through the bandwidth uncertainty parameter σv in
a more flexible way than simply scaling the bandwidth like
(6). In summary, the bandwidth ηj is calculated with noisy
points, and then the uncertainty of the membership value of a
point calculated with this uncertain ηj is modeled through the
conditional fuzzy set framework. For ease of computation, we
use θj to replace µj in (8):
ηj =
1
nj
∑
xi∈Aj
||xi − θj || (16)
Then update of the membership function (4) is modified
according to (14) as follows:
µij = exp
(
−d
2
ij
γj
)
(17)
where γj =
(
0.5ηj + 0.5
√
η2j + 4σvdij
)2
and dij = ||xi −
θj ||.
6The above reformulation of PCM and APCM constitutes
the unified framework (UPCM) for the clustering process. In
UPCM, α and σv are used together to constrain each cluster
to stay in their physical clusters, and to eliminate clusters in
the same dense region at the same time. The UPCM algorithm
is explicitly stated in Algorithm 1.
Algorithm 1 [Θ, U , label] = UPCM(X , mini, α, σv)
Input: X , mini, α, σv
1: Run FCM.
2: Initialize ηj via (7)
3: m = mini
4: repeat
5: Update U via (17)
6: Update Θ via (15)
B Possible cluster elimination
7: for i← 1 to N do
8: Set: label(i) = r if uir = maxj uij
9: end for
10: Cluster j is eliminated if j /∈ label
11: Set: m = m− p if p clusters are eliminated
B Bandwidth update and possible cluster elimination
12: Update ηj via (16)
13: Cluster j is eliminated if ηj = 0 (This happens if there
is only one point in Cluster j)
14: Set: m = m− p if p clusters are eliminated
15: until the change in θj’s between two successive iterations
becomes sufficiently small or the number of iterations is
reached
16: return Θ, U , label
B. Experimental Results and Performance
In this subsection, we show the performance of UPCM on
dataset 1 and dataset 2. We also show the parameter-choosing
flexibility endowed by UPCM.
Experiment 1: This experiment on dataset Fig.1 illustrates
how PCM and APCM are unified in UPCM. Fig.4 shows the
center-estimation error computed via Σj ||θˆj−θTruej || with re-
spect to parameters of UPCM and APCM. The result of UPCM
is shown in Fig.4a. The PCM region means that estimated
clusters (prototypes) are both in the large cluster (Cluster 1 in
Fig.1a), and the APCM region means that estimated clusters
(prototypes) are in each physical cluster respectively. In the
PCM region, the parameters given to UPCM allow the small
cluster to have enough bandwidth (mobility) to move to the
dense region of the whole data set (Actually, this dense region
is the weighted average of points in the dataset), according to
(4). At the same time, the large cluster (prototype) stays in
the dense region of the large physical cluster. In other words,
the small cluster is dragged towards to the large cluster. For
dataset Fig.1 in this experiment, the two prototypes are close
enough to merge into one cluster prototype when parameters
(or UPCM) are in the PCM region. However, if the small
physical cluster has more points, say 400, the two prototypes
will merge only when we specify a large σv , as can be seen in
Fig.5. In the APCM region, the bandwidth (mobility) of each
(a) (b)
Fig. 4. The center-estimation error computed via Σj ||θˆj − θTruej || is used
to illustrate the behavior of UPCM and APCM. Note that the estimated two
cluster centers are both considered to be θˆ1 when the algorithm results in
only 1 cluster to make sure it’s reasonable to compute Σj ||θˆj − θTruej ||.
(a) The center-estimation error (the vertical axis) with respect to degree of
uncertainty σv (the horizontal axis) under various noise levels (α). The centers
are estimated by UPCM with mini = 2 on dataset Fig.1. In the APCM region,
the estimated clusters are almost exactly in the two physical clusters. In the
PCM region, the small cluster is ”dragged” towards the large cluster. (b) The
center-estimation error (the vertical axis) with respect to α (the horizontal
axis). The centers are estimated by APCM with mini = 2 on dataset Fig.1.
(a) (b)
Fig. 5. The clustering result of UPCM on dataset Fig.1, in which the small
cluster now has 400 points. Parameters are chosen so that UPCM operates in
the PCM region corresponding to Fig.4a. (a) mini = 2, α = 4, σv = 0 (b)
mini = 2, α = 6, σv = 0
cluster is properly confined through σv and α, so both clusters
are correctly estimated.
The result of APCM is shown in Fig.4b. We can similarly
define the PCM region where two physical clusters are poorly
estimated and define the APCM region where two physical
clusters are well estimated. However, the transition from PCM
region to APCM region is rather smooth so that it’s difficult
to differentiate between these two regions. In contrast, Fig.4a
shows that the specified parameters α and σv are either ”good”
or ”bad” and can’t have intermediate states like ”not very
good”. In this sense, we conclude that the main features of
PCM and APCM are unified in UPCM, and that α and σv are
sufficient to control the clustering process.
Experiment 2: This experiment shows that the main differ-
ence between dataset Fig.1a and Fig.2a is the noise level. The
resulting cluster number of UPCM with mini = 10 on dataset
Fig.1a and Fig.2a are shown in Fig.6 and Fig.7 respectively.
The results verifies that dataset Fig.2a is more noisy than
7Fig.1a. We can see from Fig.7 that for the data set Fig.2a
and initialization of Fig.2b, it’s better to specify a high noise
level α so that the algorithm still estimates the correct number
of clusters in a wide range of σv . In contrast, dataset Fig.1a is
less noisy than dataset Fig.2a in the sense that the two clusters
are not too close, so the algorithm’s performance didn’t rely
too much on the specification of α.
Fig.6 and Fig.7 also illustrate the interplay between α and
σv , i.e., a large specification of noise level α indicate that fewer
points are actually contributed to the adaption of prototype
θj , so we should specify a large σv to give the clusters in
one physical cluster more mobility to merge. This relation
between α and σv also interprets the result of Fig.4a where
a large noise-level parameter α allows us to specify a wide
range of σv and UPCM still produces good clusters.
Fig. 6. The number of clusters resulted from UPCM with mini = 10 on
dataset Fig.1. The horizontal axis represents the noise level α. The vertical
axis represents the bandwidth estimation uncertainty σv .
V. DISCUSSIONS AND FURTHER RESEARCH
In this paper, we analyze PCM and APCM from the per-
spective of uncertainty. This new perspective offers us insights
into the clustering process, and also provides us greater degree
of flexibility. The proposed UPCM algorithm which comes
from these insights unifies PCM and APCM in the same
framework. As demonstrated on dataset Fig.1 in Section IV,
UPCM reduces to PCM when we set a small α or a large
σv , and UPCM reduces to APCM when clusters are confined
in their physical clusters and possible cluster elimination are
ensured.
The main difference between APCM and UPCM is the
way we deal with bandwidth correction. APCM exerts strong
control over the bandwidth correction process, i.e., the esti-
mated bandwidth is directly scaled by the specified parameter
(6), which indicates that APCM doesn’t trust the estimated
bandwidth. In contrast, UPCM deals with uncertainty of the
bandwidth in a more fuzzy way, i.e., UPCM accepts the
Fig. 7. The number of clusters resulted from UPCM with mini = 10 on
dataset Fig.2. The horizontal axis represents the noise level α. The vertical
axis represents the bandwidth estimation uncertainty σv .
estimated bandwidth with a certain degree and then micro-
adjusts it through σv . Further, the parameters of UPCM are
related to uncertainty, i.e., α indicates noise level (uncertainty)
of the dataset, and σv indicates uncertainty of the estimated
bandwidth. So UPCM is a PCM-based algorithm from the
uncertainty point of view.
Further researches can be carried out in two directions:
1) The steepness of a membership function curve is con-
trolled by the bandwidth parameter. The marginal fuzzy
set (14) incorporates uncertainty of the bandwidth by
making a Gaussian membership function curve flatter in-
stead of making it steeper. This observation leads to the
conclusion that the steepness of a Gaussian membership
function curve reflects uncertainty of the bandwidth. So
a small cluster with small bandwidth can be interpreted
as having less bandwidth uncertainty than a large cluster.
In other words, the bandwidth itself can reflect the
degree of uncertainty of bandwidth. Note that steepness
of the membership function curve represents the degree
membership values differentiate between two points.
So a small bandwidth may mean that we are certain
about the fact that membership values of two points are
very different. This interpretation about the shape of a
Gaussian membership function can provide a new view
of fuzzy clustering, and needs further investigation.
2) Based on analysis of the interplay between α and σv
in Section IV-B, we can choose parameters α and σv
in the following way: specifying a small noise level α
means that we are less uncertain about the estimated
bandwidth, so we should also specify a small σv , and a
large α should correspond to a large σv . This observation
indicates that we can relate the choosing of σv to
noise level α. That is, the uncertainty (fuzziness) of
the bandwidth (13) can also be a type-2 fuzzy set
with primary variable σv and secondary variable α (see
8Definition 2). Then we can cancel out parameter σv so
there is only one parameter α for the user to choose.
In this way, the clustering process is only controlled
by noise level α of the dataset. However, modeling the
relationship between σv and α is a difficult issue and
needs further research.
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