Consensus clustering has emerged as one of the principal clustering problems in the data mining community. In recent years the theoretical computer science community has generated a number of approximation algorithms for consensus clustering and similar problems. These algorithms run in polynomial time, with performance guaranteed to be at most a certain factor worse than optimal. We investigate the feasibility of the approximation algorithms, in an attempt to link data-mining and theoretical research.
Introduction
Many researchers in theoretical computer science have the joy of adapting and inventing approximation algorithms. These have guaranteed performance bounds for NP-hard problems and also run in polynomial time. Having published some of the approximation algorithms for correlation clustering, the second author decided to investigate empirically the quality of the latest results from the theory community in the context of the consensus clustering problem.
Consensus clustering
Consensus clustering has emerged as a way of improving robustness in clustering. A consensus clustering is in essence a median point in the space of clusterings, combining the information from different algorithms. The aim is to find a clustering that disagrees least overall with the input clusterings. It is also a way of viewing the clustering of categorical data; each attribute is seen as an input clustering, with each category seen as a cluster of that attribute.
Consensus clustering shares some similarities with correlation clustering; in particular, the number of clusters required does not need to be specified. [9] apply consensus clustering to the task of aggregating microarray experiment data. Monti et al [15] also apply consensus clustering to the analysis of microarray data; their algorithms put some effort into finding the correct number of clusters. Strehl and Ghosh [17] call this problem cluster ensembles and apply various hypergraph partitioning techniques, amongst others. Topchy et al [18] consider combining multiple weak clusterings, perhaps generated by a random hyperplane split of the input objects (assumed to be in Euclidean space). Fern and Brodley [8] also see the cluster ensemble approach combined with random projection as a way of clustering high-dimensional data.
Related work Filkov and Skiena
Consensus clustering is closely related to clustering with advice (or constraints [6] ), which has application in natural language coreference problems [13] , Gionis et al [10] performed a thorough study of algorithms for clustering aggregation. Another attempt to determine the empirical performance of approximation algorithms is that of Dehne et al [7] .
Our contributions
We provide a thorough examination of the empirical performance of state-of-theart approximation algorithms, and other well-known heuristics, for consensus clustering. We find that in fact there exists a simple, fast, and high-performing approximation algorithm that is easy to implement. In addition, sampling the data, running an approximation algorithm on the sample, and then incorporating the rest of the data using a quality unsampling technique, turns out to be the best approach.
Consensus clustering
In Consensus Clustering we are given a set of n objects U , and a set of m clusterings {C 1 , C 2 , ..., C m } of the objects in U . The aim is to find a single clustering C that disagrees least with the input clusterings, that is, C minimizes
for some metric d on clusterings of U . In this work we define the distance (disagreement) between two clusterings d(C, C ) to be the number of pairs of objects (u, v) that are clustered together in C and apart in C , or vice versa, sometimes known as the Mirkin metric [14] , which can be calculated in time O(mn).
With this definition of distance, Consensus clustering appears to be a variation on Correlation clustering. In an instance of the latter problem, each pair (u, v) has two weights w + uv and w − uv : these correspond to external advice about whether the pair should be clustered together. Let C[u] denote the cluster (number) that clustering C places u in. The objective of Correlation clustering is to find a clustering C that minimizes
. It is clear that w 
Algorithms for consensus clustering
We have selected a number of algorithms to compare: some from the approximation-algorithms literature and some from the data-mining literature.
Best-clustering and
Pick-a-cluster The fastest algorithm is Pick-a-cluster 1 , which simply involves choosing a random number i between 1 and m, effectively returning C i as the solution. Slightly more sophisticated is the Best Clustering method, which examines all of the C i and chooses the one that has the lowest D(C i ), in O(m 2 n) time. These algorithms have approximation factor 2.
CC-pivot
The CC-Pivot algorithm [1] was designed as an approximation algorithm for the feedback arc set problem on tournament graphs. It can be applied also to rank aggregation, and Correlation and Consensus clustering problem instances. In a scheme 1 One could argue that the procedure should be called Pick-aClustering, but we persist with Ailon et al's choice of name. reminiscent of Quicksort, the algorithm repeatedly chooses a pivot object and partitions the objects according to their relationship with the pivot. Let the pivot object be p: form a cluster with all objects u such that w + pu ≥ w − pu . These objects, and p, are then no longer under consideration; the remainder of the objects are clustered by another invocation of CC-pivot.
Ailon et al always choose their pivot uniformly at random (see below), so all of their approximation factors are in expectation.
In an instance of Consensus clustering (see §2) the negative weights obey the triangle inequality, and satisfy w + uv + w − uv = 1; Ailon at al show that in such cases their algorithm is a 2-approximation. However, running both CC-pivot and Pick-a-Cluster, then choosing the better solution, is known to be at worst 11/7 times the optimal solution. This was the first improvement in approximation factor over Pick-a-cluster. Since only the unclustered elements are reexamined, the expected running time of CC-pivot is O(kmn), where k is the resulting number of clusters.
There are various other options for selecting the pivot object [19] , for example, choosing the pivot with the least, the median, or the highest net weight incident on it. We do not, however, explore these choices in this paper.
CCLP-Pivot
Ailon et al introduced an LPbased version of the previous algorithm, called CCLPpivot. The linear program used by Charikar et al [5] in approximation algorithms for Correlation clustering problems also succeeds with Consensus clustering. In CC-pivot, an object u is assigned to the same cluster as the pivot p, unless w + pu is less than w − pu . In CCLP-pivot, however, the LP in Figure 1 governs the formation of clusters; when considering a pivot p, for each unclustered object u, place it in the same cluster as p with probability x + pu . Ailon et al [1, 2] showed that this LP-based algorithm is an expected 2-approximation for Consensus Clustering. Choosing the best of CCLP-pivot and Pick-a-cluster improves the approximation factor, this time to 4/3. The linear program has O(n 2 ) variables and O(n 3 ) (triangle inequality) constraints, which means its running time is in theory O(n 8 ) [21] . Moreover, any general-purpose LP solver will need to keep track of all O(n 3 ) constraints, implying a significant space requirement. [10] , in their comprehensive study of clustering aggregation, experimented with an agglomerative algorithm and an approximation algorithm for a related problem. In this section we define the distance between two objects u and v to be w − uv /m. Average Linkage is a standard agglomerative algorithm. It begins with every object in its own (singleton) cluster. It then repeatedly merges the two clusters in which the average distance between the objects in one cluster and those in the other is least. This process continues until the average distance between every pair of clusters is least 1/2, at which point merging clusters would provide a worse solution. Gionis et al [10] note that the running time of Average Linkage is O(n 2 (log n + m)). Furthest is inspired by the 2-approximation algorithm for the k-center problem given by Gonzalez [11] . This greedy algorithm starts by picking an arbitrary object as a center, then iteratively picks a new center by choosing the object that is furthest from the current family of centers. After each new center is picked, a clustering is generated by placing each object in the same cluster as its nearest center. The process terminates when the cost of the current clustering is no better than that of the previous iteration. By determining inter-object distances on the fly, a running time of O(kmn) is possible, where k is the number of clusters that Furthest returns.
Other heuristics Gionis et al

Sampling and unsampling
We adopted a similar strategy to Gionis et al [10] of selecting a sample of objects on which to perform one of the algorithms in §3 and then using one of the unsampling techniques in this section to develop a consensus clustering for all of U , based on the clustering of the sample.
We investigated a number of methods of constructing a clustering of U , based on a clustering C S of a sample S. Let s denote the size of S, n i denote the size of the ith cluster of C S and k denote the number of clusters in C S .
The Closest algorithm clusters each element u ∈ U \ S with one of the elements v ∈ S that has minimum negative weight w − uv ; it can be implemented to run in time O(mns).
The Average algorithm relies on the average distances between elements outside the sample and clusters in the sample to guide the unsampling. That is, for each element u ∈ U \ S, and cluster i in C S , we calculate
and place u in the cluster i that minimizes d(u, i).
The Average-Progressive variant simply updates the average weights by taking into account the elements that were not (originally) in the sample S, but have already been merged with the clusters in C S . Both of these algorithms run in O(kmn) time, with O(km) space required. Gionis et al [10] use a local search method to improve upon existing clusterings of U and to do unsampling. They consider the cost of merging an object u with an existing cluster plus the cost of not merging it with any of the other clusters. Applied to reconstructing full clusterings, for each u ∈ U \ S, the algorithm GMT computes for cluster
and places u in the cluster i that minimizes d(u, i). Again, there is an obvious GMT-Progressive extension. Note that Gionis et al also allowed an object outside the sample to form its own singleton cluster if that seemed superior to any of those in C S ; we decided against this option. The GMT method runs in O(kmn + k 2 n) time, with the same space requirements as Average.
Results
Data
We use the Mushrooms dataset, available at the UCI repository [16] . It consists of 8124 entries, each representing a mushroom object, with 22 mushroom attributes such as stalk shape, habitat, and cap shape: the attributes can be thought of as input clusterings. The mushrooms are classified as either edible or poisonous.
The other dataset that we use is 20 Newsgroups 2 , a collection of 18828 postings that have been classified into 20 categories (newsgroups). We generate 25 input clusterings, each a run of the CLUTO clustering system, developed by Karypis et al [22] , with the I2 clustering criterion and 20 clusters. Words in the default stop list for CLUTO are removed, and only tokens with 5 or more occurrences are retained, following the procedure of Boulis and Ostendorf [4] .
The 'stalk-root' input clustering of Mushrooms has 2480 missing values. Since the effect of these on the overall clustering is small, we treated all entries with a missing value as being in the same cluster in the stalkroot clustering.
Measures of clustering quality
The principal measure of the performance of a consensus clustering C is the D(C) measure defined in §2. The benefit is defined as the average cost per pair of objects subtracted from 1, viz.
.
This is an internal measure of consensus clustering quality, suitable for unsupervised learning.
In a scenario where we have labelled data, we can use external measures of consensus clustering quality. Strehl and Ghosh [17] introduced the Normalized Mutual Information (NMI) measure. Note that if the NMI is 1, then the clustering is a perfect predictor of the class of the object. This is one common measure of external performance, although some authors use classification error or net entropy [22] .
Implementation
We ran our experiments on a dual 3.2GHz Xeon server with 8GB of RAM running the Linux 2.6 operating system. Every combination of Consensus Clustering algorithm described in §3 and unsampling method in section §4 was tested at least ten times-the average of the results is reportedon each of the Mushrooms and 20 Newsgroups data sets. Every power-of-two sample size from 2 to 2048 for Mushrooms and 2 to 8192 for 20 Newsgroups was used, as well as a clustering of the whole set U . All of the implementations of the algorithms were our own. The exception to this scheme, however, was the CCLPPivot algorithm. To calculate the optimum solution of the linear program, we called on the libraries of ILOG CPLEX 10. The linear program required so much memory that sample sizes above 256 were not possible on our machine, nor was a full clustering of the data. Even though CCLP-Pivot is a randomized algorithm, the linear program need only be solved once: only the rounding of the LP must to be repeated, a much faster step.
Analysis of results
The results of the tests on both the Mushrooms and 20 Newsgroups data are displayed in Table 1 Figure 2 : Graph of benefit and NMI as a function of sample size, averaged over several runs on the Mushrooms dataset. Lest the consensus clustering of some sample have too few clusters, we biased the samples with two items from each cluster from a preliminary clustering generated by Furthest.
For the Mushrooms data this bound is 2773 × 10
5 and for the 20 Newsgroups data it is 1456 × 10 5 . The bestperforming algorithms on each of these data sets are therefore within 2% and 4% of the optimum.
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The following observation summarizes most of the information in these tables: the GMT-Progressive local search procedure is so effective that sampling actually improves the performance of most of the algorithms for Consensus clustering. As a consequence, although tiny samples resulted in poor clusterings, the performance did not improve monotonically with increasing sample size. Figure 2 shows this and that the external measure of clustering quality, NMI, is closely correlated on this data with the internal benefit measure.
It was reassuring to see that on sample size 256, the highest possible on our server, CCLP-pivot was generally the best-performing algorithm. Although Average Linkage is a close rival, the linear program is a more consistent performer. Its sudden jump in running time for sample size 256 may be an artifact of the CPLEX libraries that we are not familiar with. 
-Prog
The observed growth of the running times of the consensus clustering algorithms matches the expected bounds, which is reassuring. The progressive variants do not appear to make the unsampling process much better, but neither do they make it slower. Finally, we note the unusual performance of the Furthest algorithm on 20 Newsgroups, but do not yet have an explanation for it.
Conclusions and further work
The CC-pivot algorithm executed on samples of 64 or 256 then unsampled with the GMT-Progressive method performs almost as well as the best algorithm combinations on each data set. It is very fast procedure and its similarity to Quicksort makes it easy to implement and to explain to students [20] . If one also runs the CC-pivot algorithm on the whole data set, then this combination comes with an approximation guarantee, at least in expectation.
The CCLP-pivot algorithm performs very well on the Consensus Clustering problem. Alone, it is impractical, but it does seem to be the most reliable algorithm and it comes with a theoretical guarantee.
Finally, it would be worth investigating combining these ideas with some other machine learning techniques ROCK [12] and LIMBO [3] .
