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Resumo. O aumento do tra´fico de dados na internet ampliou significativamente a re-
levaˆncia de criptografia de dados e imagens. Entre as te´cnicas mais empregadas em crip-
tografia, os sistemas cao´ticos tem recebido grande atenc¸a˜o devido sua fa´cil implementac¸a˜o.
Entretanto, recentemente foi observado que estes sistemas podem perder suas propriedades
cao´ticas devido a precisa˜o finita dos computadores. Neste trabalho, pretende-se investigar a
ferramentas de computac¸a˜o flex´ıvel, particularmente a ana´lise intervalar, para reduzir esse
problema. Optou-se por Sistema de Lorenz, pois trata-se de um dos poucos sistemas cuja ca-
oticidade e´ comprovada analiticamente. Os resultados deste trabalho, pautados nos ı´ndices
de correlac¸a˜o e entropia, foram superiores a outros treˆs trabalhos publicados na literatura
recente.
Palavras-chave. Criptografia, Caos, Computac¸a˜o Aritme´tica, Limite Inferior do Erro.
1 Introduc¸a˜o
A seguranc¸a tecnolo´gica se torna ainda mais relevante com a crescente necessidade de
assegurar procedimentos financeiros, sendo eles empregados em softwares banca´rios ou a
utilizac¸a˜o de moedas digitais, tal como a bitcoin [3]. Com isso, a capacidade de criptografar
dados de forma simples e efetiva ganha o foco de muitos pesquisadores.
Uma metodologia promissora para criptografia e´ a aplicac¸a˜o de sistemas cao´ticos na
criac¸a˜o de chaves criptogra´ficas, trabalhos sobre este to´pico sa˜o amplamente encontrados
na literatura, sejam eles atuais [7, 13], ou da ultima de´cada [18]. No fim da de´cada de
1980, Henring e Palmore [5] afirmaram que geradores de nu´meros pseudo-aleato´rios sa˜o
sistemas dinaˆmicos cao´ticos [11]. Tal afirmac¸a˜o, reforc¸am que sistemas como o de Lorenz
[9], possuem propriedades favora´veis para gerar uma chave criptogra´fica.
Este trabalho pretende explorar a degradac¸a˜o do caos a favor da criptografia. Para isso
e´ adotada uma ana´lise intervalar [14] com base na representac¸a˜o nume´rica normatizada
pelo IEEE [6, 17] para o sistema de Lorenz [9]. Sendo enta˜o poss´ıvel concluir que o´rbitas
cao´ticas, equivalentes de maneira anal´ıtica, porem com modelagens distintas, apresentam
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comportamento divergente quando comparadas, podendo este ser quantificado pelo di-
mensionamento do limite inferior do erro [15]. Toma-se como hipo´tese que esse erro possui
propriedades estat´ısticas adequadas para ser utilizado como gerador de nu´meros aleato´rios.
A ideia pode ser vista como uma te´cnica de soft computing como ja´ foi explorado em [16].
O restante do trabalho esta´ organizado da seguinte forma. Na Sec¸a˜o 2 e´ apresentada
a metodologia abordada no trabalho. Em seguida, na Sec¸a˜o 3, os resultados obtidos sa˜o
descritos e analisados. Por fim, a Sec¸a˜o 4 apresenta a conclusa˜o e perspectivas de trabalhos
futuros.
2 Metodologia
2.1 O sistema de Lorenz
Em 1963 as descobertas de Edward Lorenz revelaram ao mundo o denominado atractor
de Lorenz, uma serie de modelagens matema´ticas que refletiam o comportamento dinaˆmico
da atmosfera terrestre. Tal sistema e´ definido pelas Eqs. (2)-(3).
dx
dt
= σ(y − x) (1)
dy
dt
= x(ρ− z)− y (2)
dz
dt
= xy − βz (3)
Ja´ no final do se´culo XX, [19] afirma que as equac¸o˜es que regem o sistema Lorenz
suportam um atractor estranho, com isso foi comprovado a analiticamente existeˆncia do
sistema cao´tico de Lorenz.
2.2 Limite inferior do erro
O limite inferior do erro (Lower bound error) e´ uma te´cnica que tem origem na
aritme´tica intervalar e relaciona duas pseudo-o´rbitas. A partir dessa te´cnica e´ poss´ıvel
mensurar o erro entre a representac¸a˜o computacional de extenso˜es intervalares por seus
limites inferiores. O processo pode ser definido pela Eq. (4):
δa,b =
|xˆa,n − xˆb,n|
2
, (4)
em que xˆa,n e xˆb,n sa˜o pseudo-o´rbitas de um sistema. Pensando no sistema de Lorenz as
extenso˜es intervalares podem ser dadas por:
xˆa,n = x(ρ− z)− y (5)
xˆb,n = xρ− xz − y (6)
2.3 Processo de Criptografia
O processo descrito em [2] e´ composto dos seguintes passos:
• Passo 1: O nu´mero necessa´rio de iterac¸o˜es do sistema, ou seja o nu´mero de ele-
mentos da sequencia pseudo-aleato´ria, pode ser encontrado atrave´s da equac¸a˜o:
It = 2000 +N ×M − 1, em que It e´ o comprimento da sequencia e M × N as
dimenso˜es da imagem.
• Passo 2: Uma vez gerada, a sequeˆncia e´ um vetor de dados em um determinado
formato nume´rico, para adequac¸a˜o ao processo, o sinal pseudo-aleato´rio deve ser
submetido a um processo de normalizac¸a˜o.
• Passo 3: Por fim, deve-se utilizar o cla´ssico algoritmo bit-XOR, tendo como entradas
a chave criptogra´fica e a matriz de dados da imagem a ser criptografada, com isso e´
realizada a codificac¸a˜o da imagem, tornando-a na˜o identifica´vel.
2.4 Testes de Qualidade em Criptografia
Para validar que uma imagem esta´ criptografada de maneira satisfato´ria, podem ser
realizados testes que evidenciem sua efica´cia, sendo esses o teste que mensura o coeficiente
de correlac¸a˜o entre p´ıxeis adjacentes, o teste de entropia de Shannon e a ana´lise da distri-
buic¸a˜o dos p´ıxeis de uma imagem a partir de seu histograma. Em relac¸a˜o ao histograma,
para uma imagem criptografada a distribuic¸a˜o de frequeˆncias de cores e intensidades dos
p´ıxeis deve ser uniforme, tais que na˜o apresente qualquer destaque visual.
De fato, em uma imagem gene´rica como uma foto, p´ıxeis adjacentes contem alto grau de
correlac¸a˜o entre si. No entanto, e´ esperado que em uma imagem criptografada a correlac¸a˜o
entre p´ıxeis de modo vertical, horizontal e diagonal seja pro´ximo de zero. O coeficiente de
correlac¸a˜o entre p´ıxeis pode ser medido pela Equac¸a˜o (7) [4].
ρ(X,Y ) =
E[(X − µX)(Y − µY )]
σXσY
(7)
em que X representa a serie de p´ıxeis da posic¸a˜o, Y a serie de p´ıxeis adjacentes, µ e σ sa˜o
valores de desvios real e padra˜o, ale´m de E ser o valor esperado matematicamente.
O teste de Shannon e´ uma ferramenta que mede a aleatoriedade em sistemas de comu-
nicac¸a˜o. Tal teste e´ definido pela equac¸a˜o 8 [10]:
H(X) =
2N−1∑
i=1
Pilog2
1
Pi
(8)
em que H(X) e´ a entropia (bits), X e´ um s´ımbolo e Pi e´ o valor probabil´ıstico de X.
2.5 Validac¸a˜o
O sistema de Lorenz e´ simulado no Software MATLAB, utilizando o me´todo Runge-
Kutta de quarta ordem, com passo de integrac¸a˜o de 10−6. Seguindo os passos definidos nos
na sec¸a˜o 2.3, para uma imagem com resoluc¸a˜o de 256× 256 p´ıxeis, o numero de iterac¸o˜es
e´ de It = 67535. A partir do limite inferior do erro entre as pseudo-o´rbitas e´ gerada a
sequencia pseudo-aleato´ria, que sera´ normalizada para 8 bits (base nume´rica da imagem
a ser codificada) e em seguida utilizada como chave do processo criptogra´fico numa porta
XOR, como indica o passo 3.
Para avaliar a qualidade da criptografia sera˜o utilizados os seguintes indicadores: co-
eficiente de correlac¸a˜o (horizonta, vertical e diagonal) e entropia. Como sa˜o valores que
variam entre faixas distintas, propo˜em-se aqui um ı´ndice de eficieˆncia que leva em conta
o peso de quatro ı´ndices. Esse ı´ndice de eficieˆncia e´ expresso pela seguinte equac¸a˜o:
Ici = Media(
V ich
Mch
,
V icv
Mcv
,
V icd
Mcd
,
V ie
Me
) (9)
em que Ici e´ o valor de ı´ndice do trabalho a ser calculado, V
i
ch, V
i
cv, V
i
cd e V
i
e sa˜o os valores
dos testes de correlac¸a˜o horizontal, vertical, diagonal e entropia, respectivamente de um
trabalho i, dividido pelos respectivos melhores valores de cada teste, representados por
Mch, Mcv, Mcd e Me.
Como valores de M pro´ximos a zero representam bons resultados para testes de cor-
relac¸a˜o, deve-se considerar o inverso do valor para o calculo do ı´ndice, ja´ para valores de
entropia, segue-se a logica normal. Os nossos resultados sera˜o comparados com os valores
obtidos pelos trabalhos [12],[8] e [10].
3 Resultados
A imagem base do processo esta´ presente figura 1 (a), Lena, esta e´ comumente utilizada
no campo de processamento de imagens devido ao seu detalhamento, sombreado e textura.
Ao montar o histograma (presente na figura 1 a direita de Lena) da imagem e´ poss´ıvel
observar a frequeˆncia de determinada tonalidade da escala de cinza, o que mostra um
espectro bem distribu´ıdo e heterogeˆneo de tons de cinza.
Para a operac¸a˜o do sistema foram escolhidos arbitrariamente os valores das constantes
σ = 16 , ρ = 45, 92 e β = 4. Ale´m disso, foram estabelecidas as constantes iniciais de cada
o´rbita, sendo V1 = 1, V2 = 0, 5 e V1 = 0, 9. Tais entradas resultam em pseudo-o´rbitas
que aplicadas a´ Equac¸a˜o (4) originam o limite inferior do erro. Apo´s a utilizac¸a˜o do sinal
como chave criptogra´fica, a imagem original foi convertida na imagem 1 (b), nesta na˜o e´
poss´ıvel identificar qualquer trac¸o da imagem original e ainda apresenta uma distribuic¸a˜o
relativamente homogeˆnea de tons de cinza, como pode ser observado pelo seu histograma
(a` direta).
Em uma nova aplicac¸a˜o da mesma chave criptogra´fica, observa-se o processo de de-
criptografia, no qual a imagem criptografada retorna para sua forma original, mantendo
sua distribuic¸a˜o de escalas de cinza e todas suas caracter´ısticas visuais, sendo assim com-
provada a funcionalidade do processo criptogra´fico geral. Para fins comparativos entre
trabalhos semelhantes [8, 10, 12], a tabela 1 apresenta dados de testes de coeficiente de
correlac¸a˜o e entropia e o ı´ndice de eficieˆncia referenciado pela Equac¸a˜o (9). A ana´lise dos
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Figura 1: Comparativo de imagens e seus histogramas, sendo (a) e´ a imagem original e
(b) e´ a imagem criptografada. Os respectivos histogramas ao lado direito de cada imagem,
apresentam nos seus eixo f a frequeˆncia de repetibilidade de uma tom de cinza e o eixo
S representa a escala de cinza das figuras. E´ vis´ıvel a efica´cia do processo ao comparar a
imagem criptografada a` original, ale´m da distribuic¸a˜o homogeˆnea de seu histograma apo´s
o processo, validando a metodologia.
resultados evidencia que o processo tem valores satisfato´rios, em relac¸a˜o ao outros traba-
lhos, ale´m disso, comparando os valores do ı´ndice, e´ poss´ıvel verificar uma superioridade
relativa deste trabalho.
4 Conclusa˜o
Neste trabalho foi proposto um novo me´todo de criptografia que utiliza o erro de
pseudo-o´rbitas do sistema de Lorenz na criac¸a˜o de uma chave com propriedades estat´ısticas
adequadas para realizar a criptografia de imagens. Os dados apresentados na tabela 1
evidenciam que a eficieˆncia esta´ no mesmo n´ıvel de outros trabalhos presentes na literatura.
A perda de propriedades cao´ticas foi obtida a partir de te´cnicas de computac¸a˜o flex´ıvel,
nas quais determinam o limite do inferior do erro que pode ser visto como uma estimativa
do intervalo inferior da propagac¸a˜o do erro. Como aspirac¸a˜o para trabalhos futuros e´
proposto a realizac¸a˜o de outros testes, tal como o NIST SP 800-22 [1, 20] para o aprofun-
damento em ana´lise do desempenho do me´todo.
Tabela 1: Coeficiente de correlac¸a˜o (Vertical, Horizontal e Diagonal, respectivamente nas
treˆs primeiras colunas) e entropia em comparativo com outros trabalhos. Na tabela e´
poss´ıvel observar que os valores de entropia e os coeficientes de correlac¸a˜o esta˜o em uma
margem satisfato´ria em relac¸a˜o a outros trabalhos ja´ publicados. O ı´ndice de eficieˆncia
retrata a me´dia da raza˜o de cada resultado em relac¸a˜o ao melhor valor em sua categoria,
conforme estabelecido na Eq. (9), a ana´lise comparativa dos ı´ndices indica que a proposta
apresenta valor superior as outros treˆs trabalhos de refereˆncia.
Hor. Ver. Dia. Entropia Eficieˆncia Ref.
0,00045 0,0015 0,0040 7,9973 0,7686 Este trabalho
0,0028 0,0059 0,0031 7,9969 0,3778 Nardo et. al [12]
0,00083 0,00223 0,00650 7,9998 0,5652 [8]
0,0016 0,0025 0,0003 7,9826 0,7197 [10]
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