This paper surveys seven
Introduction
Various methods exist to represent logic functions. The truth table is the most straightforward method. A sum-of-products expression (SOP) is an another method; it can be converted directly into an AND-OR two-level logic network. A binary decision diagram (BDD) is suitable for representing a complex logic function with many variables [l, 3, 5, 11, 541. This paper surveys ternary decision diagrams (TDDs). TDDs are similar to BDDs, except that each non-terminal node has three children. Because different TDDs were introduced by different people, there is a need for a unifying terminology applicable to all TDDs. This paper introduces such a terminology.
Section 2 defines seven types of TDDs: General-TDD, SOP-TDD, ESOP-TDD, AND-TDD, prime-TDD, EXORTDD and Kleene-TDD. A general-TDD represents an arbitrary ternary function; an SOP-TDD represents an SOP; an ESOP-TDD represents an ESOP; an AND-TDD represents the set of all implicants; an EXOR-TDD represents an extended truth vector, which is used in the optimization of AND-EXOR expressions; a prime-TDD represents the set of all the prime implicants; and a Kleene-TDD represents a Kleene function, which is useful for logic simulation in the presence of unknown inputs. Section 3 analyses the complexity of TDDs. Some theorems and experimental results show the complexities of various TDDs. Section 4 introduces our current research on TDDs. Finally, Section 5 reviews important works on TDDs. 
Various Decision Diagrams

BDDs
A binary decision diagram (BDD) represents a twovalued logic function f . Let f = 5 fo V x fi be the Shannon expansion of f with respect to variable x. Then, the sub-graphs of the BDD represent fo and f l , as shown in Fig. 1 . Note that a path in the BDD from the root node to a terminal node represents an assignment of values to the variables. The value of the leaf node is the function vallue for that assignment. In this paper, we assume that the ordering of the input variables is the same for all paths from the root node to. a leaf node, i.e., only ordered decision diagrams (DDs) are considered. We can reduce the DD, i.e., eliminate nodes, by using two rules: (ROBDD). The QROBDD and ROBDD are canonical,
i.e., unique QROBDD and ROBDD exists for a given function. In this paper, unless noted, both reduction rules are used in DDs. Fig. 3 shows the three-variable function that will be used as examples throughout the paper. Fig. 4 shows the complete binary decision tree for Fig. 3 . After reduction, we have the QROBDD and ROBDD shown in Fig. 5 and Fig. 6 , respectively. A path from the root node to the constant 1 node is called a I-path. l-paths in a QROBDD represent a sum-of-minterms expression ( Fig. 7 (a) ), while l-paths of an ROBDD represent a disjoint sum-of-products expression (DSOP) (Fig. 7 (b) ). In a QROBDD of an n-variable function, any path from the root node to the terminal nodes will visit exactly n non-terminal nodes. The SOP represented by a QROBDD is the same regardless of the order of the input variables, while the SOP represented by an ROBDD depends on order. The size of a DD is the number of nodes in the DD. In the case of a ROBDD, the size is O(an/n) [29, 
General-TDDs
A general-TDD is a natural extension of the BDD to the three-valued case. Let f = z o f o V z 1 f~V z 2 f 2 be the three-valued version of the Shannon expansion of an arbitrary three-valuedfunction f:
Then, the sub-graphs of the general-TDD represent fo, fi and f 2 as shown in Fig. 8 . As with BDDs, TDDs are reduced to obtain an ROTDD (reduced ordered TDD). An ROTDD is unique for a given function, i.e., the representation is canonical for a given order of the input variables. Fig. 9 (a) shows a map for the max function of two ternary variables. The size of the complete ternary decision tree is O(3"). But, after reduction, the size of the TDD be-come 0 ( 3 " / n ) . A general-TDD is a special case of a multiple-valued decision diagram (MDD).
SOP-TDDs
An SOP-TDD represents a set of products in a sum- Table 1 represents F . There are 33 terminals each of which can be 0 or 1. A 1 shows that the product associated with a path from the root node to a terminal node.
In the case of the above example, there are three terminal nodes labeled 1: f7, fil and f i g . After reduction, we have the ROTDD in Fig. 11 . Here only 1-paths are shown, i.e., the 0 terminal nodes are omitted. This RO SOP-TDD has only three 1-paths, and each 1-path corresponds to a product in the SOP. In general, we can say the following: For a function f , an RO SOP-TDD is not unique, since, in general, more than one SOPs exist for a function. However, for an SOP F , the RO SOP-TDD is unique. Given an SOP F = ZFo V z F 1 V l F 2 , the SOP-TDD is constructed as shown in Fig. 12 : The sub-graphs for Fo, Fl, and 3 2 are SOP-TDDs for Fo, F 1 , and F2, respectively.
ESOP-TDDs
An ESOP-TDD represents a set of products in an ESOP. ESOPs are products combined with EXOR operator. On the average, ESOPs require fewer products than SOPs The tree in Fig. 10 with the terminal values in the row of ESOP in Table 1 represents F . It has three non-zero terminals: fo, f 1 3 , and f 2 6 . Fig. 13 is the RO ESOP-TDD, where onby 1-paths are shown. There are three 1-paths, and each 1-path corresponds to a product in the ESOP. In general, we can say the following: For a given function, the RO ESOP-TDD is not unique, since many ESOPs may exist for a function. However, for a given ESOP, the E 1 0 SOP-TDD is unique. Given an ESOP F = 3Fo @ x F 1 @ 1F2, ESOP-TDD is constructed as shown in Fig. 12 : The sub-graphs for &, F1, and F 2 are ESOP-TDDs for Fo, F1, and 32, respectively.
AND-TDDs
An AND-TDD represents the set of all the implicants of a two-valued logic function. An AND-TDD represents a mapping F : T" -+ B , where F ( a ) = 1 iff the product ~r ' z p --+ e E n is an implicant of f . Since Here the rightmost sub-graph represents the logical AND function of fo and f i . An AND-TDD is used to produce a prime-TDD, which is explained later. For example, consider the function of three variables in Fig. 3 . There are 6 minterms ( Fig. 7(a) ), and 6 prime implicants ( Fig. 15(a) and (b) ). So, in total, there are 12 implicants. The tree in Fig. 10 and terminal values in the row of AND in Table 1 show the set of all the implicants. with the terminal values in the row of Prime in Table 1 shows the set of PIS. For example, the path for (012) reaches to a constant 1. This shows that Z l z 2 is a PI of the function. Fig. 17 shows the RO prime-TDD with all 0-paths omitted. There are 6 paths from the root node to the constant node, and each corresponds to a PI. To explain an application of Kleene-TDDs, con-RO Prime-TDD.
EXOR-TDDs
sider the three-variable function in Fig. 3 . When 
alignment(z, y) = R 6 EXOR-TDD.
Alignment is the 3-valued operator defined by Kleener271. The tree in Fig. 10 with the terminal valis unique for f . The EXOR-TDD is constructed as shown in Fig. 18 , where the rightmost sub-graph represents the EXOR of fo and f i . The tree in Fig. 10 with the terminal values in the row of EXOR in Table 1 shows the extended truth vector for the three-variable function. Fig. 19 shows the RO EXORTDD for the t hree-variable function. ues in the row of Kleene in Table 1 shows the Kleene function. This is the only TDD that has three different terminal nodes (0, 1, U}. Table 2 compares the properties of various DDs. The last column shows; whether the DD is canonical or not. SOP-TDDs and ESOP-TDDs are not canonical, since many expressions may exist for a function.
Kleene-TDDs
Relations among TDDs
l-paths of the Kleene-TDD and the AND-TDD represent sets of all the implicants.
2-paths of the Kleene-TDD represent the set of input values that make unknown output values. l-paths of the prime-TDD represent the set of all the PIS.
Complexity o f TDDs
Even if the TDDs have useful properties, they become impractical when they are too large to construct. A complexity analysis in this section reveals the limit of the approach.
Theoretical analysis
For the DSOP F represented by the BDD for f , consider an SOP-TDD and an ESOP-TDD that represent F . In this case, the size of the SOP-TDD and the ESOP-TDD are not greater than that of BDD. Thus, the sizes of minimum SOP-TDD and ESOP-TDD are not greater than that of BDD. 
N ( B D D
: f) = N ( B D D : f), N ( E X 0 R -T D D : f ) = N ( E X 0 R -T D D : f),
N(Ii'leene-TDD : F ) = N ( K 1 e e n e T D D : F )
However, in general, 
(End of Example) Fig. 22(a) , (b), and (c) show the sizes of BDDs, Kleene-TDDs and EXOR-TDDs for randomly generated functions with 14 variables, respectively. For a given number of true minterms, we generated one logic function randomly. In each graph, the horizontal axis denotes the number of true minterms of f , and the vertical axis denotes the size of DDs. The graphs are approximately symmetric with respect to the center, which is supported by Theorem 3.1. For BDDs and EXOR-TDDs, size is largest when the number of true minterms is 2n-1. On the other hand, Kleene-TDDs has a local minimum when the number of true minterms is 2n-1, and have their maximum sizes for two points, either side of the central minimum. This is a very interesting property of Kleene-TDDs. Fig. 23(a) and (b) show the sizes of AND-TDDs and prime-TDDs for randomly generated functions with 14 variables, respectively. In these cases, the plots are not symmetric with respect to the center lines. The sizes of these TDDs take their maximum when the number of true minterms is near to 2". It is known that the number of implicants or PIS reaches their maximum value when the number of true minterms is near to 2n [7, 331 . Thus, the sizes of TDDs are large for these points. Table 4 compares the sizes for various DDs of benchmark functions [66] . As shown in Theorem 3.2, BDDs are not larger than AND-TDDs, EXOR-TDDs, and Kleene-TDDs. However, prime-TDDs can be smaller than corresponding BDDs. For example, the prime-TDD for apex2 is smaller than the corresponding BDD. For 9sym and rd84, which are symmetric functions, the DDs are relatively small. For xor5, which is a parity function, the sizes of all the DDs are the same, which is verified by Theorem 3.3. Note that BDDs, AND-TDDs, EXOR-TDDs, and Kleene-TDDs are represented as shared DD [32] , while prime-TDDs are represented as multi-terminal DDs [B] . Also, the sizes of prime-TDDs include the constant nodes, while sizes of other DDs do not. Orderings of the input variables were obtained by a heuristic algorithm that reduces the sizes of BDDs. 
Experimental results
Ongoing Research
SOP-TDD
For a given function f, there exists an SOP-TDD, which is not greater than the corresponding BDD. For many functions, we can generate SOP-TDDs that are smaller than the corresponding BDDs. Table. 5 compares the sizes of BDDs and SOP-TDDs, where the orderings of the input variables are not optimized.
Kleene-TDD
We have developed a Kleene-TDD package. Unfortunately, Kleene-TDDs are much larger than cor- responding BDDs. We can decompose a logic function into two such that the corresponding decomposition of Kleene function will produce the correct result as shown below [18] .
Theorem 4.4 Let a function f be represented as f ( X ) = h ( g ( X I ) , X z ) . F , the Kleene function for f , is represented as F ( X 1 , X,) = H ( G ( X 1 ) , X,), where G and H are Kleene functions for g and h, respectively.
A bi-decomposition is a special case of a functional de-
composition, having form f ( X ) = h(gl(X1), gz(X2)).
The detection of a bi-decomposition is quite easy [57] .
Various Works on TDDs
Higuchi-Kameyama [16, 23, 241 considered the realization of ternary logic functions F : Tn -+ T by using T-gates. A T-gate [28] is a three-valued multiplexer, and corresponds to a node in a general-TDD. They showed optimization methods for ROTDDs and free TDDs to simplify T-gate networks. In the free-TDDs, ordering of input variables may be different for each path.
Thayse-Davio-Deschamps [63] presented the concept of MDDs in 1978, calling them "multiple-valued decision algorithms." They used MDDs to realize multivalued logic function using multiplexers, to realize sequential circuits using multiple-valued ROMs and multiplexers, and to transform and to optimize microprograms. Mukaidono [64, 431 , although yet faster methods exist [8] . The program in [49] generated thousands of PIS within 10 seconds. At the same time, he presented the concept of AND-TDDs and SOP-TDDs, and analyzed their complexities. Later his group successfully minimized FPRM, a class of AND-EXOR two-level logic expressions, with more than 90 input variables by using EXORTDDs [60] .
Heap-Rogers-Mercer [15] used EXOR-TDD to simplify ESOPs. Miller [34] implemented an MDD reduction algorithm, where he considered "unary cycling operations" to simplify 
