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SATURATED SETS FOR NONUNIFORMLY HYPERBOLIC
SYSTEMS
CHAO LIANG∗, GANG LIAO†, WENXIANG SUN†, XUETING TIAN‡
Abstract. In this paper we prove that for an ergodic hyperbolic measure ω
of a C1+α diffeomorphism f on a Riemannian manifold M , there is an ω-full
measured set Λ˜ such that for every invariant probability µ ∈ Minv(Λ˜, f), the
metric entropy of µ is equal to the topological entropy of saturated set Gµ
consisting of generic points of µ:
hµ(f) = htop(f, Gµ).
Moreover, for every nonempty, compact and connected subsetK ofMinv(Λ˜, f)
with the same hyperbolic rate, we compute the topological entropy of saturated
set GK of K by the following equality:
inf{hµ(f) | µ ∈ K} = htop(f, GK).
In particular these results can be applied (i) to the nonuniformy hyperbolic
diffeomorphisms described by Katok, (ii) to the robustly transitive partially
hyperbolic diffeomorphisms described by Man˜e´, (iii) to the robustly transitive
non-partially hyperbolic diffeomorphisms described by Bonatti-Viana. In all
these cases Minv(Λ˜, f) contains an open subset of Merg(M, f).
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1. Introduction
Let (M,d) be a compact metric space and f : M → M be a continuous map.
Given an invariant subset Γ ⊂ M , denote by M(Γ) the set consisting of all Borel
probability measures, byMinv(Γ, f) the subset consisting of f -invariant probability
measures and, byMerg(Γ, f) the subset consisting of f -invariant ergodic probability
measures. Clearly, if Γ is compact then M(Γ) and Minv(Γ, f) are both compact
spaces in the weak∗-topology of measures. Given x ∈ M , define the n-ordered
empirical measure of x by
En(x) = 1
n
n−1∑
i=0
δfi(x),
where δy is the Dirac mass at y ∈ M . A subset W ⊂ M is called saturated if
x ∈ W and the sequence {En(y)} has the same limit points set as {En(x)} then
y ∈ W . The limit point set V (x) of {En(x)} is always a compact connected subset
of Minv(M, f). Given µ ∈ Minv(M, f), we collect the saturated set Gµ of µ by
those generic points x satisfying V (x) = {µ}. More generically, for a compact
connected subset K ⊂Minv(M, f), we denote by GK the saturated set consisting
of points x with V (x) = K. By Birkhoff Ergodic Theorem, µ(Gµ) = 1 when
µ is ergodic. However, this is somewhat a special case. For non-ergodic µ, by
Ergodic Decomposition Theorem, Gµ has measure 0 and thus is “ thin ” in view
of measure. In addition, when f is uniformly hyperbolic ([30]) or non uniformly
hyperbolic ([19]), Gµ is of first category hence “thin” in view of topology. Exactly,
one can get this topological fact of first category as follows. Denote by C0(M) the
set of continuous real-valued functions on M provided with the sup norm. For non
uniformly hyperbolic systems (f, µ), there is x ∈M such that
orb(x, f) ⊃ supp(µ) and En(x) does not converge,
where the support of a measure ν, denoted by supp(ν), is the minimal closed set
with ν−total measure, see [30, 19]. We can take 0 < a1 < a2 and ϕ ∈ C(M) such
that
lim inf
n→+∞
1
n
n−1∑
i=0
ϕ(f i(x)) < a1 < a2 < lim sup
n→+∞
1
n
n−1∑
i=0
ϕ(f i(x)).
Let
R = ∩N ∪n≥N
{
x | 1
n
n−1∑
i=0
ϕ(f i(x)) < a1
} ∩ ∩N ∪n≥N {x | 1
n
n−1∑
i=0
ϕ(f i(x)) > a2
}
.
Then
R ∩ orb(x, f) ⊂ (orb(x, f) \Gµ) and R ∩ orb(x, f) is a Gδ subset of orb(x, f).
Combining with x ∈ orb(x, f), we can see that orb(x, f) \ Gµ is a residual set of
orb(x, f). Hence, Gµ is of first category in the subspace orb(x, f).
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For a conservative system (f,M,Leb) preserving the normalized volume measure
Leb, if f is ergodic, then by ergodic theorem,
En(x)→ Leb, as n→ +∞,
for Leb-a.e. x ∈ M . In the general dissipative case where, a priori, there is
no distinguished invariant probability measures, it is much more subtle what one
should mean by describing the behavior of almost orbits in the physically observable
sense. In this content, an invariant measure µ is called physical measure (or Sinai-
Ruelle-Bowen meaure) if the saturated set Gµ is of positive Lebesgue measure.
SRB measures are used to measure the “thickness” of saturated sets in view of
Leb-measure.
Motivated by the definition of saturated sets, it is reasonable to think that Gµ
should put together all information of µ. If µ is ergodic, Bowen[7] has succeeded
this motivation to prove that
htop(f,Gµ) = hµ(f).
When f is mixing and uniformly hyperbolic (which implies uniform specification
property), applying [27] it also holds that
htop(f,Gµ) = hµ(f).
This implies that Gµ is “thick” in view of topological entropy. Indeed, the in-
formation of invariant measure can be well approximated by nearby measures
[17, 33, 18, 20]. For non uniformly hyperbolic systems, in [19] Liang, Sun and
Tian proved Gµ 6= ∅. Our goal in the present paper is to show the “thickness” of
Gµ in view of entropy.
Now we start to introduce our results precisely. Let M be a compact connected
boundary-less Riemannian d-dimensional manifold and f :M →M a C1+α diffeo-
morphism. We use Dfx to denote the tangent map of f at x ∈ M . We say that
x ∈M is a regular point of f if there exist numbers λ1(x) > λ2(x) > · · · > λφ(x)(x)
and a decomposition on the tangent space
TxM = E1(x) ⊕ · · · ⊕ Eφ(x)(x)
such that
lim
n→∞
1
n
log ‖(Dxfn)u‖ = λj(x)
for every 0 6= u ∈ Ej(x) and every 1 ≤ j ≤ φ(x). The number λi(x) and the space
Ei(x) are called the Lyapunov exponents and the eigenspaces of f at the regular
point x, respectively. Oseledets theorem [26] states that all regular points of a
diffeomorphism f : M → M forms a Borel set with total measure. For a regular
point x ∈M we define
λ+(x) = max{0, min{λi(x) | λi(x) > 0, 1 ≤ i ≤ φ(x)}}
and
λ−(x) = max{0, min{−λi(x) | λi(x) < 0, 1 ≤ i ≤ φ(x)}},
We appoint min ∅ = max ∅ = 0. Taking an ergodic invariant measure µ, by the
ergodicity for µ-almost all x ∈ M we can obtain uniform exponents λi(x) = λi(µ)
for 1 ≤ i ≤ φ(µ). In this content we denote λ+(µ) = λ+(x) and λ−(µ) = λ−(x).
We say an ergodic measure µ is hyperbolic if λ+(µ) and λ−(µ) are both non-zero.
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Definition 1.1. Given β1, β2 ≫ ǫ > 0, and for all k ∈ Z+, the hyperbolic block
Λk = Λk(β1, β2; ǫ) consists of all points x ∈ M for which there is a splitting
TxM = E
s
x ⊕ Eux with the invariance property Df t(Esx) = Esftx and Df t(Eux ) =
Euftx, and satisfying:
(a) ‖Dfn|Esftx‖ ≤ eǫke−(β1−ǫ)neǫ|t|, ∀t ∈ Z, n ≥ 1;
(b) ‖Df−n|Euftx‖ ≤ eǫke−(β2−ǫ)neǫ|t|, ∀t ∈ Z, n ≥ 1; and
(c) tan(Angle(Esftx, E
u
ftx)) ≥ e−ǫke−ǫ|t|, ∀t ∈ Z.
Definition 1.2. Λ(β1, β2; ǫ) =
+∞∪
k=1
Λk(β1, β2; ǫ) is a Pesin set.
It is verified that Λ(β1, β2; ǫ) is an f -invariant set but usually not compact.
Although the definition of Pesin set is adopted in a topology sense, it is indeed
related to invariant measures. Actually, given an ergodic hyperbolic measure ω for
f if λ−(ω) ≥ β1 and λ+(µ) ≥ β2 then ω ∈ Minv(Λ(β1, β2; ǫ), f). From now on we
fix such a measure ω and denote by ω |Λl the conditional measure of ω on Λl. Set
Λ˜l = supp(ω |Λl) and Λ˜ = ∪l≥1Λ˜l. Clearly, f±(Λ˜l) ⊂ Λ˜l+1, and the sub-bundles
Esx, E
u
x depend continuously on x ∈ Λ˜l. Moreover, Λ˜ is also f -invariant with ω-full
measure 1.
Theorem 1.3. For every µ ∈Minv(Λ˜, f), we have
hµ(f) = htop(f,Gµ).
Let {ηl}∞l=1 be a decreasing sequence which approaches zero. As in [24] we say
a probability measure µ ∈Minv(M, f) has hyperbolic rate {ηl} with respect to the
Pesin set Λ˜ = ∪l≥1Λ˜l if µ(Λ˜l) ≥ 1− ηl for all l ≥ 1.
Theorem 1.4. Let η = {ηl} be a sequence decreasing to zero and M(Λ˜, η) ⊂
Minv(M, f) be the set of measures with hyperbolic rate η. Given any nonempty
compact connect set K ⊂M(Λ˜, η), we have
inf{hµ(f) | µ ∈ K} = htop(f,GK).
2. Dynamics of non uniformly hyperbolic systems
We start with some notions and results of Pesin theory [2, 16, 28].
2.1. Lyapunov metric. Assume Λ(β1, β2; ǫ) = ∪k≥1Λk(β1, β2; ǫ) is a nonempty
Pesin set. Let β′1 = β1−2ǫ, β′2 = β2−2ǫ. Note that ǫ≪ β1, β2, then β′1 > 0, β′2 > 0.
For x ∈ Λ(β1, β2; ǫ), we define
‖vs‖s =
+∞∑
n=1
eβ
′
1n‖Dxfn(vs)‖, ∀ vs ∈ Esx,
‖vu‖u =
+∞∑
n=1
eβ
′
2n‖Dxf−n(vu)‖, ∀ vu ∈ Eux ,
‖v‖′ = max(‖vs‖s, ‖vu‖u) where v = vs + vu.
1Here Λ˜ is obtained by taking support for each hyperbolic block Λl so even if an ergodic
measure with Lyapunov exponents away from [−β1, β2] it is not necessary of positive measure for
Λ˜. We will give more discussions on Λ˜ in section 6
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We call the norm ‖ · ‖′ a Lyapunov metric. This metric is in general not equivalent
to the Riemannian metric. With the Lyapunov metric f : Λ → Λ is uniformly
hyperbolic. The following estimates are known :
(i)‖Df |Esx ‖′ ≤ e−β
′
1, ‖Df−1 |Eux ‖′ ≤ e−β
′
2 ;
(ii) 1√
2
‖v‖x ≤ ‖v‖′x ≤ 21−e−ǫ eǫk‖v‖x, ∀ v ∈ TxM, x ∈ Λk.
Definition 2.1. In the local coordinate chart, a coordinate change Cε : M →
GL(m,R) is called a Lyapunov change of coordinates if for each regular point
x ∈M and u, v ∈ TxM , it satisfies
< u, v >x=< Cεu,Cεu >
′
x .
By any Lyapunov change of coordinates Cǫ sends the orthogonal decomposition
R
dimEs ⊕ RdimEu to the decomposition Esx ⊕ Eux of TxM . Additionally, denote
Aǫ(x) = Cǫ(f(x))
−1DfxCǫ(x). Then
Aǫ(x) =
(
Asǫ(x) 0
0 Auǫ (x)
)
,
‖Asǫ(x)‖ ≤ e−β
′
1 , ‖Auǫ (x)−1‖ ≤ e−β
′
2 .
2.2. Lyapunov neighborhood. Fix a point x ∈ Λ(β1, β2; ǫ). By taking charts
about x, f(x) we can assume without loss of generality that x ∈ Rd, f(x) ∈ Rd.
For a sufficiently small neighborhood U of x, we can trivialize the tangent bundle
over U by identifying TUM ≡ U × Rd. For any point y ∈ U and tangent vector
v ∈ TyM we can then use the identification TUM = U ×Rd to translate the vector
v to a corresponding vector v¯ ∈ TxM . We then define ‖v‖′′y = ‖v¯‖′x, where ‖ · ‖′
indicates the Lyapunov metric. This defines a new norm ‖ · ‖′′ (which agrees with
‖ · ‖′ on the fiber TxM). Similarly, we can define ‖ · ‖′′z on TzM (for any z in a
sufficiently small neighborhood of fx or f−1x). We write v¯ as v whenever there is
no confusion. We can define a new splitting TyM = E
s
y
′⊕Euy ′, y ∈ U by translating
the splitting TxM = E
s
x ⊕ Eux (and similarly for TzM = Esz ′ ⊕ Euz ′).
There exist β′′1 = β1 − 3ǫ > 0, β′′2 = β2 − 3ǫ > 0 and ǫ0 > 0 such that if we set
ǫk = ǫ0e
−ǫk then for any y ∈ B(x, ǫk) in an ǫk neighborhood of x ∈ Λk. We have a
splitting TyM = E
s
y
′ ⊕ Euy ′ with hyperbolic behavior:
(i) ‖Dyf(v)‖′′fy ≤ e−β
′′
1 ‖v‖′′ for every v ∈ Esy ′;
(ii) ‖Dyf−1(w)‖′′f−1y ≤ e−β
′′
2 ‖w‖′′ for every w ∈ Euy ′.
The constant ǫ0 here and afterwards depends on various global properties of f , e.g.,
the Ho¨lder constants, the size of the local trivialization, see p.73 in [28].
Definition 2.2. We define the Lyapunov neighborhood Π = Π(x, aǫk) of x ∈ Λk
(with size aǫk, 0 < a < 1) to be the neighborhood of x inM which is the exponential
projection onto M of the tangent rectangle (−aǫk, aǫk)Esx ⊕ (−aǫk, aǫk)Eux .
In the Lyapunov neighborhoods, Df displays uniformly hyperbolic in the Lya-
punov metric. More precisely, one can extend the definition of Cǫ(x) to the Lya-
punov neighborhood Π(x, aǫk) such that for any y ∈ Π(x, aǫk),
Aǫ(y) := Cǫ(f(y))
−1DfyCǫ(y) =
(
Asǫ(y) 0
0 Auǫ (y)
)
,
‖Asǫ(y)‖ ≤ e−β
′′
1 , ‖Auǫ (y)−1‖ ≤ e−β
′′
2 .
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Let Ψx = expx ◦Cǫ(x). Given x ∈ Λk, we say that the set Hu ⊂ Π(x, aǫk) is an
admissible (u, γ0, k)-manifold near x if H
u = Ψx(graph ψ) for some γ0-Lipschitz
function ψ : (−aǫk, aǫk)Eux → (−aǫk, aǫk)Esx with ‖ψ‖ ≤ aǫk/4. Similarly, we can
also define (s, γ0, k)-manifold near x. Through each point y ∈ Π(x, aǫk) we can take
(u, γ0, k)-admissible manifold H
u(y) ⊂ Π(x, aǫk) and (s, γ0, k)-admissible manifold
Hs(y) ⊂ Π(x, aǫk). Fixing γ0 small enough, we can assume that
(i) ‖Dzf(v)‖′′fz ≤ e−β
′′
1+ǫ‖v‖′′ for every v ∈ TzHs(y), z ∈ Hs(y);
(ii) ‖Dzf−1(w)‖′′f−1z ≤ e−β
′′
2+ǫ‖w‖′′ for every w ∈ TzHu(y), z ∈ Hu(y).
For any regular point x ∈ Λ, define k(x) = min{i ∈ Z | x ∈ Λi}. Using the
local hyperbolicity above, we can see that each connected component of f(Hu(y))∩
Π(fx, aǫk(fx)) is an admissible (u, γ0, k(fx))-manifold; each connected component
of f−1(Hs(y)) ∩ Π(f−1x, aǫk(f−1x)) is an admissible (s, γ0, k(f−1x))-manifold.
2.3. Weak shadowing lemma. In this section, we state a weak shadowing prop-
erty for C1+α non-uniformly hyperbolic systems, which is needful in our proofs.
Let (δk)
∞
k=1 be a sequence of positive real numbers. Let (xn)
∞
n=−∞ be a se-
quence of points in Λ = Λ(β1, β2, ǫ) for which there exists a sequence (sn)
+∞
n=−∞ of
positive integers satisfying:
(a) xn ∈ Λsn , ∀n ∈ Z;
(b) |sn − sn−1| ≤ 1, ∀n ∈ Z;
(c) d(f(xn), xn+1) ≤ δsn , ∀n ∈ Z,
then we call (xn)
+∞
n=−∞ a (δk)
∞
k=1 pseudo-orbit. Given c > 0, a point x ∈ M is
an ǫ-shadowing point for the (δk)
∞
k=1 pseudo-orbit if d(f
n(x), xn) ≤ cǫsn , ∀n ∈ Z,
where ǫk = ǫ0e
−ǫk are given by the definition of Lyapunov neighborhoods.
Theorem 2.3. (Weak shadowing lemma [14, 16, 28]) Let f : M → M be a C1+α
diffeomorphism, with a non-empty Pesin set Λ = Λ(β1, β2; ǫ) and fixed parameters,
β1, β2 ≫ ǫ > 0. For c > 0 there exists a sequence (δk)∞k=1 such that for any (δk)∞k=1
pseudo-orbit there exists a unique c-shadowing point.
3. Entropy for non compact spaces
In our settings the saturated sets are often non compact. In [7] Bowen gave the
definition of topological entropy for non compact spaces. We state the definition in
a slightly different way and they are in fact equivalent. Let E ⊂ M and Cn(E, ε)
be the set of all finite or countable covers of E by the sets of form Bm(x, ε) with
m ≥ n. Denote
Y(E; t, n, ε) = inf{
∑
Bm(x,ε)∈A
e−tm | A ∈ Cn(E, ε)},
Y(E; t, ε) = lim
n→∞
γ(E; t, n, ε).
Define
htop(E; ε) = inf{t | Y(E; t, ε) = 0} = sup{t | Y(E; t, ε) =∞}
and the topological entropy of E is
htop(E, f) = lim
ε→0
htop(E; ε).
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The following formulas from [27](Theorem 4.1(3)) are subcases of Bowen’s
variational principle and true for general topological setting.
Proposition 3.1. Let K ⊂ Minv(M, f) be non-empty, compact and connected.
Then
htop(f,GK) ≤ inf{hµ(f) | µ ∈ K}.
In particular, taking K = {µ} one has
htop(f,Gµ) ≤ hµ(f).
By the above proposition, to prove Theorem 1.3 and Theorem 1.4, it suffices
to show the following theorems.
Theorem 3.2. For every µ ∈Minv(Λ˜, f), we have
htop(f,Gµ) ≥ hµ(f).
Theorem 3.3. Let η = {ηn} be a sequence decreasing to zero and M(Λ˜, η) ⊂
Minv(Λ˜, f) be the set of measures with hyperbolic rate η. Given any nonempty
compactly connected set K ⊂M(Λ˜, η), we have
htop(f,GK) ≥ inf{hµ(f) | µ ∈ K}.
Remark 3.4. Let µ ∈Minv(M, f) and K ⊂Minv(M, f) be a nonempty compactly
connect set. In [27], C. E. Pfister and W. G. Sullivan proved that
(1) with almost product property(for detailed definition, see [27]), it holds that
htop(f,Gµ) = hµ(f);
(2) with almost product property plus uniform separation(for detailed definition,
see [27]), it holds that
htop(f,GK) = inf{hµ(f) | µ ∈ K}.
However, for nonuniformly hyperbolic systems, the shadowing and separation are
inherent from the weak hyperbolicity of Lyapunov neighborhoods which varies in
the index k of Pesin blocks Λk, hence in general almost product property and
uniform separation both fail to be true.
4. Proofs of Theorem 1.3 and Theorem 3.2
In this section, we will verify Theorem 3.2 and thus complete the proof of
Theorem 1.3 by Proposition 3.1.
For each ergodic measure ν, we use Katok’s definition of metric entropy( see
[17]). For x, y ∈M and n ∈ N, let
dn(x, y) = max
0≤i≤n−1
d(f i(x), f i(y)).
For ε, δ > 0, let Nn(ε, δ) be the minimal number of ε− Bowen balls Bn(x, ε) in
the dn−metric, which cover a set of ν-measure at least 1− δ. We define
hKatν (f, ε | δ) = lim sup
n→∞
logNn(ε, δ)
n
.
It follows by Theorem 1.1 of [17] that
hν(f) = lim
ε→0
hKatν (f, ε | δ).
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Recall that Merg(M, f) denote the set of all ergodic f−invariant measures sup-
ported on M . Assume µ =
∫
Merg(M,f) dτ(ν) is the ergodic decomposition of µ then
by Jacobs Theorem
hµ(f) =
∫
Merg(M,f)
hν(f)dτ(ν).
Define
hKatµ (f, ε | δ) ,
∫
Merg(M,f)
hKatν (f, ε | δ)dτ(ν).
By Monotone Convergence Theorem, we have
hµ(f) =
∫
Merg(M,f)
lim
ε→0
hKatν (f, ε | δ)dτ(ν) = lim
ε→0
hKatµ (f, ε | δ).
Proof of Theorem 3.2 Assume {ϕi}∞i=1 is the dense subset of C(M) giving the
weak∗ topology, that is,
D(µ, ν) =
∞∑
i=1
| ∫ ϕidµ− ∫ ϕidν|
2i+1‖ϕi‖
for µ, ν ∈ M(M). It is easy to check the affine property of D, i.e., for any
µ, m1, m2 ∈ M(M) and 0 ≤ θ ≤ 1,
D(µ, θm1 + (1 − θ)m2) ≤ θD(µ,m1) + (1− θ)D(µ,m2).
In addition, D(µ, ν) ≤ 1 for any µ, ν ∈ M(M). For any integer k ≥ 1 and
ϕ1, · · · , ϕk, there exists bk > 0 such that
d(ϕj(x), ϕj(y)) <
1
k
‖ϕj‖ for any d(x, y) < bk, 1 ≤ j ≤ k.(1)
Now fix ε, δ > 0.
Lemma 4.1. For any integer k ≥ 1 and invariant measure µ, we can take a finite
convex combination of ergodic probability measures with rational coefficients,
µk =
pk∑
j=1
ak,j mk,j
such that
D(µ, µk) <
1
k
, mk,j(Λ˜) = 1 and |hKatµ (f, ε | δ)− hKatµk (f, ε | δ)| <
1
k
.(2)
Proof. From the ergodic decomposition, we get∫
Λ˜
ϕidµ =
∫
Merg(Λ˜,f)
∫
Λ˜
ϕidmdτ(m), 1 ≤ i ≤ k.
Use the definition of Lebesgue integral, we get the following steps. First, we denote
A+ := max
1≤i≤k
∫
Λ˜
ϕidm+ 1, A− := min
1≤i≤k
∫
Λ˜
ϕidm− 1
F+ := sup
Merg(Λ˜,f)
hKatµ (f, ε | δ) + 1, F− := inf
Merg(Λ˜,f)
hKatµ (f, ε | δ)− 1.
It is easy to see that:
−∞ < A− < A+ < +∞, −∞ < F− < F+ < +∞.
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For any integer n > 0, let
y0 = A−, yj − yj−1 = A+ −A−
n
, yn = A+,
F0 = F−, Fj − Fj−1 = F+ − F−
n
, Fn = F+.
We can take Ei,j , Fs to be measurable partitions of Merg(Λ˜, f) as follows:
Ei,j = {µ ∈Merg(Λ˜, f) | yj ≤
∫
Λ˜
ϕidm ≤ yj+1},
Fn = {µ ∈Merg(Λ˜, f) | Fj ≤ hKatµ (f, ε | δ) ≤ Fj+1}.
Noticing the fact that
⋃
j Ei,j = Merg(Λ˜, f) and
⋃
j Fn = Merg(Λ˜, f), we can
choose a new partition ξ defined as:
ξ =
∧
i,j
Ei,j
∧
s
Fs,
where ς
∧
ζ is given by {A ∩ B | A ∈ ς, B ∈ ζ}. For convenience, denote ξ =
{ξk,1, ξk,2, · · · , ξk,pk}. To finish the proof of Lemma 4.1, we can let n large enough
such that any combination
µk =
pk∑
j=1
ak,j mk,j
where mk,j ∈ ξk,j , rational numbers ak,j > 0 with |ak,j − τ(ξk,j)| < 12k , satisfies:
D(µ, µk) <
1
k
, mk,j(Λ˜) = 1 and |hKatµ (f, ε | δ)− hKatµk (f, ε | δ)| <
1
k
.

For each k, we can find lk such that mk,j(Λ˜lk) > 1 − δ for all 1 ≤ j ≤ pk.
Recalling that ǫlk is the scale of Lyapunov neighborhoods associated with the Pesin
block Λlk . For any x ∈ Λlk , Df exhibits uniform hyperbolicity in B(x, ǫlk). For
c = ε8ǫ0 , by Theorem 2.3 there is a sequence of numbers (δk)
∞
k=1. Let ξk be a finite
partition of M with diam ξk < min{ bk(1−e
−ǫ)
4
√
2e(k+1)ǫ
, ǫlk , δlk} and ξk > {Λ˜lk ,M \ Λ˜lk}.
Given t ∈ N, consider the set
Λt(mk,j) =
{
x ∈ Λ˜lk | f q(x) ∈ ξk(x) for some q ∈ [t, [(1 +
1
k
)t]
and D(En(x),mk,j) < 1
k
for all n ≥ t},
where ξk(x) denotes the element in the partition ξk which contains the point x.
Before going on the proof, we give the following claim.
Claim
mk,j(Λ
t(mk,j))→ mk,j(Λ˜lk) as t→ +∞.
Proof. By ergodicity of mk,j and Birkhoff Ergodic Theorem, we know that for
mk,j − a.e.x ∈ Λ˜lk , it holds
lim
n→∞ En(x) = mk,j .
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So we only need prove that the set
Λt1(mk,j) =
{
x ∈ Λ˜lk | f q(x) ∈ ξk(x) for some q ∈ [t, [(1 +
1
k
)t]
}
satisfying the property
mk,j(Λ
t
1(mk,j))→ mk,j(Λ˜lk) as t→ +∞.
We next need the quantitative Poincare´’s Recurrence Theorem (see Lemma
3.12 in [3] for more detail) as following.
Lemma 4.2. Let f be a C1 diffeomorphism preserving an invariant measure µ
supported on M . Let Γ ⊂M be a measurable set with µ(Γ) > 0 and let
Ω = ∪n∈Zfn(Γ).
Take γ > 0. Then there exists a measurable function N0 : Ω → N such that for
a.e.x ∈ Ω, every n ≥ N0(x) and every t ∈ [0, 1] there is some l ∈ {0, 1, ..., n} such
that f l(x) ∈ Γ and |(l/n)− t| < γ.
Remark 4.3. A slight modify (More precisely, replacing the interval (n(t−γ), n(t+
γ)) by (n(t, n(t + γ))), one can require that (l/n) − t < γ in the above lemma.
Hence we have l ∈ [n, n(t+ γ)].
Take an element ξlk of the partition ξk. Let Γ = ξ
l
k, γ =
1
k . Applying Lemma
4.2 and its remark, we can deduce that for a.e.x ∈ ξlk, there exists a measurable
function N0 such that for every t ≥ N0(x) there is some q ∈ {0, 1, · · · , n} such that
f q(x) ∈ ξlk = ξk(x) and q ∈ [t, t(1 + 1k )]. That is to say, t ≥ N0(x) implies x ∈
Λt1(mk,j). And this property holds for a.e.x ∈ ξlk. Hence it is true for a.e.x ∈ Λlk.
This completes the proof of the claim.

Now we continue our proof of Theorem 3.2. By above claim, we can take tk
such that
mk,j(Λ
t(mk,j)) > 1− δ
for all t ≥ tk and 1 ≤ j ≤ pk.
Let Et(k, j) ⊂ Λt(mk,j) be a (t, ε)-separated set of maximal cardinality. Then
Λt(mk,j) ⊂ ∪x∈Et(k,j)Bt(x, ε), and by the definition of Katok’s entropy there exist
infinitely many t satisfying
♯Et(k, j) ≥ et(h
Kat
mk,j
(f,ε|δ)− 1
k
)
.
For each q ∈ [t, [(1 + 1k )t], let
Vq = {x ∈ Et(k, j) | f q(x) ∈ ξk(x)}
and let n = n(k, j) be the value of q which maximizes ♯ Vq. Obviously,
t ≥ n
1 + 1k
≥ n(1− 1
k
).(3)
Since e
t
k > tk , we deduce that
♯ Vn ≥ ♯Et(k, j)t
k
≥ et(h
Kat
mk,j
(f,ε|δ)− 3
k
)
.
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Consider the element An(mk,j) ∈ ξk for which ♯ (Vn ∩ An(mk,j)) is maximal. It
follows that
♯ (Vn ∩An(mk,j)) ≥ 1
♯ ξk
♯ Vn ≥ 1
♯ ξk
e
t(hKatmk,j
(f,ε|δ)− 3
k
)
.
Thus taking t large enough so that e
t
k > ♯ ξk, we have by inequality (3) that
♯ (Vn ∩ An(mk,j)) ≥ et(h
Kat
mk,j
(f,ε|δ)− 4
k
) ≥ en(1− 1k )(h
Kat
mk,j
(f,ε|δ)− 4
k
)
.(4)
Notice that An(k,j)(mk,j) is contained in an open subset U(k, j) of some Lya-
punov neighborhood with diam(U(k, j)) < 2 diam(ξk). By the ergodicity of ω, for
any two measures mk1,j1 ,mk2,j2 we can find y = y(mk1,j1 ,mk2,j2) ∈ U(k1, j1)∩ Λ˜lk1
satisfying that for some s = s(mk1,j1 ,mk2,j2) one has
f s(y) ∈ U(k2, j2) ∩ Λ˜lk2 .
Letting Ck,j =
ak,j
n(k,j) , we can choose an integer Nk larger enough so that NkCk,j
are integers and
Nk ≥ k
∑
1≤r1,r2≤k+1,1≤ji≤pri ,i=1,2
s(mr1,j1 ,mr2,j2).
Arbitrarily take x(k, j) ∈ An(mk,j) ∩ Vn(k,j). Denote sequences
Xk =
pk−1∑
j=1
s(mk,j ,mk,j+1) + s(mk,pk ,mk,1)
Yk =
pk∑
j=1
Nkn(k, j)Ck,j +Xk = Nk +Xk.
So,
Nk
Yk
≥ 1
1 + 1k
≥ 1− 1
k
.(5)
We further choose a strictly increasing sequence {Tk} with Tk ∈ N,
Yk+1 ≤ 1
k + 1
k∑
r=1
YrTr,(6)
k∑
r=1
(YrTr + s(mr,1,mr+1,1)) ≤ 1
k + 1
Yk+1Tk+1.(7)
In order to obtain shadowing points z with our desired property En(z)→ µ as
n→ +∞, we first construct pseudo-orbits with satisfactory property in the measure
theoretic sense. For simplicity of the statement, for x ∈M define segments of orbits
Lk,j(x) , (x, f(x), · · · , fn(k,j)−1(x)), 1 ≤ j ≤ pk,
L̂k1,j1;k2,j2(x) , (x, f(x) · · · , f s(mk1,j1 ,mk2,j2 )−1(x)), 1 ≤ ji ≤ pki , i = 1, 2.
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Λ˜ℓ1
An(1,1) An(1,2)
Λ˜ℓ2
An(2,1) An(2,2) An(2,3)
k = 1
k = 2
N1C1,1 = 2 N1C1,2 = 1
N2C2,1 = 3 N2C2,2 = 2 N2C2,3 = 1
Figure 1. Quasi-orbits
Consider now the pseudo-orbit
O = O(x(1, 1; 1, 1), · · · , x(1, 1; 1, N1C1,1), · · · , x(1, p1; 1, 1), · · · , x(1, p1; 1, N1C1,p1);
· · · ;
x(1, 1;T1, 1), · · · , x(1, 1;T1, N1C1,1), · · · , x(1, p1;T11), · · · , x(1, p1;T1, N1C1,p1);
...
x(k, 1; 1, 1), · · · , x(k, 1; 1, NkCk,1), · · · , x(k, pk, ; 1, 1), · · · , x(k, pk; 1, NkCk,pk );
· · · ;
x(k, 1;Tk, 1), · · · , x(K, 1;Tk, NkCk,1), · · · , x(k, pk;Tk, 1), · · · , x(k, pk;Tk, NkCk,pk);
...
· · · )
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with the precise form as follows
{
[L1,1(x(1, 1; 1, 1)), · · · , L1,1(x(1, 1; 1, N1C1,1)), L̂1,1,1,2(y(m1,1,m1,2));
L1,2(x(1, 2; 1, 1)), · · · , L1,2(x(1, 2; 1, N1C1,2)), L̂1,2,1,3(y(m1,1,m1,2)); · · ·
L1,p1(x(1, p1; 1, 1)), · · · , L1,p1(x(1, p1; 1, N1C1,p1)), L̂1,p1,1,1(y(m1,p1 ,m1,1)) ;
· · ·
L1,1(x(1, 1;T1, 1)), · · · , L1,1(x(1, 1;T1, N1C1,1)), L̂1,1,1,2(y(m1,1,m1,2));
L1,2(x(1, 2;T1, 1)), · · · , L1,2(x(1, 2;T1, N1C1,2)), L̂1,2,1,3(y(m1,1,m1,2)); · · ·
L1,p1(x(1, p1;T1, 1)), · · · , L1,p1(x(1, p1;T1, N1C1,p1)), L̂1,p1,1,1(y(m1,p1 ,m1,1)) ] ;
L̂(y(m1,1,m2,1));
...
[Lk,1(x(k, 1; 1, 1)), · · · , Lk,1(x(k, 1; 1, NkCk,1)), L̂k,1,k,2(y(mk,1,mk,2));
Lk,2(x(k, 2; 1, 1)), · · · , Lk,2(x(k, 2; 1, NkCk,2)), L̂k,2,k,3(y(mk,1,mk,2)); · · ·
Lk,pk(x(k, pk; 1, 1)), · · · , Lk,pk(x(k, pk; 1, NkCk,pk)), L̂k,pk,k,1(y(mk,pk ,mk,1)) ;
L̂(y(mk,1,mk+1,1));
· · ·
Lk,1(x(k, 1;Tk, 1)), · · · , Lk,1(x(k, 1;Tk, NkCk,1)), L̂k,1,k,2(y(mk,1,mk,2));
Lk,2(x(k, 2;Tk, 1)), · · · , Lk,2(x(k, 2;Tk, NkCk,2)), L̂k,2,k,3(y(mk,1,mk,2)); · · ·
Lk,pk(x(k, pk;Tk, 1)), · · · , Lk,pk(x(k, pk;Tk, NkCk,pk )), L̂k,pk,k,1(y(mk,pk ,mk,1)) ] ;
L̂(y(mk,1,mk+1,1));
...
· · ·},
where x(k, j; i, t) ∈ Vn(k,j) ∩ An(k,j)(mk,j).
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For k ≥ 1, 1 ≤ i ≤ Tk, 1 ≤ j ≤ pk, t ≥ 1, let M1 = 0,
Mk = Mk,1 =
k−1∑
r=1
(TrYr + s(mr,1,mr+1,1)),
Mk,i = Mk,i,1 =Mk + (i− 1)Yk,
Mk,i,j = Mk,i,j,1 =Mk,i +
j−1∑
q=1
(Nk n(k, q)Ck,q + s(mk,q,mk,q+1)),
Mk,i,j,t = Mk,i,j + (t− 1)n(k, j).
By Theorem 2.3, there exists a shadowing point z of O such that
d(fMk,i,j,t+q(z), f q(x(k, j; i, t))) < cǫ0e
−ǫlk <
ε
4ǫ0
ǫ0e
−ǫlk ≤ ε
4
,
for 0 ≤ q ≤ n(k, j) − 1, 1 ≤ i ≤ Tk, 1 ≤ t ≤ NkCk,j , 1 ≤ j ≤ pk. To be precise, z
can be considered as a map with variables x(k, j; i, t):
z = z(x(1, 1; 1, 1), · · · , x(1, 1; 1, N1C1,1), · · · , x(1, p1; 1, 1), · · · , x(1, p1; 1, N1C1,p1);
· · · ;
x(1, 1;T1, 1), · · · , x(1, 1;T1, N1C1,1), · · · , x(1, p1;T11), · · · , x(1, p1;T1, N1C1,p1);
· · · ;
x(k, 1; 1, 1), · · · , x(k, 1; 1, NkCk,1), · · · , x(k, pk, ; 1, 1), · · · , x(k, pk; 1, NkCk,pk);
· · · ;
x(k, 1;Tk, 1), · · · , x(K, 1;Tk, NkCk,1), · · · , x(k, pk;Tk, 1), · · · , x(k, pk;Tk, NkCk,pk );
· · · ;
· · · )
We denote by J the set of all shadowing points z obtained in above procedure.
Lemma 4.4. J ⊂ Gµ.
Proof. First we prove that for any z ∈ J ,
lim
k→+∞
EMk(z) = µ.
We begin by estimating d(fMk,i,j,t+q(z), f q(x(k, j; i, t))) for 0 ≤ q ≤ n(k, j)−1. Re-
calling that in the procedure of finding the shadowing point z, all the constructions
are done in the Lyapunov neighborhoods Π(x(k, j, t), aǫk). Moreover, notice that
we have required diam ξk <
bk(1−e−ǫ)
4
√
2e(k+1)ǫ
which implies that for every two adjacent
orbit segments x(k, j; i1, t1) and x(k, j; i2, t2), the ending point of the front orbit
segment and the beginning point of the segment following are bk(1−e
−ǫ)
4
√
2e(k+1)ǫ
close to
each other. Let y be the unique intersection point of admissible manifolds Hs(z)
and Hu(x). In what follows, define d′′ to be the distance induced by ‖ · ‖′′ in
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the local Lyapunov neighborhoods. By the hyperbolicity of Df in the Lyapunov
coordinates 2, we obtain
d(fMk,i,j,t+q(z), f q(x(k, j; i, t)))
≤ d(fMk,i,j,t+q(z), f q(y)) + d(f q(y), f q(x(k, j; i, t)))
≤
√
2d′′(fMk,i,j,t+q(z), f q(y)) +
√
2d′′(f q(y), f q(x(k, j; i, t)))
≤
√
2e−(β
′′
1−ǫ)qd′′(fMk,i,j,t(z), y) +
√
2e−(β
′′
2−ǫ)(n(k,j)−q)d′′(fn(k,j)(y), fn(k,j)(x(k, j; i, t)))
≤
√
2max{e−(β′′1−ǫ)q, e−(β′′2−ǫ)(n(k,j)−q)}(d′′(fMk,i,j,t(z), y)
+d′′(fn(k,j)(y), fn(k,j)(x(k, j; i, t))))
≤ 2
√
2eǫ(k+1)
1− e−ǫ (d(f
Mk,i,j,t(z), y) + d(fn(k,j)(y), fn(k,j)(x(k, j; i, t))))
≤ 2
√
2eǫ(k+1)
1− e−ǫ 2 diam(ξk)
< bk
for 0 ≤ q ≤ n(k, j)− 1. Now we can deduce that
|ϕp(fMk,i,j,t+q(z)− ϕp(f q(x(k, j; i, t)))| < 1
k
‖ϕp‖, 1 ≤ p ≤ k,
which implies that
D(En(k,j)(fMk,i,j,t(z)), En(k,j)(x(k, j; i, t))) < 1
k
+
1
2k−1
<
2
k
,(8)
for sufficiently large k. By the triangle inequality, we have
D(EYk(fMk,i(z)), µ) ≤ D(EYk(fMk,i(z)), µk) +
1
k
≤ D(EYk(fMk,i(z)),
1
Yk −Xk
pk∑
j=1
NkCk,jn(k, j)En(k,j)(fMk,i,j (z)))
+D(
1
Yk −Xk
pk∑
j=1
NkCk,jn(k, j)En(k,j)(fMk,i,j (z)), µk) + 1
k
2This hyperbolic property is crucial in the estimation of distance along adjacent segments, so
the weak shadowing lemma 2.3 (which is actually stated in topological way) does not suffice to
conclude Theorem 1.3 and the following Theorem 1.4.
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Note that for any ϕ ∈ C0(M), it holds
‖
∫
ϕdEYk(fMk,i(z))−
∫
ϕd
1
Yk −Xk
pk∑
j=1
NkCk,jn(k, j)En(k,j)(fMk,i,j (z)))‖
= ‖ 1
Yk
Yk−1∑
q=1
ϕ(fMk,i+q(z))− 1
Yk −Xk
pk∑
j=1
NkCk,j
n(k,j)−1∑
q=1
ϕ(fMk,i,j+q(z))‖
≤ ‖ 1
Yk
pk∑
j=1
NkCk,j
n(k,j)−1∑
q=1
ϕ(fMk,i,j+q(z))− 1
Yk −Xk
pk∑
j=1
NkCk,j
n(k,j)−1∑
q=1
ϕ(fMk,i,j+q(z))‖
+‖ 1
Yk
(
pk−1∑
j=1
s(mk,j ,mk,j+1)−1∑
q=1
ϕ(fMk,i,j−s(mk,j ,mk,j+1)+q(z))
+
s(mk,pk ,mk,1)−1∑
q=1
ϕ(fMk,i,j−s(mk,pk ,mk,1)+q(z)))‖
≤ [|( 1
Yk
− 1
Yk −Xk )(Yk −Xk)|+
Xk
Yk
]‖ϕ‖.
Then by the definition of D, the above inequality implies that
D(EYk(fMk,i(z)),
1
Yk −Xk
pk∑
j=1
NkCk,jn(k, j)En(k,j)(fMk,i,j (z)))
≤ |( 1
Yk
− 1
Yk −Xk )(Yk −Xk)|+
Xk
Yk
.
Thus, by the affine property of D, together with the property ak,j = n(k, j)Ck,j
and Nk = Yk −Xk, we have
D(EYk(fMk,i(z)), µ) ≤ D(
1
Yk −Xk
pk∑
j=1
NkCk,jn(k, j)En(k,j)(fMk,i,j (z)),
pk∑
j=1
ak,jmk,j)
+|( 1
Yk
− 1
Yk −Xk )(Yk −Xk)|+
Xk
Yk
+
1
k
≤ Nk
Yk −Xk
pk∑
j=1
ak,jD(En(k,j)(fMk,i,j (z),mk,j) + 2Xk
Yk
+
1
k
=
pk∑
j=1
ak,jD(En(k,j)(fMk,i,j (z),mk,j) + 2Xk
Yk
+
1
k
.
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Noting that
pk∑
j=1
ak,jD(En(k,j)(fMk,i,j (z),mk,j)
≤
pk∑
j=1
ak,jD(En(k,j)(fMk,i,j (z)), En(k,j)(x(k, j))) +
pk∑
j=1
ak,jD(En(k,j)(x(k, j)), mk,j)
and by the definition of Λt(mk,j) which all x(k, j) belong to and by (8), we can
further deduce that
D(EYk(fMk,i(z)), µ) ≤
pk∑
j=1
ak,jD(En(k,j)(fMk,i,j (z), En(k,j)(x(k, j))) + 1
k
+
2Xk
Yk
+
1
k
≤ 2
k
+
1
k
+
2Xk
Yk
+
1
k
≤ 6
k
(by (5)).
Hence, by affine property and inequalities (6) and (7) and D(·, ·) ≤ 1, we obtain
that
D(EMk+1(z), µ) ≤
∑k−1
r=1(TrYr + s(mr,1,mr+1,1)) + s(mk,1,mk+1,1)
TkYk +
∑k−1
r=1(TrYr + s(mr,1,mr+1,1)) + s(mk,1,mk+1,1)
+
TkYk
TkYk +
∑k−1
r=1 TrYr + s(mr,1,mr+1,1)
D(EYk(fMk,i(z)), µ)
≤
∑k−1
r=1(TrYr + s(mr,1,mr+1,1)) + s(mk,1,mk+1,1)
TkYk +
∑k−1
r=1(TrYr + s(mr,1,mr+1,1)) + s(mk,1,mk+1,1)
+
TkYk
TkYk +
∑k−1
r=1 TrYr + s(mr,1,mr+1,1)
6
k
≤ 8
k
.
Thus,
lim
k→+∞
EMk(z) = µ.
For Mk,i ≤ n ≤Mk,i+1 (here we appoint Mk,pk+1 =Mk+1,1), it follows that
D(En(z), µ) ≤ Mk
n
D(EMk(z), µ) +
1
n
i−1∑
p=1
D(EYk(fMk,p−1(z)), µ) (by affine property)
+
n−Mk,i
n
D(En−Mk,i(fMk,i(z)), µ)
≤ Mk
n
8
k
+
(i− 1)Yk
n
6
k
+
Yk + s(mk,1,mk+1,1)
n
≤ 15
k
(by (6) and (7)).
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Let n → +∞, then k → +∞ and En(z) → µ. That is J ∈ Gµ. For any z′ ∈
J , we take zt ∈ J with limn zt = z′. Observing that for Mk,i ≤ n ≤ Mk,i+1,
D(En(zt), µ) ≤ 15/k by continuity it also holds that D(En(z′), µ) ≤ 15/k. This
completes the proof of the Lemma 4.4. 
To finish the proof of Theorem 3.2, we need to compute the entropy of J ⊂ Gµ.
Notice that the choices of the position labeled by x(k, j; i, t) in (10) has at least
e
n(k,j)(1− 1
k
)(hKatmk,j
(f,ε|δ)− 4
k
)
by (4). Moreover, fixing the position indexed k, j, t, for distinct x(k, j; i, t), x′(k, j; i, t) ∈
Vn(k,j) ∩ An(k,j)(mk,j), the corresponding shadowing points z, z′ satisfying
d(fMk,i,j,t+q(z), fMk,i,j,t+q(z′))
≥ d(f q(x(k, j; i, t)), f q(x′(k, j; i, t)))− d(fMk,i,j,t+q(z), f q(x(k, j; i, t)))
−d(fMk,i,j,t+q(z′), f q(x′(k, j; i, t)))
≥ d(f q(x(k, j; i, t)), f q(x′(k, j, t))) − ε
2
.
Since x(k, j, t), x′(k, j; i, t) are (n(k, j), ε)-separated, so fMk,i,j,t(z), fMk,i,j,t(z′) are
(n(k, j), ε2 )-separated. Denote sets concerning the choice of quasi-orbits in Mki
Hki = { (x(k, j; i, 1), · · · , x(k, j; i, NkCk,j), · · · , x(k, pk; i, 1), · · · , x(1, pk; i, NkCk,pk )
| x(k, j; i, t) ∈ Vn(k,j) ∩ An(k,j)}.
Then
♯Hki ≥ e
∑pk
j=1 NkCk,jn(k,j)(1− 1k )(hKatmk,j (f,ε|δ)−
4
k
)
.
Hence,
1
Yk
log ♯Hki ≥ Yk −Xk
Yk
pk∑
j=1
ak,j(1− 1
k
)(hKatmk,j (f, ε | δ)−
4
k
)(9)
≥ (1− 1
k
)
pk∑
j=1
ak,j(1 − 1
k
)(hKatmk,j (f, ε | δ)−
4
k
)
= (1− 1
k
)2hKatµk (f, ε | δ)−
4
k
(1 − 1
k
)2
≥ (1− 1
k
)2(hKatµ (f, ε | δ)−
1
k
)− 4
k
(1− 1
k
)2.
Since J is compact we can take only finite covers C(J , ε/2) of J in the calculation
of topological entropy htop(J , ε2 ). Let r < hKatµ (f, ε | δ). For each A ∈ C(J , ε/2)
we define a new coverA′ in which forMk,i ≤ m ≤Mk,i+1, Bm(z, ε/2) is replaced by
BMk,i(z, ε/2), where we suppose Mk,0 =Mk−1,pk−1 , Mk,pk+1 =Mk+1,1. Therefore,
Y(J ; r, n, ε/2) = inf
A∈C(J ,ε/2)
∑
Bm(z,ε/2)∈A
e−rm ≥ inf
A∈C(J ,ε/2)
∑
BMk,i (z,ε/2)∈A′
e−rMk,i+1 .
Denote
b = b(A′) = max{Mk,i | Bm(z, ε
2
) ∈ A′ and Mk,i ≤ m < Mk,i+1}.
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Noticing that A′ is a cover of J each point of J belongs to some BMk,i(x, ε2 ) with
Mk,i ≤ b. Moreover, if z, z′ ∈ J with some position x(k, j; i, t) 6= x′(k, j; i, t) then
z, z′ can’t stay in the same BMk,i(x,
ε
2 ). Define
Wk,i = {BMk,i(z,
ε
2
) ∈ A′}.
It follows that∑
Mk,i≤b
♯Wk,i ΠMk,i<Mk′,i′≤b ♯Hk′,i′ ≥ ΠMk′,i′≤b ♯Hk′,i′ .
So, ∑
Mk,i≤b
♯Wk,i (ΠMk′ ,i′≤Mk,i ♯Hk′,i′)
−1 ≥ 1.
From (9) it is easily seen that
lim sup
k→∞
ΠMk′,i′≤Mk,i ♯Hk′,i′
exp(hKatµ (f, ε | δ)Mk,i)
≥ 1.
Since r < hKatµ (f, ε | δ) and limk→∞ Mk,i+1Mk,i = 1, we can take k large enough so that
Mk,i+1
Mk,i
≤ h
Kat
µ (f, ε | δ)
r
.
Thus there is some constant c0 > 0 for large k∑
BMk,i (z,ε/2)∈A′
e−rMk,i+1 =
∑
Mk,i≤b
♯Wk,i e
−rMk,i+1
≥
∑
Mk,i≤b
♯Wk,i exp(−hKatµ (f, ε | δ)Mk,i)
≥ c0
∑
Mk,i≤b
♯Wk,i (ΠMk′,i′≤Mk,i ♯Hk′,i′)
−1
≥ c0,
which together with the arbitrariness of r gives rise to the required inequality
htop(J , ε
2
) ≥ hKatµ (f, ε | δ).
Finally, the arbitrariness of ε yields:
htop(f,Gµ) ≥ hµ(f).

5. Proofs of Theorem 1.4 and Theorem 3.3
We start this section by recalling the notion of entropy introduced by New-
house [24]. Given µ ∈ Minv(M, f), let F ⊂M be a measurable set. Define
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(1) H(n, ρ | x, F, ε) = logmax{♯E | E is a (dn, ρ)− separated set in F ∩Bn(x, ε)};
(2) H(n, ρ | F, ε) = sup
x∈F
H(n, ρ | x, F, ε);
(3) h(ρ | F, ε) = lim sup
n→+∞
1
n
H(n, ρ | F, ε);
(4) h(F, ε) = lim
ρ→0
h(ρ | F, ε);
(5) hNewloc (µ, ε) = lim inf
σ→1
{h(F, ε) | µ(F ) > σ};
(6) hNew(µ, ε) = hµ(f)− hNewloc (µ, ε)
Let {θk}∞k=1 be a decreasing sequence which approaches zero. One can verify
that (hNew(µ, θk) |µ∈Minv(M,f))∞k=1 is in fact an increasing sequence of functions
defined on Minv(M, f). Further more,
lim
θk→0
hNew(µ, θk) = hµ(f) for any µ ∈M(f).
Let H = (hk) and H′ = (h′k) be two increasing sequences of functions on a
compact domain D. We say H′ uniformly dominates H, denoted by H′ ≥ H, if for
every index k and every γ > 0 there exists an index k′ such that
h′k′ ≥ hk − γ.
We say that H and H′ are uniformly equivalent if both H ≥ H′ and H′ ≥ H.
Obviously, uniform equivalence is an equivalence relation.
Next we give some elements from the theory of entropy structures as developed
by Boyle-Downarowicz [8]. An increasing sequence α1 ≤ α2 ≤ · · · of partitions of
M is called essential (for f ) if
(1) diam(αk)→ 0 as k → +∞,
(2)µ(∂αk) = 0 for every µ ∈Minv(M, f).
Here ∂αk denotes the union of the boundaries of elements in the partition αk. Note
that essential sequences of partitions may not exist (e.g., for the identity map on
the unit interval). However, for any finite entropy system (f,M) it follows from the
work of Lindenstrauss and Weiss [21][22] that the product f×R with R an irrational
rotation has essential sequences of partitions. Noting that the rotation doesn’t
contribute entropy for every invariant measure, we can always assume (f,M) has an
essential sequence. By an entropy structure of a finite topological entropy dynamical
system (f,M) we mean an increasing sequence H = (hk) of functions defined on
Minv(M, f) which is uniformly equivalent to (hµ(f, αk) |µ∈Minv(M,f)). Combining
with Katok’s definition of entropy, we consider an increasing sequence of functions
on Minv(M, f) given by (hKatµ (f, ǫk | δ) |µ∈Minv(f)).
Theorem 5.1. Both (hKatµ (f, θk | δ) |µ∈Minv(M,f)) and (hNew(µ, θk) |µ∈Minv(M,f))
are entropy structures hence they are uniformly equivalent.
Proof. This theorem is a part of Theorem 7.0.1 in [11]. 
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Remark 5.2. The entropy structure in fact reflects the uniform convergence of en-
tropy. It is well known that there are various notions of entropy. However, not all
of them can form entropy structure, for example, the classic definition of entropy
by partitions (see Theorem 8.0.1 in [11]).
Let η = {ηn}∞n=1 be a sequence decreasing to zero. M(Λ˜, η) is the subset of
Minv(M, f) with respect to the hyperbolic rate η.
For δ, ε > 0 and any Υ ⊂M(M), define
hKatΥ,loc(f, ε | δ) = max
µ∈Υ
{hµ(f)− hKatµ (f, ε | δ)}.
Lemma 5.3. limθk→0 h
Kat
M(Λ˜,η),loc(f, θk | δ) = 0.
Proof. First we need a proposition contained in Page 226 of [24], which reads as
lim
ε→0
sup
µ∈M(Λ˜,η)
hNewloc (µ, ε) = 0.
By Theorem 5.1,
(hNew(µ, θk) |µ∈Minv(M,f)) ≤ (hKatµ (f, θk | δ) |µ∈Minv(M,f)).
So, for any k ∈ N, there exists k′ > k such that
hKatµ (f, θk′ | δ) ≥ hNew(µ, θk)−
1
k
,
for all µ ∈M(Λ˜, η). It follows that
hµ(f)− hKatµ (f, θk′ | δ) ≤ hµ(f)− (hNew(µ, θk)−
1
k
)
= hNewloc (µ, θk) +
1
k
,
for all µ ∈ M(Λ˜, η). Taking supremum on M(Λ˜, η) and letting k → +∞, we
conclude that
lim
θk′→0
hKatM(Λ˜,η),loc(f, θk′ | δ) = 0.

Remark 5.4. In [24], Lemma 5.3 was used to prove upper semi-continuity of metric
entropy on M(Λ˜, η). However, the upper semi-continuity is broadly not true even
if the underlying system is non uniformly hyperbolic. For example, in [25], T.
Downarowicz and S. E. Newhouse established surface diffeomorphisms whose local
entropy of arbitrary pre-assigned scale is always larger than a positive constant.
Exactly, they constructed a compact subset E of Minv(Λ, f) such that there exist
a periodic measure in E and a positive real number ρ0 such that for each µ ∈ E
and each k > 0,
lim sup
ν∈E,ν→µ
hν(f)− hk(ν) > ρ0,
which implies infinity of symbolic extension entropy and also the absence of upper
semi-continuity of metric entropy and thus no uniform separation in [27].
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Now we begin to prove Theorem 3.3 and hence complete the proof of Theo-
rem 1.4 by Proposition 3.1. Throughout this section, for simplicity, we adopt the
symbols used in the proof of Theorem 1.3. Except specially mentioned, the relative
quantitative relation of symbols share the same meaning.
Proof of Theorem 3.3
For any nonempty closed connected set K ⊂M(Λ˜, η), there exists a sequence
of closed balls Un in Minv(M, f) with radius ζn in the metric D with the weak∗
topology such that the following holds:
(i) Un ∩ Un+1 ∩K 6= ∅;
(ii) ∩∞N≥1 ∪n≥N Un = K;
(iii) lim
n→+∞ ζn = 0.
By (1), we take νk ∈ Uk ∩K. Given γ > 0, using Lemma 5.3, we can find an ε > 0
such that
hKatM(Λ˜,η),loc(f, ε | δ) < γ.
For each νk, we then can choose a finite convex combination of ergodic probability
measures with rational coefficients,
µk =
pk∑
j=1
ak,j mk,j
satisfying the following properties:
D(νk, µk) <
1
k
, mk,j(Λ) = 1 and |hKatνk (f, ε | δ)− hKatµk (f, ε | δ)| <
1
k
.
For each k, we can find lk such that mk,j(Λlk) > 1 − δ for all 1 ≤ j ≤ pk. For
c = ε8ǫ0 , by Theorem 2.3 there is a sequence of numbers (δk)
∞
k=1. Let ξk be a finite
partition of M with diam ξk < min{ bk(1−e
−ǫ)
4
√
2e(k+1)ǫ
, ǫlk , δlk} and ξk > {Λ˜lk ,M \ Λ˜lk}.
For each mk,j , following the proof of Theorem 3.2, we can obtain an integer
n(k, j) and an (n(k, j), ε)-separated set Wn contained in an open subset U(k, j) of
some Lyapunov neighborhood with diam(U(k, j)) < 2 diam(ξk) and satisfying that
♯Wn(k,j) ≥ en(k,j)(1−
1
k
)(hKatmk,j
(f,ε|δ)− 4
k
)
.
Then likewise, for k1, k2, j1, j2 one can find y = y(mk1,j1 ,mk2,j2) ∈ U(k1, j1) satis-
fying that for some s = s(mk1,j1 ,mk2,j2) ∈ N,
f s(y) ∈ U(k2, j2).
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In the same manner, we consider the following pseudo-orbit
O = O(x(1, 1; 1, 1), · · · , x(1, 1; 1, N1C1,1), · · · , x(1, p1; 1, 1), · · · , x(1, p1; 1, N1C1,p1);
· · · ;
x(1, 1;T1, 1), · · · , x(1, 1;T1, N1C1,1), · · · , x(1, p1;T11), · · · , x(1, p1;T1, N1C1,p1);
· · · ;
x(k, 1; 1, 1), · · · , x(k, 1; 1, NkCk,1), · · · , x(k, pk, ; 1, 1), · · · , x(k, pk; 1, NkCk,pk );
· · · ;
x(k, 1;Tk, 1), · · · , x(K, 1;Tk, NkCk,1), · · · , x(k, pk;Tk, 1), · · · , x(k, pk;Tk, NkCk,pk);
· · · ;
· · · )
with the precise type as (8), where x(k, j; i, t) ∈Wn(k,j). Then Theorem 2.3 applies
to give rise to a shadowing point z of O such that
d(fMk,i,j,t+q(z), f q(x(k, j; i, t))) < cǫ0e
−ǫlk <
ε
4ǫ0
ǫ0e
−ǫlk ≤ ε
4
,
for 0 ≤ q ≤ n(k, j)−1, 1 ≤ i ≤ Tk, 1 ≤ t ≤ NkCk,j , 1 ≤ j ≤ pk. By the construction
of Nk and Yk, it is verified that
D(EYk(fMk,i(z)), νk) ≤
6
k
.
For sufficiently large Mk,i ≤ n ≤Mk,i+1, by affine property, we have that
D(En(z), νk) ≤ Mk−2
n
D(EMk−2(z), νk) +
Yk−1
n
Tk−1∑
r=1
D(EYk−1(fMk−1,r−1(z)), νk)
+
s(mk−1,1,mk,1)
n
D(Es(mk−1,1,mk,1)(fMk−1,Tk−1 (z)), νk)
+
Yk
n
i−1∑
r=1
D(EYk(fMk,r−1(z)), νk)
+
n−Mk,i
n
D(En−Mk,i(fMk,i(z)), νk).
Noting that
D(EYk−1(fMk−1,i−1 (z)), νk) ≤ D(EYk−1(fMk−1,i−1 (z)), νk−1) +D(νk−1, νk)
and using the fact that D(νk, νk−1) ≤ 2ζk +2ζk−1 and inequalities (6) and (7), one
can deduce that
D(En(z), νk) ≤ 1
k
+ (
6
k − 1 + 2ζk + 2ζk−1) +
1
k
+
6
k
+
1
k
.
Letting n→ +∞, we get V (z) ⊂ K. On the other hand, noting that
∩∞N≥1 ∪n≥N Un = K,
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so En(z) can enter any neighborhood of each ν ∈ K in infinitely times, which implies
the converse side K ⊂ V (x). Consequently, V (z) = K.
Next we show the inequality concerning entropy. Fixing k, j, i, t, the corre-
sponding shadowing points of distinct x(k, j, i) are (n(k, j), ε2 )-separated. Let
Hki = { (x(k, j; i, 1), · · · , x(k, j; i, NkCk,j), · · · , x(k, pk; i, 1), · · · , x(1, pk; i, NkCk,pk )
| x(k, j; i, t) ∈ Vn(k,j) ∩ An(k,j)}.
Then
♯Hki ≥ e
∑pk
j=1 NkCk,jn(k,j)(1− 1k )(hKatmk,j (f,ε|δ)−
4
k
)
.
So,
1
Yk
log Hki ≥ Yk −Xk
Yk
pk∑
j=1
ak,j(1− 1
k
)(hKatmk,j (f, ε | δ)−
4
k
)
≥ (1− 1
k
)
pk∑
j=1
ak,j(1 − 1
k
)(hKatmk,j (f, ε | δ)−
4
k
)
= (1− 1
k
)2hKatµk (f, ε | δ)−
4
k
(1− 1
k
)2
≥ (1− 1
k
)2(hKatνk (f, ε | δ)−
1
k
)− 4
k
(1− 1
k
)2
≥ (1− 1
k
)2(hνk(f)− γ −
1
k
)− 4
k
(1 − 1
k
)2.
In sequel by the analogous arguments in section 4, we obtain that
htop(f,GK) ≥ inf{hµ(f) | µ ∈ K} − γ.
The arbitrariness of γ concludes the desired inequality:
htop(f,GK) ≥ inf{hµ(f) | µ ∈ K}.

6. On the Structure of Pesin set Λ˜
The construction of Λ˜ asks for many techniques that yields fruitful properties
of Pesin set but meanwhile leads difficulty to check which measures support on Λ˜.
SometimesMinv(Λ˜, f) contains only the measure ω itself, for instance ω is atomic.
In what follows, we will show that for several classes of diffeomorphisms derived
from Anosov systems Minv(Λ˜, f) enjoys many members.
6.1. Symbolic dynamics of Anosov diffeomorpisms. Let f0 be an Anosov
diffeomorphism on a Riemannian manifold M . For x ∈ M , ε0 > 0, we have the
stable manifold W sε0(x) and the unstable manifold W
u
ε0(x) defined by
W sε0(x) = {y ∈M | d(fn0 (x), fn0 (y)) ≤ ε0, for all n ≥ 0}
Wuε0(x) = {y ∈M | d(f−n0 (x), F−n(y)) ≤ ε0, for all n ≥ 0}.
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Fixing small ε0 > 0 there exists a δ0 > 0 so that W
s
ε0(x) ∩Wuε0(y) contains a single
point [x, y] whenever d(x, y) < δ0. Furthermore, the function
[·, ·] : {(x, y) ∈M ×M | d(x, y) < δ0} →M
is continuous. A rectangle R is understood by a subset of M with small diameter
and [x, y] ∈ R whenever x, y ∈ R. For x ∈ R let
W s(x,R) =W sε0 (x) ∩R and Wu(x,R) =Wuε0(x) ∩R.
For Anosov diffeomorphism f0 one can obtain the follow structure known as a
Markov partition R = {R1, R2, · · · , Rl} of M with properties:
(1) intRi ∩ intRj = ∅ for i 6= j;
(2) f0W
u(x,Ri) ⊃Wu(f0x,Rj) and
f0W
s(x,Ri) ⊂W s(f0x,Rj) when x ∈ intRi, fx ∈ intRj .
Using the Markov Partition R we can define the transition matrix B = B(R) by
Bi,j =
{
1 if intRi ∩ f−10 (intRj) 6= ∅;
0 otherwise.
The subshift (ΣB, σ) associated with B is given by
ΣB = {q ∈ Σl | Bqiqi+1 = 1 ∀i ∈ Z}.
For each q ∈ ΣB by the hyperbolic property the set ∩i∈Zf−i0 Rqi contains of a single
point, denoted by π0(q). We denote
ΣB(i) = {q ∈ ΣB | q0 = i}.
The following properties hold for the map π0 (see Sinai [31] and Bowen [5, 6]).
Proposition 6.1.
(1) The map π0 : ΣB →M is a continuous surjection satisfying π0◦σ = f0◦π0;
(2) π0(ΣB(i)) = Ri, 1 ≤ i ≤ l;
(3) htop(σ,ΣB) = htop(f0,M).
Since B is (0, 1)-matrix, using Perron Frobenius Theorem the maximal eigen-
value λ of B is positive and simple. λ has the row eigenvector u = (u1, · · · , ul),
ui > 0, and the column eigenvector v = (v1, · · · , vl)T , vi > 0. We assume∑l
i=1 uivi = 1 and denote (p1, · · · , pl) = (u1v1, · · · , ulvl). Define a new matrix
P = (pij)l×l, where pij = Bij vj
λ vi
.
Then P can define a Markov chain with probability µ0 satisfying
µ0([a0a1 · · · ai]) = pa0pa0a1 · · · pai−1ai .
Then µ0 is σ-invariant and Gurevich [12, 13] proved that µ0 is the unique maximal
measure of (ΣB, σ), that is,
htop(σ,ΣB) = hµ0(σ,ΣB) = logλ.
In addition, Bowen [5] proved that π0∗(µ0) is the unique maximal measure of f0
and π0∗(µ)(∂R) = 0, where ∂R consists of all boundaries of Ri, 1 ≤ i ≤ l.
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Denote µ1 = π0∗(µ0). Then µ1(π0ΣB(i)) = pi for 1 ≤ i ≤ l. For 0 < γ < 1,
N ∈ N define
ΓN(i, γ) = {x ∈M | ♯{n ≤ j ≤ n+ k − 1 | f j0 (x) ∈ Ri} ≤ N + k(pi + γ) + |n|γ,
♯{n ≤ j ≤ n+ k − 1 | f−j0 (x) ∈ Ri} ≤ N + k(pi + γ) + |n|γ
∀ k ≥ 1, ∀n ∈ Z}.
Then f±0 (ΓN (i, γ)) ⊂ ΓN+1(i, γ). Let Γ(i, γ) = ∪N≥1ΓN (i, γ).
Lemma 6.2. For any m ∈Minv(M, f0), if m(Ri) < pi+γ/2 then m(Γ(i, γ)) = 1.
Proof. Since m(Ri) < pi+ γ/2, for m almost all x one can fine N(x) > 0 such that
n(m(Ri)− γ
2
) ≤ ♯{0 ≤ j ≤ n− 1 | f j0 (x) ∈ Ri} ≤ n(m(Ri) +
γ
2
), ∀n ≥ N(x);
n(m(Ri)− γ
2
) ≤ ♯{0 ≤ j ≤ n− 1 | f−j0 (x) ∈ Ri} ≤ n(m(Ri) +
γ
2
), ∀n ≥ N(x).
Take N0(x) to be the smallest number such that for every n ≥ 1,
−N0(x) + n(m(Ri)− γ
2
) ≤ ♯{0 ≤ j ≤ n− 1 | f j0 (x) ∈ Ri} ≤ N0(x) + n(m(Ri) +
γ
2
);
−N0(x) + n(m(Ri)− γ
2
) ≤ ♯{0 ≤ j ≤ n− 1 | f−j0 (x) ∈ Ri} ≤ N0(x) + n(m(Ri) +
γ
2
).
Then for any k ≥ 1,
♯{n ≤ j ≤ n+ k − 1 | f j0 (x) ∈ Ri}
= ♯{0 ≤ j ≤ n+ k − 1 | f j0 (x) ∈ Ri} − ♯{0 ≤ j ≤ n− 1 | f j0 (x) ∈ Ri}
≤ N0(x) + (n+ k)(m(Ri) + γ
2
)− (−N0(x) + n(m(Ri)− γ
2
))
= 2N0(x) + k(m(Ri) +
γ
2
) + nγ.
In this manner we can also show
♯{n ≤ j ≤ n+ k − 1 | f j0 (x) ∈ Ri} ≤ 2N0(x) + k(m(Ri) +
γ
2
) + nγ.
Thus, x ∈ ΓN0(x)(i, γ). 
By Lemma 6.2, µ1(Γ(i, γ)) = 1. We further define
Γ˜N (i, γ) = supp(µ1 | ΓN (i, γ)) and Γ˜(i, γ) = ∪N≥1Γ˜N (i, γ).
It holds that Γ˜(i, γ) is f -invariant and µ1(Γ˜(i, γ)) = 1.
Proposition 6.3. There is a neighborhood U of µ1 in Minv(M, f0) such that for
any ergodic measure m ∈ U we have m ∈Minv(Γ˜(i, γ), f0).
Proof. Observing that µ1(∂Ri) = 0, for γ > 0 there exists a neighborhood U of µ1
in Minv(M,F ) such that for any m ∈ U one has
m(Ri) < pi +
γ
2
.
Claim : We can find an ergodic measure m0 ∈ Minv(ΣB, σ) satisfying π0∗m0 =
m.
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Proof of Claim. Denote the basin of m by
Qm(M, f0) =
{
x ∈M | lim
n→+∞
1
n
n−1∑
j=0
ϕ(f i0x) = limn→−∞
1
n
n−1∑
j=0
ϕ(f i0x)
=
∫
M
ϕdm, ∀ϕ ∈ C0(M)
}
.
Take and fix a point x ∈ Qm(M, f0) and choose q ∈ ΣB with π0(q) = x. Define a
sequence of measures νn on ΣB by∫
ψdνn :=
1
n
Σn−1i=0 ψ(σ
i(q)), ∀ψ ∈ C0(ΣB).
By taking a subsequence when necessary we can assume that νn → ν0. It is standard
to verify that ν0 is a σ-invariant measure and ν0 covers m i.e., π0∗(ν0) = m. Set
Q(σ) := ∪ν∈Merg(ΣB ,σ)Qν(ΣB, σ).
Then Q(σ) is a σ−invariant total measure subset in ΣB. We have
m(Qm(M,F ) ∩ π0Q(σ))
≥ν0(π−10 Qm(M, f0) ∩Q(σ))
=1.
Then the set
A0 :=
{
ν ∈ Merg(ΣB, σ) | ∃ q ∈ Q(σ), π0(q) ∈ Qm(M, f0), s. t.
lim
n→+∞
1
n
Σn−1i=0 ψ(σ
i(q)) = lim
n→−∞
1
n
Σn−1i=0 ψ(σ
i(q))
=
∫
ΣB
ψ dν ∀ψ ∈ C0(ΣB)
}
is non-empty. It is clear that ν covers m, π0∗(ν) = m, for all ν ∈ A0.

We continue the proof of Proposition 6.3. Since π0∗(m0) = m som0(π−10 (Ri)) =
m(Ri) < pi + γ/2 which together with ΣB(i) ⊂ π−10 (Ri) implies that
m0(ΣB(i)) < pi +
γ
2
.
In particular, µ0(ΣB(i)) < pi +
γ
2 . For 0 < γ < 1, N ∈ N define
ΥN (i, γ) = {q ∈ ΣB | ♯{n ≤ j ≤ n+ k − 1 | qj = i} ≤ N + k(pi + γ) + |n|γ,
♯{n ≤ j ≤ n+ k − 1 | q−j = i} ≤ N + k(pi + γ) + |n|γ
∀ k ≥ 1 ∀n ∈ Z}.
Let Υ(i, γ) = ∪N≥1ΥN(i, γ). Then µ0(Υ(i, γ)) = 1. Further define
Υ˜N (i, γ) = supp(µ0 | ΥN (i, γ)) and Υ˜(i, γ) = ∪N≥1Υ˜N (i, γ).
It also holds that Υ˜(i, γ) is σ-invariant and µ0(Υ˜(i, γ)) = 1.
Lemma 6.4. Given m0 ∈ Merg(ΣB , σ), if m0(ΣB(i)) < pi + γ/2 then m0 ∈
Minv(Υ˜(i, γ), σ).
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Proof of Lemma. Since m0(ΣB(i)) < pi + γ/2 we obtain m0(∪N∈N ΥN(i, γ)) = 1.
We can take N0 so large that m0(ΥN0(i, γ)) > 0 and µ0(Υ˜N0(i, γ)) > 0. Define
Υ(i, j) = {q ∈ Υ˜N0(i, γ) | q0 = j}.
Then there exists j ∈ [1, l] such that µ0(Υ(i, j)) > 0.
Noting that (ΣB, σ) is mixing, there is L0 > 0 such that for each pair j1, j2
one can choose an sequence L(j1, j2) = (q1 · · · qL) satisfying q1 = j1, qL = j2 and
2 ≤ ♯L(j1, j2) ≤ L0.
Arbitrarily taking q ∈ ΥN0(i, γ), z ∈ Υ(i, j), n ∈ N, define
y(q, z, n) = (· · · z−3z−2z−1L(z0, q−n)q−n+1 · · · q−1; 0q0 q1 · · · qn−1L(qn, z0)z1z2z3 · · · ).
Denote N1 = 2L0 + 2N0 + 1. For any θ > 0 we can take large n satisfying n > N1
and d(y(q, z, n), q) < θ. Define a new subset of ΣB:
Y (q, n) = {y(q, z, n) ∈ ΣB | z ∈ Υ(i, j)}.
Consider the positive and negative constitutions of Υ(i, j) as follows
Υ+(i, j) = {w ∈ ΣB | wk = zk, i ≥ 0, for some z ∈ Υ(i, j)}
Υ−(i, j) = {w ∈ ΣB | wk = zk, i ≤ 0, for some z ∈ Υ(i, j)}.
Clearly Υ+(i, j) ⊃ Υ(i, j), Υ−(i, j) ⊃ Υ(i, j). Then by the Markov property of µ0
it holds that
µ0(Y (q, n)) ≥ µ0(Υ−(i, j))pjq−npq−nq−n+1 · · · pqn−1qnqqnj µ0(Υ+(i, j)) > 0.
Moreover, for any y ∈ Y (q, n) and k ≥ 1, s ∈ Z we have
Case 1: −n− ♯L ≤ s ≤ n+ ♯L, s+ k − 1 ≤ n+ ♯L it follows that
♯{s ≤ t ≤ s+ k − 1 | yt = i} ≤ 2L0 + ♯{s ≤ t ≤ s+ k − 1 | qt = i}
≤ 2L0 +N0 + k(pi + γ) + |s|γ.
Case 2: −n− L ≤ s ≤ n+ L, s+ k − 1 > n+ L it follows that
♯{s ≤ t ≤ s+ k − 1 | yt = i} ≤ L0 +N0 + (n+ L− s)(pi + γ) + s|γ|+N0 +
+(s+ k − 1− n− L)(pi + γ)
≤ L0 + 2N0 + k(pi + γ) + |s|γ.
Case 3: s > n+ L it follows that
♯{s ≤ t ≤ s+ k − 1 | yt = i} ≤ N0 + k(pi + γ) + |s|γ.
Case 4: s < −n− L it follows that
♯{s ≤ t ≤ s+ k − 1 | yt = i} ≤ 2L0 + 2N0 + k(pi + γ) + |s|γ.
The situation of ♯{s ≤ t ≤ s + k − 1 | y−t = i} is similar. Altogether, since
N1 = 2L0 + 2N0 + 1, Y (q, n) ⊂ ΥN1(i, γ). The arbitrariness of θ gives rise to that
q ∈ supp(µ0 | ΥN1(i, γ)).
That is, ΥN0(i, γ) ⊂ Υ˜N1(i, γ). Since m0(ΥN0(i, γ)) > 0 so m0(Υ˜N1(i, γ)) > 0
which by the ergodicity of m0 implies m0(Υ˜(i, γ)) = 1.

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Noting that π0(Υ˜N(i, γ)) ⊂ Γ˜N (i, γ), by Lemma 6.4 we obtain
m(Γ˜(i, γ)) = m0(π
−1
0 (Γ˜(i, γ))) ≥ m0(Υ˜(i, γ)) = 1
which concludes Proposition 6.3.

6.2. Nonuniformly hyperbolic systems. We shall verify Λ˜ for an example due
to Katok [15] (see also [1, 2]) of a diffeomorphism on the 2-torus T2 with nonzero
Lyapunov exponents, which is not an Anosov map. Let f0 be a hyperbolic linear
automorphism given by the matrix
A =
(
2 1
1 1
)
Let R = {R1, R2, · · · , Rl} be the Markov partition of f0 and B = B(R) be the
associated transition matrix. f0 has a maximal measure µ1. Without loss of gener-
ality, at most taking an iteration of f0 we suppose there is a fixed point O ∈ intR1.
Consider the disk Dr centered at O of radius r. Let (s1, s2) be the coordinates in
Dr obtained from the eigendirections of A. The map A is the time-1 map of the
local flow in Dr generated by the system of ordinary differential equations:
ds1
dt
= s1 logλ,
ds2
dt
= −s2 logλ.
We obtain the desired map by slowing down A near the origin.
Fix small r1 < r0 and consider the time-1 map g generated by the system of
ordinary differential equations in Dr1 :
ds1
dt
= s1ψ(s
2
1 + s
2
2) logλ,
ds2
dt
= −s2ψ(s21 + s22) logλ
where ψ is a real-valued function on [0, 1] satisfying:
(1) ψ is a C∞ function except for the origin O;
(2) ψ(0) = 0 and ψ(u) = 1 for u ≥ r0 where 0 < r0 < 1;
(3) ψ(u) > 0 for every 0 < u < r0;
(4)
∫ 1
0
du
ψ(u) <∞.
The map f , given as f(x) = g(x) if x ∈ Dr1 and f(x) = A(x) otherwise, defines
a homeomorphism of the torus, which is a C∞ diffeomorphism everywhere except
for the origin O. To provide the differentiability of the map f , the function ψ
must satisfy some extra conditions. Namely, near O the integral
∫ 1
0
du/ψ must
converge “very slowly”. We refer the smoothness to [15]. Here f is contained in the
C0 closure of Anosov diffeomorphisms and even more there is a homeomorphism
π : T2 → T2 such that π ◦ f0 = f ◦ π and π(O) = O. By the constructions, there
is a continuous decomposition on the tangent space TT2 = E1 ⊕ E2 such that for
any neighborhood V of O, there exists λV > 1 such that
(1) ‖Dfx |E1(x) ‖ ≥ λV , ‖Dfx |E2(x) ‖ ≤ λ−1V , x ∈ T2 \ V ;
(2) ‖Dfx |E1(x) ‖ ≥ 1, ‖Dfx |E2(x) ‖ ≤ 1, x ∈ V .
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Let Hi = π(Ri), ν0 = π∗µ1 and pi = ν0(Hi). Then Hi is a closed subset of T2 with
nonempty interior. Let
p0 =
1
2
min{1− pi | 1 ≤ i ≤ l},
β = (1− p1 − p0 − γ) logλV .
Theorem 6.5. There exists a neighborhood U of ν0 in Minv(T2, f) such that for
any ergodic ν ∈ U it holds that ν ∈Minv(Λ˜(β, β, ǫ)) for any 0 ≤ ǫ≪ β.
Proof. Take a small neighborhood V ⊂ H1 of O. Denote
ΦN (i, γ) = {x ∈M | ♯{n ≤ j ≤ n+ k − 1 | f j(x) ∈ Hi} ≤ N + k(pi + γ) + |n|γ,
♯{n ≤ j ≤ n+ k − 1 | f−j(x) ∈ Hi} ≤ N + k(pi + γ) + |n|γ
∀ k ≥ 1, ∀n ∈ Z}.
Define
Φ˜N (1, γ) = supp(ν0 | ΦN (1, γ)).
Then for some large N we have ν0(Φ˜N (1, γ)) > 0. Noting that µ1(∂R1) = 0,
by Proposition 6.3 and the conjugation π there exists a neighborhood U of ν0 in
M(T2, f) such that for any ergodic ν ∈ U ,
ν(Φ˜N (1, γ)) > 0.
For any x ∈ ΦN (1, γ) and k ≥ 1, n ∈ Z we have
Case 1: k(p1 + γ + p0) ≤ N + k(p1 + γ) + |n|γ, then
k ≤ N + |n|γ
p0
.
So,
‖Df−k |E1(fnx) ‖ ≤ e−kβ exp( β
p0
(N + |n|γ)),
‖Dfkx |E2(fnx) ‖ ≤ e−kβ exp(
β
p0
(N + |n|γ)).
Case 2: k(p1 + γ + p0) > N + k(p1 + γ) + |n|γ, then
‖Df−k |E1(fnx) ‖ ≤ λ−(1−p1−p0−γ)kV = e−βk,
‖Dfkx |E2(fnx) ‖ ≤ λ−(1−p1−p0−γ)kV = e−βk.
Let N2 = [
βN
γp0
] + 1. Then
ΦN (1, γ) ⊂ ΛN2(β, β, γ) and Φ˜N (1, γ) ⊂ Λ˜N2(β, β, γ).
Therefore,
ν(Λ˜N2(β, β, γ)) > 0
which completes the proof of Theorem 6.5.

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6.3. Robustly transitive partially hyperbolic systems. In [23] R. Man˜e´ con-
structed a class of robustly transitive diffeomorphisms which is not hyperbolic.
Firstly we recall the description of Man˜e´’s example. Let Tn, n ≥ 3, be the torus
n-dimentional and f0 : T
n → Tn be a (linear) Anosov diffeomorphism. Assume that
the tangent bundle of Tn admits the Df0-invariant splitting TT
n = Ess⊕Eu⊕Euu,
with dimEu = 1 and
λs := ‖Df |Ess ‖, λu := ‖Df |Eu ‖, λuu := ‖Df |Euu ‖
satisfying the relation
λs < 1 < λu < λuu.
The following Lemma is proved in [29].
Lemma 6.6. Let f0 : T
n → Tn be a linear Anosov map. Then there exists C > 0
such that for any small r and any f : Tn → Tn with distC0(f, g) < r there exists
π : Tn → Tn continuous and onto, distC0(π, id) < Cr, and
f0 ◦ π = π ◦ f.
Let R = {R1, R2, · · · , Rl} be the Markov partition of f0 and B = B(R) be
the associated transition matrix. Let µ1 be the maximal measure of (T
n, f0) and
pi = µ1(Ri) for 1 ≤ i ≤ l. Suppose there is a fixed point O ∈ intR1. Take small r
satisfying the ball B(O,Cr) ⊂ R1 and d(B(O,Cr), ∂R1) > Cr. Then deform the
Anosov diffeomorphim f inside B(p, r) passing through a flip bifurcation along the
central unstable foliation Fu(p) and then we obtain three fixed points, two of them
with stability index equal to dimEs and the other one with stability index equal
to dimEs + 1. Moreover take positive numbers δ, γ ≪ min{λs, λu}. Let f satisfy
the following C1 open conditions:
(1) ‖Df |Ess ‖ < eδλs, ‖Df |Euu ‖ > e−δλuu;
(2) e−δλu < ‖Df |Eu(x) ‖ < eδλu , for x ∈ Tn \B(O, r);
(3) e−δ < ‖Df |Eu(x) ‖ < eδλu , for x ∈ B(O, r).
✒ ✒ ✒✠ ✠ ✠
✛✲ ✲✛
❄ ❄❄
O
Figure 2.
As shown in [29] for the obtained f there exists a unique maximal measure ν0
of f with π∗ν0 = µ1. Let Hi = π(Ri), pi = π∗µ1(Hi) and
p0 =
1
2
min{1− pi | 1 ≤ i ≤ l},
β = (1− p1 − p0 − γ)min{− logλs − δ, logλu − δ}.
We can see Euu is uniformly contracted by at least e−β.
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Theorem 6.7. There exist 0 < ǫ ≪ 1 < β and a neighborhood U of ν0 in
Minv(Tn, f) such that for any ergodic ν ∈ U it holds that ν ∈ Minv(Λ˜(β, β, ǫ), f).
Proof. By Proposition 6.3 we can take a neighborhood U1 of µ1 in Minv(Tn, f0)
such that every ergodic µ ∈ U1 also belongs to Γ˜(i, γ), where Γ˜(i, γ) is given
by Proposition 6.3. Since π is continuous, there is a neighborhood U of ν0 in
Minv(Tn, f) such that π∗U ⊂ U1. For N ∈ N, γ > 0, define
TN(i, γ) = {x ∈M | ♯{n ≤ j ≤ n+ k − 1 | f j(x) ∈ B(O, r)} ≤ N + k(pi + γ) + |n|γ,
♯{n ≤ j ≤ n+ k − 1 | f−j(x) ∈ B(O, r)} ≤ N + k(pi + γ) + |n|γ
∀ k ≥ 1, ∀n ∈ Z}.
For large N we have ν0(TN (i, γ)) > 0 and let
T˜N (i, γ) = supp(ν0 | TN (i, γ)).
For any z ∈ TN (i, γ), n ∈ Z, k ≥ 1 we have
Case 1: k(p1 + γ + p0) ≤ N + k(p1 + γ) + |n|γ, then
k ≤ N + |n|γ
p0
.
So,
‖Df−k |Eu(x)⊕Euu(fnx) ‖ ≤ e−kβ exp(
β
p0
(N + |n|γ)).
Case 2: k(p1 + γ + p0) > N + k(p1 + γ) + |n|γ, then
‖Df−k |Eu(x)⊕Euu(fnx) ‖ ≤ (λueδ)−(1−p1−p0−γ)keδk(p1+γ+p0) ≤ e−βkeδk(p1+γ+p0).
Let N2 = [
βN
γp0
] + 1, ǫ = max{δ(p1 + γ + p0), γ}. Then
TN (1, γ) ⊂ ΛN2(β, β, ǫ) and T˜N (1, γ) ⊂ Λ˜N2(β, β, ǫ).
For any x ∈ ΓN (1, γ), z ∈ π−1(x), it holds that
d(f i(z), f i0(x)) = d(f
i(z), π(f i(x))) < Cr
which implies that if f i0(x) /∈ R1 then f i(z) /∈ B(O, r) because d(B(O, r), ∂R1) >
Cr. Thus
π−1(ΓN (1, γ)) ⊂ TN(1, γ) ⊂ ΛN2(β, β, ǫ)
which yields that
π−1(Γ˜N (1, γ)) ⊂ Λ˜N2(β, β, ǫ).
For any ergodic ν ∈ U , π∗ν ∈ U1. So π∗ν(Γ˜N (1, γ)) > 0. We obtain
ν(Λ˜N2(β, β, ǫ)) ≥ ν(π−1(Γ˜N (1, γ))) = π∗ν(Γ˜N (1, γ)) > 0.
The ergodicity of ν concludes ν(Λ˜(β, β, ǫ)) = 1.

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6.4. Robustly transitive systems which is not partially hyperbolic. In this
subsection we will apply the structure of Λ˜ to a class of diffeomorphisms introduced
by Bonatti-Viana. For our requirements we need do some additional assumptions
on their constants. The class V ⊂ Diff(Tn) under consideration consists of diffeo-
morphisms which are also deformations of an Anosov diffeomorphism. To define
V , let f0 be a linear Anosov diffeomorphism of the n-dimensional torus Tn. Let
R = {R1, R2, · · · , Rl} be the Markov partition of f0 and B = B(R) be the associ-
ated transition matrix. Let µ1 be the maximal measure of (T
n, f0) and pi = µ1(Ri)
for 1 ≤ i ≤ l. Suppose there is a fixed point O ∈ intR1. Take small r satisfying the
ball B(O,Cr) ⊂ R1 and d(B(O,Cr), ∂R1) > Cr, where C is given by Lemma 6.6.
Denote by TM = Es0 ⊕ Eu0 the hyperbolic splitting for f0 and let
λs := ‖Df |Es0 ‖, λu := ‖Df |Eu0 ‖.
We suppose that f0 has at least one fixed point outside V . Fix positive numbers
δ, γ ≪ λ := min{λs, λu}. Let
p0 =
1
2
min{1− pi | 1 ≤ i ≤ l},
β = (1− p1 − p0 − γ) logλ− δ, .
By definition f ∈ V if it satisfies the following C1 open conditions:
(1) There exist small continuous cone fields Ccu and Ccs invariant for Df and
Df−1 containing respectively Eu0 and E
s
0 .
(2) f is C1 close to f0 in the complement ofB(O, r), so that for x ∈ Tn\B(O, r):
‖(Df |TxDcu)‖ > e−δλ and ‖Df |TxDcs‖ < eδλ−1.
(3) For x ∈ B(O, r):
‖(Df |TxDcu)‖ > e−δ and ‖(Df |TxDcs‖ < eδ,
where Dcu and Dcs are disks tangent to Ccu and Ccs.
Immediately by the cone property, we can get a dominated splitting TTn =
E ⊕ F with E ⊂ Dcs and F ⊂ Dcu.
Use Lemma 6.6 there exists π : Tn → Tn continuous and onto, distC0(π, id) <
Cr, and
f0 ◦ π = π ◦ f.
In [9] for the obtained f , Buzzi and Fisher proved that there exists a unique maximal
measure ν0 of f with π∗ν0 = µ1. This measure ν0 conforms good structure of Pesin
set Λ˜ by the following Theorem.
Theorem 6.8. There exist 0 < ǫ ≪ 1 < β and a neighborhood U of ν0 in
Minv(Tn, f) such that for any ergodic ν ∈ U it holds that ν ∈ Minv(Λ˜(β, β, ǫ)).
Proof. The arguments are analogous of Theorem 6.7. Choose a neighborhood U1
of µ1 in M(Tn, f0) such that every ergodic µ ∈ U1 is contained in Γ˜(i, γ), where
Γ˜(i, γ) defined as Proposition 6.3. The continuity of π give rise to a neighborhood
U of ν0 in M(Tn, f) such that π∗U ⊂ U1. For N ∈ N, γ > 0, define
TN(i, γ) = {x ∈M | ♯{n ≤ j ≤ n+ k − 1 | f j(x) ∈ B(O, r)} ≤ N + k(pi + γ) + |n|γ,
♯{n ≤ j ≤ n+ k − 1 | f−j(x) ∈ B(O, r)} ≤ N + k(pi + γ) + |n|γ
∀ k ≥ 1, ∀n ∈ Z}.
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For large N we have ν0(TN (i, γ)) > 0 and let
T˜N (i, γ) = supp(ν0 | TN (i, γ)).
Let N2 = [
βN
γp0
] + 1, ǫ = max{δ(p1 + γ + p0), γ}. Then
TN (1, γ) ⊂ ΛN2(β, β, ǫ) and TN (1, γ) ⊂ Λ˜N2(β, β, ǫ).
For any x ∈ ΓN (1, γ), z ∈ π−1(x), it holds that
d(f i(z), f i0(x)) = d(f
i(z), π(f i(x))) < Cr
which implies that if f i0(x) /∈ R1 then f i(z) /∈ B(O, r) because d(B(O, r), ∂R1) >
Cr. Thus
π−1(ΓN (1, γ)) ⊂ TN(1, γ) ⊂ ΛN2(β, β, ǫ)
which yields that
π−1(Γ˜N (1, γ)) ⊂ Λ˜N2(β, β, ǫ).
For any ergodic ν ∈ U , π∗ν ∈ U1. So π∗ν(Γ˜N (1, γ)) > 0. We obtain
ν(Λ˜N2(β, β, ǫ)) ≥ ν(π−1(Γ˜N (1, γ))) = π∗ν(Γ˜N (1, γ)) > 0.
Once more, the ergodicity of ν0 concludes ν(Λ˜(λ1, λ1, ǫ)) = 1.

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