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1. Introduction
As a general assumption, let V be a vector space over a ﬁeld K (where n := dim V is ﬁnite and
char K /= 2) and f : V × V → K a regular symmetric bilinear form.
Then O(V, f ) denotes the orthogonal group, SO(V, f ) := {π ∈ O(V, f )|detπ = 1} the special or-
thogonal group and (V, f ) the commutator group of O(V, f ).
If K = R and n 2 and a maximal positive-deﬁnite subspace has dimension n − 1 then O(V, f )
is called the (real) n-dimensional Lorentz group. Hence V = U ©⊥〈e〉 where Q(u) := f (u, u) > 0 for
all u ∈ U \ {0} and Q(e) < 0. Due to its signiﬁcance in physics Lorentz groups and their subgroups
attracted much attention. Most authors study the 4-dimensional case. Several articles on Lorentz
groups use analytical methods and do not recognize well-known concepts and results from the theory
of classical groups over arbitrary ﬁelds. For example, the 1-component of a Lorentz group (in physical
terms this is the subgroup of space- and time-orientation preserving transformations) is its commuta-
tor group(V, f ) (seeCorollary 2.5). Our studyuses facts onorthogonal groupsover arbitraryﬁelds and
algebraic properties of the reals: R \ {0} has two classes of squares and each irreducible polynomial
in R[x] has degree 2.
An element π of a group G is called real if π−1 = πα for some α ∈ G. An element π of G is called
s-reﬂectional if π = ρ1 · · · ρs for involutions (i.e. ρ2 = 1) ρi ∈ G. The group G is called s-reﬂectional
if all elements of G are s-reﬂectional. 2-reﬂectional elements are also called ‘strongly real’. So π ∈ G
is ‘strongly real’ if and only if πρ = π−1 for some involution ρ ∈ G. For example, every orthogonal
group is 2-reﬂectional. In [4] one ﬁnds the
Theorem. When n 3 and K is a euclidean ﬁeld (in particular when K = R) and the Witt index (the
dimension of a maximal totally-isotropic subspace) is not 2 then(V, f ) and also ker are 3-reﬂectional.
Here  denotes the spinorial norm (see below).
This applies in particular to the commutator group(V, f ) of a Lorentz group (provided n 3).1 For
a Lorentz group we will calculate a precise criterion when an individual element of(V, f ) is not only
3- but 2-reﬂectional, and when (V, f ) is 2-reﬂectional. Further we prove that in (V, f ) an element
is real if and only if it is 2-reﬂectional.
For all special orthogonal groups SO(V, f ) (over arbitrary ﬁelds) we prove that real elements are
2-reﬂectional (see Theorem 4.1).
The last section deals with arbitrary orthogonal groups O(p, q) over the reals ((p, q) denotes the
signature), including Lorentz groups O(p, 1). We prove that in the kernel of the spinorial norm  an
element π is real if and only if it is 2-reﬂectional (see Theorem 5.11). As a main result we obtain that
the commutator group (p, q) of O(p, q) is 2-reﬂectional if and only if the signature (p, q) satisﬁes
p, q, p + q /≡ 2mod 4.
2. Spinorial norm, involutions, commutator group
If a ∈ V is anisotropic (i.e. Q(a) /= 0) then 〈a〉 is a regular subspace, hence V = 〈a〉 ©⊥ a⊥, and
the symmetry σa := σ〈a〉 ∈ O(V, f ) given by aσa = −a and F(σa) = a⊥ is well-deﬁned (here F(ϕ) :={v ∈ V |vϕ = v} denotes the ﬁxed space of a linear mapping ϕ). The symmetry σa is also called the
reﬂection at the hyperplane a⊥.
Each element π ∈ O(V, f ) is a product of symmetries.
Further, π ∈ SO(V, f ) if and only if the path (residue space) V(π − 1) of π has even dimension.
The spinorial norm is the homomorphism of groups  : O(V, f ) → K∗/K∗2 such that (σa) =
Q(a)K∗2 for each symmetry σa.
Clearly (V, f ) ⊆ SO(V, f ) ∩ ker.
1 If n = 2 then the Lorentz group is the orthogonal group of the real hyperbolic plane and its commutator group  is not
generated by involutions as 1V is the only involution in . When n = 4 the commutator group (V, f ) of the Lorentz group is
isomorphic to PSL(C2) and also to the Moebius-group over C.
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Lemma 2.1. Suppose that a class of squares αK∗2 exists such that Q(a) ∈ αK∗2 for all anisotropic vectors
a ∈ V . Then (V, f ) = SO(V, f ) ⊆ ker.
Proof. The set of products of two symmetries σaσb generates SO(V, f ). As Q(a), Q(b) ∈ αK∗2 some
ϕ ∈ O(V, f ) satisﬁes 〈b〉 = 〈a〉ϕ and this yields σaσb = σaϕ−1σaϕ ∈ (V, f ). 
A ﬁeld K is called a euclidean ﬁeld if K∗ = K∗2∪˙ − K∗2 (disjoint) and −1 is not a sum of squares.
In other words: K is a ﬁeld that admits an ordering such that the positive elements are precisely the
squares /= 0.
The previous lemma applies in particular when K is a euclidean ﬁeld and f is anisotropic (i.e.
Q(v) /= 0 for all v ∈ V \ {0}).
Lemma 2.2. If (V, f ) is isotropic (i.e. some c ∈ V \ {0} fulﬁlls Q(c) = 0) then (V, f ) = SO(V, f ) ∩
ker.
This is well-known; see, e.g., [1], 5.17.
So in the case K = R the identity (V, f ) = SO(V, f ) ∩ ker is always true.
Lemma 2.3. LetV = U ©⊥〈e〉andπ ∈ O(V, f ).LetαK∗2 beaclassof squares such that0 /= Q(c) ∈ αK∗2
for all c ∈ U \ {0}. Let eπ = u + λe where u ∈ U and λ ∈ K. Then:
if π ∈ SO(V, f ) and eπ /= e then (π) = 2α(1 − λ)Q(e)K∗2;
if π /∈ SO(V, f ) and eπ /= e then (π) = 2(1 − λ)Q(e)K∗2;
if π ∈ SO(V, f ) and eπ = e then (π) = K∗2;
if π /∈ SO(V, f ) and eπ = e then (π) = αK∗2.
Proof. The following fact (i) is immediate from the deﬁnitions.
(i) Letϕ ∈ O(V, f ) such that eϕ = e. ThenUϕ = U anddet ϕ|U = det ϕ. Further,whenϕ ∈ SO(V, f )
then (ϕ) = (ϕ|U) = K∗2; when ϕ /∈ SO(V, f ) then (ϕ) = αK∗2.
Now let π satisfy the assumptions. If eπ = e then (i) proves the assertion. So let eπ /= e. Put a :=
eπ − e. Then Q(a) = 2(1 − λ)Q(e) (use Q(eπ) = Q(e)). If Q(a) = 0 then λ = 1, hence Q(u) = 0
and then u = 0 and eπ = e, which was excluded. So Q(a) /= 0 and the symmetry σ := σa is well-
deﬁned. As eπσ = e and (π) = (πσ) · (σ) = (πσ) · 2(1 − λ)Q(e) statement (i) yields the
assertion. 
Corollary 2.4. Let K be a euclidean ﬁeld and V = U ©⊥〈e〉. Suppose that Q(u) > 0 for all u ∈ U \ {0} and
Q(e) < 0. Let π ∈ O(V, f ) and eπ = u + λe where u ∈ U and λ ∈ K. Then |λ| 1 and (π) = K∗2
when λ 1, (π) = −K∗2 when λ < −1.
Under the assumptions of the previous corollary put C := {v ∈ V |Q(v) < 0} and for v, w ∈ C de-
ﬁne:v ∼ w ⇔ f (v, w) < 0. Then∼ is anequivalence relationonCwith twoequivalence classesC+ :=
{v ∈ C|f (v, e) < 0} and C− := {v ∈ C|f (v,−e) < 0}. Each π ∈ O(V, f ) maps Cπ = C and preserves
∼; hence [C+π = C+ and C−π = C−] or [C+π = C− and C−π = C+].
In physical terms C is the interior of the light cone and C+ the upper interior of the light cone. The
property C+π = C+ can be interpreted as preservation of time-orientation.
Corollary 2.5. Let K be a euclidean ﬁeld and V = U ©⊥〈e〉. Suppose that Q(u) > 0 for all u ∈ U \ {0}
and Q(e) < 0. Let π ∈ O(V, f ) and eπ = u + λe where u ∈ U and λ ∈ K. The following statements are
equivalent.
(i) λ > 0 (hence λ 1).
(ii) π ∈ ker.
(iii) C+π = C+.
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If we assume additionally π ∈ SO(V, f ) then a further equivalent statement is
(iv) π ∈ (V, f ).
In a Lorentz group a mapping π is said to preserve space- and time-orientation if π ∈ SO(V, f )
and π satisﬁes one of the equivalent statements (i)–(iv). We proved that the subgroup of space- and
time-orientation preserving mappings in a Lorentz group O(V, f ) is the commutator group (V, f ) of
the Lorentz group. This is also the identity component of the Lorentz group.
3. Reﬂections in the commutator group of a Lorentz group
Let π ∈ O(V, f ) where V, f satisﬁes the general assumption (see Section 1). A π-module is a
subspace W of V such that Wπ = W . A π-module W is called an orthogonally indecomposable
π-module (abbreviation: o.i. π-module) if it is regular and /= 0 and does not admit an orthogonal
decompositionW = X ©⊥ Y into proper π-modules.
IfV = V1 ©⊥ · · · ©⊥ Vk andV = W1 ©⊥ · · · ©⊥Wl are decompositions ofV into o.i.π-modules then
k = l and (after re-indexing properly) πWi = ϕ−1πViϕ for an appropriate ϕ ∈ GL(V). It is not always
possible to achieve that ϕ ∈ O(V, f ) (see, e.g., [4]).
Proposition 3.1 (Involutions-invariance-theorem, see [2]). Let π ∈ O(V, f ) and π = ρσ where ρ , σ ∈
O(V, f ) are involutions. Then V admits a decomposition V = V1 ©⊥ · · · ©⊥ Vk into o.i. π-modules that are
simultaneously ρ- and σ -modules.
A classiﬁcation of o.i. π-modules is well-known and, e.g., explained in [4]. We use denotations and
collect some facts from this article.
Observation I (On o.i. π-modules of index  1).
(a) An anisotropic o.i. π-moduleW is of one of the following types:
Type 2−(1):W is a 1-dimensional anisotropic subspace and πW = 1W (subscripts denote restric-
tions).
Type 2+(1):W is a 1-dimensional anisotropic subspace and πW = −1W .
Type 2∗: W is an anisotropic π-cyclic module such that the minimum polynomial is mipπW =p
for an irreducible self-reciprocal p ∈ K[x] of even degree.
(b) An o.i. π-moduleW of Witt index = 1 is of one of the following types:
Type 2∗: W is a π-cyclic isotropic π-module such that mipπ =p for an irreducible self-reciprocal
p ∈ K[x] of even degree  4. (This does not occur when K = R.)
Type 2+(3):W is π-cyclic and 3-dimensional with mipπW = (x + 1)3.
Type 2−(3):W is π-cyclic and 3-dimensional with mipπW = (x − 1)3.
Type 3(2):W is π-cyclic and 2-dimensional with mipπW = (x − λ)(x − λ−1) for some λ ∈ K \{0, 1,−1}.
Additional remark (see 4.6 and 5.1 in [4]).When the type of πW (in (a) or (b)) is 2
+(1) or 2+(3) then
πW /∈ SO(W); else πW ∈ SO(W).
If K = R and the type ofW is 2∗ then the minimum polynomial mipπW = p has degree 2, hence
dimW = 2.
If the type ofW is 2− then πW ∈ ker.
If the type ofW is 2+ then (πW ) = dW (dW denotes the discriminant ofW).
In case 2−(3) or 3(2)we canwriteπW = σaσb with symmetries σa, σb (where a, b ∈ W) such that
(σa) = −dW .
If the type ofW is 2−(3) and πW = ηω where η,ω ∈ SO(W) are involutions then (η) = −K∗2.
Proposition 3.2 (see [3]). Let π ∈ SO(V, f ). Then π is 2-reﬂectional in SO(V, f ) if and only if n /≡
2mod 4 or an orthogonal decomposition of V into orthogonally indecomposable π-modules contains an
odd-dimensional term.
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Assumption in the sequel.We assume that K = R and O(V, f ) is an n-dimensional Lorentz group. So
V = U ©⊥〈e〉 where U /= 0 and Q(u) > 0 for all u ∈ U \ {0} and Q(e) < 0.
Observation II (On decompositions for Lorentz-transformations). Letπ ∈ O(V, f ). Then a decomposition
of V into o.i. π-modules has one of the following forms.
(A) V = Y ©⊥ V2 ©⊥ · · · ©⊥ Vk where Y = 〈y〉 is 1-dimensional and Q(y) < 0 and f is positive deﬁ-
nite on V2, . . . , Vk
(B) V = Y ©⊥ V2 ©⊥ · · · ©⊥ Vk where Y has Witt index 1 and the discriminant satisﬁes dY = −K∗2
and f is positive deﬁnite on V2, . . . , Vk .
Proof. Let V = V1 ©⊥ V2 ©⊥ · · · ©⊥ Vk be a decomposition into o.i. π-modules. Suppose it does not
ﬁt into (B). Then each Vi is anisotropic. We can assume that Q(y) < 0 for some y ∈ V1 =: Y . As
Y is anisotropic we have Q(v) < 0 for all v ∈ Y . A subspace with this property has dimension
 1. 
Additional remark. If we assume that π ∈ ker then πZ ,πY ∈ ker where Z := V2 ©⊥ · · · ©⊥ Vk
(as f is positive deﬁnite on Z).
Theorem 3.3. Letπ ∈ (V, f ) (the commutator group of the n-dimensional Lorentz group). The following
statements are equivalent.
(i) π = ρσ for some involutions ρ , σ ∈ (V, f ) (i.e. π is 2-reﬂectional in (V, f )).
(ii) (1) n ≡ 0mod 4 or n ≡ 1mod 4; or
(2) vπ = v or vπ = −v for some v ∈ V with Q(v) > 0.
Proofof (i)⇒ (ii). Let us assume that (i) is satisﬁedand¬(1) and¬(2).Wewill arrive at a contradiction.
Consider a decomposition of V into o.i. π-modules. By Proposition 3.1 we may assume that each
summand is invariant under ρ and σ .
Let us ﬁrst study case (A) V = Y ©⊥ V2 ©⊥ · · · ©⊥ Vk of observation II. Put Z := V2 ©⊥ · · · ©⊥ Vk .
Then ρZ ∈ ker (f is positive deﬁnite on Z), hence ρY = 1Y . Also σY = 1Y . Therefore,πZ = ρZσZ and
ρZ , σZ ∈ SO(Z).
Due to ¬(2) and Observation I with the following remarks all π-modules V2, . . . , Vk are
2-dimensional of type 2∗.
It follows that dim Z = n − 1 is even, hence n ≡ 3mod 4 (due to¬(1)). So dim Z ≡ 2mod 4,which
does not comply with Proposition 3.2 as πZ = ρZσZ and ρZ , σZ ∈ SO(Z) and each o.i. πZ-module has
even dimension.
Now consider case (B) in Observation II. So V = Y ©⊥ V2 ©⊥ · · · ©⊥ Vk where Y hasWitt index 1 and
dY = −K∗2. Again it follows that the π-modules V2, . . . , Vk are 2-dimensional π-modules of type 2∗
and ρY , σY ∈ ker. As πY ∈ ker the remarks following Observation I yield that Y is 2−(3) or 3(2)
and that ρY and σY are symmetries. It follows that ρZ , σZ /∈ SO(V, f ) (where Z := V2 ©⊥ · · · ©⊥ Vk). As
the restrictions ρi, σi to Vi are symmetries, it follows that k − 1 is odd.
When dim Y = 2 this implies n ≡ 0mod 4, in contrast to ¬(1). When dim Y = 3 this implies n ≡
1mod 4, in contrast to ¬(1).
Proof of (ii) ⇒ (i). Take a decomposition of V into o.i. π-modules.
Firstwe assume that the formof the decomposition is (A). ThenπY = 1Y . Put Z := V2 ©⊥ · · · ©⊥ Vk .
As (1) or (2) hold true Z contains a 1-dimensional regular π-module or n − 1 /≡ 2mod 4. Hence
Proposition 3.2 provides involutions ω, η ∈ SO(Z) such that πZ = ωη. Put ρ := 1Y ⊕ ω and σ :=
1Y ⊕ η.
Now we assume that the form of the decomposition is (B).
The type of Y is 3(2) or 2−(3) (if 2+(3) then (πY ) = −K∗2 by a remark following Observation I).
In both cases one ﬁnds symmetries σa, σb ∈ O(Y) ∩ ker such that πY = σaσb.
Further, we ﬁnd involutions η,ω ∈ O(Z) such that πZ = ηω and we can assume that each Vi is
invariant under ρZ and σZ (see Proposition 3.1).
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If, e.g. dim V2 = 1 thenπ2 = η2 · ω2 = (−η2)(−ω2)proves thatwe can achieveη /∈ SO(Z), hence
also ω /∈ SO(Z) (observe that πZ ∈ SO(Z) as πY ∈ SO(Y)). Put ρ := σa ⊕ η and σ := σb ⊕ ω. We
proved the claim when (2) is valid.
Nowweassume¬(2). Hence eachdim Vi = 2 for i = 2, . . . , k and (1) is valid. If dim Y = 3 it follows
that n ≡ 1mod 4; if dim Y = 2 it follows that n ≡ 0mod 4. In both cases k − 1 is odd. As each πi is
a product of two symmetries we ﬁnd η,ω ∈ O(Z) \ SO(Z) such that πZ = η · ω. We ﬁnish as in the
previous case: put ρ := σa ⊕ η and σ := σb ⊕ ω. 
Corollary 3.4. The commutator group of the n-dimensional Lorentz group is 2-reﬂectional if and only if
n ≡ 0 or n ≡ 1mod 4.
Proof. When n ≡ 0 or n ≡ 1mod 4 then the previous proposition states that  is 2-reﬂectional. So
let n ≡ 2 or n ≡ 3mod 4. We must ﬁnd π ∈  that is not a product of two involutions in .
Let n ≡ 2mod 4. Take 2-dimensional subspaces Y, V2, . . . , Vk such that V = Y ©⊥ V2 ©⊥ · · · ©⊥ Vk
and Y is a hyperbolic plane (2-dimensional isotropic regular subspace) and f is positive deﬁnite on Vi.
Deﬁne π ∈ O(V, f ) such that each Vi is an o.i. π-module of type 2∗ (i.e. πVi is a rotation /= 1Vi ,−1Vi )
and Y is a π-module of type 3(2) (i.e. a hyperbolic rotation) such that mipπY = (x − λ)(x − λ−1)
for a number λ ∈ R>0 \ {1}. Then π ∈  and π is not 2-reﬂectional in  (not even in SO(V)) by the
Theorem.
Now let n ≡ 3mod 4. Take subspaces Y, V2, . . . , Vk such that V = Y ©⊥ V2 ©⊥ · · · ©⊥ Vk where
dim Vi = 2 and f is positive deﬁnite on each Vi, further dim Y = 3 and the Witt index of Y is 1. Deﬁne
π ∈ O(V, f ) such that the Vi are o.i. 2∗-modules and Y is an o.i. π-module of type 2−(3) (it is easy to
check that this is possible). Then π ∈  but π is not 2-reﬂectional in  (see Theorem). 
4. Real elements in the commutator group
In a group G an element π ∈ G is called real if πα = π−1 for some α ∈ G; i.e. π is a conjugate to
its inverse.
Clearly, each2-reﬂectional elementg is real.Wewill prove that in thecommutatorgroupof aLorentz
group each real element is 2-reﬂectional, hence the properties 2-reﬂectional and real coincide.
First let the general assumption (see Section 1) hold true.
Theorem 4.1. Let π ∈ SO(V, f ). The following statements are equivalent.
(i) π is 2-reﬂectional in SO(V, f ).
(ii) πα = π−1 for some α ∈ SO(V, f ).
Proof of (ii) ⇒ (i). We may assume (1) n := dim V ≡ 2mod 4 and (2) that each orthogonally inde-
composable π-module has even dimension (else (i) follows from Proposition 3.2). Requirement (2)
implies (3) each regular π-module has even dimension. We will arrive at a contradiction.
As O(V, f ) is 2-reﬂectional one ﬁnds involutions ρ , σ ∈ O(V, f ) such that π = ρσ . From (2) and
5.9 in [4] it follows that the dimension of the negative space of both ρ and σ is 1
2
n. As n ≡ 2mod 4 this
number is odd, hence det ρ = −1 = det σ . Put ϕ := ασ ∈ O(V, f ). So (4) πϕ = π and (5) det ϕ =
−1. Consider a decomposition of V into o.i. ϕ-modules Vi. The only type with det(ϕVi) = −1 is 2+.
So the number of type 2+ ϕ-modules is odd and the direct sum A := ⋃i ker(ϕ + 1)i of 2+ and 1+-
modules has odd dimension. Due to (4) A is a π-module, in contrast to (3). 
Theorem 4.2. Let π ∈ (V, f ) where (V, f ) is the commutator subgroup of an n-dimensional Lorentz
group. The following statements are equivalent.
(i) π is 2-reﬂectional in (V, f ).
(ii) πα = π−1 for some α ∈ (V, f ).
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Proof. Assume that (ii) holds true. We may assume that ¬(1) and ¬(2) of (ii) in Theorem 3.3 are
fulﬁlled (else (i) follows from Theorem 3.3).
The previous proposition provides involutions ρ , σ ∈ SO(V, f ) such that π = ρσ . We claim that
ρ , σ ∈ (V, f ).
Consider a decomposition into π-modules V = Y ©⊥ Z such that Y is a cyclic π-module and
[mipπY = (x − 1)k for k = 1 or 3, or Y is a hyperbolic plane] and f |Z×Z is positive deﬁnite (see
Observation II).
If Y is a hyperbolic plane then each o.i. π-module has even dimension (in particular n is even) and
Proposition 3.2 yields n /≡ 2mod 4; further, n /≡ 0 (due to ¬(1)). This is impossible. Hence
(j) mipπY = (x − 1)k for k = 1 or 3.
Put ϕ := αρ . Then ϕ ∈ SO(V, f ) and πϕ = π .
(jj) If Yϕ = Y the claim follows.
Proof of (jj). The π-module Y is cyclic and πYϕY = ϕYπY . Hence ϕY = q(πY ) for some q ∈ R[x]. So
ϕY is a unipotent orthogonal mapping (as πY is unipotent) and this yields ϕY ∈ ker. Further, Zϕ =
Y⊥ϕ = Y⊥ = Z andϕZ ∈ ker as f is positive deﬁnite on Z . Soϕ ∈ ker andherewithρ , σ ∈ ker.
(jjj) Yϕ = Y .
Proof. Take a basis (y, y(π − 1), . . . , y(π − 1)k−1) for Y and let c := y(π − 1)k−1. Then c, cϕ ∈ F(π).
If 〈c〉 /= 〈cϕ〉 then H := 〈c, cϕ〉 is a hyperbolic plane (as the index of V is 1 and Q(c) = 0 = Q(cϕ))
and π |H = 1H . So Q(w) > 0 and wπ = w for some w ∈ H which does not comply with ¬(2) of the
Theorem. Hence 〈c〉 = 〈cϕ〉. This implies Y = Yϕ. 
5. The general case
Let the general assumption (see Section 1) hold true and assume that K = R. Let p denote the
number of positive vectors (i.e. Q(v) > 0) and q the number of negative vectors in an orthogonal basis
for V . The pair (p, q) is called the signature (p the positive and q the negative signature) and does not
depend on the orthogonal basis. So p is the dimension of each maximal subspace U with the property
fU×U is positive deﬁnite. The Witt index fulﬁlls ind(V, f ) = min{p, q}.
The present setting subsumes Lorentz groups.
When is the commutator group (V, f ) (of the orthogonal group O(V, f )) 2-reﬂectional? We will
provide a handsome criterion.
As O(V, f ) depends only on the signature (p, q) we can write O(p, q) (also SO(p, q) and (p, q)).
Hence the answer to the above question is hidden in p and q only.
Note that O(p, q) = O(q, p), SO(p, q) = SO(q, p) and (p, q) = (q, p) = SO(p, q) ∩ kerp,q =
SO(q, p) ∩ kerq,p.2
Clearly, (−1V ) = (−1)q.
Notation. For brevity 1 and −1 will indicate the classes of squares 1 · R∗2, −1 · R∗2, respectively.
Observation 5.1. If π ∈ O(p, q) and q is odd then π = ρσ for involutions ρ , σ ∈ O(V, f ) such that
(ρ) = 1; and also π = ρσ such that (ρ) = −1.
If p ≡ 1 and q ≡ 3mod 4 (or conversely) then (p, q) is 2-reﬂectional.
2 If g = λf for λ ∈ K \ {0} then O(V, f ) = O(V, g), SO(V, f ) = SO(V, g) and (V, f ) = (V, g) for arbitrary pairs (V, f )
satisfying the general assumption.
2118 F. Knüppel, K. Nielsen / Linear Algebra and its Applications 433 (2010) 2111–2121
Proof of second statement. Let π ∈ (p, q). As n ≡ 0mod 4, Proposition 3.2 yields π = ρσ for in-
volutions in SO(p, q). So π = (−ρ)(−σ) and ρ ∈ SO(p, q). As ρ ∈ kerp,q or −ρ ∈ kerp,q the
assertion follows.
Observation 5.2. If n ≡ 2mod 4 and q is odd then (p, q) contains a non-real element. In particular,
(p, q) is not 2-reﬂectional.
Proof. Take π ∈ SO(p, q) such that π is not 2-reﬂectional in SO(p, q) (see Proposition 3.2). Hence
π is not real in SO(p, q) (see Theorem 4.1). Also −π ∈ SO(p, q) and −π is not real in SO(p, q) (as
−1V ∈ SO(p, q)). Further π ∈ ker or −π ∈ ker as q is odd. So π or −π is a non-real element in
(p, q). 
In the case of a Lorentz group the requirement ind(V, f ) = 1 imposes coarse restrictions on the
types of o.i. π-modules. In the present general situation we need a broader inspection based on the
classiﬁcation and arguments in [4], with the only restrictions that R has two classes of squares and
an irreducible polynomial in R[x] has degree  2. The results of this routine effort are compiled in
the following three lemmas. All types are discussed in the lemmas: In the ﬁrst one the case π ∈
O(p, q) \ SO(p, q) (this is only possible when π-type = 2+); in Lemma 5.4 the cases where π is a
product of two involutions in SO(p, q); in Lemma 5.5 the cases π = ρσ where ρ is an involution in
SO(p, q) and σ ∈ O(p, q) \ SO(p, q).
Lemma 5.3. Let π ∈ O(p, q) \ SO(p, q) and suppose that V is an o.i. π-module. Suppose that ρ , σ ∈
O(p, q) are involutions such that π = ρσ.
Then theπ-type is 2+, so n is odd.Henceπ = (−ρ)(−σ) and ρ ∈ SO(p, q) or−ρ ∈ SO(p, q).Under
the assumption that ρ ∈ SO(p, q) one hasmod 8:
if n = 8t + 1 then [q = 4t or q = 4t + 1] and (π) = 1 and (ρ) = 1;
if n = 8t + 3 then [q = 4t + 1 or q = 4t + 2] and (π) = −1 and (ρ) = −1;
if n = 8t + 5 then [q = 4t + 2 or q = 4t + 3] and (π) = −1 and (ρ) = −1;
if n = 8t + 7 then [q = 4t + 3 or q = 4t + 4] and (π) = 1 and (ρ) = 1.
Further, if q is even then (π) = 1 and (ρ) = (σ); if q is odd then (π) = −1 and (ρ) =
−(σ) (see [4], 5.1).
Lemma 5.4. Let π ∈ SO(p, q) and suppose that V is an o.i. π-module. Suppose that ρ , σ ∈ SO(p, q) are
involutions such that π = ρσ.
Then one of the following cases occurs:
• π-type= 1: Then p = q is even and π ∈ (p, q) ([4], 4.7).
Further, (ρ) = (−1)p/2 ([4], 5.53).
• π-type= 2−: Then n is odd and π ∈ (p, q) ([4], 4.7) and modulo 8:
if n = 8t + 1 then [q = 4t or q = 4t + 1] and (ρ) = 1;
if n = 8t + 3 then [q = 4t + 1 or q = 4t + 2] and (ρ) = −1;
if n = 8t + 5 then [q = 4t + 2 or q = 4t + 3] and (ρ) = −1;
if n = 8t + 7 then [q = 4t + 3 or q = 4t + 4] and (ρ) = 1 (see [4], 5.1).
• π-type= 2∗ and n ≡ 0mod 4.] Then π ∈ (p, q) and p = q is even and (ρ) = (−1)q/2 (see
[4], 5.3).
• π-type=3 and n ≡ 0mod 4.] Then p = q and(π)=1 and one can achieve that(ρ) = (−1)q/2
(see [4], 5.3 and 5.7(i)).
When n is even and π = ρ′σ ′ for involutions ρ′, σ ′ ∈ O(V, f ) it follows that dimN(ρ′) = n/2 =
dimN(σ ′) (where N(ρ′) :=ker(ρ′ + 1) denotes the negative space of ρ′); in particular, ρ′, σ ′ ∈
SO(V, f ).
3 In [4], 5.5, the statement ρ , σ ∈ (V) is an obvious error, as the preceding argument that B(ρ) is a hyperbolic space yields
immediately (ρ) = (−1)n/4.
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Lemma 5.5. Let π ∈ SO(p, q) and suppose that V is an o.i. π-module. Suppose that ρ , σ ∈ O(p, q) \
SO(p, q) are involutions such that π = ρσ.
Then one of the following cases occurs:
• π-type= 2∗ and n ≡ 2mod 4. Then n = 4t + 2 andπ ∈ (p, q) and [q = 2t or q = 2t + 2] and
(ρ) = (−1)q/2 (see [4], 5.3).
• π-type= 3 and n ≡ 2mod 4. Then p = q and −(ρ) = (−ρ) (see [4], 5.3).
Corollary 5.6. Let π ∈ O(p, q) and suppose that V is an o.i. π-module.
If q is even then π = ρσ for involutions ρ , σ ∈ O(p, q) such that (ρ) = (−1)q/2.
Further, (ρ) = (−1)q/2 whenever π = ρσ for involutions ρ , σ ∈ O(p, q).
If q is even and n is even then π = ρσ for involutions ρ , σ ∈ O(p, q) such that (ρ) = (−1)q/2 and
det ρ = (−1)n/2 = det σ.
This follows immediately by inspection of the preceding three lemmas. Together with Observation
5.1 this yields
Corollary 5.7. Letπ ∈ O(p, q). If q is even thenπ = ρσ for involutionsρ , σ ∈ O(p, q) such that(ρ) =
(−1)q/2.
If q is odd then π = ρσ = (−ρ)(−σ) and (−ρ) = −(ρ) for appropriate involutions ρ , σ ∈
O(p, q).
Corollary 5.8. Let q /≡ 2mod 4. Then kerp,q is 2-reﬂectional.
Corollary 5.9. If n is odd and q ≡ 0mod 4 then (p, q) is 2-reﬂectional.
If q is odd and n ≡ 0mod 4 then (p, q) is 2-reﬂectional.
Proof. First statement. Let π ∈ (p, q). Then π = ρσ for involutions ρ , σ ∈ kerp,q (see Corollary
5.8). As (−1V ) = 1 (q is even) and det(−1V ) = −1 the identity π = ρσ = (−ρ)(−σ) shows the
assertion. The second statement repeats Observation 5.1. 
Lemma 5.10
(a) Let π ∈ O(p, q). If V = U ©⊥W for π-modules U,W such that dU = −1 then π = ρσ for involu-
tions ρ ∈ kerp,q and σ ∈ O(p, q).
(b) Let π ∈ kerp,q and q ≡ 2mod 4. If π = ρσ for involutions ρ , σ ∈ kerp,q then V = U ©⊥W
for π-modules U,W such that dU = −1.
Proof.
(a) As O(V, f ) is 2-reﬂectional and due to Proposition 3.1 we have π = ρσ for involutions ρ , σ ∈
O(p, q) that leave U invariant. As ρUσU = (−ρU)(−σU) and ρU ∈ ker or −ρU ∈ ker we can
assume that ρ ∈ ker and the assertion follows.
(b) Consider a decomposition into o.i. π-modules U that are also invariant under ρ (see Proposition
3.1). Suppose that dU = 1 for each U. So πU ∈ O(pU, qU) and qU is even. If qU ≡ 0mod 4 then
(ρU) = 1; If qU ≡ 2mod 4 then (ρU) = −1 (see Corollary 5.6). The number of π-modules U
in the decomposition with qU ≡ 2mod 4 is odd. Hence (ρ) = −1. 
Theorem 5.11. Let π ∈ kerp,q. The following statements are equivalent.
(i) π is 2-reﬂectional in kerp,q.
(ii) πα = π−1 for some α ∈ kerp,q.
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Proof. Suppose that (ii) holds true. Take involutions ρ , σ ∈ O(p, q) such that π = ρσ . We claim that
(ρ) = 1. Put ϕ := ασ . Then ϕ ∈ O(p, q) and (1) πϕ = ϕπ .
Consider the “orthogonalprimarydecomposition"V = ker∞r1(ϕ) ©⊥ · · · ©⊥ ker∞rk(ϕ)where the
polynomials ri ∈ K[x] are distinct and [ri = r∗i is prime or ri = ss∗ where s ∈ K[x] is prime and prime
to the reciprocal polynomial s∗; see [4], 2.9)],4 e.g. when r1 = x − 1 then ker∞r1(ϕ) is the orthogonal
sumofo.i.ϕ-modulesofϕ-type1− and2−. Theϕ-modulesU of thisdecompositionarealsoπ-modules
(due to (1)).
We may assume that the negative signature qU of each ϕ-module U of the decomposition is even
(else (i) follows immediately from Lemma 5.10(a)).
If we can prove that (ϕU) = 1 for each U then (ϕ) = 1, hence (ρ) = 1 as claimed.
So assume that U is one of the ϕ-modules U = ker∞r(ϕ) of the above decomposition and that
(ϕU) = −1. Further qU is even.
Hence r /= x − 1 (else (ϕU) = 1) and also r /= x + 1 (else also (ϕU) = 1 as qU is even). If
r ∈ R[x] is prime of degree 2 and r = r∗ then U is the orthogonal sum of o.i. ϕ-modules of ϕ-type
2∗; hence (ϕU) = 1 by Lemmas 5.4 and 5.5. There remains the only possibility that r = s · s∗
where s ∈ R[x] is prime and s /= s∗. In other words, U is the orthogonal sum of o.i. ϕ-modules
of type 3 with minimal polynomials of the form rm = (s · s∗)m (where m ∈ N). As least one such
type-3-module must have a dimension ≡ 2mod 4 (else Lemma 5.4 implies that (πU) = 1). Hence
deg s = 1, i.e. s = x − λ for some λ ∈ R \ {0, 1,−1} and s∗ = x − λ−1. So char πU = [(x − λ)(x −
λ−1)]qU (as 2qU = dimU). Thus −1 = (ϕU) = λqU . This implies that qU is odd, in contrast to the
assumption. 
Proposition 5.12. If n = 2m and q = 2r are even and π ∈ O(p, q) then π = ρσ for involutions ρ , σ ∈
O(p, q) such that det ρ = (−1)m and (ρ) = (−1)r .
Proof. First we prove the assertion under additional assumptions.
(i) When V is an o.i. π-module then the assertion is correct.
See Corollary 5.6.
(ii) The assertion is correct when V = U ©⊥W where U and W are π-modules such that nU /≡
qU mod 2 (nU = dimU and (pU, qU) the signature of U).
Proof of (ii). Write π = ρσ where ρ , σ ∈ O(p, q) are involutions that leave U,W invariant (see
Proposition 3.2). If nU is even then we can assume that det ρ = (−1)m (see (i)) and if necessary
replace ρUσU by (−ρU)(−σU). If nU is odd we can assume that (ρ) = (−1)r (see Corollary
5.6) and if necessary replace ρUσU by (−ρU)(−σU).
(iii) The assertion is correct when V = U ©⊥W where U andW are o.i. π-modules.
Proof of (iii). If both U and W satisfy the assumptions on V,π then (i) proves the claim. Also if
nU /≡ qU mod 2 or nW /≡ qW mod 2 (see (ii)). There remains the case that nU, nW , qU , qW are
odd numbers. Inspection of Lemmas 5.3, 5.4 and 5.3 leaves for the π types of U andW only the
possibilities 2− or 2+. The possible combinations follow from Lemmas 5.3 and 5.4.
Now refrain from additional requirements.
Suppose that the statement is not true. Take a counterexample V,π of minimum dimension n.
Then each o.i. π-module U of V has odd dimension nU and odd negative signature qU (due to (i)
and (ii)). Further, at least two distinct o.i. π-modules U,W exist in an orthogonal decomposition of V
into o.i. π-modules (as n and q are even). So U ©⊥W has even dimension and even negative signature.
Thus (iii) applies and again we arrive at a contradiction. 
Corollary 5.13. If p, q ≡ 0mod 4 then (p, q) is 2-reﬂectional.
4 For a linear mapping ϕ : V → V put ker∞ϕ := ⋃ ker(ϕj) where j ranges over N.
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Theorem 5.14. Given p, q the following statements are equivalent.
(i) (p, q) is 2-reﬂectional.
(ii) Each element of (p, q) is real.
(iii) p, q, n /≡ 2mod 4.
Proof. (iii) ⇒ (i).
Let p, q, n /≡ 2mod 4.
If n and q are even then the previous proposition yields the claim.
If [n is even and q is odd] or [n is odd and q is even] then Corollary 5.9 applies.
There remains the case n, q odd. Then p is even. As (p, q) = (q, p) the previous case yields the
assertion.
(i) ⇒ (ii) is trivial.
We prove ¬(iii) ⇒ ¬(ii).
Suppose that n ≡ 2mod 4.
ByObservation5.2we can assume that q is even.WriteV = V1 ©⊥ · · · ©⊥ Vk such thatV1, . . . , Vk are
2-dimensional and anisotropic. Deﬁne πi ∈ O(Vi) such that Vi is an o.i. πi-module of type 2∗ and put
π := π1 ⊕ . . . ⊕ πk . Then π ∈ (p, q). However, π is not 2-reﬂectional in SO(V, f ) (see Proposition
3.2). So π is not real in SO(V, f ) (see Theorem 4.1). Hence π is not real in (p, q).
Suppose that q ≡ 2mod 4. Write V = V1 ©⊥ · · · ©⊥ Vk such that V1, . . . , Vk−1 are 2-dimensional
and anisotropic and Vk = 0 or dim Vk = 1. Deﬁne πi ∈ O(Vi) for i = 1, ..., k − 1 such that Vi is a
πi-moduleof type2
∗ andπk = 1Vk . Thenπ := π1 ⊕ · · · ⊕ πk ∈ (p, q). Assumethatπ = ρσ where
ρ , σ ∈ (p, q) are involutions. Take an orthogonal decomposition V = W1 ©⊥ · · · ©⊥Ws into o.i.
π-modules that are alsoρ-modules (see Proposition 3.1). Asπ has no eigenvalue or just the eigenvalue
1 with 1-dimensional eigenspace Vk we can assume that Vi = Wi for i = 1, . . . , k. The number q/2 of
2-dimensional spaces Vi with a negative deﬁnite form is odd. So Lemma 5.5 yields that (ρ) = −1.
We proved that π is not 2-reﬂectional in kerp,q. Hence π is not real in kerp,q (see Theorem 5.11)
and also not real in (p, q). 
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