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 1．はじめに
 アフィンスケーリング法（Dikin（1967））は1967年にロシアの数学者I．I．Dikinによって発
見された線形計画問題に対する世界で最初の内点法である．この方法は，多項式性を持っ実用
的な算法として数理計画の分野で内点法が爆発的に研究されるきっかけとなったKarmarkar
法（Karmarkar（1984））の簡略版とも見なすことができ，1984年にKarmarkar法が登場し
たのちに，何人かの研究者によって再発見された（例えばBarnes（1986），Vanderbei et a1．
（1986））という歴史を持つ．他のいくつかの著名な内点法（Reneger（1988），Kojima et a1．
（1989a，1989b），Ye（1991），Kojima et a1．（1991））と異なり，現在までのところ多項式性は証明
されていないものの，単純で性能が良く，美しい性質を持っており，大規模な問題を実用的な
時間で解き得ることが報告されている（Ad1er et a1．（1989a，1989b），Monma and Morton
（1987），McShane et a1．（1989），Resende andVeiga（1992））．本稿ではこの方法の大域的収束性
について論じ，その証明を通じて線形計画法の基本定理である双対定理が導かれることを紹介
する．ここで紹介する結果は基本的にはTsuchiya（1991．1992），Dikin（1992）等の結果を発展
させたものとしてTsuchiya and Muramatsu（1992）で得られたものであるが’，解説的な論
文Monteiro et a1、（1993），Saiga1（1992）なども参考にして，線形代数と初等的な解析の素養
があれば，線形計画法に関する特別な知識がなくても理解できるようにまとめたつもりであ
る．’なお，アフィンスケーリング法に関しては多数の論文があるが，本稿では必要最小限の参
考文献を挙げるにとどめた．興味のある方は，例えばTsuchiya（1991．1992），Monteiro et a1．
（1993）申の参考文献を参照されたい．
 2．アフィンスケーリング法
 次のような線形計画問題を考えよう．
            minimizeπoτκ， subject to Aκ＝ろ， κ≧0， （2．1）
            c，κ∈lR”， A∈Rmx”， ろ∈1Rm．
制約条件ル＝う，κ≧Oを満たす点を可能解と呼ぶ．可能解の集合を8と記す．特に，κ＞0な
る可能解は，内点可能解と呼ばれる．次の仮定を置く．
＊本報告は，第5回RAMPシンポジウム（1993年10月21，22日，於筑波大学）で発表された原稿
“アフィンスケーリング法の理論的解析”（第5回RAMPシンポジウム論文集，PP．29－41）に加筆
 し，改訂を加えたものである．
ユDikin（1991）においても類似の結果が得られている．
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 仮定1．線形計画問題（2．1）は内点可能解を持つ．
また，
仮定2．線形計画問題（2．1）が最適解を持つ
ことも仮定しよう．
 今，制約領域の内部に適当な計量G（κ）を定め，それに関する目的関数。τκの最急降下方向，
つまり，“目的関数ベクトル。の空間Aゴ＝Oへの計量G（κ）による射影
 （2．2）   ｛力1minimizeρ（G－1（κ）o一ヵ）℃（κ）（G■1（κ）c一ヵ），subject toλ力＝0｝
の（逆）方向”に進むことによって，初期内点可能解κOから出発して，内点可能解の列を生成
し，この線形計画問題を解くことを考えよう2．G（κ）を適切に定めるために，線形計画問題（2．1）
と，それに対して非負変数κのスケーリング，すなわち，κ→ル（Dは対角成分が正の対角行
列）という変換を施して得られる線形計画問題とは本質的に等価であることに着目する．そし
て，得られる探索方向がこのようなスケーリングによらないようにするために，いかなる内点
可能解が与えられようとも，常に“現在いる内点κを（スケーリング後の座標が）すべて1と
なるようにスケーリングした問題”
 （2．3）       minimize。（Xo）「o， subject toλX〃＝ろ， o≧0
（Xはκを対角要素に持つ対角行列である；以後この記法を頻繁に用いる）を考え，この問題
に対して“単位行列∫による計量”に関する目的関数（Xc）「mの最急降下方向を
 （2．4）       ｛o l minimize口（Xo－o）T（Xo－o），subject toλX〃＝0｝
の（逆）方向として求め，これを元の問題の変数空間に引き戻したものを探索方向として用い
ることにしてみよう．このようにして得られる探索方向が，非負変数のスケーリングに対して
不変であることは明らかであるが，これは，（2．2）において，G（κ）＝r2と置いて得られる最急
降下方向になっていることが確かめられる．そこで，G（κ）＝X■2と置いた時の（2．2）の最適解
をa（κ）として，一a（κ）を探索方向として用いることにする．ここで，次の命題が成立する．
 命題2．1．次の4つの条件は同値である：
 （i）ある内点可能解κで∂（κ）＝Oとなる．
 （ii）任意の内点可能解κでa（κ）：0となる．
 （iii）目的関数値が制約領域全域で一定値をとる．
 （iV） 0∈Im（Aτ）．
 証明．（iii）と（iv）が同値であることは，（iii）が（仮定1の下では）
 （2．5）              cτo＝O for a11o∈Ker A
を意味すること， そして線形代数の良く知られた事実
 （2．6）           o∈Im（AT）く＝⇒oτo＝O for a11〃∈Kerλ
より容易に分かる．以下（i）～（iii）が同値であることを証明する．
 （ii）⇒（i）は自明．（i）⇒（iii），（iV）⇒（ii）を示す（これで（i）～（iV）の同値性が示されたことにな
2テンソル算的にいえば，（2．2）に現れるベクトルG－1cは，共変ベクトル。を計量G－1で移して得ら
れる反変ベクトルである．目的関数中でG－1oから引かれるベクトルカは2点間の変位を表す反変ベ
 クトルなのでこれでつじつまがあうわけである．
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る）．5が（2．2）の最適解であるための必要十分条件は，
 （2．7）            〆（X－2力一。）＝0for a11o∈KerA
が成り立つことである（X－2卜。が力＝力における（2．2）の目的関数の勾配であることに注
意）．（i）が成立している時力＝a（κ）＝Oであり，力＝Oとおいて（2．7）が成立していることから，
（2．5）が成り立つ．これは，（iii）が成立していることに他ならない．ゆえに，（i）⇒（iii）が示され
た．一方，（2．6）より，c∈Im（”）ならば，任意の内点可能解夕＞0について，タ＝Oが（2．7）を
満たし，したがってa（元）＝0であることが分かる．ゆえに（iv）が成り立てば（ii）も成立す
る．■
命題2．1より，与えられた内点可能解κでゴ（κ）＝Oならば目的関数は制約領域で一定値をと
り，この時は制約領域全体が最適解となる．この簡単な場合を排除するために次の仮定をおく．
仮定3．目的関数値は制約領域上で一定値をとらない．
 この仮定の下では命題2．1の（i）と（iii）の同値性より制約領域の任意の内点κでa（κ）≠0
である．さらに次の命題が成立する．
命題2．2．κを内点可能解とする．この時，ゴ（κ）は次の性質を持つ．
（i）o「a（κ）＝11r1a（κ）l12．
 （ii）一ゴ（κ）は。㌃に関する降下方向である；つまり。「（一a（κ））＜0である．
 （iii）a（κ）は少なくとも1つ正の要素を持つ．
証明．Aa（κ）＝0であること，そしてトa（κ）とおいて（2，7）が満たされることより，（2．7）
において5＝a（κ），o＝a（κ）とすると。Tゴ（κ）一a（κ）τX－2a（κ）＝Oとなる．これで（i）は示さ
れた．仮定1～3の下では，a（κ）≠Oであり，o「a（κ）＝a（κ）「X－2a（κ）＞0であるから，（ii）が成
り立つことが分かる．次に（iii）を示す．背理法を用いるため，ある内点可能解κにおいてa（κ）
の全要素が0以下であるとしよう．一ゴ（κ）が負の要素を一つも含まないので，任意のμ＞0に
ついてκ一μa（κ）は可能解である．oτa（κ）＞0であるから，目的関数はいくらでも小さくできる
ことになるが，これは最適解の存在に矛盾する．■
 各反復で，次の内点可能解κ十を現在の内点可能解κから探索方向一a（κ）に制約領域の境界
にぶつかる点に向かって比率λだけ進んだ点に選ぶようにすると，次のような反復式が得られ
る：
                       ゴ（κ） （2．8）         κ十＝κ一λ                     κ［X－1a（κ）］‘
ここで，λ［o］はベクトル。の最大要素を表す．命題2．2（iii）よりλ［X－1a（κ）］が常に正である
から，κ＞0である限り，左辺は計算可能である．λ＝1とすると，κ十のどれかの成分が0にな
り，内点可能解ではなくなってしまうが，λをO＜λ＜1を満たすようにとることにより，κ十も
内点可能解となり，無限に反復を続けることができる．この反復によって線形計画問題を解く
方法がアフィンスケーリング法（Dikin（1967））である．各反復でλの値を変えることも考え
られるが，ここでは話を簡単にするため反復を通じてλを定数に固定する．
 （2．8）の両辺にX－1を乗じて，一般に正の要素を少なくとも1つ含むベクトル。に対しては
各要素について。〃［o］く1であることを用いると，
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                      x－1ゴ（κ）（…）    X－1κ十＝・一λλ［X一・a（、）］≧（1一λ）・
が成り立つ．ここで，eはすべての要素が1であるベクトルである．両辺にXを乗じると次の
命題が得られる．
 命題2．3．（2．8）において，
 （2．10）          κ才≧（1一λ）幼
が各要素について成り立つ．
 これまでの導出からもわかるように，もし，λの行ベクトルにKerAを定義する上で冗長な
ものがあれば，それを取り去っても探索方向は影響を受けない．したがって，
 仮定4．λの行ベクトルは一次独立である
と仮定しても以後の議論の一般性は失われない．仮定4の下で，探索方向（の逆方向）a（κ）は
次のように書ける：
 （2．11）   a（κ）＝X（∫一P（κ））X・， P（κ）…X4T（AX2〃）一λX．
P（κ）は射影行列である二
 3．双対問題と双対推定，双対定理
 次の線形計画問題
 （3．1）       maximize（叉、）ボy， subject to Aτツ十∫＝o， ∫≧0，
は，主問題（2．1）の双対問題と呼ばれる．（3．1）の可能解の集合を身と表す．双対問題（3．1）の
双対問題は主問題（2．1）に一致する3．もし，κが（2．1）の可能解で（ツ，∫）が双対問題の可能
解であれば，
（3．2）      ♂κ一ろTツ＝・「κ一yτル＝κT∫＝llX∫l11≧O
が成り立つ．つまり，主問題の任意の可能饒における目的関数値は，双対問題の任意の可能解
におけるそれよりも大きいわけである．ここで，主問題の内点可能解κ＞0が与えられた時に，
次のような最小2乗問題を考える：
（3．3） mi・i・i・・舳÷llXlll㍉…j・・…灼・1一・・
ll・llは2ノルムを表す．この最適解を，（夕（κ），5（κ））と記してκにおける双対推定と呼ぶこと
にする．（3．3）は∫に関する最小2乗問題で，Aは行一次独立であるとしているのだから，この
解は一意に定まり4，次のように書ける：
 （3．4） 夕（κ）＝（AX2A「）■’AX2o， 5（κ）＝o一〃夕（κ）＝X’1（∫一P（κ））Xo＝X■2a（κ）．
双対推定（夕，5）の∫成分が非負であれば，双対問題の可能解であるが，一般にこれは成り立た
3（3．1）は主問題と同じ形をしていないが，ツを2つの非負変数の差として表し，ろを一ろに変えて最
小化問題に直すことで（2．1）と同じ形になる．この問題の双対問題は（2．1）と一致する．
4一ﾊに仮定3の下では，（y，∫）が。＝”ツ十∫の形ならば，∫の値が与えられればyの値は例えばツ＝
（λパ）一工A（o一∫）として一意に定まる．
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ないことに注意しよう．
 本論文では，仮定1～4の下で比率λの値を2／3以下にとってアフィンスケーリング法の反
復（2．8）を行うと，主変数κ，双対推定（夕（κ），ξ（κ））が，それぞれ極限ズ，（ヅ，刊に収束し，
この時，
 （3．5）      cTスーろTヅ＝（刈τゴこ0， ズ≧O， ゴ≧0
が満たされることを示す．先に述べたように，主問題の任意の可能解における目的関数値は，
双対問題の任意の可能解におけるそれよりも大きいのであるから，反復の結果（3．5）が漸近的
に満たされるということは，極限バ，（ヅ，刊が各々（2．1），（3．1）の最適解であることを意味し
ている．つまり，“主問題に内点可能解が存在し（仮定1），制約領域上で目的関数値が一定でな
く（仮定3），λの行ベクトルが一次独立である（仮定4）”という仮定の下で“双対定理：主問題
が最適解を持つならば（仮定2），双対問題が最適解を持ち，両問題の最適解における目的関数
値は等しい”を示していることになるわけである．以下4章から7章において，アフィンスケー
リング法の大域的収束性の証明を通じて，仮定！，3，4の下での双対定理を示し，8章でそれら
の仮定をとり除いて，一般的な形での双対定理を導出する．
4．点列の収束
以降，反復（2．8）で生成される点列を｛κ尾｝と記す．また，〆における関数！の値！（κ尾）を戸
などと書くことにする．また，X＝diag（κ）にならって，X々＝diag（κ由），X＊＝diag（κ＊）など
の記法を用いる（以後κに関連してこれらに類似の記法を周し）る時には一々断わらない）．
 まず，点列が収束すること，そしてそれに関連した点列の基本的性質を示す．TsengとLuo
によって得られた次の定理が基本的である（TsengandLuo（1992））．
定理4．1．λ，う，oより定まる次のような定数δ（λ，ろ，o）が存在する：
                            oτa（κ）（4・1）  任意の内点可能解κに対して「（κ）≡π旧研≧δ＞0
 証明．そのようなδが存在しないとして矛盾を導く，もしこのようなδが存在しないと，内
点可能解の点列｛κつで，r（κρ）→0（力→・。）なるものが存在する．この時，各a（κク）は，最適
化問題
 （4．2）    minimizeρ（（Xβ）2c一力）「（Xβ）’2（（Xρ）2c一力）， subject toλ力＝0
の最適解である．今，r（κ力）は0に収束するのであるから，｛κ力｝の適当な部分列｛κq｝を抜きだ
して，la81／oτ”（タ＝1，．．．，m）がある数に収束するか，無限大に発散するかいずれかであるように
できる．無限大に発散するa8の添字集合を∫とすると，∫は空ではない．また，准∫について
はある正定数。1が存在して，la81≦；c1oτかが十分に大きいσについて成り立つ．ここで，次の
方程式
 （4．3）      oτa＝oτag， Aa＝0， aF雄（妊∫）
を考える．この方程式はaq白身を解として持っていることより，λ，oのみによって定まる正
定数C。を用いて，llaqll≦；C。（o「aq＋Σ旧1a81）くC。（1＋（m■∫1）Cl）o「aqとそのノルムが評価で
きる解aqを持つ．さらに，各ゴ∈∫についてlaゴql／cτaq→∞が成立するので，llagll＜la81（タ∈
∫）が十分に大きいσについて成り立つ．一方，雄＝a8（炸∫）であるから，結局，十分に大きい
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σについて，
（4．4）       （ゴq）「（Xq）一2ag＜（ag）T（Xg）一2aq
が成立するわけである．これと。τaq＝cτa9を合わせて，
（4．5）  （（X・）2・一3・）T（X・）一2（（Xq）2・一3q）＜（（Xq）2・一aq）τ（Xg）一2（X2・一aq），
A89＝Oが成立士るが，これはa口が（2．2）の最適解であることに矛盾する．■
 上の定理は，アフィンスケーリング法の探索方向が，制約領域全体を通じて目的関数値が一
定の面と“一定以上の正の角度’’を成していることを示している．この定理より，点列の収束性
を初めとして，いくつかの興味深い性質が導かれる．特に，次の定理の性質（iii）およびそこか
ら導かれる系4．3は大域的収束性の証明において重要な役割を果たす．
 定理4．2．仮定1～4，O＜λ＜1の下で生成されるアフィンスケーリング法の探索方向
｛a（κ為）｝および点列｛κ々｝は次の性質を持つ（Tseng and Luo（1992），Tsuchiya（1991））．
 （i） 1imゐ→。。a（κ庖）＝0．
 （ii）｛刈はある可能解κ＊に収束する．
 （iii）o＊≡c「κ＊＝1im為一。。o「κ比とすると，すべての々》0について，δ（λ，ろ，o）11 oll llκ冶一κ＊llく
    （o「κL0＊）が成り立つ．
 証明．探索方向一ゴ（κ尾）が目的関数の降下方向で（cf．命題2．2㌔（ii）），しかも目的関数値は
仮定2より下に有界であることから，｛o「κ々｝の極限値。＊が存在する．定理4．1より，各々＞Oに
ついて，
（・⑥ll・llδ（ん1，・）llκ尾一κ糾111－l1・111（λ，1，・）1、［（。ろ一・が］生♂（、［（。ろ一1〆）
               ＝0τ（〆一κ糾1）
が成立する．oT（〆一戸十1）は0に収束するので，
（…）    腔、［（。ろ一・”］・十・・
また，
                      Cτa々       0τa々（・8）0・λκ［（X尾）一’a々］くλ1■（X島）■’a尾一，＝λ阿くλλ［（Xl）一1a11＝・τ（κLκ為十1）
で，この最右辺は0に収束していくことから，1im。一。。ll（x尾）一1a々ll＝0．（ここで，最初の不等式，
等式は各々命題2．2（iii），（i）による．）したがって｛（X々）】1a々｝は有界である．この事実と（4．7）
よりaゐはOに収束する．
 一方，（4．6）で各反復について両辺の和をとることによって，任意の々について，
                       々（4．9） δ（A，ろ，o）llcllllκLκollくδ（A，ろ，o）llollΣllκLκ’’111く。Tκo－o「〆く。τκo－o＊
                       エ＝1
が成りたつことが分かる．（4．9）の2番目の不等式より，｛κ々｝はコーシー列であり，したがって，
｛κ尾｝は収束し，極限κ＊を持つことが分かる．以下（iii）を示す．（4．9）より，上と同様にして，
z＞后を満たす任意の々，zについて，
 （4．10）       δ（λ，ろ，o）llo1111κLκ左11く。τκL0τκ｛
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が成立する．7→∞とすることで性質（iii）が得られる．■
 さて，κ＊において，ガ＝0であるようなクの集合をM，それ以外，つまり，妨＞Oであるよ
うな玄の集合をBとしよう．明らかに，κ＊は内点可能解ではなく，したがってMは空ではな
い．以後，一般にベクトル。とその要素の添字の部分集合∫が与えられている時，∫に対応す
る成分からなる部分ベクトルを吻と記すことにする．さて，集合
（4．11）         y：｛κ∈列κw＝o｝
はκ＊をその相対的内点（つまりκ∈yで独＞0なる点）として含むダの面である．
 定理4．2（iii）より次の系が直ちに得られる．
系4．3．定理4．2の仮定の下で，次の性質が成り立つ：
（4．12） 午・1（・，1，・）ll・ll・α
以下，集合y上では。τκの値は一定であることを示そう．
命題4．4．次の性質が成り立つ：
（i）∫。＝Oなる8＋κy＝oの解が存在する．
（ii）グ上で目的関数は一定の値をとる．
（iii）（i）の解（∫，ツ）を用いて，κ∈夕ならば，cT（κ一κ＊）＝∫「κ＝∫叔wと書ける．
 証明．まず（i）を示す．もし，∫十ATツ＝cかつ∫・＝0であるような（ツ，∫）が存在しなければ，
集合｛（y，∫）l o＝∫十〃ツ｝と｛（ツ，∫）1∫・＝O｝の間の最小距離が0より大きいので，ある定数ε＞
0が存在して，すべての8＋κツ＝cにつレ・て，1∫・1＞εである．ところが，双対推定（夕（κ々），
ξ（κ尾））の∫。（κ尾）成分は，（3．4）より，11ξ月（κ尾）ll＝ll（x麦）一2雄11くll（x麦）一21111a（κ々）llと評価でき，
X麦の対角要素が正数に収束し，定理4．2（i）に示したようにa（κ尾）が0に収束することより，0
に収束する．双対推定は∫十〃ツ＝oの解であるから，εの存在に矛盾し，（i）が示される．（i）
の解を一つ選ぶと，κ∈ダならば，cTκ＝sTκ十yτル＝∫叙M＋ゾろ．もし，κ∈yならば，狐＝O
より，♂κ＝ツTろ．この右辺はκの値によらないので（ii）が従う．さらに，o㌃＊＝o＊＝ろ㌧であ
ることも分かる．この関係を上で得た。「∬＝8紬M＋ゾろ（κ∈夕）に代入して（iii）を得る．一
 5．ポテンシャル関数による解析
 （夕，∫）を5。＝0を満たすAτツ十∫＝oの形とする．前章の命題4．4（iii）より，∫τκと。「κの関
数値は夕上では定数値しか異ならない．目的関数を。㌃から5㌃に変えた場合のアフィンス
ケーリング法の探索方向は射影
 （5．1）      ｛力1minimizeヵ（X25一力）τX－2（X2∫一力），subject to A力＝0｝
の逆方向として表せ，仮定3の下では（5．1）の解は第1章で導出したのと同様にして，X（∫
一P（κ））X∫と書ける．上に述べた。㌃と凶の関係より容易に想像されるように，P（κ）の定
義より，
 （5．2）  X（トP（κ））X5＝X（∫一P（κ））X（o一〃夕）＝X（∫一P（κ））Xc＝a（κ）
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と書けて，a（κ）とX（∫一P（κ））X5とは一致する．以降の解析には5を用いた表式a（κ）＝X（∫
一P（κ））Xξを用いた方が便利なので，これを使うことにする．
 また，
（・・）    ・（κ）・㌍麦！）一撃）
を導入する（2番目の等式は（2．11），（3．4），命題4．4（iii）より従う）．
 我々は，点列｛κ々｝のκ＊の近くでの漸近的挙動に興味がある．直観的には，〆がκ＊に十分に
近ければ，そこにおいてほとんど等号で満たされる不等式制約洲≧Oに比べると，それ以外の
制約蛎≧0の境界は相対的に遠いので，制約幼≧Oの影響は無視できるようになると考えられ
る．そこで，幼≧0を無視した次の線形計画問題
 （5．4）     minimize、∫紅M， 、subject toλMzM＋A。為＝ろ， zM≧O
を考えよう．ここで，ん，んは，各々添字集合M，Bに対応するAの列ベクトルからなる部分
行列である．問題（5．4）の制約領域は，（2．1）の制約領域のκ＊に十分近い近傍を拡大した，いわ
ば“接空間”のようなものであると考えられる．そして，（5．4）に対するアフィンスケーリング法
が，（2．1）に対するアフィンスケーリング法のκ＊の十分近くでの良い近似となっていることが
期待される．ここで，んκ彦＝ろであることに着目して，4…為一κ君を導入して上の問題を書き
直すと，（5．4）は実は次のような同次形問題であることが分かる：
 （5．5）     minimize、㌶zM，  subject to AM伽十λ。z三＝O， zM≧O、
このような同次形線形計画問題に対するアフィンスケーリング法は，Karmarkar法と本質的
に等価であり，ポテンシャル関数を使ってその挙動がきれいに解析できる…とが知られている一
（Bayer and Lagarias（1989））．以上のような考察に基づいて，“‘接空間’による近似”と“ポテ
ンシャル関数の解析”を組み合わせると，アルゴリズムの漸近的な挙動の解析ができるのでは
ないか？というのが本章で行う議論の動機である．
 明らかにκ∈タは（5．4）の可能解となっている．（5．4）は自由変数z。が入った問題であると
いう点で第1章で取り扱った標準形線形計画問題とは異なる形’をしているが，“非負変数を1に
スケーリングした空間で（単位行列を計量とした）最急降下方向に探索方向を選ぶ”というア
フィンスケーリング法の精神に基づくと，夕の内点可能解κにおいて，同次形問題に対するア
フィンスケーリング法の探索方向（の逆方向）（aM（κ），a・（κ））は
 （5．6）   ｛（加，加）l minimizeク（x結M一加）τx万2（x結M一加），subject to A力＝o｝
として与えられる（cf．（2．2））．aM（κ）はκの関数として一意に定まる．a。（κ）は上の最適化問題
の解としては一意に定まらないこともあるが，ここでは，“aM（κ）を上のように選んだ上で，で
きるだけa（κ）がa（κ）に近くなるようにする”ことを考えて，次の最適化問題の最適解に選ぶ
ことにする．
 （5．7）a。（κ）＝｛加1minimizeヵ、（力rゴ。（κ））τX互2（加一ゐ（κ）），subject to A力＝0，加＝aM（κ）｝．
 m（κ）に対応して，同次形アフィンスケーリング方向a（κ）についてもそれを目的関数値で正
規化した量
（5．。）      カ（、）≡X；4（κ）
                       ∫MκjV
を考える．
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土で導入したベクトルの次の性質が重要である．証明は第7章で行う．なお，以下の補題（ii）
で，eはすべての成分が1であるようなベクトルである．
補題5．1．aM（κ々），m（κ尾），π（κ尾）は次の性質を持つ（Tsuchiya（1991．1992））：
（i）5繍＝il（無）一’捌12．
（ii）eτ赫＝1（したがって11減11≧1／1川である；l N lはMの要素数）．
（iii） ll m寿一カ列＝0（（5叙寿）2）．
（iv） m差＝0（5紛寿）．
（v） 1λ［カ寿］一λ［m々］1＝0（（∫紡寿）2）．
 ここで，次のポテンシャル関数を導入する．
 （5．9）                  ψ（κM）＝l N l1og∫鳥κ〃一Σ1ogκゴ．
                          5∈M
Karmarkarポテンシャル関数（Karmarkar（1984））との類似としてTsuchiya（1992）におい
て導入されたこの関数は，現在知られているほとんどすべての（非退化仮定を置かない）アフィ
ンスケーリング法の大域的収束性の解析（Tsuchiya（1991．1992），Dikin（1991），Tsuchiya and
Muramatsu（1992））において非常に本質的な役割を果たしている．命題4．4（iii），相加相乗平均
の不等式および系4．3を用いると
（5．10） …（ψ（κ1））一謄）身一（o㍍劣）一川・（1川。若菩））一州
     ・（1川δ（A柑ボ）岬一・（何／（λ・1・・）ll・ll）1川・・
という評価が成り立つので｛ψ（κ寿）｝は下に有界である．
以降，本章では，ポテンシャルの減少を解析することによって，次の定理を証明する．
定理5．2．
（5．11）
ポテンシャル関数｛ψ（κ寿）｝は上に有界であり，
          鯉・寿一市・鯉・1一・
が成り立つ．
 そして，次章でこの結果が“仮定1～3の下では双対問題にも可能解および最適解が存在し，
κ局が主問題の最適解集合の相対的内点，（夕（κ為），ξ（κ為））が双対問題の最適解集合の相対的内点
に収束すること”を意味することを示す．
 まず，（5．2）より5「a（κ）＝ll x－1a（κ）l12であることに注意すると，
        oτκ由十’1・ 5繍・’  llm／12  κ｛糾’  妨（512）  、・、・一。・＝㌶、寿＝1一λ〃］・ κ！十λλ［が］・
と書ける．このことを用いると，アフィンスケーリング法の后回目の反復におけるポテンシャ
ル関数の減少量は次のように表せる．
（5．13） ψ（州一ψ（κ1）一1川1・・（1－／扮は・・（1－／、徐］）・・（州
一方，ポから同次形アフィンスケーリング方向一aM（κ々）に境界までの比率λだけ進んだ時の
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ポテンシャルの減少量は，補題5．1（i）を用いると，同様にして，
（…）ψ（11－／、［（音源］）一1（／l）一1川1・・（・一／脇）一思1・・（・一／、脇］）
                   …H（減，λ）
と書ける．
 5紬序＞0であることからG（が，λ）は各后について定義されるが，H（滅，λ）がすべての后に
ついて定義可能とは限らない（Hの定義式の2つの1ogの引数の内，最初の項が0以下になっ
てしまう可能性がある）．次の補題はH（減，λ）が十分に大きい々については常に定義可能であ
り，しかも，G（が，λ）が∬（滅，λ）に漸近的にほぼ等しくなることを示している．
補題5．3．あるK＞0が存在し，すべての后》KでH（滅，λ）は定義可能であり，
（5．15）         〆≡G（が，λ）一∬（減，λ）
とするとΣ買一K l戸1＜∞が成立する．
 さらに，H（赫，λ）について，次の評価が成り立っ（Tsuchiya and Muramatsu（1992））．こ
の評価が本質的である．
定理5．4．上で述べたKについて，尾；≧K，O＜λく2／3ならば，H（赫，λ）く0が成り立つ．さ
らに，H（滅，λ）→0（后→∞）ならば，1im尾一。。械＝e／lMlが成り立つ．
これらの評価を認めれば，定理5．2は以下のようにして簡単に導出できる．
定理5．2の証明．補題5．3より，后≧Kについて，ψ々＝ψo＋Σ乞元1G（が，λ）十Σ冒H（が，λ）
十Σ饒〆．ψ尾が下に有界であること（式（5．10）），〆の和が有界であること（補題5．3），々≧K
でH（滅，λ）くO（定理5．4の前半部）であることから，ψ尾は上に有界であり（主張の前半部），
さらに∬（赫，λ）→Oとなることも分かる．定理5．4の後半部より1im庖一。。減＝e／lMlであること
が分かる．これを用いて補題5．1（iii），（iv）より（5．11）が成立する．■
以下，補題5．3，定理5．4を証明する．
補題5．3の証明．まず，（5．12），定理4．2（iii），（2．10）より，
         λ   5τκ糾’ δ（A，ろ，o）llollllκ々十1一κ＊ll（516）1Iﾈ［、1］11・ゐ■■2＝。・、1≧  ㌶、序
             ＞δll・1111κ寿十’ll＞（1一λ）1・llδ11州1（1一λ）ll・11δ
             一 鵡 一 す、嚇 ＝I同r＞0
と評価できる（評価の最右辺が后に依らなし）ことに注意）．また，補題5．1（ii）～（v）より，
              λ       λ（5・17）    κ［、1］ll・々II2＝佃］一■赫■12＋o（（す纐2）
と評価できることを（5．16）と合わせて用いると
（5．18） 1≡lI1禁一■辮一…（（鮒）
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であることが分かる．一方，（2．10），補題5．1（ii），（iii），（v）より，
            λ          λ     λ（…）  1一。［、1］・タ≧1一λ・ κ［、1］・タ＝佃1糾0（（榊）2）
と評価できるので，（5．18）を導いたのと同様にして，各ゴ∈Mについて，
                1一λ雄ん［滅］（…）     。一λ、1／λ［、1］＝1＋0（（・繍）2）
を得る．（5．18），（5．20）の1ogをとることによって，G（m寿，λ）＝H（滅，λ）十〆，〆＝0（（5紬序）2）
が成立することが分かる．最後に，Σ1戸1が有界であることを示す．そのためには，∫紡寿の1
次収束を示せば十分である．補題5．！（ii），（iii）より，llm島11≧1／（21Ml）が十分に大きい后につい
て成り立つ．この事実を用いて，十分に大きな后に対して
           ぎτκ糾1     λ                 λ（…）   。・、1＝11、つ■1州一2く1■市尾1Iく1一羽
と評価でき，1次以東性が示される．■
定理5．4の証明．以下，σ＝lMl，伽＝減，λ＝ル［滅］と記す．変数δM＝ふ一e／σ，θ＝σλ／（グ
ーλ）を導入し，滅e＝1（補題5．1（ii））に注意すると，
（…） ・一／、［素］一音（・一側，・一／胤一音（・一111州
と書ける．ここで，1／σくZ［ふ］，O＜λく2／3，0＜1一λ11カM112〃ふ］く1一λλ［伽］より，
 （5．23）          O＜λ2くθく2σ．
（5．22）より，
 （5，24）              H（売M，λ）＝σ1og（1一θ1δM112）一Σ1og（1一θあ）
                          一∈M
と書ける．ここで次の不等式を用いてHを評価する：
 （5．25）                    1og（1一ζ）く一ζ   （ζ＜1），
（…）着1・・（・一仏）一，、享、利（†与一誓一）・、：菓、列1・・（・一肌）
             ・、刈†1今ドーI今13一）・，：ム列1・・（・一肌）
             ・、刈一・一山）・、ム引（†2（14［、］））
               。  llη112            ≧一η・一。（。一λ［η］）（η∈Rq，0くλ［η］＜1）
これらを（5．24）に代入して凍e＝Oに注意すると，
（…）脇，／）く11111・11＋2（芒I鮎）一1111・11（一1・2（1．品［、、］）〉
を得る．δMとθの定義を（5．27）の右辺に代入して，（5．23），λ［ふ］＝λ［δw］十1／σに注意すると
（・…）帥・，1）く11売・一÷・て1・、［妄、］2（、壬λ））く小一÷・て一・・、［妄、］）く・
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が得られる．この評価は々≧Kで常に成立するものである．赫e＝1を考慮すると，（5．28）の
（く0を除いた）最右辺の関数の値がOをとるのは刎＝e／lMlの時で，その時に限る．このこと
から，H（滅，λ）→0ならば，滅＝e／1川が成立することは容易に分かる．一
6．大域的収束性の証明
以下，主変数戸，双対推定（ダ，5尾）の大域的以東性などを証明する．本章の内容が本稿の
主要結果である．
 定理6．1．仮定1～4の下で，0＜λく2／3としたアフィンスケーリング法が生成する点列｛κ為｝
の極限κ＊を相対的内点として含む集合夕は（2．1）の最適解全体の集合である．また，双対推
定｛（プ，ξ尾）｝の任意の集積点は，集合
 （6．1）       8＝｛（ツ，∫）1A「ツ十5＝o，∫月＝0，∫〃≧0｝
の相対的内点（ダ上で∫M＞Oなる点）であり，この時，ダは双対問題の最適解全体の集合に
なっている．さらに，y，ダ両最適解集合上での目的関数値は一致す・る．（つまり，主問題の内
点可能解，最適解の存在から双対問題の可能解，最適解の存在，両問題の最適値の一致性がい
えるわけである．）
 証明．m寿…（∫紬寿）（X寿）■1eと置くと，mタ》鍬寿／llκ寿11．この不等式の右辺は定理4．2（iii）よ
り下から正定数で押えられるので，すべての后について，〃紅εe＞Oなる定数εが存在する．
一方，定理5．2より，exp（ψ々）＝π｛∈M〃は上に有界であるから，m紅εe＞Oと合わせるとすべ
ての后について械＜ζeなる正定数ζが存在することが分かる．
 さて，定義（5．3）より5タ＝m細タ（云∈M）である．定理5．2よりm寿がe／lMlに収束し，上で
観察したようにεeくm紅ζeが成立するので，5M（κ尾）は有界であり，さらに，任意の5M（κ左）の
集積点は正の値をとる．また，補題5．1（iv）より，酵＝（Xま）一1（5伽寿）1im。一。。m差＝O．仮定4の下
では，この時ダも有界である．ゆえに，（プ，5島）の任意の集積点を（夕＊，5＊）とすると，鎌＞
O，酵＝0．これらの事実とκ芸＞0，滅＝Oであることより，（κ＊，（夕＊，5＊））の組は，ガ打＝Oを
満たし，さらに，材，㌶のいずれかが正である（つまり両方ともOになることはない）ことが分
かる．したがって，（3．5）とあわせて，κ＊，（夕＊，5＊）は各々主問題，双対問題の最適解であり，
目的関数値は一致することが示せるわけである．
 最後に，y，ダが各々主問題，双対問題の最適解全体の集合であることは，関係
（6．2）・  oT（κ一κ＊）＝（∫序）τ〃（κ∈夕）， ろτ（ツ＊1）＝（κ彦）T∫。（（ツ，∫）∈豆）
から簡単に確かめられる．一
 注意．その証明を見ると分かるように，定理6．1では，仮定1～4の下でル，∫｛のいずれか一
方が必ず正であるような主問題，双対問題の最適解の組が存在することも示されている．この
ような最適解の組を“弓餅目補性条件を満たす主双対最適解”と呼ぶ．一般に，任意の線形計画問
題について，強相補性条件を満たす主双対最適解が与えられれば，主問題，双対問題の最適解
全体の集合は，M，Bに対応ナる添字集合を用いて，各々8，ダに当たる集合として表されるこ
とが，定理6．1の後半部と同様にして簡単に証明できる．このような意味で，強相補性条件を
満たす主双対最適解は，線形計画問題の最適解集合を完全に特徴付けるものである．
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この時，目的関数は漸近的に1一λの収束率で収束する．
定理6．2．定理6．1の仮定の下で，漸近的に目的関数値は収束率1一λの1次収束をする．
証明．（5．12）に定理5．2の結果を代入すれば容易に分かる．■
 実は，定理6．1の仮定の下では，双対推定はκの初期値に関わらず，一定の点に収束するこ
とがいえる．この点はダの解析的中心（ツC，∫C）と呼ばれ，次のように定義される：
 （6．3）（yc，∫c）…｛（ツ，∫）∈81minimize、一Σ1og3ゴ，∫M＞O｝＝｛（ツ，∫）∈ダlminimize〃（ツ），∫M＞0｝．
                   ゴ∈M
ここで！（ツ）≡一Σ｛∈N1og（o一λ「ツ）｛と置いた．
 解析的中心について，次の命題が成立する．
 命題6．3．
 （i）ダに解析的中心が存在するための必要十分条件は，ダが有界であることである、
 （ii）ダの相対的内点（ツ，∫）が，ダの解析的中心であるための必要十分条件は，それが条件
 （6．4）    小τ▽！（ツ）＝小丁ん∫刃’e＝0fora11小∈｛〃A歪小＝o｝
    （∫M…diag（∫M））を満たすことである．
 証明．仮定4の下では∫の有界性とツの有界性が等価であることに注意しさえすれば（i）
は容易に分かる．以下（ii）を示す．（6．4）が必要条件であることは，∫の解析的中心が関数
一Σ｛∈M1og∫F一Σ側1og（o一〃ツ）オを最小化する点であり，この関数が最小値をダの相対的
内点にとることから従う（ダの相対的内点で一Σ制10g∫・が微分可能であることに注意）．十
分性を示すには，一Σ｛∈M1og∫ゴが8内に’高々1つしか極値を持たないことを示せば良い．以下の
証明は本質的にTanabe（1987）によるものである．極値が2つ存在したとし，それらを（ツ。1，
∫c1j，（ツ。2，∫c2）とする．これらの点は（6．4）を満たすので，
 （6，5）  小丁（ん（∫焉’）一’e一ん（∫馬2）■’e）＝小τん（∫寿’）I1（∫馬2）■’（∫寿L∫寿1）＝0
がすべての｛小1鳩小＝0｝について成立する．ここで，小＝ツ。Lツ。’と置き鳩小＝0，∫鳥L
∫寿’＝砥小であることに注意すると，（6．5）は小「ん（畔）一1（S馬2）一1A鳥小＝Oと書ける．これ
は，ll（∫馬1∫馬2）一1／2〃小11＝ll A鳥小11＝Oであることを意味し，したがって，”小＝0かつ小≠
○が成立する筈であるが，これは仮定4に矛盾する．したがってダ内には一Σ側1og∫｛の極値は
一つしかない．一
 次の定理が双対推定の収束に関する結果である．
 定理6．4．仮定1～4の下で双対問題の最適解全体の集合ダは有界であり，定理6．1の下で生
成される双対推定（ダ，5局）は常に（6．3）で定義されるダの解析的中心に収束する．
証明．上の命題より，ダの解析的中心の存在および（プ，5点）へのダの解析的中心への収
束を示すには，双対推定の任意の集積点（夕＊，5＊）を選び，これが関係（6．4）を満たすことを示
せばよい．以下それを示す．定理6．1より，鎌〉Oである．m寿がe／1川に収束するのであるか
ら，（夕＊，5＊）に収束する部分列に対応して，1川κ鮒叙存も（部分列の）極限を持つ．この極限
を滅と記すことにすると，嚇＝（∫涛）一1eが成り立つ．また，適当な猫が存在して，ん斌
十ん瀦＝Oが成立する．この時，任意の小∈｛小1鳩小＝0｝に対して，
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（6．6）     0＝小「ん瀦＝一心不ん嚇＝一心τん（∫序）’1・
が成り立つ．これが示したかったことであり，よって定理は証明された．一
 7．補題5．1の証明
 本章では，細かい評価を行なって，補題5．1を証明する．証明の基本的考え方はTsuchiya and
Monteiro（1992）による．a（κ）＝（aM（κ），ゐ（κ））は（5．6）の最適解である．a（κ）における目的
関数の勾配を，以下（飲（κ），駒（κ））≡（X万2aM（κ）一すM，0）と記す．ゴ（κ）の（5．6）に関する最適
性より，（力＝）3（κ）における（5．6）の制約領域の接空間θ≡｛olλ〃＝0｝の任意の元。につい
て，
 （7．1）   〆g（κ）＝〆（（X。）一2a。（κ）一5。，0）＝o鳥（（X。）一2aM（κ）一∫。）＝O
となる．
補題5．1（i），（ii）の証明．a（κ島）∈θであるからg（芋尾）「a（κ尾）＝a〃（κ々）T（（X寿）■2ゐ（κ尾）イM）
＝0．これより（i）が従う．一方，κ尾∈夕，κ＊∈ダ，嚇＝0より，（滅，κ彦一κ彦）＝κLκ＊∈θ．し
たがってg（κ々）T（〆一κ＊）＝（κ寿）τ（（X寿）’23（κ寿）一5M）＝0．これより（ii）は容易に分かる．■
 補題5．1（iii）以降の証明は少し込み入っている．証明のために3つの補題を用意する．な
お，証明において“吻を未知数とする方程式ん吻＝ん舳が解を持つならば，λより定まる定
数C＊＞0を用いてそのノルムがllo月11くC＊11州11と押さえられるような解物が存在する”こと
を利用する．
補題7．1．
（7．2） l1石1ゐ（κ）llく。＊llx互11川x〃llllx㍍1aM（κ）ll．
 証明．a（κ）が（5．1）の最適解であることより，ゐ（κ）は，次の問題の最適解である．
 （7．3）      minimize夕月砧X互2加，  subject to4。加＝一AMゐ（κ）．
ん加＝一んaM（κ）は解ゐ（κ）を持つので，l1万。llく。＊llaM（κ）11であるような解万。を持つ．l1万。ll
は（7．3）の可能解であり，一方，a。（κ）は最適解であるから，llx互1ゐ（κ）llく11石11111万。llく
C＊llX互11111XM1111X元1a〃（κ）l1が成立する．■
補題7．2．ベクトル（ゴM（κ）一a。（κ），ゐ（κ））は次の最適化問題の一意解である．
 （7．4） minimize〔。”，。、）雄X京2伽十減X万2卵， subject to A刃。十A〃M＝一AMゐ（κ）．
証明．最適化問題（5．1）を，新しい変数伽＝力raM（κ），吻＝加を導入して書き直すと，
 （7．5）     minimize（q”，g月〕2gM（κ）τ卯十必X万2卵十砧X互2伽，
                    subject to AM卵十λ月物＝一λMaM（κ）
となる．この問題の最適解が（ゴM（κ）一a〃（κ），ゐ（κ））で与えられることは明らかである．（7．4）
の制約領域内でgM（κ）τ卵＝0であることを示せば良い．ここで，Aa＝Oであることを用いる
と，んゐ＝一んゐ．これよりん伽十ん（σザゐ）＝Oが成り立つので（伽，吻一ゐ）∈θ．した
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がって，（7．1）よりg向M＝0．一
補題7．3．ll x亙11111xw ll→oならば
（7．6）   1㌫1（a。（κ）一3。（κ））llく3（C＊）2i1石1121風11211ル’a。（κ）1．
証明．（卯，σ。）＝（0，a。（κ））は（7．4）の可能解であるから，補題7．2より，不等式
（7，7）     llx万1（a。（κ）一a。（κ））l12＋llx互’ゐ（κ）l12くllx亙1ゐ（κ）l12
が成り立つ．したがって，
（7．8）   l1方1（aw（κ）一a。（κ））l12くllx互’ゐ（κ）l12－llx亙1ゐ（κ）l12
                  ≦llxΣ1（あ（κ）一a月（κ））llllx互1（ゐ（κ）十aB（κ））ll
を得る．ここで，a。（κ）が（5．7）の最適解であることに注目しよう．λa（κ）＝Oであることを用
いると，（5．7）の制約を次のように書き直すことができる．
 （7．9）               ノ｛B（力B一ゐ（κ））＝一ノ1M（aM（κ）一ajv（κ））＝一ノ争Mδorw（κ）
ここでδゐ（κ）＝aM（κ）一aM（κ）と置いた．この方程式は解を持つ（例えば加＝a・（κ））ので，l1加
一心（κ）ilくC＊1ゐ（κ）一ゐ（κ）llなる加が存在する．するとa。（κ）が制約（7．9）の下で，
ll X互1（加一a。（κ））llを最小化するものであることから，
 （7．10） 1石’（a。（κジゐ（κ））1く11石’（カrゐ（κ））llくllκユll11カクa月1
                くll x一…一111c＊llδaM llく。＊11x互11111xw ll ll x元1δゴM ll
と評価できる．この結果と補題7．1を用いると，（7．8）は，さらに
（7．11） llx万1δゴM（κ）l12くllxΣ’（ゐ（κ）一ゐ（κ））llllx互’（a。（κ）十ゐ（κ））ll
           く。＊ll x互11111x〃ll ll x元1δaw ll・（2c＊ll x互11111xM ll ll x万1aM（κ）ll
             ＋c＊11石11111x．ll11方’δa。（κ）ll）
と評価できる．したがって，
 （7．12）    （1一（C＊）21石2111ふ112）l1方ユ（a。（κ）一ゴ。（κ））li
                  く2（c＊）211塩111211x．11211x万1a。（κ）ll
を得る．これより補題は証明された．一
 補題5．1（iii）～（v）の証明．補題7．3にκ：＝戸を代入し，（5．2）よりllx元1a。（κ）llくllx511＝
lXふ1，定理4．2（iii）よりδl c1川κ釧く5紡序であることを用いると補題5．1（iii）が得られ
る．
 次に（iv）を証明する．補題7．1，ll x元13M（κ）llくll xM5w ll，系4．3より，
（。．。。） 一1、差I1くI■（劣雄11く。＊一，（x麦）一’■一，，．禁Ill■（跡1州Iく。■一x舵、1■，
             ∫MκM                 ∫NκM
ここでCは后に依らない正定数である．よって（iv）も証明された．
 最後に（V）は，（ii）～（iV）から自明に従う．一
8．．ミ、たたび双対定理
本稿では，アフィンスケーリング法の大域的収束性の証明を通じ，主問題（2．1）に関して内
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点可能解の存在（仮定1），目的関数値が制約領域上で一定値を取ること（仮定3），・Aの行一次
独立性（仮定4），を仮定して，“双対定理：主問題に最適解が存在すれば双対問題にも最適解が
存在し，両問題における目的関数の最適値は］致すること”，そしてさらに，“弓餅目補性条件を
満たす主双対最適解の存在定理：主問題に最適解が存在すれば強相補性条件を満たす主双対最
適解が存在すること’’を示した．これらの結果を得るにあたって仮定1，3と4は取り除けるこ
とは周知の事実であるが，本稿の立場からも，前章までの結果を用いて以下のようにして示せ
る．
 仮定4（Aの行ベクトルの一次独立性）を元の問題（2．1）が満たさない場合は，Kerλを変
えないようにして，Aの行ベクトルを選んで仮定4が満たされるようにし，そのようにして
作った新しい問題に対して前章までの結果を適用し，元の問題に結果を解釈し直せば，（仮定
1，3の下で）双対定理が成立し，主問題の最適解の存在の仮定の下で強相補性条件を満たす主
双対最適解の存在がいえることが簡単に確かめられる．
 次に仮定3を取り外す．もし，仮定3が満たされないとすると命題2．1（iii）より。∈Im（”）
が成り立つので。一”y＊＝0なるy＊が存在する．したがって（ツ，∫）＝（ツ＊，0）は双対問題（3．1）
の可能解である．（2．1）の内点可能解をκ＊とすると，κ＊，（ツ＊，0）は強相補性条件を満たす主双
対最適解となっているので，仮定3が成り立たなくても双対定理および強相補性条件を満たす
主双対最適解の存在定理は成り立つことがわかる．
 最後に，仮定1がなくてもこれらの定理が成立することを導く．（以下の証明は2段階単体法
に対応する考え方で，村松正和氏によるものである．）まず，元＞0なるベクトルを一つ選び，γ
＝A元一ろと置く．そして次の線形計画問題を考える：
 （8．1）       minimize（κ，。〕オ， subject to Aκ一れ＝ろ，κ≧0，左≧0．
（κ，左）＝（禿，1）は内点可能解であり，この問題は，仮定1を満たしていることは簡単に確かめら
れる．その双対問題は，
 （8．2）   maximize（ツ，、，、。）ろ「y， subject to∫＝一λ「ツ，6。＝1＋〆ツ，∫》0，∫。≧0
である．（8．1）の最適解全体の集合タ’は，（2．1）の可能解全体の集合夕を用いて〆＝｛（κ，左）1κ∈
夕，云＝O｝と書ける．（8．1）は仮定ユを満たすので，強相補性条件を満たす主問題（8．1）の最適解
（禿＊，云＊），双対問題（8．2）の最適解（夕＊，5＊，58）が存在する．（前段で既に仮定3，4を取り除いた
ことに注意．）この時，左＊＝Oは明らか．禿＊の要素で膚＝0のものの添字集合をN，涼＞0なる
ものの添字集合をB1とすると，定理6．1の左より，
 （8．3）      夕’＝｛（κ，云）1ル＝う，κ。、＝o，κ。、≧o，c＝o｝
と書ける．したがって
 （8．4）        夕＝｛κ1ル＝ろ，κ。、＝o，蛎、》o｝
である．一方，双対問題の最適解（夕＊，5＊，剛は，強相補性条件より，
 （8．5）   5＊＝一κ夕＊， 耐＝1＋〆ツ， 疏＞0， 5書、＝0， 耐＞O
を満たす．
 （2．1）の可能解において洲、＝0が常に成立するので，実は，元の主問題（2．1）は次の線形計画
問題と同じである．
 （8．6）       minimize工且，o君、幼、， subject to A31地、＝ろ， κ。、≧O
この双対問題は，
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 （8．7）      maximize（蝸，）ろ「ツ， subject to c・rA君・ツ＝∫別，∫・・》0
となる．線形計画問題（8．6）は，内点可能解瀦、＞0を持つので，仮定1を満たす．したがって
（8．6），（8．7）について，強相補性条件を満たす主双対最適解の組（κ餅，（ツ＊＊，瞭））が存在する．
 さて，κ餅の要素で妨＊＝Oであるようなものの添字集合をルと置き，ガ＊＞0であるような
ものの添字集合をB。（＝Brル）と置くと，
 （8．8）      κ材＝0， κ餅＞O， ∫跡＞0， ∫彦、＊＝0
が成立する．そこで，κ餅＝（κ跡，κ削に州成分κ炉＝0を捕し），
 （8．9）       κ＊＊＝（κ秤，κ跡，砥＊）＝（0，0，κ書グ）
と置くとこれは，（2．1）の可能解となっている．一方，∫餅についてはM1成分を∫炉＝oM、
一恵1ツ＊＊と置いて補い，∫＊＊＝o一”y＊＊を満たすようにする．（y＊＊，∫＊＊）は，∫彦ご＝（∫跡，∫彦、＊）
≧Oを満たしているものの（cf．（8．8）），蜥≧0は満たされる保証がないので，（3．1）の可能解に
なっているとは限らない．しかし，（8．5）を考慮して，十分に大きいμを用いて（夕＊＊，5＊＊）≡
（ツ＊＊十μ夕＊，∫＊＊十μ∫＊）を構成してやると，これは（3．1）の可能解になっている．そして，κ＊＊
と（夕＊＊，∫＊＊）は，（3．5）を満たし，さらに，元の主問題（2．1）とその双対問題（3．1）について，
強相補性条件を満たす主双対最適解になっていることも容易に確かめられる．よって内点可能
解が存在しない場合も，主問題の最適解の存在のみから，その双対問題の最適解の存在，両問
題における目的関数値の一致性，そして強相補性条件を満たす主双対最適解の存在が証明され
た．
 以上の議論により，仮定1，3，4は取り除かれたわけである．第3章で述べたように，双対問
題（3．1）の双対問題は主問題（2．1）であるから，双対問題（3．1）を主問題とみなしてこれまで
の結果を適用することにより，今まで述べてきたのとは逆に，双対問題の最適解の存在から，
主問題の最適解の存在，目的関数値の一致性，強相補性条件を満たす主双対最適解の存在も同
様に導ける．したがって，次の良く知られた基本的定理が証明されたことになる．
 定理8．1．（双対定理，強相補性条件を満たす主双対最適解の存在定理）主問題（2．1），双対問
題（3．1）のいずれかに最適解が存在すれば，もう片方にも最適解が存在し，両問題の最適値は
一致する．また，この時，強相補性条件を満たす主双対最適解が存在する．
 9．おわりに
 局所Karmarkarポテンシャル関数を用いたアフィンスケーリング法の大域的収束性の証明
を紹介し，そして，それを通じて線形計画法の基本定理である双対定理が導かれることを見て
きた．線形計画法の教科書では，双対定理はしばしば単体法の大域的収束性の証明から導かれ
るが，ここで紹介したものは，その内点法版であると考えることもできる．
 最後に，ここで紹介した結果が得られた後に得られたアフィンスケーリング法に関する理論
的結果について簡単に紹介しよう．我々は，定理6．1ではステップ幅λを2／3以下とした時の
主変数，双対推定の大域的収束性を証明し，さらに，定理6．2では目的関数値が漸近的に収束
率1一λの1次収束をすること，そして定理6．4では双対推定が双対問題の最適解集合の解析
的中心という特別の点に収束することを示した．これらが本論で紹介した主要な理論的結果で
あるわけだが，ステップ幅2／3が，定理6．2，6．4が成立するという条件の下で最大のものであ
ること，そしてもう少し強く，“主変数，双対推定が一点に収束する”という条件（これは，主変
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数，双対推定が大域的以東性を持つための十分条件であることが知られている）の下で最大のも
のであることが，各々TsuchiyaandMuramatsu（1992）の改訂版，Ha11andVanderbei（1993）
において，例を作ることによって示されている．そして，TsuchiyaandMonteiro（1992）では，
なぜ2／3が上限として現れるかについて，直観的で明確な幾何学的説明を与え，その応用とし
て，最適解の近くでステップ幅をうまく調整することによって2ステップ超一次収束を実現で
きることを証明している．このアイデアをさらに発展させて，Saiga1（1993）では，3ステップ2
次収東を実現できることが示されている．定理6．1に関連して，最近，λ＝0，999とすると主変
数が最適解でない点に収束してしまうような線形計画問題の例が構成された（Mascarenhas
（1993））．これもきわめて興味深い結果であるといえよう．
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Theoretica1Ana1ysis of the A茄ne Sca1ing A1gorithm
                   Takashi Tsuchiya
           （The Institute of Statistica1Mathematics）
    This paper presents a simp1i丘ed andse1f－containedconvergence ana1ysis ofa1ong－step
a冊ne sca1ing a1gorithm for1inear programming prob1ems where we move with a fraction
up to2／3of the way to the boundary of the feasible region at each iteration．G1oba1
convergence of dua1estimates is shown as we11 as g1oba1convergence of prima1iterates．
The ana1ysis may be regarded as a nove1way to introduce the interior point method and
the duaI早ty theory for1inear programming simultaneous1y to those who are fami1iar with
1inear a1gebra and e1ementary ana1ysis but not with the theory of mathematica1program－
ming．
Key words：Linear programming，interior point methods，a揃ne scaling a1gorithm，dua1ity
theory，91oba1convergence．
