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 Abstract – This paper outlines a methodology to 
generate a distinctive object representation offline, using 
short-baseline stereo fundamentals to triangulate highly 
descriptive object features in multiple pairs of stereo images. 
A group of sparse 2.5D perspective views are built and the 
multiple views are then fused into a single sparse 3D model 
using a common 3D shape registration technique. Having 
prior knowledge, such as the proposed sparse feature model, 
is useful when detecting an object and estimating its pose for 
real-time systems like augmented reality.  
 Keywords – Augmented Reality, a-priori, multi-view. 
1 INTRODUCTION 
Augmented reality (AR) seamlessly enhances a user’s 
reality by registering virtual, computer-generated content 
interactively into their sensory perceptive environments (i.e. 
visual, auditory), in real time [1][2]. Detecting a user’s 
viewing orientation in an unprepared environment is a 
complex and challenging task [1]. AR systems utilise 
accurate pose determination (6 DOF translation and 
orientation relative to the imaging device) for credible 
registration of the virtual world onto the real. 
Vision sensors allow passive, detailed, non-invasive and 
low cost sensing of the natural world in a self contained 
package, without the need to engineer the surrounding 
environment [3][1][4]. They can calculate pose that often 
relates to the object(s) of interest, not a sensor or emitter 
attached to the (object of interest or) environment [4] 
Determining the world coordinates of various entities on a 
‘per object/structure’ basis allows virtual information to be 
directly aligned to those entities, resulting in realistic 
context/content aware augmentations. 
Estimating an object’s pose can be greatly assisted with 
some knowledge of its features and structure. Using a-priori 
information built from multiple views of an object greatly 
assists object recognition and pose estimation, and allows 
for auto-initialisation and recovery from failure [5]. 
Offloading the computational burden of generating 
descriptive information in a pre-processing stage reduces 
the time it takes to recognise objects and infer their pose 
when running in real-time, thus reducing the latency of the 
system.  
This paper introduces a novel way of generating 
distinctive object data offline, utilising multiple short-
baseline stereo views and a 3D-to-3D registration technique 
to merge the multiple stereo views together. The single 
model is in the form of a 3D point cloud, where each point 
has the 3D location and full descriptive data of distinctive 
image features that lie on the surface of the object. The three 
main stages in the methodology are: 
1. The capture of short-baseline stereo images from 
multiple view points around an object. 
2. For each stereo pair a 2.5D point cloud of highly 
descriptive object features is generated using sparse 
feature matching and stereo triangulation. 
3. A single model view is reconstructed from these 
multiple views by merging each sparse 3D point 
cloud together using a 3D-to-3D shape registration 
technique. 
2 RELATED RESEARCH 
Detecting and processing naturally occurring local 
features with vision sensors is generally accepted [3] as an 
ideal solution for object detection and pose determination in 
applications like augmented reality. Multi-view object 
learning systems follow the notion of Rothganger et al. [6] 
in which the integration of features from multiple views is 
more complete and robust than any single view, and are 
particularly valuable when trying to detect objects.  
Lowe [7] introduced a method called ‘view clustering’ 
that integrates any number of training images from different 
locations around a view sphere into a complete object model 
view. Images of similar viewpoints were grouped by the 
quality of feature matches into a single model view. The 
object model view consisted of several single model views, 
associated by matching features between sets. This 
technique is a good example of relating local features from 
multiple perspectives. 
Schaffalitzky and Zisserman [8] implemented a similar 
method methodology to Lowe [7] to spatially organise 
multiple unordered views of a scene into similar view 
clusters. They used the ‘now standard’ [8] wide baseline 
approach of matching invariant descriptors between images 
using a binary space partition tree. After a clean up stage to 
remove incorrect matches and outliers, a greedy algorithm 
was used to join a subset of images together.  
Gordon and Lowe [5] built upon Schaffalitzky and 
Zisserman’s framework [8], establishing multi-view 
correspondence of highly descriptive SIFT [9] features from 
unordered images to generate a ‘metrically accurate 3D 
model of an object and all its feature locations’ [5]. They 
use the greedy algorithm of [8] to construct a spanning tree 
that clusters similar views together, and then find multiple 
2D feature correspondences by traversing the tree. From 
those correspondences, they recover the projective 
parameters between views and estimate their 3D locations 
using the Levenberg-Marquardt algorithm [10]. The system 
used this a-priori information to reliably recognise an object 
and estimate its pose. However, the system was based 
around multiple single-view images unlike this proposed 
methodology.  
Monocular techniques such as [5] and [8] rely on wide 
baseline matching between single images to estimate the 
depth of 2D feature correspondences. This offers more 
spatial information than from any single view, but there is 
also a higher risk of viewpoint related occlusions and less 
accurate interest point localisation [11]. Short baseline 
matching allows for easier correspondence estimation 
between similar views, and have only small regions of 
viewpoint related occlusions. They also allow a system to 
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be robust against incorrect foreground/background matches 
through segmentation of features based on relative depth.  
In the proposed methodology, descriptors are first 
matched between short-baseline stereo pairs resulting in a 
dense depth map of object or scene features. Multiple stereo 
pairs are then fused together to form a single model 
representation of an object or scene, resulting in a denser 
model with higher resolution than it’s wide baseline 
counterparts. 
3 PROBLEM DEFINITION 
Detecting an object and inferring its pose using local 
features is a well-defined problem in the literature [3][7][8]. 
Given a 3D feature X = [X,Y,Z ]T  in a feature set M on 
object O, as shown in Fig. 1, we wish to find the 
transformation [R|t] for all X in M that relates the 
coordinate system of O (O, i , j,

k )  to the coordinate system 




kc )  [3].  
 
 
Once the coordinate systems are related (i.e. the object’s 
pose is determined), virtual information could be rendered 
in alignment with the object in, for example, an AR 
application. Therefore, a main issue is identifying features 
on O that accurately represent distinctive and repeatable 
object features. These features should be robust to rotation, 
scaling, illumination and perspective distortion. The 3D 
position of these features must then be defined relative to 
the imaging device with high precision. 
Our methodology uses stereo fundamentals to 
triangulate highly descriptive SURF features [12] in 
multiple pairs of stereo images to build sparse 2.5D 
perspective views of an object or scene from different points 
of view. Features are then matched between each 2.5D view 
and an Iterative Closest Point (ICP) [13]. Chen and 
Medioni’s algorithm [14] is used to register all views into a 
single sparse 3D model. 
4 SHORT-BASELINE STEREO 
The methodology for generating each 2.5D view is 
broken down as follows: 
1. Stereo images are captured from calibrated cameras. 
2. Distinctive features are extracted from the images. 
3. Correspondences between the feature sets are found. 
4. 3D depth estimates of each corresponding feature pair 
are calculated using short-baseline stereo triangulation, 
forming a sparse point cloud. 
4.2. Camera Setup 
It is assumed that the stereo cameras CL and CR used in the 
imaging device are pre-calibrated and that the intrinsic and 
extrinsic matrices are known. This is common procedure, 
easily implemented with freely available toolkits including 
Matlab [15] and OpenCV [16]. For more information on 
stereo calibration, see [17].  
A set m of 2D interest points 
€ 
ui,vi[ ]T  in CL and a set n of 
interest points 
€ 
ui,vi[ ]T  from CR are related, such that: 
  mL = PnR,   (1) 
and   P = K[R|t]  (2) 
• K is the internal parameters matrix defining focal length, 
principle point and skew parameters.  
• [R|t] is the 3x4 external parameters matrix, and 
corresponds to the Euclidean transformation from a 
world coordinate system to the camera coordinate 
system. R is a 3x3 rotation matrix and t is a translation 
vector, which geometrically relate the camera views.  
Given that the extrinsics are calculated once only, time is 
saved by not having to estimate R and t for every two-view 
comparison as in wide baseline approaches [5][8].  
4.3. Stereo Capture and Feature Extraction 
In the first step of our methodology, a stereo image pair 
ImL and ImR from CL and CR is captured. Highly distinctive 
features are extracted from ImL and ImR using the ‘Speeded 
Up Robust Features’ algorithm, or SURF for short; a 
recently proposed [12] scale and rotation-invariant interest 
point detector and descriptor. SURF has demonstrated 
remarkable repeatability, distinctiveness, robustness and 
efficiency when compared [12][18] to the previously 
accepted state of the art; SIFT [9]. For more information, 
please read [12]. We define M and N as the number of 
descriptors in ImL and ImR respectively. 
4.4. Feature Correspondence 
Linear methods for finding feature correspondences 
become extremely inefficient when dealing with large 
amounts of features [5]. More advanced binary search 
structures like k-d trees and variants [19][5] allow searches 
in large data sets to be implemented with great efficiency, 
but some have trouble dealing with high dimensional data. 
Recently [20] has proposed FLANN, a library that supports 
fast approximate nearest neighbour (aNN) matching. 
FLANN will automatically select either a randomized kd-
tree or hierarchal k-means structure and the optimal 
parameters based on your input data. We consider FLANN 
to be the current state-of-the-art in aNN matching, and use it 
to find feature an approximate nearest and second nearest 
neighbour pair in N for each feature in M for all of our 
high-dimensional descriptors. Please read [20] for more 
information. 
The SURF descriptor automatically includes the sign of 
the Laplacian (trace of the Hessian matrix) for each interest 
point [12].  This distinguishes dark blobs on light 
backgrounds and vice-versa. We can use this to 
automatically define a ‘meaningful hyperplane’ [12] in the 
search strategy to significantly reduce the time it takes for 
feature correspondence; an advantage the SIFT based 



























Fig 1. Transformation relationship between camera 
and 3D world coordinates 
  
The final descriptor matches have a best match that is 
less than their second best match multiplied by a nominated 
threshold 
€ 
τ , i.e. 
 
 





Fig. 2. Match Threshold 
The matching threshold (Figure 2) can be modified to 
constrain or relax the uniqueness and the amount of the 
matches.  
4.5. Triangulation 
The result of the matching procedure is a set of 
corresponding descriptors across the feature sets of ImL and 
ImR. We can use the concept of similar triangles to define 
the relation between the image coordinates, disparity and 
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From homogeneous coordinates 
€ 
ˆ X , ˆ Y , ˆ Z [ ]  in the 
expression above we can define: 
 
€ 
X,Y,Z[ ]T = 1W
ˆ X , ˆ Y , ˆ Z [ ]
T





are the world coordinates and [u v] are 
the retinal or image coordinates. Cx and Cy are the x and y 
coordinates of the optical center of the camera. T is the 
baseline or the distance between the cameras and d is the 
estimated disparity value. For more information, see: [17].  
The resulting data set is a sparse 2.5D point cloud, with 
each point representing the 3D coordinates of a highly 
distinctive 2D SURF descriptor, relative to the imaging 
device. 
5 2.5D-View Registration  
The next step is to match sparse points in multiple range 
images together in order to register them into a single 
coordinate space. We term this single representation of the 
object the sparse feature model. We propose the following 
procedure: 
1. Select two point clouds with the most matches 
between overlapping features. 
2. Estimate the initial geometric transformation between 
corresponding features. 
3. Assign an error metric that iteratively minimises the 
distances between corresponding features. 
4. Minimise the error metric to merge the two clouds 
together; now treated as a single entity. 
5. Repeat the procedure until all possible view matches 
are obtained. 
This method is similar to the view clustering methods of 
[8], [7] and [5] in that we first merge the most similar views 
together as a base set, and then incrementally build upon 
this reference with the next closest views to align each 
sparse point cloud into a common coordinate space. One of 
the most popular methods for pairwise alignment of point 
cloud data is the Iterative Corresponding Point (ICP) 
algorithm, redefined by Rusinkiewicz and Levoy [21] to 
better describe the original Iterative Closest Point algorithm 
[14][13]. This renaming incorporates the last sixteen years 
of research that has modified and extended the point 
correspondence stage of ICP. Rusinkiewicz and Levoy [21] 
provide a great survey of ICP related research. We use ICP 
to bring two point clouds into alignment, after an initial 
transformation.  
5.1. 3D Point Correspondence 
In the first stage we wish to align corresponding points 
€ 
pi,..., pM '  in cloud P (containing M’ descriptors) with 
points 
€ 
q j ,...,qN '  in cloud Q (containing N’ descriptors). 
The advantage of having high dimensional SURF 
descriptors characterising each point in the multiple 2.5D 
views of the object is that we can use this information to 
quickly find correspondences between the sparse sets and 
initialise the error metric minimisation in the same way that 
we match features between a stereo image set. Hence, we 
find the points 
€ 
pi that correspond to the points 
€ 
qi using 
FLANN as in the short-baseline stereo correspondence. 
Again, we use the sign of the Laplacian to speed up the 
process. Corresponding pairs are also rejected based on the 
‘best to second-best likeness’ threshold 
€ 
τ . We also 
introduce a geometric constraint by rejecting pairs with a 
distance greater that k times the median distance, as in 
Masuda et al. [22]. These steps help eliminate outliers that 
may have a large affect when performing the following least 
squares minimisation. 
We find an initial estimate of the transformation 
between corresponding pairs 
€ 
pi  and 
€ 
qi, by relating them 
geometrically [23] with: 
 
tR += ji qp      (5) 
where R is a 3x3 rotation matrix, t is a translation vector. 
5.2. Error Metric and Minimization 
We can estimate the optimal rigid transformation 
parameters Rˆ,tˆ!" #$  between the two clouds by minimising the 
distance error 
€ 




pi − Rˆqj − tˆ
2
∑   (6) 
 
We explicitly minimise equation 6 using the singular value 
decomposition (SVD) approach in [23]. 
5.3. Transformation and Iteration 
This stage applies the transformations to the points and 
iterates until the change in alignment error in equation 6 is 
sufficiently small. For each iteration, a set of point 
correspondences are identified between the pairwise set and 
then fed into the error metric minimisation routines. We use 
Besl and McKay’s [13] iterative method with extrapolation, 
together with the two minor changes Rusinkiewicz and 
Levoy [21] introduced to improve effectiveness and reduce 
overshoot of Besl and McKay’s [13] method. 
  
5.4. Incrementally Update Sparse Feature Model 
Once the initial two views have been registered, they are 
now treated as one point cloud. We find the next highest 
matching views and re-run the algorithm again until all 
relevant views have been matched together.  
The resultant data will be a single and complete 3D 
point cloud of highly descriptive feature locations that lie 
on an object or in a scene. 
6 PRELIMINARY RESULTS 
Figure 3 shows a preliminary result of this sparse feature 
point cloud algorithm. For initial testing, the sampled object 
was a highly textured, angled structure. This allowed the 
best possible chance for fined tuning the SURF feature point 
detector and to be able to constructs a suitable Z distance 
threshold and region of interest. The output (figure 3. b) 
shows a top down view of the feature set, clearly exhibiting 
the angled surface of the sampled object. 
7 CONCLUSION 
In this paper we have detailed a novel methodology to 
generate distinctive a-priori object data offline by merging 
sparse point clouds from short baseline stereo range 
estimates together in a 3D-to-3D context.  
Future work will involve the further expansion of the 
initial tests of this methodology. We will also investigate 
the possibility of including more detailed information, like 
texture or structures, from the stereo views for added 
enhancement and distinctiveness to the a-priori model. 
 
 
  Fig. 3: (a) sampled object surface, (b) algorithm output after outlier rejection 
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