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RESUMEN
El u´ltimo par de de´cadas ha dado testimonio de un crecimiento en el uso de computa-
doras para el control avanzado de plantas de proceso. Ra´pidos incrementos en hardware de
computacio´n, combinado con la competencia empresarial y regulaciones gubernamentales
han sido principalmente responsables para este desarrollo. El MPC (Propoi, 1963; Rafal y
Stevens, 1968; Nour-Eldin, 1971) se llevo´ a cabo primero en la industria antes de que una
comprensio´n completa de sus propiedades teo´ricas estuviese disponible. El intere´s acade´mico
en MPC empezo´ a crecer a mediados de los an˜os ochenta, particularmente despue´s de dos
talleres organizados por la Shell (Prett y Morari, 1987; Prett et al., 1990). La comprensio´n
de las propiedades MPC generada por las investigaciones esencialmente acade´micas (Morari
y Garc´ıa, 1982; Rawlings y Muske, 1993) han construido una fuerte estructura conceptual y
pra´ctica para practicantes y teo´ricos. Aunque varios problemas en esa estructura son todav´ıa
abiertos, existe una fundamentacio´n fuerte. Este trabajo reu´ne los elementos acade´micos,
te´cnicos y administrativos; los funciona con el fin de presentar un punto de vista unificado
del como se utiliza en la actualidad en forma integrada la estructura de control MPC. Es
un compendio de abstracciones y extractos de libros, art´ıculos y notas de clase que luego
de un proceso de seleccio´n riguroso permiten formar un documento de primera mano para
los interesados en el tema MPC.
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ABSTRACT
The last couple of decades has given testimony of a growth in the use of computers for
the advanced control of process plants. Quick increments in calculation hardware, cocktail
with the managerial competition and government regulations have been mainly responsible
for this development. The MPC (Propoi, 1963; Rafal and Stevens, 1968; Nour-Eldin, 1971)
it was carried out first in the industry before a complete understanding of its theoretical
properties is available. The academic interest in MPC began to grow by the middle of
the years eighty, particularly after two shops organized by the Shell (Prett and Morari,
1987; Prett et to the., 1990). The understanding of the properties MPC generated by the
essentially academic investigations (Morari and Garc´ıa, 1982; Rawlings and Muske, 1993)
they have built a strong conceptual structure and practice for practitioners and theoretical.
Although several problems in that structure are still open, a strong foundation exists. This
work gathers the academic elements, technicians and administrative; it works them with the
purpose of presenting an unified point of view of the like it is used at the present time in
integrated form the control structure MPC. It is a summary of abstractions and extracts of
books, articles and class notes that allow to form a document first hand for the interested
ones in the topic MPC after a rigorous selection process.
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Cap´ıtulo 1
HISTORIA
1.1. Estado del arte
Hacia la mitad de las de´cadas de los setentas y ochentas, el MPC se origino en la
industria. Asesorado por el trabajo del Modelo de Control Heur´ıstico Predictivo (MHRC)
conocido ma´s tarde como Modelo de Control Algor´ıtmico (MAC) y por el Control de Matriz
Dina´mica (DMC), la estrategia se popularizo´ en la industria petroqu´ımica. Durante este
per´ıodo aparecieron muchas variantes del MPC entre ellas, Control Adaptivo de Horizonte
Extendido (EHAC), Control Auto Adaptivo Extendido Predictivo (EPSAC), Control Adap-
tivo Multi Etapa Multivariable (MUSMAR), Control Adaptivo Multipredictivo de Horizonte
Decayente (MURHAC), Control Predictivo Funcional (PFC), Control Predictivo Unificado
(UPC), Control Predictivo Generalizado (GPC) son algunos de los algoritmos desarrollados
[3]. A pesar del extenso nu´mero de variaciones introducidas, no se difiere mucho en los
algoritmos, t´ıpicamente ellos difieren en el modelo del proceso (impulso, escalo´n, espacio
de estado), la clase de perturbacio´n utilizada (una constante, una rampa, filtro con ruido
blanco) y su implementacio´n.
Durante los noventas, la teor´ıa del MPC maduro sustancialmente. La principal razo´n es
probablemente el uso de modelos en espacio de estados en lugar de los modelos entrada
salida. Ello origino´ simplificaciones, unifico´ y generalizo´ la teor´ıa. Para el caso de estados no
accesibles (no medibles), el filtro de Kalman (usado muy fa´cilmente en la formulacio´n del
espacio de estados), simplifico´ la parte de estimacio´n, la conexio´n con el control cuadra´tico
lineal dio profundidad en el conocimiento. La teor´ıa de estabilidad es casi solamente posible
en la formulacio´n del espacio de estados y una parte reciente de la teor´ıa del MPC esta´ basada
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2sobre las desigualdades con matrices lineales que son ma´s convenientes para los me´todos
del espacio de estados. [4]
El MPC requiere de una solucio´n de un problema de optimizacio´n en cada instante.
Esto determina una secuencia de control que mueve la navegacio´n del estado del sistema
en un conjunto de puntos deseados. Una estrategia MPC es escoger frecuentemente las
capacidades de manejo de las restricciones. Recientemente el me´todo de punto interior ha
sido propuesto para resolver las asociaciones del problema de optimizacio´n restringido. [13]
En [10] se ha propuesto una clase de ley de control de horizonte hacia atra´s (retro-
cediendo) que esta basada totalmente en los me´todos tradicionales de punto interior. En
particular, una funcio´n de barrera hacia atra´s es usada para regular los puntos del interior
del conjunto restrictivo. [5]
Una mira a la aplicacio´n del MPC muestra que su tecnolog´ıa fue originalmente des-
arrollada para plantas de potencia y aplicaciones en la refinacio´n del petro´leo, pero en la
actualidad se encuentra en incluida en una amplia variedad de ambientes de manufactura
incluida la qu´ımica, el procesamiento de alimentos, las industrias automotriz, aeroespacial,
metalu´rgica y la pulpa de papel. Las publicaciones asociadas con la teor´ıa y pra´ctica de la
tecnolog´ıa MPC esta´n resumidas varios art´ıculos y revisiones recientes. En [6] se presenta
una breve historia de la tecnolog´ıa MPC y una encuesta de aplicaciones industriales. En [10]
se resumieron las propiedades teo´ricas de los algoritmos MPC y en [9] se discute el pasado,
presente y futuro de la tecnolog´ıa MPC.
Usualmente el MPC usa modelo lineales discretos y en general los resultados del problema
de optimizacio´n son no lineales y no convexos. Sin embargo, si el objetivo de control y las
restricciones dependen monol´ıticamente de las salidas del sistema, el problema del MPC
puede ser reconfigurado como un problema con un conjunto fiable y convexo. Si adicionamos
una funcio´n objetivo convexa, esto lleva a un problema de optimizacio´n, que puede ser
resuelto muy eficientemente. [7]
La identificacio´n de mu´ltiples variables en ciclo cerrado de procesos industriales de gran
escala fue estudiada por el Me´todo Asinto´tico (ASYM) [8]. Los cuatro problemas a resolver
son el disen˜o de la sen˜al de control, la seleccio´n de la estructura y el orden del modelo, la
estimacio´n de para´metros y la validacio´n del modelo se resuelven de manera sistema´tica, el
me´todo utilizado provee exactitud del modelo entrada salida y del modelo de la perturbacio´n
no medida, el modelo del error es cuantificado por una matriz de error que puede ser usada
para la validacio´n del modelo y su redisen˜o.
3La existencia de la tecnolog´ıa industrial MPC tiene varias limitaciones, las ma´s destacadas
son: [3]
Modelos sobre parametrizados. Muchos productos comerciales usan modelos de la
planta de repuesta al escalo´n o al impulso, los cuales son sobre parametrizados. Por
ejemplo, un proceso de primer orden puede ser descrito por una funcio´n de transfe-
rencia con tres para´metros, mientras que un modelo de respuesta al escalo´n requiere
de ma´s de 30 coeficientes. De otro lado, estos modelos no son va´lidos para procesos
inestables. Este problema puede ser superado por el uso de modelos parame´tricos
autoregresivos.
Sintonizacio´n. El procedimiento de sintonizacio´n no esta claramente definido dado que
el equilibrio entre los para´metros y el comportamiento del ciclo cerrado no es muy
claro. La sintonizacio´n en presencia de restricciones debe ser au´n ma´s dificultosa y
au´n para el caso nominal, no es fa´cil garantizar estabilidad en ciclo cerrado; que es la
causa que mucho esfuerzo debe ser realizado en las simulaciones. La factibilidad del
problema es uno de los to´picos ma´s desafiantes del MPC hoy en d´ıa.
Sub optimalidad de la optimizacio´n dina´mica. Algunos paquetes proveen soluciones
subo´ptimas para minimizar la funcio´n de costo en orden de acelerar el tiempo de
la solucio´n. Esta puede ser aceptada en aplicaciones de alta velocidad (sistemas de
rastreo) donde la solucio´n del sistema en cada tiempo de muestreo no es factible, pero
es dificultoso justificarlo para aplicacio´n de control de procesos a menos que pueda
ser mostrada que la solucio´n subo´ptima es siempre muy cercana al o´ptimo.
Incertidumbre del modelo A pesar de que los paquetes de identificacio´n de modelos
proveen estimaciones con incertidumbre, la gran mayor´ıa no usa esta informacio´n para
el disen˜o del controlador.
Asumir perturbaciones constantes A pesar de que posiblemente la asuncio´n ma´s ra-
zonable es considerar que la perturbacio´n puede permanecer constante en el futuro,
la mejor realimentacio´n puede ser posible si la distribucio´n de la perturbacio´n puede
ser caracterizada con ma´s cautela.
Ana´lisis Un ana´lisis sistema´tico de las propiedades de estabilidad y robustez del MPC
no es posible en la formulacio´n original de horizonte finito. La ley de control es en
4general variante en el tiempo y no puede ser representada en un prototipo de la forma
de ciclo cerrado, especialmente en el caso de restricciones.
El e´xito de la tecnolog´ıa MPC como un paradigma de control de procesos puede ser
atribuido a tres factores importantes. [6]
Lo primero es la incorporacio´n de un modelo expl´ıcito del proceso en los ca´lculos del
controlador. Esto permite al controlador, en principio, tratar directamente con todas
las caracter´ısticas significativas de la dina´mica del proceso.
En segundo lugar, el algoritmo MPC considera la conducta de la planta sobre un
futuro horizonte en el tiempo. Esto significa que los efectos de las perturbaciones
anticipadas y de retroalimentacio´n puedan ser anticipadas y removidas, permitiendo
al controlador manejar la planta cerradamente a lo largo de una trayectoria deseada
en el futuro.
Finalmente, el control MPC considera las entradas, el estado y las restricciones de
salida del proceso directamente en el ca´lculo de control. Esto significa que las viola-
ciones a las restricciones sean poco probables, resultando en un control ajustado a las
condiciones o´ptimas para el estado estable del proceso.
Es la inclusio´n de las restricciones lo que ma´s claramente distingue el MPC de otros
paradigmas de control de procesos.
En la actualidad se investigan las estrategias de [11]
Modelo de Control Predictivo No Lineal (NMPC)
El costo computacional
La descripcio´n de la planta como Modelo Mu´ltiple
El disen˜o de controladores para estabilizar la planta en una regio´n dada
El disen˜o de controladores libres de desviacio´n (offset)
Un estudio de me´todos [15] se da en Garc´ıa et al. (1989). Una versio´n ha resultado ser
aceptada particular y ampliamente: el ahora muy conocido Control Predictivo Generaliza-
do (GPC). Se introdujo por Clarke et al. (1987a,b) y fue conceptualmente basado en los
5primeros algoritmos de Richalet et al. (1978) y Cutler y Ramaker (1980). Dada la aparien-
cia del GPC, se han sugerido muchas extensiones y complementos. E´stos fueron unificados
por Soeterboek (1992) dentro Control Predictivo Unificado llamado (UPC). Este control
es ligeramente ma´s flexible por lo que se refiere a la estructura del modelo, seleccio´n de
criterios y para´metro de sinton´ıa que el GPC. Bitmead et al. (1990) expuso cr´ıticamente
el control predictivo generalizado y argumento que el problema de control sin restricciones
para sistemas lineales se maneja bien por los me´todos de disen˜o de controladores Gaussian
Cuadra´tico Lineal (LQG).
Inicialmente, el control predictivo se vio como una alternativa para el control de des-
plazamiento de polos y de varianza m´ınima generalizada en sistemas autosintonizables y
adaptables. El GPC ten´ıa las propiedades agradables de ser aplicable a sistemas de fase
no m´ınima o a sistemas inestables en ciclo abierto, a sistemas con tiempo muerto u orden
desconocido, para nombrar algunos casos. Despue´s, la habilidad del control predictivo para
ocuparse de la entrada y el estado de sistemas restringidos ha recibido mucha atencio´n, vea
por ejemplo Mayne et al. (2000) para un estudio comprensivo con respecto a la estabilidad
y optimalidad para el control predictivo restringido. Honestamente, la Programacio´n Cua-
dra´tica (QP) puede resolver el problema restringido (Garc´ıa y Morshedi, 1984) pero la carga
de ca´lculo puede ser exigente (Tsang y Clarke, 1988) y por consiguiente QP es relativa-
mente lenta, conveniente principalmente para los procesos muestreados. Esto aumento la
necesidad para otras soluciones ma´s ampliamente aplicables y posiblemente subo´ptimas con
menor complejidad de ca´lculo (Poulsen et al., 1999). El intercambio entre el desempen˜o del
ciclo cerrado y la velocidad de ca´lculo es un problema importante.
1.2. Restricciones y Optimizacio´n
Declarado el problema de programacio´n cuadra´tico restringido se debe buscar el m´ınimo
y para ello se usa un algoritmo de optimizacio´n iterativo. Un algoritmo ba´sico se describe
en 1.2.1
1.2.1. Algoritmo
Boceto de algoritmo de optimizacio´n iterativo.
Optimizar x0
61 i← 0
2 while criterio de parada no es satisfecho
3 do di ← direccio´n de bu´squeda
4 λi ← paso en direccio´n de bu´squeda
5 xi+1 ← xi + λidi
6 i← i+ 1
7 evaluar el criterio de parada
8 return solucio´n o´ptima
El algoritmo muestra ba´sicamente dos rasgos que lo identifican como algoritmo de op-
timizacio´n: direccio´n de bu´squeda, y taman˜o de paso en la direccio´n de bu´squeda.
Varias te´cnicas de programacio´n cuadra´tica esta´n disponibles para resolver el problema de
minimizacio´n declarado (vea por ejemplo Luenberger (1984)) y se ha usado en un contexto
de control de predictivo, por ejemplo por Garc´ıa y Morshedi (1984); Camacho (1993) y
Chisci y Zappa (1999). Sin embargo, los me´todos de QP son complejos, consumen tiempo
(probablemente puede ser un problema en las aplicaciones de tiempo real electromeca´nicas),
y puede llevar a problemas nume´ricos como lo sen˜alo Rossiter et al. (1998). As´ı, los me´todos
de proyeccio´n de gradiente simple como Rosen‘s ha explorado (vea por ejemplo Bazaraa et al.
(1993)) y aplicado al control predictivo, por ejemplo por Soeterboek (1992) y Hansen (1996).
Sin embargo, en el caso de restricciones de velocidad, la complejidad de este algoritmo
aumenta signicativamente.
1.3. Control predictivo restringido subo´ptimo
Control Predictivo restringido Subo´ptimo (SCPC) ha sido el problema de Kouvaritakis
et al. (1998) y Poulsen et al. (1999). Se renuncia a la bu´squeda de una solucio´n o´ptima
en favor de una carga de ca´lculo disminuida. Tal acercamiento suboptimal es basado en
una interpolacio´n lineal entre la solucio´n o´ptima sin restricciones y una solucio´n conocida
y factible (la solucio´n no activa las restricciones). El problema de optimizacio´n se reduce a
encontrar un solo para´metro de la interpolacio´n y puede resolverse expl´ıcitamente. Segu´n
los autores, el grado de optimalidad para el me´todo es grande y los beneficios de la solucio´n
coinciden con la solucio´n o´ptima sin restricciones cuando es factible.
71.3.1. Evolucio´n histo´rica del MPC
Este resumen de los cambios histo´ricos del MPC se divide en tres fragmentos, el avance
en conceptos y aplicaciones, los estudios en estabilidad y el manejo de las restricciones.
Avance en conceptos y aplicaciones
1963 Propoi: Receding Horizon Control
1976/78 Richalet MPHC: ”Model Predictive Heuristic Control”(Modelo de control pre-
dictivo heur´ıstico)
1979/80 Cutler y Ramaker: DMC ”Dynamic Matrix Control”(Matriz Dina´mica de Con-
trol)
(En ambos algoritmos, se considera un modelo basado en la respuesta del proceso para
la prediccio´n y el ca´lculo de la accio´n de control se basa en la minimizacio´n del error de
prediccio´n sujeto a restricciones operacionales)
1982 Rouhani y Mehr: Model Algorithmic Control (Modelo de Control Algor´ıtmico)
1982 Garcia y Morari: Internal Model Control (Modelo de control interno)
1984 Peterka: Predictor-based Self-tuning Control
1984 Ydstie: EHAC ”Extended Horizon Adaptive Control”(Control Adaptable de Hori-
zonte Extendido)
(Se trata de llevar la salida futura cerca de la referencia en un instante de tiempo posterior
al retardo del proceso y permite distintas estrategias segu´n la sen˜al de control se considere
constante en un determinado intervalo o se quiera minimizar su valor o incremento)
1985 De Keyser y van Cauwenberghe: EPSAC ”Extended Prediction Self Adaptive Con-
trol”(Control predictivo Extendido Auto Adaptable)
(Se propone una sen˜al de control constante a partir del instante actual)
1987 Campo y 1994 Alwright: MPC con modelacio´n de la incertidumbre parame´trica.
(Se disen˜a el CPBM optimizando la funcio´n objetivo para la situacio´n ma´s desfavorable
de las incertidumbres en los para´metros del modelo)
1987 Clarke: GPC ”Generalized Predictive Control”(Predictivo Control Generalizado)
(Se basa en una funcio´n cuadra´tica que incluye el error de prediccio´n y la energ´ıa de
control en instantes futuros. Adema´s, el algoritmo GPC permite enfrentar sistemas complejos
como sistemas inestables en lazo abierto y retardo de tiempo variable)
1987 Richalet: Predictive Functional Control (Control predictivo funcional)
81987 Campo y Morari: Robust Model Predictive Control (Control predictivo de modelo
robusto)
1989 Kinnaert: Adaptive GPC for MIMO Systems
1989 Bitmead y otros: Adaptive Optimal Control vs. GPC
1989 Gawthrop y Demircioglu: Continuous-time GPC
1989 Li y otros: A State-space Formulation of MPC
1990 Soeterboek: Unified Predictive Control (Control Unificado Predictivo)
1990 Ricker: MPC With State Estimation
1994 Lee: State-space Interpretation of MPC
1991 Clarke y Scattolini: Constrained Receding-Horizon Predictive Control
1991 Bordons y Camacho: GPC adaptivo simplificado
(Este algoritmo es de fa´cil implementacio´n en procesos industriales, basado en un modelo
de primer orden para el sistema y que simplifica el ca´lculo de la accio´n de control).
1997 Kothare y otros: Robust Constrained MPC Using LMI (state-space)
Los estudios en estabilidad
1988 Hashimoto: Condiciones de estabilidad para sistemas multivariables con control
predictivo
1988 Gyu Byun: Resultados de estabilidad para los algoritmos EHAC y GPC.
1992 Kouvaritakis y Rossiter: GPC, que asegura la estabilidad en lazo cerrado.
1992 Mosca: Algoritmo de control predictivo estable bajo condiciones espec´ıficas.
1993 Rawlings y Muske: The Stability of Constrained Receding Horizon Control (infinite
horizon)
El manejo de las restricciones
1984/86 Garc´ıa y Morshedi: DMC con restricciones operacionales (QDMC ”Quadratic
Dynamic Matrix Control”).
1988 Tsang: GPC con restricciones en las variables manipuladas para un horizonte de
control de dos instantes de tiempo.
1989 Garc´ıa y 1990 Zafiriou: Problemas de control predictivo multivariable con restric-
ciones
91993 Camacho: Problema similar con restricciones en las variables de entrada y salida,
cuya solucio´n se basa en transformar el problema de optimizacio´n cuadra´tica (QP ”Quadratic
Programming”) en un problema lineal auxiliar para reducir el esfuerzo computacional.
1992 Madrid: Control GPC con restricciones utilizando programacio´n dina´mica.
1992 Demircioglu: GPC continu´o con restricciones en el estado que garantiza la estabi-
lidad del sistema.
1993 Rawlings: Factibilidad de las restricciones en el MBPC garantiza la estabilidad en
lazo cerrado.
1994 Rossiter: Condiciones necesarias y suficientes para la factibilidad de restricciones y
estabilidad del sistema
1995 Rossiter: GPC con restricciones en presencia de perturbaciones.
1996 Boucher: Tratamiento unificado para las restricciones de igualdad y desigualdad
para el GPC basado en QP.
1997 A´lvarez: Me´todo para resolver infactibilidades de las restricciones para sistemas de
control GPC multivariables.
Cap´ıtulo 2
GENERALIDADES DEL
MODELO DE CONTROL
PREDICTIVO
2.1. Formulacio´n del MPC
Considere un proceso estable simple entrada simple salida (SISO) [14] con entrada u
y salida y. Una formulacio´n del problema MPC con optimizacio´n en l´ınea puede ser en el
tiempo k:
mı´n
u[k|k ],...,u[k+p−1|k ]i=1
p∑
i=1
δi (y[k + i |k ]− r(k))2 +
m∑
i=1
λi∆u[k + i |k ]2 (2.1.1)
sujeto a
uma´x > u[k + i− 1 |k ] > umı´n, i = 1, . . . ,m (2.1.2)
∆uma´x > ∆u[k + i− 1 |k ] > −∆uma´x, i = 1, . . . ,m (2.1.3)
yma´x > y[k + i |k ] > ymı´n, i = 1, . . . , p (2.1.4)
do´nde p y m < p son las longitudes de los horizontes de prediccio´n de la salida (Np, variable
controlada) y de la sen˜al de control (Nc, entrada manipulada) del proceso, respectivamente;
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u[k + i − 1 |k ], i = 1, . . . , p, es el conjunto de valores entrada futura del proceso con
respecto a la optimizacio´n realizada, do´nde
u[k + i |k ] = u[k +m− 1 |k ], i = m, . . . , p− 1 (2.1.5)
r(k) es el valor de referencia, δ(i) y λ(i) son los factores de ponderacio´n y ∆ es el
operador de diferencia hacia atra´s, que da origen a los cambios en la velocidad de la sen˜al
de control; i.e.,
∆u[k + i− 1 |k ]=ˆu[k + i− 1 |k ]− u[k + i− 2 |k ] (2.1.6)
En la forma t´ıpica MPC (Prett y Garc´ıa, 1988), el problema de optimizacio´n anterior se
resuelve en el tiempo k, y la entrada o´ptima u[k] = uopt[k |k ] es aplicada al proceso. Este
procedimiento se repite subsecuentemente en los tiempos k + 1, k + 2, etc.
Es claro que la formulacio´n del problema anterior hace necesaria la prediccio´n de salidas
futuras y[k+ i |k ] y a su vez es necesario el uso de un modelo para el proceso y otro para las
perturbaciones externas. Asuma que el modelo de respuesta finita al impulso (FIR) describe
la dina´mica del proceso controlado.
y[k] =
n∑
j=1
hiu[k − j] + d[k] (2.1.7)
donde hi son los coeficientes del modelo (es el mo´dulo central de convolucio´n) y d es una
perturbacio´n. Entonces
y[k + i |k ] =
n∑
j=1
hju[k + i− j |k ] + d[k + i |k ] (2.1.8)
donde
u[k + i− j |k ] = u[k + i− j], i− j < 0 (2.1.9)
La prediccio´n de la perturbacio´n futura d[k+i |k ] puede ser hallada con una aproximacio´n
o simplificacio´n:
d[k + i |k ] = d[k |k ] = y[k]−
n∑
j=1
hju[k − j] (2.1.10)
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donde y[k] el valor medido de la salida del proceso en el tiempo de muestreo k y u[k − j]
son los valores pasados de la entrada del proceso u. Substituyendo las ecuaciones (2.1.8) a
(2.1.10) en las ecuaciones (2.1.1) a (2.1.4) obtenemos
mı´n
u[k|k ],...,u[k+p−1|k ]i=1
p∑
i=1
δi
(
n∑
j=1
hju[k + i− j |k ]−
n∑
j=1
hju[k − j] + y[k]− r(k)
)2
+
m∑
i=1
λi∆u[k + i− 1 |k ]2 (2.1.11)
sujeto a
uma´x > u[k + i− 1 |k ] > umı´n, i = 1, 2, . . . ,m (2.1.12)
∆uma´x > ∆u[k + i− 1 |k ] > −∆uma´x, i = 1, 2, . . . ,m (2.1.13)
yma´x >
n∑
j=1
hju[k + i− j |k ]−
n∑
j=1
hju[k − j] + y[k] > ymı´n, i = 1, . . . , p (2.1.14)
El problema de optimizacio´n anterior es un problema de programacio´n cuadra´tica (QP)
que puede resolverse fa´cilmente a cada instante de tiempo k.
2.2. Extensiones del MPC
La formulacio´n anterior MPC era t´ıpica en las primeras aplicaciones industriales que se
trataron en los procesos estables disen˜ados por el modelo de respuesta finita al impulso
(FIR). Los modelos FIR, aunque no esencialmente se caracterizan por un algoritmo basado
en modelo como MPC, tienen ciertas ventajas desde un punto de vista de aplicacio´n pra´cti-
ca: pueden representar retrasos de tiempo y dina´micas complejas con igual facilidad. Los
errores en la caracterizacio´n de ruido blanco o coloreado en los experimentos de ciclo abierto
no introducen desviaciones en la estimacio´n de los para´metros. No es necesario ningu´n co-
nocimiento avanzado de modelamiento ni te´cnicas de identificacio´n, si se usan experimentos
simples de respuesta al escalo´n para la identificacio´n del proceso. En lugar de un observador
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o un estimador de estado de la teor´ıa cla´sica de control o´ptima, un modelo del proceso es
directamente empleado en el algoritmo para predecir las salidas futuras del proceso (Morari,
1988). Su principal desventaja es el uso de demasiados para´metros y que puede ser ma´s
pronunciado en el caso de sistemas multivariables.
Mientras una clase grande de procesos puede tratarse por esa formulacio´n, clases ma´s
generales pueden ser manejadas por formulaciones MPC que se concentran en las siguientes
caracter´ısticas:
2.2.1. Modelo de proceso inestable
En este caso, un modelo de proceso FIR no puede usarse. Un modelo en el espacio de
estados, los modelos parame´tricos tales como CARIMA, ARIMAX, DARMAX pueden usarse.
Como los sistemas MPC crecen en taman˜o, la probabilidad de incluir una unidad inestable
o marginalmente estable (integrante) aumenta. Para tales unidades, los modelos como los
anteriores son necesarios.
2.2.2. Modelo de proceso no lineal
La no linealidad de los procesos qu´ımicos se documenta bien (Shinskey, pp. 55-56,
1967; Foss, 1973; Buckley, 1981; Garc´ıa y Prett, 1986; Morari, 1986; Informe de la IEEE,
1987; Comite´ de Informes NRC, Pa´g., 148, 1988; Fleming, 1988; Prett y Garc´ıa, Pa´g., 18,
1988; Edgar, 1989; Longwell, 1991; Bequette, 1991; Kane, 1993; Allgo¨wer y Doyle, 1997;
Ogunnaike y Wright, 1997). Ejemplos t´ıpicos son columnas de destilacio´n y reactores. Los
modelos no lineales esta´n generalmente mal definidos por modelos lineales y all´ı exist´ıan
varias posibilidades para representar los sistemas no lineales. Los modelos basados en los
primeros principios, emp´ıricos, h´ıbridos, en espacio de estados, entrada salida son estructuras
posibles. Adema´s, el desarrollo y adaptacio´n de tales modelos son un problema central MPC.
2.2.3. Modelo de perturbacio´n estoca´stica
Hay varias posibilidades de usar modelos de perturbacio´n estoca´stica aparte, como el
modelo mostrado de orden cero en la ecuacio´n (2.1.10) (Ljung, 1987).
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2.2.4. Funcio´n objetivo estoca´stica
La formulacio´n MPC anterior asume que las salidas futuras del proceso son determin´ısti-
cas sobre el horizonte finito de optimizacio´n. Para una representacio´n ma´s realista de las
salidas futuras del proceso, uno puede considerar una prediccio´n probabil´ıstica (estoca´stica)
para y[k+ i |k ] y la fo´rmula de la funcio´n objetivo debe contener una funcio´n de expectativa
apropiada. Por ejemplo, si y[k+ i |k ] es probabil´ıstica, entonces podr´ıa usarse la funcio´n de
esperanza de la ecuacio´n 2.1.1. Esta formulacio´n, conocida como realimentacio´n o´ptima de
ciclo abierto, no tiene en cuenta el hecho que la informacio´n adicional estar´ıa disponible en
el momento futuro k + i, y asume que el sistema podr´ıa esencialmente correr en el modo
de ciclo abierto sobre el horizonte de optimizacio´n. Una alternativa, produce una ley de
realimentacio´n o´ptima de ciclo cerrado y conf´ıa en la siguiente formulacio´n de programacio´n
dina´mica de la funcio´n objetivo:
mı´n
u[k|k ]
(
δ(1) (y[k + 1 |k ]− r(k))2 +∆u[k |k ]2+ (δ(2) (y[k + 2 |k + 1]− r(k))2
+∆u[k + 1 |k + 1]2 + ...))
(2.2.1)
Mientras la ley de realimentacio´n o´ptima de ciclo abierto no produce requisitos de ca´lculo
pesados, la ley de realimentacio´n o´ptima de ciclo cerrado se complica considerablemente
ma´s. En la pra´ctica, la ley de realimentacio´n o´ptima de ciclo abierto produce resultados que
esta´n cerca de aquellos producidos por la ley de realimentacio´n o´ptima de ciclo cerrado.
Sin embargo, hay casos para los cuales la ley de realimentacio´n o´ptima de ciclo abierto
puede ser de lejos inferior a la ley de realimentacio´n o´ptima de ciclo cerrado. Rawlings et
al. (1994) presenta un ejemplo relacionado con un sistema gene´rico organizado. Lee y Yu
(1997) muestran que la realimentacio´n o´ptima de ciclo abierto es, en general, inferior a
la realimentacio´n o´ptima de ciclo cerrado para procesos no lineales y procesos lineales con
coeficientes inciertos. Ellos tambie´n desarrollaron varias leyes expl´ıcitas de realimentacio´n
o´ptima de ciclo cerrado para varios casos MPC sin restricciones.
2.2.5. Medidas disponibles
Para variables controladas que no se pueden medir directamente, las medidas deben ser
inferidas empleando medidas de variables secundarias en conjunto con ana´lisis de muestras
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de laboratorio. Buenos me´todos inferenciales conf´ıan en modelos ı´ntegros. Adema´s, los re-
sultados de los ana´lisis de laboratorio, se producen mucho menos frecuentemente que las
estimaciones inferenciales, por lo tanto tienen que ser mezcladas las estimaciones inferen-
ciales producidas con las medidas secundarias.
Para sistemas MPC que usan modelos de espacio de estados, normalmente no todos los
estados son mensurables, esto hace necesario un estimador de estado (Lee et al, 1994).
2.2.6. Restricciones
Mientras las restricciones que ponen los l´ımites en las entradas de proceso son triviales de
formular, las restricciones de las salidas de proceso son ma´s dif´ıciles de encontrar, porque las
salidas futuras del proceso y[k+ i |k ] se predicen en te´rminos de un modelo. Si la funcio´n de
densidad de probabilidad de y[k+i |k ] es conocida, entonces las restricciones determin´ısticas
sobre y[k + i |k ] pueden reemplazarse por restricciones probabil´ısticas de la forma
Pr {y[k + i |k ] 6 yma´x} > α (2.2.2)
(Schwarm y Nikolaou, 1997).
2.2.7. Per´ıodo de muestreo
La seleccio´n del tiempo de muestreo tk para que se realice la optimizacio´n en l´ınea es
una tarea importante, aunque no tanto como las otras tareas de disen˜o MPC. La situacio´n
vuelve ma´s interesante cuando las medidas o decisiones tienen lugar a intervalos de tiempo
diferentes para las variables (Lee et al., 1992). La multitud de escalas de tiempo diferentes
es usualmente manejada a trave´s de la descomposicio´n del problema de optimizacio´n global
en l´ınea a la solucio´n de sub problemas independientes, cada uno con una escala de tiempo
diferente.
2.3. MPC sin restricciones de desigualdad: GPC
Cuando no hay restricciones de desigualdad (ecuaciones (2.1.12) a (2.1.14)), la minimi-
zacio´n de la funcio´n objetivo cuadra´tica de la ecuacio´n (2.1.1) tiene una simple solucio´n de
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forma cerrada, que puede expresarse como sigue. Las ecuaciones (2.1.8) y (2.1.10) producen
y
k+p|k
k+1|k = Hu
k+p−1|k
k|k +Gu
k−1
k−n + y[k] (2.3.1)
do´nde, se asume que p > n,
y
k+p|k
k+1|k
∆
= [y[k + 1 |k ] · · · y[k + p |k ]]T (2.3.2)
u
k+p−1|k
k|k
∆
= [u[k |k ] · · ·u[k + p− 1 |k ]]T (2.3.3)
uk−1k−n
∆
= [u[k − n] · · · u[k − 1]]T (2.3.4)
y[k]
∆
= [y[k] · · · y[k]]T︸ ︷︷ ︸
p
(2.3.5)
H
∆
=

h1 0 · · · · · · 0
... h1 0
...
hn
. . . . . .
...
0
. . . . . . 0
... 0 hn · · · h1

︸ ︷︷ ︸
p

p (2.3.6)
G
∆
=

0 hn · · · h2
...
...
... hn
... 0
...
...
0 · · · · · · 0

︸ ︷︷ ︸
n
p−

hn · · · h1
...
...
...
...
...
...
...
...
hn · · · h1

︸ ︷︷ ︸
n
p (2.3.7)
y la ecuacio´n (2.1.1) se convierte en
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mı´n
u
k+p−1|k
k|k
(
y
k+p|k
k+1|k − r(k)
)T
W
(
y
k+p|k
k+1|k − r(k)
)T
+
(
∆u
k+m−1|k
k|k
)T
R
(
∆u
k+m−1|k
k|k
)
=
mı´n
u
k+p−1|k
k|k
(
HJu
k+p−1|k
k|k +Gu
k−1
k−n + y[k]− r(k)
)T
W
(
HJu
k+p−1|k
k|k +Gu
k−1
k−n + y[k]− r(k)
)T
+
(
(I − P )uk+p−1|kk|k −Quk−1k−n
)T
R
(
(I − P )uk+p−1|kk|k −Quk−1k−n
)
(2.3.8)
donde
r(k) = [r(k) · · · r(k)]T︸ ︷︷ ︸
p
(2.3.9)
u
k+m−1|k
k|k
∆
= [u[k |k ] · · · u[k +m− 1 |k ]]T (2.3.10)
∆u
k+m−1|k
k|k
∆
= [∆u[k |k ] · · ·∆u[k +m− 1 |k ]]T (2.3.11)
W
∆
= Diag(δ1 · · · δp) (2.3.12)
R
∆
= Diag(λ1 · · · λm) (2.3.13)
P
∆
=
m︷ ︸︸ ︷
0 · · · · · · · · · 0
1
. . .
...
0
. . . . . .
...
...
. . . . . . . . .
...
0 · · · 0 1 0


m (2.3.14)
Q
∆
=
n︷ ︸︸ ︷
0 0
0 0
0 0 1


m (2.3.15)
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y
J
∆
=

1 0 · · · 0
0 1
...
. . .
... 1 0
0 · · · · · · 0 1

m
................................................................
0 · · · · · · 0 1
...
...
...
0 · · · · · · 0 1
 p−m

︸ ︷︷ ︸
m
p (2.3.16)
La solucio´n directa de este problema de optimizacio´n es:
u
k+p−1|k
optk|k = Ju
k+m−1|k
optk|k
= J
[
(I − P )TR(I − P ) + JTHTWHJ]−1[
JTHTWe[k]− ((I − P )TRQ+ JTHTWG)uk−1k−n]
(2.3.17)
donde e[k]
∆
= r[k]− y[k] y la entrada u[k] podr´ıa ser implementada
u[k] =
[
1 0 · · · 0
]
︸ ︷︷ ︸
p
u
k+p−1|k
optk|k
Por consiguiente, el controlador es un control lineal invariante en el tiempo y no es
necesaria ninguna optimizacio´n en l´ınea . La teor´ıa de control lineal, para la que hay una
inmensa literatura puede usarse equivalentemente en el ana´lisis o disen˜o sin restricciones
MPC (Morari y Garc´ıa, 1982). Un resultado similar puede obtenerse para varias variantes
MPC, con tal de que la funcio´n objetivo de la ecuacio´n 2.1.1 sea una funcio´n cuadra´tica
uopt
k+p−1|k
k|k y el modelo del proceso ecuacio´n (2.3.1) permanezca lineal en uopt
k+p−1|k
k|k .
Observe que la apariencia de la salida medida del proceso y[k] ecuacio´n (2.3.1) introduce
la informacio´n necesitada por MPC para que sea un controlador de realimentacio´n. Este
es el esp´ıritu de la teor´ıa de control o´ptima lineal cla´sica, en la cual el estado del proceso
controlado x[k] contiene la informacio´n necesitada por el control realimentado.
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Si uno realiza el ana´lisis y disen˜o usando directamente una forma cerrada MPC como en
la ecuacio´n (2.1.1) o su forma equivalente de optimizacio´n en l´ınea, ecuacio´n (2.3.17), es un
asunto de conveniencia en la traslacio´n de los requisitos de ingenier´ıa a ecuaciones de disen˜o.
Por ejemplo, la ecuacio´n (2.3.17) puede usarse para determinar los polos del controlador y por
consiguiente la conducta de ciclo cerrado (por ejemplo, estabilidad, ceros, desplazamiento,
etc.). De otro lado, la ecuacio´n (2.1.1) puede usarse para ayudar directamente a sintonizar
el sistema MPC. Por ejemplo, hacemos intuitivamente claridad sobre el “menor” de la
matriz R, el ma´s ra´pido ciclo cerrado puede ser un riesgo de proximidad a la inestabilidad.
Semejantemente, la salida del proceso y seguira´ los cambios escalo´n en el punto de ajuste
r(k) si la longitud del horizonte de prediccio´n p es suficiente. Una apreciacio´n global MPC
dentro de una estructura de control lineal puede encontrarse en Mosca (1995). Clarke y
colaboradores han usado el te´rmino control predictivo generalizado (GPC) para describir
esencialmente el algoritmo MPC sin restricciones (Clarke et al., 1987; Bitmead et al., 1990).
2.4. Estabilidad
2.4.1. ¿Que´ es estabilidad?
El concepto de estabilidad es central en el estudio de sistemas dina´micos. Hablando sin
excesos, la estabilidad es la propiedad de los sistemas dina´micos que relaciona la “buena”
conducta de ese sistema por largo tiempo. Mientras la estabilidad por si sola no puede
garantizar necesariamente desempen˜o satisfactorio de un sistema dina´mico, no es concebible
que un sistema dina´mico pueda desempen˜arse bien sin ser estable.
La estabilidad puede cuantificarse de varias maneras diferentes, cada una proporciona
una visio´n de los aspectos particulares y la conducta del sistema dina´mico. Las descripciones
matema´ticas del sistema y sus alrededores son necesarias para los resultados cuantitativos.
Dos amplias clases de definiciones de estabilidad son asociadas con:
1. Estabilidad con respecto a las condiciones iniciales y
2. Estabilidad entrada salida,
respectivamente. Las dos clases son complementarias y tambie´n pueden combinarse. Para
sistemas lineales son, en general, dos clases equivalentes. Sin embargo, ellas son diferentes
(aunque interrelacionadas) para dina´micas no lineales.
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2.4.2. Estabilidad con respecto a las condiciones iniciales
Considere un sistema descrito por una ecuacio´n en diferencias vectorial
x[k + 1] = f(k, x[k]), k > 0 (2.4.1)
do´nde x : Z+ → <n y f : Z+×<n → <n. Sin pe´rdida de generalidad, el vector 0 se asume
como un punto de equilibrio del sistema (2.4.1. Se dice que un sistema es estable alrededor
del punto de equilibrio 0 si el estado x eventualmente regresa a 0 cuando su valor inicial es
cualquier lugar dentro una pequen˜a vecindad alrededor de 0. La declaracio´n precedente se
toma con precisio´n en las siguientes definiciones.
Definicio´n 1 Estabilidad
El punto de equilibrio 0 en tiempo k0 de la ecuacio´n (2.4.1) se dice que es estable para
tiempo k0 si, para cualquier ε > 0, all´ı existe un δ(k0, ε) > 0 tal que
‖x[k0]‖ < δ(k0, ε)⇒ ‖x[k]‖ < ε, ∀k > k0 (2.4.2)
Definicio´n 2 Estabilidad uniforme
El punto de equilibrio 0 en tiempo k0 de la ecuacio´n (2.4.1) se dice que es uniformemente
estable sobre [k0,∞] si, para cualquier ε > 0, existe un δ(ε) > 0 tal que
‖x[`]‖ < δ(ε)
` > k0
}
⇒ ‖x[k]‖ < ε, ∀k > ` (2.4.3)
Definicio´n 3 Estabilidad asinto´tica
El punto de equilibrio 0 en tiempo k0 de la ecuacio´n (2.4.1) se dice que es asinto´ticamente
estable para tiempo k0 si
1. es estable en el tiempo k0 y
2. existe un δ(k0) > 0 tal que
‖x[k0]‖ < δ(k0)⇒ l´ım
k→∞
‖x[k]‖ = 0 (2.4.4)
Definicio´n 4 Estabilidad asinto´tica uniforme
El punto de equilibrio 0 en tiempo k0 de la ecuacio´n (2.4.1) se dice que es uniformemente
y asinto´ticamente estable sobre [k0,∞] si
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1. es uniformemente estable sobre [k0,∞] y
2. existe un δ > 0 tal que
‖x[`]‖ < δ
` > k0
}
⇒ l´ım
k→∞
‖x[k]‖ = 0 (2.4.5)
Definicio´n 5 Estabilidad asinto´tica global
El punto de equilibrio 0 en tiempo k0 de la ecuacio´n (2.4.1) se dice que es global
asinto´ticamente estable si
l´ım
k→∞
‖x[k]‖ = 0 (2.4.6)
para algu´n x[k0]
Comentarios
Aunque no hay ningu´n requisito en la magnitud de δ que aparece en las definiciones
anteriores, en la pra´ctica δ se desea que sea tan grande como sea posible, para asegurar
un posible rango ma´s grande de estados iniciales que en el futuro lleguen a 0.
No es importante que la norma particular ‖∗‖ en <n sea usada en las ecuaciones (2.4.2)
y (2.4.3), porque cualquiera de las dos normas ‖∗‖a y ‖∗‖b en <n son equivalentes,
por ejemplo, existen constantes positivas k1 y k2 tal que k1 ‖x‖a 6 ‖x‖b 6 k2 ‖x‖a
para cualquier x ∈ <n. Veremos que la opcio´n de norma particular es importante en
la estabilidad entrada salida.
Como las definiciones anteriores insinu´an, para que un sistema no sea estable alrededor
de 0, no es necesario para el sistema producir sen˜ales que crezcan sin l´ımite.
2.4.3. Estabilidad entrada salida
La estabilidad entrada salida se refiere al efecto de las entradas del sistema sobre las
salidas del sistema. Por consiguiente, el e´nfasis es co´mo las magnitudes de las entradas y
las salidas esta´n relacionadas. Estas ideas de magnitud, sistema y estabilidad se explican a
continuacio´n.
Definicio´n 6 Las normas p
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La magnitud de una sen˜al x : Z+ → <n se cuantifica por su norma p, definida como
‖x‖p =ˆ
( ∞∑
k=1
‖x[k]‖p
)1/p
(2.4.7)
do´nde 1 6 p 6∞ y ‖x[k]‖ puede ser cualquier norma Euclidiana en <n
Basados en la definicio´n anterior, podemos proporcionar una primera definicio´n de esta-
bilidad.
Definicio´n 7 Estabilidad entrada limitada salida limitada (BIBO)
Un sistema S, mapeando una sen˜al de entrada u a una sen˜al de salida x con S(0) = 0,
es estable si una entrada limitada produce una salida limitada, es decir,
‖u‖p <∞⇒ ‖x‖q <∞ (2.4.8)
Una declaracio´n alternativa de la ecuacio´n (2.4.8) es
u ∈ lmp ⇒ x ∈ lmq (2.4.9)
donde
lmp =ˆ
{
z : Z → <m
∣∣∣‖z‖p <∞} (2.4.10)
Una convencio´n usual es escoger p = q en la definicio´n 7, aunque pueden seleccionarse
valores diferentes para p y q.
La definicio´n 7 es u´til para caracterizar la inestabilidad de una manera significante.
Definicio´n 8 Estabilidad de ganancia finita (FG)
Un sistema S : lmp → lnq : u 7→ x=ˆSu, es de ganancia finita estable si la ganancia
(norma inducida) de S es finita, es decir,
‖S‖i,pq =ˆ sup
u∈lmp −{0}
‖x‖q
‖u‖p
<∞ (2.4.11)
La limitacio´n de Definicio´n 8 es que la sen˜al de entrada u puede variar sobre el espacio
entero lmp . Esto crea dos problemas:
1. El espacio entero lmp puede contener las sen˜ales f´ısicas sin sentido; y
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2. Las caracter´ısticas de estabilidad de S pueden ser diferentes sobre diferentes subcon-
juntos de lmp .
Choi y Manousiouthakis (1997) recientemente introdujeron el concepto de ganancia
finita inicial para condiciones de estabilidad, para combinar las visiones proporcionadas por
cada uno de los dos tipos de estabilidad anteriores:
Definicio´n 9 Condiciones de estabilidad para ganancia finita inicial
Un sistema S : lmp → lnq : u 7→ x=ˆSu es estable para ganancia finita sobre el conjunto
U en condiciones iniciales s[0] en el conjunto S si se mantiene la siguiente desigualdad:
sup
u ∈ U
s[0] ∈ S
‖x‖q
‖u‖p
<∞ (2.4.12)
La ventaja de la definicio´n anterior es que da una caracterizacio´n completa de la conducta
de estabilidad de un sistema. Su desventaja es que el co´mputo del lado izquierdo en la
ecuacio´n (2.4.12) no es trivial.
2.5. Teor´ıa MPC con propiedades predecibles
2.5.1. Estabilidad
Debido a que ningu´n control equivalente lineal invariante en el tiempo existe para un
controlador MPC restringido, determinando la estabilidad de un sistema restringido MPC
de ciclo cerrado no se puede confiar en me´todos adecuados para sistemas lineales, como
la determinacio´n de los polos de la matriz de transferencia de ciclo cerrado. Recientes des-
arrollos han vertido una luz en la estabilidad del MPC restringido. El origen de demostrar la
estabilidad MPC restringido ya fue planteado por Economou (1985) quie´n postulo´, antes de
que su vida alcanzara un fin tra´gico, que podr´ıa establecerse esa estabilidad de ciclo cerrado
para MPC restringido usando el teorema reduccio´n del mapeo. Mayne y Michalska (1991)
y Rawlings y Muske (1993), a trave´s de art´ıculos, desarrollaron estructuras activas para
establecer la estabilidad de ciclo cerrado en tiempo continuo y tiempo discreto de sistemas
MPC restringidos, respectivamente. Estos trabajos proveen las herramientas correctas para
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el estudio de un gran problema de control considerado dif´ıcil. A continuacio´n se presenta
una discusio´n de ideas pertinentes.
2.5.2. MPC con modelo lineal. Una prueba de estabilidad
Considere la siguiente descripcio´n de espacio de estado de un proceso lineal, invariante
en el tiempo (no necesariamente estable)
x[k + 1] = Ax[k] +Bu[k] (2.5.1)
do´nde x ∈ <nx , u ∈ <nu . Asumimos el conocimiento perfecto de las matrices A y B, la
informacio´n estado completo x[k], y ausencia de perturbaciones. El objetivo MPC en el
tiempo k es
mı´n
u[k|k ],...,u[k+p−1|k ]
J [k] (2.5.2)
donde
J [k]=ˆ
p∑
i=1
x[k + i |k ]TWx[k + i |k ] +
p∑
i=1
x[k + i− 1 |k ]TRu[k + i− 1 |k ] (2.5.3)
W es una matriz definida positiva y R es una matriz semi definida positiva. El estado y
las restricciones de entrada son
G[k + i− 1]u[k + i− 1 |k ] < g[k + i− 1], i = 1, . . . , p (2.5.4)
H[k + i]x[k + i |k ] 6 h[k + i], i = 1, . . . , p (2.5.5)
Se asume que las restricciones anteriores definen regiones no vac´ıas (convexas) que
contienen el punto (0, 0).
La estabilidad MPC de ciclo cerrado puede establecerse usando el siguiente argumento de
Lyapunov (Rawlings et al., 1994). Asuma que G[k+i−1], g[k+i−1], H[k+i] y h[k+i]
son independientes de k e i. Considere una solucio´n
U
k+p−1|k
optk|k = {uopt[k |k ], . . . , uopt[k + p− 1 |k ]} (2.5.6)
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para la ecuacio´n (2.5.2) en el tiempo k, y asuma que p es lo bastante grande para que
x[p] = 0. Considere el siguiente candidato de control para la entrada en el tiempo k+1:
U
k+p−1|k+1
k+1|k+1 = {uopt[k + 1 |k ], . . . , uopt[k + p− 1 |k ], 0} (2.5.7)
U
k+p−1|k+1
k+1|k+1 es factible en el tiempo k+1, porque contiene la entrada u que satisfizo las
mismas restricciones en el tiempo k. Los resultados de las entradas factibles anteriores en
un valor de la funcio´n objetivo J [k + 1] que satisfacen
J [k + 1] = Jopt[k]− x[k]TWx[k]− u[k]TRu[k] (2.5.8)
Debido a la optimidad, las salidas de la ecuacio´n anteriores
Jopt[k + 1] 6 J [k + 1]
= Jopt[k]− x[k]TWx[k]− u[k]TRu[k]
6 Jopt[k]
(2.5.9)
donde las u´ltimas desigualdades resultan en matrices W semi definida positiva y R definida
positiva. Por consiguiente, la sucesio´n
{
J [k]∞k=k0
}
es no creciente. Tambie´n se limita debajo
de 0. Por consiguiente, la sucesio´n
{
J [k]∞k=k0
}
converge, es decir l´ım
k→∞
J [k] = a. Para
mostrar que a =0, restructure la ecuacio´n (2.5.9), para conseguir
x[k]TWx[k] + u[k]TRu[k] 6 Jopt[k]− Jopt[k + 1]⇒
l´ım
k→∞
(
x[k]TWx[k] + u[k]TRu[k]
)
6 Jopt[k]− l´ım
k→∞
Jopt[k + 1] = 0⇒
l´ım
k→∞
x[k] = 0, l´ım
k→∞
u[k] = 0
y la estabilidad de ciclo cerrado es probada.
2.5.3. MPC con modelo no lineal
La prueba de estabilidad de Lyapunov como se presentara en la seccio´n 3.5.2 puede ex-
tenderse a los sistemas no lineales. Porque los sistemas no lineales esta´n definidos, por que
ellos no son (a saber lineal), la estructura de la prueba resultante debe ser definida precisa-
mente. Usando temporalmente a Rawlings (1994) y Meadows et al. (1995), consideramos
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sistemas dina´micos de la forma
x[k + 1] = f (x[k], u[k]) (2.5.10)
do´nde f : <n × <m → <n es continua y f(0, 0) = 0. Se asume que el estado x es
mensurable. El problema de optimizacio´n MPC en l´ınea se vuelve
mı´n
u[k|k ],...,u[k+p−1|k ]
I[k] (2.5.11)
donde
I[k]=ˆ
p−1∑
i=0
L (x[k + i |k ], u[k + i |k ]) (2.5.12)
sujeto a la ecuacio´n (2.5.11) y el estado, entrada, y los restricciones terminales
x[k + i |k ] ∈ X[k + i], i = 0, . . . , p− 1 (2.5.13)
u[k + i |k ] ∈ U [k + i], i = 0, . . . , p− 1 (2.5.14)
La funcio´n L : <n×<m → < que aparece en la ecuacio´n (2.5.12) se asume que satisface
las siguientes propiedades:
L(0, 0) = 0 (2.5.15)
Existe una funcio´n no decreciente
γ : [0,∞)→ [0,∞) (2.5.16)
tal que γ(0) = 0 y 0 < γ (‖x, u‖) 6 L(x, u) para todo (x, u) 6= (0, 0)
Esto lleva a las siguientes propiedades adicionales de L:
L(x, u) > 0 ∀ (x, u) 6= (0, 0) (2.5.17)
L(x, u) = 0⇔ (x, u) = (0, 0) (2.5.18)
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L(x, u)→ 0⇒ (x, u)→ (0, 0) (2.5.19)
La funcio´n J en el ecuacio´n (2.5.3) satisface todas las condiciones anteriores.
Como en el caso lineal, una prueba para la estabilidad de ciclo cerrado puede construirse,
si puede garantizarse que
x[k + p |k] = 0 (2.5.20)
La ecuacio´n (2.5.20) puede satisfacerse si se escoge la longitud del horizonte mo´vil p,
sea lo “ bastante grande”, o si la restriccio´n en la ecuacio´n (2.5.20) esta´ directamente
incorporada en el problema de optimizacio´n en l´ınea. En cualquier caso, una prueba de
estabilidad de ciclo cerrado puede construirse como sigue.
2.5.4. Una prueba de estabilidad para MPC con modelo no
lineal
Como en el caso lineal, asumimos conocimiento perfecto de f , la informacio´n estado
completo de x[k], y ausencia de perturbaciones. Se asume que las restricciones definen
regiones no vac´ıas (convexo) que contienen el punto (0, 0). Tambie´n se asume que X[k+ i]
y U [k + i] son independiente de k e i. Asumamos que existe una solucio´n
U
k+p−1|k
optk|k = {uopt[k |k ], . . . , uopt[k + p− 1 |k ]} (2.5.21)
para la ecuacio´n (2.5.11) en el momento k, corresponde para x[p] = 0. Considere el siguiente
candidato para control de entrada en el tiempo k + 1:
U
k+p|k
optk+1|k+1 = {uopt[k + 1 |k ], . . . , uopt[k + p− 1 |k ], 0} (2.5.22)
U
k+p−1|k
optk|k es factible en el tiempo k+1, porque contiene la entrada u que satisfizo las
mismas restricciones en el tiempo k, el punto (0, 0) se ha asumido que es factible, y se
asume que f es conocida perfectamente. Los resultados de las entradas factibles anteriores
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son valores de la funcio´n objetivo I[k + 1] que satisfacen
Iopt[k + 1] 6 I[k + 1]
= Iopt[k]− L (x[k]u[k])
6 Iopt[k]
(2.5.23)
donde los u´ltimos resultados de la desigualdad dan L semi definida positiva. Por consiguiente,
la sucesio´n
{
I[k]∞k=k0
}
es no creciente. Tambie´n se limita por debajo de 0. Por consiguiente,
la sucesio´n
{
I[k]∞k=k0
}
converge a un l´ımite b.
Para mostrar ese b =0, restructure la ecuacio´n (2.5.23), para conseguir
0 ≤ L (x[k]u[k]) ≤ Iopt[k]− Iopt[k + 1]⇒
0 ≤ l´ım
k→∞
L (x[k]u[k]) ≤ l´ım
k→∞
(Iopt[k]− Iopt[k + 1]) = 0⇒
l´ım
k→∞
L (x[k]u[k]) = 0⇒
l´ım
k→∞
(x[k]u[k]) = (0, 0)
donde la u´ltima igualdad sigue la propiedad (2.5.19) de la funcio´n L. Esto completa la
prueba de estabilidad de ciclo cerrado.
2.5.5. Prueba de estabilidad y pra´ctica MPC
Las pruebas de estabilidad anteriores son relativamente simples. Ellas conf´ıan en la de-
sigualdad
0 6 L (x[k]u[k]) 6 Iopt[k]− Iopt[k + 1] (2.5.24)
Se comprueban los v´ınculos de las desigualdades anteriores en varias suposiciones, de las
cuales las siguientes son importantes:
1. El problema de optimizacio´n en l´ınea, ecuaciones (2.5.2) o (2.5.11), es factible.
2. El estado puede dirigirse al punto de ajuste a lo sumo en p etapas, es decir x[p] = 0
3. El modelo del proceso controlado A y B en la ecuacio´n (2.5.1) o f en la ecuacio´n
(2.5.10) es perfecto.
4. No hay perturbaciones externas.
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5. El estado x es mensurable.
6. La entrada y las restricciones de estado, ecuaciones (2.5.4) y (2.5.5) o (2.5.13) y
(2.5.14) son independientes del tiempo.
7. El o´ptimo global del problema de optimizacio´n en l´ınea, incluye la restriccio´n terminal
x[k + p |k ] = 0 que puede ser computado exactamente.
Para procesos estables, los practicantes de MPC han asegurado tradicionalmente que las
suposiciones 1 y 2 son satisfechas si:
1. Se selecciona p lo bastante grande y
2. Si se realiza la optimizacio´n con respecto a u[k |k ], . . . , u[k +m |k ], do´nde m << p.
Rawlings y Muske (1993) han mostrado que la idea anterior puede extenderse a los
procesos inestables. Adema´s de garantizar la estabilidad, su acercamiento mantiene una
manera computacionalmente eficaz para la aplicacio´n en l´ınea. Su idea es empezar con
un horizonte de control finito (decisio´n) pero un horizonte de prediccio´n infinito (funcio´n
objetivo), es decir, m <∞ y p =∞ y entonces usar el principio de optimidad de Bellman
y los resultados de la teor´ıa de control o´ptimo para sustituir el objetivo de horizonte de
prediccio´n infinito por un objetivo de horizonte de prediccio´n finito ma´s un te´rmino de
penalizacio´n terminal de la forma:
x[p]TPx[p] (2.5.25)
correspondiente al valor o´ptimo de la parte truncada de la funcio´n objetivo original. Chen
y Allgo¨wer (1996) han presentado una extensio´n de la idea anterior a MPC con modelos
no lineales y restricciones a la entrada. Ellos computan el te´rmino de penalizacio´n terminal
fuera de l´ınea como la solucio´n apropiada de una ecuacio´n de Lyapunov. Genceli y Nikolaou
(1995) han mostrado co´mo asegurar la viabilidad y como consecuencia como asegurar la
estabilidad robusta para MPC no lineal con modelos Volterra.
Seleccionando p lo bastante grande no es la u´nica manera de garantizar las suposiciones
1 y 2. Se podr´ıa directamente incluir una restriccio´n de finalizacio´n x[p] = 0 en el problema
de optimizacio´n en l´ınea, una idea propuesta por varios investigadores (Kleinman, 1970;
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Thomas, 1975; Keerthi y Gilbert, 1988; Mayne y Michalska, 1990). Esta restriccio´n no
presenta ningu´n desaf´ıo de ca´lculo serio en la aplicacio´n en l´ınea. Otras opciones tambie´n son
posibles, basadas, por ejemplo, en restringir x(p) para pertenecer a las pequen˜as vecindades
del punto de ajuste (Mayne, 1996) o en los argumentos de la restriccio´n de estados (Morari
y de Oliveira, 1997; Mayne, 1997).
Los procesos inestables proponen un desaf´ıo adicional, que la estabilizacio´n so´lo es posible
si el estado x(k) se encuentra en un cierto dominio, para que, aunque la entrada pueda
restringirse bastante (ecuacio´n (2.1.2)), la accio´n de control pueda estar disponible. Si el
estado no esta´ en el dominio de estabilizabilidad entonces nada puede hacerse para dirigir
el estado al punto de ajuste.
La viabilidad de estados restringidos es un problema comu´n ( Teorema 1 en Rawlings et
al., 1994). Cuando tengan que ser satisfechas las restricciones de salida, como en la ecuacio´n
(2.1.4), entonces podr´ıa ocurrir que una adecuada accio´n de control este´ disponible, debido
a las restricciones como en la ecuacio´n (2.1.2). Si tal incapacidad se descubre, uno puede
usar las variables de relajacio´n adicionales para modificar las restricciones de salida as´ı:
yma´x + ε > y[k + i |k ] > ymı´n − ε, i = 1, . . . , p (2.5.26)
y agregar un te´rmino qε2 a la funcio´n objetivo en la ecuacio´n (2.1.1).
La prueba de estabilidad puede extenderse para ocuparse de perturbaciones externas li-
mitadas (suposicio´n 4) por adicio´n contable, aunque los resultados pueden ser conservativos.
Alternativamente, se puede introducir un integrador en la salida del proceso y mostrar la
estabilidad de un sistema integrante sin perturbaciones.1
2.5.6. Estabilidad robusta y fragilidad del MPC restringido
Para mostrar la desigualdad (2.5.24), se han hecho las suposiciones precedentes 1 a 7.
Cuando las suposiciones 1, 4, y 5 no esta´n satisfechas, se originan los problemas de robustez,
porque el proceso se comporta diferentemente que como lo asumio´ el controlador. Cuando
la suposicio´n 7 no esta´ satisfecha, entonces se originan los problemas de fragilidad, porque
el controlador se comporta diferentemente que como se disen˜o´. Debe mencionarse que el
1Por ejemplo, el modelo FIR de la ecuacio´n 2.1.7 puede ser sustituido por y[k] = y[k+1]+
n∑
j=1
hiu[k − j],
por esa razo´n eliminamos la perturbacio´n escalo´n d
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problema de fragilidad no se confina a los sistemas MPC restringidos. Keel y Bhattacharya
(1997) mostraron que incluso en los sistemas de control lineales invariantes en el tiempo, hay
controladores que con desviaciones sumamente pequen˜as de los valores de los para´metros
del controlador a las de sus valores de disen˜o pueden producir la inestabilidad.
Estabilidad robusta
Para asegurar estabilidad robusta con la presencia de incertidumbres en el modelo,
asegu´rese que se satisface la desigualdad (2.5.24), aunque las matrices A y B en el ecuacio´n
(2.5.1) o la funcio´n f en el ecuacio´n (2.5.10) no se conozcan perfectamente. La desigualdad
(2.5.24) tambie´n tiene que ser satisfecha cuando las perturbaciones externas entran en el
sistema. Dos acercamientos han aparecido en la literatura.
1. Escoger los para´metros de MPC normal y la funcio´n objetivo en l´ınea I[k] (por ejemplo
las matrices Q y R en J [k] para el caso lineal) de tal manera que 0 6 Iopt[k]−Iopt[k+
1]. En otros te´rminos, se intenta la robustez a trave´s de la mejor sintonizacio´n MPC,
con modificaciones menores de la estructura MPC.
2. Modificar el problema de optimizacio´n en l´ınea MPC, agregando restricciones que
ayudan a estabilizar el sistema de ciclo cerrado, sin la dependencia cr´ıtica sobre la
sintonizacio´n. Por ejemplo, agregar al problema MPC de optimizacio´n en l´ınea una
restriccio´n adicional del tipo
0 6 Iopt[k + 1]− I[k] (2.5.27)
La ventaja del primer acercamiento es que la forma del problema normal de optimizacio´n
MPC se mantiene. La desventaja es que el objetivo en l´ınea puede volverse conservador no
real, dependiendo de la magnitud de las incertidumbres del modelo de proceso. La ventaja
del segundo acercamiento es que el objetivo en l´ınea puede formularse en cierto modo que
refleje el verdadero objetivo de control, sin tener en cuenta la estabilidad, porque lo u´ltimo
se obliga en la restriccio´n de la ecuacio´n (2.5.27). Su desventaja es que el problema de
optimizacio´n en l´ınea MPC puede complicarse.
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Sintonizacio´n MPC para estabilidad robusta
Considere el siguiente problema de optimizacio´n en l´ınea MPC para ciclo abierto estable,
sistema multi entrada multi salida (MIMO), con modelo de respuesta finita al impulso (FIR):
mı´n
ε[k+1|k ],...,ε[k+nw|k ],∆u[k|k ],...,∆u[k+m|k ]
J [k] (2.5.28)
donde
J [k]=ˆ
no∑
j=1
vj
p∑
i=1
(
yj[k + i |k ]− rj
)2
+
no∑
j=1
δj
nw∑
i=1
εj[k + i |k ]2
+
ni∑
j=1
m∑
i=0
λi,j∆uj[k + i |k ]2 (2.5.29)
sujeto a
Prediccio´n de salida del proceso
yj[k + i |k ] =
n∑
i=1
G[j]u[k + i− j |k ] + d[k + i |k ], i = 1, . . . , p (2.5.30)
Prediccio´n de la perturbacio´n
d[k + i |k] = y[k]−
n∑
i=1
G[j]u[k − j], i = 1, . . . , p (2.5.31)
Restricciones de movimiento de la entrada
−∆uma´x 6 ∆u[k + i |k ] 6 ∆uma´x, i = 0, . . . ,m (2.5.32)
Restricciones de la entrada
umı´n 6 u[k + i |k ] 6 uma´x, i = 0, . . . ,m (2.5.33)
Restricciones de la salida suavizadas
ymı´n − ε[k + i |k ] 6 y[k + i |k ] 6 yma´x + ε[k + i |k ], i = 1, . . . , nw (2.5.34)
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Restricciones de finalizacio´n
u[k +m+ i |k] =
(
N∑
j=1
G[j]
)−1
(r(k)− d[k +m+ i |k ]) , i ≥ 0 (2.5.35)
donde ni es el nu´mero de entradas de proceso; no es el nu´mero de salidas del proceso; nw
es el nu´mero de entradas, es el nu´mero de pasos de tiempo sobre los que las restricciones
de salida son forzadas; G[j] son las matrices de los coeficientes FIR del modelo del proceso.
Se asume que la salida del proceso real es
y[k] =
N∑
j=1
H [j]u[k + i− j] + d[k] (2.5.36)
El mo´dulo central del modelo
{
G[j]
}N
j=1
es diferente del mo´dulo central verdadero{
H [j]
}N
j=1
, con el error de modelo limitado como
∣∣H [j] −G[j]∣∣ 6 E[j]ma´x (2.5.37)
Se asumen perturbaciones externas limitadas:
dmı´n 6 d[k] 6 dma´x (2.5.38)
y
−∆dma´x 6 ∆d[k] 6 ∆dma´x (2.5.39)
donde
∆dma´x
{
≥ 0, k ≤M
= 0, k > M
(2.5.40)
Para el sistema MPC anterior, las ecuaciones (2.5.28) hasta la (2.5.35), Vuthandam
et al. (1995) desarrollaron las condiciones suficientes para la estabilidad robusta con des-
plazamiento cero. Estas condiciones pueden usarse directamente para el ca´lculo de valores
m´ınimos para la prediccio´n y longitud del horizonte de control, p y m, respectivamente,
as´ı como para los coeficientes de supresio´n de movimiento rji que no son iguales a los de
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horizonte de control finito. Si las condiciones de estabilidad robustas son suficientes, ellas son
conservativas, particularmente para modelos muy grandes con incertidumbre en los l´ımites.
Fragilidad
Las pruebas de estabilidad desarrolladas impl´ıcitamente asumen que se puede obtener
una solucio´n exacta del MPC para la optimizacio´n en l´ınea. Sin embargo, una solucio´n exacta
no siempre puede obtenerse en casos como los siguientes:
El problema de optimizacio´n en l´ınea es no convexo, por consiguiente las garant´ıas
por alcanzar el o´ptimo global pueden ser dif´ıciles de obtener.
El problema de optimizacio´n en l´ınea es no lineal y tiene restricciones de igualdad. La
satisfaccio´n de esas restricciones no es exacta pero aproximada.
En el primero de los dos casos anteriores, puede obtenerse un o´ptimo local lejos del
o´ptimo global. En tal caso, el ana´lisis de estabilidad basada en el logro de o´ptimo global se
estropear´ıa completamente. En el segundo caso, si el problema de optimizacio´n en l´ınea es
convexo, entonces la solucio´n encontrada nume´ricamente estar´ıa cerca de la solucio´n exac-
ta. Podr´ıa concluirse entonces que el ana´lisis de estabilidad ser´ıa va´lido, por lo menos para
pequen˜os errores en la aproximacio´n del sistema MPC exacto por uno aproximadamente
(nume´ricamente) computado en l´ınea, con tal que los argumentos de continuidad sean va´li-
dos. Resulta, sin embargo, que esto no es necesariamente cierto. Keel y Bhattacharya (1997)
han mostrado que all´ı existen controles fra´giles lineales invariantes en el tiempo, es decir tal
estabilidad de ciclo cerrado es muy sensible a las variaciones en los para´metros de control.
En ese contexto, deben examinarse las propiedades de fragilidad MPC rigurosamente.
Varios autores (Scokaert et al., 1998) han desarrollado variantes MPC y las correspon-
dientes pruebas de estabilidad que corrigen y superan los dos problemas anteriores
1. Requiriendo que la optimizacio´n en l´ınea alcance una solucio´n factible (sub. o´ptimo)
del correspondiente problema, y/o
2. Sustituyendo restricciones de igualdad del tipo
f(x) = 0 (2.5.41)
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por restricciones de desigualdad del tipo
−ε ≤ f(x) ≤ ε (2.5.42)
do´nde ε es un vector de valores “pequen˜os”. Esto asegura que la restriccio´n de finalizacio´n
puede satisfacerse exactamente y, por consiguiente, el ana´lisis de estabilidad puede ser
rigurosamente va´lido.
Cap´ıtulo 3
METODOLOGI´A UNIFICADA
Enfrentarse al problema de disen˜o de sistemas de control implica un conocimiento pro-
fundo de la planta. La solucio´n planteada depende de los conocimientos de los disen˜adores,
de las metodolog´ıas que este´n a punto y del presupuesto. Muchas te´cnicas esta´n en su punto
pero no cumplen las expectativas de los operadores de la planta o de la parte administrativa.
Para las plantas qu´ımicas en especial, las condiciones de operacio´n provocan alta interacti-
vidad entre las variables, su modelamiento es dif´ıcil y son en general sistemas no lineales.
En muchas plantas de proceso continuamente deben cambiarse las condiciones de operacio´n
debido a las condiciones de mercado y los cambios en las referencias en la planta se pueden
prever cuando se planea la produccio´n.
Implementar un sistema de control de proceso es una tarea compleja que debe planear,
desarrollar y ejecutar entre el personal administrativo y te´cnico cumpliendo un conjunto de
normas dictadas por el disen˜o, la operacio´n del proceso y las condiciones econo´micas del
mercado de insumos, producto y servicios.
El objetivo central del presente trabajo es mostrar un camino lo´gico y comprensible para
desarrollar una solucio´n a un problema de control en la industria, as´ı pues se presenta una
metodolog´ıa unificada (planeacio´n + MPC) para enfrentar estas situaciones.
El MPC [26] no hace referencia a un disen˜o concreto de un controlador sino ma´s
bien a un conjunto de ideas o caracter´ısticas para el desarrollo de estrategias de control y
que aplicadas en cada caso en un mayor o menor grado, dan lugar a diferentes tipos de
controladores.
Las principales caracter´ısticas que comparten todas aquellas estrategias de control que
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pueden englobarse dentro del termino Control Predictivo Basado en Modelos son las si-
guientes:
Todas ellas hacen uso expl´ıcito de un modelo del proceso.
Como consecuencia de la minimizacio´n de una cierta funcio´n de coste, se obtienen en
cada instante, no una sen˜al de control sino una cierta secuencia de sen˜ales de control
o´ptimas.
Se aplica el concepto denominado receding horizon (horizonte mo´vil). Es decir, aunque
se obtenga una secuencia de control o´ptima, so´lo se utiliza la primera accio´n de control
de todas ellas, desprecia´ndose las dema´s. En el instante siguiente y utilizando la nueva
informacio´n disponible, se repiten de nuevo todos los ca´lculos.
De las ideas anteriores, se puede deducir la diversidad de estrategias que pueden surgir
en base a estas caracter´ısticas. Como consecuencia, aparecera´n diferentes controladores:
segu´n el tipo de modelo del proceso utilizado.
segu´n el tipo de funcio´n de coste utilizada.
segu´n el me´todo aplicado para la optimizacio´n.
3.1. Propuesta de metodolog´ıa MPC unificada
El desarrollo tecnolo´gico de un pa´ıs esta relacionado directamente con una adecuada
generacio´n de conocimientos, bien sea producido por sus habitantes o por transferencia
desde otros lugares. Se presenta un procedimiento general de disen˜o del control de procesos
teniendo como actor principal el MPC.
El diagrama 3.1 tomado de [21] muestra de una manera simple como se ve el sistema de
control por parte del cuerpo directivo empresarial, donde sus tareas consisten en proporcionar
los objetivos corporativos y el valor de los productos para formular con destreza la funcio´n
de coste que el sistema de control debe optimizar y para luego aplicar las correcciones al
proceso.
Para emprender una tarea de disen˜o tan compleja deben participar adema´s del personal
administrativo, un selecto grupo de personal te´cnico quien conjuntamente desarrollara´n
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Controlador optimizadorFunciónobjetivo
Planta
Objetivos
Empresariales
Valor
Producto
Señales
medidas
Señales de
control
Figura 3.1: La visio´n del empresario
el proyecto de disen˜o de control de procesos. En la figura 3.2 muestra como el personal
te´cnico tiene la responsabilidad de formular los modelos del proceso y su simulacio´n, la
funcio´n de objetivo y la estrategia de optimizacio´n que en ciclo abierto o cerrado vigilara´n
el funcionamiento de la planta en forma continua y o´ptima.
3.2. Estructura de disen˜o de sistemas de control
Inicialmente, la direccio´n de la entidad corporativa formula en detalle el proyecto de
disen˜o de control que debe contemplar los siguientes puntos:
Objetivos generales y espec´ıficos.
Tiempos totales y por actividad.
Metodolog´ıa de seguimiento y control de actividades
Recursos humanos, te´cnicos, econo´micos, de infraestructura.
Cronograma de actividades.
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Figura 3.2: La visio´n completa de la tarea de disen˜o
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El personal seleccionado y capacitado, debe enfrentarse para cumplir la siguiente estra-
tegia [22]:
Requerimientos de
diseño y especificaciones
del sistema
Datos de sensores y
actuadores
Librería de algoritmos de
control
Modelos de planta
Características de
operación
Representación
lógica de
requerimientos
Sistema de
control
preliminar
Criterios de desempeño
Simulación de modelos
Modelos de comunicación
Datos transitorios
Información del producto
comercial
Sistema de
control final
Paquete
integrado
sistema de
control
Sistema de
control
instalado
Conversión a
formato
matemático
Diseño del
sistema de
control
Validación del
sistema de
control
Paquete de
sistema de
control para la
planta
Implementació
n del sistema
de control en
la planta
Entradas
Actividades
Salidas
Figura 3.3: Estrategia del disen˜o de control de procesos
La primera actividad es la conversio´n de las necesidades de disen˜o y las especificaciones
del proceso a un formato lo´gico matema´tico. El resultado proporciona informacio´n histo´rica y
las entradas para la siguiente actividad. Enseguida requerimos de bases de datos de sensores
y actuadores, una librer´ıa de algoritmos de control, los modelos de planta y los caracter´ısticas
de operacio´n. Como resultado obtenemos un disen˜o preliminar del sistema de control. Junto
con los criterios de desempen˜o, datos de estado transitorio, simulacio´n de modelos se valida
el sistema de control y en realimentacio´n con la anterior actividad se desarrolla el sistema de
control final. Luego preparamos la forma de comunicaciones en tiempo real y la informacio´n
del producto obtenido, genera´ndose el paquete integrado de sistema de control de la planta
al cual finalmente se le adecuara´ la manera de implementacio´n para que sea instalado.
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Figura 3.4: Resultado de la aplicacio´n del disen˜o de sistema de control
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Son varias las aplicaciones relacionadas en la bibliograf´ıa que muestran un procedimiento
como el anterior, pero la realizada por la compan˜´ıa Tennessee Eastman (TE) Challenge
Process (ver figura 3.4) [23], muestra el resultado de la aplicacio´n estrategia de disen˜o de
sistema de control, donde aparecen los componentes ma´s importantes de lo que se conoce
como optimizacio´n en linea.
3.3. Optimizacio´n MPC en tiempo real (RTO)
Adema´s de las te´cnicas MPC [24], se han desarrollado te´cnicas de optimizacio´n de
planta en ciclo cerrado para que e´stas funcionen en las mejores condiciones econo´micas de
operacio´n, ya que cuando se usan modelos aproximados (mal condicionados, incompletos,
lineales, variantes en el tiempo) para describir la conducta de plantas en estado estacionario,
deben corregirse (adaptarse) con cierta frecuencia. Estas te´cnicas de optimizacio´n de ciclo
cerrado usan un modelo de primeros principios (principios fundamentales) basados en estado
estacionario de la planta para el ca´lculo de las condiciones de operacio´n que traera´n el mejor
desempen˜o econo´mico en su operacio´n. Contrariamente a la optimizacio´n hecha dentro del
sistema de control predictivo por medio de una aproximacio´n lineal local se valida la conducta
de la planta, un modelo basado en primeros principios es aplicado para que cubra la conducta
de las no linealidades de la planta sobre grandes intervalos de operacio´n.
Despue´s de detectar las condiciones de estado estacionario por medio de ana´lisis es-
tad´ıstico de las sen˜ales de proceso registradas y despue´s de la reconciliacio´n de los datos de
proceso registrados, la funcio´n objetivo se optimiza en dos pasos:
En un primer paso es seleccionado un conjunto de para´metros de holgura, que se
ajusta para hacer que el comportamiento del modelo registrado corresponda al de la
planta real.
En la etapa de optimizacio´n son determinadas las condiciones de funcionamiento que
maximizan la econom´ıa de planta para condiciones dadas de mercado y las condiciones
de planta son usadas para ajustar el modelo.
Para solucionar los problemas de las no linealidades en la optimizacio´n, se aplican te´cnicas
SQP (Programacio´n Secuencial Cuadra´tica). El sistema de optimizacio´n en lazo cerrado
parece indicar condiciones constante de la planta, pues no tiene informacio´n sobre la dina´mica
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Esta la planta en estado
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 Espera
Validación de las medidas
Calculo del desempeño de las
variables de holgura
Calculos de optimización
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Almacenamiento de
los parámetros
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compensaciones
Datos medidos
de planta
Medidas de planta grabadas
Valores y límites
de alimentación
flujos, productos y
servicios
Restricciones de planta
Medidas seleccionadas
de planta
Esta la planta en estado
estable ?
Optimización en ciclo cerrado
Figura 3.5: Diagrama de flujo de ciclo cerrado, sistema de optimizacio´n de planta en tiempo
real
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de la planta. Debido a las perturbaciones que influencian continuamente, una planta nunca
estara´ realmente en estado estacionario. El estado estacionario supuesto es en consecuencia
artificial.
Optimización en estado estable
de ciclo cerrado
Sistema de control de modelo
predictivo (MPC)
Sistema de control distribuido
(DCS)
Planta de proceso
Figura 3.6: Configuracio´n RTO en ciclo cerrado
Despue´s de que las condiciones de funcionamiento o´ptimas han sido determinadas, estas
condiciones son entregadas para que los sistemas MPC actu´en.
As´ı la optimizacio´n en tiempo real y el MPC actu´an mejorando el desempen˜o te´cnico y
econo´mico.
3.4. Alternativas del MPC
Son muchas y variadas las diferentes posibilidades de desarrollar el MPC, la figura 3.7
muestra las diferentes clases de te´cnicas para cada uno de los principales elementos de esta
estructura de control. As´ı, cualquier alternativa escogida debe ser analizada por el grupo de
trabajo, pues uno de los mayores inconvenientes a superar lo constituye el tener dominio en
cada una de las te´cnicas seleccionadas que luego sera´n integradas para dar la solucio´n al
problema MPC.
3.5. Control de matriz dina´mica (DMC). Algoritmo
A manera ilustrativa se presenta el desarrollo matema´tico completo del controlador DMC,
muy conocido entre los desarrolladores de software de control.
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Figura 3.7: Alternativas MPC.
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3.5.1. Prediccio´n multi paso para DMC
P
u
Pd
u
d
w
y
+
+
Figura 3.8: Esquema modelo ba´sico
Consideramos la figura 3.8 donde tenemos tres tipos diferentes de entradas externas
[25]: la variable manipulada u (MV), cuyo efecto sobre la salida, normalmente una variable
controlada (CV), se describe por Pu; la variable de perturbacio´n medida d (DV), cuyo
efecto sobre la salida se describe por Pd y finalmente las perturbaciones no medidas y no
modeladas wy que agregan una desviacio´n (bias) a la salida del sistema. El sistema global
puede describirse por:
y(k) =
[
P u P d
] [ u(k)
d(k)
]
+ wy(k) (3.5.1)
Suponemos que los modelo de respuesta al escalo´n Su, Sd esta´n disponibles para la
dina´mica sistema P u y P d, respectivamente. Definimos el modelo global multivariable de
respuesta al escalo´n:
S =
[
Su Sd
]
(3.5.2)
que esta´n dirigidos por la entrada global:
∆v(k) =
[
∆u(k)
∆d(k)
]
(3.5.3)
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Sea el estado del sistema:
Y˜ (k) = [y˜0(k), y˜1(k), · · · , y˜n−1(k)]T (3.5.4)
Por definicio´n, el estado consiste en las salidas del sistema en el futuro:
Y˜ (k) =

y(k)
y(k + 1)
...
y(k + n− 1)
 (3.5.5)
obtenidas bajo la suposicio´n de que las entradas del sistema no cambian los valores anteriores,
es decir:
∆u(k) = ∆u(k + 1) = · · · = 0
∆d(k) = ∆d(k + 1) = · · · = 0
(3.5.6)
El estado no incluye la informacio´n de perturbacio´n no medida y se supone la definicio´n:
wy(k) = wy(k + 1) = · · · = 0 (3.5.7)
El estado se actualiza con:
Y˜ (k) =MY˜ (k − 1) + S∆v(k − 1) (3.5.8)
La ecuacio´n refleja el efecto del cambio de la entrada ∆v(k−1) sobre la evolucio´n futura
del sistema suponiendo que no hay ningu´n cambio adicional en la entrada. La influencia de
los cambios en la entrada se manifiestan a trave´s de la matriz de respuesta al escalo´n S.
El efecto de cualquier cambio en una entrada futura tambie´n se describe apropiadamente
por la matriz de respuesta al escalo´n. Consideramos la salida predicha, para las siguientes p
etapas de tiempo:
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
y(k + 1 |k )
y(k + 2 |k )
y(k + 3 |k )
...
y(k + p |k )

=

y˜1(k)
y˜2(k)
y˜3(k)
...
y˜p(k)

+

Su1
Su2
Su3
...
Sup

∆u(k |k ) +

0
Su1
Su2
...
Sup−1

∆u(k + 1 |k ) + · · ·+

0
0
0
...
Su1

∆u(k + p− 1 |k )
+

Sd1
Sd2
Sd3
...
Sdp

∆d(k |k ) +

0
Sd1
Sd2
...
Sdp−1

∆d(k + 1 |k ) + · · ·+

0
0
0
...
Sd1

∆d(k + p− 1 |k )
+

wy(k + 1 |k )
wy(k + 2 |k )
wy(k + 3 |k )
...
wy(k + p |k )

(3.5.9)
En (3.5.9) el primer te´rmino de la derecha son los primeros p elementos de estado
que describen la evolucio´n futura del sistema cuando todas las entradas futuras cambian
desde cero. Los te´rminos restantes describen el efecto de los cambios presentes y futuros
de las entradas manipuladas ∆u(k + i |k ), las perturbaciones medidas ∆d(k + i |k ) y las
perturbaciones no medidas y no modeladas wy(k+ i |k ). La notacio´n y(k+ i |k ) representa
la prediccio´n de y(k + i) basada en el hecho de que la informacio´n esta disponible en el de
tiempo k. La misma anotacio´n se aplica a ∆d y ∆wy.
Los valores de la mayor´ıa de estas variables no esta´n disponibles en el tiempo k y tienen
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que ser predichas de una manera racional. La medida en el tiempo k, d(k) es conocida y por
consiguiente ∆d(k) = d(k)−d(k−1). A menos que alguna informacio´n de proceso adicional
este disponible para concluir sobre la conducta de las perturbaciones futuras, suponemos
que las perturbaciones no cambian en el futuro para la derivacio´n algoritmo:
∆d(k + 1 |k ) = ∆d(k + 2 |k ) = · · · = ∆d(k + p− 1 |k ) = 0 (3.5.10)
Esta suposicio´n es razonable cuando las perturbaciones esta´n variando con poca fre-
cuencia. Similarmente, se supone que las perturbaciones futuras no modeladas wy(k+ i |k )
no cambian.
wy(k |k ) = wy(k + 1 |k ) = wy(k + 2 |k ) = · · · = wy(k + p |k ) (3.5.11)
Se obtiene una estimacio´n de la perturbacio´n no modelada presente de la ecuacio´n
( 3.5.1):
wy(k |k ) ≈ ym(k)− y˜0(k) (3.5.12)
donde ym(k) representa el valor de la salida como el realmente medido en la planta.
Aqu´ı y˜0(k), el primer componente de estado Y˜ (k), es la prediccio´n modelada de la sa-
lida en el tiempo k (suponiendo wy(k) = 0) basado en la informacio´n en este tiempo.
La diferencia entre esta salida predicha y la medida de la salida proporciona una buena
estimacio´n de la perturbacio´n no modelada.
Para la generalidad considerar el caso donde las entradas manipuladas no var´ıan por
encima del horizonte p pero solamente en las pro´ximas m etapas.
(∆u(k |k ),∆u(k + 1 |k ), · · · ,∆u(k +m− 1 |k ))
y que despue´s los cambios en la entrada se vuelven cero.
∆u(k +m |k ) = ∆u(k +m+ 1 |k ) = · · · = ∆u(k + p− 1 |k ) = 0 (3.5.13)
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Con estas suposiciones (3.5.9) se obtiene:
Y (k + 1 |k ) =
y˜1(k)
y˜2(k)
y˜3(k)
...
y˜p(k)

︸ ︷︷ ︸
MY˜ (k)
de la memoria
+

Sd1
Sd2
Sd3
...
Sdp

∆d(k)
︸ ︷︷ ︸
Sd∆d(k)
termino prealimentado
+

ym(k)− y˜0(k)
ym(k)− y˜0(k)
ym(k)− y˜0(k)
...
ym(k)− y˜0(k)

︸ ︷︷ ︸
Ip(ym(k)−y˜0(k))
termino realimentado
+

Su1 0 0 0 0
Su2 S
u
1 0 · · · 0
...
...
. . . . . .
...
Sum S
u
m−1 S
u
m−2 · · · Su1
...
...
. . . . . .
...
Sup S
u
p−1 S
u
p−2 · · · Sup−m+1

︸ ︷︷ ︸
Su
Matriz dinamica

∆u(k |k )
∆u(k + 1 |k )
∆u(k + 2 |k )
...
∆u(k +m− 1 |k )

︸ ︷︷ ︸
∆U(k)
Movimiento de entrada futuro
(3.5.14)
Los nuevos s´ımbolos son:
Y (k + 1 |k ) =

y(k + 1 |k )
y(k + 2 |k )
...
y(k + p |k )
 (3.5.15)
Su =

Su1 0 · · · 0
Su2 S
u
1 · · · 0
...
...
...
Sum S
u
m−1 · · · Su1
...
...
...
Sup S
u
p−1 · · · Sup−m+1

(3.5.16)
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Sd =

Sd1
Sd2
...
Sdp
 (3.5.17)
Ip =

I
I
...
I


p (3.5.18)
∆U(k) =

∆u(k |k )
∆u(k + 1 |k )
∆u(k + 2 |k )
...
∆u(k +m− 1 |k )

(3.5.19)
M =


0 I 0 · · · · · · · · · · · · 0
0 0 I 0 · · · · · · · · · 0
...
...
. . . . . . . . . . . .
...
...
0 · · · · · · 0 I 0 · · · 0


p < n

0 I 0 · · · 0
0 0 I · · · 0
...
...
. . . . . .
...
0 · · · · · · 0 I
...
...
...
0 · · · · · · 0 I


p para p ≥ n
(3.5.20)
Con esta nueva anotacio´n la prediccio´n p pasos adelante se convierten en:
Y (k + 1 |k ) =MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k)) + Su∆U(k) (3.5.21)
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donde los primeros tres te´rminos son completamente definidos por las acciones de control del
pasado (Y˜ (k), y˜0(k)) y las medidas presentes (ym(k),∆d(k)) y el u´ltimo te´rmino describe
el efecto de los movimientos variables manipuladas en el futuro ∆U(k).
Esta ecuacio´n de prediccio´n puede ser fa´cilmente ajustada si son hechas diferentes supo-
siciones sobre la conducta futura de las perturbaciones medidas y no medidas. Por ejemplo,
si se espera que las perturbaciones evolucionen con una forma de rampa pondr´ıamos hacer
lo siguiente:
∆d(k) = ∆d(k + 1 |k ) = · · · = ∆d(k + p− 1 |k ) (3.5.22)
y
wy(k + l |k) = wy(k |k) + l (wy(k |k)− wy(k − 1 |k − 1) ) (3.5.23)
3.5.2. Funcio´n objetivo
Los requisitos de funcionamiento de la planta determinan los criterios de desempen˜o del
sistema de control. Estos criterios deben expresarse en te´rminos matema´ticos para que la ley
de control pueda obtenerse en forma algor´ıtmica. En DMC una funcio´n objetivo cuadra´tica
es usada tal que pueda declararse en su forma ma´s simple 1
mı´n
∆u(k|k )...∆u(k+m−1|k )
p∑
l=1
‖y(k + l)− r(k + l)‖2 (3.5.24)
Este criterio minimiza la suma de las desviaciones al cuadrado de los valores predichos
CV en la trayectoria de referencia variante en el tiempo o punto de ajuste r(k + l) hasta p
etapas en tiempo futuro. El criterio cuadra´tico castiga proporcionalmente ma´s las grandes
desviaciones que las menores sobre el promedio de los residuos, acercando la salida a su
trayectoria de referencia y evitando grandes desplazamientos.
Se supone que la variable manipulada es constante despue´s de m intervalos de tiempo
en el futuro, lo que equivale a:
∆u(k +m |k ) = ∆u(k +m+ 1 |k ) = . . . = ∆u(k + p− 1 |k ) = 0 (3.5.25)
1‖x‖ simboliza la norma (xTx) 12 del vector x
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donde m ≤ p siempre. Esto significa que el DMC solo determina los pro´ximos m movimien-
tos. La seleccio´n de m y p afecta la conducta de ciclo cerrado. Es ma´s, m, el nu´mero de
grados de libertad, tiene un influencia dominante en el esfuerzo de ca´lculo computacional.
Tampoco, tiene sentido hacer el horizonte ma´s largo que m+ n (p ≤ m+ n), porque para
un sistema FIR de orden n el sistema alcanza un estado estable despue´s de m + n etapas.
Aumentando el horizonte ma´s alla´ de m+ n simplemente agregar´ıa condiciones constantes
ide´nticas a la funcio´n objetivo (3.5.24).
Debido a las interacciones inherentes del proceso, generalmente no es posible mantener
simulta´neamente todas las salidas cercanas a sus trayectorias de referencia correspondien-
tes. Por consiguiente, en la pra´ctica so´lo un subconjunto de las salidas es bien controlado
a expensas de desplazamientos ma´s grandes en otras. Esto puede ser transparentemente
influenciado incluyendo pesos en la funcio´n objetivo as´ı:
mı´n
∆u(k|k )...∆u(k+m−1|k )
p∑
l=1
‖Γyl y(k + l)− r(k + l)‖2 (3.5.26)
Por ejemplo, para un sistema con dos salidas y1 y y2 y matrices diagonales de peso
constante:
mı´n
∆u(k|k )...∆u(k+m−1|k )
p∑
l=1
Γyl ‖y(k + l)− r(k + l)‖2 (3.5.27)
La funcio´n objetivo se convierte en:
Γyl =
[
γ1 0
0 γ2
]
; ∀l (3.5.28)
As´ı, el peso ma´s grande es para una salida particular y por consiguiente sera´ la contribu-
cio´n ma´s grande en la suma de desviaciones al cuadrado de la funcio´n objetivo. Esto hara´ que
el controlador lleve la salida correspondiente ma´s cerca a su trayectoria de referencia.
Finalmente, los movimientos de las variables manipuladas hacen que la salida siga una
trayectoria dada que podr´ıa ser demasiado severa para ser aceptable en la pra´ctica. Es-
to puede corregirse agregando un te´rmino de penalizacio´n a la funcio´n objetivo para los
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movimientos de las variables manipuladas como sigue:
mı´n
∆u(k)
p∑
l=1
Γyl ‖y(k + l)− r(k + l)‖2 +
m∑
l=1
Γul ‖∆u(k + l − 1)‖2 (3.5.29)
Observe que los elementos ma´s grandes de la matriz Γl
u resultan en menores movimientos
y por consiguiente las trayectorias de salida no se seguira´n. As´ı, las magnitudes relativas de
Γl
y y Γl
u determinara´n el intercambio entre seguir la trayectoria estrechamente y reducir la
accio´n de las variables manipuladas.
3.5.3. Restricciones
En muchas aplicaciones de control el desempen˜o deseado no puede expresarse solamente
como un problema de seguimiento de trayectoria. Muchos requisitos pra´cticos son expresados
ma´s naturalmente con las restricciones en las variables proceso.
Los tres tipos de restricciones comunes son implementadas por formulacio´n DMC, como
desigualdades lineales.
Restricciones de variables manipuladas
El vector solucio´n DMC no so´lo contiene los movimientos actuales para ser implemen-
tados sino tambie´n los movimientos para m intervalos de tiempo futuros. Aunque las vio-
laciones se pueden evitar inhibiendo so´lo el movimiento a ser implementado, pueden usarse
restricciones en los movimientos futuros, para permitir al algoritmo anticiparse y preve-
nir violaciones futuras produciendo as´ı una buena respuesta global. El valor de la variable
manipulada en un tiempo futuro k + l se restringe para que sea:
ulow(l) ≤
l∑
j=1
∆u(k + j |k ) + u(k − 1) ≤ uhigh(l); l = 0, 1, . . . ,m− 1 (3.5.30)
donde u(k−1) es el valor anterior implementado de la variable manipulada. Por generalidad,
se var´ıan los l´ımites ulow(l), uhigh(l) sobre el horizonte. Estas restricciones se expresan en
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forma de matriz para todas las proyecciones como:
[
−IL
IL
]
∆U(k) ≥

u(k − 1)− uhigh(0)
...
u(k − 1)− uhigh(m− 1)
ulow(0)− u(k − 1)
...
ulow(m− 1)− u(k − 1)

(3.5.31)
donde
IL =

I 0 · · · 0
I I · · · 0
...
...
. . .
...
I I · · · I
 (3.5.32)
Siendo I la matriz unitaria.
Restricciones de velocidad en las variables manipuladas
A menudo MPC se usa en un modo de supervisio´n donde hay limitaciones en la velocidad
a la que se mueve el nivel ma´s bajo del punto de ajuste del controlador. E´stos son forzados
por adicio´n de restricciones en el taman˜o de movimiento de las variables manipuladas:
[
−I
I
]
∆U(k) ≥

−∆uma´x(0)
...
−∆uma´x(m− 1)
−∆uma´x(0)
...
−∆uma´x(m− 1)

(3.5.33)
donde ∆uma´x(l) > 0 es posiblemente la variacio´n l´ımite en el tiempo de la magnitud de los
movimientos.
56
Restricciones en las variables de salida
El algoritmo puede hacer uso de las predicciones de salida (ecuacio´n (3.5.21)) para
anticiparse a violaciones de restricciones futuras.
Ylow ≤ Y (k + 1 |k ) ≤ Yhigh (3.5.34)
Sustituyendo la ecuacio´n (3.5.21) obtenemos:
[
−Su
Su
]
∆U(k) ≥
 MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k))− Yhigh
−
(
MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k))
)
+ Ylow
 (3.5.35)
donde
Ylow =

ylow(1)
ylow(2)
...
ylow(p)
 ;Yhigh =

yhigh(1)
yhigh(2)
...
yhigh(p)

son vectores de restricciones de las trayectorias de salida ulow(l), uhigh(l) sobre la longitud
del horizonte p.
Restricciones combinadas
Las restricciones de variables manipuladas (3.5.31), de velocidad de las variables mani-
pulada (3.5.33) y las de variables de salida (3.5.35) pueden combinarse en una expresio´n
conveniente:
Cu∆u(k) ≥ C(k + 1 |k ) (3.5.36)
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donde Cu combina todas las matrices en el lado izquierdo de las desigualdades como sigue:
Cu =

−IL
IL
−I
I
−Su
Su

(3.5.37)
El vector C(k+1|k) del lado derecho reu´ne todos los vectores “error” de las ecuaciones
de restriccio´n:
C(k + 1 |k ) =

u(k − 1)− uhigh(0)
...
u(k − 1)− uhigh(m− 1)
ulow(0)− u(k − 1)
...
ulow(m− 1)− u(k − 1)
−∆uma´x(0)
...
−∆uma´x(m− 1)
−∆uma´x(0)
...
−∆uma´x(m− 1)
MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k))− Yhigh
−
(
MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k))
)
+ Ylow

(3.5.38)
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3.6. Solucio´n por programacio´n cuadra´tica del pro-
blema de control
3.6.1. Programas cuadra´ticos
Antes de desarrollar el problema de optimizacio´n, se presentan algunos conceptos ba´si-
cos de programacio´n no lineal. En particular, es considerada la siguiente formulacio´n de
Programacio´n Cuadra´tica (QP):
mı´n
x
xTHx− gTx
s.a Cx ≥ c
(3.6.1)
donde
H es que una matriz sime´trica llamada la matriz Hessiana;
g es el vector gradiente;
C es la ecuacio´n matricial de restricciones de desigualdad; y
c es la ecuacio´n vectorial de restricciones de desigualdad.
Este problema minimiza un objetivo cuadra´tico en las variables de decisio´n x sujetas
a un conjunto de desigualdades lineales. En ausencia de restricciones la solucio´n de este
problema de optimizacio´n puede encontrarse anal´ıticamente por computo de las condiciones
necesarias para optimalidad como sigue:
d
(
xTHx− gTx)
dx
= 2Hx− g = 0 (3.6.2)
La derivada de segundo orden es
d2
(
xTHx− gTx)
dx2
= 2H (3.6.3)
que significa que para un m´ınimo no restringido existe la Hessiana que debe ser semi-definida
positiva.
El problema de minimizar la suma de cuadrados de los residuos de un conjunto de
ecuaciones lineales:
ρ = Ax− b (3.6.4)
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puede ponerse de la forma simple QP si:
mı´n
x
ρTρ = mı´n
x
(Ax− b)T (Ax− b)
mı´n
x
ρTρ = mı´n
x
xTATAx− 2bTAx+ bT b
(3.6.5)
As´ı QP es:
mı´n
x
xTATAx− 2bTAx (3.6.6)
obtenie´ndose:
H = ATA
g = 2AT b
(3.6.7)
Para obtener la solucio´n u´nica no restringida:
x =
1
2
H−1g (3.6.8)
H debe ser definida positiva.
Cuando se agregan restricciones de desigualdad, H no se requiere que sea estrictamente
definida positiva. Por ejemplo, para H = 0 el problema de optimizacio´n se vuelve:
mı´n
x
−gTx
s.a Cx ≥ c
(3.6.9)
que es un problema de Programacio´n Lineal (LP).
3.6.2. Formulacio´n del problema de control como un programa
cuadra´tico
Haciendo uso de la ecuacio´n de prediccio´n (3.5.21) para volver a escribir la funcio´n
objetivo:
mı´n
∆u(k)
p∑
l=1
Γyl ‖y(k + l |k )− r(k + l)‖2 +
m∑
l=1
Γul ‖∆u(k + l − 1)‖2 (3.6.10)
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y ahora se toman las restricciones (3.5.36) para obtener el problema de optimizacio´n:
mı´n
∆u(k)
{
Γy ‖y(k + 1 |k )−R(k + 1)‖2 + Γu ‖∆u(k)‖2} (3.6.11)
s.a
Y (k + 1 |k ) =MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k)) + Su∆U(k)
Cu∆u(k) ≥ C(k + 1 |k )
(3.6.12)
donde
Γu = diag {Γu1 , . . . ,Γum} (3.6.13)
y
Γy = diag
{
Γy1, . . . ,Γ
y
p
}
(3.6.14)
son las matrices de peso en forma de bloque diagonal, y
R(k + 1) =

r(k + 1)
r(k + 2)
...
r(k + p)
 (3.6.15)
es el vector de la trayectoria de referencia.
Podemos sustituir la ecuacio´n de prediccio´n en la funcio´n objetivo para obtener:
Γy ‖y(k + 1 |k )−R(k + 1)‖2 + Γu ‖∆u(k)‖2 (3.6.16)
= ‖Γy [Su∆u(k)− Ep(k + 1 |k) ]‖2 + Γu ‖∆u(k)‖2 (3.6.17)
= ∆UT (k)
(
SuTΓyTΓySu + ΓuTΓu
)
∆U(k)
−2Ep(k + 1
∣∣k)T ΓyTΓySu∆U(k) + ETp (k + 1 |k) ΓyTΓyEp(k + 1 |k) (3.6.18)
Definimos el vector de errores:
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Ep(k + 1 |k) =

e(k + 1 |k)
e(k + 2 |k)
...
e(k + p |k)

Ep(k + 1 |k) ∆=R(k + 1)−
[
MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k))
]
(3.6.19)
suponiendo que todos los movimientos de control futuros son cero. Este vector incluye el
efecto de las perturbaciones medidas (Sd∆d(k)) en la prediccio´n.
El problema de optimizacio´n con un objetivo cuadra´tico y desigualdades lineales que
tenemos definido es un Programa Cuadra´tico. Transformando a la formulacio´n de QP normal
el problema DMC se convierte en 2:
mı´n
∆U(k)
∆u(k)THu∆U(k)−G(k + 1 ∣∣k)T ∆U(k)
s.a Cu∆U(k) ≥ C(k + 1 |k )
(3.6.20)
donde la Hessiana de QP es
Hu = SuTΓyTΓySu + ΓuTΓu (3.6.21)
y el vector gradiente es
G(k + 1 |k) = 2SuT (Γy)T ΓyEp(k + 1 |k) (3.6.22)
3.7. Aplicacio´n DMC
Como se explico´, la aplicacio´n DMC se hace en una forma de horizonte mo´vil. Esto
implica que el Programa Cuadra´tico derivado se resolvera´ en cada momento de ejecucio´n
del controlador. Debido a este rasgo, el algoritmo puede ser configurado en l´ınea tomando
precauciones de cuidado para situaciones inesperadas. Por ejemplo, en el caso de que un
2El te´rmino ETp (k + 1 |k) Ep(k + 1 |k) es independiente de ∆U(k) y puede ser retirado de la funcio´n
objetivo.
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actuador este´ perdido durante la aplicacio´n, los l´ımites de restriccio´n de esa variable ma-
nipulada en particular puedan considerarse iguales. Entonces se resuelve el problema MPC
con las variables manipuladas restantes. De igual manera, pueden ajustarse los para´metros
de peso en la funcio´n objetivo en l´ınea, da´ndole al usuario la habilidad de sintonizar la ley
control.
3.7.1. Algoritmo de horizonte mo´vil
El algoritmo de MPC restringido se ejecuta en l´ınea as´ı:
1. Preparacio´n. No cambiar las variables manipuladas para por lo menos n intervalos de
tiempo ∆u(−1) = ∆u(−2) = · · · = ∆u(−n) = 0 y suponer que las perturbaciones
medidas son cero ∆d(−1) = ∆d(−2) = · · · = ∆d(−n) = 0 durante ese tiempo.
Entonces el sistema estara´ en reposo en el tiempo k = 0.
2. Inicializacio´n (k = 0). Medir la salida y˜0(k) y a continuacio´n iniciar el modelo vectorial
de prediccio´n 3.
Y˜ (k) =
ym(0)T , ym(0)T , · · · , ym(0)T︸ ︷︷ ︸
n
 (3.7.1)
3. Actualizacio´n del estado: Tomar k = k + 1. Entonces, actualizar el estado segu´n:
Y˜ (k) =MY˜ (k − 1) + Su∆u(k − 1) + Sd∆d(k − 1) (3.7.2)
do´nde el primer elemento de Y˜ (k), y˜0(k |k ), es la salida predicha por el modelo ym(k)
en el tiempo k.
4. Obtencio´n de las medidas: Obtener las medidas (ym(k),∆d(k)).
5. Calcular el vector error de la trayectoria de referencia
Ep(k + 1 |k) = R(k + 1)−MY˜ (k) + Sd∆d(k) + Ip (ym(k)− y˜0(k)) (3.7.3)
3Si (3.7.1) se usa para inicializacio´n y han ocurrido realmente cambios en n entradas pasadas, enton-
ces el funcionamiento inicial del algoritmo no sera´ liso. El paso de manual a automa´tico introducira´ una
perturbacio´n; que no sera´ “bumpless”.
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6. Calcular el vector gradiente QP
G(k + 1 |k) = SuT (Γy)T ΓyEp(k + 1 |k) (3.7.4)
7. Calcular el lado derecho del vector de ecuaciones de restriccio´n
C(k + 1 |k ) =

u(k − 1)− uhigh(0)
...
u(k − 1)− uhigh(m− 1)
ulow(0)− u(k − 1)
...
ulow(m− 1)− u(k − 1)
−∆uma´x(0)
...
−∆uma´x(m− 1)
−∆uma´x(0)
...
−∆uma´x(m− 1)
−Ep(k + 1 |k) +R(k + 1)− Yhigh
Ep(k + 1 |k) +R(k + 1) + Ylow

(3.7.5)
8. Resolver el problema QP
mı´n
∆U(k)
1
2
∆U(k)THu∆U(k)−G(k + 1 ∣∣k)T ∆U(k)
s.a Cu∆U(k) ≥ C(k + 1 |k )
(3.7.6)
y aplicar ∆u(k |k ) como ∆u(k) a la planta.
9. Volver a 3.
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3.8. Sintonizacio´n
La documentacio´n relacionada con la de sinton´ıa MPC es escasa. Se proporcionan cri-
terios generales sobre la forma de calcular los para´metros P , M , N , gamma, lambda.
Para ciclos simples DMC [31] ha propuesto un me´todo de sintonizacio´n para modelos
Entrada/Salida de primer orden ma´s tiempo muerto. El procedimiento a seguir es:
1. Aproximar la dina´mica del proceso de la salida de proceso a la variable de proceso
manipulada con modelos de primer orden ma´s tiempo muerto.
τp
dy(t)
dt
+ y(t) = Kpu(t− θp) o Y (s)
U(s)
=
Kpe
−θps
τps+ 1
(3.8.1)
2. Seleccionar el intervalo de muestreo tan cercano posible a
Ts = 0, 1τp o T = 0, 5θp (3.8.2)
El ma´s grande de los dos.
3. Calcular el horizonte de prediccio´n P y el horizonte del modelo N , como el tiempo de
asentamiento del proceso muestreado (redondeado al entero siguiente)
P = N =
5τp
T
+ k donde k =
τp
T
+ 1 (3.8.3)
4. Seleccionar el horizonte de control M , como el tiempo en muestras requerido para la
respuesta en ciclo abierto que alcance el 60% del valor de estado estacionario.
M =
τp
T
+ k (3.8.4)
5. Calcular los coeficientes de supresio´n de movimiento lambda (matrices de peso gam-
ma)
λ =
 0 M = 1M
10
(
3,5τp
T
+ 2− (M−1)
2
)
K2p M > 1
(3.8.5)
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6. Implementar el DMC usando la matriz de respuesta al escalo´n tradicional del proceso
actual y con los para´metros hallados anteriormente.
Para sinton´ıa fina DMC, aumentar el correspondiente gammaU para que el control del
proceso sea mas ajustado y aumentar el correspondiente gammaY de la variable manipulada
para que los movimientos sean menos agresivos.
Cap´ıtulo 4
APLICACIO´N
El manejo de la metodolog´ıa propuesta se desarrolla a continuacio´n. La aplicacio´n se
efectu´a sobre una columna de destilacio´n de 41 platos que se alimenta con una mezcla de
dos sustancias en la bandeja 21. Se producen dos corrientes de sustancias una de cabeza y
otra de cola lo ma´s puras posibles, es decir que su fraccio´n molar sea cercana a la unidad. Las
variables de trabajo para la solucio´n del problema se manejan como variables de desviacio´n y
se parte del hecho que el sistema se encuentra en reposo (estado estable) para ser sometido
a cambios en la referencia. El objetivo central de este tipo de equipos de proceso es obtener
una ma´xima separacio´n de la mezcla. Este ejemplo se extrajo de los textos [28], [29] y
el cual se presento´ en [42]. La estrategia utilizada sigue la Figura 3.3 y cada etapa esta
justificada.
4.1. Conversio´n a formato matema´tico
La siguiente (ver Figura 4.1) es la descripcio´n de la operacio´n de una columna de
destilacio´n para una mezcla binaria [28].
4.1.1. Requerimientos de disen˜o
Se supone un sistema binario con volatilidad relativa constante a trave´s de la columna
con NS bandejas del 100% de eficiencia, lo que significa que el vapor que abandona las
bandejas esta´ en equilibrio con el l´ıquido de la misma bandeja. Existe una relacio´n simple
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de equilibrio l´ıquido vapor dado por:
yi =
αxi
1 + (α− 1) xi (4.1.1)
donde:
xi: composicio´n del l´ıquido en la bandeja i.
yi: composicio´n del vapor en la bandeja i.
α: volatilidad relativa.
Una sola corriente con calidad qf alimenta la torre. Si la alimentacio´n es l´ıquido saturado
qf es 1 y si es vapor saturado qf es 0. La alimentacio´n se hace generalmente por la mitad
de la columna con una flujo molar F y una composicio´n del componente vola´til, zf . El
flujo de vapor de bandeja a bandeja se realiza de abajo hacia arriba y el flujo de l´ıquido de
bandeja a bandeja es de arriba hacia abajo. El vapor de cabeza es totalmente condensado
y fluye hacia un tanque de reflujo en el cual se acumula l´ıquido saturado en una cantidad
MD, una porcio´n del l´ıquido se retornada como reflujo al plato superior con una rata LD y
una composicio´n x1 = xd, el destilado es obtenido como producto de cabeza a una rata D
y una composicio´n xd. En la base de la columna, los fondos son removidos a una rata B
con una composicio´n xNS, el reflujo de vapor se efectu´a a una rata Vrehervidor. Suponemos
que el l´ıquido en el rehervidor y en la base de la columna tiene la misma composicio´n xNS
y una acumulacio´n de MB. La composicio´n del vapor que entra del rehervidor a la columna
es yNS y esta´ en equilibrio con el l´ıquido de composicio´n xNS.
En una bandeja el l´ıquido retenido es MT y su composicio´n xi esta´ en equilibrio con el
vapor que abandona la bandeja yi
Tambie´n se supone que cuando se condensa una mol de vapor se vaporiza una mol de
l´ıquido, por lo tanto las pe´rdidas de calor en las bandejas son despreciables, adema´s el flujo
molar de vapor para una bandeja es igual al flujo de vapor de la bandeja inferior y el l´ıquido
que abandona una bandeja tiene un flujo molar igual al de la bandeja superior. Lo anterior
no es va´lido para la bandeja de alimentacio´n.
El l´ıquido de una bandeja pasa sobre una presa y baja en cascada a la siguiente bandeja
a trave´s del rebosadero.
Como el l´ıquido se mueve a trave´s de la bandeja, e´ste se pone en contacto con el vapor
proveniente de la bandeja inferior provocando una mezcla turbulenta.
En la Figura 4.2, el vapor proveniente de la etapa i es considerado como una corriente
68
Figura 4.1: Columna de destilacio´n
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Figura 4.2: Bandeja t´ıpica.
u´nica con flujo molar Vi y la composicio´n del componente ligero en el vapor yi. El l´ıquido
que abandona la etapa i a trave´s del rebosadero es considerado como una corriente u´nica
con flujo molar Li y la composicio´n del componente ligero en el l´ıquido es xi
Figura 4.3: Bandeja de alimentacio´n.
El diagrama conceptual de la etapa de alimentacio´n se muestra en la Figura 4.3. E´sta
difiere de la figura de cada plato en una entrada adicional a la etapa que es la alimentacio´n
de la columna.
Dentro de las especificaciones ma´s importantes se solicita que en condiciones de ope-
racio´n normal la composicio´n del destilado xd sea la mas cercana a 1, esto significa una
ma´xima separacio´n del componente liviano. La alimentacio´n F y su composicio´n xF son en
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general las variables manipuladas, siendo por comodidad la alimentacio´n quien es escogida.
La descripcio´n matema´tica se presenta a continuacio´n, como resultado de la entrada
anterior. Se aplican balances de materia a las componentes de columna. Para la seccio´n de
rectificacio´n (seccio´n de cima de la columna, sobre la etapa de alimentacio´n) el flujo molar
del l´ıquido es [29]:
LR = LD (4.1.2)
En la seccio´n de fondos (debajo de la etapa de alimentacio´n) los flujos molares del l´ıquido
son:
LS = LR + FqF (4.1.3)
Los flujos molares de vapor en la seccio´n de fondos son:
VS = Vrehervidor (4.1.4)
Los flujos molares en la seccio´n de rectificado son:
VR = VS + F (1− qF ) (4.1.5)
El balance por componente en el tambor de cima es:
dx1
dt
=
1
MD
[VR(y2 − x1)] (4.1.6)
El balance por componente para la seccio´n de rectificacio´n (para i = 2 hasta NF − 1)
es:
dxi
dt
=
1
MT
[LRxi−1 + VRyi+1 − LRxi − VRyi] (4.1.7)
El balance para la etapa de alimentacio´n es:
dxNF
dt
=
1
MT
[LRxNF−1 + VSyNF+1 + FzF − LSxNF − VRyNF ] (4.1.8)
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El balance por componente para la seccio´n de agotamiento (para i = NF + 1 hasta
NS − 1) es:
dxi
dt
=
1
MT
[LSxi−1 + VSyi+1 − LSxi − VSyi] (4.1.9)
y el balance por componente para el rehervidor es:
dxNS
dt
=
1
MB
[LSxNS−1 −BxNS − VSyNS] (4.1.10)
4.1.2. Especificaciones del sistema
Dentro de las especificaciones ma´s importantes se solicita que en condiciones de ope-
racio´n normal la composicio´n del destilado xd sea la mas cercana a 1, esto significa una
ma´xima separacio´n del componente liviano. La alimentacio´n F y su composicio´n xF son en
general las variables manipuladas, siendo por comodidad la alimentacio´n quien es escogida.
4.1.3. Representacio´n de los requerimientos
Se empleo la siguiente nomenclatura y para la conversio´n matema´tica se proporcionan
las especificaciones de operacio´n:
yi; Fraccio´n molar del componente ligero en el vapor en cada etapa.
xi; Fraccio´n molar del componente ligero en el l´ıquido en cada etapa.
LR = 2, 706; Reflujo en moles por minuto.
LS = 3, 706; Flujo molar de l´ıquido en la seccio´n de fondos en moles por minuto.
VR = 3, 206; Flujo molar de vapor en la seccio´n de rectificacio´n en moles por minuto.
VS = 3, 206; Flujo molar de vapor en la seccio´n de fondos en moles por minuto.
B = 0, 5; Flujo molar de producto de fondos en moles por minuto.
F = 1; Flujo molar de alimentacio´n en moles por minuto.
ZF = 0, 5; Fraccio´n molar del componente liviano en la alimentacio´n.
qF = 1; Calidad de la alimentacio´n.
α = 1, 5; Constante de volatilidad relativa.
D = 0, 5; Flujo de destilado en moles por minuto.
M = 0, 5; Masa retenida en cada bandeja en moles.
MD = 5; Moles retenidas en el colector de cabeza.
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MB = 5; Moles retenidas en el rehervidor.
NS = 41; Bandejas totales.
NF = 21; Bandeja de alimentacio´n.
4.2. Disen˜o del sistema de control
4.2.1. Librer´ıas
El desarrollo del software se realizo´ en MATLAB v6.5 que contiene librer´ıas para solucio´n
de ecuaciones, formulacio´n de modelos en varios formatos, comandos para la simulacio´n de
dina´micas de modelos (como SIMULINK) y librer´ıas de optimizacio´n. Este paquete tiene
adema´s de comandos para graficacio´n, manejo de matrices y programacio´n.
4.2.2. Modelo de la columna
Las anteriores ecuaciones fueron linealizadas tomando como referencia el estado de
equilibrio de la columna. Para obtener esta informacio´n se implemento el programa destila.m
(Anexo en disco).
Tambie´n se implemento el programa torre mod.mdl (Anexo en disco) en SIMULINK y
usando el me´todo de identificacio´n de la curva de reaccio´n, se obtuvo la siguiente funcio´n
de transferencia:
Xd(s)
F (s)
=
0, 875
195s+ 1
e−5s (4.2.1)
4.2.3. Caracter´ısticas de operacio´n
Se efectuaron varios ensayos sobre la planta que permitieron establecer los l´ımites permi-
tidos de la variable de control, cumpliendo con los requisitos de operacio´n, as´ı se generaron
las restricciones, los valores permitidos son:
Umax = 0,15;Umin = −0,15; para la restriccio´n de sen˜al de control, corresponde al
caudal de alimento en variables de desviacio´n.
dUmax = 0,01; dUmin = −0,01; para la restriccio´n de velocidad. (Cambio en la sen˜al de
control)
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Para evitar la saturacio´n en la variable de salida se emplea la siguiente instruccio´n:
Yhigh = 0,01;Ylow = −0,1;
4.3. Validacio´n del sistema de control
4.3.1. Criterios de desempen˜o
La estructura del control utilizada debe permitir que el sistema opere en condiciones
estables con respuestas suaves, tiempos de establecimiento cortos y sin sobrepaso.
4.3.2. Simulacio´n de modelos
Para implementar el control DMC, se uso un programa adaptado de [25]. Su implemen-
tacio´n sigue el algoritmo presentado en el cap´ıtulo anterior. Los pasos son:
1. Preparacio´n e inicializacio´n: Incluye todos los pasos necesarios relacionados con datos
de entrada donde se da el modelo de la columna, los para´metros de sintonizacio´n
P , M , N , lambda y gamma basados en los presentados en el cap´ıtulo anterior. Las
perturbaciones medidas son cero. Hallar los coeficientes de la respuesta al escalo´n
(Su) empleando el comando step. Preparar las restricciones, inicializar las matrices
de trabajo, la matriz de prediccio´n dina´mica, la hessiana y la matriz combinada de
restricciones.
%——-MODELO DE LA PLANTA——-
Km=0.875;% Ganancia
taom=195;% Constante de tiempo
tdm=5;% Tiempo muerto
% ——–Para´metros de sinton´ıa del controlador——–
T1 =0.1*taom;
T2 = 0.5*tdm;
if T1 < T2
Ts = T2;% Tiempo ma´ximo de muestreo en Simulink
else
Ts = T1;
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end
P = round((5*taom/Ts)+(taom/Ts)+1);% Horizonte de prediccio´n, P
M = round((taom/Ts)+(taom/Ts)+1);% Horizonte de control, M
——Coeficientes de supresio´n de movimiento——
lambda = ((M/10)*(3.5*taom/Ts+2-(M-1)/2)*Km*Km);
gamma=1;
gammaY = gamma*eye(P);% Matriz de peso del error, gammaY, PxP
gammaU = lambda*eye(M);% Matriz de peso del esfuerzo de control, gammaU,
MxM
% —-Obtencio´n de los coeficientes de la respuesta al escalo´n—
g = tf([Km],[taom 1],’inputd’,tdm);% Funcio´n de transferencia dada
N = P ;% Tiempo de asentamiento
delt = 0.05*P;% Incrementos de tiempo
Su = step(g,[1:N]*delt);% Ca´lculo de los coeficientes de respuesta al escalo´n unitario
% ——–Restricciones———————
Umax = 0.15; Umin = -0.15;% Restriccio´n de entrada
dUmax= 0.01; dUmin= -0.01;% Restriccio´n de velocidad
Yhigh = 0.01; Ylow = -0.1;% Restriccio´n de salida
ref = 0.005;% Referencia de partida
SET = ones(P,1)*ref;% Vector de Referencia, Px1
% ——Construccio´n de las matrices de trabajo——
bigSu = [];
% Inicializacio´n y generacio´n de la Matriz de Prediccio´n Dina´mica, PxM
for i = 1:M
bigSu = [bigSu, [zeros(i-1,1);Su(1:P-(i-1))]];
end
% ———-DMC restringido—————–
Yhat = zeros(N,1);% Inicializacio´n del estado, Nx1
U = 0; delU = 0;% Inicializacio´n de las entradas
Y = 0;% Inicializacio´n de la salida
state=0;% Estado inicial para Simulink
REF=[];
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% Calculo de la Hessiana% MxM
Hess = bigSu’*gammaY’*gammaY*bigSu + gammaU’*gammaU;
% ——Ca´lculo de la matriz de restricciones——–
IL = tril(ones(M));% IL es una matriz triangular inferior MxM
Cu = [-IL; IL; -eye(M); eye(M); -bigSu; bigSu];% Lado izquierdo de la matriz de
restricciones
2. Efectuar un ciclo de 500 iteraciones para simular la estructura.
3. Actualizacio´n del estado: En la primera etapa de la iteracio´n, se actualiza el estado
del sistema con la ecuacio´n (3.7.2)
Yhat = [Yhat(2:N); Y(end)] + Su*delU;% Actualizacio´n del estado Nx1
4. Obtencio´n de las medidas: Con el programa en SIMULINK ruido.mdl (Anexo en dis-
co) se halla el valor de la salida de la planta cuando se somete la sen˜al de entrada
correspondiente al primer valor hallado en la optimizacio´n. Emplear el comando sim
de MATLAB.
[time,state,Yp]=sim(’ruido’,[0 Ts],simset(’InitialState’,state(end,:)),Uc);
5. Ca´lculo del vector error: Utilizar la ecuacio´n (3.7.3) para hallar el error de la trayectoria
de referencia.
Ep = SET - Yhat;% Ca´lculo del vector de errores Px1
6. Ca´lculo del vector gradiente: Con ayuda de la ecuacio´n (3.7.4) se obtiene el valor del
vector gradiente.
G = bigSu’*gammaY’*gammaY*Ep;% Ca´lculo del vector Gradiente Mx1
7. Vector de restricciones combinadas: Emplear la ecuacio´n (3.7.5)
Crhs = [ ILmul*[U(i-1,:)’ - Umax];
ILmul*[Umin - U(i-1,:)’];
ILmul*[-dUmax];
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ILmul*[dUmin] ];
-Ep+SET-ones(P,1)*[Yhigh];
Ep-SET+ones(P,1)*[Ylow];
];
8. Optimizacio´n: Con el comando quadprog se hallan los valores de salida o´ptimos. Hallar
en orden la hessiana Hess, el vector gradiente G, el lado izquierdo de la matriz de
restricciones Cu y el lado derecho de la matriz de restricciones Crhs.
deltaU = quadprog(Hess, -G, -Cu, -Crhs);
9. Hallar el valor de la sen˜al de control U para ser aplicada en la pro´xima iteracio´n.
Volver al ciclo.
delU = deltaU(1);% Vector de esfuerzo de control
U(i,:) = U(i-1,:) + delU’;% Vector de sen˜al de control
4.4. Modelos de comunicacio´n, informacio´n del pro-
ducto comercial
La aplicacio´n final funciono perfectamente y los archivos desarrollados esta´n a la dispo-
sicio´n, el paquete de software contiene 4 programas. El primero se tienen las condiciones
de equilibrio y datos de las funciones de transferencia. El siguiente es torre mod.mdl para
obtener el modelo E/S. Los otros dos son el resultado final del sistema de control se llaman
DMC final v2.m y ruido.mdl
4.4.1. Ana´lisis de resultados
Los programas anteriores proporcionaron una serie de gra´ficos con la siguiente informa-
cio´n de sintonizacio´n:
P = 61; Horizonte de prediccio´n
M = 21; Horizonte de control
N = 61; Elementos de la matriz Dina´mica
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lambda = 43, 4109; Peso de la Matriz de velocidad
gamma = 1; Peso de la matriz de sen˜al de control
Ts = 19, 5; Tiempo de muestreo (min)
Se realizaron varios ensayos, cambiando los datos de sinton´ıa. Se empleo para todos los
ensayos una perturbacio´n en la referencia de 0,005; las restricciones en la sen˜al de control
y en la velocidad de la sen˜al de control fueron constantes. Se tomaron datos sobre 500
minutos. Tambie´n, es bueno aclarar que el archivo ruido.mdl que corresponde a la medidas
de la planta (composicio´n del destilado), se le sumo un ruido de media cero y varianza
0,0001 con el fin de ofrecer una diferencia entre el modelo y la planta real. Recordar que
los resultados se dan como variables de desviacio´n.
La Figura 4.4, muestra la curva de salida del sistema suave, sin sobrepaso y con un
tiempo de estabilizacio´n menor a los 450 minutos.
La Figura 4.5, comprueba que para valores de P que se acercan a M se incrementa
el tiempo de estabilizacio´n y para valores muy grandes existe sobrepaso pero el tiempo de
estabilizacio´n disminuye a 250 minutos aproximadamente.
La Figura 4.6, muestra que si solo cambiamos el valor del horizonte de control M
mantenie´ndose constante el valor de la matriz de ponderacio´n lambda, la salida o sufre
alteraciones. Recordemos que el valor de lambda es funcio´n de M de acuerdo a la ecuacio´n
(3.8.5).
Pero la Figura 4.7, donde var´ıa el horizonte de control M y la matriz de ponderacio´n
lambda de acuerdo a las fo´rmulas de sinton´ıa, nos muestra que disminuyendo el valor de
M disminuye el tiempo de estabilizacio´n presenta´ndose sobrepaso, si aumentamos levemen-
te M hay una respuesta suave, disminuyendo el tiempo de estabilizacio´n, sin sobrepaso.
Acerca´ndose M al valor de P la respuesta es suave, sin sobrepaso y se incrementa el tiempo
de estabilizacio´n sobre los 500 minutos.
En la Figura 4.8, observamos por primera vez que la variacio´n del para´metro corres-
pondiente a la matriz de supresio´n de movimiento provoca oscilaciones en la respuesta del
sistema cuando se disminuye llegando a ser inestable y cuando se aumenta la curva de sa-
lida del sistema es suave, sin sobrepaso y con un tiempo de estabilizacio´n mayor a los 500
minutos. Este para´metro sensibiliza mucho la respuesta.
Para la Figura 4.9, las respuestas del sistema son contrarias a las dadas en el gra´fico
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Figura 4.4: Control DMC sintonizado
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Figura 4.5: Variacio´n del horizonte de prediccio´n. P = 61, l´ınea so´lida; P = 21, l´ınea
punteada; P = 30, l´ınea guio´n-punto; P = 100, l´ınea de guiones
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COMPORTAMIENTO DEL HORIZONTE DE CONTROL, LAMBDA = 43,4109
0 50 100 150 200 250 300 350 400 450 500
−0.01
−0.005
0
0.005
0.01
Al
im
en
ta
ci
on
, ∆
 
F,
 m
ol
/m
in
Tiempo,minutos
Figura 4.6: Variacio´n del horizonte de Control. M = 21, l´ınea so´lida; M = 10, l´ınea
punteada; M = 30, l´ınea guio´n-punto; M = 61, l´ınea de guiones; en todos los casos
lambda = 43, 4109
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COMPORTAMIENTO DEL HORIZONTE DE CONTROL, LAMBDA VARIABLE
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Figura 4.7: Variacio´n del horizonte de Control. M = 21, l´ınea so´lida; M = 10, l´ınea
punteada; M = 30, l´ınea guio´n-punto; M = 61, l´ınea de guiones
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COMPORTAMIENTO DE LA MATRIZ DE PONDERACION LAMBDA
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Figura 4.8: Variacio´n de la matriz de peso del esfuerzo de control. lambda = 43, 4109, l´ınea
so´lida; lambda = 1, l´ınea punteada; lambda = 15, l´ınea guio´n-punto; lambda = 80, l´ınea
de guiones
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COMPORTAMIENTO DE LA MATRIZ DE PONDERACION GAMMA
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Figura 4.9: Variacio´n de la matriz de peso de la sen˜al de control. gamma = 1, l´ınea so´lida;
gamma = 0,2, l´ınea punteada; gamma = 2, l´ınea guio´n-punto; gamma = 5, l´ınea de
guiones
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anterior, para valores cercanos a cero la respuesta es suave, sin sobrepaso y con tiempo
de estabilizacio´n mayor a 500 minutos, pero para valores mayores a la unidad se presentan
oscilaciones y sobrepaso. Es otro para´metro que hace muy sensible respuesta. Se aconseja
que sea de valor uno.
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Figura 4.10: Control servo, variacio´n del punto de control
Con la Figura 4.10, se realizaron varios cambios en la referencia, observamos como los
efectos de prealimentacio´n son efectivos, la respuesta del sistema actu´a antes de que se
alcance el tiempo en el cual ocurre el cambio, funciona bien para este servo.
Por u´ltimo en la Figura 4.11 se cambiaron simulta´neamente la referencia y el horizonte de
control y se comparo´ con la respuesta anterior. Este servo muestra que es posible modificar
el valor de algunos para´metros buscando respuestas de comportamiento suave, pero es
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Figura 4.11: Control servo, variacio´n del punto de control y del horizonte de control M ,l´ınea
so´lida M = 21 y l´ınea punteada M = 61
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importante aclarar que se disminuyo el tiempo de estabilizacio´n pero la carga computacional
aumento.
Las respuestas mostradas no se vieron afectadas por el ruido sumado a la medida, esto
indica una cierto grado de robustez del sistema de control, a la vez que por el efectivo
desempen˜o de las restricciones el sistema no se sale de los l´ımites preestablecidos y es
estable.
Cap´ıtulo 5
CONCLUSIONES
El desarrollo tecnolo´gico de un pa´ıs esta relacionado directamente con una adecuada
generacio´n de conocimientos, bien sea producido por sus habitantes o por transferencia
desde otros lugares. El presente trabajo es la respuesta a la necesidad de transferir
tecnolog´ıa muy empleada en otros lugares del mundo y que no es comu´n en nuestro
medio.
Los controladores predictivos gestionan problemas complejos de forma o´ptima, siendo
una herramienta de gran valor para abordar problemas donde se necesita una mejora
en la regulacio´n, sin una complejidad conceptual elevada. [16]
La estructura de control MPC utiliza una serie de para´metros cuyo significado es fa´cil
de comprender y para los que existen reglas de seleccio´n que hacen la sinton´ıa y el
mantenimiento asequible al usuario. [37]
El controladores DMC utilizan los horizontes de control y prediccio´n, como los factores
de ponderacio´n para fijar el compromiso entre la velocidad de la respuesta y el tiempo
de estabilizacio´n como se observa en la Figura 4.7
El control predictivo es una tecnolog´ıa probada y con numerosas aplicaciones in-
dustriales en la que, adema´s, se realizan continuamente nuevas formulaciones para
abordar problemas de robustez, modelos no-lineales, aplicacio´n a nuevos sistemas,
etc. [16], [3], [32]
El MPC permite la solucio´n de problemas de control con comportamientos dina´micos
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no usuales, realiza la compensacio´n de tiempos muertos y da una respuesta adecuada
a procesos con respuesta inversa. El caso presentado es un sistema de fase no m´ınima.
Es muy atractivo para te´cnicos con conocimientos limitados en control de procesos,
puede manipular procesos con problemas de interaccio´n multivariable [37]
En la Figura 4.11 se observa la respuesta a una accio´n de control feedforward que
hace atractivo el uso del MPC.
La metodolog´ıa propuesta reu´ne a´reas de la ingenier´ıa y la econom´ıa que permiten
desarrollar herramientas de aplicacio´n lo suficientemente poderosas para mejorar el
desempen˜o de procesos con un gran nu´mero de variables.
La aplicacio´n desarrollada en el trabajo demostro´ que el me´todo de sinton´ıa propuesto
es satisfactorio
Con la herramienta MATLAB se pudo implementar el algoritmo de control y su puesta
apunto fue efectiva.
Quedan abiertos varios campos de trabajo entre ellos sistemas MIMO, procesos inte-
grantes, procesos inestables, y estabilidad.
Ape´ndice A
FUNDAMENTOS DE CONTROL
PREDICTIVO DE PROCESOS
Los controladores predictivos [16] gestionan situaciones complejas donde se necesita
una mejora del control tradicional y dan posibilidades a la optimizacio´n del proceso. En
la actualidad ha alcanzado un nivel sustancial de aceptacio´n, solucionando situaciones de
exigencias crecientes de calidad, seguridad y gestio´n econo´mica de la planta.
En la u´ltima de´cada el Control Predictivo Basado en Modelos (MPC) ha alcanzado un
nivel muy significativo de aceptabilidad industrial en aplicaciones pra´cticas de control de
procesos.
Es un hecho bien conocido que la mayor´ıa de los problemas de control del nivel inferior
se pueden resolver mediante simples reguladores PID. Sin embargo, existe una serie de lazos
de control econo´micamente muy significativos que, debido a su dificultad (procesos con
mu´ltiples variables que interaccionan, retardos, dina´mica compleja, etc.) o a la exigencia
en la gestio´n de calidad, requieren te´cnicas de control ma´s avanzadas. Estas aplicaciones
tienden a aumentar debido a una serie de factores:
Exigencias crecientes de calidad
Ahorro de energ´ıa
Seguridad
Flexibilidad en la produccio´n
Necesidad de integrar decisiones econo´micas y sistemas de control
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Disen˜o integrado de plantas y sistemas de control
El MPC se puede considerar como un buen compromiso entre comportamiento y sim-
plicidad y puede ofrecer una herramienta eficaz y fa´cilmente accesible para los ingenieros
de control. Desde el punto de vista de las aplicaciones industriales, el me´todo tiene algunas
ventajas importantes sobre otras te´cnicas de control:
1. Permite tratar de forma sencilla sistemas multivariables con distinto nu´mero de en-
tradas y salidas.
2. Incorpora de forma natural la compensacio´n feedforward, proporciona varianza m´ınima
en las variables controladas y puede utilizarse en sistemas de dina´mica dif´ıcil, con
retardos, respuesta inversa, etc.
3. Es posible la introduccio´n de restricciones en las variables de entrada y salida.
4. Es conceptualmente simple de comprender y ajustar por el personal te´cnico.
5. Existen controladores comerciales en el mercado con adecuado soporte te´cnico.
A.1. Elementos del control predictivo
Hay una serie de elementos comunes a todos los controladores predictivos [32], [3],
[35], [9], [25], [38], [39]:
El uso de un modelo matema´tico del proceso que se utiliza para predecir la evolucio´n
futura de las variables controladas sobre un horizonte de prediccio´n.
La imposicio´n de una estructura en las variables manipuladas futuras.
El establecimiento de una trayectoria deseada futura, o referencia, para las variables
controladas.
El ca´lculo de las variables manipuladas optimizando una cierta funcio´n objetivo.
La aplicacio´n del control siguiendo una pol´ıtica de horizonte mo´vil.
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Figura A.1: Esquema general MPC
A.1.1. Concepto de horizonte mo´vil
En el tiempo actual t (ver Figura A.1), es considerada la conducta del proceso por encima
de un horizonte p. Usando un modelo del sistema, se predice la respuesta de la salida del
proceso ante cambios en la variable manipulada. Los movimientos actuales y futuros de las
variables manipuladas son seleccionados tal que la respuesta posea ciertas caracter´ısticas
deseables (u o´ptimas). Por ejemplo, un objetivo usado normalmente es minimizar la suma
de cuadrados de los errores futuros, es decir, las desviaciones de la variable controlada de
una referencia deseada (punto de ajuste). Esta minimizacio´n tambie´n puede tomar en cuenta
restricciones que este´n presentes en las variables manipuladas y en las salidas.
La idea es recurrir a las predicciones pero no trabajar´ıan muy bien en la pra´ctica si
determinados movimientos de la variable manipulada en el tiempo t para ser aplicados
ciegamente por encima del horizonte futuro. Las perturbaciones y errores de modelado
pueden llevar a desviaciones entre la conducta predicha y la conducta observada real, para
que los movimientos hallados de las variables manipuladas no puedan ser aplicados ma´s. Por
consiguiente so´lo el primero de los movimientos computados se lleva a cabo realmente. En
el pro´ximo instante de tiempo t+ 1 se toma la medida, el horizonte se cambia adelante en
un incremento de tiempo y se hace de nuevo la optimizacio´n sobre ese cambio´ del horizonte
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basada en la informacio´n actualizada del sistema. Por consiguiente esta estrategia de control
tambie´n es conocida como control de horizonte mo´vil.
A.2. Modelos y predicciones
A.2.1. Respuesta al impulso (FIR)
Si suministramos un pulso unitario
u(0) = {1, 0, . . . , 0, . . .} (A.2.1)
a un sistema en reposo se obtiene una respuesta
y(0) = {h0, h1, . . . , hn, hn+1, . . .} (A.2.2)
Asumiendo que el sistema tiene las siguientes caracter´ısticas:
h0 = 0, es decir los sistemas no reaccionan inmediatamente a la entrada
hk = 0 para k > n, es decir el sistema se restablece despue´s de n incrementos de
tiempo
Estos sistemas se conocen como de Respuesta Finita al Impulso (FIR) y tienen una
matriz de coeficientes FIR
H = [h1, h2, ..., hn]
T (A.2.3)
Para un sistema lineal invariante en el tiempo, una entrada pulso retardada,
u(0) = {0, 1, 0, . . . , 0, . . .} (A.2.4)
simplemente cambiara´ la respuesta al impulso
y(0) = {0, h0, h1, . . . , hn, hn+1, . . .} (A.2.5)
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La conducta dina´mica de un sistema FIR es completamente caracterizada por el con-
junto de coeficientes FIR. La respuesta del sistema puede ser obtenida por el principio de
superposicio´n, cuando se somete el sistema a una entrada arbitraria
u(0) = {u(0), u(1), u(2), . . .} (A.2.6)
el cual lo podemos representar como una suma de impulsos
u(0) = {1, 0, 0, . . .}u(0)
+ {0, 1, 0, . . .}u(1)
+ {0, 0, 1, 0 . . .}u(2)
+ . . .
(A.2.7)
La salida del sistema se obtiene sumando las respuestas al impulso pesadas por su
respectiva fuerza de impulso u(i)
y(0) = {0, h1, h2, . . . , hn, 0, 0, . . .}u(0)
+ {0, 0, h1, h2, . . . , hn, 0, 0, . . .}u(1)
+ {0, 0, 0, h1, h2, . . . , hn, 0, 0, . . .}u(2)
= {0, h1u(0), h2u(0) + h1u(1), h3u(0) + h2u(1) + h1u(2), . . .}
(A.2.8)
Por inspeccio´n observamos que esta derivacio´n en un momento particular da la salida
y(k) =
n∑
i=1
hiu(k − i) (A.2.9)
El coeficiente hi expresa el efecto de una entrada que ocurrio´ i intervalos en el pasado,
sobre la salida presente y(k). Para computar esta salida necesitamos guardar las u´ltimas n
entradas u(k − 1), u(k − 2), . . . , u(k − n) en la memoria.
A.2.2. Prediccio´n multi paso
El objetivo de un controlador es determinar una accio´n de control tal que se produzca
una conducta deseable de la salida en el futuro. Por lo tanto, necesitamos la habilidad para
predecir eficientemente la conducta de la salida futura del sistema. Esta conducta futura
es una funcio´n de las entradas pasadas al proceso, as´ı como las entradas que estamos
94
considerando tomar en el futuro. Separaremos los efectos de las entradas pasadas de los
efectos de las entradas futuras. Toda la informacio´n de las entradas pasadas se sintetizara´ en
el estado dina´mico del sistema. As´ı la conducta de la salida futura se determinara´ por el
estado del sistema presente y las entradas presentes y futuras al sistema.
Para un sistema FIR podr´ıamos escoger n entradas pasadas como el estado x.
x(k) = [u(k − 1), u(k − 2), . . . , u(k − n)]T (A.2.10)
Claramente este estado resume toda la informacio´n relevante de las entradas pasadas
para un sistema FIR y nos permite computar la evolucio´n futura de sistema cuando damos
la entrada presente u(k) y la entrada futura u(k + 1), u(k + 2), .....
Normalmente la representacio´n del estado no es u´nica. Hay otras posibles opciones. Por
ejemplo, en lugar de las n entradas pasadas podr´ıamos escoger el efecto de las entradas
pasadas sobre las salidas futuras en las pro´ximos n pasos para definir el estado. En otros
te´rminos, definimos el estado como la salida presente y las n− 1 salidas futuras, asumiendo
que las entradas presentes y futuras son cero. Los dos estados son equivalentes y los dos
tienen dimensio´n n y esta´n relacionados un´ıvocamente por un mapa lineal.
La u´ltima opcio´n de estado demostrara´ ser ma´s conveniente para los co´mputos del
control predictivo. Muestra expl´ıcitamente co´mo el sistema evolucionara´ cuando no hay
ninguna accio´n de control y por consiguiente nos permite determinar fa´cilmente que accio´n
de control debe tomarse para lograr una conducta especificada de la salida en el futuro.
A.2.3. Prediccio´n multi paso basado en modelo FIR
Definimos el estado en el tiempo k como
Y¯ (k) = [y¯0(k), y¯1(k), . . . , y¯n−1(k)]
T (A.2.11)
donde
y¯i(k)
∆
= y(k + i) para u(k + j) = 0; j ≥ 0 (A.2.12)
As´ı, definimos el ith estado del sistema con salida yi(k) en el instante k + i, bajo
la suposicio´n de que las entradas del sistema son cero desde tiempo k hasta el futuro
u(k + j) = 0; j ≥ 0. Este estado caracteriza completamente la evolucio´n de la salida del
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sistema bajo la suposicio´n de que las entradas presentes y futuras son cero. Para determinar
la salida futura agregamos simplemente al estado, el efecto de las entradas presentes y
futuras usando (A.2.9).
y(k + 1) = y¯1(k) + h1u(k)
y(k + 2) = y¯2(k) + h1u(k + 1) + h2u(k)
y(k + 3) = y¯3(k) + h1u(k + 2) + h2u(k + 1) + h3u(k)
y(k + 4) = . . .
(A.2.13)
Presentado estas ecuaciones en forma matricial tenemos:

y(k + 1)
y(k + 2)
...
...
y(k + p)

=

y¯1(k)
y¯2(k)
...
...
y¯p(k)

︸ ︷︷ ︸
efecto de las pasadas entradas
desde Y 0(k)
+

h1
h2
...
...
hp

u(k) +

0
h1
...
...
hp−1

u(k + 1) + . . .+

0
0
...
...
h1

u(k + p− 1)
︸ ︷︷ ︸
efecto ocasionados por los cambios en la entrada futuras
(deben calcularse)
(A.2.14)
y observamos que el primer te´rmino es una parte del estado y refleja el efecto de las entradas
pasadas. Los otros te´rminos expresan el efecto de las entradas futuras hipote´ticas. Ellos
simplemente dan la respuesta a impulsos que ocurren en incrementos de tiempo futuros.
El estado dina´mico del sistema Y¯ (k) captura toda la informacio´n pertinente del sistema
en el tiempo k. Para obtener el estado en k + 1, que por definicio´n es
Y¯ (k + 1) = [y¯0(k + 1), y¯1(k + 1), . . . , y¯n−1(k + 1)]
T (A.2.15)
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con
y¯i(k + 1)
∆
= y(k + 1 + i) para u(k + 1 + j) = 0; j ≥ 0 (A.2.16)
necesitamos agregar el efecto de la entrada u(k) en el tiempo k al estado Y¯ (k).
y¯0(k + 1) = y¯1(k) + h1u(k)
y¯1(k + 1) = y¯2(k) + h2u(k)
· · ·
y¯n−1(k + 1) = y¯n(k) + hnu(k)
(A.2.17)
vemos que y¯n(k) no era una parte del estado en el tiempo k , pero sabemos que su valor
es 0 debido a la suposicio´n del modelo FIR. Para una definicio´n matricial
Mi =

0 1 0 . . . . . . 0 0
0 0 1 0 . . . 0 0
...
...
0 0 . . . . . . . . . 0 1
0 0 . . . . . . . . . 0 1


n (A.2.18)
podemos expresar la actualizacio´n del estado de un modo compacto como
Y¯ (k + 1) =MiY¯ (k) +Hu(k) (A.2.19)
Esta ecuacio´n que actualiza el estado es para modelos de respuesta finita al impulso,
es usada para obtener Y¯ (k) en el tiempo k y con el movimiento de la entrada u(k) para
obtener el estado Y¯ (k + 1) en el pro´ximo instante de tiempo. Multiplicando con la matriz
M en la representacio´n anterior la simple operacio´n de cambiar el vector Y¯ (k) y poniendo
el u´ltimo elemento del vector resultante a cero.
A.2.4. Modelo de respuesta al escalo´n
Para una entrada escalo´n unitaria:
u(0) = {1, 1, . . . , 1, . . .} (A.2.20)
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introducida a un sistema en reposo, la salida es
y(0) = {0, h1, h1 + h2, h1 + h2 + h3, . . .} (A.2.21)
∆
= {0, s1, s2, s3, . . .} (A.2.22)
∆
= {0, g1, g2, g3, . . .} (A.2.23)
Definimos los coeficientes de respuesta al escalo´n s1, s2, s3, o para otros autores por
comodidad en la simbolog´ıa como g1, g2, g3. Se aclara que ambas notaciones son equivalentes
y en el presente documento se utilizara´n indistintamente.
Para un sistema lineal invariante en el tiempo un escalo´n unitario retrasado en el tiempo
u(0) = {0, 1, . . . , 1, . . .} (A.2.24)
dara´ lugar a una respuesta al escalo´n retrasada
y(0) = {0, 0, s1, s2, s3, . . .} (A.2.25)
La matriz de coeficientes de respuesta al escalo´n
S = [s1, s2, . . . , sn]
T (A.2.26)
es una descripcio´n completa de co´mo una entrada particular afecta la salida del sistema
cuando el sistema esta en reposo. Para una entrada arbitraria
u(0) = {u(0), u(1), u(2), . . .} (A.2.27)
puede representarse como una suma de escalones
u(0) = {1, 1, 1, 1, . . .}u(0)
+ {0, 1, 1, 1, . . .} (u(1)− u(0))
+ {0, 0, 1, 1, . . .} (u(2)− u(1))
+ . . .
(A.2.28)
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do´nde definimos ∆u(i) para designar los cambios en la entrada
∆u(i) = u(i)− u(i− 1) (A.2.29)
de un pro´ximo escalo´n en el tiempo. La salida del sistema se obtiene sumando las respuestas
al escalo´n pesadas por sus respectivas alturas del escalo´n ∆u(i)
y(0) = {0, s1, . . . , sn, sn, sn, . . .}u(0)
+ {0, 0, s1, . . . , sn, sn, sn, . . .}∆u(1)
+ {0, 0, 0, s1, . . . , sn, sn, sn, . . .}∆u(2)
+ . . .
= {0 ,
s1u(0),
s2u(0) + s1∆u(1), . . . ,
. . . , snu(0) + sn−1∆u(1) + sn−2∆u(2) + . . .+ s1∆u(n− 1),
sn (u(0) + ∆u(1))︸ ︷︷ ︸
u(1)
+sn−1∆u(2) + sn−2∆u(3) + . . .+ s1∆u(n), . . .

(A.2.30)
En un momento en particular la salida esta dada por
y(k) =
n−1∑
i=1
s1∆u(k − i) + snu(k − n) (A.2.31)
Los coeficientes si expresan el efecto de un cambio en la entrada que sucedieron i
intervalos en el pasado, para la salida presente y(k). Para computar esta salida necesitamos
guardar las u´ltimas n entradas en la memoria.
Los coeficientes de respuesta al escalo´n son directamente calculables de los coeficientes
de respuesta al impulso y viceversa
sk =
k∑
i=1
hi (A.2.32)
hk = sk − sk−1 (A.2.33)
99
A.2.5. Prediccio´n multi etapa recursiva basada en el modelo
de respuesta al escalo´n
Definimos el estado en el tiempo k como:
Y˜ (k) = [y˜0(k), y˜1(k), . . . , y˜n−1(k)]
T (A.2.34)
donde
y˜i(k)
∆
= y(k + i) para ∆u(k + j) = 0; j ≥ 0 (A.2.35)
En este caso, definimos el estado y˜i(k) como la salida del sistema en el tiempo k + i,
bajo la suposicio´n de que los cambios en la entrada son cero en el tiempo k y en el futuro
∆u(k + j) = 0; j ≥ 0. Observe que debido a la suposicio´n FIR la respuesta al escalo´n se
restablece despue´s de n pasos, por ejemplo, y˜k+n−1(k) = y˜k+n(k) = y˜∞(k). As´ı, la opcio´n
de estado Y˜ (k), caracteriza completamente la evolucio´n de la salida del sistema bajo la
suposicio´n que los cambios en las entradas presente y futuras son cero. Para determinar
la salida futura agregamos simplemente al estado el efecto de los cambios de la entrada
presentes y futuros. De (A.2.31) encontramos
y(k + 1) =
n−1∑
i=1
si+1∆u(k − i) + snu(k − n) + si∆u(k) (A.2.36)
= y˜1(k) + s1∆u(k) (A.2.37)
Continuando para k + 2, k + 3, ... encontramos
y(k + 2) = y˜2(k) + s1∆u(k + 1) + s2∆u(k)
y(k + 3) = y˜3(k) + s1∆u(k + 2) + s2∆u(k + 1) + s3∆u(k)
y(k + 4) = . . .
(A.2.38)
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Podemos pasar estas ecuaciones en forma matricial

y(k + 1)
y(k + 2)
...
...
y(k + p)

=

y˜1(k)
y˜2(k)
...
...
y˜p(k)

︸ ︷︷ ︸
efecto de las pasadas entradas y BIAS actual
desde Y˜ (k)
+

s1
s2
...
...
sp

∆u(k) +

0
s1
...
...
sp−1

∆u(k + 1) + . . .+

0
0
...
...
s1

∆u(k + p− 1)
︸ ︷︷ ︸
efecto ocasionados por los cambios en la entrada futuras
(deben calcularse)
(A.2.39)
y observe que el primer te´rmino es una parte del estado y refleja el efecto de las entra-
das pasadas. Los otros te´rminos expresan el efecto de los cambios de las entradas futuras
supuestas. Son simplemente la respuesta al escalo´n que ocurre en instantes de tiempo futuro.
Para obtener el estado k + 1, segu´n la definicio´n es
Y˜ (k + 1) = [y˜0(k + 1), y˜1(k + 1), . . . , y˜n−1(k + 1)]
T (A.2.40)
con
y˜i(k + 1)
∆
= y(k + 1 + i) para ∆u(k + 1 + j) = 0; j ≥ 0 (A.2.41)
necesitamos agregar el efecto del cambio en la entrada u(k) en el tiempo k al estado Y˜ (k).
y˜0(k + 1) = y˜1(k) + s1∆u(k)
y˜1(k + 1) = y˜2(k) + s2∆u(k)
· · ·
y˜2(k + 1) = y˜n(k) + sn∆u(k)
y˜n(k) = y˜n−1(k)
(A.2.42)
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vemos que y˜n(k) = y˜n−1(k) debido a la suposicio´n FIR. Por definicio´n la matriz
M =

0 1 0 . . . . . . 0 0
0 0 1 0 . . . 0 0
...
...
0 0 . . . . . . . . . 0 1
0 0 . . . . . . . . . 0 1


n (A.2.43)
podemos expresar la actualizacio´n del estado en forma compacta como
Y˜ (k + 1) =MY˜ (k) + S∆u(k) (A.2.44)
Multiplicando con la matrizM denota la operacio´n de retardo del vector Y˜ (k) y repitien-
do el u´ltimo elemento. La relacio´n recursiva (A.2.44) es llamada como modelo de respuesta
al escalo´n del sistema.
Como esta´ claro de la derivacio´n, los modelos FIR y de respuesta al escalo´n son muy
similares. La definicio´n del estado es ligeramente diferente. Se asume que en el modelo FIR
las entradas futuras son cero, en el modelo de respuesta al escalo´n los cambios futuros en la
entrada se mantienen en cero. Tambie´n la representacio´n de la entrada es diferente. Para el
modelo FIR las entradas futuras se dan en te´rminos de pulsos, para el modelo de respuesta
al escalo´n las entradas futuras son escalones. El modelo de respuesta al escalo´n expresa las
entradas futuras en te´rminos cambios ∆u, sera´ muy conveniente para incorporar la accio´n
integral en el controlador.
A.2.6. Generalizacio´n Multivariable
La ecuacio´n modelo (A.2.44) generaliza prontamente el caso cuando el sistema tiene las
ny salidas y`, ` = 1, . . . , ny y nu entradas uj, j = 1, . . . , nu. Definimos el vector de salida
y(k − 1) = [y1(k − 1), . . . , yny(k − 1)]T (A.2.45)
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el vector de entrada ∆u(k − 1) = [∆u1(k − 1), . . . ,∆unu(k − 1)]T y la matriz de coefi-
cientes de respuesta al escalo´n
Si =

s1,1,i s1,2,i . . . s1,nu,i
s2,1,i
...
sny ,1,i sny,2,i . . . sny ,nu,i
 (A.2.46)
donde sl,m,i son los i
th coeficientes de respuesta al escalo´n que relacionan la entrada mth a
la salida lth. La matriz de respuesta al escalo´n (ny.n)×nu se obtiene agrupando las matrices
de coeficientes de respuesta al escalo´n.
S =
[
ST1 , S
T
2 , . . . , S
T
n
]T
(A.2.47)
El estado de la mu´ltiple salida del sistema en el de tiempo k es definido como
Y˜ (k) =
[
y˜T0 (k), y˜
T
1 (k), . . . , y˜
T
n−1(k)
]T
(A.2.48)
con
y˜i(k + 1)
∆
= y(k + i) para ∆u(k + j) = 0; j ≥ 0 (A.2.49)
Con estas definiciones una ecuacio´n actualizada resulta equivalente como el caso de una
variable simple (A.2.44).
Y˜ (k + 1) =MY˜ (k) + S∆u(k) (A.2.50)
M esta´ el definido como
M =

0 I 0 . . . . . . 0 0
0 0 I 0 . . . 0 0
...
...
0 0 . . . . . . . . . 0 I
0 0 . . . . . . . . . 0 I


n (A.2.51)
donde la matriz identidad I es de dimensio´n ny ×ny de la. La relacio´n recursiva (A.2.51) es
conocida como el modelo de respuesta al escalo´n sistema multivariable.
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A.2.7. Modelo funcio´n de transferencia
Este modelo esta´ dado por la siguiente ecuacio´n:
A(z−1)y(t) = B(z−1)u(t) (A.2.52)
A(z−1) = 1 + a1z−1 + a2z−2 + . . .+ anaz−na
B(z−1) = b1z−1 + b2z−2 + . . .+ bnbz−nb
(A.2.53)
Entonces, la prediccio´n del modelo es:
yˆ(t+ j |t) = B(z
−1)
A(z−1)
u(t+ j |t) (A.2.54)
Esta´ representacio´n es tambie´n va´lida para procesos inestables.
A.2.8. Modelo ARMAX
A(z−1)yt = B(z−1)ut−d + ηt (A.2.55)
donde ηt = C(z
−1)wt con R.B.D. (wt = 0 y E(w2t ) = σ
2
w)
Sin embargo, esta modelacio´n no considera derivadas ni procesos no estacionarios.
A.2.9. Modelo de perturbaciones
Uno de los modelos ma´s utilizados para representar las perturbaciones, esta´ dado por:
η(t) =
C(z−1)e(t)
D(z−1)
(A.2.56)
donde D(z−1) es un polinomio que incluye al integrador ∆ = 1− z−1, e(t) es un ruido
blanco y generalmente el polinomio C es igual a 1.
A continuacio´n, se definen los siguientes modelos estoca´sticos dependiendo de los mo-
delos de proceso y perturbaciones utilizados:
Modelo ARX, Autoregresivo con entrada exo´gena
A(z−1)y(t) = B(z−1)u(t) + e(t) (A.2.57)
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Modelo ARMAX, Autoregresivo de Media Mo´vil con entrada exo´gena
A(z−1)y(t) = B(z−1)u(t) + C(z−1)e(t) (A.2.58)
Modelo ARIX, Autoregresivo Integrado con entrada exo´gena
A(z−1)y(t) = B(z−1)u(t) +
e(t)
∆
(A.2.59)
Modelo ARIMAX, Autoregresivo Integrado de Media Mo´vil con entrada exo´gena
A(z−1)y(t) = B(z−1)u(t) +
C(z−1)e(t)
∆
(A.2.60)
A.2.10. Predicciones multi paso modelo funcio´n de transferen-
cia
Modelo ARIMAX (’Auto Regressive Integrated Moving Average with exo-
genous variable’)
A(z−1)yt = B(z−1)ut−d + ηt (A.2.61)
donde
ηt =
C(z−1)wt
∆
∆ = 1− z−1 (∆xt = xt − xt−1)
(A.2.62)
Para calcular la prediccio´n a j pasos de y, se considera un modelo ARIMAX, con C = 1
por simplicidad.
Ayt = But−d + ηt = But−d +
wt
∆
yt =
B
A
ut−d +
wt
A∆
yt+j =
B
A
ut−d+j +
wt+j
A∆
(A.2.63)
donde
1
A∆
= Ej︸︷︷︸
Cociente
+
Fj
A∆
z−1︸ ︷︷ ︸
Resto
(A.2.64)
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(Ecuacio´n diofa´ntica)
La divisio´n 1
A∆
se realiza hasta que Ej sea un polinomio de grado j − 1, de modo que
Ejwt+j tenga los valores futuros de wt, es decir, wt+1, wt+2, · · · , wt+j
Adema´s,
A∆ = 1− z−1 + a1z−1 − a1z−2 + · · · (A.2.65)
entonces A∆ es mo´nico y por ende Ej es mo´nico.
Por lo tanto,
yt+j =
B
A
ut−d+j + Ejwt+j︸ ︷︷ ︸
(wt+1,wt+2,··· )
+
Fj
A∆
wt︸ ︷︷ ︸
(wt,wt−1,··· )
(A.2.66)
Para la determinacio´n de wt+1, wt+2, · · · ,, se utiliza el modelo ARIMAX, es decir
Ayt = But−d +
wt
∆
wt = A∆yt −B∆ut−d
(A.2.67)
Entonces, reemplazando wt en la ecuacio´n (A.2.66), se obtiene:
yt+j =
B
A
ut−d+j + Ejwt+j +
Fj
A∆
A∆yt − FjA∆But−d
yt+j =
B
A
ut−d+j + Fjyt − Fj BAut−d + Ejwt+j (j ≥ 1)
(A.2.68)
Fj es de grado n− 1 (n orden del sistema) considerando que Ej tiene grado j − 1 por
hipo´tesis.
A continuacio´n,
yt+j =
B
A
ut−d+j + Ejwt+j + Fjyt − FjB
A
ut−d+jz−j︸ ︷︷ ︸
ut−d
yt+j =
B
A
ut−d+j
[
1− Fjz−j
]
+ Ejwt+j + Fjyt
(A.2.69)
donde segu´n la ecuacio´n diofa´ntica
Fjz
−j = 1− EjA∆ (A.2.70)
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Entonces,
yt+j =
B
A
ut−d+jEj∆A+ Ejwt+j + Fjyt
yt+j = BEj∆ut−d+j + Ejwt+j + Fjyt
(A.2.71)
Se define Gj ∼= BEj
yt+j = Gj∆ut−d+j + Ejwt+j + Fjyt (A.2.72)
Por lo tanto, la prediccio´n a j pasos de y esta´ dada por:
E [yt+j |t ] ≡ yˆt+j = Gj∆ut−d+j + Fjyt (A.2.73)
pues Ejwt+j genera so´lo valores futuros de ruido blanco (wt+1, wt+2, wt+3)
Casos especiales
d = 1
yˆt+j = Gj∆ut−1+j + Fjyt
(A.2.74)
j = d
yˆt+d = Gd∆ut + Fdyt
(A.2.75)
Los valores futuros de ut (ut+1, ut+2, . . .) se calculan con:
Gj∆ut−d+j = BEj
(
1− z−1)ut−d+j
Gj∆ut−d+j = b0ut−d+j + β1ut−d+j−1 + . . .
(A.2.76)
Para j ≤ d, la prediccio´n depende de te´rminos hasta t, es decir:
{yt, yt−1, · · ·} (Fjyt)
{ut, ut−1, · · ·} (Gj∆ut−d+j)
(A.2.77)
Para j > d, la prediccio´n adema´s depende de los valores de control por aplicarse (no
conocidos), dados por:
{ut+1, ut+2, . . . , ut−d+j} (Gj∆ut−d+j) (A.2.78)
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Entonces, Gj∆ut−d+j contiene te´rminos conocidos en t {ut−1, ut−2, . . .} y te´rminos
desconocidos (o por determinarse) {ut, ut+1, ut+2, . . .}
Adema´s, como Gj = BEj, entonces
Gj(z
−1) = gj0 + gj1z−1 + gj2z−2 + . . . (A.2.79)
Como Gj representa los j primeros te´rminos de la respuesta escalo´n, entonces gji = gi
para i = 0, 1, 2, ... < j. Es decir,
gj0 = g10 = · · · = gk0 = · · · = g0
...
gji = gji = · · · = gki = · · · = gi
(A.2.80)
Por lo tanto, se tiene
G1 = g0 + g1z
−1 + · · ·+ gnbz−nb
G2 = g0 + g1z
−1 + · · ·+ gnb+1z−(nb+1)
G3 = g0 + g1z
−1 + · · ·+ gnb+2z−(nb+2)
Gj = g0 + g1z
−1 + · · ·+ gnb+j−1z−(nb+j−1)
(A.2.81)
Por otra parte,
yˆt+j = Gj∆ut−d+j + Fjyt (A.2.82)
si d = 1, N1 = 1 y N2 = N , se tiene
yˆt+1 = G1∆ut + F1yt
yˆt+2 = G2∆ut+1 + F2yt
...
yˆt+N = GN∆ut−1+N + FNyt
(A.2.83)
A continuacio´n, se agrupan los te´rminos conocidos hasta t en el vector
f {∆ut−1,∆ut−2, . . . , yt, yt−1, . . .}
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, es decir
ft+1 = [G1(z
−1)− g0] ∆ut + F1yt
ft+2 = [G2(z
−1)− g1z−1 − g0] ∆ut+1 + F2yt
...
(A.2.84)
Entonces, la expresio´n (A.2.73) se puede expresar de manera vectorial como
yˆ = Gu˜+ f (A.2.85)
donde
yˆ ≡ [yˆt+1, yˆt+2, · · · , yˆt+N ] son las predicciones desde el horizonte de prediccio´n N1 = 1
hasta N2 = N .
G =

g0 0 · · · · · · 0
g1 g0 · · · · · · 0
...
...
. . .
...
...
gN−1 gN−2 · · · g0

N×N
(A.2.86)
u˜ ≡ [∆ut,∆ut+1, . . . ,∆ut+2, . . . ,∆ut+N−1]T son las acciones de control futuras.
Por lo tanto, Gu˜ contiene te´rminos desconocidos por determinar
{∆ut,∆ut+1, . . . ,∆ut+N−1}
y f agrupa los te´rminos conocidos {∆ut−1,∆ut−2, . . . , yt, yt−1, . . .}
Prediccio´n con modelo ARIMAX con C 6= 1
A(z−1)y(t) = B(z−1)u(t− 1) + C(z−1)e(t)
∆
(A.2.87)
donde e(t) es ruido blanco.
En este caso, la ecuacio´n diofa´ntica esta´ dada por:
C(z−1) = Ej(z−1)A(z−1)∆ + z−jFj(z−1) (A.2.88)
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donde Ej es de grado j − 1 y Fj es de grado na.
C(z−1)
A(z−1)
= Ej(z
−1) +
z−jFj(z−1)
A(z−1)∆
(A.2.89)
A partir del modelo ARIMAX, se tiene:
y(t+ j) =
B(z−1)
A(z−1)
z−du(t+ j − 1) + C(z
−1)
A(z−1)∆
e(t+ j)
y(t+ j) =
B
A
u(t+ j − 1− d) + Eje(t+ j) + Fj
A∆
e(t)
(A.2.90)
El ruido e(t) en instantes previos esta´ dado por:
e(t) =
A∆y(t)−B∆u(t− 1− d)
C
(A.2.91)
Entonces, la salida a j pasos es:
y(t+ j) =
B
A
u(t+ j − 1− d) + Eje(t+ j) + Fj
A∆
(
A∆y(t)−B∆u(t− 1− d)
C
)
y(t+ j) =
B
A
u(t+ j − 1− d) + Eje(t+ j) + Fj
C
y(t)− B
AC
Fju(t− 1− d)
y(t+ j) =
B
A
[
1− Fj
C
z−j
]
u(t+ j − 1− d) + Eje(t+ j) + Fj
C
y(t)
y(t+ j) =
B
A
EjA∆
C
u(t+ j − 1− d) + Eje(t+ j) + Fj
C
y(t)
y(t+ j) =
BEj
C
∆u(t+ j − 1− d) + Eje(t+ j) + Fj
C
y(t)
(A.2.92)
Por lo tanto, la prediccio´n de la salida es:
yˆ(t+ j) = E {y(t+ j}
yˆ(t+ j) =
BEj
C
∆u(t+ j − 1− d) + Fj
C
y(t)
(A.2.93)
Esta ecuacio´n representa una expresio´n recursiva para la prediccio´n.
Para separar las acciones de control futuras de las pasadas, se considera la siguiente
ecuacio´n diofa´ntica:
Ej(z
−1)B(z−1) = C(z−1)Hj(z−1) + z−jKj(z−1) (A.2.94)
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con Hj de grado j − 1.
Por lo tanto, la prediccio´n esta´ dada por:
yˆ(t+ j) =
CHj + z
−jKj
C
∆u(t+ j − 1− d) + Fj
C
y(t)
yˆ(t+ j) = Hj∆u(t+ j − 1− d) + Kj
C
∆u(t− 1− d) + Fj
C
y(t)
(A.2.95)
donde Hj∆u(t+ j − 1− d) incluye las acciones de control futuras y KjC ∆u(t− 1− d)
las acciones de control pasadas.
A.2.11. Modelo en el espacio de estado
Las ecuaciones en variables de estados esta´n dadas por:
x(t) = Ax(t− 1) +Bu(t− 1)
y(t) = Cx(t)
(A.2.96)
donde x(t) es un vector de estado, y A, B y C son las matrices del sistema. Para este
modelo la prediccio´n es:
yˆ(t+ j |t) = Cxˆ(t+ j |t) = C
[
Ajx(t) +
j∑
i=1
Ai−1Bu(t+ j − 1 |t)
]
(A.2.97)
Esta representacio´n sirve para procesos multivariables. Sin embargo, se hace necesario
disponer de un observador cuando los estados no son medibles.
A.2.12. Prediccio´n multi paso con modelo en espacio de estado
Se considera el siguiente modelo en variables de estado:
x(t+ 1) = Ax(t) +B∆u(t) +Gw(t)
y(t) = Dx(t) + w(t)
(A.2.98)
donde w(t) es ruido blanco.
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El estado en j instantes ma´s, esta´ dado por:
x(t+ 2) = Ax(t+ 1) + B∆u(t+ 1) +Gw(t+ 1)
x(t+ 2) = A2x(t) + AB∆u(t) + AGw(t)
+B∆u(t+ 1) +Gw(t+ 1)
x(t+ 3) = A3x(t) + A2B∆u(t) + A2Gw(t)
+AB∆u(t+ 1) + AGw(t+ 1) +B∆u(t+ 2) +Gw(t+ 2)
...
x(t+ j) = Ajx(t) +
j∑
i=1
Aj−iB∆u(t+ i− 1)
+
j∑
i=2
Aj−iGw(t+ i− 1) + Aj−1Gw(t)
(A.2.99)
donde
j∑
i=2
Aj−iGw(t+ i− 1) agrupa las perturbaciones futuras y Aj−1Gw(t) agrupa las
perturbaciones pasadas medibles.
El ruido en instantes desde t hacia atra´s es conocido y esta´ dado por:
w(t) = y(t)−Dx(t) (A.2.100)
Por lo tanto, el estado en j pasos es:
x(t+ j) = Ajx(t) +
j∑
i=1
Aj−iB∆u(t+ i− 1)
+
j∑
i=2
Aj−iGw(t+ i− 1) + Aj−1G (y(t)−Dx(t))
(A.2.101)
Entonces, la prediccio´n de la salida es:
yˆ(t+ j |t) = Dxˆ(t+ j |t) + E (w(t+ j |t)) (A.2.102)
donde E (w(t+ j |t)) pues w(t) es ruido blanco.
yˆ(t+ j |t) = DE
(
Ajx(t) +
j∑
i=1
Aj−iB∆u(t+ i− 1)
+
j∑
i=2
Aj−iGw(t+ i− 1) + Aj−1G (y(t)−Dx(t))
) (A.2.103)
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Adema´s, se tiene:
E (x(t) |t)) = xˆ(t |t) (A.2.104)
Si el estado no es medible se requerira´ de un observador de estado. Tambie´n,
E (w(t+ i− 1) = 0 i ≥ 2 (A.2.105)
Finalmente, la prediccio´n de la salida es:
yˆ(t+ j |t) = DAjxˆ(t |t) +
j∑
i=1
Aj−iBD∆u(t+ i− 1) +DAj−1G (y(t)−Dxˆ(t |t))
(A.2.106)
A.3. Funcio´n objetivo
Cada algoritmo de control predictivo utiliza diferentes funciones objetivo para la obten-
cio´n de la ley de control.
Esta encuentra la accio´n de control. La funcio´n objetivo puede ser cuadra´tica y la mini-
mizacio´n de la funcio´n se puede hallar cuando la planta sea una funcio´n expl´ıcita lineal de
las entradas y salidas pasadas y de la trayectoria de referencia futura. Cuando se incluyen
restricciones con desigualdades, la solucio´n puede ser obtenida por algoritmos nume´ricos.
En primer lugar se considera la funcio´n objetivo dada por:
J = [w(t+ 1)− yˆ(t+ j |t) ]2 (A.3.1)
donde w(t + 1) es la referencia o salida deseada en el instante t + 1 y yˆ(t+ 1 |t) es la
salida predicha en el instante t+ 1, esta diferencia es el error.
Para reducir variaciones en la variable manipulada o sobreactuaciones se puede utilizar
la siguiente funcio´n objetivo, que adema´s incluye accio´n integral.
J = [w(t+ 1)− yˆ(t+ j |t) ]2 + λ [∆u(t)]2 (A.3.2)
En este caso ∆u(t) es el esfuerzo de control y el para´metro λ es un factor de ponderacio´n
para penalizar dicho esfuerzo. Este te´rmino tambie´n se conoce como el factor de peso de
velocidad o coeficiente de supresio´n de movimiento.
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Para incluir algunos sistemas de fase no m´ınima y sistemas inestables se utiliza la si-
guiente funcio´n objetivo que incluye horizontes de prediccio´n y control:
J =
Np∑
j=N1
δ(j) [w(t+ 1)− yˆ(t+ j |t) ]2 +
Nc∑
i=1
λ(i) [∆u(t+ i− 1)]2 (A.3.3)
yˆ(t+ j |t) es la salida predicha en el instante t+ j.
Para´metros N1 y Np son los m´ınimos y ma´ximos horizontes de prediccio´n y Nc es el
horizonte de control. Ellos marcan los instantes l´ımites en que es deseable que la salida
siga la referencia. As´ı, para valores grandes de N1 indicamos que no son importantes
los errores en los primeros instantes, originando respuestas suavizadas; observe que
un proceso con tiempo muerto d no hay razones para que N1 < d, pues la salida
solo evoluciona despue´s de t + d. Tambie´n si el proceso es de fase no m´ınima, estos
para´metros podr´ıan permitir en los primeros estantes que la respuesta inversa sea
eliminada de la funcio´n objetivo.
En algunas funciones objetivo se emplean coeficientes δ y λ que ponderan el compor-
tamiento del error y del esfuerzo de control futuros. Es posible utilizar una ponderacio´n
exponencial a lo largo del horizonte de prediccio´n N2 de la forma δ(j) = αN2−1. Si
el valor de α esta entre 0 y 1, los errores ma´s alejados desde un instante dado t, son
ma´s penalizado que los cercanos a e´l, generando respuestas suaves de control. Si α
es mayor que 1 los primeros errores son ma´s penalizados provocando una accio´n de
control ma´s agresiva.
Trayectoria de referencia w(t+j) representa la trayectoria de referencia deseada. Una
de las ventajas principales del control predictivo es que la evolucio´n futura de la
referencia es conocida a priori. El sistema reaccionara antes que el cambio haya sido
efectivamente aplicado, evitando de este modo retardos en la respuesta del proceso.
La evolucio´n futura de la referencia es conocida previamente en muchas aplicaciones.
Existen varias formas de proponer el comportamiento de esta trayectoria:
1.
w(t+ j) = r(t+ j) = cte (A.3.4)
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2.
w(t) = y(t)
w(t+ j) = βw(t+ j − 1) + (1− β)r(t+ j) j = 1, . . . , N ; 0 < β < 1
(A.3.5)
β es un para´metro ajustable. Para valores pequen˜os de β la dina´mica de la trayectoria
es ma´s ra´pida y para valores grandes es suave.
A.4. Ley de control
Para obtener los valores u(t+ j |t) es necesario minimizar la funcio´n de objetivo plantea-
da anteriormente. Por lo tanto, se calculan los valores de las salidas predichas yˆ(t+ j |t) en
funcio´n de los valores pasados de las entradas y salidas, y de las sen˜ales de control futuras,
haciendo uso de un modelo de prediccio´n y luego se sustituyen estos valores en la funcio´n
objetivo. La minimizacio´n de esta expresio´n conduce a los valores buscados.
Se ha encontrado que una estructuracio´n de la ley de control produce una mejora en la
robustez del sistema. Esta estructura de la ley de control se basa en el uso del concepto de
horizonte de control (Nc), que consiste en considerar que tras un cierto intervalo Nc < Np
no hay variacio´n en las sen˜ales de control propuestas, es decir:
∆u(t+ i− 1) = 0 (A.4.1)
para j > Nc.
En otros algoritmos se emplean funciones base que son representaciones de la sen˜al de
control, compuestas por una combinacio´n lineal de funciones del tipo
u(t+ k) =
n∑
i=1
µi(t)Bi(k) (A.4.2)
donde Bi se escoge de acuerdo a la naturaleza del proceso y de la referencia, como
polinomios del tipo:
B0 = 1 B1 = k B2 = k
2 (A.4.3)
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A.5. Restricciones
Las restricciones esta´n presentes en todos los sistemas de control [15] y pueden tener
efectos perjudiciales en el desempen˜o, a menos que se consideren en el proceso de disen˜o
del controlador. Ma´s a menudo, las restricciones podemos identificarlas en la magnitud del
actuador, la saturacio´n en la velocidad, la salida y las restricciones de las variables de estado.
En algunas casos las restricciones se manejan de una manera esta´tica, sobredisen˜ando los
componentes del sistema de control tal que, durante el funcionamiento normal la saturacio´n
u otras limitaciones tengan poca probabilidad de activarse. Sin embargo, desde un punto de
vista pra´ctico es ineficiente y aumentara´ innecesariamente el costo del sistema global y no
es un me´todo recomendable. Por ejemplo, escogiendo un actuador ma´s poderoso y grande
que el necesario se evita la saturacio´n. Sin embargo, si en algu´n momento la velocidad de
produccio´n o la carga de perturbaciones se incrementan, de nuevo las restricciones sera´n
motivo de preocupacio´n y el sobredisen˜o ha fallado.
La saturacio´n del actuador es la ma´s comu´n y significante no linealidad de un sistema de
control. En la literatura se dan varios ejemplos donde por descuido, la saturacio´n ha llevado
a dificultades cruciales y ha puesto en peligro la estabilidad global del sistema.
La saturacio´n del actuador tambie´n se ha culpado como una de varias desgracias in-
fortunadas que llevaron en 1986 al desastre de la planta de potencia nuclear de Chernobyl
donde la unidad 4 se fundio´ con consecuencias terribles (Stein, 1989; Kothare, 1997). Se ha
informado que la limitacio´n de la velocidad conlleva a una situacio´n peligrosa (Stein, 1989).
Cuando el proceso nuclear se acelero´ durante una demostracio´n de prueba, el sistema regu-
lador automa´tico empezo´ empujando las varillas de control hacia el centro para reducir la
velocidad de generacio´n. Pero la velocidad del movimiento de las varillas de control estaba
limitada y el sistema era incapaz de alcanzar la reaccio´n descontrolada. El resto es la historia
terrible.
A.5.1. Restricciones en los sistemas de control
Tradicionalmente, al hablar de sistemas de control restringidos, uno se refiere al actuador,
al estado o a las restricciones de la salida. El entendimiento conceptual de restricciones se
extiende a incluir limitaciones y restricciones en los sensores, el modelo de conocimiento,
la movilidad, etc. La Figura A.2 muestra un sistema de control bastante general e indica
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donde pueden originarse algunos conflictos.
Figura A.2: Sistema general de control con varias restricciones, limitaciones y perturbaciones
Actuadores
Los sistemas de control se conf´ıan en los actuadores para manipular el estado o la salida
del proceso controlado tal que se reu´nan los requisitos de desempen˜o. En todos los sistemas
f´ısicos los actuadores esta´n sujetos a saturacio´n ya que solo pueden entregar una cierta
cantidad de fuerza (o su equivalente). Ma´s frecuentemente confrontando con este nivel o
magnitud de restriccio´n, do´nde el actuador puede aplicar estrictamente un valor entre un
l´ımite superior o inferior. Menos frecuentemente consideradas son las restricciones en la
velocidad do´nde esta´ limitado el cambio en la salida del actuador.
La Figura A.3 muestra la ma´s importante y t´ıpica caracter´ıstica de saturacio´n para un
nivel de entrada o magnitud de saturacio´n del actuador.
Figura A.3: La caracter´ıstica de saturacio´n t´ıpica
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Matema´ticamente, la funcio´n de saturacio´n sat(u) para u ∈ R es definida como
sat(u) =

uma´x u > uma´x
u umı´n > u > uma´x
umı´n umı´n > u
(A.5.1)
y para u ∈ Rn como
sat(u) =

sat(u1)
sat(u2)
...
sat(un)
 (A.5.2)
Los valores umin y umax se escogen o corresponden a los l´ımites reales del actuador
midiendo la salida del actuador o simplemente por estimacio´n. La entrada de la veloci-
dad de saturacio´n puede ser modelada de una manera similar, aplicando el operador de
diferenciacio´n ∆ = 1− q−1 a la funcio´n de saturacio´n:
sat(∆u) =

∆uma´x ∆u > ∆uma´x
∆u ∆umı´n > ∆u > ∆uma´x
∆umı´n ∆umı´n > ∆u
(A.5.3)
do´nde el ∆uma´x y ∆umı´n son los l´ımites superiores e inferiores de las restricciones de velo-
cidad respectivamente.
Muy pocos resultados teo´ricos generales existen para la estabilidad de sistemas restrin-
gidos del actuador, la siguiente es una excepcio´n muy conocida:
Para un sistema lineal sujeto a saturaciones del actuador, una realimentacio´n
estabilizante globalmente asinto´tica so´lo existe si y so´lo si el propio sistema en
ciclo abierto es estable [27]
Las restricciones pueden ser clasificadas como duras o suaves. Las restricciones duras
son caracterizadas por la no violacio´n de los l´ımites, si son permisibles o factibles durante la
operacio´n pueden considerarse como restricciones suaves por violar los l´ımites especificados
temporalmente.
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Sensores
Los ca´lculos de la salida del controlador esta´n basados en la informacio´n que proporcionan
los sensores sobre el estado del proceso. Ruidoso, lento, inestable (pero a menudo barato)
los sensores limitan el desempen˜o y robustez de la tarea de control. Meticulosamente filtrado
y posiblemente integrado puede mejorar la informacio´n, pero a veces el desempen˜o de un
control esta´ restringido por el sistema de medicio´n.
Mobilidad/Orientabilidad
La construccio´n meca´nica real de un sistema esta´ sujeta a causar restricciones. En la
robo´tica las juntas de un manipulador esta´n propensas a flexibilidad limitada. Para un robot
mo´vil, las configuraciones de la rueda pueden restringir los grados de libertad controladas a
dos: t´ıpicamente el robot puede encender la marcha o puede avanzar, pero no puede moverse
a los lados directamente.
Estado y espacio de trabajo, seguridad
Algunas aplicaciones deben tomar en cuenta las restricciones en el estado del sistema
y en el ambiente de trabajo, estas son el estado y las restricciones de salida. En robo´tica,
manipuladores y robots mo´viles, viajan de un punto a otro y frecuentemente encuentran
obsta´culos que imponen restricciones al movimiento.
Algunas restricciones son impuestas por el disen˜ador o usuario del sistema. Por razones de
seguridad puede es ventajoso limitar los estados como temperaturas, presiones, velocidades,
velocidad de giro y voltajes. Adema´s para evitar un innecesario desgaste meca´nico, pueden
imponerse restricciones en movimientos que causan movimientos su´bitos y tirones.
Modelo de conocimiento y validacio´n
Muchas estrategias de control son basadas en modelo, razo´n por la cual el e´xito esta´ limi-
tado por la exactitud de modelo. Las fuentes de error son validacio´n inadecuada, para´metros
f´ısicos inaccesibles, dina´mica no modelada o linealizacio´n de dina´micas no lineales.
El disen˜o basado en modelo implica que el modelo dina´mico matema´tico del proceso se
usa en el disen˜o del controlador. Un ejemplo es el control predictivo, do´nde el modelo del
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proceso predice la conducta del sistema y le permite al controlador que seleccione una sen˜al
basada en lo que ocurrira´ en el futuro.
A.5.2. Restricciones en las plantas de procesos
Por ser la industria qu´ımica la que emplea en la actualidad la mayor cantidad de con-
troladores MPC, es necesario indicar las diferentes clases de restricciones que se pueden
formular. Es as´ı, que en la mayor parte de las unidades de proceso [37], la regio´n de ope-
racio´n aceptable esta delimitada por varias restricciones o l´ımites comprendidos dentro de
algunas de las siguientes categor´ıas o grupos:
L´ımites de actuadores (Va´lvula totalmente abierta o cerrada)
L´ımites de equipo (Ma´xima presio´n de trabajo o temperatura)
Restricciones de operacio´n (Bombeo de un compresor, inundacio´n de una columna de
destilacio´n)
Restricciones en la calidad del producto (L´ımite de impureza)
El punto ma´s fa´cil de operar la unidad esta´ en el centro de esta regio´n de operacio´n
aceptable, lejos de las restricciones. Esto permite el ma´ximo tiempo de respuesta ante
una perturbacio´n que pueda conducir la unidad a un punto de operacio´n inaceptable. Sin
embargo,desde un punto de vista econo´mico no se esta operando en el punto de operacio´n
o´ptimo, tal como lo muestra la Figura A.4
La operacio´n del proceso con multiples restricciones es dif´ıcil por muchas razones, entre
las que se pueden citar las siguientes:
Si alguna de las variables manipuladas esta´ en su l´ımite, no estara´ disponible para
control.
Si la unidad esta´ operando en los l´ımites de la regio´n aceptable, si se produce una per-
turbacio´n, como cambio en la calidad de la alimentacio´n, una tormenta que modifique
el poder de refrigeracio´n de los intercambiadores, etc., debe realizarse una actuacio´n
ra´pida que compense inmediatamente esa perturbacio´n.
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Región de operación
preferida por el operario
OPERACION
ACEPTABLE
Pureza del
producto
Intensidad
del motor
Caída de presión
en columna
Velocidad del
compresor
Presión
Temperatura
REGION
Optimo económico
Figura A.4: Control basado en modelo y funcio´n objetivo para un sistema variante en el
tiempo
Muchas unidades de proceso son altamente interactivas. Un cambio en una variable
manipulada afectara´ a varias variables controladas del conjunto.
El punto de operacio´n o´ptimo puede cambiar varias veces a lo largo del d´ıa si las
condiciones ambientales, composicio´n de la alimentacio´n o calidad de los servicios
auxiliares cambia.
Los controladores PID tradicionales no esta´n adecuados para controlar un proceso con
varias restricciones, porque el operador no puede atender razonablemente a todas las va-
riables que tiene que supervisar y reajustarlas cada minuto. El resultado es que el proceso
tendra´ su punto de operacio´n a una cierta distancia de las restricciones, con fin de darle
tiempo al operador para reconocer y responder a las perturbaciones de entrada al proceso.
Cuando el controlador planifica co´mo va a ser compensada una variable de perturbacio´n,
calcula los movimientos actuales y futuros en las variables manipuladas. Cuando calcula
este plan de movimientos tiene mucho cuidado para no violar los l´ımites superior o inferior
permitidos.
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A.6. Investigacio´n en sistemas de control restringi-
dos
El te´rmino sistema de control restringido usualmente se refiere a controlar los sistemas
con entrada, salida o restricciones de estado. La investigacio´n dentro de este campo princi-
palmente esta´ enfocada en parte a plantas lineales. Dos te´cnicas muy conocidas han recibido
mucha atencio´n:
1. Anti-Windup y Bumpless Transfer (AWBT).
2. Control Predictivo Basado en modelo (MPC).
Una categor´ıa adicional es la estabilizacio´n no lineal de sistemas lineales restringidos que
incluyen una variedad de aproximaciones como rescalamiento (rescaling) y planificacio´n de
ganancia (gain scheduling) con varias soluciones espec´ıficas a problemas espec´ıficos.
El control AWBT es una opcio´n popular debida al acercamiento sencillo heur´ıstico de la
saturacio´n del actuador. Es de ca´lculo barato y puede agregarse a cualquier control lineal sin
restricciones existente. A la te´cnica le falta sin embargo, optimalidad, prueba de estabilidad
y puede solamente tratar con la saturacio´n de la magnitud de entrada.
Una alternativa al AWBT es el control predictivo que es el u´nico acercamiento sistema´ti-
co que se ocupa de las restricciones. MPC puede ocuparse de la magnitud y velocidad de
las restricciones en la entrada, salida, o en las variables de estado. La desventaja principal
del MPC es la optimizacio´n en l´ınea envuelta, que debe completarse entre dos instantes
de muestreo [15]. La aplicacio´n del MPC o´ptimo se restringe a procesos muestreados rela-
tivamente lentos. Por esta razo´n MPC es una opcio´n popular en la industria de procesos
qu´ımicos, aunque los algoritmos subo´ptimos han encontrado aplicabilidad en sistemas ma´s
ra´pidos como los electromeca´nicos.
Los algoritmos de control predictivo ma´s comunes indicando sus principales caracter´ısti-
cas son [32], [3]:
Control de Matriz Dina´mica. (DMC) [41] Este me´todo usa la respuesta al escalo´n
para modelar el proceso, considerando so´lo los N primeros te´rminos, asumiendo por
tanto que el proceso es estable. En cuanto a las perturbaciones, se considera que su
valor permanece constante e igual al existente en el instante actual durante todo el
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horizonte. La funcio´n objetivo puede considerar so´lo errores futuros o incluir tambie´n
el esfuerzo de control, en cuyo caso toma la forma gene´rica.
Una de las caracter´ısticas de este me´todo que lo ha hecho muy popular en la industria
es la inclusio´n de restricciones, que se traduce en inecuaciones de la forma gene´rica.
En este caso la optimizacio´n debe ser nume´rica y se lleva a cabo en cada periodo de
muestreo, envia´ndose la sen˜al de control y recalculando todo en el nuevo periodo de
muestreo, como en todos los me´todos MPC. Los principales inconvenientes de este
me´todo son el taman˜o del modelo empleado y la imposibilidad de tratar procesos
inestables.
Control de Modelo Algor´ıtmico. (MAC) Este me´todo se conoce tambie´n como Mo-
delo de Control Predictivo Heur´ıstico. Es muy similar al DMC con la diferencia principal
de usar un modelo FIR de respuesta. Introduce el concepto de trayectoria de referen-
cia como un sistema de primer orden que evoluciona desde la salida actual al punto
de ajuste segu´n una determinada constante de tiempo. La varianza del error entre
esta trayectoria y la salida es lo que marca la minimizacio´n de la funcio´n objetivo.
Las perturbaciones se pueden tratar como en el me´todo anterior. El me´todo tam-
bie´n considera restricciones en los actuadores, en las variables internas o en salidas
secundarias.
Control Predictivo Funcional. (PFC) Este controlador fue desarrollado por Richa-
let [34] para procesos ra´pidos. Emplea un modelo en el espacio de estados, por lo
que permite el manejo de procesos inestables, y tambie´n la extensio´n al caso no li-
neal. Este esquema de control tiene dos caracter´ısticas que lo distinguen del resto de
controladores de la familia: el uso de puntos de coincidencia y de funciones base.
El concepto de puntos de coincidencia se emplea para simplificar los ca´lculos conside-
rando so´lo un subconjunto de puntos en el horizonte de prediccio´n. La salida deseada
y la predicha deben coincidir en dichos puntos, no en todo el horizonte de prediccio´n.
La otra idea innovadora de este me´todo es la parametrizacio´n de la sen˜al de control
como una combinacio´n lineal de ciertas funciones base, que son elegidas segu´n la
naturaleza del proceso y la referencia, estas funciones son de tipo polino´mico: escalo-
nes, rampas o para´bolas, ya que la mayor´ıa de referencias se pueden especificar como
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combinacio´n de estas funciones. Con esta estrategia, un perfil de entrada complejo
se puede especificar usando un pequen˜o nu´mero de para´metros desconocidos que son
las inco´gnitas del problema de minimizacio´n.
El algoritmo PFC tambie´n puede manejar restricciones de ma´ximo y m´ınimo en la
aceleracio´n, que son pra´cticas en aplicaciones de servocontrol.
Extended Prediction Self Adaptive Control. (EPSAC) [35] El algoritmo EPSAC
usa un modelo de funcio´n de transferencia tipo CARIMA (Controlled Auto-Regressive
Integrated Moving Average). (ARIMAX). Este modelo puede ampliarse para tratar
perturbaciones medibles an˜adiendo un te´rmino para incluir efecto feedforward. La es-
tructura de la ley de control es muy simple, ya que se considera que la sen˜al de control
permanecera´ constante a partir del instante t (es decir, horizonte de control igual a
1).
Extended Horizon Adaptive Control. (EHAC) Esta formulacio´n tambie´n emplea
un modelo de funcio´n de transferencia y pretende minimizar la diferencia entre la
salida calculada y la referencia en el instante t + N . La solucio´n a este problema no
es u´nica a menos que N sea mayor o igual al tiempo muerto; una posible estrategia
es considerar horizonte de control igual a 1 o minimizar el esfuerzo de control.
La ley de control depende solo de los para´metros del proceso y puede hacerse fa´cilmen-
te adaptativa si se emplea un identificador en l´ınea. El u´nico coeficiente de ajuste es
el horizonte de prediccio´n N , lo cual simplifica el uso pero proporciona poca libertad
para el disen˜o. No puede usarse trayectoria de referencia porque el error se considera
so´lo en un instante (t+N), ni tampoco el esfuerzo de control.
Control Predictivo Generalizado (GPC) Este me´todo propuesto por Clarke [33]
emplea un modelo CARIMA para la prediccio´n de la salida y la perturbacio´n viene da-
da por un ruido blanco coloreado. Como en la pra´ctica es dif´ıcil encontrar el verdadero
valor del ruido, se puede emplear como para´metro de disen˜o para rechazo de pertur-
baciones o mejora de la robustez. La prediccio´n o´ptima se lleva a cabo resolviendo
una ecuacio´n diofa´ntica, lo cual puede hacerse eficazmente de forma recursiva.
Este algoritmo, al igual que otros que usan el modelo de funcio´n de transferencia, se
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puede implementar fa´cilmente en forma adaptativa usando un algoritmo de identifi-
cacio´n en l´ınea como los m´ınimos cuadrados recursivos.
GPC usa una funcio´n objetivo cuadra´tica teniendo en cuenta el error y el esfuerzo
de control, adema´s de factores de ponderacio´n para ambos te´rminos que pueden ser
contentes o variables con el tiempo.
A.6.1. Aplicaciones Industriales
En la mayor´ıa de los paquetes del control predictivo se han adoptado una serie de te´cnicas
para resolver el problema de control [32], [3], [40].
Dividen el algoritmo de control en una optimizacio´n local esta´tica y una optimizacio´n
dina´mica que se lleva a cabo minimizando la funcio´n objetivo con las restricciones corres-
pondientes.
La mayor´ıa de los productos so´lo permiten matrices de peso constantes en todo el
horizonte y so´lo el NOVA-NLC trabaja con norma 1. El Process Perfecter minimiza so´lo la
salida pero con una matriz de peso que se incrementa gradualmente con el horizonte, dando
por tanto ma´s importancia a los errores mas lejanos y en consecuencia dando lugar a una
accio´n de control ma´s suave.
En cuanto a las restricciones, normalmente las correspondientes a la entrada se tratan
como restricciones duras, es decir, que nunca deben ser violadas. El PFC tambie´n incluye
restricciones de aceleracio´n, muy u´tiles para aplicaciones de servomecanismos. Este me´todo
no trata estas restricciones de forma o´ptima, sino que resuelve el problema de optimizacio´n
sin restricciones y luego satura a los l´ımites, produciendo por tanto una solucio´n no o´ptima.
Respecto a restricciones en la salida, la mayor´ıa de los productos comerciales las trata
como restricciones blandas, debido a que una perturbacio´n puede producir fa´cilmente una
pe´rdida de factibilidad. Una opcio´n ofrecida por el Process Perfecter es considerar una
restriccio´n dura en forma de embudo, de manera que se da ma´s libertad a la salida al
comienzo del horizonte que al final.
Significado de las siglas [32]: EE: espacio de estados no lineal. PP: primeros princi-
pios. E/S: entrada/salida. PNE: polinomio no lineal esta´tico. K: filtro de Kalman. RN: red
neuronal. Q: gene´rica. N1: norma 1, 1S saturacio´n. BS: blandas (m´ınimo y ma´ximo) en
la salida. DS: duras en las salidas. DE: duras en las entradas. FB: funciones base. UM:
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Empresa Adersa Aspen Tech Continental DOT Pro-
ducts
Pavillon Te-
ch
Producto PFC Aspen Target MVC NOVA NLC Process Per-
fecter
Modelo EE, PP EE E/S, PNE EE, PP, K RN, E/S
F.Objetivo Q Q Q Q, N1 Q
Restricciones S, BS DS, DE, BS DE, BS DE, BS DE, DS
Estructura
sen˜al control
FB, UM MM UM MM MM
Me´todo So-
lucio´n
NLS QP GRG MINLP GD
Cuadro A.1: Comparacio´n productos comerciales MPC
u´nico movimiento. MM mu´ltiples movimientos. NLS: m´ınimos cuadrados no lineales. QP:
programacio´n cuadra´tica. GRG: Gradiente Reducido Generalizado. MINLP: Mixed Integer
Nonlinear Programming. GD: Gradiente descendiente.
Para´metros: normalmente se elige un horizonte de prediccio´n finito muy grande, con la
idea de capturar la dina´mica hasta el permanente de las salidas para todas las entradas.
Esto se puede considerar una aproximacio´n al me´todo de horizonte infinito propuesto para
garantizar la estabilidad del bucle cerrado y puede explicar por que ninguno0 de los productos
comerciales incluye restriccio´n terminal.
Una idea introducida en el PFC y adoptada por Aspen Target es el uso de puntos
de coincidencia, en los cuales deben coincidir la salida y la trayectoria de referencia. Esta
idea puede ser u´til cuando las salidas responden con distinta velocidad y se pueden definir
distintos puntos de coincidencia para cada una de ellas.
En cuanto a la estructuracio´n de la sen˜al de control, se puede encontrar desde considerar
el horizonte de control igual a 1, horizonte variable o funciones base. Esta u´ltima idea, propia
del PFC, parametriza la sen˜al de control usando un conjunto de funciones polinomiales,
permitiendo un perfil de entrada complejo para un horizonte de control grande (en teor´ıa
podr´ıa ser infinito) empleando un nu´mero de inco´gnitas pequen˜o. Esto puede resultar una
ventaja en el caso de sistemas no lineales. La eleccio´n de la familia de funciones base establece
muchas de las caracter´ısticas del perfil de la entrada, pudiendo asegurar con una correcta
eleccio´n una sen˜al de control suave, por ejemplo. Si se eligen funciones base polino´micas,
se puede seleccionar el orden para seguir un punto de ajuste polino´mico sin retraso, lo cual
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puede ser importante para aplicaciones de servo sistemas meca´nicos.
La solucio´n del problema no es tarea fa´cil debido a la no convexidad del problema
gene´rico. El PFC propone una solucio´n sencilla resolviendo el problema sin restricciones
usando un algoritmo de m´ınimos cuadrados no lineal y saturando las entradas a sus l´ımites
si e´stos se violan; lo´gicamente no se asegura una solucio´n o´ptima pero se gana en velocidad,
permitiendo que este controlador se use en aplicaciones con per´ıodos de muestreo pequen˜os,
como el caso de seguimiento de misiles.
Para el caso gene´rico se usan diversos algoritmos, algunos propietarios, basados en me´to-
dos ma´s o menos conocidos de optimizacio´n. Entre ellos cabe destacar el que usa Aspen
Target, desarrollado por Oliveira y Biegler [36], que garantiza que las soluciones inter-
medias, aunque no o´ptimas, son factibles. Ello garantiza que una pronta finalizacio´n del
algoritmo por limitaciones de tiempo produce siempre una solucio´n factible. En cualquier
caso queda claro que el esfuerzo computacional es superior al caso lineal, siendo e´sta una
de las principales razones la todav´ıa escasa implantacio´n de estas te´cnicas en la industria.
Ape´ndice B
Programa DMC final.m
% Archivo DMC final.m
% Version 1
% Adecuado del existente en el texto [25]
% Implementacio´n del controlador DMC usando MATLAB [30]
% Adecuado por Jose´ Nelson Rojas Grisales
% Junio de 2004
clc
close all
clear all
%——-MODELO DE LA PLANTA——-
Km=0.875;% Ganancia
taom=195;% Constante de tiempo
tdm=5;% Tiempo muerto
% ——–Para´metros de sinton´ıa del controlador——–
T1 =0.1*taom;
T2 = 0.5*tdm;
if T1 < T2
Ts = T2;% Tiempo ma´ximo de muestreo en Simulink
else
Ts = T1;
end
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P = round((5*taom/Ts)+(taom/Ts)+1);% Horizonte de prediccio´n, P
M = round((taom/Ts)+(taom/Ts)+1);% Horizonte de control, M
——Coeficientes de supresio´n de movimiento——
lambda = ((M/10)*(3.5*taom/Ts+2-(M-1)/2)*Km*Km);
gamma=1;
gammaY = gamma*eye(P);% Matriz de peso del error, gammaY, PxP
gammaU = lambda*eye(M);% Matriz de peso del esfuerzo de control, gammaU, MxM
% —-Obtencio´n de los coeficientes de la respuesta al escalo´n —
g = tf([Km],[taom 1],’inputd’,tdm);% Funcio´n de transferencia dada
N = P ;% Tiempo de asentamiento
delt = 0.05*P;% Incrementos de tiempo
Su = step(g,[1:N]*delt);% Ca´lculo de los coeficientes de respuesta al escalo´n unitario
% ——–Restricciones———————
Umax = 0.15; Umin = -0.15;% Restriccio´n de entrada
dUmax= 0.01; dUmin= -0.01;% Restriccio´n de velocidad
Yhigh = 0.01; Ylow = -0.1;% Restriccio´n de salida
ref = 0.005;% Referencia de partida
SET = ones(P,1)*ref;% Vector de Referencia, Px1
% ——Construccio´n de las matrices de trabajo——
bigSu = [];
% Inicializacio´n y generacio´n de la Matriz de Prediccio´n Dina´mica, PxM
for i = 1:M
bigSu = [bigSu, [zeros(i-1,1);Su(1:P-(i-1))]];
end
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% ———-DMC restringido—————–
Yhat = zeros(N,1);% Inicializacio´n del estado, Nx1
U = 0; delU = 0;% Inicializacio´n de las entradas
Y = 0;% Inicializacio´n de la salida
state=0;% Estado inicial para Simulink
REF=[];
% Calculo de la Hessiana% MxM
Hess = bigSu’*gammaY’*gammaY*bigSu + gammaU’*gammaU;
% ——Ca´lculo de la matriz de restricciones——–
IL = tril(ones(M));% IL es una matriz triangular inferior MxM
Cu = [-IL; IL; -eye(M); eye(M); -bigSu; bigSu];% Lado izquierdo de la matriz de restricciones
for i=2:1000
Uc=[0 U(end)];
Yhat = [Yhat(2:N); Y(end)] + Su*delU;% Actualizacio´n del estado Nx1
% Obtencio´n de datos desde Simulink. Archivo ruido.mdl
[time,state,Yp]=sim(’ruido’,[0 Ts],simset(’InitialState’,state(end,:)),Uc);
Y(i,:) = Yp(size(Yp,1),:);% Actualizacio´n de la salida
if i < 500% Cambio de la referencia
ref = 0.005;
else
ref = -0.01;
end
SET = [SET(2:end);ref];
REF= [REF;SET(1)];% Referencia para graficar
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Ep = SET - Yhat;% Ca´lculo del vector de errores Px1
G = bigSu’*gammaY’*gammaY*Ep;% Ca´lculo del vector Gradiente Mx1
ILmul = ones(M,1);% ILmul es un vector de unos de Mx1
% Lado derecho de la matriz de restricciones
Crhs = [ ILmul*[U(i-1,:)’ - Umax];
ILmul*[Umin - U(i-1,:)’];
ILmul*[-dUmax];
ILmul*[dUmin];
-Ep+SET-ones(P,1)*[Yhigh];
Ep-SET+ones(P,1)*[Ylow];
];
% Optimizacio´n por Programacio´n Cuadra´tica (QP)
deltaU = quadprog(Hess, -G, -Cu, -Crhs);
% El problema es de la forma:
% min deltaU’*Hess*deltaU -2G*deltaU
% Cu*deltaU >= Crhs
% Usamos el comando ”quadprog”para resolver por QP Mx1
delU = deltaU(1);% Vector de esfuerzo de control
U(i,:) = U(i-1,:) + delU’;% Vector de sen˜al de control
end
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