Introduction
The notion of viscosity solution of Hamilton-Jacobi equations recently introduced by Crandall and Lions [21] ] and developed by various authors (see Crandall-lshii-Lions [19] , Lions [40] and references therein) has proved to be an important tool in several applications and particularly in the dynamic programming approach to deterministic (see Lions [38] , [39] , Capuzzo Dolcetta-Evans [13] , Bardi [1 ] , Barles [4] , Barles-Perthame [5] , [6] , Lions-Souganidis [42] , Soner [50] ) and stochastic (see Fleming [26] and references therein) optimal control problems.
The aim of this paper is to discuss some aspects of the theory of viscosity solutions related to approximation and computational methods 162 in the framework of deterministic control theory. More precisely, our purpose here is to point out on a model problem how the solution of the classical discrete time dynamic programming functional equation (see Bellman [7] ) can be regarded as a uniform approximation of the viscosity solution of the corresponding Bellman partial differential equation. We will show how this PDE approach allow to establish general results on the rate of convergence of the approximate solutions. These results provide a wider theoretical basis to classical and more recent computational techniques for the value function and optimal feedbacks. The last section is completely devoted to review in this framework several methods leading to monotone convergence (namely, successive approximations, iteration in policy space and finite difference approximations).
Let us mention finally that most of these methods have been also applied to stochastic control problems. We refer the interested reader to Bellman-Dreyfus [8] , Howard [29] , and to the more recent works by Kushner [32] , Kushner-Kleinman [33] , [34] , Lions-Mercier [41] , Menaldi [46] , Quadrat [49] , Bensoussan-Rungaldier [10] . 1 [18] for the treatment of several examples of infinite horizon problems arising in the applications). !n this section we describe how discrete time dynamic programming methods (see Bellman [7] , Bensoussan [9] , Bertsekas-Shreve [11 ] ) apply to problem (P). At this purpose, let h be a fixed positive number and assume that the evolution (1.1 ) is observed only at a sequence of instants tj The total cost associated with the initial position x and the control a is given, in this discretized model, by the [12] , Capuzzo Dolcetta-Ishii [14] and Loreti [43] for details and extensions). [16] , [17] for other control problems such as the stopping time and the optimal switching problem, without use of the notion of viscosity solution.
More recently the notion of discountinuous viscosity solutions (see [5] ) has been applied to prove the convergence of a discretization scheme for the minimum time problem by Bardi-Falcone [2] .
As a consequence of Theorem 2.1,2.2 and Proposition 1.3, the piecewise constant controls a*h (see §1 ) yield the value of problem (P) with any prescribed accuracy. Their limiting behaviour as h -0+ is easily understood in the framework of relaxed controls in the sense of L.C.Young [53] (see also Lee-Markus [37] , Warga [52] as general references on this subject). Namely, a*h converge weakly to an optima! control for the relaxed version of (P). The result relies on the fact that the Hamiltonian is ieft unchanged by relaxation (see Capuzzo Dolcetta -Ishii [10 ] for details and also to Mascolo-Migliaccio [45] for other relaxation results in optimal control). [47] where the convergence to the viscosity solution is proved).
Successive approximation (BelCmun [7] , Bellman-Dreyfus [8] Kalaba [31] has shown that it is equivalent to the Newton-Kantorovich iteration procedure applied to the functional equation of dynamic programming and Puterman-Brumelle [48] have given sufficient conditions for the rate of convergence to be either superlinear or quadratic. Step 1: take UO in f{1 and compute
Step 2 : compute U1 = UO+ a (U1 '0-Uo) where (3.12) a = max {aeR+: UO+ a (U1 ~~-Uo)E 21 };
Step 3 : replace UO with U1 and go back to Step 1. [24] and [25] [18] have studied some finite difference schemes which can be regarded as an adaptation of classical schemes for conservation laws, such as Lax-Friedrichs scheme.
It is interesting to point out here that they obtain an estimate of order 1/2 and monotone convergence as well.
We conclude with section with some final comments and remarks related to the schemes that we have presented here. It is worthwhile to notice that these schemes can be adapted to treat other deterministic control problem such as finite horizon and optimal stopping control problems (intact, successive approximation and approximation in policy space were originally developped for those problems, see [7] , [8] , [35] ). This can be done adding some control, say a', to A, and writing those problems as ar infinite horizon problem by an appropriate definition of f(x,a'), b(x,a').
The second, and perhaps more important remark, is that all thess chemes provide the approximate value function and, without an) additional computation, the related approximate feedback law at least to all nodes of the grid. It can also be proved (see Falcone [23] ) that such é feedback law is "quasi optimal" for the original continuous problem (P).
Due to the monotonicity, the acceleration method can be applied also tc the approximation in policy space. In this case the fixed point will be the minimal element in the set of supersolutions and the sequence U n will be monotone decreasing. Moreover, due the local quadratic convergence o this approximation, it should be quite interesting from a numerical poin1 of view to combine this procedure with the finite difference approximatior scheme. Infact, one can first look for a rough approximation of the optima policy by applying that scheme and then use it as initial guess in (3.4) .
