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Abstract
In this letter, a low-feedback non-orthogonal multiple access (NOMA) scheme using massive multiple-input
multiple-output (MIMO) transmission is proposed. In particular, the proposed scheme can decompose a massive-
MIMO-NOMA system into multiple separated single-input single-output NOMA channels, and analytical results
are developed to evaluate the performance of the proposed scheme for two scenarios, with perfect user ordering
and with one-bit feedback, respectively.
I. INTRODUCTION
Non-orthogonal multiple access (NOMA) has recently been recognized as a key multiple access
(MA) technique for solving the spectrum crunch faced by next generation mobile networks [1]–[3].
Unlike conventional orthogonal MA (OMA), NOMA uses the power domain to serve users in the same
time/code/frequency channels, where successive interference cancellation (SIC) is employed at users with
better channel conditions. The impact of dynamic user locations on the performance of NOMA was
investigated in [2], and realizing different user fairness criteria in NOMA systems has been studied in [4].
The use of multiple-input multiple-output (MIMO) technologies can further improve the performance of
NOMA, and the optimal design of MIMO-NOMA has been investigated in [3] and [5].
Most of existing work on MIMO-NOMA, such as [3] and [5], has assumed perfect knowledge of
channel state information (CSI) at the transmitter, which is difficult to realize in practice. Particularly
when massive MIMO is applied to NOMA, the perfect CSI assumption can consume excessive bandwidth
resources [6]. The scheme proposed in [7] does not need CSI at the transmitter, but requires that the number
of the receive antennas is larger that of the transmitter. In this paper a massive-MIMO-NOMA downlink
transmission protocol is proposed, which does not require the users to feed their channel matrices back to
the base station. In particular, by employing the spatial clustering structure of users’ channel matrices and
applying the concept of MIMO-NOMA in [7], the massive-MIMO-NOMA system can be decomposed
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2into separated single-input single-output (SISO) NOMA channels. Then the performance analysis for the
proposed protocol is carried out for two scenarios, with perfect user ordering and with one-bit feedback,
respectively. Exact expressions for the outage probabilities for the two scenarios are developed and the
achievable diversity order is also obtained by applying high signal-to-noise ratio (SNR) approximations.
II. DESCRIPTION OF MASSIVE-MIMO-NOMA
Consider a downlink transmission scenario with one base station communicating with multiple users.
The base station is equipped with M antennas, and each user has N antennas, where M >> N . Following
the geometrical one-ring scattering model used in [8] and [9], we divide the users into K spatial clusters,
in which there are L users in each cluster sharing the same spatial correlation matrix, denoted by Rk.
Therefore for the l-th user in the k-th cluster, its channel matrix, denoted by Hk,l, can be decomposed as
Hk,l = Gk,lΛ
1
2
kUk, where Gk,l denotes an N × rk fast-fading complex Gaussian matrix, Λk is a rk × rk
diagonal matrix containing rk non-zero eigenvalues of Rk, and Uk, a rk × M matrix, collects all the
corresponding eigenvectors of Rk, i.e., E{HHk,lHk,l} = UHk ΛkUk = Rk.
While the CSI about fast varying Gk,l is difficult to obtain at the transmitter, Rk represents channel
correlation and varies slowly, so it is more reasonable to assume that the base station has access to Rk.
To use this spatial clustering feature, the base station will send the following superimposed signal:
s =
K∑
k=1
Pk
L∑
l=1
wk,lsk,l, (1)
where the M×M˜k precoding matrix, Pk, is used to avoid the inter-cluster interference, sk,l is the message
to the l-th user in the k-th cluster, and the M˜k × 1 vector, wk,l, is the precoding vector for the l-th user
in the k-th cluser. For notational simplicity, we assume that M˜k and rk are the same among all clusters,
and are denoted by M˜ and r, respectively.
A. Inter-Cluster Interference Cancellation
The l-th user in the k-th cluster observes the following
yk,l = GkΛ
1
2
kUk
K∑
i=1
Pi
L∑
j=1
wi,jsi,j + nk,l, (2)
where nk,l is the noise vector. In order to avoid inter-cluster interference, Pk needs to satisfy the following
constraint: [
UH1 · · · U
H
k−1 U
H
k+1 · · · U
H
K
]H
Pk = 0, (3)
3where M˜ = (M − r(K − 1)). By using Pk in (3), the system model can be simplified as follows:
yk,l = Gk,lΛ
1
2
kUkPk︸ ︷︷ ︸
N×M˜
L∑
j=1
wk,jsk,j + nk,l, (4)
where the inter-cluster interference is removed.
B. The Application of the NOMA Approach
As can be observed from (4), the system model with massive MIMO has been decomposed into K
separated ones with M˜ effective transmit antennas for each cluster. There are still two difficulties in the
simplified NOMA system. One is how to accommodate L users in one cluster with M˜ transmit antennas,
particularly if L > M˜ . The other is that the base station has no access to the instantaneous realization of
Gk,l.
The MIMO-NOMA concept proposed in [7] can be applied here. Particularly we can further divide the
L users in one cluster into Q groups of size P , i.e. L = PQ. Denote the signal transmitted to the L users
in the k-th cluster by s˜k ,
∑L
l=1wk,lsk,l which can be further written as follows:
s˜k =
Q∑
q=1
P∑
p=1
wk,q,psk,q,p, (5)
where sk,q,p is a message to the p-th user in the q-th group in the k-th cluster and wk,q,p denotes the
corresponding precoding vector.
For the users within the same group, NOMA is applied, i.e. the users share the same precoding vector
but with different power allocation coefficients, i.e.
s˜k =
Q∑
q=1
wk,q
P∑
p=1
αk,q,psk,q,p, (6)
where, for easiness of notation, we assume
∑P
p=1 α
2
k,q,p = 1 and |wk,q|2 = 1, i.e., the total transmission
power at the base station is QK. Without knowing the CSI at the transmitter, we simply let wk,q =[
0 · · · 0︸ ︷︷ ︸
q−1
1 0 · · · 0︸ ︷︷ ︸
M˜−q
]T
.
C. Receiver Detection
With the aforementioned design, the observation at the p-th user in the q-th group in the k-th cluster
can be expressed as follows:
yk,q,p = H˜k,q,p
Q∑
m=1
wk,m
P∑
n=1
αk,m,nsk,m,n + nk,q,p, (7)
4where H˜k,q,p = Gk,q,pΛ
1
2
kUkPk. Assume N ≥ M˜ . By applying the zero forcing approach, the user
observes the following: [
H˜
†
k,q,pyk,q,p
]
q,1
=
P∑
n=1
αk,q,nsk,q,n + H˜
†
k,q,pnk,l, (8)
where H˜†k,q,p = (H˜Hk,q,pH˜k,q,p)−1H˜Hk,q,p and [Ai,j] denotes the element at the i-th row and j-th column of
A. The covariance of the noise vector is given by
Ck,q,p = H˜
†
k,q,p(H˜
†
k,q,p)
H (9)
= (PHk U
H
k Λ
1
2
kG
H
k,q,pGk,q,pΛ
1
2
kUkPk)
−1 = (PHk RkPk)
−1.
Comparing (8) to (2), the massive-MIMO-NOMA system model has been decomposed into separated
SISO-NOMA channels, without knowing Gk,q,p at the base station.
III. PERFORMANCE ANALYSIS
A. With Perfect Knowledge of User Ordering
Suppose that the base station knows that the users are ordered as follows:
1
[Ck,q,1]q,q
≤ · · · ≤
1
[Ck,q,P ]q,q
. (10)
Therefore SIC can be carried out at the users. Particularly within the q-th group of the k-th cluster, the
message to the n-th user can be decoded at the p-th user with the following signal-to-interference-plus-
noise (SINR):
SINRnk,q,p =
ρ 1
[Ck,q,p]q,q
α2k,q,n
1 +
∑P
m=n+1 ρ
1
[Ck,q,p]q,q
α2k,q,m
, (11)
for 1 ≤ n ≤ p ≤ P except n = p = P . When n = p = P , the SINR becomes the following SNR:
SINRPk,q,P = ρ
1
[Ck,q,P ]q,q
α2k,q,P . (12)
Denote the p-th user in the q-th group of the k-th cluster by Uk,q,p. The following theorem provides the
outage performance achieved by the proposed massive-MIMO-NOMA scheme.
Theorem 1. The outage probability at Uk,q,p achieved by the proposed massive-MIMO-NOMA scheme is
given by
Pk,q,p =
p−1∑
i=0
(
p− 1
i
)
(−1)ipiPp
1−
(
F (ρξ∗k,q,p)
)P−p+i+1
P − p+ i+ 1
, (13)
5if ξ∗k,q,p ≥ 0, otherwise Pnk,q,p = 1, where ξ∗k,q,p = min {ξk,q,n, 1 ≤ n ≤ p}, ak,q = 1[(PH
k
RkPk)−1]q,q
, piPp =
P !
(P−p)!(p−1)!
, Rk,q,n is the targeted rate for Uk,q,n, τk,q,n = 2Rk,q,n − 1, γ(·) denotes the incomplete gamma
function,
ξk,q,n =


α2
k,q,P
τk,q,P
, if n=P
α2
k,q,n
−τk,q,n
∑P
m=n+1 α
2
k,q,m
τk,q,n
, otherwise
, (14)
and
F (ρξk,q,n) = 1−
γ
(
N − M˜ + 1, 1
ρak,qξk,q,n
)
Γ(N − M˜ + 1)
. (15)
In addition, the diversity order achieved at Uk,q,p is p(N − M˜ + 1).
Proof: The proof can be divided into three steps as follows:
1) Characterizing SINRnk,q,p: To evaluate the outage probability, it is important to find the density
function of SINRnk,q,p, where the key step is characterize [Ck,q,p]q,q.
First suppose users within the same group are not ordered. Since Gk,q,p are complex Gaussian
distributed, GHk,q,pGk,q,p follows the complex Wishart distribution, i.e., GHk,q,pGk,q,p ∼ WCr (N, Ir) [10].
Therefore, the matrix in the covariance matrix, Ck,q,p, is also complex Wishart distributed, i.e.,
PHk RkPk ∼ W
C
M˜
(
N,PHk RkPk
)
,
which means that Ck,q,p is inverse Wishart distributed, i.e.,
Ck,q,p ∼ W
C−1
M˜
(
N,PHk RkPk
)
. (16)
By using the marginal distribution for the elements on the diagonal of an inverse Wishart matrix, the
probability density function (pdf) of [Ck,q,p]q,q is given by [10]
f(x) =
x−(N−M˜+2)
Γ(N − M˜ + 1)aN−M˜+1k,q
e
− 1
ak,qx , (17)
where ak,q = 1[(PH
k
RkPk)−1]q,q
. The cumulative distribution function (CDF), F (x), can be found by
integrating f(x).
Because the P users in each group are ordered as in (10), the density function of [Ck,q,p]q,q at the p-th
ordered user is given by [11]
fp(x) = pi
P
p f(x) (F (x))
P−p (1− F (x))p−1 . (18)
where piPp = P !(P−p)!(p−1)! .
62) Calculating the outage probability: The overall outage probability at Uk,q,p is the event that this
user cannot decode the message sk,q,n, 1 ≤ n ≤ p. Therefore the overall outage probability at this user is
given by
Pk,q,p = P
(
log(1 + SINRnk,q,p) < Rk,q,n, ∀n ∈ {1, · · · , p}
)
= P
(
[Ck,q,p]q,q > ρξ
∗
k,q,p
)
, (19)
where ξ∗k,q,p = min {ξk,q,n, 1 ≤ n ≤ p}. By applying the pdf of [Ck,q,p]q,q, the outage probability is obtained
as follows:
Pk,q,p =
∫ ∞
ρξ∗
k,q,p
piPp f(x) (F (x))
P−p (1− F (x))p−1 dx
=
p−1∑
i=0
(
p− 1
i
)
(−1)i
∫ ∞
ρξ∗
k,q,p
piPp f(x) (F (x))
P−p+i
dx.
After some algebraic manipulations, an exact expression for the outage probability can be obtained as in
the theorem.
3) Obtaining the diversity order: At high SNR, i.e., ρ approaches infinity, 1
ρak,qξk,q,n
approaches zero.
Therefore, for a fixed Rk,q,n, we have the following approximation:
F (ρξk,q,n) = e
− 1
ρak,qξk,q,n
N−M˜∑
j=1
1
j!ρjajk,qξ
j
k,q,n
= 1− e
− 1
ρak,qξk,q,n
∞∑
j=N−M˜+1
1
j!ρjajk,qξ
j
k,q,n
≈ 1−
1
(N − M˜ + 1)!(ρak,qξk,q,n)N−M˜+1
. (20)
By using the above approximation, the outage probability can be approximated at high SNR as follows:
Pk,q,p =
∫ ∞
ρξ∗
k,q,p
piPp f(x) (F (x))
P−p (1− F (x))p−1 dx
→
(a)
∫ ∞
ρξ∗
k,q,p
piPp f(x) (1− F (x))
p−1
dx
= piPp
(
1− F (ρξ∗k,q,p)
)p
→
(b)
1
ρp(N−M˜+1)
, (21)
where both approximations, (a) and (b), are obtained due to (20). The proof is complete.
B. With One-Bit Feedback
The scheme described in the previous section does not need global CSI about Hk,q,p at the base station;
however, the base station still needs to know how to order the scalar effective channel gains 1
[Ck,q,p]q,q
, as
in (10). In this sub-section, we consider a scenario in which only one bit feedback is allowed. Particularly,
7each user will compare its effective channel gain to a predefined threshold τ , and feed one bit back to
inform the base station whether its channel gain is below or above this threshold. With one bit feedback,
the users in the q-th group of the k-th cluster are divided into two sub-groups, denoted by S1 and S2,
respectively1. When there is more than one user in a sub-group, the base station randomly orders the
users, with predefined targeted data rates and power allocation coefficients. Due to space limitations, we
focus only on a special case with two users in each group (i.e. P = 2). The outage probability for the
weak user is given by
P1 = P (U1 ∈ S1, E) + P (U1 ∈ S2, E) , (22)
where E denotes the event that outage occurs. The first factor in the above equation can be written as
follows:
P (U1 ∈ S1, E) = P (U1 ∈ S1, |S1| = 1, E) (23)
+
2∑
i=1
P (U1 ∈ S1, |S1| = 2, Ei) ,
where Ei denotes the event that the user is randomly put as the i-th NOMA user and outage occurs. The
above probability can be calculated as follows:
P (U1 ∈ S1, E) = P ([C1]q,q > φ1, [C2]q,q < τ˜ ) (24)
+
1
2
2∑
i=1
P ([C1]q,q > φi, [C2]q,q > τ˜) ,
where τ˜ = 1
τ
and φi = max {τ˜ , ρξ∗i }. The joint pdf of the two effective channels is given by
f[C1]q,q,[C2]q,q(x, y) = 2f(x)f(y), which means that the above probability can be found as follows:
P (U1 ∈ S1, E) = 2 (1− F (φ1))F (τ˜ )
+
1
2
2∑
i=1
(
1− [F (φi)]
2)− 2∑
i=1
F (τ˜ ) (1− F (φi)) ,
for ξ∗i ≥ 0. The second factor in (22) can be written as follows:
P (U1 ∈ S2, E) =
1
2
2∑
i=1
P (τ˜ > [C1]q,q > ρξ
∗
i ) , (25)
for τ˜ > ρξ∗i , for i ∈ {1, 2}. The marginal CDF of the weak channel gain (strong noise) is given by
F[C1]q,q(x) = (F (x))
2
, which means the above probability can be found as follows:
P (U1 ∈ S2, E) = [F (τ˜ )]
2 −
1
2
2∑
i=1
[F (ρξ∗i )]
2
, (26)
1For notational simplicity, the subscripts of k and q are dropped in this subsection.
8for τ˜ > ρξ∗i , for i ∈ {1, 2}. Therefore the overall outage probability for this weak user is given by
P1 = 2 (1− F (φ1))F (τ˜) +
1
2
2∑
i=1
(
1− [F (φi)]
2) (27)
−
2∑
i=1
F (τ˜ ) (1− F (φi)) +
1
2
[
[F (τ˜)]2 −
2∑
i=1
[F (ρξ∗i )]
2
]+
+
1
2
[
[F (τ˜)]2 −
2∑
i=1
[F (ρξ∗i )]
2
]+
,
for ξ∗i ≥ 0, where [x]+ , max(0, x). Following steps similar to the ones above, the outage probability at
the strong user can be obtained as follows:
P2 = 2 [F (τ˜ )− F (ρξ
∗
2)]
+ [1− F (τ˜)] (28)
+
2∑
i=1
F (τ˜ ) [F (τ˜)− F (ρξ∗i )]
+−
2∑
i=1
1
2
[
(F (τ˜))2 − (F (ρξ∗i ))
2]++ 1
2
2∑
i=1
(1− F (φi))
2
.
Lemma 1. For the case with two users in each group, the use of one-bit feedback achieves the same
diversity order as that with perfect user ordering.
Proof: Due to space limitations, we consider only the case of τ < min
{
1
ρξ∗
1
, 1
ρξ∗
2
}
. The outage
probability P2 can be approximated at high SNR as follows:
P2 ≈ 2 [θ2 − θ0] θ0 +
2∑
i=1
[θi − θ0] +
1
2
2∑
i=1
θ2i (29)
−
2∑
i=1
1
2
[
(1− θ0)
2 − (1− θi)
2
]
= 2 [θ2 − θ0] θ0 −
2∑
i=1
1
2
[
θ20 − θ
2
i
]
+
1
2
2∑
i=1
θ2i ,
where θ0 = τ
N−M˜+1
(N−M˜+1)!(ak,q)N−M˜+1
and θi = 1(N−M˜+1)!(ρak,qξ∗i )N−M˜+1 . Since τ < min
{
1
ρξ∗
1
, 1
ρξ∗
2
}
and both θi
are at the order of 1
ρN−M˜+1
, the diversity order is 2(N − M˜ + 1), the same as in Theorem 1. The same
conclusion can be made for other choices of τ and P1.
IV. NUMERICAL STUDIES
In this section, computer simulations are used to study the performance of the proposed massive-
MIMO-NOMA scheme and verify the accuracy of the developed analytical results. This base station is
equipped with a uniform circular array with M = 50 isotropic antennas [8], [9]. In Fig. 1 the outage rate
9performance of the OMA and NOMA schemes is studied. As can be seen from the figure, the use of the
proposed massive-MIMO-NOMA scheme can yield a significant improvement in the system throughput.
For example, at ρ = 20dB and with N = 2, the sum rate of the proposed NOMA scheme is three times
greater than OMA. The accuracy of the developed analytical results for the case with perfect user ordering
is verified in Fig. 2, and one can observe from the figure that the curves for the analytical results and
simulations match perfectly.
In Fig. 3 the impact of one-bit feedback on the performance of the proposed MIMO-NOMA scheme is
illustrated. As can be observed from the figure, the use of one-bit feedback achieves the same diversity
order as the case with perfect user ordering. For example, the slope of the curves for one-bit feedback
is the same as that of the case with perfect feedback, which confirms the results shown in Lemma 1.
In addition, the user with strong CSI experiences less outage with one-bit feedback since it might be
recognized as a user with poor CSI and is served with a smaller targeted data rate.
V. CONCLUSIONS
In this letter, we have proposed a new massive-MIMO-NOMA scheme using limited feedback. In
particular, the use of the proposed scheme can decompose a massive-MIMO-NOMA system into multiple
SISO-NOMA channels, which significantly simplifies the design of MIMO-NOMA. Analytical results
have been developed to evaluate the performance of the proposed scheme for two scenarios, with perfect
user ordering and with one-bit feedback, respectively.
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