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SMOOTHING PROPERTIES OF FRACTIONAL ORNSTEIN-UHLENBECK
SEMIGROUPS AND NULL-CONTROLLABILITY
PAUL ALPHONSE AND JOACKIM BERNIER
Abstract. We study fractional hypoelliptic Ornstein-Uhlenbeck operators acting on L2(Rn)
satisfying the Kalman rank condition. We prove that the semigroups generated by these operators
enjoy Gevrey regularizing effects. Two byproducts are derived from this smoothing property. On
the one hand, we prove the null-controllability in any positive time from thick control subsets of
the associated parabolic equations posed on the whole space. On the other hand, by using the
interpolation theory, we get global L2 subelliptic estimates for the these operators.
1. Introduction
1.1. Motivation. Given s > 0 a positive real number, B = (Bi,j)1≤i,j≤n and Q = (Qi,j)1≤i,j≤n
real n× n matrices, with Q symmetric positive semidefinite, we aim in this work at studying the
fractional Ornstein-Uhlenbeck operator
P = 1
2
Trs(−Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,(1.1)
equipped with the domain
(1.2) D(P) = {u ∈ L2(Rn), Pu ∈ L2(Rn)}.
This operator is composed of Trs(−Q∇2x) the Fourier multiplier whose symbol is 〈Qξ, ξ〉s, where
〈·, ·〉 stands for the canonical Euclidean scalar product on Rn, and 〈Bx,∇x〉 the differential operator
defined by
〈Bx,∇x〉 =
n∑
i=1
n∑
j=1
Bi,jxj∂xi .
Under an algebraic condition on B and Q
1
2 (the symmetric positive semidefinite matrix given by
the square root of Q), we investigate the regularizing effects of the semigroup (e−tP)t≥0 generated
by P on L2(Rn), the null-controllability of the parabolic equation associated to P and the global
L2 subelliptic properties enjoyed by P . This algebraic condition is the so-called Kalman rank
condition
Rank[B | Q 12 ] = n,(1.3)
where
[B | Q 12 ] = [Q 12 , BQ 12 , . . . , Bn−1Q 12 ],
is the n× n2 matrix obtained by writing consecutively the columns of the matrices BjQ 12 . Equiv-
alently, B and Q
1
2 satisfy the Kalman rank condition when there exists a non-negative integer
0 ≤ r ≤ n− 1 satisfying
(1.4) Ker(Q
1
2 ) ∩Ker(Q 12BT ) ∩ . . . ∩Ker(Q 12 (BT )r) = {0}.
This equivalence is proved in Lemma 6.1 in Appendix.
A particular case of fractional Ornstein-Uhlenbeck operator is the fractional Kolmogorov oper-
ator
P = v · ∇x + (−∆v)s, (x, v) ∈ R2n,
obtained for
(1.5) B =
(
0n In
0n 0n
)
and Q = 2
1
s
(
0n 0n
0n In
)
.
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It plays a substantial role in kinetic theory since the fractional Kolmogorov equation{
∂tu(t, x, v) + v · ∇xu(t, x, v) + (−∆v)su(t, x, v) = 0, t > 0, (x, v) ∈ R2n,
u(0) = u0 ∈ L2(Rn),
where 0 < s < 1, turns out to be a simplified model of the linearized spatially inhomogeneous
non-cutoff Boltzmann equation. We refer the reader e.g. to [1, 12, 19, 31] for extensive discussions
about this topic.
The fractional Ornstein-Uhlenbeck operators also naturally appear in stochastic theory. Con-
sidering the stochastic differential equation in Rn,{
dXt = BXt dt+Q
1
2 dNt,
X0 = x ∈ Rn,
where Nt stands for a 2s-stable Lévy process, the fractional Ornstein-Uhlenbeck semigroup is the
transition semigroup of the process (Xt)t≥0, see e.g. Examples 1.3.14 and 3.3.8 in [2].
In the rest of the introduction, we denote by
(1.6) L = −1
2
Tr(Q∇2x) + 〈Bx,∇x〉
the usual Ornstein-Uhlenbeck operator, corresponding to the case when s = 1. These operators
acting on Lebesgue spaces have been very much studied in the last two decades. The structure of
these operators was analyzed in [18], while their spectral properties were investigated in [24, 28].
The smoothing properties of the associated semigroups were studied in [10, 11, 13, 21, 24, 28] and
some global hypoelliptic estimates were derived in [4, 11, 13, 28]. We also refer the reader to [7, 22]
where the operator L is studied while acting on spaces of continuous functions. We recall from
these works that the hypoellipticity of the Ornstein-Uhlenbeck operator L is characterized by the
following equivalent assertions :
1. The Ornstein-Uhlenbeck operator L is hypoelliptic.
2. The symmetric positive semidefinite matrices
(1.7) Qt =
∫ t
0
e−sBQe−sB
T
ds,
are nonsingular for some (equivalently, for all) t > 0, i.e. detQt > 0.
3. The Kalman rank condition (1.3) holds.
4. The Hörmander condition holds :
∀x ∈ Rn, RankL(X1, X2, . . . , Xn, Y0)(x) = n,
with
Y0 = 〈Bx,∇x〉, Xi =
n∑
j=1
qi,j∂xj , i = 1, . . . , n,
where L(X1, X2, . . . , Xn, Y0)(x) denotes the Lie algebra generated by the vector fields
X1, X2, . . . , Xn and Y0
at point x ∈ Rn.
1.2. Regularizing effects of semigroups. First, we derive an explicit formula for the semigroup
generated by P on L2(Rn). The case of the hypoelliptic Ornstein-Uhlenbeck operator L is treated
by Kolmogorov in [16], where he proves that the semigroup (e−tL)t≥0 generated by L has the
following explicit representation :
e−tLu(x) =
1
(2pi)
n
2
√
detQt
∫
Rn
e−
1
2
〈(Qt)
−
1
2 y,y〉u(e−tBx− y)dy,
when t > 0, where the symmetric positive semidefinite matrices Qt are defined in (1.7). Since
e−tLu is given by a convolution, it follows from the properties of the Fourier transform that the
above formula writes as
(1.8) ê−tLu(ξ) = eTr(B)t exp
[
−1
2
∫ t
0
|Q 12 eτBT ξ|2 dτ
]
û(etB
T
ξ).
In this work, without any assumption on B and Q
1
2 , we prove (after studying its basic properties)
that the operator P generates a strongly continuous semigroup on L2(Rn) and we derive an explicit
formula for its Fourier transform, extending (1.8) :
FRACTIONAL ORNSTEIN-UHLENBECK OPERATORS 3
Theorem 1.1. The fractional Ornstein-Uhlenbeck operator P defined in (1.1) and equipped with
the domain (1.2) generates a strongly continuous semigroup (e−tP)t≥0 on L
2(Rn) which satisfies
that for all t ≥ 0 and u ∈ L2(Rn),
‖e−tPu‖L2(Rn) ≤ e
1
2
Tr(B)t‖u‖L2(Rn),
and
ê−tPu = eTr(B)t exp
[
−1
2
∫ t
0
|Q 12 eτBT · |2s dτ
]
û(etB
T ·).
A natural question is then to investigate the regularizing properties of this semigroup. In this
direction, Y. Morimoto and C.J. Xu proved in [26] that any solution u of the fractional Kolmogorov
equation{
∂tu(t, x, v) + v · (∇xu)(t, x, v) + (−∆v)su(t, x, v) = 0, t > 0, (x, v) ∈ R2n,
f(0) = f0 ∈ L2(R2n),
belongs to the Gevrey type space G
1
2s (Rn) for any time t > 0. We denote by G
1
2s (Rn) the space
of regular functions f ∈ C∞(Rn) satisfying
(1.9) ∃c > 1, ∀α ∈ Nn, ‖∂αx f(x)‖L2(Rn) ≤ c1+|α| (α!)
1
2s .
Note that, quite often, Gevrey regularity is defined locally in space, and not uniformly as in this
work. We refer the reader to [30] for the basics about Gevrey regularity. Here, we generalize this
result by proving that the semigroup generated by P enjoys similar smoothing properties, and we
derive a sharp control of the associated seminorms.
In our context, this regularizing effect is anisotropic and the characteristic directions are given
by (Vk)k≥0 the sequence of nested vector spaces
(1.10) Vk = Ran(Q
1
2 ) + Ran(BQ
1
2 ) + . . .+Ran(BkQ
1
2 ) ⊂ Rn, k ≥ 0,
where the notation Ran denotes the range. Assuming that the Kalman rank condition (1.3) holds,
we consider 0 ≤ r ≤ n − 1 the smallest integer satisfying (1.4). We observe from (1.10) that the
following strict inclusions hold :
(1.11) V0 ( V1 ( . . . ( Vr = R
n.
Moreover, we define Pk the orthogonal projection onto the vector subspace Vk for all 0 ≤ k ≤ r.
All over the work, the orthogonality is taken with respect to the canonical Euclidean structure.
We notice from (1.11) that Pr is the identity matrix. The following theorem is the main result of
this paper and shows that the structure (1.11) of the space Rn induced by the family (Vk)0≤k≤r
allows one to sharply describe the short-time asymptotics of the regularizing effects induced by the
semigroup (e−tP)t≥0 in the Gevrey type space G
1
2s (Rn) :
Theorem 1.2. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped
with the domain (1.2). When the Kalman rank condition (1.3) holds, there exist some positive
constants C > 1 and 0 < t0 < 1 such that for all k ∈ {0, . . . , r}, q > 0, 0 < t < t0 and u ∈ L2(Rn),
‖〈PkDx〉qe−tPu‖L2(Rn) ≤
C1+q
tq(
1
2s
+k)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn),
where Pk is the orthogonal projection onto the vector subspace Vk defined in (1.10) and 0 ≤ r ≤ n−1
is the smallest integer satisfying (1.4). In particular, we have that for all q > 0, 0 < t < t0 and
u ∈ L2(Rn),
‖〈Dx〉qe−tPu‖L2(Rn) ≤
C1+q
tq(
1
2s
+r)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn),
since Pr is the identity matrix.
In this statement and all over this work, we denote Dx = −i∂x. By using the factorial estimate
NN ≤ eNN !, which holds for any positive integer N ≥ 1, see (0.3.12) in [27], we notice that the
result of Theorem 1.2 implies in particular that there exist some positive constants C > 1 and
0 < t0 < 1 such that for all k ∈ {0, . . . , r}, N ∈ N (the set of all non-negative integers), 0 < t < t0
and u ∈ L2(Rn),
(1.12) ‖〈PkDx〉Ne−tPu‖L2(Rn) ≤
C1+N
tN(
1
2s
+k)
e
1
2
Tr(B)t (N !)
1
2s ‖u‖L2(Rn).
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Therefore, the semigroup (e−tP)t≥0 is smoothing in the Gevrey space G
1
2s (Rn), since Pr is the
identity matrix, with a global control of the seminorms in O(t−N( 12s+r)) for small times t → 0+.
This control is sharpened in O(t−N( 12s+k)) in the degenerate directions given by the ranges of the
matrices Pk, with 0 ≤ k ≤ r − 1.
Theorem 1.2 can be stated with the matrices Q
1
2 (BT )k instead of the projections Pk :
Corollary 1.3. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped
with the domain (1.2). When the Kalman rank condition (1.3) holds, there exist some positive
constants C > 1 and 0 < t0 < 1 such that for all k ∈ {0, . . . , r − 1}, q > 0, 0 < t < t0 and
u ∈ L2(Rn),
‖〈Q 12 (BT )kDx〉qe−tPu‖L2(Rn) ≤
C1+q
tq(
1
2s
+k)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn),
and
‖〈Dx〉qe−tPu‖L2(Rn) ≤
C1+q
tq(
1
2s
+r)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn),
where 0 ≤ r ≤ n− 1 is the smallest integer satisfying (1.4).
Remark 1.4. Let L be the hypoelliptic Ornstein-Uhlenbeck operator defined in (1.6). Similar
properties of regularizing effects for the semigroup (e−tL)t≥0 on a weighted Lebesgue space L
2
µ(R
n),
were obtained on the one hand by A. Lunardi in [21] when the matrix Q is assumed to be positive
definite and on the other hand by B. Farkas and A. Lunardi in [11] and by M. Hitrik, K. Pravda-
Starov and J. Viola in [13] in the degenerate case when the matrix Q is only symmetric positive
semidefinite. More precisely, when the semigroup (e−tL)t≥0 admits an invariant measure µ, which
is known to be equivalent [8] (Section 11.2.3) to the fact all the eigenvalues of the matrix B have
a negative real part, the result of [13] (Corollary 3.3) and a straightforward induction state that
there exists a positive constant C > 0 such that for all (α, β) ∈ Nn, 0 < t < 1 and u ∈ L2µ(Rn),
(1.13) ‖xα∂βx (e−tLu)‖L2µ(Rn) ≤
C1+|α|+|β|
t|α+β|(
1
2
+r)
(α!)
1
2
+r (β!)
1
2
+r ‖u‖L2µ(Rn),
where we denote by L2µ(R
n) the Lebesgue space with weight µ and 0 ≤ r ≤ n − 1 the smallest
integer satisfying (1.4). Notice that the index r has the same role in the control of the regularizing
effects of the semigroup (e−tL)t≥0 acting on the weighted space L
2
µ(R
n) in (1.13) as in the control
of the Gevrey regularizing effects of the semigroup (e−tL)t≥0 acting on L
2(Rn) in (1.12) when
s = 1 and k = r.
1.3. Null-controllability. In a second step, we study the null-controllability of fractional
Ornstein-Uhlenbeck equations posed on the whole space :
(1.14)
{
∂tf(t, x) + Pf(t, x) = u(t, x)1ω(x), t > 0, x ∈ Rn,
f(0) = f0 ∈ L2(Rn),
where ω ⊂ Rn is a Borel set with positive Lebesgue measure and 1ω is its characteristic function :
Definition 1.5 (Null-controllability). Let T > 0 and ω be a Borel subset of Rn with positive
Lebesgue measure. Equation (1.14) is said to be null-controllable from the set ω in time T if, for
any initial datum f0 ∈ L2(Rn), there exists u ∈ L2((0, T )×Rn), supported in (0, T )×ω, such that
the mild (semigroup) solution of (1.14) satisfies f(T, ·) = 0.
By the Hilbert Uniqueness Method, see [6] (Theorem 2.44), the null-controllability of the equa-
tion (1.14) is equivalent to the observability of the adjoint system
(1.15)
{
∂tg(t, x) + P∗g(t, x) = 0, t > 0, x ∈ Rn,
g(0) = g0 ∈ L2(Rn).
We recall the definition of observability :
Definition 1.6 (Observability). Let T > 0 and ω be a Borel subset of Rn with positive Lebesgue
measure. Equation (1.15) is said to be observable from the set ω in time T if there exists a
constant CT > 0 such that, for any initial datum g0 ∈ L2(Rn), the mild (semigroup) solution of
(1.15) satisfies
‖g(T, ·)‖2L2(Rn) ≤ CT
∫ T
0
‖g(t, ·)‖2L2(ω) dt.(1.16)
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The null-controllability of hypoelliptic Ornstein-Uhlenbeck equations
(1.17)
{
∂tf(t, x)− 12 Tr(Q∇2x)f(t, x) + 〈Bx,∇x〉f(t, x) = u(t, x)1ω(x), t > 0, x ∈ Rn,
f(0) = f0 ∈ L2(Rn),
corresponding to the case when s = 1, is studied by K. Beauchard and K. Pravda-Starov in [3]
(Theorem 1.3). More precisely, the two authors prove that the equation (1.17) is null-controllable
in any positive time, once the control set ω ⊂ Rn satisfies
(1.18) ∃δ, r > 0, ∀y ∈ Rn, ∃y′ ∈ ω, B(y′, r) ⊂ ω and |y − y′| < δ.
Their proof is based on a Lebeau-Robbiano strategy that we shall also be using in this work.
The case where B = 0n and Q = 2
1
s In, corresponding to the fractional heat equation
(1.19)
{
∂tf(t, x) + (−∆x)sf(t, x) = u(t, x)1ω(x), t > 0, x ∈ Rn,
f(0) = f0 ∈ L2(Rn),
is widely studied. When 0 < s < 1/2, A. Koenig proved in [15] (Theorem 3) that this equation
is not null-controllable in any positive time, once ω ⊂ Rn is open with ω 6= Rn. Furthermore, no
positive null-controllability result is known with non trivial measurable control supports for such
s. This is not the case when s > 1/2, since then, L. Miller derived in [25] the null-controllability
in any positive time of (1.19) for control subsets ω ⊂ Rn which are exteriors of compacts sets, see
Subsection 3.2, and more specifically Theorem 3.1, in [25]. A. Koenig also studied this equation for
s = 1/2 in [14], but only on the one-dimensional torus T and proves that when ω = T \ [a, b], with
[a, b] a non-trivial segment of T, the equation (1.19) is not null-controllable in time T for all T > 0.
The case when s = 1 corresponding to the heat equation is now fully understood with the recent
striking results by M. Egidi and I. Veselic in [9] and G. Wang, M. Wang, C. Zhang and Y. Zhang
in [32] establishing that the heat equation posed on the whole Euclidean space is null-controllable
in any positive time if and only if the control subset ω ⊂ Rn is thick. The thickness of a subset of
Rn is defined as follows :
Definition 1.7. Let γ ∈ (0, 1] and a = (a1, . . . , an) ∈ (R∗+)n. Let C = [0, a1]× . . .× [0, an] ⊂ Rn.
A set ω ⊂ Rn is called (γ, a)-thick if it is measurable and
∀x ∈ Rn, |ω ∩ (x+ C)| ≥ γ
n∏
j=1
aj ,
where |ω ∩ (x+ C)| stands for the Lebesgue measure of ω ∩ (x+ C). A set ω ⊂ Rn is called thick
if there exist γ ∈ (0, 1] and a ∈ (R∗+)n such that ω is (γ, a)-thick.
Note that the thickness is weaker than the condition (1.18) considered in [3].
By taking advantage of the smoothing effect of the semigroup (e−tP)t≥0, we aim in this work at
proving that the fractional Ornstein-Uhlenbeck equation (1.14) is null-controllable in any positive
time from thick control subsets of Rn, once s > 1/2 :
Theorem 1.8. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped
with the domain (1.2). We assume that s > 1/2, and that the Kalman rank condition (1.3) holds.
If ω ⊂ Rn is a thick set, then the parabolic equation
(1.20)
{
∂tf(t, x) + Pf(t, x) = u(t, x)1ω(x), t > 0, x ∈ Rn,
f(0) = f0 ∈ L2(Rn),
is null-controllable from the set ω in any positive time T > 0.
Remark 1.9. Theorem 1.8 extends Theorem 1.3 in [3] (concerning the null-controllability of
hypoelliptic Ornstein-Uhlenbeck equations) to thick control subsets, and the result by L. Miller
mentioned above since it implies that the fractional heat equation (1.19) is null-controllable in any
positive time, once s > 1/2 and the control subset ω is thick.
Example 1.10. If ω ⊂ Rn is thick, the fractional Kolmogorov equation posed on the whole space{
∂tf(t, x, v) + v · (∇xf)(t, x, v) + (−∆v)sf(t, x, v) = u(t, x, v)1ω(x, v), t > 0, (x, v) ∈ R2n,
f(0) = f0 ∈ L2(R2n),
where s > 1/2, is null-controllable in any positive time T > 0, since the matrices defined in (1.5)
satisfy the Kalman rank condition (1.3).
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By using the change of unknows g = e−
1
2
Tr(B)tf and v = e−
1
2
Tr(B)tu, where f is a solu-
tion of (1.20) with control u, we notice that the result of Theorem 1.8 is equivalent to the null-
controllability of the equation
(1.21)
{
∂tg(t, x) + Pcog(t, x) = v(t, x)1ω(x),
g(0) = f0 ∈ L2(Rn),
where
(1.22) Pco = 1
2
Trs(−Q∇2x) + 〈Bx,∇x〉+
1
2
Tr(B).
We prove in Corollary 2.2 that the adjoint of the operator Pco equipped with the domain
(1.23) D(Pco) = {u ∈ L2(Rn), Pcou ∈ L2(Rn)} = D(P)
is given by
(Pco)∗ = 1
2
Trs(−Q∇2x) + 〈−Bx,∇x〉+
1
2
Tr(−B),
with domain D(P). Moreover, −B and Q 12 also satisfy the Kalman rank condition (1.3). There-
fore, by the Hilbert Uniqueness Method, the result of null-controllability given by Theorem 1.8 is
equivalent to the following observability estimate :
Theorem 1.11. Let Pco be the operator defined in (1.22) and equipped with the domain (1.23).
We assume that s > 1/2, and that the Kalman rank condition (1.3) holds. If ω ⊂ Rn is a thick
set, there exists a positive constant C > 0 such that for all T > 0 and u ∈ L2(Rn),
‖e−TPcou‖2L2(Rn) ≤ C exp
(
C
T
1+2rs
2s−1
)∫ T
0
‖e−tPcou‖2L2(ω) dt,(1.24)
where 0 ≤ r ≤ n− 1 is the smallest integer satisfying (1.4).
The result of Theorem 1.8 can be refined when the operator P stands for the fractional Laplacian.
Indeed, for all s > 0, the thickness of the control set ω ⊂ Rn turns out to be also a necessary
condition for the null-controllability of the fractional heat equation (1.19) :
Theorem 1.12. Let s > 0, T > 0 be some positive real numbers and ω ⊂ Rn be a measurable set.
If the fractional heat equation (1.19) is null-controllable from the set ω in time T > 0, then ω is
thick.
Remark 1.13. Let s > 1/2 and ω ⊂ Rn. The results of Theorem 1.8 and Theorem 1.12 imply
that for all positive time T > 0, the fractional heat equation (1.19) is null-controllable from the set
ω in time T if and only if ω is thick. Therefore, these two theorems extend the result [9] (Theorem
3) by M. Egidi and I. Veselic.
1.4. Global subelliptic estimates. Finally, we derive global L2 subelliptic estimates for the
fractional Ornstein-Uhlenbeck operator P . Let L be the hypoelliptic Ornstein-Uhlenbeck operator
defined in (1.6). In the work [4], M. Bramanti, G. Cupini, E. Lanconelli and E. Priola proved global
Lp estimates for L, with 1 < p < ∞. More specifically, they showed that for every 1 < p < ∞,
there exists a positive constant Cp > 0 such that for all u ∈ C∞0 (Rn),
‖|P0Dx|2u‖Lp(Rn) ≤ Cp
[‖Lu‖Lp(Rn) + ‖u‖Lp(Rn)] ,
where the operator |P0Dx|2 denotes the Fourier multiplier associated to the symbol |P0ξ|2, with P0
the orthogonal projection onto V0 the vector space defined in (1.10). This result provides global
Lp estimates of the elliptic frequency directions, since the standard symbol of L is given by
(1.25) |Q 12 ξ|2 + i〈Bx, ξ〉, (x, ξ) ∈ R2n.
However, the result of Bramanti and al. does not provide any control for the degenerate frequency
directions R2n \ V0. Despite the operator L may fail to be elliptic, its hypoelliptic properties
induced by the Kalman rank condition allow to expect that some controls of the non-elliptic
frequency directions still hold.
In this work, we consider specifically the L2 case and we aim at establishing global L2 subelliptic
estimates for P in all frequency directions :
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Theorem 1.14. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped
with the domain (1.2). When the Kalman rank condition (1.3) holds, there exists a positive constant
c > 0 such that for all u ∈ D(P),
r∑
k=0
‖〈PkDx〉 2s1+2ksu‖L2(Rn) ≤ c
[‖Pu‖L2(Rn) + ‖u‖L2(Rn)] ,
where Pk is the orthogonal projection onto the vector subspace Vk defined in (1.10) and 0 ≤ r ≤ n−1
is the smallest integer satisfying (1.4).
This result can be reformulated with the matrices Q
1
2 (BT )k :
Corollary 1.15. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped
with the domain (1.2). When the Kalman rank condition (1.3) holds, there exists a positive constant
c > 0 such that for all u ∈ D(P),
r−1∑
k=0
‖〈Q 12 (BT )kDx〉 2s1+2ksu‖L2(Rn) + ‖〈Dx〉
2s
1+2rs u‖L2(Rn) ≤ c
[‖Pu‖L2(Rn) + ‖u‖L2(Rn)] ,
where 0 ≤ r ≤ n− 1 is the smallest integer satisfying (1.4).
When the parameter 2s is a positive integer, this result proves that P enjoys a global L2
subelliptic estimate
‖〈Dx〉2s(1−δ)u‖L2(Rn) . ‖Pu‖L2(Rn) + ‖u‖L2(Rn),
with loss of
δ =
2rs
1 + 2rs
> 0,
derivatives compared to the elliptic case.
Remark 1.16. Notice that Corollary 1.15 extends the result of Theorem 1.4 in [13] to a class of
accretive quadratic operators associated to quadratic forms with non-trivial singular spaces (see
e.g. (1.7) in [13] for the definition of this notion). Indeed, let us consider qw(x,Dx) the quadratic
operator defined as the Weyl quantization of the quadratic form q : Rnx × Rnξ → C defined on
the phase space by (1.25). An immediate computation shows that the singular space of q is
S = Rn × {0}, see e.g. [3] (p.11). Since qw(x,Dx) = L + 12 Tr(B), it follows from Corollary 1.15
that there exists a positive constant c > 0 such that for all u ∈ D(L),
‖Λ20u‖L2(Rn) +
r∑
k=1
‖Λ
2
2k+1
k u‖L2(Rn) ≤ c
[‖qw(x,Dx)u‖L2(Rn) + ‖u‖L2(Rn)] ,
with the notations of p.624 in [13]. In addition, it conforts the conjecture made in [13] that the
power over the operator Λ0 in [13] (Theorem 1.4) should be 2.
Remark 1.17. In the work [11], B. Farkas and A. Lunardi provided a sharp embedding for the
domain of the hypoelliptic Ornstein-Uhlenbeck operator L with invariant measures acting on L2
spaces, in some anisotropic weighted Sobolev spaces. We will not recall here this result in detail
but we point out that the regularity exponents that define the anisotropic weighted Sobolev spaces
in question are given by 2/(1 + 2k), with 0 ≤ k ≤ r and 0 ≤ r ≤ n − 1 the smallest integer
satisfying (1.4), and that these exponents are also the regularity exponents appearing in Theorem
1.14 applied with P = L, corresponding to the case when s = 1.
An immediate consequence of Corollary 1.15 is the following :
Corollary 1.18. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped
with the domain (1.2). When the Kalman rank condition (1.3) holds, there exists a positive constant
c > 0 such that for all u ∈ D(P),
‖〈Bx,∇x〉u‖L2(Rn) ≤ c
[‖Pu‖L2(Rn) + ‖u‖L2(Rn)] .
Example 1.19. Since the matrices defined by (1.5) satisfy the Kalman rank condition (1.3), and
the associated smallest integer satisfying (1.4) is r = 1, there exists a positive constant c > 0 such
that for all u ∈ D(P),
‖v · (∇xu)‖L2(R2n) + ‖〈Dx〉
2s
1+2su‖L2(R2n) + ‖〈Dv〉2su‖L2(R2n) ≤ c
[‖Pu‖L2(R2n) + ‖u‖L2(R2n)] ,
where P stands for the fractional Kolmogorov operator defined by
P = v · ∇x + (−∆v)s, (x, v) ∈ R2n.
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Outline of the work. In Section 3, we establish the Gevrey smoothing effects for semigroups gener-
ated by fractional Ornstein-Uhlenbeck operators under the Kalman rank condition, after checking
in Section 2 that these semigroups are well-defined. Thanks to these regularizing effects, we study
the null-controllability of fractional Ornstein-Uhlenbeck equations in Section 4, and L2 subellip-
tic estimates enjoyed by fractional Ornstein-Uhlenbeck operators in Section 5. Section 6 is an
appendix containing the proofs of some technical results.
Notations. The following notations and conventions will be used all over the work :
1. The canonical Euclidean scalar product of Rn is denoted by 〈·, ·〉 and |·| stands for the associated
canonical Euclidean norm.
2. For all measurable subset ω ⊂ Rn, the inner product of L2(ω) is defined for all u, v ∈ L2(ω) by
〈u, v〉L2(ω) =
∫
ω
u(x)v(x) dx,
while ‖ · ‖L2(ω) stands for its associated norm.
3. For all function u ∈ S(Rn), the Fourier transform of u is denoted by û or F(u) while F−1(u)
stands for its inverse Fourier transform and F(u), F−1(u) are respectively defined by
û(ξ) = F(u)(ξ) =
∫
Rn
e−i〈x,ξ〉u(x) dx and F−1(u)(x) =
1
(2pi)n
∫
Rn
ei〈x,ξ〉û(ξ) dξ.
With this convention, the Plancherel theorem states that
∀u ∈ S(Rn), ‖û‖2L2(Rn) = (2pi)n‖u‖2L2(Rn).
4. The Japanese bracket 〈·〉 is defined for all x ∈ Rn by 〈x〉 = (1 + |x|2) 12 .
5. For all real n × n matrix M ∈ Mn(R) and all non-negative real number q ≥ 0, |MDx|q and
〈MDx〉q are the Fourier multipliers associated respectively to the symbols |Mξ|q and 〈Mξ〉q.
6. For all measurable subset ω ⊂ Rn, 1ω stands for the characteristic function of ω.
2. Fractional Ornstein-Uhlenbeck operators
This section is devoted to the proof of Theorem 1.1.
2.1. Graph approximation. We begin by studying the graphs of fractional Ornstein-Uhlenbeck
operators. We prove that the Schwartz space S(Rn) is dense in their domains equipped with the
graph norm, by using the symbolic calculus and convolution estimates. Then, we compute the
adjoints of these operators, and we study their positivity.
Proposition 2.1. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and
equipped with the domain (1.2). Then, for all u ∈ D(P), there exists (uk)k a sequence of S(Rn)
such that
lim
k→+∞
uk = u and lim
k→+∞
Puk = Pu in L2(Rn).
Proof. For all k ≥ 1, we consider the pseudodifferential operator
ψk(x,Dx) = ψ
( |x|2
k2
)
ψ
(
D2x
k2α
)
,(2.1)
where Dx = −i∂x, ψ ∈ C∞0 (R) is such that 0 ≤ ψ ≤ 1, ψ = 1 on [−1, 1] and Suppψ ⊂ [−2, 2], and
α > 0 is a positive constant satisfying (2s− 1)α < 1. Since ψ is compactly supported, we get that
∀k ≥ 1, ψk(x,Dx) : L2(Rn)→ C∞0 (Rn) ⊂ S(Rn).(2.2)
Let us first check that
∀k ≥ 1, ∀u ∈ L2(Rn), lim
k→+∞
ψk(x,Dx)u = u in L
2(Rn).(2.3)
Let u ∈ L2(Rn). We have that for all k ≥ 1,
‖ψk(x,Dx)u− u‖L2(Rn)
≤ ‖ψ
( |x|2
k2
)
ψ
(
D2x
k2α
)
u− ψ
( |x|2
k2
)
u‖L2(Rn) + ‖ψ
( |x|2
k2
)
u− u‖L2(Rn)
≤ ‖ψ
(
D2x
k2α
)
u− u‖L2(Rn) + ‖ψ
( |x|2
k2
)
u− u‖L2(Rn) −→
k→+∞
0,
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from the dominated convergence theorem and the Plancherel theorem. Thus, (2.3) is proved. Now,
we consider u ∈ D(P) and uk = ψk(x,Dx)u for all k ≥ 1. As a consequence of (2.2) and (2.3),
(uk)k is a sequence of Schwartz functions that converges to u in L
2(Rn). Since Pu ∈ L2(Rn) by
definition of D(P), we can apply once again (2.3) to get that
lim
k→+∞
ψk(x,Dx)Pu = Pu in L2(Rn).
If the operators ψk(x,Dx) and P were commutative, the proposition would be proven. It is not
the case but to conclude, it is sufficient to check that
lim
k→+∞
[P , ψk(x,Dx)]u = 0 in L2(Rn).(2.4)
We write
[P , ψk(x,Dx)] = [〈Bx,∇x〉, ψk(x,Dx)] + 1
2
[Trs(−Q∇2x), ψk(x,Dx)],
and consider the two commutators separately.
1. By definition of the commutator,
(2.5) [〈Bx,∇x〉, ψk(x,Dx)]u = 〈Bx,∇x(ψk(x,Dx)u)〉 − ψk(x,Dx)〈Bx,∇xu〉.
First, we notice that
〈Bx,∇x(ψk(x,Dx)u)〉 = 〈Bx,∇x
[
ψ
( |x|2
k2
)
ψ
(
D2x
k2α
)
u
]
〉(2.6)
= 〈Bx,∇x
[
ψ
( |x|2
k2
)]
〉ψ
(
D2x
k2α
)
u+ ψ
( |x|2
k2
)
〈Bx, ψ
(
D2x
k2α
)
∇xu〉
=
2
k2
〈Bx, x〉ψ′
( |x|2
k2
)
ψ
(
D2x
k2α
)
u+ ψ
( |x|2
k2
)
〈Bx, ψ
(
D2x
k2α
)
∇xu〉.
The last term of the previous equality also writes as
(2.7) ψ
( |x|2
k2
)
〈Bx, ψ
(
D2x
k2α
)
∇xu〉
= −ψ
( |x|2
k2
)
F
−1
(
2
k2α
〈BT ξ, ξ〉ψ′
( |ξ|2
k2α
)
û
)
+ ψk(x,Dx)〈Bx,∇xu〉.
Indeed, it follows from a direct computation that
F
(
〈Bx, ψ
(
D2x
k2α
)
∇xu〉
)
= 〈iB∇ξ, ψ
( |ξ|2
k2α
)
iξû〉 = −〈∇ξ, ψ
( |ξ|2
k2α
)
BT ξû〉
= − 〈BT ξ,∇ξ
[
ψ
( |ξ|2
k2α
)
û
]
〉 − ψ
( |ξ|2
k2α
)
〈∇ξ, BT ξ〉û
= − 〈BT ξ,∇ξ
[
ψ
( |ξ|2
k2α
)]
〉û − ψ
( |ξ|2
k2α
)[〈BT ξ,∇ξû〉+Tr(B)û]
= − 2
k2α
〈BT ξ, ξ〉ψ′
( |ξ|2
k2α
)
û− ψ
( |ξ|2
k2α
)[〈BT ξ,∇ξû〉+Tr(B)û] ,
that is
〈Bx, ψ
(
D2x
k2α
)
∇xu〉 = −F−1
(
2
k2α
〈BT ξ, ξ〉ψ′
( |ξ|2
k2α
)
û
)
+ ψ
(
D2x
k2α
)
〈Bx,∇xu〉,
since we also have that
F (〈Bx,∇xu〉) = 〈iB∇ξ, iξû〉 = −〈∇ξ, BT ξû〉
= −〈BT ξ,∇ξû〉 − 〈∇ξ, BT ξ〉û = −〈BT ξ,∇ξû〉 − Tr(B)û.
It follows from (2.1), (2.5), (2.6) and (2.7) that for all k ≥ 1,
(2.8) [〈Bx,∇x〉, ψk(x,Dx)]u
=
2
k2
〈Bx, x〉ψ′
( |x|2
k2
)
ψ
(
D2x
k2α
)
u− ψ
( |x|2
k2
)
F
−1
(
2
k2α
〈BT ξ, ξ〉ψ′
( |ξ|2
k2α
)
û
)
.
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Now, let us prove the following convergence
(2.9) lim
k→+∞
‖ 2
k2
〈Bx, x〉ψ′
( |x|2
k2
)
ψ
(
D2x
k2α
)
u‖L2(Rn) = 0.
On the one hand, since ψ′ is bounded and ψ′(0) = 0, we get by homogeneity that
(2.10) sup
k≥1
‖ 2
k2
〈Bx, x〉ψ′
( |x|2
k2
)
‖L∞(Rn) < +∞,
and
(2.11) ∀x ∈ Rn, 2
k2
〈Bx, x〉ψ′
( |x|2
k2
)
−→
k→+∞
0.
On the other hand, the following convergence
lim
k→+∞
ψ
(
D2x
k2α
)
u = u in L2(Rn),
and the classical corollary of the Riesz-Fischer theorem, see e.g. Theorem IV.9 in [5], prove that
up to an extraction,
(2.12) ψ
(
D2x
k2α
)
u −→
k→+∞
u a.e. on Rn,
and give the existence of v ∈ L2(Rn) such that for all k,
(2.13) |ψ
(
D2x
k2α
)
u| ≤ |v|.
Then, (2.9) is a consequence of (2.10), (2.11), (2.12), (2.13) and the dominated convergence theo-
rem. By arguing in the very same way, we derive that
lim
k→+∞
‖ 2
k2α
〈BT ξ, ξ〉ψ′
( |ξ|2
k2α
)
û‖L2(Rn) = 0,
and as a consequence of the Plancherel theorem, since ψ is bounded,
(2.14) lim
k→+∞
‖ψ
( |x|2
k2
)
F
−1
(
2
k2α
〈BT ξ, ξ〉ψ′
( |ξ|2
k2α
)
û
)
‖L2(Rn) = 0.
Finally, we derive from (2.8), (2.9) and (2.14) that
lim
k→+∞
[〈Bx,∇x〉, ψk(x,Dx)]u = 0 in L2(Rn).(2.15)
2. Now, we prove that
(2.16) lim
k→+∞
[Trs(−Q∇2x), ψk(x,Dx)]u = 0 in L2(Rn).
Since Fourier multipliers are commutative, we have
[Trs(−Q∇2x), ψk(x,Dx)]u = [Trs(−Q∇2x), ψ
( |x|2
k2
)
]vk, where vk = ψ
(
D2x
k2α
)
u,
and it follows from the Plancherel theorem that
(2.17) ‖[Trs(−Q∇2x), ψk(x,Dx)]u‖L2(Rn)
=
1
(2pi)
n
2
‖|Q 12 ξ|2s(knϕ̂(kξ) ∗ v̂k)− knϕ̂(kξ) ∗ (|Q 12 ξ|2sv̂k)‖L2(Rn),
where
ϕ(x) = ψ(|x|2), x ∈ Rn.
Moreover, we have that for all ξ ∈ Rn,
(2.18) |Q 12 ξ|2s(knϕ̂(kξ) ∗ v̂k)− knϕ̂(kξ) ∗ (|Q 12 ξ|2sv̂k)
=
∫
Rn
kn
(|Q 12 ξ|2s − |Q 12 η|2s)ϕ̂(k(ξ − η))v̂k(η)dη.
When 2s > 1, we use Lemma 6.5, which yields that there exists a positive constant c > 0 such that
∀ξ, η ∈ Rn,
∣∣∣|Q 12 ξ|2s − |Q 12 η|2s∣∣∣ ≤ c (|ξ − η|2s + |η|2s−1|ξ − η|) ,
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to derive from (2.17) and (2.18) that
(2.19) ‖[Trs(−Q∇2x), ψk(x,Dx)]u‖L2(Rn) ≤ c‖kn
(|ξ|2s|ϕ̂(kξ)|) ∗ |v̂k|‖L2(Rn)
+ c‖kn(|ξ||ϕ̂(kξ)|) ∗ (|ξ|2s−1|v̂k|) ‖L2(Rn).
Yet, as a consequence of the Young inequality and a change of variable, we first get that
‖kn(|ξ|2s|ϕ̂(kξ)|) ∗ |v̂k|‖L2(Rn) ≤ ‖kn|ξ|2sϕ̂(kξ)‖L1(Rn)‖v̂k‖L2(Rn)(2.20)
≤ k−2s‖|ξ|2sϕ̂(ξ)‖L1(Rn)‖û‖L2(Rn) −→
k→+∞
0.
It follows from the very same arguments that
‖kn(|ξ||ϕ̂(kξ)|) ∗ (|ξ|2s−1|v̂k|)‖L2(Rn)(2.21)
≤ ‖kn|ξ|ϕ̂(kξ)‖L1(Rn)‖|ξ|2s−1ϕ
(
k−αξ
)
û‖L2(Rn)
≤ k−1+(2s−1)α‖|ξ|ϕ̂(ξ)‖L1(Rn)‖|ξ|2s−1ϕ(ξ)‖L∞(Rn)‖û‖L2(Rn) −→
k→+∞
0,
since (2s− 1)α < 1. Then, (2.16) follows from (2.19), (2.20) and (2.21).
When 0 < 2s ≤ 1, Lemma 6.5 yields that there exists a positive constant c > 0 such that
∀ξ, η ∈ Rn,
∣∣∣|Q 12 ξ|2s − |Q 12 η|2s∣∣∣ ≤ c|ξ − η|2s.(2.22)
Thus, it follows from (2.17), (2.18), (2.20) and (2.22) that
‖[Trs(−Q∇2x), ψk(x,Dx)]u‖L2(Rn) ≤ c‖kn
(|ξ|2s|ϕ̂(kξ)|) ∗ |v̂k|‖L2(Rn) −→
k→+∞
0,
and (2.16) is proved in this case. Therefore, we derive (2.4) from (2.15) and (2.16), which ends the
proof of Proposition 2.1. 
Thanks to Proposition 2.1, we can compute explicitly the adjoints of fractional Ornstein-
Uhlenbeck operators :
Corollary 2.2. The adjoint of the the fractional Ornstein-Uhlenbeck operator P defined in (1.1)
and equipped with the domain (1.2) is given by
P∗ = 1
2
Trs(−Q∇2x)− 〈Bx,∇x〉 − Tr(B),
with domain
D(P∗) = {u ∈ L2(Rn), P∗u ∈ L2(Rn)}.
Proof. Let Q be the pseudodifferential operator defined by
Q = 1
2
Trs(−Q∇2x)− 〈Bx,∇x〉 − Tr(B),
and equipped with the domain
D(Q) = {u ∈ L2(Rn), Qu ∈ L2(Rn)}.
Let u ∈ D(P) and v ∈ D(Q). From Proposition 2.1 applied respectively to the operators
1
2
Trs(−Q∇2x) + 〈Bx,∇x〉 and
1
2
Trs(−Q∇2x)− 〈Bx,∇x〉,
there exist some sequences (uk)k and (vk)k of S(Rn) such that
lim
k→+∞
uk = u, lim
k→+∞
Puk = Pu in L2(Rn),
and
lim
k→+∞
vk = v, lim
k→+∞
Qvk = Qv in L2(Rn).
Yet, it follows from an integration by parts that
∀k ≥ 0, 〈Puk, vk〉L2(Rn) = 〈uk,Qvk〉L2(Rn),
and passing to the limit, we deduce that
〈Pu, v〉L2(Rn) = 〈u,Qv〉L2(Rn).
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This equality shows thatD(Q) ⊂ D(P∗) and P∗v = Qv for all v ∈ D(Q). Conversely, if v ∈ D(P∗),
we get that for all u ∈ S(Rn),
〈Qv, u〉S′(Rn),S(Rn) = 〈v,Pu〉L2(Rn) = 〈v,Pu〉L2(Rn) = 〈P∗v, u〉L2(Rn) = 〈P∗v, u〉S′(Rn),S(Rn),
where 〈·, ·〉S′(Rn),S(Rn) stands for the duality bracket of S′(Rn) and S(Rn), which proves that
Qv = P∗v ∈ L2(R) and D(P∗) ⊂ D(Q). 
Another consequence of Proposition 2.1 is the positivity property of fractional Ornstein-
Uhlenbeck operators up to a constant :
Corollary 2.3. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped
with the domain (1.2). Then, we have that for all u ∈ D(P),
Re〈Pu, u〉L2(Rn) +
1
2
Tr(B)‖u‖2L2(Rn) ≥ 0.
Proof. Let u ∈ D(P). From Proposition 2.1, there exists a sequence (uk)k of S(Rn) such that
lim
k→+∞
uk = u, lim
k→+∞
Puk = Pu in L2(Rn).
It follows from Corollary 2.2 that for all k ≥ 0,
〈Puk, uk〉L2(Rn) =
1
2
‖Tr s2 (−Q∇2x)uk‖2L2(Rn) − 〈uk, 〈Bx,∇x〉uk〉L2(Rn) − Tr(B)‖uk‖2L2(Rn)
= ‖Tr s2 (−Q∇2x)uk‖2L2(Rn) − 〈uk,Puk〉L2(Rn) − Tr(B)‖uk‖2L2(Rn).
Therefore, we have that for all k ≥ 0,
Re〈Puk, uk〉L2(Rn) +
1
2
Tr(B)‖uk‖2L2(Rn) ≥ 0,
and Corollary 2.3 follows passing to the limit. 
2.2. Generated semigroup. By using some basics of the semigroup theory, we now prove that
fractional Ornstein-Uhlenbeck operators generate strongly continuous semigroups. First, we need
to check that the operators are densely defined and closed :
Lemma 2.4. The fractional Ornstein-Uhlenbeck operator P defined in (1.1) and equipped with the
domain (1.2) is densely defined and closed.
Proof. P is densely defined since D(P) contains the Schwartz space S(Rn). Now, we consider
u, v ∈ L2(Rn) and (uk) a sequence of D(P) such that
lim
k→+∞
uk = u and lim
k→+∞
Puk = v in L2(Rn).
We have that for all ϕ ∈ S(Rn),
〈Puk, ϕ〉S′(Rn),S(Rn) = 〈uk,P∗ϕ〉L2(Rn) −→
k→+∞
〈u,P∗ϕ〉L2(Rn) = 〈Pu, ϕ〉S′(Rn),S(Rn).
On the other hand, the following convergence holds for all ϕ ∈ S(Rn),
lim
k→+∞
〈Puk, ϕ〉S′(Rn),S(Rn) = 〈v, ϕ〉S′(Rn),S(Rn),
and it implies that v = Pu. This shows that P is a closed operator. 
Proposition 2.5. The fractional Ornstein-Uhlenbeck operator P defined in (1.1) and equipped with
the domain (1.2) generates a strongly continuous semigroup (e−tP)t≥0 on L
2(Rn) which satisfies
that for all t ≥ 0 and u ∈ L2(Rn),
‖e−tPu‖L2(Rn) ≤ e
1
2
Tr(B)t ‖u‖L2(Rn).(2.23)
Proof. We consider the operator
Pco = P + 1
2
Tr(B) =
1
2
Trs(−Q∇2x) + 〈Bx,∇x〉+
1
2
Tr(B)
equipped with the domain D(P). It follows from Corollary 2.2 that the adjoint of Pco is given by
(Pco)∗ = 1
2
Trs(−Q∇2x)− 〈Bx,∇x〉 −
1
2
Tr(B),
and Corollary 2.3 shows that both Pco and (Pco)∗ are accretive operators. Therefore, the exis-
tence of the strongly continuous contraction semigroup (e−tPco)t≥0 follows from the Lumer-Phillips
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theorem, see e.g. Chapter 1, Corollary 4.4 in [29], since Pco is a densely defined closed operator
from Lemma 2.4. As a consequence, P generates a strongly continuous semigroup (e−tP)t≥0 which
satisfies (2.23). 
In the following of this subsection, we compute the Fourier transforms of semigroups generated
by fractional Ornstein-Uhlenbeck operators. We begin with some non-rigorous calculus to derive a
formal expression of these Fourier transforms. Let u = e−tPu0 be the mild solution of the equation{
∂tu(t, x) +
1
2 Tr
s(−Q∇2x)u(t, x) + 〈Bx,∇x〉u(t, x) = 0,
u(0, ·) = u0 ∈ L2(Rn).
By passing to Fourier side, û is the solution of the Cauchy problem{
∂tû(t, ξ) +
1
2 |Q
1
2 ξ|2sû(t, ξ)− 〈BT ξ,∇ξ〉û(t, ξ)− Tr(B)û(t, ξ) = 0,
û(0, ·) = û0.
We consider the function v implicitly defined by û(t, ξ) = v(t, etB
T
ξ)eTr(B)t. An immediate com-
putation shows that v satisfies{
∂tv(t, η) +
1
2 |Q
1
2 e−tB
T
η|2sv(t, η) = 0,
v(0, ·) = û0,
and therefore,
v(t, η) = exp
[
−1
2
∫ t
0
|Q 12 e−τBT η|2sdτ
]
û0(η).
Finally, we deduce that the Fourier transform of the function u is given by
û(t, ξ) = eTr(B)t exp
[
−1
2
∫ t
0
|Q 12 eτBT ξ|2sdτ
]
û0(e
tBT ξ).
We justify these informal calculus in the following lemma and proposition :
Lemma 2.6. Let s > 0, B and Q be real n×nmatrices, where Q is symmetric positive semidefinite.
For all t ≥ 0, we consider the bounded operator T (t) : L2(Rn)→ L2(Rn) defined by
T̂ (t)u = eTr(B)t exp
[
−1
2
∫ t
0
|Q 12 eτBT · |2sdτ
]
û(etB
T ·), u ∈ L2(Rn).(2.24)
Then (T (t))t≥0 defines a strongly continuous semigroup on L
2(Rn) satisfying
(2.25) ∀t ≥ 0, ∀u ∈ L2(Rn), ‖T (t)u‖L2(Rn) ≤ e
1
2
Tr(B)t‖u‖L2(Rn).
Proof. The fact that (T (t))t≥0 satisfies the semigroup property, that is
∀t, s ≥ 0, T (t+ s) = T (t)T (s),
follows from a direct computation. We check that it is strongly continuous, i.e.
∀u ∈ L2(Rn), lim
t→0+
‖T (t)u− u‖L2(Rn) = 0.(2.26)
Let u ∈ S(Rn). First, we have the following convergence :
lim
t→0+
‖T̂ (t)u‖L2(Rn) = ‖û‖L2(Rn).(2.27)
Indeed, as a consequence of (2.24) and a change of variable, we get that
‖T̂ (t)u‖L2(Rn) = e
1
2
Tr(B)t‖ exp
[
−1
2
∫ t
0
|Q 12 e−τBT · |2sdτ
]
û‖L2(Rn).(2.28)
Moreover, the following convergence stands almost everywhere on Rn
e
1
2
Tr(B)t exp
[
−1
2
∫ t
0
|Q 12 e−τBT · |2sdτ
]
û −→
t→0
û,
and the following domination holds
∃c > 0, ∀t ∈ [0, 1], |e 12 Tr(B)t exp
[
−1
2
∫ t
0
|Q 12 e−τBT · |2sdτ
]
û| ≤ c|û|.
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Therefore, (2.27) is a consequence of the dominated convergence theorem. Moreover, since û is a
continuous function, we have that for almost all ξ ∈ Rn,
lim
t→0+
T̂ (t)u(ξ) = û(ξ).(2.29)
Thus, by applying a classical lemma of measure theory (see Lemma 6.2 in appendix) and the
Plancherel theorem, we get
lim
t→0+
‖T (t)u− u‖L2(Rn) = 0.(2.30)
When u ∈ L2(Rn), we consider (uk)k a sequence of S(Rn) converging to u in L2(Rn). It follows
from (2.28) and the Plancherel theorem that for all t ≥ 0,
‖T (t)u− u‖L2(Rn) ≤ ‖T (t)u− T (t)uk‖L2(Rn) + ‖T (t)uk − uk‖L2(Rn) + ‖uk − u‖L2(Rn)
≤ e 12 Tr(B)t‖uk − u‖L2(Rn) + ‖T (t)uk − uk‖L2(Rn) + ‖uk − u‖L2(Rn).
Thus, it follows from (2.30) that
lim sup
t→0+
‖T (t)u− u‖L2(Rn) ≤ 2‖uk − u‖L2(Rn) −→
k→+∞
0,
and (2.26) is proved. Finally, (2.25) is straightforward consequence of (2.28) and the Plancherel
theorem. This ends the proof of Lemma 2.6. 
Proposition 2.7. Let P be the fractional Ornstein-Uhlenbeck operator P defined in (1.1) and
equipped with the domain (1.2). Then, we have that for all t ≥ 0 and u ∈ L2(Rn),
ê−tPu = eTr(B)t exp
[
−1
2
∫ t
0
|Q 12 eτBT · |2sdτ
]
û(etB
T ·).
Proof. We consider (T (t))t≥0 the strongly continuous semigroup defined on L
2(Rn) by (2.24) and
(A,D(A)) its infinitesimal generator. It is sufficient to prove that A = −P to end the proof of
Proposition 2.7 since it implies that e−tPu = T (t)u for all t ≥ 0 and u ∈ L2(Rn).
1. We first check that S(Rn) ⊂ D(A) and
(2.31) ∀u ∈ S(Rn), Au = −Pu.
Let u ∈ S(Rn). It follows from the mean value theorem that
∀ξ ∈ Rn, ∀t ∈ [0, 1], |T̂ (t)u(ξ)− û(ξ)| ≤ sup
τ∈[0,1]
|∂t̂T (t)u(ξ)|t=τ | |t|.(2.32)
Yet, we get from (2.24) that for all τ ∈ [0, 1] and ξ ∈ Rn,
(2.33) ∂t̂T (t)u(ξ)|t=τ = e
Tr(B)τ exp
[
−1
2
∫ τ
0
|Q 12 eτ ′BT ξ|2sdτ ′
]
(
−1
2
|Q 12 · |2sû+ 〈BT ·,∇ξû〉+Tr(B)û
)
(eτB
T
ξ),
and as
P̂u = 1
2
|Q 12 · |2sû− 〈BT ·,∇ξû〉 − Tr(B)û,
we have that
∂t̂T (t)u(ξ)|t=τ = − ̂T (τ)Pu(ξ).(2.34)
Since û ∈ S(Rn), it follows from (2.33) that
∃cu > 0, ∀ξ ∈ Rn, ∀τ ∈ [0, 1], |∂t̂T (t)u(ξ)|t=τ | ≤
cu
1 + |ξ|n .
Combining this estimation with (2.32), we get that
∀ξ ∈ Rn, ∀t ∈ (0, 1], 1
t
|T̂ (t)u(ξ)− û(ξ)| ≤ cu
1 + |ξ|n .(2.35)
Moreover, we deduce from (2.34) that
∀ξ ∈ Rn, ∂t̂T (t)u(ξ)|t=0 = −P̂u(ξ),
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and this equality can be written as
∀ξ ∈ Rn, lim
t→0+
[
1
t
(T̂ (t)u(ξ)− û(ξ))
]
= −P̂u(ξ).(2.36)
As a consequence of (2.35), (2.36) and the dominated convergence theorem, it follows that
lim
t→0+
[
1
t
‖T̂ (t)u− û‖L2(Rn)
]
= ‖P̂u‖L2(Rn).(2.37)
We deduce from (2.36), (2.37), Lemma 6.2 and the Plancherel theorem that
lim
t→0+
[
1
t
(T (t)u− u)
]
= −Pu in L2(Rn).
Therefore, u ∈ D(A) and Au = −Pu. This proves that (2.31) holds.
2. The second step consists in proving that (−P) ⊂ A. Let u ∈ D(P). It follows from Proposi-
tion 2.1 that there exists (uk)k a sequence of Schwartz functions satisfying
(2.38) lim
k→+∞
uk = u, lim
k→+∞
Puk = Pu in L2(Rn).
We deduce from (2.31) that Auk = −Puk for all k ≥ 0 since uk ∈ S(Rn) and (2.38) implies the
following convergence
lim
k→+∞
(uk, Auk) = (u,−Pu) in L2(Rn)× L2(Rn).
It follows from the classical corollary of the Hille-Yosida theorem that A is a closed operator, see
e.g. [29] (Chapter 1, Corollary 3.8). Therefore, u ∈ D(A) and Au = −Pu ∈ L2(Rn). We proved
that (−P) ⊂ A.
3. Finally, we check that A ⊂ (−P). Since both operators −P and A are infinitesimal generators
of strongly continuous semigroups satisfying from Proposition 2.5 and Lemma 2.6 that for all t ≥ 0
and u ∈ L2(Rn),
‖e−tPu‖L2(Rn) ≤ e
1
2
Tr(B)t‖u‖L2(Rn) and ‖etAu‖L2(Rn) ≤ e
1
2
Tr(B)t‖u‖L2(Rn),
it follows from [29] (Chapter 1, Corollary 3.8) that there exists a real number µ > 12 Tr(B) such
that the linear operators −P −µ : D(P)→ L2(Rn) and A−µ : D(A)→ L2(Rn) are bijective. Let
u ∈ D(A) and v = (A−µ)u ∈ L2(Rn). Since the operator −P−µ is bijective, there exists a unique
w ∈ D(P) such that v = (−P − µ)w. By using that (−P) ⊂ A, we deduce that v = (A − µ)w.
Since A − µ is injective and v = (A − µ)u = (A − µ)w, we get that u = w ∈ D(P). This implies
that A ⊂ (−P) and then A = −P . 
Theorem 1.1 is now a consequence of Propositions 2.5 and 2.7.
3. Gevrey regularizing effects of fractional Ornstein-Uhlenbeck semigroups
In this section, we prove Theorem 1.2. Let P be the fractional Ornstein-Uhlenbeck operator
defined in (1.1) and equipped with the domain (1.2). We assume that the Kalman rank condition
(1.3) holds and we denote by 0 ≤ r ≤ n− 1 the smallest integer satisfying (1.4). Moreover, for all
0 ≤ k ≤ r, we consider Pk the orthogonal projection onto the vector subspace Vk defined in (1.10).
3.1. First estimates. The next proposition states that the semigroup (e−tP)t≥0 is smoothing in
the Gevrey type space G
1
2s (R2n) defined in (1.9), but only provides rough controls of the associated
seminorms :
Proposition 3.1. There exists a positive constant C > 1 such that for all k ∈ {0, . . . , r}, q > 0,
0 < t < 1 and u ∈ L2(Rn),
‖|PkDx|qe−tPu‖L2(Rn) ≤ C1+q
[
M st
t
1
2
+k
]q
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn),
where
M st = sup
ξ∈Sn−1
[∫ t
0
|Q 12 eτBT ξ|2dτ
] 1
2
[∫ t
0
|Q 12 eτBT ξ|2sdτ
]− 1
2s
.
We check in Lemma 3.2 further in this section that M st is well-defined and satisfies 0 < M
s
t <
+∞. Moreover, the study of the asymptotics for small times of the term M st appearing in the
above statement is also postponed further in this section.
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Proof. The key ingredients of this proof are on the one hand the explicit formula for the Fourier
transform of the evolution operators e−tP derived in Theorem 1.1 and on the other hand some
properties of the orthogonal projections Π0, . . . ,Πr defined by
1. Π0 the orthogonal projection onto V0,
2. Πk+1 the orthogonal projection onto Wk with Vk+1 = Vk
⊥⊕Wk, for all 0 ≤ k ≤ r − 1,
where the orthogonality is taken with respect to the canonical Euclidean structure, obtained by
A. Lunardi in [22]. We begin by deriving from the Plancherel theorem and Theorem 1.1 that for
all k ∈ {0, . . . , r}, q ≥ 0, 0 < t < 1 and u ∈ S(Rn),
‖|ΠkDx|qe−tPu‖L2(Rn) ≤
eTr(B)t
(2pi)
n
2
‖|Πkξ|q exp
[
−1
2
∫ t
0
|Q 12 eτBT ξ|2s dτ
]
û(etB
T
ξ)‖L2(Rn).
It follows from Lemma 3.1 in [22] that there exists a positive constant c > 0 only depending on B
and Q such that
∀k ∈ {0, . . . , r}, ∀t ∈ (0, 1), ‖Πke−tB
T
(Qt)
− 1
2 ‖ ≤ c
t
1
2
+k
,
where the symmetric positive semidefinite matrices Qt are defined in (1.7). We recall from the
introduction that the non-degeneracy of the matrices Qt is implied by the Kalman rank condition.
Therefore, we have that for all k ∈ {0, . . . , r}, q > 0, 0 < t < 1 and u ∈ S(Rn),
(3.1) ‖|ΠkDx|qe−tPu‖L2(Rn) ≤
[
c
t
1
2
+k
]q
eTr(B)t
(2pi)
n
2
‖|(Qt) 12 etB
T
ξ|q exp
[
−1
2
∫ t
0
|Q 12 eτBT ξ|2s dτ
]
û(etB
T
ξ)‖L2(Rn).
Note that from the definition (1.7) of Qt,
∀t ∈ (0, 1), ∀ξ ∈ Rn, |(Qt) 12 etB
T
ξ|2 = 〈QtetB
T
ξ, etB
T
ξ〉 =
∫ t
0
|Q 12 eτBT ξ|2dτ.(3.2)
Let ξ ∈ Rn \ {0}, and (ρ, σ) be the polar coordinates of ξ, i.e. ξ = ρσ with ρ > 0 and σ ∈ Sn−1.
Then, it follows from (3.2) and the estimate
∀q > 0, ∀x ≥ 0, xqe−x2s ≤
[ q
2es
] q
2s
,
that for all 0 < t < 1,
|(Qt) 12 etB
T
ξ|q exp
[
−1
2
∫ t
0
|Q 12 eτBT ξ|2s dτ
]
(3.3)
=
[∫ t
0
|Q 12 eτBT σ|2dτ
] q
2
ρq exp
[
−1
2
(∫ t
0
|Q 12 eτBT σ|2s dτ
)
ρ2s
]
≤
[∫ t
0
|Q 12 eτBT σ|2dτ
] q
2
[
1
2
∫ t
0
|Q 12 eτBT σ|2sdτ
]− q
2s [ q
2es
] q
2s ≤ (M st )q
[ q
es
] q
2s
,
where
M st = sup
η∈Sn−1
[∫ t
0
|Q 12 eτBT η|2dτ
] 1
2
[∫ t
0
|Q 12 eτBT η|2sdτ
]− 1
2s
.
Therefore, we deduce from (3.1), (3.3), a change of variables and the Plancherel theorem that for
all k ∈ {0, . . . , r}, q > 0, 0 < t < 1 and u ∈ S(Rn),
(3.4) ‖|ΠkDx|qe−tPu‖L2(Rn) ≤
[
cM st
t
1
2
+k
]q
e
1
2
Tr(B)t
[ q
es
] q
2s ‖u‖L2(Rn).
By using that for all k ∈ {0, . . . , r}, Pk = Π0 + . . . + Πk, we obtain from Lemma 6.3 and the
Plancherel theorem that for all k ∈ {0, . . . , r}, q > 0, 0 < t < 1 and u ∈ S(Rn),
(3.5) ‖|PkDx|qe−tPu‖L2(Rn) = ‖|(Π0 + . . .+Πk)Dx|qe−tPu‖L2(Rn)
≤ (r + 1)(q−1)+
k∑
j=0
‖|ΠjDx|qe−tPu‖L2(Rn).
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We then deduce from (3.4) and (3.5) that for all k ∈ {0, . . . , r}, q > 0, 0 < t < 1 and u ∈ S(Rn),
‖|PkDx|qe−tPu‖L2(Rn) ≤ (r + 1)(q−1)+
k∑
j=0
[
cM st
t
1
2
+j
]q
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn)
≤ (r + 1)(q−1)+
k∑
j=0
[
cM st
t
1
2
+k
]q
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn)
= (r + 1)1+(q−1)+
[
cM st
t
1
2
+k
]q
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn).
The previous inequality can be extended to all u ∈ L2(Rn) since the Schwartz space S(Rn) is
dense in L2(Rn). This ends the proof of Proposition 3.1. 
3.2. Study of the term M st . In order to obtain sharp asymptotics of the seminorms
‖|PkDx|qe−tPu‖L2(Rn) as t→ 0+, we need to study the term
(3.6) M st = sup
ξ∈Sn−1
[∫ t
0
|Q 12 eτBT ξ|2dτ
] 1
2
[∫ t
0
|Q 12 eτBT ξ|2sdτ
]− 1
2s
.
Lemma 3.2. For all s > 0 and t > 0, M st is well-defined and 0 < M
s
t < +∞.
Proof. Let α ∈ {2, 2s}. We first check that
(3.7) ∀t > 0, ∀ξ ∈ Sn−1,
∫ t
0
|Q 12 eτBT ξ|αdτ > 0.
Proceeding by contradiction, we assume that∫ t
0
|Q 12 eτBT ξ|αdτ = 0,
where t > 0 and ξ ∈ Sn−1. Since τ 7→ |Q 12 eτBT ξ|α is continuous on [0, t], it follows that
∀τ ∈ [0, t], Q 12 eτBT ξ = 0.(3.8)
By differentiating the identity (3.8) with respect to the τ -variable and evaluating at τ = 0, we
deduce that
∀k ∈ {0, . . . , r}, Q 12 (BT )kξ = 0.
We obtain from (1.4) that ξ = 0. This proves (3.7) contradicting that ξ ∈ Sn−1. By using the
compactness of Sn−1 and the continuity property with respect to the ξ-variable, it follows that the
term M st is actually well-defined and satisfies 0 < M
s
t < +∞. 
We aim at studying the asymptotics of the term M st as t tends to 0
+. First, we set for all
ξ ∈ Sn−1,
M st,ξ =
[∫ t
0
|Q 12 eτBT ξ|2dτ
] 1
2
[∫ t
0
|Q 12 eτBT ξ|2sdτ
]− 1
2s
.
As an insight, we begin by studying the term M st,ξ for small times t > 0. To that end, we consider
kξ = min
{
0 ≤ k ≤ r, Q 12 (BT )kξ 6= 0
}
,
which is well-defined by definition of r in (1.4). On the one hand, we observe that∫ t
0
|Q 12 eτBT ξ|2dτ ∼
t→0
|Q 12 (BT )kξξ|2
∫ t
0
τ2kξ
(kξ!)2
dτ = |Q 12 (BT )kξξ|2 t
1+2kξ
(1 + 2kξ)(kξ!)2
.
Similarly, we have ∫ t
0
|Q 12 eτBT ξ|2sdτ ∼
t→0
|Q 12 (BT )kξξ|2s t
1+2kξs
(1 + 2kξs)(kξ!)2s
,
and as a consequence, it follows that
M st,ξ ∼
t→0
(1 + 2kξs)
1
2s
(1 + 2kξ)
1
2
t
1
2
− 1
2s .
Unfortunately, some numerics suggest that the previous convergence does not stand uniformly on
ξ ∈ Sn−1, and therefore, the study of the term M st when t → 0+ requires a more careful analysis.
The Jensen inequality provides a first global estimate :
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Lemma 3.3. For all t > 0, we have
M st ≤ t
1
2
− 1
2s when s ≥ 1, and M st ≥ t
1
2
− 1
2s when 0 < s ≤ 1.
Proof. When s ≥ 1, we deduce from the Jensen inequality that for all t > 0 and ξ ∈ Sn−1,[
1
t
∫ t
0
|Q 12 eτBT ξ|2dτ
] 1
2
≤
[
1
t
∫ t
0
|Q 12 eτBT ξ|2sdτ
] 1
2s
,
and therefore M st ≤ t
1
2
− 1
2s . Similarly, M st ≥ t
1
2
− 1
2s when 0 < s ≤ 1. 
To deal with the case when 0 < s < 1, we shall use the following instrumental lemma :
Lemma 3.4. Let E be a real finite-dimensional vector space and L1, L2 : E → R+ be two contin-
uous functions satisfying for all j ∈ {1, 2},
∀λ ≥ 0, ∀P ∈ E, Lj(λP ) = λLj(P ),
and
∀P ∈ E \ {0}, Lj(P ) > 0.
Then, there exists a positive constant c > 0 such that
∀P ∈ E, L1(P ) ≤ cL2(P ).
Proof. Let ‖ · ‖ be a norm on E and S the associated unit sphere. Since E is finite-dimensional,
S is compact. Moreover, L1 and L2 are continuous and positive on S, and as a consequence, by
homogeneity,
∃c1, c2 > 0, ∀P ∈ E, L1(P ) ≤ c1‖P‖ and ‖P‖ ≤ c2L2(P ).
We deduce that
∀P ∈ E, L1(P ) ≤ c1c2L2(P ).

The next lemma is a direct application of Lemma 3.4. It only deals with the case when the
matrix B is nilpotent but its proof contains the main ideas that will be used to tackle the general
case :
Lemma 3.5. When B is nilpotent, we have that for all s > 0, there exists a positive constant
c > 0 such that for all t > 0,
M st ≤ ct
1
2
− 1
2s .
Proof. For all t > 0 and ξ ∈ Sn−1, we consider the term
M st,ξ =
[∫ t
0
|Q 12 eτBT ξ|2dτ
] 1
2
[∫ t
0
|Q 12 eτBT ξ|2sdτ
]− 1
2s
,
and the function
ft,ξ(α) = Q
1
2 etαB
T
ξ, α ∈ [0, 1].
Let k be the index of B. Since BT is also nilpotent with index k, we have that
∀t > 0, ∀ξ ∈ Sn−1, ft,ξ ∈ (Rk[X ])n.
It follows from Lemma 3.4 applied with E = (Rk[X ])n and the functions
L1(f) =
[∫ 1
0
|f(α)|2dα
] 1
2
and L2(f) =
[∫ 1
0
|f(α)|2sdα
] 1
2s
,
that there exists a positive constant c > 0 such that for all t > 0 and ξ ∈ Rn−1,
t
1
2s
− 1
2M st,ξ =
[∫ 1
0
|ft,ξ(α)|2dα
] 1
2
[∫ 1
0
|ft,ξ(α)|2sdα
]− 1
2s
≤ c.
This ends the proof of Lemma 3.5. 
The next lemma is an adaptation of the previous one that allows to drop the assumption on the
nilpotency of the matrix B but only in the asymptotics when t tends to 0+.
Proposition 3.6. For all s > 0, there exist c > 0 and 0 < t0 < 1 such that for all 0 < t < t0,
M st ≤ ct
1
2
− 1
2s .
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Proof. For all t > 0 and ξ ∈ Sn−1, we consider anew
M st,ξ =
[∫ t
0
|Q 12 eτBT ξ|2dτ
] 1
2
[∫ t
0
|Q 12 eτBT ξ|2sdτ
]− 1
2s
.
Let Pt,ξ and Rt,ξ be defined for all α ∈ [0, 1] by
Pt,ξ(α) =
r∑
k=0
αk
tk
k!
Q
1
2 (BT )kξ and Rt,ξ(α) = Q
1
2 etαB
T
ξ − Pt,ξ(α).
We use Lemma 3.4 with E = (Rr[X ])n and the functions
L1(P ) =
[∫ 1
0
|P (α)|2dα
] 1
2
and L2(P ) =
[∫ 1
0
|P (α)|2sdα
] 1
2s
,
to obtain that there exists a constant c > 0 such that for all t > 0 and ξ ∈ Sn−1,
t
1
2s
− 1
2M st,ξ =
[∫ 1
0
|Q 12 etαBT ξ|2dα
] 1
2
[∫ 1
0
|Q 12 etαBT ξ|2sdα
]− 1
2s
(3.9)
≤ c

∫ 1
0
|Q 12 etαBT ξ|2dα∫ 1
0
|Pt,ξ(α)|2dα

1
2

∫ 1
0
|Pt,ξ(α)|2sdα∫ 1
0
|Q 12 etαBT ξ|2sdα

1
2s
.
We aim at establishing uniform upper bounds with respect to ξ and t for these two factors. To
that end, we equip (Rr[X ])n of the Hardy’s norm ‖ · ‖H∞ defined by
∀P ∈ (Rr[X ])n, ‖P‖H∞ = max
k∈{0,...,r}
|P (k)(0)|
k!
.
We deduce anew from Lemma 3.4 applied with E = (Rr[X ])n and the functions ‖ · ‖H∞ and
L(P ) =
[∫ 1
0
|P (α)|pdα
] 1
p
, p ∈ {2, 2s},
that
∀p ∈ {2, 2s}, ∃cp > 0, ∀P ∈ (Rr[X ])n, ‖P‖H∞ ≤ cp
[∫ 1
0
|P (α)|pdα
] 1
p
.(3.10)
According to (1.4), we notice that
∀ξ ∈ Sn−1, ∃kξ ∈ {0, . . . , r}, max
k∈{0,...,r}
|Q 12 (BT )kξ|
k!
≥ |Q
1
2 (BT )kξξ|
(kξ)!
> 0,
and since the function
ξ ∈ Sn−1 7→ max
k∈{0,...,r}
|Q 12 (BT )kξ|
k!
is continuous on Sn−1,
we deduce by compactness that there exists a positive constant ε > 0 such that
∀ξ ∈ Sn−1, ‖P1,ξ‖H∞ ≥ ε.
It follows that
∀t ∈ (0, 1], ∀ξ ∈ Sn−1, ‖Pt,ξ‖H∞ ≥ εtr,
and we deduce from (3.10) that
∀p ∈ {2, 2s}, ∀t ∈ (0, 1], ∀ξ ∈ Sn−1, εtr ≤ cp
[∫ 1
0
|Pt,ξ(α)|pdα
] 1
p
.(3.11)
On the other hand, it follows from the Taylor formula with remainder term that
∀t > 0, ∀ξ ∈ Sn−1, ∀α ∈ [0, 1], Rt,ξ(α) = (tα)
r+1
r!
∫ 1
0
(1− θ)rQ 12 (BT )r+1etαθBT ξdθ.
Therefore, there exists M > 0 such that
∀t ∈ (0, 1], ∀ξ ∈ Sn−1, ‖Rt,ξ‖L∞[0,1] ≤Mtr+1.(3.12)
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With these estimates, we can obtain upper bounds on the two factors of the right-hand-side of
(3.9).
1. Applying the triangle inequality for the L2 norm, we have
∀t > 0, ∀ξ ∈ Sn−1,

∫ 1
0
|Q 12 etαBT ξ|2dα∫ 1
0
|Pt,ξ(α)|2dα

1
2
≤ 1 +

∫ 1
0
|Rt,ξ(α)|2dα∫ 1
0
|Pt,ξ(α)|2dα

1
2
.
According to (3.11) and (3.12), we get that for all ξ ∈ Sn−1 and 0 < t ≤ 1,
∫ 1
0
|Q 12 etαBT ξ|2dα∫ 1
0
|Pt,ξ(α)|2dα

1
2
≤ 1 + c2Mt
r+1
εtr
= 1 +
c2M
ε
t ≤ 1 + c2M
ε
.(3.13)
2. We apply Lemma 6.4 with q = 2s to derive that∫ 1
0
|Q 12 etαBT ξ|2sdα∫ 1
0
|Pt,ξ(α)|2sdα
≥ 2−(2s−1)+ −
∫ 1
0
|Rt,ξ(α)|2sdα∫ 1
0
|Pt,ξ(α)|2sdα
.
Yet, it follows from (3.11) and (3.12) that for all ξ ∈ Sn−1 and 0 < t ≤ 1,∫ 1
0
|Rt,ξ(α)|2sdα∫ 1
0
|Pt,ξ(α)|2sdα
≤
[
c2sMt
r+1
εtr
]2s
=
[
c2sM
ε
t
]2s
,
from which we deduce that
(3.14)
∫ 1
0
|Q 12 etαBT ξ|2sdα∫ 1
0
|Pt,ξ(α)|2sdα
≥ 2−(2s−1)+ −
[
c2sM
ε
t
]2s
.
It follows from (3.14) that there exist some positive constants c0 > 0 and 0 < t0 < 1 such that for
all ξ ∈ Rn and 0 < t < t0,
(3.15)

∫ 1
0
|Q 12 etαBT ξ|2sdα∫ 1
0
|Pt,ξ(α)|2sdα

1
2s
≥ c0.
As a consequence of (3.9), (3.13) and (3.15), there exists a positive constant c1 > 0 such that
∀t ∈ (0, t0), ∀ξ ∈ Sn−1, M st,ξ ≤ c1t
1
2
− 1
2s .
This ends the proof of Proposition 3.6 
3.3. Proof of Theorem 1.2. The above asymptotics of the termM st allow to refine the results of
Proposition 3.1 and to prove Theorem 1.2. First, it follows from Proposition 3.1 and Proposition
3.6 that there exist some positive constants C1 > 1 and 0 < t0 < 1 such that for all k ∈ {0, . . . , r},
q > 0, 0 < t < t0 and u ∈ L2(Rn),
‖|PkDx|qe−tPu‖L2(Rn) ≤
C1+q1
tq(
1
2s
+k)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn).(3.16)
We can consider C2 > 1 a positive constant satisfying that for all k ∈ {0, . . . , r}, q > 0 and
t ∈ (0, t0),
1 ≤ C
1+q
2
tq(
1
2s
+k)
q
q
2s and
C1+q1
tq(
1
2s
+k)
q
q
2s ≤ C
1+q
2
tq(
1
2s
+k)
q
q
2s .(3.17)
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Then, it follows from (3.16), (3.17), Theorem 1.1, Lemma 6.3 and the Plancherel theorem that for
all k ∈ {0, . . . , r}, q > 0, 0 < t < t0 and u ∈ L2(Rn),
‖〈PkDx〉qe−tPu‖L2(Rn) ≤ 2(q−1)+
[‖|PkDx|qe−tPu‖L2(Rn) + ‖e−tPu‖L2(Rn)]
≤ 2(q−1)+
[
C1+q1
tq(
1
2s
+k)
q
q
2s + 1
]
e
1
2
Tr(B)t ‖u‖L2(Rn)
≤ 21+(q−1)+ C
1+q
2
tq(
1
2s
+k)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn).
This ends the proof of Theorem 1.2.
3.4. Proof of Corollary 1.3. To end this section, we prove Corollary 1.3. Notice that the second
estimate in Corollary 1.3 is a straightforward consequence of Theorem 1.2. In order to reformulate
the results of Theorem 1.2 while using the matrices Q
1
2 (BT )k instead of the orthogonal projections
Pk, we begin by proving that there exists a positive constant C1 > 1 such that for all k ∈ {0, . . . , r},
q > 0 and ξ ∈ Rn,
(3.18) 〈Q 12 (BT )kξ〉q ≤ C1+q1 〈Pkξ〉q.
It follows from (1.10) that for all k ∈ {0, . . . , r}, the canonical Euclidean orthogonal complement
of the vector space Vk is given by
V ⊥k = Ker(Q
1
2 ) ∩Ker(Q 12BT ) ∩ . . . ∩Ker(Q 12 (BT )k).
As a consequence, the following estimates hold for all k ∈ {0, . . . , r}, q > 0 and ξ ∈ Rn,
k∑
j=0
〈Q 12 (BT )jξ〉q =
k∑
j=0
〈Q 12 (BT )jPkξ〉q ≤
 k∑
j=0
max(1, ‖Q 12 (BT )j‖q)
 〈Pkξ〉q
≤ (r + 1) max
0≤j≤r
(1, ‖Q 12 (BT )j‖q)〈Pkξ〉q.
This proves (3.18), since we have that for all k ∈ {0, . . . , r}, q > 0 and ξ ∈ Rn,
〈Q 12 (BT )kξ〉q ≤
k∑
j=0
〈Q 12 (BT )jξ〉q.
As a consequence of (3.18), Theorem 1.2 and the Plancherel theorem, we then deduce that there
exists some positive constants C1, C2 > 1 and 0 < t0 < 1 such that for all k ∈ {0, . . . , r− 1}, q > 0,
0 < t < t0 and u ∈ L2(Rn),
‖〈Q 12 (BT )kDx〉qe−tPu‖L2(Rn) ≤ C1+q1
k∑
j=0
‖〈PjDx〉qe−tPu‖L2(Rn)
≤ C1+q1
k∑
j=0
C1+q2
tq(
1
2s
+j)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn)
≤ (r + 1)(C1C2)
1+q
tq(
1
2s
+k)
e
1
2
Tr(B)t q
q
2s ‖u‖L2(Rn).
This ends the proof of Corollary 1.3.
4. Observability estimates for fractional Ornstein-Uhlenbeck semigroups
In this section, we prove Theorem 1.11 and Theorem 1.12.
4.1. Proof of Theorem 1.11. This first subsection is devoted to the proof of Theorem 1.11.
We consider P the fractional Ornstein-Uhlenbeck operator defined in (1.1) and equipped with the
domain (1.2). We assume that the Kalman rank condition (1.3) holds. Moreover, we consider the
operator
Pco = P + 1
2
Tr(B),
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equipped with the domain D(P). Let ω be a thick subset of Rn. To establish the observability
estimate (1.24), we use the following theorem established by K. Beauchard and K. Pravda-Starov
in [3] (Theorem 2.1) :
Theorem 4.1. Let ω be a measurable subset of Rn with positive Lebesgue measure, (pik)k≥1 be
a family of orthogonal projections defined on L2(Rn) and (etA)t≥0 be a contraction semigroup on
L2(Rn). Assume that there exist c1, c2, a, b, t0,m > 0 some positive constants with a < b such that
the following spectral inequality
∀u ∈ L2(Rn), ∀k ≥ 1, ‖piku‖L2(Rn) ≤ ec1k
a‖piku‖L2(ω),(4.1)
and the following dissipation estimate
∀u ∈ L2(Rn), ∀k ≥ 1, ∀0 < t < t0, ‖(1− pik)(etAu)‖L2(Rn) ≤
1
c2
e−c2t
mkb‖u‖L2(Rn),(4.2)
hold. Then, there exists a positive constant C > 1 such that the following observability estimate
holds
∀T > 0, ∀u ∈ L2(Rn), ‖eTAu‖2L2(Rn) ≤ C exp
(
C
T
am
b−a
)∫ T
0
‖etAu‖2L2(ω) dt.
Notice that in [3] (Theorem 2.1) the subset ω is assumed to be open, but the proof works the
same when ω is only a measurable subset.
Let pik : L
2(Rn) → Ek, k ≥ 1, be the orthogonal frequency cutoff projection onto the closed
subspace
Ek = {u ∈ L2(Rn), Supp û ⊂ [−k, k]n}.(4.3)
According to Theorem 4.1, it is sufficient to derive a spectral inequality as (4.1) and a dissipation
estimate as (4.2) for the orthogonal projections pik to establish the observability estimate (1.24).
4.1.1. Spectral inequality. The following theorem is proved by O. Kovrijkine in [17] (Theorem 3)
Theorem 4.2. There exists a universal constant K depending only on the dimension n that may
be assumed to be greater or equal to e such that for any J a parallelepiped with sides parallel to the
coordinate axis and of positive lengths b1, . . . , bn and ω a (γ, a)-thick set, then
∀u ∈ L2(Rn), Supp û ⊂ J, ‖u‖L2(Rn) ≤
(
Kn
γ
)K(〈a,b〉+n)
‖u‖L2(ω),
where b = (b1, . . . , bn).
Let u ∈ L2(Rn) and k ≥ 1. It follows from the definition of pik, see (4.3), that piku ∈ L2(Rn)
and piku is supported in [−k, k]n. Therefore, we deduce from Theorem 4.2 that
∀u ∈ L2(Rn), ∀k ≥ 1, ‖piku‖L2(Rn) ≤ ec1k‖piku‖L2(ω),(4.4)
where
c1 =
(
ln
[(
Kn
γ
)nK])
+
+
(
ln
[(
Kn
γ
)2K(a1+...+an)])
+
+ 1 > 0,
and where x+ = max(x, 0) for all x ∈ R.
4.1.2. Dissipation estimate. As a consequence of Theorem 1.2, there exist some positive constants
c > 1 and 0 < t0 < 1 such that for all N ≥ 0, 0 < t < t0 and u ∈ L2(Rn),
(4.5) ‖|Dx|2sNe−tPcou‖L2(Rn) ≤
c1+2sN
t2sNΓ
(2sN)N ‖u‖L2(Rn),
with the convention that 00 = 1 and where we set Γ = 12s + r. It follows from (4.5) that for all
0 < t < t0 and u ∈ L2(Rn),
‖ exp
[
1
4es
[
tΓ
c
]2s
|Dx|2s
]
e−tPcou‖L2(Rn)(4.6)
≤
+∞∑
N=0
1
2N
[
tΓ
c
]2sN
1
(2es)NN !
‖|Dx|2sNe−tPcou‖L2(Rn).
≤ c
+∞∑
N=0
1
2N
(2sN)N
(2es)NN !
‖u‖L2(Rn).
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Moreover, we have (2sN)N ≤ (2es)N N ! for all N ≥ 0, see e.g. formula (0.3.12) in [27], and (4.6)
implies the following estimates
∀t ∈ (0, t0), ∀u ∈ L2(Rn), ‖eCt
2sΓ|Dx|
2s
e−tPcou‖L2(Rn) ≤ 2c‖u‖L2(Rn),(4.7)
where we set C = 14ec2ss . It follows from (4.7) and the Plancherel theorem that for all k ≥ 1,
‖(1− pik)e−tPcou‖L2(Rn) =
1
(2pi)
n
2
‖1R2n\[−k,k]n ̂e−tPcou‖L2(Rn)
=
1
(2pi)
n
2
‖1R2n\[−k,k]n e−Ct
2sΓ|ξ|2seCt
2sΓ|ξ|2s ̂e−tPcou‖L2(Rn)
≤ e−Ct2sΓk2s‖eCt2sΓ|Dx|2se−tPcou‖L2(Rn)
≤ 2ce−Ct2sΓk2s‖u‖L2(Rn).
Setting
c2 = min
(
1
2c
, C
)
and m = 2sΓ,
we proved that for all k ≥ 1, 0 < t < t0 and u ∈ L2(Rn),
‖(1− pik)e−tPcou‖L2(Rn) ≤
1
c2
e−c2t
mk2s‖u‖L2(Rn).(4.8)
4.1.3. Observability estimate. Since 2s > 1, we deduce from (4.4), (4.8) and Theorem 4.1 that
there exists a positive constant C > 1 such that
∀T > 0, ∀u ∈ L2(Rn), ‖e−TPcou‖2L2(Rn) ≤ C exp
(
C
T
1+2rs
2s−1
)∫ T
0
‖e−tPcou‖2L2(ω) dt.
It proves the observability estimate (1.24) and ends the proof of Theorem 1.11.
4.2. Proof of Theorem 1.12. To end of this section, we prove Theorem 1.12. The following
proof is inspired by [9] (Section 4). Let T > 0 and ω ⊂ Rn be a measurable subset. We assume
that ω is not thick. Since the operator (−∆x)s equipped with the domain Hs(Rn) is selfadjoint
from Corollary 2.2, it follows from the Hilbert Uniqueness Method, see [6] (Theorem 2.44), that
the fractional heat equation (1.19) is null-controllable from the set ω in time T if and only if there
exists a positive constant CT > 0 such that for all g ∈ L2(Rn),
(4.9) ‖e−T (−∆x)sg‖2L2(Rn) ≤ CT
∫ T
0
‖e−t(−∆x)sg‖2L2(ω) dt.
To prove Theorem 1.12, it is then sufficient to construct a sequence of functions (g0,k)k in L
2(Rn)
such that the observability estimate (4.9) does not hold. Since the set ω is not thick, we have
∀γ > 0, ∀a ∈ (R∗+)n, ∃ξ ∈ Rn, |ω ∩ (ξ + [0, a1]× . . .× [0, an])| < γ
n∏
j=1
aj .
Therefore, for all k ≥ 1, there exists ξk ∈ Rn such that the Lebesgue measure of the set ω ∩ (ξk +
[0, 2k]n) satisfies |ω ∩ (ξk + [0, 2k]n)| < 1/k. Setting xk = ξk + (k, . . . , k) ∈ Rn, this inequality
writes for all k ≥ 1 as
(4.10) |ω ∩ B(xk, k)| < 1
k
,
where B(xk, k) ⊂ Rn denotes the Euclidean ball centred in xk with radius k. With the points xk, we
construct the functions g0,k = f(·−xk) ∈ Hs(Rn) for all k ≥ 1, where f = F−1(e−|ξ|2s) ∈ Hs(Rn).
Moreover, for all k ≥ 1, we define gk = e−t(−∆x)sg0,k ∈ L2(Rn). It follows from the definition of
the functions g0,k that for all k ≥ 1, t ≥ 0 and ξ ∈ Rn, ĝk(t, ξ) = e−i〈xk,ξ〉e−(1+t)|ξ|2s , and as a
consequence, the functions gk are given by
(4.11) ∀k ≥ 1, ∀t > 0, ∀x ∈ Rn, gk(t, x) = 1
(1 + t)
n
2s
f
(
x− xk
(1 + t)
1
2s
)
.
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It follows from (4.11) and the substitution rule that for all k ≥ 1,
(4.12) ‖gk(T, ·)‖2L2(Rn) =
1
(1 + T )
n
s
∫
Rn
∣∣∣∣f ( x− xk(1 + T ) 12s
)∣∣∣∣2 dx
=
1
(1 + T )
n
s
∫
Rn
∣∣∣∣f ( x(1 + T ) 12s
)∣∣∣∣2 dx > 0.
Therefore, the quantities ‖gk(T, ·)‖L2(Rn) are in fact independent of the parameter k ≥ 1. On the
other hand, we deduce anew from the substitution rule that∫ T
0
‖gk(t, ·)‖2L2(ω) dt =
∫ T
0
∫
ω
1
(1 + t)
n
s
∣∣∣∣f ( x− xk(1 + t) 12s
)∣∣∣∣2 dxdt
=
∫ T
0
∫
ω−xk
1
(1 + t)
n
s
∣∣∣∣f ( x(1 + t) 12s
)∣∣∣∣2 dxdt.
By splitting the previous integral in two parts, we derive the following estimate :
(4.13)
∫ T
0
‖gk(t, ·)‖2L2(ω) dt ≤
∫ T
0
∫
(ω−xk)∩B(0,k)
1
(1 + t)
n
s
∣∣∣∣f ( x(1 + t) 12s
)∣∣∣∣2 dxdt
+
∫ T
0
∫
|x|>k
1
(1 + t)
n
s
∣∣∣∣f ( x(1 + t) 12s
)∣∣∣∣2 dxdt.
Now, we study one by one the two integrals appearing in the right-hand-side of (4.13) :
1. First, it follows from the invariance by translation of the Lebesgue measure that∫ T
0
∫
(ω−xk)∩B(0,k)
1
(1 + t)
n
s
∣∣∣∣f ( x(1 + t) 12s
)∣∣∣∣2 dxdt
≤ T ‖f‖2L∞(Rn) |(ω − xk) ∩ B(0, k)| = T ‖f‖2L∞(Rn) |ω ∩ B(xk, k)|,
and (4.10) implies the following convergence :
(4.14)
∫ T
0
∫
(ω−xk)∩B(0,k)
1
(1 + t)
n
s
∣∣∣∣f ( x(1 + t) 12s
)∣∣∣∣2 dxdt ≤ Tk ‖f‖2L∞(Rn) →k→+∞ 0.
2. To control the second integral, we begin by checking that
(4.15)
1
(1 + t)
n
2s
f
(
x
(1 + t)
1
2s
)
∈ L2([0, T ]× Rn).
It follows from the definition of the function f and the substitution rule that for all t ∈ [0, T ] and
x ∈ Rn,
1
(1 + t)
n
2s
f
(
x
(1 + t)
1
2s
)
=
1
(2pi)n
1
(1 + t)
n
2s
∫
Rn
ei〈x,ξ〉/(1+t)
1
2s e−|ξ|
2s
dξ
=
1
(2pi)n
∫
Rn
ei〈x,ξ〉e−(1+t)|ξ|
2s
dξ = F−1x (e
−(1+t)|ξ|2s)(t, x),
where F−1x denotes the inverse partial Fourier transform in the x variable. Since the function
(t, ξ) 7→ e−(1+t)|ξ|2s belongs to the space L2([0, T ] × Rn), (4.15) is implied by the Plancherel
theorem. Then, we deduce from the dominated convergence theorem that
(4.16)
∫ T
0
∫
|x|>k
1
(1 + t)
n
s
∣∣∣∣f ( x(1 + t) 12s
)∣∣∣∣2 dxdt →k→+∞ 0.
As a consequence of (4.13), (4.14) and (4.16), the following convergence holds
(4.17)
∫ T
0
‖gk(t, ·)‖2L2(ω) dt →
k→+∞
0.
We deduce from (4.12) and (4.17) that the observability estimate (4.9) does not hold. This ends
the proof of Theorem 1.12.
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5. Global subelliptic estimates for fractional Ornstein-Uhlenbeck operators
In this section, we investigate the L2 subelliptic properties enjoyed by fractional Ornstein-
Uhlenbeck operators. Let P be the fractional Ornstein-Uhlenbeck operator defined in (1.1) and
equipped with the domain (1.2). We assume that the Kalman rank condition (1.3) holds and we
denote by 0 ≤ r ≤ n − 1 the smallest integer satisfying (1.4). Moreover, for all 0 ≤ k ≤ r, we
consider Pk the orthogonal projection onto the vector subspace Vk defined in (1.10).
5.1. Proof of Theorem 1.14. By using some results of interpolation theory as in [13] (Subsection
2.4), we establish Theorem 1.14. Let k ∈ {0, . . . , r − 1}. We consider the Fourier multiplier
Λk = 〈PkDx〉 and Hk the Hilbert space defined by
Hk = {u ∈ L2(Rn), Λ⌊2s⌋+1k u ∈ L2(Rn)},
equipped with the scalar product
〈u, v〉Hk = 〈Λ⌊2s⌋+1k u,Λ⌊2s⌋+1k v〉L2(Rn).
It follows from Theorem 1.2 that there exist some positive constants C1 > 1 and 0 < t0 < 1 such
that for all 0 < t < t0 and u ∈ L2(Rn),
‖Λ⌊2s⌋+1k e−tPu‖L2(Rn) ≤
C1
t1/θ
e
1
2
Tr(B)t ‖u‖L2(Rn),(5.1)
where
(5.2) θ =
[(⌊2s⌋+ 1)( 1
2s
+ k
)]−1
∈ (0, 1).
Let 0 < t1 < t0. It follows from Theorem 1.1, (5.1) and the semigroup property of the family of
operators (e−tP)t≥0 that for all t ≥ t0 and u ∈ L2(Rn),
‖Λ⌊2s⌋+1k e−tPu‖L2(Rn) = ‖Λ⌊2s⌋+1k e−t1Pe−(t−t1)Pu‖L2(Rn)(5.3)
≤ C1
t
1/θ
1
e
1
2
Tr(B)t1 ‖e−(t−t1)Pu‖L2(Rn)
≤ C1
t
1/θ
1
e
1
2
Tr(B)t ‖u‖L2(Rn).
We deduce from (5.1) and (5.3) that there exist some positive constants C2 > 0 and µ > 0 such
that for all t > 0 and u ∈ L2(Rn),
(5.4) ‖Λ⌊2s⌋+1k e−tPu‖L2(Rn) ≤
C2e
µt
t1/θ
e
1
2
Tr(B)t ‖u‖L2(Rn).
Considering the operator
(5.5) P˜ = P + 1
2
Tr(B) + µ,
the inequality (5.4) can be written as
(5.6) ∀t > 0, ∀u ∈ L2(Rn), ‖e−tP˜u‖Hk ≤
C2
t1/θ
‖u‖L2(Rn).
It follows from (5.6) and the strong continuity of the semigroup (e−tP˜)t≥0 given by (5.5) and
Theorem 1.1 that for all u ∈ L2(Rn), t0 > 0 and t > 0, we have
‖e−(t+t0)P˜u− e−t0P˜u‖Hk = ‖e−t0P˜
(
e−tP˜u− u)‖Hk ≤ C
t
1/θ
0
‖e−tP˜u− u‖L2(Rn) →
t→0
0.
This proves that for all u ∈ L2(Rn), the function t ∈ (0,+∞) 7→ e−tP˜u ∈ Hk is continuous,
and therefore measurable. Moreover, we deduce from (1.2) and Corollary 2.3 that the operator P˜
equipped with the domain D(P) is maximal accretive. According to (5.2), Corollary 5.13 in [23]
shows that the following continuous inclusion holds
D(P) ⊂ (L2(Rn),Hk)θ,2,(5.7)
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where (L2(Rn),Hk)θ,2 denotes the space obtained by real interpolation. We notice that the Hilbert
space Hk is dense in L
2(Rn). It follows from Corollary 4.37 in [23] the following correspondence
between real and complex interpolation spaces
(L2(Rn),Hk)θ,2 = [L
2(Rn),Hk]θ,(5.8)
where [L2(Rn),Hk]θ stands for the space obtained by complex interpolation. With Hk as the
domain of the operator Λ
⌊2s⌋+1
k , we have that Λ
⌊2s⌋+1
k is a positive selfadjoint operator satisfying
∀u ∈ Hk, 〈Λ⌊2s⌋+1k u, u〉L2(Rn) ≥ ‖u‖2L2(Rn).
Thus, we deduce from Theorem 4.36 in [23] that
(5.9) [L2(Rn),Hk]θ = [D((Λ
⌊2s⌋+1
k )
0), D(Λ
⌊2s⌋+1
k )
1)]θ = D(Λ
[⌊2s⌋+1]θ
k ) = D(Λ
2s
1+2sk
k ).
We therefore obtain from (5.7), (5.8) and (5.9) that the following continuous inclusion holds
D(P) ⊂ D(Λ
2s
1+2ks
k ).
This implies that there exists a positive constant ck > 0 such that
∀u ∈ D(P), ‖Λ
2s
1+2ks
k u‖L2(Rn) ≤ ck
[
‖P˜u‖L2(Rn) + ‖u‖L2(Rn)
]
,
and we deduce from the definiton of Λk and (5.5) that
∀u ∈ D(P), ‖〈PkDx〉 2s1+2ksu‖L2(Rn) ≤ ck
[‖Pu‖L2(Rn) + ‖u‖L2(Rn)] .
This ends the proof of Theorem 1.14.
5.2. Proof of Corollary 1.15. By using Corollary 1.3, the proof of Corollary 1.15 follows the
very same arguments of interpolation theory as the ones used in the proof of Theorem 1.14 for the
spaces L2(Rn) and
Hk = {u ∈ L2(Rn), 〈Q 12 (BT )kDx〉⌊2s⌋+1u ∈ L2(Rn)}, 0 ≤ k ≤ r − 1.
5.3. Proof of Corollary 1.18. Corollary 1.18 is an immediate consequence of Theorem 1.14. By
definition, P0 is the orthogonal projection onto the vector subspace V0 = RanQ
1
2 . Moreover, the
orthogonal complement of V0 is given by V
⊥
0 = KerQ
1
2 since Q
1
2 is a real symmetric semidefinite
matrix. It follows that for all ξ ∈ Rn,
(5.10) |Q 12 ξ|2s = |Q 12P0ξ|2s ≤ ‖Q 12 ‖2s〈P0ξ〉2s.
It follows from (5.10), Theorem 1.14 and the Plancherel theorem that there exists a positive
constant c > 0 such that for all u ∈ D(P),
(5.11) ‖Trs(−Q∇2x)u‖L2(Rn) ≤ ‖Q
1
2 ‖2s‖〈P0Dx〉2su‖L2(Rn)
≤ c‖Q 12 ‖2s [‖Pu‖L2(Rn) + ‖u‖L2(Rn)] ,
since Trs(−Q∇2x) = |Q
1
2Dx|2s. Then, we deduce from (1.1) and (5.11) that for all u ∈ D(P),
‖〈Bx,∇x〉u‖L2(Rn) = ‖Pu‖L2(Rn) +
1
2
‖Trs(−Q∇2x)u‖L2(Rn)
≤ (1 + 1
2
c‖Q 12 ‖2s) [‖Pu‖L2(Rn) + ‖u‖L2(Rn)] .
This ends the proof of Corollary 1.18.
6. Appendix
6.1. About the Kalman rank condition. To begin this appendix, we prove the characterization
of the Kalman rank condition we have used all over this work.
Lemma 6.1. Let B and Q be real n × n matrices, with Q symmetric positive semidefinite. The
following assertions are equivalent :
1. The Kalman rank condition (1.3) holds.
2. There exists a non-negative integer 0 ≤ r ≤ n− 1 satisfying
Ker(Q
1
2 ) ∩Ker(Q 12BT ) ∩ . . . ∩Ker(Q 12 (BT )r) = {0}.
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Proof. Using the notations of (1.3), we have the following equivalences :
Rank[B | Q 12 ] = n
⇔ Ran[B | Q 12 ] = Rn
⇔ Ker([B | Q 12 ]T ) = (Ran[B | Q 12 ])⊥ = {0}
⇔ Ker(Q 12 ) ∩Ker(Q 12BT ) ∩ . . . ∩Ker(Q 12 (BT )n−1) = Ker([B | Q 12 ]T ) = {0},
where ⊥ denotes the orthogonality with respect to the canonical Euclidean structure. This ends
the proof of Lemma 6.1. 
6.2. Convergence in Lebesgue spaces. In a second part, we recall the following classical mea-
sure theory result concerning the convergence in Lp(Rn). Its proof is given here for the convenience
of the reader and for the sake of completeness of this work.
Lemma 6.2. Let p ∈ [1,+∞). We consider (fk)k a sequence of Lp(Rn) and f ∈ Lp(Rn) such that
(fk)k converges to f almost everywhere in R
n. Then :
lim
k→+∞
‖fk − f‖Lp(Rn) ⇔ lim
k→+∞
‖fk‖Lp(Rn) = ‖f‖Lp(Rn).
Proof. We just need to prove the reciprocal implication. To that end, we consider the sequence
(gk)k of non-negative functions defined for all k ≥ 0 by
gk = 2
p−1(|fk|p + |f |p)− |fk − f |p ≥ 0.
Notice that the functions gk are non-negative since the following convexity inequality holds for all
x, y ∈ Rn,
(x+ y)p ≤ 2p−1(xp + yp).
Since we have ∫
Rn
lim inf
k→∞
gk(x)dx = 2
p
∫
Rn
|f(x)|pdx,
and
lim inf
k→+∞
∫
Rn
gk(x)dx = 2
p
∫
Rn
|f(x)|pdx− lim sup
k→+∞
∫
Rn
|fk(x)− f(x)|pdx,
it follows from the Fatou lemma that
lim sup
k→+∞
∫
Rn
|fk(x)− f(x)|p dx = 0.
This ends the proof of Lemma 6.2. 
6.3. Some instrumental estimates. To end this appendix, we give the proof of four lemmas
used in Section 2 and Section 3 :
Lemma 6.3. For all r ≥ 1, q ∈ (0,+∞) and a1, . . . , ar ∈ [0,+∞), we have
(a1 + . . .+ ar)
q ≤ r(q−1)+(aq1 + . . .+ aqr),(6.1)
where
(q − 1)+ = max(q − 1, 0).
Proof. If aj = 0 for all j ∈ {1, . . . , r}, the result is immediate. Therefore, we can assume that at
least one of the aj is positive.
1. Case 0 < q ≤ 1 : Since
∀j ∈ {1, . . . , r}, aj ≤ a1 + . . .+ ar,
we get that
∀j ∈ {1, . . . , r}, aj
a1 + . . .+ ar
≤
[
aj
a1 + . . .+ ar
]q
.
Then, (6.1) follows by summing up the previous inequalities for all 1 ≤ j ≤ r.
2. Case q > 1 : In this case, the convexity property of the function t 7→ tq on [0,+∞) implies
that
1
rq
(a1 + . . .+ ar)
q ≤ 1
r
(aq1 + . . .+ a
q
r).
This ends the proof of Lemma 6.3. 
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Lemma 6.4. For all ξ, η ∈ Rn and q > 0, we have
2−(q−1)+ |ξ|q − |η|q ≤ |ξ − η|q,
where
(q − 1)+ = max(q − 1, 0).
Proof. We deduce from Lemma 6.3 that for all ξ, η ∈ Rn and q > 0,
|ξ|q = |ξ − η + η|q ≤ 2(q−1)+(|ξ − η|q + |η|q).
This ends the proof of Lemma 6.4. 
Lemma 6.5. For all q > 0 and ξ, η ∈ Rn,
||ξ|q − |η|q| ≤
{
q2(q−2)+
(|ξ − η|q +min(|ξ|q−1, |η|q−1)|ξ − η|) when q > 1,
|ξ − η|q when 0 < q ≤ 1.
Proof. Let q > 0 and ξ, η ∈ Rn. We first assume that 0 < q ≤ 1. It follows from Lemma 6.3 that
|ξ+η|q ≤ |ξ|q+ |η|q and then, by a natural change of coordinate, this implies ||ξ|q−|η|q| ≤ |ξ−η|q.
When q > 1, we deduce from the differentiability of the function | · |q the following equality
|ξ|q − |η|q =
∫ 1
0
d
dt
|η + t(ξ − η)|q dt = q
∫ 1
0
|η + t(ξ − η)|q−2(η + t(ξ − η)) · (ξ − η) dt.
Then, the Cauchy-Schwarz inequality and Lemma 6.3 imply that
||ξ|q − |η|q| ≤ q|ξ − η|
∫ 1
0
|η + t(ξ − η)|q−1 dt
≤ q2(q−2)+ |ξ − η|
∫ 1
0
(|η|q−1 + tq−1|ξ − η|q−1) dt
= q2(q−2)+
(|ξ − η|q + |η|q−1|ξ − η|) .
Since ξ et η play symmetric roles, the proof of Lemma 6.5 is ended. 
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