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ABSTRACT
We formulate the graviton propagator on de Sitter background in a 2-
parameter family of simple gauges which break de Sitter invariance. Explicit
results are derived for the first order perturbations in each parameter. These
results should be useful in computations to check for gauge dependence of
graviton loop corrections.
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1 Introduction
Explicit computations of 1PI (one-particle-irreducible) 2-point functions on
de Sitter background [1–5], and their use to quantum-correct the linearized
effective field equations, provide strong evidence that inflationary gravitons
modify particle kinematics [6–9] and change force laws [10]. However, there
is a persistent anxiety about the reality of these effects owing to the pos-
sibility of dependence on the gauge used to define the graviton propagator.
The computations mentioned above were all made in a very simple gauge
that breaks de Sitter invariance [11,12]. When the vacuum polarization was
computed in a vastly more complicated, 1-parameter family of de Sitter in-
variant gauges [13], the result looks very different [14], and the enhancement
it provides to dynamical photons is slightly different [15], although it has the
same sign and time dependence.
We seek to establish the reality of graviton corrections to particle kine-
matics and force laws by purging the linearized effective field equations of
gauge dependence. We are developing a technique for accomplishing this by
including generic parts of the quantum gravitational correlations with the
source that disturbs the effective field and with the observer who measures
the disturbance [16]. The technique relies on the position-space version of
a set of identities derived by Donoghue [17–19] that allow one to view the
infrared singular parts of an invariant amplitude as corrections to the 1PI 2-
point function. We have already shown that the technique works, for graviton
corrections to massless scalar exchange on flat space background, by making
the computation in the 2-parameter family of Poincare´ invariant gauges and
demonstrating that the corrected 1PI 2-point function is independent of the
gauge parameters [16]. Our goal is to carry out the same computation on de
Sitter background, for which we require a generalization of the 2-parameter
family of flat space gauges. Providing that generalization is the point of this
paper.
In section 2 we review the simple gauge and propose an appropriate 2-
parameter generalization. Constructing the graviton propagator as a general
function of these two parameters is challenging, but almost as much informa-
tion about gauge dependence can be gained by deriving just the first order
variations about the simple gauge. That is done in section 3. We discuss
the results in section 4. Section 5 consists of an appendix in which we derive
explicit forms for the various integrated propagators required for the solution.
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2 A 2-Parameter Family of Gauges
Our de Sitter background geometry is given in conformal coordinates on D
spacetime dimensions with spacelike signature,
ds2 = a2
[
−dη2 + d~x·d~x
]
, a(η) = −
1
Hη
(η < 0) . (1)
The graviton field comes from the conformally rescaled metric, gµν(x) ≡
a2[ηµν + κhµν(x)]. Here κ
2 ≡ 16πG and graviton indices are raised and
lowered using the Minkowski metric, hµν ≡ η
µρhρν .
The simple propagator is defined by the gauge fixing term [11, 12],
LGF = −
1
2
aD−2ηµνFµFν , Fµ = η
ρσ
(
hµρ,σ −
1
2
hρσ,µ + (D−2)Hahµρδ
0
σ
)
.
(2)
The graviton propagator in this gauge takes the form,
i
[
µν∆ρσ
]
(x; x′) =
∑
I=A,B,C
[
µνT
I
ρσ
]
× i∆I(x; x
′) . (3)
The three propagators i∆I(x; x
′) are for minimally coupled scalars with
masses M2A = 0, M
2
B = (D − 2)H
2 and M2C = 2(D − 3)H
2. The three
tensor factors are constructed from ηµν , ηµν ≡ ηµν + δ
0
µδ
0
ν and δ
0
µ,
[
µνT
A
ρσ
]
= 2 ηµ(ρησ)ν −
2
D−3
ηµνηρσ ,
[
µνT
B
ρσ
]
= −4δ0(µην)(ρδ
0
σ) , (4)
[
µνT
C
ρσ
]
=
2EµνEρσ
(D−2)(D−3)
, Eµν ≡ (D−3)δ
0
µδ
0
ν+ηµν , (5)
where parenthesized indices are symmetrized. The simple graviton propaga-
tor (3) is easy to use for three reasons:
1. InD = 4 its three propagators consist of just one or two terms involving
the two scale factors and the invariant interval of flat space,
i∆A −→
1
4π2
[
1
aa′∆x2
−
H2
2
ln(H2∆x2)
]
, i∆B,C −→
1
4π2aa′∆x2
; (6)
2. Its tensor factors are constants; and
3. Its 1PI 2-point functions are elementary functions of ∆x2, a and a′.
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None of these features pertains for de Sitter invariant gauges [13, 14], which
is why only a single loop computation has been made using them.
It is desirable to construct the graviton propagator in a 2-parameter fam-
ily of de Sitter breaking gauges that can be seen as perturbations of the simple
gauge [11,12]. This also permits a 2-parameter family of gauges rather than
the 1-parameter family that would be available without de Sitter breaking,
owing to a topological obstacle which precludes adding de Sitter invariant
gauge fixing functionals [20]. Finally, it is advantageous that the flat space
limit of our gauge condition should agree with the 2-parameter family of
gauges used for the flat space computation [16] which we seek to generalize
to de Sitter. A plausible generalization of (2) is therefore,
LαβGF = −
aD−2
2α
ηµνFµFν , Fµ = η
ρσ
(
hµρ,σ −
β
2
hρσ,µ+ (D− 2)Hahµρδ
0
σ
)
. (7)
Note that taking α = β = 1 corresponds to the simple gauge (2), and that
taking the flat space limit (H = 0 and a = 1) recovers the family of gauges
in which the flat space calculation [16] was made.
3 Our Solution for the Propagator
The purpose of this section is to construct the first order perturbations in
δα ≡ α−1 and δβ ≡ β−1 of the propagator in the gauge (7). We first review
the flat space propagator, and its use in studies of gauge dependence [16], to
make two points:
1. The result will involve convolutions of propagators; and
2. First order perturbations in the gauge parameters provide almost as
much information about gauge as the all-orders result.
We then return to de Sitter to define the necessary integrated propagators,
whose evaluation is consigned to the Appendix. The section closes with
results for the first order perturbations in δα and δβ.
3.1 Lessons from Flat Space
In the flat space limit of (7) the graviton propagator is [21],
i
[
µν∆
flat
ρσ
]
(x; x′) =
{
2Πµ(ρΠσ)ν−
2
D−1
ΠµνΠρσ
3
−
2
(D−2)(D−1)
[
ηµν−
(Dβ−2
β−2
)∂µ∂ν
∂2
][
ηρσ−
(Dβ−2
β−2
)∂ρ∂σ
∂2
]
+4α×
∂(µΠν)(ρ∂σ)
∂2
+
4α
(β−2)2
×
∂µ∂ν∂ρ∂σ
∂4
}
i∆(x; x′) . (8)
Here the transverse projection operator is Πµν ≡ ηµν −
∂µ∂ν
∂2
and the massless
scalar propagator in flat space is,
i∆(x; x′) =
Γ(D
2
−1)
4π
D
2 ∆xD−2
=⇒ ∂2i∆(x; x′) = iδD(x−x′) . (9)
First note from the inverse powers of ∂2 which act on i∆(x; x′) that the
general gauge propagator (8) involves the convolution of one propagator with
another [22],1
1
∂2
i∆(x; x′) = −i
∫
dDz i∆(x; z)i∆(z; x′) =
Γ(D
2
−2)
16π
D
2
[
µD−4 −
1
∆xD−4
]
, (10)
where µ is a regularization scale. The flat space limit therefore implies that
similar convolutions must occur in the general gauge propagator on de Sitter
background.
Now expand the gauge parameters around their “simple” values,
α ≡ 1 + δα , β ≡ 1 + δβ , (11)
Expanding the general gauge propagator (8) in δα and δβ gives,
i
[
µν∆
flat
ρσ
]
=
[
2ηµ(ρησ)ν −
2ηµνηρσ
D−2
]
i∆(x; x′) + δα×
[
4∂(µην)(ρ∂σ)
∂2
]
i∆(x; x′)
1The ∆x-dependent part of (9) follows from the usual procedure of combining denom-
inators, shifting, Wick-rotating and evaluating the Euclidean-space integration,
−i
∫
dDz
Γ(D
2
−1)
4π
D
2
[ 1
(x−z)2+iǫ
]D
2
−1
×
Γ(D
2
−1)
4π
D
2
[ 1
(z−x′)2+iǫ
]D
2
−1
= −
iΓ(D−2)
16πD
∫
1
0
ds s
D
2
−2(1−s)
D
2
−2
∫
dDz
[s(x−z)2 + (1−s)(z−x′)2 + iǫ]D−2
= −
Γ(D−2)
16πD
∫
1
0
ds s
D
2
−2(1−s)
D
2
−2
∫
dDzE
[z2
E
+s(1−s)∆x2]D−2
,
= −
Γ(D−2)
16πD
∫
1
0
ds s
D
2
−2(1−s)
D
2
−2 ×
π
D
2
Γ(D
2
)[s(1−s)∆x2]
D
2
−2
×
Γ(D
2
−2)Γ(D
2
)
Γ(D−2)
.
4
−δβ×
4
D−2
[
ηµν∂ρ∂σ
∂2
+
∂µ∂νηρσ
∂2
]
i∆(x; x′) +O
(
δαδβ, δβ2
)
. (12)
Table 1 concerns gauge dependence in one graviton loop corrections to the
effective field equation for a massless, minimally coupled scalar on flat space
background [16]. The highly gauge dependent contribution from the 1PI
i 1 α 1
β−2
(α−3)
(β−2)2
0 +3
4
−3
4
−3
2
+3
4
1 0 0 0 +1
2 0 0 0 0
3 0 0 +3 −2
4 +17
4
−3
4
0 −1
4
5 −2 +3
2
−3
2
+1
2
Total +3 0 0 0
i 1 δα δβ
0 0 0 −3
2
1 −2 +1 −4
2 0 0 0
3 +1 −2 +5
4 +4 −1 +1
5 0 +2 −1
2
Total +3 0 0
Table 1: The left hand table gives the various gauge-dependent multiplicative factors for
one graviton corrections to the massless scalar exchange force on flat space background
using the full propagator (8) on the left, and for the first order expansion (12) on the right.
The contribution of the 1PI 2-point function is i = 0 and the other values of i correspond
to different source and observer corrections that are precisely defined in [16] and which
are necessary to eliminate gauge dependence.
2-point function is i = 0, and the five source and observer corrections are
reported, both for the full propagator (8) on the left, and for the first three
terms in the expansion (12) on the right. The left hand table follows the
cancellation of three distinct combinations of the gauge parameters: α, 1
β−2
and (α−3)
(β−2)2
. The right hand table follows two: δα and δβ. So the vastly sim-
pler first order perturbations (12) provide two thirds of the checks available
from the full propagator (8).
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3.2 Integrated Propagators in de Sitter
The insights we have just derived from the flat space limit motivate con-
structing just the order δα and δβ perturbations of the (7) propagator,
i
[
µν∆ρσ
]
= i
[
µν∆
0
ρσ
]
+ δα× i
[
µν∆
α
ρσ
]
+ δβ × i
[
µν∆
β
ρσ
]
+O(δ2) . (13)
The flat space limit also implies that these perturbations must involve inte-
grated propagators analogous to (10). To understand more fully what these
are, recall that the 0-th order propagator i[µν∆
0
ρσ](x; x
′) takes the form (3)
where the tensor factors (4-5) represent a sort of 3 + 1 decomposition into
purely spatial (A-type), mixed space and time (B-type), and temporal plus
trace (C-type) terms. The corresponding A, B and C scalar propagators are
most easily represented in terms of the de Sitter length function y(x; x′),
y(x; x′) ≡ H2a(η)a(η′)
[∥∥∥~x−~x′∥∥∥2 − (|η−η′| − iǫ)2
]
. (14)
The A-type propagator breaks de Sitter invariance [23, 24],
i∆A=
HD−2
(4π)
D
2
{
Γ(D
2
)
D
2
−1
(4
y
)D
2
−1
+
Γ(D
2
+1)
D
2
−2
(4
y
)D
2
−2
−
Γ(D−1)
Γ(D
2
)
[
π cot
(
π
D
2
)
−ln(aa′)
]
+
∞∑
n=1
[
1
n
Γ(n+D−1)
Γ(n+D
2
)
(y
4
)n
−
1
n−D
2
+2
Γ(n+D
2
+1)
Γ(n+2)
(y
4
)n−D
2
+2
]}
. (15)
In contrast, the B-type and C-type propagators are de Sitter invariant,2
i∆B =
HD−2
(4π)
D
2
{
Γ(D
2
)
D
2
−1
(4
y
)D
2
−1
+
∞∑
n=0
[
Γ(n+D
2
)
Γ(n+2)
(y
4
)n−D
2
+2
−
Γ(n+D−2)
Γ(n+D
2
)
(y
4
)n]}
,
(16)
i∆C =
HD−2
(4π)
D
2
{
Γ(D
2
)
D
2
−1
(4
y
)D
2
−1
−
∞∑
n=0
[(
n−
D
2
+3
)Γ(n+D
2
−1)
Γ(n+2)
(y
4
)n−D
2
+2
−(n+1)
Γ(n+D−3)
Γ(n+D
2
)
(y
4
)n]}
. (17)
We obviously require the convolution of any pair of these three propagators.
There is also the matter of derivatives, and the crucial factors of 1/a with
2The infinite sums (15-17) might seem intimidating but the simple D = 4 limits (6)
mean that only a few of the lowest terms need to be retained when divergences are present.
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which they are associated on de Sitter. Although the integrated propagators
of flat space (12) always carry two derivatives ∂µ∂ν
∂2
× i∆(x; x′), those on de
Sitter can also have one derivative or none. Hence our integrated propagators
on de Sitter involve a measure factor of aD, divided by zero, one, or two
powers of a,
Iµν(x; x
′) ≡ −i
∫
dDz aDz i∆µ(x; z)i∆ν(z; x
′) , (18)
Jµν(x; x
′) ≡ −i
∫
dDz aD−1z i∆µ(x; z)i∆ν(z; x
′) , (19)
Kµν(x; x
′) ≡ −i
∫
dDz aD−2z i∆µ(x; z)i∆ν(z; x
′) . (20)
The Appendix derives explicit results for these expressions.
As explained, the Iµν(x; x
′) integrals carry no derivatives, the Jµν(x; x
′)
carry one derivative, and the Kµν(x; x
′) integrals carry two derivatives. Al-
though these derivatives could be reflected outside the zµ integration to act
on either of the external variables xµ or x′µ, the result is cumbersome. (The
procedure is explained in the Appendix.) It is also possible that the effort
would be wasted if reducing the diagram in which the perturbed propagator
resides would be facilitated by retaining the original derivatives, or by reflect-
ing them to the opposite coordinate. We have therefore devised a notation
in which the symbol “Dµ” that
∂
∂zµ
acts on the left hand propagator. The
notation “Dµ” indicates that
∂
∂zµ
acts on the right hand propagator. Some
examples are,
DµJρσ(x; x
′) ≡ −i
∫
dDz aD−1z
∂i∆ρ(x; z)
∂zµ
i∆σ(z; x
′) , (21)
DµJρσ(x; x
′) ≡ −i
∫
dDz aD−1z i∆ρ(x; z)
∂i∆σ(z; x
′)
∂zµ
, (22)
DµDνKρσ(x; x
′) ≡ −i
∫
dDz aD−2z
∂2i∆µ(x; z)
∂zµ∂zν
i∆ν(z; x
′) . (23)
3.3 The δα and δβ Perturbations
Suppose we invert a full kinetic operator D which can be expressed as the
sum of a 0-th order D0 operator and a perturbation D1. The full propagator
can be expanded in familiar geometric series,
i
D0 +D1
=
i
D0
+
i
D0
× iD1×
i
D0
+
i
D0
× iD1×
i
D0
× iD1×
i
D0
+ . . . (24)
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The first order perturbation is the second term on the right hand side of (24).
Let us define the kinetic operator of a massless, minimally coupled scalar
as DA ≡ ∂µa
D−2∂µ. The graviton kinetic operator in our gauge (7) is,
Dµνρσ =
1
2
[
ηµ(ρησ)ν −
(2α−β2
2α
)
ηµνηρσ
]
DA +
(D−2
α
)
H2aDδ
(µ
0η
ν)(ρδ
σ)
0
−
(α−1
α
)
∂(ρaD−2ησ)(µ∂ν) +
(α−β
2α
)[
aD−2∂µ∂νηρσ+ηµν∂ρ∂σaD−2
]
. (25)
Expanding the kinetic operator (25) in δα and δβ gives,
Dµνρσ = Dµνρσ0 + δα×D
µνρσ
α + δβ×D
µνρσ
β +O(δ
2) , (26)
where the first three operators are,
Dµνρσ0 =
1
2
ηµ(ρησ)νDA −
1
4
ηµνηρσDA + (D−2)H
2aDδ
(µ
0η
ν)(ρδ
σ)
0 , (27)
Dµνρσα = −
1
4
ηµνηρσDA − (D−2)H
2aDδ
(µ
0η
ν)(ρδ
σ)
0
−∂(ρaD−2ησ)(µ∂ν) +
1
2
[
aD−2∂µ∂νηρσ + ηµν∂ρ∂σaD−2
]
, (28)
Dµνρσβ =
1
2
ηµνηρσDA −
1
2
[
aD−2∂µ∂νηρσ + ηµν∂ρ∂σaD−2
]
, (29)
From expression (24) the δα perturbation of the propagator is,
i
[
µν∆
α
ρσ
]
(x; x′) =
∫
dDz i
[
µν∆
0
αβ
]
(x; z)× iDαβγδα × i
[
γδ∆
0
ρσ
]
(z; x′) . (30)
We next substitute expressions (3) for the 0-th order propagator, and (28)
for the δα perturbation of the kinetic operator. After some tedious manip-
ulations the result can be expressed in terms of the integrated propagators
(18-20),
i
[
µν∆
α
ρσ
]
= 4(D−2)H2δ0(µην)(ρδ
0
σ)IBB −
4H2
D−2
EµνEρσICC
+
4H
D−3
{
−(D−2)ηµνδ
0
(ρDσ)JAB − ηµνEρσD0JAC + Eµνδ
0
(ρDσ)JCB
+
EµνEρσ
D−2
D0JCC
}
+
4H
D−3
{
−(D−2)ηρσδ
0
(µDν)JBA − EµνηρσD0JCA
8
+δ0(µDν)EρσJBC+
EµνEρσ
D−2
D0JCC
}
+
4D0D0
(D−3)2
{
ηµνηρσKAA+EµνEρσKCC
−ηµνEρσKAC−EµνηρσKCA
}
+
4
D−3
{
δ0(ρDσ)D0
[
−ηµνKAB+EµνKCB
]
−D0δ
0
(µDν)
[
ηρσKBA−EρσKBC
]}
−4
{
D(ρησ)(µDν)KAA+δ
0
(µην)(ρδ
0
σ)D0D0
×KBB−δ
0
(ρDσ)δ
0
(µDν)KBB+D0D(µην)(ρδ
0
σ)KAB+D(ρησ)(µδ
0
ν)D0KBA
}
. (31)
Recall that ηµν = ηµν + δµ0δ
ν
0 and E
µν ≡ (D − 3)δµ0δ
ν
0 + η
µν .
By analogy with (30), the δβ perturbation is,
i
[
µν∆
β
ρσ
]
(x; x′) =
∫
dDz i
[
µν∆
0
αβ
]
(x; z)× iDαβγδβ × i
[
γδ∆
0
ρσ
]
(z; x′) . (32)
Substituting the 0-th order propagator (3) and the δβ perturbation of the
knietic operator (29) gives,
i
[
µν∆
β
ρσ
]
= −
4(D−1)H2
(D−3)2
{
(D−2)ηµνηρσIAA −
[
ηµνEρσ+Eµνηρσ
]
IAC
+
EµνEρσICC
D − 2
}
−
4ηµν
D−3
{
DρDσKAA + 2δ
0
(ρDσ)D0KAB + δ
0
ρδ
0
σD
2
0KAC
+
ηρσD
2
0(KAC−KAA)
D − 3
}
+
4Eµν
(D−3)(D−2)
{
DρDσKCA + 2δ
0
(ρDσ)D0KCB
+δ0ρδ
0
σD
2
0KCC +
ηρσD
2
0(KCC−KCA)
D − 3
}
−
4ηρσ
D−3
{
DµDνKAA
+2δ0(µDν)D0KBA+δ
0
µδ
0
νD0
2KCA+
ηµνD0
2(KCA−KAA)
D − 3
}
+
4Eρσ
(D−3)(D−2)
×
{
DµDνKAC+2δ
0
(µDν)D0KBC+δ
0
µδ
0
νD0
2KCC+
ηµνD0
2(KCC−KAC)
D − 3
}
.(33)
Unlike the δα perturbation (31), the δβ perturbation has only diagonal tensor
factors and involves no Jµν(x; x
′) integrals.
4 Discussion
This paper concerns gauge dependence in the graviton propagator on de Sit-
ter background. In section 2 we generalized the simple gauge condition (2)
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to a 2-parameter family of gauges (7). The flat space limit of this family
coincides with the gauges employed in a study of how source and observer
corrections cancel gauge dependence in the effective field equation [16]. In
section 3 we argued that just the first order perturbations around the sim-
ple gauge provide two thirds of the checks made in that study. Our results
for these first order perturbations are equations (31) and (33). They are
expressed in terms of integrated propagators that are evaluated in the Ap-
pendix. All our work was done in D spacetime dimensions to facilitate the
use of dimensional regularization.
Even the first order perturbations are very complicated, and we do not
advocate using them for routine calculations. Their purpose is to provide
an explicit check that our technique for canceling gauge dependence [16]
works on de Sitter background. Establishing that fact is crucial, but once it
has been done, we expect that future computations will be made using the
simple gauge propagator [11,12]. The advantages of this propagator are that
its D = 4 limit is simple, that its tensor factors are independent of space and
time, and that the 1PI 2-point functions it produces are elementary functions
of the scale factors and the conformal coordinate interval. This is why just
one loop computation has been done in another gauge, and that computation
was only made to check gauge dependence.
The chief source of complication in our analysis is the factors of 1/a and
1/a2 that accompany derivatives inside convolutions of propagators (19-20).
This becomes apparent in the Appendix, when comparing the trivial result
(43-44) for the Iµν(x; x
′) convolution, which contains no factors of 1/a, with
the terrific effort expended to determine the Jµν(x; x
′) and Kµν(x; x
′) con-
volutions. In addition to facilitating checks of gauge dependence, this work
should prove useful for computing the expectation values of gauge invariant
measures of back-reaction [25]. Were we to push one order higher in the
perturbations δα and δβ there would be another convolution, but no more
factors of 1/a within any one integration, so perhaps the extra labor would
not be prohibitive. Note that including even one quadratic perturbation in
flat space would suffice to cover the full range of checks available in Table 1
from the all-orders result. Further, only two convolutions are required for
the full propagator (8) in flat space, so perhaps an all-orders result could be
obtained as well in de Sitter.
Finally, we should lay out our program of research concerning gauge de-
pendence on de Sitter background:
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1. Use the one graviton loop contribution to the 1PI 2-point function
of a massless, minimally coupled scalar [3] to check for logarithmic
corrections to the mode functions and the scalar exchange potential.
2. Use the simple propagator to include source and observer corrections
to see how large logarithms are affected.
3. Re-do 1-2 using (31) and (33) to check that source and observer cor-
rections cancel gauge dependence.
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5 Appendix: Integrated Propagators
This appendix concerns technical details of the three integrated propagators
(18-20). We begin by explaining how to reflect derivatives from one argument
of a propagator to the other. We then give exact results for Iµν(x; x
′), and
derive expansions for Jµν(x; x
′) and Kµν(x; x
′).
5.1 Reflecting Derivatives
Although we choose to keep the derivatives of (21-23) on the dummy variable
zµ, they could be reflected to the external variables using some identities
which were originally derived in [26]. Of course space derivatives reflect the
same as on flat space background,
∂i i∆ν(x; x
′) = −∂′i i∆ν(x; x
′) . (34)
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Reflecting the time derivatives requires that we explain the relation between
the index ν in the scalar propagator i∆ν(x; x
′) and the scalar mass m,
ν =
√
(D−1)2
4
−
m2
H2
. (35)
The three scalar propagators we employ correspond to masses and indices,
A =⇒ m2A = 0 , νA =
(D−1
2
)
, (36)
B =⇒ m2B = (D−2)H
2 , νB =
(D−3
2
)
= νA − 1 , (37)
C =⇒ m2C = 2(D−3)H
2 , νC =
(D−5
2
)
= νB − 1 . (38)
The temporal reflection identities are,[
∂0 + (νA−ν)Ha
]
i∆ν(x; x
′) = −
[
∂′0 + (νA+ν−1)Ha
′
]
i∆ν−1(x; x
′) , (39)[
∂0 + (νA+ν)Ha
]
i∆ν(x; x
′) = −
[
∂′0 + (νA−ν−1)Ha
′
]
i∆ν+1(x; x
′) . (40)
The specific reflection identities we need are,
∂0i∆A(x; x
′) = −
[
∂′0 + (D−2)Ha
′
]
i∆B(x; x
′) , (41)
(∂0+Ha)i∆B(x; x
′) = −
[
∂′0 + (D−3)Ha
′
]
i∆C(x; x
′) . (42)
5.2 Results
Exact results can be derived for Iµν(x; x
′) [27],
Iµν(x; x
′) =
i∆µ(x; x
′)−i∆ν(x; x
′)
m2µ−m
2
ν
, µ 6= ν , (43)
Iµµ(x; x
′) =
−1
2µH2
∂
∂µ
i∆µ(x; x
′) , (44)
where from now on we use a shorthand notation νµ≡µ. Although an asymp-
totic expansion can be derived for Jµν(x; x
′) [25], it is better, for our purposes,
to use the reflection identities (41) and (42) to express all the J-propagators
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in terms of derivatives of the K-propagators,
JAA =
1
(D−2)H
{[
∂0 + (D−2)Ha
]
KBA +
[
∂′0 + (D−2)Ha
′
]
KAB
}
, (45)
JBB =
−1
(D−2)H
{
∂0KAB + ∂
′
0KBA
}
, (46)
JCC =
−1
(D−4)H
{[
∂0 +Ha
]
KBC +
[
∂′0 +Ha
′
]
KCB
}
, (47)
JAB =
1
(D−3)H
{[
∂0 + (D−2)Ha
]
KBB +
[
∂′0 + (D−3)Ha
′
]
KAC
}
, (48)
JAC =
1
H
{[
∂0 + (D−2)Ha
]
KBC +
[
∂′0 +Ha
′
]
KAB
}
, (49)
JBC =
−1
(D−3)H
{
∂0KAC +
[
∂′0+Ha
′
]
KBB
}
. (50)
Thus we only need to compute the simpler K-propagators, which we do in
the remainder of the appendix. If necessary, analogous relations express-
ing I-propagators in terms of the derivatives of the J-propagators can be
constructed and used to check the correctness of the solutions.
We determine the K-propagators by solving the two equations of motion
they satisfy,
(
−M2µ
)
Kµν(x; x
′) =
1
a2
× i∆ν(x; x
′) , (51)
(
′ −M2ν
)
Kµν(x; x
′) =
1
a′2
× i∆µ(x; x
′) . (52)
Instead of the two coordinates x and x′, it is convenient to use different
variables – the de Sitter invariant distance y defined in (14), and the two-
time variables u=ln(aa′) and v=ln(a/a′). Furthermore, it is convenient to
rescale the K-propagators,
Kµν(x; x
′) =
HD−2 Γ(D−2
2
)
(4π)D/2
×
e−u
H2
×Kµν(y, u, v) , (53)
and to consider the difference and the sum of the equations (51) and (52),
respectively,{
8
∂
∂v
[
sh2
(v
2
) ∂
∂y
]
− 4 sh(v)
∂
∂u
∂
∂y
13
+
[
2y
∂
∂y
+2
∂
∂u
+D−3
]
∂
∂v
−
(µ2−ν2)
2
}
Kµν(y, u, v)
= sh(v) i∆+µν(y, u) + ch(v) i∆
−
µν(y, u) , (54){[
(4y−y2)
∂
∂y
−
(
D−2+2
∂
∂u
)
y − 8 sh2(
v
2
)
∂
∂u
+ 2(D−2)
]
∂
∂y
−
∂2
∂v2
+ 4
∂
∂v
[
sh(v)
∂
∂y
]
−
∂2
∂u2
− (D−3)
∂
∂u
+
(µ2+ν2)
2
−
(D−3)2
4
}
Kµν(y, u, v)
= ch(v) i∆+µν(y, u) + sh(v) i∆
−
µν(y, u) , (55)
where the sources on the right hand side are rescaled sums and differences
of the scalar propagators (15-17), defined as,
i∆±µν(y, u) =
[
HD−2 Γ(D−2
2
)
(4π)D/2
]−1
×
1
2
[
i∆µ(x; x
′)± i∆ν(x; x
′)
]
. (56)
We solve the equations (54) and (55) as a power series in y around y=0. In
order to satisfy the original equations (51) and (52), this power series has to
take the form,
Kµν(y, u, v) = −
2(Eµν)0
(D−4)
(y
4
)−D−4
2 +
2(Fµν)0
(D−4)
+
∞∑
n=1
[
(Eµν)n
n− D−4
2
(y
4
)n−D−4
2 −
(Fµν)n
n
(y
4
)n]
, (57)
where numerical factors have been taken out for convenience, and where the
coefficients (Eµν)n and (Fµν)n that we need to determine are functions of
variables u and v in general. The equations of motion for these coefficients
follow from the full equations (54) and (55). It is useful to define an analogous
power series expansion of the sum and the difference of the scalar propagators
from (56),
i∆+µν(x; x
′) =
(y
4
)−D−2
2 +
∞∑
n=0
[
(S+µν)n
(y
4
)n−D−4
2 − (Q+µν)n
(y
4
)n]
, (58)
i∆−µν(x; x
′) =
∞∑
n=0
[
(S−µν)n
(y
4
)n−D−4
2 − (Q−µν)n
(y
4
)n]
, (59)
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where the coefficients of these expansions can be read off by comparing (56)
to the power series of the scalar propagators (15-17),
(S±µν)n =
Γ(4−D
2
)
2(n+1)! Γ(6−D
2
+n)
(n ≥ 0)
×
[
Γ(3
2
+µ+n)Γ(3
2
−µ+n)
Γ(1
2
+µ) Γ(1
2
−µ)
±
Γ(3
2
+ν+n) Γ(3
2
−ν+n)
Γ(1
2
+ν) Γ(1
2
−ν)
]
, (60)
(Q±AA)0 =
Γ(D−1)
2 Γ(D
2
) Γ(D−2
2
)
[
−
A1 Γ(
D
2
)
Γ(D−1)
− u
]
(1± 1) , (61)
(Q±BB)0 =
Γ(D−2)
2 Γ(D
2
) Γ(D−2
2
)
(1± 1) , (62)
(Q±CC)0 = −
Γ(D−3)
2 Γ(D
2
) Γ(D−2
2
)
(1± 1) , (63)
(Q±AB)0 =
Γ(D−1)
2 Γ(D
2
) Γ(D−2
2
)
[
−
A1 Γ(
D
2
)
Γ(D−1)
±
1
(D−2)
− u
]
, (64)
(Q±AC)0 =
Γ(D−1)
2 Γ(D
2
) Γ(D−2
2
)
[
−
A1 Γ(
D
2
)
Γ(D−1)
∓
1
(D−2)(D−3)
− u
]
, (65)
(Q±BC)0 =
Γ(D−3)
2 Γ(D
2
) Γ(D−2
2
)
(D − 3∓ 1) (66)
(Q±µν)n =
Γ(4−D
2
)
2n! Γ(D
2
+n)
(n ≥ 1)
×
[
Γ(D−1
2
+n+µ) Γ(D−1
2
+n−µ)
Γ(1
2
+µ) Γ(1
2
−µ)
±
Γ(D−1
2
+n+ν) Γ(D−1
2
+n−ν)
Γ(1
2
+ν) Γ(1
2
−ν)
]
, (67)
where the constant A1 is,
A1 = −
Γ(D−1)
Γ(D
2
)
πcot
(
π
D
2
)
, (68)
and where ψ(z) = Γ′(z)/Γ(z) is the digamma function. Note that some
coefficients from the integer series depend linearly on u= ln(aa′), and that
this dependence descends from the de Sitter breaking part of the A-type
propagator (15).
Since the equations for the coefficients of the non-integer power series (57)
decouple from the equations for the integer ones, we solve for them separately
in the following subsections.
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5.2.1 Non-integer power series
The equations for the non-integer power series coefficients, descending from
Eq. (54) are,
2
∂
∂v
[
sh2
(v
2
)
(Eµν)0
]
− sh(v)
∂
∂u
(Eµν)0 = sh(v) , (69)
2
∂
∂v
[
sh2
(v
2
)
(Eµν)n
]
− sh(v)
∂
∂u
(Eµν)n (n ≥ 1)
=
−1
(n−D−2
2
)
[(
2n−1+2
∂
∂u
)
∂
∂v
−
(µ2−ν2)
2
]
(Eµν)n−1
+ sh(v) (S+µν)n−1 + ch(v) (S
−
µν)n−1 . (70)
while the ones descending from Eq. (55) are,
∂
∂v
[
sh(v)(Eµν)0
]
− 2 sh2
(v
2
) ∂
∂u
(Eµν)0 = ch(v) , (71)
∂
∂v
[
sh(v)(Eµν)n
]
− 2 sh2
(v
2
) ∂
∂u
(Eµν)n + n(Eµν)n (n ≥ 1)
=
1
(n−D−2
2
)
[(
n−
D−2
2
)(
n+
D−4
2
+2
∂
∂u
)
+
∂2
∂v2
+
∂2
∂u2
+ (D−3)
∂
∂u
+
(D−3)2
4
−
(µ2+ν2)
2
]
(Eµν)n−1
+ch(v) (S+µν)n−1 + sh(v) (S
−
µν)n−1 . (72)
The leading coefficient that simultaneously solves (69) and (71), and is
finite in the time coincidence limit (i.e. limit v→0) is unique,
(Eµν)0 = 1 , (73)
and is independent of the indices (µ, ν = A,B,C). This solution is taken
as the germ of the recurrence in (70), which can be easily integrated as it
is only a first order differential equation. Iterating this equation generates
higher coefficients of the expansion, and all the integration constants are
uniquely fixed by demanding expressions to be finite for v→ 0. The first
couple of higher order coefficients are,
(Eµν)1 = (S
+
µν)0 +
(µ2−ν2)
2(D−4)
[
sh(v)−v
sh2(v
2
)
]
, (74)
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(Eµν)2 = (S
+
µν)1 +
3(µ2−ν2)
2(D−4)(D−6)
[
3sh(v)− v[1+2 ch(v)]
3sh4(v
2
)
]
+
(µ2−ν2)
2(D−4)(D−6)
[
2 sh(v
2
)− v ch(v
2
)
sh3(v
2
)
]
+
(µ2−ν2)(µ2+ν2− 5
2
)
2(D−4)(D−6)
[
sh(v)−v
sh2(v
2
)
]
. (75)
Specialization of the expressions above to particular types A,B,C is simply
accomplished by plugging in the specific parameters (36-38). As opposed to
the general case where the coefficients take complicated forms above, in the
special case of diagonal propagators (ν=µ) we can solve the recurrence in a
closed form to all orders,
(Eµµ)0 = 1 , (Eµµ)n = (S
+
µµ)n−1 , (n ≥ 1) . (76)
5.2.2 Integer power series
The equations for the coefficients of the integer power series in (57) that
descend from (54) are,
2
∂
∂v
[
sh2
(v
2
)
(Fµν)1
]
− sh(v)
∂
∂u
(Fµν)1
−
2
(D−4)
[(
2
∂
∂u
+D−3
)
∂
∂v
−
(µ2−ν2)
2
]
(Fµν)0
= sh(v) (Q+µν)0 + ch(v) (Q
−
µν)0 , (77)
2
∂
∂v
[
sh2
(v
2
)
(Fµν)n
]
− sh(v)
∂
∂u
(Fµν)n (n ≥ 2)
=
−1
(n−1)
[(
2n+D−5+2
∂
∂u
)
∂
∂v
−
(µ2−ν2)
2
]
(Fµν)n−1
+sh(v) (Q+µν)n−1 + ch(v) (Q
−
µν)n−1 , (78)
and the equations that descend from (55),
∂
∂v
[
sh(v)(Fµν)1
]
+
[
D−2
2
− 2 sh2(
v
2
)
∂
∂u
]
(Fµν)1
+
2
(D−4)
[
∂2
∂v2
+
∂2
∂u2
+ (D−3)
∂
∂u
+
(D−3)2
4
−
(µ2+ν2)
2
]
(Fµν)0
17
= ch(v) (Q+µν)0 + sh(v) (Q
−
µν)0 , (79)
∂
∂v
[
sh(v)(Fµν)n
]
+
[
n+
D−4
2
−2 sh2
(v
2
) ∂
∂u
]
(Fµν)n (n ≥ 2)
=
1
(n−1)
[
∂2
∂v2
+
∂2
∂u2
+ (2n+D−5)
∂
∂u
+(n−1)(n+D−4) +
(D−3)2
4
−
(µ2+ν2)
2
]
(Fµν)n−1
+ch(v) (Q+µν)n−1 + sh(v) (Q
−
µν)n−1 . (80)
In the equations above the first two leading coefficients satisfy two coupled
equations (77) and (79), as opposed to the equations for non-integer coeffi-
cients where only the leading coefficient appears in the leading order equa-
tions. This difference complicates the problem since now the first two leading
coefficients are required to set off the recurrence defining the higher order co-
efficients.
For the diagonal propagators we can find the coefficients at all orders in
a closed form,
(FAA)0 =
(D−4)
4
(Q+AA)0 −
(2D−3) Γ(D−2)
2 Γ(D
2
) Γ(D−4
2
)
, (81)
(FAA)1 = (Q
+
AA)0 −
Γ(D−1)
Γ(D
2
) Γ(D−2
2
)
, (82)
(FAA)n = (Q
+
AA)n−1 , (n ≥ 2) (83)
(FBB)0 = 1−
(D−2)(D−4)
4(D−3)
(Q+BB)0 u , (84)
(FBB)n = (Q
+
BB)n−1 , (n ≥ 1) (85)
(FCC)0 = −
(D−2)
4
(Q+CC)0 +
1
2
e−(D−4)u , (86)
(FCC)n = (Q
+
CC)n−1 . (n ≥ 1) (87)
The homogeneous parts of the solutions for the leading coefficients were fixed
by requiring that the limit D→4 of the full propagator exists off-coincidence.
The off-diagonal coefficients are considerably more difficult to solve for,
and we give the solutions for the coefficients in terms of the power series in v,
(Fµν)n =
∞∑
k=0
(Fµν)
k
n v
k . (88)
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This expansion, together with power series in y from (57), makes the answer
for the off-diagonal K-propagators take the form of a double power series in
terms less and less singular in the space-time coincidence limit. The solutions
for the coefficients in (88) are found by expanding the hyperbolic functions
in Eqs. (77-78), and organizing the equations by orders in v. The two leading
equations (77) and (79) have to be solved first, as they couple only (Fµν)0
and (Fµν)1. We give the first several terms in the v-expansion of these two
in the following form,
(Fµν)
0
0 =
(D−4)
(µ2−ν2)
(Q−µν)0 , (Fµν)
1
0 = 0 , (89)
(Fµν)
2
0 =
−D(D−4)
4(D−1)(D−2)
[
1−
2
(D−2)
∂
∂u
]{
1
D
[
D−2+2
∂
∂u
]
(Q+µν)0
+
(
1 +
∂
∂u
)[
(D−3)
∂
∂u
+
(D−3)2
4
−
(µ2+ν2)
2
]
4(Q−µν)0
D(µ2−ν2)
}
, (90)
(Fµν)
0
1 =
2
D
{
−
4(Fµν)
2
0
(D−4)
+ (Q+µν)0
−
[
(D−3)
∂
∂u
+
(D−3)2
4
−
(µ2+ν2)
2
]
2(Q−µν)0
(µ2−ν2)
}
, (91)
(Fµν)
3
0 =
−(D+2)(D−4)
6D(D−1)
[
1−
2
(D−1)
∂
∂u
]
×
{
1
2
(Q−µν)0 −
(µ2−ν2)
(D−4)
(Fµν)
2
0 −
(
3
2
−
∂
∂u
)2(Q−µν)0
(D+2)
}
, (92)
(Fµν)
1
1 =
2
(D+2)
[
(Q−µν)0 −
12
(D−4)
(Fµν)
3
0
]
, (93)
which is also the order in which they are conveniently solved for. In the
expressions above all the coefficients are assumed to be (at most) linear
functions of u, as is also true for the coefficients (64-67). The leading co-
efficient in (89) and other homogeneous solutions are chosen such that (i)
the regular (D−4) limit of the full K-propagators exists, (ii) the subleading
coefficients take simpler form. This choice is consistent due to the fact that
the (Q±µν) coefficients of the three types (µ, ν) = (A,B,C) satisfy a consis-
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tency relation,[
(D−1)
∂
∂u
+
(D−1)2
4
−
(µ2+ν2)
2
]
(Q−µν)0+
(µ2−ν2)
2
(Q+µν)0 −
D
2
(Q−µν)1 = 0 ,
(94)
which guarantees that the solutions of the leading Eqs. (77) and (79) that
we found are consistent with higher order equations Eqs. (78) and (80).
The higher order coefficients are now easily generated from the lower
order ones (89-93), by using either of equations (78) or (80), e.g.,
(Fµν)
0
2 =
2
(D+2)
{
2(Fµν)
2
1 + (Q
+
µν)1
+
[
(D−1)
∂
∂u
+
(D−1)2
4
−
(µ2+ν2)
2
]
(Fµν)
0
1
}
, (95)
(Fµν)
1
2 = −
2
(D+1)
[
1 +
2
(D+1)
∂
∂u
]{
(µ2−ν2)
4
(Fµν)
0
2 + (Q
−
µν)2
}
, (96)
(Fµν)
2
2 =
1
(D+3)(D+2)
[
1−
2
(D+2)
∂
∂u
]{
(D+4)(µ2−ν2)
4
(Fµν)
1
2
−
(
1−
∂
∂u
)[
(D+1)
∂
∂u
+
(D+1)2
4
−
(µ2+ν2)
2
]
(Fµν)
0
2
}
+
(Q+µν)2
(D+3)
. (97)
5.2.3 Final expressions
Having solved for all the coefficients of the diagonal K-propagators, we can
write the full solutions in a closed form,
KAA(x; x
′) =
e−u
H2
{
1
4
I[A(y)] +
HD−2 Γ(D−2
2
)
(4π)D/2
×
Γ(D−1)
4 Γ(D
2
) Γ(D−2
2
)
×
[
−
2A1Γ(
D
2
)
Γ(D−1)
−
2(2D−3)
(D−2)
− (2−y)u+ y
]}
, (98)
KBB(x; x
′) =
e−u
H2
{
1
4
I[B(y)] +
HD−2 Γ(D−2
2
)
(4π)D/2
[
2
(D−4)
−
Γ(D−3)
Γ2(D−2
2
)
u
]}
, (99)
KCC(x; x
′) =
e−u
H2
{
1
4
I[C(y)] +
HD−2 Γ(D−2
2
)
(4π)D/2
[
Γ(D−4)
Γ2(D−2
2
)
+
e−(D−4)u
(D−4)
]}
, (100)
where we define the primitive function I[f(y)] =
∫ ydy′ f(y′). Four relations
deriving from the reflection identities (41) and (42),
∂0KAA +
[
∂′0 + (D−2)Ha
′
]
KBB = 0 , (101)
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∂′0KAA +
[
∂0 + (D−2)Ha
]
KBB = 0 , (102)[
∂0 +Ha
]
KBB +
[
∂′0 + (D−3)Ha
′
]
KCC = 0 , (103)[
∂′0 +Ha
′
]
KBB +
[
∂0 + (D−3)Ha
]
KCC = 0 , (104)
can be used to check the consistency of the solutions.
The off-diagonal K-propagators can be given in terms of the power se-
ries (57), where the coefficients of the non-integer powers are given by (73-75)
and the recurrence relation (70), and the leading coefficients of the integer
powers are given in (89-93), with Eqs. (77) and (80) generating the higher
coefficients.
The expressions for the J-propagators are obtained from (45-50), by act-
ing first-order the derivative operators on the K-propagators whose solutions
we have found here. A number of relations that relate the J-propagators with
the I-propagators can be derived from reflection identities (41) and (42), e.g.
∂0JAA +
[
∂′0 + (D−2)Ha
′
]
JBB = HIAB , (105)
∂′0JAA +
[
∂0 + (D−2)Ha
]
JBB = HIAB . (106)
and can be used to independently check the validity of the solutions.
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