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We have continued our earlier studies on entire solutions of some special type linear
homogeneous partial differential equations. Speciﬁcally, we deal with entire solutions
of the equations that are represented in convergent series of Bessel polynomials, and
determine orders and types of the solutions, in terms of their Taylor coeﬃcients, by
establishing an analogue of Lindelöf–Pringsheim theorem as well as Wiman–Valiron type
theory for such functions. Finally, by using value distribution theory of holomorphic
functions, we are able to exhibit some uniqueness theorems of the entire (or meromorphic)
solutions.
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1. Introduction
We studied existence and behavior of global meromorphic solutions of homogeneous linear partial differential equations
of the second order in two independent complex variables
a0
∂2u
∂t2
+ 2a1 ∂
2u
∂t∂z
+ a2 ∂
2u
∂z2
+ a3 ∂u
∂t
+ a4 ∂u
∂z
+ a6u = 0, (1)
where ak = ak(t, z) are polynomials for (t, z) ∈C2 (see [14]). In particular, we examined the following special case of Eq. (1),
i.e. when a6 is not identically zero,
t2
∂2u
∂t2
− z2 ∂
2u
∂z2
+ t ∂u
∂t
− z ∂u
∂z
+ t2u = 0. (2)
However, we have noticed that some properties of global solutions of Eq. (1) are quite different, depending on whether a6
is identically zero or not (see [14]). As a further illustration of this observation, here we study the following special case of
Eq. (1) with a6 = 0
t2
∂2u
∂t2
− z2 ∂
2u
∂z2
+ (2t + 2) ∂u
∂t
− 2z ∂u
∂z
= 0. (3)
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yn(t) =
n∑
k=0
(n + k)!
(n − k)!k!
(
t
2
)k
which satisfy the differential equation
t2
d2w
dt2
+ (2t + 2)dw
dt
− n(n + 1)w = 0. (4)
The question of formal expansions
f (t) ∼
∞∑
n=0
c˜n yn(t)
has been asked and answered already by Krall and Frink [15]. P. Rusev [19] indicates suﬃcient conditions for the conver-
gence of series in Bessel polynomials, similar to those corresponding to series in Jacobi polynomials inside an ellipse with
foci at 1 and −1. However, the determination of necessary and suﬃcient conditions on f (t), for the convergence, or the
summability to f (t) of the series appears to be an open problem (see [9]). This problem has an answer if we study functions
f (t, z) of two variables replacing f (t), and is closely related the partial differential equation (3).
Theorem 1.1. The partial differential equation (3) has an entire solution u = f (t, z) on C2 if and only if u = f (t, z) has a series
expansion
f (t, z) =
∞∑
n=0
cn
n! yn(t)z
n (5)
such that
limsup
n→∞
n
√|cn| = 0. (6)
For Eq. (2), we have a similar result in which yn(t) is replaced by (n!)2 Jn(t), where Jn(t) is the ﬁrst kind of Bessel’s
function of order n (see [14]). In fact, according to the proof of Theorem 1.1, we ﬁnd that when 0 < R < ∞, where
1
R
= limsup
n→∞
n
√|cn|,
the series (5) converges in the domain
DR =
{
(t, z) ∈C2 ∣∣ 2|tz| < R}.
For example, the generating function of Bessel polynomials has the expansion (cf. [15])
(1− 2tz)− 12 exp
(
1
t
{
1− (1− 2tz) 12 })= ∞∑
n=0
yn(t)
n! z
n
in the domain D1. By using the orthogonality of Bessel polynomials (cf. [15,9]), it follows that the coeﬃcients of (5) are
given by integrating counter-clockwise around the unit circle
cn = (−1)n+1 n!
2π i
(
n + 1
2
)
z−n
∫
|t|=1
f (t, z)yn(t)e
− 2t dt.
Global solutions of some ﬁrst-order partial differential equations (or system) were studied by Berenstein and Li [2], Hu
and Yang [12], Li [16], Li and Saleeby [17], and so on. Chiang and Ismail [6] found that solutions of the equation
d2w
dt2
+ (K1et − K0)w = 0,
where K0, K1 are complex constant, are closely related to Bessel functions (or polynomials). We [14] found some properties
of entire solutions of linear homogeneous partial differential equations of the second order. In this paper, we prove several
results on entire solutions of the special equation (3) by using Theorem 1.1.
If f is an entire function on C2, by using the maximum modulus
M(r, f ) = max ∣∣ f (t, z)∣∣,
|t|r,|z|r
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ord( f ) = limsup
r→∞
log+ log+ M(r, f )
log r
,
where
log+ x =
{
log x, if x 1;
0, if x < 1.
For an entire function of several variables, there are a little results determining some relations between its growth and the
coeﬃcients of Taylor expansion, except for the Cauchy’s inequality. However, for an entire solution of (3), or equivalently,
the entire function (5) satisfying (6), we can prove an analogue of Lindelöf–Pringsheim theorem determining order of the
function by using its coeﬃcients cn:
Theorem 1.2. If f (t, z) is an entire solution of (3) deﬁned by (5) and (6), then
ord( f ) = limsup
n→∞
2 logn
log 1n√|cn|
.
By using Theorem 1.1 and Theorem 1.2, we can construct entire solutions of (3) with arbitrary order. However, the orders
of entire solutions of a linear homogeneous ordinary differential equations (ODE) with polynomial coeﬃcients are almost
completely determined by its coeﬃcients according to a theorem due to Valiron [24], which are positive rational numbers.
These facts show that entire solutions of PDE and ODE have quite different phenomenon.
If 0 < ord( f ) < ∞, we deﬁne the type of f by
typ( f ) = limsup
r→∞
log+ M(r, f )
rλ
,
where λ = ord( f ). We also have an analogue of Lindelöf–Pringsheim theorem determining the type of an entire function:
Theorem 1.3. If f (t, z) is an entire solution of (3) deﬁned by (5) and (6) such that 0 < λ = ord( f ) < ∞, then the type σ = typ( f )
satisﬁes
eλσ = 2λ/2 limsup
n→∞
2n 2n
√
|cn|λ.
Here we note that in original Lindelöf–Pringsheim theorem on entire functions of one variable, those formulae do not
contain the factors 2. If f (t, z) is an entire solution of (2) of ﬁnite order > 1, there are facts similar to Theorem 1.2 and
Theorem 1.3, but there are no such results for the case of order  1 (see [14]).
W.H.J. Fuchs [8] asked whether formulations of the Wiman–Valiron method, applicable to entire functions of a single
variable, might be generalized to entire functions of two variables. Schumitzky’s thesis [20,21], which develops Rosenbloom’s
probabilistic methods [18], was in part the prompt for Fuchs’s question. One of the main results is an inequality for the
maximum modulus of an entire functions of two complex variables (in fact, Schumitzky deals with the general n-variable
case) in terms of the maximum term of the Taylor series of the function, which is similar to inequality (7). Fenton [7]
gave an alternative account of Wiman–Valiron theory by way of comparison series following from Hayman [10] that allows,
among other things, a sharpening of the Schumitzky’s inequality. However, we can do this job better for the entire solutions
of (3). Following Wiman–Valiron theory, for r  0 we deﬁne the maximum term
μ(r) = max
n0
|cn|
n! yn(r)r
n
and central index
ν(r) = max
{
m
∣∣∣μ(r) = |cm|
m! ym(r)r
m
}
of the entire function (5). Similar to the cases of entire functions of one complex variable, the functions μ(r) and ν(r) have
good behavior, and determine completely the growth of f .
Theorem 1.4. If f (t, z) is an entire solution of (3) deﬁned by (5) and (6), we have
ord( f ) = limsup
r→∞
log+ log+ μ(r)
log r
= limsup
r→∞
log+ ν(r)
log r
.
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lim
r→∞
logM(r, f )
logμ(r)
= 1.
Similar to a result on entire functions of one variable (cf. [25, Theorem 2.47]), we exhibit conditions that the equation
f (t, z) − a = 0 always has roots for any complex number a:
Theorem 1.6. If f (t, z) is a transcendental entire solution of (3) deﬁned by (5) and (6) such that ord( f ) < ∞, and satisﬁes one of the
following conditions
(i) ord( f ) = 0 or ord( f ) is not an integer;
(ii) ord( f ) is a positive integer λ, and for some integer j  0
c j = c j+1 = · · · = c j+λ−1 = 0,
then f :C2 −→C is surjective.
For a real number x, let [x] denote the maximal integer  x. We give an analogue of Anastassiadis’s theorem [1] on
uniqueness of entire functions of one variable.
Theorem 1.7. Let f (t, z) and g(t, z) be transcendental entire solutions of (3) such that ord( f ) < ∞, ord(g) < ∞, and
∂ j f
∂z j
(0,0) = ∂
j g
∂z j
(0,0), j = 0,1, . . . ,q,
where
q = max{[ord( f )], [ord(g)]}.
If there exists a complex number a = f (0,0) such that f and g share a counting multiplicity, then we have f = g.
Nevanlinna’s four value theorem states that if two meromorphic functions f and g share four distinct values counting
multiplicities, then g must be a fractional linear transformation of f , which is also called a Möbius transformation of f .
These conditions sharing values may be weakened if one of the functions, say f , is a meromorphic solution of (3). For
technical reason, here we study only meromorphic functions of ﬁnite orders. The order of a meromorphic function of
several variables may be deﬁned by using its Nevanlinna’s characteristic function (cf. [13,23]).
Theorem 1.8. Let f (t, z) be a non-constant meromorphic solution of (3) such that ord( f ) < ∞ and let g(t, z) be a non-constant
meromorphic function of ﬁnite order on C2 . Assume that f and g share 0, 1, ∞ counting multiplicities. Then g must be a Möbius
transformation of f . Moreover, one of the following four cases is occurred:
(a) g = f ;
(b) g f = 1;
(c) g f = f + g;
(d) there exist a constant b = 1 and a polynomial β such that
f = 1
b − 1
(
eβ − 1), g = b
b − 1
(
1− e−β).
For Eq. (2), we do not know the analogues of Theorem 1.4 and Theorem 1.5, but there is a result similar to Theorem 1.7.
However, Theorem 1.6 has a stronger form, and the form of uniqueness theorem corresponding to Theorem 1.8 is simple
(see [14]).
2. Proof of Theorem 1.1
First of all, we assume that u = f (t, z) is an entire function on C2 satisfying (3). Then we have Taylor expansion
f (t, z) =
∞∑
n=0
wn(t)
n! z
n,
where
wn(t) = ∂
n f
n
(t,0).∂z
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differential equation (4) is e2/t yn(−t). Therefore there exist constants cn and dn such that
wn(t) = cn yn(t) + dne2/t yn(−t).
This equation yields easily dn = 0 by studying the singularity at t = 0. Thus we obtain the expansion (5).
Asymptotic properties of Bessel polynomials were considered already in [22] (or see [9]). It was shown there that, for
ﬁxed t = 0 and n → ∞
yn(t) ∼ (2n)!
2nn! t
ne
1
t .
If one uses Stirling’s formula for the factorials, this is seen to be equivalent to
yn(t) ∼
√
2
(
2nt
e
)n
e
1
t .
Moreover, for n > 1,∣∣∣∣yn(t) − (2n)!2nn! tne 1t
∣∣∣∣ Kn(t)
∣∣∣∣ (2n)!2nn! tne 1t
∣∣∣∣,
where
Kn(t) = 1
4(n − 1)
∣∣∣∣ 1t2 e
1
|t| − 1t
∣∣∣∣.
Therefore
limsup
n→∞
n
√∣∣∣∣cn yn(t)n! zn
∣∣∣∣= 2|tz| limsup
n→∞
n
√|cn|.
Thus (6) follows since f (t, z) is entire.
Conversely, if (5) and (6) hold, it is trivial to check that f (t, z) is an entire function (see above arguments) and satisﬁes
the partial differential equation (3) since
t2
∂2 f
∂t2
− z2 ∂
2 f
∂z2
+ (2t + 2) ∂ f
∂t
− 2z ∂ f
∂z
=
∞∑
n=0
cn
n!
(
t2
d2 yn
dt2
+ (2t + 2)dyn
dt
− n(n + 1)yn
)
zn = 0
by noting that yn is a solution of (4).
3. Proof of Theorem 1.2
Write
ρ = limsup
n→∞
2 logn
log 1n√|cn|
.
We ﬁrst show ρ  ord( f ). Without loss of generality, we may assume 0 < ρ ∞. Take ε with 0 < ε < ρ and set
k =
{
ρ − ε, if ρ < ∞;
1
ε , if ρ = ∞.
Then there exists a sequence n j → ∞ such that
2n j logn j  k log
1
|cn j |
.
Note that
∂2n f
∂tn∂zn
(0,0) = cn y(n)n (0) = (2n)!2n cn.
By using the Cauchy’s inequality∣∣∣∣ ∂2n fn n (0,0)
∣∣∣∣ (n!)2r−2nM(r, f ),∂t ∂z
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logM(r, f ) log |cn| + 2n log r + log (2n)!
2n(n!)2 .
Since the Stirling’s formula implies
(2n)!
2n(n!)2 ∼
2n√
πn
,
then when j is large we have
logM(r, f ) log |cn j | + 2n j log r + (n j − 1) log2−
1
2
logn j > 2n j
(
log r − 1
k
logn j
)
.
Now we take
r j = (en j) 1k .
If j is large, we obtain
logM(r j, f ) >
2
ek
rkj ,
which means
ord( f ) limsup
j→∞
log+ log+ M(r j, f )
log r j
 k,
and hence ord( f ) ρ follows by letting ε → 0.
Next we show reversed inequality ord( f )  ρ . To do this, we may assume ρ < ∞. For any ε > 0, there exists n0 > 1
such that when n n0,
0 2 logn
log 1n√|cn|
< ρ + ε,
that is,
|cn| < n−
2n
ρ+ε .
However, when |t| = r, r  2,
M(r, f )
n0−1∑
n=0
|cn yn(t)|
n! r
n + 2∣∣e 1t ∣∣ ∞∑
n=n0
2n√
n
n−
2n
ρ+ε r2n  Ar2n0−2 + 2e
∞∑
n=n0
n−
2n
ρ+ε
(
2r2
)n
.
Put m(r) = (2r)ρ+ε . Then
∑
nm(r)
n−
2n
ρ+ε
(
2r2
)n  ∞∑
n=0
1
2n
= 2.
We also have
∑
non<m(r)
n−
2n
ρ+ε
(
2r2
)n  (2r2)m(r) ∞∑
n=1
n−
2n
ρ+ε = B(2r2)m(r).
Therefore
M(r, f ) Ar2n0−2 + 2eB(2r2)m(r) + 4e,
which means
ord( f ) = limsup
r→∞
log+ log+ M(r, f )
log r
 ρ + ε.
Hence ord( f ) ρ follows by letting ε → 0.
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Set

 = 2λ/2 limsup
n→∞
2n 2n
√
|cn|λ.
We ﬁrst show 
 eλσ . To do it, we may assume 
 < ∞. Then for any ε > 0, there exists n0 > 1 such that when n n0,
2λ/22n 2n
√
|cn|λ < 
 + ε,
or equivalently
2n|cn| <
(

 + ε
2n
) 2n
λ
.
Therefore when |t| = r, r  2,
M(r, f ) Ar2n0−2 + 2∣∣e 1t ∣∣ ∑
nn0
1√
n
(

 + ε
2n
) 2n
λ
r2n.
Note that for a > 0, b > 0,
max
x>0
(
a
x
) x
b = exp
(
a
eb
)
.
Then,
∑
n0n<(
+ε)rλ
1√
n
(

 + ε
2n
) 2n
λ
r2n  (
 + ε)rλ exp
(
(
 + ε)rλ
eλ
)
,
however
∑
n(
+ε)rλ
1√
n
(

 + ε
2n
) 2n
λ
r2n 
∞∑
n=0
1
4n/λ
= 4
1/λ
41/λ − 1 = C .
Therefore
M(r, f ) Ar2n0−2 + 2∣∣e 1t ∣∣(
 + ε)rλ exp( (
 + ε)rλ
eλ
)
+ 2∣∣e 1t ∣∣C,
which easily yields
σ  
 + ε
eλ
,
that is, eλσ  
 if letting ε → 0.
Finally, we show the converse inequality eλσ  
. Now we may assume 
 > 0. Take ε with 0 < ε < 
 and set
κ =
{

 − ε, if 
 < ∞;
1
ε , if 
 = ∞.
Then there exists a sequence n j → ∞ satisfying
2λ/22n j 2n j
√
|cn j |λ > κ,
or equivalently
2n j |cn j | >
(
κ
2n j
) 2n j
λ
.
By using the Cauchy’s inequality
(2n)!
n
|cn| (n!)2r−2nM(r, f ),
2
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M(r, f ) 1
2
√
n j
(
κ
2n j
rλ
) 2n j
λ
,
where the Stirling’s formula was used. Take
rλj =
2en j
κ
.
We obtain
M(r j, f )
1
2
(
κ
2e
rλj
)− 12
exp
(
κ
eλ
rλj
)
,
which yields
σ  limsup
j→∞
log+ M(r j, f )
rλj
 κ
eλ
.
Hence eλσ  
 follows by letting ε → 0.
5. Basic properties of μ(r) and ν(r)
The following facts are basic:
Proposition 5.1. If f (t, z) is a non-constant entire solution of (3) deﬁned by (5) and (6), then we have that
(i) there exists r0 > 0 such that when r  r0 , μ(r) increases strictly and satisﬁes
lim
r→∞μ(r) = ∞;
(ii) ν(r) is non-decreasing, and is right-continuous. In particular, if f is transcendental, then ν(r) satisﬁes
lim
r→∞ν(r) = ∞;
(iii) μ(r) is continuous.
The proof of Proposition 5.1 is postponed to Appendix A.
Lemma 5.2. If f (t, z) is an entire solution of (3) deﬁned by (5) and (6) such that c0 = 0, then
logμ(r) = log |c0| +
r∫
0
{
yν(x)+1(x)
yν(x)(x)
− x− 1
}
dx
x2
.
Proof. Let 0 = r0 < r1 < · · · be the discontinuity points of ν(x). Then ν(x) =m is a constant when x ∈ (ri, ri+1). We have
μ(x) = dm ym(x)xm, x ∈ (ri, ri+1),
where
dm = |cm|
m! .
By using the recurrence relations (cf. [15])
x2 y′m(x) = ym+1(x) −
{
(m + 1)x+ 1}ym(x),
we obtain
μ′(x) = dm y′m(x)xm +mdmym(x)xm−1 =
μ(x)
x2
{
ym+1(x)
ym(x)
− x− 1
}
.
Since μ is a continuous function, we see
logμ(r) − logμ(0) =
r∫
0
μ′(x)
μ(x)
dx =
r∫
0
{
yν(x)+1(x)
yν(x)(x)
− x− 1
}
dx
x2
,
and so the lemma follows since μ(0) = |c0|. 
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M(r, f ) 2μ(r)
{
ν(R) + 2R
R − r
}
.
Proof. Set m = ν(R), ν = ν(r). We see
M(r, f )
∞∑
n=0
dn yn(r)r
n =
2m−1∑
n=0
dn yn(r)r
n +
∑
n2m
dn yn(r)r
n
 2mμ(r) +
∑
n2m
dn yn(r)r
n dν yν(r)r
ν
dm ym(r)rm
= μ(r)
{
2m +
∑
n2m
dn yn(r)Rn
dm ym(r)Rm
(
r
R
)n−m}
.
Since
dn yn(r)R
n  dn yn(R)Rn  dm ym(R)Rm = μ(R),
then we have
M(r, f )μ(r)
{
2m +
∑
n2m
ym(R)
ym(r)
(
r
R
)n−m}
.
By using the asymptotic formula, it is easy to show
ym(R)
ym(r)
 4
(
R
r
)m
e
1
R − 1r  4
(
R
r
)m
,
and hence
M(r, f ) 2μ(r)
{
m + 2
∑
n2m
(
r
R
)n−2m}
 2μ(r)
{
m + 2R
R − r
}
.
The lemma is proved. 
We make a remark on Lemma 5.3. Assume that f is transcendental. Thus there exists a positive number r0 such that
ν(r) > e when r  r0. In Lemma 5.3, we take
R = r + r
(logν(r))1+ε
, ε > 0.
By using a lemma in Hinkkanen [11], which is a generalization of Borel’s lemma [3], we ﬁnd
ν
(
r + r
(logν(r))1+ε
)
< 2ν(r)
for all r  r0 outside a set E such that∫
E
dr
r
< ∞.
Applying Lemma 5.3 to such R , we obtain
M(r, f ) 4μ(r)
{
ν(r) + (logν(r))1+ε + 1} (7)
for all r  r0 outside a set E such that∫
E
dr
r
< ∞.
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Write
l1 = limsup
r→∞
log+ log+ μ(r)
log r
, l2 = limsup
r→∞
log+ ν(r)
log r
.
In [5], the author proves Turán’s inequality
yn−1(x)yn+1(x) − yn(x)2  0, x 0,
which is actually an immediate consequence of Carlitz’s result in [4]. It follows that
yn+1(x)
yn(x)
 yn(x)
yn−1(x)
 · · · y1(x)
y0(x)
= 1+ x.
Without loss of generality, we may assume c0 = 0. By Lemma 5.2, we obtain
logμ(2r) = log |c0| +
2r∫
0
{
yν(x)+1(x)
yν(x)(x)
− x− 1
}
dx
x2
 log |c0| +
2r∫
r
yν(x)+1(x)
yν(x)(x)
dx
x2
− log2− 1
2r
.
By using the recurrence relation (cf. [15,9])
yn+1(x) = (2n + 1)xyn(x) + yn−1(x),
it is easy to prove
yν(x)+1(x)
yν(x)(x)

(
2ν(x) + 1)x, x 0,
and hence
logμ(2r) log |c0| − log2− 1
2r
+
2r∫
r
2ν(x) + 1
x
dx log |c0| − log2− 1
2r
+ (2ν(r) + 1) log2,
which yields easily l2  l1.
On other hand, since
μ(r) c yν(r)
ν! r
ν  ce
(
2r2
)ν
,
where ν = ν(r), c is a positive constant, or equivalently,
logμ(r) (2 log r + log2)ν(r) + log(ce),
we also obtain the converse inequality l1  l2. Therefore we have l1 = l2.
Set λ = ord( f ). By using the Cauchy’s inequality, we get
(2n)!
2n(n!)2 |cn|r
2n  M(r, f ), n = 0,1, . . . .
The asymptotic formula yields
yn(r) 2
(2n)!
2nn! r
ne
1
r ,
and hence
1
2
dn yn(r)r
ne−
1
r  M(r, f ), n = 0,1, . . . ,
which immediately imply
μ(r) 2e 1r M(r, f ). (8)
Therefore we have l1  λ.
To prove the converse inequality λ l1, we may assume l1 < ∞. Applying Lemma 5.3 to the case R = 2r, we obtain
M(r, f ) 2μ(r)
{
ν(2r) + 4}.
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limsup
r→∞
log+ ν(r)
log r
= l1,
when r is large we have
ν(r) < rl1+ε
for ε > 0. Therefore
M(r, f ) 2μ(r)
{
(2r)l1+ε + 4}, (9)
which yields easily λ l1.
7. Proof of Theorem 1.5
Lemma 7.1. If f (t, z) is a transcendental entire solution of (3) deﬁned by (5) and (6), then
lim
r→∞
logM(r, f )
log r
= ∞.
Proof. By using the Cauchy’s inequality, we get
(2n)!
2n(n!)2 |cn|r
2n  M(r, f ), n = 0,1, . . . ,
which means
2n
2
√
πn
|cn|r2n  M(r, f ).
Since f is transcendental, there exist inﬁnitely many cn = 0 on which
2n lim inf
r→∞
logM(r, f )
log r
,
and hence the lemma follows since such n may be large suﬃciently. 
For any ε > 0, since f is transcendental with λ = ord( f ) < ∞, the inequality (9) with l1 = λ means
logM(r, f ) < (λ + ε) log r + logμ(r) + c
for some constant c. Combining with Lemma 7.1, we obtain
1 lim inf
r→∞
logμ(r)
logM(r, f )
.
However, the inequality (8) implies
μ(r) 2eM(r, f )
for r  1, which further yields
limsup
r→∞
logμ(r)
logM(r, f )
 1.
Thus we obtain
1 lim inf
r→∞
logμ(r)
logM(r, f )
 limsup
r→∞
logμ(r)
logM(r, f )
 1,
and so Theorem 1.5 follows.
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Assume, to the contrary, that there exists a complex number a such that f (t, z) − a = 0 has no zeros. Then there is an
entire function P (t, z) on C2 satisfying f − a = eP . Since
ord
(
eP
)= ord( f − a) = ord( f ) = λ < ∞,
then P is a polynomial of degree λ, and hence λ is an integer (cf. [23, Proposition 6.1]). If λ = 0, then P is a constant, which
further implies that f is a constant. This is a contradiction. Hence under the condition (i), we must have f (C2) =C.
If λ is a positive integer, we can write
∂ P
∂z
= ρ0 + ρ1z + · · · + ρλ−1zλ−1,
where ρi = ρi(t) are polynomials of t , but ρλ−1 is a constant. Note that
∂ f
∂z
= ( f − a) ∂ P
∂z
,
that is,
∞∑
n=1
nCnz
n−1 =
(
c0 − a +
∞∑
n=1
Cnz
n
)
λ−1∑
n=0
ρnz
n,
where
Cn = Cn(t) = cn
n! yn(t).
We ﬁnd⎧⎪⎪⎨
⎪⎪⎩
ρ0(c0 − a) = C1;
ρ1(c0 − a) + ρ0C1 = 2C2;
. . .
ρλ−1(c0 − a) + ρλ−2C1 + · · · + ρ0Cλ−1 = λCλ,
(10)
and
ρλ−1Ck + · · · + ρ1Ck+λ−2 + ρ0Ck+λ−1 = (k + λ)Ck+λ, k 1. (11)
The condition (ii) in Theorem 1.6 implies that for some integer j  0
C j = C j+1 = · · · = C j+λ−1 = 0.
If j  1, then (11) yields immediately Ck = 0 for all k j, and so
f (t, z) =
j−1∑
n=0
cn
n! yn(t)z
n
is a polynomial, which is a contradiction.
Next we consider the case j = 0. If a = 0, then Cλ = 0 from (10), and so Ck = 0 (k > λ) by (11), that is, f = 0. This is
a contradiction. If a = 0, then
ρ0 = · · · = ρλ−2 = 0, −aρλ−1 = λCλ
from (10). Since ρλ−1 is a constant, which is independent of t , it must be Cλ = 0, and hence Ck = 0 (k > λ) from (11). This
is a contradiction again. Therefore under the condition (ii), we also prove that f :C2 −→C is surjective.
9. Proof of Theorem 1.7
Here we follow the proof of Theorem 1.5 in [14]. Let f be deﬁned by (5) and (6) and write
g(t, z) =
∞∑
n=0
bn yn(t)
n! z
n. (12)
By the assumptions of Theorem 1.7, we have
c j = b j, j = 0,1, . . . ,q; c0 = a. (13)
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Proposition 6.2 of Stoll [23] means that there is a polynomial P (t, z) on C2 satisfying
f (t, z) − a
g(t, z) − a = e
P (t,z). (14)
Moreover P (t, z) ≡ 0 or
deg(P )max
{
ord( f ),ord(g)
}
.
If P = 0, then f = g follows immediately.
If P = 0, we claim that P is independent of z. In fact, if we write generally
∂ P
∂z
= ρ0 + ρ1z + · · · + ρλ−1zλ−1,
where λ = deg(P ) q, ρi = ρi(t) are polynomials of t , but ρλ−1 is a constant, differentiating (14) on z, we easily obtain
g
∂ f
∂z
− f ∂ g
∂z
− a
(
∂ f
∂z
− ∂ g
∂z
)
= { f g − a( f + g) + a2}∂ P
∂z
.
Write
g
∂ f
∂z
− f ∂ g
∂z
=
∞∑
n=0
αn(t)z
n,
∂ f
∂z
− ∂ g
∂z
=
∞∑
n=0
βn(t)z
n,
f (t, z)g(t, z) =
∞∑
n=0
γn(t)z
n,
f (t, z) + g(t, z) =
∞∑
n=0
δn(t)z
n,
where αn , βn , γn , δn are polynomials of t satisfying following relations
α0 − aβ0 = ρ0
(
γ0 − aδ0 + a2
)
,
α1 − aβ1 = ρ0(γ1 − aδ1) + ρ1
(
γ0 − aδ0 + a2
)
,
. . .
αλ−1 − aβλ−1 = ρ0(γλ−1 − aδλ−1) + · · · + ρλ−1
(
γ0 − aδ0 + a2
)
,
and
αk − aβk = ρ0(γk − aδk) + · · · + ρλ−1(γk−λ+1 − aδk−λ+1), k λ.
Combining with (13), we obtain
α j = 0, j = 0,1, . . . ,q − 1,
β j = 0, j = 0,1, . . . ,q − 1,
γ0 = c0b0 = c20,
δ0 = c0 + b0 = 2c0,
and hence
γ0 − aδ0 + a2 = c20 − 2c0a + a2 = (c0 − a)2 = 0.
Therefore it follows that
ρ0 = ρ1 = · · · = ρλ−1 = 0,
that is, P (t, z) = P (t) is independent of z.
Setting z = 0 in (14), we ﬁnd
eP (t) = c0 − a = 1,b0 − a
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f (t, z) − a
g(t, z) − a = 1.
Therefore we obtain f (t, z) ≡ g(t, z).
10. Proof of Theorem 1.8
Here we follow the proof of Theorem 1.3 in [14]. By using Proposition 6.2 of Stoll [23], there exist two polynomials α, β
satisfying
f
g
= eα, f − 1
g − 1 = e
β . (15)
If eα = eβ , then
f
g
= f − 1
g − 1 ,
and so g = f follows.
Assume eα = eβ . We obtain expressions
f = e
β − 1
eγ − 1 , g =
eγ
eγ − 1
(
1− e−β), (16)
where γ = β − α. Abbreviate
∂ f
∂t
= ft, ∂
2 f
∂t2
= ftt
and note that
ft =
(
e−α − e−β)−2{αte−α − βte−β + γte−α−β},
ftt =
(
e−α − e−β)−3{(αtt + α2t )e−2α + (βtt + β2t )e−2β + (γtt − γ 2t )e−2α−β − (γtt + γ 2t )e−α−2β
− (αtt + βtt + 2αtβt − γ 2t )e−α−β}.
Symmetrically, we can obtain derivatives of f with respect to z. Substituting into the differential equation (3), we ﬁnd an
equation
0 = (Lα + t2α2t − z2α2z )e−2α + (Lβ + t2β2t − z2β2z )e−2β − {Lα + Lβ + t2(2αtβt − γ 2t )− z2(2αzβz − γ 2z )}e−α−β
+ (Lγ − t2γ 2t + z2γ 2z )e−2α−β − (Lγ + t2γ 2t − z2γ 2z )e−α−2β, (17)
where
L = t2 ∂
2
∂t2
− z2 ∂
2
∂z2
+ (2t + 2) ∂
∂t
− 2z ∂
∂z
.
We next distinguish several cases to prove Theorem 1.8.
Case 1. The polynomial α is a constant c. Now Eq. (17) becomes
(L1β)
(
1− e−c)e−2β − (L2β)e−c(1− e−c)e−β = 0, (18)
where
L1β = Lβ + t2β2t − z2β2z , L2β = Lβ − t2β2t + z2β2z .
Note that β is not a constant for this case, otherwise we will deduce that f is a constant from (16). Applying a generalized
Borel–Nevanlinna theorem to Eq. (18) (cf. [13, Theorem 3.4]), it follows that the coeﬃcients of exponential functions in (18)
all are zero, that is,
(L1β)
(
1− e−c)= 0, (L2β)(1− e−c)= 0.
We claim that ec = 1. Otherwise, we must have
L1β = 0, L2β = 0,
which means
Lβ = 0, t2β2t − z2β2z = 0. (19)
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β(t, z) =
p∑
n=0
cn yn(t)
n! z
n
with cp = 0, p  1. The second equation in (19) means tβt = ±zβz , and so
ty′p(t) = ±pyp(t),
that is, yp(t) = c′t±p for some constant c′ . This is a contradiction. Therefore we have eα = ec = 1, and hence g = f follows
from (15).
Case 2. The polynomial β is a constant c. Now Eq. (17) becomes
(L1α)
(
1− e−c)e−2α − (L2α)e−c(1− e−c)e−α = 0, (20)
where
L1α = Lα + t2α2t − z2α2z , L2α = Lα − t2α2t + z2α2z .
Note that α is not a constant for this case, otherwise we will deduce that f is a constant from (16). Applying a generalized
Borel–Nevanlinna theorem to Eq. (20) (cf. [13, Theorem 3.4]), it follows that the coeﬃcients of exponential functions in (20)
all are zero, that is,
(L1α)
(
1− e−c)= 0, (L2α)(1− e−c)= 0.
Similar to the Case 1, we can show eβ = ec = 1, and hence g = f follows from (15).
Case 3. The polynomial γ = β − α is a constant c. Since eα = eβ , we have b = ec = 1. Thus Theorem 1.8 (d) follows
from (15).
Case 4. The polynomial α − 2β is a constant c. Now Eq. (17) becomes
0 = (L1β)e−2β − 3e−c(L1β)e−3β − e−2c(L1β)e−5β +
{
(4L1β − 2Lβ)e−2c + e−c(L2β)
}
e−4β. (21)
Note that β is not a constant for this case, otherwise we will deduce that f is a constant from (16). Applying a generalized
Borel–Nevanlinna theorem to Eq. (21) (cf. [13, Theorem 3.4]), it follows that the coeﬃcients of exponential functions in (21)
all are zero, that is,
L1β = 0, L2β − 2e−c Lβ = 0,
which imply easily(
t2β2t − z2β2z
)(
1− e−c)= 0.
Similar to the Case 1, we can show eα−2β = ec = 1. Thus it follows that
f
g
(
g − 1
f − 1
)2
= 1,
and hence either g = f or g f = 1 follow.
Case 5. The polynomial β − 2α is a constant c. Now Eq. (17) becomes
0 = (L1α)e−2α − 3e−c(L1α)e−3α − e−2c(L1α)e−5α +
{
(4L1α − 2Lα)e−2c + e−c(L2α)
}
e−4α. (22)
Note that α is not a constant for this case, otherwise we will deduce that f is a constant from (16). Applying a generalized
Borel–Nevanlinna theorem to Eq. (22) (cf. [13, Theorem 3.4]), it follows that the coeﬃcients of exponential functions in (22)
all are zero, that is,
L1α = 0, L2α − 2e−c Lα = 0,
which imply easily(
t2α2t − z2α2z
)(
1− e−c)= 0.
Similar to the Case 1, we can show eβ−2α = ec = 1. Thus it follows that(
g
f
)2 f − 1
g − 1 = e
β−2α = 1,
and hence either g = f or g f = f + g follow.
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a generalized Borel–Nevanlinna theorem to Eq. (17) (cf. [13, Theorem 3.4]), it follows that the coeﬃcients of exponential
functions in (17) all are zero. In particular, we have
Lγ − t2γ 2t + z2γ 2z = 0, Lγ + t2γ 2t − z2γ 2z = 0,
which implies
Lγ = 0, t2γ 2t − z2γ 2z = 0. (23)
Similar to Case 1, we get easily a contradiction.
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Appendix A. Proof of Proposition 5.1
We will write
dn = |cn|
n! .
Since f is non-constant, there exists r0 > 0 such that ν(r) 1 when r  r0. Take s > r  r0 and abbreviate ν = ν(r). Then
μ(r) = dν yν(r)rν < dν yν(s)sν μ(s),
that is, μ(r) increase strictly when r  r0. Since there exists n 1 such that dn = 0, and
μ(r) dn yn(r)rn → ∞
as r → ∞, then (i) follows.
To prove (ii), we ﬁrst show that ν(r) is non-decreasing. Take s > r and set l = ν(s), ν = ν(r). Then
dl yl(s)s
l  dν yν(s)sν = dν yν(r)rν · yν(s)
yν(r)
(
s
r
)ν
 dl yl(r)rl · yν(s)yν(r)
(
s
r
)ν
which means
yl(s)
yl(r)
(
s
r
)l
 yν(s)
yν(r)
(
s
r
)ν
,
or equivalently,(
s
r
)l−ν
 yν(s)yl(r)
yν(r)yl(s)
. (24)
We claim l ν . Assume, to the contrary, that l < ν . Write
ai = (ν + i)!
2i(ν − i)!i! , b j =
(l + j)!
2 j(l − j)! j! .
Then we have
yν(s)yl(r) − yν(r)yl(s) =
(
ν∑
i=0
ais
i
)(
l∑
j=0
b jr
j
)
−
(
ν∑
i=0
air
i
)(
l∑
j=0
b js
j
)
=
∑
i, j
aib js
i+ j
{(
r
s
) j
−
(
r
s
)i}
.
Simple computations show
yν(s)yl(r) − yν(r)yl(s) =
∑
li> j
(aib j − a jbi)si+ j
{(
r
s
) j
−
(
r
s
)i}
+
∑
i>l j
aib js
i+ j
{(
r
s
) j
−
(
r
s
)i}
.
Note that
aib j − a jbi = bib j
(
ai
bi
− a j
b j
)
,
when l i > j,
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bi
− a j
b j
= (ν + i)!(l − i)!
(ν − i)!(l + i)! −
(ν + j)!(l − j)!
(ν − j)!(l + j)!
= (ν + i)(ν + i − 1) · · · (ν + i − p + 1)
(ν − i)(ν − i − 1) · · · (ν − i − p + 1) −
(ν + j)(ν + j − 1) · · · (ν + j − p + 1)
(ν − j)(ν − j − 1) · · · (ν − j − p + 1) ,
where p = ν − l, and
ν + i − k
ν − i − k 
ν + j − k
ν − j − k , k = 0,1, . . . , p − 1.
Thus we obtain
yν(s)yl(r) − yν(r)yl(s) 0,
which is a contradiction to (24), and hence l ν .
Fix r > 0. Next we prove that ν is right-continuous at r. Take s > r and set ν = ν(r). When n > ν ,
dn yn(r)r
n < dν yν(r)r
ν .
There exist ε0 > 0, n0 > ν such that when n n0
dν yν(r)r
ν − dn yn(r)rn  ε0.
Deﬁne a positive number by
ε1 = max
μ<n<n0
{
dν yν(r)r
ν − dn yn(r)rn
}
and write ε = 12 min{ε0, ε1}. Then we have
dν yν(r)r
ν − dn yn(r)rn  2ε, n > ν.
For any δ0 > 0, since
lim
n→∞dn yn(r + δ0)(r + δ0)
n = 0,
there exists n1 > ν such that when s ∈ (r, r + δ0), n n1
dn yn(s)s
n  dn yn(r + δ0)(r + δ0)n < ε.
Hence when s ∈ (r, r + δ0), n n1, we obtain
dν yν(s)s
ν − dn yn(s)sn  dν yν(r)rν − ε  ε.
On other hand, because dn yn(s)sn is continuous at r, then there exists δ (< δ0) such that when s ∈ (r, r + δ), ν < n < n1,
dn yn(s)s
ν − dn yn(r)rn < ε,
and hence
dν yν(s)s
ν − dn yn(s)sn  dν yν(r)rν − dn yn(r)rn + dn yn(r)rn − dn yn(s)sn  2ε − ε = ε.
Therefore, we obtain
ν(s) ν(r), s ∈ (r, r + δ).
Since ν(s) is non-decreasing, we also have the converse inequality
ν(s) ν(r), s ∈ (r, r + δ),
and hence
ν(s) = ν(r), s ∈ (r, r + δ).
In particular, if f is transcendental, there exists a sequence n j → ∞ satisfying cn j = 0. Set
c = max
n0
|cn|, ν = ν(r).
Then when j is large, the inequalities
dn j yn j (r)r
n j μ(r) c yν(r) rνν!
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yn(r)
n! ∼
2n√
πn
rne
1
r
imply
1
2
|cn j |
(2r2)n j√
πn j
e
1
r μ(r) 2c
(
2r2
)ν
e
1
r ,
which further yields
2n j  lim inf
r→∞
logμ(r)
log r
 3 lim inf
r→∞ ν(r).
Since n j → ∞, the case (ii) is completely proved.
Finally, we prove the case (iii). Fix r > 0. According to the proof of the case (ii), there exists δ > 0 such that when
s ∈ (r, r + δ), we have ν(s) = ν(r) := ν . Therefore, we obtain
μ(s) − μ(r) = dν yν(s)sν − dν yν(r)rν, s ∈ (r, r + δ),
which implies immediately that μ is right-continuous at r.
When s < r, since μ(s)μ(r), we have
limsup
r>s→r
μ(s)μ(r).
Note that
μ(s) = dl yl(s)sl  dν yν(s)sν
(
l = ν(s), ν = ν(r)).
We obtain
μ(r) = lim
r>s→r dν yν(s)s
ν = lim inf
r>s→r dν yν(s)s
ν  lim inf
r>s→r dl yl(s)s
l  lim inf
r>s→r μ(s)μ(r).
Therefore
lim
r>s→rμ(s) = μ(r),
that is, μ is left-continuous at r.
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