The localized normal-score ensemble Kalman filter (NS-EnKF) coupled with covariance inflation is used to characterize the spatial variability of a channelized bimodal hydraulic conductivity field, for which the only existing prior information about conductivity is its univariate marginal distribution. We demonstrate that we can retrieve the main patterns of the reference field by assimilating a sufficient number of piezometric observations using the NS-EnKF. The possibility of characterizing the conductivity spatial variability using only piezometric head data shows the importance of accounting for these data in inverse modeling.
where ϕ(·) is a vectorial normal score transform function, different for each location. Each member of the vectorial function is non-parametrically built. 
where Y t , Y t−1 are the simulated piezometric heads at the t th time step and the simulated piezometric heads.
78
(a) First, build the augmented state vector S with the transformed conductivity X and the forecasted 79 piezometric heads Y, which for the i th realization at the t th time step is: conductivities using the inverse of the previously computed transform functions:
since a non-parametric transformation is used, there is a need to specify how to backtransform the 95 values that are outside the range given by the minimum and maximum values used to build the non-96 parametric transform function. In our case we used the same approach as described in the Gslib library
97
[51] choosing a power interpolation with absolute bounds set at -4 and 4 ln(m/d).
98
6. Return to the step 3 and repeat the processes until all the observed data are assimilated.
99
Zhou et al. [46, 52] have shown that the NS-EnKF is a good alternative in the characterization of non-
100
Gaussian distributed conductivity fields. However, since the NS-EnKF is based in the EnKF, it has the same 101 drawbacks, that is, the appearance of spurious correlations between distant points and the underestimation 102 of the final uncertainty. Spurious correlations appear due to the numerical nature of the covariance calcula-103 tions, which result in fluctuating covariance estimates about zero at distances for which it should be zero. we use the same fifth-order distance dependent localization function [e.g., 59 , 60] for both covariances. 
where d is the Euclidean distance, and a is a distance parameter controlling the distance at which the 115 localization function will die out to zero. We chose this function based on our past experience [18, 47] . 
where k t is the number of observations; d t is the residual between observation data and forecast data, which 123 can be described as:
Then the transformed analysis state vector S a i,t is: Figure 1) . Then, the facies field is populated, independently
131
for each facies, with log-conductivity values using a sequential Gaussian simulation algorithm [48] . The 132 parameters used in the sequential Gaussian simulations are shown in Table 1 . The resulting reference log-133 conductivity field and its histogram are shown in Figures 2 and 3 , respectively. We can see in Figure 2 134 that the distribution of log-conductivities is clearly non-Gaussian, and that the field has well-connected sand 
Scenarios

144
In this work, seven scenarios are used to demonstrate the power of transient piezometric head in the 145 characterization of a bimodal hydraulic conductivity field. The impact of the covariance inflation in the 146 characterization of the hydraulic conductivity field (see Table 2 ) is also analyzed. It is important to recall 147 that no prior information about the spatial variability of conductivity is used, and that no conditioning 148 hydraulic conductivity data are used, either.
149
For reference purposes, we include a Scenario S0 in the analysis. This scenario replicates the analysis as the reference realization was built. Scenarios S1, S2, S3, S4, S5, S6 use, as initial realizations, the same 155 1000 homogenous fields generated based on the bimodal distribution shown in the Figure 3 .
156
All scenarios use localization in the application of the NS-EnKF. The distance a in the localization function (Equation 9) is set to 40 m implying that correlation will be zero at a distance of 80 m. This value 158 is chosen after analyzing the experimental cross-covariances of the first batch of realizations. Figure 4 shows 159 the localization function. Scenarios S0, S1, S3, S5 do not use covariance inflation, whereas scenarios S2, S4,
160
S6 do use it.
161
The number of observation piezometers goes from 111 down to 24 for the different scenarios as indicated 162 next. Scenarios S1 and S2 have 111 observation piezometers (see Figure 5a ), scenarios S0, S3 and S4 have 163 56 observation piezometers (see Figure 5b) , and scenarios S5 and S6 have 24 observation piezometers (see 164 Figure 5c ). In addition, two control piezometers, not used for conditioning, are employed to verify the 165 performance of the NS-EnKF in all the scenarios (see Figure 5 ). The control piezometer number 1 is located 166 in the north-western part of the aquifer, and the control piezometer number 2 is towards the center. 
Analysis
168
We have applied the localized NS-EnKF for the different scenarios described previously assimilating the 169 piezometric observations for the first 60 time steps (67.7 days). We will show the updated log-conductivity 170 fields after the 10th time step (2.4 days) and after the 60th time step. We will also show the piezometric 171 evolution at the control points from time zero until the 100th time step (500 days). with the reference one, we can observe that the bimodality is preserved in all scenarios, although only 178 scenarios S0, S2, S4, and S6 are able to approximately keep the original proportions between sand and shale.
179 Figure 8 shows the ensemble mean of the initial log-conductivity fields, together with the ensemble mean 180 of the updated log-conductivity fields after the 10th and 60th assimilation time step for scenario S0. Similarly 181 Figure 9 shows the ensemble variance for the same sets of log-conductivity in Figure 8 .
182
The ensemble mean and the ensemble variance of the initial log-conductivities for scenarios S1-S6 are identified when using 111 piezometers, we discarded these results as acceptable due to filter inbreeding. And,
205
for this reason, we implemented covariance inflation into the localized NS-EnKF. in the previous case (see Figure 12d ). However, if we reduce the number of piezometers down to 24, then 212 the characterization of the channels is very poor. As in scenario S0 after 10 time steps, in scenarios S1-S6,
213
we can start to see the appearance of the channels in the ensemble means of the updated fields. For these 214 scenarios, in which covariance inflation was implemented, the ensemble variance after 60 time steps is too 215 small indicating some filter inbreeding.
216
The issue of filter inbreeding is better analyzed by looking at the ratio of the root mean square error
217
(RM SE) to the ensemble spread (ES), where RM SE and ES are defined as follows:
where n is the number of model elements; s ref i
is the value of the reference field at node i; ⟨s a ⟩ i is the 219 ensemble mean of the updated fields, and
where σ i is the ensemble variance of the updated fields at node i.
221
The RM SE measures how well the ensemble average map reproduces the reference one, the smaller the
222
RM SE, the better the reproduction. Yet, we know that the ensemble average map can only be a smooth
223
representation of the spatial heterogeneity, and consequently it can never be zero. Figure 15 shows the evolution of the RM SE for all scenarios computed on the updated log-conductivity 228 fields after each assimilation step. We can see how, except for S6, the RM SE decreases with time. The 229 smallest values are found for scenario S0, followed by scenario S2. Figure 16 shows the evolution with time
230
of the ratio of RM SE to ES. In this figure, we can clearly see how for scenario S0 this ratio converges 231 quickly to 1, indicating that there is no filter inbreeding. On the other hand, filter inbreeding is very high 232 for scenarios S1, S3, S5 (the ones without covariance inflation), and it is less pronounced for scenarios S2, beyond that the log-conductivity fields are not updated anymore.
244
We can see in Figure 17 that with no conditioning to conductivity and without assimilating any piezo- 
249
The evolution of the piezometric heads computed on the updated fields after the 60th assimilation time 250 step in both control piezometers is very similar for all scenarios. The spread is reduced very much with 251 respect to the spread in the initial fields, although for some scenarios like S1, or S3, the reduction is too 252 large due to the filter inbreeding. Scenario S2, which performed best for log-conductivity reproduction, is 
255
In order to analyze the characterization of the log-conductivity fields in the different scenarios, we are 256 going to perform two additional checks, one involving the advective transport of an inert solute, and the 257 other one based on the analysis of some connectivity functions. For these checks, we will use the updated 258 log-conductivity fields after the 60th assimilation time step.
259
For the transport exercise, we release 10,000 particles along an injection line at x = 10 m and we track 260 them to the two control planes at x = 100 m and x = 280 m using the random walk particle tracking convert the continuous log-conductivity fields into binary fields using the indicator transform function
where we chose the threshold value ln K = 0 because it separates sand from shale in the reference histogram realizations after the 60th assimilation time step for scenario S0. Figure 25 shows the connectivity func-289 tions for the updated conductivity realizations after the 60th assimilation time step for scenarios S1-S6.
290
The connectivity functions for the initial homogeneous fields are not displayed since the connectivity in a 291 homogeneous field is always perfect.
292
Analyzing Figures 24 and 25 we can arrive at the same conclusions as before. The spread of the curves 293 for the non inflation scenarios is too small. The fact that the connectivity functions for scenarios S1 and S3
294
are so close to the reference connectivity function may be the explanation why the BTCs are also so well 295 reproduced for these scenarios. Scenarios S2 and S4 show a larger spread than the non inflation scenarios, 296 yet, the envelope of individual functions encloses the reference function, and its mean is an acceptable 297 approximation of the reference. 
Summary and conclusion
299
In this paper we wanted to show the power of transient piezometric head information for the characteri- the characterization would improve as demonstrated in the reference scenario S0.
321
We have also shown that filter inbreeding can be reduced with covariance inflation techniques. Although,
322
when no inbreeding appears, as in scenario S0, there is no need for such an inflation.
323
We conclude that the NS-EnKF approach developed by Zhou et al. 
405
[33] Li, X., Lei, Z., White, C., Allen, G., Qin, G., Tsai, F.. Grid-enabled ensemble subsurface modeling. median -0.9 lower quartile -1.6 minimum -5.8 Figure 6 : Scenario S0. Log-conductivity histograms for the initial ensemble of realizations and for the updated ensemble of realizations after the 60th assimilation step. 
