A Framework for Evaluating Skyline Queries over Incomplete Data  by Gulzar, Yonis et al.
 Procedia Computer Science  94 ( 2016 )  191 – 198 
Available online at www.sciencedirect.com
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Conference Program Chairs
doi: 10.1016/j.procs.2016.08.030 
ScienceDirect
The 13th International Conference on Mobile Systems and Pervasive Computing                     
(MobiSPC 2016) 
A Framework for Evaluating Skyline Queries over Incomplete Data 
Yonis Gulzara, Ali A. Alwana1, Norsaremah Salleha, Imad Fakhri Al Shaikhlia, Syed 
Idrees Mairaj Alvib 
aInternational Islamic University Malaysia, Kuala Lumpur 53100, Malaysia  
bNXP Semiconductors, Manathaya Technology Park, Nagavara, Bengaluru, 560045, India  
yonis.gulzar@live.iium.edu.my, aliamer@iium.edu.my, norsaremah@iium.edu.my, imadf@iium.edu.my, idrisalvi@gmail.com 
Abstract 
Research interest in skyline queries has been significantly increased over the years, as skyline queries can be utilized in many 
contemporary applications, such as multi-criteria decision-making system, decision support system, recommendation system, 
data mining, and personalized systems. Skyline queries return data item that is not dominated by any other data items in all 
dimensions (attributes). Most of the existing skyline approaches assumed that database is complete and values are present during 
the skyline process. However, such assumption is not always to be true, particularly in a real world database where values of data 
item might not be available (missing) in one or more dimensions. Thus, the incompleteness of the data impacts negatively on 
skyline process due to losing the transitivity property which leads into the issue of cyclic dominance. Therefore, applying skyline 
technique directly on an incomplete database is prohibitive and might result into exhaustive pairwise comparison. This paper 
presents an approach that efficiently evaluates skyline queries in incomplete database. The approach aims at reducing the number 
of pairwise comparisons and shortens the searching space in identifying the skylines. Several experiments have been conducted 
to demonstrate that our approach outperforms the previous approach through producing a lower number of pairwise comparisons. 
Furthermore, the result also illustrates that our approach is scalable and efficient.  
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1. Introduction  
Skyline queries try to retrieve the relevant data from the database based on the given user preferences in the 
submitted query. Given a set of dimensions, skyline queries attempt to identify the set of non-dominated data items 
called skylines. A data item a dominates another data item b if and only if a is not worse than b in all dimensions and 
better than b in at least one dimension. For instance, a tourist seeking for a hotel in a specific area that is near to a 
beach and at the same time is cheap in price, among the set of available hotels, skyline queries would return only 
those non-dominated hotels that meet the tourist’s preferences.  
It has been very obvious that skyline queries are very beneficial and most widely used in the contemporary 
database applications such as multi-criteria decision-making system, decision support system1,2,3,4, personalized 
systems, recommendation system, data mining, e-commerce5, hotel recommender6, restaurant finder7,8. Apparently, 
due to the practical use of skyline queries that can be found in many real life modern database applications, a variety 
of skyline approaches have been proposed in the database literature.  Many variations of skyline technique have been 
proposed to serve skyline queries such as k-dominance2, top-k dominating3, k-frequency1. Skyline technique has 
been frequently adopted in many applications due to its practical solutions over many applications and has many 
benefits including (i) does not involve any user-defined ranking function as each dimension is treated independently, 
(ii) The size of database and the number of dimensions has no significant impact on skyline result, (iii) Integrating 
skyline operator into SQL is extremely simple, (iv) Skyline queries relying on actual data, (v) skyline queries always 
retrieve result to the user. The main issue focus when computing skyline queries in a database is diminishing the 
searching space as low as possible and concentrating only on those data items with the high potential to be retrieved 
as skylines. 
Most of the previous skyline approaches assumed that database is complete and values are present during skyline 
process. However, this is not always necessary the case, particularly for a database with a large number of 
dimensions and massive size of data, as values might not be available (missing) in one or more dimensions. Hence, 
the incompleteness of the data raises new challenges on processing skyline query due to losing the transitivity 
property and the facing the problem of cyclic dominance. Applying skyline technique directly on a database with 
incomplete data is impractical and produced a huge number of pairwise comparisons. For example, a person is 
looking for a hotel in a city that is closer to a beach with the lowest price and high rating. A hotel hi consists of three 
dimensions (pri, dsi, rti). Where pri is the price per night, dsi is the distance from the hotel to beach and rti is the 
rating of the hotel. We assume that the hotel database consists of 3 data items (tuples) with missing dimension values 
namely h1(150, 5, ?), h2(?, 9, 2), and h3(80, ?, 3). The symbol (?) represents the missing dimensions of the data items. 
Based on the common dimensions with non-missing values h1 dominates h2 as h1 is better than h2 (lower is better) 
(second dimension), while h2 dominates h3 as h2 is less than h3 (third dimension). However, comparing h1 against h3 
indicates that h3 dominates h1. Thus, the hotel h1 does not dominate h3 which therefore means the dominance relation 
is not transitive. In addition, hotel h3 dominates h1 which means that the dominance relation is cyclic. From this 
example, all these three hotels are being dominated and thus the process of comparison failed to determine the best 
hotel in the database as skyline. 
In this paper, we present a framework for evaluating skyline queries over an incomplete database. The framework 
comprises of four components, namely: Data Sorting and Arrays Constructor, Data Filter, Candidate Skyline 
Identifier and Final Skyline Identifier. 
The rest of the paper is structured as follows. In Section 2, the previous works related to this research are 
reported. The basic definitions and notations, which are used in the rest of the paper, are set out in Section 3.  The 
proposed framework is illustrated in Section 4. Experiment result has been reported in Section 5. The conclusion is 
explained in Section 6. 
2. Related Works  
Various approaches have been proposed in the literature for processing skyline queries. Most of the proposed 
works concentrated on enhancing the efficiency of the skyline processes and improving its performance. For this 
reason, most of the researches in the area of skyline queries have focused on developing approaches pruning the 
searching space of a large database into a small number of interested data by deleting dominated data items.  
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In the database field skyline query processing was first proposed by Borzsony et al.9. Two algorithms have been 
proposed, namely: BNL (Block Nested Loop) and D&C (Divide and Conquer). In BNL algorithm, a data item di is 
read from source dataset and then compared with rest of data items in the dataset, so skylines are produced by 
repeatedly scanning of data items. Instead, in D&C algorithm, the dataset is divided two equal sets and local 
skylines are computed from both sets separately by comparing one data item with another. After that local skylines 
of both sets are combined together and the process of comparison is further performed. 
Tan et al.10 proposed two algorithms namely: Bitmap and Index to find the skylines in complete database. In 
bitmap algorithm, the data items in every different dimension are represented as a bit (0 or 1) and then bitwise AND 
operation is performed. In index algorithm, the database is divided into small divisions; each division holds the data 
items with the lowest value on the same dimensions between the dimension values. Besides, the local skyline data 
items are processed for each division to identify global skylines.  
  Kossmann et al.11 developed an algorithm called Nearest Neighbour (NN) because it's dependent on nearest 
neighbour search.  Like D&C algorithm, NN uses the same approach of dividing the database into small partitions, 
with a specific end goal to reduce the searching space. Besides, NN is more flexible because the user has control on 
the results by providing suggestions while the algorithm is in process. Nevertheless, when the number of dimensions 
increases then NN algorithm may become quite expensive and time-consuming and not suitable if the skyline query 
contains a dimension which is not indexed. 
Chomicki et al.12 presented Sort-Filter-Skyline (SFS) algorithm. SFS is similar to BNL algorithm9 but in SFS the 
concept of pre-sorting is used, before the algorithm is implemented the data items are sorted to make it easier to find 
skylines in a relational setting. SFS is not limited to small dimensions or data items, it can be implemented on large 
data, but processing time increases if the window size increases. 
Papadias et al.13 proposed Branch-Bound-Skyline (BBS) algorithm to find skylines. BBS intents to optimize the 
I/O costs for skyline operation and supporting all types of progressive operations such as user preferences and 
arbitrary dimensionality. 
Morse et al.14 highlighted the issue of evaluating skyline queries over low-cardinality domains. They proposed 
new algorithm named as lookout algorithm which computes the skyline queries proficiently and observationally 
show the versatility of this algorithm. Nevertheless, lookout algorithm examines the whole database at any rate 
twice to generate the skylines. However, lookout algorithm can be used only over complete databases where values 
of all dimensions are available throughout the execution of generating skylines. 
The work contributed by Khalefa et al.15 is the first work that addressed the problem of skyline queries in 
incomplete data. They have proposed two algorithms to process skyline queries in incomplete data, namely: bucket 
and ISkyline. ISkyline method handlings two optimization techniques that decrease the number of local skylines in 
every node and reduce the number of pairwise comparisons. However, ISkyline is time-consuming as in each node 
there are many unnecessary pairwise comparisons that need to be performed to find the skylines. 
Bharuka & Kumar16 suggested an approach named, Sort-based Incomplete Data Skyline (SIDS) for evaluating 
skyline queries over incomplete data. The approach takes pre-sorted data as an input in descending order for each 
dimension, chooses one of the dimensions in a round robin fashion and then processes the data item which is having 
next best value. The aim of this approach is to prune the dominated data items as early as possible and decrease the 
number of pairwise comparisons. However, SIDS requires a large number of pairwise comparisons to identify 
skylines. Thus, an efficient approach is needed to further reduce the number of pairwise comparisons required to 
process skyline queries in incomplete data.  
To the best of our knowledge, the most recent work on skyline queries in an incomplete database is contributed 
by Alwan et al.17. They have proposed an approach for handling skyline queries in incomplete data. Two 
optimization techniques have been proposed, which are data grouping and deriving k-dom skylines. Data grouping 
divides clusters into groups based on the highest value of any dimensions in the cluster and then local skylines are 
derived. While deriving k-dom skyline attempts to generate a set of virtual skylines formed out of the local skylines 
for each cluster. Then, the derived k-dom skylines are combined to produce one global k-dom skyline. The global k-
dom skyline is inserted at the top of each cluster to prevent the dominated data items from further processing. 
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3. Preliminaries  
In this section, some definitions and annotations are provided that are related to skylines queries in an incomplete 
database. These definitions and notations are important to clarify our proposed approach. Our approach has been 
developed in the context of incomplete relational databases, D. A relation of the database D is denoted by R (d1, d2, 
..., dm) where R is the name of the relation with m-arity and d = (d1, d2, ..., dm) is the set of dimensions.  
Definition 1 Skyline: skyline technique retrieves the skyline S, in a way such that any skyline in S is not dominated 
by any other data items in the database. 
Definition 2 Dominance: Given two data items pi and pj  D dataset with d dimensions, pi dominates pj (denoted by 
pi   pj) if and only if the following condition holds: ljlilkjkik dpdpdddpdpdd ..,.., !t . 
Definition 3 Skyline Queries: Select a data item pi from the set of D database if and only if pi is as good as pj (where 
i ≠ j) in all dimensions (attributes) and strictly better in at least one dimension (attribute). We use Sskyline to denote the 
set of skyline data items, Sskyline = (pi |  pi, pj    D, pi   pj). 
Definition 4 Incomplete Database: given a database D (R1, R2, ..., Rn), where Ri is a relation denoted by Ri (d1, d2, ..., 
d
m
), D is said to be incomplete if and only if it contains at least a data item pj with missing values in one or more 
dimensions dk (attributes); otherwise, it is complete. 
Definition 5 Comparable: Let the data items ai and aj    R, ai and aj are comparable (denoted by ai  aj) if and only 
if they have no missing values in at least one identical dimension; otherwise ai is incomparable to aj (denoted by
ji aa H ).  
4. The Proposed Framework 
In this section, the components of the proposed framework for evaluating skyline queries in an incomplete 
database are explained. The main aims of our framework are to eliminate all the dominated data items before 
applying skyline technique to avoid the issue of cyclic dominance and to ensure that the transitivity property of 
skyline is held. The proposed framework for evaluating skyline queries in the incomplete database consists of four 
components, namely:  Data Sorting and Array Constructor, Data Filter, Candidate Skyline Identifier and Final 
Skyline Identifier as explained below. Fig. 1 illustrates the proposed framework for evaluating skyline queries in 
incomplete data. 
 
 
 
 
Fig. 1. The proposed framework of evaluating skyline queries in incomplete data 
 
We explain our proposed approach using sample movie-rating dataset D. The dataset D is incomplete and is 
having eight data items with five dimensions as shown in Fig. 2. The symbol (-) is used to represent the missing 
values in the data items. 
id d1 d2 d3 d4 d5 
m1 - 2 2 - 4 
m2 2 - - - 3 
m3 4 - 5 4 3 
m4 - 3 3 3 - 
m5 4 3 2 3 2 
m6 3 4 - - 3 
m7 - 5 4 5 4 
m8 2 3 1 4 3 
Fig. 2. Sample movie-rating data set 
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A. Data Sorting and Arrays Constructor 
This component is responsible to analyze the initial incomplete database in order to sort them in descending order 
with respect of each non-missing dimension. Then, it constructs a group of arrays that stored data items based on 
their values in one particular dimension. It is important to note that only the id dimension of the data items is stored 
in the array to save the space. The number of constructed arrays equal to the number of dimensions with non-
missing values. Notice that in Fig. 3, 5 arrays have been created based on our running database example. Only the id 
dimension of each data item has been stored in the arrays. Notice that, the data items m2, m3, m5, m6, and m8 has 
been grouped in one array, u1 as their dimension d1 has non-missing values. Then, the data items have been sorted 
in decreasing order.  
u1 u2 u3 u4 u5 
m3 
m5 
m6 
m2 
m8 
 
m7 
m6 
m4 
m5 
m8 
m1 
m3 
m7 
m4 
m1 
m5 
m8 
m7 
m3 
m8 
m4 
m5 
m1 
m7 
m2 
m3 
m6 
m8 
m5 
Fig. 3. Sorted arrays of the database example 
B. Data Filter 
The essential component of the proposed framework for evaluating skyline queries in an incomplete database is 
data filter. The main function of this component is to eliminate the dominated data items by examining the sorted 
arrays in a sequential order to make sure that all data items have been visited at least once. This process will help in 
counting the number of dominant dimensions of each data item. Hence, we can safely remove dominated data items 
before applying skyline technique. This process will significantly reduce the number of pairwise comparisons during 
skyline process. This is achieved by computing the occurrence of each data item mi in the sorted array. The scanning 
process to examine the data items in the sorted array will be terminated when every data item in the database have 
been read at least once. Initially, the value count of every data item is equal to zero, then the scanning process starts 
by reading the first data item in the first created array. The idea behind this process is to place those data items that 
have high potential to dominate other data items on top of the list. Notice that the count of the data item m3 is 
increasing to 1 when we first access the array, u1. Similarly, the count value of the next data item, m7 is equal to 1. 
The process of counting the occurrence of each data item will continue until all data items in the database are read at 
least once. By iteration fifteen, the count value of the data item, m3 will be 3 indicating that m3 has been read 3 
times since the beginning of the scanning process. Similarly, the count value of m7 is set to 4 indicating that m7 has 
been accessed 4 times. Fig. 4 demonstrates the data items and their count values. 
 
Data item Count 
m3 3 
m7 4 
m1 1 
m5 1 
m6 2 
m4 2 
m8 1 
m2 1 
Fig. 4. Data items with their count values 
C. Candidate Skyline Identifier 
This component intends to eliminate all data items that have a low potential to be as skylines. This is performed 
by removing data items with count value less than two. The idea is to remove these data items with count value less 
than two which means it might not be possible for these data items to be in the skyline set as it is dominated by other 
data items. Therefore, we can safely remove that data item since it had no potential to be in the candidate set. 
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Referring to our database example, the data items m1, m2, m5, and m8 have count less than two. Hence, these 
data items have no potential to be in the skyline set and can be removed from skyline process. This will lead to 
reducing the number of pairwise comparisons between data items. Therefore, the data items m3, m7, m6, and m4 are 
remained in the candidate skyline set for further processing. Fig. 5 depicts the candidate skylines of our running 
database example.  
m3 
m7 
m6 
m4 
Fig. 5. Candidate skyline set 
D. Final Skyline Identifier 
This component further compares the incomplete candidate skylines. The final skyline identifier aims to ensure 
that any incomplete skyline is a skyline over the entire database. Besides, it also ensures that any eliminated local 
skylines are not part of the skyline set. Finally, after performing the pairwise comparison between candidate skylines 
to select the final skylines that are not dominated by any data items in the database. This is achieved to make sure 
that the final skyline is not being dominated by any other data items. The process starts as follows: compare the first 
data item present in the candidate skyline set with the remaining data items. If the first data item dominates other 
data items in the candidate skyline set, then these data items can be safely removed from the candidate set. However, 
if the first data item is dominated by other data items, then it will be removed from the candidate set at the end of the 
first iteration. This process is continued until all data items in the candidate skyline set are examined and the 
dominated data items are removed. Notice that, data items which are previously compared against each other will 
not be examined here. Finally, the remaining data items in the candidate skyline set are retrieved as final skylines.  
Referring to our database example, the data item m3 in the candidate skyline set is selected for processing and 
compared with the data items m7, m6, and m4 respectively. Notice that, m3 does not dominate m7, but it 
dominates m6 and m4. Hence, m6 and m4 can be removed from the candidate skyline set. Therefore, m3 and m7 
are retrieved as final skylines. It can be concluded that no data item in the database is better than m3 and m7 and 
are not dominated by any other data items in the database. Fig. 6 shows that m3 and m7 are the final skylines of 
our example database. 
m3 
m7 
Fig. 6. Final skylines 
5. Experiments Setting 
There are several experiments on a different type of datasets have been conducted to evaluate the performance 
of our approach. Our approach has been compared with SIDS16, which is the most recent approach that 
highlighted the issue of processing skyline queries in incomplete data. Both approaches were developed using C# 
programming language. Comprehensive experiments have been performed on Pentium V 2Duo 1.6GHz laptop 
with 3GB memory and Windows 8 platform. It has been argued that evaluating skyline query is a CPU intensive 
process1,2,9,10,11, therefore, the performance metric that is considered is the number of pairwise comparisons. This 
is the most important parameter that influences the skyline query processing15,16,17. This metric is measured by 
varying the number of dimensions, the number of dimensions with missing values, and the database size. In all of 
the experiments the intention of the skyline query is to find the maximum values of all dimensions. We have used 
two different types of dataset, namely: synthetic and real datasets. Two synthetic datasets have been involved, 
independent and correlated. While one real dataset NBA18 have also been used to evaluate the performance of our 
approach. Table 1 summarized the range of parameter values for the synthetic and real datasets. 
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Table 1. The parameter setting of synthetic and real datasets in the experiments 
Dataset Name Parameter Settings 
No. of dimensions (d) No. of dimensions with missing values (d’) Dataset Size (KB) 
Independent 4 -12 3 - 11 50, 100, 150, 200, 250, 300 
Correlated 4 - 12 3 - 11 50, 100, 150, 200, 250, 300 
NBA 6- 18 5 – 17 40, 80, 120, 160, 200 
5.1 Effect of Dimensionality 
It has been proven in the literature that the number of dimensions and database size highly influences skyline 
query process15,16,17. Therefore, the first set of experiments examines the impact of the number of dimensions on 
the process of pairwise comparison in deriving the skylines. In this section, we illustrate the experimental results 
for the synthetic and real datasets. Fig. 7(a) illustrates the results for the independent dataset in which the number 
of dimensions is varied and the database size is fixed to 100KB. It is clear that in all cases our approach steadily 
outperforms SIDS16. Fig. 7(b) illustrates the experiment results on the correlated dataset. In this experiment, we 
have evaluated the approaches with a various number of dimensions while the dataset size is fixed to 100KB. 
Notice that, in the correlated dataset, our approach is superior to SIDS by producing less number of pairwise 
comparisons. This is due to applying the concept data filtering that results into eliminating many dominated data 
items before applying skyline process. Fig. 7 (c) presents the experiment results on the NBA dataset in which the 
dataset size is fixed to 120KB and the number of dimensions is varied from 6 to 18. For the NBA dataset, our 
approach is better than SIDS. Our approach is superior to SIDS in all cases of the synthetic and the real datasets. 
From the results, it is observed that our approach is more scalable than SIDS as increasing the number of 
dimensions has no significant impact on the number of pairwise comparisons. This is due to applying the sorting 
process before skyline process. Furthermore, data filtering has also contributed towards reducing the number of 
pairwise comparisons by pruning most of the dominated data items before performing skyline process. 
                 
  (a) Independent            (b) Correlated    (c) NBA 
Fig. 7. The effect of data dimensionality on the number of pairwise comparisons 
5.2 Effect of Dataset Size 
Fig. 8(a), 8(b), and 8(c) demonstrate the results of the number of pairwise comparisons between the data items 
during the process of finding skylines for the independent, correlated, and NBA datasets, respectively. In this set of 
experiments, we aim to examine the effect of the dataset size on the skyline process. For the independent dataset, the 
number of dimensions is fixed to 8 and the dataset size is varied. In Fig. 8(a), it is concluded that dataset size has a 
significant impact on evaluating skyline queries, as increasing the dataset size results into a larger number of 
pairwise comparison to identify the skylines. Here, we can conclude that our approach outperforms SIDS. Fig. 8(b) 
shows the number of pairwise comparisons performed by each approach on the correlated dataset. In this 
experiment, the number of dimensions is fixed to 8, while the dataset size is varied in the range of 50-300KB. From 
the figure, we can conclude that our approach steadily outperforms SIDS. Fig. 8(c) presents the results of the 
experiment on the NBA dataset. In this experiment, we have considered 18 dimensions and the size of dataset varied 
between 40-200KB. From the results, it is observed that the size of the dataset has no significant impact on the 
performance of our approach. This is due to applying the concept of filtering that result into eliminating many 
dominated data items before applying skyline process, thus, many unnecessary pairwise comparisons are avoided. 
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  (a) Independent           (b) Correlated    (c) NBA 
Fig. 8. The effect of dataset size on the number of pairwise comparisons 
6. Conclusion 
Skyline query is an expensive process due to the exhaustive pairwise comparisons between data items that need to 
be performed in identifying the skylines. In this paper, we have presented a framework that tackled the issue of 
evaluating skyline queries in the incomplete database. The framework evaluates the skyline queries with the 
intention of reducing the number of pairwise comparisons between the data items. Several experiments have been 
conducted and the results confirmed that our approach significantly outperforms the previous approach. 
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