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Motile bacteria in a critical fluid mixture
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James Clerk Maxwell Building, Peter Guthrie Tait Road, Edinburgh EH9 3FD, Scotland, UK
We studied the swimming of Escherichia coli bacteria in the vicinity of the critical point in a
solution of the non-ionic surfactant C12E5 in buffer solution. In phase contrast microscopy, each
swimming cell produces a transient trail behind itself lasting several seconds. Comparing quanti-
tative image analysis with simulations show that these trails are due to local phase re-organisation
triggered by differential adsorption. This contrasts with similar trails seen in bacteria swimming in
liquid crystals, which are due to shear effects. We show how our trails are controlled, and use them
to probe the structure and dynamics of critical fluctuations in the fluid medium.
INTRODUCTION
Active matter has attracted the attention of diverse
investigators in recent years [1]. Self-propelled micro-
swimmers, natural or synthetic, are instances of ac-
tive matter [2]. Their lack of time-reversal symme-
try promises new physics [3], and novel kinds of ac-
tive self assembly can be envisaged [4, 5]. A signif-
icant theme in active matter research concerns micro-
swimmers in complex passive environments, both static
and dynamic. Thus, restricting our attention to natural
micro-swimmers, we find recent studies on motile bacte-
ria in concentrated polymer solutions [6], colloidal struc-
tures [7], emulsion drops [8, 9], liquid crystals [10, 11],
gels [12], arrays of static, asymmetric obstacles [13], and
intricate microfluidic devices [14].
One complex passive medium that is yet to be explored
in this context is a critical fluid. Critical binary fluids
have been used to generate self propulsion in synthetic
particles via the manipulation of critical fluctuations by
surface asymmetries [15, 16]. However, the way these
fluctuations may interact with micro-swimmers has not
been probed to date.
Near the critical point, the correlation length diverges
according to ξ ∝ −ν , with  = |(T − Tc)|/Tc measur-
ing how close the temperature T is to the critical tem-
perature Tc. For small enough , ν ≈ 0.630 for binary
fluids [17]; for larger , ν = 12 . The characteristic de-
cay time of fluctuations also diverges: τ ∝ −νz, where
z = d + xη in d dimensions, and xη ≈ 0.068 [17]. We
expect these fluctuations to decay with a diffusivity that
scales as D ∼ ξ2/τ ∼ φ with φ = ν(d− 2 + xη) > 0 [17],
so that D → 0 as → 0.
For an active particle of characteristic dimensions L
swimming in a critical binary mixture at speed v, the
characteristic advective and diffusive time scales are ta ∼
L/v and td ∼ L2/D, so that the Pe´clet number Pe =
td/ta ∼ Lv/D diverges near criticality. We may therefore
expect non-trivial effects in such a system.
We explore this possibility using motile Escherichia
coli, a model active colloid [18] with body length L &
2 µm typical speed v ∼ 20 µm s−1, in a critical mixture
of the non-ionic surfactant C12E5 and water. In this
mixture, ξ ∼ 0.3 µm and τ & 0.01 s at a readily ac-
cessible  ∼ 10−4 [19–21], giving D . 10 µm2 s−1 and
Pe ∼ Lvτ/ξ2 & 1. Under these conditions, we find that
the motile bacteria ‘paint’ a transient pattern of trails
in the critical fluid reminiscent of the process whereby
Jackson Pollock created his iconic canvasses [22].
Visually similar trails seen in bacteria swimming in liq-
uid crystals [10] are due to shear effects. Our trails, on
the other hand, relate to the way the swimmers modify
the structure and dynamics of the critical fluctuations.
This effect is not confined to self-propelled particles,
but has also been predicted for colloids being dragged
through critical fluids [23, 24], so that our experiments
using active colloids provide the first experimental verifi-
cation of this prediction based on simulations of passive
particles. At the same time, our results constitute an-
other example of micro-swimmers acting as a local probe
of complex fluids, albeit in a roundabout way [6, 10].
METHODOLOGY
Experimental
We cultured a ∆cheY (non-tumbling) mutant of strain
AB1157 in Luria Broth (LB) agar plates. A single colony
was then transferred to 10ml of liquid LB to be in-
cubated at 30◦C overnight. Then 350 µL of this cul-
ture was transferred into 35mL of Terrific Broth (TB) to
grow for 4h, reaching the mid-exponential phase. Cells
were then washed 3 times in a motility buffer (MB: 6.2
mM K2HPO4 (Sigma-Aldrich), 3.8 mM KH2PO4 (Fisher
Chemical) and 0.1mM EDTA (Sigma Aldrich)) using a
filter unit and 0.45µm filter paper. We then transfered
the bacteria into our critical fluid. Our final critical fluid
consisted of a mixture of 1.6 wt.% pentaethylene glycol
monododecyl ether, C12E5, (Sigma Aldrich), a non-ionic
surfactant, the motility buffer (MB) and 1.5 mM glucose.
The glucose promotes stable swimming for several hours
[18], while the concentration of C12E5 was non-harmful
to E. coli swimming. The final bacterial suspension, hav-
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Simulations RESULTS
ing an optical density (OD) between 0.05 and 0.1, was
loaded into 50µm × 0.5mm rectangular capillaries (CM
Scientific).
We used a lower critical solution temperature (LCST)
critical mixture. This critical mixture was chosen
because of its compatibility with bacterial swimmers,
its large microscopic correlation length and flat phase
boundary near criticality, the latter giving a large win-
dow for observing critical fluctuations [20]. The solution
was stored away from light. The precise phase boundary
varied between experiments due to sample degradation
by dissolved CO2 and photodissociation (minimised by
storage in the dark) as well as external temperature vari-
ations. Therefore, Tc was determined in each experiment
separately, by warming a sample up from the single-phase
to the two-phase region through the critical point. The
trail measurements were then taken immediately using a
sample in a fresh capillary to avoid any hysteresis effects
from improper remixing [25].
Using phase contrast microscopy (Nikon 20× ph1 and
60× ELWD ph3 objectives) near a glass surface and a 16-
bit high-sensitivity camera (Orca Flash, Hamamatsu), we
imaged bacteria and their trails. An INSTEC tempera-
ture stage (mK1000) kept the sample temperature stable
to ±0.01 ◦C. The samples were taken to 0.1 ◦C below Tc,
while Tc was determined for each experiment with an er-
ror of ±0.05 ◦C. Measurements at different  were then
carried out by successively decreasing the temperature.
Ten 40 s movies at 100 frames per second were taken at
each temperature after stabilising for 5 min.
We also extracted the diffusion coefficient DBulk of
the density fluctuations using differential dynamic mi-
croscopy (DDM) following a published protocol [26].
Movies of the binary mixture without bacteria at dif-
ferent temperatures were taken (60× ELWD ph3 Nikon
objective, 40s at 100 frames per second, 512 × 512 and
4×4 binning). This gave access to a wave vector range of
0.05 ≤ q ≤ 6.6 µm−1. The extracted differential interme-
diate scattering functions [26] exhibited single exponen-
tial decay, which we fitted with A(q)(1− e−Dq2t) +B(q),
where t is the delay time between two frames. A(q) is de-
termined by the structure factor and form factor of the
sample, while B(q) is the measured camera noise. We
obtained a value of D for each available q and averaged
over 0.5 ≤ q ≤ 2.4 µm−1, the region in which reliable
correlation functions could be obtained.
Simulations
To further our understanding of the observed phe-
nomenon, we simulated the 2D conserved order param-
eter (COP) Ising model [27]. To model a binary (AB)
mixture, the N × N spins in the COP Ising model are
defined to be si = +1 or -1 if site i is occupied by species
A or B. The total energy is H = J4
∑
ij(1 − s1s2) =
constant − J∑ij sisj summed over nearest neighbours
with J > 0. We require conservation of n = N−1
∑
i σi,
the normalised (signed) difference in numbers of A and
B. The critical point is at Tc ≈ 2.27 in units of J/kB and
nc = 0. We work at nc, where at T < Tc, the system
separates into equal amounts of symmetric coexisting A-
and B-rich phases, i.e. n = ±∆n. In our Monte Carlo
(MC) simulations, n-conservation is implemented using
Kawasaki (or nearest-neighbour spin exchange) dynamics
[27, 28].
At each step of our Monte Carlo simulation, we chose
a random site and one of its neighbours and calculated
the energy change ∆E for exchanging the two spins. We
used the heat-Bath algorithm [27], i.e. a spin exchange
probability of p = (1+e∆E/T )−1. We define ts as the time
when spin exchange attempts = number of cells in the
system. Simulations were performed over for of T = 2.7
and 2.8 (Tc ≈ 2.27,  = 0.19, 0.23) [27] on 1050 × 1050
and 540× 540 cell systems.
Two types of simulations were performed. Initially, in
order to mimic a swimming bacterium, we allowed our
Ising model simulation to progress at T = 2.8 ( ≈ 0.23),
with a Gaussian-shaped energy inclusion (peak value =
5.6kBT , standard deviation = 4 pixels (px)) travelling
at a speed of 0.05 px/ts. We extracted the average spin
when centred around the energy inclusion, after reach-
ing a steady state. To distinguish the origin of the trail
between phase separation and shear mixing a second sim-
ulation was performed, where a ’trail’ was imposed and
let to equilibrate. For local phase separation, we allowed
the simulation to equilibrate at T = 2.7 ( ≈ 0.19) and
subsequently applied a positive spin trail. In the case of
mixing, we constructed initial conditions by imposing a
projected 1D spatial variation of a high temperature and
simulated until a steady state was reached. The spatial
variation for the temperature or spin profile was a step
function with a diameter of 64 sites. A waiting time of
t = 100000ts was found to be sufficient for reaching a
steady state in all cases. The new profile was then al-
lowed to equilibrate without external control and the the
relaxation dynamics were qualitatively compared to the
experiments. We typically averaged results from > 10
runs.
RESULTS
We observed smooth-swimming mutants of E. coli dis-
persed in a solution of C12E5 in phosphate motility buffer
with added glucose, in which cells remain motile for sev-
eral hours. The solution’s phase diagram, Fig. 1(b), re-
sembles that of C12E5 in pure water [19, 20], but the crit-
ical point is shifted from c = 1.2wt.% to c0 = 1.6wt.%
C12E5 and a lower critical solution temperature (LCST)
from T = 31.8 ◦C to Tc = 27.0 ◦C. We monitored
cells swimming at & 10 µm s−1 in a mixture at c0 and
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FIG. 1: a) Phase contrast microscopy image snapshots of a
single swimming E. coli at different times, showing an occur-
ring trail in a phase separating fluid (brighter than the back-
ground). The image contrast was increased for clarity. b)
Experimental phase diagram of the temperature versus the
concentration of C12E5 in the motility buffer, without bac-
teria, highlighting the experimental area. Points show the
measured upper and lower bounds of the phase separation,
while the line is a guide to the eye. c) Schematic of how the
trail intensity profiles are extracted from the images.
3× 10−4 .  . 3× 10−3 (with a variability of ± 0.05 ◦C
in Tc from sample to sample due to uncertainties in con-
centration).
Phase contrast microscopy movies revealed a criss-
crossed pattern of ∼ 6 µm long phase-bright trails be-
hind swimming cells, Fig. 1(a). In our set up, phase
bright corresponds to lower than average refractive in-
dex. Since C12E5 has higher index than water [29], our
trails should be water rich.
This suggest that E. coli surfaces have a higher over-
all affinity for water than surfactant, which gives rise
to a water-rich fluid layer next to the cell whose extent
scales as ξ. Near criticality, it extends mesoscopically
into the surrounding fluid. As a cell moves, this layer is
advected backwards, forming a phase-bright water-rich
trail, which then equalises its concentration with the bulk
by diffusion. Consistent with this picture, we observed
no trails at the same  but a lower C12E5 concentration
of c = 1.1wt% < c0, i.e. richer in water than criticality,
but did observe trails at c = 2.2wt.%.
Moreover, we have incidentally observed that in off-
critical concentration experiments, bacteria tended to
form aggregates whenever trails were visible (with the
concentration of C12E5 at 1.6% and 2.2% wt.%). How-
ever, these are anecdotal observations on dilute samples,
with aggregates only forming between non-motile bacte-
ria. The resulting clusters appear few and far apart. We
show some microscope images of our observations in fig-
ure 2. This is again consistent with preferential water
FIG. 2: Snapshots of bacteria at a temperature near crit-
icality/phase separation (≈ −0.1K), with the concentration
of C12E5 at a) 1.1wt.%, b) 1.6% and c) 2.2% . Note the
appearance of bacterial aggregates for b) and c).
affinity, which should generate attractive critical Casimir
forces [30–33].
To make a minimal model of trail formation, we con-
sider the bacterium as a source moving at velocity −u
and ‘emitting’ water-rich phase at a constant rate Q per
unit time. In the co-moving frame, fluid advects past the
cell at the origin at velocity u, and the concentration of
water-rich phase, c(r, t), satisfies mass conservation:
∂tc+∇ · j = Qδ(r). (1)
Substituting the diffusive and advective fluxes jD =
−D∇c and jA = cu (so that j = jD + jA) and assuming
incompressibility (∇ · u = 0) gives
∂tc−D∇2c+ u · ∇c = Qδ(r), (2)
an advection-diffusion equation, which has been used to
model pheromone spreading from a moving insect [34].
The neglect of hydrodynamics is plausible a priori be-
cause of the dipolar or higher order flow field around a
bacterium [35], and justified a posterori by fit with ex-
periment.
In the steady state, ∂tc = 0, and let u be along x.
For all times t such that ut  √2Dt, or t  2D/u2,
advection is much faster than diffusion. This requires
x  λ = 2D/u. For our u & 6µm s−1 and 0.1 . D .
1µm2 s−1 (see later), λ . 0.3 µm. In the x  λ (high
Pe´clet) limit, we neglect diffusion along x, and obtain
u∂xc = D (∂yyc+ ∂zzc) +Qδ(r). (3)
For a moving source at z = h above a non-porous wall
at z = 0, the stationary concentration profile is
c(r) =
√
Q
2piDx(τ)
exp
{
− uy
2
4Dx(τ)
}√
Q
2piDx(τ)
×
[
exp
{
−u(z − h)
2
4Dx(τ)
}
+ exp
{
−u(z + h)
2
4Dx(τ)
}]
, (4)
with the second z-dependent ‘image’ term enforcing zero
flux at z = 0. In the lab frame, the distance downstream
from the cell in the co-moving frame, x, is parametrised
by the time interval τ before the current time t when
3
RESULTS
I(
y
,τ
)
–
I 0
  
 (
ar
b
. 
u
n
it
s)
y (μm)
τ (s)
3.5
2.5
1.5
0.5
0 1.6  3.2  0   1.6  3.2
τ 
(s
)
y (μm)
Exp. Fits
a) b)
c)
0.0 0.5 1.0 1.5 2.0 2.5 2.0 3.5 4.0
A
 (
ar
b
. 
u
n
it
s)
0.0
0.5
1.0
1.5
2.0
2.5
0
4
8
2
σ
2
(μ
m
2
)
FIG. 3: Main: Plot of three intensity profiles at a near-
critical temperature ( = 3.3 10−4, or Tc − T ≈ 0.1 ◦C) after
subtraction of the background for τ = 0.5 (red), 1.5 (blue) and
3.0s (green). Dots are from analysed data, while solid lines
are the Gaussian fits to the data. Insets: a) A contour plot of
the intensity profiles as a function of time, for the analysed
data and for the fitted curves. The height, b), and variance,
c), of the Gaussian fits as a function of time, including a linear
fit in c), from which a diffusivity can be extracted (Eq. 7, here
D ≈ 0.15µm2 s−1).
the cell was at position x = ut downstream from its cur-
rent position, assuming constant u, Fig. 1(c), so that the
transverse concentration profile at a fixed z is Gaussian:
c(y, τ) = A(τ) exp
{
− y
2
4Dτ
}
, (5)
If the intensity in our movies, I, is proportional to con-
centration, then measuring It(y, τ) in individual images,
Fig. 1(c), can test Eq. 5. In practice, we average over dif-
ferent frames (i.e., over t) for each of many cells i = 1 to
∼ 103. We plot the result with background subtracted,
〈I(y, τ)〉t,i − I0, Fig. 3, including only data from vigor-
ous swimmers, v > 6 µm s−1 and for x = vτ > 6µm, the
latter to avoid strong effects from beating flagella. The
data can be fitted by Eq. 5:
〈I(y, τ)〉t,i = A(τ) exp
{
− y
2
2σ(τ)2
}
+ I0, (6)
except that the variance has a constant term:
2σ2 = 4Dτ + 2σ20 , (7)
with D ≈ 0.15 µm2 s−1 and σ0 ≈ 0.30 µm, the latter cor-
responding to a minimum full width of . 1 µm, which is
close to the point spread function of our imaging system.
This minimal model suggests that the dynamics of the
trail is indeed diffusive, Fig. 3(c). However, the fitted dif-
fusivity is significantly underestimated, because the trail
profile is oscillatory along y and not Gaussian. A more
realistic model for the trail profile requires information on
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FIG. 4: Fitting of the diffusivity for a specific temperature
( = 6 × 10−4), by numerically integrating Fick’s second law
over the experimental data, showing the experimental data
and the fitting. The range of fitting is restricted to 5µm from
the centre of the track. a) The starting configuration for
the model integration, a short time after the trail has been
formed (t0 = 0.7s) and b) the ending configuration (0.7+0.2s).
c) The starting configuration at a further time (t0 = 1.4s)
after the trail formation and d) the corresponding the ending
configuration (1.4+0.2s). Note the improvement of the fitting
quality between b) and d).
a, b
c, d
FIG. 5: Figure showing the selection of data for the averag-
ing process. The fitted diffusivity (fig. 4) is plotted against
the squared peak value of the trail, multiplied by the recip-
rocal of the sum of squared deviations between the fit and
the experimental data (K). The 10 Diffusivities scoring the
highest K are then averaged (Noted by the vertical line). The
points corresponding to fig. 4 are highlighted.
initial conditions, which are poorly understood in this ex-
periment. So, instead, we extracted a more realistic diffu-
sivity by numerically calculating how the experimentally-
measured initial trail profile at time t0 should spread out
diffusively.
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Specifically, we numerically integrate 1D Fickian diffu-
sion, dI/dt = Dd2I/dx2, for the trail intensity I(t0 + t)
and use the experimental profile at time t0 as a starting
state. We then compare the time dependent experimen-
tal profiles with the simulated ones and minimise their
squared differences, using the diffusion coefficient D as
a fitting parameter. This method offers a distinctive ad-
vantage over using analytical modelling, as it does not
require explicit knowledge of the shape of the starting
conditions. We fit DTrail over multiple instances of t0,
every 0.08s over a duration of 0.2s, examining the fit only
5µm around the track centre. Our final value of DTrail
is averaged over curves which represent meaningful data
and are fitted well.
We find that at short times fitting is not ideal (fig.
4), probably due to phase contrast halo artefacts, as we
find that deviations are generally found around the re-
gions of the oscillations. Thus, the data to be averaged
is chosen by two criteria: i) the squared height of the
peak at the particular t0, denoting the relevance of the
data point and ii) the wellness of the fit given by the
reciprocal of the sum of the squared difference between
the fit and the data. The product of the two produces a
non-dimensional parameter K which we can use to rate
the fitted diffusivities. A typical example is shown in
fig. 5. The 10 diffusivities with the highest rating are
then used to average the data point of the particular
temperature/measurement.
This procedure was repeated at different temperatures
to obtain DTrail(), Fig. 6. This procedure returns diffu-
sivities that are & 2× those obtained from fitting Gaus-
sians to the trail profiles (data not shown, but one can
compare to the value obtained from Fig. 3(c)). Theoret-
ically, D ∼ φ, where φ = νxD with xD = d − 2 + xη in
d dimensions [17], so that in 3D, φ ≈ 0.63× 1.068 = 0.67
(or, using the mean-field ν = 12 , φ = 0.534). Fitting
DTrail() gives φ = 0.56± 0.08.
Next, we used differential dynamic microscopy (DDM)
to measure the diffusivity in the bulk of our mixture [36]
(fig. 7) as a method of giving another estimate of the dif-
fusivity, DBulk(), Fig. 6. The data are less noisy than
DTrail(), and return a similar φ = 0.60± 0.03. In abso-
lute magnitude, DBulk ≈ 2DTrail. Part of the discrepancy
may be due to the difference between the actual 3D pro-
file of the trails, and the 2D phase-contrast projection
used for extracting DTrail. Despite this discrepancy, the
closeness of the φ exponents from DTrail and DBulk con-
firm our hypothesis that the trails dissipate diffusively.
To further confirm our claim that the trails are
preferentially-adsorbed water-rich layers being advected
downstream and explore an alternative mechanism, we
simulated the 2D conserved order parameter (COP) Ising
model [27]. For a direct analogue to a bacterium swim-
ming in a critical fluid, we simulated a Gaussian-shaped
high-energy region traversing the lattice at  ≈ 0.23 and
constant speed [24]. In the co-moving frame, we see a
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FIG. 6: Diffusivity as a function of normalised distance from
criticality, D(), measured by fitting trail intensity profiles
() and from differential dynamic microscopy (•). Lines are
fits to D ∼ φ with φ = 0.56±0.08 and 0.60±0.03 respectively.
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FIG. 7: a) Dynamic intermediate correlation function for
several wave vectors at a fixed temperature corresponding to
 = 5 10−4. Markers: experimental data; lines: corresponding
fit with a single exponential decay. b) Diffusion coefficient
extracted from DICF adjustment at each wave vector q for
several temperatures.
downstream trail, Fig. 8(a), whose transverse profile n(y)
shows a peak that decays oscillatorily, Fig. 8(b), because
of order parameter conservation, which is the direct ana-
logue of mass conservation in our experiments. Exper-
imentally, the situation is more complex: the observed
oscillations are partly artefacts of phase-contrast imag-
ing [37].
The high shear rate near rotating flagella, γ˙ ∼ 104 s−1
[6], might also generate a phase-bright trail in our sys-
tem. If γ˙−1 . τ , the decay time of the fluctuations,
we may expect the flow to homogenise the fluctuations
[38], reducing ξ and therefore scattered light. The ad-
vection of a homogenised region downstream generates
a phase-bright trail. Indeed, shear melting by flagella is
responsible for bacterial trails in liquid crystals [10].
To explore this possibility, we simulated the evolution
of two kinds of stripes embedded in a near-critical COP
Ising lattice ( ≈ 0.035, n = 0). To mimic a shear-
homogenised region, we used a stripe initially at a much
5
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of the profile (l). a) A stripe initially at a higher temperature,
T = 4 ( ≈ 0.76). b) A stripe initially with all up spins at
T = 2.7.
higher temperature ( ≈ 0.76), evidenced by the finer-
scale fluctuations in the stripe compared to the bulk,
Fig. 9(a). Visually, this region becomes barely distin-
guishable from the bulk within τ shearR ∼ 500ts, where ts
is the MC time step. Plots of the energy profile of the
stripe, H(l), at increasing times verify this observation.
To mimic a water-rich trail, we prepared a stripe of
positive spins at  ≈ 0.19. Visual inspection and the H(l)
plot show that relaxation now takes ∼ 105ts & 102τ shearR .
This is because a homogenised trail has the bulk concen-
tration (n = 0), but a stripe of up spins has a different
concentration (n = 1). Relaxation of the latter requires
long-range transport subject to conserved (Kawasaki) dy-
namics. Thus, much slower differential adsorption effects
will mask any shear effects in our system.
The COP Ising model belongs to the same universality
class as binary fluids with identical static critical expo-
nents. Nevertheless, we do not attempt a more quanti-
tative comparison between simulations and experiments,
since dynamical critical phenomena and exponents are
model dependent [39, 40] and sensitive to details, e.g. the
presence or absence of hydrodynamics. Thus, we would
not expect the diffusivity exponents to be the same. How-
ever, the main conclusion we draw from these simula-
tions, viz., the large separation in time scales between
the relaxation processes in Fig. 9(a) mimicking shear-
homogenisation and in Fig. 9(b) mimicking differential
adsorption, should be valid, because this is traceable
back to a fundamental, model-independent, distinction
between the dynamics of processes requiring local reor-
ganisation and long-range diffusive transport.
To summarise, we have found that E. coli bacteria
swimming in a critical mixture of water and the surfac-
tant C5E12 leave transient trails. That these trails are
bright in phase contrast imaging together with analytic
modelling and simulations suggest strongly that they are
due to a preferentially-adsorbed water-rich layer on cell
surfaces of mesoscopic extent due to proximity to criti-
cality. This is advected downstream as cells swims. The
same basic physics – preferential affinity near criticality,
underlies critical Casimir forces between colloids in criti-
cal fluid mixtures [30–33], and gives trails in simulations
of passive particles being dragged through a critical fluid
[23, 24]. The underlying diffusive phenomenology behind
the trail dissipation strongly suggests that the trails are
not due to shear from flagella.
Finally, active matter dispersed in complex passive me-
dia can act as a probe of the latter. Thus, e.g., fast spin-
ning bacterial flagella can be seen as a probe of the local
high-shear rheology of polymer solutions on the nano-
scale [6]. Here, we have shown that self-propelled bacte-
ria can be used to measure the dynamical critical expo-
nent for diffusivity via fitting of the transverse intensity
profile of our trails. Future experiments would no doubt
demonstrate other examples of such use of active matter
as local probes.
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