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Abstract: We study the unitary representations of the non-compact real forms of the complex Lie superalge-
bra sl(n|m). Among them, only the real form su(p, q|m) (p+q = n) admits nontrivial unitary representations,
and all such representations are of the highest-weight type (or the lowest-weight type). We extend the stan-
dard oscillator construction of the unitary representations of non-compact Lie superalgebras over standard
Fock spaces to generalised Fock spaces which allows us to define the action of oscillator determinants raised to
non-integer powers. We prove that the proposed construction yields all the unitary representations including
those with continuous labels. The unitary representations can be diagrammatically represented by non-
compact Young diagrams. We apply our general results to the physically important case of four-dimensional
conformal superalgebra su(2, 2|4) and show how it yields readily its unitary representations including those
corresponding to supermultiplets of conformal fields with continuous (anomalous) scaling dimensions.
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Notations
Lie algebras: g; gl, sl, su, . . .
Universal enveloping algebra: U(g)
Lie groups: G; GL, SL, SU, . . .
Ranks of (sub)algebra: p, q,m, n, . . .
Z2-numbers: 0 and 1.
parity grading function: pi
c-grading function : ci
Generic index: i, j, k, . . .
Generic p-even index: µ, ν, . . .
p-even, c-odd index: α˙, β˙, . . .
p-even, c-even index: α, β, . . .
Generic p-odd index: a, b, . . .
gl(m|n) generators: Eij , Eµa, . . .
Cartan generators: hi ≡ Eii − (−1)pi+pi+1Ei+1,i+1
Generic weight: mi (eigenvalue of Eii)
Eigenvalue of Eµµ: νµ (ν without indices denotes set of all these eigenvalues)
Eigenvalue of Eaa: λa (λ without indices denotes set of all these eigenvalues)
Fundamental weight: [ν;λ] or [νL;λ; νR] (evaluated on highest-weight state)
Repetition of the same value in weights: a ≡ a, a, . . . , a
Dynkin label: ωi (eigenvalue of hi on highest-weight state)
Dynkin weight: 〈ω〉 ≡ 〈ω1, ω2, . . .〉
Nodes of Kac-Dynkin-Vogan diagram:
pi = pi+1, ci = ci+1:
pi = pi+1, ci 6= ci+1: ⇔ su(. . . , . . .)
pi 6= pi+1, ci = ci+1: ⇔ su(. . . | . . .)
pi 6= pi+1, ci 6= ci+1: ⇔ su(. . . ,| . . .)
colour index: A,B,C, . . .
Total number of colours: P
Sets of colours: A,B,F,A∆,B∆,F∆ ⊂ {1, 2, . . . , P}
Number of colours in a set: |A|, |B|, . . .
Ordinary Young diagrams (integer partitions): µ, τ, µL, µR; e.g. µ ≡ {µ1, µ2, . . .} with all µi ∈ Z≥0 and µi ≥ µi+1 .
Height of partition: hµ (number of non-zero µi)
Size of partition: |µ| ≡ µ1 + µ2 + . . .+ µhµ
Bosonic oscillators: aα, a
†
α, bα˙, b
†
α˙
Fermionic oscillators: fa, f
†
a
Fock space: F
Fock vacuum: |0〉
γ-deformed Fock space: Fγ
Irreducible modules of u(n): Vµ (constructed from bosonic oscillators)
Wτ (constructed from fermionic oscillators)
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1 Introduction
Oscillator methods have a long and distinguished history in the study of symmetries of physical systems.
Annihilation and creation operators, that is the operators a and a† that satisfy the oscillator algebra
[a, a†] = 1 , (1.1)
were introduced in the early days of quantum mechanics. For example, in his seminal paper on relativistic
quantum field theory of the electromagnetic field Dirac introduced annihilation and creation operator for the
photon [1]. State spaces generated by the action of bosonic (fermionic) creation operators on the vacuum
state were later called bosonic (fermionic) Fock spaces [2].
Fundamental importance of annihilation and creation operators for quantum field theory was eloquently
stated by Weinberg in his textbook on quantum field theory [3]. Weinberg argues that the cluster decom-
position principle requires the Hamiltonian to be a polynomial sum of annihilation and creation operators,
with well-behaved dependence of coefficients on physical momenta. On the other hand, Wigner’s theorem
implies that the symmetries of quantum mechanical systems must be realised unitarily on the corresponding
Hilbert spaces. Hence the physically relevant representations are often unitary and are likely to be realisable
in terms of the oscillators, though an explicit realisation can be quite complicated for interacting theories.
Classification of unitary representations using oscillator methods is one of the key themes of this article.
Due to the mentioned physical heritage, it is typical to associate creation operators with generation of
new physical states from a certain vacuum state. Then, in the simplest realisation of symmetry generators
as bilinear combinations of the oscillators, the constructed representations have integer weights. This does
not represent any obstacle when one deals with compact symmetry groups where discreteness is natural
anyway. For instance, Schwinger1 has applied the oscillator method to study the quantum theory of angular
momentum and construct representations of the rotation group SU(2), which was later extended to other
compact groups.
However, when one turns to unitary realisations of Lie superalgebras and non-compact Lie algebras,
one finds that non-integer weights become possible as well, while the oscillator approach is not directly
applicable to the construction of unitary representations with non-integer weights, in general. For instance,
the so-called ladder representations of the covering group SU(2, 2) of the conformal group SO(4, 2), that
are labelled by integer weights, were studied using bosonic annihilation and creation operators in the 1960s
[5, 6, 7, 8, 9, 10, 11], but a full classification of positive energy (highest-weight) unitary representations of
SU(2, 2) was given in [12] without employing the oscillator method. A complete classification of all unitary
representations (unitary dual) of SU(2, 2) was given in the mathematics literature later [13].
In the 1960s non-compact Lie groups were studied by theoretical physicists as spectrum generating
or as dynamical symmetry groups [14, 15]. Beginning mid 1970s, non-compact global internal symmetry
groups appeared within the framework of extended super-gravity theories as well as matter coupled super-
gravity theories. Motivated partly by the goal of constructing the unitary representations of non-compact
global symmetry groups of supergravity theories, a general oscillator method for construction of unitary
representations of non-compact groups was developed in [16]. It was especially well-suited for constructing
irreducible unitary lowest- or highest-weight representations with integer weights. Shortly after the work of
[16], a complete classification of the unitary highest-weight representations of non-compact simple groups
appeared in the mathematics literature [17].
The novel concept of supersymmetry was introduced in the physics literature in the 1970s and led to
the theory of Lie superalgebras. Simple finite-dimensional Lie superalgebras were classified by Kac [18, 19]
who also developed the representation theory of compact simple Lie superalgebras. Oscillator methods for
constructing finite-dimensional representations of compact Lie superalgebras were developed by the authors
of [20, 21]. The general oscillator method of [16] for constructing unitary representations of non-compact Lie
algebras was extended to the construction of unitary representations of non-compact Lie superalgebras in
[22, 23]. It was then applied to construct explicitly the integer-weight unitary representations of superalgebras
su(2, 2|n) with even subalgebras su(2, 2)⊕ u(n) in [24, 25, 26], of osp(n|2m,R) with even subalgebras so(n)⊕
1 Schwinger’s pioneering work was published recently as a book [4].
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sp(2m,R) in [27, 23, 28] and of osp(2n∗|2m) with even subalgebras so∗(2n) ⊕ usp(2n) in [29, 30]. The
general oscillator methods of [22, 24, 27, 23, 28] were reformulated in a more mathematical language to
give a classification of holomorphic discrete series representations with integer weights of osp(m|2n,R) and
su(p, q|m) in [31, 32].
Even with restriction to integer weights, the oscillator method is still very powerful. As the genera-
tors of Lie superalgebras are realized as bilinears of free bosonic and fermionic oscillators, tensor product
decomposition of the resulting representations is very straightforward. This feature was used for studying
of the spectra of Kaluza-Klein supergravity theories and their relations to those of certain field theories
long before the AdS/CFT correspondence was conjectured within the framework of M/superstring theory
[33, 34, 35]. Indeed, the Kaluza-Klein spectrum of IIB supergravity over AdS5×S5 space was first obtained
by the oscillator method by tensoring the CPT self-conjugate doubleton supermultiplet of the symmetry su-
peralgebra su(2, 2|4) with itself repeatedly. The Lie superalgebra su(2, 2|4) is the N = 8, AdS5 superalgebra
and the CPT self-conjugate doubleton supermultiplet is the 4d, N=4 Yang-Mills supermultiplet [24]. The
CPT self-conjugate doubleton supermultiplet does not have a Poincare´ limit in AdS5 and decouples from the
Kaluza-Klein spectrum. The authors of [24] pointed out that its field theory lives on the boundary of AdS5
on which SO(4, 2) acts as a conformal group and that the unique candidate for this boundary theory is the
four dimensionalN =4 super Yang-Mills theory. Similarly, spectra of the compactifications of 11-dimensional
supergravity over AdS4×S7 and AdS7×S4 were obtained simply by tensoring the CPT self-conjugate ultra
short supermultiplets of the symmetry superalgebras osp(8|4,R) and osp(8∗|4) in [27] and [29], respectively.
Again it was pointed out that the ultra short supermultiplets of osp(8|4,R) and osp(8∗|4) decouple from the
spectrum as gauge modes and their field theories live on the boundaries of AdS4 and AdS7 as superconformal
field theories [27, 29], respectively.
A complete classification of positive energy unitary representations of four-dimensional superconformal
algebra su(2, 2|1) was given in [36] and for general su(2, 2|n) (n > 1) in [37, 38]. Corresponding classifications
of positive energy unitary representations of conformal superalgebras in six, five and three space-time di-
mensions were studied in [39]. An attempt at classifying all unitarisable highest-weight modules of classical
superalgebras was made by Jakobsen [40], but we should note that his classification statement for su(p, q|m)
case has errors. For instance, certain well-known positive energy unitary representations of su(2, 2|n) (i.e the
doubleton supermultiplets of [24, 25, 26]) do not appear in his classification list. There are also other issues.
The papers of [36, 37, 38, 39, 40] relied mainly on general aspects of Lie algebra theory for deriving their
results and did not use the oscillator method except for the work of [39] where the oscillator methods were
used to construct explicitly some short supermultiplets whose existence could not be established conclusively
otherwise.
The main goal of this paper is to construct all possible unitary representations, i.e. the unitary duals,
of different real forms of the complex Lie superalgebra sl(n|m). Many partial results were already obtained
in the past, as was reviewed above. However, to our knowledge, the correct and fully general statement has
not yet appeared in the literature. This came as a little bit of a surprise for us as clearly the mathematical
tools that could be used to this end existed for quite a while. We decided to accomplish the classification
goal not mainly to fill in the existing gap, but to introduce several new ideas that can be used in this
perspective, in particular to further push the oscillator approach beyond integer-weighted representations.
We also found that existing mathematical literature on the subject is quite difficult to comprehend by people
with background in physics, so we aimed to introduce the topic in simpler terms and try to create a bridge
between the two communities.
In section 2 we cover the basic definitions of the sl(n|m) Lie algebra, of its real forms, and of the unitary
representations. Despite being almost textbook material, this subject has several confusing points where
application of the ordinary Lie algebra intuition to the supersymmetric case fails.
One of the confusing points is relation between the Lie algebra real form and the Hermitian conjugation
properties of the representation module which we decided to recast in more abstract terms of *-algebras.
Whereas in non-supersymmetric case there is a one-to-one correspondence between the two structures, this
becomes rather a two-to-two correspondence in supersymmetric case which results in two distinct classes of
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unitary representations. Mixing them up leads to non-unitary representations which apppear for instance
already in the works of [20, 21] and which are labelled by mixed supertableaux there. We stress that
mixed supertableaux of [20, 21] cannot describe unitary representations in principle, because they combine
representations that have different properties under Hermitian conjugation.
Another caveat is that Lie superalgebras allow for non-equivalent Borel decompositions. This is not the
case for ordinary compact Lie algebras. It is tempting to choose a Borel decomposition as close as possible to
the ordinary Lie algebra case, i.e. to reduce the number of fermionic nodes on the Kac-Dynkin diagram thus
getting the distinguished diagram (in terminology of Kac [18], see also [19]). Whereas it is indeed a useful
choice for compact Lie superalgebras, it is not the most convenient one for the non-compact case. Moreover, it
proves to be useful to consider interplay between all possible Borel decompositions. Our strategy to classify
the unitary representations relies a lot on this interplay dubbed as duality transformations in section 3.
We therefore allow for arbitrary Borel decompositions from the very beginning, in terms of parity p and
conjugation c gradings assigned to sl(n|m) algebra generators in section 2. A Kac-Dynkin-Vogan diagram is
associated to each choice of these two gradings.
Finally we revisit in section 2 another supersymmetric feature that is known to specialists but is less
known to wider community: presence of fermionic generators significantly reduces the variety of possible
unitary representations. Namely, the most general real form of sl(n|m) with n,m 6= 0 that admits nontrivial
unitary representations is su(p, q|m). Moreover these representations are necessarily of highest-weight type
in an appropriate choice of grading. So, in fact, study of unitary duals is simpler in supersymmetric case
than in a non-supersymmetric case, despite the more complicated structure of the superalgebra.
Section 3 is devoted to derivation of the necessary conditions for a representation to be unitary. These
conditions are derived from comparison of norms between all possible highest-weight vectors that are linked
by duality transformations. It is easy to encode these conditions on the square lattice, so we call them
plaquette constraints. These constraints for the case of integer weights are naturally related to the Young
diagrams – objects originating from supersymmetric version of Schur-Weyl duality and which were well
explored in the literature for compact case, see e.g. [41] and references therein. The plaquette constraints
are also very informative about shortenings in supersymmetric multiplets, as is discussed in section 3.4. While
these necessary unitarity constraints are simple to derive, they are very restrictive. Later on we conclude
that they are also sufficient. Also, as explained in appendix A.1, we can use a supersymmetric extension
trick combined with these constraints to derive the necessary (and, by inspection, sufficient) conditions for
unitarity of highest-weight representations of ordinary non-compact Lie algebras su(p, q), alternatively to
how this case was studied historically.
In section 4 we develop a novel approach that allows one to use oscillators for constructing representations
with non-integer weights. This is not the first proposal of how to use oscillators to this end, but it is a different
one from what was used before, as we outline in the conclusion section. We propose to keep a simple bilinear
realisation of the symmetry algebra, e.g. Eij = a
†
i · aj for gl(n) etc. However, we consider that certain
oscillators act on a deformation of Fock space Fγ , where γ controls non-integrality of the weight. To get
several continuous parameters, one can design a certain tensor product of deformed Fock spaces.
Although Fγ has a non-positive Hermitian norm, we can identify an important subspace in it which
is positive-definite. The quest in proving unitarity becomes elementary if we are able to prove that our
Lie algebra representation is confined to this subspace. Section 5 is devoted to explicit oscillator-based
constructions which demonstrate that indeed all representations singled out by the plaquette constraints can
be realised inside the positive-definite subspace of Fγ . Note that we use the same oscillator realisations of
Lie algebra as in [24, 25, 26]. Simply changing the representation space of the oscillator algebra allows us to
get now all possible unitary representations.
We finalise section 5 with introduction of a new combinatorial object – non-compact Young diagram.
In contrast to the weight labelling of a unitary representation, which is sensitive to the choice of Borel
decomposition, Young diagram is an invariant object that can be used for labelling purposes. For the case
of integer-weighted representations, the non-compact Young diagram can be extended. The extended Young
diagrams do not depend on the choice of the Lie algebra anymore but the same diagram can be used to
describe a unitary representation of su(p, q|m) with various values of p, q,m. This is analogous to the fact
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that ordinary Young diagrams describe representations of su(n) with arbitrary value of n larger or equal to
the diagram’s height.
We also added three appendices to this paper. Appendix A collects some technical add-ons to the main
discussion, namely it discusses the necessary conditions for a highest-weight representation of su(p, q) using
a supersymmetric extension trick and the structure of monomial shortenings. The other two appendices are
devoted to the application of the developed ideas to the physically most important case – the representations
of four dimensional conformal algebra su(2, 2) and its supersymmetric extension [p]su(2, 2|4). More specifi-
cally, we show in appendix B how the generalised oscillator method yields very simply all the positive energy
unitary representations of su(2, 2) as classified by Mack [12] including those with anomalous dimensions. The
representations of its supersymmetric extension [p]su(2, 2|4), including those with continuous (anomalous)
weights are analysed in appendix C.
2 Definitions and basic properties
The main focus of this paper is classification of unitary representations for all real forms of sl(n|m) algebra 2.
In this section we introduce the basic definitions of real forms and unitarity, show that only highest-weight
representations (UHW) or lowest-weight representations (ULW) are possible, and provide a detailed account
of Kac-Dynkin-Vogan diagrams, duality transformations and their usage for describing UHW/ULW modules.
2.1 Parity grading
One can view many properties of sl(n|m) as coming from the ones of gl(n|m), and we will use this fact
extensively. The Lie superalgebra gl(n|m) is defined as follows. It is spanned by the generators Eij , with
indices i, j ∈ 1,m+ n. One introduces a parity grading function p which assigns a Z2-number for each index:
pi = 0 or 1. Let n be the number of i-s with pi = 0 and m be the number of i-s with pi = 1.
The generator Eij is odd if pi + pj = 1 and it is even if pi + pj = 0. The Lie bracket of the gl(n|m)
superalgebra is defined as
[Eij ,Ekl] = δjk Eil − (−1)(pi+pj)(pk+pl)δli Ekj . (2.1)
Since parity of the generators depends only on the sums pi + pj , one can shift all p’s by 1 with no effect on
(2.1). In other words, gl(n|m) and gl(m|n) are isomorphic.
In principle, it is always possible to make the so-called distinguished choice for the parity grading: pi = 0
for 1 ≤ i ≤ n, pi = 1 for n+1 ≤ i ≤ n+m. However, flexibility in the choice of p will play an important role
in this article, hence we keep p to be general.
Kac-Dynkin diagram is an alternative equivalent way to describe the parity distribution. The diagram
is a set of n+m− 1 nodes arranged in a line 3. Its i-th node is denoted by a crossed circle if the generator
Ei,i+1 is odd and it is denoted by a blank circle if the generator Ei,i+1 is even.
Example 1: The following Kac-Dynkin diagram for sl(2|3) algebra
(2.2)
corresponds to the choice pi = 0 for i ∈ 1, 5 and pi = 1 for i ∈ 2, 3, 4. To reflect this particular choice of the
parity distribution, we may denote sl(2|3) algebra with the Kac-Dynkin diagram (2.2) as sl(1|3|1).
Example 2: sl(2|3), understood as the notation for parity distribution pi = 0 for i ∈ 1, 2 and pi = 1
for i ∈ 3, 4, 5, corresponds to the diagram
. (2.3)
2Classification for psl(n|n) case is obtained by imposing a constraint on representations of sl(n|n), see Section 5.3.
3For arbitrary Lie algebra, Kac-Dynkin diagram is introduced as the graph determining lengths of simple roots and angles
between them. For the considered case of A-series we use a simplified language which is sufficient for our goal.
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In the following, it will be clear from the context whether sl(n|m) refers only to a choice of the algebra or
also to the choice of parity distribution.
The Cartan subalgebra of gl(n|m) is spanned by Eii. To describe the Cartan subalgebra of sl(n|m), we use
the generators
hi,j ≡ Eii − (−1)pi+pjEjj , (2.4)
hi ≡ hi,i+1, (2.5)
with hi, i ∈ 1, n+m− 1 forming a basis.
For unitary representations, one can always diagonalise the action of Cartan subalgebra on the represen-
tation space. Then each of the eigenstates is naturally assigned the weight which is the set of the eigenvalues
of the Cartan generators. For the gl(n|m) weight (eigenvalues of Eii), we use notation
[m1,m2, . . . ,mm+n] , (2.6)
and for the sl(n|m) weight (eigenvalues of hi) we use notation
〈ω1, . . . , ωn+m−1〉 . (2.7)
ωi shall be called odd if Ei,i+1 is an odd generator and even otherwise.
Finally, we introduce the Borel decomposition as
gl = n− ⊕ h⊕ n+, (2.8)
with n+ = span{Eij , i < j}, h = span{Eii}, n− = span{Eij, i > j}.
A representation is said to be of the highest-weight type if there exists a vector |HWS〉 (highest-weight
state) for which the condition
n+|HWS〉 = 0 (2.9)
is satisfied. Similarly, with the condition n−|LWS〉 = 0 one defines a representation of the lowest-weight
type. The highest-weight state, if it exists, is unique for an irreducible unitary representation. Then its
weight can be used to label the representation and it is called the weight of the representation. The weight
(2.6) of |HWS〉 is called the fundamental weight and (2.7) is called the Dynkin weight, ωi’s are also known
as the Dynkin labels.
Note however that the sub-algebras n± depend on the choice of the parity distribution, the notion of the
highest and lowest weights also depends on this choice. Therefore, labelling of a representation by its weight
is only meaningful in conjunction with prescription what particular parity function p is used.
2.2 Real form and Hermitian basis
A real Lie superalgebra g0 is a Lie superalgebra over R. In particular, all its structure constants are real. g0
is called a real form of complex superalgebra g if g is isomorphic to C⊗R g0.
Hermitian basis of a complex Lie superalgebra g is chosen such that the commutation relations have the
form
[bi, bj] = i f
k
ijbk , [bi, fα] = i c
β
iαfβ , [fα, fβ ] = h
i
αβbi , (2.10)
where i =
√−1 and fkij , cβiα, hiαβ are real numbers. Here bi are even generators and fα are odd generators.
If we choose the generators eipi/2bi and e
ipi/4fα as a basis in g then all structure constants become real.
Hence we established a bijective way to associate a real form to a Hermitian basis, and we will speak about
the Hermitian basis of a given real form in this sense. This bijection is not the only possible one, but we
need to pick some bijection to remove ambiguity in the follow-up discussions.
8
2.3 Definition of unitarity of a representation
We begin by recalling the definition in the non-supersymmetric case. A unitary representation T of a real Lie
group is a representation which has a positive-definite invariant Hermitian form 〈·, ·〉 in the representation
space V . Invariance means that the Lie group acts on V by unitary operators, hence the name for such
representations.
We will consider unitarity on the level of algebras only 4. The above definition is reformulated on the
level of algebra as follows
Definition 1. A representation T of a real Lie algebra g0 is called unitary if one can define a positive-
definite Hermitian form 〈·, ·〉 in the representation space V such that generators b in Hermitian basis of g0
are represented by Hermitian operators in V :
T (b) = T (b)† , (2.11)
where O† means the Hermitian conjugate of O with respect to 〈·, ·〉.
This justifies the name for the Hermitian basis introduced above. Note that the property of hermiticity
is consistent with commutation relations 5.
Working with real forms of Lie algebras is not always convenient. Hence it is important to determine
how the properties of T are extended to complexification g ≃ C⊗R g0. One can introduce a ∗-operation on
g as follows: It acts as b∗ = b on generators of the Hermitian basis and then it is continued to any generator
by anti-linearity, i.e. (c j)∗ = c j∗, where c is a complex number, c is its complex conjugate, and j ∈ g. One
can check that the ∗-operation is an anti-isomorphism of the Lie algebra g: [j, j′]∗ = −[j∗, j∗′].
The reason for introducing such an operation is the following property: T (j∗) = T (j)†. Hence ∗-operation
is a formal ”Hermitian conjugation” at the level of a Lie algebra.
In general, an anti-linear anti-isomorphism on a complex Lie algebra shall be called a ∗-operation. Com-
plex Lie algebra endowed with a ∗-operation is called a ∗-algebra. Now we can reformulate the notion of
unitary representation in a more convenient form:
Definition 2. Representation T of a ∗-algebra is called unitary if one can construct a positive-definite
Hermitian form 〈·, ·〉 on the representation space such that for all generators j
T (j∗) = T (j)† . (2.12)
Note that one can use the ∗-operation to define a real form of the Lie algebra. Indeed, Hermitian basis of
a real form is spanned by generators satisfying j∗ = j. Therefore both definitions of unitary representations
given above are equivalent.
The second definition of unitary representations generalises in a straightforward manner to the case of
Lie superalgebras: We introduce a ∗-operation as an operation that has the basic properties of Hermitian
conjugation. Namely, it is antilinear and ”commutes” with the Lie superalgebra bracket as follows:
[j1, j2]
∗ = −(−1)p(j1)p(j2)[j∗1, j∗2]. (2.13)
Then, we define a unitary representation of a ∗-superalgebra by using literally the Definition 2 from above.
Let us now analyse the construction that uses the first-type definition. To this end one has first to identify
a real form corresponding to the ∗-algebra. Superficially there are two real forms that can be constructed:
4Integration to the level of group can in principle be done, but this would require a discussion of when to introduce universal
covers of groups, and, later on, how to define supermanifolds. These technical details do not contribute to the statement of the
classification theorem and hence we omit their study.
5At this point we speak only about even generators and hence only about first commutator in (2.10).
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The one having Hermitian basis with generators satisfying b∗ = b, f∗ = f, and the other having Hermitian
basis with generators satisfying b′
∗
= b′, f′
∗
= −f′ 6. However, both real forms are isomorphic. Indeed,
gl(n|m) enjoys the outer automorphism
ϕout : Eij 7→ −Eji , pi + pj = 0
ϕout : Eij 7→ iEji , pi + pj = 1 , (2.14)
whereas the two Hermitian bases are related by a complex transformation f→ i f. Combining the latter with
the outer automorphism, one gets a real transformation relating the two real forms.
Therefore, the ∗-algebra defines a unique, up to an isomorphism, real form. This statement is similar to
the one from non-supersymmetric case, however uniqueness emerges for a more subtle reason which relies
on (2.14). We now note that (2.14) is an automorphism of gl(n|m) Lie algebra but it does not preserve the
∗-operation. Therefore, while both real forms defined above are isomorphic, the representations subduced
on them are not isomorphic. Indeed, in one case odd generators are represented by Hermitian operators. In
the other case they are represented by anti-Hermitian operators.
Example: Consider a compact real form of gl(1|1) algebra defined by E∗i,j = Ej,i (i, j ∈ 1, 2, p0 = 0, p1 = 1).
Two Hermitian bases, distinguished by σ = ±1, are given by
b+ = E11, b− = E22, f1 = E1,2 + σ E2,1 f2 = i (E1,2 − σ E2,1) . (2.15)
One has f∗α = σ fα. Explicit commutation relations are
[b±, f1] = −iσ f2, [b±, f2] = iσ f1, [f1, f2] = 0,
[f1, f1] = [f2, f2] = 2σ (b+ + b−) (2.16)
The real transformation f1 → f2, f2 → f1, b± → −b± establishes isomorphism between these two Hermitian
bases, but their ∗-structure remains different.
We can now introduce a refined definition of a unitary representation similar to the Definition 1 from
above.
Definition 1 (supersymmetric case). A representation T of a real Lie superalgebra g0 is called unitary
if one can define a positive-definite Hermitian form 〈·, ·〉 in the representation space such that
T (b)† = T (b) , T (f)† = +T (f) , (2.17a)
or
T (b)† = T (b) , T (f)† = −T (f) . (2.17b)
for all bosonic b and fermionic f generators of its Hermitian basis.
Hence unitary representations in the sense of this definition split in two classes. There is no possible
isomorphism between representations of these two classes (i.e. there is no unitary transformation of the
representation space that maps a representation from one class to a representation from the other class).
However the outer automorphism (2.14) allows one to generate one class of unitary representations from the
other class, in the sense that representation Tϕ ≡ T · ϕout belongs to the opposite class than representation
T itself.
Each ∗-algebra representation can be used to define the real Lie algebra representation belonging to
either of the classes, depending on how we decide to construct the real form. In the following, we will classify
unitary representations with respect to all possible ∗-superalgebras of sl(n|m). The unitary representations
of corresponding real form, which come in pairs, can be easily subduced afterwards.
6A mixed case with different sign choices for different odd generators is impossible; it would be inconsistent with commutation
relations.
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2.4 Real forms that admit only trivial unitary representations
All real forms of sl(n|m) algebra were classified in [42]. They are: su(p, n − p|r,m − r), sl(n,R|m,R) and
su∗(2n|2m). Additionally, in the case n = m, one has an extra real form psl′(n|n) of complex algebra psl(n|n).
Among them, only the first real form allows non-trivial unitary representations, and even in this case there
are severe restrictions which will be discussed in section 2.7.
In this subsection, we prove why other three forms admit only trivial unitary representations. The reader
may skip this part, it will not be required for the rest of the paper.
It suffices to consider the distinguished choice of the parity grading till the end of this subsection. First,
we list the ∗-algebra structure for these cases7:
• sl(n,R|m,R) is defined by
E∗ij = dpi+pj Eij , (2.18)
where d0¯ = 1 and d1¯ = i.
The even subalgebra of this form is sl(n,R)⊕ sl(m,R)⊕ R.
• To define su∗(2n|2m), introduce an extra grading function ci. Its values are: cµ = 0¯ for 1 ≤ µ ≤ n and
cµ = 1¯ for n < µ ≤ 2n; ca = 0¯ for 1 ≤ a ≤ m and ca = 1¯ for m < a ≤ 2m. Then
E∗µν = (−1)cµ+cνEµ+n,ν+n , E∗µa = i (−1)cµ+caEµ+n,a+m , (2.19)
E∗ab = (−1)ca+cbEa+m,b+m , E∗aµ = i (−1)cµ+caEa+m,µ+n , (2.20)
where addition of n (resp. m) is understood modulo 2n (resp. 2m).
The even subalgebra of this form is su∗(2n)⊕ su∗(2m)⊕ R.
• psl′(n|n) is defined by
E∗ij = dpi+pj Ei+n,j+n , (2.21)
where addition of n is understood modulo 2n.
The even subalgebra of psl′(n|n) is sl(n,C) (realification of complex Lie algebra sl(n)).
For all the three discussed forms one can find an odd generator in n+ and an odd generator in n− that
have the property f f∗ + f∗ f = 0. In fact, for sl(n,R|m,R) and su∗(2n|2m) all the odd generators enjoy this
property. Then, for any vector |v〉 of the representation space, one computes
0 = 〈v|f f∗ + f∗ f|v〉 = ||f|v〉||2 + ||f∗|v〉||2 . (2.22)
Hence ||f|v〉|| = 0 but, as one does not allow zero norms in a unitary representation, f|v〉 = 0. Hence f is
represented by 0 on the whole representation space. On the other hand, odd subspaces of n+ and n− form
irreducible representations under adjoint action of the even sub-algebra. Hence the property f|v〉 = 0 should
hold for all odd generators. Finally, since by commuting odd generators one can generate the whole algebra
we conclude that the whole algebra is represented by zero, that is the representation is trivial.
2.5 c-grading
We will consider only the real forms su(p, n − p|r,m − r) for the remainder of the article as only they can
lead to non-trivial unitary representations. We commence by an explicit construction of a ∗-algebra. Define
7In [42], all real forms are given in terms of an involutive semimorphism C which is simply related to the ∗-operation:
b∗ = −C b for even generators, and f∗ = iC f for odd generators.
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a c-grading by assigning a Z2-number ci = 0 or 1 for i ∈ 1,m+ n. With respect to the c-grading, we call a
generator Eij c-even if ci + cj = 0 and c-odd if ci + cj = 1. Then we define the
∗-operation by
E∗ij = (−1)ci+cjEji . (2.23)
We therefore introduced a new structural function c, in addition to the parity decomposition function p.
Define four invariants nα,β , with α, β ∈ Z2, as the number of i-s with pi = α and ci = β. Let us label them
by
n0,0 = p , n0,1 = q , n1,1 = r , n1,0 = s . (2.24)
The real form defined by (2.23) is su(p, q|r, s). In particular p+ q = n and r + s = m.
Consider any permutation σ of numbers from the set {1, 2, . . . , n+m}. It defines a natural isomorphism
E′ij = Eσ(i)σ(j), p
′
i = pσ(i), c
′
i = cσ(i) (2.25)
between *-algebras with the same nα,β . This explains why we use only invariants nα,β to label real forms
associated with different p- and c-gradings.
Additionally, since only sums ci + cj and pi + pj are relevant for the commutation relations and the
∗-operation, one has extra identifications obtained by the shifts ci → ci + 1 and pi → pi + 1:
su(p, q|r, s) = su(q, p|s, r) = su(s, r|q, p) . (2.26)
Finally, there is also the Lie algebra outer automorphism (2.14) which results in the change of c-parity of
p-odd generators only:
su(p, q|r, s) out≃ su(p, q|s, r) . (2.27)
2.6 Kac-Dynkin-Vogan diagrams
Similarly to the case of p-grading, we will exhibit the c-grading on the Dynkin diagrams. The i-th Dynkin
node will be called c-odd if ci 6= ci+1; we will denote such a node by an extra circle around it. This
diagrammatic representation is a straightforward generalisation of Vogan’s labeling of real forms of Lie
algebras to the supersymmetric case 8. For original definitions of Vogan diagrams see e.g. [43].
If the i-th Dynkin node is c-odd and p-even then the corresponding rank-1 sub-algebra (spanned by
hi,Ei,i+1,Ei+1,i) is the non-compact su(1, 1). The p-odd node always corresponds to the compact su(1|1),
independently of c-parity, due to (2.14). Finally, the p-even and c-even case corresponds to su(2).
Example 1: The diagram
(2.28)
denotes the following choice of grading functions for the real form su(2, 1|2) ≡ su(2, 1|2, 0):
p1 = p3 = p4 = 0 , p2 = p5 = 1 and c1 = c2 = c5 = 0 , c3 = c4 = 1 .
To explicitly reflect both the c and p grading, we may denote this diagram as su(1|1,|2,|1).
Example 2: The non-supersymmetric case can be also studied as an interesting sub-case. The diagram
(2.29)
8We use double circles instead of typically used black nodes so as not to interfere with crossed notation for p-odd nodes.
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denotes the following choice of grading functions for the real form su(2, 2) ≡ su(2, 2|0, 0):
p1 = p2 = p3 = p4 = 0 and c1 = c3 = 0 , c2 = c4 = 1 .
To explicitly reflect both gradings we may denote this diagram as su(1, 1, 1, 1) .
It is useful to consider the extended diagrams [44] which are obtained by adding the node corresponding
to the sub-algebra {hn+m ≡ En+m,n+m − (−1)pn+m+p1E11, En+m,1, E1,n+m}. The p- and c-grading of this
additional node follow from the obvious property that number of c-odd and number of p-odd nodes of
extended Dynkin diagram are even.
For the two examples above the extended diagrams are
and . (2.30)
We now discuss how isomorphisms of type (2.25) are realised on the diagrams. A useful option is to view
them as compositions of the elementary ones with σ(i,i+1) : {1, 2, . . . , i, i + 1, . . . , n + m} 7→: {1, 2, . . . , i +
1, i, . . . , n + m}. Since these permutations interchange the values of pi and pi+1 it is easy to see what
happens with the p-grading of the Kac-Dynkin-Vogan diagram: If the i-th node is p-even then the p-grading
is unaffected; but if the i-th node is p-odd then the p-gradings of the nodes at positions i± 1 change to their
opposites. The c-grading of the diagram obeys the same rules.
For p-even node the isomorphism defined by σ(i,i+1) is nothing but the Weyl reflection. Sometimes one
also speaks about ”odd” Weyl reflections [45, 46] in the case of p-odd node. The elementary isomorphisms
are called duality transformations in the literature on quantum integrability. The duality transformations
on su(1|1) or su(2) node map a set of Bethe Ansatz equations to an equivalent but generically not identical
set of equations [47, 48, 49].
Other useful remarks apply to two specific permutations: Cyclic permutation σ = (123 . . . (n + m))
applied several times can be used to declare any node as the extended one. Direction reversal permutation
σ = (1(n+m))(2(n+m− 1)) . . . can be thought as a possibility to read the diagrams in both clockwise and
counterclockwise direction.
Example: Let us illustrate this discussion by demonstrating two isomorphisms: su(1|1,|2,|1) ≃ su(2, 1|2)
and su(1, 1, 1, 1) ≃ su(2, 2). First, one considers extended diagrams for su(1|1,|2,|1) and su(1, 1, 1, 1), as was
already done in (2.30). Then one performs the duality transformation on the left-most node and declare the
right-most node as the extended one:
     duality 
on these nodes
these nodes 
are declared
as extended ones
. (2.31)
In the first case, one gets the su(2, 1|2) grading if one reads the Kac-Dynkin-Vogan diagram from right to
left. In the second case, one gets the su(2, 2) as required.
It is a simple combinatorial exercise to show that by isomorphisms (2.25) one can always bring the extended
diagram to a form with at most two c-odd and at most two p-odd nodes (p-odd and c-odd nodes may
coincide). All possible non-equivalent cases are summarized in Fig. 1.
13
su(n) su(n|m) su(n,|m) su(p, q) su(p, q|n) su(p, q|r, s)
Figure 1: List of ∗-algebras not related by isomorphisms (2.25). Number k over the line represents k− 1 p-
even and c-even nodes. Despite not being related by (2.25), su(n|m) and su(n,|m) are nevertheless isomorphic
(by (2.14)).
Under Lie algebra outer automorphism (2.14) we have further isomorphism of ∗-algebras:
su(n,|m) out≃ su(n|m) . (2.32)
Of course, this is a particular case of (2.27), given the notational meaning su(n|m) ≡ su(0, n|m, 0).
The forms of the extended diagrams in Fig. 1 will be called canonical. Now we get the first justification of
Figure 2: A convenient choice of the
grading in AdS/CFT integrability.
why we kept the c- and p-grading functions general. Even
for the canonical forms of the diagrams, there are different
choices for declaring which node is the extended one. Each
of them is interesting for practical purposes, but different
choices lead to different grading functions. For instance,
if one considers the 4-dimensional superconformal algebra
with N supersymmetries, the distinguished Kac-Dynkin
diagram would correspond to the su(2, 2|N ) grading. How-
ever, a better choice for describing unitary representations
appears to be su(2,|N |2) or su(2|N ,|2). Also non-canonical
forms can be interesting. Let us mention one example com-
ing from integrability: The asymptotic Bethe Ansatz equa-
tions for the AdS/CFT integrable system [50] have their
simplest form for the non-canonical choice of the gradings
shown in Fig. 2.
2.7 All unitary representations are of highest- or lowest-weight type
In the following we assume that p-odd subspace is not empty. In this case there is a strong restriction on
the type of possible unitary representations. Indeed, suppose we consider a representation with Hermitian
odd generators f in the Hermitian basis. Their spectrum is real, hence even generators b obtained by
b = [f, f] = 2 f2 have a non-negative-definite spectrum. These bosonic generators can belong to Cartan
subalgebra, hence we get a strong restriction on possible weights.
Let us now make precise statements which are generally known in the literature and can be found e.g.
in [32].
Proposition 1. The real form su(p, q|r, s) with all p, q, r, s being non-zero has only the trivial unitary
representation.
Proof. Consider an su(1, 1|1, 1) subalgebra with (1, 1|1, 1) choice of p- and c-gradings. Then, for µ = 1 or 2
and a = 3 or 4, one has pµ = 0¯ and pa = 1¯ and
0 ≤ (Eµa + E∗µa)2 = [Eµa,E∗µa] = (−1)cµ+ca(Eaa + Eµµ) . (2.33)
Since c1 = c4 = 0¯ and c2 = c3 = 1¯, we can explicitly write
E11 + E44 ≥ 0 , E11 + E33 ≤ 0 , E22 + E44 ≤ 0 , E22 + E33 ≥ 0 . (2.34)
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These inequalities are only satisfied if E11 = E22 = −E33 = −E44.
By picking different su(1, 1|1, 1) subalgebras and repeating the logic we conclude that Eii = (−1)pi+p1E11
for all i. But this implies that all weights ωi are zero.
Proposition 2. su(p, q|m) admits only unitary representations which are of highest-weight type (UHW) for
the (p, q|m) choice of grading.
Proof. Let β˙ ∈ 1, p, β ∈ p+ 1, p+ q and a ∈ p+ q+ 1, p+ q+m. Then one has from relation (2.33) that
Eβ˙β˙ + Eaa ≤ 0 , Eββ + Eaa ≥ 0 ⇒ Eβ˙β˙ − Eββ ≤ 0 . (2.35)
p q m
E+
E+
Eβ˙β Eβ˙a
Figure 3: Notations for raising
operators used in the proof.
Due to [Eβ˙β˙ − Eββ,Eβ˙β ] = +2Eβ˙β, action of Eβ˙β on any state, if
non-zero, increases the eigenvalue of Eβ˙β˙ − Eββ. All Eβ˙β commute
among themselves. Hence one can always find a state |∅′′〉 for which
Eβ˙β |∅′′〉 = 0 simultaneously for all pairs of β˙, β. Furthermore, one
can act on this state by Eβ˙a. Because E
2
β˙a
= 0 and [Eβ˙β ,Eβ˙a] = 0
one eventually gets the state |∅′〉 which is annihilated by both Eβ˙β
and Eβ˙a.
Finally, act on |∅′〉 by all the raising generators (Eij , i < j) that
are denoted as E+ in Fig. 3. Since they belong to the compact sub-
algebra su(p)⊕ su(q|m), they will eventually create a state |∅〉 that
is annihilated by them. But because the commutators [Eβ˙β ,E
+] and
[Eβ˙a,E
+] result in either Eβ˙β or Eβ˙a, |∅〉 is still annihilated by Eβ˙β
and Eβ˙a, hence Eij |∅〉 = 0 for any Eij ∈ n+, so it is the highest-
weight state.
Note that if one considers the (p, q,|m) choice of grading, the signs in (2.35) would change to opposite and
we would get the lowest-weight unitary representations (ULW). Furthermore, when p = 0 or q = 0, one gets
a finite-dimensional representation which has both highest- and lowest-weight states.
3 Necessary conditions for unitarity and related topics
3.1 Closer look at the duality transformations
In the proposition 2, we dealt with a particular choice of su(p, q|m) grading. Let us now show how the
statement transforms if one wants to change to another grading.
Our main interest is a duality transformation, i.e. the map (2.25) with σ being an elementary permutation
σ(i,i+1). Sub-algebra n
+ is not invariant under its action, hence, generically, |HWS〉 is no longer a highest-
weight state after such a transformation. To construct the new highest-weight state, consider the rank-1
sub-algebra {hi,Ei,i+1,Ei+1,i}. If it is compact, i.e. su(2) or su(1|1), then we can construct the state |HWS〉′
which is annihilated by Ei+1,i, simply by acting with Ei+1,i on |HWS〉 sufficient number of times. It is now
easy to check that |HWS〉′ is the highest-weight state of su(p, q|m)-module in the grading obtained after
(2.25) with σ = σ(i,i+1).
The conclusion is that a representation remains of the highest-weight type if the duality transformation
is performed on a compact Dynkin node. One can check that in the case of p-even node, when the duality
transformation is the Weyl reflection, the value of the fundamental weight does not change under the duality.
The functions p and c are not affected either, hence we will not consider the duality transformation on the
compact p-even node in the following.
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m
ν1L
νpL
ν1R
νqR
λ1
λ3 λm
−ν
−ν
ν ν
λ+1
λ
ν ν−1
Figure 4: Lattice of all possible weights of highest-weight vectors of su(p, q|m). The lines adjoining the
lower-left and upper-right corners are dropped from the resulting Kac-Dynkin diagrams.
If the node is non-compact, i.e. c-odd and p-even, then generically we lose the a clear notion of highest
or lowest weight after duality transformation and hence we will not consider such transformations either9.
Hence we are left with dualities on the p-odd nodes. They are the interesting ones and, in the following,
the words ”duality transformation” will refer only to this case.
To further study duality transformations, let us introduce a two-dimensional lattice and consider the
Dynkin diagram as a path on it10, see Fig. 4. One decodes the grading from the path choice as follows: If the
j’th line of the path is horizontal then pj = 1¯ and cj = 0¯. If this line is vertical then pj = 0¯. Additionally,
if it is above the dashed line then cj = 0¯, otherwise cj = 1¯. One can also assign the eigenvalue of Ejj on
|HWS〉 in this particular grading to the line. Hence, by choosing different paths and j’s, one eventually
assigns a certain weight to each line of the lattice. It will be clear below that this procedure is unambiguous.
Therefore the designed lattice contains information about fundamental weights for all possible choices of
gradings 11 and it shall be called the weight lattice 12. Given that the two-dimensional image clarifies the
role of various gradings, it will be convenient to use the following notation for the fundamental weight:
[νL;λ; νR] ≡ [ν1L, . . . , νpL;λ1, . . . , λm; ν1R, . . . νqR] , (3.1)
where να˙L are eigenvalues of Eα˙α˙ with pα˙ = 0¯ and cα˙ = 1¯; ν
α
R are eigenvalues of Eαα with pα = 0¯ and cα = 0¯;
and λa are eigenvalues of Eaa with pa = 1¯ and ca = 0¯. Unlike in (2.6), appearance of these eigenvalues does
not necessarily respect the total order on the set of indices, but the explicit values of ν’s and λ’s will depend
on the choice of the Kac-Dynkin path.
The duality transformations is a way to change one path to another, as illustrated by the following
example
duality
duality
. (3.2)
Here, one has su(2, 1|2) grading on the left diagram. By performing two duality transformations as shown,
we end up with the diagram on the right, which corresponds to the su(2,|2|1) grading.
9This does not mean that we exclude certain representations. Duality transformations do not create new representations,
they only change the way we describe them. So we simply do not consider certain inconvenient descriptions.
10The idea to consider Kac-Dynkin diagrams as two-dimensional paths was proposed in [51] to parameterise possible Ba¨cklund
flows that appear in the study of supersymmetric integrable spin chains.
11Given that we do not perform duality transformation on non-compact nodes, we restrict gradings to the case when at most
one non-compact node is present.
12Not to be confused with a lattice in the root space of a Lie (super)algebra.
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Let pµ 6= pa for some µ, a that are subsequent numbers on the given Kac-Dynkin path. For definiteness,
assume that µ < a and pµ = 0¯, pa = 1¯. Let Eµµ|HWS〉 = ν|HWS〉 and Eaa|HWS〉 = λ|HWS〉. By definition
of the highest-weight state, Eµa|HWS〉 = 0. Compute now the norm of Eaµ|HWS〉:
||Eaµ|HWS〉||2 = 〈HWS|E†aµ Eaµ |HWS〉 = (−1)ca+cµ(λ+ ν)|| |HWS〉||2 . (3.3)
We see that if λ+ν = 0, the norm of Eaµ|HWS〉 is zero and hence it must be, if we are to construct a unitary
representation, that Eaµ|HWS〉 = 0. Therefore |HWS〉 is annihilated both by Eµa and Eaµ and hence it is
the highest-weight state before and after the duality transformation σ(i,i+1). Hence we conclude
• If λ+ ν = 0 then |HWS〉′ = |HWS〉 and one has
, (3.4a)
• If λ+ ν 6= 0 then Eaµ|HWS〉 6= 0. However, E2aµ|HWS〉 = 12 [Eaµ,Eaµ]|HWS〉 = 0. Therefore |HWS〉′ =
Eaµ|HWS〉, and we have
. (3.4b)
Note that the duality transformation can only affect the eigenvalues of Eaa and Eµµ and does not affect
eigenvalues of other Eii.
Relations (3.4) give us the explicit rule how to map fundamental weights between different gradings13.
We can easily generate the whole weight lattice in Fig. 4 using this rule.
3.2 Plaquette unitarity constraints
As it follows from (3.3) and the subsequent discussion, the norms of |HWS〉 and |HWS〉′ have the same sign if
(−1)ca+cµ(λ+ν) ≥ 0. This inequality should hold in any unitary representation, we shall call it the plaquette
constraint. There are (p + q) × m plaquettes on the weight lattice, and the duality transformation can be
associated to either of them. The necessary condition for unitarity is that all the plaquette constraints are
satisfied simultaneously.
There are p×m plaquettes where the duality is performed on a c-odd node. For them, one should satisfy
λ + ν ≤ 0. And there are q ×m plaquettes were the duality is performed on a c-even node. For them, one
should satisfy λ+ ν ≥ 0.
A remarkable fact is that these simple necessary constraints are also sufficient. We need to develop certain
techniques to prove it, which is the goal of sections 4 and 5. Our proof will be constructive: we explicitly
realise all the unitary representations in certain deformations of Fock spaces. A reader not interested in
these details can jump directly ahead to our main conclusion – Theorem 6 on page 35 and the following
discussion which puts the unitarity constraints into a more concrete form.
Before starting to explicitly construct representations, we need to gain some extra intuition about the
plaquette constraints. To this end, we analyse a particular example of some su(2|4) representations in
subsection 3.3 and then make an extended discussion about possible shortening conditions in subsection 3.4.
Only the compact case will be considered in these subsections, but generalisation to the non-compact case
is straightforward, as is discussed in appendix C.2 for the example of superconformal algebra.
13For the sake of clarity, we drew c-even p-odd node in (3.4). The same rule applies for c-odd p-odd node.
17
31
0
0
12
0
-1
-2
1
1
-3
2
45 3
1
0
0
23
1
0
0
0
2
1
1
0
00
00
3
3+
1
2+ 
0
0
1+
   
-1+
3
1
0
0
34
2
1
0
1
3
2
2
1
00
01
3
4+ε
1
3ε
0
0
2+ε
1+ε
   ε
A: β = 1 < 2 B: β = 2 C: 3 > β > 2 D: β = 3 E: β > 3
Figure 6: Lattice of possible weights for a representation of su(2|4). τ = (1, 0), ν = (3, 1, 0, 0). Five
different choices of the value β are shown. Cases A and C are not unitary. Cases B and D are short unitary
representations, shaded plaquettes are those where λ+ ν = 0. Case E is a long unitary representation.
3.3 su(2|4) example and generalisation to su(m|q)
λ1 λ2
ν1
ν2
ν3
ν4
Figure 5: A fundamental weight
on the weight lattice for the
su(0,|m|q) choice of grading.
To conform with the general case discussed later, we choose p1 = 1¯
and pm+q = 0¯ in the distinguished grading of su(m|q) (i.e. we think
about it as su(0,|m|q)). The UHW irrep of su(m|q) is parameterised
by the fundamental weight
[λ1, . . . , λm; ν1, . . . , νq] ≡ [λ; ν] , (3.5)
see Fig. 5. The weights for all other gradings are restored by sys-
tematic application of (3.4). Since we are dealing with su but not u
algebra, the overall shift λa → λa + Λ, νi → νi − Λ does not affect
the representation. We use it to set νq = 0. Additionally, let us
define τ by
λa = τa + β , (3.6)
where τm = 0. τ and ν should be integer partitions. Indeed, we can
consider the highest-weight state as the highest-weight state of the
su(m) or su(q) submodules, and these modules should be unitary as well, τ and ν being integer partitions is
the well-known condition of unitarity of representations of compact su(n) algebras.
The only additional information about unitarity of su(m|q) is contained in the value of β and we should
determine what restrictions are imposed on β by the plaquette constraints.
Consider an explicit example of su(2|4). We choose τ = (1, 0) and ν = (3, 1, 0, 0). Note that the height
of the Young diagram ν (number of non-zero rows) is hν = 2 here. Now we vary the value of β and consider
several different cases illustrated in Fig. 6.
If β < 2 = hν then the representation cannot be unitary as we encounter states with norm of opposite
signs when performing chains of duality transformations, see Fig. 6A. In this figure, symbols ”+” and ”-”
refer to the sign of (λ+ν) in (3.3). When β = 2 or β = 3, all the necessary unitarity constraints are satisfied.
Fig. 6B and Fig. 6D illustrate these cases, with shaded regions being the plaquettes where equalities λ+ν = 0
occur. Fig. 6C describes the non-unitary case 2 < β < 3, the negative norm emerges when performing duality
transformation in the upper-right corner. Finally any real β > 3 = q− 1 allows one to satisfy the necessary
unitary constraints as well, see Fig. 6E, now equality λ+ ν = 0 never occurs.
The situation in generic su(m|q) case should be clear by now: If β < hν , representation is not unitary
because we have an explicit duality transformation that creates a negative-norm space. Sign-changing duality
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transformations also happen for any non-integer β with hν ≤ β ≤ q − 1, whereas we can satisfy unitarity
constraints for integer β in this range, with equalities λ+ν = 0 on some of the plaquettes. Finally, β > q−1
allows one to satisfy the unitarity constraints using only strict inequalities.
Note that this analysis of duality transformations is done uniquely in the right-most column of the weight
lattice. Indeed, if to consider plaquettes in other columns, the unitarity requirements there are weaker (sums
λ + ν become more positive) and hence do not introduce any new information. In fact, the unitarity
constraints on β depend only on q and hν and are not sensitive to m or τ . To derive the constraints, one
should have m 6= 0 though.
3.4 Short representations and Young diagrams on fat hook
We remind that λ + ν = 0 means |HWS〉 = |HWS〉′ for a given duality transformation, this is the so-
called shortening condition. Representations that enjoy this property for some plaquette are called short
or atypical, as opposed to long or typical representations where this equality is never satisfied. In physics
literature, see e.g. [52], one distinguishes BPS (sometimes called fully short) and semi-short representations;
these are particular instances of atypical representations as will be made precise below.
We discuss now what consistent choices of shortenings are possible. For the distinguished choice of
su(m|q) grading as above, the highest-weight state is annihilated by all the generators Eaµ, where pa = 1¯
and pµ = 0¯. This state is denoted as |∅〉 until the end of this section. Consider the action of p-odd gener-
ators Eµa on |∅〉. Note that [Eµa,Eνb] = 0. Therefore, if this action were free from further constraints, it
would generate a 2m×q-dimensional vector space equivalent to the space of polynomials in m× q Grassmann
variables. Shortening conditions introduce further constraints in this space making it smaller.
Let Eµa|∅〉 = 0 for some a, µ. Then it must be that λa + νµ = 0, the weights are for the distinguished
choice of the grading. For any b > a one should have λb ≤ λa which immediately implies λb = λa, otherwise
λb + νµ < 0 and the unitarity is violated. In particular, one should have λm + νµ = 0. Similarly νµ = νµ′ for
any µ′ > µ, and in particular λm + νq = 0. But νq = 0 by our choice of an overall shift Λ, hence λm = 0 and
λa = νµ = 0.
Let ν1 6= 0. Then perform the duality transformation in the bottom right plaquette of the weight lattice
(we refer to Fig. 5 as an example). It produces λm → λm− 1, thus rendering λm+ νµ < 0 in the new grading
choice, which contradicts the unitarity constraints. Hence the only possibility is that ν1 = 0 and then νµ′ = 0
for any value of µ′.
On the other hand λa + νµ = 0 always implies Eµ a|∅〉 = 0. We therefore conclude
Eµa|∅〉 = 0 ⇔ λa = 0 and νµ′ = 0 for any µ′ . (3.7)
Let λm = λm−1 = . . . = λm−r+1 = 0 and all νµ = 0. Then such a representation should be called α−BPS,
where α = r
m
is the fraction of lowering operators Eµa that annihilate the highest-weight state |∅〉 when
directly acting on it.
It is also possible that a certain product of lowering operators annihilates |∅〉 while the individual lowering
operators from this product do not annihilate |∅〉. In analogy with the physics literature this situation should
be called semi-shortening. By generalisation of the analysis from above we show that
Eµra . . .Eµ2aEµ1a|∅〉 = 0 ⇔ λa = r − 1 and νµ′ = 0 for any µ′ ≥ r . (3.8)
The direction ⇐ is proven as follows. Since [Eµa,Eµ′a] = 0, we can always arrange Eµia in the way that
µr > µr−1 > . . . > µ1. Then, consider |Ω〉 ≡ Eµr−1a . . .Eµ2aEµ1a|∅〉. We can think about |Ω〉 as the state
obtained by the chain of r − 1 duality transformations14. Each duality lowers λa by one. Hence, after r − 1
dualities, λa = 0 in the corresponding grading. On the other hand µr ≥ r, so νµr = 0. Hence λa + νµr = 0
implying that action of Eµra annihilates |Ω〉. Note also that |Ω〉 6= 0 as none of the duality transformations
leading to |Ω〉 has λ+ ν = 0.
14More precisely, these will be duality transformations changing highest-weight state only after we restrict ourselves to su(r|1)
subalgebra that contains Eµia.
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q
Figure 7: Example of a Young diagram on a (m|q) fat hook. Its shape is defined by the fundamental weight
[λ; ν] in a given choice of the grading specifed by a Kac-Dynkin diagram which is a path from the external
to the internal corner of the hook. Whereas the weight depends on the grading, the diagram is an invariant
object. The weight lattice is the m× q rectangle between the corners of the hook. Its plaquettes outside of
the Young diagram are the ones where shortenings happen (condition λ+ ν = 0 is satisfied).
The direction⇒ is more generically formulated as follows: Let
r∏
i=1
Eµiai |∅〉 = 0 and none of the subprod-
ucts of
r∏
i=1
Eµiai annihilates |∅〉. Then it is only possible if a1 = a2 = . . . = ar = a, and one can derive the
r.h.s. of (3.8). This statement is proved in appendix A.2.
Finally we remark that it is possible that not only monomial but also certain polynomial combina-
tions of lowering operators annihilate |∅〉. As an example consider the su(2|2) representation with weight
[λ; ν] = [1, 1; 0, 0] in the distinguished grading. Then, for a1 = 1, a2 = 2, µ1 = 3, µ2 = 4, (Eµ2a2Eµ1a1 −
Eµ2a1Eµ1a2)|∅〉 = 0 whereas Eµ2a2Eµ1a1 and Eµ2a1Eµ1a2 do not annihilate |∅〉 separately. This example relies
on [Ea2a1 ,Eµ2a2Eµ1a2 ] = Eµ2a2Eµ1a1 −Eµ2a1Eµ1a2 and it, in particular, uses that λ1 = λ2. Generalisation of
this example to arbitrary cases would involve several technicalities sensitive to a choice of the representation
weight, and we do not discuss it here. Instead, intuition coming from monomial constraints (3.8) will be
sufficent for our goals.
As we see from (3.8), shortenings are straightforwardly related to the value of the fundamental weight
[λ; ν]. This relation can be naturally depicted graphically as outlined in Fig. 7. A representation with integer
weights is associated to a Young diagram [53], such that the distance between diagram’s boundary and the
Kac-Dynkin path is given by the fundamental weight (known in this context as Frobenius weight, see [41]).
Shortening (3.8) corresponds to a chain of duality transformations, such that the last duality is done on a
plaquette with λ + ν = 0. All such plaquettes are precisely those situated on the weight lattice outside of
the Young diagram.
In summary, for integer weights, the unitarity constraint for representations of su(m|q) can be reformu-
lated as follows: For representation to be unitary, it should be possible to find an overall shift Λ that one
can associate a Young diagram to the fundamental weight. For short representations, the choice of such
shift is unique, whereas typically several choices are possible for long representations. Note also that the
Young diagram is also a proper combinatorial object [53], that is the corresponding representation can be
constructed using supersymmetric version of the Young symmetriser, and Littlewood-Richardson rules apply
as usual for tensor product of such irreducible representations. Finally we note that representations with
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Figure 8: Generalisation of the Young diagram to the case of non-integer weights. Left: Diagrams with
boundaries outside of the weight lattice. Two examples are shown that define isomorphic su(m|q) repre-
sentations; the diagrams differ by the highlighted rectangles, the height of the left rectangle is equal to the
width of the right rectangle. Right: Diagrams with boundaries entering the weight lattice. The first example
defines a unitary representation, the second defines a non-unitary representation (unless intersection happens
on the diagonal of a plaquette, in this case the representation becomes shortened).
weights described by Young diagrams are the ones and the only ones that appear in the (non-deformed)
oscillator construction revisited in the next sections.
It is also formally possible to define a generalisation of Young diagram when λa + νi take non-integer
values. While it is useful for intuitive reasoning, we are not aware of any combinatorial value attached
to it as in the integer-weight case. The generalised diagram is a shape inside the fat hook restricted by
two boundaries as shown in Fig 8. The upper boundary is such that the distance to horizontal segments
of Kac-Dynkin path is given by λ’s; the right boundary is such that the distance to vertical segments of
Kac-Dynkin path is given by ν’s. This time the weight change (3.4a) is impossible, therefore we should
allow negative distances in principle. However one should always have λa + νi > 0 for all the plaquettes to
insure unitarity. This boils down to the following geometrical requirement assuming an appropriate choice
of the overall shift Λ: Either two boundaries do not intersect and are such that the diagram fully covers the
weight lattice (hence all the distances in any grading are positive, so their sums are positive as well); or two
boundaries intersect, then this should happen above the diagonal of the upper-right plaquette of the weight
lattice, see Fig 8 (λm or νq become negative in certain gradings but their sum remain positive).
4 Representations of oscillator algebra and their Hermitian struc-
ture
The gl superalgebra can be realised by oscillators and, even more, this realisation can encode any real form
of u(p, q|m) type. For instance, u(n) generators are given by
Eij = a
†
i · aj , (4.1)
where a’s are standard bosonic oscillators, obeying [ai, a
†
j ] = δij , and we request that a
† is the conjugate of
a.
We shall see that the oscillator algebra realisation significantly simplifies the study of unitarity. However,
naive identification of the algebra of oscillators with the operators in a Fock module leads to gl-representations
with integer weights only. In this paper we present a novel generalisation of the Fock space which we shall
call the Fγ-module. It depends on a continuous parameter γ, with whose help we will construct all unitary
representations and prove the classification statement in section 5.
The goal of the current section is to introduce the Fγ-module and its essential properties. Prior to that,
we have to build up an appropriate language and to review the standard knowledge about Fock space and
the GL(K)− GL(P ) dual pair which is relevant to the realisation (4.1).
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4.1 Fock space and GL(K)− GL(P ) Howe dual pair
Consider the Fock module F⊗(K×P ) which is a representation of the oscillator algebra with K ”flavours”
and P ”colours”:
[ai(A), a
†
j(B)] = δij δAB , (4.2)
for A,B, . . . ∈ 1, P , i, j, . . . ∈ 1,K . In the following we denote this oscillator algebra as HK×P .
The Fock module is generated by the commutative action of raising (creation) operators a†i (A) on the
Fock vacuum |0〉 distinguished by the property
ai(A)|0〉 = 0 , ∀ i, A . (4.3)
Hence it can be identified, as a vector space, with the space of polynomials in K × P variables, i.e.
C[x11, x12, . . . , xKP ]. The action of ai(A) on this space is fully determined by (4.3) and (4.2) and it is
simply given by the derivative ai(A) =
∂
∂xiA
.
One can introduce a structure of GL(K)×GL(P )-module on the Fock space. To this end consider a K×P
matrix X with entries XjB = xjB . Then GL(K)⊗ GL(P ) simply acts by left×right action on X:
X 7→ GK XGTP . (4.4)
The Fock space is an infinite sum of symmetric powers
∞⊕
n=0
Sn(CK×P ), where CK×P is parameterised by the
entries of X. Hence (4.4) is extended in an obvious way to F⊗(K×P ).
On the level of algebra, gl(K) action is explicitly realized by
Eij =
∑
A
a†i (A) aj(A) , (4.5)
and gl(P ) action is explicitly realised by
EAB =
∑
i
a†i (A) ai(B) . (4.6)
In particular, gl(K) and gl(P ) share the u(1) generator which is simply the number operator
N ≡
∑
i,A
a†i (A) ai(A) . (4.7)
The structure of the Fock space as GL(K) × GL(P )-module is under perfect control. It is well-known that
the group algebras of GL(K) and GL(P ) are maximal mutual centralizers in F⊗(K×P ) and are referred to as
forming a Howe dual pair [54]. The Fock space decomposes into the multiplicity-free direct sum of irreducible
representations of GL(K)× GL(P )
F⊗(K×P ) =
⊕
µ
VK,µ ⊗ VP,µ , (4.8)
where summation is done over all integer partitions
µ = {µ1 ≥ µ2 ≥ . . . ≥ µK ≥ 0} , (4.9)
and where VK,µ and VP,µ are GL-representations corresponding to the Young diagram µ. It is hence easy to
foresee that the non-zero entries in the sum (4.8) should obey hµ ≤ min(K,P ), where hµ is the height of the
Young diagram (number of non-zero µ’s).
So far colour and flavour indices were treated on equal footing. But now we should choose one of them to
describe representations of gl-algebras. It will be our convention to consider gl(K) action defined by (4.5),
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which is the precise meaning of (4.1). In the following, we will denote an implicit summation over the colour
indices by the dot between the operators, as in (4.1).
We can give an explicit realisation of any irreducible finite-dimensional representation µ as a subspace in
an appropriate Fock space. Consider first two examples
Example 1. Symmetric square representation is explicitly the space
V = span
{
a†i (1)a
†
j(1)|0〉, ∀ i, j ∈ 1,K
}
. (4.10)
Note that if we have more than one colour, there are several non-unique ways to realise such a representation.
One can use anything of type span
{[
a†i (A1)a
†
j(A2) + a
†
j(A1)a
†
i (A2)
]
|0〉, ∀ i, j ∈ 1,K
}
, but (4.10) suffices for
our needs.
Example 2. Antisymmetric square is realised on the space
V = span
{[
a†i (1)a
†
j(2)− a†i (2)a†j(1)
]
|0〉, ∀ i, j ∈ 1,K
}
. (4.11)
We need at least two colours to build such a representation. If there are more than two colours then this
space, again, is not uniquely defined.
In general, the construction for partition µ is
V
/A1... Ahµ/
µ = span
{
cµ
[∏
x,y
a†ix,y (Ax,y)
]
|0〉 , ∀ ix,y ∈ 1,K
}
, (4.12)
where the product
∏
x,y
≡
hµ∏
y=1
µy∏
x=1
runs over the boxes of the Young diagram and cµ is the Young symmetriser.
We can take A1,y = A2,y = . . . = Aµy ,y, these numbers are denoted by Ay ≡ A1,y on the l.h.s. of (4.12).
The values of Ay can be arbitrary but pairwise distinct. Therefore P ≥ hµ.
If the explicit value of A’s is irrelevant for the discussion, we will simply denote V
/A1... Ahµ/
µ as Vµ. Note
that VK,µ⊗VP,µ from decomposition (4.8) is explicitly realised as span
{
cµ
[∏
x,y
a†ix,y (Ax,y)
]
|0〉 , ∀ ix,y, Ax,y
}
.
Hence V
/A1... Ahµ/
µ is a subspace of VK,µ×VP,µ. There is certain abuse of notation here, Vµ denotes either the
class of isomorphic gl(K)-representations, as in (4.8), or an explicit realisation from this class, as in (4.12).
In the following, the meaning of Vµ will be clear from the context.
Let us now discuss unitarity properties of the constructed representations. Once the norm of the vacuum is
fixed to 〈0|0〉 = 1, the scalar product on the Fock space is fully determined by requirement that a and a†
are conjugated with respect to it. Such scalar product is obviously positive-definite. On the other hand, it
is obviously invariant under action of u(K) algebra:
〈v|gw〉 = 〈g† v|w〉 , (4.13)
for any states v, w of the Fock space and any g ∈ u(K) defined by (4.1). Hence we can conclude immediately
that all constructed representations are unitary for the u(K) choice of the real form.
4.2 Fγ-module
The above-presented Fock space approach is a simple and powerful method to demonstrate unitarity of
u(K)-modules. Nevertheless, it has one important shortcoming: It is not clear whether there are other
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representations which are unitary but not realisable inside the Fock space, hence we cannot use the Fock
space alone to prove classification statements. If this question addresses only unitarity of su(K)-modules, the
problem is easily resolved. By direct analysis of su(2) sub-algebras one can quickly conclude that unitarity
requires all Dynkin labels ωi = λi − λi+1 to be non-negative integers, and hence all such cases are realized
in a Fock space with sufficient amount of colours.
However, when we take u(1) central element N into account, Fock space can produce only integer values
for it whereas unitarity is possible for arbitrary real values of N 15. This limitation of the Fock space
construction is especially critical in the supersymmetric and non-compact cases where not only the central
charge but also some Dynkin labels can be non-integer. To overcome this limitation we shall introduce the
Fγ-module that allows one to control continuity in the spectrum.
As a warm up, consider a special case of the Fock module with K = P . In this case we can give a more
detailed structure of the decomposition (4.8). It can be written as follows:
F⊗P 2 =
∞⊕
n=0
⊕
µ
(Vµ ⊗ Vµ)× (∆†)n|0〉 , (4.14)
where µ is now a proper Young diagram, i.e. an integer partition {µ1 ≥ µ2 ≥ . . . µP } with µP = 0, so that
hµ < P . We also have the possibility to construct the determinant
∆† ≡ det
1≤i,A≤P
a†i (A) (4.15)
which is invariant under sl(P )⊕ sl(P ) action but does not commute with the number operator:
[N ,∆†] = P ∆† . (4.16)
Hence we can modify the value of the u(1) charge by multiplication with ∆†.
We now want to consider arbitrary values of the u(1) charge. For this, we will need a well-defined
object which for all practical purposes behaves as (∆†)γ where the parameter γ can be non-integer. As the
determinant is a scalar quantity, raising it to non-integer power can be a meaningful operation, one need
only a proper mathematical formalisation of this idea which we will now describe.
For the oscillator algebra (4.2) with K = P , one defines the representation FP 2γ as follows. Consider the
vector space C[x11, x12, . . . , xPP ] ⊗ C[t, t−1], where C[t, t−1] denotes Laurent polynomials in an additional
auxiliary parameter t. Introduce, as before, matrix X with XiA = xiA. Then, as a vector space, FP 2γ is
identified with the following quotient
FP 2γ =
C[x11, x12, . . . , xPP ]⊗ C[t, t−1]
detX− t , (4.17)
and the action of a† and a on FP 2γ is realised by:
a†i (A) = xiA ,
ai(A) =
∂
∂ xiA
+
(
∂ detX
∂ xiA
)(
γ
t
+
∂
∂t
)
. (4.18)
It is straightforward to check that (4.18) with arbitrary complex number γ indeed defines a representation
of the oscillator algebra HP 2 on FP 2γ . To simplify notations, we will refer to it as the Fγ-module when the
value of P is clear from the context.
Identification (4.17) allows one to think about Fγ as a ring of functions16 and hence to define action
of Fγ on itself. Then multiplication by xiA is identified with action by a†i (A). Multiplication by t should
15We remind that integrability of the representation up to the group level is not required; or equivalently, one considers
universal covers of the Lie groups which are simply connected, hence there are no topological restrictions which might impose
N to be integer.
16In fact, this is the coordinate ring of GL(P ) considered as affine variety.
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realise the action by determinant ∆†, and taking the quotient in (4.17) takes care of that. But additionally
we allow for Laurent series in t and formalise in this way action with negative (but integer) powers of ∆†.
To motivate the definition of ai(A), think about the identity monomial in (4.17) as the state |γ〉 ≡
(∆†)γ |0〉, where |0〉 is the usual ”Fock vacuum”. Then
a ⊲ 1 ≃ a|γ〉 = a(∆†)γ |0〉 = [a, (∆†)γ ]|0〉 = γ[a,∆†](∆†)γ−1|0〉 = [a,∆†]γ
t
|γ〉 ≃ ∂ detX
∂ x
γ
t
. (4.19)
Here and below we use notation O ⊲ f to denote an operator O acting on f ∈ Fγ , where f is considered as
a vector. Note that it is possible that O ∈ Fγ , then O ⊲ f = O f .
The sequence (4.19) explains the definition a⊲1 = ∂ detX∂ x
γ
t , however (4.19) is a well-defined sequence only
for positive integer γ. As for an arbitrary γ, it is quite heuristic, as neither Fock vacuum is an element of
Fγ nor (∆†)γ was rigorously defined, but very suggestive for developing the correct intuition. To get the full
expression for ai(A) in (4.18), take any monomial M(x, t) ∈ Fγ , consider a ⊲M(x, t) ≃ aM(a†,∆†)(∆†)γ |0〉
and repeat the same reasoning as in (4.19).
4.3 Irreducibility and signature of scalar product
We now proceed to establish the essential ingredient needed to determine the unitarity of a representation:
the Hermitian structure of Fγ , which should be fixed from the requirement that a and a† are conjugate to
one another. For the case of ordinary Fock space, this is an easy task for two reasons: first, it is a tensor
product of one-oscillator Fock space, and, second, the Fock vacuum is a special state that is annihilated
by all lowering operators. Neither of these features are present in Fγ-module, so our analysis will be more
elaborate.
A preliminary question to address is irreducibility of the Fγ-module. First we note that this module
admits a natural left-right action of GL(P ) × GL(P ) group, defined precisely by (4.4). t transforms under
this action in the same way as detX. It is then easy to see the following decomposition into GL(P )×GL(P )
irreducible pieces, similarly to (4.14):
Fγ =
∞⊕
n=−∞
⊕
µ
(Vµ ⊗ Vµ)× tn . (4.20)
In the following we use F [n]µ,γ ≡ (Vµ ⊗ Vµ)× tn.
A priori, the corresponding Lie algebra generators of gl(P )⊕ gl(P ) are not necessarily given by (4.5) and
(4.6), because we modified the definition of lowering oscillators. However, the explicit computation shows
Eij ≡ a†i · aj =
∑
A
xiA
∂
∂xjA
+ δij
(
γ + t
∂
∂t
)
, (4.21)
EAB ≡
∑
i
a†i (A) ai(B) =
∑
i
xiA
∂
∂xiB
+ δAB
(
γ + t
∂
∂t
)
, (4.22)
where
∑
A xiA
∂
∂xjA
+ δijt
∂
∂t is a natural left gl(P ) action inherited from (4.4), and Eij is a gl(P ) algebra that
we would like to construct using oscillators. Equivalent comparison holds for right gl(P ) action versus EAB
generators.
We therefore see that bilinears in oscillators (4.21) and (4.22) generate precisely the natural rotation
(4.4) when restricted to restricted to the sl(P ) ⊕ sl(P ) subalgebra, whereas it is only the u(1) charge who
is shifted. We are now ready to realise our minimal goal of constructing an oscillator realisation of a u(P )
representation which has the proper Young diagram µ and arbitrary value of the u(1) charge. To this end
one just needs to restrict to a required Vµ× tn subspace; it is, by construction, invariant under gl(P ) action,
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has Hermitian structure consistent with u(P ) *-algebra, and arbitrariness of the u(1) charge is controlled by
γ:
N ⊲ Vµ × tn = (P (γ + n) + |µ|)Vµ × tn . (4.23)
The last result is of course intuitively expected as N counts the total number of oscillators and, formally,
number of oscillators in tn ≃ (∆†)γ+n|0〉 is P (γ + n).
Coming back to irreducibility question, we would like to check whether for two arbitrary vectors v, w ∈ Fγ ,
there exist A ∈ U(HP 2) (an element in universal enveloping algebra of the oscillator algebra) such that
w = A ⊲ v. First note that F [n]µ,γ subspaces have distinct gl(P ) ⊕ gl(P ) Cartan charges, therefore we can
always use combinations of oscillator bilinears (4.5) and (4.6) to cook up a projector to a particular F [n]µ,γ
subspace. Hence the question of irreducibility simplifies to whether oscillators allow one to move between
any two F [n]µ,γ subspaces.
Now we note that one has for any n ∈ Z
Fn+γ ≡
∞⊕
m=n
⊕
µ
F [m]µ,γ ≃ C[X] ⊲ tn , (4.24)
i.e. we can identify subspaces of type Fn+γ with spaces of polynomials in P 2 variables. Then it becomes
clear that, starting from any vector v ∈ F [m]µ,γ ⊂ Fn+γ (which can be viewed as a polynomial in x’s), and for
any µ′, we can find a polynomial A in raising operators a† ≡ x such that A ⊲ v can be projected to F [m′]µ′,γ for
sufficiently large m′. Indeed, whatever µ is, one can always find µ˜ such that Vµ′ ⊂ Vµ˜ ⊗ Vµ. Then we just
take generic enough A ∈ Vµ˜. A ⊲ v is just multiplication of two polynomials, and it is a vector in the tensor
product of two sl(P ) representations. Taking products can increase the u(1) charge by some amount, that
is why we say that m′ should be sufficiently large. Therefore there exist maps between F [m]µ,γ and F [m
′]
µ′,γ for
arbitrary pairs µ, µ′ but potentially with some restrictions on values of m,m′.
Our last step in proving irreducibility is to see whether we can always find a map from F [m]µ,γ to F [m±1]µ,γ
to remove any potential restrictions on m,m′. Increasing the value of m is done in the obvious way:
∆† ⊲ F [m]µ,γ = F [m+1]µ,γ . (4.25)
To lower the value of m, we cannot use action by 1/t as it is not an element of U(HP 2 ). Purely by Cartan
charges counting, it should be that ∆⊲F [m]µ,γ ∝ F [m−1]µ,γ . But it may happen that ∆ annihilates F [m]µ,γ , therefore
we need to compute action of ∆ explicitly. This can be done using the Capelli identity
∆†∆ = det
1≤i,j,≤P
( Eij + (P − i)δij) , (4.26)
where the determinant of a matrix with non-commuting entries is defined by preserving the column order:
detM ≡ ǫi1...iPMi11 . . .MiPP .
The Capelli determinant can be written as a polynomial in Casimirs of gl(P ), hence its value can be
evaluated by action on any vector of a gl(P ) irrep. Computation of the determinant on the highest-weight
vector is extremely simple as all Eij with i < j annihilate this state, and the determinant is computed by
the product of diagonal entries. Hence we have
∆ ⊲ F [m]µ,γ =
1
t
∆†∆ ⊲ F [m]µ,γ =
1
t
det
1≤i,j,≤P
( Eij + (P − i)δij) ⊲ F [m]µ,γ =
[
P∏
i=1
(µˆi + γ +m)
]
F [m−1]µ,γ , (4.27)
where we introduced the so-called shifted weights µˆi ≡ µi+P−i ≥ 0 that form a strictly decreasing sequence
µˆ1 > µˆ2 > . . . with µˆP = 0.
Note in particular that
∆ ⊲ tm = (γ +m)(γ +m+ 1) . . . (γ +m+ P − 1) tm−1 . (4.28)
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We therefore conclude that ∆ ⊲ F [m]µ,γ 6= 0 for any non-integer γ and hence the Fγ-module is irreducible.
The module becomes reducible if γ ∈ Z. We moreover note that for any given γ, all Fγ+Z-modules are
isomorphic. The isomorphism between Fγ and Fγ+n, n ∈ Z, is established by the mapping
C[X, t, t−1] 7→ tn ⊲ C[X, t, t−1] , (4.29)
or, informally, by considering (∆†)n|γ〉 as a new reference state |γ + n〉. Based on this isomorphism, it is
enough to understand reducibility for γ = 0. For this case, the irreducible subspace of Fγ=0 is F0+γ=0 ≡ C[X]
is precisely the ordinary Fock space F⊗P 2 with standard action of oscillators on it.
By now we learned enough to start analysing the Hermitian structure of the Fγ-module. For any real γ,
each subspace F [n]µ,γ is a u(P )⊕u(P ) unitary irreducible representation, its scalar product is uniquely defined
up to an overall normalisation by u(P )⊕u(P ) invariance, and it can be positive-definite with an appropriate
sign choice of this normalisation. The question therefore is how to consistently choose normalisations in
different subspaces F [n]µ,γ as they are related to one another by action of the oscillator algebra.
Define |vµ,n〉 ≡ vµ ⊲ tn, for some vµ ∈ Vµ. Then use (4.27) to compute
||vµ,n+1||2 = 〈vµ,n+1|∆†|vµ,n〉 = 〈vµ,n|∆|vµ,n+1〉 =
[
P∏
i=1
(µˆi + γ + n+ 1)
]
||vµ,n||2 . (4.30)
It is clear now that the Hermitian form of the whole Fγ-module cannot be positive-definite, as
P∏
i=1
(µˆi + γ +
n+1) is negative for certain values of n. However, we also note the following useful fact. Define the following
subspaces:
F+µ,γ ≡
⊕
n∈Z,n+γ>−1
F [n]µ,γ . (4.31)
Hermitian form can be made positive-definite on each of them, as, according to (4.30), the sign of relative
normalisations does not change among all F [n]µ,γ that comprise F+µ,γ .
We can also prove a stronger statement which is the main conclusion of this section:
Proposition 3. It is possible to choose the overall normalisation such that the subspace
F+γ ≡
⊕
µ
F+µ,γ (4.32)
has a positive-definite Hermitian form.
Proof. Due to isomorphism (4.29), it is enough to consider γ ∈ [0,−1). The statement is obvious for γ = 0
because F+γ=0 is just the ordinary Fock space. Let us now continuously decrease γ starting from 0 while
keeping the norm of the identity monomial 1 ≃ |γ〉 equal to 1. Suppose we reach a negative γ > −1 when
some vector v ∈ F+γ has a zero norm. Expand v in any basis {v1, v2, . . .} in F+γ with mutually orthogonal
basis vectos: v =
∑
α
cαvα, so that ||v||2 =
∑
α
|cα|2||vα||2. Since there are no vectors in F+γ with negative
norm yet, we conclude that ||vα||2 = 0 if cα 6= 0. Then it is immediate to conclude that 〈v|F+γ 〉 = 0. But
also v should be orthogonal to any vector from F [n]µ,γ 6⊂ F+γ , because all spaces F [n]µ,γ in decomposition (4.20)
are mutually orthogonal as they have different Cartan charges. Hence 〈v|Fγ〉 = 0.
Let A ∈ U(HP 2 ). Then ||A|v〉||2 = 〈v|A†A|v〉 = 0 as A†A|v〉 ∈ Fγ . Since Fγ is an irreducible module for
non-integer γ, any element of Fγ can be represented as A|v〉, i.e. we have just derived that any state in Fγ
should have zero norm. But, for instance the norms of tn are non-zero, as it follows from our normalisation
〈γ|γ〉 = 1 and (4.30). Hence zero-norm v in F+γ could not have existed, hence Hermitian form of F+γ cannot
change its signature when performing analytic continuation with γ (until γ reaches next integer value).
For practical applications of the next section we will need the following
Corollary: With normalisation 〈γ|γ〉 = 1, F0+γ has positive-definite Hermitian form for any γ > −1.
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5 Sufficient conditions for unitarity and classification theorems
In this section we give the complete classification of unitary highest-weight representations (UHW’s) of
su(p, q|m). The necessary conditions for unitarity are given in section 3 and, for the special case of m = 0,
in appendix A.1. We will prove in this section that these conditions are also sufficient. To this end all the
unitary representations are explicitly realised using oscillators based on results of section 4. In the case of
undeformed Fock space, the constructed representations are automatically unitary, whereas in the deformed
case, we demonstrate that the constructed representations belong to the F0+γ submodule of Fγ which is also
a sufficient condition for unitarity if γ > −1.
We will mostly work in the grading su(p,|m|q) throughout this section. Transition to other gradings was
discussed before, and we come back to this question once more after introduction of non-compact Young
diagrams in subsection 5.4.
5.1 su(p, q)
A limiting case of gl(n|m) algebras is a non-supersymmetric gl(n). It would be instructive to describe
UHW representations of its real form su(p, q), with n = p + q, as an opening illustration of our approach.
These representations were classified in [17]. Note that, in contrast to gl(n|m) case with n,m 6= 0, UHW
representations of su(p, q) do not exhaust all possible unitary representations of real forms of gl(n), where
the complete classification is still an open problem.
We think about su(p, q) as the traceless part of u(p, q), while u(p, q) would be naturally constructed with
the help of oscillators. One needs two sets of bosonic oscillators: aα(A), α ∈ 1, q and bα˙(A), α˙ ∈ 1, p. The
colour index A runs from 1 to P .
The u(p) subalgebra of u(p, q) is realised as Eα˙β˙ = −bα˙ · b†β˙ , and the u(q) subalgebra is realised as
Eαβ = a
†
α · aβ . All the generators of u(p, q) are given by [16]
(
Eα˙β˙ Eα˙β
Eαβ˙ Eαβ
)
=
( −bα˙ · b†β˙ bα˙ · aβ
−a†α · b†β˙ a†α · aβ
)
. (5.1)
In (5.1), we used two alternative realisations of u(n) algebras: Eij = a
†
i · aj and Eij = −bi · b†j, where the
former one was discussed in section 4. They are linked through the automorphism φout : Eij 7→ −Eji, with
a minor adjustment: −Eji = −a†j · ai = P δij − ai · a†j , and we drop the central element P δij which neither
affects commutation relations of u(n) nor enters the su(n) generators.
The maximal compact subalgebra of su(p, q) is K = su(p) ⊕ su(q) ⊕ u(1), with u(1) generator given by
E = 1
q
Na + 1pNb + P .
The highest-weight representation U is conveniently described as follows [16]: We decompose su(p, q) as
su(p, q) = E(−) ⊕K⊕ E(+) , (5.2)
where E(+) is spanned by Eα˙β and E(−) is the conjugated subspace. Consider a subspace U0 ⊂ U which is
an irreducible K-module characterised by the property E(+)U0 = 0. U0 contains the highest-weight state of
U , hence U0 would uniquely specify the whole representation U . In fact, U is the induced representation
U(su(p, q))⊗U(K⊕E(+)) U0 with subsequent quotient over maximal proper sub-module. The latter quotient is
taken automatically once the representation is realised in a space with positive-definite Hermitian form, in
particular this is the case for the oscillator constructions discussed below. Indeed, any proper sub-module,
if it were present, should have all states of zero norm which is contradictory.
Following the discussion of section 4, U0 is explicitly realised as
U0 ≃ V /A/µR [a]V /B/µL [b] [∆†a]γR [∆†b]γL |0〉 . (5.3)
Here µR = {µ1R ≥ µ2R ≥ . . . ≥ µqR}, µL = {µ1L ≥ µ2L ≥ . . . ≥ µpL} are integer partitions. The small letters a, b
28
designate the type of oscillators used to construct V or ∆†, as defined by (4.12) 17 and (4.15). The subsets
A ⊂ {1, . . . , P}, B ⊂ {1, . . . , P} denote the colours used in the construction; It is important that A∩B = ∅,
otherwise E(+)U0 6= 0. Therefore the minimal number of colours we need is P = hµL + hµR . Parameters
γR, γL can be non-integers if the number of colours is sufficiently large as is discussed below.
From (5.3), it is not difficult to compute the fundamental weight of the highest-weight state in U0:
[νL; νR] = [−µpL, . . . ,−µ2L,−µ1L;µ1R, µ2R, . . . µqR] + [ (−P − γL) ; γR ] ; (5.4)
the first p entries define the weight of u(p) and the last q entries – the weight of u(q). Here we introduced
notation α ≡ α, α, . . . , α, where the number of repetitions of α should fill in the pattern dictated by the
context.
By adjusting γL, γR appropriately, we can always restrict ourselves to consideration of proper integer
partitions µL, µR, with µ
p
L = µ
q
R = 0. This will be our convention from now on. Also, arbitrary translation
νµ → νµ + Λ does not affect the irrep of su algebra. Hence, an arbitrary irrep of su(p, q) is completely and
uniquely parameterised by proper partitions µL, µR and one extra parameter which we choose to be
β = P + γL + γR . (5.5)
In the following we will identify U with the triple [µL, µR;β].
The parameter β is related to the eigenvalue of the u(1) generator on HWS by β = E − 1
q
∑q
α=1 µ
α
R −
1
p
∑p
α˙=1 µ
α˙
L . In fact, β is nothing but the HWS eigenvalue of Enn−E11. As −(Enn−E11) is the Cartan element
in the associated non-compact su(1, 1) sub-algebra, we can deduce that β ≥ 0 is a necessary condition for
unitarity of representation, however stronger constraints shall be imposed.
The action of u(p, q) is realised by (5.1) inside a certain representation of the oscillator algebra which we
will denote as Ftotal.
Consider first the γL = γR = 0 case. Then Ftotal = F⊗P×(p+q), i.e. this is an ordinary Fock space. We
will need that U0 ⊂ U naturally belongs to a certain smaller subspace of Ftotal. To demonstrate this fact,
represent Ftotal as
Ftotal = F⊗qhµR ⊗ F⊗phµL ⊗F⊗r , (5.6)
where hµ is the height of Young diagram µ, i.e. number of non-zero µi. Then VµR [a] can be realised using
only oscillators from the first factor F⊗qhµR , VµL [b] – from the second factor in (5.6). In this respect, F⊗r
denotes oscillators which were not used in (5.3) but which are switched on by acting with generators from
E(−) on U0.
Ftotal is a tensor product of elementary non-deformed Fock spaces, hence it has a positive-definite norm.
Therefore any representation [µL, µR;β = P ], with integer P ≥ hµL + hµR is unitary.
We now generalise to the case of non-zero γ’s. Let us focus, for concreteness, on the first factor in (5.6).
If we have enough colours to imbed F⊗qhµR inside the larger space F⊗q2 , then we can γ-deform the latter
and get the possibility to operate with determinants ∆†a in fractional powers. The minimal number of colours
for this to happen is P = q+ hµL , as hµL colours is still needed for b-oscillators, to preserve E(+)U0 = 0. If
this condition is met, we build our representation inside the space
Ftotal = Fq2γR ⊗F⊗phµL ⊗F⊗r , (5.7)
and it would be parameterised by18 β = q+ hµL + γR. The precise meaning of (5.3) is the following: The
state |0〉 in (5.3) is the product of Fock vacua |0〉q2 ⊗ |0〉phµL ⊗ |0〉r according to decomposition (5.7). Then
[∆†a]
γR |0〉q2 ≡ |γR〉 ∈ Fq2γR .
17To be more precise, we should remove |0〉 from the definition (4.12) to get Vµ that we use here. I.e. we understand Vµ as
an appropriate space of polynomials in raising operators.
18We have chosen precisely P = q+hµL , more colours won’t be needed for question of classification of unitary representations
because the moment ta is switched on, we can increase γR instead of increasing P to control the value of β. This freedom in
changing γ’s vs changing P is emphasised more explicitly in the forthcoming most general case.
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The whole representation U is guaranteed to lie within F+total ≡ F0+γR ⊗F⊗phµL ⊗F⊗r space, where F0+γ
was introduced in (4.24). Indeed, elements of U0 space belong to F+total by construction, whereas action of
E(−) on U0 includes only raising a†α operators, for what concerns action on FγR component of the tensor
product, and we stay within F0+γ when acting with raising operators.
As U is restricted to the subspace F+total, U has positive-definite Hermitian form if γR > −1. Hence the
representation [µL, µR;β] with any real β > q+ hµL − 1 is automatically unitary.
Instead of turning on ∆†a, one could turn on ∆
†
b or both of the determinants, assuming we have enough
colours19. As β is determined only by the sum P +γL+γR, it is not essential who is precisely turned on, and
it is convenient to turn only the determinant that requires the least number of colours to use, as it would
allow to prove unitarity for the largest possible continuous range of β.
We have outlined a constructive proof of unitarity of a large class of su(p, q) highest-weight representa-
tions, including those with non-integer β. That this construction exhausts all possible UHW representations
of su(p, q) is proved in appendix A.1.
In summary, one has proved the following classification theorem (known already e.g. in [17]):
Theorem 4. All the unitary highest-weight representations of the Lie algebra su(p, q) are parameterized by
the triple [µL, µR;β], where µL = {µ1L ≥ µ2L ≥ . . . ≥ µpL = 0}, µR = {µ1R ≥ µ2R ≥ . . . ≥ µqR = 0} are two
proper integer partitions and β is a real number satisfying the following constraints: β ≥ (hµL + hµR), and
β must also be an integer if β ≤ (min(p+ hµR , q+ hµL)− 1) .
The fundamental weight of the su(p, q) irrep is related to the triple [µL, µR;β] by (5.4), where only the
sum β = P + γL + γR (but not γR and γL + P separately) matters for defining an su(p, q) irrep.
5.2 su(m|q) and su(p,|m)
In this subsection we construct unitary representations of su(m|n) and su(m,|n) *-algebras with the help
of oscillators. Given compactness of the corresponding real form, these representations should be finite-
dimensional. The unitary representations of su(m|n) shall be called covariant representations, due to their
transformation properties with respect to bosonic subalgebra action. The unitary rerpresentations of su(m,|n)
shall be called contra-variant representations.
The su(m|n) and su(m,|n) *-algebras are isomorphic, with isomorphism map ϕout defined in (2.14). Hence
we do not really need to consider both of them, but the reason we do so nevertheless is that they appear
as subalgebras of non-compact su(p,|m|q) that we are going to analyse next. To emphasize this intended
imbedding, we will use notations su(m|q) and su(p,|m) throughout this subsection.
Also note that covariant and contra-variant representations can be considered as representations of the
same Lie algebra if we ignore the *-structure. These representations are not isomorphic because ϕout is a
Lie algebra outer automorphism. This is another reason to mention both of these cases.
Oscillator construction for covariant case. Choose su(m|q) grading and use the following oscillator
representation (
Eab Eaβ
Eαb Eαβ
)
=
(
f †a · fb f †a · aβ
a†α · fb a†α · aβ
)
. (5.8)
Here one encounters bosonic oscillators aα(A), the same ones as before, and also fermionic oscillators fa(A)
which obey the anti-commutation relation {fa(A), f †b (B)} = δabδAB.
The fermionic Fock space can be viewed as a space of polynomials in Grassmann variables θaA, with
generators f realised as
f †a(A) = θaA fa(A) =
∂
∂ θaA
. (5.9)
19In the most general case with both γL, γR non-zero, we have Ftotal = F
q2
γR ⊗F
p2
γL ⊕F
⊗r, and the precise meaning of (5.3)
stems from identification [∆†a]
γR [∆†
b
]γL |0〉 ≡ |γR〉 ⊗ |γL〉 ⊗ |0〉r.
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The u(m) action is realised on this Fock space by Eab = f
†
a · fb, with dot symbolising sum over colours, as
before. We can single out an irreducible u(m)-module Wτ with partition τ = {τ1 ≥ τ2 ≥ . . . ≥ τm} as follows
W
/A1...Aτ1/
τ = span
{
Pτ
[∏
x,y
θax,y Ax,y
]
, ∀ ax,y ∈ 1,m
}
, (5.10)
with the main difference from the bosonic case that colours should be distinct within the same row and may
be the same in different columns. Hence the minimal number of colours required is equal to τ1. This minimal
choice, with Ax ≡ Ax,1 = Ax,2 = . . ., is denoted as the superscript of W .
One cannot construct a determinant from Grassmann variables, the closest analog is the product of all
fermions of the same colour
∆†f (A) = θ1A θ2A . . . θmA . (5.11)
This pseudo-determinant is invariant under su(m) action. Although it can be constructed already when only
one colour is available, we cannot raise it to any power and hence cannot use it as a source for non-integer
weights. It is the determinant of bosonic oscillators that will be the only source of a continuous deformation.
The even subalgebra of su(m|q) is K = su(m) ⊕ su(q) ⊕ u(1). It is a compact algebra, with u(1) generator
given by E = 1
m
∑m
a=1 Eaa +
1
q
∑q
α=1 Eαα =
1
m
Nf + 1qNa .
Consider decomposition
su(m|q) = E(−) ⊕K ⊕ E(+) , (5.12)
where E(+) is spanned by Eaβ and E(−) is the conjugate space. Consider a subspace U0 in the highest-weight
representation U which is an irreducible K-module characterised by the property E(+)U0 = 0. As before, the
full representation U can be viewed as U = U(su(m|q)) ⊗U(K⊕E(+)) U0 with the subsequent quotient by the
maximal proper submodule. This quotienting, if any, is done automatically in the oscillator realisation.
The irreducible K-module U0 is uniquely defined by two partitions τ = {τ1, . . . , τm} and µ = {µ1, . . . , µq}
that label representations with respect to, respectively, su(m) and su(q) subalgebras, and the eigenvalue of
E. It is realised in the Fock space (or its appropriate γ-deformation) as
U0 ≃W /F/τ V /A/µ
[ ∏
C∈F∆
∆†f (C)
]
[∆†a]
γ |0〉 , (5.13)
with precise meaning of [∆†a]
γ |0〉 the same as was explained in the su(p, q) case.
A,F,F∆ ⊂ {1, . . . , P} are certain subsets of colours. If γ 6= 0, denote by A∆ the subset of colours used
in construction of ∆†a. For transparency of construction, we require that A ⊆ A∆. If γ = 0, define A∆ = A.
Without loss of generality, we can assume that τ and µ are proper integer partitions, and this will be
our convention from now on. Indeed, if τm 6= 0, the space Wµ contains ∆†f (F1) . . .∆†f (Fτm) which can be
considered as a part of
∏
C ∆
†
f (C). Similarly, µq 6= 0 means that the space Vµ contains ∆†a which can be
absorbed to [∆†a]
γ by redefinition of γ. Note that with this convention one gets |F| = τ1, where |S| means
the number of colours in a colour subset S.
It should be that F∩F∆ = 0 to get U0 6= 0. It should be that A∆ ⊆ F∆ to get E(+)U0 = 0. This implies
|F∆| ≥ hµ, or |F∆| ≥ q if γ 6= 0.
The fundamental weight of the constructed representation is
[λ; ν] = [τ1, τ2, . . . , τm = 0;µ1, µ2, . . . , µq = 0] + [ |F∆| ; γ ] . (5.14)
Define βR as the eigenvalue
20 of Em,m + Em+q,m+q on the highest-weight state, i.e.
βR = |F∆|+ γ . (5.15)
20A more close analog to su(p, q) case would be the eigenvalue of E11 + Em+q,m+q. Our choice has the advantage that the
unitarity constraint on βR will be given in terms of µ only.
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mq
µ1
γ
|F|+|F∆|
τ
1
|F∆|
Figure 9: Young diagram for a covariant represen-
tation of u(m|q). It is assembled from two rectan-
gles, partition µ, and τT – transposition of partition
τ . When γ is integer, the obtained shape is itself an
integer partition Y ≡ {µ1+γ+m, . . . , µq−1+γ+m, γ+
m,m, . . . ,m, τT1 , τ
T
2 , . . .}, precisely the one from Fig. 7.
m
p
µ1
P−|F∆|
τ
1
Figure 10: Young diagram for a contravari-
ant representation. More accurately, it de-
scribes UHW of u(p,|m) realised by (5.16)
with Eij → Eij + Pδij . (5.16) with this
shift is related to (5.8) by ϕout and rear-
rangement of elements.
It is related to the eigenvalue of E as E = 1
m
|τ | + 1
q
|µ|+ βR .
The number of colours used in (5.13) is |F|+ |F∆|. The total number of colours in the oscillator algebra
shoud be at least |F|+ |F∆|, but otherwise it is an irrelevant number. Indeed, if there are some colours that
are not used in (5.13), they will not be switched on in the construction of the whole representation U , and
will not affect the value of the representation weight.
Possible values of βR depend only on q and hµ: If |F∆| < q, one should have γ = 0 and βR acquires
only integer values hµ, hµ + 1, hµ + 2, . . .. The corresponding representations are unitary because they
are realised inside a non-deformed Fock space. The moment |F∆| = q, we can construct determinant from
bosonic oscillators and hence switch on γ. By precisely the same argument as in su(p, q) case (construction of
Fγ-module and invariance of F0+γ -subspace under algebra action), we prove unitarity for any real βR ≥ q−1.
The constructed unitary representations can be graphically labeled by the Young diagram as shown in
Fig. 9. This diagram always fits inside the fat hook domain. Also, since only βR defines an irrep of su(m|q),
we can coherently modify |F∆| and γ by an integer amount, so as not to change βR. The diagrams related
by this transformation define isomorphic su(m|q) representations, cf. Fig 8. Note that the transformation is
only feasible if restrictions |F∆| ≥ q and γ > −1 are satisfied.
One can now check that we have constructed explicitly all the representations allowed by the necessary
conditions of unitarity from section 3.2. The summarising classification theorem is given below jointly with
the contra-variant case that we are going to discuss now.
Oscillator construction for contra-variant case. Consider the su(p,|m) grading and the following
oscillator realisation (
Eα˙β˙ Eα˙b
Eaβ˙ Eab
)
=
( −bα˙ · b†β˙ bα˙ · fb
−f †a · b†β˙ f †a · fb
)
. (5.16)
The procedure repeats in full analogy. Consider proper partitions µ = {µ1 ≥ . . . ≥ µp = 0} and τ = {τ1 ≥
τ2 ≥ . . . ≥ τm = 0}, and the following subspace in the Fock space (or its appropriate γ-deformation)
U0 ≃ V /B/µ W /F/τ
[ ∏
C∈F∆
∆†f (C)
]
[∆†b]
γ |0〉 . (5.17)
The whole representation U is constructed as the induced representation from U0 (in practice, U is generated
by action of Eaβ˙ = −f †a · b†β˙ on the elements of U0). Construction of such su(p,|m) representation is mapped
to a Young diagram which is shown in Fig. 10.
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In (5.17), |B| = hµ, |F| = τ1. The set B∆ ⊇ B is determined in full analogy to A∆ from the covariant
case, in particular |B∆| = hµ if γ = 0 and |B∆| = p if γ 6= 0. The value of |F∆| can be arbitrary. To satisfy
E(+)U0 = 0, the sets B∆,F,F∆ ⊂ {1, . . . , P} should not intersect.
The fundamental weight of the constructed from (5.17) representation is given by
[ν;λ] = [−µp = 0, . . . ,−µ1; τ1, . . . , τm = 0] + [ (−P − γ) ; |F∆| ] . (5.18)
Define βL as the eigenvalue of −E11 − Ep+1,p+1 on the highest-weight state. One finds
βL = P − |F∆| − τ1 + γ = |B∆|+ δP + γ , (5.19)
where δP is the number of colours that were not used in construction of U0. Differently from the covariant
case, these colours will be activated when generating the whole representation U , and their existence affects
the representation weight.
If γ = 0 then βL can acquire only integer values βL = hµ, hµ + 1, . . .. If γ 6= 0 then βL = p + δP + γ
can be continuous. The representations are unitary if γ > −1. Again, one can check against constraints of
section 3.2 that all unitary representations are exhausted by the proposed construction.
We summarise our analysis in the following theorem.
Theorem 5. All unitarisable finite-dimensional representations of sl(n|m) complex Lie algebra, i.e. finite-
dimensional representations that can be made unitary by an appropriate choice of *-operation and corre-
sponding invariant Hermitian form, are described as follows:
Representations that are unitary with respect to su(m|q) *-algebra (covariant representations) are pa-
rameterized by the triple [τ, µ;βR]. µ is a proper integer partition µ = {µ1 ≥ µ2 ≥ . . . ≥ µq = 0}, τ is a
proper integer partition τ = {τ1 ≥ τ2 ≥ . . . ≥ τm = 0}. The allowed values of βR are integers in the range
q − 1 ≥ βR ≥ hµ and reals for βR > q − 1. The fundamental weight is given by (5.14), where only the
combination (5.15) defining βR enters in the definition of an su(m|q) irrep.
Representations that are unitary with respect to su(p,|m) *-algebra (contra-variant representations) are
parameterized by the triple [µ, τ ;βL]. µ is a proper integer partition µ = {µ1 ≥ µ2 ≥ . . . ≥ µp = 0}, τ is a
proper integer partition τ = {τ1 ≥ τ2 ≥ . . . ≥ τm = 0}. The allowed values of βL are integers in the range
p − 1 ≥ βL ≥ hµ and reals for βL > p − 1. The fundamental weight is given by (5.18), where only the
combination (5.19) defining βL enters in the definition of an su(p,|m) irrep.
Let us illustrate this classification on a simple example. Suppose that all bosonic Dynkin labels are
zero, i.e. the fundamental weight is [ ωn ; 0 ]. Then the representation is uniquely determined by the
fermionic Dynkin label ωn = −βL = βR. ωn = 0 corresponds to a trivial representation. ωn > 0 (integer for
ωn ≤ m−1 and real otherwise) describes a unitary covariant representation, with positive-definite Hermitian
form for the su(n|m) choice of grading. ωn < 0 (integer for −ωn ≤ n − 1 and real otherwise) describes a
contravariant representation, with positive-definite Hermitian form for the su(n,|m) choice of grading.
Another example is the defining representation with fundamental weight [1, 0, . . . , 0; 0 ]. It is a covari-
ant representation described by the Young diagram with one box. All covariant representations with integer
weights are contained in the tensor powers of the defining representation. This feature is the analog of the
fact that all su(n) representations are contained in the tensor powers of the su(n) defining representation.
The conjugate (to the defining irrep) representation is a contra-variant representation. It has the fundamen-
tal weight [ 0 ; 0, . . . , 0, 1] ≃ [ 1 ; 1, . . . , 1, 0], and is also described by the Young diagram with one box,
but on the inversed hook of Fig. 10. All contra-variant representations with integer weights are contained in
the tensor powers of the conjugate representation. Note that the adjoint representation has the fundamental
weight [1, 0, . . . , 0; 0, . . . , 0, 1] and this is not a unitary representation.
We emphasise that our discussion and theorem 5 use language of *-algebras but not of real forms. On the
level of the su(n|m) real form, there is no natural distinction between co- and contra-variance. Instead, we
should speak about two classes of representations, with self- or anti-self-conjugate odd (fermionic) generators
in a Hermitian basis. There are two inequivalent ways to restrict to a real form starting from a *-algebra,
see section 2.3. One way would link covariant representations with representations with self-conjugate odd
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generators, and contra-variant representations with representations with anti-self-conjugate odd generators.
The other way would do the opposite. Both ways are equally good, we can swap them by applying ϕout to
either the real form or to the *-algebra.
5.3 su(p, q|m)
It is most convenient to work with su(p,|m|q) grading. In this grading, only UHW representations are
possible, cf. section 2.7. We will construct all the UHW using the following oscillator realisation

Eα˙β˙ Eα˙b Eα˙βEaβ˙ Eab Eaβ
Eαβ˙ Eαb Eαβ

 =


−bα˙ · b†β˙ bα˙ · fb bα˙ · aβ
−f †a · b†β˙ f †a · fb f †a · aβ
−a†α · b†β˙ a†α · fb a†α · aβ

 . (5.20)
The algebra is decomposed as su(p,|m|q) = E(−) ⊕ K ⊕ E(+), where K is spanned by the traceless part
of u(p) ⊕ u(m) ⊕ u(q) subalgebra, E(+) is spanned by the generators Eα˙b, Eα˙β, Eaβ, and E(−) is the space
conjugate to E(+). We define U0 as an irreducible K-module such that E(+)U0 = 0 and the full representation
U is constructed as the induced irreducible representation from U0.
The space U0 is realised as follows
U0 ≃ V /B/µL W /F/τ V /A/µR
[ ∏
C∈F∆
∆†f (C)
]
[∆†b]
γL [∆†a]
γR |0〉 , (5.21)
where µL, τ, µR are proper integer partitions describing representations of, respectively, su(p), su(m), su(q)
subalgebras.
The colour subsets A∆ and B∆ are defined as before. To satisfy E(+)U0 = 0 and U0 6= 0, we require that
A∆ ⊂ F∆ and that F∆,B∆,F do not intersect pairwise.
The number of elements in B,F,A is |B| = hµL , |F| = τ1, |A| = hµR . The size of A∆ is either q (γR 6= 0)
or hµR (γR = 0). The size of B∆ is either p (γL 6= 0) or hµL (γL = 0). The size of F∆ is not fixed, but it is
constrained from below by |A∆|. Total number of colours should of course be enough to construct U0, but
it can exceed this amount. Any extra colours, even if they are not present in U0, will be switched on in the
whole representation U because of action of Eαβ˙ generators.
We therefore conclude that the described oscillator realisation of U is controlled by three proper integer
partitions µL, τ, µR, and by four extra parameters γL, γR, |F∆|, P whose values are constrained but not fully
fixed by µL, τ, µR. We can use this parameterisation to describe representations of u(p, q|m)⊕ u(1) algebra,
with the fundamental weight of u(p, q|m) given by
[νL;λ; νR] = [0,−µp−1L , . . . ,−µ1L; τ1, . . . , τm−1, 0;µ1R, . . . , µq−1R , 0] + [ (−P − γL) ; |F∆| ; γR ] ,
(5.22)
and P being the value of the extra u(1) charge.
For what concerns su algebra, introduce βL as the eigenvalue of −E11−Ep+1,p+1, and βR as the eigenvalue
of Ep+m,p+m + Ep+m+q,p+m+q on the HWS. One gets
βL = γL + P − |F∆| − τ1 = γL + |B∆|+ δP , (5.23a)
βR = γR + |F∆| = γR + |A∆|+ (|F∆| − |A∆|) . (5.23b)
The su irreps are uniquely defined by the tuple [µL, τ, µR;βL, βR].
To analyse unitarity of a representation, we can fully benefit from the advantages of the oscillator ap-
proach. Clearly, the unitarity constraints on βL and βR as described in theorem 5 should be satisfied because
su(m|q) and su(p,|m) are subalgebras of our algebra. For all βL,βR allowed by theorem 5, the construction
(5.21) of U0 can be done, and γL, γR > −1. By observing the oscillator structure of E(−) generators we
notice that U still belongs to the F+total subspace even though it is a non-compact infinite-dimensional repre-
sentation. Hence we immediately deduce that U is a unitary representation, i.e. no new constraints should
be imposed on βL, βR. Hence we’ve proved the following
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PγL
βR − γR = |F∆|
βL − γL
τ
µL
µR
Figure 11: Shaded blue region (in the centre) – a non-compact Young diagram which is bijectively related to
the construction of U0 space (5.21). Several different diagrams correspond to the same isomorphism classes of
su(p, q|m) representations, see (5.24). Both shaded blue and gray regions form the extended Young diagram.
Theorem 6. All possible unitary representations of su(p, q|m) *-algebra are labeled by tuples [µL, τ, µR;βL, βR],
where µL, τ, µR are proper integer partitions µL = {µ1L, . . . , µpL=0}, τ = {τ1, . . . , τm=0}, µR = {µ1R, . . . , µqR=
0}, and βL, βR are two numbers that satisfy the following constraints: βR ≥ hµR , βR should be integer for
βR ≤ q− 1 and it may be any real number if βR > q− 1; βL ≥ hµL , βL should be integer for βL ≤ p− 1 and
it may be any real number if βL > p− 1.
For the su(p,|m|q) choice of grading these representations are of highest-weight type, with the fundamental
weight given by (5.22), where only combinations βL, βR of γL, γR, |F∆|, P defined by (5.23) matter for the
definition of the representation isomorphism class.
psu(p, q|p+q) case. When m = p+q, su(p, q|m) is not simple, the simple algebra psu(p, q|p+q) is obtained
as a quotient of su(p, q|m) by the central charge C =
2m∑
i=1
Eii. Classification of UHW for psu(p, q|p + q) is
reduced to theorem 6 plus an extra constraint −|µL|+ |τ |+ |µR| − p(βL + τ1) + q βR = 0 .
5.4 Non-compact and extended Young diagrams
It proves useful to introduce a generalisation of ordinary Young diagrams which we call non-compact Young
diagrams. The definition of these diagrams is explained in Fig. 11. They bijectively correspond to the
construction of the space U0 and hence they label representations of u(p,|m|q)⊕u(1) algebra. One advantage
of such a diagram is that it can be used as an invariant that determines the representation but does not
depend on the grading choice. For instance, one can take a diagram and easily read off the fundamental
weight of the representation in any grading, as outlined in Fig. 12
There are two transformations of the diagrams that preserve the isomorphism class of the su(p,|m|q)
representations, according to (5.23). The transformation
γL, γR, |F∆|, P ↔ γL − 1, γR, |F∆|, P + 1 (5.24a)
affects the diagram below the horizontal line only, while the transformation
γL, γR, |F∆|, P ↔ γL, γR − 1, |F∆|+ 1, P + 1 (5.24b)
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Figure 12: Reading off representation weights
Figure 13: Bijection to T-hook diagram. If P is given, the shaded in blue domain fully determines the non-
compact Young diagram. The diagram on T-hook is obtained by flipping the left shaded domain. Position
of the splitting vertical red line can be chosen arbitrarily. In [55], the diagrams on T-hook appeared for the
first time, with the splitting being at the right-most possible place. Possibility of a T-hook diagram with
arbitrary splitting was proposed in [56].
affects the diagram above the horizontal line only. These transformations generalise the one shown in the
left part of Fig. 8. They are permitted only if they relate admissible values of γL, γR, |F∆|, P . For instance,
in the example of Fig. 11 the move (5.24b) is not allowed as γR is fixed to be zero.
There is an alternative diagrammatic description of non-compact representations, in terms of T-hook
diagrams [55, 56]. Mapping of the non-compact Young diagrams to T-hook diagrams is given in Fig. 13.
Finally we note that there is a possibility to extend the non-compact Young diagrams21. The extended
diagram is a union of shaded blue and gray domains of Fig. 11, it is defined by the property that the vertical
displacement between its upper and lower boundaries is always P . Extended Young diagram naturally
emerges if we extend the representation of u(p, q|m) to the representation of u(∞,∞|∞) by padding original
Dynkin weight 〈ω〉 ≡ 〈ω1, ω2, . . . , ωp+q+m−1〉 with zeros from left and right getting 〈. . . 0, 0, ω, 0, 0, . . .〉. This
should be done in a grading for which the Kac-Dynkin diagram starts, as a two dimensional path of Fig. 12,
21This is proposed in the paper [57] by C. Marboe and one of the authors. This idea builds on the proposal of non-compact
Young diagrams of the current manuscript which was shared for the needs of work [57]. For historical reasons, the diagrams in
[57] are reflections in 45◦ mirror of the ones we use here. Our choice was dictated by desire to get conventional ordinary Young
diagrams in p = m = 0 case. The choice of [57] was dictated eventually by the choice of the T-hook orientation in [58].
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in the far south-west, passes through the original non-compact Young diagram once, and heads towards far
north-east.
The extended diagram is not attached to a particular su(p, q|m) algebra anymore. In fact, we can use it to
define representations of different su(p, q|m) algebras, by choosing different p, q,m and hence by carving out
different non-compact diagrams from the same extended diagram, according to Fig. 11. Such an identification
predicts a non-trivial map between representations of different su(p, q|m) algebras, in particular between their
characters, and it was already used for counting purposes in [57]. This map is likely to hide further valuable
combinatorial relations which are yet to be explored. Also extended Young diagrams naturally emerge as a
practical tool for solving rational Bethe equations [57].
6 Conclusions and discussion
In this paper we found all the unitary representations of su(p, q|m) *-algebras with n = p + q 6= 0 and
m 6= 0. Given that these are the only *-algebras of sl(n|m) that admit nontrivial unitary representations, see
section 2.4, we automatically get the unitary duals for all possible real forms of sl(n|m). To our knowledge,
this is the first time this result was published in the literature in full generality. However, many important
partial cases were covered before and hence we believe that the main contribution of this paper is in the
development of certain techniques towards the classification and combinatorial goals. This comprises usage of
duality transformations to establish very effective necessary unitarity constraints, introduction of deformed
Fock modules to produce representations with non-integer weights, and introduction of non-compact and
extended Young diagrams that are a natural generalisation of ordinary Young diagrams for description of
unitary representations of non-compact real forms of gl-type Lie superalgebras.
Let us discuss how the proposed techniques compare to the approaches used in the literature. The
typical widely-used departing point, which we also employed, is to describe a representation U as an induced
representation from U0. One considers decomposition g = E(−) ⊕ K ⊕ E(+), cf. (5.2), departs from U0,
which should be a unitary K-module such that E(+)U0 = 0, and then generates U by acting on U0 with
elements from E(−). The question to answer is what further constraints one should impose on U0 to get a
positive-definite norm on U .
Necessary conditions and duality transformations. The first step is to select particular ”interesting”
vectors or subspaces in E(−)U0 and check the positivity of the Hermitian structure restricted to them, thus
producing the necessary conditions of unitarity. This was for instance a way to decide about the first possible
places (of non-unitarity) and last possible places (of unitarity) in [17]. The difficult part here is to find such
vectors whose norm is easily computable and whose study gives strong enough unitarity constraints. If one
were not to use supersymmetry, one would have to dig far inside of E(−)U0 to decide about the last possible
place, where analysis of the positivity of the norm becomes more involved. For instance, one could use
Kac determinants [40], but other arguments can be used as well22. In our paper we propose to consider
only vectors from the critical subspace – subspace of all possible vectors which can become HWS’s with
an appropriate choice of grading. One can travel between such vectors using duality transformations, and
the signature of the Hermitian form on such subspace is easily computable. Duality transformations can be
considered as odd Weyl ”reflections”. We observe that by using these ”reflections” we get powerful constraints
on unitarity of the representation and can understand in great detail the structure of shortening conditions.
The output is similar in spirit to usage of the (ordinary) Weyl group to decide about reducibility of a Verma
module [59]. To put it differently, analysis of reducibility in the absence of supersymmetry often leads to the
study of action of particular rank-1 su(2) subalgebras, whereas in supersymmetric case we can use su(1|1)
subalgebra instead whose unitary representations are simpler. We can benefit from these simplifications even
in non-supersymmetric models, by artificially extending the symmetry algebra with odd-graded generators,
as we did in appendix A.1, see also usage of similar tricks in [60, 61].
22This is one of the places where the derivation of theorem 5.2. in [40] was incorrect. A certain vector in E(−)U0 there was
wrongly assumed to be a highest-weight with respect to su(p, q) subalgebra action, i.e. being annihilated by certain generators
of E(+). It was not the case because particular elements of E(−) and E(+) that were used did not actually commute.
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Duality transformations naturally lead to the need to properly deal with various different orders among
Lie algebra generators, which we did by introduction of p- and c-gradings. Having this flexibility considerably
enriches our intuition about the structure of Lie superalgebras and it also simplifies description of possible
unitary representations. For instance, cases N+st and N
+
nst in [40] correspond simply to different choices of
gradings, su(p, q|m) and su(p,|m|q) respectively. We now know that one needs not study both of them, but
one case will follow from the other.
It is also important to carefully write down relations between gradings, *-structure, and real forms of the
Lie algebra, as there are subtleties on how one treats odd generators in the real form, see section 2.3. Being
inaccurate here can lead to certain confusions. For instance certain representations of su(p,|r+ s|q) *-algebra
were considered in [62] as novel unitary representations of su(p, q|r, s) real form. As we saw, su(p, q|r, s)
has no non-trivial unitary representations if p, q, r, s 6= 0. In fact, su(p,|r + s|q) *-algebra corresponds to
su(p, q|r+ s) real form. The representations in [62] are, by inspection, not novel but the already known ones
in an alternative (and useful) description stemming from a different choice of a fermionic Fock vacuum.
Sufficient condition through oscillator construction in deformed Fock space. To actually prove unitarity,
one needs to prove positive-definiteness of the Hermitian form on the entire representation space. There
are various ways to approach this question, and oscillator approach is widely used as was reviewed in the
introduction. The challenge is to extend the known results to non-integer weighted representations. In this
paper we achieved this goal.
A classical example of how non-integer weights can appear when using oscillators is the Holstein-Primakof-
Dyson realisation of the Lie algebra sl(2) [63, 64]:
H =
γ
2
− a† a E = a†(γ − a†a) , F = a . (6.1)
If one realises a, a† as operators acting on the standard Fock space then the construction describes highest-
weight spin-γ2 representation of sl(2) with arbitrary and not necessarily integer spin. The Holstein-Primakoff-
Dyson realisation of sl(2) and their various generalisations in the physics literature correspond to special
cases of a general realisation of Lie algebras, using the Tits-Kantor-Koecher construction [65, 66, 67], that was
given in [68] and extended to Lie superalgebras therein. The resulting Lie algebras and Lie superalgebras
can be regarded as generalised conformal or superconformal algebras over the underlying Jordan (super-
)algebras (or Jordan triple systems) and admit a one-parameter family of deformations γ (unitary character)
[69, 70]. The concept of a generalised spacetime coordinatized by Jordan algebras was introduced in [71].
The Jordan algebra JC2 of 2×2 Hermitian matrices describes the four-dimensional Minkowski spacetime. The
automorphism, reduced structure, and linear fractional group of JC2 are, respectively, the space rotation group
SU(2), Lorentz group SL(2,C), and the conformal group SU(2, 2). Similarly one identifies the automorphism,
reduced structure, and linear fractional group of a Jordan algebra J with the rotation, Lorentz, and conformal
group of the generalised spacetime defined by J [71, 72]. The conformal Lie algebras defined by Hermitian
Jordan triple systems via the TKK construction exhaust the list of simple Lie algebras that admit unitary
highest (or lowest) weight representations [68]. Some of these Hermitian triple systems are defined by
Euclidean Jordan algebras under the Jordan triple product. It was shown in [73] that the spacetimes
defined by Euclidean Jordan algebras are causal. The Jordan algebra JC2 that defines the four-dimensional
Minkowski spacetime belongs to an infinite family of Euclidean Jordan algebras, namely the Jordan algebra
JCn of n× n complex Hermitian matrices. Their rotation, Lorentz and conformal groups are SU(n), SL(n,C)
and SU(n, n). Therefore the results of this paper can be applied directly to obtain the positive energy unitary
representations of the conformal groups SU(n, n) of the spacetimes defined by JCn and the entire unitary duals
of their supersymmetric extensions, namely SU(n, n|m).
With the exception of the exceptional Lie algebras g2, f4 and e8 all simple Lie algebras admit a TKK
construction and hence a generalised conformal realisation.
Conformal realisations of Lie algebras were extended to geometric nonlinear quasiconformal realisations
in [74]. All simple Lie algebras can be realized as quasiconformal Lie algebras including g2, f4 and e8 and
they admit deformations by a unitary character [75, 69, 70]. Quantisation of the geometric quasiconformal
actions lead to the minimal unitary representations of the corresponding groups, which can be expressed in
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terms of ordinary oscillators and a singular oscillator of the Calogero type [76, 77]. These results extend also
to Lie superalgebras [77, 78, 79].
We stress here that in representations obtained via the conformal or quasiconformal approach one deals
with generators that are, in general, non-quadratic polynomials in oscillators, also the non-integer weight
deformation parameter γ enters directly in the realisation of the Lie algebra or Lie superalgebra. Hence the
*-structure is not transparent in such realisations, for instance E∗ 6= ±F if we consider (6.1) for standard
Hermitian conjugation properties of oscillators23. For these reasons, we found the Holstein-Primakof-Dyson
realisation and its conformal generalisations not very convenient for the study of the unitary dual of Lie
superalgebras. Instead we propose a different oscillator-based approach, where it is the representation
module of the oscillator algebra that is deformed, whereas the basic bilinear realisation of the Lie algebra
with transparent conjugation properties is preserved. For constructing the unitary representations with
anomalous dimensions, one needs simply a sufficient number of colours and to choose the value of γ within
the unitarity range to construct the corresponding deformed Fock space Fγ . Furthermore, tensoring of the
resulting representations and their decompositions are very straightforward. We expect that the proposed
approach can be applied without much modification to construction of highest-weight representations and
for description of the complete unitary duals in other Lie (super-)algebras where oscillator realisations are
known.
Labelling using non-compact and extended Young diagrams. Finally, one should label somehow the clas-
sified unitary representations. Value of the highest weight in a particular grading is a possibility, but it is
not an invariant quantity. One can note that, for representations without shortenings, the change of the
weight follows a simple pattern under duality transformations, cf. (3.4b), which naturally suggests usage of
a shifted weight. The shifted weight is formally defined as the weight shifted by the Weyl vector and its
value does not depend on the grading24. Supersymmetric polynomials in shifted weights explicitly realise
the Harish-Chandra isomorphism on the level of representations [80, 81].
For the case of short representations the shifted weights are no longer appropriate objects. Therefore
we propose to use non-compact Young diagrams that are invariants of a representation and that can be
used to describe short as well as long multiplets. Furthermore, non-compact Young diagrams, for the case
of integer weights, can be extended [57], and the extended Young diagrams are not sensitive to the rank of
the algebra playing a very similar role to the role of the ordinary Young diagrams in the study of compact
representations. Note that ordinary Young diagrams with P boxes naturally emerge from the Schur-Weyl
duality between the gl Lie algebra and the permutation group SP . In extended Young diagrams, P is the
height of a diagram, and it would be an interesting venue to explore how the Schur-Weyl duality is encoded
on these diagrams for the purpose of studying representations of non-compact Lie algebras and superalgebras.
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23One can make it Hermitian at the price of abandoning polynomiality: E = a†
√
γ − a†a, F = a
√
γ − a†a.
24In practical terms, it is equal to the distance from the border of the Young diagram to its diagonal.
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A Technical details
A.1 Necessary conditions for UHW of su(p, q) via a supersymmetric extension
trick
Consider an irrep of su(p, q) with the fundamental weight
[−µL, µR] = [−µ(0)L , µ(0)R ] + [ (−βL) , , βR, ] (A.1)
The sufficient condition of unitarity is given in section 5.1. We prove in this appendix that they are also
necessary.
Given that unitarity depends only on the sum βL + βR, we set βL = hµL and focus on discussion of βR
only. Let us assume that βR does not satisfy the sufficient condition requirement. Then we can always find
a small number ǫ such that βR+ ǫ is non-integer and that it also does not satisfy this requirement. Consider
su(p, q) as a subalgebra of su(p,|n|q) where we chose n to be sufficiently large so that n + βR satisfy the
unitarity constraint for unitarity of su(p, q) representation.
Consider a representation with fundamental weight
[−µ(0)L ; ǫ ;µ(0)R ] + [ , (−βL), ; , 0, ; , βR, ] (A.2)
in the su(p,|n|q) grading. Denote the corresponding highest-weight vector as |Ω〉.
The same representation in su(p, q|n) grading has the weight
[−µ(0)L ;µ(0)R ; . . .] + [ , (−βL), ; , βR + n, ; , 0, ] , (A.3)
where . . . denotes the eigenvalues of Eaa generators which are not important for this proof. Denote the
corresponding highest-weight vector for this grading as |Ω′〉. The two highest-weight vectors are related by
|Ω′〉 =
∏
a,α
Eαa|Ω〉 , (A.4)
where, we recall, a is a p-odd c-even index and α is a p-even c-even index. In particular, Eα a is a p-odd
generator. The product runs over all the indices of this parity.
We will also need the following simple fact:
Ekp˙q|Ω′〉 =
∏
a,α
Eα a(E
k
p˙q|Ω〉) . (A.5)
Given that the representation is that of a non-compact real form we have Ekp˙q|Ω′〉 6= 0 for any k ∈ Z≥0.
Action of su(p, q) generators on |Ω′〉 generates a UHW because βR + n satisfies the sufficient unitary
constraint. Hence all the vectors Ekp˙q|Ω′〉 have the norm of the same sign. Using the analysis introduced in
section 3.2, we deduce the signs of Ekp˙q|Ω〉. For sufficiently large k it should be the same sign as Ekp˙q|Ω′〉,
but at certain finite k the sign would change because βR does not satisfy the sufficient unitarity constraints,
change of sign happens at least once, but it can happen several times as well, depending on the actual value
of βR. Hence, in the module generated by action of su(p, q) on |Ω〉 there are states with norm of different
sign. Hence this module is not unitary.
A.2 Structure of monomial shortenings
Here we prove the statements formulated after (3.8). We use the same conventions as in section 3.4.
First consider the case when all ai are equal and hence
r∏
i=1
Eµia|∅〉 = 0 such that none of the subproducts
of
r∏
i=1
Eµia annihilates |∅〉. Without loss of generality we can assume µ1 < µ2 < . . . < µr. Restrict to
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the subalgebra su(1|r) which includes all the generators Eµia. Then |Ω〉 =
r−1∏
i=1
Eµia|∅〉 is the HWS for
su(0|r − 1|1|1) grading. Condition Eµra|Ω〉 implies νµr + λa = 0 in this grading. We can choose the overall
shift Λ such that νµr = 0. Then λa = 0 in this grading, hence λa = r−1 in the distinguished su(1|r) grading,
and for the distinguished grading of the full su(q|m) algebra as well. Then unitarity constraints together
with νµr = 0 imply that νi = 0 for all i ≥ r, in particular the shift Λ we have chosen here is the same as was
defined at the beginning of section 3.4. We therefore proved the r.h.s. of (3.8).
Now consider a generic monomial M =
r∏
i=1
Eµiai that annihiliates |∅〉 (with no subproducts of M doing
the same). Represent it in the form where the terms with the same value of ai are collected:
k∏
i=1
ri∏
j=1
Eµj,iai ,
such that r =
k∑
i=1
ri. Restrict onself from su(q|m) to the algebra su(k|m) which includes Eµai , so effectively
we can label ai = i in this subalgebra. Using the fact that |∅〉 is a HWS, act on
k∏
i=1
ri∏
j=1
Eµj,ii|∅〉 with
Eµ′µj,i , µ
′ < µj,i sufficiently many times to conclude
k∏
a=1
ra∏
µ=1
Eµa|∅〉 = 0. We therefore got a more regular
monomial to analyse, however we should be careful as it is not guaranteed now that there are no subproducts
annihilating |∅〉.
If
rk∏
µ=1
Eµk|∅〉 = 0 then we are in the situation considered above and conclude that λk ≤ rk − 1 (It
can be a strict inequality if some subproducts of
rk∏
µ=1
Eµk alreday annihiliate |∅〉). Then, coming back to
the full su(q|m) algebra, we conclude that
rk∏
j=1
Eµj,kak |∅〉 = 0 which contradicts original assumption about
subproducts of M. Therefore
rk∏
µ=1
Eµk|∅〉 6= 0.
Now consider |∅′〉 – the HWS with respect to the su(k−1|m|1) grading. It is related to |∅〉 in particular by
action of
rk∏
µ=1
Eµk, hence
k−1∏
a=1
ra∏
µ=1
Eµa|∅′〉 = 0. We repeat the same arguments to prove that
rk−1∏
µ=1
Eµ,k−1|∅′〉 6= 0
etc, and by recursion come to the conclusion that
r1∏
µ=1
Eµ1|Ω〉 6= 0, where |Ω〉 is the HWS in su(1|m|k − 1)
grading. But again, this annihilation leads to conclusion that the subproduct
r1∏
j=1
Eµj,1a1 ofM annihilates |∅〉.
This is not contradictory only in the case if
r1∏
j=1
Eµj,1a1 =M meaning that all ai are equal, as required.
B Conformal algebra in four dimensions and its positive energy
unitary representations
The non-compact group SU(2, 2) appears in physics in various applications. The most known ones originate
from the fact that SU(2, 2) is the double covering group of SO(4, 2), while the latter can be interpreted
as the group of conformal transformations in four-dimensional Minkowskian space-time, or as the isometry
group of the AdS5 space-time. It is also relevant for the description of Euclidean conformal field theory
in four dimensions as will be explained below. Here we review unitary representations of its Lie algebra
su(2, 2) ≃ so(4, 2) using the approach developed in the main text.
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B.1 Compact and non-compact bases of su(2, 2)
su(2, 2), as a real Lie algebra in its Hermitian basis, can be viewed as an algebra of 4 × 4 matrices X that
satisfy conjugation properties
X†H = H X , (B.1)
where H is a matrix with signature (+,+,−,−). Two useful choices for H are Hc =
(
12 0
0 −12
)
and Hnc =(
0 12
12 0
)
. They lead to the following structure of matrices X :
Xc =
(
A C
−C† B
)
, Xnc =
(
C A
B C†
)
, (B.2)
where A,B are Hermitian 2× 2 matrices and C is an arbitrary complex 2× 2 matrix.
We will think about su(2, 2) as a complex *-algebra. For sl(4) generators Eij satisfying (2.1), the choice
of H = Hc implies the conjugation properties:
E∗
α˙β˙
= Eβ˙α˙ , E
∗
αβ = Eβα , E
∗
α˙β = −Eβα˙ , (B.3)
i.e. it is precisely the *-structure for su(p, q) algebras used in the main text, cf. (5.1).
The choiceH = Hnc implies different conjugation properties. We will label corresponding sl(4) generators
as Eij . They also satisfy (2.1), but form the following *-algebra:
E∗
α˙β˙
= Eβα , E∗α˙β = Eβ˙α , E∗αβ˙ = Eβα˙ . (B.4)
The conformal algebra su(2, 2) admits a three-graded decomposition
su(2, 2) = E(−) ⊕K ⊕ E(+) , (B.5)
where we define the subalgebras E(−),K, E(+) through packing their generators into 4×4 matrices:
(
K E(+)
E(−) K
)
.
In the case of *-structure (B.3), the subalgebra K ≡ Kc is so(4) ⊕ u(1) ≃ su(2)⊕ su(2) ⊕ u(1) which is the
maximal compact subalgebra of su(2, 2). For this reason the choice H = Hc leads to what is called the
compact basis. In the case of *-structure (B.4), K ≡ Knc ≃ sl(2, C)⊕ so(1, 1) ≃ so(3, 1)⊕ so(1, 1), this is the
non-compact basis.
The isomorphism between two bases is established by the linear transformation
Eij = T Eij T−1 , where T = e
pi
4
2∑
α=1
(Eαα˙−Eα˙α)
, (B.6)
as is easy to deduce from Hnc = e
pi
4 I Hc e
−pi4 I , I =
(
0 −12
12 0
)
. Note that T is not unitary but satisfies T ∗ = T
for either choice of the *-structure.
B.2 Isomorphism su(2, 2) ≃ so(2, 4) and relation to physics
When so(2, 4) algebra is considered as the algebra of infinitesimal conformal transformations of 1+3Minkowski
space-time, the commutation relations of its generators are typically written in a Lorentz-covariant manner:
[Mµν ,Mρσ] = −i(ηνρMµσ − ηµρMνσ − ηνσMµρ + ηµσMνρ) ,
[Pµ,Mρσ] = −i(ηµρPσ − ηµσPρ) ,
[Kµ,Mρσ] = −i(ηµρKσ − ηµσKρ) ,
[D,Mµν ] = [Pµ, Pν ] = [Kµ,Kν ] = 0 ,
[D,Pµ] = iPµ; [D,Kµ] = −iKµ ,
[Pµ,Kν] = 2i(ηµνD −Mµν) , (B.7)
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where Mµν are the Lorentz algebra generators, Pµ the translation generators, D the dilatation generator
and Kµ are the special conformal generators. We use a mostly plus metric, ηµν = diag(−,+,+,+) with
(µ, ν, · · · = 0, 1, 2, 3).
The above-listed commutation relations are written in a Hermitian basis, i.e. all generators are self-
conjugate:
D∗ = D , P ∗µ = Pµ , K
∗
µ = Kµ , M
∗
µν =Mµν . (B.8)
This Lie algebra can be written also in a manifestly SO(4, 2)-covariant form (η44 = −η55 = 1; a, b, · · · =
0, 1, 2, 3, 4, 5)
[MAB,MCD] = −i(ηBCMAD − ηACMBD − ηBDMAC + ηADMBC) (B.9)
by identifying
Mµ4 = −1
2
(Pµ −Kµ), Mµ5 = −1
2
(Pµ +Kµ), M45 = D , (B.10)
and in this form it is directly related to the isometries of the AdS5 space-time.
Positive-energy representations. The maximal compact subalgebra so(4) ⊕ o(2) ≃ su(2)L ⊕ su(2)R ⊕
u(1)E is spanned by
Lm =
1
2
(
1
2
εmnlMnl −Mm4
)
↔ su(2)L ,
Rm =
1
2
(
1
2
εmnlMnl +Mm4
)
↔ su(2)R ,
H =
1
2
(P0 +K0) ↔ u(1)E , (B.11)
where m,n = 1, 2, 3, and the non-zero commutators are [Lm, Ln] = iεmnpLp, [Rm, Rn] = iεmnpRp. The
u(1)E generator H plays the role of conformal Hamiltonian or the AdS energy.
The unitary positive-energy representations is a natural question to study for the quantum theories on
the AdS space-time, where the conformal algebra plays the role equivalent to the Poincare algebra of the
Minkowski spacetime. Positive-energy representations are necessarily of the highest-weight type [12], hence
one can label them by the Cartan weights of the highest-weight vector. A natural selection is to employ two
spins (jL, jR) of su(2)L ⊕ su(2)R and the AdS energy E0 (eigenvalue of H on the HWS) as these labels[24]
and we will use them in the next section.
Isomorphism between so(2, 4) and su(2, 2) is established using the standard twistor relations. Define
(σµ)αβ˙ = (12,
−→σ ) and (σ¯µ)α˙β = (12,−−→σ ) , (B.12)
and then
(σµν )α
β =
1
4
(σµσ¯ν − σν σ¯µ) , (σ¯µν )α˙β˙ =
1
4
(σ¯µσν − σ¯νσµ) . (B.13)
With these conventions P,K,M,D are expressed through gl(4) generators as follows
Pµ = −(σ¯µ)β˙αEαβ˙ , Kµ = −σµβα˙E α˙β , (B.14a)
Mµν = −i
[
(σµν )β
αEαβ + (σ¯µν)α˙β˙E β˙ α˙
]
, (B.14b)
D = − i
2
(E α˙α˙ − Eαα) . (B.14c)
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Conversely, gl(4) generators are expressed in terms of P,K,M,D and the central charge C ≡ E α˙α˙ + Eαα as
Eαβ˙ =
1
2
σµ
αβ˙
Pµ , E α˙β = 1
2
(σ¯µ)α˙βKµ , (B.15a)
Eαβ = − i
2
Mµν(σ
µν )α
β +
1
2
δβα
(
1
2
C − iD
)
, (B.15b)
E α˙β˙ = −
i
2
Mµν(σ¯
µν)α˙β˙ +
1
2
δα˙
β˙
(
1
2
C + iD
)
. (B.15c)
In these relations, summation conventions are as usual. We wrote certain indices of generators E as super-
scripts, but this is done only to clarify the covariance structure. We mean Eαβ ≡ Eαβ etc. that satisfy the
gl(4) commutation relations (2.1) 25.
The outlined relations pack so(2, 4) generators into 4 × 4 matrix as 12
(
−i(M+D) K
P −i(M¯−D)
)
, where M¯ =
−M∗, hence Eij defined by (B.15) are su(2, 2) generators in the non-compact basis. To benefit from the
oscillator formalism developed in the main text, one still needs to transform to the compact basis which is
done by means of the isomorphism (B.6). Hence, if one hasMAB = Σ
ij
ABEij (relations (B.14)), the relation to
the compact basis is given byMAB = Σ
ij
ABTEijT
−1. For instance, one gets the following explicit expressions
for the generators of the compact subalgebra:
H = −1
2
T (δβ˙αEαβ˙ + δβα˙Eα˙β)T
−1 =
1
2
(−E11 − E22 + E33 + E44) = 1
2
(Nb +Na) + P . (B.16a)
Lm = −1
2
σm
α˙β˙
Eβ˙α˙ , Rm = −
1
2
σmαβEβα . (B.16b)
Realisation of H explicitly by oscillators in the last equality of (B.16a) explicitly demonstrates that the
highest-weight representations constructed in section 5.1 are positive-energy representations.
Local fields in a four-dimensional CFT. Four-dimensional conformal field theories are generally for-
mulated in terms of local fields with finite number of components which then implies that they transform
covariantly under the Lorentz group SL(2,C) and have a definite scale dimension. Time honored method
[82, 11, 12] for constructing corresponding representations of the conformal group is by induction from the
parabolic subgroup
H = (SL(2,C)×D)⋉ K4 , (B.17)
where D is the dilatation group SO(1, 1) and K4 is the Abelian group of special conformal transformations.
Namely, for g being an element of the conformal group, the field Φa(x) should transform as g : Φa(x) 7→
Λba(g, x)Φb(g
−1x). The parabolic subgroup H is the stability group of the origin xµ = 0, and it plays the
role of Wigner’s little group. The representation is decided by determining Λba(h, 0), for h ∈ H . To have
bounded spectrum of scaling dimensions, it is easy to conclude that there should be a primary conformal
field which is annihilated by the generators Kµ of special conformal transformations. To have a field with
finite-number of components, Λba should realise a finite-dimensional representation of SL(2,C)
26. Hence,
these representations are labelled by Lorenz spins (jM , jN ), and the scale dimension ∆. Scale dimension is
defined as DΦa(0) = i∆Φa(0), and Lorenz spins originate from the quadratic Casimirs of two complex sl(2)
subalgebras of the complexification of so(2, 4):
Mm =
1
2
(
1
2
εmnlMnl + iM0m
)
, Nm =
1
2
(
1
2
εmnlMnl − iM0m
)
, (B.18)
25Note also that in the main text µ, ν . . . means either α or α˙, more precisely α = 1, 2 corresponds to µ = 3, 4 and α˙ = 1˙, 2˙
corresponds to µ = 1, 2. In this appendix however µ, ν, . . ., labels Minkowski space-time coordinates and is related to a pair αα˙
through Pauli matrices.
26this property actually already follows from the bound on the spectrum requirement [12] .
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where the commutation relations are [Mm,Mn] = iεmnlMl, [Nm, Nn] = iεmnlNl , [Mm, Nn] = 0.
The constructed induced representations are not unitary of course. However, if appropriate bounds on
∆ are respected, they are mapped to the unitary ones using T now not as an isomorphism between two
bases but as an intertwiner between two representations. Indeed, from the fact that MAB = Σ
ij
ABTEijT
−1 it
immediately follows that appropriate combinations of T−1MABT would be directly related to the generators
of the su(2, 2) compact basis. Explicitly
T−1(−iD)T = H , (B.19a)
T−1MmT = Lm , T
−1NmT = Rm , (B.19b)
and, cf. (B.15a),
T−1
(
σµ
αβ˙
Pµ
)
T = 2Eαβ˙ , T
−1
(
σ¯α˙βµ K
µ
)
T = 2Eα˙β . (B.20)
Consider highest-weight irrep of su(2, 2) in the compact basis. Its HWS is labelled by |(jL, jR);E0〉 as was
discussed above. This state is annihilated by Eα˙β, but from (B.20) it follows that
Eα˙β|(jL, jR);E0)〉 = 0 =⇒ KµT |(jL, jR);E0)〉 = 0 . (B.21)
Furthermore, from (B.19), we see that the irreducible module generated by action with generators of H on
|Φ∆jM ,jN (0)〉 := T |(jL, jR);E0)〉 has Lorentz spins (jM , jN ) = (jL, jR), and conformal dimension ∆ = E0.
Acting on |Φ∆jM ,jN (0)〉 with the translation operators e−ix
µPµ , one obtains a coherent state labelled by the
coordinate xµ
e−ix
µPµ |Φ∆jM ,jN (0)〉 ≡ |Φ∆jM ,jN (xµ)〉 . (B.22)
They correspond to states created by the action of conformal fields Φ∆jM ,jN (xµ) acting on the vacuum vector|0〉 [25, 83] . It is necessary that the bound on ∆ = E0 satisfies the unitarity constraints for positive-energy
representations to be able use these conformal fields in defining a unitary CFT.
Euclidean CFT and radial quantisation. So far we demonstrated two scenarios where unitary highest-
weight representations of su(2, 2) are relevant for physics. In both of them we used T , in slightly different
roles, to relate the studied representations to the ones of su(2, 2) in the compact basis. There is yet another
way to end up with the compact basis. In it, we will not use T , but instead will modify the conjugation
properties of the conformal algebra generators.
This approach is very natural for the conformal algebra of an Euclidean conformal field theory in four
dimensions27. One may depart from the same commutation relations (B.7), now with ηµν = diag(+,+,+,+).
However, it will be more convenient to redefine slightly the generators to get rid of imaginary units and use
the commutation relations
[Mµν ,Mρσ] = δνρMµσ − δµρMνσ − δνσMµρ + δµσMνρ ,
[Pµ,Mρσ] = δµρ Pσ − δµσ Pρ ,
[Kµ,Mρσ] = δµρKσ − δµσ Kρ ,
[D,Mµν ] = [Pµ,Pν ] = [Kµ,Kν ] = 0 ,
[D,Pµ] = Pµ; [D,Kµ] = −Kµ ,
[Pµ,Kν ] = −2(δµν D +Mµν) . (B.23)
If we consider these commutation relations as defining a real Lie algebra, then it is so(1, 5). However, we
will think about this as a complex *-algebra with the following conjugation properties
D∗ = D , P∗µ = Kµ , M∗µν = −Mµν . (B.24)
27Discussion is generic for any dimensionality d. We consider only d = 4 because we need isomorphism su(2, 2) ≃ so(4, 2) to
apply the methods of this paper.
45
The real form defined from such a ∗-algebra structure is so(2, 4). Indeed, by doing the Euclidean analog of
(B.15), we can pack the generators into 4 × 4 matrices as 12
(
iM+D K
P iM¯−D
)
, which is clearly the su(2, 2) in
the compact basis. Note that for UHW representations, eigenvalues of the dilatation operator play the role
of energy.
Choosing P and K to be conjugates of each other may appear strange. However we recall that in 2-
dimensional CFT’s, this is the conjugation property one would deduce from the widely used *-structure of
the Virasoro algebra (L∗n = L−n).
The conjugation (B.24) is indeed a natural one to impose when we work in the operator-based formalism
and choose to do radial quantisation. The physical vacuum |Ω〉 is invariant under the action of symmetry
generators. By operator-state correspondence, action of local fields evaluated at the origin creates states in
the Hilbert space: Φ(0)|Ω〉 = |Φ〉. The coordinate dependence, i.e. transformation properties of states like
Φ(x)|Ω〉 ≡ |Φ(x)〉, is inferred from the commutation relations (given for a primary scalar field of dimension
∆ for simplicity):
[Pµ,Φ(x)] = ∂µΦ(x) , (B.25a)
[Kµ,Φ(x)] = (−x2Iµν∂ν + 2∆xµ)Φ(x) , (B.25b)
[Mµν ,Φ(x)] = (xν∂µ − xµ∂ν)Φ(x) , (B.25c)
[D,Φ(x)] = (xµ∂µ +∆)Φ(x) , (B.25d)
where Iµν = δµν − 2xµxνx2 . We have for instance |Φ(x)〉 = exµPµ |Φ〉 etc.
Furthermore one would like to have the correlation function 〈Φ(x)Φ(0)〉 to be equal to the vacuum average
〈Ω|Φ(x)Φ(0)|Ω〉, and choose the normalisation 〈Φ|Φ〉 = 1 . To this end, one identifies Hermitian conjugation
as an inversion of the spacial coordinate
x†µ = yµ ≡
xµ
|x|2 , (B.26)
and conjugation of quantum fields as Φ† = Φ′, where prime denotes that the field should be computed in
the inverted reference frame (labeled by y) according to its covariance properties. E.g. for a primary scalar
field of dimension ∆: (Φ(x))† = Φ†(x†) = Φ′(y) =
∣∣∣∂x∂y ∣∣∣∆/4Φ(x) = |x|2∆Φ(x). This allows to consistently
identify (B.24) as the conjugation properties of the symmetry generators28. Consider for instance
[D,Φ(x)]† = −[D†, (Φ(x))†] = −|x|2∆[D†,Φ(x)] , (B.27)
[D,Φ(x)]† = ((x∂ +∆)Φ(x))† = (−x∂ +∆)|x|2∆Φ(x) = |x|2∆(−x∂ −∆)Φ(x) = −|x|2∆[D,Φ(x)] ,
which implies [D†,Φ(x)] = [D,Φ(x)], in agreement with (B.24).
Note that it would be tempting to think along the lines: D = x∂ + . . ., and hence D† = (x∂ + . . .)† =
−x∂ + . . . = −D. D is, however, not a differential operator but rather an operator acting on the Hilbert
space, Noether charge, whose commutation with another operator Φ(x) produces (x∂ + . . .)Φ(x). By itself,
D does not act on the coordinate xµ which is just a label in this context. Taking this into account gives
correct commutation relations (B.23) and correct signs under conjugation.
We confirm now our identifications by computation of the 2-point function: 〈Ω|Φ(x) = (|x|2∆Φ(x)|Ω〉)† =
1
|x|2∆ (e
xµPµ |Φ))† = 1|x|2∆ 〈Φ|eyµKµ , and thus 〈Φ(x)Φ(0)〉 = 〈Ω|Φ(x)Φ(0)|Ω〉 = 1|x|2∆ 〈Φ|eyµKµ |Φ〉 = 1|x|2∆ , as
Kµ|Φ〉 = 0 according to (B.25b) and invariance of the vacuum. In similar fashion one can compute two-point
functions of fields with arbitrary spin.
B.3 Oscillator construction of the UHW representations of SU(2, 2)
The most general highest-weight state of UHW representation of su(2, 2) is of the form
|HWS〉 = (b†1)n(a†1)m(∆†b)γL(∆†a)γR |0〉 , (B.28)
28Another way to interpret these conjugation properties as introduction of reflection positivity when time is radial.
46
where n,m are non-negative integers and γL, γR > −1, with certain restrictions on when these four param-
eters are non-zero to be specified below. The fundamental weight [νL, νR] is given by
[νL; νR] = [0,−n;m, 0] + [−(P + γL),−(P + γL); γR, γR] , (B.29)
where P is the number of colours in the oscillator algebra.
From (B.16) we conclude that |HWS〉 = |(jL, jR);E0〉, where
jL =
n
2
jR =
m
2
, E0 = jL + jR + P + γL + γR = jL + jR + β . (B.30)
One should also mention the operator
Z = 1
2
(Na −Nb) = 1
2
C − P , (B.31)
where C is the central charge. This operator, although it is not a part of su(2, 2), is a part of u(2, 2) up to
the addition of P and is well-defined in the oscillator formalism. For massless representations (P = 1, see
below) the value of Z coincides with the helicity of the corresponding particles [11], and it is common to call
Z as the helicity operator even in the case of other representations [84]. It can be used to further distinguish
between isomorphic su(2, 2) representations that have a different oscillator content.
Classification theorem 4 specified for this case tells us that the representation is unitary in the following
cases: if jL = jR = 0 then for β = 0 (trivial representation) and real β ≥ 1; if jLjR = 0 but jL + jR > 0
then for real β ≥ 1; if jLjR 6= 0 then for real β ≥ 2. This is of course in complete agreement with Mack [12]
who first classified the positive energy unitary representations of SU(2, 2).
We will now analyse explicitly what representations can be constructed for various values of P . The Fock
vacuum itself is a highest-weight state of non-trivial representation which depends on P
|0〉 = |(jL = 0, jR = 0);E0 = P 〉 (B.32)
Consider now HWS’s obtained by non-empty oscillator content acting on the Fock vacuum.
For P = 1 we must have γL = γR = 0 as there are not enough colours to construct determinants, and
the possible HWS’s are
(b†
1˙
)n|0〉 = |(jL = n
2
, jR = 0);E0 =
n
2
+ 1〉 , (B.33)
(a†1)
m|0〉 = |(jL = 0, jR = m
2
);E0 =
m
2
+ 1〉 . (B.34)
These representations describe massless conformal fields [24, 25, 85]. Indeed, the four-dimensional Poincare´
mass is given by m2 = PµP
µ, but T−1PµP
µT ∝ det
1≤α,β≤2
Eαβ˙ = det1≤α,β≤2
a†αb
†
β˙
= 0. Note that if m2 6= 0
then mass is not an invariant of the conformal algebra. P = 1 representations were called doubleton
representations in [24, 25, 26]. They were also shown to describe the minimal unitary representation (minrep)
of SU(2, 2) and its deformations labelled by helicity [78].
Since the minimum number of colours needed to construct an oscillator determinant is two, we find
that doubleton representations can not acquire anomalous dimensions since γL, γR are the only continuous
parameters available. As a consequence, if a field is massless then it must be free in a conformal field theory.
A proof of this using different methods was given by Weinberg relatively recently [86].
For P = 2 one can form su(2)L or su(2)R invariant oscillator determinants involving a or b type oscillators:
∆†a = a1(1)
†a2(2)
† − a2(1)†a1(2)† ,
∆†b = b1˙(1)
†b2˙(2)
† − b2˙(1)†b1˙(2)† . (B.35)
Hence the possible highest weights of irreducible UHW representations for P = 2 are of three types. First
is the set of highest-weight states of the form
(a1(1)
†)m(b1˙(2)
†)n|0〉 = |(jL = n
2
, jR =
m
2
);E0 =
m+ n
2
+ 2〉 , (B.36)
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or the equivalent set with the colour indices interchanged.
Second is the set of UHW reps with the HWS
(a1(i)
†)m[∆†a]
γR |0〉 = |(jL = 0, jR = m
2
;E0 =
m
2
+ 2 + γR〉 , (B.37)
where the colour index i could be 1 or 2 and γR > −1.
The third set of irreducible UHW representations is the parity conjugate of the second set with the
highest-weight states
(b1˙(i)
†)n[∆†b]
γL |0〉 = |(jL = n
2
, jR = 0);E0 =
m
2
+ 2 + γL〉 . (B.38)
The unitary irreducible representations of SU(2, 2) for P = 2 describe massless fields in five-dimensional
anti-de Sitter spacetime [24, 26].
The above highest-weight states remain highest weight when we increase the number of colours P (with
the difference that E0 is increased by the same integer amount). For P = 3 the additional HWS’s of new
type are of the form (modulo permutation of colour indices)
(a1(i)
†)m(b1˙(3)
†)n [∆†a]
γR |0〉 , (B.39)
or of the form
(a1(3)
†)m(b1˙(i)
†)n [∆†b]
γL |0〉 (B.40)
where mn 6= 0, i = 1 or 2 and γL, γR > −1. The resulting irrep is labeled by
|(jL = n
2
, jR =
m
2
);E0 = 3 +
m+ n
2
+ γ〉 (B.41)
where γ = γL or γ = γR.
Again, if we increase the number of colours P the above highest-weight states remain highest weight and
lead to infinite families of irreducible UHW representations. For P > 3, one does not find any new su(2, 2)
representations that is not obtainable from the set of highest weights for P ≤ 3 by increasing the number of
colours, as we can control now E0 by the value of γ as well. Hence the above UHW irreps exhaust the list
of all positive energy unitary irreps of su(2, 2).
C Unitary representations of the superconformal algebra su(2, 2|4)
In this section we shall specialize the general results obtained in the main text to the conformal superalgebra
su(2, 2|N ). To keep things concrete, we will explicitly discuss the N = 4 case only, and will sometimes
impose vanishing of the central charge as well, to restrict to representations of psu(2, 2|4). However, the
discussion is easily generalisable to arbitrary N .
We recall that the unitary supermultiplets of su(2, 2|4) were first obtained using the oscillator method
by Gunaydin and Marcus (GM) [24] in their work on the Kaluza-Klein spectrum of type IIB supergravity
on AdS5×S5. The symmetry superalgebra of AdS5×S5 background of type IIB supergravity is psu(2, 2|4)
with the even subalgebra su(2, 2) ⊕ su(4) where su(2, 2) is isomorphic to the Lie algebra of the isometry
group of AdS5 and su(4) is isomorphic to the Lie algebra of the isometry group of S
5. The full spectrum of
type IIB supergravity was obtained by a simple tensoring of an ultrashort CPT self-conjugate supermultiplet
(doubleton) and restricting to the CPT self-conjugate massive BPS multiplets. Authors of [24] pointed out
that the doubleton supermultiplet decouples from the spectrum as gauge modes and its field theory lives
on the boundary of AdS5, and this boundary theory is simply the four dimensional N = 4 super Yang-
Mills theory which was known to be conformally invariant. Boundary was identified with Minkowski space,
AdS5 group SO(4, 2) acts on the boundary as a conformal group, and the CPT self-conjugate doubleton
supermultiplet of psu(2, 2|4) is simply the 4d N =4 Yang-Mills supermultiplet. These results represent some
of the earliest work on AdS/CFT duality in a true Wignerian sense within the framework of Kaluza-Klein
supergravity.
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C.1 Five-graded decomposition
We shall use the su(2,|4|2) grading of su(2, 2|4) and the matrix (5.20) to realise generators of the algebra
using oscillators. There is a natural ”compact” five grading of su(2,|4|2) that extends the three grading of
su(2, 2) with respect to its maximal compact subalgebra:
su(2,|4|2) = E−1 ⊕F−1/2 ⊕Kc ⊕F1/2 ⊕ E+1 , (C.1)
where F±1/2 denote the odd generators which contain the bilinears
F−1/2 =
(
−Qaβ˙L = −f †a · b†β˙
QβRa = a
†
β · fa
)
, F1/2 =
(
SLaα˙ = bα˙ · fa
SaRβ = f
†
a · aβ
)
. (C.2)
Even generators are
E−1 = −a†α · b†β˙ , Kc =

−bα˙ · b
†
β˙
f †a · fb
a†α · aβ

 , E+1 = bα˙ · aβ . (C.3)
One can pack the above generators into an 8× 8 matrix in the following way
 Kc F1/2 E+1F−1/2 Kc F1/2
E−1 F−1/2 Kc

 =

 Kc SL E+1QL Kc SR
E−1 QR Kc

 . (C.4)
The highest-weight vectors of irreducible unitary representations are annihilated by all the 16 odd generators
in the subspace F1/2. Under the isomorphism T (B.6) these generators get mapped into the special conformal
supersymmetry generators Sαa and S¯
aα˙
(
S¯α˙b
Saα
)
= T
(
SLbα˙
SaRα
)
T−1 (C.5)
which close into special conformal generators K α˙α = σ¯α˙αµ K
µ under anticommutation. On the other hand,
the odd generators in F−1/2 get mapped into the Poincare supersymmetry generators Qaα and Q¯aα˙(
Q¯bα˙
Qaα
)
= T
(
Qbα˙L
QαRa
)
T−1 (C.6)
which close into the generators of translations Pαα˙ = σ
µ
αα˙Pµ under anticommutation.
C.2 Generic highest-weight state, unitarity constraints, and shortenings
The most general highest-weight state has the form
|HWS〉 = fλ11 fλ22 fλ33 fλ44 (b†1)nL(a†1)nR(∆†b)γL(∆†a)γR |0〉 , (C.7)
with appropriate dependence of oscillators on colours which is not explicitly written. Conventions used in
section 5.3 are restored by noticing that λ4 = |F∆| and τa = λa − λ4. The fundamental weight [νL;λ; νR] is
given by
[νL;λ; νR] = [0,−nL;λ1, λ2, λ3, λ4;nR, 0] + [−(P + γL),−(P + γL); 0, 0, 0, 0; γR, γR] . (C.8)
The tuple [µL, τ, µR;βL, βR] would be explicitly written as [nL, τ1, τ2, τ3, nR;βL, βR], where βL = γL+P−λ1,
and βR = γR + λ4. The corresponding non-compact Young diagram is shown in Fig 14.
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Figure 14: Non-compact Young diagram for a long su(2, 2|4) representation, labels of weights in su(2,|4|2)
grading. The representation has zero central charge if number of boxes in the first quadrant is equal to the
number of boxes in the third quadrant [57] (quadrants are defined w.r.t. the centre of the weight lattice
marked by a red dot).
The unitarity constraints can be read off for instance from the classification theorem (6). In this context
it defines the constraints on βL/R: if nL/R = 0 then βL/R = 0 or βL/R ≥ 1; if nL/R 6= 0 then βL/R ≥ 1. This
can be shown to be equivalent to the classification of UHW’s by Dobrev and Petkova [37].
In the absence of zero central charge restriction, βL and βR are two independent (possibly continuous)
parameters. But if one wants to consider representations of psu(2, 2|4), one should additionally impose the
zero-charge constraint which is equivalent to
2(βR − βL) = λ1 − λ2 − λ3 + λ4 + nL − nR . (C.9)
Hence if it is forbidden to change continuously one of β’s, the second cannot be continuous either.
One can also discuss unitarity constraints from the point of view of shortening conditions. We remind
that the multiplet gets shortened if HWS gets annihilated by some of the odd generators in the subspace
F−1/2 (or by their combination). Analysis of what shortenings can happen was done in detail in section 3.4
for the compact case, but it generalises without any modifications to the non-compact case as well. Action of
QR is analysed by considering the upper half-plane part of the Young diagram, and action of QL is analysed
by considering the lower half-plane part of the Young diagram. The final outcome is controlled by P and
the values of λa, a = 1, . . . , 4:
λa = 0 ⇒ QβRa|HWS〉 = 0 , β = 1, 2 , (C.10)
λa = 1 ⇒ Q1RaQ2Ra|HWS〉 = 0 , (C.11)
P − λa = 0 ⇒ Qaβ˙L |HWS〉 = 0 , β˙ = 1˙, 2˙ , (C.12)
P − λa = 1 ⇒ Qa1˙L Qa2˙L |HWS〉 = 0 . (C.13)
Shortening of type QL/R|HWS〉 = 0 is called the BPS shortening condition. If it is satisfied then it must be
that γL/R = 0 and nL/R = 0. Shortening of type QL/RQL/R|HWS〉 = 0 is called semi-shortening condition.
If it is satisfied then it must be that γL/R = 0, but no restrictions on nL/R are imposed.
Although shortened multiplets are formally protected from quantum corrections, it is possible that several
(two or four) short multiplets related in a special way combine together into a long one which is no longer
protected from quantum corrections. This is known as the Konishi mechanism. Below is an example of the
Konishi multiplet which is a long one at finite coupling but decomposes into four short multiplets as coupling
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goes to zero (γ → −1):
4 + γ
4 + γ
γ→−1−−−−→ ⊕ ⊕ ⊕ . (C.14)
The left diagram is the long multiplet with γL = γR = γ < 0. It is drawn in the same style as the right
diagram of Fig. 8. The four right figures are short multiplets. The plaquettes in blue are the non-compact
Young diagrams. The plaquettes of the weight lattice outside the diagrams, that is the plaquettes where
shortenings occur, are highlighted in pink, cf. Fig. 7.
Conditions for a short multiplet be capable of joining with other ones to form a long multiplet is the
following one (given, for simplicity, under zero central charge assumption): If λ4 6= 0 or if λ4 = 0 and λ3 > 1
then it can join. Otherwise, it cannot. Explanation of this criterium using Young diagrams is given in [57].
C.3 Relation to some notations used in literature
The conventions of Dolan and Osborn [52] are often used for classification purposes, in particular for short
and semi-short supermultiplets. The notation [k, p, q]∆
j,j¯
and related notations are used to label multiplets.
Here [k, p, q] are Dynkin labels given by k = λ1 − λ2, p = λ2 − λ3, q = λ3 − λ4; j, j¯ are Lorenz spins given
by j = jL = nL/2 and j¯ = jR = nR/2. Finally, ∆ is the conformal dimension which is given by
∆ = E0 =
nL + nR
2
+ γL + γR + P . (C.15)
Also, different classes of multiplets are distinguished in [52]: A,B, C,D, D¯. We now review what these
multiplets are in our formalism.
A∆
[k,p,q](j,j¯)
labels generic long multiplets with no shortenings present.
Bs,s¯[k,p,q](0,0) labels (s,s¯)-BPS multiplets – those who have BPS shortenings for both QL and QR generators.
Therefore, at least conditions λ4 = P − λ1 = 0 are satisfied. s denotes fraction of QL charges annihilating
|HWS〉 and s¯ denotes a similar fraction for QR, they must be multiples of 14 = 1N . As discussed, these
multiplets must have zero spins and vanishing γL, γR. Hence the conformal dimension is fixed by su(4)
Dynkin labels: ∆ = P = λ1 = k + p+ q.
There are only two types of BPS multiplets with zero central charge. The first one is (1/2,1/2)-BPS,
with λ1 = λ2 = P and λ3 = λ4 = 0. Such multiplets are protected from quantum corrections (cannot join
with others). The second one is (1/4,1/4)-BPS, with [λ1, λ2, λ3, λ4] = [P, P − q, q, 0]. In the case of q = 1
the multiplet enjoys extra semi-shortening condition, and it is protected from quantum corrections as well.
For q > 1 it can join with other appropriate multiplets and is in this sense not protected.
The first diagram in the r.h.s of (C.14) is a (1/4,1/4)-BPS multiplet with P = 4 and q = 2.
C(t,t¯)
[k,p,q](j,j¯)
labels multiplets that have semi-shortenings for bothQL and QR. Therefore, at least conditions
λ4 = P − λ1 = 1 are satisfied. t denotes fraction of (C.13) to hold (out of maximal possible number, which
is 4). t¯ denotes fraction of (C.11) to hold. As discussed, these multiplets have γL, γR = 0 but they may have
non-zero Lorentz spins. Their conformal dimension is also fixed by other charges: the spins and Dynkin
labels. These multiplets can always join to form a long one.
An example of a multiplet from this class is the second diagram in the r.h.s of (C.14). In the notation of
Dolan and Osborn, it is C(1,1¯)[0,0,0](0,0) - a multiplet with maximal possible number of semi-shortenings.
D(s,t¯)
[k,p,q](0,j¯)
is the case when QL charges act with BPS shortenings and QR charges act with semi-
shortenings. Example is the third diagram on the r.h.s. of (C.14), which is D( 14 , 3¯4 )[2,0,0](0,0).
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D¯(t,s¯)[k,p,q](j,0) is the case when QL charges act with semi-shortenings and QR charges act with BPS short-
enings. Example is the last diagram on the r.h.s. of (C.14), which is D¯( 34 , 1¯4 )[0,0,2](0,0).
C.4 Tables of multiplets
We finalise our discussion by explicitly constructing various supermultiplets. More of multiplet combinatorics
using the Young diagram technique is available in [57].
For P = 1 we list the possible highest-weight vectors of su(2,|4|2), their fundamental weights [νL;λ; νR],
the corresponding tuples [µL, τ, µR;βL, βR] labelling the unitary highest-weight representations (doubletons)
and their BPS properties in Table 129. We should note that in all the tables below the first column labelled
|HWS〉 lists the irreducible K-modules containing the highest-weight vectors which must be of the form C.7.
Table 1: Below we list the possible highest-weight vectors of su(2,|4|2) irreducible unitary supermultiplets
obtained with one colour P = 1 (doubletons), their fundamental weights, [µL, τ, µR;βL, βR] labels and their
BPS properties.
|HWS〉 [E11, · · · , E88] [µL, τ, µR;βL, βR] BPS
|0〉 [−1,−1; 0, 0, 0, 0; 0, 0] [0, 000, 0; 1, 0] (0,1)
f †a |0〉 [−1,−1; 1, 0, 0, 0; 0, 0] [0, 100, 0; 0, 0] (1/4,3/4)
f †af
†
b |0〉 [−1,−1; 1, 1, 0, 0; 0, 0] [0, 110, 0; 0, 0] (1/2,1/2)
f †af
†
b f
†
c |0〉 [−1,−1; 1, 1, 1, 0; 0, 0] [0, 111, 0; 0, 0] (3/4,1/4)
(a†α)
m∆†f |0〉 [−1,−1; 1, 1, 1, 1;m, 0] [0, 000,m; 0, 1] (1,0)
(b†α˙)
n|0〉 [−1,−(1 + n); 0, 0, 0, 0; 0, 0] [n, 000, 0; 1, 0] (0,1)
To obtain the highest-weight vectors for two colours (P = 2), one needs simply tensor the irreducible
K-modules for the first colour given in Table 1 with the irreducible K-modules of the second colour, and then
to decompose the result into irreducible K-modules. Furthermore, for two colours one can form the bosonic
oscillator determinants given in equation B.35 with which to create additional highest-weight vectors with
continuous (anomalous) scaling dimensions. In Tables 2-7 below we list the highest-weight vectors obtained
by this tensoring procedure for P = 2 and the resulting irreducible unitary representations of su(2,|4|2)
labelled by the tuple [µL, τ, µR;βL, βR].
Table 2: Below we list the possible highest-weight vectors of su(2,|4|2) irreducible unitary supermultiplets
obtained by tensoring those with one colour P = 1 with the vacuum state |0〉2 of the second colour.
|HWS〉 = |0〉2⊗ [µL, τ, µR;βL, βR]
|0〉1 [0, 000, 0; 2, 0]
f †a |0〉1 [0, 100, 0; 1, 0]
f †af
†
b |0〉1 [0, 110, 0; 1, 0]
f †af
†
b f
†
c |0〉1 [0, 111, 0; 1, 0]
(a†α)
m∆†f |0〉1 [0, 000,m; 1, 1]
(b†α˙)
n|0〉1 [n, 000, 0; 2, 0]
29 We recall that µL = 2jL and µR = 2jR where jL and jR label the spins under su(2)L and su(2)R , respectively.
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Table 3: Below we list the possible highest-weight vectors of su(2,|4|2) irreducible unitary supermultiplets
obtained by tensoring those with one colour P = 1 with the states f †d |0〉2 of the second colour.
|HWS〉 = f †d |0〉2⊗ [µL, τ, µR;βL, βR]
|0〉1 [0, 100, 0; 1, 0]
f †a |0〉1 [0, 200, 0; 0, 0]
[0,110,0;1,0]
f †af
†
b |0〉1 [0, 210, 0; 0, 0]
[0,111,0;1,0]
f †af
†
b f
†
c |0〉1 [0, 211, 0; 0, 0]
[0,000,0;1,1]
(a†α)
m∆†f |0〉1 [0, 100,m; 0, 1]
(b†α˙)
n|0〉1 [n, 100, 0; 1, 0]
Table 4: Below we list the possible highest-weight vectors of su(2,|4|2) irreducible unitary supermultiplets
obtained by tensoring those with one colour P = 1 with the states f †df
†
e |0〉2 of the second colour.
|HWS〉 = f †df †e |0〉2⊗ [µL, τ, µR;βL, βR]
|0〉1 [0, 110, 0; 1, 0]
f †a |0〉1 [0, 210, 0; 0, 0]
[0,111,0;1,0]
f †af
†
b |0〉1 [0, 220, 0; 0, 0]
[0,211,0;1,0]
[0,000,0;1,1]
f †af
†
b f
†
c |0〉1 [0, 221, 0; 0, 0]
[0,100,0;0,1]
(a†α)
m∆†f |0〉1 [0, 110,m; 0, 1]
(b†α˙)
n|0〉1 [n, 110, 0; 1, 0]
Table 5: Below we list the possible highest-weight vectors of su(2,|4|2) irreducible unitary supermultiplets
obtained by tensoring those with one colour P = 1 with the states f †df
†
ef
†
f |0〉2 of the second colour.
|HWS〉 = f †df †ef †f |0〉2⊗ [µL, τ, µR;βL, βR]
|0〉1 [0, 111, 0; 1, 0]
f †a |0〉1 [0, 211, 0; 0, 0]
[0,110,0;0,1]
f †af
†
b |0〉1 [0, 221, 0; 0, 0]
[0,100,0;0,1]
f †af
†
b f
†
c |0〉1 [0, 222, 0; 0, 0]
[0,110,0;0,1]
(a†α)
m∆†f |0〉1 [0, 111,m; 0, 1]
(b†α˙)
n|0〉1 [n, 111, 0; 1, 0]
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Table 6: Below we list the possible highest-weight vectors of su(2,|4|2) irreducible unitary supermultiplets
obtained by tensoring those with one colour P = 1 with the states (a†i )
m∆†f |0〉2 of the second colour (m ≥ n).
|HWS〉 = (a†i )m∆†f |0〉2⊗ [µL, τ, µR;βL, βR]
|0〉1 [0, 000,m; 1, 1]
f †a |0〉1 [0, 100,m; 0, 1]
f †af
†
b |0〉1 [0, 110,m; 0, 1]
f †af
†
b f
†
c |0〉1 [0, 111,m; 0, 1]
(a†α)
n∆†f |0〉1 [0, 000,m+ n; 0, 2]
[0, 000,m+ n− 1; 0, 3]
· · ·
[0, 000, (m− n); 0, 2 + n]
(b†α˙)
n|0〉1 [n, 000,m; 1, 1]
Table 7: Below we list the possible highest-weight vectors of su(2,|4|2) irreducible unitary supermultiplets
obtained by tensoring those with one colour P = 1 with the states (b†r)
n|0〉2 of the second colour (m ≥ n).
|HWS〉 = (b†r)n|0〉2⊗ [µL, τ, µR;βL, βR]
|0〉1 [n, 000, 0; 2, 0]
f †a |0〉1 [n, 100, 0; 1, 0]
f †af
†
b |0〉1 [n, 110, 0; 1, 0]
f †af
†
b f
†
c |0〉1 [n, 111, 0; 1, 0]
(a†α)
m∆†f |0〉1 [n, 000,m; 1, 1]
(b†α˙)
m|0〉1 [m+ n, 000, 0; 2, 0]
[m+ n− 1, 000, 0; 3, 0]
· · ·
[(m− n), 000, 0; 2 + n, 0]
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With two colours of oscillators one can form additional highest-weight vectors of unitary representations
of su(2,|4|2) with anomalous dimensions using the oscillator determinants given in equation B.35 :
[∆†b]
γL [b†α˙(1)]
m|0〉 =⇒ [µL, τ, µR;βL, βR] = [m, 000, 0; (2 + γL), 0] (C.16)
[∆†a]
γR [a†α(1)]
n∆†f (1)∆
†
f (2)|0〉 =⇒ [µL, τ, µR;βL, βR] = [0, 000, n; 0, 2+ γR] (C.17)
They lead to chiral supermultiplets which are CPT-conjugates of each other for m = n and γL = γR.
For P = 3 possible highest-weight vectors with anomalous dimensions all involve the action of a single
bosonic determinant, either [∆†a]
γR or [∆†b]
γL , modulo the permutation of colour indices. For four colours P =
4 one can construct highest-weight vectors which involve the action of both types of bosonic determinants,
namely
[∆b(1, 2)
†]γL [b†α˙(1)]
m[∆a(3, 4)
†]
γR [a†α(3)]
n∆†f (3)∆
†
f (4)|0〉 (C.18)
corresponding to the unitary irreps with the labels
[µL, τ, µR;βL, βR] = [m, 000, n; (2 + γL), (2 + γR)] . (C.19)
By increasing the number of colours, one can construct the most general irreducible K-module with the
highest-weight vector given in equation C.7.
As stated earlier, the full spectrum of IIB supergravity was first obtained by tensoring of CPT self-
conjugate doubleton supermultiplet of su(2, 2|4) with itself repeatedly and restricting to the CPT self-
conjugate supermultiplets in [24]. CPT self-conjugate doubleton supermultiplet is simply the 4D Yang-Mills
supermultiplet and has the highest-weight vector
[µL, τ, µR;βL, βR] = [0, (1, 1, 0), 0; 0, 0] ⇔ 4d, N=4 Yang-Mills supermultiplet. (C.20)
For two colours P = 2 the CPT self-conjugate supermultiplet is the massless graviton supermultiplet in
AdS5 with the highest-weight vector
[µL, τ, µR;βL, βR] = [0, (2, 2, 0), 0; 0, 0] ⇔ Massless AdS5, N=8 graviton supermultiplet. (C.21)
The full spectrum of the IIB supergravity over AdS5×S5 consists of the following infinite tower of CPT
self-conjugate (1/2, 1/2)-BPS supermultiplets:
Spectrum of IIB Supergravity over AdS5 × S5 =
∞∑
n=2
⊕
[0, (n, n, 0), 0; 0, 0] . (C.22)
They correspond to (1/2, 1/2)-BPS supermultiplets of psu(2, 2|4) with vanishing central charge. We should
also note that we did not include the Yang-Mills multiplet in the spectrum since it decouples as gauge modes
and its field theory lives on the boundary of AdS5 as the N=4 superconformal Yang-Mills theory [24].
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