Linear-response time-dependent density-functional theory with pairing fields by Peng, Degao et al.
Linear-Response Time-Dependent Density-Functional Theory with Pairing Fields
Degao Peng,1 Helen van Aggelen,1, 2 Yang Yang,1 and Weitao Yang1, 3, a)
1)Department of Chemistry, Duke University, Durham, North Carolina,
United States, 27708
2)Ghent University, Department of Inorganic and Physical Chemistry, 9000 Ghent,
Belgium
3)Department of Physics, Duke University, Durham, North Carolina, United States,
27708
Recent development in particle-particle random phase approximation (pp-RPA)
broadens the perspective on ground state correlation energies (van Aggelen et al.
Phys. Rev. A, 88, 030501 (2013)) and N  2 excitation energies (Yang, et al. J.
Chem. Phys.). So far Hartree-Fock and approximated density-functional orbitals
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matrix and the pairing 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I. INTRODUCTION
Particle-particle random phase approximation18 (pp-RPA) has been a widely-known
method in nuclear physics and textbook material9,10 to describe pairing vibrations in nuclei.
Recent introduction of pp-RPA11 to quantum chemistry demonstrated a very interesting
perspective. Pp-RPA is the rst density-functional approximation (DFA) to satisfy the
at-plane condition exactly11,12, and outperforms traditional direct particle-hole random
phase approximation in many aspects13. Theoretical analysis reveals that the correlation
energy from pp-RPA with Hartree-Fock references is equivalent to ladder-coupled-cluster
doubles14,15. Additionally, the N  2 excitation energies from pp-RPA can be used to
capture valence, double, charge transfer, and Rydberg excitations with a potential O(N4)
scaling16. Viewed as an approximation to the pairing-matrix-pairing matrix (pp) response
function, in this paper we establish the connection of the pp-RPA formalism to the time-
dependent density-functional theory (TDDFT) for superconductors17,18 as a special case for
non-superconducting system.
Density-functional theory1921 (DFT) has been a robust ground state electronic structure
theory by treating the electronic density,
(r) =
X

hj ^y(x) ^(x)ji; (1)
instead of the wavefunction, as the basic variable. In Eq. (1), x is the generalized coordinate
that includes both spatial coordinate r and spin coordinate , while  ^y and  ^ are eld
creation and annihilation operators in the second quantized form. The time dependent
extension of DFT, i.e. TDDFT2224, further enables us to explore the physics and chemistry
of excited states. The adiabatic linear-response formalism of TDDFT23 has been a routine
method to study particle-hole excitations for various systems with moderate complexity and
accuracy.2530
In superconducting systems, due to the non-vanishing pairing matrix,
(x;x0) = hj ^(x0) ^(x)ji; (2)
the density (r) alone does not contain all the properties of the system. Accordingly, the
Hohenberg-Kohn theorem19 for superconductors in equilibrium at nite temperature was
established for singlet31 and triplet32 pairing interactions, using (r) and (x;x0) as basic
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variables. The corresponding Kohn-Sham model20 is also proposed by mapping (r) and
(x;x0) to those of a non-interacting system with non-vanishing pairing elds. As for the
time-dependent extension, Wacker, Kümmel, and Gross33 (WKG) further proved a Runge-
Gross-like theorem22 for superconductors, which states that the time evolution of the density
((r; t)), the diagonal component of the singlet pairing matrix ((r "; r #; t)), and the current
density (j(r; t)) uniquely determine the scalar potential (v(r; t)), the diagonal component of
the singlet pairing eld (D(r "; r #; t)), and the vector potential (A(r; t)), up to a gauge
transformation. Unfortunately, the Runge-Gross-like theorem involving the general pairing
matrix of Eq. (2) has not been proved, probably due to the diculty resulting from the
non-locality of (x;x0). In fact, the TDDFT formalism for superconductors of Ref.17 and18
was built on the adiabatic linear response of singlet pairing matrix of a Kohn-Sham-like
system, where the WKG theorem is not applicable. A kernel of the local-density approxi-
mation (LDA) which accounts only singlet eects was also proposed as a screened Coulomb
potential18,34, with numerical results presented in Ref.35.
For normal non-superconducting systems such as atoms and molecules, the pairing ma-
trix  is identically zero in the absence of external pairing elds. However, the uctuation
of the pairing matrix, i.e. the pp response function, is non-vanishing, even for a normal
system11. Such uctuation is related to N  2 excitation energies, where double ioniza-
tion and double electron attachment processes are involved. The mean-eld description
of this pairing matrix uctuation, i.e. pp-RPA9,10, has been used to calculate the Auger
spectroscopy3639. Recently, Yang et al.16 developed a scheme to calculate neutral excita-
tions based on pp-RPA, demonstrating promising results. To capture the eect beyond
the mean-eld approximation, one can resort to ab initio wavefunction techniques, which
utilize correlated ground state wavefunctions and include higher order excitation operators.
Double-ionization-potential/double-electron-attachment equation-of-motion coupled-cluster
singles and doubles (DIP/DEA-EOM-CC)40,41 are examples of such approaches.
However, because of the steep scaling of the ab initio wavefunction method, we are
interested in the DFT formalism of the pp response function. In previous works, the kernel in
the pp-RPA equation is always the bare Coulomb, where the potential of other approximate
functionals with pairing matrix dependence has never been explored. The TDDFT method
for superconductors is a closely related theory; however, triplet excitations are totally absent,
and the pp response function on normal systems has not been inferred. In this paper, we
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establish the linear-response time-dependent density-functional theory with pairing elds
(TDDFT-P) to tackle the N  2 excitation problem of non-superconducting systems, with
its connection to and extension of the TDDFT for superconductors. Both the adiabatic and
non-adibatic versions of linear-response TDDFT-P are explored. Especially, the adiabatic
TDDFT-P justied the practice of utilizing orbitals and eigenvalues of common DFAs in
pp-RPA equations11,13,16. Such an extension enables us to capture eects beyond mean-eld
approximations in N  2 excitations, and would also make it possible to capture neutral
excitations better by suitable approaches16,42.
This article is organized as follows. Sec. II reviews the counterparts of the Hohenberg-
Kohn theorem and the Kohn-Sham model in superconducting systems. Sec. III establishes
the adiabatic linear-response TDDFT-P for systems in the non-superconducting limit. Sec.
IV further extends the theory to include frequency-dependent particle-particle kernels. Sec.
V concludes this article.
II. DFT WITH PAIRING INTERACTIONS
In this section the theory of time-independent DFT with pairing interactions is reviewed
for completeness. The theory is mainly based on the work of Ref.31 and32. We also extend
the denition of the functionals involved.
We consider a general Hamiltonian including a pairing potential (in atomic units),
H^ = T^ + V^ + D^ + W^ ; (3)
where T^ is the kinetic energy operator,
T^ =  1
2

dx ^y(x)r2 ^(x); (4)
V^ is the normal external potential,
V^ =

dxv(r) ^y(x) ^(x); (5)
D^ is the external pairing eld,
D^ =
1
2

dxdx0[D(x;x0) ^(x0) ^(x) + h:c:]; (6)
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and W^ is the two electron interaction
W^ =
1
2

dx1dx
0
1dx2dx
0
2w(x1;x2;x
0
2;x
0
1) ^
y(x1) ^y(x2) ^(x02) ^(x
0
1): (7)
In Eq. (6), h:c: represents the Hermitian conjugate of the previous term. For a super-
conducting system, w in Eq. (7) includes the phonon  or other medium, such as antifer-
romagnetic correlation in high temperature superconductors  mediated electron-electron
interaction31,32, while for a non-superconducting system, w is just the Coulomb potential as
the only electron-electron interaction in atoms and molecules in quantum chemistry,
wNS(x1;x2;x
0
2;x
0
1) = (x2;x
0
2)(x1;x
0
1)
1
jr1   r2j ; (8)
where NS stands for non-superconducting. Refer to Ref.31 and32 for dierent models of
w's in a superconducting system. A physical external pairing eld D only exists when the
system is juxtaposed to a superconducting material. Here it is just used as a mathematical
tool to establish the theory, and we will take the external pairing eld at zero limit in the
end31,32,43. Since [D^; N^ ] 6= 0, where N^ is the number operator, the system is not electron
number conserving. We will introduce the chemical potential  to control the electron
number, such that the expectation value of H^ 0 = H^   N^ , i.e. the grand potential 
 ,
rather than the total energy, is minimized. A generalized ensemble density matrix  ^ could
be dened as
 ^ =
X
I
I jIihI j; (9)
where I 's are non-negative weights that sum to unity, and jIi's are vectors in the Fock
space which are linear combinations of vectors in Hilbert spaces associated with dierent
particle numbers. Note that although DFT of superconductors normally treats systems at
nite temperature31,32, we focus on the zero-temperature formalism as we are interested in
its connection to quantum chemistry. Thus  ^ in Eq. (9) is a zero-temperature ensemble
rather than a nite-temperature ensemble. Then the density and the pairing matrix of an
ensemble  ^ can be expressed as (r) = Tr[ ^^(r)] and
(x;x0) = Tr[ ^ ^(x0) ^(x)]: (10)
The zero-temperature ground state grand potential is then the following minimum:

0[v(r)  ;D(x;x0)] = min
 ^
Tr( ^H^ 0): (11)
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Apart from the normal density (r), the pairing matrix (x;x0) is also important in the
presence of an internal pairing interaction from W^ or an external pairing interaction from
D^. The pairing matrix has also been called the pairing tensor10, the anomalous density17,18,
or the non-local gap function31 in dierent context. Due to the anticommutation relations
of Fermionic eld operators, the pairing matrix is always antisymmetric,
(x;x0) =  (x0;x): (12)
As a consequence, only the antisymmetric part of the pairing eld D(x;x0) will have nonzero
contribution to the total energy. We therefore require that the pairing eld should also be
antisymmetric,
D(x;x0) =  D(x0;x): (13)
Capelle et al.32 presented the Hohenberg-Kohn theorem of this system, stating that there
exists a one-to-one mapping between the ground state densities ((r); (x;x0)) and the en-
semble operator for the system. So there is a density functional 
HK[(r); (x;x
0)] that maps
the ensemble representable density and pairing matrix to its ground state grand potential.
The density and pairing matrix are said to be v&D ensemble representable if they can come
from an ensemble of ground state wavefunction(s) of some external potential v and external
pairing potential D.
We now further generalize this functional to Fock space N representable density and
pairing matrices using the Levy constrained search denition44,

[(r); (x;x0)]
= inf
 ^!((r);(x;x0))
Tr( ^H^ 0) (14)
= inf
 ^!((r);(x;x0))

Tr[ ^(T^ + W^ )] +

dr(v(r)  )(r)  1
2

dxdx0[D(x;x0)(x0;x) + h:c:]

(15)
=FLevy[(r); (x;x
0)] +

dr(v(r)  )(r)  1
2

dxdx0[D(x;x0)(x0;x) + h:c:]: (16)
Note that Fock space N representability is dierent from the fractional- N representability
in Ref.45. The Fock space N representable density and pairing matrix in Eqs. (14)-(16) are
only required to come from a Fermionic ensemble density matrix (not necessarily of a ground
state), a much less constrained condition than the v&D ensemble representability. The Fock
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space N representability and the v&D representability are the superconducting counterpart
of N representability and v representability in conventional DFT21. The universal functional
FLevy[(r); (x;x
0)] thus contains the kinetic and two-body interaction energy. Alternatively,
we can use the Lieb-type denition for this universal functional46:
FLieb[(r); (x;x
0)]
= sup
v(r);D(x;x0)


0[v(r)  ;D(x;x0)] 

dr(v(r)  )(r) + 1
2

dxdx0[D(x;x0)(x0;x) + h:c:]

;
(17)
with 
0 dened in Eq. (11).
Now we assume the non-interacting v&D ensemble representability of Fock space N
representable densities and pairing matrices, in which the density and the pairing matrix of
an interacting ground state system (w 6= 0) can be represented by a density and a pairing
matrix of a non-interacting system (w = 0). In other words, for (r) and (x;x0) of an
interacting ground state, there is always s(r) and s(x;x
0) from a non-interacting system
with normal potential vs(r) and and pairing potential Ds(x;x
0) such that
(r) = s(r); (18)
and
(x;x0) = s(x;x0): (19)
Then we can have the grand potential decomposition,18,31,32,34,43

[; ] = V []  N +G[] + FLevy[; ] (20)
= Ts[; ] + V [] +G[] + J [] +R[] + EXC[; ]  N; (21)
where Ts[; ] is the kinetic energy of the hypothetical non-interacting system with the same
density and the pairing matrix, V [] = Tr( ^V^ ), G[] = Tr( ^D^), J [] is the mean-eld energy
of the particle-hole channel (usually called the Hartree term in DFT),
J [] =
1
2

(r)(r0)
jr  r0j drdr
0; (22)
and R[] is the mean-eld energy of the particle-particle channel
R[] =
1
2

(x;x0)(x;x0)
jr  r0j dxdx
0: (23)
7
EXC[; ] includes all the quantum eects that are absent in the other energy terms,
EXC[; ] = FLevy[; ] Ts[; ] J [] R[] = T [; ]+W [; ] Ts[; ] J [] R[]: (24)
The corresponding Kohn-Sham-like non-interacting system is governed by the non-
interacting Hamiltonian
H^s =

dx ^y(x)[ 1
2
r2 + vs(r)] ^(x) + 1
2

dxdx0[Ds(x;x0) ^y(x) ^y(x0) + h:c:]; (25)
with the non-interacting normal potential
vs(r) = v(r) +

(r0)
jr  r0jdr
0 +

EXC[; ]
(r)


; (26)
and the non-interacting pairing potential
Ds(x;x
0) = D(x;x0) +DR(x;x0) +DXC(x;x0); (27)
where
DR(x;x
0) =
(x;x0)
jr  r0j ; (28)
and
DXC(x;x
0) =

EXC[; ]
(x;x0)


: (29)
The resulting self-consistent equation for this non-interacting system is the well-known
Kohn-Sham Bogoliubov-de Gennes (KS-BdG) equation18,35,47, or the Hartree-Fock-Bogoliubov
equation for the Hartree-Fock approximate functional10,48. The KS-BdG equation and its
solution are not necessary to establish the linear response theory in Sec. III and IV, and
are thus not addressed here. Refer to standard textbooks such as Ref.9 and10 for details of
the equation and its solution.
III. ADIABATIC LINEAR-RESPONSE TDDFT-P FOR
NON-SUPERCONDUCTING SYSTEMS
We now establish the theory for adiabatic linear-response TDDFT with pairing elds
(TDDFT-P) for non-superconducting systems. This generalizes the previous TDDFT for
superconductors with singlet-only excitations17,18 to include triplet excitations. The adia-
batic linear-response TDDFT-P provides a theoretical foundation for using adiabatic DFAs
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in the pp-RPA equation. Especially, it justies the application of orbitals and eigenvalues
from common DFAs in the pp-RPA equation.
Suppose we perturb the interacting non-superconducting system with a small paring eld
D(x;x0; t) =
X
pq
Dpq(t)'p(x)'q(x
0): (30)
In this paper we will use p, q, r, s for general orbitals, i, j, k, l for occupied orbitals, and a,
b, c, d for unoccupied orbitals. For simplicity, we only discuss non-degenerate ground states
which can be represented as vectors in the Hilbert space for non-superconducting systems.
According to the linear response theory9,11, the linear response of the pairing matrix is
related to the pairing eld by a pp response function,
K(x;x0;y;y0; t) =  i(t)hgsj[ ^H(x0t) ^H(xt);  ^y(y) ^y(y0)]jgsi; (31)
such that
(x;x0; t) =

ddydy0K(x;x0;y;y0; t  )D(y;y0; ); (32)
with  ^H(xt) = e
iH^0t ^(x)e iH^
0t the interacting eld operator in the Heisenberg picture and
(t) the Heaviside step function. Expressed in a one-particle basis and transferred to the
frequency domain, Eq. (32) becomes
pq(!) =
X
rs
Kpq;rs(!)Drs(!);
with
Kpq;rs(!) =

dtei!tdxdx0dydy0K(x;x0;y;y0; t)'p(x)'

q(x
0)'r(y)'s(y0): (33)
The pp response function is related to the correlation energy and N  2 excitation
energies.11,16 Specically, if we perturb the corresponding KS-BdG system with a small
pairing eld Ds(x;x
0; t) =
P
pq D
s
pq(t)'p(x)'q(x
0), the pp response function is
K0(x;x
0;y;y0; t) =  i(t)hgss j[ ^Hs(x0t) ^Hs(xt);  ^y(y) ^y(y0)]jgss i; (34)
with  ^Hs(xt) = e
iH^0st ^(x)e iH^
0
st the non-interacting eld operator in the interacting picture.
The corresponding rst order pairing matrix variation is,
s(x;x
0; t) =

ddydy0K0(x;x0;y;y0; t  )Ds(y;y0; ): (35)
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For a non-interacting non-superconducting system, K0pq;rs(!) is trivial
9,11,
K0pq;rs(!) = (prqs   qrps)
(p  F )(q   F )  (F   p)(F   q)
!   (p + q   2) + i ; (36)
where F represents the Fermi level such that p   F > 0 if p is an unoccupied orbital and
p F < 0 if p is an occupied orbital. Accordingly, we can express the linear response of the
pairing matrix as,
sij(!) =  
Dsij(!)
!   (i + j   2) + i ; (37)
sab(!) =
Dsab(!)
!   (a + b   2) + i ; (38)
and sia(!) = 
s
ai(!) = 0.  is an innitesimal positive number to ensure the convergence
of the Fourier transformation. For the derivations below, we will drop  as it does not aect
the resulting equation.
To establish the adiabatic linear-response TDDFT-P, we assume that a) the rst order
interacting pairing matrix variation (x;x0;!) can be represented by the rst order non-
interacting pairing matrix variation s(x;x
0;!), and that b) the response of Ds(x;x0;!) to
(y;y0;!) is adiabatic. The representability assumption enables us to study a many-body
interacting system in terms of its non-interacting KS-BdG system. From now on we will drop
the subscript or superscript of  as s = . Approximation a) is made in analogy to the
assumption in conventional TDDFT where the rst order density change in the KS system
also represents the rst order density change in the interacting system, viz s = .The
conditions under which this assumption is valid are perhaps more restrictive than in DFT,
and we consider this an ad hoc assumption that enables us to formulate a linear-response
TDDFT-P. Under an external pairing eld perturbation of Eq. (30), using Eqs. (37)-(38),
we have
 [!   (i + j   2)]ij(!) = Dsij(!)
= Dij(!) + D
R
ij(!) + D
XC
ij (!)
= Dij(!) +
X
k>l
Lij;klkl(!) +
X
c>d
Lij;cdcd(!); (39)
and
[!   (a + b   2)]ab(!) = Dab(!) +
X
k>l
Lab;klkl(!) +
X
c>d
Lab;cdcd(!); (40)
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where the adiabatic pp response kernel is
Lpq;rs = hpqjjrsi+ 2

dx1dx2dx
0
1dx
0
2'

p(x1)'

q(x
0
1)

2EXC[; ]
(x1;x01)(x2;x
0
2)


'r(x2)'s(x
0
2);
(41)
with
hpqjjrsi = hpqjrsi   hpqjsri; (42)
and
hpqjrsi =

dxdx0
'p(x)'

q(x
0)'r(x)'s(x0)
jr  r0j : (43)
The adiabatic pp response kernel has the same symmetry as the antisymmetrized two-
electron integral
Lpq;rs =  Lpq;sr =  Lqp;rs = Lqp;sr = Lrs;pq: (44)
Then we rearrange Eqs. (39) and (40) using a compact matrix notation,24 A B
By C
3524 X
Y
35  !
24 I 0
0  I
3524 X
Y
35 =  
24 Dpp
Dhh
35 ; (45)
where
Aab;cd = (a + b   2)acbd + Lab;cd; (46)
Bab;ij = Lab;ij; (47)
Cij;kl =  (i + j   2)ikjl + Lij;kl; (48)
Xab = ab(!); (49)
Yij = ij(!); (50)
[Dpp]ab = Dab(!); (51)
and 
Dhh

ij
= Dij(!): (52)
Note that all matrix indexes require a > b or i > j to eliminate the redundancy and that
the two identity matrices I's have dierent dimensions. With Eq. (45), the pp response
function in real-space representation can be expressed as
K(x1;x
0
1;x2;x
0
2;!) =  
X
a>b;c>d
[M(!) 1]ab;cd	ab;cd(x1;x01;x2;x
0
2) 
X
i>j;k>l
[M(!) 1]ij;kl	ij;kl(x1;x01;x2;x
0
2);
(53)
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where
M(!) =
24 A B
By C
35  !
24 I 0
0  I
35 ; (54)
and
	pq;rs(x1;x
0
1;x2;x
0
2) = 'p(x1)'q(x
0
1)'

r(x2)'

s(x
0
2)  'p(x1)'q(x01)'s(x2)'r(x02)
  'q(x1)'p(x01)'r(x2)'s(x02) + 'q(x1)'p(x01)'s(x2)'r(x02): (55)
Eq. (45) describes the response of the pairing matrix with respect to the pairing eld pertur-
bation, similar to a driven harmonic oscillator. Alternatively, we can study the eigenmode
of the system by eliminating the driving force D. The resulting eigenvalue equation is24 A B
By C
3524 X
Y
35 = !
24 I 0
0  I
3524 X
Y
35 ; (56)
with the eigenvalues N + 2 excitation energies
!N+2n = 

N+2
n   
N0 = EN+2n   EN0   2; (57)
and N   2 excitation energies
!N 2n = 

N
0   
N 2n = EN0   EN 2n   2: (58)
These eigenvalues are also the poles of the pp response function in Eq. (53). Eq. (56)
can be solved for every interacting strength so the correlation energy can also be covered in
the adiabatic-connection uctuation-dissipation approach, similar to the correlation energy
beyond ph-RPA.4951
The accuracy of Eq. (56) relies on how physical the approximation of Eq. (41) is. For
a non-superconducting system, both  and EXC[; ]=
 are zero, thus the only explicit
contribution of EXC to L is
lim
!0
2EXC[; ]

: (59)
The dependency of EXC with respect to  is non-trivial and not well understood as the
exchange-correlation functional in traditional DFT. The simplest approximation to EXC[; ]
is to neglect the pairing matrix dependence,
EDFAXC [; ]  EDFAXC [;  = 0] = EDFAXC []; (60)
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where EDFAXC [] is the common exchange-correlation energy functionals in DFT. When the
approximation of Eq. (60) is adopted, EXC has zero contribution to L and the resulting pp
kernel is
LDFApq;rs = hpqjjrsi; (61)
identical to the kernel in pp-RPA9,10. The use of Eq. (61) has been a natural consequence of
the mean-eld approximation in pp-RPA when a Hartree-Fock reference is deployed. Now
in view of TDDFT-P, Eq. (61) can be interpreted as a kernel under the approximation of
Eq. (60) for any pairing matrix free DFAs. More importantly, the TDDFT-P perspective
rationalizes the practice of using orbitals and eigenvalues from common DFAs (such as
B3LYP or PBE) in the pp-RPA equation11,13,16. If the pp-RPA equation is derived through
the equation-of-motion ansatz, since the KS orbitals are not eigenvectors of the Fock matrix,
thus the resulting matrix elements will contains the non-diagonal Fock matrix elements in
Eqs. (46) and (48). It is clear now that the pp-RPA equation can utilize DFT reference
according to the approximation of Eq. (60), which is a main result of this paper.
In the aforementioned approximation, EXC has zero contribution to L. Ref.
34 and18
presented an LDA functional for the pp interaction with non-zero EXC contribution to L,
which in principle could be used to calculate N  2 excitation energies. However, their LDA
is just a Coulomb with screening counting only singlet interactions, which is not the true
LDA. The true LDA should include the energies of homogeneous electron gas at dierent
pairing elds, like that in the local-spin-density approximation. Unfortunately, to the best
of our knowledge, no quantum Monte Carlo calculations for the homogeneous electron gas
were performed under pairing elds. Thus, a true LDA functional accounts for both singlet
and triplet interactions is still in need.
In summary, adiabatic linear-response TDDFT-P justies the use of common pairing
matrix independent DFAs in the pp-RPA equation by the approximation of Eq. (60). This
approximation leads to the working equation of pp-RPA using common DFAs as practiced
in Ref.11,13,16. Additionally, TDDFT-P allows other pairing matrix dependent functionals
EXC[; ] to be used to calculate N  2 excitations in the pp-RPA equation.
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IV. LINEAR-RESPONSE TDDFT-P WITH FREQUENCY-DEPENDENT
PP KERNELS
Sec. III establishes the theory of adiabatic linear-response TDDFT-P. We demonstrate in
this section that the extension beyond the adiabatic approximation can also be formulated
by just adopting the same representability approximation as that in Sec. III.
WKG33 proved that there is a one-to-one mapping between the time evolution of
((r; t); (r "; r #; t); j(r; t)) and the eld (v(r; t); D(r "; r #; t);A(r; t)), except for a gauge
transformation. However, the one-to-one mapping involving the general pairing matrix
(x;x0; t) and the general pairing eld D(x;x0; t) has not been proved, and the existence
of this one-to-one mapping is still unknown. In fact, the linear-response TDDFT for
superconductors17,18 was built on an approximation of the kernel rather than on the WKG
one-to-one mapping.
Due to the absence of the proof of the one-to-one mapping between ((r; t); (r; r0; t)) and
(v(rt); D(x;x0; t)), it is not straightforward to present the Dyson-like equation of TDDFT-P.
If one follows the usual TDDFT derivation, the density-density response function can be
expressed as29
(r1t1; r2t2) =
(r1t1)
v(r2t2)
(62)
=

dr3dt3
s(r1t1)
vs(r3t3)
vs(r3t3)
v(r2t2)
(63)
=

dr3dt3
s(r1t1)
vs(r3t3)

v(r3t3)
v(r2t2)
+
(vs(r3t3)  v(r3t3))
v(r2t2)

(64)
=

dr3dt3
s(r1t1)
vs(r3t3)

(r3t3; r2t2) +

dr4dt4
(vs(r3t3)  v(r3t3))
(r4t4)
(r4t4)
v(r2t2)

(65)
= s(r1t1; r2t2) +

dr3dt3dr4dt4s(r1t1; r3t3)fMB(r3t3; r4t4)(r4t4; r2t2); (66)
where the non-adiabatic kernel representing the many-body (MB) memory eect is
fMB(r3t3; r4t4) =
(vs(r3t3)  v(r3t3))
(r4t4)
: (67)
The existence of the derivatives of vs(r3t3) and v(r3t3) with respect to (r4t4) is guaranteed
by the Runge-Gross theorem22: there is a one-to-one mapping between v(r3t3) (vs(r3t3))
and (r4t4) up to an additive merely time-dependent function in the potential. However, in
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deriving the pp response function s(x1;x
0
1; t1)=D(x2;x
0
2; t2) following Eqs. (62)-(66), the
diculty lies in the use of the chain rule in Eq. (65): due to the lack of the proof of the
particle-particle counterpart of the Runge-Gross theorem, it is unknown whether the map
D !  (Ds ! ) is invertible and thus the corresponding derivative (Ds D)= may not
be rigorously dened. Therefore, a frequency dependent pp kernel for TDDFT-PF is not as
straightforward as that in TDDFT.
We bypass the diculty of the lack of the proof of the one-to-one mapping by adopting
Assumption a) in Sec. III and introducing a special probe of  ~D that is bijectively mapped
to ~. The pp response function so dened is thus invertible and contains the same spectrum
of the original pp response function. The nal Dyson-like equation is then
~K(!) = ~Ks(!) + ~Ks(!)~L(!) ~K(!); (68)
where we have expressed the equation in frequency domain and used matrix multiplication
to denote integration, and the frequency dependent pp kernel is
~L(!) =
( ~Ds(!)  ~D(!))
~(!)
; (69)
and the projected interacting and non-interacting linear-response pp response functions are
dened
~K(!) =
~(!)
 ~D(!)
;
and
~Ks(!) =
~(!)
 ~Ds(!)
:
Refer to Appendix A for mathematical details.
Similar to non-adiabatic linear-response TDDFT where double and higher-rank excita-
tions could be included, with a frequency dependent pp kernel of ~L(!), the dynamic eects
of particle-particle (hole-hole) excitations could be accounted, while in DIP/DAE-EOM-CC
methods such eects must come from higher-rank excitations such as 3-particle-1-hole and
4-particle-2-hole excitation operators42,52. The Dyson-like equation of Eq. (66) justies the
use of frequency dependent pp kernel in the pp-RPA equation of Eq. (45). Additionally, if
we cast the adiabatic approximation in ~L(!), i.e. using Eq. (41), we recover exactly the
same results as in Sec. III.
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V. CONCLUSIONS
We establish the linear response time-dependent density-functional theory with pairing
elds (TDDFT-P) for non-superconducting systems, for pairing elds of general spins in-
cluding both singlet and triplet interactions. Although the pairing density is identically
zero for a non-superconducting system, its linear response is non-zero and contains im-
portant information of N  2 excitation energies as well as the correlation energy of the
N electron system. Due to the lack of a one-to-one mapping proof of the ((rt); (x;x0; t))
and (v(rt)   ;D(x;x0; t)), the time dependent response theory is not a straightforward
generalization of the normal TDDFT. By assuming that any linear-response pairing matrix
generated from a pairing eld perturbation of an interacting non-superconducting system
can be reproduced by the linear-response pairing matrix generated from some pairing eld
perturbation of a non-interacting non-superconducting system, the Dyson-like equation for
the pp response function is obtained, with a frequency dependent pp kernel. We also present
the adiabatic linear-response theory in which the kernel is derived from the second order
derivatives of the exchange-correlation energy with respect to the pairing matrix. The
adiabatic theory is an extension of the previous TDDFT for superconductors to include
triplet excitations18, and applies to non-superconducting systems like atoms and molecules.
TDDFT-P can be a useful theory to capture N  2 excitations and correlation energies16,
going beyond the simplest pp-RPA.
Furthermore, TDDFT-P rationalizes the use of orbitals and eigenvalues directly from
DFAs in the pp-RPA equation. The singlet-only LDA functional for superconductors in
Ref.34 and18 could be used for TDDFT-PF calculations, but this functional does not include
triplet state information and will probably not be that useful for this purpose. With better
approximation of the pp kernel, one can have more accurate N  2 excitation energies and
ground state correlation energies, and even important neutral excitation energies.
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Appendix A: Mathematical Details of Non-Adiabatic Linear-Response
TDDFT-P
In absence of the proof of the time-dependent one-to-one mapping between the pairing
matrix and the pairing eld, the the inclusion of the frequency dependent eects can merely
be introduced based on some assumption. We adopt Assumption a) in Sec. III; i.e., we
assume that at the zero pairing eld limit, any rst order pairing matrix of an interacting
non-superconducting system induced by a pairing eld can be reproduced by the rst order
pairing matrix induced by a pairing eld in a non-interacting non-superconducting system.
Concisely, it can be expressed as following: for every D(!), there exists a Ds(!) such that
(!) = K(!)D(!) = Ks(!)Ds(!); (A1)
where we have used matrix multiplication to represent integrals. In this way, Ds(!), D(!),
and (!) are vectors in the linear space V of general functions g(x;x0) of two points. Then
Ks(!) and K(!) are linear operators on V. In the language of linear algebra (see, for
example, Ref.53), the aforementioned assumption is equivalent to
ImK(!)  ImKs(!); (A2)
where ImS is the image of a linear operator S,
ImS = fv 2 Vjv = Su;u 2 Vg: (A3)
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This linear-response representability is less restrictive than the full representability, as the
full representability of (!) requires response of all orders should equal. This is the only
assumption necessary to establish the Dyson-like equation for non-adiabatic linear-response
TDDFT-P. Note that the particle-hole blocks in Ks(!) and (!) are zero, as indicated
in Eq. (36). Therefore Ks(!) is rank decient and not invertible, and so is K(!). The
non-invertibility makes it dicult to derive the Dyson-like equation in the straightforward
way as stated in Sec. IV, yet we can bypass such diculty by restricting the perturbing eld.
Also note that although there is no particle-hole terms in (!) due to the rank deciency
of Ks(!) in Eq. (A1), the full response (!) could have a non-zero particle-hole block.
We perturb the interacting non-superconducting system with a specially designed pairing
eld  ~D(!) such that
 ~D(!) 2 ImK (!); (A4)
where K (!) is the Moore-Penrose pseudoinverse (see, for example, Ref.54) of matrix K(!).
Such pairing perturbation will generate rst order pairing matrix
~(!) = K(!) ~D(!): (A5)
According to Eq. (A1), there are innitely many Ds(!)'s to satisfy the conditions due to
the rank deciency of Ks(!) described above. However, we can choose a specic solution
 ~Ds(!) that fullls Eq. (A1),
 ~Ds(!) = K
 
s (!)~(!) = K
 
s (!)K(!)
~D(!); (A6)
without ambiguity. Owing to the constraint of Eq. (A4), the pairing eld can also be
expressed by the rst order pairing matrix perturbation
 ~D(!) = K (!)~(!): (A7)
Now we introduce a projected linear-response functions
~K(!) =
~(!)
 ~D(!)
; (A8)
and
~Ks(!) =
~(!)
 ~Ds(!)
; (A9)
which only response to the selected elds  ~D(!) and  ~Ds(!). When acting on  ~D(!)
( ~Ds(!)), ~K ( ~Ks) gives the same result as K(!) (Ks(!)).
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Dening  ~DMB(!) =  ~Ds(!)    ~D(!), where the subscript MB denotes many-body
eects, we have
 ~DMB(!) = [~K
 
s (!)  ~K (!)]~(!); (A10)
which enables us to dene the functional derivative
~L(!) =
( ~Ds(!)  ~D(!))
~(!)
=
 ~DMB(!)
~(!)
= ~K s (!)  ~K (!) (A11)
as the general frequency-dependent pp response kernel. Then, we can express the Dyson-like
equation
~K(!) =
~(!)
 ~D(!)
=
~(!)
 ~Ds(!)
 ~Ds(!)
 ~D(!)
= ~Ks(I+
 ~DMB(!)
~(!)
~(!)
 ~D(!)
) = ~Ks(!) + ~Ks(!)~L(!)~K(!):
(A12)
The multiplication by  ~Dsand its inverse in the second step are allowed because from
Eqs. (A2), (A6) and (A7) it follows that all quantities are in ImK (!). With only the
assumption that the rst order pairing matrix of an interacting system can be represented
by a rst order pairing matrix of some non-interacting system, we obtain the Dyson-like
equation with a frequency-dependent pp kernel, which is not necessarily a second order
derivative of some functional. Note that if the original Ds(!) and (!) were used, the
derivative of Eq. (A11) would be undened since Ds(!) and D(!) are not necessarily a
function of (!).
It is essential to introduce  ~D(!) in the way expressed in Eq. (A4). We bypass the
diculty of the absence of a one-to-one mapping in Eq. (A1) by choosing a specic type
of perturbation in Eq. (A4). Although there is no one-to-one mapping between D(!) and
(!), there is a one-to-one mapping between  ~D(!) and ~(!) as shown in Eqs. (A5) and
(A7). For every  ~D(!) that satises Eq. (A5), any  ~D0 = s +  ~D(!) with s 2 KerK(!) is
also a solution of Eq. (A5), where KerK(!) is the kernel (or the null space)53 of the linear
operator K(!),
KerK(!) = fx 2 VjK(!)x = 0g: (A13)
The constraint of Eq. (A4) species the solution associated with s = 0 so that the one-to-
one mapping between  ~D(!) and ~(!) can be established. Using the Hohenberg-Kohn19
or Runge-Gross22 language, we can say that D(!) can be uniquely determined from (!),
up to an unimportant additive vector s 2 KerK(!). Figure 1a illustrates the relationship
of this mapping. Each distinct vector s 2 KerK(!) generates a unique coset (represented
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as an oval in Figure 1a) of s + ImK (!) = fs + xjx 2 ImK (!)g, the image of which is
exactly ImK(!) because
fy 2 Vjy = K(!)(s+ x);x 2 ImK (!); s 2 KerK(!)g
=fy 2 Vjy = K(!)x;x 2 ImK (!)g = ImK(!):
We design the perturbation  ~D(!) such that it belongs to the coset associated with s = 0,
hence a one-to-one mapping (isomorphism) between  ~D(!) and ~(!) can be established.
Figure 1b shows the density-density response function map, i.e. the linear order of the
Runge-Gross map22, as an analogy to the K(!) map in this paper. For the linear order of
the Runge-Gross map, i.e.
(!) = (!)v(!); (A14)
there is no one-to-one mapping between (!) and v(!), since c(!)+ v(!) with c(!) any
spatial independent vector will not generate a new (!) which is generated by v(!). Note
that (!) and v(!) now represent functions with one coordinate index (r; !) and v(r; !)
as they are both local, dierent from the non-local (!) and D(!) with two coordinate
indexes. Nevertheless, we can achieve the one-to-one mapping between ~v(!) and  ~(!)
by designing the perturbation ~v(!) such that ~v(!) 2 Im (!). Such a potential-centric
perspective is an example of the potential functional in Ref.55.
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(a) The K(!) map (b) The (!) map
Figure 1: The illustration of the one-to-one mapping between (a)  ~D(!) and ~(!), and
(b) ~v(!) and  ~(!). In (a), s and s0 are dierent vectors in KerK(!). The small ovals in
the domain represents dierent cosets. A coset is dened as s + ImK (!) = fs + xjx 2
ImK (!)g. The image of each coset is the full image ImK(!). We design the perturbation
such that  ~D(!) only resides in one single oval, thus there is a one-to-one mapping between
 ~D(!) and ~(!), despite the overall many-to-one mapping between D(!) and ~(!). An
analogy is present in (b) for the (!) map. In this case, c and c0 are dierent vectors in
Ker(!). Any spatial coordinate independent vector c belongs to Ker(!) and generates
a coset c + Im (!). The one-to-one mapping between ~v(!) and  ~(!) is fullled by
designing the perturbation ~v(!).
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