Abstract. We demonstrate how the image analysis technique of wavelet decomposition can be applied to the gamma-ray sky to separate emission on different angular scales. New structures on scales that differ from the scales of the conventional astrophysical foreground and background uncertainties can be robustly extracted, allowing a model-independent characterization with no presumption of exact signal morphology. As a test case, we generate mock gamma-ray data to demonstrate our ability to extract extended signals without assuming a fixed spatial template. For some point source luminosity functions, our technique also allows us to differentiate a diffuse signal in gamma-rays from dark matter annihilation and extended gamma-ray point source populations in a data-driven way.
Introduction
Astrophysical observations are becoming increasingly precise, and we are currently at an exciting and pivotal juncture. As vast new data sets become available, we are gaining unprecedented insights into large-scale astrophysical phenomena. We are starting to better understand astronomical structures on scales ranging from local to cosmological, and some of our best-motivated theories of particle physics are finally being tested. For instance, coming generations of indirect and direct detection experiments will conceivably rule out or discover canonical classes of dark matter candidates [1, 2] , and the nature of both dark energy [3, 4] and Galactic structure formation [5] will begin to be revealed.
Given the systematic uncertainties that will be encountered with the impending influx of data, new analytic techniques may be required to robustly detect interesting new structures and signals. In this work, we demonstrate a technique that promises to be able to determine the presence of new signals in a variety of settings. In order to demonstrate and quantify its utility, we will work with simulated data that mimics the data acquired by the Fermi -LAT telescope; we leave an application of this technique to actual Fermi -LAT data to future work [6] . Compared to standard template fits, our technique is less reliant on a presumptive division between foreground, background, and signal. (Henceforth, we will refer to foregrounds and backgrounds collectively as "backgrounds.") Instead, we decompose a given image into structures with support on different angular scales in an attempt to understand the components that are actually observed. In this way, we can reach robust conclusions about novel signals despite large uncertainties in the background models.
This separation in angular scales is accomplished at each energy bin by partitioning a given image via a wavelet transform. Wavelets are mathematical objects that are inherently well-suited to investigations of structures at different scales [7] . They have been successfully implemented in various image analysis settings; their use is well established in fields as varied as medical imaging, computer science, and file compression [8] , not to mention astronomy [9, 10] and collider physics [11, 12] . Wavelets decompose an image into constituent parts in a manner that is sensitive to both the scale and the location of the image's components. This is in contrast to decompositions like the Fourier or spherical harmonic transforms, which retain information only about the scales in the original signal but are insensitive to where on an image a signal component lays. For this reason, wavelets can identify edges and other sharp structures as being qualitatively different from smooth, large-scale image components.
The twin expectations that the gamma-ray sky is composed of structures with support on different angular scales and that structures on these different scales have different astrophysical origin are relatively robust. The expected diffuse gamma-ray emission from the Milky Way is the result of interactions of high-energy cosmic rays with background microwave, infrared, and starlight photons as well as Galactic gas that has been mapped in other frequency ranges. In addition, point sources in the Galaxy, extragalactic star-forming galaxies, active galactic nuclei, and misidentified cosmic rays contribute to the total gammaray background emission. As we will show, an analysis of the sky that is sensitive to different scales will separate photons associated to these processes from the more broadly varying signal that would be produced by a new source or a collection of sources arranged smoothly in the Galaxy. Possible sources of smooth, extended emission include dark matter annihilation, a collection of unresolved point sources, or a transient outflow of cosmic rays in the recent past. Furthermore, these different sources of diffuse emission may themselves be characterized by a concentration of power on their own unique scales. If this is true, it would open the possibility of characterizing a putative excess discovered in the data in a model-independent way (e.g. without fitting to an assumed morphology).
We will apply the scale-sensitivity of the wavelet decomposition to identify in a datadriven way the angular scales that support interesting signals. Our analysis relies on no specific morphological features or particular choice of background models. Instead, we use the breadth of systematic uncertainties on the backgrounds to provide a threshold for establishing the significance of new signal components.
The remainder of the paper is organized as follows. In Sec. 2 we introduce the wavelet transform and discuss the technical details of our implementation of the wavelet mechanism. In Sec. 3 we give an overview of the data sets of interest. We describe our set of background models and we outline an algorithm for extracting interesting new signals that depends on the spread of these background maps. In Sec. 4 we proceed to provide a discussion of expected sensitivity to various gamma-ray signals. In Sec. 5, we describe some future applications of our methodology, and we conclude.
Wavelets
The main technical tool on which we base our analysis is the wavelet transform. By way of introduction, in Sec. 2.1 we discuss the continuous and discrete one dimensional wavelet transforms, with emphasis on the discreteá trous transform; a more complete introduction and overview of wavelets can be found in [8, 13] . In Sec. 2.2 we introduce a generalization of theá trous transform for use on the sphere, which will be the basis of the algorithm we introduce in Sec. 3. In Sec. 2.3 we discuss the how uncertainties propagate through the wavelet transform. The reader who is strictly interested in the technicalities necessary for implementing the algorithm introduced in Sec. 3 need only focus on Sec. 2.2.
Features of the Wavelet Transform
A wavelet is a square integrable function ψ whose translations and rescalings also provide a basis of square integrable functions. An example of a continuous wavelet is the "Mexican Hat" wavelet where, up to a normalization factor, ψ s (x) ∝ (1 − x 2 /s 2 )e −x 2 /s 2 . A signal f can be integrated against this wavelet at positions p and scale sizes s to provide a set of wavelet coefficients,
The original signal can be reconstructed from the wavelet coefficients by the inverse transform,
where the normalization is related to the integral of the square of the Fourier transform of the wavelet:
We define the Fourier transform asψ(ν) = ∞ −∞ dtψ(t)e −2πiνt . Notice that in order for the inverse transform to be defined the wavelet function must have a mean of zero i.e.ψ(0) = dt ψ(t) = 0. There are an infinity of square integrable functions of mean zero that one could choose for the wavelet function, depending on the desired characteristics of the decomposition. In what follows we will use a simple wavelet function based on a smooth third-order polynomial which we define below.
As mentioned earlier, an essential feature of the wavelet transform is that the wavelet coefficients provide information about both the central location and the spatial extent of the structures in the original signal. In the astrophysical imaging context, wavelets effectively identify the scale of different emission components, even if they are superimposed on one another. Identifying the structures that are present only on the lowest wavelet levels allows us to tag noise and small scale structures and remove these from our image. By removing filaments and point sources in this way, only smooth large-scale emission components should remain. Using a wavelet-based technique, we can robustly improve the signal to background ratio in residual images and offer a model-independent characterization of new emission components that does not rely on the existence of a presumed signal template.
Just as Fourier transforms have a continuous and discrete version there is a discrete wavelet transform where the integrals in Eq. (2.2) can be replaced with summations. The summation over position can be made finite if the system has appropriate boundary conditions. It is most useful to replace the integral over scales with a dyadic sum over scales which are 2 n (n ≥ 0) larger than the resolution of the data, length scale L. To make the summation over scales finite we restrict the sum, n < N , where N is bounded by the requirement that 2 N L should be smaller than the largest length scale in the data. It is necessary to introduce one additional function, the so-called scaling function φ, whose purpose is to capture the average of the signal on length scales 2 N L or larger. Thus, the discrete wavelet decomposition of f is:
where ψ n,k = 2 n 2 ψ(2 n x − k), and similarly for φ. In the continuous version the transform and its inverse are usually determined by the same function. For the discrete wavelet transform it is often beneficial to loosen this requirement and introduce dual functions for φ and ψ,φ andψ. These satisfy a bi-orthgonality condition such that ψ ni ψ mj = δ mn δ ij , and similarly for (φ,φ). However, in practical applications it is not always necessary to know the form of the dual functions. The discrete wavelet transform has the benefit that it can be recast as a filtering procedure, allowing fast algorithms on computers.
The scaling and wavelet functions satisfy recursion relations,
From these it follows that the c, w in Eq. (2.4) can also be determined recursively,
These recursion relations are seeded by assuming that the original data is a discrete sampling of the signal using φ, i.e. the data points are taken to be c 0,k . From a practical point of view Eq. (2.6) is sufficient to define an algorithm to carry out the wavelet decomposition of any signal. The discrete transform we will utilize is a generalization of the so-calledá trous algorithm (also known as the stationary or undecimated wavelet transform) [8] , in which the smoothing of the image is implemented by multiplying each pixel by a matrix with increasingly sparse support at different wavelet levels. Theá trous algorithm is "redundant," in the sense that theá trous decomposition contains more data than the original signal. Canonical wavelet transforms like the Haar wavelet reduce the dimensionality of the target space at each wavelet level; this "decimation" can allow compression of data and images. The redundancy in theá trous algorithm, on the other hand, is useful for preserving position information between wavelet levels, since every level of the decomposition has the same number of basis elements. This is useful for analysis of images such as the astrophysical data we consider presently. Because every level of the undecimated transform has the same number of basis elements but contains modes with different support, such transforms can alternately be viewed as a set of generalized bandpass filters.
Isotropic Undecimated Wavelet Transforms on the Sphere
The discussion of one-dimensional wavelet transforms is straightforward to generalize to higher dimensions: one may simply carry out the convolutions of Eq. (2.6) along orthogonal Cartesian directions simultaneously. However, given the symmetries of the gamma-ray sky we prefer to carry out the transform in a basis of spherical harmonics. For this purpose, we utilize the isotropic undecimated wavelet transform on the sphere (IUWTS) [9] . The IUWTS decomposes scales in a manner similar to theá trous wavelet transform discussed above, but the smoothing step in the IUWTS decomposition is accomplished by removing the highest modes of the spherical harmonic decomposition rather than by respacing the elements of the initial smoothing matrix. The smoothing and wavelet functions naturally live in spherical harmonic space, and they only carry dependence on the mode: they are isotropic in the sense that they carry no azimuthal angular information. This ensures that the different levels of the wavelet transform inherit azimuthal dependence solely from the initial map. We begin by expanding the scaling and wavelet functions in spherical harmonics,
(Here and in the following, we use a hat to denote the spherical harmonic transform.) Following [9] , we take our scaling functionφ c to be related to the cardinal B-spline of order 3. The B-splines are defined recursively, using: 8) where Θ(x) is the Heaviside step function. The closed form of B 3 is:
The scaling and wavelet functions, defined in spherical harmonic space, are:
The functionφ is normalized to 1 for = 0 and approaches zero very quickly as → c . We plotφ andψ in Fig. 1 . As discussed earlier, it is possible to determine the wavelet coefficients by recursively applying high/low pass filters to the signal. Starting from the original image M , the wavelet decomposition begins by smoothing M at some very high wavenumber. This gives a first smoothed map c 0 (M ; θ, ϕ) with spherical harmonicsĉ 0 (M ; , m). In what follows, we will typically drop the label M from c j and w j , although all smoothed maps and all wavelet levels are to be understood as being obtained from some original map or image M . Increasing levels of the IUWTS are recursively defined by: Table 1 . Angular scales that dominate the wavelet levels w j for max = 512.
up to a maximum level j max . The maximum level is determined by the number of modes max retained in the first smoothed image c 0 , with j max = 1 + log 2 max . The filters,Ĥ and G, are × (2 + 1) matrices defined in terms of the scaling and wavelet functions as:
Again, we point out that the IUWTS inherits azimuthal information solely from the image. For any j, the "wavelet level" w j depicts objects with support in the modes which are being removed as one goes to the image c j . The most smoothed map depicts the (isotropic) average of the original image. Each wavelet level leading up to c jmax depicts structures of a fixed range of sizes, increasing dyadically with j. Like theá trous wavelet, the IUWTS offers lossless reconstruction of an initial image c 0 by adding together all wavelet levels w j with the monopole c jmax :
Because each level of the wavelet decomposition has the same number of pixels, the IUWTS contains redundant information. The maps c j (obtained by repeated application ofĤ) are smoothed by removing high-modes from M . The levels w j (obtained by repeated application ofĜ, or equivalently by differences of adjacent values of c j ) allow resolution of small-scale structures by subtracting smoothed images from less smooth images. The IUWTS is inherently suited to the study of isotropic emission. For instance, other wavelet transforms like the ridgelet or curvelet transforms can break the isotropy of the transform and pick out a preferred axis [9, 14] . In contrast, the IUWTS provides a mild bias in favor of isotropic and homogeneous structures, since infinitely many modes are required to reconstruct arbitrarily hard edges; by dropping wavelet levels, we automatically smooth the edges of the underlying structure. However, we consider this bias to be outweighed by the model-independent nature of the IUWTS, since, in the absence of some principled reason to break isotropy by picking an axis, assuming isotropy is a safe starting point.
We emphasize that this procedure is different from Gaussian smoothing (or other averaging) over small angular scales. When a wavelet level w j is removed, structures whose angular support is confined to the angular scales between the levels j − 1 and j are removed entirely, and do not contribute any power to the smoothed image c j . In this way, the IUWTS is formally similar to implementing a series of bandpass filters. However, the smoothness of the scaling functionφ ensures that no structures are ever caught "between levels," as would happen ifφ were a simple step function. The IUWTS in some sense provides a generalized "soft filter," where the filter is not sharply sensitive to the cutoffs of each level.
Uncertainties
There are two sources of uncertainty inherent to this method. First, each observed pixel carries with it a Poisson uncertainty from the statistics of counting. Second, the variety of possible diffuse maps introduces an independent uncertainty due to the different choices of cosmic ray injection and diffusion parameters. We identify these as statistical and systematic errors, respectively.
We can largely remove Poisson noise, which has support primarily at the single-pixel scale, simply by ignoring the wavelet level w 1 . However, because the IUWTS takes global information and is inherently nonlocal, these Poisson errors do not entirely disappear from the final image. We describe the propagation of statistical errors through the wavelet transform in more detail in App. A.
After reducing counting fluctuations, we would additionally like to reduce the systematic uncertainty inherited from the wide variety of background templates. Crucially, the background templates we utilize differ most strongly on small angular scales (where observations are difficult), but roughly agree at the largest angular scales. Thus, in order to reduce systematic uncertainties in a minimally biased fashion, we would like to establish a data-driven method for selecting the wavelet levels of interest that preferentially weights the large angular scales where background understanding is relatively strong. We describe such a method in the following section.
Data Analysis and Methodology
As mentioned above, we will model our analysis on mock data inspired by the Fermi GammaRay Space Telescope [15] , although the wavelet techniques described here are by no means restricted to gamma-ray data. The richness of the gamma-ray sky and the thorny nature of its systematic uncertainties allow a nice demonstration of the advantages of these wavelet-based techniques.
The presence of structures bright in GeV photons is expected based on complementary observations at lower frequencies. The tracers for the GeV structures are seen in different bands depending on the source and target population. These maps are used for calculations of cosmic-ray propagation and also to produce the expected gamma-ray background for a given set of assumptions on the properties of the interstellar medium. For instance, inelastic collisions of hadronic cosmic rays with the Galactic gas can produce neutral pions that decay to pairs of photons. The map of photons from these π 0 -initiated photons is the integral along the line of sight of the π 0 component gamma-ray emissivity, which in turn is proportional to the product of the gas density and the hadronic cosmic ray density. If instead leptonic cosmic rays interact with the gas, gamma-rays from bremsstrahlung emission will be produced. The leptonic cosmic rays can also up-scatter background starlight, infrared or CMB radiation into gamma-rays.
The Fermi -LAT has observed the gamma-ray sky with unprecedented precision since 2008. The sky is indeed rich with gamma-ray photons, providing extensive opportunities for learning about high-energy astrophysics from our own galaxy. The majority of these highenergy photons originate, as expected, in the disk of the Milky Way. A hard component of GeV emission that is well-separated from the Galactic disk, known colloquially as the "Fermi Bubbles" [16] [17] [18] has been observed at large angles, becoming the dominant source at high energy. Claims of an even brighter component of GeV gamma-rays originating closer to the plane of the disk [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] but extending outwards over more than 10 • [27] , will be discussed in more detail below.
In order to have some sensitivity to the different spectral shapes expected for the various background components and putative signals we divide the photons into four energy bins:
.9] GeV, and [4.9, 10.8] GeV. Within each energy bin we construct a flux map of the sky and obtain wavelet coefficients for levels 2 − 7, corresponding to angular scales of ∼ 2 • − 90 • (see Table 1 ). We determine these coefficients by applying the IUWTS on the unmasked sky, and then "zooming in on" a region of interest defined by some opening angle around the Galactic center. Throughout this paper we make use of HEALPix 1 with NSide=128, corresponding to 196,608 pixels of ∼ 0.5 square degrees.
Diffuse Templates
In the context of a known background, we would have excellent sensitivity to dark matter, even without a wavelet-based approach. Using wavelets to remove Poisson noise would only improve the sensitivity: statistical fluctuations have support mostly on the single-pixel scale, and coherent oscillations of the background are much more rare, so the uncertainty would exist predominantly on the first wavelet level. At larger angular scales, the statistical uncertainty is smaller, and any new large scale emission component should be easy to identify.
Unfortunately, the gamma-ray sky is not understood at this level of detail. The systematic uncertainties on the background components dominate the Poisson sampling errors. Identifying a new component of emission is therefore an exercise in determining the correct way to account for the systematic uncertainty on the background templates. We use a wide class of diffuse templates to parameterize the spread of backgrounds and to help determine whether or not an image contains a large-scale excess. To realistically account for the admissible variations in the Galactic diffuse emission, we use 19 simulated sets of maps of the Galactic gamma-ray sky that were produced using GALPROP [29] . These are models A-D, F-R, W and GXI from [27] , which probe the main uncertainties in the Galactic diffuse emission relevant to the work at hand (for more details, see discussion in Sec. 3 and App. A of [27] as well as [30] ).
In Fig. 2 we indicate the level of variation between the background templates. We consider the third energy bin, [2.2, 4.9] GeV, and look at the distribution of wavelet coefficients from the flux maps for wavelet levels 2 − 7 in a region of interest inside 30 • from the Galactic center. The x-axis in each frame is the flux in units of counts/cm 2 /s/GeV/sr, and the y-axis is the number of pixels in the template with a given flux. Each individual background template is shown as a translucent shaded histogram, while the average cumulative distribution function (described in more detail in Sec. 3.2) is shown as the thick blue line. From this figure, it is evident that there are substantial systematic uncertainties encompassed by the set of background models we have retained. It is also clear that the variations are more pronounced at lower angular scales; at the scales with support on w 6 and w 7 , the maps have mostly bifurcated to two basic classes (determined the spin temperature parameter [30] ) without much variation within each class.
Cleaning Maps to Find Structures
We are interested in whether or not a given data set includes any "excess" emission components. As described in detail above, this is difficult because we do not know the exact interstellar conditions underlying the gamma-ray emission in the sky, providing a large spread of possible models for the Galactic diffuse backgrounds. Having qualitatively characterized our uncertainties about the astrophysical diffuse emission, we need a quantitative measure of a significant excess beyond these uncertainties. In this section, we describe a thresholding Histograms of all templates, w2: 2.2 < E γ < 4. Histograms of all templates, w7: 2.2 < E γ < 4.9 GeV Figure 2 . Histograms of flux per pixel within 30
• of the Galactic center for all background templates (light shaded) and for the average background CDF, CDF , (thick blue) for wavelet levels 2 through 7, binning photons with 2.2 ≤ E γ ≤ 4.9 GeV. See Secs. 3.1 and 3.2 for more details.
procedure to determine wavelet levels of interest, where the threshold is obtained from the spread of the background models. As described here, we will use the Kolmogorov-Smirnov test to determine this threshold at each wavelet level.
The Kolmogorov-Smirnov (KS) test is a nonparametric method for comparing two data sets. The KS test provides a quantitative measure of the probability that two data realizations M a and M b come from the same underlying distribution [31, 32] . The test statistic is defined as:
which is the maximum distance between the empirical cumulative distribution functions (CDF) of the two data sets. Here sup is the supremum, x is the single independent variable that parametrizes the two data sets M a and M b , and CDF [M (x)] is the cumulative distribution function of the data M as a function of x. In our case, x represents the photon flux, while M a and M b each represent a data map, an expected map generated from templates, or the wavelet levels thereof. We carry out the KS test for each energy bin and wavelet level. KS(M a , M b ) is always bounded between 0 and 1. A value of KS (M a , M b ) that is close to 0 indicates that there is a high probability that the models M a and M b are realizations of the same underlying distribution. Increasing values of the KS test represent monotonically decreasing probabilities that two data sets are samples from the same underlying distribution. To carry out the comparison of two data sets all that is needed are the CDFs constructed from the full data sets. For each wavelet level j and energy bin E, the background model CDF that we will compare against is an average over all 19 background models. This background CDF, denoted CDF , is formed by concatenation of every pixel of every set of diffuse templates we use. CDF is an appropriately normalized CDF which is equal to the average of the CDFs of all individual background templates.
With this average background CDF, we endeavor to build up a clean residual map from the wavelet decomposition of a given signal map S. We must first determine the wavelet levels that differ significantly from the expectation. Our procedure is as follows:
1. we compute the KS test values for the signal versus CDF , KS(S, CDF ; j, E), for each j and E.
2.
at each wavelet level, we also compute a set of 19 KS test values for the diffuse templates themselves 2 , KS(B i , CDF ; j, E), where 1 ≤ i ≤ 19 labels the diffuse templates described in the preceding section. In combination with the KS value determined in the previous step, we thus obtain a set of twenty Kolmogorov-Smirnov test values at each wavelet level and energy bin which we denote as KS(S; j, E).
3. for a given signal S(E), we define:
By definition, wavelet levels for which W j = 0 are levels that differ significantly from the average background, so we refer to these as "significant wavelet levels" in the following. The threshold we adopt in the following is that W j is significant if it is in the top 40% of KS(S; j, E). With these steps, we have described a "hard-thresholding" procedure [8] for isolating the wavelet levels on which a deviation from the expectation is most likely to be an interesting signal, as suggested by the spread of background modeling uncertainties. With these significant wavelet levels in hand, we define a cleaned map that contains only the significant wavelet levels,
Note that in Eq. (3.3) we omit w 1 in all cases, since this consists almost exclusively of noise. We also create a background analogue of C using the average of the background templates,
where we add only the wavelet levels j at which W j (S; E) = 0. Formally, this cleaned background map is defined as:
This provides a background whose uncertainties capture the expected range of possibilities, as considered by [27] . Note that we include only those wavelet levels on which the variations between background models are less drastic than the disagreement of the data with the average background. We finally are interested in the cleaned residual map,
∆C(B, S; E) = C(S; E) − C B (B, S; E). (3.5)
The residual map from Eq. (3.5) is the primary output of our analysis. The cleaned residual map ∆C(B, S; E) reveals structures that are unlikely to arise from a misunderstanding of the Galactic diffuse emission. This method is data-and background-modeling-driven, and relies on no assumptions about the signal morphology or energy spectrum. We obtain a clean residual image using only disagreements with the background expectation on angular scales which have relatively robust background expectations.
Expected Sensitivity to Large-Scale Structures in the Data
The mock data we generate includes galactic diffuse emission selected from a template listed in Sec. 3.1, the Fermi 3FGL associated point source catalog [33] , and an isotropic emission component. In addition, our mock data includes simulated signals that allow us to simulate the sensitivity of the procedure described in Sec. 3.2. We simulate a variety of different signals, allowing us to investigate the possibility of using wavelets to discriminate not only between background and signal, but even between different signal components. In Tab. 2, we summarize the details of all the signals we have simulated.
As a demonstration of our method, we establish expected sensitivities for three possible classes of gamma-ray signals: smooth extended emission from around the Galactic center, a new Galactic center population of gamma-ray point sources, and the high-latitude Fermi Bubbles. We treat these sky regions in order. 
Sim. Name Galactic Diffuse Bubbles
M · σv α cutoff DM35 S O Z 10 R 30 T 150 C 5 30 α E = 1.5 E c = 7 GeV DM35 (dim) S O Z 10 R 30 T 150 C 5 9 α E = 1.5 E c = 7 GeV PS1.2 S S Z 6 R 20 T 150 C 5 - - α L = 1.2 L c = 1.0 × 10 34 erg/s PS1.5 S S Z 6 R 20 T 150 C 5 - - α L = 1.5 L c = 1.0 × 10 34 erg/s PS2.0 S S Z 6 R 20 T 150 C 5 - - α L = 2.0 L c = 1.0 × 10 34 erg/s Bubbles S O Z 10 R 30 T 150 C 5 - - -
The Inner Galaxy
The excess signal towards the Galactic center and Inner Galaxy has been increasingly well characterized [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . Intriguingly, the morphology of the excess appears to match the shape expected from dark matter annihilation, falling off smoothly as a function of the distance from the center of the galaxy approximately as the square of an NFW profile. This has led to a flurry of activity in both the particle physics and astrophysics communities, and competing interpretations of the source of the excess abound. While the existence of a signal uncorrelated with well-established astrophysical gamma-ray sources has been uncontroversially demonstrated, at this point the detailed nature of the signal, not to mention its interpretation, remain subjects of intense debate. One of the most exciting applications of our wavelet-based algorithm will be to uncover data-driven evidence and a model-independent characterization of this excess [6] . Because the systematic uncertainties dominate the statistical errors [27] , our technique may have much to offer. Here, we will focus on mock data on sky regions inside an opening angle ψ ≤ 30 • ; in this analysis, we will not mask the Galactic disk.
In Figs. 3 and 4 , we demonstrate the method by which we will isolate new extended emission from dark matter annihilation that could plausibly explain the Fermi Galactic center excess. As summarized in Tab. 2, the mock data set "DM35" includes a signal template that approximately mimics a 35 GeV dark matter particle annihilating tobb pairs with σv 10 −26 cm 3 /s; for ease of interpretation, we use a simple power-law photon spectrum, described in App. B, with photon multiplicity per annihilation times the annihilation cross section M · σv = 30 × 10 −26 cm 3 /s. In Fig. 3 we compare a signal histogram and its associated CDF with CDF , which is the average of the CDFs of the background templates. We show this comparison at three wavelet levels, covering angular scales from roughly 3 • to 22 • . This demonstrates the method outlined in Sec. 3.2: if the CDF of the signal is sufficiently different from CDF , the wavelet level is retained for further analysis. We see that w 4 and w 5 (corresponding to angular scales from approximately 6 • to 22 • ) differ significantly from the background expectation and exceed the significance threshold outlined in Sec. 3.2, while w 3 (at smaller angular scales, from 3 • to 6 • ) has a CDF that does not score high enough on the KS test to exceed this threshold. This can be seen in the top row by noticing that the tail of the signal histogram extends considerably farther than the background histogram for w 4 and w 5 , but not w 3 . Equivalently, in the lower row we see that the maximal distance between the signal CDF and the average CDF is relatively large at the higher levels. This does not mean that the signal in the dark matter dataset is restricted to w 4 and above. In fact, the signal is also present on w 3 and lower, but the systematic uncertainties are more pronounced there. For those levels, the signal does not rise above the thresholding procedure outlined in Sec. 3.2.
In Fig. 4 we compare the output of our method with the residual from a templateonly method. The left panels show C and C B for the signal analyzed in Fig. 3 , while the third panel shows ∆C. When we compare this to the rightmost panel, it is evident that the wavelet-cleaned map offers a clearer view of the excess. This demonstrates the advantage of our method: without inserting any signal information in advance (neither regarding the morphology nor the angular extent), we extract a clear residual image of an excess emission component extending to relatively high latitudes. The extent of the emission is obscured with a map-based subtraction method. /s (left); C B , the sum of the average background over the same wavelet levels, (left middle); and their difference, ∆C, for the mock data set (right middle). We compare this to the residual using a simple subtraction of the average template from the signal (right). The region shown is within an opening angle of 30
• of the Galactic center. Like any method, thresholding based on wavelet coefficients has limits. We are not able to reconstruct signals generated by arbitrarily dim excesses, as we eventually hit a sensitivity threshold. In Fig. 5 we show ∆C for a 35 GeV dark matter signal in various energy bins, varying only the annihilation cross section in the mock data. For the large annihilation cross section of the "DM35" data set (top) we see a clear signal. When the annihilation cross section is decreased and the signal is commensurately less bright, as is the case for the "DM35 (dim)" simulation (bottom), which has M · σv = 9 × 10 −26 cm 3 /s, we see a residual with significant wavelet levels only in some energy bins. Furthermore, the signal we do find is less obviously spherically symmetric, reflecting more background contamination.
Lower cross sections make the reconstruction of the original mock signal more difficult. Given the non-parametric nature of our thresholding procedure, assigning a value for a threshold is not straightforward. Because the Kolmogorov-Smirnov test values of the backgrounds and the signal both vary with energy, it is possible for a signal to give a nonzero residual in an energy bin but not in its adjacent bins. For values near the detection threshold, the range of background models considered and even different instantiations of the Poisson noise can affect the precise luminosity for which a signal residual will be nonzero. For 35 GeV dark matter, direct investigation reveals that this threshold is around One of our primary motivations in this work is to provide a template-free method for extracting excess signal components. Being able to differentiate between candidate signals is one obvious goal that is currently possible only by inserting the templates at the outset and doing different analyses with, possibly, different numbers of free parameters. To this end, we examine the ability of our wavelet-based method to differentiate between dark matter annihilation and point source emission with the same total photon flux and a relatively low luminosity cutoff L c = 1.0×10 34 erg/s, keeping a single free parameter α L which describes the slope of the point source luminosity function (see App. B for details). This slope parameter is poorly constrained, but most models fix it to be around α L ∼ 1.5 [88, 105, 106, 113] , so for our simulations we adopt the range 1.2 ≤ α L ≤ 2. For a fixed total luminosity, smaller (larger) values of α L correspond to more (fewer) sources near the cutoff of the luminosity function. As we see in Fig. 6 , for very low α L we remove point source emission more effectively compared to dark matter emission, as evidenced by the number of vanishing residual images. This is as expected since low α L demands fewer total sources, a larger portion of which must be near the detection threshold; at high energy (when the total flux is decreasing) these individual bright sources are necessarily more isolated from one another. Our wavelet analysis removes them because their contribution is restricted to low wavelet scales where background variations are large, and no residual is seen in ∆C. In contrast, for large α L , corresponding to a large number of faint sources, the emission morphology is smoother and more extended so that the wavelet thresholding procedure is less effective at removing the structures that lead to the emission. Thus, point sources near or above threshold can be removed by a wavelet analysis, while point sources well below threshold are successful at mimicking smooth extended emission.
Fermi Bubbles
Because of their ability to find structures with support on different angular scales, wavelets are naturally suited to investigations of the Fermi Bubbles. The Fermi Bubbles are extended gamma-ray-bright lobes roughly localized within | | < 30 • and |b| < 50 • [17] . The Bubbles have sharp edges that appear to be as bright or brighter than their interior and a hard energy spectrum that allows them to be separated by eye from the other emission components at high latitudes and above few GeV.
In our analysis, we use the same set of candidate background models discussed in Sec. 3.1 to parameterize the background uncertainties. The mock data we use is described in Table 2 . We insert Bubbles with an exactly flat morphology within the boundaries described in [17] , with spectral information from [18] (including a higher-statistics update with extension of the energy spectrum to higher energies). After extracting wavelet coefficients using the IUWTS described in Sec. 2, we perform the cleaning procedure described in Sec. 3.2 in a region with an opening angle of 50 • from the Galactic center, masking the Galactic disk below latitudes |b| ≥ 3 • . As in [16] [17] [18] , we choose to mask the Galactic disk because the lowlatitude uncertainties are substantially bigger than the high-latitude uncertainties, and the KS test (which includes no spatial information) is unnecessarily hampered in finding highlatitude emission if all disk-associated uncertainties are included. As discussed above, the IUWTS utilized here preferentially selects isotropic structures from an image. In the interest of tracing the location of the Bubble edges to low latitudes, a wavelet transform that breaks isotropy may be justified in the interest of overcoming the large diffuse uncertainties along the Galactic disk. Although such an investigation is of substantial interest, it is beyond the scope of this work, and we simply retain the IUWTS here for high-latitude searches. Bubbles, wavelets Figure 7 . A template-based approach for finding the Fermi Bubbles (top) as compared to the cleaned-residual method described here, with ∆C as defined in Eq. (3.5) (bottom). The region shown is within an opening angle of 50
• of the Galactic center, masking the Galactic disk at 3
• .
In Fig. 7 we display the results of this cleaned analysis with the IUWTS. We see that wavelets find the interior of the Bubbles with remarkable ease. We retain considerable information about their angular extent and energy spectrum using the algorithm described in Sec. 3.2. We compare these results to an equivalent analysis without utilizing wavelets. The difference is stark: the wavelets clearly reveal the extent of both the north and south Bubble. However, the wavelet-based approach reveals specious hotspots within the Bubble geometries. Because the injected mock data had perfectly flat Bubble morphologies, these hotspots probably come from a combination of statistical noise and variations of the background templates at high latitudes.
Discussion and Conclusions
Wavelets are a powerful tool for data analysis. They provide information on conjugate features of a data set, allowing simultaneous access to the size and location of the constituent structures of a composite signal. This provides a natural mechanism for separating astrophysical uncertainties at different scales, since the backgrounds can be well constrained on one angular scale but poorly understood on another. Comparing the wavelet transforms of different background models then provides a natural measure for the significance of any deviation in data, and allows a convenient thresholding device for cleaning an image to reveal interesting structures.
The main output of our analysis is a cleaned residual image ∆C that allows a characterization of a given data set without reference to a specific background model. Without assuming the existence of a new signal component, we can still determine the characteristics of a data set that contains a new signal that is incompatible with the systematic background uncertainties.
Specifically, we implemented the isotropic undecimated wavelet transform on the sphere [9] and showed how it could be used to extract information about extended emission towards the Galactic center. Using mock data, in order to have full control and to be able to better assess the capabilities of this approach, we investigated the utility of wavelets to understand gamma-ray excesses due to dark matter annihilation, the Fermi bubbles, and a collection of point sources. The wavelet approach is able to find a dark matter contribution, of the type previously proposed to explain the Galactic center excess, down to annihilation cross sections below the thermal rate. The Fermi bubbles are easily found across a broad energy range. In comparing dark matter annihilation to various point source populations, we showed how the wavelet transform can potentially discriminate between these distributions, if the luminosity function for the point sources is not too steep, without assuming anything about the spatial morphology of the signal.
The biggest next step is to adapt this methodology to actual Fermi data [6] . We will be able to perform model-independent tests of the morphology of the Galactic center excess. The approach outlined here is powerful enough to work with relatively small energy bins that may allow a simultaneous spectral analysis of this excess. It may also be interesting to adapt this analysis to more general mother wavelets that identify different signal features. For example, wavelet transforms with preferred axes like the ridgelet or curvelet transforms [9] may be of value for investigating the edges of the Fermi Bubbles. Using advanced wavelet methods like the multiscale resolution analysis could provide interesting insight into the large-scale structure of the Bubbles. Other extended sources in the gamma-ray sky that likely arise from astrophysical processes along our line of sight across the disk [114] will also be exciting to probe with a wavelet-based approach. Characterizing their origin and composition while remaining agnostic about their associated cosmic ray sources will be an exciting application of the wavelet-based signal identification we have described here.
Wavelets are promising tools beyond the study of diffuse gamma-ray emission. For example, further understanding the earliest structures in the universe may be possible with wavelet-based image processing of microwave data. Clusters which are identified using multiple frequencies via the spectral shift from the Sunyaev-Zel'dovich effect can have morphological follow-up studies from ground-based cameras with better angular resolution. Finding a continued pattern of Sunyaev-Zel'dovich clusters in the large-scale microwave data on patches of smaller size will potentially increase the number of targets and improve the chances of learning about these structures. Multi-messenger astronomy can also be enhanced with wavelet-based techniques. Given pointing information in one channel, wavelets can potentially clean images in other bands to look for interesting underlying structures.
Wavelet decompositions offer a powerful approach to data-driven understanding of signals, even in the face of significant systematic uncertainties. We have demonstrated this with simulations of the gamma-ray sky, and we have shown how to recover new extended emission when uncertainties dominate at smaller angular scales. Applying these techniques to real data promises to shed light on some of the most interesting structures in the sky.
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A Statistical Error Bars for Wavelet Maps
The smoothed maps c j are defined in terms of the spherical harmonic coefficients of the maps, the a m , and the smoothing function,φ j ( , 0), which has implicit cutoff c = max /2 j . The variance of the c j is different at each point on the sky; Ω p is used to emphasize that this solid angle refers to a particular direction. We define the smoothed maps as: The integrals overΩ,Ω are integrals over the entire solid angle. We are interested in the variance, and after some standard simplifications (e.g., assuming independent errors for each pixel) we are left with: where we have used the addition theorem, m Y m (Ω p )Y m (Ω) = (2 +1)P (Ω p ·Ω)/4π. Since we are interested in the error bars for pixels on a binned sky, we take the discrete limit of Eq. (A.3) with Ω dΩ → 4π N pix pix . We find:
The summation goes over all pixels in the slice of sky Ω orig on which we did the initial spherical harmonic decomposition (which in practice will always be 4π); N pix is the number of pixels in that slice; and we specialize to the case that the original map is an energy-dependent set of flux maps, such that for each pixel k we define Φ M γ (k; E) as the flux and (k; E) as the exposure times energy. Note that both Φ M (k; E) and (k; E) are energy dependent, but whereas Φ M (k; E) is map dependent, (k; E) is map independent. For ease of computation, we rewrite as: Because M j,p is the square of a Legendre series, it can be computed quickly once the Ω p · Ω k are obtained.
B Simulated Data
Here we describe the simulated data.
For the case of a dark matter annihilation signal, we assume an NFW profile: where m χ is the dark matter mass, σv is the cross-section, M is the photon multiplicity per annihilation event, dN/dE is the differential spectrum, and the factor of 1/2 comes from assuming a self-conjugate dark matter particle. Rather than restricting to a particular particle physics model, we assume a simple functional form for dN/dE: dN dE (E, α E , E c ) = N (α E ) E 100 MeV with E c ∼ m χ /5 and α E ∼ 1 − 2 depending on the dark matter mass. These choices are motivated by fits to photon spectra from dark matter annihilations to heavy quarks and gauge bosons. The norm N (α E ) is chosen such that mχ 1MeV dE dN dE = 1. We generate point sources distributed with a ρ r ∝ r −2 profile in the inner galaxy using a range of luminosity functions. Our luminosity functions are parameterized as:
with a cutoff L c and a normalization c(α L ) that is fixed by holding constant the integrated luminosity dL L N (L, α L ) 10 37 erg/s. The gamma-ray spectra of those point sources resemble those from MSP observations [88] . The spectral parameter α L is allowed to vary between the wide range of 1.2 ≤ α ≤ 2. We fix L c to 10 34 erg/s.
