This paper provides an overview of a recently developed class of strategies for model selection, known as the fence methods. It also offers directions of future research as well as challenging problems.
Introduction
On the morning of March 16, 1971 , Hirotugu Akaike, as he was taking a seat on a commuter train, came out with the idea of a connection between the relative Kullback-Liebler discrepancy and the empirical log-likelihood function, a procedure that was later named Akaike's information criterion, or AIC (Akaike [1, 2] ; see Bozdogan [3] for the historical note). The idea has allowed major advances in model selection and related fields. See, for example, de Leeuw [4] . A number of similar criteria have since been proposed, including the Bayesian information criterion (BIC; Schwarz [5] ), a criterion due to Hannan and Quinn (HQ; [6] ), and the generalized information criterion (GIC; Nishii [7] , Shibata [8] ). All of the information criteria can be expressed as
wherêis a measure of lack-of-fit by the model, ; | | is the dimension of , defined as the number of free parameters under ; and is a penalty for complexity of the model, which may depend on the effective sample size, .
Although the information criteria are broadly used, difficulties are often encountered, especially in some nonconventional situations. We discuss a number of such cases below.
(1) The Effective Sample Size. In many cases, the effective sample size, , is not the same as the number of data points. This often happens when the data are correlated. Take a look at two extreme cases. In the first case, the observations are independent; therefore, the effective sample size should be the same as the number of observations. In the second case, the data are so much correlated that all of the data points are identical. In this case, the effective sample size is 1, regardless of the number of data points. A practical situation may be somewhere between these two extreme cases, such as cases of mixed effects models (e.g., Jiang [9] ), which makes the effective sample size difficult to determine.
(2) The Dimension of a Model. The dimension of a model, | |, can also cause difficulties. In some cases, such as the ordinary linear regression, this is simply the number of parameters under , but in other situations, where nonlinear, adaptive models are fitted, this can be substantially different. Ye [10] developed the concept of generalized degrees of freedom (gdf) to track model complexity. For example, in the case of multivariate adaptive regression splines (Friedman [11] ), nonlinear terms can have an effect of approximately 3 degrees of freedom. While a general algorithm in its essence, the gdf approach requires significant computations. It is not at all clear how a plug-in of gdf for | | in (1) affects the selection performance of the criterion.
(3) Unknown Distribution. In many cases, the distribution of the data is not fully specified (up to a number of unknown parameters); as a result, the likelihood function is not available. For example, suppose that normality is not assumed under a linear mixed model (LMM; e.g., Jiang [9] ). Then, the likelihood function is typically not available. Now suppose that one wishes to select the fixed covariates using AIC, BIC, or HQ. It is not clear how to do this because the first term on the right side of (1) is not available. Of course, one could still blindly use those criteria, pretending that the data are 2 Advances in Statistics normal, but the criteria are no longer what they mean to be. For example, Akaike's bias approximation that led to the AIC (Akaike [1] ) is no longer valid.
(4) Finite-Sample Performance and the Effect of a Constant. Even in the conventional situation, there are still practical issues regarding the use of these criteria. For example, the BIC is known to have the tendency of overly penalizing "bigger" models. In other words, the penalizer, = log , may be a little too much in some cases. In such a case, one may wish to replace the penalizer with log( ), where is a constant less than one. Question is: What ? Asymptotically, the choice of does not make a difference in terms of consistency of model selection, so long as > 0. However, practically, it does. As another example, comparing BIC with HQ, the penalizer in HQ is lighter in its order, that is, log for BIC and log log for HQ, where > 2 is a constant. However, if = 100, we have log ≈ 4.6 and log log ≈ 1.5; hence, if is chosen as 3, BIC and HQ are almost the same.
In fact, there have been a number of modifications of the BIC aiming at improving the finite-sample performance. For example, Broman and Speed [12] proposed a -BIC method by relacing the = log in BIC by log , where is a constant carefully chosen to optimize the finite-sample performance. However, the choice of relies on extensive Monte-Carlo simulations, is case-by-case, and, in particular, depends on the sample size. Therefore, it is not easy to generalize the -BIC method.
(5) Criterion of Optimality. Strictly speaking, model selection is hardly a purely statistical problem-it is usually associated with a problem of practical interest. Therefore, it seems a bit unnatural to let the criterion of optimality in model selection be determined by purely statistical considerations, such as the likelihood and K-L information. Other considerations, such as scientific and economic concerns, need to be taken into account. For example, what if the optimal model selected by the AIC is not to the best interest of a practitioner, say, an economist? In the latter case, can the economist change one of the selected variables, and do so "legitimately"? Furthermore, the dimension of a model, | |, is used to balance the model complexity through (1) . However, the minimum-dimension criterion, also known as parsimony, is not always as important. For example, the criterion of optimality may be quite different if prediction is of main interest.
These concerns, such as the above, led to the development of a new class of strategies for model selection, known as the fence methods, first introduced by Jiang et al. [13] . Also see Jiang et al. [14] . The idea consists of a procedure to isolate a subgroup of what are known as correct models (those within the fence) via the inequality
where ( ) is the measure of lack-of-fit for model ,ĩ s a "baseline model" that has the minimum , and is a cut-off. The optimal model is then selected from the models within the fence according to a criterion of optimality that can be flexible; in particular, the criterion can incorporate the problem of practical interest. Furthermore, the choice of the measure of lack-of-fit, , is also flexible and can incorporate problem of interest. To see how the fence helps to resolve the difficulties of the information criteria, note that the (effective) sample size is not used in the fence procedure, although the cut-off , when chosen adaptively (see Section 2), may implicitly depend on the effective sample size. Depending on the criterion of optimality for selecting the optimal model within the fence, the dimension of the model may be involved, but the criterion does allow flexibility. Also, the measure of lack-of-fit, , does not have to be the negative log-likelihood, as in the information criteria. For example, the residual sum of squares (RSS) is often used as , which does not require complete specification of the distribution. Furthermore, a date-driven approach is introduced in Section 2 for choosing the cutoff or tuning constant, , that optimizes the finite-sample performance. Finally, the criterion of optimality for selecting the model within the fence can incorporate practical interests.
It should be noted that, as far as consistency is concerned, which is, by far, the most important theoretical property for a model selection procedure, the basic underlying assumptions for the fence are the same as those for the traditional model selection approaches, such as the information criteria and cross-validation (CV; e.g., Shao [15] ). For the most part, it is assumed that the space of candidate models is finite, which contains a true model and that the sample size goes to infinity while the model space remains the same.
There is a simple numerical procedure, known as the fence algorithm, which applies when model simplicity is used as the criterion to select the model within the fence. Given the cutoff in (2) , the algorithm may be described as follows: check the candidate models, from the simplest to the most complex. Once one has discovered a model that falls within the fence and checked all the other models of the same simplicity (for membership within the fence), one stops. One immediate implication of the fence algorithm is that one does not need to evaluate all the candidate models in order to identify the optimal one. This leads to potentially computational savings.
To highlight the main contributions of the current paper, we have provided a short description of the fence idea. Several variations of the fence will be discussed, including the adaptive fence, restricted fence, invisible fence, and similar ideas developed in other fields. We conclude the paper with some challenging problems and future directions.
Adaptive Fence
Finite-sample performance of the fence depends heavily on the choice of the cut-off, or tuning parameter, in (2) . In a way, this is similar to one of the difficulties with the information criteria noted in the previous section. Jiang et al. [13] came up with an idea, known as adaptive fence (AF), to let the data "speak" on how to choose this cut-off. Let M denote the set of candidate models. To be more specific, assume that the minimum-dimension criterion is used in selecting the models within the fence. Furthermore, assume that there is a correct model in M as well as a full model, f , Advances in Statistics 3 so that every model in M is a submodel of f . It follows that = f in (2) . First note that, ideally, one wishes to select that maximizes the probability of choosing the optimal model, here defined as a correct model that has the minimum dimension among all of the correct models. This means that one wishes to choose that maximizes
where opt represents the optimal model and is the model selected by the fence (2) with the given . However, two things are unknown in (3) To solve problem (i), note that the assumptions above on M imply that f is a correct model. Therefore, it is possible to bootstrap under f . For example, one may estimate the parameters under f and then use a model-based (or parametric) bootstrap to draw samples under f . This allows us to approximate the probability P on the right side of (3).
To solve problem (ii), we use the idea of maximum likelihood. Namely, let * ( ) = P * ( = ), where ∈ M and P * denote the empirical probability obtained by the bootstrapping. In other words, * ( ) is the sample proportion of times out of the total number of bootstrap samples that model is selected by the fence with the given . Let * = max ∈M * ( ). Note that * depends on . The idea is to choose that maximizes * . It should be kept in mind that the maximization is not without restriction. To see this, let * denote a model in M that has the minimum dimension. Note that if = 0, then * = 1 because the procedure always chooses f . Similarly, * = 1 for very large , if * is unique (because, when is large enough, every ∈ M is in the fence; hence, the procedure always chooses * ). Therefore, what one looks for is "a peak in the middle" of the plot of * against . See Figure 1 (a) for an illustration, where = . The highest peak in the middle of the plot (corresponding to approximately = 9) gives the optimal choice. Here is another look at the AF. Typically, the optimal model is the model from which the data is generated; then this model should be the most likely given the data. Thus, given , one is looking for the model (using the fence) that is most supported by the data or, in other words, one that has the highest posterior probability. The latter is estimated by bootstrapping. One then pulls off the that maximizes the posterior probability.
There are also some technical issues regarding the situation when the optimal model is either f or * . Nevertheless, these issues are mainly of theoretical interest. For example, in most cases of variable selection there are a set of candidate variables and only some of them are important. This means that the optimal model is neither f nor * . We refer the (technical) details on how to handle these extreme cases to Jiang et al. [13] .
Note. In the original paper of Jiang et al. [13] , the fence inequality (2) was presented with the on the right side replaced bŷ,̃, wherê,̃is an estimated standard deviation of the left side. Although, in some special cases, such as when is the negative log-likelihood,̂,̃is easy to obtain, the computation of̂,̃, in general, can be timeconsuming. This is especially the case for the AF, which calls for repeated computation of the fence under the bootstrap samples. Jiang et al. [14] proposed to merge the factor̂,w ith the tuning constant , which leads to (2) , and use the AF idea to choose the tuning constant adaptively. The latter authors called this modification simplified adaptive fence and showed that it enjoys similarly impressive finite-sample performance as the original AF (see below). Thus, throughout this paper, we refer to (2) as the AF.
Restricted Fence
The AF has been shown to have outstanding finite-sample performance (Jiang et al. [13, 14] ). On the other hand, the method may encounter computational difficulties when applied to high-dimensional and complex problems. The main difficulty rests in the evaluation of a large number of not only the ( )'s but also their bootstrapped versions, if, for example, the number of candidate variables is large.
Nguyen and Jiang [16] proposed a method to overcome the computational difficulty, called restricted fence (RF). The idea was motivated by the restricted maximum likelihood (or residual maximum likelihood, REML), a well-known method in linear mixed model analysis (e.g., Jiang [9] ). Consider, for example, a problem of variable selection in linear regression. Let 1 , . . . , denote the column vectors corresponding to all of the candidate covariates, or predictors. Let 1 be the data matrix corresponding to a (small) subset of the predictors, say, , ∈ ⊂ {1, . . . , }, and 2 the data matrix corresponding to the rest of the predictors. Then, the full model can be expressed as =
where is the vector of regression coefficients, (1) , (2) are subvectors of corresponding to 1 , 2 , respectively, and is the vector of regression errors. We then apply a REMLtype transformation to the data. Let = dim( ) and 2 = rank( 2 ). Let be a × ( − 2 ) matrix satisfying
Then, the transformed data can be expressed as = = 1 (1) + =̃1 (1) + , where the columns of̃1 are , ∈ , and = . Furthermore, if ∼ (0, 2 ), where 2 is an unknown variance, and is the -dimensional identity matrix, then ∼ (0, 2 − 2 ). It is seen that, by applying the transformation, one has reduced the model from = + to =̃1 (1) + , and̃1 has (much) lower dimension than . In other words, a larger subset of the variables, 2 , has "disappeared. " The AF procedure, introduced in the previous section, is then applied to the model for to select a subset of variables from , ∈ or, equivalently, , ∈ . Nguyen and Jiang [16] showed that the RF does not depend on the choice of so long as (4) is satisfied.
In general, to apply the RF, we first divide the predictors into a number of subsets. Let {1, . . . , } = ⋃ =1 where the subsets , 1 ≤ ≤ do not have to be disjoint. We then apply the procedure described above to each subset , 1 ≤ ≤ . Some variables are selected from each subset, or no variable is selected from the subset. The final set of variables are selected by combining all the variables selected from the subsets; alternatively, another round of AF may be applied to the variables selected from the subsets to select the final set of variables. We illustrate with an example. Example 1. Broman and Speed [12] considered a model selection problem in Quantitative Trait Loci (QTL) mapping in a backcross experiment with 9 chromosomes, each with 11 markers. This led to a (conditional) linear regression model with 99 candidate variables, one corresponding to each marker, namely, = 0 + ∑ ∈ + , = 1, . . . , , where is the phenotype of the ith subject, = 1 or = 0 according to whether the ith subject has the homozygote or heterozygote genotype at the jth marker, and is a subset to be selected. The errors, , are assumed to be independent (0, 2 ). Nguyen et al. [17] applied RF to this problem, where each subset corresponds to a half-chromosome.
It should be noted that, in order to apply the RF, one must have 2 < ; in other words, there is a dimensionality restriction. For example, in Example 1, the total number of markers is 99, plus an intercept. So, if 1 = 6, one has 2 = 99 + 1 − 6 = 94; thus, the sample size, , has to be larger than 94. In the simulation studies of Nguyen et al. [17] , the authors have considered = 250 or larger. In case the dimension of the model is larger than what the RF can handle, one may first run a dimension reduction using a shrinkage method, such as the Lasso (see Section 7) before applying the RF.
In Nguyen and Jiang [16] , the authors offered some tips on how the grouping, or partitioning, of the variables should be done. Namely, the statistician is recommended to work closely with the expert in the subject field (e.g., a scientist or a medical doctor) to get suggestions. The same strategy should also be used in case different partitions lead to different results. See Section 10.3 for further discussion.
Invisible Fence
Another variation of the fence that is intended for highdimensional selection problems is invisible fence (IF; Jiang et al. [18] ). A critical assumption in Jinag et al. [13] is that there exists a correct model among the candidate models. Although the assumption is necessary in establishing consistency of the fence, it limits the scope of applications because, in practice, a correct model simply may not exist, or exist but not among the candidate models. We can extend the fence by dropping this critical assumption.
Note that the measure of lack-of-fit, in (2), typically has the expression ( ) = inf ∈Θ ( , , ) for some measure . A vector * ∈ Θ is called an optimal parameter vector under with respect to if it minimizes E{ ( , , )}; that is,
where the expectation is with respect to the true distribution of (which may be unknown, but not model-dependent). A correct model with respect to is a model ∈ M such that
When is a correct model with respect to , the corresponding * is called a true parameter vector under with respect to . Note that here a correct model is defined as a model that provides the best approximation, or best fit to the data (note that typically corresponds to a measure of lack-offit), which is not necessarily a correct model in the traditional sense. However, the above definitions are extensions of the traditional concepts in model selection (e.g., Jiang et al. [13] ). The main difference is that, in the latter reference, the measure must satisfy a minimum requirement that E{ ( , , )} is minimized when is a correct model, and a true parameter vector under . With the extended definition, the minimum condition is no longer needed, because it is automatically satisfied.
Let us now take another look at the fence. To be specific, assume that the minimum-dimension criterion is used to select the optimal model within the fence. In case there are ties (i.e., two models within the fence, both with the minimum dimension), the model with the minimum dimension and minimum ( ) will be chosen. Also recall the cut-off in (2) . As it turns out, whatever one does in choosing the cut-off (adaptively or otherwise), only a fixed small subset of models have nonzero chance to be selected; in other words, the majority of the candidate models do not even have a chance. We illustrate this with an example. Suppose that the maximum dimension of the candidate models is 3. Let † be the model with dimension such that = ( † ) minimizes ( ) among all models with dimension , = 0, 1, 2, 3. Note that 3 ≤ 2 ≤ 1 ≤ 0 ; assume no equality holds for simplicity. The point is that any ≥ 0 does not make a difference in terms of the final model selected by the fence, which is † 0 . Similarly, any 1 ≤ < 0 will lead to the selection of † 1 ; any 2 ≤ < 1 leads to the selection of † 2 ; any 3 ≤ < 2 leads to the selection of † 3 ; and any < 3 will lead to nonselection, because no model is in the fence. In conclusion, any fence methods, adaptive or otherwise, will eventually select a model from one of the four: † , = 0, 1, 2, 3. The question is: Which one?
To solve this problem we use the AF idea by drawing bootstrap samples, say, under the full model. The idea is to select the model that has the highest empirical probability to best fit the data when controlling the dimension of the model. More specifically, for each bootstrap sample, we find the best-fitting model at each dimension, that is, * † , such that * ( * † ) minimizes * ( ) for all models with dimension , where * represents computed under the bootstrap sample. We then compute the relative frequency, out of the bootstrap samples, for different models selected, and the maximum relative frequency, say * , at each dimension . Let * † * be the model that corresponds to the maximum * (over different 's) and this is the model we select. In other words, if at a certain dimension we find a model that has the highest empirical probability to best fit the data, this is the model we select. As in Jiang et al. [13] , some extreme cases (in which the relative frequencies always equal to one) need to be handled differently. Although the new procedure might look quite different from the fence, it actually uses implicitly the principle of the AF as explained above. For such a reason, the procedure is called invisible fence, or IF.
Computation is a major concern in high dimension problems. For example, for the 522 gene pathways developed by Subramanian et al. [19] , at dimension = 2 there are 135, 981 different ( )'s to be evaluated; at dimension = 3 there are 23, 570, 040, . . .. If one has to consider all possible 's, the total number of evaluations is 2 522 , an astronomical number. Jiang et al. [18] proposed the following strategy, called the fast algorithm, to meet the computational challenge. Consider the situation where there are a (large) number of candidate elements (e.g., gene-sets, variables), denoted by 1, . . . , , such that each candidate model corresponds to a subset of the candidate elements. A measure is said to be subtractive if it can be expressed as
where , = 1, . . . , are some nonnegative quantities computed from the data, is a subset of 1, . . . , , and is some quantity computed from the data that does not depend on . Typically, we have = ∑ =1 , but the definition does not impose such a restriction. For example, in gene-set analysis (GSA; e.g., Efron & Tibshirani [20] ), corresponds to the gene-set score for the th gene-set. As another example, Mou [21] considered = |̂|, wherêis the estimate of the coefficient for the th candidate variable under the full model, in selecting the covariates in longitudinal studies.
For a subtractive measure, the models that minimize ( ) at different dimensions are found almost immediately. Let 1 , 2 , . . . , be the ranking of the candidate elements in terms of decreasing . Then, the model that minimizes ( ) at dimension one is 1 ; the model that minimizes ( ) at dimension two is { 1 , 2 }; the model that minimizes ( ) at dimension three is { 1 , 2 , 3 }, and so on.
Jiang et al. [18] implemented the IF with the fast algorithm, for which a natural choice of is the gene-set score, as noted, and showed that IF significantly outperforms GSA in simulation studies. The authors also showed that IF has a nice theoretical property, called signal-consistency, and that GSA does not have this property. See Section 8 for details.
Predictive Model Selection
In many cases, the problem of interest is prediction rather than estimation. For example, problems of practical interest often arise in the context of mixed model prediction, in which the quantity of interest can be expressed in terms of a mixed effect. See, for example, Robinson [22] , Jiang and Lahiri [23] , for reviews on prediction of mixed effects and its applications. As noted (near the end of Section 1), the fence is flexible in choosing the measure of lack-of-fit, in (2) , to incorporate the problem of interest. Now because prediction is of main interest, it makes sense to use a predictive measure of lackof-fit rather than an estimation-based measure. Examples of the latter include the negative log-likelihood and the residual sum of squares.
To derive a predictive measure, let us consider a general problem of mixed model prediction (e.g., Robinson [22] ). The assumed model is
where , are known matrices; is a vector of fixed effects; V, are vectors of random effects and errors, respectively, such that V ∼ (0, ), ∼ (0, Σ), and V, are uncorrelated. An important issue for model-based statistical inference is the possibility of model misspecification. To take the latter into account, suppose that the true underlying model is
where = E(y). Here, E represents expectation with respect to the true distribution of , which may be unknown but is not model-dependent. So, if = for some , the model is correctly specified; otherwise, the model is misspecified. Our interest is prediction of a vector of mixed effects that can be expressed as
where , are known matrices. We illustrate with an example.
Example 2 (Fay-Herriot model). Fay and Herriot [24] assumed the following model to estimate the per capita income of small places with population size less than 1,000:
where is a vector of known covariates, is a vector of unknown regression coefficients, V 's are area-specific random effects, and 's are sampling errors. It is assumed that V 's, 's are independent with V ∼ (0, ) and ∼ (0, ). The variance is unknown, but the sampling variances 's are assumed known. The assumed model can be expressed as (8) with = ( ) 1≤ ≤ , = , = , and Σ = diag( 1 , . . . , ). The problem of interest is estimation of the small area means. Let = E( ). Then, the small area means can be expressed as = E( | V ) = + V , under the true underlying model (9) . Thus, the quantity of interest can be expressed as (10) with = ( ) 1≤ ≤ and = = .
For simplicity, assume that both and Σ are known. Then, under the assumed model, the best predictor (BP) of , in the sense of minimum mean squared prediction error (MSPE), is the conditional expectation
where = Σ + and is the true vector of fixed effects (e.g., Jiang [9, page 75]). The E in (11) denotes conditional expectation under the assumed model (8) rather than the true model (9) . Write = −1 and Γ = − . Letd enote the right side of (11) . The predictive performance of is typically measured by the MSPE, defined as MSPE(̃) = E(|̃− | 2 ). Here, again, E denotes expectation under the true model. Jiang et al. [25] showed that the MSPE has another expression, which is the key to our derivation:
where ⋅ ⋅ ⋅ does not depend on . Note that, unlike E(|̃− | 2 ), the first term inside the expectation on the right side of (12) is a function of the observed data and , and ⋅ ⋅ ⋅ is unrelated to the model, or the parameters. Thus, a natural predictive measure of lack-of-fit, ( ), is the minimizer, over , of the expression inside the expectation in (12) without ⋅ ⋅ ⋅ . Clearly, this measure is designed specifically for the mixed model prediction problem. Also, when it comes to model selection, it is important that the measure of lack-of-fit is "fair" to every candidate model. The above measure ( ) has this feature, because the expectation in (12) is under an objective true model. Once we have the measure , we can use it in (2) for the fence. The idea of the derivation can be generalized in several ways. For example, in case that is completely unknown, it can be shown that essentially the same derivation of Jiang et al. [25] goes through, and the resulting measure of lack-of-fit, ( ), is the minimizer of ( − ) Γ Γ( − ) − 2t (Γ Σ), assuming that Σ is known. It is also possible to extend the idea of predictive model selection to the generalized linear mixed models (GLMMs; e.g., Jiang [9] ). Consider, for example, a problem of small area estimation (e.g., Rao [26] ) with count data. The observation, , is at the area-level (similar to the Fay-Herriot model) along with a vector of covariates, , also at the area-level. The model of interest assumes that, given the area-specific random effects, A predictive measure of lack-of-fit, ( ), is then given by the minimizer, over , of the expression inside the expectation in (13) without ⋅ ⋅ ⋅ .
Model Selection with Incomplete Data
The missing-data problem has a long history (e.g., Little and Rubin [28] ). While there is an extensive literature on statistical analysis with missing or incomplete data, the literature on model selection in the presence of missing data is relatively sparse. See, Jiang et al. [29] for a review of literature on model selection with incomplete data. Existing model selection procedures face special challenges when confronted with missing or incomplete data. Obviously, the naive complete-data-only strategy is inefficient, sometimes even unacceptable by the practitioners due to the overwhelmingly wasted information. For example, in a study of backcross experiments (e.g., Lander and Botstein [30] ), a dataset was obtained by researchers at UC-Riverside (personal communications; see Zhan et al. [31] for a related work). Out of the 150 or so subjects, only 4 have complete data record. Situations like this are, unfortunately, the reality that we often have to deal with.
Verbeke et al. [32] offered a review of formal and informal model selection strategies with incomplete data, but the focus is on model comparison, instead of model selection. As noted by Ibrahim et al. [33] , while model comparisons "demonstrate the effect of assumptions on estimates and tests, they do not indicate which modeling strategy is best, nor do they specifically address model selection for a given class of models. " The latter authors further proposed a class of model selection criteria based on the output of the E-M algorithm. Jiang et al. [29] point out a potential drawback of the E-M approach of Ibrahim et al. [33] in that the conditional expectation in the E-step is taken under the assumed (candidate) model, rather than an objective (true) model. Note that the complete-data log-likelihood is also based on the assumed model. Thus, by taking the conditional exception, again, under the assumed model, it may bring false supporting evidence for an incorrect model. Similar problems have been noted in the literature, which are sometimes referred to as "double-dipping" (e.g., Copas and Eguchi [34] ).
On the other hand, the AF idea (see Section 2) works naturally with the incomplete data. For the simplicity of illustration, let us assume, for now, that the candidate models include a correct model as well as a full model. It then follows that the full model is, at least, a correct model, even though it may not be the most efficient one. Thus, in the presence of missing data, we can run the E-M to obtain the MLE of the parameters, under the full model. Note that, here, we do not have the double-dipping problem, because the conditional expectation (under the full model) is "objective. " Once the parameter estimates are obtained, we can use the modelbased (or parametric) bootstrap to draw samples, under the full model, as in the AF. The best part of this strategy is that, when one draws the bootstrap samples, one draws samples of complete data, rather than data with the missing values. Therefore, one can apply any existing model selection procedure that is built for the complete-data situation, such as the fence, to the bootstrap sample. Suppose that bootstrap samples are drawn. The model with the highest frequency of being selected (as the optimal model), out of the bootstrap samples, is the (final) optimal model. We call this procedure the EMAF algorithm due to its similarity to the AF idea. We can extend the EMAF idea to situations where a correct model may not exist, or exists but not among the candidates. In such a case, the bootstrap samples may be drawn under a model̃, which is the model with the minimum in the sense of the second paragraph of Section 4.
Shrinkage Model Selection
Simultaneous variable selection and estimation by penalized likelihood methods have received considerable interest in the recent literature on statistical learning (see Fan and Lv [35] for a review). The developments followed the original idea of Tibshirani [36] , who proposed the least absolute shrinkage and selection operator (Lasso) to automatically select variables via continuous shrinkage. The method has gained popularity thanks to the developments of several computation algorithms (e.g., Fu [37] , Efron et al. [38] ). Fan and Li [39] proposed the smoothly clipped absolute deviation method (SCAD) which has the oracle property under certain conditions. Zou [40] proposed the adaptive Lasso and showed that it also has the oracle property.
The selection of the regularization parameter in the penalized likelihood approach is an important problem which determines the dimension of the selected model. Consider, for example, a linear regression model: = + , where = ( 1 , . . . , ) is an × 1 vector of responses, = ( 1 , . . . , ) is an × matrix of predictors, = ( 1 , . . . , ) is the vector of regression coefficients, and is a vector of independent errors with mean 0 and variance 2 . In a high-dimensional selection problem, is supposed to be sparse, which means that most of the predictors do not have relationship with the response. The penalized likelihood is designed to identify which components of are to be shrunk to zero and estimate the rest. The penalized likelihood estimator iŝ
where ‖ ⋅ ‖ is the Euclidean norm and ( , ⋅) is a given nonnegative penalty function that depends on the regularization parameter, . For Lasso, the ℓ 1 penalty is used with ( , | |) = | |; for SCAD, the penalty is a continuous differentiable function whose derivative is defined by ( / ) ( , ) = {1 ( ≤ ) + {( − 1) } −1 ( − ) + 1 ( > ) } for > 2 and > 0. The parameter is shown to be fairly stable for the SCAD and is usually set as 3.7 (Fan and Li [39] ). Thus, for both Lasso and SCAD, one needs to determine in order to find an optimal model. It should be noted that the choice of is critically important because, for example, depending on the value of , it is possible that none of the 's are shrunk to zero, meaning that all of the predictors are selected, or all of the 's are shrunk to zero, meaning that none of the predictors are selected.
One approach to selecting regularization parameter is to use the information criteria such as the AIC (Akaike [2] ) and BIC (Schwarz [5] ). Some data-driven approaches, such as the delete-CV (Shao [15] ), have also been proposed. More recent work can be found in Wang et al. [41] and Zhang et al. [42] . These procedures are consistent if the regularization parameter satisfies some order conditions. However, there may be many functions satisfying these conditions and their finite-sample behaviors may differ. Pang et al. [43] developed a data-driven approach to choosing the regularization parameter using an idea very similar to the AF. To be more specific, consider the Lasso and assume, for now, that < . In this case, one can fit the full model, which corresponds to (14) with = 0. One then draws bootstrap samples under the full model. For each bootstrap sample, and a given value of among a collection of candidate values, run the Lasso and a model is selected. One then computes the relative frequencies, out of the bootstrap samples, for different models that are selected, and the maximum of those frequencies (maximum frequency). Note that the maximum frequency depends on , which is exactly what one wants. The optimal is the one corresponding to the largest maximum frequency among the candidate 's. Pang et al. [43] showed, via simulation studies, that their procedure performs significantly better than the information criteria and CV for choosing the regularization parameter, . The authors also developed an accelerated algorithm to improve the computational efficiency. Using a similar idea, Melcon [44] developed a procedure or choosing the regularization parameter in the penalized likelihood method for generalized linear models (GLM).
Here is another look at the bootstrap procedures developed by Pang et al. [43] and Melcon [44] : not only are the procedures similar to AF, they are, indeed, also special cases of the AF. To see this, let̂( ) be the smallest regularization parameter, , for which model is selected. It is easy to see that̂( ) is a measure of lack-of-fit in the sense that "larger" model has smaller̂( ). More specifically, if 1 is a submodel of 2 , then one must havê( 1 ) ≥̂( 2 ). In particular, we havê( f ) = 0, where f is the full model. Thus, if we let ( ) =̂( ) and̃= f in (2), the fence inequality becomeŝ( ) ≤ c. It follows that the selection of the optimal is equivalent to selecting the optimal cut-off ; hence the procedures of Pang et al. [43] and Melcon [44] may be viewed as special cases of AF with =̂.
So far the illustration has focused on the case < (otherwise, fitting the full model may be problematic). However, Pang et al. [43] actually applied their method to what they call divergent and NP-dimensionality situations, where is much larger than . To do so, the authors first used the sure independence screening (SIS; Fan and Lv [45] ), to reduce the dimension to less than , then applied the method described above. Alternatively, one could first run the Lasso with a positive (which would allow > ) to reduce the dimension to < and then apply the methods of Pang et al. [43] or Melcon [44] .
Asymptotic Properties
A standard large sample property for model selection is consistency in model selection. From a classical point of view, this means that, as the sample size increases, the probability that the selected model is the true underlying model, also known as the optimal model, goes to one. See, for example, Jiang et al. [13] . The latter authors established consistency of various fence procedures, including the AF, under this classical setting. Also see Jiang et al. [14] . The consistency of AF requires that both the sample size, , and the bootstrap sample size, , go to infinity. For the most part, there are two regularity conditions. The first condition states that there is a separation in terms of the measure of lack-offit between the correct models and the incorrect ones. The second condition states that, as both and increase, the bootstrap approximation to the probability distribution P in (3) is accurate. These conditions, although stated in a technical way, are reasonable.
A key assumption for the classical consistency is that the sample size goes to infinity. However, this assumption is not always practical. For example, in genome-wide association study (e.g., Hindorff et al. [46] ), the number of genetic variants in the genome that are potentially associated with certain traits of interest is usually much larger than the number of individuals involved in the study. In other words, the number of parameters is much larger than the sample size. Jiang et al. [18] introduced a different type of consistency property, called signal-consistency. The idea is to consider an "ideal" situation where the "strength" of the parametersthe signals-increases, and shows that, in such a case, the probability of selecting the optimal model goes to one. Of course, in real life, one may not be able to increase the signal, but the same can be said regarding increasing the sample size, in real life. The point for signal consistency is as fundamental as consistency in the classical sense; that is, a procedure would work perfectly well, at least, in an ideal situation. The latter authors argued that signal-consistency is a more reasonable asymptotic property than the classical consistency in a situation where the sample size is (much) smaller than the number of parameters. The authors further established signal consistency of the IF (see Section 4), under some regularity conditions.
Examples
We illustrate empirical performance and application of the fence via a few examples.
Fay-Herriot Model Revisited: A Simulation Study.
The Fay-Herriot model was introduced in Section 5 (see Example 2) . A simulation study was carried out in Jiang et al. [13] to compare the AF with several other nonadaptive choices of the cut-off, , in (2) . The measure was taken as the negative log-likelihood, and the sample size was = = 30.
The candidate predictors are 1 , . . . , 5 , generated from the (0, 1) distribution and then fixed throughout the simulations. The candidate models included all possible models with at least an intercept. Five cases were considered, in which the data were generated under the model = ∑ 5 =1 + V + , where = ( 1 , . . . , 5 ) = (1, 0, 0, 0, 0), (1, 2, 0, 0, 0), (1, 2, 3, 0, 0), (1, 2, 3, 2, 0), and (1, 2, 3, 2, 3), denoted by Models 1, 2, 3, 4, and 5, respectively. The authors considered the simple case = 1, 1 ≤ ≤ . The true value of is 1 in all cases. The number of bootstrap samples for the evaluation of the * 's is 100. In addition to the AF, five different nonadaptive choices of = were considered, which satisfy the consistency requirements given in Jiang et al. [13] , namely, → ∞ and / → 0 in this case. The results are presented in Table 1 , which were the percentage of times, out of the 100 simulations, that the optimal model was selected by each method. It is seen that the performances of the fence with = log( ), √ , or / log( ) are fairly close to that of the AF. Of course, in any particular case, one might get lucky to find a good value, but one cannot be lucky all the time. Regardless, the AF always seems to pick up the optimal value, or something close to the optimal value, of in terms of the finite-sample performance.
Ultrahigh Dimensional Selection Problem: A Simulation
Study. Pang et al. [43] carried out a simulation study involving what they called ultrahigh dimensional data, in which is much larger than . The example was originally given by Fan and Lv [45] . The data were generated under the model = + , where = ( 1 , 0 −8 ) , 1 being an 8dimensional vector with each component being of the form (−1) ( + | |) with = 4 log( )/√ , was generated from the Bernoulli(0.4) distribution, and was generated from the (0, 1) distribution. Furthermore, , = 1, . . . , were generated independently from the (0, 1.5 2 ) distribution. The predictors , = 1, . . . , were independent (0, ) vectors. The authors set = 200 and = 1000 in their simulation study. Using the SIS (Fan and Lv [45] ), the authors first reduced the dimensionality from 1000 to nsis = [5.5 2/3 ] = 188, before applying the Lasso with the regularization parameter chosen by the method based on the AF idea (see Section 7) . Note that 188 is only slightly smaller than the sample size . The authors compared their method (SIS + Lasso/AF) with the SIS + Lasso with the regularization parameter chosen by BIC (SIS + Lasso/BIC). Similar comparisons were made for adaptive Lasso (ALasso) and SCAD as well. The results based on 100 simulation runs are summarized in Table 2 . Here, a few measures of performance are considered: NC denotes average (over the simulations) number of correctly identified nonzero coefficients; NIC denotes average number of incorrectly identified "nonzero coefficients"; TP denotes the empirical probability (again, over the simulations) of true positive (i.e., the selected variables are exactly those with the nonzero coefficients); UF stands for the empirical probability of underfitting (i.e., at least one variable with nonzero coefficient is missing); and OF stands for overfitting (i.e., the selected variables include all of those with the nonzero coefficients, plus something else). It is seen that the AF-based methods perform nearly perfectly by all measures.
Analysis of Cytokines Data. A clinical trial, Soy
Isoflavones for Reducing Bone Loss (SIRBL), was conducted at multicenters (Iowa State University, and University of California at Davis-UCD). Only part of the data collected at UCD will be analyzed here. The data includes 56 healthy postmenopausal women (45-65 years of age) as part of a randomized, double-blind, and placebo-controlled study. The data were collected over three time points: baseline, after 6 and 12 months. A problem of interest is to model the Cytokines (IL1BBLLA, TNFABLLA, and IL6BLLA)inflammatory markers-over time on gene expression for IFNb and cFos, along with other variables. In other words, one is interested in finding a subset of relevant variables/covariates that contribute to the variation of Cytokines. There are a total of 36 covariate variables. See Appendix A.3 of Nguyen and Jiang [16] for details. Due to the relatively large number of candidate variables, the latter authors used RF to analyze the data. The results for IL1BBLLA were reported. The covariate variables were 
grouped into four groups according to biological interest. More specifically, one of the authors worked closely with an expert scientist in the USDA Western Human Nutrition Research Center located at UCD, to determine what variables should be grouped together, and finally came up with the grouping (see Nguyen and Jiang [16] , Supplementary Appendix, for details). The RF results were compared with other procedures, reported in Table 3 , where BIC, CAIC, HQ, and AIC refer to the forward-backward (F/B) BIC (Broman and Speed [12] ) and similarly for the other information criteria (see Nguyen and Jiang [16] description). The F/B procedures were used due to the large number of candidate models (therefore all-subset selection is computationally too expensive).
The main objective of the study was to examine whether Soy Isoflavones treatment affects the bone metabolism. This treatment effect was selected by RF, AIC, and SCAD, but not by the other methods. The weight variable was picked up by AIC and HQ, but not by other procedures; however, the BMI variable, which is a function of weight and height, was picked up by RF and SCAD. As also seen in the table, BMD for lumbar and spine measures (LSTBMD) was picked up by RF, but not by any other methods. Apparently in this analysis, BIC, CAIC, HQ, and the adaptive Lasso had overpenalized; as a result, their optimal models did not pick up some of the relevant covariates, such as BMD and BMC (ALasso did not pick up any of the variables). As for AIC, it was able to pick up femoral neck area (FNArea) and lumbar spine total area (LSTArea), which are related to bone areal size (i.e., prefix-Area) and considered relevant. However, after consulting with the expert scientist in this field, it was confirmed that BMD and BMC are more important variables than area measures in this case. Thus, the results of the RF data analysis were more clinically relevant. Although SCAD had selected the most variables, it had missed the important variable LSTBMD. As for the total body area (WBodArea) that was uniquely picked up by SCAD, the variable is relatively less important, compared to the BMD and BMC, as noted. In fact, simulation studies (Nguyen and Jiang [16] ) have suggested that SCAD has the tendency of selecting extraneous variables as well as missing relevant ones. Some sample R codes under a very similar setting to the analysis presented here are vailable at http://www.stat.ucdavis.edu/jiang/fenc.ecodes/fencecodes .zip.
Challenges and Future Directions
We have discussed a number of variations of the fence as well as some areas where the fence idea seems to be at play. It is seen that some of these variations (AF, RF, and IF) are more developed than others, leaving rooms for further research. In fact, some ideas and thoughts are being explored. Furthermore, there are some general questions regarding the fence methods. Let us start with the latter.
Connections to other Fields.
It may be argued that, at least, some part of the fence idea has already been used in other fields, possibly in different forms. It would be extremely beneficial, and interesting, to explore such connections. For example, Ethan Anderes (personal communication) has pointed out the following apparent connection between the information criteria, (1), and the fence. In numerical analysis, two forms of optimization problems are often equivalent: (i) minimizing ( ) subject to ( ) ≤ for some constant and (ii) minimizing ( ) + ( ) for some constant . For example, Tibshirani [36] originally proposed the Lasso in the form of (i); it is nowadays usually treated in the form of (ii), as in (14) . The point is, if one lets the ( ) in (2) be the same as thêin (1) , the connection between the fence and information criteria is quite obvious, in view of the equivalence noted above, provided that the minimumdimension criterion is used to select the model within the fence.
As another example, Iain Johnstone (personal communications) has pointed out the following connection of the IF to orthogonal thresholding. Consider the simplest orthogonal model = + , = 1, . . . , , where the 's are unknown means and 's are independent (0, 1) errors. For ⊂ {1, . . . , }, the LS estimator of is the projection, (
Here, the full model,̃= {1, . . . , }, has (̃) = 0, so the fence criterion (2) yields Fence( ) = { : ∑ ∉ 2 ≤ }. To see the connection to thresholding, define the order statistics, 2 (1) ≤ ⋅ ⋅ ⋅ ≤ 2 ( ) , and̂=̂( ) as the random integer̂satisfying ∑= 1 2 ( ) ≤ < ∑̂+ 1 =1 2 ( ) . The smallest model inside Fence( ) is obtained by having as many small 2 out of the model as possible; hence, the model selected by the fence with the given is 0 ( ; ) = { : | | >̂( ) = | (̂) |}. It follows that 0 ( ; ) is obtained by hard thresholding at ( ) = | (̂) |. Furthermore, some calculations are motivated by the AF idea. Consider a particular class of configurations under the model. For a fixed (small) and a value , set = , = 1, . . . , , and = 0, = + 1, . . . , . Consider the set of variables chosen by one-sided thresholding at ,
Note that the true model under this configuration is 0 = {1, . . . , }. Suppose that one wishes to study
where P , denotes probability under the true model. It is conjectured that the model 0 achieves the maximum in (15) . Given that this conjecture is true, then, we have
where Φ is the standard normal cdf andΦ = 1 − Φ. Let * be the maximizer of (16) ; that is, ( * ) = max P , { 0 ( ) = 0 }. It is claimed that, with all of these assumptions, one can show the following facts. (I) If = 0, we have * = / ≈ √2 log( / ), where is the -critical value of the standard normal distribution. (II) For ≥ 0, the corresponding * = * ( ) is increasing in . The claims are supported by the results of a small simulation study with = 200 and = 5 (omitted).
Software Development.
Software development for AF has been a main challenge in the implementation of the fence. Recall that the procedure requires finding a peak in the middle of the plot of the * against (see Section 2). This may be easier said than done. For example, Figure 1 (a) shows a "good" case of such a plot. It is a good case because there is a clear high peak in the middle, which corresponds to the optimal . In fact, the plots in Figure 1 show some standard patterns, from which a decision is often relatively easy to make. For example, Figure 1 (c) has a "flat" area where the corresponding * is equal to 1. In such a case, one may choose as the median of the interval over which the * is equal to 1. A similar rule may be applied to Figure 1(b) . As for Figure 1(d) , it may correspond to a case where the minimum model, * , would be selected. In many cases, however, one is not so lucky to have such a standard plot, and this would especially be the case when the sample size is limited, or when the "signals" are weak (see Section 8) .
It is not uncommon to have multiple peaks, such as those in Figure 1 , but the difficulty is that the highest peak (such as the one to the left in Figure 1(a) ) is not necessarily the best choice. Once again, this often happens when the signal strength is relatively weak. Nguyen and Jiang [16] presented a number of such plots. The latter authors found that the "first significant peak" may be a better strategy in situations of moderate sample size, or relatively weak signal. The latter observation is supported by Melcon [44] in the context of shrinkage GLM selection. Müller et al. [47] find a simple rule that was "surprisingly successful" in identifying the optimal model. In another related work, Jiang et al. [14] suggest to use a confidence lower bound to identify the cut-off for the AF in cases of relatively small sample size, or weak signal.
Furthermore, the plot of * versus typically has small bumps due to the bootstrap errors, and one does not want to count these bumps as the peaks, especially when it "counts" (i.e., has impact on the decision). Nguyen and Jiang [16] used the loess( ) in R to "smooth out" the plot and showed that the smoothing is helpful, especially in the case of weak signals.
In a way, the process of inspecting the plot and finding the "optimal" is easier to do with human eyes than, say, with a computer (so, in this regard, there is no doubt that a human being is "smarter" than a computer). However, identifying the with human eyes raises concerns of subjectiveness and opens the door for potential bias. Can a software package be developed that would allow the computer to do exactly what the human eyes would do? For example, the computer may "match" the observed plot to one of the standard plots, such as those shown in Figure 1 . The software package would also be very useful in simulation studies-it is impractical, although not impossible, to inspect hundreds, or even thousands of plots with the human eyes in order to summarize the results. Clearly, such a "computer visualization" is likely to have revolutionary impact not only on the fence but also on statistical computing in general.
Grouping in RF.
One problem associated with the RF (see Section 3) is how to divide the candidate variables into the groups. Nguyen and Jiang [16] suggests that the grouping "should be based on biological information. " However, it is not clear what to do if no biological information is available, or the information does not help, say, in reducing the group sizes to something that is computationally manageable.
Consider, for simplicity, the problem of regression variable selection. Suppose that the candidate variables are 1 , . . . , and that some initial estimates of the corresponding regression coefficients,̂1, . . . ,̂are obtained. We can sort the estimates according to decreasing order of their absolute values, say, |̂( 1) | ≥ ⋅⋅⋅ ≥ |̂( ) |. Let̃1, . . . ,b e the candidate variables corresponding tô( 1) , . . . ,̂( ) . It has been observed that RF performs better when the true underlying model is neither the minimum model nor the full model. Based on this observation, a potential grouping strategy would be the following. For simplicity, suppose that all of the groups have equal size. It is conjectured that the way to divide the variables into the groups so that it is most likely to happen that, for each group, the true underlying model is neither the minimum model nor the full model is the following: start from the top of the order, assign the variables 12
Advances in Statistics
The idea discussed here is based on a suggestion by Samuel Müller (personal communications). Section 4) has been shown to have impressive performance in simulation studies (e.g., Jiang et al. [18] ). On the other hand, in the analyses of some real datasets, the method appears to be reluctant in picking up a higher dimensional model. In other words, unless there is a strong evidence, IF seems to prefer a lower dimensional model.
Relative IF. The IF (see
To see why this is happening, recall that, at each dimension , the maximum empirical (i.e., bootstrap) frequency, * , is computed. The * 's of different 's are compared and the dimension, * , corresponding to the maximum * is determined. Suppose that there are candidate variables. It might seem a lot easier for one variable to "stand out" among all of the variables than for a pair of variables to stand out among all pairs of the variables (just counting the numbers, there are − 1 "competitors to beat" in the former case, and ( − 1)/2 − 1 competitors in the latter). One idea for a possible improvement is to compare the different 's not according to their * 's, which are based on the direct counts out of the bootstrap samples, but according to their relative "strangeness. " Of course, we have to define what the strangeness means here. Roughly speaking, the strangeness is with respect to what is expected to happen when "nothing is going on, " meaning that no candidate variable is relevant (to the response). Thus, in a way, the quantities to compare with are the " values" with respect to a "null distribution, " or reference distribution. One may call such a procedure relative IF.
EMAF versus E-MS.
Jiang et al. [48] proposed another method for model selection with incomplete data, known as the E-MS algorithm. The idea is to combine the parameters with the model under which the parameters are defined, so that both the model and the parameters under the model are included in the E-M iteration. The convergence of E-MS as well as consistency has been established (Jiang et al. [48] ). Although the E-MS is not restricted to the fence, it would be interesting to compare it with the EMAF method, discussed in Section 6, in terms of performance in model selection with incomplete data. Some initial comparison was made in Jiang et al. [48] via a limited simulation study.
Shrinkage Mixed Model
Selection. There has been some recent work on joint selection of the fixed and random effects in mixed effects models. Bondell et al. [49] considered such a selection problem in a certain type of linear mixed models, which can be expressed as
where is an × 1 vector of responses for subject , is an × matrix of explanatory variables, is a × 1 vector of regression coefficients (the fixed effects), is an × known design matrix, is a × 1 vector of subject-specific random effects, is an × 1 vector of errors, and is the number of subjects. It is assumed that the , , = 1, . . . , are independent with ∼ (0, 2 Ψ) and ∼ (0, 2 ), where Ψ is an unknown covariance matrix. The problem of interest, using the terms of shrinkage model selection (see Section 7) , is to identify the nonzero components of and , 1 ≤ ≤ . For example, the components of may include a random intercept and some random slopes. To take advantage of the idea of shrinkage variable selection, Bondell et al. [49] adopted a modified Cholesky decomposition. Note that the covariance matrix, Ψ, can be expressed as Ψ = ΩΩ , where = diag( 1 , . . . , ) and Ω = ( ) 1≤ , ≤ is a lower triangular matrix with 1's on the diagonal. Thus, one can express (17) as = + Ω + , = 1, . . . , ,
where the 's are independent (0, I) random vectors. The idea is to apply shrinkage estimation to both , 1 ≤ ≤ and , 1 ≤ ≤ . Note that setting = 0 is equivalent to setting all the elements in the th column and th row of Ψ to zero, and thus creating a new submatrix by deleting the corresponding row and column, or the exclusion of the th component of . However, direct implementation of this idea is difficult, because the 's are unobserved, even though their distribution is known. To overcome this difficulty, Bondell et al. [49] used the E-M algorithm (Dempster et al. [50] ). A similar approach was taken by Ibrahim et al. [51] for joint selection of the fixed and random effects in GLMMs.
Suppose that the purpose of the joint selection is for prediction of mixed effects, as discussed in Section 5. We may combine the predictive measure of lack-of-fit developed in Section 5 with the shrinkage idea of Bondell et al. [49] and Ibrahim et al. [51] . Namely, we replace the negative loglikelihood, which is first term in the penalized log-likelihood, by a predictive measure, which can be derived in a similar way as in Section 5 (see the beginning of the last paragraph of the section). The tuning parameter may be chosen using a similar procedure as discussed in Section 7. We refer to this method as predictive shrinkage selection, or PSS. The idea has been explored by Hu et al. [52] except that the choice of the tuning parameter was not considered. Nevertheless, the latter authors showed that PSS performs better than the method of Bondell et al. [49] not only in terms of the predictive performance, but also in terms of parsimony. Hu et al. [52] also extended the PPS to Poisson mixed models. There is another apparent advantage of the PSS over Bondell et al. [49] and Ibrahim et al. [51] . Unlike the latter approaches, PSS does not need to run the E-M algorithm and thus potentially is computationally more efficient.
Theoretical
Properties. The consistency of AF was established in Jiang et al. [13] . Although the technical conditions have intuitive interpretations, these conditions are not "clean. " In other words, some of the so-called "regularity conditions" ought to be proved, rather than assumed. However, it seems difficult to prove these conditions, which likely involves asymptotic analysis of the joint distribution of the observed data and bootstrap samples.
In a way, consistency is a first-order asymptotic property. A second-order asymptotic property would be efficiency in model selection. Although efficiency is a standard asymptotic property for parameter estimation, it is rarely considered in the context of model selection. On the other hand, in order to compare, from a theoretical standpoint, different model selection procedures that are consistent, some kind of efficiency property needs to be considered. However, although model selection could be viewed as parameter estimation (see Section 10.5), there is usually no asymptotic normality for model selection. This makes straightforward extension of the efficiency in estimation to model selection difficult.
As an alternative, one may consider the Kullback-Leibler divergence between the selected model and the optimal model (e.g., Hershey and Olsen [53] ).
It is also of interest to establish some nonasymptotic theoretical properties, such as prediction error bounds for comparing different methods, and do so objectively.
Having said these, a potential drawback of focusing on some well-known statistical properties, such as the K-L divergence, or any other measures of the "distance" between models, is that the latter tends to be based purely on statistical/mathematical considerations, while model selection is rarely a (purely) statistical problem. This leads to the next subsection, our concluding remark.
Concluding Remark.
In delivering his 2013 R. A. Fisher Lecture, Peter Bickel offered what he called a "humble view of future" for the role of statistician. "(1) Applied statistics must engage theory and conversely. (2) More significantly it should be done in full ongoing collaboration with scientists and participation in the gathering of data and full knowledge of their nature. " As noted, the fence allows flexibility of choosing the optimal model within the fence. Namely, the criterion of optimality for the selection within the fence does not have to be statistical; it can incorporate scientific, economic, political, or even legal concerns. However, so far this potentially important aspect of the fence has yet to be explored (with, perhaps, the exception of Jiang et al. [54] ). Of course, there may be a concern that, with a "right" choice of the optimality measure, a practitioner can always "legitimize" the selection in his/her favor, under the fence framework. Nevertheless, it is our strong belief that the practical problem, not the statistical one, is the only gold standard. The practical problem could be scientific, economic, political, legal, or of other natures. As long as the practitioner is faithful to the best interest of his/her problem, the practitioner can surely legitimize his or her choice. Therefore, in view of Professor Bickel's note, we expect this remarkable feature of the fence to be fully explored in the near future.
The future of the fence looks promising.
