Abstract-The private network-to-network interface (PNNI) protocol, which specifies how topology information is to be distributed in an ATM network, allows ATM switches to be aggregated into clusters called peer groups. Outside of a peer group its topology is aggregated into a single logical node. This method can be applied recursively so that PNNI can hierarchically aggregate network topology state information. To provide good accuracy in choosing optimal paths in a PNNI network, the PNNI standard provides a way to represent a peer group with a structure called the complex node representation. It allows the cost of traversing the peer group between any ingress and egress to be advertised in a compact form. Complex node representations using a small number of links result in a correspondingly short path computation time and therefore in good performance. It is, therefore, desirable that the complex node representation contains as few links as possible. This paper considers the class of complex node representations for which the path computation time is minimal. It assumes that the path selection is based on restrictive costs, such as bandwidth, and considers the symmetric case. It presents a method for constructing the set of the optimal complex node representations in the sense that they use the minimum possible number of links. Central to the development of this method is the establishment of the optimal substructure property of the optimal complex node representations.
I. INTRODUCTION
A S THE number of interconnected networks increases, it becomes impossible for nodes to maintain information about the relevant elements of all these networks, including information about the physical links, nodes, and the reachability information of every node. It is, therefore, evident that some kind of information aggregation and limited distribution of this information is necessary. Toward this end, the ATM Forum has defined the private network-to-network interface (PNNI) protocol [1] for use between private ATM switches as well as between groups of private ATM switches. It is a scalable protocol that clusters the nodes into peer groups. The details of a peer group are abstracted into one logical node. This method can be applied recursively so that PNNI can hierarchically aggregate network topology state information. Using a hierarchical structure results in a reduction in the overall complexity, and in par- ticular in a reduction of the amount of memory and time required to compute paths through the network. The PNNI routing hierarchy is designed to reduce this overhead while providing efficient routing.
Call establishment in PNNI consists of two operations: the selection of an optimal path and the setup of the connection state at each point along that path. To provide good accuracy in choosing optimal paths in a PNNI network, the PNNI standard provides a way to represent a peer group with a structure, which is more sophisticated than a single node. This representation is called the complex node representation. The complex node representation allows the cost of traversing the corresponding logical node to be advertised, which represents the cost of traversing the summarized peer group. This paper focuses on restrictive costs, such as available bandwidth. This metric is necessary in order to determine whether a data flow with specific bandwidth requirements can be routed through a given peer group. In particular, it considers the case of symmetric costs which is of practical importance because it applies to many of today's switching products. An alternative representation using a spanning tree structure was presented in [2] , [3] . Both the spanning tree representation as well as the complex node representation presented in this paper are exact representations in that they capture the full details of the underlying peer group topology. To date no method has been specified to generate an exact complex node representation corresponding to a given peer group. However, representations that are not necessarily exact can be obtained based on the method presented in [4] .
The time required for the computation of a complex node representation depends directly on its size. On the other hand, the path computation time is closely related to the connectivity of the complex node representation. In order to facilitate the path selection algorithm and minimize the path computation time, it is desirable that the complex node representation contain as few edges as possible. Furthermore, the aggregation and distribution of information for maintaining identical databases within a peer group and between peer groups is very complex and time consuming, particularly when dealing with large networks. Consequently, complex node representations using a small number of links result in less flooding and, therefore, in improved performance. Note that for efficiency reasons and in order to reduce the topology update flooding in PNNI further, complex node representations are not computed every time a cost change occurs but only at the instants when significant changes take place. This paper addresses the issue of how to generate optimal com-plex node representations at these instants. It considers the class of complex node representations having the property that a restricted set of paths specified a priori always contains an optimal path, meaning that the path computation time is reduced. The higher the restriction imposed, the smaller the resulting set specified and, therefore, the shorter the path computation time required. In this paper we consider the case where the restricted set of paths specified a priori containing an optimal path consists of two paths as discussed in Section V. This restriction obviously results in a minimal path computation time because of all the possible paths only two have to be checked. This paper considers the case of symmetric and restrictive costs. Each state parameter associated with a link is assumed to be the same in both directions of the link. Restrictive costs correspond to the case where the measure of interest is, for example, the bandwidth.
This paper presents a method for constructing the set of the optimal complex node representations in the sense that they use the minimum possible number of edges. Central to the development of this method is the establishment of the optimal substructure property of the optimal complex node representations. This implies that the optimal solution to the original problem is derived from the optimal solutions of appropriately identified subproblems. In Section II, the basic definitions of node representations within the context of PNNI are given. The notions related to the cost transition matrix are reviewed briefly in Section III. In Section IV, the concept of the group evolution process is introduced. The basic definitions associated with the complex node representations are given in Section V, and the method for constructing the set of the optimal complex representations is derived in Section VI. Section VII presents a numerical example, whereas Section VIII contains the derivation of the bounds on the number of edges of the resulting set of optimal complex node representations.
II. PNNI NODE REPRESENTATIONS
The PNNI hierarchy allows an entire PNNI peer group to be represented to the rest of the network as a single node. This abstraction of network topology reduces the time required to compute paths in the network. Layer-nodes are clustered to form layernodes, as shown in Fig. 1 . The PNNI peer group A at layer is composed of six nodes. Three of them (A1, A2 and A3) have a special role because each of them has a link connecting peer group A to the other peer groups B, C and D (outside links). Those nodes are called border nodes. When the topology is abstracted at layerthis peer group is represented only by node A. The outside links are also shown at layer . The PNNI routing protocol authorizes two ways of representing a PNNI peer group at an upper layer: 1) As a simple node. This representation is simple to construct and to use. However, it does not permit the cost of traversing the peer group to be shown. 2) As a complex node. This representation shows the cost of traversing the peer group. Both representations are shown in Fig. 2 . The principle of the complex node representation is to map the simple node to a representation where:
1) The nucleus is a vertex representing the node itself.
2) The nucleus is connected via spokes to a set of vertices, each of which represents a port in the simple node representation. 3) Optionally, vertices representing ports can be directly connected by exception bypasses.
This representation can be built for various kinds of costs such as restrictive or additive, as well as for symmetric or asymmetric costs depending on whether the link state parameters associated with the links are the same in both directions. In this paper, only symmetric restrictive costs are considered. Spokes and exception bypasses appear to the network topology graph as normal edges. Consequently, the path computation time is closely related to the connectivity of the complex node representation. In order to minimize the path computation time, it is therefore crucial to find a method for creating complex node representations with as few edges as possible. Note that, because the number of spokes is fixed and equal to the number of border nodes, minimizing the number of edges is equivalent to minimizing the number of exception bypasses.
III. COST TRANSITION MATRIX
In this section we briefly review the notions related to the cost transition matrix. A network is typically represented by an oriented graph using the following conventions:
1) A node of the network is referenced as a vertex of the graph. 2) A link between two network nodes is mapped to two directed edges between two vertices of the graph. Let be a graph representing the underlying topology of a group of nodes, where is a set of vertices and is a set of directed edges. As a pair of nodes may be connected by multiple parallel links, a pair of vertices may be connected by multiple parallel edges. Let denote a generic edge connecting vertex to , and let be its associated cost. In this work we consider symmetric costs implying that equal costs are assigned to both directed edges corresponding to a link, i.e., . In the following it is assumed, without loss of generality, that the cost of an edge is a decreasing function of the (available) bandwidth of the link. For example, the edge cost could be defined as the inverse of the bandwidth (i.e., ), or as the difference , with the constant being equal to the maximum bandwidth of all the links.
Let and be two vertices of the graph . A path is a sequence of successive edges connecting to . Let be the set of paths connecting to . The available bandwidth of a path is determined by the edge in the path with the smallest available bandwidth which, in turn, corresponds to the edge with the largest cost. Consequently, the cost of the path is given by (1) and is called restrictive because it is determined by the edge of the largest cost. Owing to symmetry, it holds that . A path with the largest available bandwidth corresponds to a path with the lowest cost, called an optimal path. The cost of an optimal path connecting to , is given by (2) Let represent a peer group, where is the set of layer-nodes of the peer group, and is the set of links interconnecting them. Suppose that this graph has border vertices corresponding to the border nodes. Let be the associated cost transition matrix summarizing the restrictive cost of traversing the peer group between each pair of border vertices (nodes). According to the definitions given above, the cost transition matrix is such that
Because of the cost symmetry, this matrix is symmetric.
IV. MATRIX PROPERTIES AND GROUP EVOLUTION PROCESS
In this section we present some useful properties associated with the cost matrix. Then, we introduce the notion of the group evolution process. This process is of significant interest because as shown in Section VI, it is closely coupled with the structure of the optimal complex node representations. A detailed numerical example illustrating the group evolution process is presented in Section VII.
Let be the minimum(maximum) cost 1 corresponding to the matrix . Formally (3) Let also be the number of different entry costs contained in matrix in increasing order:
Lemma 1: For every node there exists some node such that . Proof: Suppose to the contrary that for all nodes it holds that . Let be a pair of nodes such that . Let us consider the path corresponding to the cost and the path corresponding to the cost . Then, the cost of the path is equal to , which is less than , contradicting the assumption that . , and by making use of (3) the result follows. Let us now consider the set of node pairs for which the associated cost is equal to . Owing to Lemma 2, these nodes can be partitioned into groups as is schematically shown in Fig. 3 (a) with the property that the cost of every pair of nodes of any of these groups is equal to . Let be the set of these groups denoted by . Fig. 3 (a) depicts three such groups ; groups and contain two nodes, whereas group contains three nodes. A typical such group is characterized by the following properties:
it holds that and it holds that (5)
Lemma 3: Let us consider a typical group of the set consisting of the nodes . For any node not belonging to group , it holds that . Proof: Let us consider a pair of nodes belonging to group . We will show that . From (5) it follows that , and . For the purpose of contradiction let . The cost of the path is . Therefore, , which contradicts the assumption that . Lemma 3 implies that all the nodes of a group can be represented by one of them as far as their respective cost to the other nodes is concerned. Applying the same procedure based on the cost , and treating the groups as nodes, a second level of grouping can be achieved as shown in Fig. 3(b) . Let be the set of these groups denoted by . In the example depicted in Fig. 3 . We will show that . From (6) it follows that and . For the purpose of contradiction let . The cost of the path is . Therefore, , which contradicts the assumption that . Finally, applying the procedure on , the last group containing all the nodes is obtained as depicted in Fig. 3(c) . This concludes the group evolution process.
Corollary 1: The number of different entry costs contained in matrix can be at most . Proof: As at every level there is at least one group and each group contains at least two nodes, the grouping procedure can be repeated at most times. Therefore, . This result was also derived in [3] using the notion of the spanning tree.
Corollary 2: The total number of groups at all levels can be at most . Proof: As each group contains at least two nodes, the grouping procedure can be repeated at most times.
V. COMPLEX NODE REPRESENTATION Let be a complex node representation corresponding to the matrix . Let denote the cost of the spoke associated with the node , and the cost of the bypass associated with the pair of nodes as shown in Fig. 4 . From (2) it follows that in order to find the cost , a search of all possible paths connecting nodes and should be conducted. In order to reduce the path computation time we consider the class of complex node representations for which it holds that the optimal path can be either the direct exception bypass (if it exists), or the path through the nucleus, i.e. if exists otherwise
Let denote the number of exception bypasses used by the complex node representation . Note that there may be several complex node representations corresponding to a given cost matrix. One complex node representation, for example, could be the following: and This representation uses exception bypasses for all pairs of nodes. Consequently, the number of exception bypasses used is the maximum possible and is equal to . The drawback of this approach is the increased path selection algorithm complexity reflected by the number of exception bypasses. Our aim is to obtain a representation with a reduced number of exception bypasses. This issue is addressed in the next section.
VI. OPTIMAL COMPLEX NODE REPRESENTATIONS
In this section we establish the optimal substructure property of the optimal complex node representations, expressed by Theorem 3, which is key to deriving the method for obtaining them. It turns out that the optimal substructure nature of the optimal complex node representations is closely coupled with the group evolution process.
Let be the set of all possible complex node representations associated with the cost matrix belonging to the class of the minimal path computation time. Our aim is to find the set of complex node representations that use the minimum possible number of exception bypasses, as well as to determine this number denoted by . Thus (8) and (9) Obviously, given that the class considered is a subset of the set of all possible complex node representations, the derived minimum number constitutes an upper bound on the minimum number corresponding to the set of all possible complex node representations. Thus (10) First, the properties of an optimal complex representation are identified by the following Lemmas.
Lemma 5: In an optimal complex node representation , for all pair of nodes for which an exception bypass exists, it holds that and (11)
Proof: See Appendix A. Remark 1: Note that although the class of representations considered has the property that one of the two paths specified by (7) is an optimal one, in the optimal complex node representations derived the optimal path is precisely known. It is the exception bypass path (if it exists), otherwise it is the path consisting of the corresponding two spokes.
Lemma 6: For all spokes of an optimal complex node representation , it holds that (12)
Proof: See Appendix A. Next we will show that the structure of an optimal complex node representation is closely coupled with the group evolution process. Let us consider the -th iteration of the process in which groups corresponding to the cost are formed. Let us focus on one typical group belonging to the set , and let us assume that it contains the groups , as shown in Fig. 5 . We will demonstrate that in order to obtain the optimal complex node representation of , knowledge of the optimal complex node representations of the groups is required. Let us introduce the following definitions:
Optimal complex node representation corresponding to the nodes contained in . Number of exception bypasses used in . Number of nodes contained in the group . Optimal complex node representation corresponding to the nodes contained in .
Number of exception bypasses used in . Based on the properties of the group evolution process, the following two lemmas can be established. groups, denoted by , for which the cost of the spokes of the nodes contained in these groups is equal to . Furthermore, the complex node representation corresponding to the nodes of group is an optimal one. 2) every pair of nodes belonging to any of the groups is connected by an exception bypass with cost . 3) it holds that (13) where (14) and the group is identified by the following relation:
If more than one group satisfies (15), group can be either one of them.
Proof: See Appendix A.
A. Method for Generating the Optimal Complex Node Representations
From Theorem 3 it follows that in order to obtain the optimal set of complex node representations , knowledge of the quantities and corresponding to each one of the groups contained in the group is required.
Algorithm for deriving the set of optimal complex node representations : 1) The minimum number of exception bypasses corresponding to the optimal set of complex node representations is given by 2) Let be a group (there exists at least one such group) that satisfies the following relation:
3) Set the cost of the spokes corresponding to the nodes contained in the remaining groups, , equal to . 4) Connect every pair of nodes belonging to any of the above groups by an exception bypass with cost . 5) Transfer the optimal complex representation of the group , comprised of spokes and bypasses, onto the corresponding component of . The set of optimal complex node representations corresponding to the cost matrix is obtained as follows. Starting at the lowest level, we follow the group evolution process based on the sorted cost entries . At a typical step , the node groups related to the cost are identified, and the corresponding set of optimal complex node representations is constructed by applying the above algorithm. At the final step, the optimal complex node representation sought is obtained, corresponding to the last group that contains all the nodes.
VII. NUMERICAL EXAMPLE Let us consider the following cost matrix :
In this case we have , and . The group evolution process corresponding to this matrix is schematically shown in Fig. 6 . An optimal complex node representation is obtained in the following steps by applying the method described in the previous section.
The obtained optimal complex node representation uses four exception bypasses. Note that the representation obtained actually represents a set of optimal complex node representations because the spoke can assume any value up to 3. Note also that in step 4, the exception bypass used to connect nodes and could instead have been used to connect nodes and , resulting in another set of optimal complex node representations.
VIII. BOUNDS ON THE NUMBER OF EXCEPTION BYPASSES
In this section we derive the bounds on the number of exception bypasses used by the optimal complex node representations. We also determine the cost matrices that result in optimal complex node representations with a number of bypasses equal to these bounds.
In the previous section we have shown how to construct an optimal complex representation corresponding to the cost matrix using the least possible number of exception bypasses denoted by . Let us now consider all the possible cost matrices corresponding to border nodes and define: and (16) From (10) it follows that these two quantities exist and it holds that 
A. Lower Bound Theorem 4: It holds that (18)
Proof: Let us consider a complex node representation , which does not use any exception bypasses . From this representation the corresponding cost matrix can be constructed. For that particular cost matrix it holds that and, by making use of (16), (18) follows. Next we will identify the structure of the group evolution process corresponding to a minimal cost matrix . From (15) we deduce that if and only if and
Equation (19) implies that the matrix corresponding to the group is also minimal, which allows the same procedure to be applied on this group. Repeatedly applying this procedure leads to the group evolution process corresponding to the cost matrix , as shown in Fig. 7 .
B. Upper Bound
Let be a maximal cost matrix so that . In this section we determine the value of , given by Theorem 11, and identify the structure of the corresponding group evolution process. We begin by defining the function Let us now consider the last iteration of the process in which groups corresponding to the cost are formed. According to the group evolution process, the last group containing all the nodes consists, in general, of groups denoted by , as shown in Fig. 5 . Let represent the group evolution set , with , and let us assume, without loss of generality, that (21) Let represent the set of cost matrices that result in the above group evolution set. Conditioning on the set , it follows from (16) that for (22) with (23) A set is called a maximal group evolution set if and only if . Let also denote the subset of containing the cost matrices for which it holds that . We proceed by establishing the following theorems based upon which the result sought is obtained. Their proof is given in Appendix B.
Theorem 5: For a group evolution set with , it holds that (24)
A cost matrix belongs to the set if and only if it satisfies the following conditions: (25) and (26) with denoting the cost matrix corresponding to the nodes contained in group .
Proof: See Appendix B. Remark 2: Theorem 5 holds for any function for which the corresponding function is an increasing one. Remark 3: Note that for and by virtue of (16), (20) and (31), (26) Next we identify the structure of the group evolution process corresponding to a maximal cost matrix . We begin by considering the case of a maximal group evolution set consisting of two groups as identified by Theorem 8. The structure of these two groups is dictated by Theorem 5. Depending on the value of , the following cases are considered:
Case 1) . From (28) it follows that , and from (25) and (26) it follows that . Consequently, the cost matrices corresponding to the nodes of the groups and are also maximal. Repeatedly applying this procedure leads to the group evolution process corresponding to the cost matrix as shown in Fig. 8 . Case 2) . From (28) it follows that and , if is not a power of 2. From (25) and (26) and Remark 3 it follows that , with . Therefore, the cost matrix corresponding to the nodes of the group is maximal, whereas the one corresponding to the nodes of the group need not be maximal. Note that in the special case where , there is also the possibility of having and with the cost matrix corresponding to the nodes of the group being maximal and resulting to the group evolution process depicted in Fig. 8 .
We now consider the case of a maximal group evolution set consisting of three groups as identified by Theorem 10. From (25) and (26) it follows that , leading to the conclusion that the cost matrices corresponding to the nodes of the groups and are also maximal. The corresponding group evolution process of each of these two groups is depicted in Fig. 8 .
Theorem 11: It holds that (29)
Proof: Immediate from (28) by applying the property . The values of the function for are listed in Table I .
Corollary 4: For equal to a power of 2, it holds that (30)
Proof: From (29) and (14), it follows that Equation (30) follows immediately.
Corollary 5: As increases, the number of exception bypasses required is at most of the maximum possible, i.e., . Proof: Immediate from Lemma 10 and (30) and (14). Equation (17) and Corollary 5 reveal that the method for constructing the optimal complex node representation results in significant savings ranging from 70% to 100%, for large values of .
IX. CONCLUSION
The complex node representation is an important topic in the context of the PNNI protocol. It allows the cost of traversing the peer group to be advertised in a compact form. Complex node representations using a small number of links result in less path computation time and improved performance. This paper considered the class of complex node representations having the property of a reduced path computation time given that a restricted set of paths specified a priori is ensured to contain an optimal path. The method for constructing the set of the optimal complex node representations for restrictive and symmetric costs was presented. This method yields representations that use the minimum possible number of links and, as it turned out, in significant savings compared to the full mesh connectivity representations. Furthermore, in the representations obtained, the optimal paths are precisely known, resulting in a minimal path computation time.
The derivation of optimal complex node representations in the case of representations that are not confined by a reduced path computation time constraint as well as in the cases of asymmetric and additive costs are topics for further investigation.
APPENDIX I PROPERTIES OF THE OPTIMAL COMPLEX NODE REPRESENTATIONS
Lemma 5: In an optimal complex node representation , for all pair of nodes for which an exception bypass exists, it holds that and .
Proof: For the purpose of contradiction suppose that . Therefore, from (7) it follows that , which in turn implies that the bypass can be deleted without affecting the cost. This, however, results in another representation with fewer bypasses, contradicting the assumption that is optimal. Consequently, given that and using (7), it follows that (11) holds thereafter. This completes the proof of Lemma 5.
Lemma 6: For all spokes of an optimal complex node representation , it holds that
Proof: Suppose to the contrary that there exists at least one node such that . We shall show that this leads to a contradiction by constructing another complex node representation with fewer exception bypasses. Let us consider another node . Equation (7) yields which, given that , implies that there exists exception bypass with . Therefore, there exist exception bypasses between node and each of the rest of the nodes. Note that reducing the cost of the spoke corresponding to node from to does not affect the cost because it is still valid that . Let us apply the same cost reduction to all spokes whose initial cost exceeds . The resulting representation contains no spoke whose value exceeds , consequently, . According to Lemma 1, there exists node such that , which implies that the existing exception bypass between node and node can be deleted without affecting the cost. This contradicts the assumption that the complex node representation is optimal. This completes the proof of Lemma 6.
Proof of Theorem 3: 1) First we shall show that there can be at most one group that contains nodes for which the cost of spokes is less than . Suppose that the cost of the spoke associated with the node is less than . Let us now consider a node belonging to a different group . From Lemma 8 it holds that and from Theorem 2 it holds that Consequently, for all nodes such that . We have shown that there exist at least groups, denoted by , for which the cost of the spokes of the nodes contained in these groups is equal to . Next, we shall show that the complex node representation corresponding to the group is optimal. Suppose to the contrary that the complex node representation corresponding to the group is not optimal. Let us replace the component of corresponding to the group with the complex node representation . The resulting new representation is a valid complex representation of group with fewer exception bypasses than . This contradicts the assumption of optimality of . From (12) and Lemma 7 it follows that the cost of the spokes of the nodes contained in the group is less than , therefore, the number of groups referred to above is exactly .
2) Let be a pair of nodes contained in the group . From part 1) it follows that . From Lemma 7, it follows that , which by virtue of (7) reveals that there exists an exception bypass between these two nodes with value . Consequently, the total number of exception bypasses connecting the pair of nodes contained in the group is . 3) From parts 1) and 2) it follows that the total number of exception bypasses used in is equal to . Note that there are possible values for . As the optimal complex representation must use one of these values for , we need only check them all to find the best one.
APPENDIX II UPPER BOUND ON THE NUMBER OF EXCEPTION BYPASSES
Lemma 9: The sequence is strictly increasing in (31)
Proof: Let us consider a cost matrix so that , and let denote the corresponding maximum cost entry. Let be the cost matrix associated with the first nodes, and let be the corresponding optimal complex node representation. From (16) it follows that (32)
A complex node representation (not necessarily optimal) of the original cost matrix is now constructed based on the using the following procedure. First, we set equal to . Note that from (12) it follows that , and consequently, . According to Lemma 1, there exists some node such that . Then, for the rest of the nodes we introduce exception bypasses between each one of these nodes and node with costs . This is an accurate representation because and . The total number of exception bypasses used by this representation is given by By making use of (31) and (21), we obtain , and (24) follows immediately by virtue of (20).
Next we identify the set of cost matrices that result in the group evolution set with the maximum possible number of exception bypasses. A matrix such that belongs to this set if and only if it satisfies the following condition:
. By making use of (13) and (24), it follows that this condition is equivalent to the following: or (35) Note that for , the above yields , which by virtue of (16) leads to (25). Also, for , (35) translates to the set of inequalities given by (26). Conditions (25) and (26) are also sufficient because if a matrix satisfies them, then it also satisfies (35). This completes the proof of Theorem 5.
Lemma 10: The sequence is increasing in , i.e., . Proof: Let us consider the cost matrices that result in a group evolution that contains two groups such that and . From (22) it follows that (36)
Applying (24) yields (37) Substituting (37) into (36) yields the result.
Lemma 11: If a maximal group evolution set contains at least three groups , the following inequality is satisfied:
. Proof: Suppose to the contrary that and consider the group evolution set defined as follows:
. By making use of (27), (24) yields which contradicts the notion of optimality expressed by (22).
Lemma 12: Consider a group evolution set containing at least three groups and define the following two group evolution sets defined as and defined as
The group evolution set is maximal if and only if both group evolution sets and are maximal. Proof: Equation (24) Theorem 7: It always exists a maximal group evolution set , with . Proof: According to Theorem 6, the last group of the group evolution process may consist either of two or three groups. Let us assume that it consists of three groups. From Lemma 12, we deduce that it also exists a maximal group evolution set consisting of two groups. according to (39), and let denote the corresponding maximum cost entry. From the above, and according to Theorem 3, the optimal complex representation is as follows. The cost of the spokes of the nodes of the group is equal to , every pair of nodes of the group is connected by an exception bypass, and the complex node representation corresponding to the group is an optimal one using the maximal number of exception bypasses. Let be the cost matrix associated with the nodes that remain from the original nodes when we eliminate nodes belonging to group (this is feasible because ). Let also be the corresponding optimal complex node representation. In the case where , the remaining group coincides with the group, consequently, . In the case where , the final step of the group evolution process contains two groups, namely the group and the group. of the original cost matrix is now constructed based on using the following procedure. First, we set the spoke values corresponding to the nodes all equal to , because this assignment satisfies the requirement that the cost between any node belonging to the group of the selected nodes and any node belonging to the group is equal to . Furthermore, because the cost of any pair of nodes belonging to group is less than , we introduce appropriate exception bypasses connecting every node of the group of the selected nodes to the rest of the nodes contained in the group. The number of the additional exception bypasses introduced is equal to . The total number of exception bypasses used by this representation is given by (43) From (8) and (9) Next we consider the case where . This is equivalent to , and it also implies that . From Theorem 3 we now deduce that the optimal complex node representation is composed of one spoke to the single node with cost , and of the complex node representation corresponding to the group . As mentioned before, the latter representation is optimal using the maximal number of exception bypasses. Evidently, the complex node representation constructed based on the and using the procedure described above results in the initial optimal complex node representation . Thus, . From (28) it follows that and . Therefore, the following condition should be satisfied:
. From (14), however, it follows that . Therefore, the equation holds only for , because . Case 2)
. From (28) it follows that and . Therefore, the following condition should be satisfied:
. Note that this equation is equivalent to the original one. Repeatedly applying this leads to the conclusion that is a power of 2.
We shall show that the derived condition is also sufficient. According to (28), for the group evolution set is maximal. Applying (27) to this set yields . 
