R[ ] be a real-valued polynomial and S C a set defined by polynomial inequalities ( ) 0 for some polynomials in C[ ]. We provide a necessary and sufficient condition on the coefficients of for all the zeros of to be in S.
Provide a necessary and sufficient condition on the coefficients fa j g of p for all the zeros of p to be in S.
In addition to its mathematical interest, this root clustering issue has interesting engineering applications, notably in control (see, e.g., [5] ).
For instance, when all its zeros are in S = fz 2 Cj z + z < 0g; p is Hurwitz (or stable), which is a well-studied case in the control literature, for which several well-known necessary and sufficient conditions on the coefficients fajg are available (see, e.g., [4] ). More general regions S of the complex plane C have been investigated, notably in the pioneering paper of Kalman [6] , and later by, e.g., Mazko [7] , Gutman and Jury [5] , and Taub and Gutman [9] . Various characterizations have been obtained for so-called transformable regions of C.
In the related work of Carlson and Hill [1] , the authors consider an LMI K = f(A)H + Hf(A) 3 0 formed with a matrix function f , and a given matrix A 2 C n2n with eigenvalues f j g; provided the pair (A; K) is controllable, they relate the inertia of the solution H and ff( j )+f ( j )g. Similar results are also obtained for LMI's involving two matrix functions f; g. Another notable contribution is the work by Chilali and Gahinet [2] on matrix eigenvalue clustering; they consider sets S that are LMI-regions (that is, S C can be represented by an LMI in z; z) and provide a necessary and sufficient condition which is affine in the original matrix coefficients, hence particularly attractive for control synthesis.
In this note, we consider a set S C as in (1) , and provide a necessary and sufficient condition as follows.
We first introduce a real-valued moment matrix M 2n (y) and m localizing real-valued matrices M2n(g k ; y) associated with the m polynomials g k that define S. All matrices M2n(y); M2n(g k ; y) depend 
A. Moment Matrix
Given an infinite array fy ij g 1 i;j=0 C, we define the moment matrix M r (y) 2 C s(r)2s(r) associated with y. Its first row and column are defined such that if if the ith term in (2) 
In this case, the moment matrix M r (y) can be written [with v r (z; z) as in (2) 
B. Localizing Matrix
We define the localizing matrix M r (g; y) 2 C s(r)2s(r) asso- 
and so, if has its support contained in fz 2 Cj g(z;
z) 0g, the for which M n0v (g j ; y) 0 for all j = 1; . . . ; m. In this case, the measure has precisely rank Mn(y) 0 rank Mn0v (gj; y) atoms on the zero set of g j , for all j = 1; . . . ; m. By p-atomic measure one means a measure with mass concentrated on p atoms (points); see, e.g., (10) .
C. Newton Sums
Given a real-valued monic polynomial p 2 R[x] j2 N:
It is well-known that every s j is a polynomial in the coefficients of p, which can be obtained easily. Also, every sj can be obtained numerically via
[a 1 ; 2a 2 ; . . . ; na n ; n + 1](C p ) j e n+1 ; j= 0; 1; . . . 
where denotes the Dirac measure. Let y 3 = fy 3 ij g 1 i;j=0 be its associated infinite array of moments defined in (4) . Observe that from the definition (10) of , and p 2 R[x], one has y 3 ij = y 3 ji 2 R for all i; j 2 N. In addition, for all j 2 N;y 3 0j = y 3 j0 = s j , the j-Newton sum (9) of p. 
Remark 2: The Newton sums fs j g are easily obtained in closed form as a polynomial in the coefficients fa j g of p. This is not the case for the y 3 ij 's. However, for y 3 lq , the coefficients fuij(l;q)g in (11) are easy to obtain.
As we cannot get the fy 3 ij g i;jn in terms of the a j 's we are going to define a moment matrix and a localizing matrix, with variables fyijg in lieu of the (fixed, but unknown) fy 3 ij g.
Definition 3: Given a monic polynomial p 2 R[x] of degree n + 1 as in (8) , and a polynomial g 2 C[z; z], denote by M2n(s; y) (respectively, M 2n (g; s; y)) the moment matrix M 2n (y) defined in (6) (resp. the localizing matrix M 2n (g; y) defined in (3)) with r := 2n, and where -each entry yj0 and y0j is replaced with the Newton sum sj in (9); -each entry y lq is replaced with the expression (11) in the variables y ij , with 0 i; j n (and where y 00 = 1).
Observe that M 2n (s; y); M 2n (g; s; y) 2 R s(2n)2s(2n) ,
i.e., are real-valued symmetric matrices, and depend linearly on -the known values fs j g (the Newton sums of p, which are themselves known nonlinear functions of the coefficients fa j g of p); -the variables fy ij g 1i;jn (y 00 = 1).
In addition, the moment and localizing matrices M 2n (s; y) and M2n(g; s; y) may be simplified (and reduced in size) by keeping only the rows and columns corresponding to the monomials z l z q with l n and q n. Indeed, in view of (11), and the respective definitions (3) and (6) of the moment and localizing matrices, any column (or row) corresponding to a monomial z l z q (l + q 2n) with l > n or q > n, is a linear combination of some columns (or rows) associated with monomials z i z j with i; j n. This makes the size of the resulting simplified moment matrixM 2n (s; y) drop from s(2n) = ( (8), with associated Newton sums s = fs j g, and let S be as in (1) for some given polynomials g k 2 C[z; z]; k = 1; . . . ; m. Let the moment matrix M 2n (s; y), the localizing matrices M2n(g k ; s; y); k = 1; . . . ; m, be as in Definition 3. Then, the following hold.
i) The single LMI M 2n (s; y) 0 has a unique solution y 3 = fy 3 ij g 0i;jn , the monent sequence (4) associated with the probability measure in (10), and rankM 2n (s; y 3 ) gives the number of distinct zeros of p. ii) In addition, the following two statements a) and b) are equivalent.
a) The polynomial p has all its zeros in S.
b) M 2n (g k ; s; y 3 ) 0 for all k = 1; . . . ; m. iii) When b) holds, rank M 2n (s; y 3 ) 0 rank M 2n (g k ; s; y 3 ) gives the number of zeros of p that satisfy g k (z; z) = 0. For a detailed proof, see Section IV. Theorem 5 states that to check whether p has all its zeros in the pre-specified set S, one may proceed in two steps: 0 + 2s1 s1 + s2 + y11 s1 + s2 + y11 y11 + 2y12 s1 + s2 + y11 y11 + 2y12 s2 + s3 + y12 y12 + y22 + y13 s 1 We may check that rankM 2 (s;y) = 2 (hence, rankM 2 Now, from (12) and the way the yij 's are defined, it follows that M 2n (p;s; y) = 0, and similarly, from (13), M 2n ( p; s; y) = 0. Therefore, from Theorem 1 (with m = 2 and g1 = p; g2 = 0p) the array fyijg (where yj0 = y0j = sj ) is the array of moments of some rankM 2n (s;y)-atomic measure on C, supported on fz 2 Cj p(z) = 0g, i.e., on the set of distinct zeros of p. (As y 0 = 1; is a probability measure. ) We next prove that = (with as in (10)). Let fz(i)g s 01
i=0 be the s0 distinct zeros of p, and write the two probability measures for some scalars f k g. In other words, the polynomial z 7 ! s 01 k=0 k z k of degree at most s 0 0 1 has s 0 distinct zeros, a contradiction. Hence, u = v, so that = and y = y 3 . As was a rankM2n(s;y)-atomic probability measure, it follows that p has s 0 = rankM 2n (s;y 3 ) distinct zeros. ii) a) ) b) is trivial. Let be as in (10) and let y 3 = fy 3 ij g be the vector of its moments (4) . Then y 3 is a feasible solution of the LMI, M 2n (s;y) 0 because y 3 is a moment array [see (5) ]. Moreover, M2n(g k ; s; y 3 ) 0 holds for all k = 1; ...;m because is supported on the zeros of p, all located in S [see (7)]. b) ) a). As M 2n (g k ; s; y) 0 for all k = 1; ...;m, proceed as in the proof of i). By a direct application of Theorem 1, the atomic probability measure = , is also supported on S. Finally, iii) also follows directly from Theorem 1.
