The paper addresses the problem of output feedback stable model predictive control design with guaranteed cost. The proposed design method pursues the idea of sequential design for N prediction horizon using one-step ahead model predictive control design approach. Numerical examples are given to illustrate the effectiveness of the proposed method.
INTRODUCTION
Model predictive control (MPC) has attracted notable attention in control of dynamic systems. The idea of MPC can be summarized as follows [1] [2] [3] [4] [5] [6] : -prediction of the future behavior of the process state/ output over the finite time horizon; -computation of the future input signals online at each step by minimizing a cost function under inequality constraints on the manipulated (control) and/or controlled variables; -application on the controlled plant of the first vector control variable u(t) and repetition of the previous step with new measured input/state/output variables. Availability of the plant model is a necessary condition for the development of the predictive control [7] . The main criticism related to MPC is that due to the finite prediction horizon the algorithm in its original formulation does not guarantee closed-loop stability [8, 9, 12] . Excellent survey about stability, robustness properties and optimality of MPC is given in [10] .
In this paper new design method is proposed that pursue the idea of sequential design for N prediction horizon using one-step ahead model predictive control design approach. The first modification of proposed sequential design method is based on classical LQ state feedback and solution of Diophantine equation. In the second modification of proposed method the Lyapunov function with guaranteed cost is adapted to obtain output feedback predictive control for N prediction horizon model with constraints on input variables. For both design approaches the bilinear matrix inequality (BMI) is adapted to obtain a feasible solution with respect to corresponding output feedback gain matrices.
The paper is organized as follows. The next Section gives problem formulation and some preliminaries about a predictive output/state model. In Section 3, two modification of sequential design methods for output feedback predictive control for N prediction horizon are proposed. The obtained methods are tested on three examples. At the end of the paper the conclusions are drawn.
Hereafter, the following notational conventions will be adopted: given a symmetric matrix P = P ⊤ ∈ R n×n , the inequality P > 0 denotes matrix positive definiteness. Given two symmetric matrices P , Q , the inequality P > Q indicates that P − Q > 0 . The notation x(t + k) will be used to define at time t k -steps ahead prediction of a system variable x from time t onwards under specified initial state and input scenario. That is estimated predictive output at time k = 1, 2, . . . y(t + k|t) will be denoted as y(t + k). I denotes the identity matrix of corresponding dimensions.
PRELIMINARIES AND PROBLEM FORMULATION
Consider a time invariant linear discrete-time system
where x(t) ∈ R n , u(t) ∈ R m , y(t) ∈ R l are state, control and output variables of the system, respectively; A, B, C are known matrices of corresponding dimensions. The problem studied in this paper is to design model predictive control for the plant with following control algorithm
and model predictive control for given prediction horizon N
where F ki ∈ R m×l , k = 1, 2, . . . , N , i = 1, 2, . . . , k + l is output (state) feedback gain matrix to be determined so that the stability of closed-loop MPC system is guaranteed and the below given cost function (6) is minimized with respect to the constraint.
MODEL PREDICTIVE CONTROL DESIGN
Consider the system (1) with control algorithm (2) . For the plant control algorithm we obtain
where
is the identity matrix of corresponding dimensions. For (4) the closed-loop system is as follows
The control objective is usually to steer the state to the origin or to an equilibrium state x r for which the output y r = Cx r = w , where w is the constant reference. A suitable change of coordinates reduces the second problem to the first one which we consider in the sequel. To determine the state feedback matrix K r of system (5) the following cost function is defined as follows
is a given terminal constraint at time N 1 and
are corresponding weighting matrices.
Definition. Consider the system (1). If there exists a control law u(t) * and a positive scalar J * 1 such that the closed-loop system (5) is stable and the value of closedloop cost function (6) satisfies J 1 ≤ J * 1 then J * 1 is said to be guaranteed cost and u(t)
* is said to be guaranteed cost control law for the system (1).
Consider that the constraints on the maximum value of state denoted by max t x(t) ⊤ x(t) , and control input denoted by max t u(t) ⊤ u(t) are known
Then for the worst case the following linear matrix inequality (LMI) constraint can be formulated
Inequality (8), cost function (6) and system (1) are the basis for the calculation of the gain matrix K 1 . Another approach to introduce input constraints the reader can find in [13] . There are several approaches to calculate K 1 .
If (8) is missing the classical LQ design approach can be used, otherwise if N 1 → ∞, F x(N 1 ) = 0 the bilinear matrix inequality can be formulated and solved using the linearization approach [5] ; the linear matrix inequality is obtained with respect to matrix K 1 . If different terminal constraints F 1 x(N 1 ) are chosen then different approaches for calculation of K 1 are used, for more detail see [4] .
Consider that the state feedback gain matrix K 1 is known. From (4) the following Diophantine equation with respect to output feedback gain matrices F 11 , F 12 are obtained
Note that if (A, B) is controllable then for the given matrices Q 1 , R 1 a state feedback gain matrix K 1 exists guaranteeing minimal cost (6) and closed-loop stability of (5). Moreover if the solution of the Diophantine equation (9) with respect to matrices F 11 , F 12 exists, the proposed one-step ahead predictive control algorithm (4) guarantee for closed-loop system with output feedback the same properties as for the system obtained by state feedback with the gain matrix K 1 . Note that according to the receding horizon strategy only the input variable u(t) is applied to the plant as a manipulated variable. The onestep ahead design procedure is completed. Consider the case N = 2 . Model for prediction of state and output variable and predictive control algorithm are respectively
For the manipulated variable u(t + 1) after some manipulation we obtain u(t + 1) = K 2 x(t) where
The closed-loop system
for N = 2 is stable if and only if the matrices D 1 , D 2 are stable. The matrix D 1 is already stable therefore the matrix D 2 has to be stable to guarantee closed-loop stability. The matrix K 2 can be calculated using the same approach as for the matrix K 1 . The control objective for calculation of K 2 can be defined as follows
Note that the control input u(t + 1) is applied to the predictive model (10) for the calculation of the future output y(t + 2). It is not necessary to use the constraint (8) for K 2 calculation. Sequentially, for N = k step prediction one obtains the following closed-loop system
The Diophantine equation for calculation of output feedback gain matrices (3) is
Cost function is given as follows
The obtained results are summarized in the following theorem. Theorem 1. Consider the closed-loop system (11), control algorithm (2) and (3) and prediction horizon N . The closed-loop system is stable if the following conditions hold: -the couple (AD k−1 , B) for k = 1, 2, . . . , N is controllable, ie there exists a matrix K k which ensures the closed-loop matrix stability and guaranteed cost -there exists the solution of the Diophantine equation (12) with respect to output feedback matrices F kj , k = 1, 2, . . . , N , j = 1, 2, . . . , k + 1 . Note that some matrices F kj , k = 1, 2, . . . , N , j ≤ k − 1 can be equal to zero.
To avoid solution of the Diophantine equation (12) the second modification of design procedure has been proposed. Introduce the following predicted control algorithm
R e m a r k s . 
For k step prediction the closed-loop system (11) can be rewritten as follows
The aim of the proposed second predictive control design procedure is to design gain matrices F kk , F kk+1 , k = 1, 2, . . . , N such that the closed-loop system (15) is stable with guaranteed cost when F k x(N k ) = 0 , N k → ∞. The closed-loop system (15) on the k step ahead model predictive control will be stable if and only if the first difference of Ljapunov function V k (t) = x(t) ⊤ P k x(t), P k = P ⊤ k > 0 on the solution of (15) will be negative definite (semidefinite), that is
Closed-loop system (15) will be stable with guaranteed cost iff the following inequality holds
The following theorem gives conditions to design the above-mentioned output feedback matrices.
Theorem 2. The closed-loop system (15) is stable with guaranteed cost if and only if for k = 1, 2, . . . , N there exist matrices N k1 ∈ R n×n , N k2 ∈ R n×n , F kk , F kk+1 and a positive definite matrix P k = P ⊤ k ∈ R n×n such that the following bilinear matrix inequality holds
P r o o f . Sufficiency. From (15) one obtains
Because the matrix
has full row rank multiplying from left and right side of (17) U ⊤ k (eq(17))U k and obtained results multiplying from left by x(t) ⊤ and right by x(t), due to (18) the inequality (16) is obtained, which proves the sufficiency.
Necessity. Suppose that for k -step ahead model predictive control there exists such matrix P k = P ⊤ k > 0 that (17) holds. Necessity, there exists a scalar α > 0 such that for the first difference of Ljapunov function
Equation (18) can be rewritten as follows
Using Schur complement formula
taking
For α → 0 one has got the first difference of Ljapunov function given by (17) (case R k = Q k = 0 ). If one substitute to second part of (16) instead of u(t + k − 1) (14) , rewrite the obtained result to matrix form and take sum it with (19) the matrix inequality of (17) is obtained, which proves the necessity of theorem. It completes the proof.
If there exists a feasible solution to (17) with respect to F kk , F kk+1 , N k1 , N k2 , k = 1, 2, . . . , N and a positive definite matrix P k , then the designed model predictive algorithm (14) ensures closed-loop stability and guaranteed cost.
Note that for N = 1 , polytopic system A = S i=1 A i α i and parameter dependent Lyapunov function P = S i=1 P i α i the feasible solution of (17) guarantees the robustness properties of closed-loop onestep ahead predictive control (for more detail see [7, 10, 14] ).
EXAMPLES
The first example serves as a benchmark. The continuous-time model of the double integrator has been converted to a discrete-time using the sampling period 0.1 s, the model turns to (1) For prediction horizon N = 3 and guaranteed cost specified by the following weighting matrices
the following results are obtained: Gain matrices for the state feedback:
Solution of the Diophantine equation (9) for output feedback gain matrices are For plant control u(t) In the third example we have taken the same system as in the second one. The task is to design two PS (PI) model predictive decentralized controllers for plant control input u(t) for the prediction horizon N = 5 . The cost function is given by following matrices
The obtained decentralized output feedback gain matrices (solution of (17) The above examples show that the proposed sequential design model predictive control procedure guarantees closed-loop stability and guaranteed cost.
CONCLUSION
The paper addresses the problem to develop original approach to sequential design of model predictive control. Sequential design consists of N steps. At first, one-step ahead model predictive control is designed using any of the two modified design techniques proposed in the paper. Repeating the one-step ahead design procedure N times, one obtains the N step ahead prediction horizon. The proposed design techniques guarantee closed-loop stability and guaranteed cost by minimizing in each step the given cost function. The results of the design procedure are the output feedback gain matrices for model predictive control and for real plant control with input u(t).
