The ability to connect genetic information between traits over time allow Bayesian networks to offer a powerful probabilistic framework to construct genomic prediction models. In this study, we phenotyped a diversity panel of 869 biomass sorghum (Sorghum bicolor (L.) Moench] lines, which had been genotyped with 100,435 SNP markers, for plant height (PH) with biweekly measurements from 30 to 120 days after planting (DAP) and for end-of-season dry biomass yield (DBY) in four environments. We evaluated five genomic prediction models: Bayesian network (BN), Pleiotropic Bayesian network (PBN), Dynamic Bayesian network (DBN), multi-trait GBLUP (MTr-GBLUP), and multi-time GBLUP (MTi-GBLUP) models. In 5-fold cross-validation, prediction accuracies ranged from 0.48 (PBN) to 0.51 (MTr-GBLUP) for DBY and from 0.47 (DBN, DAP120) to 0.74 (MTi-GBLUP, DAP60) for PH. Forward-chaining cross-validation further improved prediction accuracies of the DBN, MTi-GBLUP and MTr-GBLUP models for PH (training slice: 30-45 DAP) by 36.4-52.4% relative to the BN and PBN models. Coincidence indices (target: biomass, secondary: PH) and a coincidence index based on lines (PH time series) showed that the ranking of lines by PH changed minimally after 45 DAP. These results suggest a two-level indirect selection method for PH at harvest (first-level target trait) and DBY (second-level target trait) could be conducted earlier in the season based on ranking of lines by PH at 45 DAP (secondary trait). With the advance of high-throughput phenotyping technologies, our proposed two-level indirect selection
trix (Gianola et al. 2015) . Despite the advances obtained so far, the 48 use of genetic models that exploit information between traits using 49 other parametrizations beyond those reliant on genetic correlations 50 under multivariate normal distribution assumptions have yet to 51 be addressed. Indeed, novel genetic models with parametriza-52 tions to partition genetic effects influencing only a single trait from 53 those acting on multiple traits (i.e., pleiotropy) may help to better 54 understand the genetic architecture of correlated traits. 55 There have been significant advances in field-based high- 56 throughput phenotyping (HTP) technologies for the rapid mea- Among the models available for analyzing traits in a time se-74 ries, probabilistic graphical models (PGMs) offer a versatile, ef-75 ficient, and intuitive approach for drawing inferences (Murphy 76 2013; Bishop 2013). Popular PGMs include directed graphical mod-77 els or Bayesian networks (BNs), undirected graphical models or 78 Markov random fields, chain models, and factor graphs (Hamel-79 ryck 2012). In particular, BNs provide the flexibility to model There are several features of BNs that enable them to recover 98 information from correlated data types such as multiple correlated 99 traits scored at a single time point or the repeated measurement of 100 a single trait across multiple time points (Bae et al. 2016) . Several 101 different GP models could be unified for leveraging pleiotropy 102 or temporal genetic effects in a single BN to improve prediction 103 accuracies. This is because these genetic effects can be modeled 104 with a BN through connections between likelihood functions. Also, 105 BNs offer the possibility to use general Markov chain Monte Carlo 106 (MCMC) methods to obtain solutions for complex time series and 107 multiple trait models that otherwise would have been mathemati-108 cally intractable to derive analytically. Furthermore, the posterior 109 samples of genomic estimated breeding values (GEBVs) may be 110 used to create indices for understanding the uncertainty of select-111 ing promising lines either earlier in the season or through indirect 112 selection based on the ranking of the lines at other measurement 113 time points or with correlated traits. 114 With sorghum as a model biomass crop, we developed PGMs 115 for the GP of developmental traits in a sorghum diversity panel 116 of nearly 900 lines. Herein, we aimed to (i) develop PGMs for 117 the GP of plant height (PH) and dry biomass yield (DBY) traits 118 by connecting genetic effects across multiple developmental time 119 points and traits, and (ii) describe growth dynamics based on the 120 change of the ranking of lines across multiple time points and 121 correlated traits to design novel breeding strategies to genetically 122 improve biomass sorghum. bins was selected as a balance between model run time and pre-98 dictive performance for the computationally intensive Bayesian 99 models. In theory, the first PC (artificial bin) will retain as much 100 information as possible from the matrix slice in one dimension in 101 a least-square reconstruction error sense (Goodfellow et al. 2016) .
102
Probabilistic graphical models 103 We developed three different Bayesian models for genomic predic-104 tion of the PH and DBY traits ( Figure 1 ). The first model, Bayesian 105 network (BN), neither recovered information between traits nor 106 time points. The BN has the following conditional normal likeli-107 hood form:
where y it is the adjusted mean related to the i th line evaluated 110 in the t th time point (or DAP), µ t the unknown population mean 111 in the t th time point, x i the known row vector (1 × p) of the p 112 artificial bins of the i th line, α t the column vector (p × 1) of the 113 unknown p artificial bins effects within in the t th time point and σ t 114 the unknown residual standard deviation mapping the uncertainty 115 around the expected value in the t th time point. 
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where k is the total number of time points, n t is the total same approach was used for the next set of described models.
15
The second Bayesian model, pleiotropic Bayesian network 16 (PBN), exploited information between PH and DBY ( Figure 1 ).
17
This model has two conditionally dependent normal likelihood 18 functions that characterized the observed adjusted means distribu-19 tion for each trait as follows:
where all variables are the same from the previous model, except 23 the column vectors η [Tr1] (p × 1) and η [Tr2] (p × 1), that represent the 24 pleiotropic effects of known bins with continuous space corrected 25 by the transformation of an unknown pleiotropic standardized 26 random variable z j for the j th bin,
being unknown random vari-30 ables. The PBN model has an unnormalized joint posterior density 31 function ( Figure 1 
The third Bayesian model, dynamic Bayesian network (DBN), 1 recovered information from PH measurements across multiple 2 time points ( Figure 1 ). This network architecture has a specific 3 conditionally, dependent normal likelihood function for each time 4 point as follows:
where the column vector α t (p × 1) is the known artificial bins 8 effects at time t, that are a linear combination of the α t−1 (p × 1) 9 known artificial bins effects displayed in the previous time point 
The joint distributions of the BN, PBN, and DBN models were 2018) that recovered information between traits and/or time points.
35
In the first formulation, only PH measurements across time points 36 were used (MTi-GBLUP). In the second, DBY and PH measure-37 ments across time points (MTr-GBLUP) were jointly analyzed. Both 38 formulations share the same linear model as follows:
where y it corresponds to the adjusted mean related to the i th line 41 evaluated for the t th time point or trait, β t is the fixed population 42 mean effect for the t th time point and/or trait, g it is the genomic 43 estimated breeding value (GEBV) of the i th line evaluated for the 44 t th time point and/or trait, and e it is the residual.
45
Considering the structure of multivariate GBLUP models with 46 stacked trait and/or time subvectors like g = [g 1 , g 2 , . . . , g k ] T and e = [e 1 , e 2 , . . . , e k ] T , in which k is the number of traits 48 and/or time points, we assume that g ∼ MVN(0, G ⊗ A) and Scripts used in this study are available on GitHub
21
(https://github.com/GoreLab/sorghum-multi-trait).
22

RESULTS
23
Phenotypic variation 24 We used a mixed linear model that accounted for the influence of MTi-GBLUP and MTr-GBLUP models, we found that accuracies 8 gradually increased from 30 to 60 DAP, peaked at 60 DAP, and 9 incrementally decreased from 60 to 120 DAP. Of these four models, suggests that early season prediction could be possible for PH.
17
Predictive accuracies from forward-chaining cross-validation 18 We performed a forward-chaining CV procedure to evaluate the 19 accuracy of the five models to predict PH at unobserved time 20 points. In general, the models showed high accuracy to predict stages. The closer that the CIL is to one, the more likely the line 71 is expected to be at the top 20% for PH at the end of the season. 72 We plotted lines with CIL > 0.5, fixed their ordering (training slice: few studies have focused on genetically modelling its growth pat-10 terns and leveraging this information for breeding optimization.
11
In this study, we investigated a diverse panel of 839 the artificial bins approach did not compromise the results from 38 the DBN model, as indicated by the similarity of its obtained pre-39 diction accuracies with those from the multivariate GBLUP models 40 in the forward-chaining CV scheme.
41
We initiated a model-based machine learning approach for GP 
