LetÛ q be the quantized universal enveloping algebra of affine sl 2 , and letÛ res q be the C[q, q −1 ]-subalgebra ofÛ q generated by the q-divided powers of the Chevalley generators. LetÛ res ǫ be the Hopf algebra obtained fromÛ res q by specialising q to an odd root of unity ǫ. We classify the finite-dimensional irreducible representations ofÛ res q in terms of highest weights, and give a concrete construction of all of them. The proofs make use of several interesting new identities in U q .
Introduction
Let U q (g) be the Drinfel'd-Jimbo quantum group associated to a symmetrizable Kac-Moody algebra g. Thus, U q (g) is a Hopf algebra over the field C(q) of rational functions of an indeterminate q, and is defined by certain generators and relations (which are written down in Proposition 1.1 below for the cases of interest in this paper). Roughly speaking, one thinks of U q (g) as a family of Hopf algebras depending on a 'parameter' q. To make this precise, one constructs a 'specialisation' U ǫ (g) of U q (g), for ǫ ∈ C × , as follows. If ǫ ∈ C is transcendental, define U ǫ (g) = U q (g)⊗ C(q) C, via the algebra homomorphism C(q) → C which takes q to ǫ. If, on the other hand, ǫ is algebraic, the latter homomorphism does not exist, and one proceeds by first constructing a C[q, q −1 ]-form U q (g), i.e. a C[q, q −1 ]-(Hopf) subalgebraŨ q (g) of U q (g) such that U q (g) =Ũ q (g) ⊗ C[q,q −1 ] C(q). Then, for any ǫ ∈ C × , one defines U ǫ (g) =Ũ q (g) ⊗ C[q,q −1 ] C, via the algebra homomorphism C[q, q −1 ] → C which takes q to ǫ. Two such C[q, q −1 ]-forms have been studied in the literature. They lead to the same algebra U ǫ (g) when ǫ is not a root of unity, but different algebras, with very different representation theories, when ǫ is a root of unity.
In the 'non-restricted' form, one takesŨ q (g) to be the C[q, q −1 ]-subalgebra of U q (g) generated by the Chevalley generators e i , f i of U q (g). The finite-dimensional representations of the non-restricted specialisation U ǫ (g) have been studied by De Concini, Kac and Procesi [6] , [7] , when g is finite-dimensional, and by Beck and Kac [2] , when g is (untwisted) affine.
In the 'restricted' form, one takesŨ q (g) to be the C[q, q −1 ]-subalgebra of U q (g) generated by the divided powers e ! denotes a q-factorial. When g is finite-dimensional and ǫ is a root of unity, the structure and representation theory of the restricted specialisation U res ǫ (g) was worked out by Lusztig (see [5] , [11] and the references there). It is the purpose of the present work to study the finite-dimensional representations of U res ǫ (g) when ǫ is a root of unity and g is (untwisted) affine.
In fact, we shall treat here only the case when g =ŝl 2 , the affine Lie algebra associated to sl 2 . We do this for two reasons. First, many of the necessary structural results about U res ǫ (g) for arbitrary affine g reduce to questions in theŝl 2 case. This is so, for example, for Lemma 3.1 below, which is basic for the whole paper, and whose proof occupies most of Sections 1-3. And second, it is possible to give a concrete description of all the finite-dimensional irreducible representations of U res ǫ (ŝl 2 ). This is accomplished in Section 7 (Theorem 7.1), after first giving an abstract highest weight description of the representations in Section 6 (Theorem 6.3). These theorems are the main results of the paper. It turns out that there is a natural one-to-one correspondence between the finite-dimensional irreducible representations of U res ǫ (ŝl 2 ) when ǫ is a root of unity, and those of U ǫ (ŝl 2 ) when ǫ is not a root of unity, although corresponding representations have different dimensions, in general (the representations of U ǫ (ŝl 2 ) when ǫ is not a root of unity were classified in [4] ). This is exactly parallel to the situation for U res ǫ (g) when dim(g) < ∞ (see [4] , Chapter 11, and [11] ).
Our work may be regarded as the quantum analogue of part of Garland's papers [9] and [10] . In particular, our Lemma 3.1 is the quantum analogue of Lemma classical analogue, because the generators of the 'positive part' of U res ǫ (ŝl 2 ) do not commute, whereas their classical analogues do commute. (Strictly speaking, to recover Garland's results from ours, we would have to work over Z[q, q −1 ] instead of C[q, q −1 ], but this would require only minor modifications to the arguments and results below.)
Preliminaries
In this section we recall certain facts about quantum sl 2 andŝl 2 that will be needed later. See [5] and [11] for further details.
Let U be the universal enveloping algebra of sl 2 , the Lie algbera over C with generators e ± , h and defining relations [h, e ± ] = ±2e ± , [e + , e − ] = h.
LetÛ be the universal enveloping algebra ofŝl 2 , the Lie algebra over C with generators e Let q be an indeterminate, let C(q) be the field of rational functions of q with complex coefficients, and let C[q, q −1 ] ⊂ C(q) be the ring of Laurent polynomials. For r, n ∈ N, n ≥ r, define
It is well known that these are elements of C[q, q −1 ].
Proposition 1.1. (a)
There is a Hopf algebra U q over C(q) which is generated as an algebra by elements e ± , k ±1 with the following defining relations:
The comultiplication of U q is given on generators by
There is a Hopf algebraÛ q over C(q) with generators e
(i = 0, 1) and defining relations
The comultiplication ofÛ q is given on generators by
Note that there is a natural homomorphism of Hopf algebras U q →Û q which takes e ± → e ± 1 , k → k 1 . In particular, any representation ofÛ q can be regarded as a representation of U q .
Let U ± q (resp. U 0 q ) be the subalgebra of U q generated by e ± (resp. by k ±1 and c ±1/2 ). If x is any element of any unital algebra over C(q), and r is a positive integer, set
Define
−1 ]-subalgebra of U q (resp.Û q ) generated by the k ±1 and the (e ± ) (r) for all r ∈ N (resp. by the k ±1 i and the (e ± i ) (r) for all r ∈ N, i = 0, 1). Then, U res q (resp.Û res q ) is a Hopf subalgebra of U q (resp. ofÛ q ). For r ∈ N, n ∈ Z, define
The importance of these elements stems from the identity
for all r, s ∈ N. One has that k;n r ∈ U res q for all r ∈ N, n ∈ Z.
Let U res,± q be the subalgebra of U res q generated by the (e ± ) (r) for all r ∈ N and res,0 ±1 k;n Let ℓ be an odd integer with ℓ ≥ 3, and let ǫ ∈ C be a primitive ℓ th root of 1. 
, and the following defining relations:
where the ψ ± m are defined by
The isomorphism is given by
q ) be the subalgebra ofÛ q generated by the x ± n for all n ∈ Z (resp. by the ψ ± n for all n ∈ Z). 
(b) There exists a C(q)-algebra anti-automorphism Φ ofÛ q such that, for all n ∈ Z,
(c) There exists a C-algebra anti-automorphism Ω ofÛ q such that Ω(q) = q −1 and, for all n ∈ Z,
Moreover, T , Ω and Φ each preserveÛ res q , and we have
Note that T induces an algebra automorphism ofÛ res ǫ . Proof. The existence of T is proved in [1] (and may also be verified directly using 1.3), where it is proved that T belongs to the canonical braid group action onÛ q (in [1] , T is denoted byT ω i ). It is proved in [11] that this braid group action preserveŝ U res q . Note that this implies that (x ± n ) (r) ∈Û res q for all n ∈ Z, r ∈ N, and hence that these elements, together with k ±1 and c ±1/2 , generateÛ res q as a C[q, q −1 ]-algebra. The existence of Φ and Ω can be verified directly by using 1.3. The fact that they preserveÛ res q follows from the preceding remark. The relations between T , Ω and Φ are checked by verifying agreement on the generators x ± n , k ±1 and c ±1/2 of U q .
We shall need a basis of Poincaré-Birkhoff-Witt type forÛ q . Let S be the set of finite sequences of integers n = (n 1 , n 2 , · · · ) with n 1 ≥ n 2 ≥ · · · , and let S + be the set of such sequences with all components strictly positive.
is a basis forÛ q as a C(q)-vector space.
Proof. By using 1.3, it is not difficult to see that the set spansÛ q . Suppose that we have a linear relation
with A m,n,m,m ′ ,n,n ′ ∈ C(q). Since only finitely many generators appear in (2), by applying T N for sufficiently large N ≥ 0, we may assume that, for all the terms appearing in (2), we have n, n ′ ∈ S + . But then, by Proposition 6.1 in [1] , the terms in (2) are linearly independent.
Finally, we recall the characteristic zero Frobenius homomorphisms introduced 
Some Identities
In this section we establish certain identities inÛ q that will be needed later.
Definition 2.1. Set P 0 = 1 and define P n ∈Û 0 q by induction on n ∈ N using the formula
Define P −n = Ω(P n ).
Definition 2.1 can be conveniently reformulated by introducing the following elements of the algebraÛ q [[u] ] of formal power series in an indeterminate u with coefficients inÛ q :
Then, 2.1 is equivalent to
as one sees in the case of the upper sign by multiplying both sides of (3) by P + (u) and equating coefficients of u n (and in the case of the lower sign by applying Ω).
Lemma 2.2. For all n ∈ N, we have
Proof. We first prove that
For this, it suffices to prove that if we substitute this formula for P + into the right-hand side of (3), then (3) is satisfied:
which equals Ψ + (u) by 1.3. Differentiating both sides of the equation
with respect to u now gives
Multiplying both sides of this equation by P + (u) and then equating coefficients of u n gives the identity in 2.2.
Remark The identity (4) is equivalent to
We now study certain commutation formulas between the P n and the x ± r . Lemma 2.3. Let n ∈ N, r ∈ Z. We have
(if n = 1, the last term on the right-hand side is omitted).
Remark One can obtain a similar formula for n ≤ 0 by applying ΦΩ to both sides.
Proof of 2.3.
We proceed by induction on n. If n = 0 there is nothing to prove, and if n = 1 the identity follows from + + Assume then that n ≥ 2 and that the result is known for smaller values of n. Then we have, by 2.2,
by the induction hypothesis. So
If m ≥ 3, the expression which right-multiplies x + r+m on the right-hand side of the last equation is
while the expression which right-multiplies x + r+1 is, by 2.2,
and that which right-multiplies x
This completes the inductive step, and the proof of 2.3.
We have
The proof is similar to that of 2.3. We omit the details. We shall also need the following result, which is easily deduced from the r = 0 case of 2.4:
where the sum is over those non-negative integers m 1 , m 2 , . . . , m r such that
Let ξ be an indeterminate, and form the polynomial algebra C(q)[ξ] over C(q).
Define the following elements of the algebraÛ q [[u]]:
be the unique homomorphisms of C(q)-algebras such that
q are uniquely determined by this relation, together with
Lemma 2.6. Let r, n ∈ N. We have:
Proof. We prove (a), leaving the analogous proof of (b) to the reader. The identity in (a) is equivalent to
as one sees by equating coefficients of u n . Since
the last identity is equivalent to
Now (5) holds trivially if r = 1, and we claim that it follows for all r if it holds for r = 2. Indeed, assuming that r ≥ 3 and that the result is known for r − 1, we get
where the penultimate equality is from the r = 2 case. Thus, it suffices to prove (5) when r = 2. Equating coefficients of u t , one sees that this is equivalent to the following identity:
To prove this we require Lemma 2.7. Let n ∈ N. Then: (a)
(b)
This is easily proved by induction on n, using the relation
Returning to the proof of equation (6), assume that t = 2n + 1 (the proof when t is even is similar). Then,
on using 2.7(b) (with n replaced by n − s and T s applied to both sides). The coefficient of x + s x + 2n+1−s , for s ≥ n + 1, on the right-hand side of the last equation is
A similar argument shows that
Hence the result.
The Basic Lemma
In this section, we prove the following result which is central to the whole paper.
Lemma 3.1. Let r, s ∈ N. The following identity holds inÛ q :
Remarks 1. By applying Ω and/or powers of T to both sides, analogous identities can be obtained for (x
1 is the quantum analogue of Lemma 7.5 in [9] . The classical result is much easier, however, because there the x + n commute among themselves, as do the x − n . In addition, one has the relation
classically, whereas in the quantum case this equation does not even make sense.
Before proving 3.1, we note the following important corollary.
(ii) n P n ∈Û res q .
Of course, it follows from part (ii), 1.4 and 2.1 that P n ∈Û res q for all n < 0.
Proof. We prove both statements simultaneously by induction on n, according to the following scheme:
where (i) n is the statement that (i) m holds for all m ≤ n, and similarly for (ii) n .
Assume that (i) n holds. Applying 3.1, we see that
where y is a sum of terms already known to belong toÛ res q by the induction hypothesis (i) n and (ii) n−1 . Now assume that (ii) n holds. Applying 3.1 again, we get
where z is a sum of terms which are already known to belong toÛ res q by the induction hypothesis (i) n and (ii)
and T and Φ preserveÛ res q .
Remarks 1. It follows from part (ii) and the identity in the remark following the 2. We conjecture that
where the sum is over partitions π = (π 0 , π 1 , . . . ) such that
and the coefficient c(π) ∈ q Z . For example, one computes that
In the classical limit q → 1, the coefficients c(π) → 1 (see [9] , Lemma 7.8).
Lemma 3.1 is a consequence of the next lemma.
Lemma 3.3. Let n, r ∈ N. The following identity holds inÛ q :
We complete the proof of 3.1, assuming 3.3. We proceed by induction on s, the case s = 0 being trivial. By the induction hypothesis and 3.3, we have
Looking at the expression which left-multiplies D n (ξ (r−t) ), we see that we are reduced to proving that
After suitably re-labelling the indices, one sees that this is equivalent to the identity in 2.6(b). This completes the proof of 3.1, except for the
Proof of 3.3.
We proceed by induction on r. When r = 0, the identity becomes
This follows from 2.4 (take r = 1 in 2.4 and apply Φ to both sides, noting that Φ(P n ) = P n for all n ∈ Z). Assuming the result for r, we have
on using 2.3 and the induction hypothesis. The first term on the right-hand side of (7) is equal to
We now distinguish two types of term on the right-hand side of (7):
(a) The term involving x + m kD n−m+1 (ξ (r−1) ), which is left-multiplied by
except that if m = 0 only the first term appears, and if m = 1 only the first and last terms appear. Hence, the contribution of this type of term is
, which is left-multiplied by
except if m = 0 or 1, so the net contribution of this type of term is
Hence,
On the other hand, we are trying to show that
by repeating the argument leading to equation (7), which is equal to
As above, one sees that the term x − m x + l , with l ≥ 0, m ≥ 1 and l + m ≤ n + 1, survives in the sum of the last two terms only if l = 0 or 1, giving
So we must prove that
The sum of the last two terms is equal to
by 2.1. So we are reduced to proving that
Now, Similarly,
Inserting these results in (9), and equating coefficients of kP m on both sides, we see that it suffices to prove that
The sum of the first and third terms is equal to
Thus, we are reduced to proving that
Representation Theory
We first recall some facts about the representation theory of U res ǫ (see [5] and [11] ). A representation V of U res ǫ is said to be of type I if k acts semisimply on V with eigenvalues in q Z . Any finite-dimensional irreducible representation of U res ǫ can be obtained from a type I representation by tensoring with a one-dimensional representation.
If n ∈ Z, the weight space V n of a representation V of U res ǫ is defined by
We recall that, if n, r ∈ N, n = n 0 + ℓn 1 , 0 ≤ n 0 < ℓ (and similarly for r), we have the following identity relating ordinary and ǫ-binomial coefficients:
it being understood that
A vector v in a type I representation V of U res ǫ is said to be a highest weight vector if there exists n ∈ Z such that v ∈ V n and (e + ) (r) .v = 0 for all r ∈ N.
If, in addition, V = U res ǫ .v, then V is said to be a highest weight representation with highest weight n.
For any n ∈ Z, there exists, up to isomorphism, a unique irreducible representation V of U res ǫ with highest weight n. We have
Every finite-dimensional irreducible type I representation of U res ǫ is isomorphic to V (n) for some (unique) n ∈ N.
The following proposition gives the structure of V (n) for arbitrary n ∈ N. (r) for all n ∈ Z, r ∈ N, and letÛ 
where n = n 0 + ℓn 1 , 0 ≤ n 0 < ℓ. The highest weight Λ is determined by n and the complex numbers {Λ(P r )} r∈Z (with Λ(P 0 ) = 1). 2. By the relations in 1.3 (and the fact that c 1/2 acts as 1 on V ), we have
We shall discuss the existence and uniqueness of highest weight representations ofÛ res ǫ in Section 6. The following result will be crucial in the proof of existence. 
Proof. By 3.1, if r ≥ 0 and
Now, using 1.1(b) and the isomorphism in 1.3, one finds that
From this, one easily deduces (by induction on r) that
Now, by (10),
So, by 3.1 again,
This proves relation (11) for P + . The proof for P − is similar. The fact that v ′ ⊗v ′′ is a highest weight vector now follows from (10).
We now give an explicit construction of some highest weight representations of U res ǫ . Proposition 4.4. For any a ∈ C × , there is an algebra homomorphism ev a :Û q → U q such that
Moreover, we have, for all n ∈ Z,
See [4] , Proposition 4.1, for the proof. There is, of course, a classical analogue of ev a , namely the algebra homomorphism ev a :Û → U such that
It is obvious that ev a (Û res q ) ⊆ U res q , and hence that ev a induces a homomorphism of algebras ev a :Û res ǫ → U res ǫ . From (13), we deduce that
If V is a representation ofÛ 
In particular, P r .v = 0 if |r| > n.
Proof. Let 0 = v ∈ V (n) a be a U To prove the proposition, it therefore suffices to prove that
Assume that r > 0. Proceeding as in the proof of 4.3,
Finally, applying Ω to both sides of the identity in 3.1 (working inÛ q and then specialising), we obtain
Repeating the argument in the preceding paragraph, one finds that
Remark From equation (15), it is easy to show that
(1 − ǫ n+1−2s a ±1 u). 
A Triangular Decomposition
Further, call a monomial a finite product of the form product of (x
and define its degree to be the sum of the degrees of the factors. Finally, for n ∈ N, let U ∆ n be the subspace of U ∆ ǫ spanned by linear combinations of monomials of degree ≤ n. Proceeding by an evident induction on the degree, it suffices to prove the following, for all r, s ∈ N, m, n ∈ Z:
Proof of (a) and (b).
We prove the analogous statements inÛ res q and then specialise. We consider only the case n ≥ 0; the case n ≤ 0 is similar. By applying T m , it suffices to prove (a) when m = 0. By 2.5, it then suffices to prove that [(x 
q for all r, s ∈ N. Proof of 5.2. We prove both statements simultaneously by induction on n, according to the following scheme:
where (i) n is the statement that (i) m holds for all m ≤ n, and similarly for (ii) n . Both (i) 0 and (ii) 0 are obvious. Assuming (i) n and (ii) n , we consider
By 3.1 and 3.2, the right-hand side of (16) is in U ∆ q . By 3.1 again, the left-hand side equals
where z is a sum of terms each of which belongs to U ∆ q by the induction hypothesis.
n and (i) n+1 . We consider
By 3.1 and 3.2, the right-hand side of (17) is in U ∆ q , and by 3.1 the left-hand side equals (
where w belongs to U ∆ q by the induction hypothesis. So (
and (ii)
n+1 is proved.
Proof of (c).
We work inÛ res ǫ . Arguing as above, it suffices to prove that
It also suffices to do the two cases s = 1 and s = ℓ, since for any s ∈ N,
Finally, we need only consider the case m + n > 0. For, the case m + n < 0 is similar, and the case m + n = 0 can be reduced to the case m = n = 0 by applying T m , and that case is contained in (1). If s = 1, then by applying T m , we are reduced to proving that (
for all r, n > 0. This follows by taking s = 1 in 5.2(ii). The case s = ℓ follows from 5.2(ii) and the case s = 1, in view of the following lemma:
where z is a linear combination of products
where n 1 , n 2 , . . . , n ℓ and r 1 , r 2 , . . . , r ℓ are positive integers such that r 1 , r 2 , . . . , r ℓ < ℓ, n 1 r 1 + n 2 r 2 + · · · + n ℓ r ℓ = nℓ, and the constant c is non-zero.
Proof. We work first inÛ res q . It follows from 1.5 and 3.2(i) that
, as in the statement of 5.3. We
Let ω ∈ C be a primitive nℓ th root of unity, and let
Let v + be a U 
Hence, P r .v = 0 unless r = 0 or nℓ, and P nℓ .v = −v.
Now, the weight space V s is non-zero only if s is a multiple of ℓ, so x − m acts as zero on V for all m ∈ Z. Hence,
Thus, it suffices to prove that the left-hand side of this equation is non-zero. Since
it is enough to prove that
But, by 3.1, the left-hand side equals
This completes the proof of 5.1.
Remark
The arguments above actually prove the following statement: if r, s ∈ N, m, n ∈ Z, m + n ≥ 0, then (x
is a linear combination of products X − X 0 X + , where X ± ∈Û res,± ǫ and X 0 lies in the subalgebra ofÛ res,0 ǫ generated by k ± , k;0 ℓ and the P N for N ≥ 0.
Classification
Now that the triangular decomposition 5.1 is available, we are in a position to 
where Q(u) = u deg(P ) P (u −1 ).
Remarks 1. We shall often abuse notation by denoting the representation V (Λ) determined by P as in the theorem by V (P ). (10),
and hence by 3.1, P r .v Λ = 0 if r > d.
It follows that
for some polynomial P of degree ≤ d.
To prove that deg(P ) = d, note that there is an algebra homomorphism U q → U q which takes e + to x 
.v Λ = 0, and hence that Λ(P d ) = 0 by 3.1. It remains to prove that
We show first that Λ(P − (u)) is uniquely determined by P (u). By repeating verbatim the proof of Theorem 3.4 in [4] (with q replaced by ǫ), it follows that P (u) determines Λ(ψ ± n ) for all n ∈ Z according to the formula
By 2.1, it suffices to prove that P determines Λ(P −nℓ ) for all n > 0. We can assume that nℓ ≤ d, otherwise Λ(P −nℓ ) = 0. Consider the vectors (x − m ) (nℓ) .v Λ for m ∈ Z. These vectors are all non-zero, for by equation (1) (and an application of T m ), we get
Since dim(V (Λ)) < ∞, there exists a linear relation
for certain scalars a m . We can assume that a M = −1. Then, we have
Applying (x + m ) (nℓ) to both sides of equation (20) for m = −M, −M +1, . . . , −M ′ +1 and using 3.1 and the Remark at the end of Section 5, we get a system of M ′ − M linear equations for the a m with coefficients of the form Λ(P r ) for r ≥ 0. It follows that the a m are given by certain rational functions of the coefficients of P . Applying (x
(nℓ) to both sides of (20) now shows that Λ(P −nℓ ) is given by a rational function of the coefficients of P .
To prove (19), it therefore suffices to verify it in any one irreducible representation V (Λ) with Λ(P + (u)) = P (u). Further, since both sides of (19) are multiplicative on tensor products by 4.3, we can assume that deg(P ) = 1. If P = 1 − au, where a ∈ C × , then by 4.5 we can take V (Λ) = V (1) a and we have
as required. For the converse, assume that Λ is determined by a polynomial P as in the statement of the theorem. To prove that dim(V ) < ∞, note that by 4.3 it is sufficient to do the case deg(P ) = 1. But then, by 4.5,
The following result is an immediate consequence of 4.3:
have non-zero constant coefficients, and assume that V (P ) ⊗ V (P ′ ) is irreducible as a representation ofÛ res ǫ . Then, 
Then:
is the pull-back byFr ǫ of an irreducible representation ofÛ . In particular, the weight space V (P 1 ) r = 0 unless r is a multiple of ℓ, and x ± n acts as zero on V (P 1 ) for all n ∈ Z.
Realization
In this section, we prove the following theorems, which give a concrete realization of all the finite-dimensional irreducible type I representations ofÛ res ǫ . Theorem 7. 1. Let r, s, m 1 , . . . , m r , n 1 , . . . , n s ∈ N, a 1 , . . . , a r , b 1 , . . . , b s ∈ C × . Then, the tensor product
is irreducible as a representation ofÛ res ǫ if and only if We first prove 7.2, assuming 7.1. By 6.3, we must prove that every V (P ) is isomorphic to a tensor product (21). Assume that P (0) = 1 without loss. We can factorize P uniquely as
where
for some s, n 1 , . . . , n s ∈ N, distinct c 1 , . . . , c s ∈ C × , and where P 0 is not divisible by 1 − cu ℓ for any c ∈ C × . Define an ǫ-segment of length m, where 0 < m < ℓ, to be a set of the form
for some a ∈ C × . Say that two ǫ-segments are in special position if their union is an ǫ-segment longer than both the given segments, and in general position otherwise. It is easy to see that two ǫ-segments S m i (a i ) and S m j (a j ) are in general position if and only if (22) holds. Moreover, as in [4] , Proposition 4.7, one shows that the set of roots of P 0 , regarded as a set with multiplicities, can be written uniquely as a union of ǫ-segments in general position. It follows that P 0 can be factorized uniquely as
for some r, m 1 , . . . , m r ∈ N, a 1 , . . . , a r ∈ C × . Writing c i = b ℓ i , it follows from 4.2 and 7.1 that V (P ) is isomorphic to the tensor product (21). This proves 7.2. Lemma 7.3. Let r ∈ N, let m 1 , . . . , m r be positive integers < ℓ, let a 1 , . . . , a r ∈ C × and let Let s, n 1 , . . . , n s ∈ N, let b 1 , . . . , b s ∈ C × and let 
Proof of 7.3.
We proceed by induction on r, beginning with the case r = 2 for which we change notation and consider V (m) a ⊗ V (n) b . Assume that m ≤ n (by 6.5, this is without loss of generality). The proof here is essentially the same as that in [4] , Section 4.8. The crucial point is that, if m < ℓ, the structure of V (m) at an ℓ th root of unity is the 'same' as its structure for generic q. Namely, V (m) has a basis {v 0 , v 1 , . . . , v m } and action of U res ǫ given by
with (e ± ) (ℓ) acting as zero (and v m+1 = v −1 = 0). As in [4] , one checks that the only U Note that (x + r ) (ℓ) .w p = 0 for all r ∈ Z, since this vector has weight m + n − 2p + 2ℓ, which is > m+n. It follows that, if (23) holds for some 0 < p ≤ m, then w p generates a properÛ [4] , although the details are much easier. In particular, the 'quantum Vandermonde determinant' used there is replaced by an ordinary Vandermonde determinant. Cf. also [3] .)
SinceFr ǫ is obviously surjective, it follows finally that V 1 itself is irreducible if and only if b On the other hand, by 5.1 and the fact that x − n acts as zero on V 1 for all n ∈ Z, any vector w 1 ∈ V 1 is a linear combination of vectors of the form
with u ∈ N, n 1 , n 2 , . . . , n u ∈ Z. We prove by induction on u that
If u = 0, there is nothing to prove. Assume the result for u − 1, and let z 0 ∈ V 0 . By (b),
By the induction hypothesis, both terms on the right-hand side of this equation belong toÛ res ǫ .(v 0 ⊗ v 1 ), hence so does the left-hand side, completing the inductive step.
We have now proved that V is generated by v 0 ⊗ v 1 as a representation ofÛ so (x + n ) (ℓ) .z 1 = 0. Since x + n acts as zero on V 1 for all n ∈ Z, this forces z 1 to be a multiple of v 1 . But then v 0 ⊗ v 1 ∈ W . In view of the first part of the proof, this contradicts the fact that W is a proper subrepresentation.
