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Citation are only included when the source is more or less directly used to
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in all informal and unrelated situations.
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for easier verification of the statements and targeted further reading on the
subject. Page numbers are also included when referring to a source for further
reading alone, though the number of pages in these citations are commonly
much larger. In the special case when all pages are used or referred to, no page
numbers are included.
The inclusion of page numbers has several other advantages, e.g. making
it easier for the author to come back to his/her line of thought and limits an
uncritical use of sources. The use of page numbers is uncommon in science
and is possibly a growing problem, although some citing guides recommend or
require its use [23, pp.99,103–106].
Assumptions about the reader
The target reader of this thesis is a computer scientist familiar with image
analysis and at least fundamental knowledge in probability theory, statistical
methods and linear algebra, or in essence, myself prior to working on this study.
Only general basic knowledge is assumed in the research fields connected to this
study, biology and medicine, including biomedicine. Theory and results that
are assumed known are in general not discussed, but are included whenever it
is natural to do so in order to provide a complete presentation of the subjects.
Notation
When working across different disciplines, it may be impossible to satisfy even
the basic notational conventions of all disciplines. Addition challenges arise
when appealing to different geographical location. It is thus reasonable to com-
ment on some of the basic notational conventions that will be used in this study:
• In general, the notational conventions of the originating discipline will
be used, e.g. if some image analysis theory is based on statistics, which
again is partly founded on mathematics, then the mathematical conven-
tions have precedence over the statistical conventions which in turn will
have precedence over the image analysis conventions. Commonly, the orig-
inating disciplines have no conventional notation for the exact situation,
so collisions and the use of the precedence rules are rare. One particular
case in which the use of the notational conventions from an originating
discipline may be found disturbing to some readers, is the use of conven-
tional statistical notation, e.g. the use of P as the probability marker, p as
a probability mass function (pmf) (also called a frequency function) and f
as a probability density function (pdf) [11, pp.56,99,156; 57, pp.4,36,47].
When a probability function (pf) can be either a pmf or a pdf, the term
probability function or pf is used with the notation f . Such conventional
statistical notation is not always used in image analysis theory, e.g. see
for instance the use of P as the pmf and p as a pdf or pf in chapter 2 of
the standard textbook in image analysis by Duda et al. in [13]. It could
also be explicitly noted that all estimators are written with capital letters
and its estimates are written in its lower case equivalent.
• All matrices and vectors are written with square brackets, [. . . ], but paren-
theses and intermediate commas may be used to write a column vector on
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a single line, e.g. we have that:
a1
a2
a3
a4
 = (a1, a2, a3, a4) 6= [a1 a2 a3 a4]
• In is the identity matrix of size nxn.
• To be unambiguous about whether the set of natural numbers includes zero
or not, the notations N0 = {0, 1, 2, . . . } and N1 = N0\{0} = {1, 2, 3, . . . }
are applied.
• The set of non-negative number is denoted as R+ = [0,∞).
• log will be used as the logarithm with an arbitrary base and ln = loge.
• ‖ · ‖ will be used as an arbitrary norm and ‖ · ‖2 as the Euclidean norm.
• b·c will be used as the flooring operator.
• Given a set K, |K| denotes the cardinality of the set, i.e. the number of
unique occurrences in the set [22, p.26].
• The vast majority will be used as at least 75 %.
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Abstract
Providing a robust and reliable estimation of a patient’s prognosis is necessary
to make a qualified selection of the appropriate treatment for that patient.
Digital image analysis of cancer cell nuclei is useful to make such estimation.
In particular, texture analysis of the DNA organisation of nuclei has through
a substantial number of studies proved to provide quantitative information of
prognostic relevance.
Most previous studies have used the first, second or higher order statistics
to estimate the prognosis, i.e. applied statistical texture analysis. We will in
this study take a different approach where we attempt to exploit the internal
structure of DNA-specific stained nuclei. In our novel approach, we apply a
novel, refined adaptive segmentation method to extract small dark and bright
structures within the nuclei, and estimate the spatial entropy of the dark or
bright structures of each nucleus based on the area of the segmented objects.
Finally, we will use the spatial entropies to obtain some very few, but power-
ful novel adaptive texture features by adaptively estimating the discrimination
value of each spatial entropy using the combined knowledge of all relevant spatial
entropies of all nuclei across a number patients.
We have analysed our novel approach on a dataset containing 134 patients
with early ovarian cancer when using a proper evaluation method based on
statistical bootstrapping. The results are very promising. Our method performs
significantly better than the previously most promising method based on texture
analysis. Moreover, it performs consistently at least about equally well as all
other approaches based on image analysis. Combining the best feature of our
novel approach with a single other feature, we also obtain the best performance
among all approaches based on image analysis.
If selecting a subset of the dataset based on a set of predefined criteria unre-
lated to digital image analysis, our novel approach attains a correct classification
rate of 84 %. This facilitate to a two-step recognition system. Again, our novel
approach is consistently better, perhaps also significantly better, than all other
approaches based on image analysis.
In conclusion, our novel approach seems to hold a promise of reliable esti-
mation of the prognosis, which is necessary to make a qualified selection of the
appropriate adjuvant treatment. Due to a very low dimensionality and the use
of proper performance estimation, we expect that our approach will generalise
well on an independent validation dataset. Moreover, because of the combina-
tion of high adaptivity in all stages of our approach and an addressed concern
for the overfitting problem, we expect relatively good generalisation beyond the
case under study. Nevertheless, caution must be called for, and new proper tests
must as always be performed in the case of generalisations.
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Chapter 1
Introduction
We will in this thesis study a dataset of digital images of DNA-specific stained
nuclei captured from 134 patient with early ovarian cancer. Our general aim
was to develop an automatic algorithm that reliably estimates the outcome,
or prognosis, of novel patients with early ovarian cancer. Providing a robust
and reliable estimation of a patient’s prognosis is necessary to make a quali-
fied selection of the appropriate treatment for that patient. By analysing the
methodology behind such an estimation, an improved understanding of the bi-
ological processes involved in carcinogenesis, the development of cancer, may
also be achieved.
More specifically, we will attempt to capture textural properties of the digital
images in our dataset which are of prognostic value. Such analysis is related to
the analysis of the DNA organisation of the nuclei. To perform this analysis,
we will introduce a set of matrices which attempts to capture some specific
contextual information of each segmentation class of a nucleus. From each of
these matrices, a few features are adaptively extracted. The main aim has
been to develop and evaluate the prognostic value of these class specific spatial
texture features for early ovarian cancer.
We will begin this chapter with a brief biomedical introduction with focus
on relevant theory for this thesis. Our attention will in particular be restricted
to humans because these are the subjects in our dataset. The biomedical intro-
duction will end with an informal justification of why we can even hope that
the DNA organisation contains valuable prognostic information. We will then
introduce the field of digital pathology in general, and conclude the chapter with
the aim, strengths and limitations and organisation of the present study.
1.1 Biomedical background
1.1.1 The human cell
In biology, the cell is the smallest structural unit of living matter that is able to
function independently [16]. Humans consist of multiple specialized cells organ-
ised into tissues and organs, making us a part of the class called multicellular
organisms. The human cell is enclosed by a membrane and consists of spe-
cialized compartments called organelles which perform specific functions. The
largest and most prominent organelle is called nucleus, meaning kernel.
1
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The genetic information in humans is coded in the deoxyribonucleic acid
(DNA). Most of the human DNA is contained within the nucleus, but a small
proportion (about 1 %) is contained in mitochondria. We will in this study
use the term genome to refer to the genetic information encoded in the nucleic
DNA.
DNA organisation
DNA is a double helix with backbones made of sugar-phosphate and bases on
each helix oriented toward each other, forming a base pair which is connected
by a hydrogen bond. These bases code the information of the DNA; adenine
base (A) and thymine base (T) always form a pair, the same do the guanine
(G) and cytosine base (C).
Chromatin is the complexes of DNA and proteins. It is possible to differenti-
ate between several chromatin structures based on the level of DNA packaging.
The lightest packed chromatin structure, often referred to as the basic structural
unit of chromatin, is the nucleosome, a chromatin fibre of approximately 10 nm
in diameter. A nucleosome is a segment of DNA wounded around the core of a
histone protein. The nucleosomes form a 30 nm chromatin fibre, which again
forms a third chromatin structure known as DNA loops, but the exact nature
of both these structures are still a controversy, the same is the further winding
and stacking of DNA loops into more condensed chromatin structures.
The human genome
The human DNA is about 1.8 metres long and is entirely contained within each
cell, except the gamete (egg and sperm) cells, where each only carry half the
genetic information of an individual. Less than 2 % of the genome consist of
protein-coding DNA, stretches of DNA that each codes for a specific type of
protein [52, p.1556]. We will call such DNA stretches for genes in this study.
When a complete gene is stored in nucleosomes, it can be used to synthesise a
copy of the stretch in the RNA coding scheme, a coding scheme injective to the
DNA coding scheme. This copying process is known as transcription and the
DNA stretch being copied is called expressed. The synthesised RNA, specifically
amessenger RNA (mRNA), is in turn used as a template for creating the specific
protein coded in the mRNA, a process named translation.
Even though only less than 2 % of the genome consists of genes, studies
have shown that about 80 % of the genome shows signs of being expressed at
some point. Some DNA segments not coding for proteins are coding for RNA
in itself, i.e. RNA is the end product and thus no translation is performed after
the transcription. Previously researchers believed that only a small amount of
DNA expression led to RNA as the end product, but it has more recently been
found that about half of the synthesised RNA has the RNA in itself as the
end product. Such end product or non-protein-coding RNA has been found to
regulate the DNA expression - the expression of a particular RNA-coding DNA
may give rise to either a suppression or an enhancement of the DNA expression
of particular gene(s) [50, p.46]. [52, p.1556]
While the entire genome is contained within most cells, only a small portion
of the genome is expressed in a single cell at any given time. The ability of
cells to regulate and differentiate in the use of the genome makes them able to
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specialise by performing differently based on e.g. cell type, location in the body
and local and distant needs of the body.
1.1.2 Cancer
The function and growth of each cell is normally carefully regulated to meet
local and distant needs of the human body. There exist an vast amount of
mechanisms controlling the different processes taking place and correcting any
fault - the entire system is so complex that it is nearly impossible for a cell
to escape all the controls and survive in an escaped state as an abnormal cell
would normally destroy itself, a process known as apoptosis. However, through a
multistep complex process which may last more than half of the individuals life
time, cells may escape the carefully controlled environment and form a tumour.
A tumour may either be benign or malignant. A benign tumour neither
invades adjacent tissues nor metastasises, which is the spread of a disease to a
non-adjacent organ or part, e.g. the spread of a tumour to a new tumour in a
non-adjacent organ. A benign tumour may still cause the carrier complications
as it may grow so large that it interferes with adjacent environments.
A malignant tumour is called cancer and is the family of diseases char-
acterised by both uncontrolled growth and invasion into adjacent tissues. A
tumour is classified as malignant if it invades adjacent tissues, which clearly
separates them from the benign tumours which are self-limiting. Another com-
monly accepted property of malignant tumours is its the ability to change, e.g.
adapt to its surroundings, gain new properties or loose old restrictive properties.
It is also typically assumed to be capable of metastasis, but prior to metastasis
it is still unknown whether a particular malignant tumour possesses this capa-
bility as it requires a whole series of fundamental changes in its cells. However,
if left untreated, it is reasonably assumed that all malignant tumours will be
able to metastasise at some point in the future and they thus pose a serious
threat to the carrier.
Prognosis
A malignant tumour is diagnosed according to the cell type and tissue of origin,
the extent of spread and other observations. However, given a set of diagnoses,
there always exist some who relapse and others who do not. It is therefore
interesting to supplement the diagnoses by attempt to estimate what separates
the patients who relapse from the other patients with the same diagnosis. In
some cases, such prognosis estimation could also be performed across different
diagnoses.
Since the task in this study is prognosis estimation, it makes sense to point
out why someone do relapse at all. There are mainly two reasons, one being
that the treatment, e.g. the surgery, the chemotherapy, the radiotherapy or any
combination of multiple treatments, failed to completely remove or permanently
disable the cancer, and the other being that an undetected spread had occurred
prior to or before the completion of the treatment.
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1.1.3 DNA organisation and carcinogenesis
As mentioned in the introduction of this chapter, the analysis found later in
this thesis is related to the analysis of the DNA organisation in the nuclei. The
discussion in this subsection should not be seen as a part of a research text, it
is merely intended to inform the reader of this thesis of why we can expect to
find prognostic valuable information in the DNA organisation.
Oncogenes and suppressor genes
Much research in carcinogenesis has the last decades been focused on specific
genes called oncogenes and suppressor genes or anti-oncogenes. The basic idea
was that carcinogenesis was caused by multiple mutations in such genes.
A oncogene is a gene responsible for normal growth and differentiation of
cells, but their erroneous expression may also cause abnormal cells that normally
should have undergone apoptosis to survive and proliferate instead. As the
name anti-oncogene indicated, a suppressor gene has approximately the opposite
function as a oncogene, more precisely it may slow down the cell cycle and thus
effectively decrease the cell division rate, and it may promote apoptosis. If a
suppressor gene is not functioning as normal, e.g. due to mutation or erroneous
lack of expression, it may substantiate to the development of tumours.
The oncogenes and suppression genes are closely related to the cell cycle
and in particular the process of controlling the replication of the DNA. Because
of this, the mutation of some such genes may both increase the cell division
rate and increase the probability of other mutations, both due to fewer control
mechanisms during replication, and cause proliferation despite incorrect repli-
cation. As an example, the most frequently mutated gene in human cancer, a
suppressor gene called TP53, codes for a protein, called p53, which can (among
other things) be compared to an ‘emergency brake’ that halts proliferation if
conditions are not adequate for correct DNA replication [63, pp.231,233]. It is
thus interesting to note that a mutation in this single gene is found in over 50
% of all human cancer tested for this mutation [63, p.232].
There has in many patients suffering from cancer not been located any mu-
tation in known relevant oncogenes and suppressor genes. One can naturally
assume that these cancers were caused by mutations in unknown oncogenes and
suppressor genes, but this theory becomes less probable as gradually more genes
get characterised.
The theory of oncogenes and suppressor genes does not include the expression
of the DNA. This questions the generality of the theory, because it is the DNA
expression that results in production of RNA and/or proteins, which in turn
performs a wide variety of function, and thus both reflects and partially controls
the function of the cell. Furthermore, we have already mentioned that RNA-
coding DNA stretches are relevant to the DNA expression and thus the function
of the cell, which indicates that it may in general not be sufficient to only study
the mutations in and expression of genes. From these observations and the
information that about 80 % of the genome show signs of being expressed at
some point, we can conjunct the hypothesis that the theory of oncogenes and
suppressor genes is a part of a larger picture involving the majority of the DNA
and its expression.
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DNA organisation in malignant tumours
In many patients suffering from cancer, a general abnormality in the DNA organ-
isation can be observed, which may be the results of e.g. an increased amount
of DNA content or different DNA expression. Moreover, if mutations have oc-
curred in known oncogenes and suppressor genes, then one can typically also
observe a general change in the DNA organisation. In particular, the majority of
TP53-mutations result in the most common form of genomic instability known
as aneuploidy, a ploidy type that will be discussed in section 3.1, which is asso-
ciated with an increased amount of DNA content and thus a general change in
the DNA organisation [58, p.293]. It seems thus reasonable that an analysis of
the DNA organisation is likely to both capture the effect of multiple mutations
in known oncogenes and suppressor genes and the limitations with this theory,
e.g. mutations in unknown oncogenes and suppressor genes and the importance
of DNA expression.
It is worth noting why a general change in the DNA organisation is a result
of e.g. an increased amount of DNA content or different DNA expression. The
main reason is the strict organisation of the DNA; a single, connected double
helix of about 1.8 meters is required to fit in the nucleus with a diameter of
about 6 micrometres. Of course, the change may be more or less dramatic with
respect to the entire DNA organisation, but because the organisations is so strict
it is likely that even a minor alteration, e.g. slightly more DNA or a slightly
different DNA expression, would result in rather significant changes.
The analysis of DNA organisation can also be justified by using theory. We
have already commented that the DNA and its expression reflects and partially
controls the function of the cell. As the function of the cells in malignant
tumours is abnormal, it is only natural to assume that these abnormalities are
reflected in or based on changes in the DNA and its expression. Evidence of
such relationship has also been shown in studies [8, p.45]. It is thus possible
to view cancer as a disease of the DNA organisation. Some studies that have
revealed relationship between DNA organisation and cancer have also proposed
and made probable that the changes in DNA organisation is associated with
carcinogenesis in itself [8, pp.39–41; 9, p.6].
1.2 Digital pathology
Pathology is the branch of medical science that studies the causes, nature and
effects of diseases. A pathologist is a medical doctor who specialises in pathology.
Digital pathology is the digital subdivision of pathology, which attempts to assist
and automate, though not replace, the pathologist. An obvious way of assisting
the pathologist is to let the pathologists subjective evaluation to be completely
moved into the electronic domain. Such a transition will require the production
of digital images with a resolution which is, for all practical purposes, equivalent
to or better than the physical view the pathologist traditionally has evaluated.
This field of digital pathology has received much clinical and commercial interest
and is today to a large extent achieved. In particular, there exists today only a
few special situation within cancer research where the technology is not sufficient
for this transition to be performed. [45, p.90]
While enabling the pathologist to move into the electronic domain is an
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important promise within digital pathology, it is far from the only way to assist
the pathologist. Three other important promises within digital pathology have
been recognised; diagnostic, response prediction and prognosis. All these three
promises can assist the pathologist through automation of routine tasks needed
or helpful when performing the subjective evaluation, through verification of the
subjective evaluation, and to automatic, or in combination with the pathologists
expertise, evaluate cases with subvisually essential attributes. [45, p.90]
1.2.1 Digital pathology in cancer research
In (digital) diagnostic, the aim is to automatically classify any desirable charac-
teristics of a disease, which may include the type of disease, or in any way assist
the pathologist in doing so. For instance, much effort within cancer research has
been made to make a diagnose about some characteristic with, or the presence
of, cancer [39, pp.4–6; 45, pp.139–144,146–149]. Going forth to the estimation of
an unknown future, (digital) prognostics attempts to provide a reliable estimate
of the patient’s outcome and (digital) response prediction predicts how a given
cancer is likely to respond to a specific treatment [45, p.90]. Such estimates
about an unknown future is not something even the pathologists are willing to
provide on their own because they are not able to make a sufficiently reliable
prediction. This makes it likely that these tasks are in general subvisual, a
property that has been recognised in previous studies, if the true outcome or
prediction is at all estimable in all cases [8, p.39].
However difficult, providing robust and reliable estimates about the general
outcome or the outcome with a specific treatment may lead to improved un-
derstanding of the biological processes involved in carcinogenesis, thus in turn
making more reliable estimates possible and maybe even result in better novel
or improved treatments. Also highly relevant, it can be used for a wiser selection
of appropriate treatment for a given patient. In particular, because adjuvant
treatment after surgery can cause the patients serious complications, both phys-
ically and socially, it may be better to not perform any adjuvant treatment on
patients with very low probably of relapsing. This is especially relevant for the
material analysed in this thesis, where a study using a well established statis-
tical regression analysis called Cox proportional hazards regression could not
find significant difference between different adjuvant treatments and no adju-
vant treatment (giving a P-value of 68 % (!))1, thus making it likely that the
effect on the outcome of skipping adjuvant treatment is small and likely worth
the risk for many low-risk patients [29, pp.1495–1496].
Nuclear image analysis
Nuclear image analysis is the field of image analysis dealing with nuclei, both
intra and inter relationships. Within cancer research, popular features extracted
from the digital images of nuclei uses the grey-level cooccurrence matrix (GLCM)
[20; 45, pp.96–105; 65, pp.12–14] the grey-level run length matrix (GLRLM) [18;
45, pp.106–109] and fractal estimates [45, pp.114–117; 65, pp.22–24]. [45, p.91]
1It should be noted that the study in [29, p.1495] only included 13 (of 284) patients with
no adjuvant treatment and that practical circumstances could make any dataset more biased
than statistically expected, in particular that the assumed statistical independence could be
slightly questionable in general, but it is difficult to question the result because of this due to
the highly significant P-value.
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Unfortunately, a majority of researchers violated the assumptions of the sta-
tistical evaluation methods, in fact, in a recent study only 30 of 160 reviewed
papers used acceptable statistical evaluation methodology [45, p.137]. The typ-
ical effect of this violation are overoptimistic results [60, p.75; 54, pp.293–294].
Even more severely, the violation has different influences on the performance of
different features, thus researchers may be led to wrong conclusions on which
features are appropriate [54, pp.293–294]. As will be more fully explained in
section 6.6, the effect of adding more features under such violation is also mis-
leading because the result becomes gradually more overoptimistic and rather
quickly, depending on the dataset under study, completely useless to classify
novel cases [60, pp.72–76].
1.3 The present study
1.3.1 Aim
The main aim of the present study has been to develop an automatic algorithm
that reliably estimates the prognosis of novel patients with early ovarian cancer
using adaptive features based on the spatial entropy within each of a couple of
segmentation classes. These class dependent spatial features are novel features
which are adaptively extracted from some matrices coined class specific dual en-
tropy matrices (CSDEMs). Each class specific dual entropy matrix (CSDEM)
attempts to capture some specific contextual information present within its cor-
responding segmentation class. The segmentation will be the result of applying
one of some proposed segmentation methods. The study will also include an
evaluation of the performance of these features and other promising features for
the given dataset.
1.3.2 Strengths and limitations
This study is based on a specific set of digital images acquired from women with
early ovarian cancer who have undergone a nearly identical surgery and most
are given one of two adjuvant treatments (details will be given in chapter 2).
Furthermore, the same pathologist has selected the relevant part of the cancer
tissue and the same trained personnels have prepared the tissue segment using
the same standardised techniques, acquired the digital images using the same
equipment, selected the useful cell images and segmented the cell images using
a manually chosen global threshold, and, in addition, all patients lived under
similar environmental conditions as country and period of time.
These precisely defined circumstances have mainly two advantages. First of
all, the precise definition makes it relatively easy to reproduce a similar sce-
nario. Secondly, the mixture of different circumstances may significantly reduce
the prognostic value of our methods, thus it will be relatively easy to detect
whether our methods are of prognostic value for such precisely defined circum-
stances. This latter advantage does however also imply a limitation as it re-
stricts the generality of our results to the defined circumstances, and therefore
also the extent to which we can claim our methods are of prognostic relevance.
However, most of these factors can be assumed to be of minor importance or
irrelevant, e.g. the adjuvant treatment (as commented in section 1.2.1) and the
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environmental conditions, or at least minor under similar conditions, e.g. by
using the same standardised techniques, similar equipments and other similarly
trained personnel, and thus the methodology or maybe even the results may
be appropriate to use for more general situations. Any generalisation must of
course be performed with caution and new proper tests should be performed to
evaluate the generalisation. This is particularly important if either the type or
stage of cancer or the type of surgery is changed, as such changes alter the foun-
dation of the analysis. In terms of generalisation and the fundamental changes
mentioned, it is duly noted that such fundamental changes may cause the type
of adjuvant treatment to be prognostically significant and thus central in the
limitations of these generalisations.
1.3.3 Organisation
This thesis is organised in the same manner as the stages in the design of a
pattern recognition system [56, p.252]. We will begin with describing the dataset
in chapter 2, both how it is collected and potential challenges associated with it.
In the search of relevant features, we will describe previous work relevant for our
study in chapter 3. This description will emphasise the relevant features for this
study, but also include the description of a method called DNA ploidy analysis,
which is not based on image analysis. We will then continue to describe the
proposed features based on the CSDEMs in chapter 4. The search for relevant
features is concluded in chapter 5 by a summary of the features that will be
applied in this study.
The used classification methods and the most important challenges associ-
ated with supervised learning will be discussed in chapter 6. This chapter will
also include a discussion of the evaluation methods. The evaluation of the rele-
vant features will be performed in chapter 7, which also will include a thorough
discussion of the features, the classification results and their interpretation. We
will finally conclude in chapter 8 with some general comments and present a list
of suggestions for further work in chapter 9.
The structure of this study aims to provide a fluent reading of the entire
thesis and is inspired by the world’s most recommended format for scientific
papers [67], Introduction, Material and Methods, Results, and Discussion (IM-
RaD), but is not restricted to this recommendation. In particular, we note that
the results and the discussions are interleaved to ease the reading. A discussion
is also presented in connection with every topic where it is feels natural to do so
in order to ease the reading while providing a good understanding of the topics.
Also, a few results from previous work are reprinted in chapter 3.
Chapter 2
Material
We will in this thesis study a dataset of digital images captured from 134 patients
treated for early ovarian cancer during the period 1982–1989. There exists on
average about 281 digital images for each patients (ranging from 220 to 314),
each imaging a DNA-specific stained nucleus of the patient. In all patients,
the ovarian cancer is not a metastasis, i.e. it is the primary cancer. Both
ovaries and the uterus were completely removed in all patients, either in a
surgery at a county hospital or at The Norwegian Radium Hospital, or in two
surgeries, one at both mentioned locations. The vast majority of the patient had
either chemotherapy or intraperitoneal instillation of 32P as adjuvant treatment,
but, as earlier mentioned, a well established statistical regression analysis on
a superset of the patients in our dataset could not find significant difference
between different adjuvant treatments and no adjuvant treatment, thus it seems
reasonable to treat the dataset as homogeneous with respect to treatment. [29,
p.1495–1496]
To be able to make a precise presentation, a couple of definitions are needed.
Define relapse of ovarian cancer as the occurrence of a cancer which is assumed
to be related to the surgically removed ovarian cancer. Let relapse-free survival
rate denote the proportion of patients who did not relapse the ovarian cancer
within a specified time after the last relevant surgery. We note that this quantity
should be computed using survival analyses to allow censoring of the patients
who died of other causes, i.e. not of a relapsed ovarian cancer, where censoring
a patient refers to the ability of survival analyses to use the information that
a patient did not relapse before its disease-unrelated death, while ignoring its
presence after its death.
All patients where followed up until their death or 31st December 1998 [29,
p.1495]. For each patient, the relapse of ovarian cancer and time of death where
recorded.
Our dataset can be seen as a learning dataset extracted from a superset
containing 284 patient, 28 of whom died of causes unrelated to ovarian cancer.
No patients who died from other causes within ten years where included in
our dataset. The patients in our dataset are categorised as either relapse-free
survival or relapse of ovarian cancer, both within ten years, and these categorised
are named good prognosis and bad prognosis, respectively. In total, 94 patients
were categories as good prognosis and 40 patients as bad prognosis.
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2.1 Ovarian cancer
Ovarian cancer is one of the most common gynaecologic malignancies and the
fifth most frequent cause of cancer death in women. Under some restriction,
e.g. at least twenty years old women where their ovarian cancer is the primary
cancer, over 95 % of ovarian cancers are located in epithelial cells. Such cancers
are called carcinoma and the patients in our dataset all have a specific type of
carcinoma called adenocarcinoma, which contributes to nearly 90 % of all cases
of ovarian cancer. [28, pp.133,136]
Ovarian cancers are as other cancers staged according to the extent the
cancer has spread. For ovarian cancers, the cancer is diagnosed as stage I, the
most restrictive stage, if its growth is limited to the ovaries [28, p.134]. All
patients in our dataset are diagnosed as this stage, but without lymph node
staging, and there exist no borderline cases.
2.2 Imaging procedure
The following imaging procedure is known as monolayer preparation and will
project each complete nucleus on the surface of the camera’s sensor chip, which
stands in contrast to histological sectioning where the sections are cut much
thinner which emphasis the analysis of the nuclei internal structures.
After surgery, a single pathologist has selected the relevant part of the cancer
tissue of each patient. Each tissue sample were fixed in 4 % buffered formalde-
hyde, and then paraffin-embedded before it was cut in two 50 µm sections. The
sections were then enzymatically digested (SIGMA protease, type XXIV, Sigma
Chemical C., St. Louis, MO) for preparation of isolated nuclei. After placing
the nuclei on a glass slide, they were Feulgen-Schiff stained according to an es-
tablished protocol and another glass slide was mounted on top of the stained
nuclei. This concluded the preparation of the nuclei for imaging. [47, p.77]
The imaging was preformed using the Fairfield DNA Ploidy System (Fair-
field Imaging LTD, Kent England) which consisted of a Zeiss Axioplan micro-
scope equipped with a 40/0.75 Zeiss objective lens, a 546 nm green filter and a
black and white high resolution digital camera (C4742–95 Hamamatsu Photon-
ics K.K., Hamamatsu, Japan). This imaging technique is in the category of light
microscopy imaging. By moving the slide under the camera and using manual
focus with a physical focus level of about 1.5 µm, digitalisation of the nuclei
were stored in virtually overlapping monochrome images of 1024x1024 pixels,
corresponding to a physical resolution of 166 nm per pixel, with 10 bits pixel
depth. The digital images were then shade corrected, see details in section 2.2.1
below. Then trained personnels segmented the nuclei using a manually chosen
global threshold and removed non-epithelial, incomplete and connected nuclei.
[47, p.77]
Some examples of the resulting images are visualised in figure 2.1. Since the
imaging is based on the proportion of the emitted illumination that reaches the
camera’s sensor chip (rather than just reflection of the nuclei) and the DNA-
specific staining is designed to absorb the emitted illumination, the nuclei will be
visible as dark objects on a light background (before segmentation) and the level
of darkness is positively proportional to the density of the DNA. The technique
of monolayer preparation and the use of a narrow focus will result in an averaging
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Figure 2.1: Examples of images resulting from the described imaging procedure.
The images in the top row are taken from a patient with good prognosis while the
bottom row images are taken from a patient with bad prognosis. The number of
pixels that are segmented to be a part of the nucleus, hereafter called cell pixels,
are from the left to the right 2475, 3215, 3690 and 5014 for the top row and
3670, 4419, 5485 and 8847 for the bottom row.
which also includes contribution of parts of the nuclei which are not inside the
optical focus depth. More precisely, each resulting pixel may be viewed as the
average of trivariate normal distributions of infinite sections perpendicular to the
axis from the corresponding point on the camera’s sensor chip to the illumination
source, where each distribution is centred at the intersection between the section
and the mentioned axis and have uncorrelated and equal variances that are
positively related to the least physical distance from its centre to the level where
the image is in focus.
2.2.1 Shading correction
Let us refer to the virtually non-overlapping 1024x1024 images of the nuclei,
captured as described above, as the original images of the patient. In addition
to these, a single image is acquired for each patient when imaging a region clear
of tissue sample. This image will be referred to as the reference image of the
patient. Ideally, the reference image would be completely white, indicating that
no light is absorbed, reflected or refracted when the tissue sample is not present.
However, some absorption, reflection or refraction will occur. The glass slides
are in particular subject to both absorption and reflection, thus likely giving
a generally darker region, though probably not a dark one. The illumination
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may also be somewhat uneven, thus the reference images may be an unevenly
illuminated greyed image. Furthermore, minor defects in the microscope can
contribute to artifacts visible on exactly the same spots in all the original images
and the reference image. This last artifact, which may be relatively large in
comparison with the small nuclei, may be the most severe for texture analysis
methods, a class of methods that can loosely be characterised by those methods
that measures or exploits the interpixel relationships. In general, all causes
that makes the reference image deviate from a completely white image may also
result in a decreased classification performance, thus, correcting the original
images using the reference image may improve the performance of the classifier
and is of course the reason to capture the reference images.
Let us imagine that each pixel in the original image as the result of a light
beam from the illumination source, through the glass slides and potentially a
part of the nucleus, and onto the corresponding point on the camera’s sensor
chip. From basic physics we now that the absorption, reflection and refraction
occurring at any point (in the physical space) will result in a multiplicative
proportional decrease of the intensity of the light beam. Thus, in our simplistic
model of the origin of each pixel in the original image, the associative and
commutative properties of multiplication allows us to isolate the contribution
of the nucleus by dividing the original image with its reference image.
Even if assuming equal environmental conditions when capturing the differ-
ent image pairs, the mentioned simplistic model is in general not sufficient to
isolate the contribution of the nucleus. The reason is that the presence of nuclei
may cause light beams to refract and to end up hitting the camera’s sensor chip
on a different region than it originally was directed toward. The resulting mea-
sured deviation on the camera’s sensor chip is thus correlated with the original
images in itself. Some of such deviations are associated with the density of the
DNA and can be accommodated for, and we will in section 3.1.3 see a study
using DNA ploidy analysis which does such accommodation, but, in correspon-
dence with previous image analysis studies on our dataset, we will not bother
to correct for these deviations here.
Due to the mentioned problem with the refraction and because slightly dif-
ferent circumstances can be present when acquiring the images, the measured
intensity at some elements in some original images may exceed the measured
intensity at the corresponding elements in the reference image. Because we
generally expect these error to be small, we will simply deal with them by set-
ting the relevant elements to one. Finally, each element is multiplied by the
maximum grey level value and rounded down to the nearest integer1.
To summarise, we perform the shade correction of each element (i, j) in each
original image O by computing:
b(G− 1) min
{
1,
O(i, j)
R(i, j)
}
c (2.1)
where G is the number of grey levels in the original image (210 = 1024 for our
image) and R is the reference image of the same patient. Figure 2.2 illustrates
1The type of rounding is unimportant, though one may argue that rounding down is better
because these image typically use much of the higher intensity values, but few or none lower
intensity values, thus rounding down can give a slightly higher dynamic range, i.e. a slightly
higher ratio of the maximum grey level value to the minimum grey level value of the resulting
images.
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Figure 2.2: At the left we see the nucleus part of an original image (which is
naturally much smaller than the entire 1024x1024 original image it is contained
within) and the same region of the reference image is shown in the middle. Both
images are taken from the dataset under study. The reference subimage clearly
shows an artifact (e.g. in the microscope), and the same artifact is also visible
in the original subimage. At the right we see the result of the shading correction
performed by using equation (2.1) on these subimages.
the result for the nucleus part of an original image in our dataset.
The images resulting from applying the shade correction are called the shade
corrected images. After applying the mentioned global threshold and separating
different nuclei, the resulting images are called the cell images, though they
really are images of DNA-stained nuclei of epithelial cells. We will in our texture
analysis only use these cell images.
2.3 Challenges with the dataset
Before we look at the previous and present work on our dataset, let us discuss
some challenges associated with it.
A general problem with imaging microscopic objects is that it is difficult to
produce images with high spatial resolution. Because the images in our dataset
are acquired some time ago, their resolution is also relatively low in comparison
with what we could have been obtained today. In total, the spatial resolution of
the cell images are low. The average number of cell pixels, hereafter called cell
area of the cell image, is less than 4000. This, especially in combination with
the projection of entire nuclei, makes the analysis of detailed textural structures
difficult.
From figure 2.1 and an inspection of other cell images, it seems reasonable
to assume that the human visual system are not able to decide the prognosis
of all patients based only on their cell images. This assumption is enforced
by previous studies and the mentioned fact that even the pathologists are not
able to provide reliable estimation of a patient’s prognosis (see section 1.2.1).
Our task can thus be claimed to be subvisual in general, if such cell images
at all contains the relevant information to perform the correct prediction in
all cases. It should however be noted that there exists visual, preattentively
discriminable2 elements that has been shown to be of prognostic value, see for
2The term preattentively discriminable was introduced by Julesz to mean that the a texture
14 CHAPTER 2. MATERIAL
instance the results of using the GLCM in [47, p.84].
We will in the following discuss the challenges associated with the imaging
procedure, then with the collection of cell images and finally with the assertion
of diagnosis and outcome.
2.3.1 Challenges with the imaging procedure
Because the pathologist’s selects the relevant tissue manually, this will introduce
a major subjective element which may cause challenges. Also, the fixation, the
enzymatic digestion and the staining may introduce artifacts. In particular, the
enzymatic digestion may cause liquid to be unevenly absorbed by the nuclei
which in turn affects both their absolute and relative area and texture. While
these artifacts may cause deviations in the resulting cell images in our dataset,
the most severe cases are identified on patient level by using the non-epithelial
cells which are naturally included of the cancer tissue sample, and removed prior
to forming the dataset.
A major challenge with our dataset when attempting to use texture analy-
sis is caused by the use of the monolayer imaging technique. This is because
the projection of entire nuclei is likely to hide much texture information. In
particular, it is likely that many more and/or less condensed chromatin struc-
tures will partly or completely overlap. This can make the observed chromatin
structures unrealistic, e.g. by being only partial or being composed of multiple
chromatin structures (possibly of different condensation), and can completely
hide less condensed structures behind more condensed ones.
The mentioned problem in section 2.2.1 that refraction may cause increased
response in other relevant regions on the camera’s sensor chip than the region the
light beam originally was directed toward, may also cause some complications.
Moreover, it is known that mitochondria can be connected to the nuclei at the
point of imaging, which will cause increased absorption, reflection or refraction,
but this is not a severe problem as the mitochondria only contributes to about
1 % of the DNA.
The net effect of the challenges with the imaging procedure is an increased
uncertainty in the relationship between the observed intensity in pixels in the
cell images and the true DNA content at the corresponding locations (i.e. the
true measure of how condensed the DNA is a specific location). In particular, the
uncertainty in pixels with high intensity, i.e. with a small amount of measured
DNA, will be large. In comparison, the uncertainty in pixels with low intensity
will be much less.
2.3.2 Analytical unit
An obvious difference from many image analysis problems is that we in our
dataset have images of cells, but we wish to classify the patients which have
many cells each. Of course, if we allow ourself to assume that a single cell can
have cancer, then we could classify the cells and base the classification of the
patients on this by using e.g. a cutoff value, for instance prevalence (‘majority
vote’), or a function of a measurement of each cell within a patient that describes
both the affiliation of the cell and the certainty of this affiliation.
pair was immediately perceived as two differently textured regions by the human visual system
[65, pp.4–5].
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There are several problems with basing the classification on the cells. Firstly,
it is not normal to claim that a single cell can have cancer. This can be seen
from the presented definition of cancer in section 1.1.2, which is based on the
invasive growth of the entire tumour. However, we have seen that the invasive
growth is likely to be founded in DNA changes in its nuclei, thus this problem
can be said to be more of a theoretical than practical art.
Other problems are however also of practical importance. Two correlated
problems of this art follows from the definition of cancer as invasive and the
assumption that it is sufficient that a single survival proficient cell has spread
for a metastasis to be formed in time. The first of these problems makes it likely
that there exists several normal cells within even the most essential part of the
tumour3, while the other makes it likely that a highly invasive malignant tumour
may already have spread while a more compact, but still invasive, tumour may
still be restricted to its original location (the ovaries in our case). Both these
problems indicates that making the decision on patient level based on any cutoff
value or any function that weights each cell contribution equally is likely to be
suboptimal in general. It also indicates that claiming that all cells within a
bad prognosis patient are ‘bad prognosis cell’, or even cancer cells at all, is
highly questionable and likely to mislead the classifiers constructed using this
assumption.
Lastly, another important problem with classifying on a cell level arises from
the fact that cells can not be seen as independent samples in general, even cells
within the same patient are in most circumstances dependent [45, p.119; 60,
p.65]. A classification of patients based on treating the cells as independent
samples have been shown to lead to highly biased outputs for all tested statis-
tical procedures, and this error can neither be diminished nor controlled [64,
pp.191,200].
As an alternative to basing the classification of patient on multiple cell clas-
sifications, we could classify the patient directly. We could state this as using
the patient, and not the cell, as the sampling unit [45, p.119] or the analytical
unit [64, p.192]. Using the patients as the analytical units is a recommended
approach [64, p.200] despite the fact that this drastically reduces the number of
patterns, see section 6.3 for a discussion on the importance of many patterns.
It can be noted that a cell analysis based on a cutoff value could be mimicked in
a patient analysis by simply obtaining the same feature vectors from each cell
image as would be done in the cell analysis, and then using the average of these
feature vectors within each patient as the feature vector of the corresponding
patient. This procedure would correspond to a weighted cutoff rule where the
cutoff value would be dynamically determined (indirectly in the design of the
patient classifier). Other cell analysis could also been mimicked, e.g. if using
the function mentioned above that describes the affiliation and its degree of a
particular cell, changing the average of the feature vectors in the procedure just
described to a similar function of the feature vectors will result in a patient
analysis procedure that mimics the corresponding cell analysis approach.
3The reader may reason that because the pathologist classifies the tumour as malignant
based on invasive growth, it must be possible for such trained personnel to separate the normal
cells from the cancer cells using this intercellular relationship. Indeed, this is possible in general
[60, p.70]. However, the monolayer imaging procedure has destroyed this relationship at the
point of imaging, thus making this type of separation impossible as a postprocedure for our
situation.
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By using the patient as the analytical unit, we potentially eliminates all the
above mentioned problem with classifying cells. However, as features in image
analysis are generally extracted from each image, many nuclear image analy-
sis approaches simply averages, sums or obtains other characteristics from the
distribution of cell feature vectors [45, p.119]. When obtaining such a charac-
teristic, the effect of possible dependencies within a single patient should be
noted, but more importantly, the mentioned problems associated with the tu-
mours heterogeneity and their differences in degree of invasive growth will still
be present. These two latter problems could be accounted for by selecting one
or multiple subsets of cells with specific prognostic value and extracting tuned
characteristics from this or these feature distributions (possibly resulting in sev-
eral features). A method related to this approach is DNA ploidy analysis which
groups the cells in different categories based on their DNA content, see section
3.1 for details. Similar approaches could also be suspected to have prognostic
value when using texture analysis, but other subsets could also be obtained. In
particular, several studies have attempted to detect such subsets by applying
clustering [45, p.118], but not necessarily used the estimated clusters to extract
specialised features from subsets of cells for classification purposes. Another
strategy that also will account for the same two problems is to look for special
types of cells with decisive prognostic value. Such an approach is similar to the
pathologists work, but the problem will then be to appropriately defined the
characteristics of these special cells. [60, p.71]
Lastly, we should mention a third way of analysing the dataset which is
based on nested variance analysis. Such approach allows a direct analysis of the
highly hierarchical structure of patients and cells found our dataset, and also
allows us to perform independent tests on both cell and patient level. We note
that such methods seems adequate and could also have been recommended, but
this approach will not be persuaded in this study due to a limited development
of classification methods in this context [64, pp.193,200]. [60, p.71]
2.3.3 Why relapse?
A natural question to ask is why do anyone relapse? For cancer in general,
we mentioned two main reasons in section 1.1.2. The first was that the treat-
ment, here the surgery (or surgeries), failed to remove the entire malignant
tumour. This reason is highly unlikely for the patients in our dataset, because
the ovaries are strongly separated from the surrounding organs and all patients
in our dataset had both their ovaries and their uterus completely removed in
surgery. We are thus left with the second main reason, which is that a spread
had already occurred at the time of surgery, or before the last surgery for the
patients who underwent a partial surgery at a county hospital prior to a new
surgery at The Norwegian Radium Hospital. For our patients, this could either
be an unrecognised metastasis in a lymph node or a spread that had not yet
grown enough to be discovered [29, p.1499]. It is duly noted that such a spread
contradicts the mentioned definition of the stage I ovarian cancer, thus these
cases are in fact not stage I ovarian cancer. Thus, when applying the mild as-
sumption that the entire malignant tumour was removed in surgery, our dataset
should not have contained any patients with bad prognosis because we should
have been dealing with only stage I ovarian cancer.
Apparently, some patients in our dataset do not have stage I ovarian cancer
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and have thus been misdiagnosed to this category. This is however not the only
problem related to the recorded prognoses. Another important problem is that
some patients may have been recorded as relapse of ovarian cancer when they
really died of a unrelated cancer occurrence - or not cancer at all. The opposite
error is also possible, i.e. that a patient’s relapse of ovarian cancer within ten
years after surgery was not recorded.
We should comment the effect of this last possible error, the incorrectly
recorded outcome, on the classifiers we will later design. While most of the
mentioned challenges are likely to ‘only’ result in some more or less dramatical
changes in the cell images, this last error will directly confuse our classifiers
when its designed and a single incorrectly recorded outcome can cause multiple
misclassifications. The need to build robust and general classifiers are always
strong in image analysis problems, but we can note that the possible presence of
recording errors makes the need of robust classifiers even more prominent in this
study. It should also be noted that these errors, along with the other challenges
or errors, makes it probable that even a perfect classifier, i.e. a classifier that
always predicts the true prognosis, does not achieve a 100 % correct classification
rate, thus a minor error rate is not only acceptable, it is probably also preferable.
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Chapter 3
Previous work
Several studies have been published on datasets overlapping with our dataset.
We will in this chapter look into the most effective methods that have been
tested on such datasets and include a discussion of their positive and negative
properties.
We will begin this chapter with a discussion of the DNA ploidy analysis,
which will be the only presented method that is not based on image analysis.
The relevant published study using this approach is the already mentioned study
by Kristensen et al. [29] which applies survival analysis on the superset of our
dataset containing 284 patients.
A discussion of some of the image analysis methods previously used on
datasets overlapping with our dataset will follow. Because of the assumed prog-
nostic value of the DNA organisation, see section 1.1.3 for details, most image
analysis methods will in this context be texture analysis methods. Also, the
subsequently proposed method in chapter 4 is based on texture analysis, thus
such methods are of primary interest in this study.
3.1 DNA ploidy analysis
In DNA ploidy analysis, we obtain a histogram of the estimated DNA content of
each cell belonging to a single patient and classifies the histogram into different
ploidy types, e.g. diploid, tetraploid, polyploid and aneuploid. Each patient can
then classified as good or bad prognosis according to their ploidy type, e.g. the
study by Kristensen et al. [29, p.1495] indicates the assignment of the diploid
and tetraploid cases to good prognosis and the polyploid and aneuploid cases
to bad prognosis.
3.1.1 DNA content
The DNA content of a single cell is estimated as the integrated optical density
(IOD). Define A ∈ Nm,n0 as an image with height m and width n, and define
also f : Nm,n0 → [0,∞) as the function that gives the IOD of the specified image.
Then f is defined as:
f(A) = −
m∑
i=1
n∑
j=1
log10
A(i, j)
B(i, j)
(3.1)
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where B ∈ (R+)m,n is the background intensity image corresponding to A and
the entries of A and B is one-indexed. The negation of the summand in the
equation above is called the optical density (OD) of the corresponding pixel and
is a measurement of the DNA content in that specific pixel. In practise, some
ODs may be slightly negative because of measurement errors. Such elements
are simply ignored when computing the IOD.
3.1.2 Ploidy classification
Diploid cells are cells with normal DNA content, i.e. 46 chromosomes. Tetraploid
cells have twice the normal DNA content, i.e. 92 chromosomes. Because some
cells can be expected be in the mitotic phase and the genome of such cells have
been duplicated prior to entering this phase, some tetraploid cells can be ex-
pected in any normal tissue. Cells with four and eight times the normal DNA
content is called octaploid and hexadecaploid, respectively. All cells with a pos-
itive power of two times the normal DNA content can be called euploid cells.
The ploidy classification is typically performed by specially trained personnel
using the histogram of the IOD of each nucleus belonging to a single patient
and without knowledge of its recorded true prognosis, but automatic detection
algorithms have also been developed. Defining precise and general classification
criteria are however difficult. We will therefore only outline the classification
to the four mentioned ploidy types here before we specify the criteria used in a
relevant study.
A diploid histogram typically contains a large proportion of IODs corre-
sponding to diploid cells and no other significant population, save maybe a small
proportion of IODs corresponding to tetraploid cells. Tetraploid histograms are
characterised by a significant proportion of IODs corresponding to tetraploid
cells. The polyploid histograms are characterised by at least one significant
proportion of IODs corresponding to other euploid cells. Finally, aneuploid his-
tograms contain a significant proportion of IODs corresponding to non-euploid
cells.
3.1.3 A relevant study
We will now turn to the study by Kristensen et al. [29] which uses DNA ploidy
analysis to classify the superset of our dataset containing 284 patients. We
will first describe the technical details made in this study and then present its
results.
Firstly, let us describe the choice of the images A and B in the computation
of the IOD in equation (3.1). Because the segmentation is in this dataset done
after the shade correction, just as it is in our dataset, it is natural to let A be a
cell image, even though we could have let it be an original image and include a
shade correction in B. Instead, we will let B include two other accommodations.
One of these is related to the density of the DNA, which is a part of the problem
that was indicated section 2.2.1 with the refraction that is correlated with the
presence of the nuclei. The other attempts to accommodate for the average effect
of any non-nuclei contribution of the tissue sample at the point of imaging.
For ploidy classification, the study used specially trained personnel without
knowledge of the recorded true prognosis to manually performed the classifica-
tion by applying some defined criteria. By using the average IOD of some imaged
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non-epithelial cells, a patient-dependent estimate of the IOD corresponding to
diploid cells is obtained. It may seem unnecessary that this estimate is depen-
dent on the patient, but it is actually rather important as the true DNA content
of diploid cells varies significantly between patients.
Using the estimated IOD of diploid cells, the trained personnel manually
selected any present euploid peaks in the IOD histogram, where a euploid peak
is in this thesis defined as a peak in the IOD histogram that approximately
corresponds to a positive power of two times the estimated IOD of diploid
cells. The trained personnel also selected any non-euploid peaks. We will in
the following refer to all selected peaks, euploid or not, as present if they are
visually selected by the trained personnel.
The used criteria for diploid histograms were that only a diploid peak was
present, that the proportion of estimates in the tetraploid peak did not exceed
10 % and that the proportion of IODs above 2.5 times the estimated IOD of
diploid cells did not exceed 1 % when excluding estimates in euploid peaks. A
histogram was classified as tetraploid either if a tetraploid peak was present
and the proportion of its IODs exceeded 10 %, and that the proportion of IODs
above 2.5 times the estimated IOD of diploid cells did not exceed 1 % when
excluding estimates in euploid peaks, or if a tetraploid and octaploid peak was
present and that the proportion of IODs above 4.5 times the estimated IOD of
diploid cells did not exceed 1 % when excluding estimates in euploid peaks. The
presence of a diploid peak was optional in both cases. Furthermore, a histogram
was classified as polyploid if a octaploid and hexadecaploid peak was present,
optionally with the presence of a diploid peak and/or a tetraploid peak. Finally,
the histogram was classified as aneuploid if none of the above characteristics fits,
i.e. if a non-euploid peak was present or if the number of DNA content above
the specified limited exceeds 1 %1. Figure 3.1 shows the result of applying the
described IOD and ploidy classification on the images of some patients in our
dataset (and this superset). [29, p.1495]
The result of applying the obtained ploidy type to estimate the prognosis
of the patients are convincing. If separating on ploidy type, the estimated ten
year relapse-free survival rates are 95 %, 89 %, 70 % and 29 % for the diploid,
tetraploid, polyploid and aneuploid classification group, respectively. We can
note that only ten patients are classified as polyploid, thus this estimate is rel-
ative unreliable, and the constructed confidence intervals (CIs) reveals that the
uncertainty in the tetraploid group with 64 patients are also large. The diploid
and aneuploid group contains 113 and 91 patients, respectively. If we use the
indicated patient classification of assigning patients with diploid or tetraploid
histogram to good prognosis and patients with polyploid and aneuploid his-
togram to bad prognosis, the estimated ten year relapse-free survival rates are
respectively 92 % and 34 %. [29, pp.1495–1496]
For better comparison with subsequent classification results, it is interesting
to note the performance of this DNA ploidy analysis on our 134 patients. The
classification result when using the indicated patient classification is shown in
table 3.1. If we also exclude the patients with tetraploid or polyploid histogram,
as we will do in some of our subsequent classification results, we obtain the clas-
1If we are very strict, we see that the case when only a diploid peak was selected, but the
tetraploid peak contained more than 10 % of the number of estimated DNA contents, is not
included. This is only of theoretical concern because the trained personnel would in practise
have selected the tetraploid peak in this case and thus classified the histogram as tetraploid.
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Figure 3.1: The IOD histogram with the result of applying the described IOD
and ploidy classification on the images of some patients in our dataset. 2C is the
estimated IOD of diploid cells and the other C’s are multiples of this value. The
true prognosis of these four patients are good for the IOD histograms classified
as diploid, tetraploid and polyploid, and bad for the IOD histogram classified as
aneuploid.
Table 3.1: Patient classification obtained by assigning patients with diploid or
tetraploid histogram to good prognosis and patients with polyploid and aneuploid
histogram to bad prognosis when using all 134 patients in our dataset. CCR is
an acronym for correct classification rate.
Prognosis Patients Correctly classified Misclassified CCR
Good 94 80 14 85.1 %
Bad 40 32 8 80.0 %
Total: 134 112 22 83.6 %
Average of the CCRs for good and bad prognosis: 82.6 %
sification result in table 3.2. We see that the estimated performances increases
with about 2 % for this method when excluding the patients with tetraploid
and polyploid histogram.
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Table 3.2: Patient classification obtained by assigning patients with diploid his-
togram to good prognosis and patients aneuploid histogram to bad prognosis when
using the 102 patients in our dataset with diploid or aneuploid histogram.
Prognosis Patients Correctly classified Misclassified CCR
Good 66 57 9 86.4 %
Bad 36 30 6 83.3 %
Total: 102 87 15 85.3 %
Average of the CCRs for good and bad prognosis: 84.8 %
3.2 Texture analysis
In section 1.1.3, we informally justified why we hope the DNA organisation is
a prognostic marker for cancer. Because of this, most image analysis studies
which use a dataset overlapping with our dataset are based on texture analysis
methods. We will in this section discuss some of these methods.
We will begin with an introduction to texture analysis in general with some
comments regarding its general use on datasets overlapping with ours. This
introduction is followed by a description of the texture features which are ex-
tracted from any (possibly multidimensional) array; first the basics, then an
adaptive extraction technique, thirdly a discussion of adaptive texture features
in general and finally the relevant usage of such features on datasets overlapping
with ours.
We will end this section with the description of a different texture analy-
sis method that has recently been proposed and evaluated on exactly the same
dataset as ours with promising results [49, pp.1,5–6,71]. This is a structural and
statistical approach that segments each cell image using two adaptively chosen
thresholds and then computes features as statistical characteristics of the seg-
mented structures within each cell image. The combination of such a structural
approach and the adaptive extraction technique will form the foundation for the
subsequently proposed method which includes a novel choice of the mentioned
array.
3.2.1 The basics
A number of different definitions of texture can be found in image analysis, but
no definition is generally agreed upon. We can get a grasp of the meaning of
texture by indicating some of its assumed properties. A commonly agreed upon
property is that texture is a feature of a region, in particular, a single pixel can
not have texture. Texture can also be said to be characterised by its inclusion of
the interpixel relationships. Often, one assumes that a texture consists of a large
number of basic elements known as primitives, which also makes the presence
and category of textures depended on the spatial resolution. [65, pp.1–3,11–12]
Tuceryan and Jain [65, pp.11–28] described four main texture methods; sta-
tistical, geometrical, model based and signal processing methods. In the statis-
tical methods, one typically computes some statistics of the grey level values
and then extracts some features from these statistics. The geometrical methods
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are based on the assumption of primitives. Typically geometrical features are
properties (e.g. statistical measurements) of an estimate (e.g. a tessellation
(tiling) of the image plane or a segmentation if multiple primitive types are as-
sumed to exist) of these assumed basic texture elements. Model based features
are typically estimates of some specific parameters or prominent properties of a
model that the image is assumed to be a realisation or a generation of. Lastly,
the signal processing methods typically perform frequency analysis of the image.
The use of such methods can be based on some evidence which indicates that
the human visual system is sensitive to limited ranges of spatial frequencies [5,
p.551], possibly quite narrow and including the local orientation [10, p.545].
It is usual in texture analysis to standardise the mean and standard deviation
of the grey level values [48, p.85]. Commonly, this is done by a complete stan-
dardisation of the first-order grey level statistics by using a histogram matching,
e.g. the relative gentle approach for stochastic textures of matching the nor-
malised grey level histogram to a normal distribution [48, pp.85–86]. A recent
study on our dataset has however shown that the standardisation of the mean
and standard deviation in grey level values significantly reduces the prognostic
value of all tested texture features, and also that ignoring the cell area has signif-
icant negative effect on the prognostic value of all tested texture features (when
not standardising the mentioned first-order statistics) [48, p.94]. In light of the
good results obtained on the superset of our dataset by applying DNA ploidy
analysis, which is based on the sums of slightly modified grey level values, it is
natural that the standardisation of either the first-order grey level statistics or
the area will decrease the prognostic value because the sum of grey level values
is the product of the mean grey level and the cell area. Because of this, we will
not standardise the grey level values in this study, and we will keep in mind
that we may want to extract area-dependent texture features.
3.2.2 The basics of texture features from property arrays
In many texture analysis methods, we will compute some (possibly multidimen-
sional) array describing some properties of a particular scene, e.g. a particular
pattern in the dataset or a subimage of a specific local window around a par-
ticular centrepixel. Such arrays will naturally be computed in many statistical
methods, where two classical arrays are the GLCM [20] and the GLRLM [18].
Other texture analysis methods may also end up computing such arrays. In
particular, the present method, which can be said to be a geometrical method,
will compute up to a few such arrays for each scene2, and the study by Nielsen
et al. [41] proposes an approach which is based on the fractal assumption, i.e.
a model based method, which includes the computation of such arrays.
We will in the following call an array describing some properties of a particu-
lar scene the property array. From this property array, one wishes to obtain one
or some feature values which captures the discrimination essence of the prop-
erty array. Such feature values will indirectly describe a part of the properties
2In correspondence with the discussion in section 2.3.2, the analytical unit used in this
study will be the patient. This makes ‘a particular scene’ be ‘a particular patient’ for this
study. The array of a particular scene will typically be the average of the arrays describing
the same properties of each cell image from the particular patient, but we could have used
other characteristics and/or subsets of the cell images from the particular patient, see section
2.3.2.
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which the property array describes, ideally the part which is most important
for discriminating different scenes.
There are several ways to extract features from the property arrays. In
general, because the extraction technique must be independent of the class of
the scene to allow classification of novel, unclassified scenes, the most general
extraction technique is to independently assign a weight for each element in
the array and let the feature value be the sum of the product of each array
element and its weight. Any extraction technique can thus be formulated as
specifying a weight array of equal size as the property array where each element
contains the weight of corresponding element in the property array. The feature
value can then be obtained by first computing the entry-wise multiplication of
the property array and the weight array, and then summing all elements in the
resulting matrix.
Because the weight array must be independent of the scene, we understand
that some criteria of the property array are needed if the resulting texture
feature should be of any discrimination value. We will thus begin with the spec-
ification of these criteria. This specification will be followed by some proposed
fixed choices of the weight arrays.
Reasonable criteria of the property arrays
All property arrays should be computed in the same way from its corresponding
scene. This will make them describe the same properties of each scene. Each
element of the property array should have the same interpretation independently
of the particular scene. However, the specific interpretation or meaning of each
element is arbitrary, the same is the presence of any relationship between the
elements.
All property arrays must be of equal size, i.e. have both equal number of
dimensions and equal possible interval within each dimension. Because there is
no requirement of non-zero elements, the property arrays may be zero-padded to
have equal size. This criterion is still of importance because the way the property
arrays are zero-padded is not necessary equal because of the requirement of same
interpretation independently of the particular scene. In most cases however, the
zero-padding should be done by adding any required number of zero-elements
to the end of each dimension of the property arrays.
Predefined texture features
Predefined texture features are features resulting from using fixed weight arrays.
When Haralick et al. [20] introduced the GLCM back in 1973, they included 14
such fixed weight arrays. If we define M ∈ RGS ,GS as the normalised GLCM
computed from the input scene which is scaled down to a specific number of
grey level values, GS , and W ∈ RGS ,GS as the weight array (here a matrix),
then some examples of the fixed weight arrays in [20, p.619] are:
• Two examples where the weights in W are based on the values in M :
– Angular second moment (ASM): W = M . The ASM-feature can
thus be computed as:
∑GS
i=1
∑GS
i=1(M(i, j))
2. Because a homogeneous
scene will contain only a few grey levels, the resulting GLCM will
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contain only a few, but relatively high values, thus the GLCM ASM-
feature will be relatively large for such scene in comparison with
inhomogeneous scenes. We can thus say that the GLCMASM-feature
measures the homogeneity of a scene. In general, the ASM-feature
measures the homogeneity of a normalised property array.
– Entropy : W (i, j) = − logM(i, j). The Entropy-feature can thus be
computed as: −∑GSi=1∑GSi=1M(i, j) logM(i, j)3. Because a inhomo-
geneous scene will contain many grey levels, the resulting GLCM
will contain many relatively small values, thus the GLCM Entropy-
feature will be relatively large for such scene in comparison with ho-
mogeneous scenes. We can thus say that the GLCM Entropy-feature
measures the inhomogeneity of a scene. In general, the Entropy-
feature measures the inhomogeneity of a normalised property array.
• An example where the weights in W are fixed with respect to their posi-
tion, i.e. only based on the position in W :
– Inverse difference moment (IDM): W (i, j) = 11+(i+j)2 . The IDM-
feature can thus be computed as:
∑GS
i=1
∑GS
i=1
M(i,j)
1+(i+j)2 . The IDM-
feature weights the off-diagonal elements of the property array quadrat-
ically increasingly. We can thus say that also this feature measure
the homogeneity of a scene.
It is of course not hard to suggest new fixed weight arrays. It is also possible
to create datasets for each of the suggestions where that specific suggestion
performs the best. The problem is however to find, or design, a weight array
that performs at least relatively well for the specific problem at hand. This
should however not be done by evaluating a large amount of weight arrays
because of problems with overfitting (see section 6.3), not even if we are to use
dimension reduction or feature selection. Instead, we should only evaluate a few
weight arrays which we believe perform reasonably, or at maximum select only
several weight arrays and apply dimension reduction or feature selection. It is
therefore important to be able to make qualified suggestions or to have methods
that are able to generically design reasonable weight arrays.
3.2.3 A set of adaptive texture features computed from a
particular property array
We will now discuss a technique for adaptive extraction of a few features from
each property array. The technique was first described by Albregtsen et al. in
[1]. The basic principle is to let the property arrays of all scenes in the learning
dataset design the weight array by estimating the discrimination value of each
element in the property array with respect to the true class. Because the weight
array in such a technique will depend on the learning dataset, this is an adaptive
approach, and the resulting texture features may therefore be called adaptive
texture features.
3Haralick et al. [20, p.619] recommends to add an arbitrary small positive constant to
each element in the GLCM M prior to computing the Entropy-feature because of problems
with log(0) being undefined. Nielsen et al. [45, p.99] describes a different approach, here
zero-elements in M are simply excluded from the sum.
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We will begin with a description of the Mahalanobis distance, which will
provide us with one way of estimating the discrimination value of each element
in the property array based on the property arrays of all scenes in the learning
dataset. The details of how to apply the Mahalanobis distance to obtain such
estimates of the discrimination value will follow.
In addition to the criteria of the property arrays that are mentioned above,
the technique described in this subsection is most appropriate when any par-
ticular element in all property arrays of each true class is a set of independent
realisations from a normal distribution and these class-dependent normal dis-
tributions have equal variances. This is a consequence of basing the technique
on the Mahalanobis distance. To restrict the extent of this thesis, we will not
describe (or use) other adaptive extraction techniques in this study, but we will
return to possible generalisations when we suggest further work in chapter 9.
Also, because our dataset only includes two classes, we will restrict our atten-
tion to this case in the following description of the adaptive extraction technique
based on the Mahalanobis distance.
The Mahalanobis distance
The Mahalanobis distance [34, p.50] of ~x = (x1, . . . , xn) from a distribution
with expectation ~µ = (µ1, . . . , µn) and an invertible covariance matrix Σ can be
defined as:4
m(~x) :=
√
(~x− ~µ)TΣ−1(~x− ~µ) (3.2)
Each contour line of this function corresponds to a unique and precisely equal
contour line of the multivariate normal distribution with expectation ~µ and co-
variance matrix Σ. This function is thus particularly appropriate for measuring
the distance of a vector ~x relative to a specific multivariate normal distribution,
but the definition does not required this as an assumption. The measurement
is appropriate for measuring the distance of a vector ~x relative to any specific
nearly symmetric distribution, but this appropriateness will decreases with the
level of asymmetry in the distribution.
Lets analyse equation (3.2) to obtain a better understanding of it and the
effect of asymmetry. Firstly we note that the covariance matrix is by defini-
tion symmetric and positive semi-definite. As we also have assumed that it is
invertible, it is both symmetric and positive definite and thus defines a vector
norm5. Therefore, equation (3.2) simply defines the vector norm of a centralised
version of ~x, with respect to the expectation ~µ, measured in terms of the norm
defined by Σ−1. Using this knowledge, it is easy to understand the severity of
asymmetry because any norm is by definition symmetric, thus the asymmetry
can not be captured by the covariance matrix. This observation could also be
indicated directly from the symmetry property of the covariance matrix, how-
ever, the information that equation (3.2) defines a norm is more restrictive and
4To emphasise that this function defines a distance or norm, it could be reasonable to
denote it as d, but m has here been chosen to prevent confusion when this distance is applied
in a subsequent context where d is already defined.
5The inner product norm is a vector norm, see [33, p.222] for the non-trivial part of
the proof, and any symmetric and positive definite matrix rather obviously defines an inner
product and thus also a vector norm, see [33, p.221] and [33, p.91] for a formal definition of
an inner product and a vector norm, respectively.
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also tells us that the increased deviation of ~x from ~µ in any direction will strictly
increase the measured distance (this is a result of the positive definiteness of Σ).
Assuming we have two points, ~x and ~y, we can define the Mahalanobis
distance between them as:
m(~x, ~y) :=
√
(~x− ~y)TΣ−1(~x− ~y) (3.3)
Similarly with the first definition, this distance measurement is best applicable
when ~x and ~y are related to the same at least nearly symmetric multivariate
distribution or two at least nearly symmetric multivariate distributions with
common covariance matrix Σ, in both cases particularly appropriate for the
case of multivariate normal distributions, but can be defined in general though
its relative meaning decreases with the level of asymmetry of the distributions.
The Mahalanobis distance between two classes with distributions with means
~µ1 = (µ1,1, . . . , µ1,n) and ~µ2 = (µ2,1, . . . , µ2,n) and common covariance matrix
Σ are defined by simply inserting the means in equation (3.3) [13, pp.35–36,107]:
m(~µ1, ~µ2) :=
√
(~µ1 − ~µ2)TΣ−1(~µ1 − ~µ2) (3.4)
Again, this distance measurement is best applicable in the case of at least nearly
symmetric multivariate distributions with common covariance, preferably equal
with the exception of the expectation, and in particular appropriate for the case
of multivariate normal distributions, but also this distance measurement can be
defined in general though its meaning decreases with the level of asymmetry of
the distributions.
If we further assume that the covariance matrix is diagonal, which is equiv-
alent to independent components in the case of normal distributions, the Ma-
halanobis distance between the classes reduces to:
m(~µ1, ~µ2) =
√√√√ n∑
i=1
(µ1,i − µ2,i)2
σ2i
(3.5)
where σ2i is diagonal element number i in the covariance matrix Σ, i = 1, . . . , n.
In particular, the Mahalanobis distance between the classes reduces in the uni-
variate case to:
m(µ1, µ2) =
√
(µ1 − µ2)2
σ2
σ>0
=
|µ1 − µ2|
σ
(3.6)
where µ1 and µ2 is the means of the distributions and σ is their common vari-
ance.
The adaptive texture features
The Mahalanobis distance between two classes uses the assumed known true
parameters ~µ1, ~µ2 and Σ. If these parameters are unknown, but we instead
have two sets of observations which we can reasonably assume are independent
realisations of two normal distributions corresponding to each of the classes, we
can use these sets to estimate the Mahalanobis distance between the two classes.
We will now describe how such an estimate can be obtained, but we will restrict
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our discussion to the univariate case because this is the relevant case for this
study.
Let µi and σ2i be the expectation and variance of each distribution, i = 1, 2,
and mi and s2i its standard estimates. Under the assumption of equal variances,
σ := σ1 = σ2, the true Mahalanobis distance between the classes are as given in
equation (3.6). Estimating the expectations with the means and the common
variance with (s21 + s22)/2, as is in agreement with previous studies on datasets
overlapping with ours (see e.g. [39, p.26; 43, p.75; 47, p.79; 49, p.65]), we obtain
the following estimate of the distance:
dˆ(m1,m2) =
√
2(m1 −m2)2
s21 + s
2
2
(3.7)
This choice of the common variance estimate is however not likely to be the
most appropriate as the standard pooled variance estimate in statistics is6 (see
e.g. [11, p.492]):
s2p :=
n1 − 1
n1 + n2 − 2s
2
1 +
n2 − 1
n1 + n2 − 2s
2
2 (3.8)
where n1 and n2 are the number of realisations used to estimate s21 and s22,
respectively. The advantage with this estimate in comparison with the one used
in connection with equation (3.7) is that it weights the individual estimates s21
and s22 based on the number of samples used to attain these sample standard
deviations, i.e. relative to the expected accuracy of the estimates.
To compute the adaptive texture features, we will as mentioned allow the
property arrays of all scenes in the learning dataset to design the weight array by
estimating the discrimination value of each element in the property array with
respect to the true class. When separating the scenes in the learning dataset
with respect their true class, we for each element in the property arrays obtain
two sets of observations. If we assume that each of these sets can approximately
be seen as independent realisations from a normal distribution and the variance
of the two normal distributions are approximately equal, we know from above
that an estimate of the Mahalanobis distance between the classes is a reasonable
measure of the typical deviation between the two classes at that particular
element of the property array and thus also of the discrimination value of that
element.
An estimate of the Mahalanobis distance between the two classes can thus
provide a reasonable weight for the discrimination value of each element of the
property array with respect to the true classes. However, if the estimated Maha-
lanobis distance between the classes at two different elements are equal, but the
class with the highest expectation are opposite, then these elements are likely
to contribute equally to the feature value, but they should have contributed
oppositely because they describe the opposite situation. From this it should be
clear that we need to separate the contributions in two depending on which ex-
pectation is greatest at a particular element. This creates two possible adaptive
texture features from a single type of property array, each defined by a weight
array that on average contains 50 % zeros, and each describing either only the
6If the maximum likelihood (ML) estimates are used instead of the standard estimates, as
equation (3.8) assumes, then all subtractions should be excluded to obtain the formula for the
corresponding biased ML estimate of the pooled variance.
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positive or only the negative contribution with respect to one of the classes. We
will define class ω1 as the reference class and let the positive adaptive texture fea-
ture be defined by the weight array with the positive contributions with respect
to ω1, and similarly define the negative adaptive texture feature by the weight
array with the negative contributions with respect to ω2. Naturally, the positive
contributions with respect to ω1 is the negative contributions with respect to ω2
and similarly for the negative contributions with respect to ω2, so this definition
is only of the interest for the interpretation and a precise discussion.
Because we do not known the true expectations, we must separate the contri-
bution depending on which estimated expectation is the greatest. The problem
of choosing the wrong class can be ignored because the expectation in such ele-
ments should be relative small with respect to the variance, thus the weight in
these positions should be negligibly small.
The positive and negative adaptive texture feature can be combined to a
single feature. Following the line of thought by Unser [68] who introduced
the sum and difference histograms as an alternative to the GLCM for texture
analysis, Albregtsen et al. [1] described the use of two combinations of the
positive and negative adaptive texture feature, namely the sum and difference
of these features. Because Unser [68, p.124] showed that the sum and difference
histograms represent the entire GLCM well in terms of discrimination value,
the thought was that the sum combination, which defines the sum adaptive
texture feature, and the difference combination, which defines the difference
adaptive texture feature, could represent the initial weight array well in terms of
discrimination value.
We note that both the sum and difference adaptive texture features could
easily be defined directly as a weight array. The weight array defining the
sum adaptive texture feature is precisely the original weight array before the
separation of positive and negative weight contributions. From the discussion
above, we expect this feature to have less discrimination value than the other
adaptive features. The weight array defining the difference adaptive texture
feature, where the difference is the positive minus the negative adaptive texture
feature, is the signed weight array resulting from signing each element in the
original weight array according to the sign of m1 − m2, but maintaining the
absolute value of the elements. In this case, the estimated discrimination value
of each element of the property array is precisely the standard T -statistic used
in pooled two-sample t-tests under the null hypothesis of equal expectations,
if we use the standard pooled variance estimate to estimate the Mahalanobis
distance between the classes [11, p.492]. This adaptive texture feature is likely
to be the generally best performing feature because it includes both the positive
and negative contributions, but these contributions have the opposite effect on
the feature value.
In total, we have four adaptive texture features that can be computed from
a single type of property array. While there are only two independent features,
the performance of e.g. the combination of the positive and negative adaptive
texture feature may be lower than the performance of only the difference adap-
tive texture feature because of dimensionally concerns and its risk of overfitting,
see section 6.3. Thus, the four adaptive texture features are all potential feature
candidates, but it makes no sense that more than two such features from a single
type of property array are included after the feature selection.
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3.2.4 Discussion of adaptive texture features
There are several advantages with the use of the just described and other adap-
tive texture features. Most obvious is the fact that they weight the elements of
the property arrays according to their relevance, thus allowing high discrimina-
tion value in a few features. This allows us to select only a few weight arrays
while being reasonably confident that the choices are relatively good, and in
this way decreasing the risk of overfitting. Moreover, it also implies a better
expected generalisation than the predefined texture features, provided that we
address the drawbacks mentioned below.
Another important property is that we do not need any information about
the underlying scenes to make the choice of the weight array. This makes it easier
to use the features which are based on property arrays in situations where the
expected structure of the property arrays is unknown. This study is an example
of this as we in the subsequently proposed property arrays expect that there are
elements of discrimination value, but we are not sure where the relevant elements
are located. The use of adaptive fractal features in [41] is another example of
this, which along with our proposed method indicates that the adaptive texture
features also makes it easier to use property arrays in other contexts than the
statistical methods.
While the adaptive texture features are easy to apply and are likely to pro-
vide relatively good performance, they also have several drawbacks in compari-
son with the predefined texture features. First of all, while it is always difficult to
obtain a realistic estimate of the feature efficiency when only using the learning
dataset, it is particularly difficult for adaptive texture features. This is because
the weight array is designed using the learning dataset, thus the discrimination
value of the resulting feature values of the learning patterns is optimistically bi-
ased compared to the true discrimination value of the adaptive texture feature.
Secondly, the use of adaptive texture features may reduce the understanding
of the underlying problem in comparison with the predefined texture feature.
The reason is that a predefined texture feature typically attempts to describe
some specific characteristics of the property array, which in turn corresponds to
some specific characteristics of the underlying scenes, while the adaptive texture
features have no such interpretation. In order to get an understanding of the
underlying scenes when using adaptive texture features, it is thus essential to
manually inspect and interpret the designed weight array.
Another drawback with the adaptive texture features are their dependence
on the number of scenes in the learning dataset, a dependence which is not
present for the predefined texture features. This drawback may cause overfit-
ting if the number of scenes is not sufficiently large, a problem which will be
discussed in general in section 6.3. In particular, the adaptive texture features
require at least several scenes in the learning dataset to perform reasonably,
and the true discrimination value of the resulting weight arrays will generally
increase with the number of scenes. The dependence is greatly influenced by
how accurate the property arrays of the scenes are expected to be with respect
to their interpretation, which again depends on the type of property array, the
scenes and the number of elements in the property array. The number of ele-
ments in the property array is often the easiest of these three to regulate (by
using quantification), thus the use of adaptive texture feature versus predefined
texture features may boil down to a choice between more discrimination value
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in each element of the property arrays versus more precise property arrays. It
should be noted that each element of a larger property array will always be less
accurate with respect to its interpretation than each element of a smaller one of
the same type, but the importance of this is much less for the predefined texture
features than for the adaptive texture features because the predefined texture
features are typically relatively much coarser.
3.2.5 The usage of adaptive texture features in relevant
studies
Several studies have extracted the just described adaptive texture features on
a dataset overlapping with ours. The property array has in these studies
been the GLCM, the GLRLM, the cooccurrence of grey level run length ma-
trix (CGLRLM) [1; 45, pp.109–110], the grey level entropy matrix (GLEM)
[74; 45, pp.110–112] a fractal estimate and/or the complexity curves [2; 45,
pp.112–113]. In all studies, the arrays were computed from 1D grey level sig-
nals resulting from peel-off scanning each cell image, a process that peels the
cell image into 1D signals from its periphery and inward. The technique was
used to separate the 30 % peripheral segment of the nuclei from its 70 % central
segment. Two different datasets have been used in these studies, either a subset
of ours which contains twenty patients in each prognosis class [43, pp.74–76,78;
47, pp.77–79.81–82], or exactly the same dataset as ours [42; 44, pp.176–179;
48, pp.86–88].
To restrict the extent of this thesis, we will among the choices of the array
only discuss the most relevant one for this study, the GLEM computed from each
cell image. This choice of property array (or one of its relatives) is probably
also the currently most promising choice of the array for our dataset.
Grey level entropy matrix
The grey level entropy matrix (GLEM) [74] describes the general irregularity in
the input image A ∈ Nm,n0 , where m is its height and n its width. The value of
an element of the GLEM gives the probability in the input image of observing a
specific entropy value in a local window where its centre has a specific grey level
value. Each element, i.e. each such probability, can be viewed as an estimate
of the probability of observing the specific combination of grey level value and
entropy value in the texture that the input image can be seen as a realisation
of.
The GLEM is based on three parameters, or up to five if we include the type
of scaling and entropy as parameters, but we will in this study always use linear
scaling and the Shannon entropy [61, pp.393–394] with binary base, i.e. the
expectation of the binary logarithm of the probabilities. The first parameter
can be called number of grey levels, GS , and this allows the input image to be
scaled down to a specific number of grey level values. The reason to perform
this quantification is to produce a more dense GLEM and thus more reliable
estimates in each of its elements. The drawback is that a reduction of the number
of grey levels reduces the detailed description of the assumed underlying texture
and thus potentially the performance of the resulting feature(s).
The second parameter is the window size, w, which gives both the width
and height of the local window. This parameter should be odd in order to have
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a unique centre of the local window. The last parameter gives the number of
quantification levels of the entropy value, Q. Quantification of the entropy value
is necessary because the entropy is in general a floating point number, thus it
needs to be quantified to be allowed as the variable along one of the discrete axes
of a matrix. We will in this study not use the number of quantification levels
of the entropy value directly as the third parameter, instead we will specify
the number of quantification levels per integer entropy value, q, and compute
the total number of quantification levels by using the maximum possible local
entropy value.
Normally we say that log2GS is the maximum Shannon entropy with binary
base of an image with GS grey levels. This bound is however not tight in
general. If the local window has less pixels than the number of grey levels, i.e.
if w2 < GS , then the maximum diversity (greatest information per pixel) even
with unlimited number of grey levels gives a maximum Shannon entropy with
binary base of log2 w2. In general, the maximum Shannon entropy with binary
base is thus log2(min{w2, GS}). Using q quantification levels for each entropy
integer, the total number of quantification levels of the entropy value, Q, is thus:
Q = 1 + bq log2(min{w2, GS})c (3.9)
where the possible entropy value 0 causes the addition of one.
We can now define the computation of the GLEM with GS grey levels,
window size w and q quantification levels per integer entropy of the image A as:
1. If GS is less than the number of grey levels in A, scale A to GS grey levels.
2. Define X ∈ NGs,Q0 as the zero matrix where Q is computed using equation
(3.9).
3. For each pixel (i, j) in the image A, increment X(A(i, j), e), where e is
the entropy of the window with size w centred in (i, j) (if w is even, any
of the four possible centres could be chosen, but the same choice should
be made for every element).
4. Normalise X by dividing each element by the number of elements in A,
mn. The sum of all elements in X is now precisely one.
For the computation of GLEM from our cell images, we will use a slightly
adapted version of the algorithm described above because the segmentation of
the nuclei gives a non-rectangular input images. In step 3, only cell pixels
are included in the local window. Thus the local windows at the periphery
will contain fewer pixels, which is similar to the local windows close to the
border of the image for the GLEM computation described above. Moreover,
the normalisation of X in step 4 is done by dividing each element with the cell
area, i.e. the number of cell pixels.
A relevant study
The study of Nielsen et al. [42] was the first to use GLEM on a dataset overlap-
ping with ours. As that study applied the technique of peel-off scanning which
is irrelevant for our study, we will instead focus on a more relevant study of
Nielsen et al. [46] that is just submitted. In that study, the positive and neg-
ative adaptive texture features described in section 3.2.3 were extracted from
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each GLEM computed from each cell image and using a superset of our dataset
containing 246 patients. The used parameters of the GLEM were GS = 64 and
w = 9. The study also grouped the cell images according to the cell area and
only used the cell area groups [2000, 2999], [3000, 3999] and [4000, 4999]. This
is in correspondence with the findings in [48, p.94], which identified these area
groups to contain most of the information relevant to discriminate between the
prognosis classes for our dataset.
The study also uses an relative of the GLEM which we will call the 4D-
GLEM property array. This property array adds two new axes to the GLEM;
the window size and the cell area group. GS = 64 where also used as parameter
for this property array, in combination with the window sizes 3, 5, . . . , 31) and
the cell area groups {[1000, 1999], . . . , [9000, 9999], [10000,∞)}.
As our study, the study in [46] also uses the patient as the analytical unit.
The property array of the patient is set be the average of the arrays describing
the same properties of each cell image, which is the common choice [45, p.119].
This choice is in the context of the described adaptive texture features enforced
by the central limit theorem which states that the average of independent real-
isations of any distribution will converge to a normal distribution [11, p.293].
Because of some dependencies between the cells of a single patient, the direct
application of the central limit theorem is in theory illegal, but we can still ex-
pect that the normal approximation of the patient averages of each element in
the property array is good enough to justify the appropriateness of an estimate
of the Mahalanobis distance between the classes. The assumption of common
variance is however not justifiable in general and must be investigated exclu-
sively to reveal its appropriateness, though the study does not mentioned such
investigation.
When evaluating on an independent dataset containing 105 patients, the
study [46] report a CCR of 62.9 % and 65.7 % when using the negative adaptive
texture feature of the GLEM and 4D-GLEM, respectively. They concluded
that the adaptive texture features contain prognostic information. We note
that because the features based on the GLEM and 4D-GLEM property arrays
will measure the general irregularity in the DNA organisation, this indicates
that such irregularity seem to be a prognostic marker, which was indicated in
the informal discussion in section 1.1.3.
3.2.6 A structural and statistical texture analysis
Recently, a new texture approach was proposed and evaluated on exactly the
same dataset as ours with promising results [49]. The study was based on
the assumption of three different types of primitives which corresponded to the
dark, grey and bright regions within the cell images. Segmentation was used
to estimate these primitives and several properties were extracted from the
estimated dark and bright primitive types, in addition to a property extracted
from the collection of all primitives within each cell image for each of the dark
and bright primitive type [49, pp.20,44]. Using the definitions in section 3.2.1,
this is a geometrical method.
The segmentation was based on Niblack’s adaptive segmentation algorithm
[38, pp.115–116]. Given a window size w, a value k and an input image A ∈
Nm,n0 , where m is its height and n its width, the segmentation image N ∈
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{0, 1}m,n is given by:
N(i, j) =
{
0 if A(i, j) ≤ µw(i, j) + kσw(i, j)
1 if A(i, j) > µw(i, j) + kσw(i, j)
(3.10)
for i = 1, . . . ,m and j = 1, . . . ,m, and where µw(i, j) and σw(i, j) is the expec-
tation and standard deviation of the grey level elements in the local window of
size w with centre (i, j) in A.
Because the study assumed the existence of three primitive types, this def-
inition of Niblack’s adaptive segmentation algorithm was extended to include
two thresholds:
N(i, j) =

0 if A(i, j) ≤ td(i, j)
1 if td(i, j) < A(i, j) ≤ tb(i, j)
2 if A(i, j) > tb(i, j)
(3.11)
where:
td(i, j) = µw(i, j) + kdσw(i, j) (3.12)
tb(i, j) = µw(i, j) + kbσw(i, j) (3.13)
for i = 1, . . . ,m and j = 1, . . . ,m, and where kd and kb are two parameters of
this generalised Niblack’s method, the third and last parameter is the window
size w.
While Niblack’s method is adaptive in the sense that the threshold of a pixel
adapts to the local grey levels in the specified window, it required the specifi-
cation of its parameters; k and w or kd, kb and w for the generalisation that
includes two thresholds. A proper specification of these parameters are essential
to obtain an appropriate segmentation, but such specification is typically only
found by trial and error. Therefore, the study in [49] propose a method for
estimating the parameters adaptively for each input image, which introduces a
new level of adaptivity. The estimation is based on the assumption that the true
underlying grey level distribution of each primitive type, i.e. each segmentation
class, are normally distributed with a common variance σ. It further assumes
that the average mean and standard deviation of the grey level elements in the
local windows of size w is given by:
µw = Dµd +Gµg +Bµb (3.14)
σ2w = σ
2 +D(µd − µw)2 +G(µg − µw)2 +B(µb − µw)2 (3.15)
where D, G and B is the true probability for a grey level to be of the dark,
grey and bright primitive type, respectively, and µd, µg and µb are the true
expectations of the assumed underlying normal distributions of each primitive
type. From these assumptions, the study derives explicit expressions for both
kd and kb. These expressions depends on estimates of D, G, B, µd, µg, µb
and sigma, which in the study is estimated using the expectation-maximization
(EM) algorithm, an algorithm which iteratively optimises the parameters as
the ML estimates when maximising the expected value of the likelihood function
given the current estimates of the parameters (the expected value will indirectly
depend on the assumed true value of the missing or hidden data, which here is
the true origin of each grey level). [49, pp.26–29,32]
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To determine the window size w, the study iteratively tests the possibilities
w = 5, w = 7 and w = 9, and chooses the value which obtains the maximum of a
criterion function. The criterion function is a modification of the validation step
of Yanowitz and Bruckstein’s proposed segmentation method [72, p.86]. More
precisely, for each w, the input cell image is segmented using Niblack’s method
with the already estimated values of kd and kb. For all 4-connected objects in
the segmentation result, the average gradient magnitude of its 4-connected edge
pixels are obtained. The gradient magnitude is estimated using the absolute
values (the L1-norm) of the first order derivatives of the input image, where the
Sobel operators are used to estimate the first order derivatives [19, pp.166-167].
The chosen window size is the one which attains the maximum average of all
its objects average gradient magnitudes. [49, p.20]
To divide connected and remove small dark and bright objects, the study
proposes and applies the following morphological algorithm [49, p.40]:
1. Find all 4-connected objects that belongs to either the dark or the bright
segment. Dark and bright objects are treated separately in the following,
i.e. a single object can not contain both dark and bright elements.
2. For each object where its size is greater than a certain threshold (5 for
dark objects, 15 for bright objects) and the solidity is less than 0.8 (the
solidity is the ratio of the size of the object to the size of the convex hull
of the object), attempt to divide the object as follows:
(a) Erode sequentially with linear structure elements of size two:
1) 1 1 , 2)
0 1
1 0 , 3)
1
1 , 4)
1 0
0 1
If an erosion divides the object (still in the 4-connectivity sense), no
further erosion is performed.
(b) Dilate the object(s) with the same structure elements as it was eroded
with (up to four).
(c) If the previous two steps do not divide the object, repeat the steps
by applying the similar four linear structure elements on the original
object (i.e. not the result of the previous two steps) when the size of
the structure elements are increased by one. The steps are repeated
with increasing sizes until the object is divided or has completely
vanished.
(d) If the object is divided, the resulting division objects replace the
original object and the complete step 2 is repeated for each of the
resulting objects. If the object has vanished, the original object is
kept.
3. Apply a morphological opening with a filled, flat 2x2-structure element.
Features
The study extracts five features from each estimated primitive; the area, the area
relative to the cell area, the compactness, the eccentricity and the orientation
relative to the radial direction [49, p.44]. The compactness is defined as the ratio
3.2. TEXTURE ANALYSIS 37
of the squared perimeter (8-connectivity is used, the diagonal distance is set to√
2) to the product of 4pi and the area, which makes it a positive value and the
compactness of a (true) circle is one. The eccentricity is defined in terms of the
ellipse with the same second order central moments as the object and is defined
as the ratio of the distance between the two foci of the ellipse to the length of its
major axis, which makes it a value in the interval [0, 1] and 0 and 1 for a circle
and a line, respectively. Finally, the orientation relative to the radial direction
is defined as the angle from the major axis of the ellipse with the same second
order central moments as the object to the line that passes through the centre
of mass of both the cell image and the object.
The study also extract seven features on the cell level; the area, the com-
pactness, the eccentricity, the mean and variance of grey level, and the number
of dark and bright objects in the segmentation [49, p.44]. These features will
in the following be referred to as the cell features. The five above-mentioned
features will be referred to as the object features, and each of these features are
averaged for each cell image to obtain features on the cell level.
Classification results
The classification results given in the study are inspiring. When including all 134
patients, using the cell as the analytical unit and the prominence to decide the
classification the patients, the obtained CCRs were 53.0 %, 71.6 % and 72.4 %
for the object features, the cell features and the combination of both the object
and cell features. The number of dark and bright objects in the segmentation
gave 65.7 % CCR in themselves, and including these features with the object
features gave a CCR of 68.7 %, but excluding them from the cell features also
increased this CCR, from 71.6 % to 73.1 %. The geometric features (the area,
the compactness and the eccentricity, all both on object and cell level, and the
object area relative to the cell area) and the radiometric features (the object
orientation relative to the radial direction and the mean and variance of grey
level) gave a CCR of 70.9 % and 64.9 %, respectively. [49, pp.64–65,71–72]
When excluding tetraploid and polyploid patients, but still using the cell
as the analytical unit and the prominence to decide the classification of the
patients, the obtained CCRs were 60.8 %, 81.4 % and 81.4 % for the object fea-
tures, the cell features and the combination of both the object and cell features.
When using the patient as the analytical unit with the average cell feature value
within each patient as the same patient’s feature value, and applying feature
selection using the plus l - take away r selection method (see section 6.5) and the
classification method which assumes normality and equal covariance matrices
(see case 2 in section 6.2.1), the obtained CCRs were 61.8 %, 76.5 % and 77.5
% for the three same groups of features, ordered equally. Including the negative
adaptive texture feature of the 4D-GLEM property array from the study in [46],
which according to [49, p.71] gave a CCR of 81.4 % in itself, all CCRs where sig-
nificantly increased to 87.3 %, 89.2 % and 89.2 % when still ordered equally and
still using the patient as the analytical unit and the mentioned feature selection
and classification method. [49, pp.71-73]
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Chapter 4
Class specific dual entropy
matrices
We will in this chapter propose a novel choice of the property array. The general
definition of this property array is based on the assumption of at least two dif-
ferent texture primitive types and attempts to capture some specific contextual
information present within the estimated primitives of a specific primitive type.
Using the definitions in section 3.2.1, this is a geometrical method, but it also
has strong resemblance with the statistical methods in its way of computing the
property array (for the specific primitive type).
We will begin with a definition of the proposed property array. Following
this is a discussion of how to extract reasonable features from such an array. A
description and discussion of the segmentation methods and then the contex-
tual measurement used in this study, two choices the proposed property array
depends heavily on, will conclude this chapter.
4.1 Definition
Following the line of Maître et al. [35, pp.212-213] and Tupin et al. [66, p.725],
we will characterise every pixel by the following three quantities:
• Its grey level, g ∈ {0, 1, . . . , G− 1}, where G is the number of grey levels.
• A class label, l ∈ {0, 1, . . . , L−1}, where L is the number of classes result-
ing from a recognition process, e.g. an adaptive segmentation method.
• A context value, v. To simplify the following description, we will assume
that the context values are discrete, non-negative and with V levels, i.e.
v ∈ {0, 1, . . . , V −1}, but we would like to note that it is easy the generalise
the method for the case of continuous context values (by requiring the
specification of a quantification). We can also note that the context values
do not even need to be of textural origin from a methodical point of view,
but the intended application of the proposed property array will be based
on this assumption.
For all pixels, we gather each of these three values in their respective matrices;
the image A ∈ {0, 1, . . . , G − 1}m,n (which is the standard grey level image),
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the segmentation image B ∈ {0, 1, . . . , L − 1}m,n and the context value image
C ∈ {0, 1, . . . , V − 1}m,n. m and n is the height and width, respectively, of all
three images.
Let q(g, l, v) be the discrete probability that the combination of grey level g,
class label l and context value v occurs in a specific (A,B,C)-tuple. The global
Shannon entropy is then:
e := −
G−1∑
g=0
L−1∑
l=0
V−1∑
v=0
q(g, l, v) log q(g, l, v) , q(g, l, v) > 0 (4.1)
Using the definition of conditional probabilities and the law of total probability,
the class marginal pmf can be written as:
q(g, v|l) := q(g, l, v)∑G−1
g′=0
∑V−1
v′=0 q(g
′, l, v′)
(4.2)
when the denominator is positive; if not, we will define q(g, v|l) as zero (this
only happens if no pixels have class label l). From this, we see that the class
specific global Shannon entropy is given as:
el := −
G−1∑
g=0
V−1∑
v=0
q(g, v|l) log q(g, v|l) , q(g, v|l) > 0 (4.3)
We can also derive the class specific grey level histogram q(g|l) and the class
specific context histogram q(v|l) by using the law of total probability. The
results can be written as:
q(g|l) :=
V−1∑
v=0
q(g, v|l) =
∑V−1
v=0 q(g, l, v)∑G−1
g′=0
∑V−1
v=0 q(g
′, l, v)
(4.4)
q(v|l) :=
G−1∑
g=0
q(g, v|l) =
∑G−1
g=0 q(g, l, v)∑G−1
g=0
∑V−1
v′=0 q(g, l, v
′)
(4.5)
where we in both last transitions again assumed the positivity of the denom-
inators (which are equal); it follows from the mentioned special case in the
definition of the class marginal pmf q(g, v|l) that both these histograms, q(g|l)
and q(v|l), are zero in this case (which only occurs if no pixels have class label
l).
From the definitions of the class specific grey level histogram and the class
specific context histogram, we obtain the class specific grey level entropy l and
the class specific spatial entropy ζl, respectively, as:
l := −
G−1∑
g=0
q(g|l) log q(g|l) , q(g|l) > 0 (4.6)
ζl := −
V−1∑
v=0
q(v|l) log q(v|l) , q(v|l) > 0 (4.7)
The class specific dual entropy matrix (CSDEM) of the class l ∈ {0, 1, . . . , L−
1} and the imageA with segmentation imageB and context value image C, when
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using qG and qV quantification levels per integer entropy for the class specific
grey level and spatial entropy, respectively, is defined as:
δ(r(qGl), r(qV ζl)) (4.8)
where δ is the Dirac delta function and r : [0,∞) → N0 is any rounding func-
tion. The CSDEM is thus a binary matrix with value one only in the pixel
(r(qGl), r(qV ζl)). The CSDEM could optionally be defined with the inclusion
of a parameter GS which can be used to reduce the number of grey levels in the
input image A before the class specific grey level entropy is computed.
Given a set of class labels K ⊆ {0, 1, . . . , L − 1}, the class specific dual
entropy matrices (CSDEMs) of K and the image A with segmentation image
B and context value image C is defined as the set {M1, . . . ,M|K|} where Ml,
∀l ∈ K, is defined as the CSDEM of the class l and the same input images A, B
and C. The quantification parameters qG and qV should also here be specified,
and the definition of the CSDEMs could also optionally be defined to include a
grey level quantification parameter GS .
Because all elements in a CSDEM are zero except a single element (which
is one), any CSDEM of an image is extremely sparse in comparison with stan-
dard property arrays (like the GLCM) of the same image. The interpretation
that a CSDEM estimates the probability of occurrence of each (l, ζl)-pair in
an assumed underlying true distribution of l and ζl, which is the common in-
terpretation when using the standard property arrays, is therefore bad for any
CSDEM of an image.
When using a CSDEM as a property array, it will be computed for each
scene in the learning dataset. In correspondence with the general description
in section 3.2.2, we know that a scene is not equivalent with an image. The
interpretation that a CSDEM of a scene estimates the probability of occurrence
of each (l, ζl)-pair may thus be valid, but only if the property array of the
scene is the average of the property array of many subordinate images and also
that the number of subordinate images is high relative to the total number of
elements in the CSDEM.
4.1.1 Implementation friendly algorithm description
We will here provide a implementation friendly description of the computation
of CSDEMs.
Define t : (Rm,n, {0, 1}m,n) → Rx as the function which extracts the ele-
ments of the first input matrix that is labelled one in the binary second input
matrix and e : Zn → [0,∞) as the entropy function which computes the en-
tropy (e.g. the Shannon entropy) of a set of n pixels. Define the input image
as A ∈ {0, 1, . . . , G − 1}m,n, where m is its height, n is its width and G the
number of grey levels. The CSDEMs when using GS grey levels and qG and
qV quantification levels per integer entropy for the class specific grey level and
spatial entropy, respectively, can then be computed using the following steps:
1. If GS < G, scale A to GS grey levels.
2. Segment A into L classes using an arbitrary segmentation method. Let
the segmented image be denoted as B ∈ {0, 1, . . . , L − 1}m,n where its
elements uniquely define the class label resulting from the segmentation.
Note that C could also be the result of any pixel-based classification.
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3. Define C ∈ {0, 1, . . . , V − 1}m,n as the context value image of B, i.e.
the image where each pixel is a measurement of the local contextual in-
formation of its neighbourhood in B, and where V − 1 is the maximum
obtainable context value (possibly after applying specific quantification
and/or translation). We could expand the definition of C to also or only
use the input image A.
4. For each class label l ∈ K, where K ⊆ {0, 1, . . . , L− 1} defines the classes
that we wish to obtain property arrays for, the CSDEM is defined as:
δ(r(qGe(t(A,B == l))), r(qV e(t(C,B == l))))) (4.9)
where δ is the Dirac delta function and the notation B == l gives the
binary matrix of equal size as B where each element has value one if and
only if the corresponding element in B has value l.
To obtain CSDEMs of fixed size within each class, which was mentioned
as one of the reasonable criteria of the property arrays in section 3.2.2, we
compute the total number of quantification levels of the class specific grey level
and spatial entropy, respectively QG and QV , by applying equation (3.9):
QG = 1 + bqG log2(min{Al, GS})c (4.10)
QV = 1 + bqV log2(min{Al, V })c (4.11)
where Al is the number of pixels with class label l in B.
If the range of the context values is unknown, it could in the most compre-
hensive case be computed as the range of all context values for all scenes in
the learning dataset. If some scenes in the validation dataset attains context
values outside this range, these contributions could simply be ignored. In fact,
if using the set of adaptive texture features described in section 3.2.3, ignoring
these contributions does not change the resulting feature values because the
estimated discrimination value at these elements in the weight array would be
zero for this set of features.
4.2 Extracting reasonable features
The expected structure of a CSDEM is highly dependent on the chosen con-
textual measurement and also influenced by the segmentation method and the
problem at hand. We are also not sure what structure to expect for the relevant
choices and in particular where the discrimination value should be located in
the property array. In connection with the discussion in section 3.2.4, adaptive
texture features are suitable for such situations because they automatically es-
timates the discrimination value of each element in the property array, which
directly result in an estimate of the ‘optimal’ weight array. We will therefore use
such features in this study. More specifically, we intend to use the set of four
adaptive texture features described in section 3.2.3 as our feature candidates
for each specific type of property array. We should again note that a man-
ual inspection of the designed weight array is needed to interpret and discuss
what the resulting feature actually measure. Figure 4.1 shows an example of
the designed weight array of a difference adaptive texture feature. Notice that
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Figure 4.1: An example of the designed weight array of a difference adaptive
texture feature. The image is linearly scaled to fill the entire grey level range;
the true ranges is [−1.2, 0.91]. This is the same weight array as in the lower
right corner in figure 7.8.
the weight array is a nearly smooth surface expect in the transition to the uni-
form grey region which corresponds to an estimated weight of 0, which indicates
reliable estimations in most relevant elements of the CSDEM.
We noted in the discussion in section 3.2.4 that the performance of the adap-
tive texture features depends on the number of scenes in the learning dataset
and the accuracy of the property arrays with respect to their interpretation.
This becomes a critical point when using CSDEMs and adaptive texture fea-
tures because each image in the learning dataset only contributes with a single
occurrence in each CSDEM, thus the number of images in the learning dataset
must be very high in comparison with the total number of elements in each
CSDEM if the resulting features are to be reasonable.
In our dataset, we have a total of 134 patients and about 300 cell images
for each patient, thus about 40000 cell images in total. While this may seem
like a large number, it is really not. For comparison we note that if we have
a dataset containing only ten images and each image has 4000 pixels (which is
representative for our cell images), the average of a standard property array of
these images would be about equally good with respect to its interpretation as
the average of any CSDEM of all cell images in our dataset, if both average
property arrays have equal size. This is because both average property arrays
would be the average of about 40000 occurrences. In this perspective, we un-
derstand that 40000 cell images is really not much when we wish to extract
adaptive texture features from CSDEMs, thus we should be restrictive with the
precision of the axes in the CSDEMs and perhaps also look for coarser adaptive
texture features, i.e. coarser ways of designing the weight array. Because we
44 CHAPTER 4. CLASS SPECIFIC DUAL ENTROPY MATRICES
only have a relatively small dataset with respect these features, we note that
we should look in particular for the overfitting problem when inspecting the
designed weight array of a CSDEM.
4.3 Segmentation
In correspondence with the study described in section 3.2.6, this study is based
on the assumption of three different types of primitives which correspond to the
dark, grey and bright regions within the cell images. The number of classes, L,
is thus three. Features are not extracted from the grey primitives, but both the
dark and the bright primitive type is relevant.
We will begin this section with a discussion of some challenges associated
with segmenting our cell images. We will continue by discussing the appropri-
ateness of using the gradient magnitude to describe the fitness of a segmentation
for our cell images. We will then present the segmentation methods which will
be used in this study. These methods do in particular make use of the gradient
magnitude to find an ‘optimal’ segmentation and will also attempt to over-
come the probably most important challenge associated with segmenting our
cell images. One of the methods inherits much from the segmentation method
proposed in [49], but we will also see that we expect both our methods to per-
form slightly better than the segmentation method used in that study. We will
end this section with examples of some segmentations resulting from using the
proposed segmentation methods on some cell images and a discussion of these
results.
4.3.1 Some segmentation challenges with our cell images
The most prominent segmentation challenge with our cell images is caused by
the use of the monolayer imaging technique. We mentioned in section 2.3.1 that
the implied projecting of the entire nuclei on the camera’s sensor chip in this
technique will cause many chromatin structures to partly or completely overlap
in the direction of the projection. The segmentation challenge caused by this
overlapping is severe and probably the most important challenge associated with
segmenting our cell images. Because it has different effects for the more and less
condensed chromatin structures, we will discuss the effect separately for these
structure types.
Most less condensed chromatin structures will be partly or even completely
hidden behind more condensed chromatin structures. This does not only make
it very difficult to segment these structures, it also makes it unclear how to
determine the fitness of a segmentation of these structures, both manually and
automatically. With few indications of how to properly segment these struc-
tures, we will in this study assume that they share enough similarities with the
more condensed structures to be segmented using the method which is found
appropriate for these structures. Because this assumption is questionable in
general, we should determine the parameters used in the method independently
for each structure type.
While the more condensed chromatin structures may also partly or com-
pletely overlap each other and the less condensed chromatin structures, they
will never be hidden. This makes it possible to detect these structures in the
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cell images. However, we wish to detect separate structures as separate primi-
tives, thus our segmentation method should attempt to analyse the estimated
dark primitives to detect and divide overlaps.
Figure 4.2 shows the cell image of a case which was manually selected to be
representative for analysing the dark primitives. When viewed at a low spatial
resolution, there seem to exist long and non-elliptical dark primitives. However,
when viewed at the maximum spatial resolution available, we see that most of
the long structures have multiple intensity valleys, i.e. multiple dark valleys
within the same dark region. From the discussion above, we assume that each
of these dark regions consists of multiple overlapping dark primitives. We have
attempted to perform the separation of these dark regions manually in figure
4.3. On the left we have separate most of these dark regions into multiple dark
primitives. We see that the separated dark primitives typically have a realistic
nearly circular shape. There were however three cases where it was difficult
to find a good separation between multiple intensity valleys in a dark region.
These cases are indicated on the right in figure 4.3. For such cases, it seems
reasonable to assume that some dark primitives are almost completely contained
in others or that more than two dark primitives overlap. For the three cases in
the representative cell image, it is likely that each region consists of at least three
dark primitives. It is unclear what is the best segmentation of such regions, but
if the number or size of the dark primitives shall be used, the regions should be
separated into multiple dark primitives even if an unquestionable segmentation
Figure 4.2: A cell image which was manually selected to be representative for
analysing the dark primitives.
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Figure 4.3: Left) a manual separation of most dark regions in figure 4.2 which
have multiple intensity valleys, right) highlighting of the three dark regions with
multiple intensity valleys which were difficult to separate and likely to each con-
sist of at least three overlapping dark primitives.
can not be found.
While the implied projection in the monolayer imaging technique causes the
probably most important challenge associated with segmenting our cell images,
there also exist other challenges. In particular, the discretisation causes mainly
two challenges. First of all, it limits the spatial resolution of the cell images.
This may seem like a vital problem, but its importance decreases with the
true amount of overlapping chromatin structures at the point of imaging. As
we suspect that this amount is high, we expect the segmentation challenge
caused by limited spatial resolution to be relatively small for our cell images in
comparison with the segmentation challenge caused by the use of the monolayer
imaging technique.
Secondly, the discretisation can also cause the true edges of the chromatin
structures, if we assume that these are in truth relatively sharp with respect
to our spatial resolution, to be located between different pixels. If we use an
edge-based segmentation method, a good edge approximation is important for
the result. Because an interpixel edge will be averaged among the neighboring
pixels, the intensity of the neighboring pixels may be as low as one fourth of the
value attained if the edge perfectly fitted a single pixel. However, an inspection
of the cell images reveal that the transitions between chromatin structures are
gradual in our cell images, thus the difference between interpixel and intrapixel
edges are likely to be small in our case. This makes the edge approximation
nearly independent of this discretisation challenge and this challenge to be of
minor importance in general.
4.3.2 The appropriateness of the gradient magnitude to
describe the fitness of a segmentation
We will now discuss whether it seems appropriate to use the gradient magni-
tude to describe the fitness of a segmentation for our cell images. Because of
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the severity of the overlapping problem for the less condensed chromatin struc-
tures, we will only consider the more condensed chromatin structures in this
subsection.
Three dark primitives of the representative cell image in figure 4.2 are en-
larged in the middle column of figure 4.4 and their gradient magnitude is shown
in the right column. These enlargements indicate that the gradient magnitude
at any particular point is a reasonable measure of the segmentation value of
letting the point be an edge. We also see that the thick edge response, which
is a well known property of the gradient magnitude image in standard image
processing theory, is positive when we use the gradient magnitude as a mea-
sure of the segmentation value because it weights the different edge locations
according to their estimated segmentation value. In particular, if using a clean
edge detection image with edges of width 1 to measure the segmentation value
at each pixel, it will not separate between an edge proposed to be located one,
two or more pixels from the edge in the edge detection image; all these locations
would have zero estimated segmentation value (when ignoring the effect of other
edges).
While the thick edge response is positive, the right column of figure 4.4
Figure 4.4: The enlargement of three dark primitives of the cell image in figure
4.2 and their gradient magnitude when using the Sobel operators. The gradient
magnitude image of the entire cell image is linearly scaled to fill the entire grey
level range.
48 CHAPTER 4. CLASS SPECIFIC DUAL ENTROPY MATRICES
indicates that the strongest edge response often occurs before the intensity valley
has completely ascended to a normal level. We therefore risk to on average
estimate somewhat smaller objects than what is real if we use the gradient
magnitude as a measure of the segmentation value. Because the right column of
figure 4.4 also indicates that the strongest edge response do not occur far from
the location where the intensity valley has completely ascended to a normal
level (approximately), and the edge response is also not much smaller at the
location where the intensity has reached the normal level, we still expect that
the gradient magnitude is a reasonable measure of the segmentation value of a
proposed edge.
A perhaps more severe drawback with using the gradient magnitude as the
measure of the segmentation value is that it is negatively affected by the overlap-
ping problem; the gradient magnitude is typically low between multiple primi-
tives of the same type if they overlap. Of course, this challenge will also be a
problem for many other measures of the segmentation value, but more adapted
measures may tackle this problem better than the gradient magnitude does. The
enlargement and gradient magnitude in the last row of figure 4.4 indicates this
problem for a case where the overlap between the dark primitives is small, but
present. If we apply the gradient magnitude as our measure of the segmentation
value of a proposed edge, we can thus not expect it to separate all overlapping
primitives, which makes it necessary to add another step to the segmentation
method for this purpose.
Because the study in [49] uses the L1-estimated gradient magnitude as the
measure of the segmentation value of a proposed edge, we will briefly discuss
whether the use of this estimate instead of the standard gradient magnitude
can be justified. The L1-estimated gradient magnitude differs from the stan-
dard gradient magnitude in that its value is the L1-norm of the estimated first
order derivatives and not the Euclidean norm (L2-norm) which is used in the
definition of the gradient magnitude. The advantage of using the L1-estimated
gradient magnitude instead of the standard gradient magnitude is that it is com-
putationally less expensive and also allows the use of precise integer arithmetic.
A normal distribution with Σ = 6I2 and its standard and L1-estimated
gradient magnitude is shown in figure 4.5. It is from this figure evident that
the L1-estimated gradient magnitude is not rotation invariant like the standard
gradient magnitude. More precisely, it is quite clear from this figure that the
L1-estimated gradient magnitude overestimates the gradient magnitude near the
diagonal directions relative to the gradient magnitude near the horizontal and
vertical directions. It is easy to show that the L1-norm and the Euclidean norm
will in general be equal along the horizontal and vertical directions, but the
L1-norm is 100(1−
√
2)% ≈ 41.42% larger than the Euclidean norm along diag-
onal directions. The L1-estimated gradient magnitude thus emphasise diagonal
intensity changes significantly more than the standard gradient magnitude. We
therefore conclude that it does not seem to be justifiable to use the L1-estimated
gradient magnitude instead of the standard gradient magnitude because of the
slightly decreased computational burden and the possibility of using precise
integer arithmetic.
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Figure 4.5: Left) a normal distribution with Σ = 6I2 (measured in pixels),
middle) its gradient magnitude, right) its L1-estimated gradient magnitude. The
first order derivatives is in both cases estimated using the Sobel operators. The
gradient magnitude images are independently linearly scaled to fill the entire
grey level range.
4.3.3 The method
While the discussion above indicates both a way to measure the fitness of a
segmentation and that a step which attempts to separate overlapping primitives
should be included in the segmentation method, it gives few indications of how
to produce the initial set of segmentations for a specific cell image. This choice
is naturally also important. In particular, it is important that at least one
proper segmentation is included in this set (we hope that the segmentation
fitness measure identifies which segmentation this is).
Because of the typically uneven physical size of the nucleus in the direc-
tion of projection, the segmentation method should analyse the cell images as
if they were unevenly illuminated. We should thus apply a locally adaptive
segmentation method. There are however still many relevant alternatives.
To restrict the extent of this thesis and because of the promising classification
results in the study in [49, p.73] which uses the same dataset as ours, we choose
to use the extension of Niblack’s method to include two thresholds, see equations
(3.11)-(3.13), because this is the basic segmentation method which is used in
that study [49, p.25]. The use of this basic segmentation method will however
differ. In particular, the set of parameters which Niblack’s method heavily
depends on, will in this study be iteratively optimised for each input image.
This differs from the usage in the mentioned study because the optimisation
of kd and kb is not performed iteratively in that study, it is instead estimated
under some assumptions on the distributions of the primitive types, see section
3.2.6. Also, but less importantly, while a modification of the validation step of
Yanowitz and Bruckstein’s segmentation method [72, p.86] will be used as the
criterion function for the optimisation both here and in the mentioned study,
the modification is slightly different.
For each cell image, the initial segmentation is computed as follows:
1. Find the gradient magnitude of the cell image. In correspondence with the
discussion in section 4.3.2, we will use the true gradient magnitude, i.e.
the L2-norm of the estimated first order derivatives along two orthogonal
direction, and not an estimate like the L1-estimated gradient magnitude.
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The first order derivatives are estimated using the Sobel operators:
1 0 -1
2 0 -2
1 0 -1
,
-1 -2 -1
0 0 0
1 2 1
2. For each triplet of window size w and uncertainty parameters kd and kb,
compute a segmentation using Niblack’s method. Since the nucleus does
not occupy the entire cell images, the local windows at the periphery of
the nucleus may contain pixels which are not cell pixels. In such cases,
these pixels are simply ignored when computing the local expectation and
standard deviation which is used in Niblack’s method.
The set of possible values for the window size w is set to {5, 7, 9}. Both kd
and kb is allowed to take values from the set {0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}.
These three sets of values are founded on empirical testing on several hun-
dred cell images in our dataset. The uncertainty parameters are set to be
independent as was suggested in section 4.3.1. If these possible values for
either uncertainty parameter are to high to result in any objects within
the corresponding class, then the value of the relevant uncertainty param-
eter is decreased by 0.1 until the segmentation result contain at least one
object in the corresponding class.
For each segmentation, compute the criterion function of the segmentation
as the average of the following criterion value computed separately for the
dark and bright primitive type:
(a) Find all 4-connected edge pixels of the objects, i.e. all object pixels
which are 4-connected to a non-object pixel.
(b) Compute the average gradient magnitude of all 4-connected edge
pixels of the objects. The average of the average gradient magnitude
of all 4-connected edge pixels of each object is not used because this
weights small and large object equally, thus decreasing the influence
of each edge pixel in large objects relative to each edge pixel of small
objects. The gradient magnitude of an edge pixel is computed as
the average gradient magnitude of the object pixel and all its 4-
connected non-object pixels. This average is used instead of the
gradient magnitude of the object pixel in itself because the edge of
an object is typically better modelled to be between the object edge
and its 4-connected surroundings than on the object edge in itself.
We see that the criterion value computation above, and thus also the entire
criterion function, assumes that the gradient magnitude is a reasonable
measure of the segmentation value of a proposed edge, an assumption
which was justified in section 4.3.2. From the discussion in that section, we
also understand that a high value of the criterion function proposed above
will indicate that the objects are well separated from their surroundings.
We therefore selection the segmentation which maximises this criterion
function as the initial segmentation of the cell image.
The worst case complexity of this algorithm is limited by the number of
cell pixels, which is the worst case complexity of Niblack’s method when using
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cumulative matrices. For arbitrary possible value sets of w, kd and kb, this
worst case complexity must be multiplied with the cardinality of w’s set and
the maximum cardinality of kd and kb’s set. The worst case complexity does
not need to be multiplied with the cardinality of both kd and kb’s set because
the criterion function in step 2 above can be optimised separately for kd and kb.
The initial segmentation obtained by the algorithm above is optimal with
respect to a reasonable criterion function and set of segmentation candidates.
It has however some potential flaws. First of all, most of the periphery of
the nucleus is likely to be classified as bright primitives when using Niblack’s
method. This is because the projection of the nucleus is typically relatively
small in these regions, which makes the intensity in these pixels typically higher
than the average in a local window which also includes pixels further away from
the edge of the nucleus. Because it is difficult to separate falsely estimated
bright primitives in such regions from the real ones, we will simply set all pixels
sufficiently close to the edge with bright class label to the grey class label. More
precisely, we morphologically erode the mask image of the nucleus, i.e. the
binary image where each pixel is one if and only if it is a cell pixel, by the
circular 7x7-structure element (see table 4.1) and set all pixels with bright class
label which are in the mask image of the nucleus, but not in the erosion result,
to the grey class label. The initial segmentation of the representative cell image
in figure 4.2 and the result after setting pixels with bright class label that are
sufficiently close to the edge to the grey class label is shown on the left and right
in figure 4.6, respectively.
Secondly, we see from the discussion in section 4.3.2 that a criterion function
which bases the segmentation fitness on the gradient magnitude, which our
proposed criterion function do, can not be expect to separate all overlapping
primitives. The problem with overlapping primitives is thus likely to be present
in the obtained initial segmentation, thus we should investigate the estimated
primitives to see whether some should be divided. Such investigation is, as
mentioned in section 4.3.1, especially important if the number or size of the
primitives shall be used, which they both will be in this study.
To attempt to separate overlapping primitives, we will apply two different al-
gorithms. The first is similar to the morphological algorithm that was proposed
in [49, p.40], see section 3.2.6. The second is based on our analysis of the dark
regions in section 4.3.1, where we observed that the dark regions with atypical
shape (in a representative cell image) had multiple intensity valley. This algo-
rithm will use the watershed transformation to separate overlapping primitives.
Both algorithms will also attempt to remove small objects.
Table 4.1: The circular 7x7-structure element.
0 0 1 1 1 0 0
0 1 1 1 1 1 0
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
0 1 1 1 1 1 0
0 0 1 1 1 0 0
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Figure 4.6: Left) the initial segmentation of the representative cell image in
figure 4.2, right) the result after the setting pixels with bright class label that are
sufficiently close to the edge to the grey class label.
Morphological algorithm
We can formulate the morphological algorithm used in this study to separate
overlapping primitives and remove small objects from a segmentation as follows:
1. Find all 4-connected objects that belongs to either the dark or the bright
segment. Dark and bright objects are treated separately in the following,
i.e. a single object can not contain both dark and bright elements.
2. For each object where its size is greater than a certain threshold (5 for dark
objects, 15 for bright objects) and the solidity is less than 0.8, attempt to
divide the object as follows:
(a) Open (erode and then dilate) the object using a linear structure el-
ement until one that divides (still in the 4-connectivity sense) the
object is found. The set of possible linear structure elements of size
two are:
1) 1 1 , 2)
0 1
1 0 , 3)
1
1 , 4)
1 0
0 1
If none of these structure elements divide the object, then the size
of the linear structure elements above is increased by one and the
opening continues with these structure elements. This is repeated
until a linear structure element which divides the object (when used
to morphologically open the object) is found. Note that this step
differs from the algorithm proposed in [49, p.40] in that it only uses
a single structure element to divide the objects.
(b) If no linear structure element divided the object, then the original
object is kept. If a dividing linear structure element was found, then
the first such structure element is used to divide the object and the
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original object in the segmentation is replaced by the resulting di-
vided objects. The complete step 2 is then repeated for each of the
resulting divided objects.
The threshold values in this step are the same threshold values that were
used in the study in [49]. They can be founded in the discussion in section
4.3.1. In particular, the use of solidity can be based on the observation
that the true structure of the primitives seem to be nearly circular, an
observation which was made in connection with the manually separated
dark primitives on the left in figure 4.3. Also, the higher size threshold for
the bright objects indicates that a bright primitive with non-circular shape
can be real if it is small enough, an assumption which can be based on
the effect of a partial hiding of a less condensed chromatin structure. We
could also note that the difference in the size threshold is in correspondence
with the suggestion in section 4.3.1 of determining the method parameters
independently for each primitive type.
3. Apply a morphological opening with a filled, flat 2x2-structure element.
Algorithm based on the watershed transformation
We can formulate the watershed transformation algorithm used in this study to
separate overlapping primitives and remove small objects from a segmentation
as follows:
1. Find all 4-connected objects that belongs to either the dark or the bright
segment. Dark and bright objects are treated separately in the following,
i.e. a single object can not contain both dark and bright elements.
2. For each object, apply the following algorithm which divides the object if
it contains multiple intensity valleys (for dark regions) or intensity peaks
(for bright regions):
(a) Extract the grey level intensities of the object pixels from the corre-
sponding cell image. We will call the result for the grey level object.
(b) To reduce the risk of over-fragmentation, i.e. segmentations with an
unnaturally large amount of objects, the grey level object is averaged
by convolving with the following filter:
0 1 0
1 2 1
0 1 0
Note that pixels outside the object is ignored, e.g. the average of a
pixel with no neighbours to the left and above is the average of the
intensity of that pixel and the average of the intensities of its two 4-
connected neighbours. This is important as making use of neighbours
outside the object can create new intensity valleys (for dark regions)
or peaks (for bright regions) within the object because edge-pixels will
be relatively more affected than the other pixels, thus contradicting
our aim of reducing the risk of over-fragmentation. Moreover, the
averaging is small because of the low spatial resolution of the cell
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images and the filter is centre-peaked to avoid the creation of new
intensity valleys (for dark regions) or peaks (for bright regions). The
latter problem can be understood by convolving the following grey
level object (left) with the proposed centre-peaked filter (centre) and
the corresponding flat filter (right):
- 2 -
2 1 2
2 1 2
- 1 -
,
- 1.67 -
1.75 1.50 1.75
1.75 1.50 1.75
- 1.67 -
,
- 1.50 -
1.67 1.60 1.67
1.67 1.60 1.67
- 1.50 -
Notice how the flat filter removes the true intensity valley (the two
pixels with intensity 1) and creates two new intensity valleys, one
at the top and one at the bottom, while the proposed centre-peaked
filter do not change the intensity valley.
(c) Apply the watershed transform on the grey level object (for dark
regions) or the inverse of the grey level object (for the bright regions).
The pixels of the watershed lines, which are the pixels that do not
belong to a single intensity valley, is used to separate the original
object. We will apply 8-connectivity in the watershed transform to
reduce the risk of over-fragmentation.
3. Remove all objects with a size of less than 5.
4.3.4 Some segmentation results
The result of applying the proposed segmentation method with the watershed
transformation algorithm and with the morphological algorithm on the repre-
sentative cell image in figure 4.2 is shown on the left and centre in figure 4.7,
respectively. These segmentations are remarkably good in light of the manual
separation of the dark primitives shown on the left in figure 4.3. Indeed, all
dark primitives which are indicated in the manual separation are also present in
both segmentations with the exception of a single dark primitive located at the
upper right corner of the nucleus which is removed by the morphological algo-
rithm. We also see that the watershed transformation algorithm separates the
dark region along the right edge of the nucleus to one more dark primitive than
our manual separation and the other segmentation did. While it is difficult to
determine whether this is good or bad, we simply state that it indicates that the
approach which uses the watershed transformation will result in slightly more
primitives than the morphological approach.
The most prominent difference between the segmentations on the left and
centre in figure 4.7 is that the morphological approach results in smaller prim-
itives. This difference is mainly a result of the morphological opening used to
separate overlapping primitives and remove small objects. Because the natural
separation of primitives will in this aspect result in a segmentation similar to
the one which uses the watershed transformation, we acknowledge the size of
the primitives as a weakness with the morphological approach. We can in this
context note that a potential problem that was mentioned in section 4.3.2 with
using the gradient magnitude as a measure of segmentation fitness, that the
strongest edge response may occur before the intensity valley has completely
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Figure 4.7: Left and centre) the segmentation of the representative cell image
in figure 4.2 using the proposed segmentation method with the watershed trans-
formation algorithm and with the morphological algorithm, respectively, right)
corresponding segmentation using the segmentation method used in [49].
ascended to a normal level, does not seem to be an issue for our segmentation
methods. Tests indicate that it would have been a problem if we allowed the
window size or the relevant uncertainty parameters to attain much higher val-
ues; the resulting segmentations would in this case often only include the most
prominent region of the few most prominent primitives.
It is also interesting to see how the proposed segmentation methods handle
the three dark regions where it was difficult to find a good separation between
multiple intensity valleys, see the right image in figure 4.3. In the manual
inspection, we suspected that each of these regions were likely to consist of at
least three dark primitives. Comparing with the segmentation result on the
left and centre in figure 4.7, we see that each region has been quite reasonably
separated into three or two dark primitives. Our segmentation methods thus
seem to be handling all forms of overlapping dark primitives reasonably.
We also note that our two separation approaches handle the bright regions
rather differently. The morphological approach is especially coarse for these re-
gions (compare with the initial segmentation in figure 4.6); it splits and removes
much of the bright regions. The watershed transformation approach is much
more detailed and results in more bright primitives, but it may also suffer more
severely from the overlapping problem with the monolayer imaging technique.
With few indications of what is a proper segmentation of these regions, it would
be foolish to attempt to make a conclusion as to which approach is the best
here. Instead, we should evaluate both segmentation methods and on that basis
attempt to make a conclusion of which approach is better for our classification
problem.
The segmentation resulting from using the segmentation method used in [49]
are shown on the right in figure 4.7. In comparison with the manual separation
and the segmentations when using our segmentation methods, this segmentation
is not that good. In particular, it lacks multiple dark primitives and also fails
to separate overlapping dark primitives. It also clearly overestimates the size
of most bright primitives, in fact, this overestimation is quite severe in the
segmentation on the right in figure 4.7. This overestimation also implies that the
number of bright primitives is less than what this number would have been in a
more natural segmentation. This comparison does in total indicate that both our
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segmentation methods may be significantly better than this method. We note
that maybe the most important difference, the more accurate estimation of the
dark primitives, is mainly a result of optimising kd and kb in our segmentation
methods in comparison with the estimation of these values which is performed
in this method (see section 3.2.6).
The segmentations resulting from using our segmentation methods on some
other cell images are shown in the second and third column in figure 4.8. These
segmentations substantiate the already stated difference. They both result in
reasonable segmentation. In particular, the shape of the estimated primitives
by the morphological approach seems to be more natural, but the approach also
removes possibly valuable information.
The result of applying the segmentation method used in [49] are included
for comparison in the fourth column in figure 4.8. From these segmentations
we see a significant resemblance between our segmentation method with the
morphological approach and the method used in [49], especially with respect
to the estimation of the dark primitives. A closer inspection do however reveal
some difference. In particular, the already stated claims are substantiated; our
methods estimates the dark primitives slightly more accurately (save maybe the
cell image in the fourth row) and the method used in [49] tends to overestimate
of the size of many bright primitives (and thus indirectly underestimate the
number of bright primitives). From an inspection of the segmentations of other
cell images, we have verified that these are representative differences in general
for our dataset. We also note that the other method completely fails to detect
any dark regions in the first cell image. The inspection of the segmentations of
the other cell images reveal that this is an exception, but it is far from rare. If
we relax the claim to say that the other segmentation method sometimes fails
to estimate the vast majority of the dark primitives, i.e. fails to label the pixels
in these regions as the assumed true dark class, then this flaw with the other
method is too frequent to be called an exception.
In conclusion, our proposed segmentation methods seems to reasonably seg-
ment the cell images in our dataset. In comparison with the segmentation
method used in [49], we believe that our methods are generally slightly better
and also do not fail to estimate the vast majority of the dark primitives in some
cases (which the other method does). We thus expect that our segmentation
methods are slightly better in general.
4.4 Contextual measurement
For a general dataset, there are many contextual measurements of interest.
Traditionally, the frequency and orientation has been much used in texture
analysis [65, p.6]. Such use can be motived by the study of Knutsson and
Granlund [27, pp.1,8] which mentions evidence that the decomposition into
spatial frequencies is an essential component of the human visual system and also
shows that it serves well as a basis for texture discrimination. While we claimed
in section 2.3 that our discrimination task is subvisual in general, a generalised
use of the frequency and orientation may still be appropriate. In particular,
Nielsen et al. [40, p.3] discovered a connection between carcinogenesis and
frequent occurrence of the more condensed chromatin structures at the periphery
of the nucleus, thus some measurements of the frequency of the primitives and
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Figure 4.8: First column) cell images, second and third column) corresponding
segmentation using the proposed segmentation method with the watershed trans-
formation algorithm and with the morphological algorithm, respectively, fourth
column) corresponding segmentation using the segmentation method used in [49].
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their relative orientation may be appropriate contextual measurements.
For our dataset, detailed contextual measurements are likely to suffer signif-
icantly because of the monolayer imaging technique and low spatial resolution.
We will because of this, and to restrict the extent of this thesis, limit ourself to a
simple contextual measurement; the object size. This contextual measurement
is motived by the study by Danielsen [8, p.40] which observed an increase in the
size of condensed chromatin structures during carcinogenesis. The study also
observed an increase in the number of structures, an increase which will be indi-
rectly included in the CSDEMs of the object size because the maximum spatial
entropy will then increases with the number of structures, thus the expected
spatial entropy is also likely to increase with the number of structures.
Chapter 5
Features
This chapter will provide an overview of the features that will be evaluated
in this study. As most features are already sufficiently discussed, we will not
provide a discussion of these features in this chapter.
5.1 Cell features
The following five features will be referred to as the cell features:
• Area: Average cell area (average number of cell pixels in the cell images
of a specific patient).
• Compactness: Average compactness using 8-connectivity and
√
2 diagonal
distance (see definition in section 3.2.6).
• Eccentricity : Average eccentricity (see definition in section 3.2.6).
• GreyLevelAverage: Average of the average grey level of the cell pixels.
• GreyLevelVariance: Average of the variance of the grey level of the cell
pixels.
These features are non-adaptive features of the nucleus that are independent of
a segmentation. Note that this definition of the cell features is different from the
definition in [49, p.44] in two ways; it assumes that the patient is the analytical
unit and does not include the number of dark and bright objects.
5.2 NO-features
The following two features depend on a segmentation and describes the average
number of estimated primitives within each primitive type. We will refer to
these features as the NO-features, and these are:
• NumberOfDarkObjects: Average number of dark objects (the estimated
dark primitives).
• NumberOfBrightObjects: Average number of bright objects (the estimated
bright primitives).
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Because these features depend on a segmentation, we will specify the used seg-
mentation whenever these features are applied.
5.3 Adaptive texture features
The following list contains six choices for the property array. For each of these
choices, we will always evaluate all four adaptive texture features in the set
described in section 3.2.3. Typically, only the best of the four classification
results will be provided, along with a specification of which adaptive texture
feature this result corresponds to. Also, all these features includes a scaling
of the cell images to fewer grey levels and the computation of an entropy. As
mentioned, we will in this study always use linear scaling and the Shannon
entropy with binary base for these choices.
The six choices for the property arrays, which results in 24 adaptive texture
features, are:
• GLEM : The average of the GLEM computed from the cell images of a spe-
cific patient (see definition in section 3.2.5). The number of grey levels is
set to 64, the window size is set to 9 and the number of quantification levels
per integer entropy value is set to 10. The cell images are grouped accord-
ing to the cell area and only the cell area groups [2000, 2999], [3000, 3999]
and [4000, 4999] are used, which is in correspondence with the findings in
[48, p.94]. All these parameter choices1 are the same as in the study by
Nielsen et al. [46]. It is worth mentioning that the same study also shows
that the choice of number of grey levels and the window size is insignif-
icant for our dataset (evaluated choices were GS = {16, 32, 64, . . . , 1024}
and w = {3, 5, 7, . . . , 31}).
• GLEM4D : The average of the 4D-GLEM computed from the cell images
of a specific patient (see definition in section 3.2.5). The number of grey
levels is set to 64, the window sizes are set to {3, 5, 7, 9, 11, 13}, the cell
area groups are set to {[1, 999], [1000, 1999], . . . , [9000, 9999], [10000,∞)}
and the number of quantification levels per integer entropy value is set to
10.
• CSDEMdark and CSDEMbright : The average of the CSDEM of the object
size of the dark and bright primitive type, respectively, computed from the
cell images of a specific patient (see definition in section 4.1). The number
of grey levels is set to 64 and the number of quantification levels per integer
entropy value is set to 5 for both the grey level entropy and the spatial
entropy. The set of containing the CSDEMdark- and the CSDEMbright-
feature will be called the CSDEM-features.
• CSDEMsumDark and CSDEMsumBright : The average of the CSDEM
sum histogram of the object size of the dark and bright primitive type,
respectively, computed from the cell images of a specific patient. The sum
histogram, which was proposed by Unser [68], is the sum of the two axes
in the matrix, here the sum of the two entropy values of the CSDEM. The
1The chosen quantification was selected using a different approach in [46], but resulted in
approximately the same quantification.
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number of grey levels is set to 64 and the number of quantification levels
per integer entropy value is set to 5 for both the grey level entropy and
the spatial entropy. The set of containing the CSDEMsumDark- and the
CSDEMsumBright-feature will be called the CSDEMsum-features.
As the CSDEM- and the CSDEMsum-features depend on a segmentation, we
will for these features specify the used segmentation whenever they are applied.
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Chapter 6
Classification and evaluation
In image analysis, the goal is either supervised, unsupervised or reinforcement
learning [13, pp.16–17]. In supervised learning, the membership of each pattern
is a priori known to belong to one of a specific set of categories called classes.
The natural goal is then to correctly classify each new, unknown pattern to one
of the specified classes, or, in some cases, conclude that this particular pattern
could not be classified.
In unsupervised learning, which is sometimes called clustering, the patterns
are not labelled with their category membership. Typically, the number of cate-
gories (clusters) is also unknown and will depend on the particular application.
As an example, consider the scatter plot of the set of two-dimensional feature
vectors in the unsupervised learning problem in figure 6.1. Even under the as-
sumption that the feature vectors represents the underlying patterns well, it is
not clear whether these patterns should be clustered into two or three clusters
and the desired number of clusters may depend on the application.
Lastly, in reinforcement learning or learning with a critic, we do not a pri-
ori known the membership of each pattern, but each tentative category is re-
sponded, typically with either correct or incorrect for image analysis problems
[13, p.17]. Such problems may be viewed as a hybrid between supervised and
unsupervised learning because the category of each pattern is not known, though
it in a way do exist.
As we for the problem under study in this thesis a priori know the category
of each pattern, which is the outcome of each patient, we will in the following
only study the case of supervised learning. The classification rule will thus be
designed using both the class memberships and the values of a set of features
that have been extracted from each pattern. To estimate the performance of any
designed classifier, i.e. its ability to classify novel patterns, we need to apply the
classification rule to a set of patterns. More precisely, for each pattern in a set
of patterns, we will extract the values of the same set of features as those who
where used to design the classification rule, estimate the class of this pattern
by feeding its feature values into the classification rule and finally compare this
estimate with the true class of this pattern. To make the estimated performance
reliable, we should at least have an empty intersection between the patterns used
to design and those used to evaluate the classifier, see section 6.6 for a more
precise discussion. The dataset used to design the classification rule is called the
learning dataset or the training dataset, while the dataset used to evaluate the
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Figure 6.1: Scatter plot of the learning dataset in an unsupervised classification
problem where the true number of clusters depends on the particular application.
performance of the classifier is called the validation dataset or the test dataset.
The chapter begins in section 6.1 with some general definitions about fun-
damental terminology and quantities that will be applied in the following dis-
cussions. Then the set of classifiers most frequently used in supervised learning
problems are discussed in a general context in section 6.2. Other classifiers,
e.g. those based on optimisation, are not discussed in order to limit the extent
of this thesis. We instead continue with a general discussion of the problems
with complex classifiers and many feature candidates in section 6.3, which both
may cause overfitting. Two commonly used techniques to reducing the risk of
overfitting, dimension reduction and feature selection, follows in section 6.4 and
6.5, respectively. Section 6.6 contains a discussion of the methods and some
challenges associated with the evaluation of a classifier, including how the total
number of patterns should be appropriately divided into a learning and a vali-
dation dataset. We will conclude the chapter in section 6.7 with a description
of the classification procedures applied in this thesis.
Most of the content of this chapter is based on the textbook by Duda et
al. [13] and the paper by Raudys and Jain [56], in particular section 6.1, 6.2,
6.4 and 6.6. The discussion found in this chapter is more detailed than the one
found in these two sources and is also based on several other sources.
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6.1 Definitions
In order to be able to provide a precise discussion of the methods and challenges
with classification and evaluation, we will start off by defining some fundamental
terminology and quantities.
Define Ω : {ωi|i = 1, . . . , c} → [0, 1] as the discrete random variable giving
the true a priori probability for a novel pattern to belong to each of the c
possible classes, ω1 . . . ωc, e.g. each of the two prognosis classes. Also, uniquely
index each element in the set of features with an integer in the interval [1, . . . , d],
where d is the cardinality of the set of features. Let the set of feature values
for a single pattern, e.g. for a single patient, be denoted as the d-dimensional
column vector ~x = (x1, . . . , xd), ordered according to the indexing of the feature
set, and be known as the feature vector of that pattern. The set of all possible
feature vectors is known as the feature space and is denoted as D. Moreover,
let nL be the number of d-dimensional vectors in the learning dataset, nV the
corresponding number in the validation dataset and n := nL + nV be the total
number of patterns. Lastly, define ni as the number of feature vectors in class
ωi of the learning dataset, ~xi,1, . . . , ~xi,ni as the feature vectors of these patterns,
Xi := {~xi,1, . . . , ~xi,ni}, i = 1, . . . , c, as the set of these feature vectors and
X := X1+ · · ·+Xc as the collection of all feature vectors in the learning dataset.
Every classifier has a decision rule, which is the concrete rule the classifier
bases its classification (or decision) on. The effect of the decision rule is to di-
vide the feature space into c decision regions, R1, . . . ,Rc, each decision region
Ri corresponds to the set of possible feature vectors for which the classifier in
question classifies the corresponding pattern into class ωi. The decision bound-
ary of class ωi is the piecewise continuous boundary which separates Ri from all
other decision regions. Note that there exists only a single decision boundary
for the case of two classes. The complexity of a classifier is here defined as
the number of independent parameters the classifier estimates. If a classifier’s
decision boundaries are of a specific polynomial degree, the complexity of the
classifier is positively correlated with the product of this polynomial degree, the
number of features and the number of classes in this classifier.
One of the most useful ways of representing the classifier is in terms of a
set of discriminant functions, gi(~x) for i = 1, . . . , c [13, p.29]. These functions
may be viewed as the relative evidence that a specific pattern belongs to each
possible class with respect to the corresponding classifier. A general decision
rule can be expressed in terms of these functions as follows:
Decision rule 1 (General discriminant functions). For all ~x ∈ D, classify the
pattern to the class ωi for which gi(~x) ≥ gj(~x) for all j = 1, . . . , c (if there are
multiple choices for ωi, any will do).
The decision boundaries of a classifier represented using discriminant func-
tions are the set of feature vectors for which the classifier is satisfied with multi-
ple choices for ωi. More precisely, the decision boundaries are the set of feature
vectors for which there exists at least two unique indexes, i and j with i 6= j,
such that gi(~x) = gj(~x) ≥ gk(~x) for all k = 1, . . . , c.
If the number of classes is only two, as is the case for cancer prognosis, the
formulation can be simplified by defining g(~x) := g1(~x) − g2(~x). The classifier,
which is sometimes called a dichotomiser in the case of only two classes [13,
p.30], can now be expressed in terms of g(~x) as follows:
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Decision rule 2 (Dichotomiser using discriminant functions). For all ~x ∈ D,
classify the pattern to ω1 if (and only if) g(~x) > 0, otherwise classify the pattern
to ω2.
It could be noted that any class could have been chosen at the decision
boundary, which now can be simply defined as the set of all feature vectors for
which g(~x) = 0, but we have in the rule above made the decision that these
boundary points should be classified to ω2.
While many classifiers can be represented in the terms of discriminant func-
tions, the representation is not unique in the sense that there will always exists
multiple sets of discriminant functions that classifies all patterns equally. To
relate sets of discriminant functions which are equivalent with respect to classi-
fication, we will define a equivalence relation (see [22, pp.194,214]), denoted ≡,
on the set of discriminant functions that associates sets of discriminant func-
tions which for all ~x ∈ D have either equal unique maximum of gi(~x) or equal
index sets which attains the common maximum (giving equal classification on
the decision boundaries). It should be noted that this definition indirectly re-
quires both equal feature spaces and equal number of discriminant functions
(which is equal to the number of classes).
It is useful to note the following general equivalences:
Theorem 1 (General equivalences of discriminant functions). A set of dis-
criminant functions are equivalent to the set obtained by adding, subtracting or
multiplying all discriminant functions in the set with the same positive function
that is independent of the class index i (but may depend on e.g. ~x). Moreover,
the set gi(~x), i = 1, . . . , c, is equivalent to the set f(gi(~x)), i = 1, . . . , c, when
f : R→ R is an arbitrary strictly monotonically increasing function. [13, p.30]
When studying the performance of a set of features or a specific classifier, the
most interesting quantities are those who gives a probability of misclassification
(PMC). Indeed, if the learning dataset was of unlimited size, there would only
be two quantities worth mentioning: [56, p.253]
• Asymptotic PMC : Pα∞ - the PMC of a specific classifier α.
• Optimal PMC : P∞ := maxα Pα∞ - the best PMC of all (known and un-
known) classifiers when using a specific set of features, i.e. the theoretically
best achievable PMC for the given set of features (when extracted from
the specific data source under study).
When using an unlimited number of learning patterns, the feature values and
the corresponding true classes can in theory be used to find the true values of the
parameters that the classifier depends on. Since we in practise have a limited
number of learning patterns, the true parameters must typically be replaced
by more or less accurate estimates, which may (and probably will) result in
a designed classifier different from the one designed with infinite number of
patterns. Moreover, since different datasets provide different feature values
which in general result in different parameter estimates, the PMC of a designed
classifier with a given number of patterns is a random variable. We therefore
have the two following interesting PMCs in addition to the asymptotic and
optimal PMC:
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• Conditional PMC : PαnL - the PMC of a specific classifier α designed using
a specific number of patterns nL (the number of patterns in each class is
unspecified). This is a random variable.
• Expected PMC : E(PαnL) - the expectation of the conditional PMC. Notice
that as nL approaches infinity, the expected PMC approaches the asymp-
totic PMC for the given classifier α, in fact, one can define the asymptotic
PMC in terms of this relationship [56, p.253]. By the law of large numbers
(see [11, pp.297–298]), the conditional PMC will converge in probability
to the expected PMC as nL increases. From this we know that the con-
ditional PMC will also approach the asymptotic PMC as nL approaches
infinity.
Because of the restricted number of patterns, we will in practise also only
have a limited number of validation patterns. We can therefore in practise
only obtain estimates of the four different PMCs described above. While the
description of how to obtain some such estimates and a discussion of their ap-
propriateness is left to section 6.6, we will here note that the distribution of
any such estimator is also of interest. In particular, the expectation and the
variance of this distribution are interesting characteristics of such estimators.
6.2 Bayesian decision theory
We will in this section assume that the set of features is selected, making the
classification method the only remaining choice to have a specific classifier.
The fundamental assumption in Bayesian decision theory is that the set
of feature vectors from a given class consists of independent realisations of a
continuous random variable ~X|Ω = ωi with a true, but usually unknown con-
ditional pdf f ~X|Ω=ωi(~x|Ω = ωi). Assuming the knowledge of the conditional
pdfs, f ~X|Ω=ω1(~x|Ω = ω1) . . . f ~X|Ω=ωc(~x|Ω = ωc), and the a priori probabilities,
pΩ(ω1) . . . pΩ(ωc), we can apply Bayes’ formula to obtain the true a posteriori
probability of each class given a pattern with feature vector ~x:
pΩ| ~X=~x(ωi| ~X = ~x) =
f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
f ~X(~x)
(6.1)
where f ~X(~x) can be computed using the law of total probability:
fX(~x) =
c∑
i=1
f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi) (6.2)
Under the assumption of the origin of the feature vectors, the true asymptotic
PMC of a specific classifier can easily be derived as [13, p.22]:
P (error) =
∫ ∞
−∞
P (error ∧ ~X = ~x)d~x =
∫ ∞
−∞
P (error| ~X = ~x)f ~X(~x)d~x (6.3)
By equation (6.2) we see that, under the assumption of known conditional pdfs
and a priori probabilities, f ~X(~x) is completely determined. However, the other
factor in the integrand, P (error| ~X = ~x), depends on the choice of classification
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method. The best possible method will for all ~x ∈ D choose the class with least
PMC. The resulting classifier is known as Bayes’ classifier and is by definition
a classifier which obtains the optimal PMC given the set of features and under
the assumption of the feature vectors’ origin. The decision rule of this classifier
can be expressed as:
Decision rule 3 (Bayes’ decision rule). For all ~x ∈ D, classify the pattern to the
class ωi for which pΩ| ~X=~x(ωi| ~X = ~x) ≥ pΩ| ~X=~x(ωj | ~X = ~x) for all j = 1, . . . , c
(if there are multiple choices for ωi, any will do).
or by using decision rule 1 or (2) with discriminant functions defined as:
gi(~x) :=pΩ| ~X=~x(ωi| ~X = ~x)
(6.1)
=
f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
f ~X(~x)
≡ f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi) (6.4)
where the last transition follows from theorem 1 and the fact that (f ~X(~x))
−1 is
positive and independent of the class index i.
The asymptotic PMC of Bayes’ classifier will in the following be denoted by
PB and can be computed by inserting Bayes’ decision rule into equation (6.3):
PB = 1−
∫ ∞
−∞
max
i=1,...,c
{pΩ| ~X=~x(ωi| ~X = ~x)}f ~X(~x)d~x (6.5)
In practise, both the conditional pdfs and the a priori probabilities are un-
known. In many applications, it is reasonable to assume that the probabilities
of occurrence of each class is the same in the learning dataset as in novel pat-
terns, thus allowing the a priori probabilities to be easily estimated as the
corresponding proportions in the learning dataset. Obtaining a proper estimate
of the conditional pdfs are however worse and can be tackled in different ways.
Broadly divided, there are two different approaches, parametric classification
and nonparametric classification.
6.2.1 Parametric classification
In parametric classification, we assume that all conditional pdfs belongs to the
same distribution class, but possibly with different true values of its parameters.
The problem of estimating each conditional pdf is then reduced to the problem
of estimating the parameters of each distribution. The method of estimation is
of course arbitrary in general, but the common practise is to use the maximum
likelihood estimator (MLE). The MLE is recommended by most statisticians,
at least for large datasets, due to some attractive properties. In particular, the
invariance principle of the MLE states that given the MLEs of a number of
parameters, the MLE of any function of these parameters is simply obtained by
replacing the parameters with its MLEs in the function expression. In general,
the computation of a composed estimator must be computed from scratch, but
this property makes such computation trivial when using MLEs. The most
important theoretical property is however related to the large sample behaviour
of the MLE, which roughly states that all MLEs are approximately unbiased
estimators attaining (nearly) the minimum possible variance of all unbiased
estimators. [11, pp.346,351–352]
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In practise, the assumed distribution of the conditional pdfs are almost with-
out exception the normal distribution (when parametric classification is used).
Moreover, the covariance matrix of the normal distribution is assumed to be
invertible, but this is only a minor assumption as a singularity of the covariance
matrix indicates a redundancy of some features [13, p.34].
There are several arguments supporting the assumption of normality of the
conditional pdfs, or at least supporting that this assumption is in general more
appropriate than assuming any other distribution class of all conditional pdfs.
An essential argument follows from the central limit theorem, in particular that
the sum (or average) of many small, independent random sources of noise will
converge to a normal distribution as the number of sources increase, which
makes the normal distribution the appropriate model if the conditional pdfs of
~X|Ω = ωi may be viewed as the result of a typical or prototype vector ~µi cor-
rupted by continuously valued, random noise [13, pp.31,33]. Another interesting
property is that the normal distribution has the maximum entropy of all dis-
tributions having the same mean and variance, i.e. the normal distribution has
the theoretically maximum informational content and uncertainty with respect
to a given mean and variance [13, pp.32–33]. Finally, the classifiers produced
when assuming normality of the conditional pdfs are to some degree simplistic
and therefore likely to generalise acceptably. In fact, we will later see that under
addition assumptions the classifier includes the best possible linear separation
with respect to an intuitively reasonable criterion function, see section 6.4.1.
The assumption of normality can be stated as ~X|Ω = ωi ∼ N(~µi,Σi) for i =
1, . . . , c, where µi ∈ Rd is the expectation and Σi ∈ Rd,d is the covariance matrix.
The Bayesian decision rule can then be obtained by using the discriminant
functions:
gi(~x)
(6.4),1≡ ln(f ~X|Ω=ωi(~x|Ω = ωi)) + ln(pΩ(ωi))
normality
= ln(
1
(2pi)d/2|Σi|1/2 e
− 12 (~x−~µi)TΣ−1i (~x−~µi)) + ln(pΩ(ωi))
= −1
2
(~x− ~µi)TΣ−1i (~x− ~µi)−
d ln(2pi)
2
− ln |Σi|
2
+ ln(pΩ(ωi))
1≡ −1
2
(~x− ~µi)TΣ−1i (~x− ~µi)−
ln |Σi|
2
+ ln(pΩ(ωi)) (6.6)
= −1
2
~xTΣ−1i ~x+ ~µ
T
i Σ
−1
i ~x−
1
2
~µTi Σ
−1
i ~µi −
ln |Σi|
2
+ ln(pΩ(ωi)) (6.7)
where the last equality follows from that the covariance matrix is symmetric by
definition.
Since the covariance matrix is symmetric, it contains ‘only’ 0.5d(d+1) unique
parameters, and the expectation contains d values, thus a total of 0.5d(d + 3)
independent parameters are available for each class. If the number of features is
high, then the number of independent parameters will be large. This can in turn
make the designed classifier overfitted to the learning dataset, a phenomenon
which will receive more attention later in section 6.3, but for now it is sufficient
that we know it may be beneficial to restrict the number of independent pa-
rameters. In the case of normal conditional pdfs, this can be done by assuming
values or relationships among the 0.5d(d + 3) parameters. There are two such
assumptions which are commonly mentioned, both restricting the number of
independent covariances.
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Case 1: Independent features with equal variances, Σi = σ2I
In this simple case, all features are assumed to be statistically independent and
to have the same common variance σ2. Thus there is in this case only a single
independent covariance parameter, making the total number of independent
parameters cd+ 1. The discriminant functions can in this case be written as:
gi(~x)
(6.6)
= −1
2
(~x− ~µi)TΣ−1i (~x− ~µi)−
ln |Σi|
2
+ ln(pΩ(ωi))
= −‖~x− ~µi‖
2
2
2σ2
− 2 lnσ + ln(pΩ(ωi))
1≡ −‖~x− ~µi‖
2
2
2σ2
+ ln(pΩ(ωi)) (6.8)
In the case of equal a priori probabilities, it is easy to see that a classifier based
on the discriminant functions in equation (6.8) will simply classify each feature
vector to the class belonging to the nearest expectation, as the discriminant
function of this class will provide the largest value of the discriminant functions
because it attains the least possible distance ‖~x − ~µi‖2, i = 1, . . . , c, for the
specific feature vector. Such a classifier is known as the minimum distance
classifier and the distance is measured using the Euclidean norm.
In the case of a dichotomiser and by applying theorem 1, it is easy to further
simplify the discriminant functions in equation (6.8) to g(~x) = ~wT (~x−~x0) where:
~w = ~µ1 − ~µ2 (6.9)
~x0 =
~µ1 + ~µ2
2
− σ
2(~µ1 − ~µ2)
‖~µ1 − ~µ2‖22
ln
(
pΩ(ω1)
pΩ(ω2)
)
(6.10)
The resulting decision boundary is thus a hyperplane orthogonal to the line
between the expectations, as given in equation (6.9). Furthermore, equation
(6.10) shows that the location of this hyperplane is precisely the middle point
of the expectations if the a priori probabilities are equal, an observation that
can also be derived independently as we known the classifier is equivalent to the
minimum distance classifier in this case. If there is a deviation in the a priori
probabilities, then the second term in equation (6.10) is a nonzero constant
times the difference vector between the expectations, so the hyperplane will
be translated along the line between the expectations. These observations are
visualised in figure 6.2 and 6.3 for the case of one and two features, respectively.
Case 2: Equal covariance matrices, Σi = Σ
A slightly more complex case is when all features are assumed to have the
same common covariance matrix Σ. As a general covariance matrix contains
0.5d(d+1) independent parameters, the total number of independent parameters
is cd + 0.5d(d + 1) = 0.5d(2c + d + 1) in this case. The discriminant functions
can now be written as:
gi(~x)
(6.6)
= −1
2
(~x− ~µi)TΣ−1i (~x− ~µi)−
ln |Σi|
2
+ ln(pΩ(ωi))
1≡ −1
2
(~x− ~µi)TΣ−1(~x− ~µi) + ln(pΩ(ωi)) (6.11)
1≡ ~µTi Σ−1~x−
1
2
~µTi Σ
−1~µi + ln(pΩ(ωi)) (6.12)
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Figure 6.2: Two normal distributions with equal variances. Under the assump-
tion of normality and equal variances, this is an idealised case when the number
of features is one and the number of classes is two. The dashed, black line is
the decision boundary of the Bayes decision rule under the assumption of (left)
equal a priori probabilities or (right) pΩ(ω1) = 0.8 and pΩ(ω2) = 0.2, and the
area of A1 and A2 is the probability of misclassification when the true class is
ω1 and ω2, respectively.
Figure 6.3: Two bivariate normal distributions with independent components
with equal variances. Under the assumption of normality and independent fea-
tures with equal variances, this is an idealised case when the number of features
is two and the number of classes is two. The dashed, black line is the decision
boundary of the Bayes decision rule under the assumption of equal a priori prob-
abilities. The solid, black vector is ~w = ~µ1−~µ2, which also is the normal vector
of the decision boundary.
The formulation in equation (6.11) strongly resembles the formulation of in
equation (6.8), a set of discriminant functions that under the assumption of
equal a priori probabilities defines a minimum distance classifier. In fact, under
the assumption of equal a priori probabilities, equation (6.11) also defines a
classifier that decides the class with minimum distance between its expectation
and the feature vector, as the minimum distance classifier, only that the distance
is now measured in terms of the norm defined by the matrix Σ−1.
In the case of a dichotomiser, it is easy to show that g(~x) = ~wT (~x − ~x0)
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Figure 6.4: Two bivariate normal distributions with equal covariances. Under
the assumption of normality and equal covariances, this is an idealised case when
the number of features is two and the number of classes is two. The dashed, black
line is the decision boundary of the Bayes decision rule under the assumption
of equal a priori probabilities. Though the decision boundary passes through the
average of the expectations, ~µ1 − ~µ2, this vector is not the normal vector of the
decision boundary as indicated by the solid, blank vectors.
where:
~w = Σ−1(~µ1 − ~µ2) (6.13)
~x0 =
~µ1 + ~µ2
2
− ~µ1 − ~µ2
(~µ1 − ~µ2)TΣ−1(~µ1 − ~µ2) ln
(
pΩ(ω1)
pΩ(ω2)
)
(6.14)
The resulting decision boundary is thus again a hyperplane, but the normal
vector of this hyperplane, as given in equation (6.13), is generally not orientated
as the difference vector between the expectations (as it was in case 1). The
middle point of the expectations is however still a part of the hyperplane if we
assume equal a priori probabilities, as we see from equation (6.14), which also
shows us that the translation caused by unequal a priori probabilities is along
the line between the expectations as in the previous case. These observations
are visualised in figure 6.4 for the case of two features.
Case 3: No further assumptions, Σi is arbitrary
In this last case we do not assume any values or relationships on the parame-
ters. We have already mentioned that we then will have 0.5d(d+3) independent
parameters for each class, thus a total of 0.5cd(d+ 3) independent parameters.
The discriminant functions of this case were given in equation (6.7). The result-
ing decision boundaries are general piecewise hyperquadrics, or a single general
hyperquadric for dichotomisers. In fact, given any hyperquadratic, there exists
always two normal distributions whose decision boundaries using the Bayes de-
cision rule is that hyperquadric [13, p.42]. Some of the many possible forms of
the decision boundaries are visualised in figure 6.5 for the case of two features.
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Figure 6.5: Two bivariate normal distributions. Under the assumption of nor-
mality, this is an idealised case when the number of features is two and the
number of classes is two. The dashed, black curves are the decision boundaries
of the Bayes decision rule under the assumption of equal a priori probabilities,
which are quadrics for the case of two features.
Discussion
While all derived classifiers attain the optimal PMC under the stated assump-
tions and with knowledge about the true value of parameters, problems arise
when any of these conditions are not met. The problem of not knowing the
true value of the parameters, which is the typical case in practise, is related
to the a general phenomenon known as overfitting, a problem that will receive
more attention in section 6.3. For now we shall only note that the problem
increases with the number of independent parameters. A violation of the stated
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assumptions, in particular an incorrect assumption of the conditional pdfs (the
assumption of the feature vectors’ origin is mild if the patterns can be said to
be ‘independent’), may further decrease the performance of the classifier.
It has been noted by many authors that the linear discriminant functions
obtained in case 2 above is robust to discrepancies from the normality assump-
tion [56, p.253]. This can be partly explained by its strong correlation with
the Fisher’s linear discriminant, a method described in section 6.4.1 that op-
timises the linear separation between the classes with respect to an intuitively
reasonable criterion function. As this method does not rely on the normality
assumption, nor any other assumptions about the parametric form of the condi-
tional pdfs for that sake, it seems reasonable that importance of the normality
assumption in a classifier of case 2 above is minor.
In contrast, the hyperquadratic decision boundary obtained when using arbi-
trary covariance matrices, significantly suffers from a violation of the normality
assumption. Another critique directed toward this classifier is that its perfor-
mance degenerates when the number of patterns in each class in the learning
dataset differs, in fact, a learning dataset with equal number of patterns of each
class may have a lower expected PMC than a similar learning dataset where the
number of patterns of only one class has increased. A generalisation accommo-
dating for this negative effect has been proposed, see [56, p.253–254] for details.
[56, p.253]
6.2.2 Nonparametric classification
We now turn our attention to a different approach of estimating the true, but
unknown conditional pdfs. This time we will not assume a specific distribution
class of all pdfs, we will instead let the data describe the distributions. While
this approach may seem favourable in all circumstances, it is in practise not that
simple, because the arbitrary estimation of the conditional pdfs requires a much
larger learning dataset to be properly estimated than is the case when estimating
some relatively few independent parameters of an assumed distribution. This
problem is related to the complexity of the classifier and will be discussed later
in section 6.3.
The positive side of this nonparametric approach compared to the parametric
counterpart is obvious. We omit the possibly (and maybe even probably) flawed
assumption of a specific distribution class of all conditional pdfs and in effect
allow the estimation of distributions closer to the true pdfs. In particular, the
nonparametric classifiers allow different distributions of both the marginal pdfs
of a conditional pdf and the different conditional pdfs, in addition to allowing
unknown distributions of the conditional pdfs.
We will in the following describe two common nonparametric classifiers, the
Parzen window classifier and the k-nearest neighbour classifier. They both
share the same fundamental technique of how to estimate a distribution of a
continuous, random variable ~X from a set of independent realisations of the
variable, ~x1, . . . ~xn. In image analysis, there will in general be c distributions
to estimate, ~X|Ω = ω1, . . . , ~X|Ω = ωc, and the set of feature vector associated
with each class is assumed to be the set of independent realisations from the
corresponding conditional pdf.
Let R be any region in D and define pR as the probability of a realisation
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occurring in that region, more precisely, define:
pR :=
∫
R
f ~X(~x)d~x (6.15)
Define BR as the binomial variable of the number of occurrences in the region R
among the n realisation, ~x1, . . . ~xn. BR ∼ Bin(n, pR) is then a random variable
depending on the set of realisations. In particular we note that:
E(BR) = npR (6.16)
Since a binomial variable is just the sum of multiple independent Bernoulli
variables with parameter pR, it follows from the law of large numbers that the
average of the Bernoulli variables, BR/n, will converge in probability to pR. A
reasonable estimator of pR is thus:
P̂R =
BR
n
(6.17)
with the corresponding estimate:
p̂R :=
kR
n
(6.18)
where kR is the observed quantity of BR (the symbol kR is chosen instead of
bR because of a prominent convention of using k in this context).
As the law of large numbers only applies when there is literally an infinite
number of realisations inside the region R, we should comment whether this
approximation is acceptable for small values of n. Under the assumption of a
large dataset, this can be justified because a small number of realisations in
the region will then strongly indicate a minor probability of occurrence in that
region, i.e. a small value of pR, and since the variance of a Bernoulli variable is
pR(1 − pR), this means that a small value of n implies a small variance of the
estimator in equation (6.17), which is pR(1 − pR)/n. We thus need to assume
that the dataset is large, if not, it is possible that the number of occurrence in a
specific region is small even though the probability of occurrence in that region
is relatively large.
We will further assume that f ~X is continuous and R is so small that f ~X is
nearly constant in the region. Under these assumptions, we have that:∫
R
f ~X(~x
′)d~x′ ≈ f ~X(~x)VR (6.19)
where VR is the hypervolume of R.
In summary, for a given point ~x, we now have the following approximation
under the stated assumptions:
f ~X(~x)
(6.19),VR>0≈ 1
VR
∫
R
f ~X(~x
′)d~x′
(6.15)
=
pR
VR
≈ p̂R
VR
(6.18)
=
kR/n
VR
(6.20)
We can from this define an estimate of the distribution of ~X for every point ~x
as following:
f̂ ~X(~x) :=
kR(~x)/n
VR(~x)
(6.21)
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where ~x is included as an argument of R to indicate that the region is adapted
to the point in question.
The only thing that remains in order to have an explicitly defined method
using the estimate in equation (6.21) is how to wisely choose the regions R(~x).
To assist our choice we can use three conditions that are necessary if f̂ ~X(~x) is
to converge to f ~X(~x): [13, p.163]
lim
n→∞VR(~x) = 0 (6.22)
lim
n→∞ kR(~x) =∞ (6.23)
lim
n→∞ kR(~x)/n = 0 (6.24)
In order to satisfy these condition the region will have to depend on the number
of independent realisations. More precisely, the region must approach the empty
set while the number of realisations within the region approaches infinity, but in
a rate such that the number of realisations within the region is negligible with
respect to the total number of realisations.
Parzen window classifier
In the Parzen window classifier, we define the hypervolume in equation (6.21)
as a function of the number of realisations as follows:
VR(~x) := Vn (6.25)
The dependence of the number of realisations follows from the discussed nec-
essary conditions of convergence, see equations (6.22)-(6.24). The hypervolume
Vn is further defined in terms of a window width or smoothing parameter hn as
follows:
Vn := h
d
n (6.26)
where d is the dimension of the realisations, which is the number of features in
our case.
Define a window function ϕ : Rd → Rd as a measure of the distance to origin.
The number of realisations within the region is defined in terms of this window
function and the window width as follows:
kR(~x) :=
n∑
i=1
ϕ
(
~x− ~xi
hn
)
(6.27)
By inserting equations (6.25) and (6.27) into equation (6.21), we obtain the
following estimate of the distribution of ~X:
f̂ ~X(~x) =
1
nVn
n∑
i=1
ϕ
(
~x− ~xi
hn
)
(6.28)
In essence, for any point ~x this estimate is an interpolation of all realisations
with weights proportional to the distance from ~x to each of the realisations. The
distances are measured in terms of the window width, which thus determines
the focus of the interpolation, and the transitions is determined by the window
function.
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We must restrict the definition of the window function to ensure a meaningful
estimate in equation (6.28). Firstly, it is natural that the window function is an
unimodal, symmetric function centred at the origin and decreasing along any
direction away from origin. This requirement roughly states that realisation
close to the point in question contributes more in the estimate than realisations
further way, but is only of practical purpose. Secondly, we require the window
function to be a pdf. This is a theoretical requirement that can be shown to be
a sufficient condition for that the resulting estimate is a pdf [13, p.165].
With respect to the origin of the estimate in equation (6.21), which is based
on a strictly defined region R(~x) with hypervolume VR(~x) and number of re-
alisations kR(~x), we should let the window function be a hypercube centred at
origin and with side hn. The estimate in equation (6.28) would then be the
ratio of the number of realisations within a length of hn/2 from the argument
point to the total number of realisations (scaled with the constant V −1n = h−dn ).
Such restriction of the window function is however not required for the practical
use of this classification method. In fact, because the sharp transition of the
hypercubical window function can be said to be artificial because the separation
of contributing and ignored realisations is typically not crisp, we expect window
functions with smoother transitions to perform better in general.
From a theoretical point of view, it is interesting to study necessary and
sufficient conditions of how the window width needs to depend on the number
of realisations in order to ensure convergence to the true, unknown distribution
of ~X. We will however instead take a practical approach to this choice and refer
interested readers to [13, pp.166–168].
In practise, we are left with two choices, the distribution of the window
function and the window width. With considerations of noise, statistical inde-
pendence of the realisations and its variance, a generic normal window shape
is justifiable without any other problem specific information [13, p.169]. The
exact distribution could be given some attention. In particular, if the typical
range of the realisations along different axes seem to be different, this should
be taken into account by e.g. setting the standard deviation of the window
function along each axis proportional to a measurement of the typical range of
the realisations along that axis, e.g. the standard deviation of the realisations
along that axis. However, in an experiment using 13 different types of window
function, including the normal window shape, it was found that the PMC was
nearly identical for every window function as long as the window width was cho-
sen properly, indicating that the importance of the choice of window function is
minor relative to the choice of window width [56, p.254].
The problem of choosing a window width is generally complicated. Indeed,
there exists little theoretical justification of which window width is best in gen-
eral [13, p.169]. A recommended approach is to estimate a PMC using several
different window widths and choosing the window width attaining the minimum
PMC. This procedure is practically acceptable as the valley of the expected PMC
against the window width is wide for most practical problems, thus allowing rel-
atively widely sampled window widths. The problem of estimating the PMC is
thus the most troubling, as estimating a PMC using only the learning dataset
increases the risk of overfitting (discussed in general in section 6.3), but using
a separate tuning dataset will affect either the accuracy of the estimated PMC
or the conditional and expected PMC of the resulting classifier, see section 6.6
for details. [56, p.254]
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In practise, the performance of a Parzen window classifier is highly depen-
dent on the number of realisations. In particular, the classifier will require many
more realisations with an increasing dimension of the vectors, e.g. the number
of features. Roughly speaking, if we assume that the required number of reali-
sations is known to be a when the dimension is one, then the required number
of realisations with d dimensions is ad, under the assumption of equal resolution
in each dimension. In other words, the required number of realisations grows
exponentially with the dimension of the vectors. This problem is related to the
problem of overfitting, which will be discussed in general in section 6.3, and is
often referred to as the curse of dimensionality after Bellman [3, pp.94,197–198],
though the problem in itself was known prior to Bellman’s work. In the con-
text of the Parzen window classifier, we can also recognise the problem directly
because it is clear that increasing the dimension makes the space filled by a
constant number of realisations n rapidly sparser and quickly the method will
have to choose between an extremely large window width or a highly unreliable
point estimate because of few - or none - closely located realisation, i.e. kR(~x)
is microscopic.
In summary, we will define the discriminant functions which may be inserted
into decision rule 1 or 2 to obtain the Bayes’ decision rule using the Parzen
window classifier:
gi(~x)
(6.4)
= f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
≈ ̂f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
(6.28),1≡ pΩ(ωi)
ni
ni∑
j=1
ϕ
(
~x− ~xi,j
hn
)
(6.27)
=
kR(~x),ipΩ(ωi)
ni
(6.29)
where kR(~x),i is the weighted contribution of class ωi in the fuzzy region R(~x) as
given in equation (6.27), the window function ϕ is an arbitrary chosen pdf, e.g.
the multivariate normal distribution with an appropriately chosen covariance
matrix, and the window width hn is a problem specific constant that should be
estimated, e.g. as the window width attaining the minimum estimated PMC
when evaluated using the learning dataset. In particular, if we estimate the a
priori probabilities as the corresponding proportions in the learning dataset, we
obtain the following discriminant functions:
gi(~x)
(6.29)
=
kR(~x),ipΩ(ωi)
ni
=
kR(~x),i
ni
ni
nL
1≡ kR(~x),i (6.30)
and the decision rule will simply be to decide the class with maximum weighted
contribution in the fuzzy region R(~x).
k-nearest neighbour classifier
Let ki(~x, kn) be the number of realisations of class ωi of the kn nearest neigh-
bours of ~x measured with respect to some norm, e.g. the Euclidean norm. The
k-nearest neighbour (kNN) classifier can then be defined as follows:
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Decision rule 4 (kNN decision rule). For all ~x ∈ D, classify the pattern to the
class ωi for which ki(~x, kn) ≥ kj(~x, kn) for all j = 1, . . . , c (if there are multiple
choices for ωi, any will do).
Roughly speaking, the kNN classifier decides the most frequent class among
the kn nearest neighbours of the argument point.
The kNN decision rule can be related to the nonparametric distribution
estimate by stating that equation (6.21) indicates that the following is an ap-
propriate estimate of the joint distribution of ~X,Ω:
f̂ ~X,Ω(~x, ωi) :=
ki(~x, kn)/ni
VR(~x)
(6.31)
Using this estimate we find an estimate of the a posteriori probabilities:
̂f ~X|Ω=ωi(~x|Ω = ωi) :=
f̂ ~X,Ω(~x, ωi)∑c
j=1 f̂ ~X,Ω(~x, ωj)
(6.31)
=
ki(~x, kn)/ni∑c
j=1 kj(~x, kn)/nj
(6.32)
which results in the following discriminant functions:
gi(~x)
(6.4)
= f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
≈ ̂f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
(6.32),1≡ ki(~x, kn)pΩ(ωi)
ni
(6.33)
If we estimate the a priori probabilities as the corresponding proportions in the
learning dataset, we obtain the following discriminant function:
gi(~x)
(6.33)
=
ki(~x, kn)pΩ(ωi)
ni
=
ki(~x, kn)
ni
ni
nL
1≡ ki(~x, kn) (6.34)
which is precisely decision rule 4 when inserting the discriminant functions into
decision rule 1.
The kNN classifier has a clear practical advantage over the Parzen window
classifier; it dynamically determines the region, which is specified by the window
width in the Parzen window method, based on the density of the realisations
surrounding the point in question. This seems favourable as we want the region
to be small (focused) whenever possible, as this provides an accurate estimate,
but we need several realisations to ensure a reliable estimate. As the density of
the realisations are in all practical cases bound to vary with the location of ~x, a
fixed region can not expected to be optimal from all locations of ~x, so the kNN
classifier has practical advantages over the Parzen window classifier.
A devastating flaw from a theoretical point of view should be commented in
this context. As at least one realisation would have to be included in at least
one of the pdfs in both equation (6.31) and equation (6.32) for any point ~x,
at least one of the pdfs in both these estimates will have to diverge to infinity
for any finite number of realisations n. This is rather embarrassing as it shows
that the resulting estimates are far from pdfs, as pdfs always integrate to one.
As commented, from a practical point of view this is only favourable as we will
always obtain some estimate of the probability in each point, even when it is
microscopic.
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Though the dynamical determination of the region allows the kNN classifier
to more efficiently use a limited number of realisations, it will in general also
create a complex decision boundary. In fact, the complexity of the kNN classifier
is in general extremely high, but it will depend on the chosen value of kn - a
higher value will result in a less complex classifier.
When applying the kNN classifier, we would have to determine the number
of required realisation in the region, kn. This problem is analogous with the
problem of setting the window width in the Parzen window classifier; perfor-
mance depends significantly on the value of kn, but there is in general no way
of reasonably assigning this value. Again, a recommended approach is to let
the value be determined by evaluating multiple values and choosing the one
obtaining the minimum estimated PMC, e.g. by using the learning dataset for
the evaluations. [56, p.255]
Another practical concern is the choice of norm, which is analogous with
choice of contour lines for the window function the Parzen window method. As
commented, a difference in the typical range of the realisations along different
axes should be compensated for. If possible, an alternative is to standardise
each feature with respect to some a priori knowledge about their distribution,
but this knowledge could also be incorporated in the choice of norm or contour
lines. It has been reported that the choice does affect the performance, but the
importance of this choice is highly dependent on the features under study [56,
p.255].
Distribution estimation based on the kNN
The reader may have spotted that the presentation of the kNN classifier was
not directly derived from the estimated distribution in equation (6.21). The
reason is that the classifier based on this distribution estimate using a constant
number of realisations within the region will in general not be identical to the
kNN classifier.
When estimating a distribution based on the kNN, we define the number of
realisations within the region in equation (6.21) as a function of the number of
realisations as follows:
kR(~x) := kn (6.35)
As in the Parzen window method, the dependence of the number of realisations
follows from the discussed necessary conditions of convergence of f̂ ~X(~x) in equa-
tion (6.21) to the true, unknown distribution of ~X, see equations (6.22)-(6.24).
In this case however, it can be shown that the following two conditions are both
necessary and sufficient for the convergence: [13, p.175]
lim
n→∞ kn =∞ (6.36)
lim
n→∞ kn/n = 0 (6.37)
These conditions can easily be satisfied, e.g. by using kn = nα for any α ∈ (0, 1)
or log kn, but, as with the kNN classifier, a recommended approach in image
analysis problems is to estimate kn based the entire learning dataset.
For any given set of data with n realisations, we define or compute the re-
quired number of realisations kn. Then, for any point ~x we find the kn nearest
realisation with respect to some norm, e.g. the Euclidean norm, and define the
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region VR(~x) as all points equally close as or closer than the farthest realisa-
tion among the kn with respect to the same norm. Thus we have all quantities
necessary to define the discriminant functions which may be inserted into deci-
sion rule 1 or 2 to obtain the Bayes’ decision rule using the kNN distribution
estimate:
gi(~x)
(6.4)
= f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
≈ ̂f ~X|Ω=ωi(~x|Ω = ωi)pΩ(ωi)
(6.21),(6.35)
=
knpΩ(ωi)
niVR(~x),i
1≡ pΩ(ωi)
niVR(~x),i
(6.38)
where VR(~x),i is the just described region of class ωi containing kn realisations.
In particular, if we estimate the a priori probabilities as the corresponding pro-
portions in the learning dataset, we obtain the following discriminant function:
gi(~x)
(6.38)
=
pΩ(ωi)
niVR(~x),i
=
1
niVR(~x),i
ni
nL
1≡ V −1R(~x),i (6.39)
and the decision rule will simply be to decide the class with minimum distance
to the kn’th nearest neighbour measured in terms of some norm.
It is not difficult to find cases in which the decision rule based on the dis-
criminant function in equation (6.38) or (6.39) decides a different class than the
kNN decision rule 4. The main difference of these classifiers is that the kNN
distribution estimation classifier will evaluate c times more realisations than the
kNN classifier for the same value of kn. If we accommodate for this difference,
then we can expect the classifiers to perform similarly in all practical situations,
though there will still exists cases where the classifiers decides differently.
Nearest neighbour classifier
The nearest neighbour (NN) classifier is a special case of the kNN classifier with
kn := 1. The decision rule of this classifier is:
Decision rule 5 (NN decision rule). For all ~x ∈ D, classify the pattern to
the class ωi for which mink=1,...,ni ‖~xi,k − ~x‖ ≤ mink=1,...,nj ‖~xj,k − ~x‖ for all
j = 1, . . . , c (if there are multiple choices for ωi, any will do).
This decision rule can be trivially stated as: classify each point to the class
of the nearest realisation with respect to some norm.
This choice of kn will as discussed result in the most complex possible
kNN classifier. As the number of realisations within the region is constant,
its corresponding distribution estimate will not converge to the desired distri-
bution even with an infinite number of realisations, see the necessary condi-
tion in equation (6.36). It is on the other hand intuitive and simple, and it
can furthermore be shown that its asymptotic PMC, PNN∞ , is in the interval
[PB, PB(2 − PBc/(c − 1))] ⊂ [PB, 2PB], where PB is as always the asymp-
totic PMC of Bayes’ classifier, so the asymptotic performance is reasonable [13,
p.182].
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6.3 Overfitting
If we were facing the idealised case with an infinite number of learning patterns
in each class, it would be unwise to limit the classifier complexity, e.g. by lim-
iting the number of features or by assuming a specific distribution class for all
conditional pdfs. Indeed, it is well known that an increase in the number of
features will never increase (and will decrease if the added feature is at least
slightly meaningful) the true optimal PMC; it is theoretically impossible as the
best classifier would in the worst case only ignore the newly added features. In
fact, if we keep adding just random features, we must by pure chance add some
that are at least slightly meaningful, thus, if we add enough, we will always
obtain an optimal PMC of zero. Similarly, if the best classifier in a specific
case was obtained by using e.g. normal conditional pdfs with equal covariance
matrices, then the designed classifier with arbitrary covariance matrices would
have used equal covariance matrices and the nonparametric classifiers with a
parameter chosen to guarantee convergence will result in the same normal dis-
tributions with equal covariance matrices, which both indicates that assuming
more restrictive distribution classes in the design of the classifier can only have
a negative (increasing) effect on the optimal PMC. In fact, if we have an unlim-
ited number of learning patterns, we would always have chosen a nonparametric
classification method with an appropriately chosen parameter to guarantee con-
vergence, or even a more general classification method if the origin of the feature
vectors is questionable, and fed it with as many features as we could.
The problem with a high classifier complexity first becomes evident when we
design our classifiers based on a finite number of learning patterns. Since the
classifier is then based on a limited number of feature vectors, we must estimate
its required quantities, e.g. the independent parameters of a specific distribution
class or the entire distributions. Such estimates are typically based on the
feature vectors, which makes the accuracy of the estimates highly correlated with
the number of feature vectors. Thus the number of learning patterns and the
‘allowed’ complexity of the classifier is also highly correlated. If the complexity
is greater than the number of patterns ‘allows’, then the classifier will generalise
poorly, i.e. the classifier’s ability to correctly classify novel patterns is much
worse than its ability to classify the patterns in the learning dataset, and we
say that the classifier is overfitted to its learning dataset [59, p.92].
The connection between the number of patterns and the ‘allowed’ complexity
can be understood by assuming that there is an upper limit of the allowed
total error due to the estimation; if the total error exceeds this values, then
the expected PMC increases. When using a small learning dataset to design
the classifier, each estimate is (on average) highly inaccurate, thus only a few
estimates can be obtained before the maximum allowed total error is reached. If
we on the other hand design the classifier based on a large learning dataset, each
estimate is (on average) rather accurate, thus many estimates can be obtained
before the maximum allowed total error is reached.
Of course, the effect of inaccurate estimates are in truth gradually increasing
the expected PMC. The idea is however correct, in particular, more learning
patterns will allow a higher classifier complexity without suffering from being
overfitted. This is also recognised in the literature where some has shown that
the expected PMC is mainly determined by the ratio between the number of
learning patterns to the number of features [55, p.667] and other states that this
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ratio should be larger for more complex classification methods [45, p.135]. There
are however also other concerns affecting how complex a classifier can be before
it significantly increases the expected PMC. In particular, the true distribution
of the conditional pdfs and the effectiveness of the features are relevant [56,
p.259].
Let us summarise. As the complexity of the classifier increases, the esti-
mations become gradually more unreliable which in turn affects the expected
PMC negatively. On the other hand, the increased complexity typically have a
positive effect on the expected PMC, e.g. due to the inclusion of new relevant
features or by relaxing incorrect assumptions of the conditional pdfs. The total
effect of the expected PMC is what is of interest, but this depends on how the
complexity of the classifier has increased.
In an idealised case with two classes and a single discrete feature, Hughes
[24, pp.56–59,62–63] showed how the expected PMC and the asymptotic PMC
of Bayes’ classifier depends on the number of possible values of the discrete fea-
ture when no a priori information of the conditional pdfs is present. Because
it is possible to reasonably quantify continuous features and because multiple
discrete features can be compressed into a single discrete feature without loos-
ing any information, the number of possible values of a discrete feature is a
reasonable measure of the classifier complexity caused by the features. Figure
6.6 visualises the dependency for the case of equal a priori probabilities. This
figure shows that the optimal classifier complexity increases with the number of
learning patterns. Even more interesting is that all expected PMC curves are
strictly unimodal, thus it should be possible to approximately find the optimal
classifier complexity if we are able to reliably estimate the performance.
With the knowledge that more features and more general classification meth-
ods tend to increase the resulting complexity, and the indication in figure 6.6
that the optimal classifier complexity may be prominent enough to be reason-
ably estimated, we may attempt to gradually increase the classifiers complexity
in the best way we can until we suspect that the expected PMC will decrease if
we continue to increase the complexity. Such a procedure is highly dependent
on accurate a priori information or on a reliable estimation of the expected
PMC. By applying improper estimates, which are typically overoptimistic, one
may be confused to believe that the classifier is performing well when it severely
suffers from being overfitted. We will discuss this and related problems closer
when we review evaluation in general in section 6.6.
To reduce the complexity of the classifier and thus the risk of overfitting, we
can both use less features and apply a simpler classification method. Because
it may be difficult to manually selection a good, but small set of features, much
effort has been made to allow automatic reduction of the number of features
from an initially larger set. Such methods can broadly be categories in two
main classes; the dimension reduction methods which transforms a feature space
into a feature space of lower dimension and the feature selection methods which
attempts to select the best features from a larger set of features. We shall briefly
describe both these method classes in the following two sections.
Before describing the feature reducing methods, a couple of notes should be
made. Firstly, even though the methods can be useful to provide better gener-
alisation, they may also result in a decreased performance and will in particular
never decrease the asymptotic PMC. Secondly and most importantly, while the
objective of reducing the number of features is to reduce the risk of overfitting,
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Figure 6.6: Visualisation of the dependency between the expected PMC of Bayes’
classifier and the number of possible values of a discrete feature in an idealised
case. The same dependency of the asymptotic PMC of Bayes’ classifier, labelled
Bayes’ PMC, is also included for reference.
the use of a large initial set of features may also cause overfitting. In this case,
the overfitting is not caused by a too high classifier complexity. Instead, this
potential cause of the poor generalisation is that a large number of feature can-
didates increases the probability of obtaining features which by chance performs
good or best on the specific learning or tuning dataset, but which is not the true
optimal features of the initial feature set. For the case of feature selection meth-
ods, a study by Schulerud and Albregtsen [59, pp.93,97] has shown that this is
especially critical if the number of learning or tuning patterns is low (less than
200). To reduce this cause of overfitting, one must reduce the number of feature
candidates by non-statistical methods or, if possible, increase the number of
learning or tuning patterns [59, p.97].
6.4 Dimension reduction
Dimension reduction is the general class of methods that transforms a feature
space into a feature space of lower dimension. It deviates from feature selection
in that the features forming the output feature space are generally combinations
of the features forming the input feature space. The input feature space is often
D, as formed by the set of all d features, but can also be any subset of this
feature space, D′ ⊆ D, as formed by a subset of the features.
Dimension reduction techniques that are based on linear transformation are
practically attractive due to their computational and analytical tractability [13,
p.114]. The two most commonly mentioned dimension reduction techniques
that will be described in the following are both based on linear transformations.
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6.4.1 Fisher’s linear discriminant
Fisher’s linear discriminant (FLD) is a linear transformation of a feature space
D′ onto R. Any such transformation may be expressed as different choices of ~w
in the following equation:
yi = ~w
T~xi for i = 1, . . . , n (6.40)
This equation may be viewed as the projection of the feature vectors ~xi for
i = 1, . . . , n on the line that passes through origin and is parallel with the
vector ~w.
In the following we will assume that the number of classes is two as this
is the case for the material under study in this thesis, but it should be noted
that a generalisation of the method exists, called multiple discriminant analysis
(MDA), that allows any number of classes, see [13, pp.121–123].
FLD finds the optimal value of equation (6.40) with respect to maximising
the following criterion function: [13, p.119]
J(~w) :=
(m˜1 − m˜2)2
s˜21 + s˜
2
2
(6.41)
where m˜i and s˜2i is the mean and scatter of the projected samples belonging to
class ωi, and the scatter is defined as:
s˜2i :=
∑
y∈Yi
(y − m˜i)2 (6.42)
where Yi is the set of projection of each value in Xi, i = 1, 2.
Since s˜2i is the sample variance estimate with the exception of the normal-
isation constant (ni − 1)−1, the denominator in equation (6.41) is an estimate
of the pooled variance. In fact, because the standard pooled variance estimate
in statistics weights the samples’ variance estimates with a factor proportional
to the inverse of the normalisation constant, see equation (3.8), s˜21 + s˜22 is pre-
cisely the pooled variance estimate recommended in statistical theory with the
exception of the normalisation constant (n1 + n2 − 2)−1. Thus, equation (6.41)
is actually the squared Mahalanobis distance between the classes, see equa-
tion (3.6), where the common variance has been estimated using the standard
pooled variance estimate with the exception of a normalisation constant which
is irrelevant for the matter of optimisation.
From the derived relation above, we note that maximising the criterion func-
tion in equation (6.41) makes sense when the projections are close to symmetric
and similarly distributed with the exception of possibly different expectation.
It will then choose the vector ~w that attains the maximum expected intermedi-
ate difference with respect to the standard pooled variance estimate, commonly
stated as attaining the maximum ratio of the between class variance to the
within class variance. An essential property of ~w is that it is independent of
its length because any scaling of ~w would cause the same squared factor to be
added to both the numerator and the denominator.
It can be shown that the maximum of the criterion function in equation
(6.41) satisfies the following equation [17, pp.179,181], [13, pp.119–120]:
SW ~w = ~m1 − ~m2 (6.43)
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where ~mi is the sample mean of the samples belonging to class ωi and the within
class scatter matrix SW is defined as the sum of the two class scatter matrices,
which is defined as:
Si :=
∑
~x∈Xi
(~x− ~mi)(~x− ~mi)T (6.44)
Equation (6.43) will normally result in a unique solution of ~w when the number
of samples is greater than the number of initial features, i.e. n > d. In this case,
we can write the solution of Fisher’s criterion function explicitly as:
~w = S−1W (~m1 − ~m2) (6.45)
It is indeed interesting to note that this expression, and thus the optimal separa-
tion with respect to a reasonable criterion function, is identical to the separating
hyperplane obtained in the parametric method when assuming normality and
equal covariances, see equation (6.13), when we further assume that we use the
standard or ML estimate of the covariance matrix. As already commented, this
indicates that the classifier obtained by using this separation is not strongly
dependent on the normality assumption, a hypothesis which is substantiated by
practical experiments.
It is also interesting to note that the same separation is also obtained in
an optimisation method call minimum squared error (MSE) under a reasonable
further assumption of its parameter, but as we have chosen not to describe such
optimisation methods in this thesis, we will only refer the interested reader to
[13, pp.239–243] for details about the method and the proof of the relation.
6.4.2 Principal component analysis
Principal component analysis (PCA) or Karhunen-Loève expansion is the best
known linear transformation used for dimension reduction and can be used to
reduce the dimension of the feature space, d, to an arbitrary dimension d′. Let
us define X := (~xT1 , . . . , ~xTn ) as the matrix containing all feature vectors as
rows and H ∈ Rd,d′ as the matrix containing the eigenvectors of the d′ largest
eigenvalues of the covariance matrix as columns. The PCA method can then be
defined as:
Y := XH (6.46)
where Y ∈ Rn,d′ will contain the resulting dimension reduced features as its
rows. [26, p.12]
The idea of projecting the feature space onto the subspace spanned by the
dominating eigenvalues should seem reasonable to those familiar with linear
algebra. It can also be shown that this is the best d′-dimensional projection
with respect to the sum of squared error of the collection of differences between
the feature vectors and their global mean [13, pp.116–117]. In this sense, the
method is optimal, but the downside is that we do not wish to represent the
data optimally, we want to discriminate between the data of different classes.
Since the described PCA method completely ignores the class information, it
can be expected to have low discrimination value in general. As an example, a
good representation of digital images of the letters O and Q are probably very
similar, but may be useless to discriminate between the letters.
FLD optimised the separation between the classes (with respect to an in-
tuitive criterion function) and thus attempted to maximise the discrimination
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between the classes. The PCA method can borrow some inspiration from this
approach. In particular, it is easy to show that the Fisher’s criterion function
can be written as ~wTSB ~w/~wTSW ~w [13, p.120], where SW is the already defined
within class scatter matrix and SB is the between class scatter matrix which is
defined as:
SB = (~m1 − ~m2)(~m1 − ~m2)T (6.47)
We may thus replace the covariance matrix in the PCA method with S−1W SB
with the justification that this matrix should include the discrimination value
which is used by the FLD. Because we expect the discrimination value of the
FLD to be reasonable, we can also expect reasonable separation when letting
the PCA method extract the eigenvectors corresponding to the largest eigenval-
ues of the matrix S−1W SB . It should be noted that other generalisation of the
PCA method that also attempts to maximise the discrimination value of the
dimension reduced feature space is possible. [26, pp.12–13]
6.5 Feature selection
In feature selection, we attempt to select the subset of features from a larger
set of features that results in the best performing classifier, e.g. attains the
lowest possible expected PMC among a set of reasonable classification methods.
This sounds easy enough, but simple combinatoric reveals that there exists∑d
i=1 d!/(i!(d− i)!) possible subsets of d features, a number which is practically
prohibitive even for moderate values of d [45, p.119]. One could thus hope that
there exist some intermediate relationships among the subsets that could be
exploited in order to efficiently find the best subset. Unfortunately, no such
relationship exist for arbitrary features1 and the only way to guarantee the
discovery of the best subset is a complete inspection of all subsets [7, p.657].
If this is practically undesirable, then a generally suboptimal procedure may
be applied. Many such procedures have appeared in the literature, but we will
only superficially discuss the general problem before we direct our focus to one
particular criterion function which is related to entropy [56, p.259].
As we because of a limited number of learning patterns are not guaranteed a
decreased expected PMC by adding features, even when the features are mean-
ingful, it is natural to select the best features first. It has however long been
recognised that the subset of k features attaining the lowest expected PMC are
in general not the k individually best features [15, p.669; 56, p.259]. This is
partly due to correlations between features; if e.g. the object radius is the best
feature, then both the major and minor axis are likely to also be good features.
The essence of the problem is however retained even for independent features
[6, p.116]. Thus we must pay attention to the cooperation of features in general.
A natural question to ask is how many features should optimally be in-
cluded. The answer depends on the number of learning patterns, the classifi-
cation method and the ability of the features to separate classes. In practise
we will not be able to correctly compare the true performance of each feature
and even less when comparing sets of features, thus the ordering of the features
1Branch and bound search is guaranteed to find the optimal subset of features if the
criterion function is monotone. While only a fraction of all feature subsets are evaluated
in this method, the worst case performance is still exponential. In addition, most criterion
functions do not satisfy the monotonicity property. [26, pp.15–16]
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are a fourth highly relevant factor, maybe even the most important one, which
affects the optimal number of features. [56, p.259]
In practise, a general idea of feature selection is based on gradually increasing
and/or decreasing the number of features to find the best forming subset of the
initial set of features. In each step, the algorithm would use any of some dozens
of criterion functions to attempt to find the optimal set of features with the
specific cardinality [56, p.259]. The estimated optimal set found in each step
will typically depend on the last estimated optimal set due to computational
tractability.
The selection method is the search strategy applied in the feature selection
method. The easiest approach with respect to implementation and computation
is a sequential search, which is a search that at each step either adds [69] or
subtracts [37] the required number of features (typically one) to or from the
previous feature set. However, this will in general provide poor results, which is
a natural consequence of the discussed feature cooperation. An algorithm that
combines the approaches is the plus l - take away r strategy. This algorithm has
been generalised to allow the number of included and eliminated features, l and
r, change in each step, a technique known as floating search [53], which has been
further refined to a technique known as adaptive floating search [62]. Naturally,
these generalised approaches will required more computation than the straight
sequential searches, but the computational burden is typically manageable and
far less than for the exhaustive search. [26, p.15]
The choice of criterion function is important [45, p.119]. A natural and com-
monly used choice is any estimate of the expected PMC [45, p.119]. Obtaining
a proper estimate of the expected PMC is however not easy and will in general
require the use of a tuning dataset, a set independent of both the learning and
validation dataset, which in turn will either affect the expected PMC (as dis-
cussed in section 6.3) or accuracy of the classifiers estimated PMC, see section
6.6 for details. Thus many other criterion functions have also been proposed
[56, p.259].
To restrict the extent of this thesis, we will only briefly look into a couple of
other criterion functions that are related to already discussed quantities. First
out is to maximise an estimate of the Mahalanobis distance between the classes,
see e.g. the general definition for the case of two classes in equation (3.3). As
the compared classes will here be assumed to have a common covariance matrix
and be measured in terms of (the inverse of) this matrix, this criterion function
is reasonable only when the conditional pdfs can be said to be approximately
symmetric and equal with the exception of a possibly different expectation. In
this case, it follows from the discussion about FLD (see section 6.4.1) that this
is a reasonable criterion function to maximise when we use an estimate of the
covariance matrix that is proportional to the within class scatter matrix, e.g.
the standard or ML estimate of the covariance matrix.
Another criterion function is based on mutual information, which for two
continuous random variables X and Y is defined as [51, p.1226]:
I(X,Y ) :=
∫
Y
∫
X
fX,Y (x, y) log
fX,Y (x, y)
fX(x)fY (y)
dxdy (6.48)
where the base of the logarithm is arbitrary and e.g.
∫
X
(. . . )dx denotes the
integration with respect to x over all possible values of the random variable X.
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We can easily generalise this definition to include a vector of k ≥ 2 continuous
random variables, ~X := (X1, . . . , Xk):
I( ~X) :=
∫
~X
f ~X(~x) log
f ~X(~x)
fX1(x1) · · · · · fXk(xk)
d~x (6.49)
where
∫
~X
(. . . )d~x denotes the multiple integral of all the continuous random
variables in ~x over all possible values of the random variable ~X. The mutual
information of discrete random variables is defined by replacing the integrals in
the above equations with sums.
The mutual information is related to the Shannon entropy. Let us show the
relation for the case of a continuous random variable ~X of dimension two or
greater (the mutual information is undefined in the case of a single dimension).
The Shannon entropy of ~X is defined as:
H( ~X) :=
∫
~X
f ~X(~x) log(f ~X(~x))d~x (6.50)
Because the dimension of ~X is at least two, it can be defined as ~X := (~Y , ~Z)
where ~Y and ~Z are continuous random variables, each with dimension of at
least one. Starting with the general definition in equation (6.49), we obtain the
relation between the mutual information and the Shannon entropy as follows:
I( ~X) = I(~Y , ~Z) =
∫
~Z
∫
~Y
f~Y ,~Z(~y, ~z)(log(f~Y ,~Z(~y, ~z))− log(f~Y (~y)f~Z(~z)))d~yd~z
= −H(~Y , ~Z)−
∫
~Z
∫
~Y
f~Y ,~Z(~y, ~z)(log(f~Y (~y)) + log(f~Z(~z)))d~yd~z
= −H(~Y , ~Z)−
∫
~Y
f~Y (~y) log(f~Y (~y))d~y −
∫
~Z
f~Z(~z) log(f~Z(~z)))d~z
= H(~Y ) +H(~Z)−H(~Y , ~Z) (6.51)
Define ~Sk as the random variable of k specific features selected from the
initial feature set and let ~sk be a realisation of these features, i.e. a subvector
of a possible feature vector. By inserting this vector and the discrete random
variable giving the true a priori probabilities, Ω, into the definition of mutual
information, we obtain [51, p.1227]:
I(~Sk,Ω) :=
c∑
i=0
∫
~Sk
f~Sk,Ωi(~sk, ωi) log
f~Sk,Ωi(~sk, ωi)
f~Sk(~sk)pΩi(ωi)
d~sk (6.52)
The function I(~Sk,Ω) can be directly used as a criterion function in fea-
ture selection that should be attempted to be maximised, a scheme called maxi-
mal dependency (max-dependency). However, accurately estimating f~Sk(~sk) and
f~Sk,Ω(~sk, ω) is troubling when using a limited number of learning patterns, both
because the feature (sub)space becomes sparse and, when assuming multivari-
ate normal distribution, the covariance matrix becomes ill-conditioned (see [33,
pp.101–104] for a general discussion of ill-conditioning). A popular estimation
of this scheme is called maximal relevance (max-relevance), in which the joint
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mutation information is estimated simply as the mean of the individual mutual
informations, both also with respect to the classes, i.e.: [51, pp.1226–1227]
Iˆ(~Sk,Ω) := D(~Sk,Ω) :=
1
k
∑
Xi∈~Sk
I(Xi,Ω) (6.53)
However, as this estimate does not take the cooperation of different features
into account, the discussed phenomenon of correlated selected features will be
a problem when using this criterion function. To accommodate for this, Ding
and Peng [12] defined the minimum redundancy (min-redundancy) of any two
features as:
R(~Sk) :=
1
k2
∑
Xi,Xj∈~Sk
I(Xi, Xj) (6.54)
and proposed the minimal-redundancy-maximal-relevance (mRMR) criterion
function, which is any combination of D and R, e.g. D−R. If using the simple
forward sequential search, often called sequential forward selection (SFS), and
adding only a single feature at each step, it can be shown that this criterion
function yields the same result as the max-dependency criterion function [51,
p.1228].
While there have been proposed many selection methods and criteria of
feature effectiveness, it is unclear whether one specific strategy performs consis-
tently better than most others [56, p.260]. Whichever strategy is applied, one
must be aware of the overfitting problem that was discussed in section 6.3. In
particular, one should only include potentially relevant features in the initial
feature set. Also, one should pay attention to the location of the peak where
the true expected PMC begin to decrease with increasing classifier complexity.
Indeed, it has been reported that this is important and even more so than e.g.
determine the optimal number of features to be selected (which we mentioned
is not easy to estimate anyway and will in particular depend on the specific fea-
tures). Moreover, the peak of the expected PMC against the number of features
is typically nearly flat, thus an accurate determination of the optimal number
of features is likely to be of minor importance relative to locating the peak in
the expected PMC against the classifier complexity. [56, p.259]
6.6 Evaluation
We have thus far in this chapter discussed how a learning dataset should be
applied to design a reasonable classifier. Designing the classifier is however not
enough, we also need to be able to properly evaluate the performance of the
classifier. In this context, all mentioned PMC are of interest, but more specific
quantities that e.g. depend on a particular class are also interesting. We will in
this section limit our attention to the estimation of PMCs, but note that sim-
ilar comments, especially about the distinction between conditional, expected,
asymptotic and optimal estimates and the uncertainty of the estimators, could
be applied to most performance estimates of the classifier. In section 6.7.1 we
will look into some other commonly used performance estimates when we discuss
how we are going to report the classification result in this study.
The conditional PMC is the total performance of a particular classifier and
can be said to be the single most essential quantity if the classifier should be
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used in practise. The expected PMC is the total performance we can expect of
a similarly designed classifier, but with another equally sized learning dataset.
This quantity is thus likely to be the most informative quantity for others with
a similar learning dataset, because it reports the total performance they can
expect when applying our method on their dataset. The asymptotic PMC is
the total performance of the same classifier when designed using an unlimited
number of learning patterns and can be seen as the optimal total performance of
our method. Finally, the optimal PMC is the optimal total performance of our
features with infinite learning patterns and an arbitrary classification method.
This PMC can be used both to measure the discrimination value of our features
and to relate all the three other total performances to the theoretically optimum.
Obtaining any estimate of a PMC is however not easy. There exists to date
four main approaches [56, p.257]:
• Resubstitution: An optimistically biased estimate of the asymptotic PMC
is obtained by using the learning dataset to estimate the performance of
the classifier. It could also be viewed as a very optimistic estimate of
the conditional PMC (with nL = n) as it only evaluates the classifier
using a single validation dataset of finite size. This approach allows the
classifier to use all available patterns for both learning and evaluation, but
there are no statistical independence between the learning dataset and the
validation dataset. It can be shown both analytically and experimentally
that the bias is approximately equal to the difference between the expected
and asymptotic PMC for the parametric classifiers that assumes normality
and independent features with equal variances (case 1) or equal covariance
matrices (case 2). Thus, given an estimate of the expected PMC, we can
obtain a more reliable estimate of the asymptotic PMC by averaging this
estimate and the corresponding resubstitution estimate. [56, p.258]
• K-fold cross-validation: The entire dataset is partitioned in K (approxi-
mately) equal subsets. For each k = 1, . . . ,K, the classifiers is designed
using the K − 1 other subset and evaluated on the last, k’th subsets.
The average of the K evaluations are used as an estimate of the expected
PMC with nL = n−K [45, p.135; 21, p.241]. An optional variation is the
repeated K-fold cross-validation where the process is repeated for differ-
ent partitionings and the average (of the averages) is given as the results
[25, p.1961]. Another option is called stratified K-fold cross-validation,
here the proportions in each of the K subsets (approximately) reflect the
corresponding proportions in the complete dataset. The specific choice of
K = n is popular [56, p.257] and is known as leave-one-out cross-validation
[31, p.4]. [4, p.375]
• Bootstrap: A general method based on statistical bootstrapping that es-
timates the expected PMC. The patterns are bootstrapped B times. In
bootstrapping with replacement, the size of each bootstrap is n, and these
n patterns are assigned as the learning dataset. Because we are sampling
with replacement and are only acquiring the same number of samples as
the total number of patterns, each learning dataset is likely to contain
multiple copies of some patterns and none of other. For each learning
dataset, the patterns that are not included in this dataset is set to be the
validation dataset (with only a single copy of each pattern) [21, p.251]. On
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average, the probability that any particular pattern is contained in any
particular learning dataset is about 63.2 %, thus the validation dataset
will on average contain 36.8 % of the entire dataset [21, p.251]. In boot-
strapping without replacement, each bootstrap separates the entire dataset
into a learning dataset of a specified size nL and a validation dataset (of
size nv = n− nL).
For both bootstrap methods, B classifiers are designed based on each boot-
strapped learning dataset. An estimate of the expected PMC (with about
0.632n or nL learning patterns for sampling with or without replacement,
respectively) is obtained by averaging the misclassification rate for each
pattern. This estimate is sometimes called the leave-one-out bootstrap esti-
mate [21, p.251]. Another estimate of the same expected PMC is obtained
by averaging the misclassification rate of each bootstrap. A small value of
B will make the estimates unreliable, but a value in range of 25-200 has
been reported to seem quite adequate [14, p.317] and current literature
also uses such values, e.g. [4, p.377] and [21, p.249] indicates the used of
100 bootstraps.
As with cross-validation, the bootstraps may optionally be stratified. An
alternative option is to let the class proportions of each bootstrapped
learning dataset be (approximately) equal; we will define this option as
evened. The bootstraps can also be balanced in the meaning that each pat-
tern appears the same number of times in the learning dataset [4, p.375].
This corresponds to appearing B or BnL/n times in the learning dataset
for sampling with and without replacement, respectively. We lastly define
the evened and balanced bootstraps as evened bootstrapping where each
pattern of any particular class appears the same number of times in the
learning dataset. The standard definition of balanced is only satisfied by
such bootstraps if the proportions in the complete dataset are equal, but
this definition does in general extend the meaning of balancing under the
restriction of evening.
• Holdout-validation: The dataset is separated prior to analysis, either ran-
domly or manually without knowledge of the true classes and while allow-
ing similar variations in each subset, into a learning dataset of size nL and
a validation dataset (of size nV = n − nL) with no intersecting patterns.
The classifier is designed based on the learning dataset and its PMC on
the validation dataset is used as an estimate of the conditional PMC (with
nL learning patterns). While this method can be said to not efficiently
use the dataset, it provides the only rigorous yet practical estimate of a
PMC [25, p.1965].
Let us now attempt to discuss the different evaluation methods. It should
first be noted that the estimates will depend on several factors. For starters,
it will depend on the classification method. This is easily illustrated by con-
sidering the NN classifier with the resubstitution method used for evaluation.
Obviously, the estimated PMC will be zero even for completely meaningless fea-
tures. This actually indicates a general problem with the resubstitution method;
its optimistic bias will in general increase with the classifier complexity. In fact,
its estimate will for most classification methods rather quickly converge to zero
when adding even random features while the true conditional and expected PMC
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can converge to randomness, i.e. 100(1 − 1/c)%. Other dependencies are also
important for estimates and these include, but are not limited to, the particular
dataset under study, the true PMC values and the complexity of the classifier.
Two basic ground rules for evaluating the performance of a classifier has been
suggested by Schulerud et al. [60, p.77]. The first is the use of an acceptable
experimental design, which for image analysis can be understood as separate
learning and validation dataset [60, p.77]. In this sense, the resubstitution
method falls through. The cross-validation and bootstrap2 methods will however
fulfil this requirement as long as any method that depends on the learning
dataset, e.g. the adaptively chosen weight array in an adaptive texture feature,
the feature dimension reduction, the feature selection or the adaptive learning
of the classifiers parameters like for instance the estimated covariance matrices,
the window width or k, is applied for each subset or bootstrap, respectively, and
not e.g. once using the entire dataset [21, pp.241,245–246]. The requirement is
obviously fulfilled for the holdout-validation method.
The second ground rule is a proper use of the statistical methods [60, p.77].
Typically, the statistical methods require independence within both the learning
and the validation dataset. In this sense, the bootstrap method with replace-
ment falls through because the learning dataset may contain multiple samples
of the same pattern. For the case of nuclear image analysis, this also requires
the patient to be the analytical unit due to dependences of the cells, see section
2.3.2.
Using these two ground rules, all the mentioned methods are appropriate
except the resubstitution method and the bootstrap method with replacement.
For the resubstitution and the leave-one-out cross-validation method where fea-
tures were selected prior to partitioning the dataset (thus violating the first
ground rule of independent learning and validation dataset), it has also been
shown that an increased number of features results in a higher difference be-
tween the true performance and its estimate [60, p.76]. However, these methods
are not completely ruled out, in particular, a study shows that an estimate
that weights the resubstitution estimate with the leave-one-out bootstrap esti-
mate when sampling with replacements (known as the 0.632 estimator, see [21,
p.251] for details) provides the best overall performance in comparison with the
resubstitution method, several cross-validation methods and another bootstrap
method [4, p.377].
Criticism has also been directed toward the other evaluation methods. For
the holdout-validation method, it has been argued that it uses the dataset ineffi-
ciently and that it is in practise difficult to obtain a reliable data dependent vari-
ance estimate of this estimator. For the cross-validation and bootstrap methods
in general, while it has been highlighted that these methods provide a practi-
cally unbiased estimate of the expected PMC [56, p.258], others have shown
that its variance is large [25, pp.1961–1963], especially for the cross-validation
method [4, pp.378-379] and also in comparison with the variance of the holdout-
validation estimate [59, pp.95–97], whenever the number of patterns are in the
order of hundreds. It could be noted that none of these critical studies used a
bootstrap method without replacement, but other factors may be more severe
for the accuracy of the bootstrap estimates, like for instance the expected PMC,
2In general, a bootstrap method does not need to fulfil this requirement, but using our
definition of the bootstrap method with and without replacement, this requirement is fulfilled.
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the feature distributions (which includes the true optimal PMC when we assume
that such distributions exists) and the complexity of the classifier.
Investigations have shown that the variance of an estimator of a PMC, Pˆη,
where η indicates the estimation method, is in general of order [56, p.258]:
Var(Pˆη) =
E(Pˆη)(1− E(Pˆη))
nV
(6.55)
In practise, we typically insert the concrete point estimate of the PMC for the
expectation and then obtain the following estimate [56, pp.261–262]:
s2
Pˆη
:=
pˆη(1− pˆη)
nV
(6.56)
As this is a completely general variance estimate depending only on the point
estimate and the number of validation patterns, and in particular on neither
the evaluation method nor the classifier complexity, it can not be expected to
be accurate in general.
For the cross-validation and bootstrap methods, an estimate of the estima-
tor’s variance can be obtained as the variance of the estimated PMC for each
subset or bootstrap, respectively. It has been reported that there are many pit-
falls with this estimate, in particular that it can be dominated by the variations
caused by a small number of validation patterns, dependency between classifiers
due to overlapping learning patterns, dependency between evaluations due to
overlapping validation patterns and dependencies of the learning and validation
patterns of different subsets or bootstraps [70, p.3; 25, p.1963]. A method that
addresses the issues with a small number of validation patterns and dependen-
cies between different subsets or bootstraps while estimating the estimator’s
variance has been proposed, but not compared to the standard cross-validation
and bootstrap estimates [70, p.3]. It can be noted that this method begins with
dividing the entire dataset in two to avoid the dependencies between subsets
or bootstraps [70, p.6], which on the downside results in a less efficient use of
the dataset. The method may also be applicable to estimate the accuracy of a
holdout-validation estimate, though its variance estimate will be of the expected
PMC and use less number of learning patterns than the holdout-validation es-
timate does.
6.6.1 Partitioning the dataset
We have indicated in section 6.3 and above that both the number of learning
patterns and the number of validation patterns are essential to obtain the best
possible classifier and estimated performance, respectively. We have also argued
that no intersecting patterns in the two datasets should be a ground rule in
image analysis. Because we in practise typically only have a limited number of
patterns available, following this rule will result in a trade-off problem between
a decent classifier and its estimated performance. We will in this section discuss
how to reasonably partition the entire dataset with respect to this trade-off
problem.
It has been shown [56, p.256] that under the assumption of two classes with
normal conditional pdfs, the increase of expected PMC due to finite learning
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Table 6.1: Contribution caused by the estimation of particular groups of inde-
pendent parameters. [56, p.257]
i θi ]param Independent parameters to be estimated
1 1 1 The a priori probabilities, fΩ(ω1) and fΩ(ω2)
2 δ
2
2 + d 2 The means, µ1 and µ2
5
δ4
8 +
dδ2
4
1− dnL
d(d+1)
2 The common covariance matrix, Σ
6
2
(
δ4
8 +
d(d+δ2)
4
)
1− 2dnL
d(d+ 1) The covariance matrices, Σ1 and Σ2
patterns is:
∆αnL := E(P
α
nL)− Pα∞ =
fZ(δ/2)
nLδ
∑
i∈Cα
θi (6.57)
where α denotes the classification method, δ is the Mahalanobis distance be-
tween the classes (see equation (3.4)), Z ∼ N(0, 1) is the random variable of
the standard normal distribution, Cα is a set of indexes specifying groups of
independent parameters and θi is the increased contribution on the difference
caused by the estimation of a particular group of independent parameters, see
table 6.1. This formula is interesting in several ways. In particular, it clearly
shows the dependency on the number of learning patterns and also the effect
of increased classifier complexity and the combined discrimination value of the
features. We note that the formula depends neither on the values of the a priori
probabilities nor on the relative discrimination value of each feature.
In equation (6.55), we reproduced a formula for the variance of any estimator
of a PMC. This formula can thus provide us with an estimate of the variance
of the expected PMC estimator, either by performing classifications iteratively
until the optimal partitioning ratio converges, i.e. by inserting each classifier’s
estimated expected PMC into equation (6.56) and find an updated estimate
of the optimal partitioning ratio, or by simply assuming the true value of the
expected PMC.
By combining a variance estimate of an expected PMC estimator with the
increase in expected PMC caused by a limited number of learning patterns, we
obtain a criterion function that we can use to estimate a reasonable partition-
ing of the dataset. In correspondence with Nielsen et al. [45, p.136], we will
assume that the cost associated with increased expected PMC is equal to the
cost associated with increased variance of the estimator. We then obtain the
following criterion function:
J(r) := ∆αnL + Var(Pˆη) =
fZ(δ/2)
δnr
∑
i∈Cα
θi +
E(P̂αnr,η)(1− E(P̂αnr,η))
n(1− r) (6.58)
which we wish to minimise. r := nL/n, the ratio of the number of learning
patterns to the total number of patterns, is here chosen as the free variable, but
either nL or nV could have been used instead.
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Let us analytically minimise the criterion function in equation (6.58) for the
simple case of assuming normally distributed conditional pdfs with known co-
variance matrices. This is similar to the assumption of independent features
with equal variances (case 1), but such a distribution class is not assumed here
because the article presenting the terms in table 6.1 did unfortunately not in-
clude the term associated for a single common variance [56, p.257], however,
the resulting partitioning with known covariance matrices can be expected to
be representative for the case of a single estimated variance too. In any case,
we will under the assumption have three independent parameters; one from the
a priori probabilities and two from the class means. Inserting the correspond-
ing terms from table 6.1 into equation (6.58), we obtain the following criterion
function:
J(r) =
fZ(δ/2)
δnr
(
1 +
δ2
2
+ d
)
+
E(P̂αnr,η)(1− E(P̂αnr,η))
n(1− r) (6.59)
By differentiating and setting equal zero, we obtain:
J ′(r) = −fZ(δ/2)
δnr2
(
1 +
δ2
2
+ d
)
− E(P̂
α
nr,η)(1− E(P̂αnr,η))
n(1− r)2 (−1) = 0
⇓
E(P̂αnr,η)(1− E(P̂αnr,η))
(1− r)2 =
fZ(δ/2)
δr2
(
1 +
δ2
2
+ d
)
⇓
E(P̂αnr,η)(1− E(P̂αnr,η))δr2 = fZ(δ/2)
(
1 +
δ2
2
+ d
)
(1− r)2
mr∈[0,1], both square root terms are non-negative
r
√
E(P̂αnr,η)(1− E(P̂αnr,η))δ = (1− r)
√
fZ(δ/2)
(
1 +
δ2
2
+ d
)
mfZ(δ/2)>0 when δ is finite
r =
√
fZ(δ/2)
(
1 + δ
2
2 + d
)√
fZ(δ/2)
(
1 + δ
2
2 + d
)
+
√
E(P̂αnr,η)(1− E(P̂αnr,η))δ
(6.60)
We can make several interesting comments about this result. Firstly, we note
that the ratio is independent of the particular number of patterns (when ignoring
its indirect effect on the estimator P̂αnr,η). Secondly, we note that as the number
of features increases, the optimal partitioning (with respect to the used criterion
function) is eventually to use the entire dataset as learning dataset. As we can
expect that the variance of the expected PMC estimator is in general extremely
high when only a microscopic proportion of the patterns is used for evaluation,
this indicates the general negative impact of the classifier complexity on the
expected PMC and that this is relevant for even the most simple classification
methods.
Equation (6.60) also reveals that the Mahalanobis distance between the
classes is highly relevant for the optimal partitioning (with respect to the used
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Figure 6.7: The relation between the Mahalanobis distance between the classes
and the asymptotic PMC of Bayes’ classifier for the case of two equally probable
classes with normal conditional pdfs with covariance matrices equal to Id/(2pi).
In this case, the PMC is independent of the number of features.
criterion function); the optimal partitioning approaches r = 0, i.e. to use all pat-
terns for evaluation, as the Mahalanobis distance between the classes increases.
However, as the Mahalanobis distance between the classes is a measurement of
the combined discrimination value of all features, this is only natural because
it is relatively easy to construct a good decision rule when the classes are well
separated, so we should be more concerned with obtaining a reliable estimate
of the expected PMC. Figure 6.7 shows the relation between the Mahalanobis
distance between the classes and the asymptotic PMC of Bayes’ classifier for the
case of two equally probable classes with normal conditional pdfs (as equation
(6.57) also assumes) with covariance matrices equal to Id/(2pi).
The result in equation (6.60) and the results of applying equation (6.58) when
not assuming known covariance matrices are illustrated in figures 6.8 and 6.9.
These illustrations enforces the already stated asymptotic behaviours of the op-
timal partitioning when increasing the number of features and the Mahalanobis
distance between the classes. They however also provide more information.
In light of the relation in figure 6.7, we see from figure 6.8 that the classes
must be very well separated before the optimal partitioning decreases below 0.5.
We also note the importance of the complexity of the classification methods,
even in this case with only four features; higher complexity makes it more
important to have many learning patterns because there are relatively many
independent parameters that must be estimated. Less expected PMC has the
same effect, but this must be viewed in light of a constant Mahalanobis distance
between the classes, thus this indicates that the difference between the expected
PMC and the asymptotic PMC becomes more significant as the expected PMC
decreases, which results in an increased need for learning patterns. We also note
that if we increase the number of patterns, most of the new patterns should be
assigned as validation patterns and thus the optimal partitioning ratio decreases.
Finally, it is interesting to see that the optimal partitioning ratio converges with
respect to the Mahalanobis distance between the classes, though it does not
happen before the asymptotic PMC of Bayes’ classifier is nearly 10−10; at this
point it is far more important to reliably estimate the expected PMC than use
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Figure 6.8: Results of minimising the criterion function in equation (6.58) for
different values of the Mahalanobis distance between the classes when there are
four features. All conditional pdfs are assumed normally distributed and with;
top row) known covariance matrices, middle row) common covariance matrix,
and bottom row) arbitrary covariance matrices. In the left column the expected
PMC is 0.3 and the total number of patterns are 10 (magenta curve), 30 (cyan
curve), 60 (black curve), 102 (red curve), 134 (green curve) and 1000000 (blue
curve). The values 102 and 134 included because this is the number of patients
in our dataset when excluding and including the tetraploid and polyploid cases,
respectively. In the right column the total number of patterns are 102 and the
expected PMC is 0.001 (cyan curve), 0.01 (black curve), 0.1 (red curve), 0.3
(green curve) and 0.5 (blue curve).
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Figure 6.9: Results of minimising the criterion function in equation (6.58) for
different number of features when the Mahalanobis distance between the classes
is one. All conditional pdfs are assumed normally distributed and with; top row)
known covariance matrices, middle row) common covariance matrix, and bottom
row) arbitrary covariance matrices. In the left column the expected PMC is 0.3
and the total number of patterns are 10 (magenta curve), 30 (cyan curve), 60
(black curve), 102 (red curve), 134 (green curve) and 1000000 (blue curve). In
the right column the total number of patterns are 102 and the expected PMC is
0.001 (cyan curve), 0.01 (black curve), 0.1 (red curve), 0.3 (green curve) and
0.5 (blue curve).
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many learning patterns to reliably estimate the independent parameters.
Figure 6.9 enforces the comments made on the expected PMC and the num-
ber of patterns. It also better illustrates the problem of overfitting, with respect
to both the number of features and high complexity of the classification method,
as this is indicated by the great need of many learning patterns. As a Maha-
lanobis distance between the classes of one, which these plots assumes, is rep-
resentative for many of our feature sets, we note that the optimal partitioning
in our case will be to assign most patterns as learning patterns.
Our illustrations only partially corresponds to the stated relation in [45,
p.136] that a 50/50 split is optimal if the product of the number of features and
the Mahalanobis distance between the classes is approximately 30. While this
is a very good approximation in view of figure 6.8, it is far off in view of figure
6.9.
6.7 Classification and evaluation in this study
In this study, we will design a classifier that attempts to estimate the prognosis,
i.e. attempts to predict the outcome, of patients suffering from early ovarian
cancer. There are two possible prognosis, bad prognosis which refers to patients
who relapsed ovarian cancer within ten years after surgery and good prognosis
which are all other patients that survived the ten years without relapse (patients
which died of other causes within ten years are excluded prior to obtaining our
dataset). We argued in section 2.3.2 that the patients, not the images of some
of its nuclei, is the appropriate analytical units. This choice is maintained and
enforced with the second ground rule that was mentioned in section 6.6, which
requires statistical independence within both the learning and the validation
dataset.
All properly discussed classification methods will be applied for comparative
reasons. While the use of multiple classification methods is justifiable in a
learning phase to locate the best classifier and also get an impression of whether
we are on the verge of overfitting (then complex classification methods will
give significantly worse result than simpler), it should be noted that a single
classification method (and a single set of features) should be selected prior to
performing an evaluation on an independent validation dataset if the test are
to be statistical valid. The classification methods with implementation specific
details are:
• NMSC (nearest mean scaled classifier): The parametric classifier under
the assumption of normality and independent features with equal vari-
ances, see equations (6.9) and (6.10). The expectations are estimated as
the corresponding means and the common variance as the weighted aver-
age of the individual standard variance estimates weighted by the a priori
probabilities. When the a priori probabilities are estimated using the
corresponding proportions in the learning dataset, this weighted variance
estimate is identical to the standard pooled variance estimate.
• LDC (linear discriminant classifier): The parametric classifier under the
assumption of normality and common covariance matrix, see equations
(6.13) and (6.14). The expectations are estimated as the corresponding
means and the common covariance matrix as the weighted average of the
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individual standard covariance matrix estimates weighted by the a priori
probabilities. When the a priori probabilities are estimated using the cor-
responding proportions in the learning dataset, this weighted covariance
matrix estimate is identical to the standard pooled covariance matrix es-
timate.
• QDC (quadratic discriminant classifier): The parametric classifier under
the assumption of normality, see equation (6.7). The expectations are
estimated as the corresponding means and the covariance matrices as the
corresponding standard covariance matrix estimates.
• ParzenC : The Parzen window classifier, see equation (6.29). The window
width is estimated as the value attaining the minimum (expected) PMC
when estimated using the leave-one-out cross-validation method on the
learning dataset. The window function is a multivariate normal distribu-
tion with diagonal covariance matrix where all diagonal elements are equal
to the squared window width. Thus the features are indirectly assumed
to be independent and have the same typical range.
• kNNC : The k-nearest neighbour classifier, see decision rule 4. k is es-
timated as the value attaining the minimum (expected) PMC when es-
timated using the leave-one-out cross-validation method on the learning
dataset. The Euclidean norm is used to measure the distances, thus the
features should in particular have the same typical range.
• NNC : The nearest neighbours classifier, see decision rule 5. The Euclidean
norm is used to measure the distances, thus the features should in partic-
ular have the same typical range.
A couple of general details about the classification methods should also be
noted:
• In all classification methods which use the a priori probabilities, i.e. the
parametric classification methods and the Parzen window method, the a
priori probabilities are estimated as the corresponding proportions in the
learning dataset when nothing else is stated. However, it will follow from
the subsequent discussion of the evaluation method that the number of
patients within each class in the learning datasets will typically be equal
for our evaluations, thus this choice will typically correspond to choosing
equal a priori probabilities.
• The nonparametric classification methods and the classification method
which assumes normality and independent features with equal variances
(case 1), all assumes that the features have the same typical range. To
ensure this, we will linearly scale all the feature values prior to designing
these classifiers to make the standard variance estimate of all sets of feature
values in the learning dataset equal. The matter in which this is done is
unimportant for the classification result, but we will in this study scale
them to a fixed scalar in order to obtain equal variances for all bootstraps
and for all feature sets. This will in particular allow us to compare the
chosen window width in the Parzen window classifier for all bootstraps
for different feature sets. Technically, we will perform the scaling, both on
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the learning patterns prior to designing the classifier and on the validation
patterns prior to evaluating the performance, by multiplying each feature
value with the inverse of the standard estimate of its standard deviation
computed using the values of the same feature for all current learning
patterns. This will make the standard variance estimate of all sets of
feature values in the learning dataset equal to one.
We can straight away note that the two classification methods which as-
sume either common variance or common covariance matrix, will always give
the same classification results when using only a single feature. This is because
each feature distribution will only have a single variance in these cases and both
methods will assume that the two variances, one for each of the two classes, are
equal. We could also comment that we expect the simpler, parametric classifi-
cation methods to perform best for even a small number of features because of
the challenges with our dataset, see section 2.3, and especially because of the
possibility of some incorrectly recorded patient outcomes, see section 2.3.3.
For evaluation we would have liked to use the holdout-validation method.
However, true statistical estimates are only obtained when using an independent
validation dataset, and this independence is violated if any part of our method
is influence by previous studies which includes some of the same validation
patterns. We have already seen that our dataset has been used in previous
studies, and it is questionable to claim that the development of our methods
are not influenced by these studies. Therefore, not even the holdout-validation
method would provide us with true statistical estimates when using this dataset.
As it is tempting to be able to provide a data-dependent estimate of the
uncertainty in our estimate, and because we really wish to say something about
our method (thus expected quantities) and not only our specific classifier (the
conditional quantities), we will use a bootstrap method without replacement
with B = 500 to estimate the performance of our classifiers. Such a use of
the iterative evaluation methods (cross-validation and bootstrapping) in the
learning phase has also been recommended in literature, but we need to be
aware of that this increases the risk of overfitting [60, p.69]. However, because
our dataset can as mentioned be viewed as an extracted learning dataset from a
larger dataset, the only risk associated with extensively using our dataset in this
learning phase is that we may fool ourself into believing that the wrong method
is the best, but we will get a result that shows this (if it is the case) when we
evaluate on the previously unused holdout-dataset. We also emphasise that any
method that depends on the learning dataset, e.g. the adaptively chosen weight
array in the adaptive texture feature or the adaptive learning of the classifiers
parameters, will be applied for each bootstrap to not increase the dependency
between each learning and validation dataset.
The estimates of the uncertainties of the estimators could be given as 95 %
two-sided confidence intervals (CIs). Such estimates would attempt to give the
uncertainties of the expected quantities, which is the quantities of main interest
here. However, these estimates are highly dependent on the number of boot-
straps and will in particular converge in probability to zero as the number of
bootstraps increases. To overcome this, and also not fool ourself into believing
that our estimates are highly accurate when they are not, we will instead pro-
vide 95 % two-sided prediction intervals (PIs) of our estimators, which will be
estimates of the uncertainties of the conditional quantities. We will not use an
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estimated variance to produce these PIs because this unnecessarily assumes that
our estimators are normally distributed. Instead, we will use the corresponding
percentiles, the 2.5 % and 97.5 % percentile, of the empirical distribution of
the estimates. However, we expect that these PIs are very similar to those who
assume a normal distribution because the general rule of thumb for the applica-
bility of the normality approximation is over 40 and we use 200 bootstraps [11,
p.386].
Our last choice is how to partition the dataset. This is a delicate prob-
lem that was discussed in section 6.6.1. We will apply a simplification of these
results in the following. In particular, we will use the criterion function in equa-
tion (6.58), but insert the assumption of normality with arbitrary covariance
matrices for all classifiers, which correspond to the bottom row of the figures
6.8 and 6.9. This allows us both to do the same split for all classifiers and to
make a somewhat reasonable partitioning for our nonparametric classifiers. To
obtain an exact expression, the correct current values for the number of fea-
tures and the number of patterns are used, in addition to a true expected PMC
of 0.1 when the tetraploid and polyploid patterns are excluded and 0.2 if not
(which are our optimistic goals for the expected PMCs), and an estimate of the
Mahalanobis distance between the classes is based on the entire current dataset
(and its feature distribution). Using the entire current dataset to estimate the
Mahalanobis distance between the classes can be justified as it does not create
any addition dependencies between or within different learning and validation
dataset. When the Mahalanobis distance between the classes is estimated for
adaptive features, then the adaptive feature values are computed using a weight
array which is based on the entire current dataset, thus the estimated Maha-
lanobis distance between the classes used to compute the ‘optimal’ partitioning
ratio is in general optimistically biased for the adaptive features.
We will not use the resulting partitioning directly. Firstly, because the num-
ber of patterns within each true class is uneven in our dataset and some clas-
sification methods, like the one assuming normality with arbitrary covariance
matrices (case 3), degenerates when being designed on uneven datasets, we will
construct each training dataset in a way that ensures that it contains the same
number of patterns within each true class. Thus we will use an evened boot-
strap method, where the evening will here be ensured by sampling the requested
number of patterns for each class from the class specific datasets (rather than
sampling the request number of patterns from the entire dataset). Secondly,
we will impose a minimum accuracy in the design of the classifier and in its
performance estimate by restricting the minimum number of patterns in each
class in either dataset to 30 % of the total number of patterns in the same
class. Unfortunately, because most feature sets will on our dataset have a low
estimated Mahalanobis distance between the classes relative to the number of
features, the estimated ‘optimal’ partitioning ratio will typically be so high that
the required minimum accuracy in the performance estimate of the classifier
will be reached. While it therefore is somewhat redundant to use an optimal
partitioning ratio, it nevertheless justifies why we will typically only use 30 %
of the patterns in the least probable class as validation patterns.
104 CHAPTER 6. CLASSIFICATION AND EVALUATION
6.7.1 Reporting the classification result
Reporting the classification result can be done by using many different quanti-
ties or sets of quantities. When limiting our attention to reporting the result of
a specific classifier with a predefined learning and validation dataset, the con-
fusion matrix provides the most comprehensive of the classification result. In
such matrices, one of the axes corresponds to the true class, while the other
corresponds to the estimated class by the specific classifier, and each element
gives the number of patterns with a specific true class that are classified as a
specific estimated class.
In our case of two classes, the confusion matrix is only a 2x2-matrix and
its strength of revealing how the classifier confuses classes is trivial; every mis-
classified pattern must be classified to the other class. Reporting the confusion
matrix is thus equivalent to reporting the number of correctly classified and
misclassified patterns within each of the two classes. Furthermore, with the
knowledge of the number of patterns within each true class, we see that there
are only two unique values in the confusion matrix. Many pairs of quantities
could be used to describe these two unique values, and we will now describe two
such pairs.
In correspondence with standard terminology, we let the relapse of ovarian
cancer, i.e. bad prognosis, be referred to as a positive result of a specific patient.
If a patient has cancer and the classification result is positive, then the patient is
a true positive (TP), of course, with respect to the specific classifier. If however
the classification result is negative, but the patient has cancer, then the patient
is a false negative (FN). Similarly, if a patient does not have cancer and the
classifier estimates this, the patient is a true negative (TN), but if the classifier
fails to identify this and its result is positive, then the patient is a false positive
(FP) [45, p.123].
Using this terminology, we define the sensitivity of the classifier as TP/(TP+FN).
This quantity indicates the ability of the classifier to correctly classify the bad
prognosis patients. Similarly, specificity of the classifier is defined as TN/(TN+FP).
This quantity indicates the ability of the classifier to correctly classify the good
prognosis patients. While these performance quantities are indeed interesting,
they are not individually interesting for arbitrary classification methods as it
is easy to maximise either of them, e.g. by always deciding the corresponding
class [45, p.123].
Much too often, the classification performance is given in a single value
called the correct classification rate (CCR). As the name indicates, this is the
proportion of the patterns, or here patients, that is correctly classified and can
for instance be computed as the ratio of the sum of the diagonal elements in the
confusion matrix to the sum of all elements in the confusion matrix. For the
case of two classes, this quantity can also be computed as a weighted average
of the sensitivity and the specificity where the weights are the proportions of
patterns in the true positive and the true negative class, respectively. Thus, this
quantity emphasise the correct classification of the most frequently occurring
class. This can be appropriate in some situations, but for our case we are
equally interested in correctly classifying the bad prognosis patients as the good
prognosis patients, thus this measurement is not appropriate because the bad
prognosis is in clear minority in our dataset and this unevenness is enforced by
the use of an evened bootstrap method. Facilitating this, a natural quantity
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Table 6.2: A generic, complete classification result.
Prognosis Patients Correctly classified Misclassified CCR
Good n1 TN FP specificity
Bad n2 TP FN sensitivity
Total: nL TN+TP FP+FN CCR
CCR when assuming equal a priori probabilities: (specificity+sensitivity)/2
is to use the true average, instead of the weighted average, of the sensitivity
and the specificity. It is easy to realise that this corresponds to the CCR when
assuming equal a priori probabilities, and we will refer to this quantity as the
CCReq. Since the CCReq and the CCR are two independent measurements of
the confusion matrix, it is also easy to realise that this pair of quantities defines
the confusion matrix when assuming knowledge of the number of patterns within
each true class.
Table 6.2 shows the complete report of a generic classification result. The
table also shows the relationship between the confusion matrix and the two
discussed pairs of quantities that define this matrix under the assumption of
known number of patterns within each true class. Because we are planning to
use six different classification methods, making a complete report as in table 6.2
for each of the classification methods for each evaluated feature combination is
somewhat extravagant. We will instead only use a more compact representa-
tion of the same information when we wish to present the complete classification
result. This representation will include the CCReq, CCR, specificity and sensi-
tivity of each classification method, and are thus both informative and defines
all six confusion matrices.
Since we are planning to use a bootstrap validation method, we need to
generalise the reporting of the classification results to the case of multiple boot-
straps and not just a predefined learning and validation dataset. To obtain a
point estimate of each expected quantity, we will use the average of the same
quantity estimated for all bootstraps. This approach is similar to the expected
PMC estimate obtained by averaging the PMC estimates of each bootstrap,
which stands in contrast to the leave-one-out bootstrap estimate which also
could be used for general quantities (and not just the PMC).
To obtain an estimate of the uncertainty of each quantity estimator, we
will construct a 95 % two-sided PI of each of them. This will be done by
using the corresponding percentiles, the 2.5 % and 97.5 % percentile, of the
empirical distribution of each quantity estimate. Because we will use B = 500,
the empirical distributions will contain five hundred values, which makes the
2.5 % and 97.5 % percentile the 13th smallest and largest quantity estimate,
respectively. Note that a percentile of the empirical distribution of a quantity
estimate is generally not equal to the same quantity estimate computed from
the same percentile of the elements in the confusion matrix, thus we will of
course obtain the empirical distribution for each desired quantity to compute
the correct uncertainty estimate.
Table 6.3 shows the resulting generic classification result when using a spe-
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Table 6.3: A generic classification result when using a specific classification
method. The square brackets gives the estimated 95 % two-sided PI of the per-
formance quantity in the right column. The value outside these brackets is the
corresponding estimated expected performance.
CCReq ? % [? %, ? %]
CCR ? % [? %, ? %]
Specificity ? % [? %, ? %]
Sensitivity ? % [? %, ? %]
Using n1 and n2 learning patterns with good and bad prognosis, respectively.
cific classification method. It should be noted that the estimated expectation
and PI of different classification results are not directly compared to determine
significant difference as this would have given unrealistic results because the PI
is not the estimated uncertainty of the estimated expectation. Instead we will
apply a rough manual determination of significant difference; if the estimated
expectations differs with less than 1 %, then the results are not significantly
different, but they are significant different if the estimated expectations differs
with more than 1.5 %. A difference in the interval [1.0%, 1.5%] can be said to
be questionably significant in general. This assertion of significance is inspired
by the length of the estimated 95 % two-sided CI of the expected CCReq and
CCR, which is about 1 % for good classifiers when using the mentioned eval-
uation method on our dataset. We note that a hypothesis test is not applied
to determine significant difference as this would have been highly dependent on
the number of bootstraps.
Chapter 7
Results and discussion
We will in this chapter present the classification results of the most promising
features with respect to our dataset, in addition to the classification results of
the proposed property arrays, the CSDEMs and the CSDEM sum histograms.
The discussion of the results is interleaved to ease the reading, but it is still
attempted to be separated from the factual results.
Throughout this chapter we will consider both the entire dataset of 134 pa-
tients and a subset containing only the 102 patients with either diploid or aneu-
ploid histogram (using the ploidy classification described in section 3.1.3). The
reason for selecting the subset is that it has been shown, and will also become
evident in this chapter, that many properties of the patients with tetraploid or
polyploid histogram are typically opposite to that of the patients with diploid or
aneuploid histogram. From the description of the ploidy types in section 3.1, we
see that IOD, which can be seen as a combination of the average area and grey
level, is an example of such a property. This is because the cells that contribute
to a diploid histogram will typically have a lower IOD than the cells that con-
tribute to an aneuploid or tetraploid histogram, and the cells that contribute to
a polyploid histogram typically have the highest IOD, but the true prognosis of
a patient with diploid, tetraploid or polyploid histogram is typically good in our
dataset, while bad for a patient with aneuploid histogram (see section 3.1.3).
We must note that one should be careful when selecting a subset to avoid
drawing false conclusions. Firstly, the selection criteria can not make use of the
true class of the patterns. Secondly, when only evaluating one of the subsets (and
not also the complimentary subset), the conclusion is in general not valid for the
entire dataset. A consequence of this is that any selection criterion must in this
case have a concrete and reasonable interpretation. To obtain a conclusion which
is valid with respect to the entire dataset, one should also perform the evaluation
on the complimentary subset. For our dataset, there is unfortunately no point
in performing such an evaluation as the number of patients with tetraploid
or polyploid histogram and bad prognosis is only four. The conclusion of our
evaluations on the subset is thus only valid for patients with diploid or aneuploid
histograms, but we may postulate that the performance on the complimentary
subset would have been similar if we had enough patients in this subset.
We will begin this chapter with a discussion of the segmentation methods
by evaluating the cell features in combination with the NO-features for differ-
ent segmentation methods. We will continue with considering the currently
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Table 7.1: An overview of the discussions in this chapter and their locations.
Section Discussion
7.1 Segmentation methods (using cell features + NO features)
7.2.1 GLEM-features
Mahalanobis assumptions for the GLEM-features
7.2.2 GLEM4D-features
7.2.3 GLEM4D-features versus cell features + NO features
7.3 CSDEM-features
7.3.1 Mahalanobis assumptions for the CSDEM-features
7.3.2 CSDEM-features versus cell features + the NO-features
CSDEM-features versus GLEM4D-features
7.4 CSDEMsum-features
CSDEMsum-features versus CSDEM-features
7.4.1 Mahalanobis assumptions for the CSDEMsum-features
7.4.2 CSDEMsum-features versus cell features + NO-features
7.5.1 GLEM4D-features + cell features + NO-features
7.5.2 CSDEMsum-features + GLEM4D-features + cell features +
NO-features
7.6 Classifier complexity and the choice of classification method
7.7.1 Choice of partitioning limit
7.7.2 Choice of the number of quantification levels per integer entropy
7.7.3 Using a stratified bootstrap method
7.7.4 Using the two different estimates of the common variance
7.8 Image analysis vs DNA ploidy analysis
most promising choice of property array for our dataset, the GLEM- and the
GLEM4D-features. This will be followed by the evaluation and discussion of
the proposed CSDEM- and CSDEMsum-features. The analysis of features will
be concluded by an attempt of combining the best adaptive texture features
with some of the cell features or NO-features in hope of further increasing the
classification performance.
We will then discuss some related issues. First out is a discussion of the clas-
sifier complexity and the choice of classification method. This will be followed
by a section where we look into what would have happened if we had made some
other design choices. We will here specifically consider the choice of required
minimum accuracy in the performance estimates of the classifier, the number
of quantification levels per integer entropy in features based on spatial entropy,
the use of stratified bootstrap instead of evened bootstrap and finally the effect
of using the two different estimates of the common variance when estimating
the Mahalanobis distance between the classes at each element in the design of
the weight arrays. The chapter will be concluded by a general discussion of our
findings. Table 7.1 shows an overview of the discussions and their location.
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7.1 Segmentation methods
We will in this section attempt to determine which of the mentioned segmenta-
tion methods that is most appropriate for our classification purpose. Because
the main difference in the mentioned segmentation methods is how they han-
dle overlapping structures, the number of objects should be representative for
discovering significant differences between them. However, we see from the clas-
sification results in table 7.2 that the cell features are highly significant features
for our dataset. If we attempt to determine the best segmentation method based
on evaluations of only the NO-features for different segmentation methods, we
risk to consider the correlation with the cell features more than the informa-
tion provided by the number of objects in itself. We will therefore compare the
segmentation methods by combining the cell features with the NO-features for
different segmentation methods.
We note that significant differences in the classification results of this section
are expected to be in particular representative for the CSDEM- and CSDEMsum-
features. This is not only because the NO-features are likely to be representative
for the differences between segmentation methods, but also because of the likely
positive correlation between the expected spatial entropy of the object size and
the number of objects, a relation which was mentioned in section 4.4. Further-
more, if multiple segmentations of the same cell image have different number
of objects, then this will also affect the object size, which in turn also affects
the CSDEM- and CSDEMsum-features. We can therefore conclude that signif-
icant difference in the classification results of the NO-features are likely to be
in particular representative for the CSDEM- and CSDEMsum-features.
We proposed two segmentation methods in section 4.3. Both where based
on Niblack’s method and the validation step of Yanowitz and Bruckstein’s seg-
mentation method [72, p.86] to obtain an initial segmentation. We thereafter
suggested to remove all estimated bright primitives sufficiently close to the edge
of the nucleus because we expect multiple falsely estimated bright primitives in
this region. Because this procedure will also remove any estimate of true bright
primitives on this region, we will here evaluate the segmentation methods re-
sulting from both including and excluding this step. We finally proposed two
different algorithms which both attempts to separate overlapping primitives and
also removed small objects, one based on morphology and another based on the
watershed transform. We will evaluate both these algorithms here, both when
including and excluding the edge removal step prior to their application.
We will compare our four segmentation methods with the segmentation
method used in [49] (see section 3.2.6). The classification results of using the
combination of the cell features and the NO-features with this method is shown
in table 7.3. In comparison with the classification results when using only the
cell features in table 7.2, we see that both expected CCReqs have increased with
a good percent, indicating that the NO-features are slightly prognostic relevant
when using this segmentation method.
Table 7.4 shows the classification results of using the combination of the cell
features and the NO-features with each of our proposed segmentation meth-
ods when evaluating on all 134 patients. These results indicates that the NO-
features are slightly prognostic relevant also when using our segmentation meth-
ods. They do however not provide enough differences to determine which sep-
aration algorithm is best, nor do they indicate whether bright primitives near
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Table 7.2: The classification results of the cell features when using the classifi-
cation method which attained the best expected CCReq; LDC.
All 134 patients The 102 patients
CCReq 68.5 % [55.3 %, 79.9 %] 76.7 % [63.9 %, 88.1 %]
CCR 68.3 % [59.0 %, 76.9 %] 77.8 % [67.3 %, 88.5 %]
Specificity 68.2 % [56.1 %, 78.8 %] 78.5 % [63.4 %, 90.2 %]
Sensitivity 68.8 % [41.7 %, 91.7 %] 74.9 % [45.5 %, 100.0 %]
Using 28 (left) and 25 (right) learning patterns in each prognosis class.
Table 7.3: The classification results of the cell features and the NO-features with
the segmentation method used in [49] when using the classification method which
attained the best expected CCReq; NMSC.
All 134 patients The 102 patients
CCReq 70.0 % [59.1 %, 80.7 %] 77.8 % [66.0 %, 88.5 %]
CCR 71.2 % [61.5 %, 79.5 %] 80.8 % [69.2 %, 90.4 %]
Specificity 71.7 % [59.1 %, 81.8 %] 83.0 % [65.9 %, 95.1 %]
Sensitivity 68.4 % [41.7 %, 91.7 %] 72.6 % [45.5 %, 90.9 %]
Using 28 (left) and 25 (right) learning patterns in each prognosis class.
the edge of the nucleus should be removed or not. They are also not sufficiently
different from the results in table 7.3 to determine the relation between our
segmentation methods and the segmentation method used in [49].
Table 7.5 shows the corresponding classification results when evaluating on
the 102 patients. We see in comparison with the results in table 7.3 that the
best of our segmentation methods are now significantly better than the segmen-
tation method used in [49]. However, also these results do to provide sufficiently
difference to determine which of our segmentation methods is best.
We would like to note that the equally good classification results of our four
segmentation methods, and also the segmentation method used in [49] when
evaluating on all 134 patients, does not mean that similar classification results
would be obtained by any slightly meaningful segmentation method. Indeed, if
excluding the separation algorithm from our segmentation methods, the results
of the same feature combination is significantly worse than the results in the
tables 7.4 and 7.5, and they are furthermore not significantly different from the
results with only the cell features (the best expected CCReq was 68.8 % when
using all 134 patients and including the edge removal step and 77.6 % when using
the 102 patients and excluding the edge removal step). Also, if we apply the
morphological separation algorithm, but exclude the last step which performs
an opening with the filled, flat 2x2-structure element, the results will be slightly
worse when using all 134 patients (best expected CCReq was 69.8 %, obtained
when including the edge removal step) and significantly worse when using the
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Table 7.4: The classification results of the cell features and the NO-features
with our segmentation methods when evaluating on all 134 patients and using
the classification method which attained the best expected CCReq; NMSC. Edge
removal is used as the shorthand for the step which removes all estimated bright
primitives sufficiently close to the edge of the nucleus. Morphology and water-
shed are used as the shorthands for the separation algorithms which are based
on morphology and the watershed transform, respectively.
No edge removal With edge removal
Morphology Morphology
CCReq 70.2 % [57.2 %, 82.2 %] 70.1 % [57.2 %, 82.2 %]
CCR 69.9 % [59.0 %, 78.2 %] 70.2 % [59.0 %, 79.5 %]
Specificity 69.8 % [56.1 %, 80.3 %] 70.3 % [56.1 %, 81.8 %]
Sensitivity 70.7 % [41.7 %, 91.7 %] 69.9 % [41.7 %, 91.7 %]
No edge removal With edge removal
Watershed Watershed
CCReq 70.4 % [58.0 %, 82.2 %] 70.0 % [56.8 %, 81.8 %]
CCR 70.4 % [59.0 %, 78.2 %] 69.9 % [57.7 %, 78.2 %]
Specificity 70.3 % [56.1 %, 80.3 %] 69.8 % [54.5 %, 80.3 %]
Sensitivity 70.4 % [41.7 %, 91.7 %] 70.3 % [41.7 %, 91.7 %]
Using 28 learning patterns in each prognosis class.
Table 7.5: The classification results of the cell features and the NO-features
with our segmentation methods when evaluating on the 102 patients and using
the classification method which attained the best expected CCReq; NMSC.
No edge removal With edge removal
Morphology Morphology
CCReq 79.4 % [66.6 %, 90.6 %] 79.8 % [66.6 %, 90.6 %]
CCR 81.4 % [71.2 %, 90.4 %] 81.9 % [71.2 %, 90.4 %]
Specificity 82.9 % [68.3 %, 95.1 %] 83.4 % [68.3 %, 95.1 %]
Sensitivity 75.8 % [45.5 %, 100.0 %] 76.1 % [45.5 %, 100.0 %]
No edge removal With edge removal
Watershed Watershed
CCReq 79.3 % [67.8 %, 91.5 %] 79.0 % [67.5 %, 89.4 %]
CCR 81.4 % [69.2 %, 90.4 %] 81.4 % [71.2 %, 90.4 %]
Specificity 82.9 % [63.4 %, 92.7 %] 83.1 % [65.9 %, 95.1 %]
Sensitivity 75.7 % [45.5 %, 100.0 %] 74.9 % [45.5 %, 100.0 %]
Using 25 learning patterns in each prognosis class.
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Figure 7.1: The ROC point cloud of the cell features and the NO-features when
evaluating on all 134 patients and using the NMSC classification method. The
NO-features are computed using our watershed segmentation method without the
step which removes bright edge objects.
102 patients (best expected CCReq was 77.8 %, obtained when excluding the
edge removal step). This is interesting because this last segmentation method
can indeed be said to be reasonable as the alternation only removes the cleaning
step of the morphological algorithm, a step which can be said to be coarse
in combination with a separation technique that applies opening with a linear
structure element. We therefore believe that our segmentation methods result in
good classification results because they are reasonable and not by mere chance,
though the results obviously also indicate that there are multiple paths to a
good segmentation of our cell images.
Figures 7.1 and 7.2 show the receiver operating characteristic (ROC) point
cloud of the classifiers which obtained the best expected CCReq with the com-
bination of the cell feature and the NO-features for all 134 patients and the 102
patients, respectively. The ROC point clouds visualises the pair of specificity
and sensitivity for each of the 500 bootstraps, thus giving an accurate visual
impression of the uncertainty in the classification results. The diagonal line rep-
resents random guessing, which is the line where the average of the specificity
and sensitivity is 0.5, and which also corresponds to a CCReq of 50 %. We must
be alerted if multiple bootstraps cross this line because this would indicate that
the true performance of the classifier may be random.
The two ROC point clouds indicates a large uncertainty in the classification
performance. They also show that the uncertainty is larger for the classifier
based on all 134 patients than for the classifier based on the 102 patients. Both
these observations are also indicated by the PI of the corresponding classification
results in tables 7.4 and 7.5. Despite the large uncertainty, the ROC point clouds
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Figure 7.2: The ROC point cloud of the cell features and the NO-features when
evaluating on the 102 patients and using the NMSC classification method. The
NO-features are computed using our morphological segmentation method with
the step which removes bright edge objects.
also indicate that both classifiers are meaningful and in particular significantly
better than random guessing.
7.2 Grey level entropy matrices
The currently most promising choice of property array is based on the grey
level entropy matrices. Each of these matrices captures much prognostic rele-
vant information in a single feature, making them robust against the overfitting
problem and therefore likely to generalise well. We will begin with discussing
the GLEM-features, followed by the GLEM4D-features, and we conclude with a
short comparison between the best feature based on grey level entropy matrices
and the combination of cell features and the best NO-features.
7.2.1 The GLEM-features
The best classification results of the GLEM-features are shown in table 7.6.
With respect to all 134 patients and the 102 patients and both with respect to
the expected CCReq and the expected CCR, the best GLEM-feature among our
four types of adaptive texture features is the negative GLEM-feature (closely
followed by the difference GLEM-feature). This is interesting in itself, as it
indicates that the positive part of the weight arrays1 do not provide the GLEM-
feature with new information. On the contrary, it confuses the feature because
1There are for each bootstrap three weight arrays in a GLEM-feature because the three
used cell area groups are treated separately.
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Table 7.6: The classification results of the negative GLEM-feature when using
the classification method which attained the best expected CCReq; NMSC/LDC.
All 134 patients The 102 patients
CCReq 63.3 % [51.1 %, 75.4 %] 71.0 % [57.5 %, 83.6 %]
CCR 69.2 % [59.0 %, 76.9 %] 78.3 % [69.2 %, 86.5 %]
Specificity 71.9 % [57.6 %, 83.3 %] 83.7 % [70.7 %, 92.7 %]
Sensitivity 54.7 % [25.0 %, 83.3 %] 58.3 % [27.3 %, 81.8 %]
Using 28 (left) and 25 (right) learning patterns in each prognosis class.
it degrades its performance. There are two possible main reasons for this. The
first is that the region which corresponds to the positive parts contains no in-
formation. The second is that the information in the positive parts is the same
as in the negative part, but more prominent in the negative part. Because the
lower limits of CCReq’s PI of the positive GLEM-feature (for the best classifi-
cation method) are 49.6 % and 53.5 % for all 134 patients and the 102 patients,
respectively, we expect that the positive parts have just a little prognostic value
information, but that this information is also present in the negative part.
In the discussion in section 3.2.4, we noted that it is essential to inspect and
interpret the designed weight arrays in order to get a better understanding of
what an adaptive texture features measure. Since we are using the bootstrap
method for evaluation, we have multiple learning datasets and there are multiple
weight arrays to interpret. We could overcome this problem by inspecting some
of the weight arrays and plot a few which are representative, or plot the average
of all weight arrays or plot the weight array designed using the entire dataset.
We will apply the latter, but it must be noted that because such weight arrays
have more scenes, its estimates will be more reliable than the weight arrays that
will be used in the evaluation. On the other hand, these weight arrays will give
a better understanding of where the discrimination value of the property arrays
is high.
Figure 7.3 shows the designed weight arrays of the three area groups for the
difference GLEM-feature when using the 102 patients. The grey surroundings
are the elements where the weight arrays are zero (typically because of no oc-
currences), the darker lower region where the weight arrays are negative and
the brighter upper region where they are positive. It is from these figures clear
that the GLEM-features mainly measure the average grey level; lower grey level
increases the probability of being bad prognosis. However, we also see that large
grey level entropy indicates bad prognosis, even for high grey levels. Because
the intensity changes in our cell images are gradual, large grey level entropy is
correlated with large grey level variance. This observation is also verified by
replacing the grey level entropy axis with the grey level variance in the same
local window (9x9), resulting in the corresponding grey level variance matrix
(GLVM) [73], which give insignificant different classification results with re-
spect to both the CCReq and the CCR. Therefore, the GLEM-features can be
seen as combined measurements of the average and variance in grey level.
The connection between the negative GLEM-feature and the average and
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Figure 7.3: The designed weight arrays of the difference GLEM-feature when us-
ing the 102 patients. The arrays corresponds to the cell area group [2000, 2999],
[3000, 3999] and [4000, 4999] from left to right. Each image is linearly scaled to
fill the entire grey level range; the true range is from left to right: [−1.0, 0.85],
[−1.1, 1.1] and [−1.4, 1.2].
variance in grey level are visualised by the scatter plots in figure 7.4 when using
the 102 patients. For these scatter plots and all following scatter plots containing
adaptive texture feature(s), the values of the adaptive texture feature(s) are
computed using weight array(s) which are designed using the entire dataset that
is visualised (the 102 patients in figure 7.4). This makes the visualised separation
of the adaptive texture feature optimistically biased, but typically only slightly
because the weight arrays will typically be well filled with occurrences due to our
great concern for the overfitting problem. We emphasise that such computation
of the values of adaptive texture features are only done to make plots and never
during evaluation.
The corresponding weight arrays as in figure 7.3 when using all 134 pa-
tients shows the exact same pattern as this figure, but each element have about
20 % less estimated discrimination value and the negative part is nearly uni-
form (instead of peaked). These changes are as expected because patients with
tetraploid or polyploid histograms are typically good prognosis in our dataset,
but typically have the same local grey level characteristics as the patients with
Figure 7.4: Scatter plot of the negative GLEM-feature against: left) the
GreyLevelAverage-feature, right) the GreyLevelVariance-feature when using the
102 patients. The blue plus sign represents good prognosis and the red asterisk
symbol represents bad prognosis.
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aneuploid histograms. This is because all three ploidy histograms indicate that
a significant proportion of the cell images have large IODs and thus also low
grey level, see section 3.1). However, as the pattern of the weight arrays are
similar, the discussion of what the GLEM-features measures is valid also for all
134 patients. Also, because the grey level average and variance are obviously
affected similar by the inclusion of the patients with the tetraploid and poly-
ploid histograms, the connection between the GLEM-feature and the average
and variance in grey level is also still valid.
Assumptions of the estimated Mahalanobis distance between the classes
Because the weight arrays are designed using the estimated Mahalanobis dis-
tance between the classes, it is interesting to investigate whether the under-
lying assumptions are met. To test these assumptions, we will assume that
the samples within each element in the collection of the property arrays of all
134 patients can be seen as independent. We will then test the normality as-
sumption of each prognosis class using the Lilliefors goodness-of-fit test [32] at
significance level 0.05. This is a generalisation of the Kolmogorov-Smirnov test
for the case of normality when the expectation and variance are unknown [32,
p.399]. The assumption of equal variances will be tested using the standard F-
test [11, pp.515–519] at significance level 0.05 (the null hypothesis will of course
be that the two variances are equal). Note that this test is strongly dependent
on the normality assumption [11, p.519]. In particular, the standard F-test is
more dependent on the normality assumption than the pooled two-sample t-test
which the estimated Mahalanobis distance between two classes can be seen as
the T -statistic of, if letting the null hypothesis be equal expectations [11, p.519].
However, because none of the tests would ideally be rejected (as the appropri-
ateness of using the estimated Mahalanobis distance between the classes can
only be guarantied in this case), we expect that the standard F-test performs
acceptably as the distributions are at least approximately normal when none of
the normality tests are rejected.
Figure 7.5 shows the result of testing the assumptions. We see from the
images in the left and middle column that the normality assumptions are slightly
questionable. In comparison with figure 7.3 we note that the assumptions are
not rejected in the most discriminative elements. This is comforting, but only a
natural consequence of the central limit theorem as these are also the elements
with most occurrences2. The common variance assumption is slightly more
frequently satisfied and also this assumption seems most appropriate in the more
interesting elements. In total, we conclude that the underlying assumptions of
the estimated Mahalanobis distance between the classes seem to be generally
acceptable when using the GLEM-features.
7.2.2 The GLEM4D-features
The best classification results of the GLEM4D-features are shown in table 7.7.
Again, the best among our four types of adaptive texture features is the negative
adaptive texture feature (closely followed by the difference adaptive texture
2As mentioned in section 3.2.5, a direct application of the central limit theorem is illegal
because of the dependencies between cells of the same patient, but we still expect a similar
effect when greatly increasing the number of occurrences.
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Figure 7.5: The assumption of: left column) normality in good prognosis, mid-
dle column) normality in bad prognosis, right column) equal variances of the
difference GLEM-feature when using the 102 patients and the cell area group:
upper row) [2000, 2999], middle row) [3000, 3999], lower row) [4000, 4999]. The
corresponding tests are rejected in black pixels and not rejected in white pixels,
both at significance level 0.05. The grey pixels corresponds to elements where
all relevant property arrays are zero.
feature)3. In comparison with the result of the negative GLEM-features in table
7.6, we see the performance change when using all 134 patients is insignificant,
but is clearly significant for the 102 patients.
It is difficult to inspect the designed weight array of the GLEM4D-features
because of its four dimensions. We will therefore take a different approach to
get an understanding of what the GLEM4D-features measures. While it has two
common axes with the GLEM-features, the significantly improved performance
tells us that the two added axes provide new or better information. A natural
question is therefore whether both or only one of the axes are of prognostic
relevance. It turns out that only the area group axis is relevant. Indeed, eval-
3With respect to the expected CCR. The expected CCReq of the difference GLEM4D-
feature is 0.3 % than for the negative GLEM4D-feature when using all 134 patients, but
because this is an insignificant amount and the difference in expected CCR was nearly 3
% in favour of the negative GLEM4D-feature, the negative GLEM4D-feature is considered
to be the better among these two features. This conclusion can however be debated as we
are most interested in the CCReq and the lower and upper limit of the PI is 1.9 % higher
and lower, respectively, for the difference feature with respect to the negative feature, thus
indicating that the difference GLEM4D-feature provides a more reliable measurement in terms
of discriminating between the classes.
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Table 7.7: The classification results of the negative GLEM4D-feature when using
the classification method which attained the best expected CCReq; NMSC/LDC.
All 134 patients The 102 patients
CCReq 63.8 % [51.1 %, 76.5 %] 76.1 % [62.1 %, 89.4 %]
CCR 69.0 % [61.5 %, 75.6 %] 82.3 % [75.0 %, 90.4 %]
Specificity 71.3 % [60.6 %, 80.3 %] 86.8 % [75.6 %, 95.1 %]
Sensitivity 56.4 % [33.3 %, 83.3 %] 65.4 % [36.4 %, 90.9 %]
Using 28 (left) and 25 (right) learning patterns in each prognosis class.
uating the GLEM3D-features resulting from setting the window width in the
GLEM4D-features to 9 gives expected CCReq and expected CCR which differs
with less than 0.5 % (in absolute value) from corresponding performance esti-
mates of the negative 4D-GLEM-features, both when using all 134 patients and
the 102 patients (the best adaptive texture feature and classification method
were again the negative adaptive texture feature and NMSC, respectively).
With respect to the classification results of the GLEM3D-features and the
improved performance over the GLEM-features, it is natural that the area group
axis provides new prognostic relevant information. Indeed, the scatter plot in
figure 7.6 shows that this is the case. Because of this new prognostic relevant
axis, we are not sure to which extent the connection between the GLEM-features
and the grey level average and variance are inherited to the GLEM4D-features.
Figure 7.6: Scatter plot of the negative GLEM4D-feature against the Area-
feature when using the 102 patients. The blue plus sign represents good prognosis
and the red asterisk symbol represents bad prognosis.
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Figure 7.7: Scatter plot of the negative GLEM4D-feature against: left) the
GreyLevelAverage-feature, right) the GreyLevelVariance-feature when using the
102 patients. The blue plus sign represents good prognosis and the red asterisk
symbol represents bad prognosis.
We see from the scatter plots of the negative GLEM4D-feature against the
grey level average and variance in figure 7.7 that this connection is greatly
weakened, but still present. The presence of this connection is also indicated by
both the greater separation along the negative GLEM4D-feature axis of figure
7.6 in comparison with the Area-feature axis and a comparison between the
classification results of the negative GLEM3D-feature and the Area-feature (the
CCReqs and CCRs of the negative GLEM3D-feature are about 2–6 % better
than the corresponding performance estimates of the Area-feature for both all
134 patients and the 102 patients). We therefore conclude that the GLEM4D-
features can be seen as combined measurements of the area and the grey level
average and variance.
7.2.3 Comparison with the combination of the cell fea-
tures and the NO-features
The performance of the best feature based on grey level entropy matrices, the
negative GLEM4D-feature, is good. Indeed, in comparison with the cell features
and the best NO-features, the negative GLEM4D-feature obtained equally good
expected CCR with significantly better lower limit of the PI (the expected
CCR and its PI of the negative GLEM4D-feature when using QDC and all 134
patients was 71.2 % [62.8 %, 78.2 %]). However, it provides significantly worse
expected CCReq - over 6 % when using all 134 patients and over 3 % when
using the 102 patients - and the corresponding PIs are less different or even
insignificant when accommodating for the difference in expected CCReq. The
net result is however still relatively good as the negative GLEM4D-feature is
only a single feature, while the number of cell features and NO-features are five
and two, respectively.
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7.3 The CSDEM-features
In correspondence with section 7.1, we have four segmentation methods we wish
to use to compute the CSDEM-features. We have evaluated the two CSDEM-
features in each of these segmentation methods for each of the four adaptive
texture feature types. The performance relation between the different adaptive
texture features types is similar to the GLEM4D-features; the negative adaptive
texture feature attains a significantly higher expected CCR than the other types
with respect to both all 134 patients and the 102 patients, and also a significantly
higher expected CCReq with respect to the 102 patients. In all cases, the
difference adaptive texture feature is next to best, and this is also typically
the best adaptive texture feature with respect to the expected CCReq and all
134 patients, but not significantly better (the maximum difference in expected
CCReq is 0.8 % in favour of the difference adaptive texture feature, but the PIs
corresponding to this maximum difference are equally unreliable, which stands
in contrast to the observation with the GLEM4D-features and also with the
CSDEM-features when using other segmentation methods).
The classification results of the negative CSDEM-features for all 134 patients
and the 102 patients are shown in table 7.8 and 7.9, respectively. It is from these
results clear that the classification performance of the CSDEM-features signif-
icantly decreases when including the step which removes all estimated bright
primitives sufficiently close to the edge of the nucleus. While we noted in sec-
tion 4.3.3 that most of the periphery of the nuclei is likely to be classified as
bright primitives due to relatively small projection of each nucleus in this region
(this relative difference is relevant because the local windows of the Niblack’s
method will include pixels further away from the edge of the nucleus), these re-
Table 7.8: The classification results of the negative CSDEM-features when eval-
uating on all 134 patients and using the classification method which attained the
best expected CCReq; NMSC for the case with edge removal and watershed, LDC
for the rest.
No edge removal With edge removal
Morphology Morphology
CCReq 64.8 % [51.9 %, 76.5 %] 61.7 % [48.9 %, 73.5 %]
CCR 69.0 % [59.0 %, 75.6 %] 67.4 % [59.0 %, 74.4 %]
Specificity 70.9 % [59.1 %, 80.3 %] 69.9 % [59.1 %, 78.8 %]
Sensitivity 58.8 % [33.3 %, 83.3 %] 53.4 % [25.0 %, 83.3 %]
No edge removal With edge removal
Watershed Watershed
CCReq 63.9 % [51.9 %, 75.8 %] 61.4 % [47.3 %, 73.5 %]
CCR 68.4 % [57.7 %, 75.6 %] 67.5 % [59.0 %, 74.4 %]
Specificity 70.4 % [56.1 %, 80.3 %] 70.2 % [57.6 %, 78.8 %]
Sensitivity 57.4 % [25.0 %, 83.3 %] 52.6 % [25.0 %, 75.0 %]
Using 28 learning patterns in each prognosis class.
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Table 7.9: The classification results of the negative CSDEM-features when eval-
uating on the 102 patients and using the classification method which attained
the best expected CCReq; LDC.
No edge removal With edge removal
Morphology Morphology
CCReq 77.0 % [65.4 %, 88.1 %] 73.6 % [60.9 %, 86.0 %]
CCR 83.5 % [76.9 %, 90.4 %] 80.8 % [73.1 %, 88.5 %]
Specificity 88.3 % [80.5 %, 95.1 %] 86.0 % [75.6 %, 95.1 %]
Sensitivity 65.7 % [45.5 %, 90.9 %] 61.2 % [36.4 %, 90.9 %]
No edge removal With edge removal
Watershed Watershed
CCReq 76.6 % [63.3 %, 89.4 %] 73.2 % [59.6 %, 85.1 %]
CCR 83.5 % [76.9 %, 90.4 %] 81.0 % [73.1 %, 88.5 %]
Specificity 88.6 % [80.5 %, 95.1 %] 86.7 % [75.6 %, 95.1 %]
Sensitivity 64.6 % [36.4 %, 90.9 %] 59.7 % [36.4 %, 90.9 %]
Using 25 learning patterns in each prognosis class.
sults strongly indicate that the applied algorithm for removing falsely estimated
bright primitives in this region is too coarse. This is not entirely unexpected as
the algorithm simply sets all pixels sufficiently close to the edge of the nucleus
with bright class label to the grey class label, thus potentially also removing
true estimated bright primitives in this region. With few indications of how to
separate the true estimated bright primitives from the false ones in this region,
we simply conclude that it seems better to leave all bright primitives in this
region unchanged when using CSDEM-features.
The estimated performance of the morphological algorithm is slightly better
than the one based on the watershed transform, but the differences in CCReq
and CCR are generally too small to be called significant. However, the improved
expected sensitivity (a good percent) with a corresponding greatly improved
lower limit (nearly 10 %) when using the morphological algorithm without the
edge removal step, indicates that the features based on this algorithm may
be significantly better than the others with respect to correctly classifying the
patients with bad prognosis.
Let us study the designed weight arrays to get a better understanding of the
CSDEM-features. On the basis of the classification results in table 7.8 and 7.9,
it seems reasonable to base this study on the CSDEM-features which use the
morphological algorithm without the edge removal step. Figure 7.8 shows the
designed weight arrays of the difference CSDEM-features when using both all
134 patients and the 102 patients. First of all, if we look at the axes individually,
we see that both large grey level entropy4 and large spatial entropy indicates bad
prognosis while small entropies indicates good prognosis. This is the expected
4Note that this grey level entropy differs from the grey level entropy in the GLEM in two
ways; it is global and it only includes the grey level of pixels with a specific class label (the
GLEM grey level entropy included the grey level of all pixels within its local window).
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Figure 7.8: The designed weight arrays of the difference: left column)
CSDEMdark-feature, right column) CSDEMbright-feature when using the mor-
phological algorithm without the edge removal step and: upper row) all 134 pa-
tients, lower row) the 102 patients. Each image is linearly scaled to fill the
entire grey level range; the true ranges in the upper row are [−0.53, 0.53] and
[−0.72, 0.71], and in the lower row are [−0.92, 0.62] and [−1.2, 0.91], both for
the left and right image, respectively.
behaviour in light of the similar behaviour for the grey level entropy axis in
the GLEM-features and the observation of increased object sizes and number of
objects during carcinogenesis (see [8, p.40] and section 4.4), respectively.
Even more interesting is the fact that the plots in figure 7.8 reveal that the
effect of an increase in either entropy is nearly identical with respect to the es-
timated discrimination value for our dataset. Moreover, we see that as we move
orthogonally away from the diagonal where the values of the two entropies are
equal, the estimated discrimination value remains approximately equal, which
indicates that the entropies may be inversely proportional. Also, the support
of the weight arrays of the CSDEMdark-features is nearly rectangular, which
indicates small correlation between the entropies. Thus we conclude that de-
spite the entropies are attaining values in a similar range, they are not strongly
correlated and may even be complimentary to some extent.
If we compare the designed weight arrays for the same segmentation class
when using all 134 patients and when using the 102 patients, it is clear that the
weight arrays of the 102 patients exhibit the essential prognostic information,
while the weight arrays of all 134 patients contains the same information behind
some ‘noise’. By also considering the true range of the weight arrays, we see
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that the corruption affects the discrimination value of the dark part, which is the
only part used in the negative adaptive texture feature, far more severely than
the bright part. As mentioned in the discussion of the GLEM-features in section
7.2.1, this is a natural consequence of the inclusion of patients which typically are
of good prognosis, but have cell images with similar grey level characteristics as
the bad prognosis patients. We could stretch this to claim that the bright region
of the plots in figure 7.8 corresponds to the normal cell, which we mentioned
in section 2.3.2 was likely to be present in even the most essential part of the
tumour, while the dark region corresponds to all abnormal cells, which often
indicate bad prognosis, especially when only considering patients with diploid
and aneuploid histograms (see the used criteria for ploidy classification in section
3.1.3).
We also note that all weight arrays in figure 7.8 are relatively noisy in com-
parison with the smooth weight arrays of the difference GLEM-feature in figure
7.3). This is unfortunate, though far from unexpected due to the great reduc-
tion in number of occurrences in the CSDEM property arrays in comparison
with property arrays like the GLEM (see section 4.2). In particular, the weight
arrays of the CSDEMdark-features are noisier than the corresponding weight
arrays of the CSDEMbright-features, and the weight arrays designed using all
134 patients are far more noisy than the corresponding weight arrays designed
using the 102 patients. We therefore suspect that the CSDEM-features, save
maybe the CSDEMbright-features when using the 102 patients, are subject to
overfitting. We could reduce this problem by reducing the number of quantifi-
cation levels per integer entropy, but we are already on a relatively low level as
the weight arrays in figure 7.8 indicate that most occurrences fall in a region
of about 10x10 pixels in the property arrays. Another better alternative is to
use non-linear quantification, which will be one suggestion for further work in
chapter 9. In light of the detected relation between the two entropies, we will in-
stead reduce the dimension with one by using the CSDEMsum-features instead
of the CSDEM-features. This will greatly reduce the risk of overfitting while
preserving most or maybe even all relevant information of the CSDEM-features.
Before we study the CSDEMsum-features, let us consider the performance
of the individual CSDEM-features. Figure 7.9 shows a scatter plot of the two
features when using all 134 patients. This plot indicates that the CSDEM-
features of the two segmentation classes are strongly correlated. In general, it
is unclear whether including two strongly correlated features in the classifier is
better than only using the best of them. For our case, we see that it is possible
to draw a straight line in the scatter plot in figure 7.9 which separates slightly
better between the classes than projecting to either axis, thus we suspect that
including both features may be slightly better. We also see from the plot that
the separation of the negative CSDEMbright-feature is slightly better than the
negative CSDEMdark-feature. If also including that the corresponding weight
arrays in the upper row of figure 7.8 indicate that the negative CSDEMdark-
feature should be more overfitting than the negative CSDEMbright-feature, we
expect that the classification performance of the negative CSDEMbright-feature
is significantly better than the negative CSDEMdark-feature. This also casts
doubt on the observed improved separation when including both features, as the
slightly better separation may be caused by an overfitted CSDEMdark-feature.
Tables 7.10 and 7.11 show the best classification results of the CSDEMdark-
features with respect to both datasets and both the expected CCReq and the
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Figure 7.9: Scatter plot of the negative CSDEMbright-feature against the neg-
ative CSDEMdark-feature when using the morphological algorithm without the
edge removal step and evaluating using all 134 patients. The blue plus sign
represents good prognosis and the red asterisk symbol represents bad prognosis.
expected CCR; the negative CSDEMdark-feature. As expected, we see that
excluding the CSDEMbright-feature significantly decreases all estimates of the
classification performance. We however note that the negative CSDEMdark-
feature is not bad in itself, indeed, it is comparable with the negative GLEM-
feature (see table 7.6 in section 7.2.1). The features of the two segmentation
methods which include the edge removal step are excluded from these tables be-
cause they were shown to perform significantly poorer for the CSDEM-features
in general, though the best classification results with these features were not
significantly poorer than the best classification results of the corresponding fea-
tures when excluding the edge removal step (they did not perform significantly
better either).
When we evaluate the CSDEMbright-features when using the four different
segmentation methods, we are again back to the case where the classification
performance significantly increases when excluding the edge removal step. How-
ever, the gain in expected CCReq when using the difference adaptive texture
feature instead of the negative adaptive texture feature is now over a percent
for the best classification results when using all 134 patients, thus we should be
careful with claiming that there is no significant difference. This is enforced by
the fact that it is now the positive adaptive texture features which attain the
best expected CCReq when using all 134 patients; 67.5 % with NMSC when
excluding the edge removal step and using the morphological algorithm. This
is nearly 2 % over the corresponding negative adaptive texture feature, which is
the negative CSDEMbright-feature that attains the best expected CCReq when
using all 134 patients (65.8 % with NMSC). The best CSDEMbright-feature
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Table 7.10: The classification results of the negative CSDEMdark-feature when
evaluating on all 134 patients and using the classification method which attained
the best expected CCReq; NMSC/LDC. The edge removal step is not included in
either segmentation method.
Morphology Watershed
CCReq 59.8 % [47.0 %, 73.9 %] 60.5 % [45.5 %, 74.2 %]
CCR 65.7 % [53.8 %, 73.1 %] 66.0 % [53.8 %, 73.1 %]
Specificity 68.4 % [54.5 %, 78.8 %] 68.5 % [53.0 %, 78.8 %]
Sensitivity 51.1 % [25.0 %, 83.3 %] 52.5 % [25.0 %, 83.3 %]
Using 28 learning patterns in each prognosis class.
Table 7.11: The classification results of the negative CSDEMdark-feature when
evaluating on the 102 patients and using the classification method which attained
the best expected CCReq; NMSC/LDC. The edge removal step is not included in
either segmentation method.
Morphology Watershed
CCReq 70.9 % [57.5 %, 83.6 %] 71.4 % [56.3 %, 84.8 %]
CCR 78.7 % [67.3 %, 86.5 %] 79.5 % [69.2 %, 88.5 %]
Specificity 84.5 % [68.3 %, 92.7 %] 85.4 % [73.2 %, 95.1 %]
Sensitivity 57.2 % [27.3 %, 81.8 %] 57.5 % [27.3 %, 81.8 %]
Using 25 learning patterns in each prognosis class.
with respect to the expected CCR is also the negative adaptive texture fea-
ture, but now using QDC and the separation algorithm based on the watershed
transform.
Because of the significant differences in the classification results for different
CSDEMbright-features, we have in tables 7.12 and 7.13 collected the best in-
dividual classification results of the CSDEMbright-features when using all 134
patients and the 102 patients, respectively, instead of selection a specific adap-
tive feature type and choosing the best classification method with respect to one
performance estimate (which have been the expected CCReq in the previously
presented classification results). Note that the results when using all 134 pa-
tients are significantly better than the results of using one CSDEM-feature from
each segmentation class (see table 7.8), which indicates that the CSDEMdark-
features, at least when designed using all 134 patients, are indeed overfitted and
therefore result in decreased performance when included, rather than the im-
proved performance we could have expected in light of the scatter plot of figure
7.9 alone.
An inspection of the different classification results of the CSDEM-features
reveals that the classification results in table 7.12 and 7.13 are actually equally
good or significantly better than all classification results of the CSDEM-features
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Table 7.12: The best classification results of the CSDEMbright-features when
evaluating on all 134 patients.
CCReq 67.5 % [56.1 %, 78.0 %] (pos., edge kept, morph., NMSC/LDC)
CCR 72.0 % [65.4 %, 79.5 %] (neg., edge kept, water., QDC)
Specificity 75.9 % [66.7 %, 84.8 %] (neg., edge kept, water., QDC)
Sensitivity 68.8 % [41.7 %, 91.7 %] (pos., edge kept, morph., QDC)
Using 28 learning patterns in each prognosis class.
Table 7.13: The best classification results of the CSDEMbright-features when
evaluating on the 102 patients.
CCReq 77.2 % [65.4 %, 90.6 %] (neg., edge kept, water., NMSC/LDC)
CCR 83.8 % [76.9 %, 90.4 %] (neg., edge kept, water., NMSC/LDC)
Specificity 89.0 % [82.9 %, 95.1 %] (neg., edge kept, water., QDC)
Sensitivity 67.7 % [36.4 %, 90.9 %] (dif., edge kept, morph., NMSC/LDC)
Using 25 learning patterns in each prognosis class.
and the CSDEMdark-features5. These tables thus collect the best obtained
classification results for all CSDEM-features, individually or paired, and can
therefore also be used for comparison with the subsequent classification results.
Note however that the results in table 7.12 and 7.13 are neither with a single
feature nor using a single classification method, but the collection of the best
results of multiple classifiers.
We mentioned that the best positive CSDEMbright-feature attained sig-
nificantly better CCReq than the best negative CSDEMbright-feature when
using all 134 patients for evaluation. When using the 102 patients, the best
negative CSDEMbright-feature is significantly better than the best positive
CSDEMbright-feature with respect to both CCReq and CCR. These differences
are interesting. With respect to the mentioned claim that the dark and bright
regions of the weight arrays correspond to the abnormal and normal cells, respec-
tively, we can interpret this as to indicate that the abnormal cells are definitively
best to differentiate between diploid and aneuploid histograms, but the normal
cells are better to differentiate between all ploidy histograms. The reason for
the latter may be that normal cells are slightly better estimated when evaluat-
ing using all 134 patients and that the presence of many abnormal cells implies
a relative lack of normal cells and visa versa. The better estimation of normal
cells is indicated by the weight array of the difference CSDEMbright-feature de-
5In fact, only a single classification result obtained a higher expected value. This one
better result was obtained with the positive CSDEM-features when using the morphological
algorithm without the edge removal step and using the 102 patients and the Parzen window
classifier for evaluation. This classifier attained an expected sensitivity of 68.2 % with the PI
[45.5 %, 90.9 %], so it can not be said to be significantly better than the corresponding result
of table 7.13.
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signed using all 134 patients, see the image in the upper left corner in figure 7.8,
which shows that the bright region is slightly smoother than the dark region.
It is unfortunate that a single classifier can not be claimed to be best with
respect to both the CCReq and the CCR when using all 134 patients, as it
is when using only the 102 patients. Because the positive and negative part
of the weight arrays are non-overlapping, we could hope that the positive and
negative CSDEMbright-feature could be combined to obtained a single classifier
which attains equally good or maybe even better result as the best individual
CSDEMbright-feature. This is however not the case; the best combination
is using the morphological algorithm without the edge removal step and the
NMSC. This attains both the best expected CCReq and expected CCR of all six
classification methods, but with an expected CCReq of 67.6 % and an expected
CCR of 69.1 %, the performance is significantly poorer with respect to the
CCR than the best individual CSDEMbright-feature (the corresponding PIs
are also slightly poorer for the combined CSDEMbright-features). It could also
be mentioned that combining these two CSDEMbright-features has significantly
decreased effect for both the CCReq and the CCR in comparison with the best
negative CSDEMbright-feature when evaluating using the 102 patients.
The effect of combining the negative and positive CSDEMbright-features is
visualised by a scatter plot of the two CSDEMbright-features in figure 7.10.
This plot clearly shows that this combination does not significantly increase
the discrimination value in comparison with the positive CSDEMbright-feature.
This plot also indicates that the positive and negative CSDEM-features are
strongly correlated, which is natural in light of the discussed interpretation
Figure 7.10: Scatter plot of the negative CSDEMbright-feature against the pos-
itive CSDEMbright-feature when using the morphological algorithm without the
edge removal step and evaluating using all 134 patients. The blue plus sign
represents good prognosis and the red asterisk symbol represents bad prognosis.
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that the dark and bright regions of the designed weight arrays in figure 7.8
correspond to abnormal and normal cells, respectively, and that the presence
of many abnormal cells implies a relative lack of normal cells and visa versa.
Finally, the plot also indicates that the positive CSDEMbright-features is better
to discriminate between the classes, as also indicated by the fact that it attains
a significantly better CCReq, but that the negative CSDEMbright-features may
attain better CCR by excluding more of the bad prognosis patients in favour of
correctly classifying a larger number of the good prognosis patients.
7.3.1 Assumptions of the estimated Mahalanobis distance
between the classes
Figure 7.11 shows the result of testing the underlying assumptions of the esti-
mated Mahalanobis distance between the classes. Similarly to what we observed
with the GLEM-feature in connection with figure 7.5, we see from the left and
middle column that the normality assumptions are questionable, but not re-
jected (at significance level 0.05) in the most interesting element with respect
to discriminating between the classes (compare with the right column in figure
7.8). However, we also see that the normality assumptions are far more ques-
tionable for this CSDEMbright-feature than for the GLEM-feature. Just as the
central limit theorem explains that it is natural that the normality assumptions
are most appropriate in the most interesting elements (because these also have
most occurrences), this difference between the CSDEMbright-feature and the
GLEM-feature is a natural consequence of the central limit theorem because
of the relatively few occurrences in the CSDEM compared with the GLEM (as
commented in section 4.2).
Figure 7.11: The assumption of: left column) normality in good prognosis, mid-
dle column) normality in bad prognosis, right column) equal variances of the
difference CSDEMbright-feature when using: upper row) all 134 patients, lower
row) the 102 patients. The corresponding tests are rejected in black pixels and
not rejected in white pixels, both at significance level 0.05. The grey pixels cor-
responds to elements where all relevant property arrays are zero.
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The common variance assumption is more frequently satisfied. In fact, the
assumption of the CSDEMbright-feature seem to be approximately equally ap-
propriate as for the GLEM-feature (compare with the right column in figure
7.5). We must however note that because the F-test for equal variances de-
pends strongly on the normality assumption and this assumption is typically
not satisfied for the CSDEMbright-feature, we should not blindly trust the con-
clusion of this test in the abnormal elements. Nevertheless, since the common
variance assumption seems to be appropriate in the most interesting elements
where the normality assumptions are most appropriate, the validity of the F-test
can be expected to be acceptable in at least these elements.
We lastly note that all assumptions seem to be better suited when using the
102 patients in comparison with using all 134 patients. This can be explained
by the mentioned observation that the inclusion of patients with tetraploid and
polyploid histograms introduces ‘noise’ with respect to the designed CSDEM
weight arrays.
In total, the underlying assumptions of the estimated Mahalanobis distance
between the classes seem to be slightly questionable in general when using the
CSDEM-features. We should therefore consider other methods for designing
the weight arrays, a problem we will return to when we suggest further work in
chapter 9. For now we are pleased with the good results of the CSDEM-features,
and especially the CSDEMbright-feature, but note that the performance of these
features may had been even better if a more appropriate method was used to
design the weight arrays.
7.3.2 Comparison with the previously evaluated features
Comparing the negative CSDEMbright-feature when using the algorithm based
on the watershed transform without the edge removal step with the best feature
based on the grey level entropy matrices, the negative GLEM4D-feature, we note
a 1.1 % and 1.5 % increase in expected CCReq and expected CCR, respectively,
for the best classification method; the NMSC in both cases (compare table 7.13
with the right column of table 7.7). This increase is barely significant. However,
when comparing the positive CSDEMbright-feature when using the morpholog-
ical algorithm without the edge removal step with the best feature based on
the grey level entropy matrices with respect to the expected CCReq when using
all 134 patients, the positive GLEM4D-feature, the estimated expected CCReq
increased from 64.1 % to 67.5 %, which is highly significant, when using the
best classification method; the NMSC in both cases. We thus conclude that the
best CSDEM-features, or just the best CSDEMbright-features, are in general
significantly better than the best features based on grey level entropy matrices.
The best CSDEM-features are comparable with the combination of the cell
features and the best NO-features. With respect to the expected CCReq, the
best CSDEM-feature is nearly 3 % less than the combination of the cell features
and the best NO-features both when using all 134 patients and when using
the 102 patients (compare table 7.4 and 7.12 and table 7.5 and 7.13), thus
significantly poorer, but far from the over 6 % difference that was noted when
using the best GLEM4D-feature and all 134 patients. However, with respect
to the expected CCR, the best CSDEM-features is slightly better than the
combination of the cell features and the best NO-features; 1.6 % or 0.8 % when
using all 134 patients for our best segmentation method and the segmentation
130 CHAPTER 7. RESULTS AND DISCUSSION
method using in [49], respectively, and one percent when using the 102 patients
(the kNNC attained an expected CCR of 82.8 % with the combination of the
cell features and the NO-features when using the morphology algorithm without
the edge removal step). It is questionable to call these results significant, but
we note that the best CSDEM-features seem to be at least equally good with
respect to the CCR as the combination of the cell features and the NO-features.
In total, we note that the classification results of the CSDEM-features are
indeed promising. For our dataset, it is the CSDEMbright-features which seem
to capture the most relevant prognostic information. The best of these features,
the positive CSDEMbright-feature when the CCReq of all 134 patients is of
most interest, otherwise the negative CSDEMbright-feature, performs remark-
ably well. This statement is enforced by the fact that the best CSDEM-feature
is only one feature, while the number in combination of the cell features and
the best NO-features is seven. Also, because the best CSDEM-feature is only a
single feature, we can expect that its generalised performance is good.
7.4 The CSDEMsum-features
We see from the weight arrays in figure 7.8 that it seems reasonable to use
the projection onto the diagonal instead of the entire matrix. As noted in
Figure 7.12: The designed weight arrays of the difference: left column)
CSDEMsumDark-feature, right column) CSDEMsumBright-feature when using
the morphological algorithm without the edge removal step and: upper row) all
134 patients, lower row) the 102 patients.
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the discussion of this figure, using the diagonal projecting instead of the entire
matrix will greatly reduces the risk of overfitting while likely preserving most
prognostic information. This reduced risk is especially important due to the
relatively few occurrences of the CSDEMs (see section 4.2), which resulted in
the weight arrays in figure 7.8 that showed severe signs of being overfitted,
especially for the CSDEMdark-feature and when using all 134 patients.
Before we use the features resulting from the diagonal projection of the CS-
DEM, the CSDEMsum-features, for classification, we should investigate if the
problem with overfitting has been reduced. Figure 7.12 shows the designed
weight arrays of the difference CSDEMsum-features when using the morpho-
logical algorithm without the edge removal step, just as figure 7.8 did for the
CSDEM-features. These plots indeed look promising; the weight arrays of the
difference CSDEMsumDark-feature are smooth, even when designed using all
134 patients (in particular in comparison with the same weight array of figure
7.8), and the weight arrays of the difference CSDEMsumBright-feature are even
smoother than it was for the difference CSDEMbright-feature. Such smooth
weight arrays indicate that the overfitting problem is small and therefore a
good generalised performance of the corresponding features.
When using the CSDEMsum-features for classification, we observe a different
relation between the four different adaptive texture features than the one seen for
the previously evaluated adaptive texture features. The two competing adaptive
texture features are now the negative and difference features. When using all
134 patients, the two adaptive texture features are insignificantly different with
respect to the CCR, but the difference adaptive texture feature is significantly
better with respect to the CCReq. Oppositely, the two adaptive texture features
are insignificantly different with respect to the CCReq when using the 102 pa-
tients, but the negative adaptive texture feature is now significantly better with
respect to the CCR. This indicates that the difference CSDEMsum-features is
best when using all patients, but the negative CSDEMsum-features are best
when using only the patients with diploid and aneuploid histograms.
Table 7.14 and 7.15 shows the classification results of the difference CSDEMsum-
features using all 134 patients and the negative CSDEMsum-features using the
102 patients, respectively. The results of the features which use the segmen-
tation methods that includes the removal of estimated bright primitives suffi-
ciently close to the edge of the nucleus are again excludes, but tested and found
to perform significantly poorer than the corresponding features that exclude
this step. Comparing the evaluations of the 102 patients when using the nega-
tive CSDEMsum-features (see table 7.15) with the same results for the negative
CSDEM-features (see table 7.9) or the best CSDEMbright-features (see table
7.13), we see that the performances are equally good. This is not unexpected as
the weight array of the difference CSDEMbright-feature in figure 7.8 (bottom
right corner) indicates that this feature is not severely subject to overfitting,
thus decreasing the risk of overfitting (as the CSDEMsum-features do) has lit-
tle effect on this performance. However, when comparing the evaluations of
all 134 patients when using the difference CSDEMsum-features with the same
results for the negative CSDEM-features (table 7.8), we see a highly significant
increase in the CCReq; the corresponding expected CCReqs have on average
increase of nearly 5 %. Also, the performance with respect to the expected
CCReq has significantly increased in comparison with the same results of the
best CSDEMbright-feature (see table 7.12) - which also is the best of all individ-
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Table 7.14: The classification results of the difference CSDEMsum-features when
evaluating on all 134 patients and using the classification method which attained
the best expected CCReq; LDC. The edge removal step is not included in either
segmentation method.
Morphology Watershed
CCReq 69.1 % [55.3 %, 80.3 %] 69.2 % [56.1 %, 79.2 %]
CCR 70.0 % [60.3 %, 78.2 %] 70.6 % [61.5 %, 78.2 %]
Specificity 70.4 % [59.1 %, 80.3 %] 71.2 % [60.6 %, 80.3 %]
Sensitivity 67.8 % [41.7 %, 91.7 %] 67.2 % [41.7 %, 91.7 %]
Using 28 learning patterns in each prognosis class.
Table 7.15: The classification results of the negative CSDEMsum-feature when
evaluating on the 102 patients and using the classification method which attained
the best expected CCReq; LDC. The edge removal step is not included in either
segmentation method.
Morphology Watershed
CCReq 76.8 % [63.3 %, 88.1 %] 76.9 % [63.3 %, 89.4 %]
CCR 83.0 % [75.0 %, 90.4 %] 83.9 % [76.9 %, 90.4 %]
Specificity 87.6 % [80.5 %, 95.1 %] 89.0 % [82.9 %, 95.1 %]
Sensitivity 65.9 % [36.4 %, 90.9 %] 64.7 % [36.4 %, 90.9 %]
Using 25 learning patterns in each prognosis class.
ual or paired CSDEM-features. Thus we conclude that the CSDEMsum-features
are in general significantly better than any individual or paired CSDEM-features
with respect to the CCReq.
We will now study the individual CSDEMsum-features. Because the clas-
sification results in table 7.14 and 7.15 indicate that the features based on the
watershed transform may be slightly better than the ones based on the mor-
phological algorithm for the CSDEMsum-features, we will base this study on
the features which use the watershed transform. Also, because the increased
performance of the CSDEMsum-features in comparison with previous adaptive
texture features is most evident when using all 134 patients, we will base the
study on the difference CSDEMsum-features and typically all 134 patients.
Figure 7.13 shows the scatter plot of the CSDEMsum-features. Interest-
ingly, this plot still indicates that the difference CSDEMsumDark-feature pro-
vides valuable prognostic information beyond the difference CSDEMsumBright-
feature, as we also saw for the negative CSDEM-features in the scatter plot in
figure 7.9, but we now do not expect that the feature of the dark primitive type is
overfitted. We therefore expect that both individual CSDEMsum-features per-
form slightly to significantly worse than the corresponding paired CSDEMsum-
features.
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Figure 7.13: Scatter plot of the difference CSDEMsumBright-feature against
the difference CSDEMsumDark-feature when using the algorithm based on the
watershed transform and not including the edge removal step and evaluating
using all 134 patients. The blue plus sign represents good prognosis and the red
asterisk symbol represents bad prognosis.
The classification results of the individual CSDEMsum-features confirm this
observation. The best result of the CSDEMsumDark-features when using all
134 patients is obtained by the negative CSDEMsumDark-feature with the wa-
tershed transformation based algorithm without the edge removal step, result-
ing in an expected CCReq of 61.2 % (with NMSC) and an expected CCR of
67.7 % (with QDC), closely followed by multiple other segmentation meth-
ods with and without the edge removal step. With respect to the 102 pa-
tients, the watershed transformation based algorithm with the edge removal
step comes just on top, resulting in an expected CCReq of 70.4 % and an ex-
pected CCR of 77.9 %, both with NMSC and the negative adaptive texture
feature. Thus the CSDEMsumDark-features performs significantly worse than
the paired CSDEMsum-features.
For the CSDEMsumBright-features, we are again back to the case where
the edge removal step significantly decreases the performance. With respect
to all 134 patients, the best expected CCReq is 68.4 % with NMSC and the
difference CSDEMsumBright-feature when using the morphological algorithm
without the edge removal step, while the negative CSDEMsumBright-feature
when using the watershed transformation based algorithm without the edge re-
moval step obtains the best expected CCR with QDC; 72.2 %. This result for
the expected CCR is not significantly better than corresponding result for the
paired CSDEMsum-features, which attains 71.4 % with LDC. For the 102 pa-
tients, the negative CSDEMsumBright-feature when using the watershed trans-
formation based algorithm without the edge removal step again obtains the best
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expected CCReq and expected CCR; 75.9 % and 82.9 %, both with NMSC. In
total, we see that the best CSDEMsumBright-features obtains slightly worse
performance than the paired CSDEMsum-features, but not enough to be called
significant. However, the best of the CSDEMsumBright-features is not signif-
icantly better than the best CSDEMbright-features (see table 7.12 and 7.13),
but we have already concluded that the best paired CSDEMsum-features are in
general significantly better than the same CSDEMbright-features with respect
to the CCReq.
7.4.1 Assumptions of the estimated Mahalanobis distance
between the classes
Figure 7.14 shows the result of testing the underlying assumptions of the esti-
mated Mahalanobis distance between the classes. Just as we observed with the
CSDEMbright-feature in connection with figure 7.11, most assumptions are re-
jected (at significance level 0.05), but they seem to be more appropriate at the
most interesting elements with respect to discriminating between the classes.
As also mentioned with the CSDEMbright-feature, this is only a natural conse-
quence of the central limit theorem as these are the elements with most occur-
rences. The conclusion that can be drawn from figure 7.14 is also the same as
with the CSDEM-features; though the performance of the CSDEMsum-features
are indeed good, it may had been even better if a more appropriate method was
used to design the weight arrays.
Giving the test results as the colour of the bars in the histogram of the
designed weight arrays makes it easier to more precisely interpret the connec-
tion between discrimination value and assumption appropriateness. The plots
indicate that it is more likely that the assumptions are rejected in the negative
region than the positive region. Because it is likely that several normal cells
exist within even the most essential part of the tumour, as mentioned in section
2.3.2, this is natural both because it is thus likely to be many occurrences in this
positive region and because these elements are likely to have a relative stable es-
timated probability of occurrence (this estimate may oscillate between zero and
some relatively large value in many other elements of the property array). The
plots also show that the assumptions are better suited for the CSDEMsumDark-
feature than the CSDEMsumBright-feature, which indicates that the property
arrays of the CSDEMsumDark-feature are relatively more similar than the prop-
erty arrays of the CSDEMsumBright-feature, a claim that is reasonable also in
light of the significantly worse performance of the CSDEMsumDark-feature.
Lastly we note that for these features it does not seem to be a significant dif-
ference in the appropriateness of the assumptions when designed using all 134
patients and using the 102 patients, which stand in contrast to the observation
made in connection with figure 7.11. This may be explained by the fact that
the CSDEMbright-feature showed slight signs of being overfitted when using all
134 patients, but not when using the 102 patients (see the right column of figure
7.8), while figure 7.14 indicates no overfitting in either weight array when using
the CSDEM-features.
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Figure 7.14: Hypothesis test at significance level 0.05 of the underlying as-
sumptions of the estimated Mahalanobis distance between the classes, normal-
ity in each prognosis class and equal variances, of the difference: left column)
CSDEMsumDark-feature, right column) CSDEMsumBright-feature when using
the algorithm based on the watershed transform without the edge removal step
and: upper row) all 134 patients, lower row) the 102 patients. For easier in-
terpretation, the test results for each element in the relevant weight array are
given by the colour of the face of the corresponding bar in the histogram of the
weight array. The colour is coded in RGB according to the result of the test
for normality in good prognosis, normality in bad prognosis and equal variances,
respectively, and the presence of any colour indicates that the corresponding test
is not rejected. As an example, a blue colour means that only the test for equal
variances is not rejected; the legend of this colour is F:Good&Bad to indicate
that both normality tests are rejected. Any test where all relevant property ar-
rays are zero is treated as not rejected, but the corresponding bar is marked with
a red edge.
7.4.2 Comparison with the combination of the cell fea-
tures and the NO-features
We have already compared the CSDEMsum-features with the other choices of
property arrays and concluded that the CSDEMsum-features in general perform
significantly better than all other choices with respect to the CCReq. We have
however not compared with the combination of the cell features and the best
NO-features, which is the feature set that attains the best overall performance
for our dataset in our evaluations.
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Comparing the results when using all 134 patients, it is questionable to
conclude that any particular feature set is significantly better. The combination
of cell features and the best NO-features obtains expected CCReq and expected
CCR of 70.4 % with NMSC, while the best CSDEMsum-features obtains 69.2
% and 70.6 %, respectively, with the difference feature and LDC, both using the
algorithm based on the watershed transform and without the edge removal step.
The expected CCR of the corresponding negative feature is 71.4 %, still with
the same segmentation method and classification method. From these results we
may suspect that the combination of the cell features and the best NO-features
are slightly better than the CSDEMsum-features with respect to the CCReq,
but we will not call this difference significant.
If evaluating using the 102 patients, the combination of cell features and the
best NO-features can be said to be significantly better than the best CSDEMsum-
features with respect to the CCReq. Tables 7.5 and 7.15 both show the best
results with respect to the expected CCReq, and we see here that the difference
is nearly 3 %, thus significant. As previously noted, the best expected CCR
of the combination of cell features and NO-features were 82.8 % with kNNC
and the morphological algorithm without the edge removal step, thus the best
CSDEMsum-features may be slightly better with respect to CCR (see table
7.15), but we will not call this difference significant.
In total, the combination of the cell features and the best NO-features are
equally good to classify all patients, but significantly better to classify the pa-
tients with diploid and aneuploid histograms with respect to the CCReq, both
in comparison with the best CSDEMsum-features. We are pleased with this
result, especially because the best CSDEMsum-feature are only two features,
while the other feature set contains seven features. Furthermore, we have noted
that the best CSDEMsumBright-feature is almost as good as the CSDEMsum-
features, and in particular not significantly worse, thus the performance of the
single best feature based on the CSDEM is nearly as good as the combination
of the cell features and the best NO-features.
7.5 Combining features
Because of our great concern for the overfitting problem, we have no interest
in forming a large set of more or less randomly chosen feature candidates and
applying some technique to compute or select the best performing feature set
for our dataset. In fact, we do not wish to use dimension reduction or feature
selection at all, as the combination of such techniques and the bootstrap method
results in the use of multiple feature sets and thus in a sense unrealistic clas-
sification results6. The result is that we must pick features by hand and even
this should not be done too extensively, as we may cause overfitting also by
manually selecting too many feature sets for evaluation. This latter problem is
naturally dealt with by restricting the set of feature candidates to the relatively
few features we have mentioned to this point; the cell features, the NO-features
and the adaptive texture features.
6This problem is only present when performing the dimension reduction or feature selection
for each bootstrap. However, performing such techniques prior to the use of any iterative
evaluation method will introduce a significant (optimistic) bias [59, pp.95–97], thus this is not
even an option for us.
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We will further restrict the set of adaptive texture features to only include
the most promising choice of property array within each of the two discussed
types of property arrays; the GLEM4D-features and the CSDEMsum-features
computed using either separation algorithm, but without the edge removal step.
Table 7.16 shows the estimated Mahalanobis distance of each of these adap-
tive texture features for the adaptive texture feature type which attained the
maximum estimated expectation of the four features in the set described in sec-
tion 3.2.3, along with the same estimate of each cell feature, each NO-feature
with each of the two relevant segmentation methods and six interesting fea-
ture sets. The individual estimates indicate that the Eccentricity-feature and
the CSDEMsumBright-features are very good and should discriminate well be-
Table 7.16: The estimated Mahalanobis distance between the classes with an
estimate of the 95 % two-sided PI for all relevant individual features and six
interesting feature sets when using all 134 patients. The Mahalanobis distance
between the classes is estimated using each bootstrapped validation dataset, and
the expectation is estimated as the mean of the 500 bootstraps and the PI limits
as the 2.5 % and 97.5 % percentiles of the empirical distribution. The table is
sorted on the estimated expectation (secondly on the estimated lower PI limit).
Feature Mahalanobis d.
Cell & NO-features (morph.) 1.33 [0.84, 2.00]
Cell & NO-features (water.) 1.32 [0.80, 1.94]
Cell features 1.20 [0.71, 1.80]
CSDEMsumBright (neg., water.) & Eccentricity 1.09 [0.61, 1.57]
CSDEMsumBright (dif., morph.) & Eccentricity 1.07 [0.58, 1.61]
GLEM4D (dif.) & Eccentricity 1.03 [0.55, 1.57]
Eccentricity 0.84 [0.35, 1.28]
CSDEMsumBright (dif., morph.) 0.79 [0.30, 1.29]
CSDEMsumBright (dif., water.) 0.77 [0.28, 1.28]
GLEM4D (dif.) 0.65 [0.17, 1.17]
Compactness 0.61 [0.31, 0.93]
CSDEMsumDark (neg., water.) 0.56 [0.12, 1.03]
GreyLevelAverage 0.53 [0.05, 1.05]
CSDEMsumDark (dif., morph.) 0.52 [0.07, 1.01]
Area 0.48 [0.04, 1.07]
NumberOfDarkObjects (morph.) 0.47 [0.05, 0.95]
NumberOfDarkObjects (water.) 0.47 [0.04, 1.02]
NumberOfBrightObjects (morph.) 0.43 [0.02, 1.04]
NumberOfBrightObjects (water.) 0.42 [0.02, 0.90]
GreyLevelVariance 0.41 [0.02, 0.93]
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tween the classes. Also the GLEM4D-features, the Compactness-feature, the
CSDEMsumDark-features and the GreyLevelAverage-feature seem reasonable,
especially the Compactness-feature in light of its relatively high estimated lower
PI limit. While these estimates are likely very representative for comparing in-
dividual features, it is as noted in section 6.5 more important to pay attention to
the cooperation of features when attempting to find the optimal set of features.
When studying the adaptive texture features, we will further reduce our at-
tention to the generally best performing GLEM4D-feature, the negative GLEM4D-
feature, and to the insignificant worse performing subfeature of the CSDEMsum-
features, the difference CSDEMsumBright-feature7 when using the algorithm
based on the watershed transform without the edge removal step. The classifi-
cation results of the negative GLEM4D-feature are given in table 7.7. The best
results of the difference CSDEMsumBright-feature when using all 134 patients
is a CCReq of 68.3 % [57.6 %, 79.2 %] with NMSC and a CCR of 71.5 % [62.8
%, 79.5 %] with QDC, while the negative CSDEMsumBright-feature obtains a
CCReq of 75.9 % [64.2 %, 88.5 %] and a CCR of 82.9 % [76.9 %, 90.4 %], both
with the NMSC and when using the 102 patients.
We have seen that the adaptive texture features perform well, especially in
comparison with the resulting low dimension of the feature space. However,
the combination of the cell features and the best NO-features still performs
equally well or, in most cases, significantly better. When attempting to combine
features, it is thus naturally to begin with each of the relevant adaptive texture
features and then consider the prognostic value of including some other adaptive
texture feature, a cell feature or a NO-feature. We note that despite this angle
of approach, it is not an aim to increase the performance of classifiers which
includes each relevant adaptive texture feature, the aim is to obtain a classifier
which performs significantly better than all previously evaluated classifiers (with
respect to some performance estimate).
7.5.1 GLEM4D-features
From the relatively strong correlation between the negative GLEM4D-feature
and the Area-feature which is evident for the scatter plot in figure 7.6 in section
7.2.1, there should be no reason to include the Area-feature with the GLEM4D-
features. This is enforced by the fact that a straight line (or any other reasonably
simple curve) can not be drawn in the scatter plot which significantly increases
the separation between the classes. This is also true for the relation between the
negative GLEM4D-feature and the GreyLevelAverage- and GreyLevelVariance-
feature (see figure 7.7 in the same section), though both of these feature pairs
are much less correlated. These observations have been verified to also be true
for the corresponding scatter plots of all 134 patients, thus we will not include
any of these three feature with the GLEM4D-features.
Figure 7.15 shows the scatter plots of the negative GLEM4D-feature with
each of the two remaining cell features, the Compactness- and the Eccentricity-
7The negative CSDEMsumBright-feature performs generally slightly better than the dif-
ference feature when evaluating using the 102 patients. However, we will investigate all 134
patients when studying the adaptive texture features, thus we will and should use the dif-
ference CSDEMsumBright-feature for this purpose as it performs significantly better than
the corresponding negative feature. We however note that when our feature candidates are
located, we will evaluate using each adaptive feature type for each dataset.
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Figure 7.15: Scatter plot of the negative GLEM4D-feature against: first
row) the Compactness- and the Eccentricity-feature, second row) the
NumberOfDarkObjects- and the NumberOfBrightObjects-feature for the left and
right plot, respectively, and when using all 134 patients. The NO-features are
computed using our watershed segmentation method without the step which re-
moves bright edge objects. The blue plus sign represents good prognosis and the
red asterisk symbol represents bad prognosis.
feature, and each of the two NO-features for our watershed segmentation method
without the edge removal step. It is clear from the scatter plots with the NO-
features that these features are correlated with the negative GLEM4D-feature,
and also that they do not provide any significant prognostic information beyond
the negative GLEM4D-features. We therefore conclude that there is no reason
to include these features with the negative GLEM4D-features.
The situation is far better for both geometrical features, i.e. the Compactness-
and the Eccentricity-feature. Both these features seem to be independent of the
negative GLEM4D-feature, and they also seem to be able to provide some new
prognostic information beyond the negative GLEM4D-features. They are how-
ever not independent of each other. Their quadratical relation can be deduced
from their definitions and is also indicated by their scatter plot for all 134 pa-
tients in figure 7.16. This scatter plot also indicates that we should only include
the best of them. However, there is a minor tendency that for the same eccen-
tricity, the compactness of patients with bad prognosis is slightly higher than
for the patients with good prognosis, thus we will in the following also include
evaluations of the feature sets which include both geometrical features.
For comparison, the classification results of using either or both geometrical
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Figure 7.16: Scatter plot of the Eccentricity-feature against the Compactness-
feature when using all 134 patients. The blue plus sign represents good prognosis
and the red asterisk symbol represents bad prognosis.
features are shown in table 7.17. These results show that both features are good,
but the Eccentricity-feature is the better. This observation can also be made
from the scatter plot in figure 7.16. With respect to including both geometrical
features or only the best of them, we note the decreased performance when com-
bining the features and using all 134 patients in comparison with only using the
Eccentricity-feature. We however see that the performance does not decrease
when using the 102 patients, in fact, it significantly increases with respect to
the CCR. We will therefore continue to include the results when including both
geometrical features, even though we still suspect that these will typically be
similar to the ones obtained when only including the best geometrical feature.
It is lastly interesting to note that the Eccentricity-feature performs better with
respect to the CCReq than the combination of all cell features and even sig-
nificantly better if using all 134 patients. It is therefore uncertain whether the
other cell features have true prognostic value beyond the Eccentricity-feature.
Based on the relatively good performance of the Eccentricity-feature, it is
interesting to briefly investigate what it tells us. We see from the scatter plot in
figure 7.16 that low eccentricity indicates bad prognosis. By using the definition
of eccentricity, this tells us that the patients with bad prognosis typically have
nuclei with more circular shape than the patients with good prognosis. As the
eccentricity is measured by fitting the nucleus to an ellipse, it is interesting to
see how good this fit is as this will indicate whether non-circular means not
circular, but still elliptical or really just abnormally shaped. Because the nuclei
are not likely to be shaped like a parallelepiped (this is also indicated by an
inspection of the dataset), we expect that the goodness of fit can be seen by the
solidity of the nuclei; a high solidity (near 1) will indicate a good fit, while a
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Table 7.17: The classification results of the Compactness- and the Eccentricity-
feature when using the classification method which attained the best expected
CCReq; LDC. This classification method also attained the best expected CCR
and best expected specificity in all cases.
All 134 patients The 102 patients
Compactness Compactness
CCReq 65.9 % [52.7 %, 77.7 %] 69.4 % [57.4 %, 79.6 %]
CCR 60.7 % [50.0 %, 69.2 %] 65.3 % [53.8 %, 75.0 %]
Specificity 58.4 % [43.9 %, 71.2 %] 62.3 % [48.8 %, 73.2 %]
Sensitivity 73.3 % [41.7 %, 91.7 %] 76.4 % [54.5 %, 100.0 %]
All 134 patients The 102 patients
Eccentricity Eccentricity
CCReq 70.5 % [58.3 %, 81.8 %] 77.1 % [64.7 %, 86.9 %]
CCR 69.0 % [59.0 %, 76.9 %] 75.8 % [65.4 %, 84.6 %]
Specificity 68.4 % [56.1 %, 80.3 %] 74.9 % [63.4 %, 85.4 %]
Sensitivity 72.6 % [41.7 %, 100.0 %] 79.3 % [54.5 %, 100.0 %]
All 134 patients The 102 patients
Comp.&Ecc. Comp.&Ecc.
CCReq 69.3 % [55.7 %, 81.1 %] 77.1 % [64.7 %, 89.0 %]
CCR 68.8 % [59.0 %, 78.2 %] 78.1 % [67.3 %, 86.5 %]
Specificity 68.5 % [54.5 %, 80.3 %] 78.8 % [63.4 %, 90.2 %]
Sensitivity 70.1 % [41.7 %, 91.7 %] 75.4 % [45.5 %, 100.0 %]
Using 28 (left) and 25 (right) learning patterns in each prognosis class.
low solidity will indicate a bad fit. The scatter plot of the Eccentricity-feature
against the average solidity within each patient is shown in figure 7.17. This
indicates that the fit is actually really good, thus we can conclude both that the
foundation of the Eccentricity-feature is valid and that the non-circular shapes
which indicates good prognosis are reasonably well described by fitted ellipses.
The best GLEM4D-feature in combination with either or both geometrical
features was the negative GLEM4D-feature when using either dataset and with
respect to both the expected CCReq and expected CCR. The classification re-
sults of these combinations are shown in table 7.18. With respect to all 134
patients, we see that the inclusion of the best GLEM4D-feature caused an in-
crease of the best expected CCReq with 0.1 %, which is clearly insignificant.
The best combination with respect to the expected CCR, the combination of the
negative GLEM4D-feature and the Eccentricity-feature, obtained an expected
CCR of 71.3 %, which is a significant improvement from the corresponding best
geometrical feature set; the Eccentricity-feature with its expected CCR of 69.0
%. While the total improvement of including the best GLEM4D-feature is not
convincing with respect to all 134 patients, we note that the performance is
indeed very good and in particular better than the performance of the combi-
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Figure 7.17: Scatter plot of the Eccentricity-feature against the average solidity
within each patient when using all 134 patients. The blue plus sign represents
good prognosis and the red asterisk symbol represents bad prognosis.
nation of the cell features and the best NO-features (see table 7.4), though not
significantly better.
The improvement of including the GLEM4D-feature is far better with respect
to the 102 patients. A stable increase of most performance estimates is noted
and the increase of CCReq and CCR are significant for all inclusions. The
best expected CCReq of 79.8 % and best expected CCR of 82.3 % is also very
good and in particular not significantly different for the combination of the cell
features and the best NO-features, which as mentioned was an expected CCReq
of 79.8 % and an expected CCR of 82.8 %.
In conclusion, the best combination of the GLEM4D-features and either or
both geometrical features is the negative GLEM4D-feature and the Eccentricity-
feature (this combination also attained an expected CCR of 82.3 % when using
the 102 patients and the Parzen window classifier). The results of this feature
set are insignificantly different for the combination of the cell feature and the
best NO-features. This is very good and in particular respectable as this feature
set only contains two features, while the comparing feature set contains seven
features. It is however not unexpected. This is because we noted that the
Eccentricity-feature was equally good or maybe even better with respect to
the CCReq than all cell features. Moreover, the negative GLEM4D-feature was
found to have large correlation the NO-features (see the lower row in figure 7.15),
which was the features that resulted in significant increased performance when
combined with the cell features. Therefore, the combination of the negative
GLEM4D-feature and the Eccentricity-feature can simply be seen as a compact
feature set describing the same properties as the combination of the cell features
and the NO-features.
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Table 7.18: The classification results of the negative GLEM4D-feature with
the Compactness- and/or the Eccentricity-feature when using the classification
method which attained the best expected CCReq; the QDC when only combining
with the Compactness-feature and using the 102 patients, the LDC when only
combining with the Compactness-feature and using all 134 patients or when com-
bining all three features and using the 102 patients, otherwise NMSC (for the
three remaining combinations).
All 134 patients The 102 patients
GLEM4D&Comp. GLEM4D&Comp.
CCReq 69.6 % [58.0 %, 79.9 %] 78.3 % [65.7 %, 90.6 %]
CCR 70.3 % [60.3 %, 78.2 %] 82.3 % [69.2 %, 90.4 %]
Specificity 70.6 % [57.6 %, 81.8 %] 85.2 % [65.9 %, 95.1 %]
Sensitivity 68.6 % [41.7 %, 91.7 %] 71.4 % [45.5 %, 90.9 %]
All 134 patients The 102 patients
GLEM4D&Ecc. GLEM4D&Ecc.
CCReq 70.5 % [58.0 %, 80.7 %] 79.8 % [67.8 %, 90.2 %]
CCR 70.2 % [62.8 %, 78.2 %] 81.2 % [73.1 %, 88.5 %]
Specificity 70.0 % [59.1 %, 80.3 %] 82.3 % [70.7 %, 92.7 %]
Sensitivity 70.9 % [41.7 %, 91.7 %] 77.4 % [54.5 %, 100.0 %]
All 134 patients The 102 patients
GLEM4D&Comp.&Ecc. GLEM4D&Comp.&Ecc.
CCReq 70.6 % [58.3 %, 81.8 %] 78.6 % [66.3 %, 90.6 %]
CCR 68.7 % [57.7 %, 78.2 %] 80.6 % [69.2 %, 88.5 %]
Specificity 67.8 % [54.5 %, 78.8 %] 82.0 % [65.9 %, 92.7 %]
Sensitivity 73.4 % [50.0 %, 100.0 %] 75.1 % [45.5 %, 100.0 %]
Using 28 (left) and 25 (right) learning patterns in each prognosis class.
7.5.2 CSDEMsum-features
To find which features that should be attempted to be combined with the
CSDEMsum-features, we will as mentioned in the introduction of this sec-
tion only study the difference CSDEMsumBright-feature when using the al-
gorithm based on the watershed transform without the edge removal step. Fig-
ure 7.18 shows the scatter plots of this difference CSDEMsumBright-feature
against the negative GLEM4D-feature, each of the cell features and each of the
corresponding NO-features. These plots provide much information, not only
about which features we should attempt to combine the CSDEMsum-features
with, but also about what the CSDEMsum-features (or at least the difference
CSDEMsumBright-feature) measure.
First of all, the CSDEMsumBright-feature under study is relatively strongly
correlated with the GLEM4D-feature and the inclusion of both these features
is evidently meaningless for our dataset. Because of this correlation, we ex-
pect that the CSDEMsumBright-feature is also correlated with the Area-, the
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Figure 7.18: Scatter plot of the difference CSDEMsumBright-feature against:
first row) the negative GLEM4D- and the Area-feature, second row) the
Compactness- and the Eccentricity-feature, third row) the GreyLevelAverage-
and the GreyLevelVariance-feature, fourth row) the NumberOfDarkObjects- and
the NumberOfBrightObjects-feature for the left and right plot, respectively, and
when using all 134 patients. The difference CSDEMsumBright-feature and the
NO-features are computed using our watershed segmentation method without
the step which removes bright edge objects. The blue plus sign represents good
prognosis and the red asterisk symbol represents bad prognosis.
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GreyLevelAverage- and the GreyLevelVariance-feature and each of the NO-
features. Indeed, the scatter plots of figure 7.18 show that all these correlations
are present. More precisely, the mentioned CSDEMsumBright-feature is corre-
lated with the Area-feature, but not as much as the negative GLEM4D-feature,
but it is on the other hand more correlated with the GreyLevelAverage- and the
GreyLevelVariance-feature. More surprisingly, while the CSDEMsumBright-
feature is correlated with the NO-features, this correlation is less than the corre-
sponding correlation of the negative GLEM4D-feature. The result with respect
to finding possible feature candidates is however equal; there seems to be no
reason to include any of these features in combination with the CSDEMsum-
features.
We are thus again left with the geometrical features, which seem to be inde-
pendent of also this adaptive texture feature. They also seem to provide some
new prognostic information beyond the mentioned CSDEMsumBright-feature,
though not as much as we observed with the negative GLEM4D-feature. This
reduced significance may be caused by the fact that the CSDEMsumBright-
feature is significantly better than the negative GLEM4D-feature, even though
they are relatively strongly correlated, and that some of the additional prog-
nostic information that the CSDEMsumBright-feature measures may also be
measured by the geometrical features.
Turning to the classification results of the combination of either or both ge-
ometrical features with the CSDEMsum-features, the best results when using
all 134 patients are obtained with the CSDEMsumBright-features in compar-
ison with the corresponding CSDEMsumDark-features and the CSDEMsum-
features. It is moreover the negative CSDEMsumBright-feature when using
the algorithm based on the watershed transform that obtains the best com-
bination results among the CSDEMsumBright-features8, but not significantly
better than the corresponding difference adaptive texture feature nor when us-
ing the corresponding features based on the morphological algorithm. When
evaluating on the 102 patients, the relative performance of the CSDEMsum-,
CSDEMsumDark- and CSDEMsumBright-features are more similar when com-
bined with either or both geometrical features, but the combined performances
of the CSDEMsumDark-features are still significantly worse. With respect to
the expected CCReq, it is generally the CSDEMsum-features that performs
best in combination with the geometrical features. Among these, it is again the
negative adaptive texture feature when using the algorithm based on the wa-
tershed transform that performs the best, again typically insignificantly better
than the corresponding difference adaptive texture feature and when using the
corresponding features based on the morphological algorithm.
The classification results of the combination of either or both geometrical
features with the negative CSDEMsumBright-feature when using all 134 pa-
tients and the negative CSDEMsum-features when using the 102 patients are
shown in table 7.19. We see from these results that it is the combination with
the Eccentricity-feature that generally performs the best, just as what we ob-
8As mentioned in the introduction of this section, we have only considered the CSDEMsum-
features when using the segmentations methods that excludes the step that removes estimated
bright primitives sufficiently close to the edge of the nucleus. All comparisons and claims
of best classification results in this subsection are therefore restricted to the segmentation
methods which excludes this step, though we from the previous results expect that the corre-
sponding performances when including this step would only have been worse.
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Table 7.19: The classification results of the negative CSDEMsumBright-feature
when using all 134 patients and the negative CSDEMsum-features when us-
ing the 102 patients, both in combination with the Compactness- and/or the
Eccentricity-feature and when using the classification method which attained the
best expected CCReq; the QDC when only combining with the Compactness-
feature and using the 102 patients or when combining all three features and
using all 134 patients, the LDC when combining with the Eccentricity-feature
or both geometrical features and using the 102 patients, otherwise NMSC (for
the two remaining combinations). Both the negative CSDEMsumBright-feature
and the negative CSDEMsum-features are computed using the algorithm based
on the watershed transform without the edge removal step.
All 134 patients The 102 patients
CSDEMsumB.&Comp. CSDEMsum&Comp.
CCReq 70.0 % [58.7 %, 81.1 %] 76.3 % [62.3 %, 89.4 %]
CCR 71.3 % [60.3 %, 80.8 %] 80.6 % [65.4 %, 90.4 %]
Specificity 71.8 % [57.6 %, 83.3 %] 83.7 % [61.0 %, 95.1 %]
Sensitivity 68.1 % [41.7 %, 91.7 %] 68.9 % [45.5 %, 90.9 %]
All 134 patients The 102 patients
CSDEMsumB.&Ecc. CSDEMsum&Ecc.
CCReq 70.8 % [59.8 %, 80.7 %] 77.2 % [65.4 %, 89.4 %]
CCR 71.4 % [62.8 %, 80.8 %] 80.3 % [69.2 %, 88.5 %]
Specificity 71.7 % [62.1 %, 83.3 %] 82.6 % [65.9 %, 92.7 %]
Sensitivity 69.9 % [50.0 %, 91.7 %] 71.8 % [45.5 %, 90.9 %]
All 134 patients The 102 patients
CSDEMsumB.&C.&E. CSDEMsum&C.&E.
CCReq 69.3 % [56.4 %, 80.3 %] 77.3 % [65.1 %, 89.0 %]
CCR 70.3 % [61.5 %, 78.2 %] 80.4 % [69.2 %, 88.5 %]
Specificity 70.7 % [59.1 %, 81.8 %] 82.7 % [65.9 %, 92.7 %]
Sensitivity 67.9 % [41.7 %, 91.7 %] 71.9 % [45.5 %, 100.0 %]
Using 28 (left) and 25 (right) learning patterns in each prognosis class.
served in connection with the GLEM4D-features (see table 7.18). However,
we note that the best expected CCReq when using the 102 patients has not
changed significantly from the results with only geometrical features (see ta-
ble 7.17). This is disappointing, especially in light of the significant increase
we observed when combining the GLEM4D-features with these geometrical fea-
tures. The best expected CCReq is also not significant better than with the
CSDEMsum-features (see table 7.15), and the best expected CCR actually de-
creases significantly in comparison with the results of the CSDEMsum-features.
We therefore conclude that combining either or both geometrical features with
the CSDEMsum-features will generally decrease the performance when using
only patients with diploid or aneuploid histograms.
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When evaluating using all patients, we note a significant increase in expected
CCReq from the best CSDEMsumBright-feature (which as mentioned attained
an expected CCReq of 68.4 %) and also from the best CSDEMsum-features (see
table 7.15). The best expected CCReq is however not significantly better than
with the geometrical features, alone (see table 7.17) or in combination with the
GLEM4D-features (see table 7.18), thus the Eccentricity-feature may be the
most contributing feature to the good expected CCReq of 70.8 % in table 7.19.
The best expected CCR when using all patients is obtained with the negative
CSDEMsumBright-feature when using the algorithm based on the watershed
transform in combination with the Eccentricity-feature, which gives an expected
CCR of 72.6 % with the Parzen window classifier. This is slightly better than
the best expected CCR of all features based on the sum histogram of CSDEMs,
which as mentioned was 72.2 %, and may even be significantly better than
the best combination of the geometrical features and the GLEM4D-features,
which as mentioned was 71.3 %. Because the Eccentricity-feature alone only
attains an expected CCR of 69.0 % when using all patients (see table 7.17), the
CSDEMsumBright-feature may be the most contributing feature to this good
performance estimate.
In total, we can claim that the combination of the negative CSDEMsumBright-
feature when using the algorithm based on the watershed transform and the
Eccentricity-feature is the generally best performing feature set when using all
patients, attaining an expected CCReq of nearly 71 % when using NMSC and
nearly 73 % when using the Parzen window classifier. This is slightly or sig-
nificantly better than the best performance of all other evaluated feature sets.
In particular, it is slightly better than the performance of the combination of
all cell features and the best NO-features with respect to the expected CCReq,
and significantly better with respect to the expected CCR.
If excluding the patients with tetraploid or polyploid histograms, we have
noted that the best performance of the CSDEMsum-features is obtained when
used alone. The performance of this feature set is still good, attaining an ex-
pected CCR of 83.9 %, which is slightly or significantly better than the best
expected CCR of all other evaluated feature sets. In particular, this may be
significantly better than the combination of the cell features and the best NO-
features, which was 82.8 %, and is significantly better than the best combination
of the geometrical features and the GLEM4D-features, which was 82.3 %. How-
ever, the best expected CCReq of the CSDEMsum-features is only 76.9 %, which
is significantly worse than with the combination of the cell features and the best
NO-features, and also the best combination of the geometrical features and the
GLEM4D-features.
7.6 Classifier complexity and classification method
The last section concluded the investigation of new and improved classifiers,
i.e. combinations of a feature set and a classification method. The rest of the
chapter will be devoted to give a better understanding of some related aspects
of the classifiers that have not jet been discussed. We will begin this discussion
by considering the classifier complexity and the classification methods.
When we discussed overfitting in section 6.3, we mentioned that the number
of features and complexity of the classification method are essential factors for
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the classifier complexity. We also found indications supporting a belief that
the optimal classifier complexity may be sufficiently prominent to be reasonably
estimated for a given number of learning patterns. We will therefore attempt
to estimate this optimal complexity for our datasets. It should however be
repeated that because the optimal classifier complexity is a trade-off between
the decreased performance caused by more estimation and the increased per-
formance caused by the added complexity, the optimal classifier complexity is
not completely determined for a given learning dataset. In particular, the true
distribution of the conditional pdfs and the effectiveness of the features are
relevant.
The previous sections reveals that the best classification method is typically
different with respect to the CCReq and to the CCR. Before we attempt to find
the optimal classifier complexity, we must therefore agree upon which measure
to use in order to detect the peak in classification performance. As previously
mentioned, we are equally interested in classifying patients with either prognosis,
thus the CCReq seem most interesting. When studying the relative performance
of different classification methods, it is however more relevant to make this
comparison with respect to the performance quantity the methods attempts to
optimise, if this quantity is equal for the compared methods. For all parametric
classification methods and the Parzen window classifier, this quantity is the
CCReq when we use an evened bootstrap method, but would have been the
CCR if not. This is because they are all based on the Bayes’ classifier, which
chooses the class that corresponds to the maximum a posteriori probability, and
estimates the a priori probabilities using the corresponding class proportions
in the learning dataset, thus weighting the two classes equally when we use an
evened bootstrap method. The kNN classifier does also attempt to optimise the
CCReq when we use an evened bootstrap method. This is because this classifier
indirectly weights each class according to its frequency in the learning dataset.
We will therefore in the following base the comparison on the CCReq, both
because this is the most interesting quantity and because it is this quantity all
used classification methods attempt to optimise.
The previous sections shows that the best classification methods are typi-
cally parametric, more precisely, often the NMSC or LDC (with respect to the
CCReq). The complexity of any parametric classifier is, using our definition in
section 6.1, the number of independent parameters in the classification method.
As mentioned in section 6.2.1, this number is cd + 1, 0.5d(2c + d + 1) and
0.5cd(d + 3) for the NMSC, LDC and QDC, respectively. For our case of two
classes, this reduces to respectively 2d + 1, 0.5d(d + 5) and d(d + 3). We may
attempt to use these formulae to estimate the optimal number of independent
parameters.
For all adaptive texture features in the sections 7.2-7.4, the best classifica-
tion method with respect to the expected CCReq was the LDC, with a single
unimportant exception. This indicates that the optimal classifier contains at
least 7 independent parameters. As we expect that the ‘allowed’ number of
independent parameters is larger than this, it may seem strange that the QDC
with its 10 independent parameters does not perform better than the LDC. This
may be explained in light of the scatter plots in all previous sections, which in-
dicate that the patterns of good prognosis typically cluster much more than the
patterns of bad prognosis. This will make the estimated variances of the QDC
classifiers very different, the variance corresponding to the good prognosis class
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will be much smaller than the variance corresponding to the bad prognosis class,
which in turn will make the decision region of the good prognosis class relatively
larger than when assuming a common variance, thus resulting in a higher CCR,
but lower CCReq.
When using all five cell features, we see from section 7.1 that the LDC
still performs best with respect to the CCReq. What we do not see is that the
difference between this classification method and the NMSC is now much smaller
than for the adaptive texture features, which indicates that even LDC is starting
to become a too complex classification method. Indeed, when including also the
NO-features, thus increasing the number of independent parameters with the
LDC from 25 to 42, the NMSC is the best performing classification method with
its 15 parameters.
In total, we see that the simple LDC classification method is generally rec-
ommendable for our dataset when using about five features or less. If more
features are used, then the NMSC is the appropriate choice. Roughly speak-
ing, about 30 independent parameters may be estimated by the classifier before
it becomes overfitted. This approximate value is of course dependent on our
datasets, but also on the used features, in particular their conditional pdfs and
effectiveness.
Table 7.20 shows the complete classification results when using the combina-
tion of the cell features and the NO-features which attained the best expected
CCReq. Notice how the classification performance significantly decreases with
Table 7.20: The classification results of the cell features and the NO-features
when using the algorithm based on the watershed transformation without the
edge removal step and evaluating on all 134 patients.
NMSC ParzenC
CCReq 70.4 % [58.0 %, 82.2 %] 67.0 % [53.8 %, 78.8 %]
CCR 70.4 % [59.0 %, 78.2 %] 68.7 % [52.6 %, 76.9 %]
Specificity 70.3 % [56.1 %, 80.3 %] 69.5 % [51.5 %, 80.3 %]
Sensitivity 70.4 % [41.7 %, 91.7 %] 64.6 % [41.7 %, 91.7 %]
LDC kNNC
CCReq 67.5 % [56.1 %, 78.0 %] 66.9 % [53.0 %, 79.9 %]
CCR 67.3 % [57.7 %, 75.6 %] 69.5 % [51.3 %, 79.5 %]
Specificity 67.3 % [54.5 %, 78.8 %] 70.7 % [48.5 %, 83.3 %]
Sensitivity 67.8 % [41.7 %, 91.7 %] 63.2 % [33.3 %, 91.7 %]
QDC NNC
CCReq 64.7 % [51.9 %, 76.9 %] 59.4 % [46.2 %, 72.0 %]
CCR 62.9 % [50.0 %, 73.1 %] 58.0 % [47.4 %, 67.9 %]
Specificity 62.1 % [47.0 %, 77.3 %] 57.3 % [45.5 %, 69.7 %]
Sensitivity 67.4 % [41.7 %, 91.7 %] 61.4 % [33.3 %, 91.7 %]
Using 28 learning patterns in each prognosis class.
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Figure 7.19: The ROC point cloud of the cell features and the NO-features when
evaluating on all 134 patients and using the NNC classification method. The
NO-features are computed using our watershed segmentation method without
the step which removes bright edge objects.
the complexity of the classification method. When the classifier is sufficiently
complex, the performance approaches randomness, as indicated by the PIs of
the NN classifier and its ROC point cloud in figure 7.19. Notice also that the
PIs of the CCR in the nonparametric classification methods is much larger than
the corresponding PIs of the parametric methods, even after correcting for the
difference in estimated expectation. Also this indicates a too large classifier
complexity for the nonparametric classification methods as this uncertainty can
be seen as a result of overfitting, either because of a too complex classification
method (NNC) or because of the adaption of a relevant parameter (ParzenC
and kNNC, respectively the window width and the number of neighbours).
It may surprise some that the Parzen window classifier and the NNC classifier
performs so respectably, at least with respect to the estimated expectation,
even in this case where the feature space is so sparse and simple classification
methods like the LDC results in overfitting. The reason for this is the adaptive
choice of window width and number of neighbours, respectively. As the feature
space becomes sparser, the typical estimate of both these quantities increases
significantly to allow optimal classification of the learning dataset (using the
leave-one-out cross-validation method, which was our choice for optimising these
parameters). The increase of these quantities results in simpler decision regions
and thus also a lower classifier complexity. Therefore, these nonparametric
classifiers can be said to attempt to adapt their complexity according to the
optimal complexity, but, of course, this adaption is generally suboptimal.
Figure 7.20 illustrates that these estimates are indeed typically large when
using the same features as in table 7.20, which we have seen is many features
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Figure 7.20: Histograms of the frequency of the chosen: left) window width when
using ParzenC, right) number of neighbours when using kNNC over the 500
bootstraps when using the cell features and the NO-features and evaluating on all
134 patients. The NO-features are computed using our watershed segmentation
method without the step which removes bright edge objects.
with respect to our datasets. From the left histogram we see that the chosen
window width is essentially always 1. Because we have standardised the variance
of each feature of the learning patterns to 1, this means that the variance of
the interpolation function will in each direction be equally large as the variance
of the features, thus the classification of a pattern is based on essentially all
learning patterns (at least when using a normal window function as we do).
Similarly, from the right histogram we see that all chosen number of neighbours
up to over 40 are relatively frequent, with slightly more occurrences from about
25 to 40. As we only have 28 learning patterns in each class, this indicates
that relatively many learning patterns are included to determine the class of a
validation pattern, thus the classification is obviously very coarse and therefore
the classifier complexity is low.
If we instead use only a few features, say only the difference CSDEMsum-
features when using the same segmentation method, which was the CSDEMsum-
features that obtained the best expected CCReq, we obtain the classification
result in table 7.21. From these results we see that the classifier complexity do
not seem to be a problem anymore. The simplest classifier, the NMSC, does now
perform significantly worse than the more complexed classifiers. We however
note that it is the LDC, and not e.g. the slightly more complex QDC, which
performs the best. With respect to the CCReq, this is as mentioned the typical
behaviour and can be seen as a result of the difference in variance between the
classes. It is however not typical that the QDC attains a lower CCR, though not
significant, nor it is common that the lower limit of its PI is so low relative to
the same limit when using the other parametric classification method (though
this limit is typically some percent lower). We will however not dwell on what
causes this for this precise choice of segmentation method (and features).
We note that the Parzen window classifier and the kNN classifier still perform
reasonably, but significantly worse than the best classifier. Much of the relatively
small lower limits of the PIs of the CCR of these classifiers in comparison with
the corresponding PIs of the parametric classifiers are also gone, but the limits
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Table 7.21: The classification results of the difference CSDEMsum-features when
using the algorithm based on the watershed transformation without the edge re-
moval step and evaluating on all 134 patients.
NMSC ParzenC
CCReq 65.5 % [53.4 %, 77.7 %] 65.7 % [52.3 %, 78.0 %]
CCR 68.1 % [60.3 %, 75.6 %] 68.3 % [55.1 %, 75.6 %]
Specificity 69.3 % [59.1 %, 78.8 %] 69.4 % [51.5 %, 80.3 %]
Sensitivity 61.7 % [33.3 %, 91.7 %] 61.9 % [33.3 %, 83.3 %]
LDC kNNC
CCReq 69.2 % [56.1 %, 79.2 %] 65.2 % [50.4 %, 77.7 %]
CCR 70.6 % [61.5 %, 78.2 %] 66.8 % [51.3 %, 76.9 %]
Specificity 71.2 % [60.6 %, 80.3 %] 67.6 % [47.0 %, 81.8 %]
Sensitivity 67.2 % [41.7 %, 91.7 %] 62.7 % [33.3 %, 91.7 %]
QDC NNC
CCReq 67.2 % [53.8 %, 79.2 %] 60.6 % [46.6 %, 74.2 %]
CCR 70.1 % [52.6 %, 78.2 %] 59.7 % [47.4 %, 69.2 %]
Specificity 71.4 % [50.0 %, 81.8 %] 59.4 % [45.5 %, 71.2 %]
Sensitivity 63.0 % [33.3 %, 83.3 %] 61.9 % [33.3 %, 91.7 %]
Using 28 learning patterns in each prognosis class.
still seem to be significantly smaller than the corresponding limits when using
the NMSC and the LDC. The likely reason is still overfitting because of the
adaption of the relevant parameter, but the improved relation may be seen as
a reduced risk of overfitting. This suspicion is enforced by the histograms of
the estimated parameters for these classifiers when using the same features as
in table 7.21, see figure 7.21. As expected, the typical chosen parameter results
in the use of far less learning patterns than was the case when using the seven
features, see figure 7.20. However, the suspicion was also correct as there still is
a significant proportion of unnaturally small choices, see for instances the peak
at k = 1 in the right histogram, which are estimates that are likely to be too
small to result in classifiers that generalise well.
In conclusion, if CCReq is the most interesting quantity, then the LDC is
the recommended classification method for our dataset when using five features
or less, otherwise the NMSC is the recommended choice. The Parzen window
classifier and the kNN classifier perform reasonably, also - or maybe even es-
pecially - when using many features, but both methods perform significantly
worse than the best parametric method, at least with respect to the CCReq
and for few features. With respect to the CCR, the QDC is the best classifi-
cation method if the number of features is low, otherwise the two mentioned
nonparametric methods perform well or maybe even better than its competitor,
the NMSC. The NN classifier always performs badly; it is just too complex to be
meaningful for our dataset. This may be seen in light of the challenges with our
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Figure 7.21: Histograms of the frequency of the chosen: left) window width
when using ParzenC, right) number of neighbours when using kNNC over the
500 bootstraps when using the difference CSDEMsum-features and evaluating
on all 134 patients. The difference CSDEMsum-features are computed using
our watershed segmentation method without the step which removes bright edge
objects.
dataset, especially the possibility of some incorrectly recorded patient outcomes
(see section 2.3.3).
7.7 What if?
When we design and evaluate the classifiers, it is based on some choices other
than specifying the dataset, the features, the classification method and the
evaluation method. We will in this section study what would have happened if
we changed some of these choices. In particular, we will begin with considering
the choice of required minimum accuracy in the performance estimates of the
classifier, i.e. choosing some other minimum limit than the 30 % of the total
number of patterns in the same class in the validation dataset that was specified
in section 6.7. This is followed by a discussion of the number of quantification
levels per integer entropy in features based on spatial entropy, a choice which we
in the discussion in section 3.2.4 mentioned can be seen as a trade-off between
the risk of overfitting and the discrimination value of the features. The two
last choices that will be considered are the use of a stratified bootstrap method
instead of an evened bootstrap method, and finally the effect of using the two
different estimates of the common variance when estimating the Mahalanobis
distance between the classes at each element in the design of the weight arrays.
It is natural to restrict our attention to a specific relevant feature set when
considering the relative performance resulting from the different choices. We
will for this use the CSDEMsum-features when using the algorithm based on
the watershed transformation without the edge removal step, which was the
feature set that attained the best expected CCReq of all evaluated feature sets
which contained only features based on the spatial entropy and when evaluating
on all 134 patients. The complete classification result of these features for all
134 patients was given in table 7.21. We will, as always, evaluate using all four
features in the set of adaptive texture features described in section 3.2.3, and
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we will also evaluate using both all 134 patients and the 102 patients.
7.7.1 Partitioning
We will in this subsection study the effect of selecting other limits for the re-
quired minimum accuracy in the performance estimates of the classifier. For
all previous evaluations, this limit has been set to 30 % of the total number of
patterns in the same class in the validation dataset. All evaluations mentioned
in this chapter have however reached this limit. In particular, this means that
the used partitioning is not a direct application of our estimate of the ‘optimal’
partitioning.
We have evaluated two other choices of the limit, 10 % and 50 %. Of the
four adaptive feature types, it was the difference CSDEMsum-features which
obtained the best expected CCReq with respect to all 134 patients, while the
negative CSDEMsum-features which obtained the best expected CCReq and
best expected CCR with respect to the 102 patients. Table 7.22 shows the
classification results with these features.
In comparison with the classification results when using all 134 patients
in table 7.21, we see that the expected CCReq and expected CCR increases
by a good percent when choosing the limit of 10 %, and decreases by about
two percents when choosing the limit of 50 %. After correcting for different
expectations, we see that the uncertainty of each PI limit of the CCReq increases
with nearly 10 % when choosing the limit of 10 %, but only shrinks by a little
Table 7.22: The classification results of the difference CSDEMsum-features when
using all 134 patients and the negative CSDEMsum-features when using the
102 patients. The LDC is used as the classification method because it attained
the best expected CCReq and best expected CCR in all cases. All CSDEMsum-
features are computed using the algorithm based on the watershed transform
without the edge removal step.
All 134 patients The 102 patients
Limit = 10 % Limit = 10 %
CCReq 70.5 % [47.8 %, 88.8 %] 77.2 % [53.7 %, 97.1 %]
CCR 71.8 % [62.9 %, 79.0 %] 86.4 % [78.9 %, 94.7 %]
Specificity 72.0 % [62.1 %, 81.0 %] 88.9 % [82.4 %, 97.1 %]
Sensitivity 69.0 % [25.0 %, 100.0 %] 65.5 % [25.0 %, 100.0 %]
All 134 patients The 102 patients
Limit = 50 % Limit = 50 %
CCReq 67.0 % [53.6 %, 75.8 %] 76.0 % [65.3 %, 85.4 %]
CCR 68.2 % [53.2 %, 75.5 %] 81.4 % [72.7 %, 87.9 %]
Specificity 69.1 % [48.6 %, 79.7 %] 87.8 % [79.2 %, 93.8 %]
Sensitivity 64.8 % [40.0 %, 85.0 %] 64.2 % [44.4 %, 83.3 %]
Using 36 (upper left), 32 (upper right), 20 (lower left) and 18 (lower right)
learning patterns in each prognosis class.
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percent when choosing the limit of 50 %, both in comparison with choosing
the limit of 30 %. The PIs of the CCR are however relatively similar after
correcting for different expectations. This is a result of the use of an evened
bootstrap method and uneven datasets, as the number of validation patterns
with bad prognosis is relatively much more affected by the changed limit than the
number of validation patterns with good prognosis, which is reasonable for all
three chosen limits (minimum 34). In total, the limit of 30 % seems reasonable
with respect to all 134 patients as it provides relatively reliable estimates while
obtaining relatively good expected performances.
Comparing the performance when using the 102 patients in table 7.22 with
the right result in table 7.15, we see that the expected CCReq does not change
significantly when using either 10 % or 50 % in comparison with 30 %. The
PI limits when choosing the limit of 50 % has again increased with nearly 10
% each, and this time we also note a significantly shrunken PI length of 6 %
when using the limit of 50 % in comparison with 30 %. The story is however
oppositely when looking at the CCR; the expected values are then altered by
good two percents for both cases, but none of the PI lengths are significantly
different. The total effect is however similar as with all 134 patients; the PIs
of the CCReq with the limit of 10 % are ridiculously high and the expected
performance with the limit of 50 % is generally significantly lower than with the
other limits. We therefore conclude that the limit of 30 % also seems reasonable
with respect to the 102 patients.
The effects observed in this subsection are generally representative for other
feature sets and classification methods. In particular, the increased uncertainty
when only using a small portion of the patterns for validation will always be
evident. However, the relative difference in the expected performance will vary
between classifiers, mainly dependent on how close each of them are to being
overfitted. This is a consequence of the discussed phenomenon of overfitting
(see section 6.3), as the number of learning patterns is far more essential for
overfitted or nearly overfitted classifiers than if a classifier’s risk of overfitting is
low.
7.7.2 Quantification
We will in this subsection study the effect of coarse and precise quantification
for the CSDEMsum-features. The quantification of these features has in this
study been measured by the number of quantification levels per integer entropy,
which was set to 5.
We have compared the classification results of the CSDEMsum-features for
the choices of 1, 2, 10 and 25 quantification levels per integer entropy. The rela-
tive effect of the different quantifications was similar when using either dataset,
but most prominent when using all 134 patients. We have thus chosen to only
present the classification results when using all 134 patients in this subsection.
With respect to this dataset, it was generally the difference adaptive texture
feature which attained the best expected CCReq. As the typical effect of the
different quantifications is also evident for this feature, we will limited the pre-
sentation to this features.
The classification results of the difference CSDEMsum-features when using
all 134 patients are shown in table 7.23. These results are significant and easy
to interpret. If the quantification is too coarse, values which indicates differ-
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Table 7.23: The classification results of the difference CSDEMsum-features when
using the algorithm based on the watershed transformation without the edge re-
moval step and evaluating on all 134 patients. The LDC is used as the clas-
sification method because it attained the best expected CCReq and best expected
CCR in all cases. The corresponding classification result with qG = qV = 5 is
given in the right of table 7.14 (and table 7.21 gives the classification results
with all six classification methods with qG = qV = 5).
qG = qV = 1 qG = qV = 2
CCReq 63.0 % [49.2 %, 76.9 %] 69.6 % [57.2 %, 79.5 %]
CCR 71.4 % [59.0 %, 79.5 %] 70.6 % [60.3 %, 78.2 %]
Specificity 75.2 % [59.1 %, 84.8 %] 71.0 % [57.6 %, 81.8 %]
Sensitivity 50.8 % [25.0 %, 83.3 %] 68.2 % [41.7 %, 91.7 %]
qG = qV = 10 qG = qV = 25
CCReq 68.3 % [56.1 %, 79.5 %] 64.9 % [51.5 %, 75.8 %]
CCR 69.8 % [60.3 %, 76.9 %] 67.9 % [60.3 %, 74.4 %]
Specificity 70.5 % [57.6 %, 80.3 %] 69.2 % [57.6 %, 78.8 %]
Sensitivity 66.1 % [41.7 %, 91.7 %] 60.7 % [33.3 %, 83.3 %]
Using 28 learning patterns in each prognosis class.
ence prognosis will be located in the same element in the property arrays, thus
this discrimination value is lost. With reference to the weight arrays of these
CSDEMsum-features shown in the lower row in figure 7.14, we see that assigning
all values from 8 to 9 to a single element, as setting qG = qV = 1 results in, will
indeed mix values which are estimated to indicate difference prognosis when us-
ing five elements in the same range. The significantly decreased performance in
the upper left corner of table 7.23 verifies this. Oppositely, if the quantification
is too precise, we risk that the designed weight arrays are overfitted to the learn-
ing datasets because there are too few occurrences within each element. The
weight arrays in figure 7.22 clearly shows that this is the case when designed
using 25 quantification levels per integer entropy. The corresponding result in
the lower right corner of table 7.23 verifies this, and the result when using 10
quantification levels per integer entropy also shows signs of overfitting.
In comparison with the classification results in table 7.21, we see that the
use of 2 quantification levels per integer entropy may be slightly better than the
used number of 5. The reason why the designed weight arrays in the lower row
in figure 7.14 do not indicate this, may be that these weight arrays are designed
using the entire relevant dataset, while the bootstrapped learning datasets will
be significantly smaller (about half of all relevant patterns when the 30 % limit
is used and reached). From the results with these two quantifications and the
results when using 1 and 10 quantification levels per integer entropy, we expect
that the optimal number of quantification levels per integer entropy is between
2 and 5 for our CSDEMsum-features for our datasets, and likely closer to 2
than 5. However, we have not and will not search for this number as that
would have been to use the entire dataset extensively for learning, thus likely to
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Figure 7.22: The designed weight arrays of the difference: left)
CSDEMsumDark-feature, right) CSDEMsumBright-feature when using 25 quan-
tification levels per integer entropy and the algorithm based on the watershed
transform without the edge removal step and evaluating on all 134 patients.
result in overfitting. Instead, we will rely on our previous analysis of the weight
arrays in figure 7.14, which indicates that these weight arrays are the result of
a reasonable quantification, and simply note that the results of this subsection
indicate that this choice does indeed seem to be good.
We noted in section 4.2 that the features based on the CSDEM are espe-
cially subject to overfitting due to relatively few occurrences when using this
property array compared to the standard property arrays. The results of this
subsection are still representative, the only difference is that a reasonable quan-
tification for the standard property arrays will be much more precise, but the
effect of significantly decreasing or increasing the precision would be similar
to that observed in this subsection. We would also like to point out that our
CSDEMsum-features have only a single dimension each, thus the relative effect
of changing our quantification quantity, the number of levels per integer entropy,
is much smaller than when performing the same relative change along each axis
of a multidimensional property array, as for instance the CSDEM-features.
7.7.3 Stratified bootstraps
We will in this subsection compare the use of the stratified bootstrap method
with the evaluation method used thus far in this chapter; the evened bootstrap
method. If otherwise applying our standard evaluation scheme, the use of a
stratified bootstrap method will include more learning patterns than the cor-
responding evened bootstrap method, and the classification methods will also,
directly or indirectly, attempt to optimise the CCR and not the CCReq. The
first difference is a result of the reached limit of at least 30 % validation pat-
terns, which makes the evened bootstrap method use 30 % of the patterns in
the prognosis class with least patterns for validation. The stratified bootstrap
method will on the other hand use 30 % of the patterns in each prognosis class
for validation, thus using fewer validation patterns in the prognosis class with
most patterns and therefore more learning patterns in this prognosis class. The
second difference is a consequence of estimating the a priori probabilities as the
corresponding class proportions. This difference will cause the classifiers evalu-
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ated using the stratified bootstrap method to favour classifications to the good
prognosis, thus violating the mentioned equal interest of correctly classifying
the good and bad prognosis patients. Because of these possibly undesired dif-
ferences, we will in this subsection compare the evened bootstrap method with
four evaluation schemes which apply the stratified bootstrap method, where the
three non-standard schemes are obtained by setting the a priori probabilities to
0.5 and/or requiring equal number of learning patterns as in the corresponding
evened bootstrap method.
When requiring equal number of learning patterns as in the corresponding
evened bootstrap method, we would have to specify the number of learning
patterns in each class so that the option of stratified is also fulfilled. With
respect to all 134 patients, the number of learning patterns has (with the limit
of 30 %) always been 56. The number of learning patterns with bad prognosis
should thus be 56 ∗ 40/134 ≈ 16.72 ≈ 17 in this case, making the number of
learning patterns with good prognosis 39. Similarly, the number of learning
patterns has (with the limit of 30 %) always been 50 with respect to the 102
patients. The number of learning patterns with bad prognosis should thus be
50 ∗ 36/102 ≈ 17.65 ≈ 18 in this case, making the number of learning patterns
with good prognosis 32.
We have evaluated the four evaluation schemes which apply the stratified
bootstrap method for both datasets and using either of the four adaptive texture
features described in 3.2.3, when the common variance is estimated as the stan-
dard pooled variance estimate (see equation (3.8)). The relative performance is
similar for both datasets, but more prominent for the dataset with all 134 pa-
tients. The following presentation will therefore be restricted to the dataset with
all 134 patients. For this dataset, it is again the difference CSDEMsum-features
which attains the best CCReq, and since the typical effect is also prominent for
these features, we will in the following only present the results with them.
Table 7.24 shows the classification results of the difference CSDEMsum-
features when using all 134 patients. Comparing the upper row with the lower
row or the results when using the standard scheme with the evened bootstrap
method in table 7.21, we see that letting the a priori probabilities be estimated
by the corresponding class proportions results in a highly significant decrease
of the expected CCReq when using the stratified bootstrap method. This is
not unexpected as the classification methods will now attempt to optimise the
CCR. It is therefore interesting to note that the expected CCR does in fact
increases with this evaluation scheme, perhaps also significantly9. However, the
PI of the CCReqs indicates that the classifiers of the upper row in table 7.24
are on the verge of randomness with an expected CCR which only reflects the
corresponding class proportions (which is approximately 70 %). This obser-
vation is enforced by the ROC point cloud of the best of these two classifier,
the one which uses the standard scheme, which is shown in figure 7.23. From
this ROC point cloud we see that the performance is only slightly better than
random, in fact, we may even claim that this difference is not sufficient to be
called significant.
The results are much better when we set the a priori probabilities to 0.5, see
9It is questionable to call the difference between 71.9 % or 71.7 % and 70.6 % significant,
but the difference may be just significant if we correct for fewer number of validation patterns
with good prognosis when using the stratified bootstrap method in comparison with the evened
bootstrap method.
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Table 7.24: The classification results of the difference CSDEMsum-features when
using the algorithm based on the watershed transformation without the edge re-
moval step and evaluating on all 134 patients. The LDC is used as the clas-
sification method because it attained the best expected CCReq and best expected
CCR in all cases. ENOLP is used as the shorthand for equal number of learning
patterns as in the corresponding evened bootstrap method.
Standard scheme ENOLP
CCReq 61.4 % [50.0 %, 72.0 %] 60.9 % [50.3 %, 69.5 %]
CCR 71.9 % [62.5 %, 80.0 %] 71.7 % [65.4 %, 76.9 %]
Specificity 87.6 % [71.4 %, 100.0 %] 87.2 % [74.5 %, 98.2 %]
Sensitivity 35.3 % [16.7 %, 58.3 %] 34.7 % [ 4.3 %, 56.5 %]
Equal prior Equal prior & ENOLP
CCReq 71.0 % [56.5 %, 82.7 %] 68.0 % [55.7 %, 76.0 %]
CCR 71.8 % [60.0 %, 82.5 %] 69.3 % [56.4 %, 76.9 %]
Specificity 73.2 % [60.7 %, 85.7 %] 71.2 % [56.4 %, 83.6 %]
Sensitivity 68.8 % [41.7 %, 91.7 %] 64.8 % [39.1 %, 82.6 %]
Using 66 and 28 (left) or 39 and 17 (right) learning patterns
with good and bad prognosis, respectively.
the lower row in table 7.24. This choice of a priori probabilities will effectively
make all parametric classification methods and the Parzen window classifier
optimise the CCReq, even for uneven learning datasets. We note that the kNN
and NN classifiers will still optimise the CCR as these classification methods do
not use the a priori probabilities, but instead indirectly use the corresponding
class proportions through its decision rule.
Comparing the result when setting the a priori probabilities to 0.5 and us-
ing equal number of learning patterns as in the corresponding evened bootstrap
method, lower right corner in table 7.24, with the results with the evened boot-
strap method (see table 7.21), we see that the evened bootstrap method obtains
a good percent better expected CCReq and expected CCR. However, the length
of the PI of the CCReq has decreased from 23.1 % to 20.3 %. This indicates
that the patients with bad prognosis are more relevant than the patients with
good prognosis for both designing and evaluating the classifier. We however
note that the length of the PI of the CCR has actually increased from 16.7 % to
20.5 %, which is odd as the CCR weights all patterns equally, thus we expected
its uncertainty to be approximately equal because the there are equal number of
validation patterns. In total, we conclude that the use of an evened bootstrap
method seem slightly better than using the stratified bootstrap method which
uses the same number of learning patterns (with or without setting the a priori
probabilities to 0.5).
If we consider the stratified bootstrap method when setting the a priori prob-
abilities to 0.5, but not restricting the number of learning patterns to be equal
to the corresponding evened bootstrap method, we note an increase in expected
CCReq and expected CCR of between one and two percents. This improvement
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Figure 7.23: The ROC point cloud of the CSDEMsum-features when evaluating
on all 134 patients with the standard scheme of the stratified bootstrap method
and using the LDC classification method. The CSDEMsum-features are com-
puted using our watershed segmentation method without the step which removes
bright edge objects.
is insignificantly different from what we observed when setting the limit to 10
%, see the upper left corner of table 7.22. However, the PIs of this stratified
bootstrap method is not ridiculous. Comparing with the results of the evened
bootstrap method when letting the limit be 30 %, we note a moderate increase in
the length of the PI of the CCReq from 23.1 % to 26.2, while the corresponding
length of the CCR increased from 16.7 % to 22.5 %. Both the increased ex-
pected performance and increased uncertainties are natural consequences of the
use of more learning patterns and less validation patterns, respectively, and the
reasonable relation between the increases makes it too difficult to name one of
the evaluation schemes better than the other in general. We therefore conclude
that this stratified bootstrap method is not bad in comparison with the used
evened bootstrap method, but which evaluation scheme is most appropriate will
depend on how one weights the differences.
In total, it is only a single evaluation scheme which applies the stratified
bootstrap method that could be recommended when the CCReq is at least of
some interest, which is the scheme that sets the a priori probabilities to be
equal and do not restrict the number of learning patterns to be equal to the
corresponding evened bootstrap method. Despite the fact that this conclusion
is made when evaluating with only a limited set of feature sets, we see not reason
why this should not be representative in general. Furthermore, we expect similar
relative results for the holdout-validation method depending on how the learning
dataset is selected (i.e. to contain equal or unequal number of patterns in each
class) and how an unequal number of learning patterns in each class is treated
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(i.e. setting the a priori probabilities equal or not).
7.7.4 The effect of using the two different estimates of the
common variance
We will in this subsection discuss the effect of using the two different estimates
of the common variance when estimating the Mahalanobis distance between the
classes at each element in the design of the weight arrays. The two estimates
are the average of the individual variance estimates (see equation (3.7)) and the
standard pooled variance estimate (see equation (3.8)).
We mentioned in the previous subsection that we estimated the common
variance as the standard pooled variance estimate. The reason why this has not
been specified sooner is because these estimates will be identical for our features
when using the evened bootstrap method. This is however not true for all
features when using arbitrary datasets. For instance, if grouping on cell areas (as
we do in the GLEM-features), some area groups in some patients may have no
cell images. Such patients are natural to ignore when computing the estimated
expectation and variance which is used in the Mahalanobis distance between the
classes. The number of patients within a specific area group may thus differ,
which makes it possible that the two estimates of the common variance differs
and thus that the resulting classifiers perform differently even in the case of an
evened bootstrap method. However, when using well populated area groups,
most patients have some cell images within each area group, thus the difference
between the approaches will be negligible in such situations. Because of our
great concern for the overfitting problem, the only features in this study which
uses area grouping, the GLEM-features, use well populated area groups. In fact,
every patient have some cell images with each of the used area groups, thus the
two approaches are identical for our GLEM-features. A similar comment could
be applied if separating on segmentation classes where all cell images of some
patients may have no pixels of a specific segmentation class. However, our
segmentation methods will for our dataset result in no such patients, thus the
approaches will be identical also for our adaptive texture features which depends
on a segmentation.
To detect any potential difference between the use of the two different es-
timates of the common variance, we must thus use the stratified bootstrap
method. From the discussion in the previous subsection, we see that we should
set the a priori probabilities equal to 0.5 in order to obtain reasonable classifiers.
The resulting evaluation schemes are evaluated with the CSDEMsum-features
for the four adaptive feature types described in section 3.2.3 and using both
datasets. Again we find similar results for both datasets and have chosen to
restrict the following presentation to the dataset with all 134 patients. Also this
time it is the difference CSDEMsum-features that attains the best CCReqs, thus
we will also limit the presentation to these features.
Comparing the classification results when estimating the common variance
as the average of the individual variance estimates in table 7.25 with the result
of using the standard pooled variance estimate in table 7.24, we see that the
expected performance of both CCReq and CCR decreases with 0.2-0.6 %, which
is not significant. It is not unexpected that these performances are similar. This
is because we see from figure 7.14 that the assumption of common variance
is often valid for the most essential elements in the property arrays of these
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Table 7.25: The classification results of the difference CSDEMsum-features when
estimating the common variance as the average of the individual variance esti-
mates and using the algorithm based on the watershed transformation without
the edge removal step and evaluating on all 134 patients. The LDC is used as the
classification method because it attained the best expected CCReq, best expected
CCR and best expected sensitivity in both cases.
Equal prior Equal prior & ENOLP
CCReq 70.4 % [57.1 %, 83.3 %] 68.3 % [56.1 %, 76.0 %]
CCR 71.3 % [60.0 %, 82.5 %] 69.5 % [57.7 %, 76.9 %]
Specificity 72.6 % [57.1 %, 85.7 %] 71.3 % [56.4 %, 83.6 %]
Sensitivity 68.3 % [41.7 %, 91.7 %] 65.3 % [43.5 %, 78.3 %]
Using 66 and 28 (left) or 39 and 17 (right) learning patterns
with good and bad prognosis, respectively.
CSDEMsum-features. The fact that the F-test is strongly dependent on the
normality assumption is unimportant for this relation, as the statistic of the
F-test is precisely the ratio of the individual variances and these variances are
approximately equal whenever the test is not rejected10. In fact, the F-test at
significance level 0.05 is so precise relative to indicating significant differences
between the two variance estimates that we may expect approximately similar
estimated discrimination values also in elements where the F-test is rejected. It
is thus only natural that the relative classification results of applying either of
these variance estimates are insignificant different for the CSDEMsum-features.
The observations of this subsection are too dependent on the property ar-
ray to be called generally representative. However, when using the average
of the property arrays of the cell images as the patient’s property array and
we are in a situation where all patients are likely to have some cells indicat-
ing either prognosis, the individual variance estimates of each element is likely
to be approximately equal if the property arrays are rather densely filled with
occurrences. In this case, the observations of this subsection are likely to be rep-
resentative, i.e. the use of either of the two estimates of the common variance
is likely to give approximately the same results.
7.8 Comparison with DNA ploidy analysis
A short comparison of our best image analysis approaches with the convincing
results of DNA ploidy analysis is in order. We see from table 3.1 in section
10This is in general a simplification because the ratio may be very large or small without
resulting in a reject if at least one of the degrees of freedom is very small. For the F-test
in figure 7.14, the degrees of freedom are 93 and 39 when using all 134 patients, and 65 and
35 when using the 102 patient, thus the 95 % two-sided CIs of the statistic in the F-test are
[0.60, 1.76] for all 134 patients and [0.57, 1.85] for the 102 patients. This makes the maximum
difference between the two variance estimates about 10 % when the F-test is not rejected (and
the proportions in the two sets of realisations are about 70 % and 30 %, as they are in our
datasets).
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3.1.2 that the DNA ploidy analysis described in this section obtained a CCReq
of 82.6 % and a CCR of 83.6 % when using all 134 patients. This is highly sig-
nificantly better than the best approaches using image analysis, which attained
comparatively humble expectations of 70.8 % and 72.6 % in CCReq and CCR,
respectively.
The relative performance is however much better when excluding the pa-
tients with tetraploid and polyploid histogram. From table 3.2, we see that the
mentioned DNA ploidy analysis now obtains a CCReq of 84.8 % and a CCR of
85.3 %. Though this is significantly better than when including all patients, it
is a minor increase relative to the about 10 % increased expected performance
observed with the best image analysis approaches, which obtained an expected
CCReq of 79.8 % and a expected CCR of 83.9 %, notably with different feature
sets.
In total, even though we have introduced novel features which performs very
well on our dataset, the mentioned DNA ploidy analysis is still superior to the
best image analysis methods for this dataset. Because the DNA ploidy analysis
exploits the biomedical understanding of carcinogenesis, while our proposed im-
age analysis approaches perform a more general analysis of the internal structure
of the DNA-specific stained nuclei, we are still pleased with the results of our
approaches in light of the performance of all other image analysis methods. This
satisfaction is enforced by the fact that the difference in expected CCR between
our novel image analysis approach and the mentioned DNA ploidy analysis is
about equal for the patients with diploid or aneuploid histogram.
7.9 Summary
We have in this chapter studies the proposed segmentation methods. We found
that the removal of estimated bright primitives sufficiently close to the edge
of the nucleus had a negative effect on the performance of the features based
on the CSDEMs. Both separation algorithms were however equally good with
respect to the CSDEMs, and they also resulted in good NO-features which
combined well with the cell features; the combined performance was in particular
significantly better than when using the segmentation method used in [49].
We have studies the performance of the features based on the CSDEMs. The
CSDEM-features performed reasonable in themselves, but showed signs of being
overfitted. This was dealt with by using their sum histograms instead, resulting
in the CSDEMsum-features which performed significantly better with respect to
the CCReq and all 134 patients. The best CSDEMsum-features where typically
based on the watershed transform algorithm and the classification method which
assumes normality and equal covariance matrices (LDC). The best expected
performance estimates of these features (with the standard evaluation scheme)
were a CCReq of about 69 % and an CCR of about 71 % with respect to all
patients, while about 77 % in CCReq and about 84 % in CCR with respect to
only the patients with diploid or aneuploid histograms.
The only tested features which seemed reasonable to combine the CSDEMsum-
features with were the geometrical features. Any combination with these fea-
tures did not significantly increase the performance with respect to only the pa-
tients with diploid or aneuploid histogram, but the combination of the CSDEMsumBright-
feature and the Eccentricity-feature increase the expected CCReq with about 2
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% when using the LDC and instead increased the expected CCR with about 2
% when using the Parzen window classifier, both with respect to all patients.
The results of this combination are very good with respect to all patients. The
expected performance of about 71 % in both CCReq and CCR when using the
LDC is in fact the best overall performance of any feature set with respect to
all patients, but it is not significantly better than e.g. the combination of the
cell features and the best NO-features.
In comparison with the best features based on the GLEM, the GLEM4D-
features, we have seen that the CSDEMsum-features is generally significantly
better. As the GLEM is the most promising choice of property array for our
dataset, it is exhilarating to note that our proposed choice of property arrays,
the CSDEMs, results in features which are individually significantly better. If
combining the GLEM4D-features with the geometrical features, which yet again
were the only tested features which seemed reasonable to combine the GLEM4D-
features with, the best combination obtained significant better expected CCReq
with respect to the 102 patients in comparison with the combination of the
CSDEMsumBright-feature and the Eccentricity-feature, but insignificant differ-
ent with respect to all 134 patients and the expected CCR when using either
dataset. We therefore note that the GLEM4D-features are generally better com-
bined with the other tested features in this study than the CSDEMsum-features,
but this is only if we exclude the patients with tetraploid or polyploid histogram.
If including all patients, we can again note that our CSDEMsum-features are
better, though not significantly.
For all features based on the CSDEMs, the difference adaptive texture fea-
ture was generally the best performing features among the set of four features
described in section 3.2.3 with respect to all patients. The negative adaptive
texture feature was generally best with respect to the 102 patients, or even with
all patients for the features based on the GLEM. We have noted that it is inter-
esting that the negative adaptive texture feature is often performing better than
the difference feature, and claimed that this may be caused by the existence of
several normal cells within even the most essential part of the tumour, as was
mentioned in section 2.3.2.
With respect to the classification method, we have seen that the parametric
classification methods are generally best with respect to our dataset. In partic-
ular, the LDC can be recommended when using five features and less, otherwise
the NMSC is the recommended classification method. The appropriateness of
applying simple classification methods may be seen in light of the challenges with
our dataset, especially the possibility of some incorrectly recorded patient out-
comes (see section 2.3.3). We have however also seen that the two nonparametric
classification methods which adapt an essential parameter by evaluating on the
learning dataset are also generally reasonable. It was in particular interesting
to note that the typical resulting complexity when using these nonparametric
classification methods was adapted according to the risk of overfitting, though
in a suboptimal fashion, resulting in an acceptable performance even in the case
of relatively many features.
In total, we have seen that two of our proposed segmentation methods are
generally very good, at least with respect to the NO-features and features based
on the CSDEMs. We have recorded good performance of the CSDEM-features
and in particular the features from their sum histograms. We have also seen that
these performance estimates could have been increased by applying other eval-
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uation schemes. In particular, the application of a stratified bootstrap method
where the a priori probabilities are set to 0.5 did result in significantly increased
performance estimates without making the corresponding PIs ridiculously large.
In either case, we are pleased with the generally promising classification results
from the use of property arrays which are based on the spatial entropy, where
the object size is used as the contextual measurement and the segmentation is
based on one of two promising segmentation methods which we have proposed.
This satisfaction is also not overshadowed by the fact that our proposed ap-
proaches are, as all evaluated image analysis approaches, subordinate to the
approach based on DNA ploidy analysis.
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Chapter 8
Conclusion
The main aim of this study was to develop an automatic algorithm that reliably
estimates the prognosis of novel patients with early ovarian cancer. In opposed
to traditional approaches based on statistical texture analysis, the prognosis
estimation in this study was based on exploiting the internal structure of DNA-
specific stained nuclei by applying a novel texture analysis concept coined the
class specific dual entropy matrix (CSDEM). The computation of the CSDEM
was based on a novel, refined adaptive segmentation method to extract small
dark and bright structures within the nuclei. The segmentation method included
modifications of Niblack’s adaptive segmentation method and the validation step
of Yanowitz and Bruckstein’s segmentation method, as well as either morphology
or the watershed transformation. The area of the segmented objects were used
to estimate a spatial entropy of the dark or bright structures of each nucleus,
and combined with the estimated grey level entropy within the same segments to
obtain an element in the CSDEM. Finally, we used the CSDEM to obtain some
very few, but powerful novel adaptive texture features by adaptively estimating
the discrimination value of each of its elements by using the combined knowledge
of all relevant CSDEMs of all nuclei across a number patients.
We applied a proper evaluation method based on statistical bootstrapping
to estimate the performance of our novel adaptive texture features. By us-
ing Fisher’s linear discriminant in combination with a threshold based on a
normality assumption, we obtained an average of specificity and sensitivity of
nearly 70 % with respect to a dataset which contained 134 patients. This is
significantly better than what was obtained with the previously most promising
method based on texture analysis and at least about equally good as all other
approaches based on image analysis. Combining the best of our novel adaptive
texture features with a single other feature, we obtain an average of specificity
and sensitivity of 71 % with the just mentioned classification method, and a cor-
rect classification rate of 73 % when using the Parzen window classifier. Both
these performances are the best we have obtained among all feature sets based
on image analysis.
We have seen that DNA ploidy analysis is a method unrelated to digital
image analysis that can be used to group the patients into two subsets. It
has been indicated that many relevant properties are opposite for patients in
these two groups with respect to the true prognosis. When evaluating using
one of the subsets, we obtained a correct classification rate of 84 % with the
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mentioned classification method based on Fisher’s linear discriminant and a
normality assumption. This performance is the best we have obtained among
all feature sets based on image analysis, perhaps also significantly better than
all other feature sets. Moreover, it was also shown that the uncertainty of this
estimate is relatively low.
The good performance of our novel adaptive texture features when sepa-
rating using DNA ploidy analysis facilitate to a two-step recognition system.
Unfortunately, the low number of patients in the complimentary subset pre-
vents us from reasonably evaluating the performance when using this subset.
We can therefore not validate the good performance of the two-step recognition
system for novel patients in general, but we can nevertheless postulate that the
performance would have been similar on the complimentary subset and therefore
valid for all patients.
We have proposed novel, adaptive segmentation methods where at least two
of them have been shown to perform reasonably and in particular equally well
or better than the other tested segmentation methods. We have proposed a
novel texture analysis concept, the CSDEM, which resulted in features that
are significantly better than the previously most promising features based on
texture analysis and also all evaluated feature sets based on image analysis.
The classification results are generally very good, especially in light of how few
features contributes to the promising results. Also in light of the use of proper
performance estimation, we expect that our approach will generalise well on
an independent validation dataset. Moreover, because of the combination of
high adaptivity in all stages of our approach and an addressed concern for the
overfitting problem, we expect relatively good generalisation beyond the case
under study. Our novel approach thus seems to hold a promise of reliable
estimation of the prognosis, which is necessary to make a qualified selection of
the appropriate adjuvant treatment. Nevertheless, caution must be called for,
especially because our approach has not yet been evaluated on an independent
validation dataset, and new proper tests must as always be performed in the
case of generalisations.
Chapter 9
Further work
• Evaluate the performance of the CSDEMsum-features when using an in-
dependent validation dataset.
• Apply survival analysis to both investigate the estimated performance
when using this method (which in particular could include patients who
died of causes unrelated to ovarian cancer) and gain better insight of our
classifiers by relating the estimated prognosis to the time since the (last
relevant) surgery.
• We have observed highly significant increased performance when evalu-
ating only on the patients with diploid or aneuploid histogram, but were
unable to reasonably evaluate the performance on the complementary sub-
set of patients because of very few patients with bad prognosis. Instead
of separating on ploidy type, we could have included the ploidy type as a
(discrete) feature and evaluated the performance of this feature combined
with one or two of our features based on the CSDEM. The performance
of such classifiers would indeed have been interesting to investigate.
• All of our classification results are based on averaging the property esti-
mates of each cell images of a particular patient to obtain the correspond-
ing property estimate of the corresponding patient, where each property
estimate is either a feature value or a property array. As indicated in
section 2.3.2, this approach is likely to be suboptimal in general. One
should therefore investigate the prognostic value of using other character-
istics and particularly of using specific subset(s) of the cell images of each
patient to obtain the property estimates of the patients.
• We noted in the discussion in section 3.2.4 that the use of adaptive tex-
ture features versus predefined texture features may boil down to a choice
between more discrimination value in each element of the property arrays
versus more precise property arrays. It would as an extension to this be
interesting to investigate how the classification performance of predefined
texture features are influences by the chosen quantification, and also to
compare the results of some reasonable predefined texture features to the
results of some adaptive texture features for the same choice of property
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array(s), but using individually appropriate quantifications. Related com-
parisons are also of interest, e.g. the effect of different parameter choices
for both predefined and adaptive texture features, and their combinations.
• A set of adaptive texture features can be obtained by basing the design
of the weight array on all scenes in the learning dataset. Section 3.2.3 de-
scribed one such feature set, which is based on the Mahalanobis distance
between the classes. We here argued that the difference adaptive texture
feature is likely to be the generally best performing feature of this feature
set. We also mentioned that the estimated discrimination value of each
element of the property array is in this case the standard T -statistic used
in pooled two-sample t-tests under the null hypothesis of equal expecta-
tions. This provides us with the idea that the statistic of other two-sample
tests may also be appropriate to estimate the discrimination value of the
elements in a property array. In particular, we may relax the assumption
of common variance by using the standard T -statistic used in two-sample
t-tests. If the number of learning patterns is small or the normality as-
sumption is inappropriate, we could also use the statistic of some non-
parametric hypothesis test, e.g. the Mann-Whitney test [36] (also called
[11, pp.752–755] the Wilcoxon rank-sum test [71]), or the Kruskal-Wallis
test [30] if there are more than two classes.
The application of the statistic in other hypothesis tests than the pooled
two-sample t-test, or the application of some other estimate of the dis-
crimination value of each element in a property array like for instance an
estimate of the Bhattacharyya distance between the classes, have generally
a couple of other positive consequences which are worth mentioning. First
of all, each method for estimating the discrimination value of an element
in a property array will also lead to a criterion function that could be used
for feature selection1. Secondly, if we relax the normality assumption, we
will no longer need the justification of this assumption that is provided
by the central limit theorem when using the average (or sum) of the cell
property arrays as the patient property array. Thus the relaxation of the
normality assumption will also make it more reasonable to use other char-
acteristics of the cell property arrays and to use highly specific subset(s)
of the cells within a patient.
Methods of designing the weight array which also include an inter-element
1The set of realisations in a specific element in the property arrays of the learning patterns
will always be one-dimensional. In feature selection, we need to be able to compare multiple
features. To apply the method for estimating the discrimination value of an element in a
property array as a criterion function for feature selection, we must therefore either define
the criterion function in terms of the individual contributions of each feature in each of the
compared sets (e.g. the sum) or use a generalisation of the method to multiple dimensions
(this is preferable). We should also mention that this relationship often also goes the other
way, i.e. a criterion function for feature selection could lead to a method for estimating the
discrimination value of an element in a property array. The direct application of any criterion
function for feature selection is however not always appropriate as the precise value of the
criterion function is not of interest for feature selection, only their order, but their relative
values are of importance when used as a method for estimating the discrimination value of an
element in a property array. In particular, an estimate of the mutual information between the
assumed true underlying distribution of a specific element of a property array and the discrete
random variable giving the true a priori probabilities could be directly used as an estimate
of the discrimination value of that element.
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analysis should also be investigated. In particular, methods which gen-
eralise the estimated discrimination value of each element to a rougher
description of the entire weight array could be of major importance, es-
pecially if the element estimates are unreliable in themselves. One such
approach is to fit the initially designed weight array to a surface. A more
adapted approach may be to also increase the estimated discrimination
value of elements where few property arrays are nonzero, where the level
of increment should be determined on the basis of the entire structure of
the initially designed weight array. The advantage with such increments
can be illustrated by considering a one-dimensional property array where
the true probability of occurrence of either class is equally distributed
with the exception of the expectation, which is e.g. -1 and 1. If we in the
property array of a novel pattern observe high and unlikely values, then
the element-based estimated discrimination values of these elements are
likely to be zero because the values did not occur in the property arrays
of the learning patterns. However, the presence of such values is likely to
strongly indicate that the true class is the one with expectation 1.
An alternative or additional method for reducing the risk of overfitting and
to reasonable use infrequent (and therefore often unreliable) elements of
the property arrays is to allow the quantification steps to vary depending
on how reliable the resulting elements can be expected to be. One such
approach is to use the Lloyd-Max quantiser which determines the length
of the quantification steps depending on the number of occurrences within
the resulting elements2. The application of such methods could also lead
to better discrimination in densely filled regions because these regions are
likely to be divided into more elements (than with a fixed quantification)
while maintaining enough occurrences to ensure reliable estimation of their
individual discrimination value.
• The Lloyd-Max quantiser has other natural applications in our context.
Firstly, it could be used to reduce the number of grey levels in the cell im-
ages. Secondly, it could be used with the features that apply area grouping
(which the GLEM-features did) to both include cell images with infre-
quent areas without resulting in unreliable estimates, and to allow better
discrimination within the well populated area groups. In both cases, it
would be interesting to compare the classification results of such applica-
tion with the choices made in this study (linear scaling and three fixed
area groups, respectively) and other choices.
For these uses of the Lloyd-Max quantiser, as well as for the use mentioned
in the item above, it is likely best to compute the quantification based
on the entire set of learning patterns. The other natural options are to
compute the quantification for each patient or cell image. Such usage has
two drawbacks. Firstly, it will make the interpretation of the resulting
elements dependent on the patient or cell image, thus no general and
specific interpretation can be made. This will actually contradict one of
2The Lloyd-Max quantiser obtains a quantification based on a set of one-dimensional oc-
currences. To use this approach to quantise multidimensional weight arrays, it is necessary
to develop a multidimensional generalisation of the method. This is because the sequential
application of the one-dimensional approach along the different axes could have fatal outcome
on the resulting feature efficiency.
172 CHAPTER 9. FURTHER WORK
the criteria of the property arrays that was mentioned in section 3.2.2.
Secondly, it will lead to an indirect standardisation of the element values
in question. For the case of grey level and area, such standardisations
have been reported to significantly reduce the resulting feature efficiency
[48, p.94].
• Consider the application of other segmentation methods. In particular,
methods for obtaining the initial set of segmentations that are not based
on Niblack’s method should be investigated.
• Consider the use of other contextual measurements than the object size in
the CSDEMs (and their sum histograms), e.g. the frequency and relative
orientation of the estimated primitives or second-order entropy measure-
ments which e.g. measures the clustering of objects with approximately
equal size. Refined contextual measurements will require a dataset with
better spatial resolution in the cell images and possibly also more cell
images within each patient.
• Investigate the prognostic value of using some of the standard property ar-
rays after applying a segmentation method, i.e. evaluate the class specific
generalisation of the standard property arrays.
• We request a more thorough analysis of the appropriateness of the esti-
mated PI of the estimator of some relevant performance quantities, espe-
cially the CCReq and the CCR, when the PI is estimated from the collec-
tion of all subsets (for the cross-validation method) or the collection of all
bootstraps (for the bootstrap method) by using the variance of the collec-
tion and the normality assumption or by using the histogram percentiles.
In particular, this (or these two) estimated PI(s) should be compared to
the estimated PI obtained by using other methods, e.g. the mentioned
proposed method in [70, pp.6–7] that addresses the issues with a small
number of validation patterns and the dependencies of the learning and
validation patterns of different subsets or bootstraps while estimating the
estimators variance. In particular, the effect of the statistical dependen-
cies (between learning datasets, between validation datasets and between
different subsets or bootstraps) and other dependencies, e.g. the number
of validation patterns, the true value the estimator attempts to estimate
and the complexity of the classifier (in particular both the number of fea-
tures and the classification method), have on the estimated PIs should
be further investigated, and also the effect of such dependencies on the
relationship between the estimated variances and the true variance of the
estimator.
• We have studied how the entire dataset should be optimally partitioned
based on a criterion function where we assume that the conditional pdfs
are normally distributed. It would be interesting to generalise these results
to other distributions and criterion functions, and in particular to study
how the resulting ‘optimal’ partitioning relates to the number of features
and the classification method (as we did for our choices of distributions
and criterion function).
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• More general and particularly more adapted classification methods should
be investigated. This includes the use of nested variance analysis, which
allows a direct analysis of the highly hierarchical structure of patients and
cells found our dataset and also to perform independent tests on both
cell and patient level. This also includes the use of survival analysis.
For instance, by using a method based on the Cox proportional hazards
regression, we allow the classifier to include the time of the relapse, which
may be important because it is likely that a relapse after e.g. a couple of
months is a much clearer case than a relapse after e.g. nine years. Also,
this regression model allows us to reasonably include all patients, even
those who died of causes unrelated to ovarian cancer. For the patients
who died of causes unrelated to ovarian cancer, the regression model will
use the information that they did not relapse prior to their death, but
ignore (censor) their contribution from this point on. Lastly, by using this
regression model we could easily also produce other interesting estimates
like for instance the probability of relapsing within any specific time (and
thereby not restricting our attention to relapse only within ten years).
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