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Abstract
Generalizing Duality Theorem of V. V. Fedorchuk [11], we prove Stone-type duality
theorems for the following four categories: all of them have as objects the locally com-
pact Hausdorff spaces, and their morphisms are, respectively, the continuous skeletal
maps, the quasi-open perfect maps, the open maps, the open perfect maps. In parti-
cular, a Stone-type duality theorem for the category of all compact Hausdorff spaces
and all open maps between them is proved. We also obtain equivalence theorems
for these four categories. The versions of these theorems for the full subcategories of
these categories having as objects all locally compact connected Hausdorff spaces are
formulated as well.
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Introduction
According to the famous Stone Duality Theorem ([22]), the category of all zero-
dimensional compact Hausdorff spaces and all continuous maps between them is
dually equivalent to the category Bool of all Boolean algebras and all Boolean
homomorphisms between them. In 1962, H. de Vries [4] introduced the notion of
compingent Boolean algebra and proved that the category of all compact Hausdorff
spaces and all continuous maps between them is dually equivalent to the category
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tures” of the Bulgarian Ministry of Education and Science.
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of all complete compingent Boolean algebras and appropriate morphisms between
them. Using de Vries’ Theorem, V. V. Fedorchuk [11] showed that the category
SkeC of all compact Hausdorff spaces and all quasi-open maps between them is
dually equivalent to the category DSkeC of all complete normal contact algebras
and all complete Boolean homomorphisms between them satisfying one simple con-
dition (see Theorem 2.13 below). The normal contact algebras (briefly, NCAs) are
Boolean algebras with an additional relation, called contact relation. The axioms
which this contact relation satisfies are very similar to the axioms of Efremovicˇ prox-
imities ([10]). The notion of normal contact algebra was introduced by Fedorchuk
[11] under the name Boolean δ-algebra as an equivalent expression of the notion of
compingent Boolean algebra of de Vries. We call such algebras “normal contact alge-
bras” because they form a subclass of the class of contact algebras introduced in [7].
In 1997, Roeper [20] defined the notion of region-based topology as one of the possible
formalizations of the ideas of De Laguna [3] and Whitehead [24] for a region-based
theory of space. Following [23, 7], the region-based topologies of Roeper appear
here as local contact algebras (briefly, LCAs), because the axioms which they satisfy
almost coincide with the axioms of local proximities of Leader [14]. In his paper [20],
Roeper proved the following theorem: there is a bijective correspondence between
all (up to homeomorphism) locally compact Hausdorff spaces and all (up to isomor-
phism) complete LCAs. It generalizes the theorem of de Vries [4] that there exists
a bijective correspondence between all (up to homeomorphism) compact Hausdorff
spaces and all (up to isomorphism) complete NCAs. Using the results of Fedorchuk
[11] and Roeper [20], we show here that the bijective correspondence established
by Roeper can be extended to a duality between the category SkeLC of all locally
compact Hausdorff spaces and all skeletal (in the sense of Mioduszewski and Rudolf
[16]) continuous maps between them and the category DSkeLC of all complete
LCAs and all complete Boolean homomorphisms between them satisfying two sim-
ple axioms; this is done in Theorem 2.11 which generalizes the Fedorchuk Duality
Theorem cited above. Further, we regard the non-full subcategory OpLC (resp.,
OpC) of the category SkeLC (resp., SkeC): its objects are all locally compact
(resp., all compact) Hausdorff spaces and its morphisms are all open maps. We find
the corresponding subcategory DOpLC (resp., DOpC) of the category DSkeLC
(resp., DSkeC) which is dually equivalent to the category OpLC (resp., OpC) (see
Theorem 2.17 and Theorem 2.19); as far as we know, even the compact case (i.e.
the result about the category OpC) is new. The subcategories DSkePerLC and
DOpPerLC of the category DSkeLC which are dually equivalent, respectively, to
the categories SkePerLC and OpPerLC of all locally compact Hausdorff spaces
and all quasi-open perfect maps (respectively, all open perfect maps) between them
are found as well (see Theorem 2.15 and Theorem 2.21). The versions of all men-
tioned above theorems for the full subcategories of these categories having as objects
all locally compact (resp., compact) connected Hausdorff spaces are formulated (see
Theorems 3.2 and 3.3).
Following the ideas of Fedorchuk’s paper [11], we define five categories EOpC,
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EOpLC, ESkeLC, ESkePerLC and EOpPerLC, which are equivalent, respec-
tively, to the categories OpC, OpLC, SkeLC, SkePerLC and OpPerLC (see
Theorems 4.10, 4.8, 4.4, 4.6, 4.12). The equivalence between the categories SkeLC
and ESkeLC was almost established in Roeper’s paper [20] (see 4.13 below for
more details). The proof of this equivalence is a slight modification of the proof of
the analogous theorem of Fedorchuk [11] concerning the case of compact Hausdorff
spaces.
Some further development of the results presented here is given in the second
part [6] of this paper. Let us also mention that in [5] a category dually equivalent to
the category of all locally compact Hausdorff spaces and all perfect maps between
them is defined, generalizing in this way de Vries Duality Theorem.
We now fix the notations.
If C denotes a category, we writeX ∈ |C| ifX is an object of C, and f ∈ C(X, Y )
if f is a morphism of C with domain X and codomain Y .
All lattices are with top (= unit) and bottom (= zero) elements, denoted
respectively by 1 and 0. We do not require the elements 0 and 1 to be distinct.
Let X and Y be sets. If f : X −→ Y is a function then for every subset Z of
Y , we denote by fZ the restriction of f with domain f
−1(Z) and codomain Z, i.e.
fZ : f
−1(Z) −→ Z.
If (X, τ) is a topological space andM is a subset of X , we denote by cl(X,τ)(M)
(or simply by cl(M) or clX(M)) the closure of M in (X, τ) and by int(X,τ)(M)
(or briefly by int(M) or intX(M)) the interior of M in (X, τ). The Alexandroff
compactification of a locally compact Hausdorff space X is denoted by αX .
The closed maps and the open maps between topological spaces are assumed
to be continuous but are not assumed to be onto. Recall that a map is perfect if
it is closed and compact (i.e. point inverses are compact sets). A continuous map
f : X −→ Y is irreducible if f(X) = Y and if, for each proper closed subset A of
X , f(A) 6= Y .
1 Preliminaries
Definition 1.1 An algebraic system B = (B, 0, 1,∨,∧, ∗, C) is called a contact
algebra (abbreviated as CA) ([7]) if (B, 0, 1,∨,∧, ∗) is a Boolean algebra (where
the operation “complement” is denoted by “ ∗ ”) and C is a binary relation on B,
satisfying the following axioms:
(C1) If a 6= 0 then aCa;
(C2) If aCb then a 6= 0 and b 6= 0;
(C3) aCb implies bCa;
(C4) aC(b ∨ c) iff aCb or aCc.
Usually, we shall simply write (B,C) for a contact algebra. The relation C is called
a contact relation. When B is a complete Boolean algebra, we will say that (B,C)
is a complete contact algebra (abbreviated as CCA). For every two subsets M and
N of B, we will write MCN when mCn, for every m ∈M and every n ∈ N .
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We will say that two CA’s (B1, C1) and (B2, C2) are CA-isomorphic iff there
exists a Boolean isomorphism ϕ : B1 −→ B2 such that, for each a, b ∈ B1, aC1b iff
ϕ(a)C2ϕ(b). Note that in this paper, by a “Boolean isomorphism” we understand
an isomorphism in the category Bool.
A CA (B,C) is called connected if it satisfies the following axiom:
(CON) If a 6= 0, 1 then aCa∗.
A contact algebra (B,C) is called a normal contact algebra (abbreviated as
NCA) ([4, 11]) if it satisfies the following axioms (we will write “−C” for “not C”):
(C5) If a(−C)b then a(−C)c and b(−C)c∗ for some c ∈ B;
(C6) If a 6= 1 then there exists b 6= 0 such that b(−C)a.
A normal CA is called a complete normal contact algebra (abbreviated as CNCA) if
it is a CCA.
Note that if 0 6= 1 then the axiom (C2) follows from the axioms (C6) and (C4).
For any CA (B,C), we define a binary relation “ ≪C” on B (called non-
tangential inclusion) by “ a ≪C b ↔ a(−C)b
∗ ”. Sometimes we will write simply
“≪” instead of “≪C”.
The relations C and ≪ are inter-definable. For example, normal contact alge-
bras could be equivalently defined (and exactly in this way they were defined (under
the name of compingent Boolean algebras) by de Vries in [4]) as a pair of a Boolean
algebra B = (B, 0, 1,∨,∧, ∗) and a binary relation ≪ subject to the following ax-
ioms:
(≪1) a≪ b implies a ≤ b;
(≪2) 0≪ 0;
(≪3) a ≤ b≪ c ≤ t implies a≪ t;
(≪4) a≪ c and b≪ c implies a ∨ b≪ c;
(≪5) If a≪ c then a≪ b≪ c for some b ∈ B;
(≪6) If a 6= 0 then there exists b 6= 0 such that b≪ a;
(≪7) a≪ b implies b∗ ≪ a∗.
Note that if 0 6= 1 then the axiom (≪2) follows from the axioms (≪3), (≪4),
(≪6) and (≪7).
Obviously, contact algebras could be equivalently defined as a pair of a Boolean
algebra B and a binary relation ≪ subject to the axioms (≪1)-(≪4) and (≪7).
It is easy to see that axiom (C5) (resp., (C6)) can be stated equivalently in
the form of (≪5) (resp., (≪6)).
The next notion is a lattice-theoretical counterpart of the corresponding notion
from the theory of proximity spaces (see [17]):
1.2 Let (B,C) be a CA. Then a non-empty subset σ of B is called a cluster in
(B,C) (see [23]) if the following conditions are satisfied:
(K1) If a, b ∈ σ then aCb;
(K2) If a ∨ b ∈ σ then a ∈ σ or b ∈ σ;
(K3) If aCb for every b ∈ σ, then a ∈ σ.
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The set of all clusters in (B,C) will be denoted by Clust(B,C).
The set of all ultrafilters in a Boolean algebra B will be denoted by Ult(B).
The next three assertions can be proved exactly as Lemma 5.6, Theorem 5.8
and Corollary 5.10 of [17]:
Fact 1.3 ([23]) If σ1, σ2 are two clusters in a normal contact algebra (B,C) and
σ1 ⊆ σ2 then σ1 = σ2.
Theorem 1.4 ([23]) A subset σ of a normal contact algebra (B,C) is a cluster iff
there exists an ultrafilter u in B such that
σ = {a ∈ B | aCb for every b ∈ u}.(1)
Moreover, given σ and a0 ∈ σ, there exists an ultrafilter u in B satisfying (1) which
contains a0.
Note that everywhere in this assertion we can substitute the word “ultrafilter”
for “basis of an ultrafilter”.
Corollary 1.5 ([23]) Let (B,C) be a normal contact algebra and u be an ultrafilter
(or a basis of an ultrafilter) in B. Then there exists a unique cluster σu in (B,C)
containing u, and
σu = {a ∈ B | aCb for every b ∈ u}.(2)
Definition 1.6 In analogy to the corresponding definitions in the theory of prox-
imity spaces (see, e.g., [17]), we say that:
(a) a subset ξ of an NCA (B,C) is called an end if the following conditions are
satisfied:
(E1) for any b, c ∈ ξ there exists a ∈ ξ such that a 6= 0, a≪ b and a≪ c;
(E2) if a, b ∈ B and a≪ b then either a∗ ∈ ξ or b ∈ ξ;
(b) a subset v of an NCA (B,C) is called a round filter if it is a filter and for every
b ∈ v there exists a ∈ v such that a≪ b.
The next two theorems (and their proofs) are analogous to the Theorems 6.7
and 6.11 in [17] (and their proofs), respectively:
Theorem 1.7 Let (B,C) be a normal contact algebra and ξ be an end in (B,C).
Then ξ is a maximal round filter in (B,C).
Theorem 1.8 Let (B,C) be a normal contact algebra and σ ⊆ B. Then σ ∈
Clust(B,C) iff d(σ) = {b ∈ B | b∗ 6∈ σ} is an end in (B,C).
Corollary 1.9 Let (B,C) be a normal contact algebra, σ ∈ Clust(B,C), a ∈ B
and a 6∈ σ. Then there exists b ∈ B such that b 6∈ σ and a≪ b.
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Proof. Put ξ = d(σ)(= {c ∈ B | c∗ 6∈ σ}). Then, by 1.8 and 1.7, ξ is a round filter
in (B,C). Since a 6∈ σ, we obtain that a∗ ∈ ξ. Hence, there exists b∗ ∈ ξ such that
b∗ ≪ a∗. Then b 6∈ σ and a≪ b.
1.10 Recall that a subset F of a topological space (X, τ) is called regular closed if
F = cl(int(F )). Clearly, F is regular closed iff it is a closure of an open set.
For any topological space (X, τ), the collection RC(X, τ) (we will often write
simply RC(X)) of all regular closed subsets of (X, τ) becomes a complete Boolean
algebra (RC(X, τ), 0, 1,∧,∨, ∗) under the following operations:
1 = X, 0 = ∅, F ∗ = cl(X \ F ), F ∨G = F ∪G,F ∧G = cl(int(F ∩G)).
The infinite operations are given by the formulas
∨
{Fγ | γ ∈ Γ} = cl(
⋃
{Fγ | γ ∈
Γ})(= cl(
⋃
{int(Fγ) | γ ∈ Γ})), and
∧
{Fγ | γ ∈ Γ} = cl(int(
⋂
{Fγ | γ ∈ Γ})).
It is easy to see that setting Fρ(X,τ)G iff F ∩ G 6= ∅, we define a contact
relation on RC(X, τ); it is called a standard contact relation. So, (RC(X, τ), ρ(X,τ))
is a CCA (it is called a standard contact algebra). We will often write simply ρX
instead of ρ(X,τ). Note that, for F,G ∈ RC(X), F ≪ρX G iff F ⊆ intX(G).
Clearly, if (X, τ) is a normal Hausdorff space then the standard contact algebra
(RC(X, τ), ρ(X,τ)) is a complete NCA.
For every topological space (X, τ), we denote by RO(X, τ) (or simply by
RO(X)) the set of all regular open subsets of X (recall that a subset is regular
open if its complement is regular closed).
Fact 1.11 ([2]) Let (X, τ) be a topological space. Then the standard contact algebra
(RC(X, τ), ρ(X,τ)) is connected iff the space (X, τ) is connected.
Notation 1.12 Let (X, τ) be a topological space and x ∈ X . Then we set:
σx = {F ∈ RC(X) | x ∈ F} and νx = {F ∈ RC(X) | x ∈ int(F )}.(3)
(Since in our notations the points of a topological space are denoted only by the
letters “x,y,z”, there will be no confusion with the notation σu introduced in 1.5.)
Fact 1.13 For any topological space (X, τ) and every point x ∈ X, νx is a filter in
RC(X). If X is regular then σx is a cluster in the CA (RC(X), ρX).
The next notion is a lattice-theoretical counterpart of the Leader’s notion of
local proximity ([14]):
Definition 1.14 ([20]) An algebraic system B l = (B, 0, 1,∨,∧,
∗, ρ, IB) is called a
local contact algebra (abbreviated as LCA) if (B, 0, 1,∨,∧, ∗) is a Boolean algebra,
ρ is a binary relation on B such that (B, ρ) is a CA, and IB is an ideal (possibly non
proper) of B, satisfying the following axioms:
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(BC1) If a ∈ IB, c ∈ B and a ≪ρ c then a ≪ρ b ≪ρ c for some b ∈ IB (see 1.1 for
“≪ρ”);
(BC2) If aρb then there exists an element c of IB such that aρ(c ∧ b);
(BC3) If a 6= 0 then there exists b ∈ IB \ {0} such that b≪ρ a.
Usually, we shall simply write (B, ρ, IB) for a local contact algebra. We will
say that the elements of IB are bounded and the elements of B \ IB are unbounded.
When B is a complete Boolean algebra, the LCA (B, ρ, IB) is called a complete local
contact algebra (abbreviated by CLCA).
We will say that two local contact algebras (B, ρ, IB) and (B1, ρ1, IB1) are
LCA-isomorphic iff there exists a Boolean isomorphism ϕ : B −→ B1 such that, for
a, b ∈ B, aρb iff ϕ(a)ρ1ϕ(b), and ϕ(a) ∈ IB1 iff a ∈ IB.
Remark 1.15 Note that if (B, ρ, IB) is a local contact algebra and 1 ∈ IB then
(B, ρ) is a normal contact algebra. Conversely, any normal contact algebra (B,C)
can be regarded as a local contact algebra of the form (B,C,B).
The following lemmas from [23] are lattice-theoretical counterparts of some
theorems from Leader’s paper [14].
Lemma 1.16 ([23]) Let (B, ρ, IB) be a local contact algebra. Define a binary relation
“Cρ” on B by
aCρb iff aρb or a, b 6∈ IB.(4)
Then “Cρ”, called the Alexandroff extension of ρ, is a normal contact relation on
B and (B,Cρ) is a normal contact algebra.
Lemma 1.17 ([23]) Let B l = (B, ρ, IB) be a local contact algebra and let 1 6∈ IB.
Then σ
B l
∞ = {b ∈ B | b 6∈ IB} is a cluster in (B,Cρ) (see 1.16 for the notation “Cρ”).
(Sometimes we will simply write σ∞ or σ
B
∞
instead of σ
B l
∞ .)
Definition 1.18 Let (B, ρ, IB) be a local contact algebra. A cluster σ in (B,Cρ) (see
1.16) is called bounded if σ ∩ IB 6= ∅. The set of all bounded clusters in (B,Cρ) will
be denoted by BClust(B, ρ, IB). An ultrafilter u in B is called a bounded ultrafilter
if u ∩ IB 6= ∅.
Notation 1.19 Let (X, τ) be a topological space. We will denote by CR(X, τ) the
family of all compact regular closed subsets of (X, τ). We will often write CR(X)
instead of CR(X, τ).
Fact 1.20 Let (X, τ) be a locally compact Hausdorff space. Then the triple
(RC(X, τ), ρ(X,τ), CR(X, τ))
(see 1.10 for ρ(X,τ)) is a complete local contact algebra ([20]). It is called a standard
local contact algebra.
For every x ∈ X, σx is a bounded cluster in (RC(X), CρX) (see (3) and (4)
for the notations) ([23]).
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1.21 Let ϕ : A −→ B be an (order-preserving) map between posets, A has all
meets and ϕ preserves them. Then, by the Adjoint Functor Theorem (see, e.g.,
[13]), ϕ has a left adjoint; it will be denoted by ϕΛ. Hence ϕΛ : B −→ A is the
unique order-preserving map such that, for all a ∈ A and all b ∈ B, b ≤ ϕ(a) iff
ϕΛ(b) ≤ a (i.e. the pair (ϕΛ, ϕ) forms a Galois connection between posets B and
A). Equivalently, ϕΛ : B −→ A is the unique order-preserving map such that the
following two conditions are fulfilled:
(Λ1) ∀b ∈ B, ϕ(ϕΛ(b)) ≥ b;
(Λ2) ∀a ∈ A, ϕΛ(ϕ(a)) ≤ a.
It is well known that ϕ ◦ ϕΛ ◦ ϕ = ϕ, ϕΛ ◦ ϕ ◦ ϕΛ = ϕΛ,
ϕΛ preserves all joins which exist in B(5)
and, for all b ∈ B,
ϕΛ(b) =
∧
{a ∈ A | ϕ(a) ≥ b}.(6)
Further, ϕ is an injection iff
ϕΛ(ϕ(a)) = a, ∀a ∈ A;(7)
ϕ is a surjection iff
ϕ(ϕΛ(b)) = b, ∀b ∈ B.(8)
Note that if ϕ(0) = 0 then:
(a) ϕΛ(0) = 0 (use (Λ2)), and
(b) ϕΛ(b) 6= 0, for every b ∈ B \ {0} (use (Λ1)).
Recall that if ϕ′ : B −→ C is a map between posets, B has all meets and ϕ′
preserves them, then (ϕ′ ◦ ϕ)Λ = ϕΛ ◦ ϕ
′
Λ.
Finally, if ψ : A −→ B is an (order-preserving) map between posets, A has all
joins and ψ preserves them, then, by the Adjoint Functor Theorem, ψ has a right
adjoint; it will be denoted by ψP ; ψP : B −→ A preserves all meets which exist in
B; setting ϕ = ψP , we have that ψ = ϕΛ.
Fact 1.22 If A and B are Boolean algebras, ϕ : A −→ B is a Boolean homomor-
phism, A has all meets and ϕ preserves them, then:
(a) ∀a ∈ A and ∀b ∈ B, ϕ(a) ∧ b = 0 implies a ∧ ϕΛ(b) = 0;
(b) ∀a ∈ A and ∀b ∈ B, ϕΛ(ϕ(a) ∧ b) = a ∧ ϕΛ(b).
Proof. (a) Let a ∈ A, b ∈ B and ϕ(a) ∧ b = 0. Suppose that a ∧ ϕΛ(b) 6= 0. Put
c = a∧ϕΛ(b). If ϕ(c)∧ b = 0 then b ≤ ϕ(c
∗) and hence ϕΛ(b) ≤ c
∗; therefore c ≤ c∗,
i.e. c = 0, a contradiction. Thus ϕ(c) ∧ b 6= 0. This implies that ϕ(a) ∧ b 6= 0, a
contradiction. Therefore, a ∧ ϕΛ(b) = 0.
(b) Obviously, ϕΛ(ϕ(a) ∧ b) ≤ ϕΛ(ϕ(a)) ∧ ϕΛ(b) ≤ a ∧ ϕΛ(b) (by (Λ2) (see 1.21)).
Hence, we need only to show that ϕΛ(ϕ(a) ∧ b) ≥ a ∧ ϕΛ(b). By (6) (see 1.21),
we have to prove that a ∧ ϕΛ(b) ≤
∧
{c ∈ B | ϕ(c) ≥ ϕ(a) ∧ b}. Let c ∈ B and
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ϕ(c) ≥ ϕ(a) ∧ b. We will show that a ∧ ϕΛ(b) ≤ c. Using (a) and (Λ1) (see 1.21),
we obtain that: a ∧ ϕΛ(b) ≤ c ↔ c
∗ ∧ a ∧ ϕΛ(b) = 0 ↔ ϕ(c
∗ ∧ a) ∧ b = 0 ↔
ϕ(c)∗∧ϕ(a)∧ b = 0↔ ϕ(a)∧ b ≤ ϕ(c). Thus a∧ϕΛ(b) ≤ c. Hence (b) is proved.
For all undefined here notions and notations see [13, 1, 9, 17, 21].
2 Some New Duality Theorems
The next theorem was proved by Roeper [20]. We will give a sketch of its proof; it
follows the plan of the proof presented in [23]. The notations and the facts stated
here will be used later on.
Theorem 2.1 (P. Roeper [20]) There exists a bijective correspondence between the
class of all (up to isomorphism) complete local contact algebras and the class of all
(up to homeomorphism) locally compact Hausdorff spaces.
Sketch of the Proof. (A) Let (X, τ) be a locally compact Hausdorff space. We put
Ψt(X, τ) = (RC(X, τ), ρ(X,τ), CR(X, τ))(9)
(see 1.20 and 1.19 for the notations).
(B) Let B l = (B, ρ, IB) be a complete local contact algebra. Let C = Cρ be the
Alexandroff extension of ρ (see 1.16). Then, by 1.16, (B,C) is a complete normal
contact algebra. Put X = Clust(B,C) and let T be the topology on X having as a
closed base the family {λ(B,C)(a) | a ∈ B} where, for every a ∈ B,
λ(B,C)(a) = {σ ∈ X | a ∈ σ}.(10)
Sometimes we will write simply λB instead of λ(B,C).
Note that
X \ λB(a) = int(λB(a
∗)),(11)
the family {int(λB(a)) | a ∈ B} is an open base of (X,T)(12)
and, for every a ∈ B,
λB(a) ∈ RC(X,T).(13)
It can be proved that
λB : (B,C) −→ (RC(X), ρX) is a CA-isomorphism.(14)
Further,
(X,T) is a compact Hausdorff space.(15)
(B1) Let 1 ∈ IB. Then C = ρ and IB = B, so that (B, ρ, IB) = (B,C,B) = (B,C)
is a complete normal contact algebra (see 1.15), and we put
Ψa(B, ρ, IB) = Ψa(B,C,B) = Ψa(B,C) = (X,T).(16)
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(B2) Let 1 6∈ IB. Then, by Lemma 1.17, the set σ∞ = {b ∈ B | b 6∈ IB} is a cluster
in (B,C) and, hence, σ∞ ∈ X . Let L = X \ {σ∞}. Then
L = BClust(B, ρ, IB), i.e. L is the set of all bounded clusters of (B,Cρ)(17)
(sometimes we will write LB l or LB instead of L); let the topology τ(= τB l) on L
be the subspace topology, i.e. τ = T|L. Then (L, τ) is a locally compact Hausdorff
space. We put
Ψa(B, ρ, IB) = (L, τ).(18)
Let
λlB l(a) = λ(B,Cρ)(a) ∩ L,(19)
for each a ∈ B. We will write simply λlB (or even λ(A,ρ,IB) when IB 6= A) instead of
λlB l when this does not lead to ambiguity. One can show that:
(I) L is a dense subset of X ;
(II) λlB is an isomorphism of the Boolean algebra B onto the Boolean algebra
RC(L, τ);
(III) b ∈ IB iff λlB(b) ∈ CR(L);
(IV) aρb iff λlB(a) ∩ λ
l
B(b) 6= ∅.
Hence, X is the Alexandroff (i.e. one-point) compactification of L and
λlB : (B, ρ, IB) −→ (RC(L), ρL, CR(L)) is an LCA-isomorphism.(20)
Note also that for every b ∈ B,
intLB(λ
l
B(b)) = LB ∩ intX(λB(b)).(21)
(C) For every CLCA (B, ρ, IB) and every a ∈ B, set
λ
g
B l
(a) = λ(B,Cρ)(a) ∩Ψ
a(B, ρ, IB).(22)
We will write simply λgB instead of λ
g
B l
when this does not lead to ambiguity. Thus,
when 1 ∈ IB, we have that λgB = λB, and if 1 6∈ IB then λ
g
B = λ
l
B. Hence, by (14)
and (20), we get that
λ
g
B : (B, ρ, IB) −→ (Ψ
t ◦Ψa)(B, ρ, IB) is an LCA-isomorphism.(23)
With the next assertion we specify (12):
the family {intΨa(B,ρ,IB)(λ
g
B(a)) | a ∈ IB} is an open base of Ψ
a(B, ρ, IB).(24)
(D) Let (X, τ) be a compact Hausdorff space. Then it can be proved that the map
t(X,τ) : (X, τ) −→ Ψ
a(Ψt(X, τ)),(25)
defined by t(X,τ)(x) = {F ∈ RC(X, τ) | x ∈ F}(= σx), for all x ∈ X , is a homeo-
morphism (we will also write simply tX instead of t(X,τ)).
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Let (L, τ) be a non-compact locally compact Hausdorff space. Put B =
RC(L, τ), IB = CR(L, τ) and ρ = ρL. Then (B, ρ, IB) = Ψ
t(L, τ) and 1 6∈ IB
(here 1 = L). It can be shown that the map
t(L,τ) : (L, τ) −→ Ψ
a(Ψt(L, τ)),(26)
defined by t(L,τ)(x) = {F ∈ RC(L, τ) | x ∈ F}(= σx), for all x ∈ L, is a homeomor-
phism.
Therefore Ψa(Ψt(L, τ)) is homeomorphic to (L, τ) and Ψt(Ψa(B, ρ, IB)) is LCA-
isomorphic to (B, ρ, IB).
Corollary 2.2 (De Vries [4]) There exists a bijective correspondence between the
class of all (up to isomorphism) complete normal contact algebras and the class of
all (up to homeomorphism) compact Hausdorff spaces.
Proof. The restriction of the correspondence Ψa, defined in the proof of Theorem 2.1,
to the class of all complete normal contact algebras generates the required bijective
correspondence (see (B1) in the proof of 2.1).
Definition 2.3 ([15]) A continuous map f : X −→ Y is called quasi-open if for
every non-empty open subset U of X , int(f(U)) 6= ∅ holds.
Every closed irreducible map f : X −→ Y is quasi-open (because, for every
non-empty open subset U of X , f#(U)(= {y ∈ Y | f−1(y) ⊆ U}) is a non-empty
open subset of Y ([18])).
Recall that a function f : X −→ Y is called skeletal ([16]) if
int(f−1(cl(V ))) ⊆ cl(f−1(V ))(27)
for every open subset V of Y . As it is noted in [16], a continuous map f : X −→ Y is
skeletal iff f−1(Fr(V )) is nowhere dense in X , for every open subset V of Y . Clearly,
a function f : X −→ Y is skeletal iff int(f−1(Fr(V ))) = ∅, for every open subset V
of Y . The next assertion can be easily proved:
Lemma 2.4 A function f : X −→ Y is skeletal iff int(cl(f(U))) 6= ∅, for every
non-empty open subset U of X.
Proof. (⇒) Let U be a non-empty open subset ofX . Suppose that int(cl(f(U))) = ∅.
Set V = Y \ cl(f(U)). Then Fr(V ) = Y \ V = cl(f(U)) and hence U ⊆ f−1(Fr(V )).
Thus int(f−1(Fr(V ))) 6= ∅, a contradiction. Therefore, int(cl(f(U))) 6= ∅.
(⇐) Let V be an open subset of Y . Suppose that U = int(f−1(Fr(V ))) is a
non-empty set. Then ∅ 6= int(cl(f(U))) ⊆ Fr(V ) = cl(V ) \ V , which is impossible.
Hence int(f−1(Fr(V ))) = ∅. So, f is a skeletal map.
A topological space (X, τ) is said to be pi-regular if for each non-empty U ∈ τ
there exists a non-empty V ∈ τ such that cl(V ) ⊆ U . The semiregular pi-regular
spaces are exactly the weakly regular spaces of Du¨ntsch and Winter ([8]).
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Corollary 2.5 (a) Every quasi-open map is skeletal.
(b) Let X be a pi-regular space and f : X −→ Y be a closed map. Then f is
quasi-open iff f is skeletal.
Proof. (a) It follows from 2.4.
(b) Let f be skeletal and closed. Take an open non-empty subset U of X . Then
there exists an open non-empty subset V of X such that cl(V ) ⊆ U . Using 2.4,
we obtain that int(f(U)) ⊇ int(f(cl(V ))) = int(cl(f(V ))) 6= ∅. Therefore, f is a
quasi-open map.
Lemma 2.6 Let f : X −→ Y be a continuous map. Then the following conditions
are equivalent:
(a) f is a skeletal map;
(b) For every F ∈ RC(X), cl(f(F )) ∈ RC(Y ).
Proof. (a)⇒(b) Let f be a skeletal map, F ∈ RC(X) and F 6= ∅. Set U = int(F ).
Then U 6= ∅. Hence, by 2.4, V = int(cl(f(U))) 6= ∅. We will show that
cl(f(F )) = cl(V ).(28)
Note that, by the continuity of f , cl(f(F )) = cl(f(U)). Now suppose that f(U) 6⊆
cl(V ). Then there exists y ∈ f(U)\ cl(V ). Hence there exists an open neighborhood
O1 of y in Y such that O1∩V = ∅. Thus cl(O1)∩V = ∅. There exists x ∈ U such that
y = f(x). Since f is continuous, there exists an open neighborhood O of x in X such
that x ∈ O ⊆ U and f(O) ⊆ O1. Then cl(f(O)) ⊆ cl(O1) and thus cl(f(O))∩V = ∅.
Since, by 2.4, ∅ 6= int(cl(f(O))) ⊆ cl(f(O)) ∩ int(cl(f(U))) = cl(f(O)) ∩ V = ∅, we
obtain a contradiction. Therefore f(U) ⊆ cl(V ) and hence cl(f(U)) ⊆ cl(V ). Since
the converse inclusion is obvious, (28) is established. Thus, cl(f(F )) ∈ RC(Y ).
(b)⇒(a) Let U be a non-empty open subset of X . Then F = cl(U) ∈ RC(X).
Hence cl(f(F )) ∈ RC(Y ). Since F 6= ∅, we obtain that int(cl(f(F ))) 6= ∅. Now,
using the continuity of f , we get that int(cl(f(U))) 6= ∅. Therefore, by 2.4, f is a
skeletal map.
The next lemma generalizes the well-known result of Ponomarev [18] that the
regular closed sets are preserved by the closed irreducible maps.
Lemma 2.7 Let f : X −→ Y be a closed map and X be a pi-regular space. Then
the following conditions are equivalent:
(a) f is a quasi-open map;
(b) For every F ∈ RC(X), f(F ) ∈ RC(Y ).
Proof. (a)⇒(b) It follows from 2.5(a) and 2.6.
(b)⇒(a) It follows from 2.5(b) and 2.6. Note that the pi-regularity of X is used only
in the proof of this implication.
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Corollary 2.8 If f : X −→ Y is a quasi-open closed map then f(X) ∈ RC(Y ).
Remarks 2.9 In [12], Henriksen and Jerison regarded functions f : X −→ Y for
which
cl(int(f−1(F ))) = cl(f−1(int(F ))) for every F ∈ RC(Y ).(29)
Clearly, every continuous skeletal map f : X −→ Y satisfies (29) ([16]). Hence, by
2.5(a), every quasi-open map f : X −→ Y satisfies (29) ([19]).
Functions f : X −→ Y (not necessarily continuous) satisfying condition (27)
for every V ∈ RO(X) are called HJ-maps in [16]. Obviously, every continuous
HJ-map f : X −→ Y satisfies (29). As it is noted in [16], the composition of
two continuous HJ-maps needs not be an HJ-map, while the composition of two
continuous skeletal maps is a skeletal map. It is clear that the composition of two
quasi-open maps is a quasi-open map.
Definition 2.10 Let SkeLC be the category of all locally compact Hausdorff spaces
and all continuous skeletal maps between them.
Let DSkeLC be the category whose objects are all complete local contact
algebras and whose morphisms ϕ : (A, ρ, IB) −→ (B, η, IB′) are all complete Boolean
homomorphisms ϕ : A −→ B satisfying the following conditions:
(L1) ∀a, b ∈ A, ϕ(a)ηϕ(b) implies aρb;
(L2) b ∈ IB′ implies ϕΛ(b) ∈ IB (see 1.21 for ϕΛ).
It is easy to see that in this way we have defined categories.
Let us note that (L1) is equivalent to the following condition:
(EL1) ∀a, b ∈ B, aηb implies ϕΛ(a)ρϕΛ(b).
Theorem 2.11 The categories SkeLC and DSkeLC are dually equivalent.
Proof. We will define two contravariant functors Ψa : DSkeLC −→ SkeLC and
Ψt : SkeLC −→ DSkeLC. On the objects they coincide with the correspondences
Ψa and Ψt, respectively (see (9), (16) and (18) for them). We will define Ψa and Ψt
on the morphisms of the corresponding categories.
Let f ∈ SkeLC((X, τ), (Y, τ ′)). Define Ψt(f) : Ψt(Y, τ ′) −→ Ψt(X, τ) by
Ψt(f)(F ) = cl(f−1(int(F ))), ∀F ∈ Ψt(Y, τ ′).(30)
Then, by 2.9,
Ψt(f)(F ) = cl(int(f−1(F ))), ∀F ∈ Ψt(Y, τ ′).(31)
Put ϕ = Ψt(f). We will first show that ϕ is a complete Boolean homomorphism.
Let Γ be a set and {Fγ | γ ∈ Γ} ⊆ RC(Y ). Put F = cl(
⋃
{Fγ | γ ∈ Γ}). (Note that
F = cl(
⋃
{int(Fγ) | γ ∈ Γ}).) Then F ∈ RC(Y ) and
∨
{Fγ | γ ∈ Γ} = F . Since ϕ is
an order-preserving map, we get that ϕ(F ) ≥
∨
{ϕ(Fγ) | γ ∈ Γ}. We will now prove
the converse inequality. We have that ϕ(F ) = cl(f−1(int(F ))). Let x ∈ f−1(int(F )).
Then f(x) ∈ int(F ). Hence, there exist open neighborhoods O and O′ of f(x) in Y
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such that cl(O′) ⊆ O ⊆ F . Since f is continuous, there exists an open neighborhood
U of x in X such that f(U) ⊆ O′. Suppose that there exists an open neighborhood
V of x in X such that, for every γ ∈ Γ, V ∩ cl(int(f−1(Fγ))) = ∅. Obviously, we can
suppose that V ⊆ U . Since f is continuous and skeletal, we get, using 2.9 and (29),
that V ∩ f−1(int(Fγ)) = ∅, for every γ ∈ Γ. Thus, f(V ) ∩
⋃
{int(Fγ) | γ ∈ Γ} = ∅.
Put W =
⋃
{int(Fγ) | γ ∈ Γ}. Then cl(f(V )) ∩W = ∅ and cl(f(V )) ⊆ cl(f(U) ⊆
cl(O′) ⊆ O ⊆ F = cl(W ). Thus cl(f(V )) ⊆ cl(W ) \W = Fr(W ). Since f is skeletal,
2.4 implies that int(cl(f(V ))) 6= ∅ and this leads to a contradiction. Therefore, x ∈
cl(
⋃
{cl(int(f−1(Fγ))) | γ ∈ Γ}). We have proved that ϕ(F ) ⊆
∨
{ϕ(Fγ) | γ ∈ Γ}.
So, ϕ(
∨
{Fγ | γ ∈ Γ}) =
∨
{ϕ(Fγ) | γ ∈ Γ}.
Let F ∈ RC(Y ). Then, by (30) and (31), (ϕ(F ))∗ = (cl(f−1(int(F ))))∗ =
(cl(f−1(Y \F ∗)))∗ = (cl(X\f−1(F ∗)))∗ = cl(X\cl(X\f−1(F ∗))) = cl(int(f−1(F ∗))).
So, ϕ(F ∗) = (ϕ(F ))∗. Since, obviously, ϕ preserves the zero and the unit elements,
ϕ is a complete Boolean homomorphism.
Further, using 2.6, we can define a map
ψ : Ψt(X, τ) −→ Ψt(Y, τ ′) by ψ(G) = cl(f(G)), for every G ∈ Ψt(X, τ).(32)
Obviously, ψ is an order-preserving map. Since f is a continuous map, we have that
for every F ∈ RC(Y ), ψ(ϕ(F )) = cl(f(cl(f−1(int(F ))))) = cl(f(f−1(int(F )))) ⊆
cl(int(F )) = F , and, similarly, for every G ∈ RC(X), ϕ(ψ(G)) = ϕ(cl(f(G))) =
cl(int(f−1(cl(f(G))))) ⊇ cl(int(G)) = G. Hence ψ is a left adjoint to ϕ (see 1.21),
i.e.
ψ = ϕΛ.(33)
We have to show that ϕ satisfies conditions (L1) and (L2). Using (33), we
obtain immediately that (EL1) (and hence (L1)) and (L2) are fulfilled.
Hence, Ψt(f) is a morphism of the category DSkeLC.
It is obvious that Ψt(id) = id. Let us show that Ψt(g ◦ f) = Ψt(f) ◦ Ψt(g).
Indeed, using continuity of f and g, 2.9 and (29), we obtain that (Ψt(f)◦Ψt(g))(F ) =
cl(int(f−1(cl(g−1(int(F )))))) ⊇ cl(int(cl(f−1(g−1(int(F )))))) = Ψt(g ◦ f)(F ) and
also (Ψt(f) ◦ Ψt(g))(F ) = cl(f−1(int(Ψt(g)(F )))) ⊆ cl(int(f−1(cl(int(g−1(F )))))) ⊆
cl(int(f−1(g−1(F )))) = Ψt(g ◦ f)(F ). Thus,
Ψt : SkeLC −→ DSkeLC
is a contravariant functor.
Let ϕ ∈ DSkeLC((A, ρ, IB), (B, η, IB′)). Since ϕ : A −→ B is a complete
Boolean homomorphism, ϕ has a left adjoint ϕΛ : B −→ A (see 1.21). Set C = Cρ
and C ′ = Cη (see 1.16 for the notations). We will write “≪” for “≪C” and “≪
′”
for “≪C′”.
Define now
Ψa(ϕ) : Ψa(B, η, IB′) −→ Ψa(A, ρ, IB)(34)
by the formula
Ψa(ϕ)(σu) = σϕ−1(u),(35)
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where u ∈ Ult(B), σu is a cluster in (B,C
′), σu ∩ IB
′ 6= ∅ and σϕ−1(u) is a cluster in
(A,C) (see (2) and 1.5 for σu and σϕ−1(u), and note that, by 1.4, any cluster σ in
(B,C ′) can be written in the form σu for some u ∈ Ult(B)).
We have to show that Ψa(ϕ) is well defined. Set f = Ψa(ϕ), X = Ψa(A, ρ, IB)
and Y = Ψa(B, η, IB′). Then X is the set of all bounded clusters of (A,C) and Y is
the set of all bounded clusters of (B,C ′) (see 1.18, (16) and (17)).
Let us start with the following observation:
if u ∈ Ult(B) then ϕ−1(u) ∈ Ult(A) and ϕΛ(u) is a basis of ϕ
−1(u).(36)
So, let u ∈ Ult(B). Then, obviously, ϕ−1(u) ∈ Ult(A). Let us show that ϕΛ(u) ⊆
ϕ−1(u). Let b ∈ u. Then, by (Λ1), ϕ(ϕΛ(b)) ≥ b. Hence ϕ(ϕΛ(b) ∈ u, i.e. ϕΛ(b) ∈
ϕ−1(u). Therefore, ϕΛ(u) ⊆ ϕ
−1(u). Further, suppose that there exists a ∈ ϕ−1(u)
such that ϕΛ(b) 6≤ a for all b ∈ u. Then ϕΛ(b) ∧ a
∗ 6= 0 for every b ∈ u. Hence, by
1.22(a), b ∧ ϕ(a∗) 6= 0 for every b ∈ u. Since u ∈ Ult(B), we obtain that ϕ(a∗) ∈ u.
Thus both ϕ(a) and ϕ(a)∗ are elements of u, a contradiction. Therefore, ϕΛ(u) is a
basis of the ultrafilter ϕ−1(u).
Obviously, (36) implies that
∀u ∈ Ult(B), σϕ−1(u) = σϕΛ(u),(37)
where σϕ−1(u) and σϕΛ(u) are clusters in (A,C) (see 1.5 for the notations).
Let σ be a cluster in (B,C ′). Then the following holds:
if σ ∩ IB′ 6= ∅ then there exists b ∈ IB′ such that b∗ 6∈ σ.(38)
Indeed, let b0 ∈ σ ∩ IB
′. Since b0 ≪η 1, (BC1) implies that there exists b ∈ IB
′ such
that b0 ≪η b. Then b0(−η)b
∗ and since b0 ∈ IB
′, we obtain that b0(−C
′)b∗. Thus
b∗ 6∈ σ.
Let us now show that
if u ∈ Ult(B) and σu ∩ IB
′ 6= ∅ then u ∩ IB′ 6= ∅(39)
(here, of course, σu is a cluster in (B,C
′)). Indeed, by (38), there exists a ∈ IB′ such
that a∗ 6∈ σu. Hence a ∈ u ∩ IB
′. So, (39) is proved.
Let u, v ∈ Ult(B), σu = σv and σ = σu(= σv) be bounded. We will prove that
σϕ−1(u) = σϕ−1(v). Indeed, by (39), there exists c ∈ u ∩ IB
′. Let a ∈ u and b ∈ v.
Then a∧c ∈ u∩IB′ and (a∧c)C ′b. Thus (a∧c)ηb. Hence, by (EL1), ϕΛ(a∧c)ρϕΛ(b).
Therefore, ϕΛ(a ∧ c)CϕΛ(b). Thus ϕΛ(a)CϕΛ(b). Since this is true for every a ∈ u
and every b ∈ v, we obtain, using (36) and (2), that ϕΛ(u) ⊆ σϕΛ(v). Then, by 1.5
and (36), σϕΛ(u) = σϕΛ(v). Using (37), we get that σϕ−1(u) = σϕ−1(v).
Now, using (37), we obtain that
if σ ∈ Y and b ∈ σ then ϕΛ(b) ∈ f(σ).(40)
Indeed, by 1.4, there exists u ∈ Ult(B) such that b ∈ u ⊆ σ, and hence σ = σu.
Thus, by (37), f(σ) = σϕΛ(u). Therefore ϕΛ(b) ∈ f(σ). So, (40) is proved.
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Let us show that for every σ ∈ Clust(B,C ′),
σ ∩ IB′ 6= ∅ implies that f(σ) ∩ IB 6= ∅.(41)
Indeed, let σ ∈ Clust(B,C ′) and b ∈ σ ∩ IB′. Then, by (40), ϕΛ(b) ∈ f(σ). Since,
by (L2), ϕΛ(b) ∈ IB, we obtain that f(σ) ∩ IB 6= ∅.
So, the function f is well defined on Y and f(Y ) ⊆ X . We have to show that
f is continuous and skeletal.
Note first that, using (11) and (21), we get readily that for every a ∈ A,
X \ λgA(a) = intX(λ
g
A(a
∗)).(42)
Further, using (23) and 1.10, one can easily show that for all a, b ∈ A,
a≪ρ b implies that λ
g
A(a) ⊆ intX(λ
g
A(b)).(43)
Note also that if σ is a cluster in (B,C ′) then
b∗1, b
∗
2 6∈ σ implies that b1 ∧ b2 ∈ σ and (b1 ∧ b2)
∗ 6∈ σ.(44)
Indeed, if b∗1, b
∗
2 6∈ σ then, by (K2), b
∗
1 ∨ b
∗
2 6∈ σ, i.e. (b1 ∧ b2)
∗ 6∈ σ; hence b1 ∧ b2 ∈ σ.
Let us now prove that for every b ∈ IB′,
f(λgB(b)) = λ
g
A(ϕΛ(b))(45)
(note that b ∈ IB′ implies that λB(b) ⊆ Y and ϕΛ(b) ∈ IB (by (L2)); thus we have
also that λA(ϕΛ(b)) ⊆ X ; hence (45) can be written as f(λB(b)) = λA(ϕΛ(b))).
Since ϕ(0) = 0, we have, by 1.21, that ϕΛ(0) = 0 and ϕΛ(b) 6= 0 for any b 6= 0.
Hence, (45) is true for b = 0.
Let b ∈ IB′ \ {0} and σ ∈ f(λB(b)). Then there exists σ
′ ∈ λB(b) such that
f(σ′) = σ. Hence b ∈ σ′ and thus, by (40), ϕΛ(b) ∈ f(σ
′) = σ. Therefore we get
that σ ∈ λA(ϕΛ(b)). So, f(λB(b)) ⊆ λA(ϕΛ(b)). Conversely, let b ∈ IB
′ \ {0} and
σ ∈ λA(ϕΛ(b)), i.e. ϕΛ(b) ∈ σ. Then, by 1.4, there exists u ∈ Ult(A) such that
ϕΛ(b) ∈ u ⊆ σ, and hence, by 1.5, σ = σu. Let us show that ϕ(u) ∪ {b} has the
finite intersection property. Since ϕ(u) is closed under finite meets, it is enough to
prove that b ∧ ϕ(a) 6= 0, ∀a ∈ u. Indeed, suppose that there exists a0 ∈ u such
that b ∧ ϕ(a0) = 0. Then, by 1.22(a), we will have that ϕΛ(b) ∧ a0 = 0. This
is, however, impossible, since ϕΛ(b) ∈ u. So, there exists an ultrafilter v in B
such that v ⊇ ϕ(u) ∪ {b}. Set σ′ = σv. Then σ
′ is a cluster in (B,C ′) (see 1.4)
and since v ⊆ σ′, we have that b ∈ σ′. Hence σ′ ∈ λB(b). Further, f(σ
′) = σ.
Indeed, since ϕ(u) ⊆ v, we have that u ⊆ ϕ−1(v); thus u = ϕ−1(v) and hence
σ = σu = σϕ−1(v) = f(σv) = f(σ
′). Therefore σ = f(σ′) ∈ f(λB(b)). So, (45) is
proved.
We are ready to show that f is a continuous function.
Let σ ∈ Y , σ′ = f(σ), a ∈ A and σ′ ∈ intX(λ
g
A(a)) (we use (24)). Then,
by (42), a∗ 6∈ σ′. By 1.9, there exists a1 ∈ A such that a
∗ ≪ a∗1 and a
∗
1 6∈ σ
′.
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Then a1 ∈ v, for every v ∈ Ult(A) such that v ⊆ σ
′. Thus, using (36), we obtain
that for every u ∈ Ult(B) such that u ⊆ σ, there exists bu ∈ u with ϕΛ(bu) ≤ a1.
Set b =
∨
{bu | u ∈ Ult(B), u ⊆ σ}. Then, by 1.21, ϕΛ(b) =
∨
{ϕΛ(bu) | u ∈
Ult(B), u ⊆ σ}. Hence ϕΛ(b) ≤ a1. Suppose that b
∗ ∈ σ. Then 1.4 implies that
there exists u ∈ Ult(B) such that b∗ ∈ u ⊆ σ. Since b ∈ u (because bu ∈ u and
bu ≤ b), we obtain a contradiction. Hence b
∗ 6∈ σ. Since σ is a bounded cluster,
(38) implies that there exists c ∈ IB′ such that c∗ 6∈ σ. Set d = b ∧ c. Then
d ∈ IB′ and d∗ 6∈ σ (by (44)). Now, using (L2), (43) and (45), we obtain that
f(intY (λ
g
B(d))) ⊆ f(λ
g
B(d)) = λ
g
A(ϕΛ(d)) ⊆ λ
g
A(ϕΛ(b)) ⊆ λ
g
A(a1) ⊆ intX(λ
g
A(a)).
Since σ ∈ intY (λ
g
B(d)), we get that
f : Y −→ X is a continuous function.(46)
We will now show that f is a skeletal map. Since f is continuous, it is enough
to prove, by 2.4, that intX(f(cl(U))) 6= ∅ for every non-empty open subset U of
Y . Hence, by (24) and (23), we have to show that intX(f(λ
g
B(b)) 6= ∅, for every
b ∈ IB′ \ {0}.
Suppose that there exists b ∈ IB′ \ {0} such that intX(f(λ
g
B(b))) = ∅. Then
X \ f(λgB(b)) is dense in X . Using (45), we obtain that X \ λ
g
A(ϕΛ(b)) is dense
in X . Thus, by (42), int(λgA((ϕΛ(b))
∗)) is dense in X . Now, (23) implies that
λ
g
A((ϕΛ(b))
∗) = X . Therefore, by (23), (ϕΛ(b))
∗ = 1. Then ϕΛ(b) = 0 and hence
b = 0 (by 1.21), a contradiction. Hence,
f : Y −→ X is a skeletal map.(47)
So, we have proved that Ψa(ϕ) ∈ SkeLC(Ψa(B, η, IB′),Ψa(A, ρ, IB)). Thus Ψa
is well defined on the morphisms of the category DSkeLC.
It is easy to see that Ψa preserves the identity maps and that Ψa(ϕ1 ◦ ϕ2) =
Ψa(ϕ2) ◦Ψ
a(ϕ1). Thus,
Ψa : DSkeLC −→ SkeLC
is a contravariant functor.
We will prove that Ψa ◦ Ψt ∼= IdSkeLC (where “ ∼=
′′ means “naturally isomor-
phic” and Id is the identity functor).
We will show that
t : IdSkeLC −→ Ψ
a ◦Ψt,(48)
defined by
t(X, τ) = t(X,τ), ∀(X, τ) ∈ |SkeLC|,(49)
is the required natural isomorphism (see (25) and (26) for the definition of t(X,τ)).
Let f ∈ SkeLC((X, τ), (Y, τ ′)) and fˆ = Ψa(Ψt(f)). We have to show that
fˆ ◦ tX = tY ◦ f . Let x ∈ X . Then fˆ(tX(x)) = fˆ(σx) and (tY ◦ f)(x) = σf(x). We will
prove that
fˆ(σx) = σf(x).(50)
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Note first that
if u ∈ Ult(RC(X)), x ∈ X and u ⊃ νx then u ⊂ σx(51)
(see (3) for νx). Indeed, let F ∈ u and suppose that x 6∈ F . Then x ∈ X\F = int(F
∗)
and hence F ∗ ∈ νx. Thus F
∗ ∈ u, a contradiction. So, u ⊂ σx.
Set Ψt(f) = ϕ. Let x ∈ X . Since νx is a filter in RC(X) (see 1.13), there
exists u ∈ Ult(RC(X)) such that νx ⊆ u. Then, by (51) and 1.5, σx = σu. Hence
fˆ(σx) = σϕ−1(u). We will now show that νf(x) ⊆ ϕ
−1(u). Indeed, let G ∈ RC(Y ) and
f(x) ∈ intY (G). Then, by the continuity of f , x ∈ f
−1(intY (G)) ⊆ intX(ϕ(G)) (see
(31)). Thus ϕ(G) ∈ νx ⊆ u. Hence G ∈ ϕ
−1(u). Therefore νf(x) ⊆ ϕ
−1(u). Then, by
(51) and 1.5, σf(x) = σϕ−1(u) = fˆ(σx). So, we have proved that fˆ(tX(x)) = tY (f(x)),
for every x ∈ X . Hence, t is a natural isomorphism.
Finally, we will prove that Ψt ◦Ψa ∼= IdDSkeLC.
We will show that
λ : IdDSkeLC −→ Ψ
t ◦Ψa, where λ(A, ρ, IB) = λgA, ∀(A, ρ, IB) ∈ |DSkeLC|(52)
(see (22) for λgA), is the required natural isomorphism.
Let (A, ρ, IB) ∈ |DSkeLC|. Using (23), it is easy to see that
λ
g
A : (A, ρ, IB) −→ Ψ
t(Ψa(A, ρ, IB)) is an DSkeLC-isomorphism.(53)
Let ϕ ∈ DSkeLC((A, ρ, IB), (B, η, IB′)) and ϕˆ = Ψt(Ψa(ϕ)). We have to
prove that λgB ◦ ϕ = ϕˆ ◦ λ
g
A. Set f = Ψ
a(ϕ). Let a ∈ A \ {0}. Put F =
λ
g
A(a) and G = λ
g
B(ϕ(a)). We have to show that ϕˆ(F ) = G, i.e. that G =
cl(f−1(int(F )))(= cl(int(f−1(F )))). Let σ ∈ G. Then ϕ(a) ∈ σ and σ ∩ IB′ 6= ∅.
Thus, by (40), ϕΛ(ϕ(a)) ∈ f(σ). Using (Λ2), we obtain that a ∈ f(σ). Therefore
f(σ) ∈ λgA(a) = F . So, σ ∈ f
−1(F ). We have shown that G ⊆ f−1(F ). Then
int(G) ⊆ cl(int(f−1(F ))) and thus G ⊆ ϕˆ(F ). Conversely, let σ ∈ cl(f−1(int(F ))).
Suppose that ϕ(a) 6∈ σ. Then σ ∈ int(λgB(ϕ(a
∗))) (see (42)). Hence int(λgB(ϕ(a
∗)))∩
f−1(int(F )) 6= ∅. Thus there exists σ′ ∈ int(λgB(ϕ(a
∗))) such that f(σ′) ∈ int(F ).
Then, by (42), a∗ 6∈ f(σ′). Since ϕ(a∗) ∈ σ′, (40) and (Λ2) imply that a∗ ∈ f(σ′), a
contradiction. Hence ϕ(a) ∈ σ, i.e. σ ∈ G. So, ϕˆ(F ) ⊆ G. Therefore, ϕˆ(F ) = G.
This shows that
λ
g
B ◦ ϕ = ϕˆ ◦ λ
g
A.(54)
Hence, λ is a natural isomorphism.
We have proved that SkeLC and DSkeLC are dually equivalent categories.
Definition 2.12 (Fedorchuk [11]) We will denote by SkeC the category of all com-
pact Hausdorff spaces and all quasi-open maps between them.
Let DSkeC be the category whose objects are all complete normal contact
algebras and whose morphisms ϕ : (A,C) −→ (B,C ′) are all complete Boolean
homomorphisms ϕ : A −→ B satisfying the following condition:
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(F1) For all a, b ∈ A, ϕ(a)C ′ϕ(b) implies aCb.
It is easy to see that in this way we have defined categories.
Theorem 2.13 (Fedorchuk [11]) The categories SkeC and DSkeC are dually equi-
valent.
Proof. It follows from Theorem 2.11, 1.15 and 2.5(b).
We will now obtain one more generalization of Theorem 2.13.
Definition 2.14 Let SkePerLC be the category of all locally compact Hausdorff
spaces and all skeletal perfect maps between them. Note that, by 2.5(b), the mor-
phisms of the category SkePerLC are precisely the quasi-open perfect maps.
Let DSkePerLC be the category whose objects are all complete local con-
tact algebras (see 1.14) and whose morphisms are all DSkeLC-morphisms ϕ :
(A, ρ, IB) −→ (B, η, IB′) satisfying the following condition:
(L3) a ∈ IB implies ϕ(a) ∈ IB′.
It is easy to see that in this way we have defined categories. Obviously,
SkePerLC (resp., DSkePerLC) is a (non-full) subcategory of the category SkeLC
(resp., DSkeLC).
Theorem 2.15 The categories SkePerLC and DSkePerLC are dually equivalent.
Proof. We will show that the restrictions Ψap : DSkePerLC −→ SkePerLC and
Ψtp : SkePerLC −→ DSkePerLC of the contravariant functors Ψ
a and Ψt defined
in the proof of Theorem 2.11 are the desired duality functors.
Let f ∈ SkePerLC((X, τ), (Y, τ ′)). Since f is a perfect map, we obtain that
ϕ = Ψtp(f) satisfies condition (L3) (using [9, Theorem 3.7.2]). Hence, ϕ is well
defined. Therefore the contravariant functor Ψtp : SkePerLC −→ DSkePerLC is
well defined.
Let ϕ ∈ DSkePerLC((A, ρ, IB), (B, η, IB′)) and set f = Ψap(ϕ), i.e. f :
Ψap(B, η, IB
′) −→ Ψap(A, ρ, IB). Put C = Cρ and C
′ = Cη (see 1.16 for the nota-
tions). Then, by 1.16, (A,C) and (B,C ′) are CNCA’s. Denote by ϕc the map ϕ
regarded as a function of (A,C) to (B,C ′). We will show that ϕc satisfies condition
(F1) in 2.12.
For verifying condition (F1), let a, b ∈ A and let ϕc(a)C
′ϕc(b). Then either
ϕc(a)ηϕc(b) or ϕc(a), ϕc(b) 6∈ IB
′. If ϕc(a)ηϕc(b) then, by (L1), aρb; hence aCb.
If ϕc(a), ϕc(b) 6∈ IB
′ then, by (L3), a, b 6∈ IB. Hence aCb. So, (F1) is verified.
Therefore,
ϕc : (A,Cρ) −→ (B,Cη) satisfies condition (F1).(55)
Set X = Ψa(A,C,A) and Y = Ψa(B,C ′, B) (see (16)). Then X and Y are
compact Hausdorff spaces. Let fc = Ψ
a(ϕc), i.e.
fc : Y −→ X is defined by fc(σu) = σϕ−1c (u), for every u ∈ Ult(B).(56)
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Then, by (46), (47) and 2.5(b), we obtain that
fc : Y −→ X is a quasi-open map.(57)
We will regard three cases now.
(a) Let 1A 6∈ IB and 1B 6∈ IB
′. Then Ψap(B, η, IB
′) = LB = Y \ {σ
B
∞
} and
Ψap(A, ρ, IB)) = LA = X \ {σ
A
∞
} (see 1.17 and (17)).
We will show that f−1c (σ
A
∞
) = {σB
∞
} (see 1.17 for the notations). We first prove
that fc(σ
B
∞
) = σA
∞
. Let u ∈ Ult(B) be such that u ⊂ σB
∞
and σB
∞
= σu (see 1.4).
Then fc(σ
B
∞
) = σϕ−1c (u). We will show that ϕ
−1
c (u) ⊂ σ
A
∞
. Indeed, let a ∈ ϕ−1c (u).
Then ϕc(a) ∈ u ⊂ B \ IB
′. Hence ϕc(a) 6∈ IB
′. Thus, by (L3), a 6∈ IB. So,
ϕ−1c (u) ⊂ A \ IB = σ
A
∞
(see 1.17). Then, by 1.17 and 1.5, σA
∞
= σϕ−1c (u). Therefore,
fc(σ
B
∞
) = σA
∞
. Since LA and LB consist of bounded clusters (see (17)), (41) implies
that fc(LB) ⊆ LA. Therefore, f
−1
c (σ
A
∞
) = {σB
∞
}. This shows that f−1c (LA) = LB.
Since fc is a perfect map, we obtain (by [9, Proposition 3.7.4]) that
(fc)LA : LB −→ LA is a perfect map.(58)
Obviously, f is the restriction of fc to LB. Hence f = (fc)LA , i.e. f is a perfect
map. Since f is a skeletal map (by (47)), 2.5(b) implies that
f is a quasi-open perfect map.(59)
(b) Let 1A 6∈ IB and 1B ∈ IB
′. Then C ′ = η, Ψap(A, ρ, IB) = X \ {σ
A
∞
} = LA and
Ψap(B, η, IB
′) = Y . Thus (41) implies that fc(Y ) ⊂ LA. Therefore, the restriction
f : Y −→ LA of fc is a perfect map. Since f is skeletal (by (47)), we obtain, using
2.5(b), that f is quasi-open. Therefore,
f : Ψap(B, η, IB
′) −→ Ψap(A, ρ, IB)(60)
is a quasi-open perfect map.
(c) Let 1A ∈ IB. Then, by (L3), 1B ∈ IB
′. Hence C = ρ, C ′ = η, Ψap(B, η, IB
′) = Y ,
Ψap(A, ρ, IB) = X . Thus f = fc. Hence, by (46), (47) and 2.5(b), f : Y −→ X is a
quasi-open perfect map.
We have regarded all possible cases. Therefore, Ψap is well defined on the
objects and morphisms of the category DSkePerLC.
Note that, using (23), we obtain that λgB is a DSkePerLC-isomorphism. The
rest follows from Theorem 2.11.
Definition 2.16 LetOpLC be the category of all locally compact Hausdorff spaces
and all open maps between them.
Let DOpLC be the category whose objects are all complete local contact alge-
bras and whose morphisms are all DSkeLC-morphisms ϕ : (A, ρ, IB) −→ (B, η, IB′)
satisfying the following condition:
20
(LO) ∀a ∈ A and ∀b ∈ IB′, ϕΛ(b)ρa implies bηϕ(a).
It is easy to see that in this way we have defined categories. Obviously,
DOpLC (resp., OpLC) is a (non-full) subcategory of the category DSkeLC (resp.,
SkeLC).
Theorem 2.17 The categories OpLC and DOpLC are dually equivalent.
Proof. We will show that the restrictions Ψao : DOpLC −→ OpLC and Ψ
t
o :
OpLC −→ DOpLC of the contravariant functors Ψa and Ψt defined in the proof
of Theorem 2.11 are the desired duality functors.
Let f ∈ OpLC((X, τ), (Y, τ ′)). Set ϕ = Ψto(f). Then, since f is an open
map, [9, 1.4.C] implies that for every F ∈ RC(Y ), f−1(F ) = f−1(cl(int(F ))) =
cl(f−1(int(F ))) = ϕ(F ) (see (30)). Hence,
Ψto(f) : Ψ
t
o(Y, τ
′) −→ Ψto(X, τ) is defined by Ψ
t(f)(F ) = f−1(F ),(61)
for all F ∈ Ψto(Y, τ
′). Further, by the proof of Theorem 2.11, ϕ is an DSkeLC-
morphism. We will show that ϕ satisfies condition (LO). We have that ϕΛ :
RC(X) −→ RC(Y ) is defined, according to (33) and (32), by the formula ϕΛ(F ) =
cl(f(F )), for every F ∈ RC(X). So, let F ∈ RC(Y ), G ∈ CR(X) and FρYϕΛ(G);
then F ∩ f(G) 6= ∅ and hence f−1(F ) ∩G 6= ∅; therefore, ϕ(F )ρXG. So, the axiom
(LO) is fulfilled. Hence, Ψto(f) is an DOpLC-morphism. Therefore, the contravari-
ant functor Ψto is well defined.
Let ϕ ∈ DOpLC((A, ρ, IB), (B, η, IB′)). Put C = Cρ and C
′ = Cη (see 1.16 for
the notations). Then, by 1.16, (A,C) and (B,C ′) are CNCA’s.
Set X = Ψao(A, ρ, IB), Y = Ψ
a
o(B, η, IB
′) and f = Ψao(ϕ). Then, by the proof
of Theorem 2.11, f : Y −→ X is a continuous skeletal map. We are now going to
show that f is an open map. By (24), it is enough to prove that, for every b ∈ IB′,
f(intY (λB(b))) is an open subset of X (note that λB(b) = λ
g
B(b) because b ∈ IB
′).
So, let b ∈ IB′. Let σ ∈ f(intY (λB(b))). Then there exists σ
′ ∈ intY (λB(b))
such that σ = f(σ′). By (42), b∗ 6∈ σ′. Then 1.9 implies that there exists c1 ∈ B such
that b∗ ≪C′ c
∗
1 and c
∗
1 6∈ σ
′. Since σ′ is a bounded cluster in (B,C ′), (38) implies
that there exists c2 ∈ IB
′ such that c∗2 6∈ σ
′. Put b1 = c1 ∧ c2. Then b1 ∈ IB
′ ∩ σ′
(by (44)), b∗1 6∈ σ
′ (by (44)) and b∗ ≪C′ b
∗
1 (by (≪3) (see 1.1)). Thus b1 ≪C′ b.
Therefore, by (42) and (43), σ′ ∈ intY (λB(b1)) ⊆ λB(b1) ⊆ intY (λB(b)). By 1.4,
there exists u ∈ Ult(B) such that b1 ∈ u ⊆ σ
′ and σ′ = σu. Put a = ϕΛ(b1). Then,
by (40), a ∈ f(σ′) = σ. Suppose that a∗ ∈ σ. We will show that this implies
that ϕ(a∗) ∈ σ′. Indeed, suppose that ϕ(a∗) 6∈ σ′. Then there exists c3 ∈ u such
that ϕ(a∗)(−C ′)c3. Set b2 = c2 ∧ c3. Then b2 ∈ u ∩ IB
′ and ϕ(a∗)(−C ′)b2. Since
C ′ = Cη, we obtain, by 1.16, that ϕ(a
∗)(−η)b2. Using condition (LO), we get that
a∗(−ρ)ϕΛ(b2). Since ϕΛ(b2) ∈ IB (by (L2)), we obtain that a
∗(−C)ϕΛ(b2) (see again
1.16). By (Λ1), ϕ(ϕΛ(b2)) ≥ b2; thus ϕ(ϕΛ(b2)) ∈ u. Hence ϕΛ(b2) ∈ ϕ
−1(u).
Since σ = f(σ′) = σϕ−1(u) and a
∗ ∈ σ, we have that a∗Cc, for every c ∈ ϕ−1(u).
Therefore a∗CϕΛ(b2), a contradiction. Hence, ϕ(a
∗) ∈ σ′, i.e. (ϕ(ϕΛ(b1)))
∗ ∈ σ′.
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Since, by (Λ1), b∗1 ≥ (ϕ(ϕΛ(b1)))
∗, we obtain that b∗1 ∈ σ
′, a contradiction. Thus,
a∗ 6∈ σ. Then, using (42), (43) and (45), we obtain that σ ∈ intX(λA(a)) ⊆ λA(a) =
λA(ϕΛ(b1)) = f(λB(b1)) ⊆ f(intY (λB(b))). Therefore, f(intY (λB(b))) is an open set
in X . Thus, f is an open map. Hence Ψao is well defined.
Further, note that, using (23), it is easy to see that λgB is an DOpLC-
isomorphism. The rest follows from Theorem 2.11.
Definition 2.18 We will denote by OpC the category of all compact Hausdorff
spaces and all open maps between them.
Let DOpC be the category whose objects are all complete normal contact
algebras and whose morphisms are all DSkeC-morphisms ϕ : (A,C) −→ (B,C ′)
satisfying the following condition:
(CO) For all a ∈ A and all b ∈ B, aCϕΛ(b) implies ϕ(a)C
′b (see 1.21 for ϕΛ).
It is easy to see that in this way we have defined categories. The category
DOpC (resp., OpC) is a (non-full) subcategory of the category DSkeC (resp.,
SkeC).
Theorem 2.19 The categories OpC and DOpC are dually equivalent.
Proof. It follows from Theorem 2.17 and 1.15.
Definition 2.20 Let OpPerLC be the category of all locally compact Hausdorff
spaces and all open perfect maps between them.
Let DOpPerLC be the category whose objects are all complete local contact
algebras (see 1.14) and whose morphisms are all DSkePerLC-morphisms satisfying
condition (LO).
It is easy to see that in this way we have defined categories. Obviously,
DOpPerLC (resp., OpPerLC) is a subcategory of the category DSkePerLC
(resp., SkePerLC).
Theorem 2.21 The categories OpPerLC and DOpPerLC are dually equivalent.
Proof. It follows from Theorems 2.15 and 2.17.
Note that since the morphisms of the category OpPerLC are closed maps, in
the definition of the category DOpPerLC (see 2.20) we can substitute condition
(LO) for the following one:
(LO’) ∀a ∈ A and ∀b ∈ B, aρϕΛ(b) implies ϕ(a)ηb.
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3 Connected Spaces
Notations 3.1 If K is a category whose objects form a subclass of the class of all
topological spaces (resp., contact algebras) then we will denote by KCon the full
subcategory of K whose objects are all “connected” K-objects, where “connected”
is understood in the usual sense when the objects of K are topological spaces and in
the sense of 1.1 (see the condition (CON) there) when the objects of K are contact
algebras. For example, we denote by:
• SkePerLCCon the full subcategory of the category SkePerLC having as objects
all connected locally compact Hausdorff spaces;
• DSkePerLCCon the full subcategory of the category DSkePerLC having as
objects all connected CLCA’s.
Theorem 3.2 The categories SkePerLCCon and DSkePerLCCon are dually
equivalent; in particular, the categories SkeCCon andDSkeCCon are dually equiv-
alent.
Proof. It follows immediately from 1.11, Theorem 2.15 and Theorem 2.13.
Theorem 3.3 The categoriesOpPerLCCon andDOpPerLCCon are dually equ-
ivalent; in particular, the categories OpCCon and DOpCCon are dually equiva-
lent.
Proof. It follows immediately from 1.11, Theorem 2.19 and Theorem 2.21.
Analogously one can formulate and prove the connected versions of the theo-
rems Theorem 2.11 and Theorem 2.17.
4 Equivalence Theorems
Definition 4.1 ([11]) Let ESkeC be the category whose objects are all complete
normal contact algebras and whose morphisms ψ : (A,C) −→ (B,C ′) are all func-
tions ψ : A −→ B satisfying the following conditions:
(EF1) for every a ∈ A, ψ(a) = 0 iff a = 0;
(EF2) ψ preserves all joins;
(EF3) if a ∈ A, b ∈ B and b ≤ ψ(a) then there exists c ∈ A such that c ≤ a and
ψ(c) = b;
(EF4) for every a, b ∈ A, aCb implies that ψ(a)C ′ψ(b).
In [11], V. V. Fedorchuk proved the following theorem:
Theorem 4.2 ([11]) The categories SkeC and ESkeC are equivalent.
We will now present a generalization of this theorem.
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Definition 4.3 Let ESkeLC be the category whose objects are all complete local
contact algebras and whose morphisms ψ : (A, ρ, IB) −→ (B, η, IB′) are all functions
ψ : A −→ B satisfying conditions (EF1)-(EF3) (see Definition 4.1) and the following
two constraints:
(EL4) for every a, b ∈ A, aρb implies that ψ(a)ηψ(b);
(EL5) if a ∈ IB then ψ(a) ∈ IB′.
The proof of the following theorem is similar to that of Theorem 4.2.
Theorem 4.4 The categories SkeLC and ESkeLC are equivalent.
Proof. Since the categories SkeLC andDSkeLC are dually equivalent (by Theorem
2.11), it is enough to show that the categories ESkeLC and DSkeLC are dually
equivalent.
Let us define a contravariant functor Dp : ESkeLC −→ DSkeLC. Let Dp
be the identity on the objects of the category ESkeLC and let, for every ψ ∈
ESkeLC((A, ρ, IB), (B, η, IB′)), Dp(ψ) = ψP , where ψP is the right adjoint of ψ (see
1.21 and (EF2)). Setting ϕ = ψP , we have to show that
ϕ ∈ DSkeLC((B, η, IB′), (A, ρ, IB)).
As it is proved in [11], ϕ is a complete Boolean homomorphism. For complete-
ness of our exposition, we will present here the Fedorchuk’s proof. Note first that
ψ = ϕΛ. By 1.21, ϕ preserves all meets in B. Since, by (EF1), ψ(0) = 0, we have that
ϕ(0) = ϕ(ψ(0)); if ϕ(0) > 0 then, by (EF1) and 1.21, 0 = ψ(0) = ψ(ϕ(ψ(0))) > 0,
a contradiction. Hence ϕ(0) = 0. Further, since ψ(1) ≤ 1 ⇐⇒ 1 ≤ ϕ(1), we get
that ϕ(1) = 1. Finally, ϕ(b∗) = (ϕ(b))∗, for every b ∈ B. Indeed, let b ∈ B. Set
a = ϕ(b) ∧ ϕ(b∗). Then, by 1.21, ψ(a) ≤ ψ(ϕ(b)) ∧ ψ(ϕ(b∗)) ≤ b ∧ b∗ = 0. Hence
ψ(a) = 0. Therefore, by (EF1), a = 0, i.e. ϕ(b)∧ϕ(b∗) = 0. Set now c = ϕ(b)∨ϕ(b∗)
and suppose that c < 1. Then c∗ 6= 0. Since 0 = c∗ ∧ c = (c∗ ∧ ϕ(b)) ∨ (c∗ ∧ ϕ(b∗)),
we have that c∗ ∧ ϕ(b) = 0 = c∗ ∧ ϕ(b∗). By (EF1), ψ(c∗) 6= 0. Obviously,
ψ(c∗) = (ψ(c∗) ∧ b) ∨ (ψ(c∗) ∧ b∗). Therefore, at least one of the elements ψ(c∗) ∧ b
and ψ(c∗) ∧ b∗ is different from 0. Let ψ(c∗) ∧ b 6= 0. By (EF3), the inequal-
ity ψ(c∗) ∧ b ≤ ψ(c∗) implies that there exists d ∈ A such that d ≤ c∗ and
ψ(d) = ψ(c∗) ∧ b. Since ψ(d) 6= 0, we get, by (EF1), that d 6= 0. Further, ψ(d) ≤ b
implies that d ≤ ϕ(b). Then d ≤ c∗ ∧ ϕ(b) = 0, i.e. d = 0, a contradiction. Analo-
gously, we obtain a contradiction if ψ(c∗) ∧ b∗ 6= 0. So, c = 1, i.e. ϕ(b) ∨ ϕ(b∗) = 1.
Hence, we have proved that ϕ(b∗) = (ϕ(b))∗. All this shows that ϕ is a complete
Boolean homomorphism.
Since conditions (L1) and (EL1) in 2.10 are equivalent and ψ = ϕΛ, (EL4)
implies that ϕ satisfies condition (L1). Obviously, (EL5) implies that ϕ satisfies
condition (L2) in 2.10. So, ϕ is a DSkeLC-morphism. Now, from Dp(id) = id and
the formula (ψ2 ◦ψ1)P = (ψ1)P ◦(ψ2)P , we obtain that Dp is a contravariant functor.
Let us define a contravariant functor Dl : DSkeLC −→ ESkeLC. Let Dl
be the identity on the objects of the category DSkeLC and let, for every ϕ ∈
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DSkeLC((A, ρ, IB), (B, η, IB′)), Dl(ϕ) = ϕΛ, where ϕΛ is the left adjoint of ϕ (see
1.21). Setting ψ = ϕΛ, we have to show that ψ ∈ ESkeLC((B, η, IB
′), (A, ρ, IB)).
Since 0 ≤ ϕ(0) implies that ψ(0) ≤ 0, we get that ψ(0) = 0. If ψ(b) = 0 then
ψ(b) ≤ 0 and hence b ≤ ϕ(0) = 0, i.e. b = 0. Therefore, ψ satisfies condition (EF1).
Further, conditions (EF2), (EL4) and (EL5) are clearly satisfied by ψ. Finally, let
a ≤ ψ(b). Set c = b ∧ ϕ(a). Then c ≤ b and, by 1.22(b), ψ(c) = a ∧ ψ(b) = a.
Therefore, ψ satisfies condition (EF3). So, ψ is an ESkeLC-morphism. Now, it
is clear that Dl is a contravariant functor. Since the compositions of Dp and Dl
are the identity functors, we get that Dp is a duality. Put now Φ
a = Ψa ◦Dp and
Φt = Dl ◦ Ψ
t. Then Φa : ESkeLC −→ SkeLC and Φt : SkeLC −→ ESkeLC are
the required equivalences.
Definition 4.5 Let ESkePerLC be the category whose objects are all complete
local contact algebras (see 1.14) and whose morphisms are all ESkeLC-morphisms
ψ : (A, ρ, IB) −→ (B, η, IB′) satisfying the following condition:
(EL6) if b ∈ IB′ then ψP (b) ∈ IB (where ψP is the right adjoint of ψ (see 1.21)).
Theorem 4.6 The categories SkePerLC and ESkePerLC are equivalent.
Proof. Using Theorem 2.15, it is enough to show that the categories DSkePerLC
and ESkePerLC are dually equivalent. We will show that the restriction of the
contravariant functor Dp (defined in the proof of Theorem 4.4) to the category
ESkePerLC is the required duality functor.
Let ψ ∈ ESkePerLC((A, ρ, IB), (B, η, IB′)). Then, by (EL6), ψP satisfies con-
dition (L3) in 2.14. Hence, by the proof of Theorem 4.4, Dp(ψ) is a DSkePerLC-
morphism. Further, let us regard the restriction of the contravariant functor Dl
(defined in the proof of Theorem 4.4) to the category DSkePerLC. If ϕ is a
DSkePerLC-morphism then, by (L3), ϕΛ satisfies condition (EL6). Hence Dl(ϕ)
is an ESkePerLC-morphism. Therefore, Dp is a duality.
Definition 4.7 Let EOpLC be the category whose objects are all complete local
contact algebras and whose morphisms are allESkeLC-morphisms ψ : (A, ρ, IB) −→
(B, η, IB′) satisfying the following condition:
(EL7) if b ∈ B, a ∈ IB and ψ(a)ηb then aρψP (b) (where ψP is the right adjoint of ψ
(see 1.21)).
Theorem 4.8 The categories OpLC and EOpLC are equivalent.
Proof. It is clear that if ψ satisfies condition (EL7) then ψP satisfies condition
(LO) in 2.16 and if ϕ satisfies condition (LO) then ϕΛ satisfies (EL7). Now, using
Theorem 2.17, we argue as in the proof of Theorem 4.6.
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Definition 4.9 Let EOpC be the category whose objects are all complete normal
contact algebras and whose morphisms are all ESkeC-morphisms ψ : (A,C) −→
(B,C ′) satisfying the following condition:
(EC7) if a ∈ A, b ∈ B and ψ(a)C ′ b then aC ψP (b) (where ψP is the right adjoint
of ψ (see 1.21)).
Theorem 4.10 The categories OpC and EOpC are equivalent.
Proof. It follows directly from Theorem 4.8.
Definition 4.11 Let EOpPerLC be the category whose objects are all complete
local contact algebras and whose morphisms are all ESkePerLC-morphisms satis-
fying condition (EL7).
Theorem 4.12 The categories OpPerLC and EOpPerLC are equivalent.
Proof. It follows from the proofs of 4.6 and 4.8.
Remark 4.13 A great part of our Theorem 4.4 is formulated (in another form) and
proved in Roeper’s paper [20]. Let us state precisely what is done there (using our
notations). Roeper defines the notion of mereological mapping : such is any function
ψ : B −→ A, where A and B are complete Boolean algebras, which satisfies the
following conditions: (i) ψ(b) = 0 iff b = 0; (ii) a ≤ b implies ψ(a) ≤ ψ(b); (iii)
if 0 6= a ≤ ψ(b), where b ∈ B and a ∈ A, then there exists b′ ∈ B such that
0 6= b′ ≤ b and ψ(b′) ≤ a. It is shown that any mereological mapping preserves all
joins in B. Further, a mapping ψ of a CLCA (B, η, IB′) to another CLCA (A, ρ, IB)
is called: (a) continuous if aηb implies ψ(a)ρψ(b), and (b) bounded if ψ(b) ∈ IB
when b ∈ IB′. It is shown that every continuous and bounded mereological mapping
ψ : (B, η, IB′) −→ (A, ρ, IB) generates a function fψ : Ψ
a(B, η, IB′) −→ Ψa(A, ρ, IB),
defined by the formula fψ(σu) = σψ(u), for every u ∈ Ult(B); the function fψ is
continuous (in topological sense) and is such that cl(fψ(F )) is regular closed when
F is regular closed. It is proved that if f : Ψa(B, η, IB′) −→ Ψa(A, ρ, IB) is a
continuous function such that cl(f(F )) is regular closed when F is regular closed
then there exists a continuous and bounded mereological function ψ : (B, η, IB′) −→
(A, ρ, IB) such that f = fψ. Finally, a mereological function ψ : (B, η, IB
′) −→
(A, ρ, IB) is called topological if ψ(1B) = 1A, ψ(a)ρψ(b) iff aηb, and ψ(b) ∈ IB
iff b ∈ IB′; it is shown that if ψ is topological then fψ is a homeomorphism and if
f : Ψa(B, η, IB′) −→ Ψa(A, ρ, IB) is a homeomorphism then there exists a topological
function ψ : (B, η, IB′) −→ (A, ρ, IB) such that f = fψ.
It is easy to see that a function ψ : B −→ A is mereological iff it satisfies
conditions (EF1)-(EF3) (see Definition 4.1); ψ is continuous (respectively, bounded)
iff it satisfies condition (EL4) (respectively, (EL5)). Further, Lemma 2.6 shows that
a continuous map f : X −→ Y satisfies Roeper’s condition “cl(f(F )) ∈ RC(Y )
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when F ∈ RC(X)” iff f is a skeletal map. Therefore, our covariant functor Φa :
ESkeLC −→ SkeLC (see the proof of Theorem 4.4) was defined in [20] in another
but equivalent form and it was shown there that Φa is full and isomorphism-dense;
however, in [20] it was not shown that Φa is faithful.
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