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Abstract
In this article we establish the validity of Prandtl layer expansions
around Euler flows which are not shear. The presence of non-shear flows
at the leading order creates a singularity of O( 1√

). A new y-weighted
positivity estimate is developed to control this leading-order growth at the
far field.
1 Introduction
We consider the steady, incompressible Navier-Stokes equations on the domain
Ω = (0, L)× (0,∞). The boundary consists of three components, Y = 0, x = 0,
and x = L. The system reads:
UNSUNSx + V
NSUNSY + P
NS
x = ∆U
NS
UNSV NSx + V
NSV NSY + P
NS
Y = ∆V
NS
UNSx + V
NS
Y = 0.
 in Ω (1.1)
The system above is taken together with the no-slip boundary condition on
Y = 0, which in addition is assumed to be moving with velocity ub > 0.
The boundary conditions at x = 0, L are inflow and outflow conditions, to be
prescribed specifically in the article.
We are interested in the asymptotic behavior of solutions to (1.1) as  → 0.
Such asymptotics must capture the formation of boundary layers, which we now
describe in generality. Suppose an outer Euler flow is prescribed:
[u0e(x, Y ), v
0
e(x, Y ), P
0
e (x, Y )], (1.2)
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satisfying the Euler equations:
u0eu
0
ex + v
0
eu
0
eY + P
0
ex = 0
u0ev
0
ex + v
0
ev
0
eY + P
0
eY = 0
u0ex + v
0
eY = 0,
 in Ω (1.3)
together with the no penetration boundary conditions at Y = 0, Y →∞:
v0e |Y=0 = v0e |Y→∞ = 0. (1.4)
Generically there is a mismatch between the boundary velocity u0e(x, 0) and ub,
indicating that one should not expect solutions of (1.1) to converge to [u0e, v
0
e ]
in the L∞ norm. Rather, it was proposed in 1904 by Ludwig Prandtl that
one should expect the formation of boundary layers, which can be expressed
mathematically as an asymptotic expansion:
UNS(x, Y ) = u0e(x, Y ) + u
0
p(x,
Y√

) +O(√), (1.5)
V NS(x, Y ) = v0e(x, Y ) +
√
v0p(x,
Y√

) +
√
v1e(x, Y ) +O(),
PNS(x, Y ) = P 0e (x, Y ) + P
0
p (x,
Y√

) +O(√).
The flows considered under the present setup are elliptic. Thus, a mathematical
formulation of validating the expansion (1.5) is to assume boundary data are
prescribed so that the expansions (1.5) are valid at the boundaries, x = 0, L,
and to then prove that they must be valid in the interior of the domain, Ω.
Under the setup described above, (1.5) has been justified rigorously for shear
flows in [GN14]. Our aim in this article is to generalize the results to non-shear
flows that are “sufficiently close to shear”, to be made rigorous by assumption
(1.25) in our main result. As is evident from (1.5), such a generalization is a
leading order effect, which when scaled to Prandtl variables creates a singularity
of O( 1√

); this is evident in the specification of (1.14) below.
Let us briefly highlight the physical importance of developing a method to
handle non-shear Eulerian flows. A classical setup from fluid mechanics deals
with horizontal flows past a rotating disk, see for instance [Sch00]. Such a flow
is non-shear, as in the set-up considered here. In the simpler case when the
flows are actually circular (and therefore shear), as opposed to horizontal, in the
presence of a rotating disk, the article of [Iy15] develops machinery to handle the
geometry of the boundary. The present article can be viewed as a first step in
studying non-shear flows, without adding the complexities of a curved boundary.
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Boundary Layer Expansions
We will work with scaled, boundary layer variables y = Y√

, and consider the
scaled Navier-Stokes unknowns:
U (x, y) = UNS(x, Y ), V (x, y) =
V NS(x, Y )√

P (x, y) = PNS(x, Y ). (1.6)
In the new unknowns, the system (1.1) becomes:
U U x + V
U y + P

x = U

yy + U

xx, (1.7)
U V x + V
V y +
P y

= V yy + V

xx (1.8)
U x + V

y . (1.9)
We start with the following expansions:
U  = u0e + u
0
p +
√
u1e +
√
u1p + 
1
2+γu := us + 
1
2+γu, (1.10)
V  =
v0e√

+ v0p + v
1
e +
√
v1p + 
1
2+γv = vs + 
1
2+γv, (1.11)
P  = P 0e + P
0
p +
√
P 1e +
√
P 1p + P
2
p + 
1
2+γP = Ps + 
1
2+γP. (1.12)
We are prescribed the Euler flow:
[u0e, v
0
e , P
0
e ]. (1.13)
Importantly, the fact that u0e is not shear means that it can have an x-
dependence. This in turn implies that v0e and P
0
e are nonzero. Our analysis
does not assume a sign condition for ∂xP
0
e . Due to the x-dependence of u
0
e, it is
natural that in the scaled, Prandtl variable, there is a singularity of O( 1√

), (see
below, equation (1.14)).
We will construct the remaining terms in [us, vs, Ps], as defined by (1.10) -
(1.12), in Appendix A. We will specify the particular equations satisfied by each
of the terms in [us, vs] in Appendix A. Let us explicitly write the form of vs:
vs =
v0e√

+ v0p + v
1
e +
√
v1p. (1.14)
As can be seen from above, the presence of nonzero v0e creates a leading order
singularity of O( 1√

), which is the main difficulty that must be addressed by our
analysis.
The main part of the article will be to construct and control the final term in
the expansion, [u, v, P ], which we term the “remainders”. The equations satisfied
by the remainders [u, v, P ] are specified in (1.30) - (1.32).
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We now discuss the boundary data of each term above. The key point is that
the no slip condition on Y = 0 must be enforced at each order in the expansion:
u0e(x, 0) + u
0
p(x, 0) = ub, u
1
p(x, 0) = −u1e(x, 0), u(x, 0) = 0 (1.15)
v0e(x, 0) = 0, v
1
e(x, 0) = −v0p(x, 0), v1p(x, 0) = 0, v(x, 0) = 0. (1.16)
The boundary data at x = 0 must be specified for the Prandtl layers as follows:
u0p(x, 0) = u
0
p0(y), u
1
p(x, 0) = u
1
p0(y). (1.17)
The equations for uip are diffusion equations, and so need to only be prescribed
initial data at x = 0. vip are then recovered via the divergence free condition,
and therefore do not need in-flow boundary conditions. We will assume that uip0
are smooth and exponentially decaying.
In contrast, the Euler layers, [u1e, v
1
e ] satisfy an elliptic system, and we must
prescribe boundary data at both x = 0, L. We do so at the level of the stream
function, where ∇⊥φ1 = [u1e, v1e ]:
φ1(0, Y ) = φ10(Y ), φ
1(L, Y ) = φ1L(Y ). (1.18)
These are also assumed smooth and rapidly decaying, and in addition must
satisfy a compatibility condition which we call “well-prepared” boundary data
defined in Definition A.7.
Finally, we can describe the boundary data for the remainders, [u, v, P ]:
[u, v]|x=0 = [a0(y), b0(y)], [u, v]|y=0 = [u, v]|y→∞ = 0, (1.19)
P − 2ux|x=L = aL(y), uy + vx|x=L = bL(y). (1.20)
The boundary condition at x = 0 allows the prescription of in-flow data. The
boundary conditions at x = L in (1.20) is known as the (inhomogeneous) stress-
free boundary condition, and corresponds to evaluating the Cauchy stress tensor
at the boundary x = L. We will provide assumptions on the boundary data:
|∂kyaL| .
√
〈y〉−N , |∂ky{a0, b0, bL}| . 〈y〉−N , supp{a0, b0, aL, bL} ⊂ {y ≥ 1}.
(1.21)
for sufficiently large k,N .
Main Theorem
In order to state our result, we must introduce the norm in which will control
the solution. Define our X norm to be:
||u, v||X := ||uy · y||L2 + ||
√
ux · y||L2 + ||vy,
√
vx||L2
4
+ ||
{
uyy,
√
uxy, uxx
}
· y||L2 + 
γ
2 ||u,√v||L∞
+ ||u, v||B , (1.22)
where the boundary norm is given by:
||u, v||B := ||uy · y,
√
ux · y||L2(x=L) + ||
√
ux||L2(x=L). (1.23)
We will also have to define the space, X , for which we refer the reader to
Appendix B, equation B.9.
Theorem 1.1. Consider an Euler flow [u0e(x, Y ), v
0
e(x, Y )] satisfying the follow-
ing hypothesis:
0 < c0 ≤ u0e ≤ C0 <∞, (1.24)
||v
0
e
Y
||L∞ << 1, and (1.25)
||Y k∇mv0e ||L∞ <∞ for sufficiently large k,m ≥ 0, (1.26)
||Y k∇mu0e||L∞ <∞ for sufficiently large k ≥ 0,m ≥ 1. (1.27)
Let the interval L be sufficiently small relative to universal constants. Suppose
in addition that the boundary data described above are prescribed, assumed
to be smooth and rapidly decaying in their arguments, satisfy the assumptions
(1.21), and satisfy the compatibility conditions given in Definition A.7. Then
the remainder solutions [u, v, P ] exist in the space X and satisfy the estimate:
||u, v||X . 1. (1.28)
Corollary 1.2. In the inviscid limit, we have the convergence:
||UNS − u0e − u0p||L∞ + ||V NS − v0e ||L∞ ≤
√
. (1.29)
Remark 1.3. The Euler flows which satisfy the assumptions of (1.24) - (1.27)
are plentiful, see Proposition A.1 in Appendix A.
Let us place this result in the context of recent developments in the boundary
layer theory. We will restrict to stationary, two dimensional flows. A central task
in this setting is to establish validity of an expansion of the type (1.5), and this is
considered to be one of the most challenging open problems in fluid mechanics. It
has been achieved in the setting of a moving boundary in [GN14], [Iy15], [Iy16].
The method introduced by [GN14] relies on establishing a crucial positivity
estimate which gives o(1) control over the remainder quantity ||vy,
√
vx||L2 .
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The flows considered in those works were all shear flows, and the aim of the
present result is to generalize (in particular the result of [GN14]) to the case of
non-shear flows. As can be seen in the expansion (1.11), this is a leading order
effect, and therefore requires a new y-weighted estimate.
Within the stationary, two dimensional setting, the recent work of [DM15]
addresses the related question of blowup of the Prandtl equation in the presence
of an unfavorable pressure gradient. For unsteady flows, the validity of an
asymptotic expansion of the form (1.5) has been established in the analyticity
framework, [As91], [SC98], [SC98], in the Gevrey setting in [GVMM16], for
initial vorticity bounded away from the origin in [Mae14], and for special flows
in [MT08]. Giving a more exhaustive survey of results in the unsteady setting
would lead us astray, and so we refer the reader to the review articles of [E00],
[GJT16], and [MM17] and the references therein.
Overview of Proof
Let us introduce the system satisfied by the remainders. For our discussion, we
will consider the linearized version of system (A.105) - (A.107) and regard f, g
and generic elements of L2.
−∆u+ Su + Px = f, (1.30)
−∆v + Sv + Py

= g, (1.31)
ux + vy = 0, (1.32)
together with the inhomogeneous boundary conditions:
[u, v]|y=0 = [u, v]|x=0 = [u, v]|y→∞ = 0, (1.33)
P − 2ux|x=L = aL(y), {uy + vx}|x=L = bL(y). (1.34)
In actuality, f, g contain the nonlinear components. Also note that we can,
up to redefining aL, bL, reduce the boundary data from (1.19) - (1.20) to the
homogenized boundary data (1.33) - (1.34). This is proven in Lemma A.15. We
provide relevant definitions below:
Su = usux + usxu+ vsuy + usyv, S
v = usvx + vsxu+ vsvy + vsyv, (1.35)
Nu(u, v) = 
1
2+γ
[
uux + vuy
]
, Nv(u, v) = 
1
2+γ
[
uvx + vvy
]
, (1.36)
f = −
1
2−γRu,1 +Nu + Lb1, g = 
− 12−γRv,1 +Nv + Lb2. (1.37)
Here, Ru, Rv are high order profile remainders which are defined specifically in
(A.15), (A.24) and estimated in (A.123), and Lb1, L
b
2 arise from homogenizing the
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boundary data, are defined in (A.117) and estimated in (A.118). The important
consideration for the purposes of this discussion is the rough specification of
[us, vs], which we can write:
us ≈ u0e + u0p +O(
√
), (1.38)
vs ≈ v
0
e√

+O(1). (1.39)
Here, the Prandtl layer, u0p is rapidly decaying in the Prandtl variable, y.
The main idea is to close a y-weighted estimate which can control the O( 1√

)
contribution from vs. The first estimate in our scheme is the basic energy
estimate:
||uy||2L2 . O(L)||vy,
√
vx||2L2 + ||f,
√
g||2L2 + C(a0, b0, aL, bL). (1.40)
This estimate is standard, and is obtained by applying (u, v) to the system
(1.30) - (1.31). The main coercive term is the ∆, which yields control over
||uy,
√
vy, vx||2L2 . The O( 1√ ) singular term from vs does not play a role at the
level of energy estimates because a factor of ∂y hits each instance of vs upon
applying the multiplier (u, v). Nevertheless, the energy estimate is too weak to
close as a standalone estimate due to large convective terms. For instance, one
considers:
|
∫
usyuv| = |
∫ (√
u0eY + u
0
py +O(
√
)
)
uv| ≤ O(L)||ux||L2 ||vy||L2 . (1.41)
Thus, it is required that vy be controlled at O(1), which is a famous difficulty in
the boundary layer theory. This is the content of the next step, which generates
the following positivity estimate:
||vy,
√
vx||2L2 + ||
√
ux||L2(x=L) .||uy||2L2 + ||
v0e
Y
||L∞ ||uy · y,
√
vy · y||2L2
+ ||f,√g||2L2 + C(a0, b0, aL, bL). (1.42)
The above estimate is generating by applying [∂y
v
us
,−∂x vus ] to the system
(1.30) - (1.32). Here, O(v0e) is a constant that can be made small according to
the assumption in (1.25). This estimate was introduced in the context of shear
flows by [GN14], and crucially utilizes the multiplier vus which is able to generate
coercivity over ||vy,
√
vx||2L2 . We refer the reader to the article of [GN14] for
more details, but emphasize that the significant difference when addressing
non-shear flows is the term ||v0eY ||L∞ ||uy · y,
√
vy · y||2L2 . The key difficulty for
our analysis is the loss of one y-weight on the right-hand side due to this term,
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which is the leading order effect of the non-shear flow. Specifically, consider
the term vsuy appearing in S
u, as seen from definition (1.35), and recall that
according to (1.39) the leading order of vs ≈ v
0
e√

. The outcome then becomes:∫
v2y .
∫
v0e√

uyvy =
∫
v0e√
y
yuyvy
≤ ||v
0
e
Y
||L∞ ||uy · y||L2 ||vy||L2 . (1.43)
Our first main contribution of this paper is to develop the following y-weighted
estimate which controls the term ||uy · y||L2 term from (1.42):
||{uyy,
√
uxy, uxx} · y||2L2 + ||{uy,
√
ux} · y||2L2 + ||{uy,
√
ux} · y||L2(x=L)
. ||√ux||L2(x=L) + ||uy||2L2 + ||vy,
√
vx||2L2
+ Forcing Terms + C(a0, b0, aL, bL). (1.44)
The key idea is to first apply ∂y to the system (1.35). Let us extract the main
terms coming from Su:
∂yS
u = usuxy + vsuyy + usyyv. (1.45)
We now introduce a mixed weight multiplier uyy
2 · 1− x, where the 1− x can
take advantage of ∂x integrating by parts:∫
usuxy · uyy2(1− x) = −
∫
usx
2
u2yy
2(1− x) +
∫
us
2
u2yy
2
+
∫
x=L
us
2
u2yy
2(1− L), (1.46)∫
vsuyy · uyy2(1− x) = −
∫
vsy
2
u2yy
2(1− x)−
∫
vsyu
2
y(1− x). (1.47)
Summing (1.46) - (1.47), using usx + vsy = 0, and the smallness given in (1.25),
we have:
(1.46) + (1.47) &
∫
us
2
u2yy
2 −
∫
vsyu
2
y(1− x) +
∫
x=L
us
2
u2yy
2(1− L)
&
∫
us
2
u2yy
2 +
∫
x=L
us
2
u2yy
2(1− L). (1.48)
At the level of the convection, the additional ∂y is necessary to generate an
additional factor of
√
:∫
usyyv · uyy2(1− x) ≈
∫
u0eY Y v · uyy2(1− x) (1.49)
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≤ ||Y 2u0eY Y ||L∞ ||
v
y
||L2 ||uy · y||L2 . ||vy||L2 ||uyy||L2 .
The above series of estimates closes by using the smallness of L and v0e . Let us
make a few remarks. Although the purpose of the weighted estimate, (1.44), is to
capture behavior for large y, we cannot introduce a cut-off function that avoids
the y = 0 boundary into the multiplier for instance by selecting uyy
2(1− x)χ(y).
This is because the higher-order terms arising from ∂y∆ will generate local
terms which cannot be controlled.
Apart from from the weighted estimate, (1.44), a second novelty of our analysis
is that we treat a large class of inhomogeneous boundary data at x = 0, x = L, as
is shown in (1.19) - (1.20). This level of generality is important and very physical:
it corresponds to taking measurements of the fluid at the inflow and outflow
edges, x = 0 and x = L, and taking these values as inputs. The technique for
treating these boundary conditions is based on Lemma A.15, proved in Appendix
A. We first construct an auxiliary divergence free vector field which attains
the boundary data from (1.19) at {x = 0}. Using this auxiliary vector field to
homogenize then creates a boundary contribution at x = L, which cannot be
removed by a further homogenization due to the need to preserve the divergence-
free condition. This has the effect of contributing several new boundary terms
from x = L into the positivity estimate, (1.42), which must then be controlled.
A third novelty of our analysis is to develop a scaled, weighted version of Korn’s
inequality to close the above scheme of estimates. Such an estimate is needed
due to the higher order contributions which are created in order to perform
estimate (1.44). In particular, the estimate we prove is a coercivity estimate of
the form:∫ [
u2yy + 4u
2
xy + 
2u2xx − 2uyyuxx
]
y2 · (1− x) (1.50)
&
∫ [
u2yy + u
2
xy + 
2u2xx
]
y2 · (1− x)−Acceptable Contributions.
Notation
Within lemmas, we will use X ∼ O(LHS) and X ∼ O(RHS) to mean X can be
controlled, up to a universal constant, by the left-hand side (or right-hand side,
respectively) of the lemma we are proving. Quantities denoted by O(L) refer
to those which can be made small by making L small, and quantities denoted
by O(v0e) refer to those which can be made small according to the smallness
assumptions in (1.25).
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2 Energy Estimate
We will now give the basic energy estimate. The reader should recall the
properties of the profiles, given in Appendix A, in particular Lemma A.18, and
the space X , as defined by the norm introduced in (1.22), and the definition in
(B.9).
Proposition 2.1. Solutions [u, v, P ] ∈ X , as defined by (B.9), to the system
(1.30) - (1.32), with the boundary conditions (1.33) - (1.34), satisfy the following
estimate:
||uy||2L2 +
∫
x=L
us
2
(
u2 + v2
)
. O(L)||vy,
√
vx||2L2 +R1 + ||aL, bL||2L2 , (2.1)
where:
R1 :=
∫
f · u+ g · v. (2.2)
Proof. This follows upon applying (u, v) to the system (1.30) - (1.32). First,
we will write the ∆ terms in the following way:
∆u = uyy + 2uxx + vxy, ∆v = 2vyy + ∂x{uy + vx}. (2.3)
Using the above representation, we now integrate by parts:
−
∫
uyy · u−
∫
2uxx · u−
∫
vxyu
=
∫
u2y +
∫
2u2x +
∫
vxuy −
∫
x=L
2uxu, (2.4)
−
∫
2vyy · v −
∫
∂x{uy + vx} · v
= +
∫
2v2y +
∫
2v2x +
∫
uyvx −
∫
x=L
vbL(y), (2.5)∫
Px · u+
∫
Pyv = −
∫
x=L
Pu, (2.6)
For (2.4) and (2.5) we have used the boundary conditions from (1.34). First,
we will estimate the interior term from (2.5):
|
∫
uyvx| ≤
√
||√vx||L2 ||uy||L2 ≤
√

[
||uy||2L2 + ||
√
vx||2L2
]
. (2.7)
Next, the boundary term from (2.5):
|
∫
x=L
vbL| ≤ ||v||L2(x=L)||bL||L2(x=L) ≤ O(L)||
√
vx||2L2 + ||bL||2L2 . (2.8)
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We combine the boundary term from (2.4) and (2.6) by invoking the stress free
boundary condition, in (1.34):
−
∫
x=L
{P − 2ux} · u = −
∫
x=L
aL(y) · u
≤ ||aL||L2(x=L)||u||L2(x=L)
≤ ||aL||2L2(x=L) +O(L)||ux||2L2 . (2.9)
We will now move to the terms from Su, as defined in (1.35):∫
Su · u =
∫ [
usux + usxu+ vsuy + usyv
]
· u (2.10)
The most difficult convective term from Su is:
|
∫
usyuv| ≤ O(L)||usy · y||L∞ ||vy,
√
vx||2L2 .
We have used the estimate (A.124) with k = 1. The remaining profile terms:∫
{usux + usxu+ vsuy}u =
∫
x=L
us
2
u2 +
∫
usxu
2
&
∫
x=L
us
2
u2 −O(L)||usx||L∞ ||ux||2L2 . (2.11)
Notice that crucially, the vs ∼ O( 1√ )v0e singular term is accompanied by a
factor of ∂y which cancels the singularity. We now move to the profile terms
from Sv, as defined in (1.35):∫
{usvx + vsxu+ vsvy + vsyv}v
= +
∫
x=L
1
2
usv
2 +
∫
vsxuv +
∫
vsyv
2
& +
∫
x=L
1
2
usv
2 − ||√vsx||L∞O(L)||ux||2||
√
vx||2
+ ||vsy||L∞O(L)||
√
vx||2L2 . (2.12)
Above, we have again used that ∂yvsO(1), according to (A.124) with k = 1.
This concludes the proof.
3 Positivity Estimate
For the positivity estimate, we must work with the new unknown:
β =
v
us
. (3.1)
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Note that this quantity is well-defined because us > 0, according to (A.125).
We first establish the equivalence:
Lemma 3.1. For any function v satisfying v|y=0 = 0 = v|x=0 = 0, and β defined
through (3.1), the following estimate is valid:
||vy,
√
vx||2L2 . ||βy,
√
βx||2L2 (3.2)
Proof. The proof forwards directly from:∫
v2y =
∫
|∂y{usβ}|2 =
∫ (
usyβ + usβy
)2
.
∫
u2syβ
2 +
∫
u2sβ
2
y . ||yusy||2L∞
∫
u2sβ
2
y . (3.3)
We have used above that β|y=0 = 0, according to the assumptions of the lemma.
We have also used estimate (A.124) with k = 1. Next,∫
v2x =
∫
|∂x{usβ}|2 =
∫ (
usxβ + usβx
)2
.
∫
u2sxβ
2 +
∫
u2sβ
2
x .
∫
β2x. (3.4)
Above, we have used that β|x=0 = 0, according to the assumptions of the
lemma. This concludes the proof.
According to the above lemma, it suffices to control ||∇β||L2 , to which we now
turn:
Proposition 3.2 (Positivity Estimate). Solutions [u, v, P ] ∈ X , defined in
(1.22), (B.9), to the system (1.30) - (1.32), with the boundary conditions (1.33) -
(1.34) satisfy:
||βy,
√
βx||2L2 +
∫
x=L
1
us
v2y .||uy||2L2 +O(v0e)||uy · y,
√
vy · y||2L2
+R2 + ||bL, ∂ybL, aL√

||2L2(x=L). (3.5)
where:
R2 := −
∫
f · βy + g · βx. (3.6)
Proof. We will apply to the system (1.30) - (1.32) the multiplier:
[−βy,+βx]. (3.7)
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Our analysis consists of a series of steps, which we now detail:
Step 1: Su Profile Terms
Referring to the definition of Su in (1.35), we have via the divergence-free
condition:
Su = −usvy + usyv + vsuy + usxu = −u2sβy + vsuy + usxu. (3.8)
We gain: ∫
−u2sβy · −βy =
∫
u2sβ
2
y . (3.9)
Referring to the definition of vs in (1.11), the main convective term is:
−
∫
vsuy · βy =
∫ ( v0e√

)
uyβy +
∫
{v0p + v1e +
√
v1p}uyβy. (3.10)
The lowest order term is the most dangerous:
|
∫
v0e√
y
yuyβy| ≤ ||v
0
e
Y
||L∞ ||uy · y||L2 ||βy||L2
≤ O(v0e)
[
||uy · y||2L2 + ||βy||2L2
]
. (3.11)
Here we need the small parameter ||v0eY ||L∞ . For the higher-order contributions:
|
∫ (
vs − v
0
e√

)
uyβy| ≤ ||vs − v
0
e√

||L∞ ||uy||L2 ||βy||L2
≤ δ||βy||2L2 +Nδ||uy||2L2 . (3.12)
Finally, the last term from (3.8)
|
∫
usxu · −βy| ≤ O(L)||usx||L∞ ||ux||L2 ||βy||L2 . O(L)||βy||2L2 . (3.13)
Step 2: Sv Profile Terms
Referring to the definition of Sv in (1.35), here we will be treating:∫
Sv · −∂x{uy2w} =
∫ (
usvx + vsxu+ vsvy + vsyv
)
· −∂x{uy2w} (3.14)
First: ∫
usvx · βx =
∫
u2sβ
2
x +
∫
ususxββx
&
∫
u2sβ
2
x −O(L)
∫
u2sβ
2
x &
∫
u2sβ
2
x, (3.15)
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|
∫
vsxu · βx| ≤ O(L)||
√
vsx||L∞ ||ux||L2 ||
√
βx||L2 . (3.16)
Next, we will use the smallness of || v0eY ||L∞ :
|
∫
v0e√

vy · βx| ≤ || v
0
e√
y
||L∞ ||
√
vy · y||L2 ||
√
βx||L2
≤ O(v0e)
[
||√vy · y||2L2 +O(LHS)
]
, (3.17)
|
∫
{vs − v
0
e√

}vy · βx| ≤
√
||vs − v
0
e√

||L∞ ||vy||L2 ||
√
βx||L2
≤ √O(LHS), (3.18)
|
∫
vsyv · βx| ≤ O(L)||vsy||L∞ ||
√
vx||L2 ||
√
βx||L2 . (3.19)
Step 3: Pressure Terms∫
Px · −βy +
∫
Py · βx = −
∫
x=L
Pβy = −
∫
x=L
2uxβy −
∫
x=L
aLβy
= +
∫
x=L
2
v2y
us
−
∫
x=L
2uxv∂y{ 1
us
} −
∫
x=L
aLβy
= +
∫
x=L
2
v2y
us
−O(L)||usy||L∞ ||
√
vx||L2 ||
√
vy||L2(x=L)
−
∫
x=L
aLβy. (3.20)
The above term crucially yields control over the boundary term appearing in
(3.5). We must estimate the contribution:
|
∫
x=L
aLβy| ≤ || aL√

||L2(x=L)||
√
βy||L2(x=L)
. Nδ|| aL√

||2L2(x=L) + δ||
√
βy||2L2(x=L), (3.21)
the latter of which can be absorbed into (3.20).
Step 4: Vorticity Terms
We will now move to the vorticity terms from (1.30) - (1.32), where the stress-
free boundary condition shown in (1.34) will be used repeatedly.
+
∫
uyyβy =
∫
uyy · vy
us
− uyyvusy
u2s
= −
∫
uy∂y{vy
us
}+ uy∂y{vusy
u2s
}
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= −
∫
uy
vyy
us
−
∫
2uyvy∂y{ 1
us
}+
∫
uyv∂y
usy
u2s
= −
∫
u2y
2
∂x
1
us
+
∫
x=L
u2y
2us
−
∫
2uyvy∂y{ 1
us
}
+
∫
uyv∂y{usy
u2s
}
&
∫
x=L
u2y
2us
− ||usx, usy, yu2sy, yusyy||L∞
[
Nδ||uy||2L2 + δ||vy||2L2
]
.
(3.22)
The boundary term above, as with all boundary terms from this set of calcula-
tions, will be put into (3.28), and subsequently estimated. Next:
+
∫
uxxβy = −
∫
uxβxy +
∫
x=L
uxβy
= −
∫
ux∂x{vy
us
− vusy
u2s
}+
∫
x=L
uxβy
= −
∫

2
u2x∂x{
1
us
}+
∫
x=L

2us
u2x −
∫
uxvy∂x
1
us
+
∫
uxvx
usy
u2s
+
∫
uxv∂x{usy
u2s
}+
∫
x=L
uxβy. (3.23)
The boundary terms are estimated as in:
+
∫
x=L

2us
u2x +
∫
x=L
uxβy
= −
∫
x=L
u2x
1
2us
+
∫
x=L
uxv
usy
u2s
≤ −
∫
x=L
u2x
1
2us
+O(L)||usy||L∞ ||
√
vx||L2 ||
√
ux||L2(x=L),
(3.24)
the final term above being absorbed into (3.20) using the smallness of L. The
bulk terms are estimated via:
|
∫

2
u2x∂x{
1
us
}|+ |
∫
uxvy∂x
1
us
|+ |
∫
uxvx
usy
u2s
|+ |
∫
uxv∂x
usy
u2s
|
≤ √||usx, usy, usxy||L∞
[
||ux||2L2 + ||
√
vx||2L2
]
. (3.25)
Next:
−
∫
vyyβx = +
∫
vyβxy
= +
∫
vy∂y{vx
us
− usx
u2s
v}
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= +
∫
vy
(vxy
us
− vxusy
u2s
− ∂y{usx
u2s
}v − usx
u2s
vy
)
= +
∫

2
usx
u2s
v2y +
∫
x=L

2us
v2y −
∫
vxvy
usy
u2s
−
∫
vvy∂y{usx
u2s
} −
∫
v2y
usx
u2s
&
∫
x=L

2us
v2y − ||usx, usy, usxy||L∞ |
[
O(L)||√vx||2L2 +
√
||vy||2L2 .
]
(3.26)
Finally:
−
∫
2vxxβx = −
∫
2vxx
vx
us
−
∫
2vxxv∂x
1
us
= +
∫
2
2
∂x
1
us
v2x −
∫
x=L
2
2us
v2x
+
∫
x=0
2
2us
v2x +
∫
2v2x∂x
1
us
+
∫
2vvx∂xx{ 1
us
} −
∫
x=L
2vvx∂x{ 1
us
}
&
∫
x=0
2
2us
v2x −
∫
x=L
2
2us
v2x −
∫
x=L
2vvx∂x{ 1
us
}
− ||usx, usxx||L∞O(L)||
√
vx||2L2 . (3.27)
Collecting the highest order x = L boundary contributions from (3.22), (3.24),
(3.26), (3.27):
+
∫
x=L
u2y
2us
−
∫
x=L

2us
u2x +
∫
x=L

2us
v2y −
∫
x=L
2
2us
v2x
= +
∫
x=L
u2y
2us
−
∫
x=L
2
2us
v2x
= +
∫
x=L
u2y
2us
−
∫
x=L
(uy + vx − uy)2
2us
= +
∫
x=L
u2y
2us
−
∫
x=L
(bL − uy)2
2us
= +
∫
x=L
u2y
2us
−
∫
x=L
b2L
2us
−
∫
x=L
u2y
2us
+
∫
x=L
1
us
bLuy
= −
∫
x=L
b2L
2us
−
∫
x=L
u∂y{bL
us
}
. ||bL, ∂ybL||2L2(x=L) + ||u||2L2(x=L)
. ||bL, ∂ybL||2L2(x=L) +O(L)||ux||2L2 . (3.28)
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The final boundary term from (3.27) can be estimated via:
|
∫
x=L
2vvx∂x{ 1
us
}| = |
∫
vuy∂x{ 1
us
}|
= |
∫
vyu∂x{ 1
us
}|+ |
∫
vu∂xy{ 1
us
}|
≤ √||usx, y∂xy{ 1
us
}||L∞ ||
√
vy||L2(x=L)O(L)||ux||L2
(3.29)
The boundary contribution from (3.29) can be absorbed into (3.20). This
concludes the proof.
4 Weighted Estimates
In this section, we will bootstrap to the weighted estimates described in (1.44).
By differentiating the system (1.30) - (1.32), we have:
−∆uy + Pxy + ∂ySu = ∂yf (4.1)
−∆vy + Pyy

+ ∂ySv = ∂yg, (4.2)
where:
∂ySu = usuxy + vsuyy + usyyv + usxyu (4.3)
∂ySv = usvxy + vsvyy + usyvx + vsxyu+ vsxuy + 2vsyvy + vsyyv. (4.4)
We will now prove the main weighted estimate. The reader should keep in mind
Lemma A.18 which will be in constant use.
Proposition 4.1. Consider [u, v, P ] ∈ X solutions to (1.30) - (1.32), with the
boundary conditions (1.33) - (1.34). Such a solution satisfies the following
estimate:
||
{
uyy,
√
uxy, uxx
}
· y||2L2 + ||
{
uy,
√
ux
}
· y||2L2
+ ||
{
uy,
√
ux
}
· y||2L2(x=L) . ||uy||2L2 + ||vy,
√
vx||2L2
+ ||√ux||2L2(x=L) + ||{aL, ∂yaL, bL, ∂ybL}〈y〉2||2L2(x=L) +R3, (4.5)
where:
R3 :=
∫
∂yf · ∂y{uy2w} − ∂yg · ∂x{uy2w}. (4.6)
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Proof. We will apply the weighted multiplier:[
∂y{uw(x)y2},−∂x{uw(x)y2}
]
, (4.7)
where w(x) = 1− x. The analysis proceeds in several steps which we will now
detail.
Step 1: Positive Profile Terms
We will now generate the positive quantities on the left-hand side of (4.5), by
considering from (4.3) - (4.4) the following terms:∫ (
usuxy + vsuyy
)
· ∂y{uwy2} − 
∫ (
usvxy + vsvyy
)
· ∂x{uwy2}. (4.8)
First from (4.8):∫
usuxy · ∂y{uy2w} =
∫
usuxyuyy
2w +
∫
2usuxyuyw
= −
∫
usx
2
u2yy
2w +
∫
us
2
u2yy
2 +
∫
x=L
us
2
u2yy
2w
−
∫
2ux∂y{usuy}w
= −
∫
usx
2
u2yy
2w +
∫
us
2
u2yy
2 +
∫
x=L
us
2
u2yy
2w
−
∫
2uxusuyyw −
∫
2uxusyuyw −
∫
2uxusuw. (4.9)
The final three terms above are estimated:
|
∫
2usuxuyyw| ≤ δ||uyy||2L2 +Nδ||ux||2L2 , (4.10)
|
∫
2usyuxuyw| ≤ O(L)||usyy||L∞ ||ux||2L2 , (4.11)
|
∫
2usuuxw| ≤ O(L)||ux||2L2 . (4.12)
Next from (4.8):∫
vsuyy∂y{uy2w} =
∫
vsuyyuyy
2w +
∫
2vsuyyuwy
= −
∫
vsy
2
u2yy
2w −
∫
vsyu
2
yw −
∫
2vsyuuyyw
−
∫
2wvsuuy −
∫
2vsyu
2
yw
= −
∫
vsy
2
u2yy
2w −
∫
3vsyu
2
yw
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−
∫
2vsyyuuyw +
∫
wvsyu
2. (4.13)
The final two terms above are estimated:
|
∫
2vsyyuuyw| ≤ O(L)||vsy||L∞ ||yuy||L2 ||ux||L2 , (4.14)
|
∫
vsyu
2w| ≤ O(L)||vsy||L∞ ||ux||2L2 . (4.15)
Summing (4.9) - (4.13):
(4.9) + (4.13) &
∫
{us
2
y2 − 3vsyw}u2y +
∫
x=L
us
2
u2yy
2w −O(RHS). (4.16)
We will consider the vs term above. At leading order:
−
∫
v0e√

ywu2y = −
∫
v0e
Y
y2wu2y ≤|·| ||
v0e
Y
||L∞ ||uyy||2L2 . (4.17)
Here we use that || v0eY ||L∞ is taken sufficiently small by assumption (1.25) to
absorb into the positive contribution from (4.16.) The higher order contributions
can be estimated:
|
∫
{vs − v
0
e√

}yu2yw| ≤ ||vs −
v0e√

||L∞ ||uy · y||L2 ||uy||L2
. δ||uy · y||2L2 +Nδ||uy||2L2 . (4.18)
Ultimately this yields:
(4.9) + (4.13) &
∫
us
2
y2u2y +
∫
x=L
us
2
u2yy
2 −O(RHS). (4.19)
We now move to the positive terms from ∂ySv:
−
∫
usvxy · ∂x{uy2w} = +
∫
usvxyvyy
2w +
∫
usvxyuy
2
= −
∫
usx
2
v2yy
2w +
∫
us
v2y
2
y2 +
∫
x=L

us
2
v2yy
2w
−
∫
vy∂x{usuy2}+
∫
x=L
usvyuy
2
= −
∫
usx
2
v2yy
2w +
∫
us
v2y
2
y2 +
∫
x=L

us
2
v2yy
2w
−
∫
vyusxuy
2 −
∫
vyusuxy
2 +
∫
x=L
usvyuy
2
= −
∫
usx
2
v2yy
2w +
∫

3
2
usv
2
yy
2 +
∫
x=L

us
2
v2yy
2w
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−
∫
vyusxuy
2 +
∫
x=L
usvyuy
2. (4.20)
We will estimate the final two terms from (4.20):
|
∫
usxvyuy
2| ≤ O(L)||usx||L∞ ||
√
uxy||2L2 , (4.21)
|
∫
x=L
usvyuy
2| ≤ ||√vyy||L2(x=L)||
√
uy||L2(x=L). (4.22)
Finally, from above:
||√uy||2L2(x=L) =
∫
x=L
u2y2 ≤ O(L)||√uxy||2L2 . (4.23)
Next:
−
∫
vsvyy∂x{uwy2} = +
∫
vsvyyvywy
2 +
∫
vsvyyuy
2
= −
∫

v2y
2
∂y{vswy2} −
∫
vy∂y{vsuy2}
= −
∫

vsy
2
v2yy
2w −
∫
vsywv
2
y −
∫
vsyvyuy
2
−
∫
vsvyuyy
2 −
∫
2vsvyuy. (4.24)
We will estimate three of the terms above:
|
∫
vsyvyuy
2| ≤ O(L)||vsy||L∞ ||
√
vyy||2L2 , (4.25)
|
∫
2vsvyuy| ≤ O(L)||
√
vs||L∞ ||
√
vyy||L2 ||ux||L2 , (4.26)
|
∫
vsvyuyy
2| ≤ |
∫

v0e√

vyuyy
2|+ |
∫
{vs − v
0
e√

}vyuyy2| (4.27)
≤ ||v0e
√
y||L∞ ||vy||L2 ||uy · y||L2
+
√
||vs − v
0
e√

||L∞ ||
√
vyy||L2 ||uyy||L2
. ||v0e · Y ||L∞ ||vy||L2 ||uyy||L2 +
√
O(LHS)
. δ||uy · y||2L2 +Nδ||vy||2L2 +
√
O(LHS). (4.28)
The ||uyy||2L2 term can be absorbed into the positive contribution from (4.20),
whereas the ||vy||2L2 term is O(RHS). Thus, summing (4.24) and (4.20) yields:
(4.24) + (4.20) &
∫ (3
2
usy
2 − vsyw
)
v2y −O(RHS). (4.29)
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We must now examine the vs term above:∫
{v0p +
√
v1p}ywv2y ≤ ||v0py,
√
v1py||L∞ ||
√
vy||2L2 , (4.30)
|
∫
v1eywv
2
y| ≤ ||v1eY ||∞
√
||vy||2L2 , (4.31)
|
∫ √
v0eywv
2
y| ≤ ||v0e · Y ||L∞ ||vy||2L2 , (4.32)
all of which are acceptable contributions according to the right-hand side of
(4.5). Summarizing this set of calculations:
(4.8) &
∫
us
2
y2
(
u2y + v
2
y
)
+
∫
x=L
us
2
(
u2yy
2 + v2y
)
−O(RHS). (4.33)
Step 2: Remaining Profile Terms
We now extract the remaining terms from (4.3) - (4.4):∫
usyyv · ∂y{uy2w} =
∫
usyyvuyy
2w +
∫
usyyvu2yw
≤ ||usyyy2||L∞ ||v
y
||L2 ||uyy||L2
+O(L)||usyyy2||L∞ ||v
y
||L2 ||ux||L2
≤ ||usyyy2||L∞ ||vy||L2 ||uyy||L2
+O(L)||usyyy2||L∞ ||vy||L2 ||ux||L2 ,
≤ ||usyyy2||L∞
[
Nδ||vy||2L2 + δ||uyy||L2
]
+O(L)||usyyy2||L∞ ||vy||L2 ||ux||L2 , (4.34)
all of which are acceptable contributions. Note that we have used estimate
(A.124) to absorb y2 into usyy. Next:∫
usxyu · ∂y{uy2w} =
∫
usxyuuyy
2w +
∫
usxyu
22yw
≤|·| ||usxyy||L∞O(L)
[
||ux||2L2 + ||uyy||L2
]
, (4.35)
which is an acceptable contribution by taking L << 1. Next, we move to the
terms from ∂ySv according to (4.4), starting with:
−
∫
usyvx∂x{uwy2} = −
∫
usyvxuxwy
2 +
∫
usyvxuy
2
≤ ||usyy||L∞ ||
√
uxy||L2 ||
√
vx||L2
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≤ ||usyy||L∞
[
δ||√uxy||2L2 +Nδ||
√
vx||2L2
]
, (4.36)
which is seen to be an acceptable contribution according to (4.33). Next:
−
∫
vsxyu
[
uxwy
2 − uy2
]
≤ O(L)||vsxy||L∞ ||
√
uxy||2L2 , (4.37)
−
∫
vsxuy
[
uxwy
2 − uy2
]
≤ ||√vsxY ||L∞ ||uyy||L2 ||ux||L2 , (4.38)
. ||√vsxY ||L∞
[
δ||uyy||2L2 +Nδ||ux||2L2
]
,
−
∫
2vsyvy
[
uxwy
2 − uy2
]
. ||vsyY 2||L∞ ||ux||2L2 , (4.39)
−
∫
vsyyv
[
uxwy
2 − uy2
]
≤ O(L)||vsyyy||L∞
[
||√vx||2L2 + ||
√
uxy||2L2
]
.
(4.40)
Step 3: Vorticity Terms
We record the following identities:
−∆uy = −uyyy − 2uxxy − vxyy, (4.41)
−∆vy = −2vyyy − ∂x{uyy + vxy}. (4.42)
In the forthcoming calculations, we provide estimates on the vorticity terms:
−
∫
∆uy · ∂y{uy2w} =
∫ {
− uyyy − 2uxxy − vxyy
}
· ∂y{uy2w}, (4.43)
+
∫
∆vy · ∂x{uy2w} =
∫ {
2vyyy + ∂x{uyy + vxy}
}
· ∂x{uy2w}. (4.44)
Starting with the first term from (4.43):
−
∫
uyyy · ∂y{uwy2} = +
∫
uyy∂
2
y{uy2w} (4.45)
=
∫
u2yyy
2w +
∫
4uyyuyyw +
∫
2uyyuw
= +
∫
u2yyy
2w − 4
∫
u2yw
& +
∫
u2yyy
2 −O(RHS). (4.46)
We must provide the rigorous justification of the integration found in (4.45).
The delicate calculation occurs near x = L, y = 0 corner, for which we use the
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regularity theory in [OS93], which yields the asymptotic behavior: 1
|u| . r 12 , |ux, uy| . r− 12 , |D2u| . r− 32 , (4.47)
where r is the distance to the corner. Defining Cr to be a solid ball of radius r
around the corner, we have:
−
∫
uyyy · ∂y{uwy2} = −
∫
Ω−Cr
uyyy · ∂y{uwy2} −
∫
Cr
uyyy · ∂y{uwy2}.
(4.48)
First, the expansions in [OS93] show that uyyyr
3
2 ∈ L2. Therefore, taking limit
as r → 0, the latter term in (4.48) vanishes, and it remains to treat the former
term:
−
∫
Ω−Cr
uyyy · ∂y{uwy2} = +
∫
Ω−Cr
uyy · ∂yy{uwy2} −
∫
∂Cr
uyy · ∂y{uwy2} dS.
(4.49)
For the surface integral, we use the expansions from (4.47), and that y ≤ r:
−
∫
∂Cr
uyy∂y{uwy2}dS ≤
∫
∂Cr
r−
3
2 r−
1
2 y2 ≤
∫
∂Cr
1→ 0. (4.50)
We now move to the second term from (4.43):
−
∫
2uxxy · ∂y{uy2w} = +
∫
2uxy∂xy{uy2w} −
∫
x=L
2uxy∂y{uy2w}
= +
∫
2u2xyy
2 +
∫
4uxyuxyw
−
∫
2uxyuyy
2 −
∫
4uxyuy −
∫
x=L
2uxy∂y{uy2w}
&
∫
2u2xyy
2 −
∫
x=L
2uxy∂y{uy2w}
− O(RHS)− O(LHS), (4.51)
where we have used the following estimates:∫
4uxyuxyw = −
∫
2u2xw, (4.52)
−
∫
2uxyuyy
2 = −
∫
x=L
u2yy
2 ≤  · (4.33) ≤ O(LHS), (4.53)
1One applies Theorem 4.1 in [OS93] with β = 1 + δ, q = q1 = 2, h = −δ and h1 = 12+ to
obtain β1 =
1
2
−. Theorem 4.1 gives ||r− 32 u, r− 12Du, r 12D2u||L2 <∞. One can then bootstrap
this regularity to obtain ||r 12+kD2+ku||L2 <∞. Standard Sobolev embedding arguments give
the pointwise asymptotics in (4.47).
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−
∫
4uxyuy = +
∫
4uxu+
∫
4uxuyy ≤ 
[
||ux||2L2 + ||uyy||2L2
]
. (4.54)
Next, the third term from (4.43):
−
∫
vxyy∂y{uy2w} = +
∫
vxy∂yy{uy2w}
= +
∫
vxy
[
uyyy
2w + 2uw + 4uyyw
]
= −
∫
uxxuyyy
2w −
∫
2vxuyw −
∫
4uxxuyyw
= −
∫
uxxuyyy
2w −
∫
2vxuyw +
∫
4uxuxyyw
−
∫
x=L
4uxuyyw
= −
∫
uxxuyyy
2w +O(RHS) + O(LHS). (4.55)
where we have estimated:
|
∫
x=L
4uxuyyw| .
√
||√ux||L2(x=L)||uyy||L2(x=L), (4.56)
|
∫
2vxuyw| ≤
√
||uy||L2 ||
√
vx||L2 , (4.57)∫
4uxyuxyw = −
∫
2u2xw. (4.58)
We now come to the first term from (4.44):∫
∂x{uyy + vxy} · ∂x{uy2w}
= −
∫
{uyy + vxy} · ∂xx{uy2w}+
∫
x=L
{uyy + vxy} · ∂x{uy2w}
= −
∫
{uyy + vxy} ·
[
uxxy
2w − 2uxy2
]
+
∫
x=L
∂ybL · ∂x{uy2w}
= −
∫
uyyuxxwy
2 +
∫
2u2xxy
2w +
∫
2uyyuxy
2 +
∫
22vxyuxy
2
+
∫
x=L
∂ybL · ∂x{uy2w}
= −
∫
uyyuxxwy
2 +
∫
2u2xxy
2w + O(RHS) + O(LHS) (4.59)
+ ||∂ybL〈y〉2||2L2(x=L) + ||u,
√
ux||2L2(x=L).
We have estimated:
+
∫
2uyyuxy
2 = −
∫
2uyuxyy
2 −
∫
4uyuxy
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= −
∫
x=L
u2yy
2 −
∫
4uyuxy,
≤ ||uyy||2L2(x=L) + ||uyy||L2 ||ux||L2
. 
[
O(LHS) +O(RHS)
]
, (4.60)
+
∫
22vxyuxy
2 = −
∫
22uxxuxy
2 = −
∫
x=L
2u2xy
2 ≤ O(LHS). (4.61)
Next from (4.42):
+
∫
2vyyy · ∂x{uwy2} = −
∫
2vyyyvywy
2 −
∫
2vyyyuy
2
= +
∫
2v2yyy
2 +
∫
4vyyvywy +
∫
2vyyuyy
2 +
∫
4vyyuy
=
∫
2v2yyy
2w −
∫
2v2yw −
∫
2uxyuyy
2
−
∫
4vyuyy −
∫
4vyu
&
∫
2v2yyy
2w − 
[
O(LHS) +O(RHS)
]
, (4.62)
where we have estimated the following terms:
−
∫
2uxyuyy
2 = −
∫
x=L
u2yy
2, (4.63)
|
∫
4vyuyy| ≤ ||uyy||L2 ||vy||L2 , (4.64)
|
∫
4vyu| ≤ O(L)||ux||2L2 . (4.65)
We can now collect the estimates from (4.46), (4.51), (4.55), (4.59), (4.62) to
get:
−
∫
∆uy · ∂y{uy2w}+
∫
vy · ∂x{uy2w}
&
∫ [
u2yy + 4u
2
xy + 
2u2xx − 2uxxuyy
]
y2w −
∫
x=L
2uxy∂y{uy2w}
− O(RHS)− O(LHS). (4.66)
We now have the Pressure contributions:∫
Pyx · ∂y{uy2w}+
∫
Pyy · ∂x{uy2w} =
∫
x=L
Py · ∂y{uy2w}. (4.67)
Using Py−2uxy = aL(y) on x = L, the boundary term above can be combined
with that in (4.66) yielding:∫
x=L
(
Py − 2uxy
)
· ∂y{uy2w} =
∫
x=L
∂yaL · ∂y{uy2w}
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≤ ||∂yaL · 〈y〉2||L2(x=L)||uyy, u||L2(x=L) (4.68)
. Nδ||∂yaL · 〈y〉2||2L2(x=L) + δ||uyy, u||2L2(x=L), (4.69)
the latter of which can be absorbed into the left-hand side of our estimate,
specifically the positive contribution of (4.33). Thus, summing (4.67) with (4.66)
yields:
−
∫
∆uy · ∂y{uy2w}+
∫
vy · ∂x{uy2w}
+
∫
Pyx · ∂y{uy2w}+
∫
Pyy · ∂x{uy2w}
&
∫ {
u2yy + 4u
2
xy + 
2u2xx − 2uxxuyy
}
y2w −O(RHS)− O(LHS)
&
∫ {
u2yy + u
2
xy + 
2u2xx
}
y2, (4.70)
where the final inequality follows from (4.71). This concludes the proof.
4.1 The Korn’s Inequality
Lemma 4.2. For any functions [u, v] ∈ X , the following estimate is valid:∫ [
u2yy + 4u
2
xy + 
2u2xx − 2uyyuxx
]
y2w(x) dxdy
&
∫ [
u2yy + u
2
xy + 
2u2xx
]
y2w(x) dx dy
− ||uyy,
√
uxy||2L2 − ||uy, ux||2L2 . (4.71)
Proof. We would like to apply the Korn inequality to generate positive terms:∫ [
u2yy + 4u
2
xy + 
2u2xx − 2uyyuxx
]
y2w(x) dxdy. (4.72)
We will first rescale to original Eulerian coordinates, so as to ensure all estimates
are independent of L:
X =
x
L
, Y =
√

L
y, U(X,Y ) = u(x, y), V (X,Y ) =
√
v(x, y). (4.73)
Define also wL(X) = 1− LX. This gives the following relations:
UX = Lux, UY =
L√

uy, UY Y =
L2

uyy, (4.74)
VX =
√
Lvx, VY = Lvy, VXX = L
2
√
vxx, VY Y =
L2√

vyy. (4.75)
26
It is clear that:
(4.72) =
√

∫ [
U2Y Y + 4U
2
XY + U
2
XX − 2UY Y UXX
]
Y 2wL(X) dX dY. (4.76)
We will define:
U (1) := UY Y
√
wL, V
(1) := VY Y
√
wL. (4.77)
U
(1)
Y = UY Y Y
√
wL + UY
√
wL, (4.78)
U
(1)
X = UXY Y
√
wL + UY Y
1
2
√
wL
L, (4.79)
V
(1)
Y = VY Y Y
√
wL + VY
√
wL (4.80)
V
(1)
X = VXY Y
√
wL + VY Y
1
2
√
wL
L. (4.81)
We will now calculate:
√

∫
U2Y wL dX dY =
∫
u2yw dxdy, (4.82)
√

∫
U2Y Y
2 L
2
wL
dX dY = 
∫
u2yy
2 dxdy, (4.83)
√

∫
V 2Y wL dX dY =
∫
v2yw dxdy, (4.84)
√

∫
V 2Y Y
2 L
2
wL
dX dY = 2
∫
v2yy
2 dx dy, (4.85)
√

∫
|U (1)|2 dX dY = 
L2
∫
u2yy
2w dxdy, (4.86)
√

∫
|V (1)|2 dX dY = 
2
L2
∫
v2yy
2w dxdy, (4.87)
Thus:
√

∫
U2Y Y Y
2wL =
√

∫
|U (1)Y |2 + C,
√

∫
U2XY Y
2wL =
√

∫
4|U (1)X |2 + C,
√

∫
U2XXY
2wL =
√

∫
|V (1)X |2 + C,
− 2√
∫
UY Y UXXY
2wL = −
√

∫
2U
(1)
Y V
(1)
X + C,
where:
|C| .Nδ · ||uy, ux||L2 +  · ||uyy,
√
uxy||2L2
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+ δ
√

∫
|U (1)Y |2 + |V (1)X |2 + |U (1)X |2. (4.88)
According to this, we can write:
(4.72) &
√

[ ∫
|U (1)Y |2 + 4|U (1)X |2 + |V (1)X |2 − 2U (1)Y V (1)X
]
− |C|. (4.89)
By adding and subtracting (4.86) - (4.87) and up to redefining C, we have:
(4.72) &
√

∫ [
|U (1)Y |2 + 4|U (1)X |2 + |V (1)X |2 − 2U (1)Y V (1)X
]
dX dY
+
√

∫ [
|U (1)|2 + |V (1)|2
]
dX dY − |C|.
An application of Korn’s inequality yields:
(4.72) &
√

∫
|U (1)Y |2 + |U (1)X |2 + |V (1)X |2
− ||uy, ux||2L2 + ||uyy,
√
uxy||2L2
&
∫ {
u2yy + u
2
xy + 
2u2xx
}
y2w(x) dy dx
− ||uy, ux||2L2 + ||uyy,
√
uxy||2L2 . (4.90)
This concludes the proof.
4.2 Summary of L2 Estimates:
Let us now consolidate the L2-based estimates, by combining (2.1), (3.5), (4.5).
First, we will define the following L2 based norm:
||u, v||X1 := ||uy · y||L2 + ||
√
ux · y||L2 + ||vy,
√
vx||L2
+ ||
{
uyy,
√
uxy, uxx
}
· y||L2 . (4.91)
Recalling the boundary norm given in (1.23), accumulating estimates (4.5),
(2.1), and (3.5), and taking 0 < L << ||v0eY ||L∞ << 1 gives:
||u, v||2X1 + ||u, v||2B . R1 +R2 +R3. (4.92)
5 Uniform Estimates
We will now obtain L∞ estimates for solutions [u, v] to the system (1.30) -
(1.32), which are based on bootstrapping estimates that are valid for the Stokes
operator.
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Lemma 5.1. Solutions [u, v] ∈ X to the system (1.30) - (1.32), with the
boundary conditions (1.33) - (1.34) satisfy the following uniform estimate:

γ
4 ||u,√v||L∞(Ω¯) .C(γ, L)
{
||u,√v||H1 + C(aL, bL)
+ ||Su,
√
Sv||L2 + ||f,
√
g||L2
}
. (5.1)
Proof. The proof follows from [GN14], Lemma 4.1. Note that the estimate up to
the boundary, L∞(Ω¯), is guaranteed according to [Ad03], P. 98, Equation 9, as
our domain Ω satisfies the strong local Lipschitz property, as defined by [Ad03],
P. 66.
We emphasize that for our analysis, it is important to obtain the uniform
control on the boundary x = L, due for instance, to the nonlinear contributions
from (6.6). We now relate the right-hand side above to our norms.
Lemma 5.2. For any functions, [u, v] ∈ X , the following estimate holds:
||u,√v||H1 + ||Su,
√
Sv||L2 + ||− 12−γ{Ru,
√
Rv}||L2 + ||Lb1,
√
Lb2||L2
+ ||Nu(u¯, v¯),√Nv(u¯, v¯)||L2 . 1 + ||u, v||X1 + ||u¯, v¯||2X . (5.2)
Proof. The estimates on ||u,√v||H1 , ||− 12−γ{Ru,
√
Rv}||L2 follow trivially, the
latter from (A.123). The estimates on ||Lb1,
√
Lb2||L2 , as defined in (A.116) -
(A.117), follow from (A.118). Next, referring to the definition of Su in (1.35),
and the estimates in (A.124),
||Su||L2 = ||usux + usxu+ vsuy + usyv||L2
≤ ||us, usx, v
0
e
Y
, vs − v
0
e√

, usyy||L2 ||ux, uyy||L2 . (5.3)
Similarly, referring to the definition of Sv given in (1.35) and the estimates
(A.124):
||√Sv||L2 ≤ ||
√

(
usvx + vsxu+ vsvy + vsyv
)
||L2
≤ ||us,
√
vsx,
√
vs, vsy||L2 ||
√
vx||L2 . (5.4)
Referring to the definitions of the nonlinearities given in (1.36):
||Nu(u¯, v¯)||L2 =  12+γ ||u¯u¯x + v¯u¯y||L2
≤  γ2 || γ2
{
u¯,
√
v¯
}
||L∞ ||u¯x, u¯y||L2 , (5.5)
||√Nv(u¯, v¯)||L2 ≤ ||1+γ
(
u¯v¯x + v¯v¯y
)
||L2
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≤  12+ γ2 || γ2 u¯||L∞ ||
√
v¯x||L2 +  12+
γ
2 || 12+ γ2 v¯||L∞ ||v¯y||L2 . (5.6)
The above estimates imply the result.
Combining (5.1), (5.2) with the definition of (f, g) given in (1.36) - (1.37),
together with relevant definitions in (A.15), (A.24), and (A.117) gives the
following:
Corollary 5.3. Solutions [u, v] ∈ X to the system (1.30) - (1.32), with the
boundary conditions (1.33) - (1.34) satisfy the following uniform estimate:

γ
2 ||u,√v||L∞ . 
γ
4 + 
γ
4
[
||u, v||X1 + ||u¯, v¯||2X
]
. (5.7)
Combining with (4.92), we have now controlled the full X norm:
Corollary 5.4. Solutions [u, v] ∈ X to the system (1.30) - (1.32), with the
boundary conditions (1.33) - (1.34) satisfy the following estimate:
||u, v||2X . 
γ
2 +R1 +R2 +R3 + 
γ
2 ||u¯, v¯||4X . (5.8)
It remains to control Ri, which we now expand by recalling (2.2), (3.6), (4.6),
and (1.37):
R1 =
∫ [
−
1
2−γRu,1 +Nu + Lb1
]
· u
+
∫

[
−
1
2−γRv,1 +Nv + Lb2
]
v, (5.9)
R2 =−
∫ [
−
1
2−γRu,1 +Nu + Lb1
]
· βy
+
∫

[
−
1
2−γRv,1 +Nv + Lb2
]
· βx (5.10)
R3 =
∫ [
−
1
2−γ∂yRu,1 + ∂yNu + ∂yLb1
]
· ∂y{uy2w}
−
∫

[
−
1
2−γ∂yRv,1 + ∂yNv + ∂yLb2
]
· ∂x{uy2w}. (5.11)
We now turn to controlling these quantities.
6 Nonlinearities
We now provide estimates on R1,R2,R3, as displayed in (5.9) - (5.11). We will
first estimate the nonlinear terms, Nu, Nv, which are in turn defined in (1.36).
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Because we will eventually perform a contraction mapping argument, we will
consider Nu(u¯, v¯), Nv(u¯, v¯), where [u¯, v¯] ∈ X . We have:
∂yN
u(u¯, v¯) = 
1
2+γ
{
u¯u¯xy + v¯u¯yy
}
, (6.1)
∂yN
v(u¯, v¯) = 
1
2+γ
{
u¯y v¯x + u¯v¯xy + v¯
2
y + v¯v¯yy
}
. (6.2)
The first step is to provide estimates on the nonlinear contributions from R3,
as defined in (4.6). For this we have:
Lemma 6.1. For any vector fields [u, v], [u¯, v¯] ∈ X , the following estimate holds:
|
∫
∂yN
u(u¯, v¯) · ∂y{uwy2}|+ |
∫
∂yN
v(u¯, v¯) · ∂x{uwy2}| . 
γ
2 ||u¯, v¯||2X ||u, v||X .
(6.3)
Proof. Turning to the first term from (6.1), we will expand via the product rule:∫

1
2+γ u¯u¯xy · ∂y{uy2w}
=
∫

1
2+γ u¯u¯xy · uyy2w +
∫

1
2+γ u¯u¯xy · u2yw
=
∫

1
2+γ u¯u¯xyuyy
2w −
∫

1
2+γ u¯yu¯xu2yw
−
∫

1
2+γ u¯u¯xuy2yw −
∫

1
2+γ u¯uu¯x2w
≤  γ2 || γ2 u¯||L∞ ||
√
u¯xyy||L2 ||uyy||L2
+ 
1
2+
γ
2 || γ2 u||L∞ ||u¯yy||L2 ||u¯x||L2
+ 
1
2+
γ
2 || γ2 u¯||L∞ ||uyy||L2 ||u¯x||L2
+ 
1
2+
γ
2 || γ2 u||L∞ ||u¯x||2L2 . (6.4)
Turning to the second term from (6.1):∫

1
2+γ v¯u¯yy · ∂y{uy2w}
=
∫

1
2+γ v¯u¯yyuyy
2w +
∫

1
2+γ v¯u¯yyu2yw
≤  γ2 || 12+ γ2 v¯||L∞ ||u¯yyy||L2
[
||uyy||L2 +O(L)||ux||L2
]
. (6.5)
We will now turn to the first term from (6.2), which is the most delicate because
v¯x cannot accept any weights of y, according to our norm X , (1.22). As a result,
we must rely on an integration by parts in x:∫

3
2+γ u¯y v¯x∂x{uy2w} =
∫

3
2+γ u¯y v¯xuxy
2w −
∫

3
2+γ u¯y v¯xuy
2
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= −
∫

3
2+γ v¯u¯xyuxy
2w −
∫

3
2+γ v¯u¯yuxxy
2w
−
∫

3
2+γ v¯u¯yuxy
2 −
∫

3
2+γ u¯y v¯xuy
2
+
∫
x=L

3
2+γ v¯u¯yuxy
2
= −
∫

3
2+γ v¯u¯xyuxy
2w −
∫

3
2+γ v¯u¯yuxxy
2w
−
∫

3
2+γ v¯u¯yuxy
2 +
∫

3
2+γ v¯uxu¯yy
2 +
∫

3
2+γ v¯uu¯xyy
2
−
∫
x=L

3
2+γ v¯uu¯yy
2 +
∫
x=L

3
2+γ v¯u¯yuxy
2
≤  γ2 || 12+ γ2 v¯||L∞ ||
√
uxyy||L2 ||
√
uxy||L2
+ 
γ
2 || 12+ γ2 v¯||L∞ ||u¯yy||L2 ||uxxy||L2
+ 
1
2+
γ
2 || 12+ γ2 v¯||L∞ ||u¯yy||L2 ||
√
uxy||L2
+ 
1
2+
γ
2 || 12+ γ2 v¯||L∞ ||
√
uxy||L2 ||u¯yy||L2
+ 
γ
2 || 12+ γ2 v¯||L∞ ||
√
uxy||L2 ||
√
uxyy||L2
+ 
1
2+
γ
2 || 12+ γ2 v¯||L∞ ||u¯yy||L2(x=L)||
√
uy||L2(x=L)
+ 
1
2+
γ
2 || 12+ γ2 v¯||L∞ ||u¯yy||L2(x=L)||
√
uxy||L2(x=L).
(6.6)
Note that for the above term, (6.6), it is imperative to obtain control of v on
the boundary x = L, as shown in estimate (5.1). We now move to the second
term from (6.2):∫

3
2+γ u¯v¯xy∂x{uy2w} =
∫

3
2+γ u¯v¯xyuxy
2w −
∫

3
2+γ u¯v¯xyuy
2
≤  γ2 || γ2 u¯||L∞ ||u¯xxy||L2 ||
√
uxy||L2
+ 
γ
2 || γ2 u||L∞ ||uxxy||L2 ||
√
uxy||L2 .
(6.7)
Now we turn to the third term from (6.2):∫

3
2+γ v¯2y∂x{uy2w} =
∫

3
2+γ v¯2yuxy
2w −
∫

3
2+γ v¯2yuy
2
= −
∫

3
2+γ v¯v¯yyuxy
2w −
∫

3
2+γ v¯v¯yuxyy
2w
−
∫

3
2+γ v¯v¯yux2yw −
∫

3
2+γ v¯2yuy
2
≤  γ2 || 12+ γ2 v¯||L∞ ||
√
v¯yyy||L2 ||
√
uxy||L2
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+ 
γ
2 || 12+ γ2 v¯||L∞ ||
√
u¯xy||L2 ||
√
uxyy||L2
+ 
1
2+
γ
2 || 12+ γ2 v¯||L∞ ||
√
u¯xy||L2 ||ux||L2
+ 
1
2+
γ
2 || γ2 u||L∞ ||
√
u¯xy||2L2 . (6.8)
Now we turn to the fourth, final term from (6.2):∫

3
2+γ v¯v¯yy∂x{uwy2} =
∫

3
2+γ v¯v¯yyuxwy
2 −
∫

3
2+γ v¯v¯yyuy
2
. 
γ
2 || 12+ γ2 v¯||L∞ ||
√
u¯xyy||L2 ||
√
uxy||L2 . (6.9)
These estimates conclude the proof of the desired result, estimate (6.3).
We will now come to the nonlinear contributions to the energy estimates, which
are contained in (5.9):
Lemma 6.2. For any vector fields [u, v], [u¯, v¯] ∈ X , the following estimate holds:
|
∫
Nu(u¯, v¯) · u+ Nv(u¯, v¯) · v| ≤  γ2 ||u¯, v¯||2X ||u, v||X . (6.10)
Proof. We turn to the definitions of Nu, Nv which are given in (1.36). From
there, the following calculations follow:

1
2+γ |
∫
u¯u¯x · u| ≤  12+
γ
2 || γ2 u¯||L∞ ||u¯x||2L2 . 
1
2+
γ
2 ||u¯, v¯||2X ||u, v||X , (6.11)

1
2+γ |
∫
v¯u¯y · u| ≤ 
γ
2 || γ2√v¯||L∞ ||u¯x||L2 ||uy||L2 . 
γ
2 ||u¯, v¯||2X ||u, v||X , (6.12)

1
2+γ |
∫
u¯v¯x · v| ≤  12+
γ
2 || γ2 u¯||L∞ ||
√
v¯x||L2 ||
√
vx||L2 .  12+
γ
2 ||u¯, v¯||2X ||u, v||X ,
(6.13)

1
2+γ |
∫
v¯v¯y · v| ≤  12+
γ
2 || 12+ γ2 v¯||L∞ ||
√
vx||L2 ||v¯y||L2 .  12+
γ
2 ||u¯, v¯||2X ||u, v||X .
(6.14)
The desired result follows from these calculations.
We will now provide nonlinear estimates arising from the positivity estimate,
in particular we must evaluate the contributions of the nonlinearity in (5.10):
Lemma 6.3. For any vector fields [u, v], [u¯, v¯] ∈ X , the following estimate holds:
|
∫
Nu(u¯, v¯) · −βy|+ |
∫
Nv(u¯, v¯) · βx| ≤ 
γ
2 ||u¯, v¯||2X ||u, v||X . (6.15)
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Proof. We again turn to the definitions of Nu, Nv from (1.36):

1
2+γ |
∫
u¯u¯x · βy| ≤  12+
γ
2 || γ2 u¯||L∞ ||u¯x||L2 ||βy||L2 , (6.16)

1
2+γ |
∫
v¯u¯y · βy| ≤ 
γ
2 || 12+ γ2 v¯||L∞ ||u¯y||L2 ||βy||L2 , (6.17)

1
2+γ |
∫
u¯v¯x · βx| ≤ 
γ
2 || γ2 u¯||L∞ ||
√
v¯x||L2 ||
√
βx||L2 , (6.18)

1
2+γ |
∫
v¯v¯y · βx| ≤ 
γ
2 || 12+ γ2 v¯||L∞ ||v¯y||L2 ||
√
βx||L2 . (6.19)
This concludes the proof.
7 Forcing
Recall the definitions given in (A.15) and (A.24), and the definitions given in
(A.116) - (A.117). The purpose of the following estimates is to estimate the
contributions of the forcing terms Ru,1, Lb1, R
v,1, Lb2 into R1,R2,R3, as shown
in (5.9) - (5.11) Thus, we will analyze the forcing contributions:
Lemma 7.1. For any vector fields [u, v] ∈ X , the following estimates hold:
|
∫
−
1
2−γ
{
Ru,1 · u+ Rv,1 · v
}
|+ |
∫
−
1
2−γ
{
Ru,1 · −βy + Rv,1βx
}
|
+ |
∫
−
1
2−γ∂yRu,1 · ∂y(uy2w)|+ |
∫
−
1
2−γ∂yRv,1∂x{uy2w}|
+ |
∫
Lb1 · u+ Lb2v|+ |
∫
Lb1 · −βy +
∫
Lb2βx|
+ |
∫
∂yL
b
1 · ∂y{uy2w}|+ |
∫
∂yL
b
2 · ∂x{uy2w}|
. (C(a0, b0, aL, bL) + 
1
4−γ)||u, v||X . (7.1)
Proof. We recall estimate (A.123) from the Appendix, which we then directly
use. First, we start with the contributions to R1, shown in (5.9):∫
−
1
2−γ
{
Ru,1 · u+ Rv,1 · v
}
≤ − 12−γ ||Ru,1,√Rv,1||L2 ||u,
√
v||L2
≤ − 12−γ 34O(L)||ux,
√
vx||L2 . (7.2)
We now move the contributions from R2, shown in (5.10):∫
−
1
2−γ
{
Ru,1 · −βy + Rv,1βx
}
≤ − 12−γ 34 ||βy,
√
βx||L2 . (7.3)
34
Next, we move to the higher order quantities from R3, shown in (5.11):∫
−
1
2−γ∂yRu,1 · ∂y(uy2w) =
∫
−
1
2−γ∂yRu,1 · uyy2w +
∫
−
1
2−γ∂yRu,1 · u2yw
≤ − 12−γ ||∂yRu,1y||L2
[
||uyy||L2 +O(L)||ux||L2
]
≤ − 12−γ 34
[
||uyy||L2 +O(L)||ux||L2
]
, (7.4)∫
−
1
2−γ∂yRv,1∂x{uy2w} =
∫
−
1
2−γ∂yRv,1
[
uxy
2w − uy2
]
≤ − 12−γ ||√∂yRv,1y||L2 ||
√
uxy||L2
≤ − 12−γ 34 ||√uxy||L2 . (7.5)
The estimates on Lb1, L
b
2 contributions follow directly from estimate (A.118).
This concludes the proof.
Combining (6.3), (6.10), (6.15), and (7.1):
Corollary 7.2. For R1,R2,R3 defined as in (3.6), (4.6), (2.2), we have:
|R1 +R2 +R3| .
[
C(a0, b0, aL, bL) + 
1
4−γ
]
||u, v||X + 
γ
2 ||u, v||2X + 
γ
2 ||u¯, v¯||4X .
(7.6)
Combining the above estimate with (4.92) and (5.7), and performing Young’s
inequality for the product C(a0, b0, aL, bL)||u, v||X above to absorb ||u, v||2X to
the left-hand side of (7.7), we have now established the main a-priori estimate:
Theorem 7.3 (X -Estimate). Solutions [u, v] ∈ X to the system (1.30) - (1.32),
with the boundary conditions (1.33) - (1.34) satisfy the following estimate:
||u, v||2X . C(a0, b0, aL, bL) + 
1
4−γ + 
γ
2 ||u¯, v¯||4X . (7.7)
With the main a-priori estimate in hand, we give the formal arguments leading
to existence of a solution in X in Appendix B. In particular, Theorem 7.3 coupled
with Proposition B.2 gives the main result, Theorem 1.1.
A Construction of Profiles
A.1 Specification of Ru
Define:
Ru := U ∂xU
 + V ∂yU
 + ∂xP
 − ∂yyU  − ∂xxU , (A.1)
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Rv := U ∂xV
 + V ∂yV
 +
∂y

P  − ∂yyV  − ∂xxV . (A.2)
In this subsection, we will specify the equations we shall take for Ru. We will
first expand the nonlinear terms in the following manner:
U ∂xU
 =
(
u0e + u
0
p +
√
u1e +
√
u1p + 
1
2+γu
)
×(
u0ex + u
0
px +
√
u1ex +
√
u1px + 
1
2+γux
)
= {u0e(x, 0) + u0p}u0px + u0ex(x, 0)u0p
+ {u0e − u0e(x, 0)}u0px + {u0ex − u0ex(x, 0)}u0p
+
√

[
u0pu
1
ex + u
1
eu
0
px
]
+
√

[
{u0e − u0e(x, 0)}u1px
+
√

[
{u0e(x, 0) + u0p}u1px + {u0ex(x, 0) + u0px}u1p
]
+ {u0ex − u0ex(x, 0)}u1p
]
+ 
[
(u1e + u
1
p)u
1
px
+ u1exu
1
p
]
+
[
u0eu
0
ex +
√

(
u1exu
0
e + u
1
eu
0
ex
)
+ u1eu
1
ex
]
+ 
1
2+γ{usux + usxu}+ 1+2γuux. (A.3)
V ∂yU
 =
( v0e√

+ v0p + v
1
e +
√
v1p + 
1
2+γv
)
×
(√
u0eY + u
0
py + u
1
eY +
√
u1py + 
1
2+γuy
)
=
(
yv0eY (x, 0) + v
0
p + v
1
e(x, 0)
)
u0py
+
√

[
{v0p + yv0eY (x, 0) + v1e(x, 0)}u1py + u0pyv1p
]
+
√

[
v0p(u
0
eY +
√
u1eY )
]
+
[ v0e√

− yv0eY (x, 0)
]
u0py + v
1
p
(
u0eY +
√
u1eY
)
+ v1pu
1
py
+
[
v0e − Y v0eY (x, 0)
]
u1py +
√

[
v1e − v1e(x, 0)
]
u1py
+
[
v1e − v1e(x, 0)− Y v1eY
]
u0py +
√
yv1eY u
0
py
+
[
v0eu
0
eY +
√

(
v0eu
1
eY + v
1
eu
0
eY
)
+ v1eu
1
eY
]
+ 
1
2+γ{usyv + vsuy}+ 1+2γvuy. (A.4)
Inserting into the system (A.1) gives the following expansion:
Ru =
{
{u0e(x, 0) + u0p}u0px + u0ex(x, 0)u0p + {yv0eY (x, 0) + v0p + v1e(x, 0)}u0py
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+ P 0px − u0pyy
}
(A.5)
+
√

{
{u0e(x, 0) + u0p}u1px + {u0ex(x, 0) + u0px}u1p
+ {yv0eY (x, 0) + v0p + v1e(x, 0)}u1py + u0pyv1p − u1pyy + P 1px − F1
}
(A.6)
+
√

[
u0eu
1
ex + u
0
exu
1
e + v
0
eu
1
eY + v
1
eu
0
eY + P
1
ex
]
(A.7)
+ ˜Ru,1 + P 2px + 
1
2+γ
[
−∆u+ Su(u, v) + Px +Nu(u, v)
]
. (A.8)
We will define:
F1 :=v
0
p{u0eY +
√
u1eY }+
1√

[ v0e√

− yv0eY (x, 0)
]
u0py
+ yv1eY u
0
py +
1√

[
{u0e − u0e(x, 0)}u0px + {u0ex − u0ex(x, 0)}u0p
]
+ u0pu
1
ex + u
1
eu
0
px, (A.9)
˜Ru,1 :=
3
2 v1pu
1
eY + v
1
pu
1
py +
(
v0e − Y v0eY (x, 0)
)
u1py
+
(
v1e − v1e(x, 0)− Y v1eY (x, 0)
)
u0py +
√

[
v1e − v1e(x, 0)
]
u1py
+
√
{u0e − u0e(x, 0)}u1px +
√
u1p{u0ex − u0ex(x, 0)}
+ 
[
(u1e + u
1
p)u
1
px + u
1
exu
1
p + u
0
eY v
1
p
]
+ u0pxx + 
3
2u1pxx + 
[
u1eu
1
ex + v
1
eu
1
eY + ∆u
0
e +
√
∆u1e
]
, (A.10)
Nu(u, v) := 
1
2+γ
(
uux + vuy
)
, (A.11)
Nv(u, v) := 
1
2+γ
(
uvx + vvy
)
, (A.12)
Su(u, v) := usux + usxu+ vsuy + usyv, (A.13)
Sv(u, v) := usvx + vsxu+ vsvy + vsyv. (A.14)
Equations (A.5) - (A.7) define the equations for our approximate layers, as
seen in (A.53), (A.59), and (A.74), thereby contributing the final line, (A.8) into
the remainder equation, (A.105). We must actually modify R˜u,1 to Ru,1, which
accounts for the fact that the layers [u1p, v
1
p] are cutoff at y →∞:
Ru,1 := R˜u,1 +
√
Rup + P
2
px, (A.15)
where:
Rup := {u0e(x, 0) + u0p}u1px + {u0ex(x, 0) + u0px}u1p + {yv0eY (x, 0) + v0p}u1py
+ u0pyv
1
p − u1pyy + P 1px − F1. (A.16)
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We are then left with:

1
2+γ
[
−∆u+ Su(u, v) + Px +Nu(u, v)
]
= Ru,1. (A.17)
A.2 Specification of Rv
We turn now to the simplification of (A.2).
Rv =
1√

[
u0ev
0
ex + v
0
ev
0
eY + P
0
eY
]
+
P 0py

+
P 1py√

(A.18)
+
[
u0ev
1
ex + u
1
ev
0
ex + v
0
ev
1
eY + v
0
eY v
1
e + P
1
eY
]
(A.19)
+ v0px
(
u0e + u
0
p +
√
u1e +
√
u1p
)
+
v0ex√

(
u0p +
√
u1p
)
+ v1ex
(
u0p +
√
u1p
)
+
v0e√

v0py + v
0
ev
1
py + v
0
p
(
v0eY + v
0
py +
√
v1eY +
√
v1py
)
+ v1e(v
0
py +
√
v1py) + ∆v
0
p + P
2
py (A.20)
+
√
v1px
(
u0e + u
0
p +
√
u1e +
√
u1p
)
+ ∆v
1
p
+
√
v1p
(
v0eY + v
0
py +
√
v1eY +
√
v1py
)
+
[√
∆v0e + ∆v
1
e +
√
u1ev
1
ex +
√
v1ev
1
eY
]
+ 
1
2+γ
[
−∆v + Sv(u, v) + Py

+Nv(u, v)
]
(A.21)
We shall make the identifications so that (A.18) and (A.19) vanish by using
these equations to define the construction of the approximate layers in (A.53),
(A.60), and (A.74). We then define P 2p via (A.20):
P 2p =−
∫ ∞
y
v0px
(
u0e + u
0
p +
√
u1e +
√
u1p
)
+
v0ex√

(
u0p +
√
u1p
)
+ v1ex
(
u0p +
√
u1p
)
+
v0e√

v0py + v
0
ev
1
py + v
0
p
(
v0eY + v
0
py +
√
v1eY +
√
v1py
)
+ v1e(v
0
py +
√
v1py) + ∆v
0
p. (A.22)
This choice enforces the vanishing of line (A.20). We are then left with:

1
2+γ
[
−∆v + Sv(u, v) + Py

+Nv(u, v)
]
= Rv,1, (A.23)
where
Rv,1 :=
√
v1px
(
u0e + u
0
p +
√
u1e +
√
u1p
)
+ ∆v
1
p
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+
√
v1p
(
v0eY + v
0
py +
√
v1eY +
√
v1py
)
+
[√
∆v0e + ∆v
1
e +
√
u1ev
1
ex +
√
v1ev
1
eY
]
. (A.24)
This defines the second equation for the remainder, as seen in (A.106).
A.3 Construction of Layers
We are prescribed the Euler flow [u0e, v
0
e , P
0
e ]. The first task is to verify that
there exists Euler flows satisfying assumptions (1.24) - (1.27):
Proposition A.1. There exists a nontrivial set of Euler flows, [u0e, v
0
e , P
0
e ]
satisfying assumptions (1.24) - (1.27).
We will start with the shear flow U0(Y ), satisfying the following hypothesis:
c0 ≤ U0 ≤ C0, (A.25)
U0 smooth, with rapidly decaying derivatives, (A.26)
∂Y U0 ≥ 0, (A.27)
U0 = 1 in a neighborhood of 0. (A.28)
Such a shear has stream function φ0(Y ) =
∫ Y
0
U0. Such a stream function has
the following asymptotics:
φ0|Y=0 = 0, φ0|x=0 = φ0|x=L = φ0(Y ), lim
Y→∞
φ0
Y
= U∞ ∈ (c0, C0). (A.29)
Note that assumption (A.25) implies c0Y ≤ φ0 ≤ C0Y . To define our final
Euler flow, we must first solve for an perturbative stream function, ψ, using the
following elliptic equation:
−∆ψ = ∂Y U0 + fe(φ0 + ψ), ψ|x=0 = A0(Y ), ψx=L = AL(Y ),
ψ|Y=0 = 0, ψ|Y→∞ = 0. (A.30)
We will assume the following conditions on fe and the boundary data A0,L:
0 ≤ fe ≤ δ << 1, (A.31)
|∂kfe(x+ a)| . |∂kfe(x)| for a ≥ 0, (A.32)
fe ∈ C∞(R), rapidly decaying in it’s argument, (A.33)
fe supported in a neighborhood away from 0 , (A.34)
0 ≤ A0, AL ≤ δ × L10, (A.35)
|∂kY {A0, AL}| ≤ δ × L10 (A.36)
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A0, AL ∈ C∞(R+), rapidly decaying in it’s argument, (A.37)
A0, AL supported in a neighborhood away from 0. (A.38)
A0 6= AL. (A.39)
It is straightforward to see that the set of admissible fe, A0, AL is nonempty.
First, via hypothesis (A.27) and (A.31), we have ∆ψ ≤ 0, so that via the
maximum principle and assumption on the boundary data (A.35):
ψ ≥ 0. (A.40)
Lemma A.2. Assume (A.25) - (A.28) and the assumptions (A.31) - (A.39) are
satisfied. For 0 < L << δ << 1, the following energy estimate holds:
||Y kψ||H1 ≤ CkO(δ). (A.41)
Proof. Define:
B(x, Y ) =
L− x
L
A0(Y ) +
x
L
AL(Y ). (A.42)
B is smooth and all derivatives are order δ by the assumptions (A.36) on A0,L.
Define now ψ¯ = ψ −B, which satisfies:
−∆ψ¯ = ∆B + ∂Y U0 + fe(φ0 + ψ), ψ¯|∂Ω = 0. (A.43)
An energy estimate coupled with Poincare’s inequality gives:∫
|∇ψ¯|2 =
∫ (
∆B + ∂Y U0
)
· ψ¯ +
∫
fe(φ0 + ψ) · ψ¯
≤ O(δ, L)||ψ¯x||L2 + ||fe(φ0 + ψ)||L2O(L)||ψ¯x||L2 . (A.44)
We now use (A.40) together with assumptions (A.32) and (A.25) to estimate:
||fe(φ0 + ψ)||L2 ≤ ||fe(φ0)||L2 ≤ ||fe(c0Y )||L2 ≤ O(δ). (A.45)
This concludes the proof.
We now upgrade to weighted estimates, and higher regularity:
Lemma A.3. Assume (A.25) - (A.28) and the assumptions (A.31) - (A.39) are
satisfied. For 0 < L << δ << 1, the following energy estimate holds:
||Y m∂jx∂kY ψ||L2 ≤ Cm,k,jδ for any k,m, j ≥ 0. (A.46)
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Proof. The first step is to differentiate (A.30) in Y . Defining ψ(1) := ∂Y ψ, this
produces:
−∆ψ(1) = ∂2Y U0 + f ′e(φ0 + ψ)(∂Y φ0 + ψ(1)),
ψ
(1)
Y |Y=0 = 0, ψ(1)|x=0,L = ∂YA0,L, (A.47)
where we have evaluated (A.30) using the condition (A.28), (A.34), and (A.38)
to obtain the Neumann boundary condition above. A homogenization procedure
and energy estimate nearly identical to (A.43) - (A.44) produces:∫
|ψxY |2 + |ψY Y |2 . O(δ). (A.48)
By using now the equation(A.30), we also obtain ψxx in L
2. Note crucially that
||∂Y U0||L2 ≤ O(L) due to the integration in the x-direction, which prevents us
from requiring a smallness condition on ∂Y U0. One can iterate this procedure for
higher derivatives. It is also straightforward to obtain weighted in Y estimates,
using hypothesis (A.26), (A.33), and (A.37) to absorb weights of Y . This
concludes the proof of (A.46).
Proof of Proposition A.1. If we define φE := φ0 + ψ, then φ
E solves:
−∆φE = fe(φE), φE(0, Y ) = φ0 +A0(Y ), φE(L, Y ) = φ0 +AL(Y ),
φE(x, 0) = 0,
φE(x, Y )
Y
Y→∞−−−−→ U∞. (A.49)
Solutions to such elliptic equations solve the 2D Euler equations (see [CS12])
by setting:
u0e = ∂Y φ
E , v0e = −∂xφE = −∂xψ, P 0e = −
1
2
|∇φE |2 + Fe(φE), F ′e = fe.
(A.50)
We view ψ as a O(δ)-perturbation to the shear flow (U0(Y ), 0) for which
φE = φ0, which is therefore achieved by setting fe = A0 = AL = 0. Note that
the property (A.39) creates the x-dependence, for if A0 = AL, one could solve
(A.30) for ψ1 as just a function of Y , creating another shear flow. All properties
(1.24) - (1.27) are easily verified, where the crucial smallness is obtained through
the use of (A.46):
||v
0
E
Y
||L∞ ≤ ||v0eY ||L∞ = ||ψxY ||L∞ ≤ ||ψxY ||H2 ≤ O(δ). (A.51)
This concludes the proof of the proposition.
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We will now abandon the particular construction of Proposition A.1, and
consider any flow satisfying the assumptions of the paper, namely (1.24) - (1.27).
Similar to the above considerations, there exists a function fe such that:
u0eY − v0ex = w0e = −∆φ0 = fe(φ0), P 0e = −
1
2
|∇φ0|2 + Fe(φ0), F ′e = fe.
(A.52)
Our assumptions (1.24) - (1.27) guarantee the following:
c0 ≤ u0e ≤ C0 ⇒ φ0 =
∫ Y
0
u0e ∼ Y,
coupled with w0e is bounded and decaying in Y implies that fe together with
derivatives are bounded and decaying, which we state now as a lemma:
Lemma A.4. Define fe to satisfy the equalities in (A.52). The assumptions on
[u0e, v
0
e ] stated in (1.24) - (1.27) imply that fe together with sufficiently many
derivatives is bounded and decaying in its argument.
The above lemma is in spirit a converse to Proposition A.1, which will be
convenient for later constructions (see specifically equation (A.62)).
In accordance with (A.5) and (A.18), we will take the following system for the
leading order Prandtl layer:
{u0e(x, 0) + u0p}u0px + u0ex(x, 0)u0p + {yv0eY (x, 0) + v0p + v1e(x, 0)}u0py
+ P 0px − u0pyy, P 0py = 0, (A.53)
u0p(x, 0) = ub − u0e(x, 0), u0p(0, y) = u0p,0(y), v0p(x, 0) = −v1e(x, 0). (A.54)
Remark A.5. By rewriting the system (A.53) for the unknowns:
u¯ := u0e(x, 0) + u
0
(x, y), v¯ = yv
0
eY (x, 0) + v
0
p(x, y) + v
1
e(x, 0), (A.55)
we obtain:
u¯u¯x + v¯u¯y − u¯yy = u0e(x, 0)u0ex(x, 0), v¯ = −
∫ ∞
y
u¯x,
u¯|y=0 = ub, u¯|y=∞ = u0e(x, 0). (A.56)
By evaluating equation (1.3) at Y = 0, we see that u0eu
0
ex|Y=0 = −P 0ex|Y=0.
Note that we do not demand any sign condition on this forcing term.
For the system (A.53), we have:
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Proposition A.6. There exists a unique solution, [u0p, v
0
p], to the system (A.53),
satisfying the following:
sup
x
||yM∂jx∂ky{u0p, v0p}||L2y . C(M,k, j). (A.57)
Moreover, the following profile is strictly positive:
u0p + u
0
e & 1. (A.58)
Proof. The proof follows via an appropriate von-Mises transformation, an appli-
cation of the standard parabolic maximum principle, and energy estimates in a
very similar manner to [GN14]. We therefore omit the proof.
We will next move to the first Euler layer, which in accordance to (A.7) and
(A.19) is obtained via the following system:
u0eu
1
ex + u
0
exu
1
e + v
0
eu
1
eY + v
1
eu
0
eY + P
1
ex = 0, (A.59)
u0ev
1
ex + u
1
ev
0
ex + v
0
ev
1
eY + v
0
eY v
1
e + P
1
eY = 0, (A.60)
u1ex + v
1
eY = 0. (A.61)
By going to the stream function formulation, where ∇⊥φ1 = [u1e, v1e ], we have:
−∆φ1 = f ′e(φ0)φ1, (A.62)
φ1x(x, 0) = −v1e(x, 0) = v0p(x, 0),⇒ φ1(x, 0) = 1 +
∫ x
0
v0p(x
′, 0) dx′, (A.63)
φ1(0, y) = φ10(y), φ
1(L, y) = φ1L(y). (A.64)
We assume the data in (A.63), (A.64) are well-prepared in the following sense:
Definition A.7 (Well Prepared Boundary Data). There exists a value of
φ1Y Y |Y=0 which is given by evaluating equation (A.62) on Y = 0 and using
(A.63): φ1Y Y (x, 0) = −φ1xx(x, 0) − f ′e(φ0)φ1(x, 0). The value of φ1Y Y (x, 0)|x=0
should equal ∂Y Y φ
1
0|Y=0. Similarly, φ1Y Y (x, 0)|x=0 = ∂Y Y φ1L|Y=0. If this is
the case, we say the boundary data are well-prepared up to order 2. The
generalization to order k is obtained by repeating the above procedure.
By standard elliptic regularity, one has:
Lemma A.8. Assuming well-prepared boundary data, there exists a solution
φ1 to the system (A.62) - (A.64), satisfying the following estimate:
||Y mφ1||Hk .k,m 1. (A.65)
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Proof. Introduce the corrector:
B(x, Y ) = (1− x
L
)φ10(Y )φ
1(x, 0) +
x
L
φ1L(Y )
φ1(L, 0)
φ1(x, 0). (A.66)
By definition, B is regular and decays exponentially fast in Y . Homogenizing:
φ¯ = φ1 −B, (A.67)
we have:
−∆φ¯− f ′(φ0)φ¯ = −∆B − f ′(φ0)B, φ¯|∂Ω = 0. (A.68)
As our boundary data are well-prepared according to Definition A.7, we may
take ∂2Y of the system and repeat the procedure. In particular:
−∆∂2Y φ1 − f ′e(φ0)∂2Y φ1 = 2f ′′(φ0)φ0yφ1Y + f ′′′(φ0)|φ0Y |2φ1 + f ′′(φ0)φ0Y Y φ1.
(A.69)
One may define the new corrector B analogously to (A.66) and perform standard
elliptic estimates to conclude that:
||Y m{φ1Y Y Y , φ1Y Y X , φ1Y Y }||L2 . 1. (A.70)
By Hardy inequality, as all derivatives of φ1 decay as Y →∞, we can conclude:
||Y mφ1xY ||L2 . 1. (A.71)
From equation (A.62), it is clear that:
||φ1xxY m||L2 . 1. (A.72)
We have thus obtained all H2 quantities. Taking ∂Y of (A.62) enables us to
estimate φ1xxY and taking ∂x of (A.62) enables us to estimate φxxx, giving the
full H3 estimate. Next, we can conclude that:
||φ1Y ||L∞([0,∞]) ≤ ||φ1Y ||H1((0,L)) ≤ ||φ1||H3 . 1. (A.73)
This enables us to iterate the procedure.
In accordance to the (A.6) and (A.18), we will take the following system for
the Prandtl-1 layer:
u0upx + u
0
xup + v
0upy + u
0
yvp − upyy = F1, P 1py = 0, (A.74)
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upx + vpy = 0, u
1
p(x, 0) = −u1e(x, 0), u1p(0, y) = u1p0(y), (A.75)
u0 := u0e(x, 0) + u
0
p, v
0 := yv0eY (x, 0) + v
0
p + v
1
e(x, 0). (A.76)
Here, vp will be recovered via:
vp =
∫ y
0
u1px dy
′. (A.77)
We will homogenize in the following manner: define χ such that:
χ(0) = 1, ∂kyχ(0) = 0 for k ≥ 1,
∫ ∞
0
χdy = 0. (A.78)
Then define:
u = u1p + χ(y)u
1
e(x, 0), v = v
1
p + u
1
ex(x, 0)Iχ(y), Iχ(y) =
∫ ∞
y
χ. (A.79)
The new unknowns, [u, v] satisfy the following system:
u0ux + u
0
xu+ v
0uy + u
0
yv − uyy = F1 +H1, (A.80)
H1 := u
0χu1ex(x, 0) + u
0
xχu
1
e(x, 0)
+ v0χ′u1e(x, 0) + u
0
yIχu
1
ex(x, 0)− χ′′u1e(x, 0). (A.81)
We recall the definition of F1 given in (A.9). Furthermore, we have the following
estimate on the forcing:
Lemma A.9. For any m, k, j ≥ 0, the following estimate for F1 holds:
||〈y〉m∂ky∂jxF1||2L2 .m,k,j 1. (A.82)
Proof. The proof follows directly due to the smoothness and rapid decay proper-
ties of [u0p, v
0
p].
Lemma A.10. Solutions [u, v] as defined in (A.79) to the problem (A.80) satisfy
the following estimate:
sup
x∈[0,L]
||u||2L2y + ||uy||
2
L2 ≤ C(u1p0) +O(L)||ux||2L2 . (A.83)
Proof. One applies u to the above system, (A.80), and integrates:∫ (
u0ux + u
0
xu+ v
0uy + u
0
yv
)
· u =
∫
{F1 +H1} · u. (A.84)
The result follows upon integrating in x and estimating:
|
∫ ∫
u0yuv|+ |
∫ ∫
u0xu
2|+ |
∫ ∫
{F1 +H1}u|
≤ C(u1p0) +O(L)||u0y · y, u0x||L∞
[
||ux||2L2 + ||F1, H1||2L2
]
. (A.85)
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Lemma A.11. Solutions [u, v] as defined in (A.79) to the problem (A.80) satisfy
the following estimate:
||ux||2L2 + sup ||uy||2L2y . C(u
1
p0) + ||uy||2L2 + C(v0e)||yuy||2L2 . (A.86)
Proof. Introduce v = βu0. Then the system becomes:
−u0vy + u0yv + u0xu+ v0uy − uyy = −|u0|2βy + u0xu+ v0uy − uyy.
Multiplying by −βy and integrating in y yields:∫
|u0|2β2y +
∫
uyyβy =
∫
|u0|2β2y −
∫
uyβyy
=
∫
|u0|2β2y +
∫
uy
uxy
u0
−
∫
2uyvy∂y
1
u0
−
∫
uyv∂
2
y
1
u0
=
∫
|u0|2β2y +
∂x
2
∫
1
u0
u2y −
∫
u2y∂x{
1
u0
} − 2
∫
uyvy∂y
1
u0
−
∫
uyv∂
2
y
1
u0
. (A.87)
Upon integrating further in x, the final three terms above are estimated:
| −
∫ ∫
u2y∂x{
1
u0
} − 2
∫ ∫
uyvy∂y
1
u0
−
∫ ∫
uyv∂
2
y
1
u0
|
. ||uy||2L2 + δ||vy||2L2 . (A.88)
The remaining terms, upon integrating in x:
|
∫ ∫
u0xu · βy| ≤ O(L)||βy||2L2 , (A.89)
|
∫ ∫
v0uy · βy| ≤ C(v0e)||yuy||L2 ||βy||L2 . (A.90)
The right-hand side is estimated simply using Holder’s inequality.
Lemma A.12 (Weighted Estimates). Solutions [u, v] as defined in (A.79) to
the problem (A.80) satisfy the following estimate:
||{uy, uyy} · yχ(y)||2L2 . 1 + ||ux||2L2 + ||uy||2L2 . (A.91)
Proof. Applying ∂y to the system gives:
u0uxy + u
0
xyu+ v
0uyy + u
0
yyv − uyyy = ∂y{F1 +H1}. (A.92)
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We apply the multiplier uyχy
2 · (1− x). The main positive terms are:∫
u0uxy · uyχy2(1− x) +
∫
v0uyy · uyχy2(1− x)
=
∂x
2
∫
u0u2yy
2χ(1− x) +
∫
u0
2
u2yy
2χ−
∫
u0x
2
u2yy
2χ(1− x)
−
∫
v0y
2
u2yχy
2(1− x)−
∫
u2yv
0y(1− x)−
∫
u2y
2
y2(1− x)χ′
=
∂x
2
∫
u0u2yy
2χ(1− x) +
∫
u0
2
u2yy
2χ−
∫
u2yv
0y(1− x)
−
∫
u2y
2
y2(1− x)χ′. (A.93)
Upon taking integration in x from 0 to X∗, we obtain using the smallness of
v0eY (x, 0):∫ X∗
0
(A.93) &
∫
x=X∗
u0u2yy
2χ(1−X∗) + ||uyyχ||2L2 − ||uy||2L2 . (A.94)
The remaining terms, upon integrating in x from [0, X∗]:
|
∫
u0xyu · uyχy2(1− x)| ≤ ||u0xyy2||L∞ ||uy||2L2 , (A.95)
|
∫
u0yyv · uyχy2(1− x)| ≤ ||u0yyy2||L∞ ||uy||L2 ||vy||L2 , (A.96)
−
∫
uyyyuyχy
2(1− x) & ||uyyyχ||2L2 − ||uy||2L2 , (A.97)
|
∫
∂y{F1 +H1} · uyχy2(1− x)| . 1 + ||uy||2L2 . (A.98)
Placing the above series of estimates together closes the basic estimate for u1p.
It is possible to take ∂kx and repeat with weights y
m. We omit these details.
Summarizing:
Lemma A.13. For any k,m ≥ 0, solutions [u, v] as defined in (A.79) to the
problem (A.80) satisfy the following estimate:
sup
x
||ym∂kxup||L2y + ||ym∂kxupy||L2 + ||vp||L∞ . C(k,m). (A.99)
Proof. Only the vp estimate remains to be proven, for which we appeal to Hardy
(as vp|y=0 = 0):
v2p =
∫ y
0
vpvpy ≤ ||vpy||L2y ||yvpy||L2 = ||upx||L2y ||yupx||L2 . 1, (A.100)
the final estimate following from the up estimates in (A.99).
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The final task is to cut-off the Prandtl-1 layer:
u1p = χ(
√
y)up −
√
χ′(
√
y)
∫ ∞
y
up(x, s) ds, v
1
p = χ(
√
y)vp (A.101)
It is clear that the divergence free structure is preserved and the same estimates
from (A.99) hold. The error created by such a cut-off layer is:
Rup = (1− χ)F1 +
√
u0χ′vp −
√
u0xχ
′
∫ ∞
y
up
+ 2
√
v0χ′up − v0χ′′
∫ ∞
y
up + 3
√
χ′upy
+ 3χ′′up −  32χ′′′
∫ ∞
y
up. (A.102)
Rup then contributes into R
u,1, according to (A.15).
Lemma A.14. The remainder Rup defined in (A.102) satisfies the following
estimate:
||Rup ||L2 + ||y∂yRup ||L2 . 
1
4 . (A.103)
Proof. All follow via the estimates in (A.99) aside from F1, for which we must
use the rapid decay and that support of 1−χ is on y ≥ 1√

. Next, the term with
vp, we must use:
||√u0χ′vp||L2 ≤
√
||vp||L∞ ||1||L2(y≤ 1√

) ≤ 
1
4 . (A.104)
Upon applying y∂y, an identical calculation yields the desired result.
A.4 Remainder System/
Collecting the constructions above, according to (A.17) and (A.23), the remain-
ders [u, v, P ] are to satisfy the following system:
−∆u+ Su(u, v) + Px = Nu(u, v) + − 12−γRu,1 := f0, (A.105)
−∆v + Sv(u, v) + Py

= Nv(u, v) + −
1
2−γRv,1 := g0. (A.106)
ux + vy = 0, (A.107)
together with the boundary conditions:
[u, v]|x=0 = [a0(y), b0(y)], [u, v]|y=0 = [u, v]|y→∞ = 0, (A.108)
{uy + vx}|x=L = bL(y), {P − 2ux}|x=L = aL(y). (A.109)
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The definitions of Su, Sv, N
u, Nv are given in (A.11) - (A.14). The assumptions
on [a0, b0, aL, bL] are given in (1.21). Up to renaming aL, bL, it is possible to,
without loss of generality, consider the following simplification:
−∆u¯+ Su(u¯, v¯) + Px = Nu(u¯, v¯) + − 12−γRu,1 := f, (A.110)
−∆v¯ + Sv(u¯, v¯) + Py

= Nv(u¯, v¯) + −
1
2−γRv,1 := g. (A.111)
u¯x + v¯y = 0, (A.112)
together with homogenized boundary conditions:
[u¯, v¯]|x=0 = [0, 0], [u¯, v¯]|y=0 = [u¯, v¯]|y→∞ = 0, (A.113)
{u¯y + v¯x}|x=L = b¯L(y), {P − 2u¯x}|x=L = a¯L(y). (A.114)
The reason is:
Lemma A.15. If the assumptions in (1.21) are satisfied, [u, v] solves the system
(A.105) - (A.107) with boundary conditions (A.108) - (A.109) if and only if
[u¯, v¯] = [u− u0, v− v0] solves (A.105) - (A.107) with (A.113) - (A.114), and with
modifying [f0, g0] to [f, g] as defined by:
f := f0 + L
b
1, g := g0 + L
b
2, (A.115)
where:
Lb1 :=usu0x + usxu0 + vsu0y + usyv0
+ 
1
2+γ
(
u0ux + uu0x + v0uy + u0yv
)
,
+ 
1
2+γ
(
u0u0x + v0u0y
)
(A.116)
Lb2 :=usv0x + vsxu0 + vsv0y + vsyv0
+ 
1
2+γ
(
u0vx + uv0x + v0vy + v0yv
)
+ 
1
2+γ
(
u0v0x + v0v0y
)
. (A.117)
where [u0, v0] are defined below in (A.119). Finally, we have the following
estimate:
||〈y〉N
{
Lb1,
√
Lb2, ∂yL
b
1,
√
∂yL
b
2
}
||L2 . 1. (A.118)
Proof. We will define the following auxiliary profiles:
u0 = a0(y)− x∂yb0(y), v0 = b0(y). (A.119)
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It is clear that [u0, v0] is a divergence free vector field, that achieves the boundary
conditions at x = 0, y = 0, y →∞. It is also clear that [u0, v0] are order-1, and
decay rapidly in y. Consider now the difference:
u¯ = u− u0, v¯ = v − v0. (A.120)
At x = L, the following boundary conditions are satisfied:
a¯L := P − 2u¯x|x=L = P − 2ux − 2∂yb0(y) = aL(y)− 2∂yb0(y), (A.121)
b¯L := u¯y + v¯x|x=L =
(
uy + vx
)
|x=L − ∂yu0 = bL − ∂yu0. (A.122)
It is clear that [u¯, v¯] will achieve the boundary conditions in (A.109), with
[aL, bL] replaced by [a¯L, b¯L], and that [a¯L, b¯L] satisfy the required assumptions,
(1.21). Finally, the new profiles [u¯, v¯] satisfy the new system (A.105) - (A.107)
with f, g defined in (A.115) according to a standard linearization. The estimate in
(A.118) follows from the definitions (A.116) - (A.117), together with (A.119).
Remark A.16 (Notation). Due to this lemma, we can restrict to considering
(A.110) - (A.114), and we will rename [u¯, v¯] to [u, v] to help simplify notation.
Proposition A.17. For [Ru,1, Rv,1] defined as in (A.15), (A.24), we have:
||Ru,1,√Rv,1||L2 + ||〈y〉∂y{Ru,1,
√
Rv,1}||L2 ≤  34 . (A.123)
Proof. We will start with Ru,1, as defined in (A.15). The estimate on Rup follows
from recalling the prefactor of
√
 given in (A.15) coupled with (A.103). The
estimate on P 2px follows upon noticing that each term in the definition (A.22)
exhibits rapid decay, and therefore |P 2p | ≤ 〈y〉−M . We can thus move to the
terms from R˜u,1, as defined in (A.10), and Rv,1 as defined in (A.24). Combining
estimates (A.57), (A.65), and (A.99) immediately implies the desired result.
We will also record here the following, which will be in constant use throughout
the paper:
Lemma A.18 (Uniform Estimates of Profiles). With [us, vs] defined as in (1.10)
- (1.11), for any k, j ≥ 0, we have:
||yk∂ky∂jxus, yk∂k+1y ∂jxvs||L∞ . 1. (A.124)
Moreover, we have the strict positivity:
us & 1. (A.125)
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Proof. Using the definitions provided in (1.10), we see that:
∂kyus = ∂
k
y{u0e + u0p +
√
u1e +
√
u1p} (A.126)
= 
k
2 {∂kY u0e,
√
∂kY u
1
e}+ ∂ky{u0p,
√
u1p}. (A.127)
Multiplying by yk and using
√

k
yk = Y k gives the desired result. An analogous
computation can be made using the definition (1.11), and finally iterates of ∂x
do not contribute factors of
√
, which is why they do not enhance the weight of
y.
Finally, the positivity in (A.125) follows from (A.58) and the uniform estimates
on u1e, u
1
p found in (A.65), (A.99).
B Existence and Uniqueness of Remainder
The main result of this appendix is the following:
Proposition B.1 (Linear Existence). Given (f, g) ∈ L2, and given (aL, bL)
satisfying the assumptions (1.21), for L sufficiently small, there exists a unique
solution to the linear problem (1.30) - (1.32), together with boundary conditions
(1.33) -(1.34).
Proposition B.2 (Nonlinear Existence). Given boundary data satisfying as-
sumptions (1.21), there exists a unique solution [u, v] ∈ X to the full nonlinear
problem (A.110) - (A.114).
We will define the operator:
Sα,m[u, v, P ] :=−∆u+ Px − 10α∂y{〈y〉2muyχ1(y)}
−∆v + Py

− 2α∂y{〈y〉2mvyχ1(y)}
− α∂x{〈y〉2m{uy + vx}χ1(y)}. (B.1)
defined always on divergence free vector fields, together with the boundary
conditions:
[u, v]|x=0 = [u, v]|y=0 = [u, v]|y→∞ = 0,
P − 2ux|x=L = aL(y), uy + vx|x=L = bL(y). (B.2)
Here χ1 a cutoff function which is equal to 0 on [0, 1) and 1 on (2,∞). Strictly,
Sα,m must return a four-tuple, with the first two components being (B.1), and the
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final two components including (aL, bL). Fix another cut-off function χ2(y) = 0
on [0, 10) and χ2 = 1 on (20,∞). Define now the norms:
||u, v||2H1m := ||
{
uy,
√
vy, vx
}
〈y〉m||2L2 , (B.3)
||u, v||2H2m := ||
{
uyy,
√
vyy, vxx
}
〈y〉mχ2||2L2 . (B.4)
Notationally, we will refer to the m = 0 norm as simply H1. Define now the
space:
C0,S :=
{
(ϕ, φ) ∈ C∞ : compactly supported in y, (B.5)
supported away from x = 0, and ∂xϕ+ ∂yφ = 0
}
.
We will define:
H1m := C0,S
||·||H1m , (B.6)
and the scaled, symmetric gradient via:
D =
( √
ux uy + vx
uy + vx
√
vy
)
. (B.7)
Recalling the definition of || · ||X from (1.22), our ultimate space X is defined
via:
X0 := C0,s||·||H1 , (B.8)
X := {[u, v] ∈ X0 : ||u, v||X <∞}. (B.9)
Define the weak formulation of (B.1) to be:∫
Du ·Dϕ+
∫
Dv ·Dφ+
∫
x=L
aLϕ−
∫
x=L
bLφ
+ α
∫ (
10uy · ϕy + 2vy · φy + {2vx + uy} · φx
)
χ1(y)〈y〉2m
− α
∫
x=L
y2mχ1bL(y)φ =
∫
f · ϕ+ g · φ, (B.10)
for all (ϕ, φ) ∈ C0,S .
Lemma B.3. Given (f, g) ∈ L2, and boundary values (aL, bL) satisfying the
assumptions (1.21), there exists a weak solution [u, v, P ] ∈ H1m satisfying the
estimate:
α||u, v||2H1m . ||f,
√
g||2L2 + ||
{ aL√

, bL
}
y2m||2L2(x=L). (B.11)
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Proof. The existence of solutions follows directly from Lax-Milgram. We must
verify the Bilinear form in (B.10) is coercive:
B[(u, v), (ϕ, φ)] :=
∫
Du ·Dϕ+
∫
Dv ·Dφ (B.12)
+ α
∫ (
10uy · ϕy + 2vy · φy + {2vx + uy} · φx
)
χ1(y)〈y〉2m.
This is immediate, apart from the cross term, to which we first appeal to the
density:∫
uyφ
(n)
x χ1〈y〉2m n→∞−−−−→
∫
uyvxχ1〈y〉2m
≤|·| 1
2
∫
2v2xχ1〈y〉2m +
1
2
∫
u2yχ1〈y〉2m, (B.13)
which explains the constants of 10 appearing in (B.1). We view the terms:∫
f · ϕ+ g · φ−
∫
x=L
aLϕ+
∫
x=L
bLφ+ α
∫
x=L
y2mχ1bLφ, (B.14)
as a functional on H−1. We must thus estimate the following boundary term:
|
∫
x=L
αy2mχ1bLφ| ≤ α||bL〈y〉2m||L2(x=L)||φ||L2(x=L)
. ||bL〈y〉2m||2L2(x=L) + α2O(L)||φx||2L2 , (B.15)
the latter term being absorbed into the positive contributions from
∫ |Dv|2
using the smallness of L and α. Next, we must estimate the boundary terms:
|
∫
x=L
aLϕ| ≤ || aL√

||L2(x=L)||
√
ϕ||L2(x=L)
. || aL√

||2L2(x=L) +O(L)||
√
ϕx||2L2 , (B.16)
|
∫
x=L
bLφ| ≤ ||bL||L2(x=L)||φ||L2(x=L)
≤ ||bL||2L2(x=L) +O(L)||φx||2L2 . (B.17)
the latter terms in both of the above calculations can be absorbed into the
positive contributions from
∫ |Dv|2.
It is clear that each solution [u, v] ∈ H1m is automatically in X0. We will now
bootstrap to H2m solutions.
Lemma B.4. Solutions [u, v] ∈ H1m to the system (B.1) satisfy:
α||u, v||H2m . ||f,
√
g||L2 + ||
{ aL√

, bL
}
y2m||2L2(x=L). (B.18)
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Moreover, such solutions are strong solutions, which satisfy the boundary
conditions of (B.2).
Proof. This follows formally from differentiating (B.1) in y and applying the
multiplier uy, with the help of the cut-off function χ2 in (B.4) to avoid the
corners. Rigorously, one needs to work with difference quotients within the
weak formulation (B.10). We demonstrate this now for the main weighted term.
Given [u, v] ∈ H1m, there exists a sequence ϕn, φn such that: [ϕn, φn]
H1m−−→ [u, v]
by the density (B.6). Denote by Dh the difference quotient in the y-direction:
Dhu(x, y) = u(x,y+h)−u(x,y)h . We will select the multiplier D
−hDhϕ to apply the
weak formulation (B.10):∫
ymχ1(y)uyD
−hDhϕ(n)y =
∫
Dh
{
ymχ1(y)uy
}
Dhϕ(n)y . (B.19)
By definition of difference quotient, for each fixed h, 〈y〉mDhϕ(n)y L
2
−−→ 〈y〉mDhuy.
Similarly, for each fixed h, 〈y〉mDhuy ∈ L2. Thus, for each fixed h, we can take
n→∞:
(B.19)
n→∞−−−−→
∫
Dh
{
ymχ1(y)uy
}
Dhuy. (B.20)
Next taking limits in h gives:
(B.20)
h→0−−−→
∫
∂y{ymχ1(y)uy} · uyy. (B.21)
Performing similar calculations for each of the terms yields the desired result.
The boundary conditions (B.2) are satisfied by integrating by parts (B.1) against a
test function, justified as [u, v] are strong solutions, and comparing the boundary
terms with (B.10).
Near the boundary y = 0, standard Stokes theory (applicable due to cutoff
χ1(y)) implies:
Lemma B.5. Solutions [u, v] to the system (B.1) satisfy the following estimate:
||u, v||2
H
3
2
loc
. ||f,√g||2L2 + ||
{ aL√

, bL
}
y2m||2L2(x=L). (B.22)
To summarize, we have established that:
Corollary B.6. For m,α > 0, the map S−1α,m : [L
2]×2 × [L2(x = L)]×2 →
[H2m ∩H
3
2
loc
]2
is well defined, and returns a solution to the system (B.1) which
satisfies the boundary conditions specified by the third and fourth inputs of
Sα,m.
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We now define:
T [u, v] =usux + usxu+ vsuy + usyv
usvx + vsxu+ vsvy + vsyv. (B.23)
We will study:
Sα,m[u, v] + T [u, v] = (f, g)⇒
[u, v] + S−1α,m
[
T [u, v], aL, bL
]
= S−1α,m
[
f, g, aL, bL
]
(B.24)
as an equality in H1 ×H1.
Lemma B.7. For m > 0, we have the following compact embedding:
H2m ∩H
3
2
loc ⊂⊂ H1. (B.25)
Proof. The proof follows from a standard argument, see for instance [Iy15, P.
145, Lemma 13.1].
As a direct consequence, S−1α,mT is a compact operator on H
1. An application
of the Fredholm Alternative shows that to produce an H1 solution of (B.24), we
must rule out nontrivial solutions to the homogeneous problem, which occurs
when f = g = aL = bL = 0. For this purpose, we give a-priori estimates of the
problem (B.24), under the hypothesis that [u, v] ∈ H1. For such functions, we
automatically know that [u, v] ∈ H2m due to (B.18).
Lemma B.8 (Energy Estimates). Solutions [u, v] ∈ H2m to the system (B.1)
satisfy the following energy estimate:
||uy,
√
ux, vx||2L2 + α||{uy,
√
vy, vx} · χym||2L2
. O(L)||ux,
√
vx||2L2 +R1 + ||
{ aL√

, bL
}
y2m||2L2(x=L). (B.26)
Proof. This follows upon testing the system (B.24) against [ϕ(n), φ(n)], where the
sequence [ϕ(n), φ(n)]
H1m−−→ [u, v], and repeating the energy estimate in Proposition
2.1.
Lemma B.9 (Positivity Estimates). Let m = 1. Then solutions [u, v] ∈ H2m to
the system (B.1) satisfy the following estimate:
||vy,
√
vx||2L2 + ||
√
ux||2L2(x=L) . ||uy||2L2 +O(v0e)||uy · y,
√
vyy||2L2
+ α||{uy,
√
vy, vx} · χym||2L2 +R2
+ ||
{ aL√

, bL, ∂ybL
}
y2m||2L2(x=L). (B.27)
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Proof. We must perform estimates on the new, weighted quantities appearing
from (B.1). Temporarily omitting the prefactor of 10, we have:
+α
∫
∂y{uyy2m} · ∂y v
us
= −α
∫
uyy
2m∂y
[vy
us
− vusy
u2s
]
(B.28)
= −α
∫
uyy
2m vyy
us
+ α
∫
uyy
2mvy
usy
u2s
− α
∫
uyy
2mv∂y{usy
u2s
}
= +α
∫
uyy
2muxy
us
+ α
∫
uyy
2mvy
usy
u2s
− α
∫
uyy
2mv∂y{usy
u2s
}
= −α
∫
u2yy
2m∂x{ 1
us
}+
∫
x=L
αu2yy
2m 1
2us
+ α
∫
uyy
2mvy
usy
u2s
− α
∫
uyy
2mv∂y{usy
u2s
}. (B.29)
The boundary contribution above is positive, whereas the other terms can all
be estimated by the α term in (B.27). We need to justify the integration by
parts leading to the equality in (B.28). For this we notice that our solution is in
H2m, and so both the left and right-hand sides of (B.28) are in L
1. This then
justifies the following limit:∫
∂y{uyy2m} · ∂y v
us
= lim
M→∞
∫ M
y=0
∂y{uyy2m} · ∂y v
us
= lim
M→∞
[
−
∫ M
0
uyy
2m∂yy
v
us
+
∫
y=M
uyy
2m∂y
v
us
]
= −
∫
uyy
2m∂yy
v
us
, (B.30)
where the limit of the boundary contribution vanishes as ||uyym||2L2x and
||vyym||L2x are H1y functions, according to the definition of H2m. We similarly
have:∫
−2α∂y{χ1y2mvy} · ∂x{ v
us
}
=
∫
2αχy2mvy
(vxy
us
+ vy∂x
1
us
+ vx∂y
1
us
+ v∂xy
1
us
)
. (B.31)
Finally:
−
∫
α∂x{χy2m{uy + vx}} · ∂x{ v
us
}
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= −
∫
αχy2muxy∂x{ v
us
} −
∫
α2vxxvxχy
2m 1
us
−
∫
2αvxxv∂x
1
us
χy2m. (B.32)
The latter two terms in (B.32) are estimated according to standard calculations.
For the first term:
−
∫
αχy2muxy∂x{ v
us
} =
∫
αux∂y{χy2m∂x{ v
us
}}
=
∫
αuxχy
2m
[vxy
us
+ vx∂y
1
us
+ vy∂x{ 1
us
}+ v∂xy 1
us
]
+
∫
αux∂x
v
us
∂y{χy2m}. (B.33)
For the final term above, we must use that m = 1:∫
αux∂x
v
us
∂y{χy2m} ≤ α||
√
uxy||L2 ||
√
vx||L2 . (B.34)
The remaining terms can all be estimated similarly to estimate (3.5).
We first recall the definition of R1 given in (2.2).
Lemma B.10 (Weighted Estimate). Solutions [u, v] ∈ H2m to the system (B.1)
satisfy the following estimate:
||
{
uyy,
√
uxy, uxx
}
· y||2L2 + ||{uy,
√
ux}y||2L2 + ||{uy,
√
ux}y||2L2(x=L)
+ α||
{
uyy,
√
uxy, uxx
}
· ym+1||2L2 . α||{uy,
√
vy, vx} · χym||2L2
+ ||vy,
√
vx||2L2 + ||uy||2L2 + ||{aL, ∂yaL, bL, ∂ybL}〈y〉2||2L2(x=L)
+ ||√ux||2L2(x=L) +R1. (B.35)
Proof. For this step, we can apply a cut-off χN (y) = χ(
y
N ), and take N →∞.
Due to the cut-off, there is no need to justify contributions from y =∞. Consider
the new term:
−α
∫
∂yy{y2mχ(y)uy} · ∂y{uy2w(x)}χN (y)
= +α
∫
∂y{y2mχ(y)uy} · ∂y{uy2w} 1
N
χ′N (y)
= +α
∫
χχNy
2m+2u2yy + αO(||uy||2H1m). (B.36)
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Analogous calculations can be performed for the remaining α− terms from (B.1).
For the remaining terms from (B.24), one can repeat the proof of Proposition
4.1 with the additional cutoff term χN (y). We omit repeating those details.
Putting the above estimates, (B.26), (B.27), (B.35) together gives the following
uniform in α estimate:
||u, v||2X + α||
{
uyy,
√
uxy, uxx
}
· ym+1||2L2 + α||{uy,
√
vy, vx} · χym||2L2
. R1 +R2 +R3 + C(aL, bL). (B.37)
Taking the forcing f = g = aL = bL = 0 (thus Ri = 0), we can apply the
Fredholm Alternative to conclude that there exists an H1 solution [u, v] to the
problem (B.24). Such a solution is automatically H2 by (B.18), and so is a
strong solution. The final task is to establish a solution to our original system
(A.105) - (A.107), which can be achieved as a weak limit in X as α→ 0 using
the uniform in α estimate (B.37). This then proves Proposition B.1. Proposition
B.2 then follows upon applying the Contraction Mapping Theorem when coupled
with the main X -estimate in Theorem 7.3.
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