We introduce the novel problem of identifying the photographer behind the photograph. To explore the feasibility of current computer vision techniques to address the problem, we created a new publicly downloadable dataset of over 100,000 images taken by 25 well-known photographers. Using this dataset, we examined the effectiveness of a variety of features (low and high-level, including CNN features) at classifying the photographs. Our quantitative and qualitative results illustrate that high-level features significantly outperform low-level features at this task. We also provide additional qualitative results demonstrating how these learned models can be used to draw interesting conclusions about what specific photographers tend to shoot.
Introduction
"Motif Number 1", a simple red fishing shack on the river, is considered the most frequently painted building in America. Despite its simplicity, artists' renderings of it vary wildly from minimalistic paintings of the building focusing on the sunset behind it to more abstract portrayals of its reflection in the water. This example demonstrates the great creative license artists have in their trade, resulting in each artist producing works of art reflective of their personal style. Though the differences may be more subtle, even artists practicing within the same movement will produce distinct works, owing to different brush strokes, choice of focus and objects portrayed, use of color, portrayal of space, and other features emblematic of the individual artist. While predicting authorship in paintings and classifying painterly style are challenging problems, there have been attempts in computer vision to automate these tasks [20, 13, 11, 21, 2, 6, 3] .
One existing application of computational style extraction has been for detecting forgeries in paintings [18, 9, 11] . However, the ability to accurately extract stylistic and authorship information from artwork would enable a wide array of other useful applications in the age of massive online (a) (b) (c) Figure 1 : Three sample photographs from our dataset taken by Lewis Hine, Dorothea Lange, and Marion Wolcott, respectively. Our top-performing feature is able to correctly determine the photographer of all three photographs, despite the very similar content and appearance of the photos.
image databases. For example, a user browsing an online art gallery could retrieve paintings from a given style that she likes, by selecting the "Impressionism" (or other) filter.
A user who wants to retrieve more work from a given photographer, but does not know his/her name, can speed up the process by querying with a sample photo and using "Search by artist" functionality that first recognizes the artist. Modern search engines can currently only "recognize" the artist of a photograph if there is a page that includes both this particular photograph and the artist's name, but many photographs are not available on annotated websites. Humans have a remarkable ability to draw countless conclusions (when, where, who, how, what, etc.) from a piece of artwork, even with no formal training [1] . While researchers have made progress towards matchings the human ability to categorize paintings by style and authorship [20, 3, 2] , no attempts have been made to recognize the authorship of photographs. This is surprising because the average person is exposed to many more photographs daily than to paintings.
Consider again the situation posed in the first paragraph, in which multiple artists are about to depict the same scene. However this time instead of painters, imagine that the artists are photographers. In this case, the stylistic differences previously discussed are not immediately apparent. The stylistic cues (such as brush stroke) available for identifying a particular artist are greatly reduced in the photo-graphic domain due to the lessened authorial control in that medium (we do not consider photomontaged or edited images in this study). This makes the problem of identifying the author of a photograph significantly more challenging than that of identifying the author of a painting. Figure 1 shows photographs taken by Lewis Hine, Dorothea Lange, and Marion Wolcott, three iconic American photographers. 1 All three photographs depict child poverty and there are no obvious differences in style between these photographs, yet our model is able to correctly classify them as having been produced by their respective authors. We study what our model has learned, and what it can tell us about each photographer.
This paper makes several important contributions: 1) we propose the problem of photographer identification, which no existing work has explored; 2) due to the lack of a relevant dataset for this problem, we create a large and diverse dataset which tags each image with its photographer (along with other metadata); 3) we investigate a large number of pre-existing and novel visual features and their performance in a comparative experiment; 4) we provide numerous qualitative examples and visualizations to illustrate: the features tested, successes and failures of the method, and interesting inferences that can be drawn from the learned models.
The remainder of this paper is structured as follows. Section 2 presents other research relevant to this problem, and delineates how this paper differs from existing work. Section 3 describes the dataset we have assembled for this project and the motivations behind its design choices. Section 4 explains all of the features tested in this experiment and how they were trained, if applicable. Section 5 contains our quantitative experimental evaluation of the different features and an analysis of those results. Section 6 provides numerous qualitative examples produced by our method or features. Section 7 concludes the paper.
Related Work
The task of automatically determining the author of a particular work of art has always been of interest to art historians whose job it is to identify and authenticate newly discovered works of art. The problem has been studied by vision researchers, who attempted to identify Vincent van Gogh forgeries, and to identify distinguishing features of painters [7] . While the early application of art analysis was for detecting forgeries [18, 9, 11] , more recent research has studied how to categorize paintings by school (e.g., "Impressionism" vs "Secession") [20, 13, 11, 21, 2, 3, 5] . [20] explored a variety of features and metric learning approaches for computing the similarity between paintings and styles. Features based on visual appearance and im-age transformations have found some success in distinguishing more conspicuous painter and style differences in [5, 21, 13] , all of which explored low level-image features on simple datasets. Recent research has suggested that when coupled with object detection features, the inclusion of low-level features can yield state-of-the-art performance [3] . [2] used the Classeme [22] descriptor as their semantic feature representation. While it is not obvious that the object detections captured by Classemes would distinguish painting styles, Classemes outperformed all of the low-level features by a significant margin. This indicates that the objects appearing in a painting are a better predictor of its style than pure visual appearance.
Our work also considers authorship identification, but the change of domain from painting to photography significantly changes the manner in which the problem must be addressed. The distinguishing features of painter styles (paint type, smooth or hard brush, etc.) are inapplicable to the photography domain. Because the photographer lacks the imaginative canvas of the painter, variations in photographic style are much more subtle. Complicating matters further, many of the photographers in our dataset are from roughly the same time period, some even working for the same government agencies with the same stated job purpose. Thus, photographs taken by the subjects tend to be very similar in appearance and content, making distinguishing them particularly challenging.
Most related to our work is the study of visual style in photographs, conducted by [12] . Unlike the small predecessor studies which only considered artists that were distinctive prima facie, Karayev et al. conducted a much broader and larger study on both paintings and photographs. The 20 style classes and 25 art genres considered in their study are coarse (HDR, Noir, Minimal, Long Exposure, etc.) and much easier to distinguish than the photographs in our dataset, many of which are of the same types of content and have very similar visual appearance. While [12] studied style in the context of photographs and paintings, we explore the novel problem of photographer identification. We find it unusual that this problem has remained unexplored for so long, given the computer vision community's propensity to work with photographs. One possible explanation for this is the lack of a photographer dataset. Given our results and the lower level of authorial control that the photographer possesses compared to the painter, we believe that the photographer classification task is more challenging, in that it often requires attention to subtler cues than brush stroke or painting style. Besides our experimental analysis of this new problem, we also contribute the first large dataset of well-known photographers and their work. Table 1 : Listing of all photographers and the number of photos by each in our dataset. The two photographers with less than 200 photographs are excluded from experimental analysis due to limited data but included in the dataset for download.
Dataset
A significant contribution of this paper is our photographer dataset. The dataset consists of 25 well known photographers and contains 119,806 images of varying resolutions. Table 1 contains a listing of each photographer and their associated number of images in our dataset. The timescale of the photos span from the early days of photography to the present day. As such, some photos have been developed from film and some are digital. Most of the images were harvested using a web spider with permission from the Library of Congress's photo archives; the remainder were obtained from the National Library of Australia's digital collection's website. Each photo in the dataset is annotated with the ID of the photographer who took it, a title of the photo, a summary of the photo, the subject of the photo (if known), and the URL from which it was obtained. The title, summary, and subject of the photograph was provided by either the curators of the collection or the original photographer. Unlike other datasets obtained through web image search which may contain some incorrectly labeled images, our dataset has been painstakingly assembled, authenticated, and described by the works' curators. This rigorous process ensures that the dataset and its associated annotations are of the highest quality. Upon publication, the dataset will be made publicly available and a link will be provided.
Features
Identification of the correct photographer is a complex problem and relies on multiple factors. Thus, we explored the same broad space of features (both low and high-level) as our predecessors. Each of the features tested in this experiment is explained below along with the motivation for its inclusion. Here, the term "low-level" means that each dimension of the feature vector has no semantic "meaning," but rather is a direct product of the visual data in the image at a particular position. In contrast, each dimension of a high-level feature vector has an articulatable meaning (often corresponding to the presence of an object in the image, or the presence of an object at a particular location in the image).
Low-Level Features
• L*a*b* Color Histogram: Some of the photographers exclusively use black and white, some exclusively use color, and some use a mix of both black and white and color. To capture these differences among the photographers, we use a 30-dimensional binning of the L*a*b* color space as our descriptor. L*a*b* histogram features have been shown to work well for dating of historical photographs [17] .
• GIST: GIST [16] features have been shown to perform well at scene classification and have been tested by many of the prior studies in style and artist identification [12, 20] . The GIST descriptor is a low-dimensional (512) holistic representation of the visual field, estimating properties such as the openness and ruggedness of the scene with high fidelity. All images are resized to 256 by 256 pixels prior to having their GIST features extracted.
Intermediate-Level Features
• SURF: Speeded-up Robust Features [4] is a classic local rotation invariant feature. Local features are commonly used to find recurring local patterns in images and are a go-to baseline for many computer vision problems, including artist and style identification [3, 5, 2] . We consider our use of SURF to be an intermediate-level feature due to the use of the bag of visual words representation. SURF features are extracted on a multi-scale dense grid over the images. We use k-means clustering on the training image descriptors, with k fixed at 500 to obtain a vocabulary of 500 visual words 2 . Normalized histograms of visual words are extracted for each test image, forming a 500-dimensional descriptor.
High-Level Features
• Object Bank: The Object Bank [15] descriptor is created by running a large number of object detectors over an image. Rather than just reporting the average response of the object detector over the image, Object Bank uses a spatial pooling approach which encapsulates the location of the object detection in the descriptor. We believe that the spatial relationships between objects may carry some semantic meaning which may be exploited by the classifier trained on this descriptor.
• Deep Convolutional Networks: The state-of-the-art performance on the ImageNet large scale visual recognition challenge is currently held by a deep convolutional neural network [19] . Researchers have obtained remarkable performance by repurposing networks trained on different datasets and for different tasks, by leveraging them as feature extractors for tasks the networks were never intended for (see [12] for an example).
In this paper, we tested two such convolutional neural networks:
-Caffenet: This CNN is a clone of the winner of the ILSVRC2012 challenge, a deep neural network trained by Krizhevsky et al. [14] . This pre-trained model is provided by the developers of the Caffe deep learning framework and is commonly referred to as "Caffenet" [10] . This network was trained on approximately 1.3 million high-resolution images from the ILSVRC2010 ImageNet training dataset to classify images into 1000 different object categories. -Hybrid-CNN: This network was trained as a scene recognizer and has recently achieved state-of-the-art performance on scene recognition benchmarks [23] . The network architecture is identical to Caffenet (except for the FC8 layer, where Hybrid-CNN is 1138-dimensional as opposed to Caffenet's 1000 dimensions). This CNN was also trained using the Caffe framework and is distributed by the authors of [23] .
It was trained to recognize 1183 scene categories (205 from the Places Database and 978 object categories from the ILSVRC2012 Imagenet Challenge) on roughly 3.6 million images. Since many photographs in our dataset include a landscape, we find this feature useful for the photographer identification task. Both networks have an identical architecture (except for their output layer), with roughly 60 million parameters and 500,000 neurons each. To disambiguate layer names from each network, we prefix the feature name with a C or an H depending on whether the feature came from Caffenet or Hybrid-CNN respectively.
Experimental Evaluation
To explore the effectiveness of the aforementioned features on the photographer classification task, we performed evaluation using our new photographer dataset. Because the number of images per photographer varies considerably in our dataset, we randomly sample 20 images for each photographer to form a test set of 460 images (two photographers are excluded from the experiments as they have less than 200 photographs). The remainder of the images are used for training. We train a one-vs-all multiclass SVM for each of the features tested using the framework provided by [8] . All SVMs use linear kernels and class weights to address the problem of class imbalance during training. These are set to the proportion of training images contributed by the most popular photographer over the number of images by each photographer. This ensures that all photographers have equal weight during training, despite differences in the number of training images for each photographer. We repeat the experiment above 10 times, with a different sample of test images each time, resulting in 200 testing images total per photographer. Table 2 presents the results of our experiments. We report the F-measure for each of the features tested. We observe that the deep features significantly outperform all low-and intermediate-level features, concordant with the findings of both [12] and [20] . Additionally, we observe that Hybrid-CNN features outperform Caffenet by a small margin on all features tested (except Pool2, a very lowlevel deep feature). This suggests that while objects are clearly useful given the impressive performance of Caffenet, the added scene information of Hybrid-CNN provides useful cues beyond those available in the purely objectoriented model. Hybrid-CNN's FC8 vector achieves the same performance as Object Bank does. Interestingly, both of these features encapsulate both object and scene information, though Object Bank detects significantly fewer classes (178) than Hybrid-CNN (1138). Despite detecting fewer object categories, Object Bank's feature vector does encode some coarse spatial information about where the objects detected were located in the image. This added spatial information could be giving it a slight advantage over H-FC8, which only contains the object and scene probabilities. In Figure 2 , we include a confusion matrix of H-FC6 to visualize its impressive performance.
Qualitative Results
The experimental results presented in the previous section indicate that classifiers can exploit semantic information in photographs to differentiate between photographers at a much higher fidelity than low-level features. At this point, the question becomes not if computer vision techniques can perform photographer classification relatively reliably but how they are doing it. What did the classifiers learn? In this section, we present qualitative results which attempt to answer this question and enable us to draw interesting insights about the photographers and their subjects. 
Photographers and Objects
Our first set of qualitative experiments explores the relationship of each photographer to the objects which they photograph and which differentiate them. Each dimension of the 1000-D C-FC8 vector produced by Caffenet represents a probability that its associated ImageNet synset is the class portrayed by the image. While C-FC8 does not achieve the highest F-measure, it has a clear semantic mapping to ImageNet synsets and thus can be more easily used to reason about what the classifiers have learned. Because the C-FC8 vector is high-dimensional (too high for a human to draw inferences from in raw form), we "collapse" the vector for purposes of human consideration. To do this, we map each ImageNet synset to its associated WordNet synset and move up the WordNet hierarchy until one of a number of manually chosen synsets are encountered to find the dimension's new label. Our collapsing procedure reduces the 1000 dimensions of C-FC8 to 19 coarse categories by averaging all dimensions with the same label.
In Figure 3 , we show the average response values for these 19 coarse object categories for each photographer. Green indicates high values and red indicates low values. From this figure, we conclude that Brumfield, Gall, and Sweet shoot significantly fewer people than most photographers. Van Vechten has unusual response values for categories such as "vehicle", "geological formation", "fabric", and "clothing", with scores significantly deviating from those of other photographers. We include more commentary on our observations further in the text.
We apply the same technique to collapse the learned SVM weights. During training, each one-vs-all linear SVM Table 3 : Top ten objects and scenes for select photographers and sample images.
learns a weight for each of the 1000 C-FC8 dimensions in the vector, which indicate how predictive it is of the class. Large positive or negative values indicate a feature that is highly predictive, and values close to zero indicate a feature which is not very discriminative of the class. Unlike the previous technique which simply showed the average object responses of the vector, using the learned weights allows us to see what categories specifically distinguish a photographer from others based on what the SVM has learned. Because there are 10 one-vs-all SVMs (one per experiment) for each photographer, we average the weights over all 10.
We show the results in Figure 4 . In contrast with Figure  3 , we see that there is not a clear correlation between object frequency and the object's SVM weight. For instance, the "structure" category is frequently present (Figure 3 ), yet is only predictive of a few photographers (Figure 4) . Conversely, the "plant" and "fungus" categories are infrequently detected, yet when they are present, they are very predictive.
The results discussed above give us a broad overview of the types of objects that distinguish each photographer and that each photographer tends to shoot. Note that the set of objects distinctive for a photographer does not fully depend on the photographer's environment. For example, Lange and Wolcott both worked for the FSA, yet there are notable differences between their SVM weights in Figure 4 . We can see that the "person", "plant part", "physical entity", and "equipment" categories are visibly different between them, at times even opposite in polarity.
While information about the 19 types of objects photographer by each author is useful, finer-grained detail is also available. We list the top 10 individual categories with highest H-FC8 weights (which captures both objects and scenes). To do this, we extract and average the H-FC8 vector for all images in the dataset for each photographer. We list the top 10 most represented categories for a select group of photographers in Table 3 , and include example photographs by each photographer.
The object information in Table 3 and from the collapsed vectors in Figures 3 and 4 paints an interesting story of each photographer. We observe that the "person" category in Figure 4 is given high weight, indicating its utility as a class predictor. Van Vechten's photographs are almost exclusively portraits and thus frequently contain people. As such, the slightly negative SVM weight for "person" in Figure 4 for Van Vechten comes as a surprise. On the other hand, the "clothing" category seems to have the positive weight, suggesting that clothing distinguishes the photographer better than mere person detectors (as person is a fairly common class). We also see this in Table 3 , with "bow tie", "suit", and "sweatshirt" registering as the top three objects for Van Vechten. Many of the photographs in our Ansel Adams collection are of individuals in a Japanese internment camp during World War II. Concordantly, military uniforms are an extremely common theme, along with ties and hospital wear in the infirmary, as reflected in Table 3 .
Conversely, photographers such as Brumfield, Gall, Prokudin-Gorsky, and Sweet tend to photograph mostly landscapes and buildings rather than people. Accordingly, their detection scores for "person" are substantially lower than the photographers just discussed. For example, Brumfield is the photographer with the highest positive SVM weight for "structure." It is easy to see why this is the case by looking at the top ten categories and example image in Table 3 . Brumfield's top ten categories suggest that he frequently shot architecture (such as mosques and stupas). Indeed, Brumfield was an architectural photographer (particularly of Russian architecture). Another interesting observation from Figure 4 is that the "animal" category is not discriminative for any photographers. Indeed, no animals appear in any of the top ten objects from any of the photographers selected. Given just the top-ten objects, average feature responses, and SVM weights, we are able to 
Feature Comparisons
While the H-FC6 and H-Pool5 features may have the best overall F1-score, this does not mean that other features do not outperform them at distinguishing between certain photographers. For example, some photographers may take photographs of very similar objects and scenes, but one may shoot in black and white and the other in color. As such, the L*a*b* color histogram may be useful at distinguishing between them. To explore this possibility, we first found the best performing feature for each photographer overall (the feature that resulted in the highest recall and precision). Next, for each pair of confused photographers, we found the feature that resulted in the minimum number of confusions for the pair. Figure 5 illustrates the result of this analysis in an annotated confusion matrix. The feature which best distinguishes between each pair of photographers is labeled in the chart. The shading indicates how much better the feature performs compared to the best performing feature on average for the photographer (the feature on the diagonal). Just from a quick glance at this figure, we are able to see that all of the features tested are better at distinguishing between some pair of photographers than the overall best for that photographer. This suggests that each of the features has some discriminatory capability that other features lack.
In addition to illustrating which feature performs best for each pair of photographers, these comparisons are useful for understanding misclassifications. Figure 6 shows examples of photographs misattributed to another photographer, despite the most distinguishing feature from Figure 5 being used between those photographers. Test images are shown on the left. Using the SVM weights to weigh image descriptors, we find (1) the training image from the incorrectly predicted class (shown in the middle) with minimum distance to the test image, and (2) the image from the correct class (shown on the right) with minimum distance to the test image. Figure 6b illustrates confusion by the GIST model for Delano, likely caused by the similar horizon line and sky of all three images in this row. This has caused 6a to be misclassified as a Dorothea Lange photograph. The second row depicts confusion using SURF features. All three rooms have visually similar decor and furniture, offering some explanation to 6d's misclassification as a Gottscho image. The final row illustrates the type of confusion exhibited by high-level features, using the top-performing ObjectBank feature to distinguish between Mydans and Johnston. All three images show houses with stairs and few other objects. The photos in 6g and 6i do appear to be smaller city homes, whereas the closest image from the confused class (Johnston) shown in 6h seems larger, but there are no other obvious differentiating aspects between the photos. These examples illustrate a few of the many confounding factors which effect each feature in different ways. The semantic and visual similarity of these photos underscores the difficulty of photographer authorship identification.
Conclusion
In this paper, we have proposed the novel problem of photographer authorship classification. To facilitate research on this problem, we created a large dataset of 119,806 images by renowned photographers. In addition to tagging each photo with the photographer, the dataset also provides rich metadata which could prove useful for future researchers in computer vision on a wide variety of tasks. Using our dataset, we explored the feasibility of addressing this problem using a number of different features, from lowto high-level. Our experiments revealed that high-level features performed significantly better overall than low-level features. Additionally, the inclusion of scene information provided moderate gains over the purely object driven approach explored by [12, 20] . We also provided an approach for performing qualitative analysis on the photographers by determining which objects respond strongly to each photographer in the feature values and learned classifier weights. Using these techniques, we were able to draw interesting conclusions about the photographers we studied.
While our experiment achieved promising results, higher performance will be necessary for many applications. Our dataset contains textual descriptions, summaries, and titles for each photograph. One possible extension of our work would be to explore how lexical features could enhance computer vision features at this task. Such techniques could prove useful in image search engines, enabling features such as "search by photographer," which could reduce false positives by disambiguating which names on a page are associated with which images based on authorship profiles. Another possible research direction is how well the authorship of non-professional photographs can be determined. Finally, we observed that some features performed better at distinguishing certain photographers than others. Automatically determining an optimal integration of features through a feature selection process may help to address the shortcomings of the individual features by combining their strengths and mitigating their weaknesses. Our dataset enables further research along these and other dimensions on the challenging task of photographer identification.
