For a commutative ring R with identity, a Specker R-algebra is a commutative unital R-algebra generated by a Boolean algebra of idempotents, each nonzero element of which is faithful. Such algebras have arisen in the study of ℓ-groups, idempotent-generated rings, Boolean powers of commutative rings, Pierce duality, and rings of continuous real-valued functions. We trace the origin of this notion from early studies of subgroups of bounded integer-valued functions to a variety of current contexts involving ring-theoretic, topological, and homological aspects of idempotent-generated algebras.
algebraic approaches to fuzzy logic pioneered by Elbert and Carol Walker. In fact, it was not unusual to hear Elbert speak in the algebra seminar one year on abelian p-groups, the next on type 2 fuzzy sets, and the next on localization of categories.
It is in this same spirit of appreciation of multiple perspectives that we hope to present the topics in this article. Our approach to the topic draws heavily on Elbert's influence and persuasive viewpoint on mathematics. As Elbert would often remind us, his interest was not only in the proof of a theorem but why the theorem was true. The topic of this survey grew from just such a desire to understand a similar "why" for certain algebraic-topological dualities such as Gelfand-Naimark-Stone duality, Kakutani-Krein-Yosida duality, de Vries duality, and Pierce duality. While these dualities remain far in the background of this article, connections to them can be seen more explicitly in [6, 8, 9, 10] and will be further elaborated on in future articles. For the present article, we want instead to focus on a rather simply defined class of commutative algebras, that of Specker algebras, which plays a key role in our algebraic approach to these dualities.
In Section 2 we discuss the Specker group concept, which originates with Specker's work on subgroups of the Baer-Specker group. We trace this concept through Nöbeling's results on freeness and into Conrad's work, which gives an axiomatic description of Specker groups by locating them within the class of ℓ-groups (lattice-ordered groups). The culmination of this line of research is the representation of a Specker ℓ-group as a group of Z-valued continuous functions on a locally compact Hausdorff zero-dimensional space (see Theorem 2.8) . Although we make no claim of originality for the results themselves, we give self-contained proofs of most of the results in Section 2, emphasizing a duality-theoretic approach in the spirit of Stone.
Using the fact from Section 2 that multiplication is always present on Specker ℓgroups, we shift focus in Section 3 from groups to rings, and from rings to algebras. We define Specker R-algebras for an arbitrary commutative ring with identity, and we discuss several of their properties. In this treatment, we follow [7] , but we also point out additional connections and applications from [6, 10] .
In the final section of the paper, we consider Specker R-algebras in the two classical cases, R = Z and R = R. We use the former case and the work of Bergman [4] to revisit the freeness results for Specker ℓ-groups discussed in Section 2. In the case R = R, we discuss the role Specker algebras play in the theory of continuous real-valued functions on Stone spaces.
Specker ℓ-groups
The origins of Specker ℓ-groups can be traced back to Baer-Specker theory. The product G = ∏ ∞ i=1 Z of countably many copies of Z is termed the Baer-Specker group, so called because Baer [1] proved first that this group is not free while Specker [23] proved that certain subgroups of G, including the countable subgroups, are free. Nöbeling [20] generalized some of Specker's work to obtain that for any set X the additive group B(X, Z) of bounded functions from X to Z is free and has a basis of characteristic functions. As we discuss in Section 4.1, Bergman [4] has given a different proof of this fact that is important for our point of view. Nöbeling then considered certain subgroups of B(X, Z): [20, p. 41 ]) A group G is called a Specker group if G is a subgroup of B(X, Z) for some set X, and for each function g ∈ G and n ∈ Z, the characteristic function of g −1 (n) is in G.
A theorem of Nöbeling [20, Thm. 2] implies that every Specker group is free and has a basis of characteristic functions. Thus, Nöbeling's work gives a new class of subgroups of Z X which are free. However, Nöbeling's definition is lacking the robustness of an axiomatic definition in the sense that it depends on an embedding into a power of Z.
This lack of an axiomatization is addressed by Conrad in the 1974 article [13] . He first observes that Specker groups are necessarily ℓ-groups 1 with respect to the pointwise order. In fact, the Specker subgroups of B(X, Z) for some set X are precisely the ℓ-subgroups of B(X, Z) [13, 4.2] . Moreover, every Specker group is closed with respect to the pointwise multiplication of B(X, Z) [13, 4.2] . As with the definition of a Specker group, both of these properties assume an ambient group B(X, Z) in order to formulate them. To free himself of this ambient group, Conrad introduces the following notions.
(2) Call G a Specker ℓ-group if G is generated by its singular elements.
Remark 2.3.
(1) The above definition of a singular element is slightly different from Conrad's definition [13, 4.3] in that he does not assume 0 to be singular. (2) Conrad [13, 4.6] originally called Specker ℓ-groups S-groups. Theorem 2.4. (Conrad [13, 4.2] ) An abelian group G is isomorphic to a Specker group iff there is a lattice order on G such that G is a Specker ℓ-group. Theorem 2.4 provides an axiomatization of Specker groups that is independent of any ambient embedding. A detailed study of Specker ℓ-groups was conducted by Conrad [13] and Conrad and Darnel [14, 15, 16] . One of the key results, which can be found in [17, Prop. 57.21] , is that an ℓ-group G is a Specker ℓ-group iff there is a locally compact Hausdorff zero-dimensional space X such that G is isomorphic to the ℓ-group C k (X, Z) of all continuous Z-valued functions with compact support. We give a different proof of this result relying more explicitly on Boolean algebra theoretic methods.
We recall that a generalized Boolean algebra is a distributive lattice L with 0 such that for each a ∈ L, the interval [0, a] is a Boolean algebra. Clearly if a generalized Boolean algebra has a 1, then it is a Boolean algebra. By [15, Prop. 2.5] , the set of singular elements of an abelian ℓ-group forms a generalized Boolean algebra. We give an elementary proof for the reader's convenience. Lemma 2.5. Let G be an abelian ℓ-group and let S be the set of all singular elements of G.
(1) If g is singular and 0 ≤ f ≤ g, then f is singular.
(2) If g 1 , g 2 are singular, then g 1 ∨ g 2 is singular.
(3) S is a generalized Boolean algebra under the meet and join operations of G.
Proof. (1) . Suppose that g is singular and 0 ≤ f ≤ g. Let e ∈ G with 0 ≤ e ≤ f . Since f ≤ g and g is singular, 0 ≤ ( f − e) ∧ e ≤ (g − e) ∧ e = 0 . Therefore, ( f − e) ∧ e = 0, so f is singular.
(
, and this latter term is bounded by g 1 as
Since g 1 is singular and 0
. By (1) and (2), S is closed under meet and join. Clearly 0 ∈ S. Therefore, S is a sublattice of G with bottom. Since G is a distributive lattice, so is S. Let g ∈ S and 0 ≤ f ≤ g. Because g is singular, f ∧ (g − f ) = 0. From this, by the ℓ-group identity
Thus, g − f is the complement of f in the interval [0, g] ⊆ S, proving that S is a generalized Boolean algebra. ⊓ ⊔ Let G be an abelian ℓ-group. For a ∈ G, we recall that the positive and negative parts of a are defined as a + = a ∨ 0 and a − = −(a ∧ 0) = (−a) ∨ 0, and we have a = a + − a − . In defining a − we follow [19] rather than [11] . Also, the absolute value of a is defined as |a| = a ∨ (−a), and we have |a| = a + + a − . We call a, b ∈ G orthogonal if a ∧ b = 0; and a representation a = ∑ n i=1 m i g i orthogonal if the g i are pairwise orthogonal. The next lemma provides a useful tool for working with Specker ℓ-groups; for Part (1) 
Lemma 2.6. Let G be a Specker ℓ-group and let S be the set of all singular elements of G.
(1) Every element a ∈ G has an orthogonal representation a = ∑ n i=1 m i g i with the m i ∈ Z and g i ∈ S.
(2) If a = ∑ n i=1 m i g i is an orthogonal representation with each 0 ≤ m i ∈ Z and g i ∈ S, then a = n i=1 m i g i .
(3) If a, b ∈ G, then there are compatible orthogonal representations a = ∑ n i=1 m i g i and b = ∑ n i=1 p i g i for some m i , p i ∈ Z and g i ∈ S. (4) Let a = ∑ n i=1 m i g i be an orthogonal representation with each 0 < g i ∈ S. Then a + = ∑{migi | m i > 0} and a − = ∑{−migi | m i < 0}. (5) If a ∈ G has an orthogonal representation a = ∑ n i=1 m i g i with each 0 < g i ∈ S, then a ≥ 0 iff each m i ≥ 0.
Proof. (1). Let g, h ∈ S. Then g 1 := g − (g ∧ h), h 1 := h − (g ∧ h), and g ∧ h are all singular by Lemma 2.5(1). We have
Therefore, g 1 and h 1 are orthogonal. Thus, if a = ng + mh for n, m ∈ Z, then a = ng 1 + mh 1 + (n + m)(g ∧ h), which is an orthogonal representation. A simple induction argument then shows that any Z-linear combination of singular elements can be rewritten into an orthogonal representation.
(2). Suppose that a = m 1 g 1 + m 2 g 2 with g 1 ∧ g 2 = 0 and 0 ≤ m 1 , m 2 . Without loss of generality, we may assume that m 1 ≤ m 2 . Then
Thus, m 1 g 1 + m 2 g 2 = m 1 g 1 ∨ m 2 g 2 . A simple induction argument then yields the result.
(3). Let a, b ∈ G. By (1), a = ∑ n i=1 m i g i and b = ∑ m j=1 p j h j with the m i ∈ Z (resp. p j ∈ Z) and the g i ∈ S (resp. h j ∈ S) pairwise orthogonal. Set g = n i=1 g i and h = m j=1 h j , and let u = g ∨ h. By Lemma 2.5, the interval [0, u] is a Boolean algebra. Let g ′ (resp. h ′ ) be the complement of g (resp. h) in [0, u]. By adding 0g ′ (resp. 0h ′ ) to the orthogonal representations of a, b, we may assume that g = h = u. From this we see that g i = g i ∧ ( m j=1 h j ) = m j=1 (g i ∧ h j ). By (2), g i = ∑ m j=1 (g i ∧ h j ) and similarly h j = ∑ n i=1 (g i ∧ h j ). Consequently, a = ∑ i m i g i = ∑ i, j m i (g i ∧ h j ) and b = ∑ i, j p j (g i ∧ h j ) are compatible orthogonal representations. (4) . Let a = ∑ n i=1 m i g i with the 0 = g i ∈ S pairwise orthogonal. Set b = ∑{migi | m i > 0} and c = ∑{−migi | m i < 0}. Then a = b − c and b, c ≥ 0. Moreover, by (2), b = {m i g i | m i > 0} and c = {−m i g i | m i < 0}. Because the g i are pairwise orthogonal, we see that b ∧ c = 0. Since b, c ≥ 0 and a = b − c, we conclude that b = a + and c = a − (see [11, p. 295, Lem. 4] ). (5) . Let a = ∑ n i=1 m i g i with the 0 = g i ∈ S pairwise orthogonal. Since each g i ≥ 0, it is clear that if each m i ≥ 0, then a ≥ 0. Conversely, suppose that a ≥ 0. Then a − = 0. Since each g i > 0, if some m i < 0, then a − > 0 by (4) . This contradiction implies that all m i ≥ 0. ⊓ ⊔ We next show that each nonzero element of a Specker ℓ-group has a unique orthogonal representation. This is stated without proof in [15] . Lemma 2.7. Let G be a Specker ℓ-group and let S be the set of all singular elements of G.
(1) If g, h ∈ S are nonzero and n, m are positive integers, then ng ≤ mh iff g ≤ h and n ≤ m. (2) Every nonzero element of G has a unique orthogonal representation ∑ n i=1 m i g i with the m i distinct and nonzero and the g i ∈ S nonzero.
Proof. (1). One direction is clear. For the other, suppose that ng ≤ mh. Set
Because G is torsion-free (see, e.g., [11, p. 294, Cor. 1]) and g is nonzero, n = m. This contradiction shows n ≤ m.
(2). Let 0 = a ∈ G. By Lemma 2.6(1), we may write a = ∑ n i=1 m i g i with the m i ∈ Z and the g i ∈ S pairwise orthogonal. We may assume that the m i and g i are nonzero. Let {p 1 , . . . , p t } be the distinct elements of {m 1 , . . . , m n }, and let
Since the g i are pairwise orthogonal, by Lemma 2.6(2), ∑ j g j = j g j = k i . Thus, a = ∑ t i=1 p i k i is an orthogonal representation with distinct coefficients and the k i singular and nonzero.
For uniqueness, suppose that a ∈ G can be written as a = ∑ r i=1 m i g i = ∑ s j=1 n j h j with the m i ∈ Z (resp. n j ∈ Z) distinct and the g i ∈ S (resp. h j ∈ S) nonzero pairwise orthogonal. By setting the positive and negative parts equal and using Lemma 2.6(4), it suffices to assume all coefficients are positive. First suppose that r = 1. We write mg = ∑ s j=1 n j h j . Relabel if necessary to assume n 1 = max{n j }. Then mg ≤ n 1 (h 1 + · · · + h s ) = n 1 (h 1 ∨ · · · ∨ h s ).
By (1) we get m ≤ n 1 and g ≤ h 1 ∨ · · · ∨ h s . On the other hand, since all coefficients are positive, mg ≥ n 1 h 1 , so m ≥ n 1 by (1). Therefore, m = n 1 and g ≥ h 1 . Thus, m(g − h 1 ) = n 2 h 2 + · · · + n s h s . If s ≥ 2, then repeating this argument shows m = max{n 2 , . . . , n s }. But this is impossible since m = n 1 , which is strictly greater than all other n j . This contradiction shows s = 1. Then m = n 1 and g = h 1 . Next, suppose a = ∑ r i=1 m i g i = ∑ s j=1 n j h j with r ≥ 2. Relabel if necessary to assume m 1 = max{m i } and n 1 = max{n j }. Then
Therefore, by (1) again, m 1 ≤ n 1 . Reversing the roles of the g i and h j yields n 1 ≤ m 1 .
. . , h s are pairwise orthogonal and the n i are positive, by Lemma 2.6(2),
If g ′ > 0, then repeating part of the r = 1 argument shows m 1 ≤ max{n 2 , . . . , n s }, which is false. Therefore, g ′ = 0, so g ≤ h. Replacing g ′ by h ′ yields h ≤ g, so g = h and n 1 = m 1 . Thus, m 2 g 2 + · · · + m r g r = n 2 h 2 + · · · + n s h s . The result then follows by induction. ⊓ ⊔
We are ready to give our proof of the following representation of Specker ℓgroups.
Theorem 2.8. Let G be an abelian ℓ-group. Then G is a Specker ℓ-group iff there is a locally compact Hausdorff zero-dimensional space X such that G is isomorphic to the ℓ-group C k (X, Z) of all continuous Z-valued functions on X with compact support.
Proof. We first show that the ℓ-group C k (X, Z) of all continuous Z-valued functions with compact support on a locally compact Hausdorff zero-dimensional space is a
for some nonzero integers m i and nonempty compact clopen subsets U i of X. It remains to show, for each compact clopen U, that χ U is singular.
For the converse, by Lemma 2.5(3), the set S of singular elements of G is a generalized Boolean algebra. Let X be the Stone dual of S. Then X is a locally compact Hausdorff zero-dimensional space [24, Sec. I.2]. We define a map α : G → C k (X, Z) as follows. If g ∈ S, let K g be the corresponding compact clopen subset of X. Then the characteristic function χ K g is a continuous Z-valued function on X with compact support, and so χ K g ∈ C k (X, Z). If 0 = a ∈ G, by Lemma 2.7(2), let a = m 1 g 1 + · · · + m n g n be the unique orthogonal representation of a, and set α(a) = m 1 χ K g 1 + · · · + m n χ K gn . We point out that α(a) can be computed from any orthogonal representation a = m 1 g 1 + · · · + m n g n . For, if any of m i ∈ Z or g i ∈ S is zero, then m i g i = 0 = α(m i g i ). Otherwise, the proof of Lemma 2.7(2) shows that we obtain the unique representation of Lemma 2.7(2) by replacing a piece of the sum of the form
Let a, b ∈ G. By Lemma 2.6(3), we may write a = ∑ n i=1 m i g i and b = ∑ n i=1 p i g i for some pairwise orthogonal set of singular elements. Since a + b = ∑ n i=1 (m i + p i )g i , it then follows that α(a + b) = α(a) + α(b), and so α is a group homomorphism. Furthermore, if α(a) = 0, then the formula for α(a) shows that all coefficients are 0, and so a = 0. To see that α is onto, let f ∈ C k (X, Z). Then f is finitely valued. Let m 1 , . . . , m n be the distinct nonzero values of f . Since f has compact support, each K i = f −1 (m i ) is compact clopen in X, and it is easy to see that f = m 1 χ K 1 + · · · + m n χ K n . By Stone duality, for each i there is g i ∈ S with K i = K g i , so f = α(m 1 g 1 + · · · + m n g n ). Therefore, α is a group isomorphism. Since G and C k (X, Z) are Specker ℓ-groups, it follows from Lemma 2.6(5) that a ≥ 0 iff α(a) ≥ 0. Thus, α is an order isomorphism, hence an isomorphism of ℓ-groups. ⊓ ⊔ Remark 2.9. Since Z is archimedean, it is an immediate consequence of Theorem 2.8 that every Specker ℓ-group is archimedean. [13, 4.7] ) Let G be a Specker ℓ-group. Then there is a unique multiplication on G which makes G into a commutative ring such that gh = g ∧ h for all singular elements g, h. Consequently, singular elements are precisely the idempotents of G.
Proof. By Theorem 2.8, we may identify G with C k (X, Z) for some locally compact Hausdorff zero-dimensional space X. Pointwise multiplication makes C k (X, Z) into a commutative ring. Since each g ∈ S is identified with the characteristic function
As idempotents of C k (X, Z) are characteristic functions of compact clopens, we conclude that singular elements are precisely the idempotents. Finally, since G is generated by singular elements, the equation gh = g ∧ h gives that the multiplication is unique. ⊓ ⊔ Let G be an abelian ℓ-group. We recall that a positive element u ∈ G is a weak order-unit if for any a ≥ 0, from a ∧ u = 0 it follows that a = 0; and that u is a strong order-unit if for each a ∈ G there is n ∈ N such that a ≤ nu. The concept of a strong order-unit is in general stronger than that of a weak order-unit (see, e.g., [11, p. 308] ). However, the two concepts are equivalent for Specker ℓ-groups. While this can be derived from [17, Thm. 55.1], we give a direct proof in the next lemma. Lemma 2.11. Let G be an abelian ℓ-group and let S be the set of singular elements of G. Suppose that u ∈ G is a weak order-unit and u = m 1 g 1 + · · · + m n g n is an orthogonal representation with the m i > 0 and the g i ∈ S. Let g = g 1 ∨ · · · ∨ g n .
(1) g is the largest element of S and is a strong order-unit.
(2) u is a strong order-unit.
(3) S is a Boolean algebra.
Proof. (1). Clearly g ∈ S by Lemma 2.5 (2) . Let h ∈ S. Applying the lemma again
Therefore, g i ∧ a = 0, so m i g i ∧ a = 0 for each i. Thus, by Lemma 2.6(2), u ∧ a = 0. Since u is a weak order-unit, a = 0. Consequently, g ∨ h = g, so h ≤ g. This proves that g is the largest element of S. To see that it is a strong order-unit, let b ∈ G and let b = p 1 h 1 + · · · + p r h r be an orthogonal representation with the p i ∈ Z and the h i ∈ S. If m = ∑ r i=1 |p i |, then b ≤ mg since each h i ≤ g. This shows that g is a strong order-unit.
(2). This is immediate from (1) since g ≤ u as each m i ≥ 1.
(3). This is immediate from (1) and Lemma 2.5 (3) . ⊓ ⊔ Another consequence of Theorem 2.8 characterizes Specker ℓ-groups with a weak order-unit. We recall that a Stone space is a compact Hausdorff zero-dimensional space.
Corollary 2.12. Let G be an abelian ℓ-group. Then G is a Specker ℓ-group with a weak order-unit iff there is a Stone space X such that G is isomorphic to the ℓ-group C(X, Z) of all continuous Z-valued functions on X.
Proof. Suppose that G is isomorphic to C(X, Z) for a Stone space X. Since X is compact, C(X, Z) = C k (X, Z), and so G is a Specker ℓ-group by Theorem 2.8. Moreover, the constant function 1 is a weak order-unit of C(X, Z), hence G has a weak order-unit. Conversely, if G is a Specker ℓ-group with a weak order-unit, then by Lemma 2.11(3), S is a Boolean algebra, and hence its dual X is a Stone space. Therefore, since X is compact, C(X, Z) = C k (X, Z). Applying Theorem 2.8 again finishes the proof. ⊓ ⊔ Remark 2.13. Corollary 2.12 suggests another interpretation of Specker ℓ-groups having a weak order-unit. Recall (see, e.g., [3] or [12, Sec. IV.5]) that if B is a Boolean algebra and A is an algebra of some type, then the (bounded) Boolean power of A by B is the algebra C(X, A) of the same type consisting of the continuous functions from the Stone space X of B to the discrete space A. If we take A to be Z, then the Boolean power C(X, Z) is a Specker ℓ-group with a weak order-unit; and by Corollary 2.12, the Specker ℓ-groups with a weak order-unit can be reinterpreted as the Boolean powers of Z. In Section 3 we show that a similar result holds for our notion of a Specker algebra, i.e., that the Specker R-algebras are precisely the Boolean powers of the commutative ring R.
We conclude this section by showing that Specker ℓ-groups with a weak orderunit carry all the information about Specker ℓ-groups in that each Specker ℓ-group is an ℓ-ideal of a Specker ℓ-group with a weak order-unit (see [13, p. 209] ). We recall that an ℓ-ideal of an ℓ-group G is a normal subgroup N of G satisfying that a ∈ N and |b| ≤ |a| imply b ∈ N. It is well known (see, e.g., [11, p. 304, Thm. 15] ) that ℓ-ideals are precisely the kernels of ℓ-group homomorphisms.
Theorem 2.14. Let G be an abelian ℓ-group. Then G is a Specker ℓ-group iff G is isomorphic to an ℓ-ideal in a Specker ℓ-group with a weak order-unit.
Proof. We prove one direction by showing that an ℓ-ideal N of a Specker ℓ-group H with a weak order-unit is itself a Specker ℓ-group. It is clear that N is an abelian ℓgroup. Let a ∈ N. First suppose that 0 ≤ a, and write a = m 1 g 1 + · · · + m n g n with the m i ∈ Z and the g i ∈ S pairwise orthogonal. By Lemma 2.6(5), m i ≥ 0, so 0 ≤ g i ≤ a, and hence g i ∈ N for each i. If g ∈ N is singular in H, then it is singular in N, so a is a sum of singular elements of N. For a general, applying the previous argument to a + and a − shows that each is a sum of singular elements in N. Consequently, N is generated by its singular elements, and hence N is a Specker ℓ-group.
For the converse, if G has a weak order-unit, there is nothing to show. Suppose G does not have a weak order-unit. By Theorem 2.8, there is a locally compact Hausdorff zero-dimensional space X such that G is isomorphic to C k (X, Z). Since G does not have a weak order-unit, X is not compact. Let Y = X ∪ {∞} be the onepoint compactification of X. Then Y is a Stone space. By Corollary 2.12, C(Y, Z) is a Specker ℓ-group with a weak order-unit. We embed C k (X, Z) into C(Y, Z) by extending each f ∈ C k (X, Z) by setting f (∞) = 0. This extension to Y is continuous since f −1 (0) is then the complement of a compact subset of X, and so is an open neighborhood of ∞. Under this embedding C k (X, Z) is sent to the kernel of the ℓgroup homomorphism α : C(Y, Z) → Z defined by sending f to f (∞). Thus, G is isomorphic to an ℓ-ideal of C(Y, Z). ⊓ ⊔ Remark 2.15. Since Z is simple as an ℓ-group, the kernel of the ℓ-group homomorphism α : C(Y, Z) → Z in Theorem 2.14 is a maximal ℓ-ideal. Thus, every Specker ℓ-group is isomorphic to a maximal ℓ-ideal in a Specker ℓ-group with a weak orderunit.
Specker algebras
Corollary 2.10 induces the structure of a commutative ring on each Specker ℓ-group G under which singular elements are precisely the idempotents of the ring. If in addition G has a weak order-unit, then by Corollary 2.12, G can be viewed as a commutative ring with multiplicative identity 1. With this in mind, in this section we shift our focus from Specker ℓ-groups to commutative rings, since when dealing with Specker ℓ-groups, the ring-theoretic structure is always present. We leave most of the proofs out and refer the reader to [7] for details.
Convention. From now on all rings and algebras we consider will be assumed to be commutative, and have a multiplicative identity unless otherwise specified. Every Specker ℓ-group can be viewed as a torsion-free Z-algebra (possibly without 1) generated by its idempotents. This is the motivation for the notion of a Specker algebra over a ring. However, because we wish to have a notion of Specker algebra robust enough to include cases where the base ring can be any ring, the dependence on the condition that the algebra be torsion-free over its base ring is problematic for rings with zero-divisors. This can be circumvented by a closer analysis of what suffices for an idempotent-generated Z-algebra A to be torsion-free: Let 0 = a ∈ A and let a = ∑ n i=1 m i e i be an orthogonal representation with each 0 = m i ∈ Z and the idempotents e i nonzero. If k ∈ Z, then the fact that the e i are pairwise orthogonal implies that ka = 0 iff km i e i = 0 for each i. Thus, A is torsion-free as a Z-module iff each nonzero idempotent in A is faithful, meaning that no nonzero element of the base ring Z annihilates it. This suggests that for a ring R, the correct notion of a Specker R-algebra is an idempotent-generated R-algebra for which each nonzero idempotent is faithful. However, this once again presents a problem for the level of generality in which we wish to work: If R has a nontrivial idempotent e = 0, 1, then since (1 − e)e = 0, the idempotent e is not faithful. Thus, our provisional notion of a Specker algebra rules out any choices for the base ring in which there is a nontrivial idempotent. In other words, such a definition is only useful for indecomposable rings.
For this reason, we propose in Definition 3.1 a more subtle way of capturing the essential properties of the algebras arising from Specker ℓ-groups. We no longer require that all nontrivial idempotents be faithful, since that proves much too restrictive. We require instead that there are "enough" such faithful idempotents. Even the notion of "enough" is more subtle than might be expected. To capture the full strength of the Specker condition as studied in Section 2, one needs not simply that the algebra A in question is generated by faithful idempotents. Rather, in order to have a reasonable decomposition theory of its elements along the lines of Lemma 2.6, the algebra needs that these faithful idempotents occur as the nonzero elements of a Boolean subalgebra of the Boolean algebra Id(A) of idempotents of A. In such a case, we say that A has a generating algebra of faithful idempotents. Among other things, this condition is of technical importance because it permits refinements and coarsenings among faithful representations of the elements in the algebra. With this condition in place, we arrive at our main definition. Let R be a domain and A an idempotent-generated R-algebra. We claim that A is a Specker R-algebra iff A is torsion-free as an R-module and, if so, Id(A) is the unique generating algebra of faithful idempotents. For the first statement, if A is torsion-free, then each nonzero element is faithful, so Id(A) is a faithful generating algebra, which implies that A is Specker. Conversely, suppose that each nonzero e ∈ A is faithful. Let 0 = a ∈ A. As with Specker ℓ-groups, there is an orthogonal representation a = r 1 e 1 + · · · + r n e n for some 0 = r i ∈ R and 0 = e i ∈ Id(A) (see [7, Lem. 2.1] ). If r ∈ R with ra = 0, then multiplying the equation ra = 0 by e i yields rr i e i = 0. Since e i is faithful, rr i = 0. Because R is a domain and r i = 0, we see r = 0. Thus, A is torsion-free. Finally, we show that Id(A) is the only generating algebra. Suppose that B ⊆ Id(A) is a generating algebra for A. Let e ∈ Id(A) be nonzero. There is an orthogonal representation e = r 1 b 1 + · · · + r n b n for some 0 = r i ∈ R and 0 = b i ∈ B. Therefore, e = e 2 = r 2 1 b 1 + · · · + r 2 n b n , and so (r 2 1 − r 1 )b 1 + · · · + (r 2 n − r n )b n = 0. Multiplying by b i yields (r 2 i − r i )b i = 0, which implies r 2 i = r i since b i is faithful. Since R is a domain, r i = 1. Consequently, e is the sum of the b i , and so e is the join of these b i . Thus, e ∈ B. This proves B = Id(A), and so Id(A) is the unique generating algebra of faithful idempotents for A.
A natural question arising from Definition 3.1 is whether each Specker R-algebra has a unique generating algebra of faitfhful idempotents. While this is the case iff R is indecomposable (see Theorem 3.9), it is of note that any two generating algebras of faithful idempotents are isomorphic as Boolean algebras [7, Thm. 3.5] .
This and many other properties of Specker R-algebras follow from a representation theorem for Specker R-algebras that has its roots in the work of Bergman [4] and Rota [22] . The goal of the representation is to encode the intuition that a Specker R-algebra is comprised of two pieces of data, the base ring R and a Boolean algebra B that is (isomorphic to) a generating algebra of faithful idempotents. This is done via a polynomial construction which we outline next. In fact, every Specker R-algebra arises in this fashion, as we point out next. A useful way of seeing this is to note first that the following universal mapping property is an easy consequence of the definition of R[B]. If A is a Specker R-algebra and B is a generating algebra of faithful idempotents, Lemma 3.5 implies there is a unique R-algebra homomorphism α : R[B] → A induced by the inclusion B → Id(A). The map α is onto because the idempotents in B generate A as an R-algebra. That it is one-to-one is a consequence of the fact that each nonzero element of A can be decomposed into an R-linear combination of faithful idempotents from the generating algebra (see [7, Lem. 2.1] for more details). Therefore, every Specker R-algebra is isomorphic to an R-algebra of the form
Remark 3.6. Each idempotent-generated R-algebra A is isomorphic to a quotient of a Specker R-algebra. To see this, let B = Id(A). By Lemma 3.5, the identity function B → B induces an R-algebra homomorphism α : R[B] → A, sending x b + I B to b. This map is onto since A is generated by B. Therefore, A is isomorphic to R[B]/ ker(α).
These ideas can be carried further, as is done in [7] , to show that the interpretation of Specker ℓ-groups from Section 2 involving Boolean powers can be proved in our setting also. In particular, a Specker R-algebra can be viewed as the ring of continuous functions from a Stone space X to the ring R with the discrete topology (which we denote by R disc ). Putting all this together, we have: (1) A is a Specker R-algebra.
(2) A is isomorphic to R[B] for some Boolean algebra B.
(3) A is isomorphic to C(X, R disc ) for some Stone space X. (4) A is isomorphic to a Boolean power of R. Remark 3.8. It is possible to generalize Boolean powers of totally ordered domains so that instead of working with Stone spaces one works in the generality of compact Hausdorff spaces. For this we need to generalize Stone duality for Boolean algebras. While there are a number of such generalizations, probably the closest in spirit to Stone duality is de Vries duality for compact Hausdorff spaces [25] . This requires adding a binary relation of proximity to the signature of Boolean algebras. The resulting structures are known as de Vries algebras [5] . Boolean powers are generalized to de Vries powers in [6] . The main idea, modulo many technical details, is to replace the finitely valued continuous functions on a Stone space by the finitely valued normal functions on a compact Hausdorff space. It is then possible to extend the proximity on B to that on R[B], and prove that the resulting category of "proximity Specker R-algebras" is dually equivalent to the category of compact There is also the obvious functor in the other direction, i.e., the functor I : Sp R → BA defined on objects by I (A) = Id(A); and for maps, if α : A → A ′ is a unital R-algebra homomorphism, then I (α) = α| Id(A) .
These functors form an adjunction [7, Lem. 3.7], but not in general an equivalence since the full algebra of idempotents of a Specker R-algebra may not be faithful. It is of interest to know when this adjunction is an equivalence of categories, since in such a case the category of Specker R-algebras is simply the category of Boolean algebras in another guise. Not surprisingly, the presence of nontrivial idempotents in R is precisely the obstruction to equivalence: (1) R is indecomposable.
(2) The functors I and S yield an equivalence of Sp R and BA.
(3) The Specker R-algebras are the idempotent-generated R-algebras for which each nonzero idempotent is faithful. 
Classical cases: Specker Z-algebras and Specker R-algebras
In this section we focus on Specker R-algebras in the special cases R = Z and R = R. In both of these cases, Theorem 3.9 implies that the categories Sp R of Specker R-algebras and BA of Boolean algebras are equivalent, and hence Sp R is dually equivalent to the category of Stone spaces. So in both cases a Specker R-algebra is completely determined by its Boolean algebra of idempotents. Not surprisingly, this Boolean algebra is at the heart of the applications we discuss in this section.
As we indicate in Subsection 4.1, the theory of Specker ℓ-groups can be recast in the language of rings, and in particular, the Specker ℓ-groups with a weak order-unit are precisely the Specker Z-algebras. Following Bergman [4] , we use this insight to recover Nöbeling's freeness result discussed in Section 2. In Subsection 4.2, we work instead with Specker R-algebras and show that these can be viewed as the finitely valued continuous real-valued functions on a Stone space. More generally, we discuss the role that Specker R-algebras play in the context of rings of continuous real-valued functions.
Specker Z-algebras
With the aim of connecting the material on Specker ℓ-groups to Specker Z-algebras, we first give a characterization of Specker ℓ-groups in the language of rings.
Theorem 4.1. A group G admits a lattice order making it a Specker ℓ-group iff G is isomorphic to the additive group of a torsion-free Z-algebra (possibly without 1) which is generated by idempotents.
Proof. Let G be a Specker ℓ-group. By Theorem 2.14, G is isomorphic to an ℓ-ideal of a Specker ℓ-group G ′ with a weak order-unit. By Corollary 2.12, G ′ is isomorphic to C(X, Z) for some Stone space X. Under pointwise multiplication, C(X, Z) is a Zalgebra. It is torsion-free and generated by its idempotents, which are continuous characteristic functions. Thus, G embeds in C(X, Z) and, as singular elements of G are sent to idempotents of C(X, Z), G is isomorphic to the additive group of a subalgebra of C(X, Z), which is a torsion-free Z-algebra generated by idempotents.
Conversely, suppose G is isomorphic to the additive group of a torsion-free Zalgebra A which is generated by idempotents. If A has a 1, then by [7, Thm. 4.1], A is a Specker Z-algebra, so by Theorem 3.7, A is isomorphic to C(Y, Z), where Y is the Stone space of Id(A). Therefore, G is a Specker ℓ-group by Corollary 2.12.
If A does not have a 1, then we may embed A into a Z-algebra with 1, namely A ′ := A × Z, where addition is componentwise and multiplication is given by (r, n)(s, m) = (rs + mr + ns, nm) (see, e.g., [18, p. 119 From this description A ′ is generated by idempotents, so A ′ is a Specker Z-algebra, and hence A ′ is isomorphic to C(Y, Z), where Y is the Stone space of Id(A ′ ). The description of Id(A ′ ) shows that Id(A) embeds in Id(A ′ ) as a maximal ideal. Therefore, by Stone duality, it corresponds to the complement of a point y ∈ Y . Let α : A ′ → C(Y, Z) be the canonical isomorphism which sends e ∈ Id(A ′ ) to the characteristic function χ K e , where K e is the clopen subset of Y corresponding to e. We show that α(A) = { f ∈ C(Y, Z) | f (y) = 0}, which is an ℓ-ideal of C(Y, Z). First, if e ∈ Id(A), then e / ∈ y, and so χ K e (y) = 0. Therefore, each a ∈ A is sent to a function that vanishes at y. Conversely, if f ∈ C(Y, Z) with f (y) = 0, let f = m 1 χ K 1 + · · · + m n χ K n be an orthogonal representation. Since f (y) = 0, we see that y / ∈ K i for each i. There are e i ∈ Id(A ′ ) with K i = K e i , and so each e i / ∈ y. This means each e i ∈ A. Therefore, f lies in the image of A. This shows that the image of A is an ℓ-ideal of C(Y, Z). Consequently, G is a Specker ℓ-group by Theorem 2.14. ⊓ ⊔ Theorem 4.1 gives a description of Specker ℓ-groups purely in ring-theoretic terminology. Bergman [4] used a ring-theoretic approach to recover Nöbeling's theorem in the special case of a Specker ℓ-group with a weak order-unit. We state his theorem in our terminology. Proof. By Corollary 2.14, there is a Specker ℓ-group H with a weak order-unit such that G is (isomorphic to) an ℓ-ideal of H. By Theorem 4.1, H is a Specker Z-algebra with a weak order-unit, and then by Theorem 4.2, there is a basis B of H consisting of singular elements. We claim that G ∩ B is a basis for G. Let a ∈ G and first suppose that 0 < a. Then we may write a = m 1 g 1 + · · · + m n g n for some g i ∈ B and some 0 < m i . We have 0 < g i ≤ a, so g i ∈ G. Consequently, a is a Z-linear combination of elements from G ∩ B. For an arbitrary a ∈ G, from the previous case both a + and a − are in the Z-span of G ∩ B. Since a = a + − a − , we see that a is in the span of G ∩ B. It follows that if R is a domain, then the idempotent-generated R-algebras A that are Specker are precisely those that are free as R-modules (since in the latter case every nonzero idempotent is faithful). Less obviously, this remains true if R is indecomposable, and that in this case, A is projective iff A is free: (1) A is a Specker R-algebra.
(2) A is a free R-module.
(3) A is a projective R-module. Remark 4.5. A converse of Theorem 4.4 is also true: If R is a ring, then R is indecomposable iff for each idempotent-generated R-algebra A that is projective as an R-module, A is a Specker R-algebra; see [10, Thm. 7.2] . In [10, Sec. 7] , further homological aspects of idempotent-generated algebras (e.g., flatness) are studied in relation to Specker R-algebras as well as to the locally Specker R-algebras discussed in Remark 3.10.
Specker R-algebras
In [8, Def. 5.1], a Specker R-algebra is defined to be a unital R-algebra A such that A is generated as an R-algebra by the idempotents in A. Since an R-algebra is torsionfree as an R-module, this definition agrees with the definition of Specker algebra given in Section 3. In this section we use results from [8] to illustrate the role that Specker R-algebras play in the context of rings of continuous real-valued functions.
Let A be a Specker R-algebra. By Theorem 3.7, there is a Stone space X, namely the Stone space of Id(A), such that A is isomorphic as an R-algebra to C(X, R disc ). The discrete topology is somewhat unnatural when dealing with R; instead we wish to consider R with the usual interval topology. By [7, Prop. 5.4] , the fact that R is a totally ordered ring implies that C(X, R disc ) = FC(X, R), the ring of finitely-valued continuous functions into R with the usual interval topology. Since X is compact, it follows that FC(X, R) is the ring PC(X, R) of piecewise constant real-valued continuous functions (see [7, Rem. 5.5] ). Thus, we obtain the following representation theorem for Specker R-algebras.
Theorem 4.6. [8, Thm. 6.2(6)] An R-algebra A is a Specker R-algebra iff A is isomorphic as an R-algebra to PC(X, R) for some Stone space X.
The theorem implies that every Specker R-algebra A admits an ℓ-algebra structure. Since the isomorphism in the theorem sends idempotents to idempotents, it follows that the isomorphism carries the set of idempotents of A onto the set of characteristic functions on X, and hence the ℓ-algebra structure on A extends the usual order on the Boolean algebra of idempotents of A.
The next theorem gives a ring-theoretic characterization of Specker R-algebras. For this we recall that a ring A is a von Neumann regular ring if for all a ∈ A there is b ∈ A with aba = a.
Theorem 4.7. [8, Thm. 6.2(2)] Let A be an ℓ-subalgebra of C(X, R) for some compact Hausdorff space X. Then A is a Specker R-algebra iff A is a von Neumann regular ring. Remark 4.8. Let X be a compact Hausdorff space. The uniform norm on C(X, R) is given by f = sup{| f (x)| | x ∈ X}. If X is a Stone space, then PC(X, R) separates points of X, hence by the Stone-Weierstrass theorem, PC(X, R) is uniformly dense in C(X, R). Thus, Specker R-algebras can be viewed as encoding the essential algebraic data of rings of continuous real-valued functions on Stone spaces. In fact, it follows from [8, Secs. 5 and 6] that for a Stone space X the Specker R-algebra PC(X, R) is the smallest uniformly dense ℓ-subalgebra of C(X, R). For a more formal treatment of this idea in terms of categories and coreflectors see [8, Sec. 6] . Remark 4.9. If an ℓ-group G has an R-vector space structure compatible with the order, then G is called a vector lattice or Riesz space. These structures have been investigated in detail (see, e.g., [19] ). A Specker R-algebra A viewed as a vector lattice is hyperarchimedean, meaning that A/I is archimedean for each ℓ-ideal I of A (the converse is also true; see [8, Thm. 6.2] ). Hyperarchimedean vector lattices with a weak order-unit were studied in [2] , where a result analogous to Theorem 4.6 was proved. It follows that the category of Specker R-algebras is equivalent to the category of hyperarchimedean vector lattices with a weak order-unit.
