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The behaviour of animals provides information on their health, welfare and environmental situation. In different
climatic conditions, pigs adopt different lying postures; at higher temperatures they lie laterally on their side
with their limbs extended, while in lower temperatures they will adopt a sternal or belly lying posture. Machine
vision has been widely used in recent years to monitor individual and group pig behaviours. So, the aim of this
study was to determine whether a two-dimensional imaging system could be used for lateral and sternal lying
posture detection in grouped pigs under commercial farm conditions. An image processing algorithm with
Support Vector Machine (SVM) classifier was applied in this work. Pigs were monitored by top view RGB
cameras and animals were extracted from their background using a background subtracting method. Based on
the binary image properties, the boundaries and convex hull of each animal were found. In order to determine
their lying posture, the area and perimeter of each boundary and convex hull were calculated in lateral and
sternal lying postures as inputs for training of a linear SVM classifier. The trained SVM was then used to detect
the target postures in binary images. By means of the image features and the classification technique, it was
possible to automatically score the lateral and sternal lying posture in grouped pigs under commercial farm
conditions with high accuracy of 94.4% for the classification and 94% for the scoring (detection) phases using
two-dimensional images.
1. Introduction
Recent developments in knowledge and new technologies have ex-
panded the possibilities for monitoring of behaviours, health and dis-
ease of animals in large-scale farms, which can help to improve their
welfare. Examples of the application of these developments are the use
of machine vision and machine learning techniques in pig monitoring
approaches. A machine vision technique is a non-invasive method
which is cheap, precise and fast, and thus non-stressful for both animals
and farmers, and can be adapted to both indoor and outdoor situations
(Nasirahmadi et al., 2017a). The combination of machine vision and
machine learning methods has led to successful detection, classification
and prediction of complex models and multi-object detection in dif-
ferent sectors.
To promote welfare, health and production efficiency of pigs, it is
important to maintain them in appropriate thermal conditions (Shi
et al., 2006). One indicator of pig comfort is their lying posture in the
pen. Pigs lie in a fully recumbent position with limbs extended and
show this lateral lying (lying on the side) posture when the ambient
temperature is high, while they adopt sternal lying (lying on the belly)
with limbs folded under the body in low temperatures (Ekkel et al.,
2003; Huynh et al., 2005; Nasirahmadi et al., 2017b). The feasibility of
using machine vision techniques for monitoring of pigs’ lying postures
in different conditions has been investigated by researchers in multiple
studies. Two-dimensional (2D) cameras and image processing methods
were used by Shao et al. (1998) and Shao and Xin (2008) to obtain lying
behaviour changes of pigs in various thermal conditions in research
barn conditions. Other studies (Nasirahmadi et al., 2015; 2017b) used
image processing of 2D images for detection of the lying pattern of pig
groups in commercial farm conditions. Furthermore, thermal camera
measurement has been used to monitor piglets lying and huddling be-
haviours with satisfactory outputs (Cook et al., 2018). In order to
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monitor lying behaviour, three-dimensional (3D) cameras have more
recently been utilized by some researchers. A computer vision system
based on using 3D cameras was developed by (Lao et al., 2016) to assess
sow behaviours including lying, sitting and standing. In another project,
standing and lying behaviours of pigs were monitored at day and night
time using Kinect depth sensors (Kim et al., 2017), with results again
indicating the ability to use an image processing technique as a non-
invasive way to monitor standing and lying of pigs.
Since machine vision approaches generate a great deal of data,
using machine learning techniques is essential to have an automatic
monitoring system. These techniques (e.g. Support Vector Machine
(SVM), Artificial Neural Network (NN), k-nearest neighbours algorithm
(k-NN)) are capable of accommodating and solving large non-linear
problems. In the past few decades, machine learning techniques have
been increasingly utilized for image processing data in pig studies. Pig
group movement was investigated and classified using a SVM by
Gronskyte et al. (2015). Lee et al. (2016) applied SVM for classification
and detection of aggressive behaviours among pigs based on 3D depth
camera data (i.e. minimum, maximum, average, standard deviation of
velocity, and distance between the pigs). Other investigations using
ANN have included pigs’ weight estimation (Wang et al., 2008), lying
pattern classification (Shao et al.,1998; Nasirahmadi et al., 2017b),
aggressive behaviour detection (Viazzi et al., 2014; Chen et al., 2017)
and recognition of sows in videos (Khoramshahi et al., 2014). These
findings demonstrate the feasibility of using machine vision and ma-
chine learning approaches for pig monitoring purposes.
However, to date, no investigation has attempted to develop auto-
matic monitoring of sternal and lateral lying postures in grouped pigs
using 2D cameras. To address this task, researchers have mostly used
human classification in direct or video observations systems, as ex-
emplified in the studies of (Van Putten and Dammers, 1976; Ekkel et al.,
2003; Huynh et al., 2005; Andersen et al., 2008). Since these conven-
tional monitoring methods are labour and time-intensive techniques,
and depend on the subjective opinion and expertise of the assessors, the
main aim of this study was to develop image processing algorithms in
combination with a SVM approach to score lateral and sternal lying
postures of pigs (weaning and finishing) in different ambient tem-
peratures under commercial farm conditions.
2. Material and methods
2.1. Housing and imaging
In order to test various imaging conditions and to develop robust
algorithms for lateral and sternal lying posture detection, the study
used pigs differing in skin colour and age and housed in different types
of pen. Image data were collected and analysed from pigs at three
different commercial farms. Two farms (weaning and fattening) in
Germany with commercial hybrids of Pietrain× (Large
White× Landrace), and one (fattening) farm in Sweden with
Hampshire× (Landrace× Large White) pigs were selected. The data
were recorded after placement of pigs in the farms and lasted to the end
of the housing period. A set of 4 pens in a room was selected in
Germany from each farm. However, 2 rooms with 2 pens in each were
selected in the Swedish farm. In all farms the pigs were fed by a wet
feed system, with two adjacent pens sharing a trough. All pens were
also equipped with drinking nipples. Temperatures of the selected pens
were recorded every 30min over the total experimental period, with
the temperature sensor positioned at the nearest secure distance to the
pigs (around 20 cm) above the pen walls. The number of pigs in each
pen differed during the investigation according to the commercial re-
quirements at each farm. Pens at the German weaning farm contained a
maximum of 30 piglets and had fully slatted floors with central concrete
panels and plastic panels on both sides. Pens at the German fattening
farm contained a maximum of 12 pigs and had fully slatted concrete
floors. Pens on the Swedish farm contained a maximum of 12 pigs and
had part slatted concrete flooring, with some litter on solid concrete
flooring in the lying area (Fig. 1). These diverse flooring types were
chosen because different floor materials (plastic and concrete) have
differing convective heat transfer values and may thus cause different
lying postures. Over the recording period, the temperatures ranged
between 16 and 32 °C in different seasons. Examples of pigs at the
different farms and during periods of different room temperature are
presented in Fig. 1.
To capture the top view images, cameras (VIVOTEK IB836BA-HF3,
1920×1080 pixels and Hikvision DS-2CD2142FWD-I, 1280×720)
were located on the ceiling with their lens pointing directly downwards
to the pen. The cameras were connected via cables to servers and video
images from the cameras, recorded simultaneously for 24 h during the
day and night throughout the batches, were stored in hard disks. The
extracted images were then used for developing the image processing
algorithms.
2.2. Image processing
A total of 2860 extracted frames were used for the analysis of lateral
and sternal postures from the 12 pens (3 farms×4 pens). To reduce
processing time, images were first cropped to 960×720 pixels re-
solution. Then, the “imadjust” command was used to adjust the intensity
values of images using the Image Processing Toolbox of MATLAB® (the
Mathworks Inc., Natick, MA, USA). Background subtraction, which is a
widely used method, was applied to locate the pigs in this study. To
extract pigs from the pen, the difference between the current frame and
the reference frame (pen with no pigs) was found (Nasirahmadi et al.,
2015). In order to find pigs with back skin colours correctly in the
processing steps, two subtraction methods were used. In the first
method the background image was subtracted from the frame, and in
the second method the frame was subtracted from background image
and the obtained images used for later processing (Fig. 3). As a next
step, the obtained grey images were converted to binary images to
provide the possibility of doing further processing. Objects smaller than
100 pixels (noise) in the area were then removed from the images using
the “bwareaopen” command. Watershed transformation, which has been
proven to be one of the most popular segmentation methods
Fig. 1. Architecture of the pens along with the floor type in German weaning (left, 32 °C), German fattening (middle, 22 °C) and Swedish fattening (right, 17 °C) farms
in the study.
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(Hammoudeh and Newman, 2015), was applied to separate overlapping
(touching) pigs. Then the “regionprops” function with “area”, “major
length” and “minor length” features were used to select noises in the
images. Then only pigs were selected by “ismember” command (Ji and
Qi, 2011) for processing in the next steps. Finally, images from the two
subtraction methods were added to each other using the “imadd“
command to have the whole body of pigs if pigs had black skin colour.
In order to achieve higher performance, standing pigs (occurring during
feeding and activity periods) were not taken into account in the pro-
cessing of the images. Since the 2D cameras do not have the ability to
give the distance to pigs and do not provide the 3D construction of the
object, to distinguish between lying and standing pigs automatically,
the value of pixels movement was calculated in this study. In this ap-
proach, which is presented in Fig. 2, binary images with white and
black colours were subdivided into 6× 6 cells (36 segments). Based on
the white pixels in the binary images belonging to the pigs, the per-
centage and x-y coordinates of the white areas in each segment were
calculated and stored. Accordingly, the values for the next frame (after
1min intervals) were found. By comparing the calculated values be-
tween two frames, the moving areas were found in the binary cells. By
finding the proportion between these areas and size of the pig it was
possible to remove those areas (pigs) in the next processing steps. The
division of the binary images helped to find moving pigs, even when
lying too close or hardly touching each other during lying time in the
pen.
Each lying pig was then extracted from the original binary image for
the scoring of lying postures with their own x-y coordinates, which
gives the possibility to monitor lying positions. The cropped images
were filtered based on properties of the regions (i.e., size, area) to re-
move any body parts of other close pigs. All the described steps are
shown in Fig. 3. In order to initialize the sternal and lateral lying
postures in the binary images, the boundaries and convex hull of each
extracted lying pig were found. The boundaries of objects in image
processing returns the row and column (pixel coordinates) of borders in
the images. However, convex hull is an important and fundamental
structure in computational geometry and known as the minimum
convex polygon sets of all given points (Jayaram and Fleyeh, 2016;
Behera et al., 2018). Despite the fact that object boundaries and convex
hull are powerful tools for object hape recognition (Liu-Yu and
Thonnat, 1993), the key idea behind these methods is that when pigs
are lying laterally, they extend their limbs and the values of convex hull
features are different from region boundaries compared to the sternal
lying posture. Therefore, for each extracted pig in the binary images,
the perimeter and area of convex hull and boundaries were obtained. In
order to reduce the effect of differences in the size of pigs in the images,
the proportion of the computed values of convex hull to boundaries of
each pig was calculated and considered as an input to the SVM.
2.3. SVM
In the classification scenario, a SVM classifier was developed for
distinguishing the lateral and sternal lying postures of pigs in the binary
images. SVM has been shown to be a powerful machine learner for
regression, pattern classification, prediction and detection problems
(Sengupta and Lee, 2014) and, compared to other techniques, it also
needs less data for training of the model (Sa’ad et al., 2015). In this
work, SVM with a linear kernel was employed for image classification.
The datasets were randomly divided into training (including 5-fold
cross-validation) and test sets. 2860 binary images with varying num-
bers of pigs (from 8 to 29) were utilized, giving a total of 40,050 sternal
and lateral lying pigs. The number of the training and test images of
pigs were 28,035 (70% of the total sternal and lateral images) and
12,015 (30% the total sternal and lateral images), respectively. To as-
sess the performance of the SVM classifiers, the receiver operating
characteristic (ROC) was computed in MATLAB® based on true positive
and false negative rates (Nasirahmadi et al., 2017b). The area under the
ROC curve (AUC) which ranges from 0.5 (no discrimination ability) to 1
(best discrimination ability) was also calculated.
The trained model was then used for scoring of lying postures in
new images. It has been found that SVM is a reliable method for pre-
diction problems in the case of small sample sizes (Iquebal et al., 2015).
The prediction model consists of image features and the trained clas-
sifier. In the scoring scenario, the same procedure (Fig. 3) was applied
to get the final binary images. Then, in the new binary images, each pig
was separated from the others and extracted from the binary images.
Since, in the image processing procedure, background noise may cause
problems for correct separation of touching objects, in this study a size
filter was again used to avoid including probable touching pigs in the
scoring model. The extracted pigs were fed into the prediction model in
the SVM. The previously mentioned features (i.e. convex hull and
boundaries) of all objects (pigs) in the new images were used for the
predictor. The output of the model resulted in scoring the number of
sternal and lateral lying postures in each image. The whole sequence of
steps was as presented in Fig. 3. Finally, performance of the model was
assessed using common statistical parameters (Table 1).
3. Results
In order to provide a sufficient number of images for training the
SVM and achieving better performance, monitoring of data in different
climatic conditions (temperatures) was applied in the model. The
temperatures of the investigated pens during of the study were also
recorded. One of the most important steps, which has a considerable
effect on the result of the detection technique, is localizing each animal
in the image processing. Since, in this study, various farms and pigs
with different colours were used, results of the cropped binary images
were investigated manually before using them in the classification and
detection phases. In total around 40% of the total number of pigs in the
binary images were visually evaluated. The results illustrated that the
image processing technique was able to localize correctly around 92%
of individual pigs in binary images. However, when the image proces-
sing algorithm wrongly determined other objects in the pen (e.g. the
feeding trough) as pigs, or failed to truly localize them in binary images,
this was considered as an incorrect estimation. It was most often due to
pigs lying closely and huddling together in lower temperatures, which
made the separating step more inaccurate. Also, colour of background
(pen floor) in some cases was close to the colour of the pigs and caused
mistakes in the scoring. Examples of the incomplete pig localization in
6×6 cells (frame t) 6×6 cells (frame t+1)
Fig. 2. Finding moving pixels in sequential frames dark cells (pen floor), white cells (animal).
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binary images are shown in Fig. 4.
The results of the linear SVM classifier showed the possibility to
correctly classify lateral and sternal lying postures with an accuracy
94.2%, with satisfactory sensitivity of 94.4% and specificity of 94.0%
for the test set. The confusion matrix of the two classes, based on a run
of the data, is presented in Fig. 5.
Fig. 6 shows the ROC curves, along with the AUC, for each lying
posture, containing true positive rate (equivalent to sensitivity) and
Frame t Frame t+1
Background subtraction  
Convert to binary and remove small objects
F-B B-F B-F F-B 
Watershed transform, size filtering and filling holes
Add two images Add two images
Moving pig SVM classifier 
Fig. 3. Different steps of lateral and sternal lying posture classification. frame -background (F-B), background-frame (B-F), convex hull (red) and boundaries (green).
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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false positive rate (equivalent to 1- specificity) (Nasirahmadi et al.,
2017b; Ushigome et al., 2018). The AUC values obtained were 0.97 for
the lateral and 0.98 for the sternal test sets.
The trained classifier was then used for scoring of new data. As it
can be seen in Fig. 7, new binary images (not used in the training of the
SVM) were fed into the SVM prediction model to score of lying pos-
tures.
In this approach 500 images, which contained 5007 sternal and
lateral patterns, were used in the scoring section. The scored images of
pigs were then saved in their own folder (named as sternal and lateral).
To evaluate the performance (Table 1) of the scoring technique, images
from each folder were manually validated by an expert. The lateral and
sternal lying postures in each selected folder after applying the image
processing algorithm were compared to the real posture. The accuracy,
sensitivity and specificity of the scored data obtained were 94, 94.5 and
93.4%, respectively (Table 2).
4. Discussion
Monitoring of animal behaviours in large-scale farms is always
challenging for the farm owners. Employing image processing and
machine learning techniques has helped to monitor pigs and improve
their welfare and health, even in large-scale farms. In this study,
monitoring of lying postures of the individual pigs in a group was in-
vestigated. Results of individual pig localization using image processing
showed acceptably high performance. However, around 8% of pigs
were not correctly localized in the binary images. The RGB cameras
need a light source to make the image visible and light changes during
capture affect the quality of the image. As a result, image processing
outputs will be influenced by the lower image quality (Nasirahmadi
et al., 2017a). Another reason for incorrect localization could be
wrongly separating individuals, due to pigs lying close either to the pen
wall or to each other. Despite these challenges, the performance of the
linear SVM showed the possibility of accurately using this classifier for
categorizing sternal and lateral postures. The AUC of both postures
(Fig. 6) was greater than 0.97, which illustrates the balance between
the achieved sensitivity and specificity (Naimi and Balzer, 2018). An
AUC value near to 1 shows best separation between the values
(Fawcett, 2006). However, in the confusion matrix (Fig. 5), around
6.0% of lateral postures were misclassified as sternal and about 5.5%
sternal postures were misclassified into the lateral posture class. These
errors happen when the input to the classifier is not correct or the va-
lues are close to each other and it is hard to classify them. According to
the images in Fig. 4, some parts of the pig’s body were removed during
image processing steps due to having similar colours to the pen floor,
lying close to the feeders or pen wall. Therefore, the calculated values
of area and perimeter of the boundaries and convex hull of these images
have led to incorrect classification.
The results of the SVM prediction step show high performance of the
scoring of sternal and lateral postures. In this step the quality of input
data (localized pig) was also essential for the performance of the pre-
dictor. Although the overall accuracy, sensitivity and specificity show
Table 1
Performance criteria for the scoring techniques.
Performance criterion Equation for calculation
Sensitivity (%)
+
TP
TP FN
TP= true positive (sternal posture considered as sternal posture)
FP= false positive (lateral posture considered as sternal posture)
Specificity (%)
+
TN
TN FP
TN= true negative (lateral posture considered as lateral posture)
Accuracy (%) +
+ + +
TP TN
TP FP TN FN
FN= false negative (sternal posture considered as lateral posture)
Fig. 4. Examples of incomplete pig localization in binary images.
Fig. 5. Confusion matrix of the two lying postures classifications (test
set= 12015). In the matrix, each row represents the lateral and sternal postures
in an actual class, and each column represents the postures in a predicted class.
The number of the correct classifications and misclassifications in the SVM
classifier is indicated in each cell. The black cells diagonally across the matrix
reflect the correct classification, while the other cells (white) outside of the
main diagonal show the number of objects misclassified.
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the possibility of using image processing and machine learning tech-
niques for scoring of individual lying pig patterns, the algorithm could
not detect all the lying postures correctly, which need be addressed in
future research. This problem might be alleviated by applying depth-
based sensors (3D camera) which have the possibility of finding dis-
tances to the animal and eliminating errors related to colours and
ambient lighting (Kongsro, 2014; Wang et al., 2018).
To date, no previous studies have been reported on the classification
and scoring of individual pigs’ lying postures by means of machine
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Fig. 6. The ROC along with AUC values of the classifier test set (12015).
RGB image to binary 
Trained SVM model Scoring 
Lateral  
Sternal
Fig. 7. Lateral and sternal lying posture scoring.
Table 2
Sensitivity, specificity and accuracy of the SVM classifier and scoring steps.
Steps Sensitivity (%) Specificity (%) Accuracy (%)
Classification 94.4 94.0 94.2
Scoring 94.5 93.4 94.0
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vision and machine learning approaches. The method described in this
study could be a valuable tool to enhance pig welfare and health by
providing assessment of thermal comfort. The technique proposed here
can be improved in a fully automated way by applying robust machine
learning techniques (i.e., deep learning). However, this technique needs
many more images to train the classification and detection models to be
applicable for different imaging conditions.
5. Conclusions
In conclusion, it was illustrated that the developed image processing
and machine learning methods were able to reliably score different
lying postures under different commercial farm conditions. Two com-
mercial farms (weaning and fattening) in Germany and one commercial
fattening farm in Sweden were selected for this work to provide pens
with floors differing in colour and type, different numbers of pigs per
pen (from 8 to 30) and varying ages and colours of pig. Convex hull and
boundaries of each individual pig in binary images were calculated and
the proportion of area and perimeter of the mentioned features were
considered as inputs to a linear SVM for classification of lying postures.
The trained model was then used to predict sternal and lateral postures
in new binary images. The performance of the presented model in this
study showed a high level of accuracy, sensitivity and specificity in both
classification (94.2, 94.4, 94.0%, respectively) and prediction (94.0,
94.5, 93.4%, respectively) scenarios. Therefore, this method could be
used in commercially-applicable tools for large-scale scoring of pigs.
Further studies on the applications of the method in other farming and
imaging conditions, and the application of other machine learning
techniques, are therefore merited.
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