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Abstract
Phylogenetic networks are used to represent evolutionary scenarios in biology and linguis-
tics. To find the most probable scenario, it may be necessary to compare candidate networks:
to distinguish different networks, and to see when one network is embedded in another. We
show that the tree-child sequences introduced by Linz and Semple characterize when a tree is
embedded in a tree-child network. We take this one step further and show that the sequences
can be used to characterize when a tree-child network is embedded in another tree-child net-
work (Network Containment), and that this can be decided in linear time. Following this,
we provide a linear time algorithm for deciding whether two tree-child networks are isomorphic.
We also generalize tree-child sequences to cherry-picking sequences, and consequently define
the class of cherry-picking networks – the networks that can be reduced by cherry-picking
sequences. These networks are uniquely defined by their smallest minimal cherry-picking se-
quences, and due to this, the isomorphism result also follows for cherry-picking networks.
1 Introduction
Phylogenetic networks are becoming central in the study of the evolutionary history of species (Mor-
rison, 2005; Bapteste et al., 2013). However, small stretches of DNA (e.g., pieces of DNA coding
for protein domains) evolve tree-like. Therefore, the network representing the species’ evolution
must contain the trees for such pieces of DNA. This leads to the following mathematical problems.
For a given network N and a tree T , decide whether N contains T . For a given set of trees, decide
whether there exists a “simple” network that contains all the trees.
These two problems clearly go hand in hand, as it is imperative to understand when a tree is
contained in a network, to find a network which contains a set of trees. In this paper we solve a
generalization of the first problem, with tools that were developed for tackling the second.
The first of these problems, Tree Containment, is NP-complete when considering all types
of rooted phylogenetic networks (Kanj et al., 2008). The problem remains NP-complete when
restricted to more restricted types of networks, such as tree-sibling, time-consistent, and regular
networks (van Iersel et al., 2010). However, for some specific classes of networks, the problem
becomes easier. For example, it is known that Tree Containment can be solved in polynomial
time for normal networks, tree-child networks, and level-k networks (van Iersel et al., 2010).
For some classes of networks, there are stronger results: deciding whether a tree is contained in
a genetically stable network can be done in quadratic time (Gambette et al., 2015), and making this
decision for a binary nearly-stable network takes linear time (Weller, 2017). Tree-child networks are
particularly interesting as they have been attracting growing attention. For this class of networks,
Tree Containment is known to be linear time solvable (Weller, 2017; Gunawan, 2017).
The second problem, of finding a “simple network” containing a given set of trees, is called
Hybridization. For this problem, a “simple network” is one with a limited number of non tree-
like events, such as hybridizations (hence the name). This problem is NP-hard, even if the input
contains only two binary trees (Bordewich and Semple, 2007).
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Much research has focused on finding efficient algorithms for Hybridization. Such research
often considers inputs with a limited number of trees (Bordewich et al., 2007; van Iersel et al.,
2016). Recently, the first algorithms that work on any number of trees have appeared (Mirzaei and
Wu, 2016; Albrecht, 2015). Biological data sets often involve a large number trees, which makes
the first approach impractical. The second approach does not work well for biological data sets
either, because the running time of the current algorithm grows too rapidly in the number of trees.
As a result, these algorithms are seldom practical for biological data sets.
Recently, research has broadened its focus to other variants of Hybridization. Such variants
either relax the notion of when a network contains an input tree, or they restrict the search space.
We see a significant simplification in the former case: the problem may become polynomial time
solvable (van Iersel et al., 2018). In the latter case, we have seen new algorithms with the advantage
that they could still be practical for a large number of input trees. For example, Humphries et al.
(2013) tried to find a solution within the class of temporal networks, and Linz and Semple (2017)
gave a characterization for the class of tree-child networks that may be used for an FPT algorithm
that is polynomial in the number of trees.
These last studies all use cherry-picking sequences. cherry-picking sequences provide a link
between the set of input trees, and the complexity of the networks containing these trees. Several
versions of such sequences exist, depending on the class of network of interest. The basic idea in
all cherry-picking strategies consists of the following two steps. First, given a set of trees, try to
reduce all the trees to one leaf by picking cherries, i.e., removing a leaf that is part of a cherry
(two leaves sharing a common parent). If we pick a certain cherry, we do this in all the trees where
the cherry is present. A sequence of cherries that reduces all the input trees is a cherry-picking
sequence. The second part is to find a network corresponding to the cherry-picking sequence. If
one builds a network from the cherry-picking sequence in a precise way, the network will have
complexity bounded by the length or weight of the sequence, and the network will contain all the
input trees. Hence, finding a short sequence or a sequence with least weight for a set of input trees
corresponds to finding a good solution to Hybridization.
The cherry-picking sequences in (Humphries et al., 2013) provide a nice characterization for
temporal networks, however its practicality is shadowed by the fact that it is NP-hard to decide
whether a cherry-picking sequence exists for a set of trees, even for two trees (Döcker et al., 2017).
On the contrary, the cherry-picking sequences in (Linz and Semple, 2017) do not have this problem:
such a sequence always exists for any set of trees. Due to this robustness, we use the cherry-picking
sequences that were defined in Linz and Semple (2017).
The Tree Containment problem is relevant for biological problems where a set of trees is
known. Often, however, the biological problems require combining other data into a network. For
example, in most cases only a set of DNA sequences is given, and inferring a relevant set of trees
could be difficult. Additionally, there are methods for producing small networks. These might not
scale up to larger input, so we need new strategies to combine the small networks. We consider a
generalization of Tree Containment, which could serve as a stepping stone in this endeavour.
We call this problem Network Containment: given two networks, decide whether a network is
contained in another. Until now, no research has been conducted in this area of phylogenetics.
In this paper we take the first steps in this direction. We use cherry-picking techniques to study
Network Containment for tree-child networks. To this end, we have shown that a tree-child se-
quence (a type of cherry-picking sequence; see Definition 3) for a tree-child network reduces another
network if and only if the network in question is contained in the tree-child network (Theorem 4).
Following this, we provide a linear-time algorithm for this problem. In the process, we investi-
gate the use for cherry-picking sequences in general, for all networks they apply to: the class of
cherry-picking networks. cherry-picking networks are nice, in that they are characterized uniquely
by their minimal cherry-picking sequences (Theorem 2). Every cherry-picking network gives rise
to many cherry-picking sequences, which can all be used to uniquely reconstruct the network. In
obtaining sequences from networks, we have shown that the order for picking cherries does not
matter (Theorem 1). Unfortunately our method for Network Containment does not hold for
cherry-picking networks in general (Theorem 3), however a procedure for possibly remedying this
issue is proposed in Section 6.
The structure of the paper is as follows. We first recall all relevant definitions and generalize
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some concepts introduced in previous papers (Section 2). Then we look at cherry-picking networks
in general, and what correspondences there are between cherry-picking networks and their cherry-
picking sequences (Section 3). This includes a short discussion of their distinguishability. Then
we restrict our attention to tree-child networks, which form a subclass of cherry-picking networks.
This culminates in a theorem (Theorem 4) characterizing the network containment problem in
terms of cherry-picking sequences (Section 4). In Section 5, we use this characterization in an
algorithm for Network Containment. To make this algorithm efficient, we prove some addi-
tional statements about tree-child sequences, the cherry-picking sequences that nicely correspond
to tree-child networks. These statements loosely translate to “cherries in a tree-child network can
be picked in any order to get a minimal sequence.” Finally, we give the algorithm and prove its
running time is linear. In Section 6, we elaborate on extensions to problems where input networks
or trees are allowed to have different sets of species, and on the possible use of cherry-picking
sequences in a version of Hybridization where the input consists of networks.
2 Preliminaries
Definition 1. A phylogenetic network is a DAG with one outdegree-1 source (the root), a set of
indegree-1 sinks (leaves) bijectively labelled with a set X, and all other nodes are either tree nodes
(indegree-1 outdegree at least 2) or reticulations (indegree at least 2, outdegree-1).
A phylogenetic network is semi-binary if each tree node has outdegree-2, and it is binary if it
is semi-binary and each reticulation has indegree-2.
The edges feeding into reticulations are called reticulation edges and each non-reticulation edge
is called a tree edge. Given an edge (u, v) in N , we say that u is a parent of v and v is a child of u.
The node u is an ancestor of / above v, or v is a descendant of / below u if there is a directed
path from u to v in N . The network N is tree-child if every non-leaf node in N is a parent of a
tree node or a leaf.
Definition 2. Let N and N ′ be phylogenetic networks on X, then N is a refinement of N ′ if N ′
can be obtained from N by contraction of edges.
2.1 cherry-picking sequences
In this subsection, we introduce cherry-picking sequences, and their action on phylogenetic net-
works. This starts with several definitions, of different kinds of sequences, and of specific structures
within the networks that are of interest to us: cherries and reticulated cherries. Then we define
cherry-picking formally, as an action of a cherry-picking sequence on a network.
Definition 3. A cherry-picking sequence (CPS) is a sequence of ordered pairs of two leaves such
that the second coordinate of each pair has to occur as a first coordinate in the remainder of the
sequence or as the second coordinate of the last pair.
It is called a tree-child sequence (TCS) if no first coordinate leaf is used as a second coordinate
in the rest of the sequence.
Definition 4. Let (x, y) be an ordered pair of leaves in a network N , and let px, py denote the
parents of x, y respectively. We call (x, y) a cherry if px = py, i.e., if x and y share a common
parent. We call (x, y) a reticulated cherry if px is a reticulation and py is a parent of px.
Cherry-picking sequences act on networks by reducing cherries or reticulated cherries. In the
following definitions, we define such reductions.
Definition 5. Let N be a network and (x, y) be an ordered pair of leaves. Reducing (x, y) in N is
the process of deleting x and suppressing its parent node in N if (x, y) is a cherry in N ; if (x, y) is
a reticulated cherry, the reduction constitutes of deleting the reticulation arc between the parents
of x and y and subsequently suppressing degree 2 nodes. If x and y form neither a cherry nor a
reticulated cherry, then the process of reducing (x, y) does not change the network.
We sometimes refer to this as picking a cherry (x, y) from N .
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Definition 6. Let N be a network and S a CPS. Denote by NS the resulting network after
repeatedly reducing N with each element of S (in order).
A subsequence of a CPS refers to any sequence that can be obtained by deleting some elements
from the CPS. Note that a subsequence need not be a CPS. In what follows, We will often have
to reduce a network by a subsequence of a CPS. These subsequences are most often the initial
parts of the sequence. Hence we introduce notation that makes it easy to refer to the initial part
of a sequence. Let S = (x1, y1), (x2, y2), . . . , (xn, yn) be a CPS. For i ∈ [n], we use the following
notations to denote some subsequence of S. The ith ordered pair of S is Si = (xi, yi). The first i
ordered pairs in S is denoted by S[:i] = (x1, y1), . . . , (xi, yi). The subsequence of S without the
first i ordered pairs is denoted by S[i+1:] = (xi+1, yi+1), (xi+2, yi+2), . . . , (xn, yn).
Observation 1. Given a CPS (TCS) S, the sequence S[i:] is also a CPS (TCS) for all i =
1, . . . , |S|.
Definition 7. A partial CPS S′ of length i is a sequence of ordered pairs such that there exists a
CPS S where S[:i] = S′. A partial TCS is defined analogously, but with TCSs.
Remark 1. If S and S′ are partial CPS, and N a network, then applying S and then S′ is the
same as appending S′ to S, denoted SS′, and applying the whole sequence. In notation:
(NS)S′ = N(SS′),
hence we denote this without brackets with NSS′.
For cherry-picking strategies to be fruitful, a cherry-picking sequence must correspond nicely
to a network. The following definitions give one direction of the correspondence: for each suitable
network, there is a sequence.
Definition 8. A CPS S reduces a network N to a leaf l if NS is the network with a single leaf l,
a root, and no other vertices.
Definition 9. A cherry-picking network (CPN) is a network that can be reduced by a CPS.
In particular, a network with a single leaf, a root, and no other nodes is also a CPN, since it
can be reduced by an empty CPS. By definition, a CPN with at least two leaves contains either a
cherry or a reticulated cherry.
Observation 2. Let N be a CPN that can be reduced by a CPS S. Then for all i = 1, . . . , |S|, NS[:i]
is a CPN.
In Definition 5, we have seen that reduction by a pair may leave the network the same. For
the correspondence between sequences and networks that we will find, it is important to not have
such pairs. The following definition introduces the essential terminology for the other direction of
the correspondence: we will see that for each CPS, there is a network.
Definition 10. We call a sequence of ordered pairs of leaves S a minimal CPS for a CPN N
if S reduces N and all ordered pairs of S reduce something in N , that is, if NS[:i−1] 6= NS[:i] for
all i = 1, . . . , |S|.
2.2 From CPSs to CPNs
As each cherry reduction makes a simple change to a network, it is natural to try to reverse this
change. This means we take a network and add a leaf to it as one part of a cherry, or we add a
reticulation edge to create a reticulated cherry. Because cherry reductions can reduce reticulated
cherries with a multi-hybridization (a reticulation with indegree at least 3), there is not a unique
way to put the edge back: we can either create a new reticulation, or add the edge to an already
existing one. We handle this by picking one of these and consistently using that in the construction,
to avoid any ambiguities. So we consider two distinct constructions, one where we add a new
reticulation node every time, and one where we choose to connect the new edge to an existing
reticulation whenever possible. In the former construction we have the possibility of getting a
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stack, where two reticulation nodes are adjacent, in our network. In the latter construction, our
networks never contain stacks. Therefore with this construction, we retrieve stack-free networks
(sometimes called compressed (Huber et al., 2016)).
Note that a similar observation can be made for tree nodes. But the construction where an
edge is connected to an existing tree node whenever possible, results in a network with many
multifurcations (tree nodes of outdegree more than 2). We would like to find networks where the
tree signal is clear, hence we do not consider this construction type.
2.2.1 Construction 1: stack-free
A semi-binary stack-free network N can be obtained from a CPS S = (x1, y1), . . . , (xn, yn) that
reduces N using the following construction.
Working backwards through a sequence, we reconstruct N from N(x, y) as follows (Figure 1).
1. if x is a leaf in N(x, y), and
(a) if p, the parent of x in N(x, y), is a reticulation then add a node q directly above y, and
add an edge (q, p).
(b) otherwise, add nodes p and q directly above x and y respectively, and add an edge (q, p).
2. if x is not a leaf in N(x, y) then add a labelled node x, insert a node q directly above y, and
add an edge (q, x).
In this construction, called “adding (x, y) to the network”, we require y to be a leaf of N(x, y),
otherwise the construction is not well-defined. This is no problem when we reconstruct a network
from a cherry-picking sequence S = (x1, y1), . . . , (x|S|, y|S|): Each yi is a leaf in NS[:i], since every
leaf appearing as a second coordinate appears as a first coordinate in the remainder of the sequence
by definition of cherry-picking sequences. Then the construction involving yi as a first coordinate
ensures that yi is a leaf in NS[:i]. Therefore the construction is well-defined for CPSs.
Lemma 1. If N is semi-binary stack-free, and (x, y) is either a cherry or a reticulated cherry in
N , then adding (x, y) to N(x, y) results in N .
Proof. Suppose first that (x, y) is a cherry in N . Then N(x, y) is the network obtained by deleting
the leaf x and suppressing its parent node in N . Hence, there exists no leaf in N(x, y) that is
labelled x. So, we lie in case 2 of Construction 1: we add a labelled node x, insert a node q directly
above y, and add an edge (q, x). The resultant network is N , as we have precisely undone the
deletion of leaf x and suppression of its parent node in N .
Now suppose that (x, y) is a reticulated cherry in N . Let px and py denote the parents of x
and y respectively in N . Then N(x, y) is the network obtained by deleting the edge (py, px) and
suppressing the node py and possibly suppressing px if it is a node of degree 2. Note here that x
remains a leaf in N(x, y). Because of this, when we add (x, y) to N(x, y), we lie in case 1 of
Construction 1. Now, if the parent of x in N(x, y) is a reticulation, then px is not suppressed
in N(x, y): we lie in subcase (a). Inserting a node py directly above y and adding an edge (py, px)
returns the network N . On the other hand, if the parent of x in N(x, y) is a tree node, then px is
suppressed in N(x, y): we lie in subcase (b). Inserting nodes px, py directly above x, y respectively
and adding an edge (py, px) returns the network N .
These are the only possibilities as we have that (x, y) is either a cherry or a reticulated cherry;
in the latter case, the parent of x is a reticulation with indegree either greater than 2 or exactly 2.
Therefore, adding (x, y) to N(x, y) results in N .
Corollary 1. Let N be a semi-binary stack-free CPN and S = ((x1, y1), . . . , (xn, yn)) a minimal
CPS for N . Then, adding each pair from S (in reverse order) to the CPN with the single leaf yn,
using Construction 1, results in N .
We note that the cherry-picking sequences used by Linz and Semple (2017) use Construction 1.
Observation 3. Let N be a CPN with minimal CPS S, and let NS be the network obtained by
using Construction 1 on S. Then N is a refinement of NS.
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Figure 1: The choice in the construction for adding a hybridization edge (x, y) in the ambiguous
case. On the left construction 1, which has no stacks; on the right construction 2, which has no
multi-hybridizations.
2.2.2 Construction 2: no multi-hybrizations
A binary network N can be obtained from a CPS S = (x1, y1), . . . , (xn, yn) as follows. Again,
NS = NS[:n] is the network on a single leaf yn.
Working backwards, we reconstruct N from N(x, y) as follows (Figure 1).
1. if x is a leaf in N(x, y), then add nodes p, q directly above x, y respectively, and add edges
(q, p).
2. if x is not a leaf in N(x, y), then add a labelled node x, insert a node q directly above y, and
add an edge (q, x).
Again the construction is well-defined for CPSs, as yi is a leaf inNS[:i] by an analogous argument
used for Construction 1.
Lemma 2. If N is binary, and (x, y) is either a cherry or a reticulated cherry in N , then using
Construction 2 to add (x, y) to N(x, y) results in N .
Proof. The proof here is analogous to the proof of Lemma 1, except that we no longer have two
subcases in the reticulated cherry case. We omit this proof.
Corollary 2. Let N be a binary CPN and S = ((x1, y1), . . . , (xn, yn)) a minimal CPS for N . Then,
adding each pair from S (in reverse order) to the CPN with the single leaf yn, using Construction 2,
results in N .
3 Properties of cherry-picking networks
In this section, we consider the class of cherry-picking networks. First, we continue where we left
off in the previous section: we inspect the relation between cherry-picking sequences and cherry-
picking networks. This includes the reticulation number defined by a CPS, changes in the sets
of cherries and reticulated cherries ready for picking after picking a pair, and the order in which
we can reduce a network. The last of these allows us to consider distinguishability of two CPNs
by their CPSs. Next, we use all this to investigate the relation between embedded networks and
CPSs for a CPN. For tree-child networks and TCSs, tree containment has been studied implicitly
by Linz and Semple (2017). We provide explicit results in this domain, and generalize some of
these results to CPNs.
3.1 Why CPNs are nice: order doesn’t matter
Lemma 3. Let S be a minimal length sequence of ordered pairs of leaves that reduces a network
N . Then S is a CPS. Furthermore, |S| = n + k − 1, where n and k denote the number of leaves
and the reticulation number of N , respectively.
Proof. Suppose for a contradiction that S is not a CPS. Then for i < |S|, there is an Si = (x, y)
where y is not a first coordinate in any of the elements of S[i+1:] or the last coordinate of S|S|.
This means y cannot be a leaf in NS[:i−1] (if it were, then S does not reduce N). This implies
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NS[:i−1] = NS[:i], and there is a shorter sequence S[:i−1]S[i+1:] that reduces N , a contradiction.
We conclude that S is a CPS.
We now prove the second part of the lemma. Let Si = (x, y). We first construct a semi-binary
stack-free networkM from S using Construction 1. Upon constructingMS[:i−1] fromMS[:i], a new
leaf x is added if x is not a leaf inMS[:i], and a reticulation is added otherwise. By Observation 3,N
is a refinement ofM , and therefore N has the same leaf set and it has the same reticulation number
as M . Since S is a minimal CPS for N , it follows that |S| = n+ k − 1.
Definition 11. Let N be a network. Denote with Cc(N) the set of cherries of N , and with Cr(N)
the set of reticulated cherries of N . The set of all cherries and reticulated cherries together is
denoted C(N) = Cc(N) ∪ Cr(N).
Observation 4. Let N be a network and (x, y) a reducible pair – we use this to mean a cherry or a
reticulated cherry – of N . Then C(N) is contained in C(N(x, y))∪{(x, y), (y, x)}, and in particular
we have the inclusions Cr(N) ⊂ Cr(N(x, y)) ∪ {(x, y)} and Cc(N) ⊂ Cc(N(x, y)) ∪ {(x, y), (y, x)}.
Roughly speaking, Observation 4 states that reducing a network by the element (x, y) preserves
the other cherries and reticulated cherries. We also have inclusions in the other direction. The
following lemma states that all “new reducible pairs” after picking a pair (x, y) must involve either
x or y.
Lemma 4. Let N be a network and (x, y) a reducible pair of N . Then we have the following
inclusion:
C(N(x, y)) \ C(N) ⊆ ({x, y} ×X) ∪ (X × {x, y}) .
Proof. By definition of reducing cherries and reticulated cherries, it is clear that all new cherries
and reticulated cherries of N(x, y) involve x or y.
We now start our investigation of the order in which pairs can be reduced. We start with a
lemma that says a cherry on two leaves x and y can be reduced both as (x, y) and as (y, x). Then
we show that reducing an arbitrary pair in a CPN gives a new CPN.
Lemma 5. Let S be a minimal CPS for N and suppose Si = (x, y) reduces a cherry when applying
the sequence. Let S′ be the sequence S[i+1:] where each occurrence of y is replaced by x. Then
S[:i−1](y, x)S′ is a minimal CPS for N .
Proof. If (x, y) forms a cherry in a network N , then N(y, x) is equal to the network N(x, y) where
y is replaced by x. Hence if we switch the roles of x and y in the remaining part of the sequence,
the result after reduction by both sequences is the same modulo the x↔ y replacement.
Lemma 6. Let N be a CPN that can be reduced by a CPS S = S1, S2, . . . , S|S| such that S2 ∈ C(N).
Then NS2 is a CPN.
Proof. Note that S1, S2 ∈ C(N) by assumption. We distinguish several cases and prove in every
case that NS2 is a CPN.
• The leaves in S1 and S2 are the same. Then either S1 = S2, or S1 = (x, y) and
S2 = (y, x) for some pair of leaves x, y. In the first case NS2 = NS1, which is a CPN. In
the second case, as (x, y) and (y, x) are both present in N , (x, y) must be a cherry, and by
Lemma 5, NS2 is a CPN.
Let S1 := (x, y).
• S2 is not equal to either (x, y) or (y,x). Then S1 ∈ C(NS2) and S2 ∈ C(NS1) by
Observation 4.
– The pairs S1 and S2 have exactly one leaf in common. This implies the leaf in
common must be the first element of both S1 and S2, and it is below the reticulation
common to the two reticulated cherries. Otherwise we would have that S2 /∈ C(N),
which contradicts our original assumption. Applying S1 and S2 in any order removes
these two reticulation edges, so clearly NS1S2 = NS2S1. By Observation 2, NS1S2 is
a CPN. This implies NS2S1 is a CPN and therefore that NS2 is also a CPN.
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– The pairs S1 and S2 have no leaf in common. Then obviously, S1 and S2 inde-
pendently remove edges in N , not influenced by the order of S1 and S2. Hence we get
NS1S2 = NS2S1 and for the same reason as before, NS2 is a CPN.
In all cases, we have concluded that NS2 is a CPN, so the result follows.
Proposition 1. Let N be a CPN with c ∈ C(N). Then Nc is a CPN, that is, there exists a CPS
S such that cS is a CPS reducing N .
Proof. By definition of a CPN, there exists a CPS S′ for N . If c = S′1, then set S := S′[2:] and we
are done. Now let c = (x, y) and suppose c is not equal to S′1. Note that there must be a smallest
i ≥ 1 with S′i = (x, y) or S′i = (y, x) by Observation 4.
• Suppose S′i = (x, y). Because (x, y) ∈ C(N), and S′[:i−1] does not contain an element (x, y)
or (y, x), we have (x, y) ∈ C(NS′[:j−1]) for all j ≤ i (Observation 4). Hence by applying
Lemma 6 i times, N(x, y) is a CPN.
• Suppose S′i = (y,x). Because i is the smallest i such that S′i involves both x and y,
Observation 4 implies that (x, y), (y, x) ∈ C(NS′[:i−1]), hence NS′[:i−1] contains the cherry
(x, y). By Lemma 5 there is a CPS of N starting with S′[:i−1](x, y). Redefining S
′ as this
sequence, we are in the previous case and thus N(x, y) is a CPN.
We conclude that Nc is a CPN.
The following theorem is a corollary of the previous proposition. It essentially states that a
network can be cherry picked in any order.
Theorem 1. Let N be a CPN and S a partial CPS. If in each step of the reduction of N by S,
the network is changed, then there exists a minimal CPS S′ starting with S that reduces N .
3.2 Distinguishability
By Theorem 1, any order of picking cherries gives a minimal CPS for a CPN. This inherently
implies that for a given CPN, there could be many CPSs associated with it. By Corollaries 1
and 2, every CPS uniquely constructs a CPN in the respective classes (using either Construction 1
or 2).
Remark 2. Each construction (1 or 2) gives exactly one CPN per CPS. On the other hand, a
CPN can have more than one CPS that reduces it.
To reach any distinguishability notion of the CPNs using their CPSs, we would like a standard-
ized way of comparing the CPSs of one network to that of another. From a practical standpoint,
this seems infeasible: by Remark 2, we know that many distinct CPSs can be obtained from the
same network.
We resolve this issue by introducing an ordering on the CPSs. Doing so allows us to prescribe a
unique smallest minimal CPS to each CPN. This chooses a ‘representative’ CPS from every CPN,
and we show that comparing these CPSs gives a way of distinguishing two CPNs. So let us take
an arbitrary ordering on the leaves, and let us define a lexicographical ordering on the cherries as
follows. We say that (a, b) < (c, d) if and only if a < c or if a = c and b < d. We naturally extend
this ordering to minimal CPSs: Suppose |S| 6= |S′|, if |S| < |S′| then S < S′ and if |S| > |S′|
then S > S′. Now suppose |S| = |S′| and let i be the smallest index such that Si 6= S′i. If no
such i exists, then S = S′; otherwise S < S′ if and only if Si < S′i. By Theorem 1, we may
cherry pick a network in any order. We define a smallest minimal CPS as one that is obtained
by picking the smallest reducible pair at each iteration (see Figure 2). By the following theorem,
distinguishing two CPNs of the same class comes down to finding their smallest minimal CPS and
checking whether these are the same.
Theorem 2. Suppose we are given an ordering on the taxa set X. Within the class of semi-
binary stack-free (or binary) networks, every CPN on X has a unique smallest minimal CPS.
Furthermore, every CPS gives rise to a unique CPN.
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Figure 2: The smallest minimal CPS for this network is (1, 2), (3, 2), (3, 4), (4, 5), (2, 5). Initially
we have the choice of picking either (1, 2), (2, 1), or (3, 4). For the smallest minimal CPS we pick
the smallest reducible pair (1, 2).
Proof. Let N be a CPN on X. Since we have a total ordering on the cherries of N , we have that
if there exists a smallest minimal CPS then it is unique. Furthermore, we know that a smallest
minimal CPS exists: simply pick a smallest cherry at every iteration. Therefore every CPN on X
has a unique smallest minimal CPS.
By Remark 2, we have that every CPS gives rise to a unique CPN.
The following corollary is a direct consequence of Theorem 2.
Corollary 3. Suppose we are given an ordering on the taxa set X. Within the class of semi-binary
stack-free (binary) networks, two CPNs on X are isomorphic if and only if they have the same
smallest minimal CPS.
This leads to a polynomial-time algorithm for checking whether two CPNs on the same set of
taxa are isomorphic, which we will describe in Section 5.
3.3 Reduction implies containment
In this subsection, we prove that the reduction of a network by a cherry-picking sequence for
another network, implies containment of the former in the latter. We prove this in the following
lemma using induction on the length of the sequence in reverse direction (i.e., from long to short).
Definition 12. Let N be a network on the set of taxa, X. A network N ′ on X is a subnetwork
of N if some subgraph M of N is a subdivision of N ′. The embedding of N ′ in N maps the nodes
of N ′ to a subset of the nodes of M , and it maps the edges of N ′ to edge disjoint paths of M ,
such that all edges in M are covered. If N ′ is a subnetwork of N , then we alternatively say that N
contains (or displays) N ′.
Intuitively speaking, we find the embedding of the network N ′ in N as follows. We reconstruct
the network N from S, and we annotate the edges used by N ′ in the process. Let S′ denote the CPS
of ordered pairs in S that is used in the reduction of N ′. Let Si = (x, y) be an ordered pair that
appears in S′. Then in NS[:i], label the paths (py, y) and (py, x) as ‘used’. Upon reconstructing
N , the embedding of N ′ into N can be seen as the subnetwork of N which uses all labelled edges.
Definition 13. Let v be a node in some network M . If M is a subnetwork of M ′ then we say
that v exists in M ′, and refer to v in M ′ by vM
′
.
Lemma 7. Let N and N ′ be binary CPNs on taxa X and X ′ ⊆ X respectively, and suppose that
a CPS S reduces both N and N ′ to the same leaf. Then N ′ is a subnetwork of N .
Proof. Let S′ denote the CPS of ordered pairs in S such that every ordered pair in S′ is used in
the reduction of N ′. Due to this, we have that for every i ∈ {1, . . . , |S′|} there exists a pi(i) ∈
{1, . . . , |S|} such that S′i = Spi(i). By definition of S′, pi : {1, . . . , |S′|} → {1, . . . , |S|} is a strictly
increasing function (i.e., if i < j then pi(i) < pi(j)). Recall that S′[:i] denotes the sequence obtained
by taking the first i ordered pairs from S′. We show by induction on i, for i = |S′|, . . . , 0, that the
CPN N ′S′[:i] is a subnetwork of the CPN NS[:pi(i)], where N
′S′[:0] = N
′, and pi(0) = pi(1)− 1.
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To show the base case we prove the claim for i = |S′| − 1. Let S′|S′| = (x, y), then N ′S′[:|S′|−1]
is simply the cherry (x, y). Since Spi(|S′|) = (x, y), the sequence S[pi(|S′|)−1:] contains (x, y), and
so it must be the case that NS[:pi(|S′|)−1] contains the leaves x and y. A cherry on two leaves
is a subnetwork of every network containing those two leaves. It follows that N ′S′[:|S′|−1] is a
subnetwork of NS[:pi(|S′|)−1].
So now assume i < |S′|−1 and suppose we have proven thatN ′S′[:j] is a subnetwork ofNS[:pi(j+1)−1]
for every j > i. By induction hypothesis, N ′S′[:i+1] is a subnetwork of NS[:pi(i+2)−1]. We extend
the embedding of N ′S′[:i+1] in NS[:pi(i+2)−1] to the embedding of N
′S′[:i] in NS[:pi(i+1)−1]. First note
that we can extend the current embedding to the embedding ι of N ′S′[:i+1] into NS[:pi(i+1)] by a
natural extension, as NS[:pi(i+2)−1] is a subnetwork of NS[:pi(i+1)].
To embed N ′S′[:i] into NS[:pi(i+1)−1], we extend ι as follows. Let S
′
i+1 = (x, y). Let px, py, gx, gy
denote the parent of x, the parent of y, the parent of px, and the parent of py in N ′S′[:i], such
that gx and gy correspond to the nodes p
N ′S′[:i+1]
x and p
N ′S′[:i+1]
y respectively (Definition 13). We
extend ι naturally, with the possible exception of the nodes x, px, and py, and the edges incident
to px, and the edges (gy, py), (py, y), (py, px), and (px, x) in N ′S′[:i] Therefore, to extend ι, we need
to map these nodes and edges to nodes and paths in NS[:pi(i+1)−1], such that every node in N ′S′[:i]
is assigned a unique node in NS[:pi(i+1)−1], and the assigned paths are disjoint.
We map py to p
NS[:pi(i+1)−1]
y . This assignment complies with the rule that every node is assigned
a unique node, since neither of these nodes existed before the construction of the ordered pair (x, y).
We map the edge (gy, py) to the path from ι(p
N ′S′[:i+1]
y ) to p
NS[:pi(i+1)−1]
y . We map the edge (py, y)
to the edge (pNS[:pi(i+1)−1]y , y). Previously in N ′S′[:i+1], the edge (p
N ′S′[:i+1]
y , y) (which can be seen
as the path (gy, y) in N ′S′[:i]) was mapped to the path from ι(p
N ′S′[:i+1]
y ) to y. With the two edge
mappings defined above, we have merely split this path in two, which corresponds to the edge
bisection that occurs from constructing the ordered pair (x, y). Now we split into cases depending
on whether x is or is not a leaf in N ′S′[:i+1].
• If x is not a leaf inN ′S′[:i+1], then we map the leaf x inN ′S′[:i] to the leaf x inNS[:pi(i+1)−1].
We map the edge (py, x) to a path from p
NS[:pi(i+1)−1]
y to x in NS[:pi(i+1)−1]. Since none of
the edges in this path are used in the ι embedding, particularly because x was not used in
the embedding and because pNS[:pi(i+1)−1]y was not a node before, the extended embedding
remains disjoint in terms of its paths.
• If x is a leaf in N ′S′[:i+1], then the natural extension of the embedding ι shows that x
is already mapped to the leaf x in NS[:pi(i+1)−1]. We map px to p
NS[:pi(i+1)−1]
x . We map the
edge (py, px) to the edge (p
NS[:pi(i+1)−1]
y , p
NS[:pi(i+1)−1]
x ). These mappings define an embedding
since the nodes pNS[:pi(i+1)−1]x , p
NS[:pi(i+1)−1]
y and the edge (p
NS[:pi(i+1)−1]
y , p
NS[:pi(i+1)−1]
x ) did not
exist in NS[:pi(i+1)]. We map the edge (gx, px) to the path from ι(p
N ′S′[:i+1]
x ) to p
NS[:pi(i+1)−1]
x .
We map the edge (px, x) to the edge (p
NS[:pi(i+1)−1]
x , x). Previously inN ′S′[:i+1], the edge (p
N ′S′[:i+1]
x , x)
(which can be seen as the path (gx, x) in N ′S′[:i]) was mapped to the path from ι(p
N ′S′[:i+1]
x )
to x. With the two edge mappings defined above, we have merely split this path in two, which
corresponds to the edge bisection on that occurs from constructing the ordered pair (x, y).
In the above construction, we have simply appended nodes and an edge / a path from the parent
of y to x. The embedding ι of N ′S′[:i+1] in NS[:pi(i+1)] already contains the edge incident on y.
Then by construction, ι together with the assignments detailed above is an embedding of N ′S′[:i]
into NS[:pi(i+1)−1]. Therefore, N ′S′[:i] is a subnetwork of NS[:pi(i+1)−1] for all i ∈ {0, . . . , |S′|}.
This implies that N ′ = N ′S′[:0] is a subnetwork of NS[:pi(0)]. Observe that NS[:pi(0)] is a subnetwork
of N . Now a subnetwork of a subnetwork of a network is a subnetwork of the network (by naturally
extending the embedding). It then follows that N ′ is a subnetwork of N .
Note that Lemma 7 was only shown for the class of binary CPNs. However the argument
used in the proof also works for the class of semi-binary stack-free CPNs: the only additional
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Figure 3: The CPN N displays a tree T , and one embedding of T into N is shown. There exists
no minimal CPS of N that reduces T to a single leaf.
factor is that the embedding may correspond to a refinement of the network. To extend the proof
of Lemma 7 to the class of semi-binary stack-free CPNs, we may have to consider a refinement
of N ′S′[:i+1] (in the setting of the proof of Lemma 7). Since this case is easily solved by mapping
the new reticulation edge to the corresponding reticulation edge in the larger network, and since
the rest of the proof follows from the proof of Lemma 7, we omit the full proof of this statement.
Lemma 8. Let N and N ′ be semi-binary stack-free CPNs on taxa X and X ′ ⊆ X respectively,
and suppose that a CPS S of N reduces both N and N ′ to the same leaf. Then N ′ is a subnetwork
of N .
The converse of Lemmas 7 and 8 do not hold for general CPNs, and we show this in the next
subsection.
3.4 Why CPNs are not nice: Containment does not imply reduction
Following subsection 3.3, we give an example of a network N containing a tree T , such that there
exists no minimal CPS for N that reduces T to a single leaf. This example is shown in Figure 3.
Hence, for the rest of the section, we refer by N and T to the network and the tree of Figure 3.
Note first that C(N) = {(2, 3), (6, 5)}. So initially, we are required to pick one of the reticulated
cherries (2, 3) or (6, 5).
Picking (2, 3) first reduces both T and N , and in the next step we have the option of picking
one of the reticulated cherries (3, 2) or (6, 5). Picking (3, 2) does not affect T (2, 3), and reduces
the reticulated cherry (3, 2) in N(2, 3). In N(2, 3)(3, 2), 3 is no longer a child of a reticulation, and
the up-down path connecting the leaves 1 and 3 contains the parent of 4. This implies that one of
3 or 4 is picked by the time we ‘reach’ the leaf 1, which ultimately means that T is not reduced to
a leaf with any CPS starting with (2, 3)(3, 2). So we pick (6, 5).
Picking (6, 5) first reduces both T and N , and in the next step we have the option of picking
one of the reticulated cherries (2, 3) or (5, 6). Picking (5, 6) does not affect T (6, 5), and reduces
the reticulated cherry (5, 6) in N(6, 5). The cherry (5, 7) in T (6, 5)(5, 6) can only be picked in
N(6, 5)(5, 6) as the final cherry since the only up-down path from 5 to 7 in N(6, 5)(5, 6) passes the
child of the root. This implies that a CPS starting with (6, 5)(5, 6) cannot reduce T to a single
leaf, since the cherry (5, 7) occurs on one side of the tree.
Thus, the CPS must start with either (2, 3), (6, 5) or (6, 5), (2, 3). Note that T (2, 3)(6, 5) =
T (6, 5)(2, 3) and N(2, 3)(6, 5) = N(6, 5)(2, 3) and so the order in which we pick the two reticulated
cherries do not matter. In both cases, we have the choice of picking one of the reticulated cherries
(3, 2) or (5, 6). However, doing so results in a CPS that does not reduce T to a single leaf, by the
argument above. Since every CPS of N starts with these cherries, we have that T is not reduced
to a single leaf for any CPS of N .
Theorem 3. There exists a CPN N with tree T displayed by N , such that no minimal CPS for
N reduces T .
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In what follows, we show that if we restrict our scope to the class of tree-child networks then
the converse of Lemmas 7 and 8 hold.
4 Tree-child network containment
Tree-child networks (TCNs) are a special kind of CPNs, as they always contain a cherry or a
reticulated cherry, and after reducing one of those, we get a new tree-child network (Lemma 4.1
of (Bordewich and Semple, 2016)). As we have seen in the previous section, given a CPN that
displays a tree on the same set of taxa, there may not exist a minimal CPS of the network that
reduces the tree (Theorem 3). In this Section, we make the switch from CPSs to TCSs, and show
that this is no longer an issue for TCSs. In fact, we prove a stronger result: a TCN displays another
TCN on the same taxa if and only if any minimal TCS of the first TCN reduces the second TCN.
It was implicitly shown by Linz and Semple (2017) that every TCN has a minimal TCS. Therefore
we do not prove this here.
Lemma 9. Let N be a tree-child network, N ′ a tree-child subnetwork of N with the same leaf set,
and S a TCS. Then N ′S is a subnetwork of NS.
Proof. We prove this fact inductively on the length of S. If S is empty, N ′S = N ′ and NS = N ,
hence N ′S is a subnetwork of NS.
Now suppose for any TCS S of length at most j, N ′S is a subnetwork of NS. We prove that
for any TCS S of length j + 1, N ′S is a subnetwork of NS. Let us denote S = S′(x, y), then
because S′ is of length j, N ′S′ is a subnetwork of NS′ by induction.
We consider a few cases:
• N ′S′ has only one of x and y. Because S = S′(x, y) is a TCS, y is not the first coordinate
in any element of S′. Hence N ′S′ must still contain y, and x must have been deleted from
N ′ by applying S′. This means the edge of NS′ deleted by applying (x, y) is not used by the
embedding of N ′S′ into NS′, and N ′S = N ′S′ can still be embedded in NS.
• N ′S′ has both x and y. Again, there are a few cases we can distinguish, depending on
whether there are (reticulated) cherries (x, y) in N ′S′ and NS′.
– NS′ has a cherry (x, y). As N ′S′ also contains both leaves x and y, N ′S′ also has the
cherry (x, y), which is mapped to the corresponding cherry in NS′ by the embedding.
The reduction of (x, y) in both networks removes the pendant edge leading to x in both
networks, not changing the embedding otherwise.
– NS′ has a reticulated cherry (x, y).
∗ The edge (py, px) is used by the embedding of N ′S′ into NS′. First note
that N ′S′ must have either a cherry or a reticulated cherry (x, y): if the edge (py, px)
is used by the embedding, then the only way to reach x and y in NS′, is by using
the edges (px, x) and (py, y), making (x, y) either a cherry or a reticulated cherry
in N ′S′. Now applying (x, y) to N ′S′ deletes the edge using (py, px) of NS′ in the
embedding. Hence, deleting both these edges by applying (x, y) to both networks,
keeps the embeddings.
∗ Otherwise. N ′S′ can be embedded in NS′ without the edge (py, px). Hence, N ′S′
is a subnetwork of NS′ after removal of this edge (py, px), i.e., the network NS. As
N ′S is a subnetwork of N ′S′ and N ′S′ is a subnetwork of NS, N ′S is a subnetwork
of NS.
– Otherwise. The network NS′ contains neither a cherry, nor a reticulated cherry on
x and y. This means NS = NS′. As N ′S is a subnetwork of N ′S′, and N ′S′ is a
subnetwork of NS′, N ′S is a subnetwork of NS(= NS′).
Corollary 4. Let N be a tree-child network, N ′ a tree-child subnetwork of N with the same leaf
set, and S a TCS. If S reduces N , then S also reduces N ′.
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Theorem 4. Let N and N ′ be tree-child networks on the same leaf set. Then N ′ is a subnetwork
of N if and only if any TCS of N reduces N ′.
Proof. Follows immediately from Corollary 5, Lemma 7, and Lemma 8.
5 Computational aspects of containment problems
Tree Containment is a well studied problem, where one asks whether a tree is contained in a
given network (with a common set of taxa). In this section we look at the more general problem
Network Containment, where the aim is to determine whether a network is contained in another
network. We restrict our attention to the problem where the two networks are both tree-child (and
within the same class: either semi-binary or binary), and have a common leaf set. We will give
an algorithm for this problem that runs in linear time. To prove the correctness, we need several
structural results about the order of TCSs, like for CPSs in Section 3.1.
5.1 Order doesn’t matter in TCSs
Theorem 1 states that we may pick cherries from a network in any order and still obtain a CPS.
In this section we show that this also holds for TCSs.
Lemma 10. Let N be a tree-child network, S a partial TCS and c a pair of leaves such that cS is
also a partial TCS. Then NcS is a subnetwork of NS.
Proof. We consider the networks NcS[:j] and NS[:j] for j ≥ 0. We prove using induction that
NcS[:j] is a subnetwork of NS[:j]. Obviously, this is true for j = 0, as Nc is a subnetwork of N .
Write Sj+1 = (x, y) for the j + 1-th element in the sequence. First note that if x is not a leaf
of NcS[:j], then NcS[:j] is still a subnetwork of NS[:j](x, y), as the embedding of NcS[:j] in NS[:j]
cannot use the removed edge that leads only to x. Therefore NcS[:j+1] = NcS[:j] is a subnetwork
of NS[:j+1] = NS[:j](x, y).
Now assume x is a leaf of NcS[:j]. Note that we may also assume that reducing NS[:j] with
Sj+1 = (x, y) removes an edge e used for the embedding of NcS[:j], otherwise NcS[:j+1] is clearly
contained in NS[:j+1]. Furthermore, NcS[:j+1] is not contained in NS[:j+1] if the edge of NcS[:j]
mapped to the path containing e is not reduced by Sj+1. This means NcS[:j] must not have the
reducible pair (x, y), whereas NS[:j] does have it. Because of this, NcS[:j] does not contain a
cherry nor a reticulated cherry (x, y), and NS[:j] contains a reticulated cherry (x, y). As NcS[:j] is
a subnetwork of NS[:j] whose embedding uses the reticulation edge of the reticulated cherry (x, y),
the leaf y must have been deleted from NcS[:j] already. This means y must be the first element of
a pair in the partial TCS cS[:j]. However, cS is a partial TCS with y as the second coordinate of
Sj , so we have a contradiction. We conclude that if the reduction removes an edge from NS[:j], it
also removes the corresponding edge from NcS[:j]. This implies that NcS[:j+1] is a subnetwork of
NS[:j+1].
Lemma 11. Let S and S′ be TCSs such that S′ is a subsequence of S. Then there exist a
sequence of TCSs T 0, . . . , T |S|−|S
′| where T 0 = S and T |S|−|S
′| = S′ such that |T i| = |T i−1| + 1
for i ∈ [|S| − |S′|].
Proof. Let S′′ denote the sequence (not necessarily a CPS) obtained by taking the elements of S
which do not occur in S′ (in order). We claim that if T i is a TCS, we can obtain a TCS T i+1 by
removing the element S′′i which occurs for the first time in T i. Upon repeating this for all i, we
obtain the sequence of TCSs that we are after.
To show this, suppose for a contradiction that T i is a TCS, but removing S′′i from T i results in a
sequence T i+1 that is not a TCS. Note first that the ‘tree-child property’ of the sequence is retained
when deleting elements from TCSs: indeed, every leaf appearing as a first coordinate still does not
appear as a second coordinate in the rest of the sequence. So we must have that T i+1 is not a
CPS, that is, there exists a leaf that appears as a second coordinate, but not as a first coordinate
in the remaining sequence. Let j denote the position in the TCS T i where T ij = S′′i . Then
the CPS property is violated for an element which occurs in T i[:j−1]. Note that T
i
[:j−1] forms the
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first j−1 elements of S′, since we defined S′′ as the elements of S which do not occur in S′ in order.
Furthermore, note that at each step we do not add elements to the sequence. Then T |S|−|S
′| = S′
cannot be a CPN, let alone a TCS, which contradicts our assumption that S′ was a TCS.
Corollary 5. Let N be a TCN with S and S′ TCSs such that S′ is a subsequence of S, then NS
is a subnetwork of NS′.
Proof. By Lemma 11, we only have to prove this for S′ of length one more than S, so suppose
S = S′[:i]sS
′
[i+1:], where the first or the last part may be empty.
We consider NS = NS′[:i]sS
′
[i+1:], by applying the three parts of the sequence separately. First
we note that by writing N ′ := NS′[:i], we have NS = N
′sS′[i+1:] and NS
′ = N ′S′[i+1:]. Because S is
a TCS, the sequence sS′[i+1:] in particular is also a TCS. Hence by Lemma 10 NS is a subnetwork
of NS′.
The following proposition says that we can find a TCS for a network by picking an arbitrary
reducible pair, reducing it, and repeating this process.
Proposition 2. Let N be a tree-child network and S a partial TCS with every element acting on
N . Then there exists a minimal TCS for N starting with S.
Proof. We prove this using induction on the length l of S. If l is 0, then per definition there is a
TCS S′ = SS′ for N , which starts with S. Now suppose for any partial TCS S of length l < L
acting on N in every step, there is a minimal TCS SS′ of N . We prove that the same holds for
any such sequence of length L.
Let S(x, y) be such a sequence of length L (where (x, y) is the last element of this sequence).
Because each element of S(x, y) acts on N , we know in particular that (x, y) ∈ C(NS). By the
induction hypothesis, there is a TCS SS′ for N starting with S. The part S′ of this sequence must
contain an element (x, y) or (y, x) by Observation 4. Let S′i be the first occurrence of such an
element.
Each of the intermediate networks NSS′[:j] for j ≤ i has the reducible pair (x, y). This means
the only pairs involving x acting on these networks have x as first coordinate, or are equal to (y, x).
As S′i is the first occurrence of (x, y) or (y, x) in S′, all S′j with j < i cannot have x as second
coordinate. This means that S(x, y)S′ is a TCS, and it reduces N by Corollary 5.
Note that each element of S(x, y) does something on N . This means that there is an element
of S′ that does nothing on N in the sequence S(x, y)S′ (otherwise N has k as well as k + 1
reticulations). Removing this element gives a minimal TCS for N starting with S.
5.2 Algorithms
In this section we give the linear time algorithm (Algorithm 6) for Network Containment. We
use a few small subroutines (Algorithms 1, 2, 3, 4, 5).
Data: A network N and a leaf x
Result: The set {(l, k) ∈ C(N) : k = x} of cherries in N having x as second coordinate
Let p be the parent of x;
if p is a tree node then
let c(p) be the child of p that is not x;
if c(p) is a leaf then
return {(c(p), x)};
if c(p) is a reticulation and the child c(c(p)) of c(p) is a leaf then
return {(c(c(p)), x)};
end
end
return ∅;
Algorithm 1: FindCherry(N, x)
Lemma 12. Algorithm 1 finds a reducible pair with a given leaf x as the second coordinate of the
pair in constant time.
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Proof. Each leaf is a second coordinate of at most one reducible pair, and this pair is found by
taking the unique path down from the parent of this leaf. This algorithm runs in constant time:
using in- and out-adjacency lists, we can check in constant time whether a node is a tree node, a
reticulation node, or a leaf, and the out-list of each node has size at most 2 (as tree nodes have
outdegree 2, reticulations outdegree 1, and leaves outdegree 0).
Data: A network N and a leaf x
Result: The set {(l, k) ∈ C(N) : l = x} of reticulated cherries in N having x as first
coordinate
Let p be the parent of x;
Set Cr = ∅;
if p is a reticulation then
for every parent g of p do
let c(g) be the other child of g;
if c(g) is a leaf then
Cr = Cr ∪ {(x, c(g))}
end
end
return Cr;
Algorithm 2: FindRetCherry(N, x)
Lemma 13. Algorithm 2 finds the set of all reticulated cherries with the reticulation on a given
leaf x in constant time, if the indegree of the reticulation nodes is bounded.
Proof. We simply check that the parent of x is a reticulation, and that (x, y) is a reticulated cherry
if a grandparent of x is the parent of y. The for loop iterates at most ‘the degree of parent of x’
times. The steps within the for loop runs in constant time, since we may use the in- and out-
adjacency lists as stated in the proof of Lemma 12. Therefore, Algorithm 2 runs in constant time
if the indegree of the reticulation nodes is bounded.
Data: A network N and a pair (x, y)
Result: The network N(x, y)
if (x, y) is a cherry in N then
Let p be the parent of x and y;
Remove edge (p, x) from N ;
Suppress p and remove x in N ;
if (x, y) is a reticulated cherry in N then
Let px be the parent of x and py the parent of y;
Remove edge (py, px) from N ;
Suppress py (and px if necessary) in N ;
end
return N ;
Algorithm 3: ReducePair(N, (x, y))
Lemma 14. Algorithm 3 reduces a given reducible pair in a network in constant time, if the
indegree of the reticulation nodes is bounded.
Proof. The algorithm takes exactly the steps which define a reduction of a pair in a network, so the
algorithm is correct. Then for the running time: By comparing the unique parents of the leaves,
we can check whether a pair constitutes a cherry or a reticulated cherry in constant time. The
removal of the edge with subsequent suppression takes at most constant time. Hence, as long as
the degree of the (reticulation) nodes is bounded, the subroutine runs in constant time.
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Data: A TCN N
Result: A TCS S for N
Set C = ∅ ;
for x ∈ L(N) do
C∪FindCherry(N, x);
end
Let S be an empty sequence;
while C 6= ∅ do
Choose (x, y) ∈ C;
Set S = S(x, y);
N = ReducePair(N, (x, y));
if (x, y) is a cherry in N then
C = C \ {(x, y), (y, x)}∪FindCherry(N, y)∪FindRetCherry(N, y);
if (x, y) is a reticulated cherry in N then
C =
C \ {(x, y)}∪FindRetCherry(N, x)∪FindCherry(N, y)∪FindRetCherry(N, y);
end
end
return S;
Algorithm 4: FindTCS(N)
Recall that TCSs have the additional rule, on top of that of the CPSs, that any leaf appearing
as a first coordinate of a pair in the sequence must not appear as a second coordinate of a pair
later on in the sequence. Therefore we may have a cherry (x, y) in the network that can only be
picked as (x, y) and not (y, x). We define a notion of when a reducible pair is forbidden before
proving the correctness of Algorithm 4.
Definition 14. Given a partial TCS S, a reducible pair (x, y) is forbidden after S if y has appeared
as the second coordinate of a pair in S.
Lemma 15. Algorithm 4 finds a minimal TCS for an input TCN N and runs in linear time, if
the indegree of the reticulation nodes is bounded.
Proof. The first for loop finds all (reticulated) cherries of N , as they all have a unique second
coordinate, and each leaf is a second coordinate in at most one pair in a binary network. Now
by Proposition 2, each choice of non-forbidden pair gives a partial TCS for N . Hence, the algo-
rithm may greedily choose any non-forbidden pair and reduce it, so suppose that we pick (x, y).
Regardless of whether (x, y) is a cherry or a reticulated cherry, the reduction takes constant time
as ReducePair(N, (x, y)) runs in constant time, since the indegree of the reticulation nodes is
bounded. If (x, y) is a cherry, then we remove the pairs (x, y), (y, x) from our list of pairs C. All
other pairs of C are still reducible in N(x, y) by Observation 4, and they are not forbidden because
x is not a leaf of N(x, y), so clearly there is no reducible pair with x as second coordinate. Noting
that x is no longer a leaf in N(x, y), the only new cherries in N(x, y) must involve y. Since y is not
a forbidden leaf, any cherry pair involving y is not forbidden: therefore we update our list C by
appending both FindCherry(N, y) and FindRetCherry(N, y). On the other hand if (x, y) is a
reticulated cherry, then the new cherry pairs in N(x, y) must involve x or y, so removing the pairs
(x, y) from the current list C and then by adding the new pairs involving x and y, we get the updated
list of pairs C: we ensure that this updated list contains only non-forbidden pairs. We note that all
possible new cherry pairs involving x or y are contained in one of the four sets FindCherry(N, x),
FindCherry(N, y), FindRetCherry(N, x), or FindRetCherry(N, y). Now, the cherry con-
tained in FindCherry(N, x) (if it exists) is forbidden since we have just picked x as the first
element. The other three sets all contain cherries that are not forbidden. The only potential
problem that we may face is when (y, x) ∈FindRetCherry(N, y). However this is impossible;
indeed, if N(x, y) contained a reticulated cherry (y, x), then it is immediately clear that N was
not a tree-child network. The grandparent of x that is not the parent of y is a tree node parent of
two reticulations in N . Therefore appending the cherries from the three sets FindCherry(N, y),
FindRetCherry(N, x), and FindRetCherry(N, y) to C ensures that there are no forbidden
cherry pairs in the updated list C.
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In the above cases, we must also make sure that the lists C is non-empty as long as the network
has not been reduced to a single leaf. But this is immediate by Proposition 2, and since we add
all non-forbidden newly possible cherry pairs to the list of cherries. Therefore Algorithm 4 is
correct; repeating the while loop will eventually completely reduce the network, and give a TCS.
In particular, since all ordered pairs in the sequence reduces a cherry or a reticulated cherry, the
output TCS is minimal.
Each call of FindCherry takes constant time, so the for loop takes linear time in the number
of leaves. The while loop is traversed |X| + k − 1 times, where X is the leaf set of N and k the
reticulation number of N . Each of the instructions within the while loop takes constant time, and
therefore Algorithm 4 runs in O(|X|+ k) time.
Data: A CPN N and a CPS S
Result: Yes if S reduces N , No otherwise.
for i = 1, . . . , |S| do
N = ReducePair(N,Si)
end
if N is a network on a single leaf then
return Yes;
end
return No;
Algorithm 5: CPSReducesNetwork(N,S)
Lemma 16. Algorithm 5 correctly checks whether the given CPS reduces a given CPN and runs
in linear time, if the indegree of the reticulation nodes is bounded.
Proof. The correctness of the algorithm follows straight from the definition reducing a pair from
CPNs. To compute the running time, note that we iterate over the for loop |S| times. The step
within the for loop, Algorithm 3, runs in constant time, as the indegree of the reticulation nodes
is bounded. Then it is clear that the algorithm runs in O(|S|) time.
Data: Two TCNs N and N ′ on the same set of taxa
Result: Yes if N contains N ′, No otherwise.
Set S =FindTCS(N);
return CPSReducesNetwork(N ′, S);
Algorithm 6: TCNContains(N,N ′)
Theorem 5. Given two tree-child networks N and N ′ on the same leaf set, it can be decided in
linear time whether N ′ is a subnetwork of N , if the indegree of the reticulation nodes is bounded.
Proof. We prove the correctness of Algorithm 6 and show that it runs in linear time. We use the
above two algorithms for this. First we find a TCS for N in linear time with Algorithm 4. Then,
again in linear time, we see if this TCS reduces N ′ using Algorithm 5, too. This is the case exactly
if N ′ is a subnetwork of N by Theorem 4. Hence combining the two algorithms, the second outputs
yes precisely if N ′ is a subnetwork of N . Furthermore, the algorithm runs in linear time as the
combination of the two algorithms run in O(|X|+ k) time.
If we let d denote the maximum indegree of a reticulation node in our network, Algorithm 6
runs in O((|X|+ k)d) time.
The theorem has the following corollary regarding network Isomorphism, which asks whether
two given networks are isomorphic. The problem for tree-child networks was previously shown to
be solvable in O(|X|2) time (Cardona et al., 2009). We present the first linear-time algorithm for
checking whether two tree-child networks are isomorphic.
Corollary 6. Given two tree-child networks N and N ′ on the same leaf set, it can be decided in
linear time whether N is isomorphic to N ′, if the indegree of the reticulation nodes is bounded.
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5.3 Isomorphism results for CPNs
We mentioned in Section 3.2 that we can distinguish CPNs by comparing their smallest minimal
CPSs. Indeed, by altering Algorithm 4 we can find the smallest minimal CPS for a given CPN
in polynomial time, given that the indegree of the reticulation nodes is bounded. The change is
simple: at the start of the while loop, simply choose the smallest cherry instead of choosing any
arbitrary cherry. Furthermore, every time we update the cherry list C, if we have just reduced a
reticulated cherry (x, y) from N , then we add another set FindCherry(N, x).
Data: A CPN N , an ordering on the leaf sets of N
Result: A smallest CPS S for N
Set C = ∅ ;
for x ∈ L(N) do
C∪FindCherry(N, x);
end
Let S be an empty sequence;
while C 6= ∅ do
Choose (x, y) ∈ C such that (x, y) is smallest;
Set S = S(x, y);
N = ReducePair(N, (x, y));
if (x, y) is a cherry in N then
C = C \ {(x, y), (y, x)}∪FindCherry(N, y)∪FindRetCherry(N, y);
if (x, y) is a reticulated cherry in N then
C = C \
{(x, y)}∪FindCherry(N, x)∪FindRetCherry(N, x)∪FindCherry(N, y)∪FindRetCherry(N, y);
end
end
return S;
Algorithm 7: FindCPS(N)
Lemma 17. Let N be a CPN on taxa set X with k reticulation nodes. Algorithm 7 finds a smallest
minimal CPS for N in O((|X| + k)(|X| log(|X|) + k)) time, if an ordering is given on X and if
the indegree of the reticulation nodes is bounded.
Proof. Initially, we find the full set of (reticulated) cherries by noting that a leaf appears as a
second coordinate in a reducible pair at most once (the first for loop). Within the while loop,
we always pick a smallest reducible pair. After picking a reducible pair (x, y), we update the list
of all possible (reticulated) cherries by adhering to Lemma 4: all new (reticulated) cherries must
contain one of the leaves x or y. This ensures that all possible (reticulated) cherries are put into the
set C. Therefore the algorithm iteratively picks the smallest reducible pair from a list of all possible
(reticulated) cherries – hence, it returns a smallest minimal CPS of the input CPN (minimal in
particular, since all the elements of the sequence reduces a cherry or a reticulated cherry in the
CPN).
To compute the running time, the for loop takes O(|X|) time. The while loop is still iter-
ated |X| + k − 1 times as seen in the proof of Lemma 15. Within the while loop, choosing a
smallest reducible pair takes O(|C| log(|C|)) time. Since any leaf can appear as a second coordi-
nate of at most one reducible pair, we have that |C| ≤ |X|. Then choosing a smallest minimal
CPS takes O(|X| log(|X|)) time. The steps with FindRetCherry take O(d) time, where d is
the maximal indegree of the reticulation nodes. As d < k + 1, this adds a factor of O(k) within
the loop. All other steps within the while loop takes constant time. Therefore the algorithm runs
in O((|X|+ k)(|X| log(|X|) + k)) time.
Theorem 6. Suppose we are given an ordering on the taxa set X. Within the class of semi-binary
stack-free (binary) networks, it can be decided in O((|X| + k)(|X| log(|X|) + k)) time if they are
isomorphic.
Proof. Use Algorithm 7 twice to find the smallest minimal CPSs for the two CPNs. This can be
done in O((|X|+ k)(|X| log(|X|) + k)) time. By Corollary 3, these CPSs are the same if and only
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if the CPNs are isomorphic.
6 Discussion
In this paper we have looked at cherry-picking sequences, and their use in the Network Con-
tainment problem. We showed that TCSs can be used to characterize network containment in a
similar way as it characterizes tree containment.
We have also looked at the fundamental differences between tree-child sequences and cherry-
picking sequences. We could take Lemma 7 as indication that we might not need tree-child se-
quences when studying Hybridization. Indeed, if we find a CPS that reduces the input set of
trees/networks, then the network corresponding to this CPS contains the input set. However, it
is not quite clear when this gives a optimal CPN with minimal reticulation number. Take for
example the network and the tree in Figure 3. If a CPS reduces the tree and the network, the
corresponding CPN must have at least one more reticulation than the original network; the input
network, however, does contain the tree, so the input network itself is the optimal CPN. It would
be interesting to see if this problem also occurs when the input consist solely of trees. That is,
given an input of trees, can we always find the CPS which corresponds to a CPN with minimal
reticulation number displaying all these trees? This problem aside, the problem of finding a mini-
mal CPS gives an upper bound for Hybridization, and a lower bound for TC cherry-picking,
where TC cherry-picking asks to find a minimal TCS which reduces all trees in the input set.
Hence it might merit to see what exactly happens when only trees are considered as the input:
does the minimal CPS give useful information about any of these problems?
In future research, one can attempt to use tree-child sequences to solve a new problem related
to Hybridization, where the input is a set of tree-child networks instead of trees. The problem
aims to find a tree-child network with minimal reticulation number, displaying all input networks.
This problem has not been studied before, but could be very important, as there is a dire need of
methods for finding a consensus network for a given set of networks.
Another problem we may be able to tackle with Lemma 7 is the triplet consistency problem, in
which the task is to compute the maximum possible number of resolved triplets consistent with any
binary level-k network containing exactly n leaves. Equivalently, one can find the ratio between
this number and 3
(
n
3
)
. For k = 0 and k = 1, the ratios have been found to be 1/3 (Gąsieniec et al.,
1999) and is shown to approach 2(
√
3− 1)/3 as n reaches infinity (Chao et al., 2012) respectively.
The problem remains open for k ≥ 2. If we can characterize the CPS of a level k CPN, then this
problem may be interesting to pursue.
An apparent limitation of the CPS approach is that they cannot be used to characterize ev-
ery phylogenetic network, but only CPNs. The reason for this stems from the inability to pick
some double-reticulated cherries. Two leaves x and y form a double-reticulated cherry if both par-
ents px, py of x, y respectively are reticulations, and px and py share a common parent. As seen in
other literature, the double-reticulated cherry poses a challenge in many problems within phylo-
genetics (Bordewich and Semple, 2016; Murakami et al., 2018). In the case of CPSs, we are only
able to pick a double-reticulated cherry if there are ‘escapes’ to the sides of the double-reticulated
cherry, which creates a chain of reticulated cherries. With no escapes however, there is currently
no way of dealing with double-reticulated cherries. One way of resolving this issue would be to
consider leaf attachments as done by Linz and Semple (2017). Given any phylogenetic network,
add a minimal number of leaves to make it a CPN. Recall that every CPN has a unique smallest
minimal CPS by Theorem 2. Is this still true when we consider general networks with some leaves
attached to them? How does the placement of the leaves affect the uniqueness of its smallest
minimal CPS?
Another issue with the class of CPNs is that we do not have a characterization from their
topological properties. The double-reticulated cherries mentioned above can be contained within
some CPNs: therefore, the class of CPNs strictly contain the class of TCNs. Crowns, which are
undirected cycles within a network whose bipartition into tree nodes and reticulation nodes makes
it a bipartite subgraph, cannot be contained in CPNs: therefore the class of CPNs do not contain
tree-based networks (Francis and Steel, 2015). Because of this, we do not know what CPNs look
like in general.
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As a follow-up it would be interesting to extend our Network Containment results to a more
general framework. In this paper we have presented a linear time algorithm for checking whether a
tree-child network contains another tree-child network if they are defined on the same set of taxa.
What is the change in complexity (if there is one) when we consider tree-child networks on different
sets of taxa? In this case, does the problem become NP-hard, or does it remain polynomial time?
Could a modified version of our algorithm be used to solve this problem?
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