Abstract. For a fixed similarity type which is at least binary, we show there is a linear time algorithm for computing the principal congruence generated by a pair of elements.
Let A be a finite algebra and let θ be a partition of A. In this note we give a simple algorithm for computing the smallest congruence containing θ and discuss its efficiency. We begin with the case that θ only contains one nontrivial block and this block has only two elements. That is, we are computing Cg A (a, b). Our algorithm, and probably any algorithm, will build up the partition θ starting with [[a, b] ], the partition with only one nontrivial block, and ending with θ = Cg A (a, b). As the algorithm proceeds we need to frequently do the following:
(1) Test if x θ y for elements x and y ∈ A.
(2) Combine two blocks of θ.
We would like to represent θ in such a way that each of the above operations could be done as quickly as possible, ideally in constant time.
In the 1960's and 70's this problem was worked on by computer scientists; see [2] and the references therein. They experimented with different representations but found the simple idea of representing each block as a tree (so the partition is a forest) did best. (A tree is an ordered set (finite here) with a greatest element, known as the root, such that each interval is a chain. The elements of a tree are sometimes called nodes, and each element other than the root has a unique upper cover called its parent. A forest then is the disjoint union of the trees.) Finding the parent of a node can be done in constant time and finding the root in time proportional to the depth of the node. We can test if x θ y by computing the root of each and seeing if they are equal.
If r and s are roots of distinct blocks, we can join the blocks simply by setting the parent of s to be r. This can be done in constant time. However, joining two blocks can increase the depth of the tree and thus slow down subsequent root findings.
There are two tricks to speed this up: Weight Rule:: When joining, join the small block onto the big block; that is, when joining the block with root r to the block with root s, if the tree with root r has more elements than the one with root s, make r the parent of s; otherwise make s the parent of r. Collapsing Rule:: After finding the root r of an element x set the parent of x to r.
Using the Weight Rule guarantees that the depth of (the forest representing) θ never exceeds log 2 n assuming the initial depth of θ is 1 (every partition has a representation of depth at most 1), since the depth of a node is increased by at most 1 whenever two blocks are joined and, if it is increased, the block it is in after the join must be at least twice as large. Thus by using the Weight Rule alone we can guarantee that the time required for each find operation is O(log 2 n). and only if root(i) = root(j). As mentioned before the running time for root is proportional to the depth of i in its tree.
Partition algorithms
To calculate Cg (a, b), we will call on a procedure join-blocks(r, s, V) which will join the block with root r and the block with root s. Since r is the root of its block, the size of this block is n r = − V[r], and similarly the size of the block with root s is n s = − V[s]. If n r ≥ n s the procedure will modify V by setting V[s] = r and V[r] = −(n r + n s ) and make a similar modification if n r < n s . This procedure has constant running time and implements the Weight Rule.
Computing Cg (a, b)
Using our root and join-blocks procedures we obtain a near linear time algorithm to compute Cg A (a, b) for a finite algebra A. Initially we will take A to be a unary algebra A, S where S is a set of k unary operations. We assume A = {0, 1, . . . , n − 1}. We define the following parameters: and we assume n ≥ 2 and k ≥ 1.
Algorithm 2 shows how this is done. We begin by initializing V to correspond to the partition identifying only a and b. We also maintain a list P of pairs of elements of A. Initially P contains only the pair (a, b).
The first two lines are comments (lines beginning with % are comments) describing how to initialize V and P . After the while-loop completes, V is (the representation of) Cg (a, b).
First we prove the correctness of the algorithm. Proof: First note that if we do not use the Collapsing Rule, that is, we omit line 6 from Algorithm 1, the final V may change but the partition it represents will not. In fact it is easy to see that the elements of A which are roots in V at any point in Algorithm 2 will be the same whether or not line 6 is included in Algorithm 1. So in proving the correctness we may assume that the Collapsing Rule is not used. Let V 1 denote V when the algorithm completes and let θ 1 denote the partition it represents. Clearly a θ 1 b and θ 1 ≤ Cg (a, b). Thus we only need to show
So suppose that u θ 1 v. Clearly if at some point in the procedure (u, v) or (v, u) is on P , the for-loop starting at line 8 will guarantee that (1) holds.
Suppose that u ≤ v in the tree of V 1 in which they lie. We show by induction on the length of the interval [u, v] in this tree that (1) holds. If u = v this is clear. We already mentioned that if (u, v) = (a, b) (or (b, a)) then (1) holds. So at the beginning of the algorithm u and v are in distinct blocks, and at some point join-blocks(r, s, V) is called where r is the root of u and s is the root of v just before this call. The only new comparabilities introduced by join-blocks(r, s, V) are that all of the elements of one of the blocks are less than the root of the other. Also no other part of Algorithm 2 introduces any new comparabilities. Thus u < v implies that v = s and that after doing join-blocks(r, s, V), r is a child of s. Since no comparabilities are lost when running Algorithm 2 if line 6 is omitted from Algorithm 1, we have u ≤ r < v in V 1 . So by induction f (u) θ 1 f (r), and since (r, v) or (v, r) gets added to P , f (r) θ 1 f (v), proving (1) in this case.
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Finally suppose u θ 1 v are arbitrary. Let r be their common root. Then u ≤ r and v ≤ r, and (1) follows from the special case above.
Time analysis
Recall that h denotes the rank of Cg (a, b) in the partition lattice. Of course 1 ≤ h ≤ n − 1.
First note that the number of pairs that are on P at some point in the algorithm is h. This is because line 13 is executed only when line 12 is. But the join-blocks procedure of line 12 will increase the rank of V by one.
Thus each line of the algorithm will be executed at most h · k times, where k = |S|. The time required to initialize V is of course proportional to n. All of these lines except lines 9 and 10 take a constant amount of time. Thus the total time is at most c(hk + n) plus the total time spent executing lines 9 and 10, for some constant c.
An analysis of the time spent on finding the roots was done by Tarjan in [2] . He defined the following variant of Ackermann's function on nonnegative integers as follows:
and defined α(m, n) by
He proved that the time spent in finding the roots in Algorithm 2 is at most mα(m, n), where m = max{n, 2hk}. Summarizing this:
Theorem 2. The time required to execute Algorithm 2 is O(mα(m, n)), where m = max{n, 2hk}. In particular it is O(2knα(m, n)).
While α(m, n) is not bounded, it nevertheless grows extremely slowly. For example α(m, n) ≤ 3 unless n exceeds Proof: To establish this, we first show A(s, 3t) ≥ st for all s and t.
This is obvious if either s = 0 or t = 0. It is shown in [2] that A is increasing in both of its arguments and that it is strictly increasing in its second argument and A(s, 2) = 4. We show (4) for t = 1 by induction on s:
A(1, 3t) = 2 3t ≥ t, so (4) holds for s = 1. If s > 1 and t > 1
But h⌊2n/h⌋ > n because h < n, so this follows from (4).
Theorem 4. Let A = A, S be a unary algebra and let k = |S|. If k ≥ n, the time needed by Algorithm 2 to compute Cg
Proof: Since k ≥ n, m = 2kh. Using Theorem 2, Lemma 3, and the fact that α(m, n) is decreasing in its first variable, we see the time is O(mα(m, n))
Nonunary algebras
Let A be an algebra with n elements and let k i be the number of basic operations of arity i. Let r be the maximum arity so that k i = 0 for all i > r. We say the similarity type is nonunary if k i > 0 for some i > 1.
The input size or table size of A, denoted ||A||, is
Let S denote the set of unary polynomials of A of the form
where f is a basic operation of arity i and 1 ≤ j ≤ i. Of course the congruences of A are the same as those of A, S . Note
It is easy to see that kn/||A|| ≤ r and, assuming n is at least 2, n r ≥ 2 r .
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Corollary 5. If A is a nonunary algebra, then Cg A (a, b) can be computed in time O(r||A||). In particular, it can be computed in time O(||A|| log 2 ||A||).
Corollary 6. There is a linear time algorithm for computing Cg A (a, b) for the class of algebras of a fixed, finite, nonunary similarity type.
Starting with an arbitrary partition
Let θ be an arbitrary partition on A. We can change Algorithm 2 to compute the congruence generated by θ simply by changing the initialization of P and V. For each block of θ we pick a first element and pair it with all the other elements, putting these pairs on P . For example, if the block is [a, b, c, d] we would put (a, b), (a, c), and (a, d) on P . We would initialize V so that it represents θ. It will still be true that the number of pairs that are ever on P during the execution of the algorithm is h, the rank of the congruence generated by θ and so the time required for this algorithm is that given in Theorem 2.
