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Abstract—This paper describes simulation analy-
sis of an optical packet switch that has a limited 
capability to “see” packets that have not yet ar-
rived at the input port. The goal of the effort is to 
design a variable-length optical packet switch 
without random access buffering. Relying on this 
future information, the switch tries to maximize 
the number of bytes switched. While we found 
that this optimization does not improve the 
throughput significantly, we are currently study-
ing improvements of this architecture that hold 
greater promise. 
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I.   INTRODUCTION 
On account of the difficulty of implementing random-
access storage of optical signals, optical switches have 
limited buffering capability. Buffering allows electronic 
switches to avoid dropping. Using virtual output queuing 
(VOQ) [3], [4], electronic switches can even avoid head-
of-the-line blocking (HOL) and achieve 100% through-
put. The challenge for optical switches is how to achieve 
comparable throughput. Specifically, we want to know by 
how much the effect of dropping packets can be mini-
mized if the switch looks beyond the packet at the head 
of the line. We evaluate the throughput of an optical 
switch that exhaustively searches for the optimal packet 
to admit by looking a finite time into the future. The 
evaluation is done using simulation of a diversity of traf-
fic patterns. 
II.  PRECOGNITION OPTICAL SWITCH 
We assume a network in which only end stations do 
E/O (electrooptic) and O/E (optoelectronic) conversion. 
They also determine the output port of each incoming 
packet (i.e., source routing) and notify the switch when 
the packet arrives at the input port of the yuuswitch. This 
allows us to focus solely on the switching function at in-
termediate switches. There is also a fiber delay line 
(FDL) at the ingress of each port of the switch. This de-
lay increases the time difference between when the pre-
vious node puts the packet on the link and when the 
packet arrives at the switch. We refer to this time differ-
ence as the look-ahead time. The switch collects informa-
tion about all the packets in the look-ahead time, and 
picks a packet among multiple packets contending for the 
same output port. It then connects input and output ports 
when the chosen packet arrives at the switch. Anthropo-
morphizing the switch’s ability to sense in advance in-
formation about all packets in a time window, we call this 
a precognition switch. It works on variable-length pack-
ets. 
Without buffering, a switch needs to operate asyn-
chronously,  i.e.  it makes decisions based on the first 
packet that arrives at each port. But, if the switch sees 
only the first packet on the line, it does not realize that 
there is potential contention and will not consider other 
packets. If traffic has exponentially distributed packet 
lengths and interarrival times, then the output port reduc-
es to an M/M/1/1 queue because packets that arrive while 
the first packet is in service are dropped. 
In order not to degenerate into a collection of 
M/M/1/1 queues, the switch needs to be aware of future 
packets. While it is collecting information about future 
packets, it seems beneficial to look beyond the first pack-
ets on different input ports. We want to know if this im-
proves throughput, because look-ahead in a linear FDL 
may be achievable in optics (and because random-access 
buffering, e.g., for VOQ, is not). In order to characterize 
the performance of this switch, we simulate a precogni-
tion switch that does an exhaustive search for the right 
packet to admit at each port based on the maximum num-
ber of bytes accepted during the look-ahead time. We 
also develop some baselines to compare to the achieved 
throughput. 
III.  PRIOR WORK 
Electronic switches have been extensively studied. 
HOL blocking (Figure 1) limits the throughput of input 
buffered switches. Karol et al. showed that a packet 
switch with unlimited FIFO input buffers has a saturation 
throughput of 59% [1]. They also showed that at 100% 
input load the throughput increases to 63% when cells 
that are not selected by the scheduling algorithm are 
dropped rather than buffered. Fuhrman later showed that 
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The search space is the entire set of possible combina-
tion of accept and drop alternatives for each packet in the 
contention graph; the switch calculates the number of 
bytes accepted for each combination. It then picks the 
combination with the maximum throughput. As illu-
strated in Table 1, the number of possible combinations is 
2
n, where n is the number of packets in the graph. The 
search space grows very big even for a small n. 
To limit the search space, we reduce the number of 
packets to be considered in the graph to m, where m < n, 
so that we run n/m phases of the search algorithm. The 
packets that are part of the original graph but are not con-
sidered in this set form another graph. The combination 
picked for the second graph might contend with the com-
bination picked for the first. When this happens the deci-
sion based on the first graph wins because the switch al-
ready connects the input port to the output port. When the 
packet chosen on the second graph arrives, it will be dis-
carded. 
For example, Table 1 shows that when contention is 
detected for combination #3, the throughput is zero. In 
this case, combination #17 yields the maximum through-
put. Table 2 shows the case when m < n. The top table 
shows the first graph, where the scheduler picks combi-
nation #4. The one on the bottom shows the second 
graph, where the scheduler picks combination #1. In this 
case, the output of the second graph does not have any 
conflict with the output of the first graph and the com-
bined output matches to the output of Table 1 (m=n). 
 
Figure 6: CDF of the number of packets in a contention graph 
for quasipoisson-bimodal(40-0.9,1290-0.1) at 100% input load 
for multiple switch sizes (NxN). Look-ahead time is 8ms. 
The algorithm is explained more formally as follows: 
 
The switch receives notification from the upstream node. 
1.  Record information about the packet in the conten-
tion graph G for the destination output port of the 
packet. Sort the graph based on the time of arrival to 
the switch. 
 
Figure 7: CDF of the number of packets in a contention graph 
for quasipoisson-bimodal(40-0.9,1290-0.1) at 10%. 50% and 
100% input load for 32x32 switch. Look-ahead time is 8ms. 
  Packets  Number of bytes 
accepted  t0 t1  t8  t13  t17 
1 drop  drop  drop  drop  accept  40 
2 drop  drop  drop  accept  drop  30 
3 drop  drop  drop  accept  accept  0  (contention) 
…           
17 accept  drop  drop drop accept  120  (max) 
…           
Table 1: Exhaustive search (m=n=5) for the whole set of 
packets destined to output port 1 in Figure 3.  
  Packets  Number of bytes ac-
cepted  t0 t1 t8 
1 drop drop  accept  30 
2 drop  accept  drop  40 
3 drop  accept  accept  0  (contention) 
4 accept drop drop  80  (max) 
5 accept drop accept  0  (contention) 
6 accept  accept drop  0  (contention) 
7 accept  accept  accept  0  (contention) 
 
  Packets  Number of bytes ac-
cepted  t13 t17 
1 drop  accept  40  (max) 
2 accept drop  30 
3 accept  accept  0  (contention) 
Table 2: Exhaustive search for output port 1 in Figure 3 but 
only considering the first m=3 packets.  
A packet arrives at the switch. 
1.  Check if the packet has been marked. If yes, ac-
cept/drop based on the marker. Done. 
2.  Else:  
a.  Execute ExhaustiveSearch(m, G) on the 
contention graph for the output port. b.  Repeat step 1. 
 
ExhaustiveSearch(m, G) searches for the combination of 
accepted/dropped packets that produces a contention-free 
schedule and yields maximum number of bytes accepted. 
The search considers only the first m packets in graph G. 
1.  For the first m packets in G produce 2
m-1 possi-
ble combinations of accepts/drops. 
2.  For each combination do: 
a.  Check if the accepted packets in the 
combination are free of contention. 
b.  Set the b ← 0 if there is a contention. 
Else, set b ← sum of accepted packet 
lengths. 
c.  Check if b is greater than the recorded 
maximum. If yes, record b and the com-
bination that produced it. 
3.  Mark the first m packets according to the record-
ed maximum throughput combination. 
4.  Remove the first m packets from G. 
VII.  SIMULATION RESULTS 
A.  Quasi-Poisson Arrivals 
We simulate unbuffered and precognition switches 
with exhaustive search, varying the number of packets 
being considered (m) from 4 to 12: m=4, m=8, and m=12. 
Due to the high computational cost, we are not able to 
run the simulation for higher m. To overcome this limita-
tion, we run the simulation with increasing m to look at 
the trend. All the plots in this section are generated from 
simulation of a 32x32 switch and look-ahead time of 
8ms. We vary the switch size in Figure 10 but keep the 
look-ahead time unchanged. 
The exhaustive search shows some improvement over 
the baseline. Figure 8 shows that result for the exponen-
tial packet length case. The exhaustive search with m=12 
graph indicates the maximum achievable throughput of 
the precognition switch, because the throughput does not 
get better as we increase m from 8 to 12. As indicated on 
the plots in Figure 9 and Figure 10, the throughput in-
crease is minimal for distributions with lower variance. 
The throughput increase is the difference between the 
throughput achieved by precognition exhaustive search 
and the throughput achieved by the baseline unbuffered 
switch. 
The increase for all the considered packet length dis-
tributions is minimal (see Figure 9). This indicates that 
looking into the future to find the combination of packets 
to accept does not improve throughput. Most of the pack-
ets are still dropped. 
 
Figure 8: Throughput of a 32x32 switch for quasipoisson-
expo(165) for unbuffered switch and precognition optical 
switch running exhaustive search algorithm.  
 
Figure 9: Throughput increase of a 32x32 switch for quasi-
poisson arrivals for precognition exhaustive search (m=12). 
The plot is for various distributions of packet length with the 
same mean of 165 bytes.  
For a bimodal distribution with mostly small packet 
lengths and very infrequent large packet lengths, the im-
provement for m=12 maximizes at 60% input load 
(Figure 9). The plots in Figure 6 show that the number of 
packets in the contention graph is almost uniformly dis-
tributed. Considering only 12 packets in the graph is not 
enough for this distribution. It is likely that increasing m 
will eventually improve performance, but the computa-
tional load to compute a schedule is excessive.  
Figure 10 shows that the switch size has some effect 
to the throughput improvement. The bigger the switch the 
higher the throughput increase. Smaller switches do not 
result in much increase. As expected, an exhaustive 
search on fixed-size packets does not improve perfor-
mance.  
Figure 10: Throughput increase of a NxN switch at 100% input 
load for quasipoisson arrivals for precognition exhaustive 
search (m=12). The plot is for various distributions of packet 
length with the same mean=165 bytes. 
In summary, for quasipoisson arrivals the precogni-
tion switch improves the throughput by only 5%. This 
improvement is disappointingly marginal, especially con-
sidering the complexity of the mechanism. 
B.  Pareto On/Off Arrivals 
 
Figure 11: Throughput of a 32x32 switch for pareto-
bimodal(α=1.4, k=4000, 40-0.8, 1500-0.2) for the unbuffered 
switch and precognition optical switch running exhaustive 
search algorithm. 
We also simulate Pareto on/off arrivals as a comparison. 
The packet length distribution in this case is bimodal(40-
0.8,1500-0.2). Using a precognition switch increases the 
throughput only 1% (Figure 11). The increase is only 1% 
for all switch sizes tested. We even see that the 1% 
throughput improvement happens when m=12, and is 
even lower when m=8. Although we do not simulate 
higher m, we expect that further improvement is not pro-
vided. 
VIII.  CONCLUSIONS 
From the result of our simulations, we conclude that 
looking into the future and exhaustively searching for 
packets that yield the maximum number of bytes ac-
cepted does not significantly improve the throughput. 
Although the approach does offer some improvement, it 
cannot adequately prevent the substantial loss of packets 
from which the unbuffered switches suffer. To improve 
throughput an optical switch must avoid dropping. The 
challenge remains on how to do that without buffering. 
As the next step, we are looking into a different de-
sign where the buffering is done using the propagation 
delay property in the fiber material and using time shift-
ing for collision avoidance. We expect to combine look-
ahead with this shifting to provide some of the benefits of 
buffering without requiring random-access buffers.  
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