the strongly generalized differentiability concept. Based on the parametric form of a fuzzy number, a fuzzy integro-differential equation converts to two systems of integro-differential equations in the crisp case. Also, we use the parametric form of fuzzy number, and an iterative approach for obtaining approximate solution for a class of nonlinear fuzzy Fredholm integro-differential equation of the second kind is proposed. This paper presents a method based on Newton-Cotes methods with positive coefficient. Then we obtain approximate solution of the nonlinear fuzzy integro-differential equations by an iterative approach.
Introduction
The study of fuzzy integral equations (FIE) forms a suitable setting for mathematical modeling of real-world problems in which uncertainties or vagueness pervade. The topics of fuzzy integral equations which is a growing interest for some time, in particular in relation to fuzzy control, have been rapidly developed in recent years. The fuzzy mapping function was introduced by Chang and Zadeh (1972) . Later, Dubois and Prade (1982) presented an elementary fuzzy calculus based on the extension principle also the concept of integration of fuzzy functions.
Since some of the fuzzy integral equations cannot be solved explicitly, it is often necessary to resort to numerical techniques which are appropriate combinations of numerical integration and interpolation. There are several numerical methods for solving fuzzy linear Fredholm integral equation (Abbasbandy et al., 2007; Babolian et al., 2005; Friedman et al., 1999) and fuzzy differential equation Otadi, 2012a, 2012b) . Hosseini Fadravi et al. (2014) considered solutions of fuzzy Fredholm integral equations using neural networks. Based on the parametric form of a fuzzy number, a Fredholm fuzzy integral equation converts to two systems of integral equations of the second kind in the crisp case. In their approach, they grow neural network as the approximate solution of the integral equations, for which the activation functions are logsigmoid and linear functions. Recently Otadi and Mosleh (2016) introduced new generalized interval-valued fuzzy linear Fredholm integral equation concepts. The work of this paper is an expansion of the research of real fuzzy linear Fredholm integral equations. In this paper interval-valued fuzzy neural network (IVFNN) can be trained with crisp and intervalvalued fuzzy data. In this paper, a novel hybrid method based on IVFNN and Newton-Cotes methods with positive coefficient for the solution of interval-valued fuzzy linear Fredholm integral equations (IVFLFIEs) of the second kind is presented. Within this paper the fuzzy neural network model is used to obtain an estimate for the fuzzy parameters in a statistical sense. Also Mosleh and Otadi (2016) proved some results concerning the existence of solution for a class of nonlinear fuzzy Fredholm integro-differential equations. Also an iterative approach to obtain approximate solution for a class of nonlinear fuzzy Fredholm integro-differential equation of the second kind is proposed. But they considered the H-derivative of fuzzy numbers.
While finding an approximate solution for the nonlinear fuzzy integro-differential equations
is difficult. In this paper, using strongly generalized differentiability, we present a novel and very simple numerical method based on iterative methods for solving nonlinear fuzzy Fredholm integrodifferential equations of the second kind. The strongly generalized differentiability was introduced in Bede and Gal (2004) and studied in Bede and Gal (2005) . This concept allows us to resolve the above-mentioned shortcoming. Indeed, the strongly generalized derivative is defined for a larger class of fuzzy-number-valued functions than the Hukuhara derivative. Hence, we use this differentiability concept in the present paper.
Preliminaries
In this section the basic notations used in fuzzy operations are introduced. We start by defining the fuzzy number.
Definition 1. A fuzzy number is a fuzzy set u I :
,
iii. there are real numbers b and c, a
The set of all the fuzzy numbers (as given in Definition 1) is denoted by E (Klir et al., 1997) .
An alternative definition which yields the same E 1 is given by Kaleva (1987 
Definition 3. For arbitrary fuzzy numbers u,v, we use the distance (Goetschel and Vaxman, 1986) D u v sup max u r v r u r v r r , ,
and it is shown that (E,D) is a complete metric space (Puri and Ralescu, 1986) . provided that this limit exists in the metric D (Friedman et al., 1999) .
If the fuzzy function f(t) is continuous in the metric D, its definite integral exists (Goetschel and Vaxman, 1986) and also, Definition 6. Let F:T → E be a fuzzy function. We say F is differentiable at t0 ∈ T if there exists an element F′(t0) ∈ E such that the limits The above definition is a straightforward generalization of the Hukuhara differentiability of a set-value function. From proposition 4.2.8 in Diamond and Kloeden (1994) , it follows that a Hukuhara differentiable function has increasing length of support. Note that this definition of a derivative is very restrictive (Bede and Gal, 2005) . The authors of Bede and Gal (2005) introduced a more general definition of a derivative for a fuzzynumber-valued function. In this paper we consider the following definition (Chalco-Cano and Roman-Flores, 2008):
lim F t h F t h and lim F t F t h h h h
(1) for all h > 0 sufficiently close to 0, there exist
F t h F t F t F t h
, and the limits (in the metric D)
for all h > 0 sufficiently close to 0, there exist
Remark 1. In the previous definition, case (1) corresponds to the H-derivative introduced in Puri and Ralescu (1983) , so this differentiability concept is a generalization of the H-derivative.
Remark 2. In Bede and Gal (2005) , the authors consider four cases for derivatives. Here we only consider the two first cases of Definition 5 in Bede and Gal (2005) . In the other cases, the derivative is trivial because it is reduced to a crisp element (more precisely, F′ ∈ ℝ; for details see Theorem 7 in Bede and Gal (2005) ).
Definition 8. Let F:T→E. We say F is (1)-differentiable on T if F is differentiable in the sense (1) of Definition 7 and its derivative is denoted D1F, and similarly for (2)-differentiability we have D2F.
The principal properties of defined derivatives are well known and can be found in Bede and Gal (2005) , Chalco-Cano and Roman-Flores (2008) , and Kaleva (2006) . In this paper, we make use of the following Theorem (Chalco-Cano and Roman-Flores, 2008 
Fuzzy integro-differential equation
In this section, we consider the nonlinear Fredholm integrodifferential equations of the second kind
where k is an arbitrary given kernel function and y(s) is a given function of s ∈ [a,b] and X0 is a fuzzy number. 
.
The parametric forms of (2) 
for r ∈ [0,1]. In most cases, however, analytical solution to (4) and (5) may not be found and a numerical approach must be considered.
4.

The numerical approach
We replace the interval [a,b] ( ) ( ) ( ) , respectively. The exact and approximate solutions at si, 0 ≤ i ≤ N are denoted by X r X r X r 
X r X r h y r F s t X t r X t r dt
i i i i a b 1 1 1 1 1 + ( ) = ( ) + ( ) + ( ) ( ) ( ) ⎡ ⎣ ⎢ ⎤ ⎦ ⎥ + ∫ , ,; , ; O O
i i i i a b 2 1 2 2 2 + ( ) = ( ) + ( ) + ( ) ( ) ( ) ⎡ ⎣ ⎢ ⎤ ⎦ ⎥ + ∫ , , ; , ;
O O h X r X r h y r G s t X t r X t r dt
where X0 is an initial value. The Newton-Cotes method (Atkinson, 1987) is given by
where Z is F and G alternatively and ν depends on the used method of Newton-Cotes with positive coefficient for estimating the integral in Eq. (9). By virtue of Eq. (9) and Eqs. (7) and Eqs. (8) we obtain ; ; , , , ; ; , , , 
X r X r h y r wF s t X r X r
are the approximates to X s r X s r X s r 
. Then, for arbitrary fixed r: 
where L > 0 is a bound for the partial derivatives of F,G. Thus, we have
, . , , similarity which concludes the proof. □ So far, we came to the nonlinear equation systems (12) and (13) with a special form that lets us offer a numerical approach for obtaining the approximate solution.
Iterative methods are widely used for finding approximate solution of nonlinear equation systems (Stoer and Bulirsch, 1993) . The nonlinear equation systems (12) and (13) also have a structure that permits to approximate its solution by an iterative method. For this purpose, we apply a successive substitution, similar to Jacobi method of solving linear equation systems and thereby define an iterative process leading to the sequence of vectors x k 1
where the components of the vectors satisfy the iteration formulas, 
( , * ),
= , * ),
, . 
