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ALBANESE AND PICARD 1-MOTIVES IN POSITIVE
CHARACTERISTIC
PETER MANNISTO
Abstract. We investigate how to define 1-motivesM1(c)(X),M
2d−1
(c) (X) for X a variety over
a perfect field k of positive characteristic, such that the ℓ-adic realizations of these 1-motives
are canonically isomorphic to H1(c)(Xk,Zℓ(1)) and H
2d−1
(c) (Xk,Zℓ(d)) respectively. This is
the analogue in positive characteristic of previous results of Barbieri-Viale and Srinivas,
except that we only consider the ℓ-adic realization but also consider compactly supported
cohomology. The 1-motives M1(X) and M1c (X) can be defined by standard techniques,
and indeed this case is probably well known. But the 1-motives M2d−1(X) and M2d−1
c
(X)
require stronger tools, namely a strong version of de Jong’s alterations theorem and some
cycle class theory on smooth Deligne-Mumford stacks which may be of independent interest.
Unfortunately, we only succeed in defining M2d−1(X) and M2d−1
c
(X) when X is a variety
over an algebraically closed field, and only up to isogeny. Nevertheless, as a corollary to our
definition of these 1-motives, for a variety X over a finite field k we deduce independence of
ℓ for the cohomology groups Hi(c)(Xk,Qℓ) for i = 1, 2d− 1.
1. Introduction
1.1. Let X be a separated scheme of finite type over a field k of characteristic p ≥ 0, and fix
a separable algebraic closure k →֒ ks. Then for any prime ℓ 6= p we can associate to X its
ℓ-adic e´tale cohomology groups H i(Xks,Qℓ) and H
i
c(Xks,Qℓ), where the subscript c indicates
compactly supported cohomology. The philosophy of mixed motives states that there should
exist a category MM (k) of mixed motives over k which is universal with respect to these
different cohomology theories (and also for the mixed Hodge structure and de Rham theory
if k ⊆ C, and crystalline cohomology if k is perfect of positive characteristic). For the e´tale
cohomology theories, this would take the form of realization functors
Vℓ : MM (k)→ RepGal(ks/k)(Qℓ)
to the category of Qℓ-representations of Gal(k
s/k), such that there exist functors
M i(−), M ic(−) : (Sch/k)op −→ MM (k),
with the property that
VℓM
i(X) ∼= H i(Xks,Qℓ) and
VℓM
i
c(X)
∼= H ic(Xks,Qℓ)
functorially in X .
1.2. While the theory of mixed motives remains largely conjectural, the category of 1-motives
(mixed motives of level ≤ 1) does a good job of explaining cohomological phenomena in
dimension and codimension 1, at least over a perfect field.
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Definition 1.3. [Del74, De´finition 10.1.1] Let k be a field. The category of (free) 1-motives
over k, denoted M 1(k), is the category of 2-term complexes
[L→ G]
of commutative group schemes over k, where L is an e´tale-locally constant sheaf such that
L(ks) is a free finitely generated abelian group, and G is a semi-abelian variety over k. The
morphisms in M 1(k) are the morphisms of complexes of sheaves.
In [Del74, Sect. 10], Deligne constructs realization functors Tℓ : M
1(k)→ RepGal(ks/k)(Zℓ)
(for ℓ 6= p), and if k ⊆ C, a realization functor from 1-motives to mixed Hodge structures.
Deligne conjectured in [Del74, 10.4.1] that certain mixed Hodge structures associated to a
separated finite type scheme over C arise naturally from 1-motives; in particular, he con-
jectured that the mixed Hodge structures H1(X,Z(1)) and H2d−1(X,Z(d))/torsion occur as
the Hodge realizations of 1-motives M1(X) and M2d−1(X), respectively, defined purely alge-
braically. This special case of Deligne’s conjecture was solved in [BVS01], and much more
general cases were handled in [BRS03] and [BVK12].
For e´tale cohomology, one can make the following conjecture, which is an ℓ-adic analogue
of this special case of Deligne’s conjectures on 1-motives. Note that we restrict ourselves to
the case where k is perfect; as noted in [Ram04, p. 3], it is not clear that this conjecture
should be true for non-perfect fields.
Conjecture 1.4. Fix a perfect field k of characteristic p ≥ 0, and let Sch/k denote the
category of separated finite type k-schemes. Then there exist functors
M1(−), M1c (−) : (Sch/k)op −→ M 1(k),
with the property that for all primes ℓ 6= p,
TℓM
1(X) ∼= H1(Xk,Zℓ(1)) and
TℓM
1
c (X)
∼= H1c (Xk,Zℓ(1))
functorially in X.
In addition, let Schd/k ⊂ Sch/k be the full subcategory of d-dimensional separated finite
type k-schemes. Then there exist functors
M2d−1(−), M2d−1c (−) : (Schd/k)op −→ M 1(k),
with the property that for all primes ℓ 6= p,
TℓM
2d−1(X) ∼= H2d−1(Xk,Zℓ(d))/torsion and
TℓM
2d−1
c (X)
∼= H2d−1c (Xk,Zℓ(d))/torsion
functorially in X.
1.5. In [BVS01], Barbieri-Viale and Srinivas solve this conjecture in the case where char k =
0, for non-compactly supported cohomology (the compactly supported case is no harder, and
can be done by similar methods). They call the 1-motive M1(X) the Picard 1-motive of
X , and M2d−1(X) the Albanese 1-motive of X , as these 1-motives generalize the classical
theory of the Picard and Albanese variety. In addition, the papers [ABV03] and [Ram04]
provide (independently) definitions of M1(X) for k perfect of positive characteristic. But the
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full conjecture above, particularly defining the 1-motives M2d−1(c) (X) in positive characteristic,
has not been dealt with to our knowledge.
1.6. In this paper we investigate how to define the 1-motives M1(c)(X), M
2d−1
(c) (X) over a
perfect field of positive characteristic. In Section 6 we provide definitions of the Picard 1-
motives M1(X) and M1c (X). As indicated above, the definition of M
1(X) has previously
appeared in [ABV03] and [Ram04]. We generalize this by defining a 1-motive M1D,E(X) as-
sociated to any triple (X,D,E) consisting of a proper scheme X and two disjoint closed
subschemes D,E ⊂ X . The 1-motive M1D,E(X) realizes the relative cohomology group
H1(Xk − Ek, Dk,Zℓ(1)), which we also write as H1D,E(X,Zℓ(1)). Then to define M1(X)
and M1c (X) we choose a compactification X →֒ X with closed complement D, and define
M1(X) := M1∅,D(X) and M
1
c (X) = M
1
D,∅(X). Of course, we show that these definitions are
independent of the choice of compactification.
Remark 1.7. Because we do not deal with p-adic realizations in this paper, we only show
that M1D,E(X) is well-defined as an object of M
1(k)[1/p], the category of 1-motives up to
p-isogeny. The p-adic realization of M1(X) is discussed in [ABV03]; we hope to deal with
the p-adic realization of M1D,E(X) in future work.
1.8. Defining the Albanese 1-motives M2d−1(X) and M2d−1c (X) turns out to be harder, and
most of Sections 2-4 are devoted to preliminary facts on Picard groups and divisors for
Deligne-Mumford stacks that we will use in our construction. Even so, our constructions
are only valid for an algebraically closed field of positive characteristic, and even then these
1-motives will only be well-defined up to isogeny of 1-motives; the difficulty is due to lack of
resolution of singularities as will be discussed below. In particular, we only succeed in proving
Conjecture 1.4 (up to isogeny) in case k is algebraically closed. In summary, the following is
our main result:
Theorem 1.9. Let k be a perfect field of characteristic p > 0, and let Sch/k be the category
of separated finite type k-schemes. Then there exist functors
M1(−),M1c (−) : (Sch/k)op −→ M 1(k)[1/p]
with the property that
TℓM
1(X) ∼= H1(Xk,Zℓ(1)) and
TℓM
1
c (X)
∼= H1c (Xk,Zℓ(1))
functorially in X, for ℓ 6= p.
Next assume k is algebraically closed, and let Schd/k be the full subcategory of d-dimensional
separated finite type k-schemes. Then there exist functors
M2d−1(−),M2d−1c (−) : (Schd/k)op −→ M 1(k)⊗Q
such that
TℓM
2d−1(X)⊗Q ∼= H2d−1(X,Qℓ(d)) and
TℓM
2d−1
c (X)⊗Q ∼= H2d−1c (X,Qℓ(d)).
functorially in X, for ℓ 6= p.
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1.10. Description of the 1-motive M1D,E(X). We informally describe the 1-motives con-
structed in this paper; more details are to be found in Sections 6-8.
Fix a perfect field k, and let X be a proper reduced k-scheme with disjoint reduced closed
subschemes D and E. The results of [dJng96] (as explained in [Con01, Thm. 4.7]) imply that
there exists a proper hypercover
π• : X• → X
with each X i proper and smooth. Let D• = π
−1
• (D)red and E• = π
−1
• (E)red; we may assume
that D• and E• are strict normal crossings divisors.
Let p• : X• → Spec k be the structure morphism, and i• : D• →֒ X• the inclusion. Then
consider the sheaf
PicX•,D• := R
1(p•)∗(ker(Gm,X• → (i•)∗Gm,D•))
on (Sch/k)fppf . Informally, PicX•,D• classifies isomorphism classes of pairs (L
•, σ), where
L • is a line bundle on X• and σ is an isomorphism of L
•|D• with OD• . A straightforward
reduction (6.4) from well-known representability results shows that PicX•,D• is representable
by a locally finite type commutative k-group scheme. Moreover, let Pic0,red
X•,D•
denote the
reduction of the connected component of the identity of PicX•,D• . Then (loc. cit.) Pic
0,red
X•,D•
is a semi-abelian variety.
Next, for any closed subscheme C of a scheme X , let DivC(X) be the lattice of (Weil)
divisors on X with support contained in C. Then for the simplicial closed subscheme E• of
X•, we define
DivE•(X•) := Ker(p
∗
1 − p∗2 : DivE0(X0)→ DivE1(X1)),
where p1, p2 : X1 → X0 are the simplicial structure maps from X1 to X0. Because E• and
D• are disjoint, there is a natural map DivE•(X•)→ Pic(X•, D•) (defined in Paragraph 6.5).
We define Div0E•(X•) to be the subgroup mapping into Pic
0(X•, D•). More generally, we can
define an e´tale k-group scheme Div0E•(X•) with k-points Div
0
E
k,•
(Xk,•) and Gal(k/k) acting
in the obvious way. Then there is a natural map of group schemes
Div0E•(X•)→ Pic0,redX•,D• .
Definition 1.11. With notation as above, we define the 1-motive M1D,E(X) to be
M1D,E(X) := [Div
0
E•(X•)→ Pic0,redX•,D•].
In Section 6 we show that this definition is independent of the choice of hypercover X• and
functorial in the triple (X,D,E).
1.12. As special cases of the above construction, consider a separated finite type k-scheme
X . Choose a compactification X →֒ X , with closed complement C ⊂ X. Then we define
M1(X) := M1∅,C(X) = [Div
0
C•(X•)→ Pic0,redX• ]
and
M1c (X) := M
1
C,∅(X) = [0→ Pic0,redX•,C• ].
We show in Section 6 thatM1(X) is contravariantly functorial for arbitrary morphisms, while
M1c (X) is contravariantly functorial for proper morphisms.
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1.13. Definition of the 1-motivesM2d−1(X) andM2d−1c (X). We next define the 1-motives
M2d−1(X) and M2d−1c (X). As noted before, we will assume that our field k is algebraically
closed of positive characteristic. Choose a compactification X →֒ X. Then by [dJng96, 7.3]
there exists a sequence of maps
X
p−→ X ′′ q−→ X ′ r−→ X,
satisfying the following conditions:
(1) r is purely inseparable and surjective, therefore a universal homeomorphism;
(2) q is proper and birational;
(3) X is a smooth proper Deligne-Mumford stack (in fact a global quotient [U/G] of a
smooth proper k-scheme U by a finite group G) and p identifies X
′′
with the coarse
moduli space of X.
We let π : X → X be the composition r ◦ q ◦ p. Let C = X −X and C = X − X. The key
property of π we will use is that there exists an open dense subset U ⊂ X with the property
that π−1(U) → U induces an isomorphism Qℓ,U ∼−→ Rπ∗Qℓ,π−1(U) in Dbc(U); see Proposition
7.4. Choose such an open subset U , and let Z = X − U , Z := X − π−1(U). Finally, let Z
(resp. Z) be the closure of Z in X (resp. of Z in X). In summary, we have diagrams
X
  α′ //
π

X
π

C? _β
′
oo
πC

X 
 α // X C? _
βoo
and
U   j
′
//
πU

X
π

Z? _i′oo
πZ

U 
 j // X Z.? _
ioo
We can define sheaves Pic
X
and Pic
X,C by the same formulas as in the case of schemes, so
that Pic
X
classifies isomorphism classes of line bundles on X and Pic
X,C classifies isomorphism
classes of pairs (L , σ) where L is a line bundle on X and σ is an isomorphism of L |C with
OC . The sheaves PicX and PicX,C are both representable by locally finite type commutative
k-group schemes (6.27). Moreover, Pic0,red
X
and Pic0,red
X,C
are both semi-abelian varieties.
1.14. To define the 1-motive M2d−1c (X), first consider a divisor D ∈ DivC∪Z(X). Such a
divisor can be uniquely written as D = D1 +D2, with D1 supported on C and D2 supported
on Z. Then we let Div0
C∪Z/Z
(X) be the group of divisors D = D1 +D2 supported on C ∪ Z
such that
(1) D maps to 0 in NS(X), and
(2) D1 maps to 0 under the proper pushforward π∗ : DivZ(X)→ DivZ(X).
Let Div0
C∪Z/Z(X) be the k-group scheme with k-points Div
0
C∪Z/Z
(X). We then define
M2d−1c (X) := [Div
0
C∪Z/Z(X)→ Pic0,redX ]∨
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where the superscript ∨ indicates taking the Cartier dual (see Section 5 for background on
Cartier duality for 1-motives).
1.15. To define the 1-motive M2d−1(X), let DivZ(X) be the group of divisors on X supported
on Z (note that these are equal to the divisors supported on Z which are disjoint from C).
Since these divisors are disjoint from C, there is a natural map DivZ(X) → Pic0,red
X,C
. We let
Div0Z/Z(X) be the subgroup of DivZ(X) of divisors D such that
(1) D maps to 0 in NS(X, C), and
(2) D maps to 0 under the proper pushforward π∗ : DivZ(X)→ DivZ(X).
If Div0Z/Z(X) is the associated group scheme, we define
M2d−1(X) = [Div0Z/Z(X)→ Pic0,redX,C ]∨.
Secions 7 and 8 go into more detail on the construction of M2d−1(X) and M2d−1c (X),
showing that the preceding definitions yield functors M2d−1(−), M2d−1c (−) : (Schd/k)op →
M 1(k)⊗Q compatible with the ℓ-adic realization functors.
1.16. Other results. In order to define M2d−1(X) and M2d−1c (X) we need some results on
cycle classes for Deligne-Mumford stacks which aren’t in the literature. Some of these results
may be of independent interest and are highlighted below.
In Section 2 we extend the theory of 1-motivic sheaves [BVK12, App. C] to show that
the Picard sheaf of a smooth Artin stack is 1-motivic. See Section 2 for the definition of a
1-motivic sheaf; beyond Section 2 we will only use the following corollary:
Corollary 1.17. (of Proposition 2.10) Let X be a smooth Artin stack of finite type over an
algebraically closed field k, and with quasi-compact separated diagonal. Then there exists a
divisible group Pic0(X), a finitely generated group NS(X), and a sequence
0→ Pic0(X)→ Pic(X)→ NS(X)→ 0
which becomes exact after inverting p := char k.
Presumably this is true even without inverting char k, although we don’t know how to
prove it.
In Section 3 we review the theory of Weil and Cartier divisors on a Deligne-Mumford stack
X. In addition, we prove the following:
Proposition 1.18. (Proposition 3.5 in text) Let X be a geometrically reduced, separated
finite type Deligne-Mumford stack over a field k. Then the quotient Pic(X)/CaCl(X) is a
finite group.
This has the following corollary:
Corollary 1.19. (Corollary 3.8 in text) Let X be a smooth proper Deligne-Mumford stack
over an algebraically closed field k. Then every element of Pic0(X) is represented by a Weil
divisor.
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Section 4 develops the theory of cycle class maps CHd(X) → H2d(X,Zℓ(d)) for a smooth
separated Deligne-Mumford stack X. We proceed in the same manner as the article [SGA4h,
Cycle], and the results of that article are used repeatedly in Section 4.
In Section 5 we review the necessary background on 1-motives. All of the results in this
section can be found in several other sources, for example [BVK12, App. C]. In Sections 6
through 8 we define the 1-motives M1(c)(X) and M
2d−1
(c) (X) as discussed above.
We conclude the paper with the short Section 9, which gives the following easy consequence
of our work on 1-motives:
Proposition 1.20. (Proposition 9.1 in text) Let X0 be a d-dimensional separated scheme of
finite type over a finite field Fq, and let X = X0×Fq Fq. Let f : X → X be an endomorphism,
and for i between 0 and 2d, define the polynomials
P iℓ (f, t) := det(1− tf | H i(X,Qℓ)) and
P iℓ,c(f, t) := det(1− tf | H ic(X,Qℓ)).
(for P iℓ,c(f, t) we assume f is proper). Then for i = 0, 1, 2d − 1, 2d, these polynomials have
integer coefficients independent of ℓ.
Probably the only new case here is i = 2d−1, although the other cases aren’t clearly stated
in the literature. Of course, when X0 is smooth and proper, this corollary is a special case of
the main result of [Del80].
Using known results on trace formulas ([Fuj97, 5.4.5] and [Ols2, Thm 1.1]), we get the
following corollary in the case of surfaces:
Corollary 1.21. (Corollary 9.4 in text) Let X0 be a 2-dimensional separated finite type Fq-
scheme, and let X = X0×FqFq. If f : X → X is any proper endomorphism, then for all values
of i, the polynomial P iℓ,c(f, t) has rational coefficients independent of ℓ. If f : X → X is any
quasi-finite endomorphism, then the polynomial P iℓ (f, t) has rational coefficients independent
of ℓ for all i.
In particular, if f = F is the Frobenius endomorphism, then P iℓ (F, t) and P
i
ℓ,c(F, t) have
rational coefficients independent of ℓ (and hence integer coefficients since the roots of these
polynomials are algebraic integers [Ill06, 4.2]).
2. Preliminaries on Picard Functors of Smooth Stacks
2.1. Let X be an Artin stack of finite type over a field k, with quasi-compact and separated
diagonal. Let π : X → Spec k be the structure morphism, and let Gm,X be the sheaf on
(Sch/X)fppf sending T to Γ(T,O×T ). Recall that the Picard functor PicX/k ∈ Sh(Sch/k)fppf
is defined to be the sheaf R1π∗(Gm,X), or equivalently, the fppf-sheafification of the functor
Y 7→ Pic(X×k Y ).
We then have the following representability results in case X is proper, due to Brochard
[Bro09], [Bro12]:
Theorem 2.2. Let X be a proper Artin stack over the field k. Then the following hold:
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(1) The sheaf PicX/k is representable by a locally finite type commutative group scheme
over k [Bro12, 2.3.7].
(2) If Pic0
X/k denotes the connected component containing the identity of PicX/k, then we
have an exact sequence of group schemes
0→ Pic0
X/k → PicX/k → NSX/k → 0,
defining the group scheme NSX/k. Furthermore, NSX/k is an e´tale group scheme, and
NSX/k(k) is a finitely generated abelian group for any algebraic closure k →֒ k [Bro12,
3.4.1].
(3) Assume in addition that X is smooth, and k is a perfect field. Then the reduced group
scheme Pic0,red
X/k is an abelian variety [Bro09, 4.2.2].
2.3. We write Pic0(X) and NS(X) for the k-points of Pic0
X/k and NSX/k, respectively (note
however that if k is not algebraically closed then an element of Pic0(X) might not be given
by a line bundle on X). For our application to 1-motives, we need to make sense of the
groups Pic0(X) and NS(X) when X is smooth, but not necessarily proper. In this case we
cannot expect the Picard sheaf PicX/k to be representable, but it satisfies a weak form of
representability which is sufficient for our purposes. This can be summarized in the statement
that PicX/k is a 1-motivic sheaf, at least when k is perfect and after inverting the characteristic
p := char k in Hom-groups. We will prove that PicX/k is 1-motivic for any smooth Artin
stack X over k with quasi-compact separated diagaonal. The argument is a straightforward
generalization of [BVK12, 3.4]; we include the details for the convenience of the reader. Recall
the following definitions, following [BVK12, Sect. 3]:
Definition 2.4. Let k be a perfect field, and (Sm/k)et the category of smooth separated
k-schemes, with the e´tale topology. We denote by Sh(Sm/k)et[1/p] the category of sheaves
of abelian groups on this site, with Hom(F ,G ) replaced by Hom(F ,G )[1/p]. We say that
F ∈ Sh(Sm/k)et[1/p] is discrete if it is locally constant for the e´tale topology, and F (k) is
a finitely generated abelian group.
Definition 2.5. [BVK12, 3.2.1] Let F ∈ Sh(Sm/k)et[1/p] be a sheaf of abelian groups as
above. We say that F is a 1-motivic sheaf if there exists a semi-abelian variety G and a
morphism f : G → F of sheaves on (Sm/k)et, such that ker f and coker f are discrete
sheaves. We denote by Shv1(k)[1/p] ⊂ Sh(Sm/k)et[1/p] the full subcategory of 1-motivic
sheaves.
Remark 2.6. In the theory of this section we will invert p in all Hom-groups. Most of our
propositions are false as stated if we do not do this. If we wish to avoid inverting p in Hom-
groups, we probably must use a finer topology like the fppf topology (see Remark 2.9). But
this seemingly forces us to replace Sm/k with the bigger category Sch/k, which breaks down
the proof that PicX/k is 1-motivic. See [Ber12] for some discussion of this point.
Example 2.7. Let X be a smooth variety over a field k, and suppose that X embeds into
a smooth proper variety X with complement D := X − X . Then for every smooth scheme
U/k, we have an exact sequence
DivD×U(X × U)→ Pic(X × U)→ Pic(X × U)→ 0.
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Here DivD×U(X × U) denotes the free abelian group of Weil divisors on X × U supported
on D × U . Let PicX/k be the lisse-e´tale Picard sheaf of X/k, that is, the sheafification in
(Sm/k)et of the functor
U 7→ Pic(X × U).
Then the above exact sequence shows that we have an exact sequence in (Sm/k)et
DivD(X)→ PicX/k → PicX/k → 0,
where DivD(X) is the e´tale-locally constant sheaf of divisors on X supported on D. By
Proposition 2.8(c) below, we conclude that PicX/k is 1-motivic.
We have the following key facts about 1-motivic sheaves:
Proposition 2.8.
(a) Given a 1-motivic sheaf F , there exists a unique (up to isomorphism) semi-abelian variety
G together with a map b : G → F such that ker b is torsion-free. We say that such a
pair (G, b) is normalized.
(b) Given 1-motivic sheaves F1, F2 and normalized morphisms bi : Gi → Fi for i = 1, 2.
Then for any morphism of sheaves f : F1 → F2, there exists a unique morphism of group
schemes ϕf : G1 → G2 making the diagram
G1
b1−−−→ F1
ϕf
y f
y
G2
b2−−−→ F2
commute.
(c) The full subcategory Sh1(k)[1/p] ⊂ Sh(Sm/k)et[1/p] is stable under kernels, cokernels,
and extensions.
Proof. This is [BVK12, 3.2.3] and [BVK12, 3.3.1]. 
Remark 2.9. The above proposition is false if we do not invert p. For example, over a field
k of characteristic p > 0 consider the pth power morphism F : Gm → Gm, where we view Gm
as a sheaf on (Sm/k)et. Then coker F is not 1-motivic. To see this, first note that coker F
is non-zero: if it were zero, then F would have zero kernel and cokernel as a morphism of
sheaves on (Sm/k)et, implying that F is an isomorphism by the Yoneda lemma. So coker F
is non-zero; on the other hand, (coker F )(k) = 0 since F is an epimorphism of fppf sheaves.
This is impossible for a 1-motivic sheaf.
We now state and prove our main fact for this section:
Proposition 2.10. Let X be a smooth Artin stack over the perfect field k, with quasi-compact
separated diagonal. Then the restriction of the sheaf PicX/k to (Sm/k)et (which we also denote
by PicX/k) is 1-motivic.
Remark 2.11. In the case where X is a scheme, this is [BVK12, 3.4.1]. For the reader’s
convenience, we include the proof of this special case in our argument below.
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Proof. (of Proposition 2.10) We prove Proposition 2.10 by an increasingly general sequence
of lemmas.
Lemma 2.12. Let X be a proper smooth scheme over a field k, and let π : X → Spec k be
the structure morphism. Let Gm,X denote the representable sheaf on (Sch/X)fppf sending Y
to Γ(Y,OY )×. Then the sheaf R0π∗Gm,X on (Sch/k)fppf is representable by a torus.
Proof. Because the statement is e´tale-local on k, we may assume that π has a section s :
Spec k → X . By [EGAIII, 7.7.6], the sheaf R0π∗Ga sending T to Γ(XT ,OXT ) is representable
by Spec V , where V is a finite-dimensional k-vector space. More specifically, we have a
functorial bijection
Γ(XT ,OXT ) −→ Homk(V,Γ(T,OT )).
Using the fact that π has a section, applying T = k in the above bijection yields
V ∼= Γ(X,OX)∨ ∼= kn,
where n = |π0(X)|. Then R0π∗Gm is representable by Gnm. 
Lemma 2.13. Let X be a proper smooth scheme over a field k, and let π : X → Spec k be
the structure morphism. Then the sheaves R0π∗Gm,X and R
1π∗Gm,X are 1-motivic.
Proof. This is immediate from Lemma 2.12 and Theorem 2.2. 
Lemma 2.14. Let X be a smooth separated scheme of finite type over k, such that there exists
an open immersion j : X →֒ X with X smooth and proper. Then (letting π : X → Spec k be
the structure morphism) the sheaves R0π∗Gm,X and R
1π∗Gm,X are 1-motivic.
Proof. Let i : D →֒ X be the complement of U in X . Then we have an exact sequence of
sheaves
0 −→ R0π∗Gm,X −→ R0π∗Gm,X −→ DivD(X) −→ PicX/k −→ PicX/k → 0,
using the fact that X is smooth. Here π : X → Spec k is the structure morphism, and
DivD(X) is the locally constant sheaf of Weil divisors on X supported on D. By Proposition
2.8(c), R0π∗Gm,X is 1-motivic. 
Lemma 2.15. Let X be a smooth separated algebraic space of finite type over k. Then
R0π∗Gm,X and R
1π∗Gm,X are 1-motivic sheaves.
Proof. By [CLO12], we can choose a compactification X →֒ X and then by [dJng96, 3.1], we
can find an alteration X0 → X which is generically e´tale, with X0 smooth proper. That is,
we have a commutative diagram
U0
  //

X0
  //

X0

U 
 // X 
 // X,
where U0 → U is finite e´tale. We can then extend X0 → X to a simplicial scheme X• → X ,
and by possibly further restricting U , we can arrange that the restriction U• → U of this
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simplicial scheme to U has the property that Ui → U is finite e´tale for i ∈ {0, 1, 2}. Let
πp : Up → U be the projection. Then in the spectral sequence
(2.15.1) Rqπp∗π
∗
pGm,U ⇒ Rp+qπ∗Gm,U ,
we have π∗pGm,U = Gm,Up for p = 0, 1, 2. For all q, let K
q• be the complex with terms
K
qp = Rqπp∗Gm,Up.
By Lemma 2.14, K qp is 1-motivic for q = 0, 1 and all p. Moreover, the spectral sequence
2.15.1 yields
R0π∗Gm,U ∼= H 0(K 0•)
and an exact sequence
0 −→ H 1(K 0•) −→ R1π∗Gm,U −→ H 0(K 1•) −→ H 2(K 0•).
By Proposition 2.8(c), the homology sheaves H p(K q,·) are 1-motivic for p arbitrary and
q = 0, 1. Another application of Proposition 2.8(c) shows that R1π∗Gm,U is 1-motivic.
Now let i : D →֒ X be the inclusion of the complement D = X − U , and let πX , πU , πD be
the structure morphisms to Spec k. Then we have an exact sequence of sheaves on (Sm/k)et
0→ R0πX∗Gm,X → R0πU ∗Gm,U → DivD(X)→ R1πX∗Gm,X → R1πU ∗Gm,U → 0,
where DivD(X) is the lattice of Weil divisors on X supported on D. Here the exactness on
the right is because X and U are smooth. Therefore Proposition 2.8 shows that RiπX∗Gm,X
is 1-motivic for i = 0, 1, as was to be shown. 
We can now complete the proof of Proposition 2.10. Let X be a smooth Artin stack of
finite type over k, with separated quasi-compact diagonal. Choose a smooth cover U → X,
and take the corresponding Cech simplicial cover U• → X. We then have a spectral sequence
Rqπp∗Gm,Up ⇒ Rp+qπ∗Gm,X.
By the previous lemma, Rqπp∗Gm,Up is 1-motivic for q = 0, 1 and p arbitrary. Therefore
Proposition 2.8 shows that Riπ∗Gm,X is 1-motivic for i = 0, 1. In particular, PicX/k is 1-
motivic. 
2.16. We can now use Propositions 2.8 and 2.10 to define sheaves Pic0
X/k and NSX/k for
any smooth Artin stack X/k. Namely, by Proposition 2.8 there exists a semiabelian variety
mapping to PicX/k with discrete cokernel. We let Pic
0
X/k be the image of this mapping, and
NSX/k be its cokernel.
Remark 2.17. If X is proper and smooth over a field of characteristic 0, then these definitions
agree with the definitions in Proposition 2.2. This is not quite true in positive characteristic,
because Pic0
X/k does not see the non-reduced part of the Picard scheme of X: when we view
Pic0
X/k as a 1-motivic sheaf, we are restricting to the category (Sm/k)et. For any group
scheme G, Hom(Y,G) = Hom(Y,Gred) for any smooth scheme Y , so the sheaves on (Sm/k)et
defined by G and by Gred agree.
2.18. There is another subtlety in positive characteristic p, namely that we inverted p in
all Hom-groups in our study of 1-motivic sheaves. Therefore the abelian groups Pic0(X) :=
Pic0
X/k(k) and NS(X) := NSX/k(k) are only well-defined up to a kernel and cokernel anni-
hilated by a power of p. We will only deal with these groups through their ℓ-adic avatars
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TℓPic
0(X) and lim←−nNS(X)/ℓ
nNS(X), however (for ℓ 6= p), and the following simple proposition
shows that these are well-defined:
Proposition 2.19. Let A and B be abelian groups, and assume that we have an exact se-
quence
0→ K → A→ B → C → 0
with K and C annihilated by some power pr. Then for any ℓ 6= p and integer n, A[ℓn] ∼= B[ℓn]
and A/ℓnA ∼= B/ℓnB.
Proof. Let I be the image of A in B, so that we have exact sequences
0→ K → A→ I → 0 and
0→ I → B → C → 0.
Because K[ℓn] = K/ℓnK = 0 (and similarly for C), applying the functor of ℓn-torsion to both
sequences yields A[ℓn] ∼= I[ℓn] ∼= B[ℓn] and A/ℓnA ∼= I/ℓnI ∼= B/ℓnB. 
Therefore the groups Pic0(X)[ℓn] and NS(X)/ℓnNS(X) are well-defined.
3. Weil Divisors and Cartier Divisors on Deligne-Mumford Stacks
3.1. Let X be a d-dimensional separated Deligne-Mumford stack of finite type over a field
k, and assume that the connected components of X are equidimensional of dimension d. We
recall the definition of the Chow groups A∗(X) [Vis89, 3.4]. For each i between 0 and d, define
a presheaf Z i on Xet by setting
Z
i(X → X) := Z i(X),
where Z i(X) is the free abelian group on the integral closed subschemes of X of codimension
i, and the transition maps are induced by flat pullback of cycles. The presheaf Z i is in fact
a sheaf [Gil84, 4.2]. Also define a sheaf W i on Xet by setting
W
i(X → X) :=
⊕
V
k(V )×,
where the direct sum is over all subvarieties V of X of codimension i − 1 and k(V )× is the
group of invertible rational functions on V . Since rational equivalence is preserved under flat
pullback, we have a morphism of sheaves W i → Z i by taking the associated divisor of a
rational function. We define
Z i(X) := Γ(X,Z i),
W i(X) := Γ(X,W i), and
Ai(X) := Z i(X)/W i(X).
We define the group Div X of Weil divisors on X to be the group Z1(X). We define the Weil
class group Cl X to be A1(X).
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3.2. Next we define the notion of Cartier divisor on the stack X. For simplicity we will
assume that the stack X is geometrically reduced over k. Then we can define the sheaf K of
rational maps on Xet by setting
K (X → X) := lim−→
U⊆X open dense
Hom(U,A1k).
We define K ∗ to be the subsheaf of invertible elements of K under multiplication. We then
define
Ca X := Γ(X,K ∗/Gm),
the group of Cartier divisors on X, where Gm is the usual sheaf of invertible sections on Xet.
Then define the Cartier class group
CaCl X := Γ(X,K ∗/Gm)/Γ(X,K
∗).
Proposition 3.3. Let X be a smooth separated Deligne-Mumford stack of finite type over k.
Then there is a canonical isomorphism Ca X ∼= Div X. Moreover, this isomorphism induces
an isomorphism CaCl X ∼= Cl X.
Proof. We first note that we have a commuting diagram
(3.3.1)
K ∗ −−−→ K ∗/O∗
∼=
y ∼=
y
W 1 −−−→ Z 1
of sheaves on Xet, where the vertical maps are isomorphisms. To see that we have such a
diagram, notice that any etale X/X is smooth, and so taking sections of the above square at
X , we require a commuting diagram
k(X)× −−−→ Ca X
∼=
y ∼=y
k(X)× −−−→ Div X.
The fact that this diagram is commutative (and that the right-hand vertical arrow is an iso-
morphism) is a standard consequence of X being smooth. Therefore we have the commuting
diagram (3.3.1). Taking global sections of the right hand map in (3.3.1) gives us an isomor-
phism Ca X ∼= Div X, while taking cokernels of the maps on global sections induced by the
horizontal arrows gives us CaCl X ∼= Cl X. 
3.4. From the exact sequence
0→ Gm → K ∗X → K ∗X /Gm → 0
of sheaves on Xet, we get an injection CaCl X →֒ Pic X. Unlike the case of schemes, however,
we cannot expect this map to be an isomorphism, even when X is smooth. For example, if
X = BG where G is a finite group, then CaCl BG = 0 while
Pic BG = Hom(G,Gm) 6= 0.
The best we can do is the following:
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Proposition 3.5. Let X be a geometrically reduced, separated Deligne-Mumford stack of finite
type over a field k. Then the quotient
H := Pic X/CaCl X
is a finite group.
Proof. Taking cohomology in the exact sequence
0→ Gm,X → K ∗X → K ∗X /Gm,X → 0,
we have an exact sequence of groups
0→ CaCl X→ Pic X→ H1(X,K ∗),
so it suffices to show that H1(X,K ∗) is finite. Let X be the coarse moduli space of X, let
ξ1, ..., ξn be the generic points of X , and let ξ = ξ1
∐
...
∐
ξn be their disjoint union. Finally,
let Gi = ξi ×X X and G = ξ ×X X be the fiber products, and ιi : Gi →֒ X, ι : G →֒ X the
resulting maps.
Lemma 3.6. With notation as above, we have an equality
ι∗Gm = K
∗
of sheaves on Xet.
Proof. (of lemma) Let V → X be e´tale. Then
K
∗(V → X) = lim−→
U⊂V dense
Hom(U,Gm).
On the other hand,
(ι∗Gm)(V → X) = Hom(V ×X G ,Gm)
= Hom(V ×X ξ,Gm)
= K ∗(V → X).
The last equality is because V is quasi-finite over X with open image, and hence the fiber
over ξ consists of the generic points of V . 
Continuing with the proof of Proposition 3.5, from the spectral sequence
Hp(X, Rqι∗Gm)⇒ Hp+q(G ,Gm),
we get an inclusion H1(X, ι∗Gm) →֒ Pic(G ). This reduces us to showing that Pic(G ) is finite.
Moreover, since G = ∐iGi, it suffices to show that Pic(Gi) is finite for each i. Set H := Gi
for any i, and ζ := ξi. Then H → ζ is an fppf-gerbe: Sinec ζ → X is flat, H → ζ is the
coarse moduli space of H , so the topological space of H has just one point. By [LMB00,
Thm 11.5], H must be an fppf-gerbe over ζ . Moreover, H → ζ is banded by a finite group
G since H is a Deligne-Mumford stack. Therefore the following lemma will complete the
proof of Proposition 3.5. 
Lemma 3.7. Let H be a Deligne-Mumford stack such that H → ζ is an fppf-gerbe, with ζ
the spectrum of a field. Then Pic(H ) is finite.
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Proof. Let ζ = Spec F , and let F →֒ L be a finite field extension such that H ×ζSpec L is iso-
morphic toBG, where G is a finite group. Then Pic(H ×ζSpec L) = Pic(BG) = Hom(G,Gm)
is a finite group. Now consider the Picard functor PicH /ζ . The spectral sequence
Hpfppf(ζ, R
qπ∗Gm,H )⇒ Hp+q(H ,Gm)
yields an exact sequence
0→ H1fppf(ζ, π∗Gm,H )→ Pic(H )→ PicH /ζ(ζ).
Note that we have π∗Gm,H = Gm,ζ as sheaves in ζfppf . This is because for any Y →
ζ , the stack Y ×ζ H has Y as coarse moduli space (since Y → ζ is flat) and therefore
Hom(X ×ζ H ,Gm) = Hom(X,Gm). It is well-known that H1fppf(ζ,Gm) = Pic(ζ) = 0, and
hence Pic(H ) injects into PicH /ζ(ζ). Finally, by faithfully flat descent, PicH /ζ(ζ) injects
into PicH /ζ(Spec L) which is finite since it equals Pic(H ×ζ Spec L) = Pic(BG). 
Corollary 3.8. Let X be a smooth proper Deligne-Mumford stack over an algebraically closed
field k. Then every element of Pic0(X) is represented by a Weil divisor.
Proof. Temporarily, let Cl0(X) ⊂ Pic0(X) denote the subgroup of the Weil class group which
maps to 0 in NS(X). Then we have an injection
Pic0(X)/Cl0(X) →֒ Pic(X)/Cl(X),
so Pic0(X)/Cl0(X) is finite. On the other hand, it is a quotient of the divisible group Pic0(X),
hence divisible. Therefore it is trivial. 
4. Cycle class map on smooth Deligne-Mumford stacks
4.1. Let X be a smooth Deligne-Mumford stack of pure dimension N over a field k. In this
section we review the definition of the cycle class map
cl : Ad(X)→ H2d(Xk,Qℓ(d)),
where ℓ is different from p = char(k). For the definition of a cycle class map for singular
Deligne-Mumford stacks and more general coefficient rings, see [Ols2, Sect. 3].
4.2. For ease of notation we assume k = k; it will be clear from our construction that the
cycle class map we produce will be invariant under Galois action. Let X be a purely N -
dimensional Deligne-Mumford stack over k, let D ∈ Ad(X) be a cycle, and let e = N − d be
the dimension of D. Write D =
∑
aiDi as a sum of integral cycles Di, and let Ui ⊂ Di be
the smooth locus.
Lemma 4.3. For each Di, there is a canonical trace map
Tri : H
2e
c (Di,Qℓ(e))
∼−→ Qℓ
Before starting the proof of Lemma 4.3 we note the following fact, which will be used
repeatedly in this paper:
Lemma 4.4. Let X be a separated finite type Deligne-Mumford stack, and let π : X → X
be its coarse moduli space. Then the natural map Qℓ,X → Rπ∗Qℓ,X is an isomorphism in
Dbc(X,Qℓ).
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Proof. Combining Theorem 5.1 and Corollary 5.8 of [Ols1], we have that Rπ∗Qℓ is acyclic in
non-zero degrees, so we only need to show that R0π∗Qℓ,X = Qℓ,X which follows easily from
the fact that the topological spaces of X and X are homeomorphic. 
We now return to Lemma 4.3:
Proof. (of Lemma 4.3) Let Ui be the non-empty smooth locus of Di, and j : Ui →֒ Di the
inclusion, and k : Zi →֒ Di the inclusion of Zi := Di−Ui into Di. Then from the short exact
sequence
0→ j!Qℓ,Ui → Qℓ,Di → i∗Qℓ,Zi → 0,
we get a long exact sequence
...→ H2e−1c (Zi,Qℓ(e))→ H2ec (Ui,Qℓ(e))→ H2ec (Di,Qℓ(e))→ H2ec (Zi,Qℓ(e))→ ...
But H2e−1c (Zi,Qℓ(e)) = H
2e
c (Zi,Qℓ(e)) = 0 because dim(Zi) < e (use Lemma 4.4 and the fact
that the statement is true for algebraic spaces.) Now Poincare´ duality on the smooth stack
Ui [LO08, 4.4.1] gives the required map Tri. 
An easy extension of the above lemma shows that the trace maps Tri induce a canonical
isomorphism
(4.4.1) Hom(H2ec (D,Qℓ(e)),Qℓ)
∼−→ Hom(⊕iH2ec (Ui,Qℓ(e)),Qℓ) ∼−→ QI(D)ℓ ,
where I(D) = {D1, ..., Dr} is the set of irreducible components of D. Let α : D →֒ X be the
inclusion. Let DX and Dk be the Verdier dualities on X and k, respectively. Then we have
DkRΓcα
∗Qℓ(e) = RΓRα
!
DX(Qℓ(e)) = RΓRα
!Qℓ[2N ](N − e),
where we used the fact that X is smooth in the right-hand equality. This induces a canonical
isomorphism
(4.4.2) Hom(H2ec (D,Qℓ(e)),Qℓ)
∼−→ H2dD (X,Qℓ(d))
(recall that d = N − e).
Definition 4.5. In the above notation, we obtain from 4.4.1 a canonical element [D] ∈
Hom(H2ec (D,Qℓ(e)),Qℓ) corresponding to
∑
aiDi ∈ QI(D)ℓ . Then we set the localized cycle
class of D, denoted cl(D), to be the image of [D] in H2dD (X,Qℓ(d)) under 4.4.2.
4.6. We also write cl(D) for the image of the localized cycle class under the mapH2dD (X,Qℓ(d))→
H2d(X,Qℓ(d)) (we call this the global cycle class of D). When we need to distinguish between
the local cycle class and global cycle class of D, we will denote these by clloc(D) and clgl(D),
respectively. It is standard in the case of schemes that the resulting map
cl : Zd(X)→ H2d(X,Qℓ(d))
passes to the Chow group Ad(X), and is compatible with the contravariant functoriality for
Ad(−) and H2d(−,Qℓ(d)). The same proof works for stacks.
4.7. Now let D ⊂ X be any reduced closed subscheme, and α : D →֒ X the inclusion. Let
dim(D) = e and dim(X) = N . We can use the above cycle class map to give a cycle-theoretic
description of the Poincare´ dual of the restriction map
α∗ : H2ec (X,Qℓ(e))→ H2ec (D,Qℓ(e)).
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Let D = ∪iDi be the decomposition of D into its irreducible components, and let Ie(D) be
the set of e-dimensional irreducible components of D. Let Tri : H
2e
c (Di,Qℓ(e))→ Qℓ be the
trace isomorphism for any e-dimensional irreducible component of D.
Proposition 4.8. With notation as above, we have a commutative square
H2ec (D,Qℓ(e))
∨ (α
∗)∨−−−→ H2ec (X,Qℓ(e))∨
∼
y ∼
y
Q
Ie(d)
ℓ −−−→ H2N−2e(X,Qℓ(N − e))
where the vertical arrows are the isomorphisms induced by Poincare´ duality, and the lower
arrow sends
∑
ai[Di] to
∑
aicln(Di).
Proof. This is immediate from the above description of the cycle class map. 
4.9. In the case of divisors, the cycle class map can be described as follows. Let X be a
smooth Deligne-Mumford stack over k, and D a closed subscheme of X; let i : D →֒ X be
the inclusion, and j : U →֒ X the inclusion of the open complement U = X−D. Recall that
there is a natural bijection between H1D(X,Gm) and the group of Cartier divisors supported
on D. To see this, first define
H
j
D(X,Gm) := i∗R
ji!Gm.
Then we have an exact sequence on sheaves on Xet
0→ H 0D(X,Gm)→ Gm → j∗Gm,U → H 1D(X,Gm)→ 0,
so that
H
1
D(X,Gm)
∼= coker(Gm → j∗Gm,U).
By its definition, giving a global section of the latter sheaf is the same as giving a Cartier
divisor supported on D. Moreover, it is clear that H 0D(X,Gm) = 0. Therefore the spectral
sequence
Hp(X,H qD(X,Gm))⇒ Hp+qD (X,Gm)
shows that
H1D(X,Gm)
∼= H0(X,H 1D(X,Gm)),
and hence that H1D(X,Gm) is isomorphic to the group of Cartier divisors supported on D.
Now suppose D is a Cartier divisor on X. Then we have a canonical class cl′(D) ∈
H1D(X,Gm) corresponding to D. Then for any n prime to p = char k, we produce a class
cl′′(D) ∈ H2D(X,Qℓ(1)) using the Kummer exact sequence of sheaves
0→ µn → Gm → Gm → 0
to induce a map H1D(X,Gm)→ H2D(X, µn) and taking the limit over n = ℓm.
Proposition 4.10. The class cl′′(D) ∈ H2D(X,Qℓ(1)) agrees with the class cl(D) defined
earlier.
Proof. In the case of schemes this is [SGA4h, Cycle, 2.3.6], and one easily reduces to this case
since the definition of cl(D) ∈ H2D(X,Qℓ(1)) is compatible with e´tale localization. 
Using this fact, and finite generation of the Neron-Severi group (2.16) we get the following:
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Proposition 4.11. Let X be a smooth scheme over k as above, and choose a prime ℓ 6= char k.
Then the cycle class map
cl : Pic(X)→ H2(X,Qℓ(1))
factors as
Pic(X)→ NS(X)⊗Z Qℓ →֒ H2(X,Qℓ(1)),
where the map Pic(X) → NS(X) ⊗Z Qℓ is the obvious one, and the map on the right is an
injection.
Proof. From the previous proposition we get that cl : A1(X)→ H2(X,Qℓ(1)) factors through
the injection (induced by the Kummer exact sequence)
(
lim←−
n
Pic(X)
ℓnPic(X)
)
⊗Q →֒ H2(X,Qℓ(1)).
By Lemma 2.16 we have an exact sequence
0→ Pic0(X)→ Pic(X)→ NS(X)→ 0
with Pic0(X) divisible (at least up to p-torsion), and therefore
Pic(X)
ℓnPic(X)
=
NS(X)
ℓnNS(X)
.
Therefore the map cl factors as
Pic(X)→ lim←−
n
NS(X)
ℓnNS(X)
⊗Q →֒ H2(X,Qℓ(1)).
Therefore we are reduced to showing that
lim←−
n
NS(X)
ℓnNS(X)
∼= NS(X)⊗Z Zℓ,
which is clear since NS(X) is finitely generated. 
4.12. A variant of the cycle class map for compactly supported cohomology. Let
X be a smooth proper Deligne-Mumford stack over a field k = k, and let i : D →֒ X be
a reduced closed subscheme of X. Let X = X − D, and let j : X →֒ X be the inclusion.
Finally, let DivX(X) be the free abelian group of divisors on X whose support is contained in
X, i.e., disjoint from D. In the rest of this section we describe a cycle class map to compactly
supported cohomology
(4.12.1) clc : DivX(X) −→ H2c (X,Qℓ(1)) := H2(X, j!Qℓ(1))
and prove some compatibilities regarding this cycle class map.
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4.13. First definition of 4.12.1. First recall the following well-known proposition:
Proposition 4.14. Let i : D →֒ X be the inclusion, and define
Gm,X,D := Ker(Gm,X → i∗Gm,D).
Then H1(X,Gm,X,D) is in bijection with isomorphism classes of pairs (L , σ), where L is a
line bundle on X and σ : L |D ∼−→ OD is a trivialization of L on D.
Proof. The statement when X is a scheme is well-known (see, e.g., [BVS01, App. A]) and the
same proof applies to Deligne-Mumford stacks. 
We denote this group (following standard notation) by Pic(X, D).
Given E ∈ DivX(X), there is a natural class
cl′c(E) ∈ Pic(X, D)
consisting of the pair (O(E), s) where O(E) is the line bundle of the divisor E and s : OX →
O(E) is the canonical meromorphic section of E, which is an isomorphism restricted to D
since D ∩ E = ∅. To define a class in H2c (X, µn) note that we have an exact sequence of
sheaves
0 −→ j!µn,X −→ Gm,X,D ·n−→ Gm,X,D −→ 0.
Then we temporarily write
clc,1(E) ∈ H2c (X,Qℓ(1))
for the image of cl′c(E) ∈ H1(X,Gm,X,D) under the boundary map, taking the limit over
n = ℓm.
4.15. Second definition of 4.12.1. Given E ∈ DivX(X), let v : E →֒ X be the inclusion.
Consider the canonical map in Dbc(X)
f : v∗Rv
!Qℓ,X(1) −→ Qℓ,X(1).
By definition, this map sends the local cycle class clloc(E) ∈ H2E(X,Qℓ(1)) to the global cycle
class clgl(E) ∈ H2(X,Qℓ(1)). Notice, moreover, that the composition
v∗Rv
!Qℓ,X(1)
f−→ Qℓ,X(1) −→ i∗Qℓ,D(1)
is zero, since D and E are disjoint. Therefore f factors through a unique map
f˜ : v∗Rv
!Qℓ,X(1) −→ j!Qℓ,X = Ker(Qℓ,X(1)→ i∗Qℓ,D(1))
(f˜ is unique because any two maps f1, f2 define a map
f1 − f2 : v∗Rv!Qℓ,X(1)→ i∗Qℓ,D[−1]
which must be the zero map, since v∗Rv
!Qℓ,X(1) is supported on E and i∗Qℓ,D(1) is supported
on D).
Taking global sections of the map f˜ induces a map
H2E(X,Qℓ(1)) −→ H2c (X,Qℓ(1))
and we define clc,2(E) ∈ H2c (X,Qℓ(1)) to be the image of the local cycle class clloc(E) under
this map.
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Proposition 4.16. The two cycle classes defined above agree, i.e., clc,1(E) = clc,2(E).
Proof. We can follow the same steps as in the definition of clc,2(E) to show that the canonical
map
g : v∗Rv
!Gm,X −→ Gm,X
factors uniquely through a map
g˜ : v∗Rv
!Gm,X −→ Gm,X,D = Ker(Gm,X → Gm,D).
Taking global sections of g˜ yields a map
g˜ : H1E(X,Gm)→ H1(X,Gm,X,D) = Pic(X, D).
In terms of Cech cohomology, this map is described as follows: let O(E) be the line bundle of
E. Viewing E as a Cartier divisor, we get a transition function α ∈ Gm(U → X) (where U is
some e´tale cover of X) defining O(E) such that α does not vanish along D. Therefore α also
defines a transition function for an element of H1(X,Gm,X,D), and this transition function is
precisely the image of cl(E) under g˜.
From this description it is clear that g˜(clloc(E)) = cl
′
c(E) ∈ Pic(X, D), where cl′c(E) is the
class defined earlier. Using the Kummer exact sequence, we conclude that the two classes
clc,1(E), clc,2(E) ∈ H2c (X,Qℓ(1))
are the same. 
We write clc(E) for the element clc,1(E) = clc,2(E).
Corollary 4.17. Let X, X, and D be as above. Then the cycle class map
clc : DivX(X) −→ H2c (X,Qℓ(1))
factors as
DivX(X)→ NS(X, D)⊗Z Qℓ →֒ H2c (X,Qℓ(1))
where the map DivX(X) → NS(X, D) is the natural map and the map on the right is an
injection.
Proof. The proof of Proposition 4.11 works here as well, using the fact that Pic0(X, D) is
divisible and NS(X, D) is finitely generated. 
5. Review of 1-motives
In this section we review the theory of 1-motives as introduced in [Del74, §10]. We work
over a perfect base field k of characteristic p ≥ 0, and choose an algebraic closure k →֒ k. All
of this material (and much more) appears in [BVK12, App. C].
Definition 5.1. A 1-motive over k is a 2-term complex
[L→ G]
of abelian sheaves on (Sch/k)fppf , where
• L is an e´tale-locally constant sheaf, and L(k) is a finitely generated free abelian group.
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• G is (represented by) a semi-abelian variety; that is, there is an extension
0→ T → G→ A→ 0,
where T is a torus and A is an abelian variety.
Our convention is that L is placed in degree -1 and G is placed in degree 0. Since k is perfect,
L is fully described by the lattice L(k) together with its action by Gal(k/k).
5.2. If M = [L → G] and M ′ = [L′ → G′] are 1-motives, then a morphism of 1-motives
F = (f, g) : M →M ′ is a commuting diagram
L
f−−−→ L′y
y
G
g−−−→ G′.
A useful fact about homomorphisms of 1-motives is the following.
Proposition 5.3. Let M 1(k) be the category of 1-motives, and Db(Sch/k)fppf the derived
category of fppf sheaves over k. Then the natural functor
M
1(k)→ Db(Sch/k)fppf
is fully faithful.
Proof. This is [Ray94, Prop 2.3.1]. 
5.4. Let R be a subring of Q containing Z. We will always take either R = Z[p−1] or R = Q.
The category of R-isogeny 1-motives over k, denoted M 1R(k) has the same objects as M
1(k),
and for 1-motives M , M ′, we set
HomM 1
R
(k)(M,M
′) := HomM 1(k)(M,M ′) ⊗ R.
We also write M 1(k)[p−1] when R = Z[p−1], and M 1(k)⊗Q when R = Q.
Proposition 5.5. The category of Q-isogeny 1-motives over k is abelian.
Proof. This is [BVK12, C.7.3], but we give a more elementary argument here. First notice
that M 1Q(k) is clearly additive. Let M = [L
α→ G] and M ′ = [L′ α′→ G′] be 1-motives, and let
F :M →M ′ be a morphism of 1-motives given by the diagram
L
f−−−→ L′
α
y α′
y
G
g−−−→ G′.
We first describe the kernel F . Let Ker0(g) be the connected component of the identity of
Ker(g), and let
Ker0(f) := Ker(f) ∩ α−1(Ker0(g)).
Then we set
K := [Ker0(f)→ Ker0(g)],
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and claim that K is the kernel of F : M → M ′. Let M ′′ = [L′′ → G′′] be another 1-motive,
and let
L′′
u−−−→ Ly
y
G′′
v−−−→ G
be a morphism such that the composition with F is 0 in 1−MotQ(k). Then for some n ∈ N,
nF = 0 in M 1(k), and hence f ◦nu = g ◦nv = 0. Therefore nu and nv factor through Ker(f)
and Ker(g), respectively. Since Ker(f)/Ker0(f) and Ker(g)/Ker0(g) are finite groups, we get
that for some m ∈ N, mnu and mnv factor through Ker0(f) and Ker0(g) respectively. Then
1
mn
(mnu,mnv) : [L′′ → G′′]→ [Ker0(f)→ Ker0(g)]
is a morphism in M 1Q(k) factoring (u, v) : [L
′′ → G′′]→ [L→ G].
Now we describe the cokernel of F . Let T be the torsion subgroup of coker(f). We set
C := [coker(f)/T → coker(g)/α′(T )].
A check similar to that for K shows that C is the cokernel of F , and that the axioms of an
abelian category are satisfied. 
Remark 5.6. The category of 1-motives over k is not abelian, nor is the category of p-isogeny
1-motives where p = char k. However, there is an abelian category tM 1(k)[p−1] of torsion
1-motives over k which is abelian (described in [BVK12, App. C]), and a fully faithful functor
M
1(k)[p−1] →֒ tM 1(k)[p−1]
[BVK12, C.5.3]. This provides M 1(k)[p−1] with an exact structure with respect to which the
ℓ-adic realization functors described below are exact [BVK12, C.6.2].
5.7. Let ℓ be a prime distinct from the characteristic of k. We review the ℓ-adic realization
functor from 1-motives over k to ℓ-adic representations of Gal(k/k). Let M = [L
α→ G] be a
1-motive. For any integer n prime to char k, we set M/n to be the cone of ·n : M → M . We
then set TZ/n(M) = H
−1(M/n). More concretely, the k-points of TZ/n(M) can be written
TZ/n(M) =
{(x, g) ∈ L×G(k) | u(x) = −mg}
{(mx,−u(x)) | x ∈ L} .
From the exact triangle
G→M → L→ G[1],
we get an exact triangle
G/n→ M/n→ L/n→ G/n[1].
Here G/n and L/n are defined as cones of multiplication by n, in the same manner as M/n.
Taking cohomology sheaves, we get an exact sequence
(5.7.1) 0→ nG→ TZ/n(M)→ L/nL→ 0.
Therefore TZ/n(M) is an etale sheaf, and can be fully described by its k-points together with
the action by Gal(k/k). Now set
TℓM := lim←−
n
TZ/ℓn(M).
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Because the collection (ℓnG)n satisfies the Mittag-Leffler condition, we get an exact sequence
0→ TℓG→ TℓM → lim←−
n
L/ℓnL→ 0.
where (as usual) TℓG is the Tate module of the k-points of G. Finally, we set
VℓM := TℓM ⊗Zℓ Qℓ.
Therefore we have defined functors
Tˆp :=
∏
ℓ 6=p
Tℓ : M
1(k)[p−1] −→
∏
ℓ 6=p
RepZℓ(Gal(k/k))
and
Vℓ : M
1(k)⊗Q→ RepQℓ(Gal(k/k)).
Proposition 5.8. The functors Tˆp and Vℓ defined above are exact, faithful, and reflect iso-
morphisms.
Proof. We show the statement for Vℓ; the statement for Tˆp is no harder. Let 0 → M ′ →
M → M ′′ → 0 be an exact sequence of 1-motives for Q-isogeny. Letting M = [L → G],
M ′ = [L′ → G′], M ′′ = [L′′ → G′′], we have sequences
0→ G′ → G→ G′′ → 0 and
0→ L′ → L→ L′′ → 0
which are exact up to isogeny. Therefore, we have exact sequences
0→ VℓG′ → VℓG→ VℓG′′ → 0 and
0→ VℓL′ → VℓL→ VℓL′′ → 0.
Using the functoriality of Vℓ, we get a commuting diagram
0 0 0y
y
y
0 −−−→ VℓG′ −−−→ VℓM ′ −−−→ VℓL′ −−−→ 0y
y
y
0 −−−→ VℓG −−−→ VℓM −−−→ VℓL −−−→ 0y y y
0 −−−→ VℓG′′ −−−→ VℓM ′′ −−−→ VℓL′′ −−−→ 0y y y
0 0 0
with exact rows, and such that the left and right columns are exact. By standard homological
algebra, this implies that the middle column is also exact, proving that Vℓ is an exact functor.
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To show that Vℓ is faithful, it suffices to show: given a morphism F = M → M ′ of
1-motives, if VℓF = 0 then F = 0. Suppose that F is given by a commuting diagram
L
f−−−→ L′y y
G
g−−−→ G′.
Then we get that Vℓf = Vℓg = 0. This immediately implies that f = 0 since L(k) and L
′(k)
are finitely generated free abelian groups. To show that g = 0, note that by exactness of Vℓ
we have
Vℓ(Ker(g)) = Ker(Vℓg) = VℓG.
This implies that Ker(g) is a closed subvariety of G of equal dimension to G. Therefore
Ker(g) = G, i.e., g = 0. The fact that Vℓ reflects isomorphisms follows formally from being
exact and faithful. 
5.9. Cartier duals of 1-motives. In [Del74, 10.2] there is defined a notion of Cartier duality
for 1-motives. We briefly recall this definition below.
Suppose given a 1-motive M = [L→ G], which we write as a commutative diagram
Lyf
0 −−−→ T g−−−→ G h−−−→ A −−−→ 0.
The Cartier dual 1-motive is then defined by a diagram
T∨yg∨
0 −−−→ L∨ f∨−−−→ Gu h∨−−−→ A∨ −−−→ 0.
where T∨, L∨ and A∨ are the usual duals, while Gu is defined as follows: consider the 1-motive
M/W−2M = [L→ A]. We have an exact sequence of 1-motives
0→ A→ M/W−2M → L[1]→ 0.
Applying RH om(−,Gm) to this sequence of complexes of fppf -sheaves and taking coho-
mology yields an exact sequence
0→ L∨ → E xt1(M/W−2M,Gm)→ A∨ → 0.
We define Gu to be the group scheme E xt1(M/W−2M,Gm).
It remains to define the map g∨ : T∨ → Gu. By the definition of Gu, this means that for
every x ∈ T∨, we must give
(1) an extension x˜ of A by Gm, and
(2) a trivialization of the pullback of x˜ via h ◦ f : L→ A.
Since T∨ = Hom(T,Gm), we can let x˜ be the pushforward extension x∗G ∈ E xt1(A,Gm)
(where x ∈ Hom(T,Gm)), defining part (1) of our desired map g∨ : T∨ → Gu. The trivializa-
tion of part (2) is determined by the fact that h ◦ f : L→ A lifts (trivially) to f : L→ G.
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5.10. The key property about Cartier duals we will use is the following:
Proposition 5.11. Let M = [L → G] be a 1-motive and M∨ its Cartier dual. Then for
every n prime to the characteristic of k there is a canonical perfect pairing
TZ/nM ⊗ TZ/nM∨ → Z/n(1)
which is functorial in M .
Proof. This is [Del74, 10.2.5]. 
6. Construction of M1D,E(X)
6.1. Fix a perfect field k of characteristic p ≥ 0 and an algebraic closure k. Let X be a
proper reduced k-scheme with two reduced closed subschemes D and E such that D∩E = ∅.
Let X = X−E, U˜ = X−D and U = X−D = U˜ −E. We label our various maps as follows:
U 
 j˜ //
 _
u˜

X _
u

D? _
i˜oo
U˜ 
 j // X D? _
ioo
E
?
v˜
OO
E
?
v
OO
Here in each row and column, the term in the middle is the union of the outer two terms.
We then define
H iD,E(X,F ) := H
i(Xk, j˜!F )
for an e´tale sheaf F on Uet. In this section we define a 1-motive M
1
D,E(X) such that we have
isomorphisms for ℓ 6= p
TℓM
1
D,E(X)
∼−→ H1D,E(X,Zℓ(1)),
functorial in the triple (X,D,E).
6.2. To give the construction ofM1D,E(X), we start by choosing (via [dJng96, 3.1]) a simplicial
scheme π• : X• → X with each Xn proper and smooth, such that the inverse images D• :=
π−1• (D)red and E• := π
−1
• (E)red are simple normal crossings divisors. We let X• = X• − E•,
U˜• = X•−D• and U• = X•− (D•∪E•), and label our maps in the same way as before (with
a subscript for simplicial index):
U•
  j˜• //
 _
u˜•

X• _
u•

D•?
_i˜•oo
U˜•
  j• // X• D•?
_i•oo
E•
?
v˜•
OO
E•
?
v•
OO
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6.3. Before constructing M1D,E(X), we must review the relative Picard group of the simplicial
pair (X•, D•), which is defined as
Pic(X•, D•) := H
1(X•,Ker(Gm,X• → (i•)∗Gm,D•)).
Intuitively, Pic(X•, D•) classifies isomorphism classes of pairs (L
•, σ : OD• ∼→ L •|D•), where
L • is an invertible sheaf on X• and σ is a trivialization of L
• on D•. We can also define an
associated sheaf PicX•,D• , defined as the fppf-sheafification of the functor on (Sch/k)fppf ,
Y 7→ Pic(X• × Y,D• × Y ).
Proposition 6.4. The sheaf PicX•,D• defined above is representable. Moreover, let Pic
0
X•,D•
denote the connected component of the identity of this group scheme. Then the reduction
Pic
0,red
X•,D•
is a semiabelian variety, and we have an exact sequence
0→ Pic0,red
X•,D•
→ PicredX•,D• → NSX•,D• → 0,
where NSX•,D• is an e´tale group scheme over k whose k-points form a finitely generated
abelian group.
Proof. Let Gm,X•,D• = ker(Gm,X• → (i•)∗Gm,D•), and let p• : X → Spec k and pD,• : D →
Spec k be the structure maps. Then we have
PicX•,D• = R
1(p•)∗Gm,X•,D• ,
and an exact sequence of fppf sheaves on Sch/k
R0(p•)∗Gm,X•
a−→ R0(pD,•)∗Gm,D• → PicX•,D• → PicX•
b−→ PicD• .
The two sheaves on the right are representable by [BVS01, Appendix A.2], and moreover (by
the same reference) the reduction Pic0,red
X•
of the connected component of the identity is a
semiabelian variety. It is clear that the the two left-hand sheaves are representable by tori.
This gives us a short exact sequence
0→ coker(a)→ PicX•,D• → ker(b)→ 0
where coker(a) is a torus and ker(b) is (after taking the reduced part) an extension of a
semi-abelian variety by a finitely generated e´tale group scheme. This implies the proposition
statement. 
6.5. Now consider the divisor E•. Let
DivE•(X•) := ker(p
∗
1 − p∗2 : DivE0(X0)→ DivE1(X1)),
where p1, p2 : X1 → X0 are the simplicial projections. Because Dn ∩ En = ∅ in each Xn,
there is a well-defined map
cl : DivE•(X•) −→ Pic(X•, D•).
Concretely, given a divisor A supported on E0, we have the associated line bundle O(A) onX0
and meromorphic section s : OX0 → O(A). Since D0 ∩ E0 = ∅, this induces an isomorphism
OD0 ∼→ O(A)|D0 . Moreover, since p∗1A = p∗2A as divisors, the meromorphic sections of
O(p∗1A) and O(p∗2A) yield a canonical isomorphism ρ : p∗1O(A) ∼→ p∗2O(A) verifying a cocycle
condition, so O(A) defines a line bundle on X• with a trivialization on D•.
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With these preliminaries in hand, we can make the following definition:
Definition 6.6. Let (X,D,E) be as above. Choose a proper hypercover π• : X• → X
such that each Xn is proper smooth and the inverse images of D and E are simple normal
crossings divisors in each Xn. Let Div
0
E•(X•) be the subgroup of divisors which map to 0 in
NS(X•, D•). Let Div
0
E•(X•) be the natural extension of Div
0
E•(X•) to an e´tale sheaf by the
rule
U 7→ DivE•×U(X• × U)
for smooth U . We then define
M1D,E(X) := [Div
0
E•(X•)→ Pic0,redX•,D•].
Of course, we must show that M1D,E(X) is independent of the choices we made in its
construction, and that it is contravariantly functorial for morphisms of triples (X,D,E). To
do this, we must first discuss the ℓ-adic realizations of M1D,E(X).
6.7. ℓ-adic realization of M1D,E(X). Our goal in this section is to show that there is a
natural isomorphism (for ℓ 6= p)
TℓM
1
D,E(X)
∼−→ H1D,E(Xk,Zℓ(1)).
To show this, we may assume k = k (this is only to reduce the number of subscripts).
Continuing with the notation of 6.1 and 6.2 (so in particular we have chosen a simplicial
resolution X• → X which appears in the definition of M1D,E(X)), we have
H1D,E(X,Zℓ(1))
∼−→ H1D•,E•(X•,Zℓ(1)) := H1(X•, j˜•,!Zℓ(1)),
where the left-hand isomorphism is due to cohomological descent. Note that the simplicial
extension by zero functor j˜•,! is defined by the same rule as in the usual case of schemes; in
particular (j˜•,!F
•)n = j˜n,!F
n for any simplicial sheaf F • on U•.
6.8. Recall that we have a commutative diagram of inclusions
U• _
u˜•

  j˜• // X• _
u•

U˜•
  j• // X•.
Because D• and E• are disjoint, we have
Ru•,∗j˜•,! ∼= j•,!Ru˜•,∗
as functors on Db(U•). Let v˜• : E• →֒ U˜• be the inclusion, and consider the exact triangle in
Dbc(U˜•)
v˜•∗Rv˜
!
•µn,U˜• → µn,U˜• → Ru˜•∗µn,U• → v˜•∗Rv˜!•µn,U˜•[1]
(where n is prime to the characteristic p). Applying j•,! to this triangle gives a triangle (note
that v•,∗ = j•,! ◦ v˜•,∗)
(6.8.1) v•,∗Rv
!
•µn,X• → j•,!µn,U˜• → j•,!Ru˜•∗µn,U• → v•,∗Rv!•µn,X• [1].
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Taking cohomology of this triangle, and using the fact that Ru•∗j˜•,! ∼= j•,!Ru˜•∗, we get an
exact sequence
(6.8.2) 0→ H1c (U˜•, µn)→ H1D•,E•(X•, µn)→ H2E•(X•, µn)→ H2c (U˜•, µn).
The following propositions give motivic interpretations of the groups appearing in this se-
quence:
Proposition 6.9. We have a natural bijection
H1c (U˜•, µn)←→ Pic0(X•, D•)[n]
of H1c (U˜•, µn) with the n-torsion in Pic
0(X•, D•).
Proof. Let Gm,X•,D• := Ker(Gm,X• → i•,∗Gm,D•). Then we have a commutative diagram of
sheaves on X•, where the rows and columns are exact:
0 0 0y
y
y
0 −−−→ j•,!µn,U˜• −−−→ Gm,X•,D•
·n−−−→ Gm,X•,D• −−−→ 0y
y
y
0 −−−→ µn,X• −−−→ Gm,X•
·n−−−→ Gm,X• −−−→ 0y y y
0 −−−→ i•,∗µn,D• −−−→ i•,∗Gm,D• ·n−−−→ i•,∗Gm,D• −−−→ 0y
y
y
0 0 0
Taking cohomology along the top row, we have an exact sequence
(6.9.1) H0c (U˜•,Gm)
·n−→ H0c (U˜•,Gm) −→ H1c (U˜•, µn) −→ Pic(X•, D•) ·n−→ Pic(X•, D•).
But H0c (U˜•,Gm) = Ker(H
0(X•,Gm)→ H0(D•,Gm)) is a torus; since the k-points of a torus
are divisible, we have
H1c (U˜•, µn) = Pic(X•, D•)[n] = Pic
0(X•, D•)[n]
as desired. 
Notice that if we extend the long exact sequence 6.9.1 a little, we have an injection
(6.9.2) Pic(X•, D•)/nPic(X•, D•) →֒ H2c (U˜•, µn).
Because Pic0(X•, D•) is divisible, we have
Pic(X•, D•)/nPic(X•, D•) ∼= NS(X•, D•)/nNS(X•, D•) = NS(X•, D•)⊗ Z/(n).
Proposition 6.10. We have a canonical isomorphism
H2E•(X•, µn)
∼= DivE•(X•)⊗ Z/(n),
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and the map H2E•(X•, µn)→ H2c (U˜•, µn) obtained from sequence 6.8.2 factors as
DivE•(X•)⊗ Z/(n)→ NS(X•, D•)⊗ Z/(n) →֒ H2c (U˜•, µn),
where the map DivE•(X•) → NS(X•, D•) is the cycle class map of 6.5, and the injection
NS(X•, D•)⊗ Z/(n) →֒ H2c (U˜•, µn) is induced by 6.9.2.
Proof. The statement that H2E(X, µn) = DivE(X) ⊗ Z/(n) for a closed subscheme E of a
proper smooth scheme X over k is well known. The case of simplicial schemes follows by
considering the spectral sequence HqEp(Xp, µn) ⇒ Hp+qE• (X•, µn). The claim regarding the
map H2E•(X•, µn) → H2c (U˜•, µn) is essentially a simplicial variant of 4.16 and 4.17: first
consider the canonical map in Dbc(X•)
α : v•,∗v
!
•Gm,X• −→ Gm,X• .
Because D• and E• are disjoint, the composition
v•,∗v
!
•Gm,X•
α−→ Gm,X• −→ i•,∗Gm,D•
is the zero map, implying that α factors through a unique map
α˜ : v•,∗v
!
•Gm,X• −→ Gm,X•,D• .
Taking global sections induces a map
H1E•(X•,Gm)→ Pic(X•, D•).
The group on the left is canonically isomorphic to DivE•(X•), and we leave it to the reader to
check that this map sends a divisor W• to (O(W•), s) where s is the canonical meromorphic
section of O(W•) (the verification of this fact is the same as in the proof of 4.16). Using
the Kummer exact sequence, we conclude that the map H2E•(X•, µn) → H2c (U˜•, µn) can be
described as claimed in the proposition statement. 
6.11. Summarizing the last two propositions, we see that we have a diagram
0 −−−→ Pic0(X•, D•)[n] −−−→ TZ/n(M1D,E(X)) −−−→ Div0E•(X•)⊗ Z/n −−−→ 0
∼
y ∼
y
0 −−−→ H1c (U˜•, µn) −−−→ H1D,E(X, µn) −−−→ Ker(H2E•(X•, µn)→ H2c (U˜•, µn)) −−−→ 0
where the left-hand and right-hand maps are isomorphisms. Therefore we need only define a
map
f : TZ/n(M
1
D,E(X)) −→ H1D,E(X, µn)
fitting into the middle of the diagram, and by the five lemma it will be an isomorphism. By
definition, TZ/n(M
1
D,E(X)) consists of data (C,L
•, ϕ), where
• C ∈ DivE•(X•),
• L • is a line bundle on X•, and
• ϕ : OD• ∼−→ L •|D• is an isomorphism. We also require that
• There exists at least one isomorphism η : (L •)⊗n ∼→ O(−C) identifying ϕ⊗n with the
canonical meromorphic section of O(−C) restricted to D• (which is an isomorphism
since C is disjoint from D•).
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We then mod out by elements of the form (−nC,O(C), s) where s : OX• → O(C) is the
canonical meromorphic section.
6.12. By the general machinery of sites [StProj, tag 03AJ] the groupH1D,E(X, µn) = H
1
D•,E•
(X•, µn) =
H1(X•, j•,!µn) is in bijection with isomorphism classes of j•,!µn-torsors on X•. Our map
f : TZ/nM
1
D,E(X) → H1D,E(X, µn) is defined as follows: given an object (C,L •, ϕ) ∈
TZ/nM
1
D,E(X), choose an isomorphism η as in bullet point (4) above. Since C is disjoint
from X• = X• − E•, η defines a trivialization of (L •|X•)⊗n carrying ϕ⊗n to the identity
morphism of OD• . We then set f(C•,L •, ϕ) to be the j•,!µn-torsor of local isomorphisms
OX• ∼→ L •|X• compatible with η on nth tensor products and reducing to ϕ on D•.
6.13. We still must show that this map is well-defined. First, suppose we chose a different
isomorphism η′ : (L •)⊗n
∼→ O(−C). Then η and η′ differ by an element
α ∈ H0(X•, j˜•,!Gm) = Ker(H0(X•,Gm)→ H0(D•,Gm)).
This group is a torus, which implies that we can choose an nth root n
√
α. Then if ψ : OX• ∼→
L •|X• is an isomorphism compatible with η, then n
√
αψ is an isomorphism which is compatible
with η′. Therefore multiplication by n
√
α defines an isomorphism between the j•,!µn-torsors
defined by choosing η or η′. Moreover, it is clear that elements of the form (−nC,O(C), can)
map to the trivial torsor, which shows that f : TZ/n(M
1
D,E(X))→ H1D,E(X, µn) is well-defined.
6.14. It remains to show that f fits into the diagram
0 −−−→ Pic0(X•, D•)[n] −−−→ TZ/n(M1D,E(X)) −−−→ Div0E•(X•)⊗ Z/n −−−→ 0y fy y
0 −−−→ H1c (U˜•, µn) −−−→ H1D,E(X, µn) −−−→ Ker(H2E•(X•, µn)→ H2c (U˜•, µn)) −−−→ 0.
To check that we have such a diagram, we must show that Pic0(X•, D•)[n] is precisely
the inverse image of H1c (U˜•, µn) under the mapping f . As a subgroup of TZ/n(M
1
D,E(X)),
Pic0(X•, D•) consists of the elements of the form (0,L
•, ϕ), i.e., the divisor is empty. This
means that (L ⊗n, ϕ⊗n) is isomorphic to (OX• , 1) (rather than simply isomorphic when re-
stricted to X•). This is precisely the condition for an element to factor through the subgroup
H1c (U˜•, µn) of H
1
D,E(X•, µn). Therefore we have the diagram above, and by Propositions 6.9
and 6.10, the left-hand and right-hand vertical arrows are isomorphisms. This implies that f
is an isomorphism, so we have proved the following:
Proposition 6.15. For any triple (X,D,E) as above, and any choice of simplicial cover
X• → X defining M1D,E(X), there is a natural isomorphism
TℓM
1
D,E(X)
∼−→ H1D,E(X,Zℓ(1)).
6.16. Functoriality of M1D,E(X). Let (X,D,E) and (Y ,A,B) be triples consisting of a
proper scheme X (resp. Y ), and two disjoint reduced closed subschemes D and E (resp. A
and B). We let X = X−E, U = X− (D∪E), and U˜ = X−D. We similarly let Y = Y −B,
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V = Y −(A∪B), and V˜ = Y −A. We label the various maps between these spaces as follows:
U 
 j˜ //
 _
u˜

X _
u

D? _
i˜oo
U˜ 
 j // X D? _
ioo
E
?
v˜
OO
E
?
v
OO
and
V 
 b˜ //
 _
r˜

Y  _
r

A? _
a˜oo
V˜ 
 b // Y A? _
aoo
B
?
s˜
OO
B.
?
s
OO
We will describe the contravariant functoriality of the 1-motives M1D,E(X) and MA,B(Y ). For
this, consider a map f : X → Y such that
(1) f−1(B) ⊆ E, and
(2) f−1(A) = D.
Notice that (2) implies that f restricts to a proper map U˜ → V˜ . In this situation it will turn
out that there is a well-defined map M1A,B(Y )→M1D,E(X).
6.17. Now choose proper hypercovers π• : X• → X and ρ• : Y • → Y such that there is a
map f• : X• → Y • compatible with f : X → Y . Set X• = X•×X X and Y• = Y • ×Y Y , and
similarly for the other subschemes of X and Y . Using these simplicial covers, we can define
M1D,E(X) := [Div
0
E•(X•)→ Pic0,redX•,D• ] and
M1A,B(Y ) := [Div
0
B•(Y •)→ Pic0,redY •,A• ].
Since we have not yet shown that M1D,E(X) is independent of the choice of hypercover, this
is an abuse of notation. We get a natural map
fˆ ∗ : Pic0,red
Y •,A•
→ Pic0,red
X•,D•
by pulling back a line bundle L to X•; the trivialization of L
• on A• pulls back to a
trivialization on D• because f
−1(A) = D. Similarly, because f−1(B) ⊆ E, there is an
induced pullback map on divisors
Div0B•(Y •)→ Div0E•(X•).
Putting these maps together, we get a map of 1-motives fˆ ∗ : M1A,B(Y )→M1D,E(X).
6.18. In the situation of 6.16, because f−1(A) = D there is a morphism of pairs (X,D) →
(Y,A). Therefore there is an induced morphism of cohomology groups
H1A,B(Y ,Zℓ(1)) = H
1(Y, b!Zℓ(1))→ H1(X, j!Zℓ(1)) = H1D,E(X,Zℓ(1)).
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This morphism is ultimately induced by pullback of line bundles and hence agrees with the ℓ-
adic realization of the map on cohomology groups fˆ ∗ : M1A,B(Y )→M1D,E(X). More precisely,
we have the following:
Proposition 6.19. In the notation above, we have a commutative diagram (for ℓ 6= p)
TℓM
1
D,E(X)
α
X−−−→ H1D,E(X,Zℓ(1))
Tℓ fˆ
∗
y f∗
y
TℓM
1
A,B(Y )
α
Y−−−→ H1A,B(X,Zℓ(1)),
where αX and αY are the comparison isomorphisms of Proposition 6.15.
6.20. We are now ready to show that the above definition of M1D,E(X) is independent of the
choice of simplicial cover. Suppose that π• : X• → X and ρ• : X ′• → X are two simplicial
covers by proper smooth schemes, and set E• = π
−1
• (E), E
′
• = ρ
−1
• (E), etc. Then as explained
in [Con01, pp. 26-31], we can choose a third simplicial cover τ : X
′′
• → X with the property
that there are simplicial maps
X•
f•←− X ′′• g•−→ X
′
•
lying over the identity on X .
Proposition 6.21. Let M1D,E(X), M
1
D,E(X)
′, and M1D,E(X)
′′ be the 1-motives constructed
by using the simplicial covers X•, X
′
•, and X
′′
• respectively. Then the induced morphisms of
1-motives
M1D,E(X)
fˆ−→M1D,E(X)′′ gˆ←−M1D,E(X)′
are isomorphisms in M 1(k)[1/p], and the composite isomorphism
gˆ−1 ◦ fˆ : M1D,E(X) ∼−→M1D,E(X)′
is the unique isomorphism in M 1(k)[1/p] inducing the identity map H1D,E(X,Zℓ(1)) →
H1D,E(X,Zℓ(1)) for every ℓ 6= p.
Hence the 1-motive M1D,E(X) ∈ M 1(k)[1/p] is (up to unique isomorphism) indpendent of
the choice of simplicial cover.
Proof. By Proposition 6.19, for each ℓ 6= p, the ℓ-adic realizations Tℓfˆ and Tℓgˆ induce the
identity map on H1D,E(X,Zℓ(1)) (since they lie over the identity on X). Hence by Prop. 5.8,
the maps f and g are isomorphisms in M 1(k)[1/p]. It is also clear that f and g are the only
isomorphisms of 1-motives in M 1(k)[1/p] inducing the identity on H1D,E(X,Zℓ(1)) for each
ℓ 6= p, because the realizations Tℓf , Tℓg are uniquely determined by this condition. 
The results of this section can be summarized as follows:
Theorem 6.22. Let (X,D,E) be a triple consisting of a proper finite type k-scheme X, and
two disjoint closed subschemes D,E ⊂ X. Then there exists a 1-motive M1D,E(X) defined up
to unique isomorphism, with a natural isomorphism
TℓM
1
D,E(X)
∼= H1D,E(Xk,Zℓ(1)) := H1(Xk, j!Zℓ(1))
ALBANESE AND PICARD 1-MOTIVES IN POSITIVE CHARACTERISTIC 33
for all ℓ 6= p. M1D,E(X) is functorial for morphisms of triples f : (X,D,E)→ (Y ,A,B) such
that f−1(D) = A and f−1(E) ⊆ B.
6.23. The 1-motivesM1(X) andM1c (X). As special cases of the above constuction, for any
separated finite type k-scheme X we can define 1-motives M1(X) and M1c (X) which realize
the cohomology groups H1(X,Zℓ(1)) and H
1
c (X,Zℓ(1)) respectively. To do this, choose a
compactification j : X →֒ X , and let i : C →֒ X be the closed complement. Then we set
M1(X) =M1∅,C(X) = [Div
0
C•(X•)→ Pic0,redX• ]
and
M1c (X) = M
1
C,∅(X) = [0→ Pic0,redX•,C• ],
where π• : X• → X is any proper smooth simplicial hypercover of X , and C• = π−1• (C).
Proposition 6.24. The above definitions are independent (up to unique isomorphism) of the
choice of the compactification X. They define contravariant functors
M1(−),M1c (−) : Sch/k −→ M 1(k)[1/p],
where M1(−) is functorial for arbitrary morphisms, while M1c (−) is functorial for proper
morphisms.
Proof. The proof that M1(X) and M1c (X) are independent of the choice of compactification
is essentially the same argument as in 6.20; any two compactifications are dominated by a
third, and the induced morphisms of 1-motives are seen to be isomorphisms by looking at
ℓ-adic realizations. It is clear that M1(−) is functorial for arbitrary morphisms. To check
that M1c (−) is functorial for proper morphisms, it suffices to show the following lemma:
Lemma 6.25. Let f : X → Y be a proper morphisms of schemes over k, and choose com-
pactifications j : X →֒ X, v : Y →֒ Y , and suppose that there exists a morphism f : X → Y
compactifying f . Let C = X −X, and let D = Y − Y . Then f−1(D) = C.
Proof. (of lemma) It is equivalent to show that X = f
−1
(Y ). We may assume that X , Y ,
X , and Y are connected. Let Z = f
−1
(Y ), which is an open subset of X containing X .
Considering the commutative diagrams
X
α //
k   ❅
❅
❅
❅
❅
❅
❅
❅
Z
p1

X
α //
f ❄
❄
❄
❄
❄
❄
❄
❄
Z
p2

X, Y,
we get that α is an open immersion by the first diagram, and that α is proper by the second
diagram (since k and p1 are open immersions, while f and p2 are proper). Therefore α is
an isomorphism onto a connected component of Z. Because X and X were assumed to be
connected and X →֒ X is dense, it follows that Z is connected as well; therefore α : X → Z
is an isomorphism. 
This completes the proof of Prop. 6.24. 
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6.26. An alternate construction of M1D,E(X) for smooth stacks. In the next section
it will be useful to have a construction of M1D,E(X) in case X is smooth which does not
use simplicial schemes. More generally, we will need this when X = X is a smooth proper
Deligne-Mumford stack, and E and D are disjoint closed substacks of X (not necessarily
normal crossings divisors).
Let X be a smooth proper Deligne-Mumford stack, and D and E disjoint closed subschemes
of X. Consider the relative Picard group of the pair (X,D), defined by the formula
Pic(X,D) = H1(X,Ker(Gm,X → i∗Gm,D)),
where i : D →֒ X is the inclusion. The elements of Pic(X,D) are pairs (L , ϕ), where L is a
line bundle on X and ϕ : OD ∼−→ L |D is an isomorphism. We have the following analogue of
Proposition 6.4:
Proposition 6.27. Let Pic
X,D be the fppf-sheafification of the functor on Sch/k,
Y 7→ Pic(X× Y,D × Y ).
Then Pic
X,D is representable. Moreover, let Pic
0,red
X,D
be the reduced connected component of
the identity. Then Pic0,red
X,D
is a semi-abelian variety, and there is an exact sequence
0→ Pic0,red
X,D
→ Picred
X,D
→ NS
X,D → 0,
where NS
X,D is a finitely generated e´tale-locally constant k-group scheme.
Proof. The proof of Proposition 6.4 goes through word-for-word, replacing X• by X and D•
by D, and using Theorem 2.2 to show that Pic
X
and PicD are representable. 
We then define the group DivE(X) to be the group of Weil divisors on X supported on E .
Because E and D are disjoint, there is a natural map
cl : DivE(X) −→ Pic(X,D).
Let Div0E(X) be the subgroup of DivE(X) mapping to 0 in NS(X,D), and let Div0E(X) be the
natural extension of Div0E(X) to an e´tale group scheme over k.
Definition 6.28. With the pair (X,D, E) as above, we define
M1D,E(X) := [Div
0
E(X)→ Pic0,redX,D ].
Proposition 6.29. With M1D,E(X) defined as above, there is a natural isomorphism (for
ℓ 6= p)
TℓM
1
D,E(X)
∼= H1D,E(X,Zℓ(1)) := H1(X, j!Zℓ(1)),
where X := X− E , U := X− (D ∪ E), and j : U →֒ X is the inclusion.
Proof. The proof is entirely analogous to that of Proposition 6.15. 
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7. Construction of M2d−1c (X)
Let X be a d-dimensional separated finite type k-scheme. In this section we define a 1-
motive M2d−1c (X) realizing the cohomology group H
2d−1
c (Xk,Qℓ(d)). Because of restrictions
related to resolution of singularities, we make the following assumption:
Assumption 7.1. Let the base field k be algebraically closed.
In this case, we have the following:
Theorem 7.2. There exists a sequence of maps
X
p−→ X ′′ q−→ X ′ r−→ X,
satisfying the following conditions:
(1) r is purely inseparable and surjective, therefore a universal homeomorphism;
(2) q is proper and birational;
(3) X is a smooth Deligne-Mumford stack (in fact a global quotient [U/G] of a smooth
k-scheme U by a finite group G) and p identifies X ′′ with the coarse moduli space of
X.
Proof. This is [dJng96, 7.4]. 
Definition 7.3. Let X be a separated finite type k-scheme, and let π : X → X be a map
from a smooth proper Deligne-Mumford stack X which factors as in Theoreom 7.2. Then we
call π : X→ X a resolution of X .
The main fact we will use about such resolutions is the following:
Proposition 7.4. There exists an open dense subscheme U ⊂ X such that π|U : π−1(U)→ U
induces an isomorphism
Qℓ,U
∼−→ RπU ∗Qℓ,π−1(U)
in Dbc(U,Qℓ).
Proof. This follows from the following two facts:
(1) The morphism r : X ′ → X induces an isomorphism Zℓ,X ∼−→ Rr∗Zℓ,X′ .
(2) The morphism p : X→ X ′′ induces an isomorphism Qℓ,X′′ ∼−→ Rp∗Qℓ,X.
The first fact is well-known [FK88, 3.12], while the second is Lemma 4.4. 
7.5. We now construct the 1-motive M2d−1c (X) as follows. Choose a compactification α :
X →֒ X , and a resolution π : X→ X in the sense of Definition 7.3. Therefore X is a smooth
proper Deligne-Mumford stack and there exists an open dense subscheme U ⊂ X such that
π−1(U) → U is purely inseparable (in particular, U satisfies the conclusion of Proposition
7.4). We write U for π−1(U), and let X = X×X X , C = X −X , and C = X−X. Finally, let
Z = X − U and Z = X− U . Summarizing, we have commutative diagrams
X
  α′ //
π

X
π

C? _β
′
oo
πC

X 
 α // X C? _
βoo
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and
U   j
′
//
πU

X
π

Z? _i′oo
πZ

U 
 j // X Z.? _
ioo
Let Z be the closure of Z in X, and Z the closure of Z in X. Let DivC∪Z(X) be the free
abelian group of divisors on X supported on the closed subscheme C ∪ Z .
Remark 7.6. Note that it is possible to choose X so that C is a (reduced) strict normal
crossings divisor [dJng96, 7.4]. However, it is not known whether we can arrange that Z be
a strict normal crossings divisor.
Definition 7.7. We define a subgroup
Div0
C∪Z/Z
(X) ⊂ DivC∪Z(X)
to be the divisors D ∈ DivC∪Z(X) satisfying the following two conditions:
(1) The cycle class cl(D) = 0 in NS(X).
(2) Write D as D = D1 + D2 with D1 supported on C and D2 supported on Z. This
decomposition is unique since C and Z have no codimension-1 irreducible components
in common. Consider the proper pushforward map
π∗ : DivZ(X)⊗Q −→ DivZ(X)⊗Q.
We then require that π∗D2 = 0.
There is a natural map Div0
C∪Z/Z
(X) → Pic0(X) sending a divisor D to its associated line
bundle O(E). Moreover, this map extends to a map of group schemes
Div0
C∪Z/Z
(X)→ Pic0,red
X
,
where Div0
C∪Z/Z(X) is the e´tale group scheme associated to Div
0
C∪Z/Z
(X).
We can now define the 1-motive M2d−1c (X):
Definition 7.8. Let X be a separated scheme of finite type, of dimension d over k. Choose
a compactification X →֒ X and a resolution X → X as above. We define M2d−1c (X) to be
the 1-motive
M2d−1c (X) := [Div
0
C∪Z/Z
→ Pic0,red
X
]∨,
where Div0
C∪Z/Z
is the natural extension of Div0
C∪Z/Z
(X) to an e´tale group scheme, and (−)∨
indicates taking the Cartier dual of a 1-motive (5.9).
We will show that this 1-motive is independent of the choice of X up to isogeny.
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7.9. ℓ-adic realization of M2d−1c (X). To understand this definition of M
2d−1
c (X) (and to
show that it is, up to isogeny, independent of the choice of X and X), we must discuss
the ℓ-adic realization of M2d−1c (X). Choose a prime ℓ 6= p. Then in Dbc(X,Qℓ) we have a
commuting diagram with exact rows and columns
j!Qℓ,U
∼−−−→ Rπ∗j′!Qℓ,U −−−→ 0 −−−→y y y
Qℓ,X −−−→ Rπ∗Qℓ,X −−−→ A −−−→y
y ∼
y
i∗Qℓ,Z −−−→ Rπ∗i′∗Qℓ,Z −−−→ i∗i∗A −−−→y
y
y
The upper left-hand arrow is an isomorphism because it equals the composition
j!Qℓ,U
ad−→ j!Rπ∗Qℓ,U =−→ Rπ∗j′!Qℓ,U ,
and the adjoint map Qℓ,U → Rπ∗Qℓ,U is an isomorphism in Dbc(U,Qℓ) (Lemma 4.4).
7.10. If we apply α! to this diagram and take cohomology of the two left-hand vertical
columns, we get a commuting diagram with exact rows
H2d−2c (X,Qℓ) −−−→ H2d−2c (Z,Qℓ) −−−→ H2d−1c (U,Qℓ) −−−→ H2d−1c (X,Qℓ) −−−→ 0y
y
y∼
y
H2d−2c (X,Qℓ) −−−→ H2d−2c (Z,Qℓ) −−−→ H2d−1c (U ,Qℓ) −−−→ H2d−1c (X,Qℓ) −−−→ 0.
Twisting by d− 1, taking duals, and applying Poincare´ duality, we get a diagram
(7.10.1)
0 −−−→ H2d−1c (X,Qℓ(d-1))∨ −−−→ H2d−1c (U,Qℓ(d-1))∨ −−−→ QId−1(Z)ℓ −−−→ H2d−2c (X,Qℓ(d-1))∨x
x∼
x
x
0 −−−→ H1(X,Qℓ(1)) −−−→ H1(U ,Qℓ(1)) −−−→ QId−1(Z)ℓ −−−→ H2(X,Qℓ(1)).
(The isomorphisms H2d−2c (Z,Qℓ(d−1))∨ ∼= QId−1(Z)ℓ and H2d−2c (Z,Qℓ(d−1))∨ ∼= QId−1(Z)ℓ are
induced by sums of trace maps as in 4.3). Recall that Id−1(Z) is the set of (d−1)-dimensional
irreducible components of Z, so we have
Q
Id−1(Z)
ℓ = DivZ(X)⊗Qℓ = DivZ(X)⊗Qℓ.
Similarly, we have
Q
Id−1(Z)
ℓ = DivZ(X)⊗Qℓ = DivZ(X)⊗Qℓ.
Then the map Q
Id−1(Z)
ℓ → QId−1(Z)ℓ of diagram 7.10.1 is induced by proper pushforward
π∗ : DivZ(X)⊗Q→ DivZ(X)⊗Q, while the map QId−1(Z)ℓ → H2(X,Qℓ(1)) is induced by the
divisor class map DivZ(X)→ NS(X) (Proposition 4.10). Then diagram 7.10.1 shows that we
have
H2d−1c (X,Qℓ(d− 1))∨ ∼= Ker(H1(U ,Qℓ(1))→ QId−1(Z)ℓ π∗→ QId−1(Z)ℓ ).
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7.11. Now recall that U = X − (C ∪ Z). By Proposition 6.29 (with D := ∅, E := C ∪ Z), if
we set
M1(U) := [Div0
C∪Z
(X)→ Pic0(X)],
we have a canonical isomorphism VℓM
1(U) ∼= H1(U ,Qℓ(1)). Then from Definition 7.8 we
have
M2d−1c (X)
∨ = Ker(M1(U) −→ [DivZ(X)→ 0]),
where the map is induced by proper pushforward of divisors. Applying the functor Vℓ(−), we
get a commuting diagram
0 −−−→ Vℓ(M2d−1c (X)∨) −−−→ Vℓ(M1(U)) −−−→ DivZ(X)⊗Qℓy
y∼
y∼
0 −−−→ H2d−1c (X,Qℓ(d− 1))∨ −−−→ H1(U ,Qℓ(1)) −−−→ QId−1(Z)ℓ .
By the five lemma, the map on the left is also an isomorphism. Taking Cartier duals, we
have the following:
Proposition 7.12. For X a separated scheme of finite type over k, of dimension d, set
M2d−1c (X) = [Div
0
C∪Z/Z
(X)→ Pic0(X)]∨. Then we have a canonical isomorphism
VℓM
2d−1
c (X)
∼= H2d−1c (X,Qℓ(d)).
7.13. Functoriality of M2d−1c (X). We will prove that the 1-motive M
2d−1
c (X) is contravari-
antly functorial for proper morphisms f : X → Y between varieties X and Y of equal dimen-
sion d. Before this, we must prove a preliminary fact on functoriality for the resolutions of
Theorem 7.2:
Proposition 7.14. Let f : X → Y be a morphism of separated finite type k-schemes, with
k = k. Then there exist resolutions (in the sense of Definition 7.3) π : X → X, σ : Y → Y
with X and Y smooth, and a representable map f ′ : X→ Y making the diagram
X
f ′−−−→ Y
π
y σy
X
f−−−→ Y
commute.
Proof. By Theorem 7.2, we can choose a resolution σ : Y → Y with Y = [V/H ]. Then let
X1 = Y ×Y X = [(V ×Y X)/H ].
By [dJng96, Thm. 7.3], there exists a quotient stack X = [U/G] with U smooth and G
finite, together with a proper map φ : X→ X1 such that the composition X→ X1 → X is a
resolution. The induced map f ′ : X→ Y satisfies all the conditions of Proposition 7.14 except
representability. To make f ′ representable, we replace Y by Y ×k BG (note that Y ×BG has
the same coarse moduli space as Y , so it is still a resolution of Y ). 
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7.15. Now let X and Y be separated finite type k-schemes of dimension d, and f : X → Y
a proper morphism. We assume f is surjective; if f is not surjective, we simply define
f ∗ : M2d−1c (Y )→ M2d−1c (X) to be the zero map. Note that since dim(X) = dim(Y ), we have
that f is generically finite flat. Choose compactifications k : X →֒ X , j : Y →֒ Y , and a map
f : X → Y such that the diagram
X 
 k //
f

X
f

Y 
 j // Y
is cartesian (the diagram is cartesian because f is proper; see Lemma 6.25). Then using
Proposition 7.14, choose resolutions π : X → X and σ : Y → Y and a representable map
f
′
: X → Y lying over f . If we let X = X ×X X , Y = Y ×Y Y , C = X − X and D = Y − Y ,
we then have a diagram
X
  k′ //
f ′

X
f
′

C? _oo

Y   j
′
// Y D.? _oo
Let V ⊂ Y be an open subset of Y such that σ−1(V ) → V is purely inseparable, and define
V := σ−1(V ). By possibly shrinking V , we can arrange that
X×Y V −→ X ×Y V
is purely inseparable, since X→ X is purely inseparable on an open dense subset of X . If we
set U = X×Y V and U = X ×Y V , and Z = X− U , W = Y − V, we then have a commuting
diagram
U   a′ //
f ′

X
f ′

Z? _oo

V   b′ // Y W? _oo
where a′ : U →֒ X and b′ : V →֒ Y are open immersions Z →֒ X and W →֒ Y are closed
immersions, and π and σ restrict to pursely inseparable maps U → U and V → V respectively.
Let Z and W be the closures of Z and W in X and Y, respectively. We then can set
M2d−1c (X) = [Div
0
C∪Z/Z
(X)→ Pic0,red
X
]∨ and
M2d−1c (Y ) = [Div
0
D∪W/W (Y)→ Pic0,redY ]∨.
(Note that we have yet to show that M2d−1c (X) and M
2d−1
c (Y ) are independent of choice of
compactification.) In order to define a morphism of 1-motives fˆ ∗ : M2d−1c (Y ) → M2d−1c (X),
we would like to define a covariant morphism of 1-motives
(7.15.1) fˆ∗ : [Div
0
C∪Z/Z
(X)→ Pic0,red
X
] −→ [Div0
D∪W/W
(Y)→ Pic0,red
Y
].
If dim(f(X)) < d, then we simply define this to be the 0 map.
7.16. In the non-trivial case when dim(f(X)) = d, we define fˆ∗ via proper pushforwards.
Because f
′
is representable, there is an integrally defined pushforward on cycle classes f
′
∗ :
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Div(X) → Div(Y). Since taking the associated line bundle of a cycle class commutes with
proper pushforward, this restricts to a map
f
′
∗ : Div
0
C∪Z/Z
(X) −→ Div0
D∪W/W
(Y)
which forms the lattice part of the required map 7.15.1 of 1-motives. It remains to define a
pushforward map f
′
∗ : Pic
0,red
X
→ Pic0,red
Y
. Since these are smooth group schemes, to define
such a map it suffices to define a map
Pic
0,red
X
(A)→ Pic0,red
Y
(A)
functorially in A, for smooth A (by the Yoneda lemma). On the level of presheaves, this is
just a map
Pic0(X× A)→ Pic0(Y × A)
which is functorial in A. By Proposition 3.5, every element of Pic0(X×A) is represented by
a divisor (since Pic0(X×A)/Div0(X×A) is both finite and divisible). Therefore we may use
proper pushforward of divisors to define the desired map Pic0(X×A)→ Pic0(Y × A). Thus
we have defined the required map (7.15.1).
7.17. Let fˆ ∗ : M2d−1c (Y )→ M2d−1c (X) be the morphism of 1-motives obtained by taking the
Cartier dual of the map fˆ∗ of 7.15.1. We wish to show that Vℓfˆ
∗ : VℓM
2d−1
c (Y )→ VℓM2d−1c (X)
agrees with the pullback map on cohomology f ∗ : H2d−1c (Y,Qℓ(d))→ H2d−1c (X,Qℓ(d)). More
precisely, we claim the following:
Proposition 7.18. There is a commutative diagram
VℓM
2d−1
c (Y )
αY−−−→ H2d−1c (Y,Qℓ(d))
Vℓfˆ
∗
y f∗y
VℓM
2d−1
c (X)
αX−−−→ H2d−1c (X,Qℓ(d))
where αX and αY are the comparison isomorphisms of Proposition 7.12 and f
∗, fˆ ∗ are as
defined above.
Proof. We continue with the notation of 7.15. If we define
M1(U) := [Div0
C∪Z
→ Pic0(X)]
and
M1(V) := [Div0
D∪W
→ Pic0(Y)].
then by Proposition 6.29 we have natural isomorphisms VℓM
1(U) ∼= H1(U ,Qℓ(1)) and VℓM1(V) ∼=
H1(V,Qℓ(1)). It is clear that we can define a map
fˆ∗ : M
1(U)→M1(V)
by proper pushforward of divisors in the same way as we defined fˆ ∗ : M2d−1c (Y )→M2d−1c (Y ).
Since we have commutative diagrams
Vℓ(M
2d−1
c (X)
∨) 
 //
αX

Vℓ(M
1(U))
∼

H2d−1c (X,Qℓ(d− 1))∨ 
 // H1(U ,Qℓ(1))
and Vℓ(M
2d−1
c (Y )
∨) 
 //
αY

Vℓ(M
1(V))
∼

H2d−1c (Y,Qℓ(d− 1))∨ 
 // H1(V,Qℓ(1))
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(see 7.11), to show that we have a commuting diagram as in Proposition 7.18 it suffices to
show the following:
Proposition 7.19. There is a commutative diagram
VℓM
1(U) αU−−−→ H1(U ,Qℓ(1))
Vℓfˆ∗
y f∗
y
VℓM
1(V) αV−−−→ H1(V,Qℓ(1))
where αU and αV are the comparison isomorphisms of Proposition 6.29, and f∗ is the push-
forward map on cohomology, i.e., the Poincare´ dual to the map
f ∗ : H2d−1c (V,Qℓ(d− 1))→ H2d−1c (U ,Qℓ(d− 1)).
Proof. First consider the case where dimf(U) < dimf(V). Then the proper pushforward on
cohomology is clearly 0 since the map on f ∗ on H2d−1c must be 0. On the other hand, the
proper pushforward map Vℓfˆ∗ : VℓM
1(U)→ VℓM1(V) is also 0 by definition.
Now assume f : U → V is finite and flat. Then the pushforward map on cohomology is
induced by a trace map
trf : f∗f
∗µn → µn
[Ols1, Thm 4.1]. This trace map is shown in loc. cit. to be compatible with e´tale localization,
and to agree with the usual trace map in the case when U and V are schemes. To check
Proposition 7.19 we may work e´tale-locally on V and hence may assume V is a scheme; since
f is representable, U is a scheme as well. In this case, the proposition follows because the
trace map agrees with the norm map on invertible sections [FK88, p. 136], and it is clear
that the norm map on invertible sections induces the proper pushforward on divisors.
In the general case f is generically finite flat (since it is proper and representable and
dim(U) = dim(V), dimf(U) = dimf(V)). Let V ′ ⊂ V, U ′ := U ×V V ′ ⊂ U be open substacks
such that f : U ′ → V ′ is finite flat. Then we have commutative diagrams
H1(U ,Qℓ(1))   //
f∗

H1(U ′,Qℓ(1))
f∗

H1(V,Qℓ(1))   // H1(V ′,Qℓ(1)),
VℓM
1(U)   //
Vℓfˆ∗

VℓM
1(U ′)
Vℓfˆ∗

VℓM
1(V)   // VℓM1(V ′)
where the left-hand diagram is induced from the restriction maps U ′ →֒ U etc., and the right-
hand diagram is essentially from the definition of the various 1-motives appearing and of the
maps fˆ∗. Therefore it suffices to prove Proposition 7.19 for the map f : U ′ → V ′, which is
finite flat and hence has already been considered. 
This completes the proof of Proposition 7.18. 
7.20. We are finally ready to show that M2d−1c (X) is independent of compactification (up to
isogeny), and therefore induces a functor
M2d−1c (−) : (Schd/k)op → M 1(k)⊗Q
which is functorial for proper morphisms.
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For a given X ∈ Schd/k, suppose that we choose two compactifications X , X ′ of X and
resolutions X→ X, X′ → X ′. Then we aim to show the following:
Proposition 7.21. Let M2d−1c (X) and M
2d−1
c (X)
′ be the 1-motives of Definition 7.8 con-
structed using X and X
′
respectively. Then there exists a unique isogeny of 1-motives
f : M2d−1c (X)→M2d−1c (X)′
fitting into a diagram
VℓM
2d−1
c (X)
αX−−−→ H2d−1c (X,Qℓ(d))
Vℓf
y =y
VℓM
2d−1
c (X)
′ αX
′−−−→ H2d−1c (X,Qℓ(d))
for all ℓ 6= p, where αX and α′X are the comparison isomorphisms of Proposition 7.12.
Proof. Let X
′′
= X ×X X ′, a third compactification of X which dominates X and X ′. Recall
that we can write X and X
′
as global quotient stacks, say X = [V/G] and X
′
= [V ′/G′]. Then
set
Y := X×X X′ = [V ×X V ′/G×G′].
Since this is a global quotient stack, an application of [dJng96, Thm 7.3] gives a smooth
proper stack X
′′ → Y which is purely inseparable on an open dense substack. In fact, we can
write X
′′
as a global quotient stack X ′′ = [W/H ] , and then we have commutative diagrams
X
′′ f ′1−−−→ X× BHy
y
X
′′ f1−−−→ X,
X
′′ f2−−−→ X′ × BHy y
X
′′ f2−−−→ X ′
where f ′1 and f
′
2 are representable, and f1 and f2 restrict to the identity on X . Note that
replacing X by X×BH does not change the 1-motiveM2d−1c (X) constructed from X (similarly,
replacing X
′
by X
′ × BH leaves M2d−1c (X)′ unchanged). Let M2d−1c (X)′′ be the 1-motive of
Definition 7.8 constructed from X
′′ → X ′′. Then f1 and f2 induce morphisms of 1-motives
fˆ ∗1 : M
2d−1
c (X)→ M2d−1c (X)′′
and
fˆ ∗2 : M
2d−1
c (X)
′ →M2d−1c (X)′′
which induce the identity on H2d−1c (X,Qℓ) when one applies the functor Vℓ(−). Therefore,
fˆ ∗1 and fˆ
∗
2 are isogenies of 1-motives by Proposition 5.8, and
(fˆ ∗2 )
−1 ◦ fˆ ∗1 : M2d−1c (X)→M2d−1c (X)′
is an isogeny of 1-motives fitting into the commuting diagram of Proposition 7.21. It is clear
that this isomorphism is uniquely defined since Vℓ is a faithful functor. 
Putting the results in this section together, we obtain the following:
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Theorem 7.22. Let k be an algebraically closed field, and let Schd/k be the category of
d-dimensional separated finite type k-schemes. Then there exists a functor
M2d−1c (−) : (Schd/k)op → M 1(k)⊗Q,
functorial for proper morphisms and unique up to canonical isomorphism, such that we have
VℓM
2d−1
c (X)
∼= H2d−1c (X,Qℓ(d))
for all ℓ 6= p.
8. Construction of M2d−1(X)
In this section we construct the 1-motive M2d−1(X) associated to a separated finite type
k-scheme. As in section 7, we make the following assumption:
Assumption 8.1. Let the base field k be algebraically closed.
8.2. We start with the same setup as in (7.5): choose a compactification X →֒ X , and a
resolution π : X→ X, and commutative diagrams
X
  α′ //
π

X
π

C? _β
′
oo
πC

X 
 α // X C? _
βoo
and
U   j
′
//
πU

X
π

Z? _i′oo
πZ

U 
 j // X Z? _
ioo
where U → U is purely inseparable. Let Z (resp. Z) be the closure of Z in X (resp. of Z in
X).
8.3. Consider the relative Picard group of the pair (X, C), defined by the formula
Pic(X, C) = H1(X,Ker(Gm,X → β ′∗Gm,C)).
The elements of Pic(X, C) are pairs (L , ϕ), where L is a line bundle on X and ϕ : OC ∼−→ L |C
is an isomorphism. By Proposition 6.27, the associated group scheme Pic
X,C is representable,
and we have an exact sequence
0→ Pic0,red
X,C
→ Picred
X,C
→ NS
X,C → 0
where Pic0,red
X,C
is a semi-abelian variety andNS
X,C is a finitely generated e´tale-locally constant
group scheme.
8.4. Now consider the group DivZ(X) of divisors on X supported on Z. This is not the same
as DivZ(X); if Z has no proper irreducible components, then DivZ(X) is trivial. Any divisor
D ∈ DivZ(X) is disjoint from C; therefore there is a cycle class map
cl : DivZ(X)→ Pic(X, C),
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sending D to (O(D), s|C : OC → O(D)|C) where s : OX → O(D) is the meromorphic section
associated to D. We define a subgroup Div0Z/Z(X) consisting of the divisors D ∈ DivZ(X)
satisfying the following two conditions:
(1) cl(D) = 0 in NS(X, C), and
(2) π∗(D) = 0 under the proper pushforward map π∗ : DivZ(X)→ DivZ(X).
Furthermore, we can define an e´tale-locally constant group scheme Div0Z/Z(X) whose k-points
equal Div0Z/Z(X), and the above map cl extends to a map
cl : Div0Z/Z(X)→ Pic0,redX,C .
Definition 8.5. Let X be a separated scheme of finite type, and choose a compactification
X →֒ X and resolution π : X→ X as above. Then we define
M2d−1(X) := [Div0Z/Z(X)→ Pic0,redX,C ]∨,
where the superscript ∨ indicates taking the Cartier dual of a 1-motive.
Of course, we have yet to show that M2d−1(X) is functorial and independent of choice of
compactification. First we discuss the ℓ-adic realization of M2d−1(X).
8.6. ℓ-adic realization of M2d−1(X). Continuing with the notation of (8.2), we have a
commuting diagram in Dbc(X,Qℓ) with exact rows and columns
j!Qℓ,U
∼−−−→ Rπ∗j′!Qℓ,U −−−→ 0 −−−→y y y
Qℓ,X −−−→ Rπ∗Qℓ,X −−−→ A −−−→y y ∼y
i∗Qℓ,Z −−−→ Rπ∗i′∗Qℓ,Z −−−→ i∗i∗A −−−→y
y
y
where A is simply defined to be cone(Qℓ,X → Rπ∗Qℓ,X). Taking global sections of the two
left-hand vertical columns, we get a diagram with exact rows
(8.6.1)
H2d−2(X,Qℓ) −−−→ H2d−2(Z,Qℓ) −−−→ H2d−1(X, j!Qℓ) −−−→ H2d−1(X,Qℓ) −−−→ 0y y y∼ y
H2d−2(X,Qℓ) −−−→ H2d−2(Z,Qℓ) −−−→ H2d−1(X, j′!Qℓ) −−−→ H2d−1(X,Qℓ) −−−→ 0.
We will apply Poincare´ duality to the terms in this diagram to interpret them in terms of
divisors and cycle maps. We start with some preliminary lemmas:
Lemma 8.7. Poincare´ duality induces an isomorphism
H2d−2(Z,Qℓ(d− 1))∨ ∼−→ DivZ(X)⊗Z Qℓ,
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where DivZ(X) is (as usual) the group of Weil divisors on X supported on Z (note that Z is
not closed in X). Similarly, we have
H2d−2(Z,Qℓ(d− 1))∨ ∼= DivZ(X)⊗Z Qℓ.
Finally, let
(π∗)∨ : H2d−2(Z,Qℓ(d− 1))∨ → H2d−2(Z,Qℓ(d− 1))∨
be the map induced by applying Poincare´ duality to the map π∗ : H2d−2(Z,Qℓ)→ H2d−2(Z,Qℓ).
Then under the above isomorphisms, (π∗)∨ corresponds to the proper pushforward map on
Weil divisors
π∗ : DivZ(X)⊗Z Qℓ → DivZ(X)⊗Z Qℓ.
Proof. We prove the statement for Z; the proof for Z is the same after passing to the coarse
moduli space of Z. Choose a resolution Z ′ → Z in the sense of Definition 7.3; this induces an
isomorphism H2d−2(Z,Qℓ(d−1)) ∼= H2d−2(Z ′,Qℓ(d−1)). By Poincare´ duality applied on the
smooth stack Z ′, we have that H2d−2(Z ′,Qℓ(d−1))∨ is free on the proper (d−1)-dimensional
connected components of Z ′. This can be identified with the set of (d−1)-dimensional proper
irreducible components of Z; hence H2d−2(Z,Qℓ(d − 1))∨ ∼= DivZ(X) as was to be shown.
The fact that (π∗)∨ corresponds to proper pushforward of divisors is then reduced to the case
when Z and Z are smooth, where it is standard. 
Next we give a concrete description of the Poincare´ dual of the map
H2d−2(X,Qℓ)→ H2d−2(Z,Qℓ)
induced by the inclusion Z →֒ X. By the above lemma, this corresponds to a map
g : DivZ(X)⊗Qℓ −→ H2c (X,Qℓ(1)).
Lemma 8.8. The map g above factors as
DivZ(X)⊗Qℓ → NS(X, C)⊗Qℓ →֒ H2c (X,Qℓ(1)),
where the map on the right is an injection and the map DivZ(X) → NS(X, C) is the class
map defined earlier, sending a divisor [D] to the class of (O(D), s : OX → O(D)), where s is
the canonical meromorphic section of D (restricted to C, which is disjoint from the support
of D).
Proof. Another way of describing g is as H2c of the map on complexes
i∗Ri
′!Qℓ,X(1)→ Qℓ,X(1).
Therefore g is precisely the cycle class map 4.12.1 for compactly supported cohomology. The
lemma then follows from Proposition 4.17. 
8.9. At this point, we apply Poincare´ duality to the diagram 8.6.1. Taking into account the
previous two lemmas, we get
(8.9.1)
0 −−−−→ H2d−1(X,Qℓ(d-1))∨ −−−−→ H2d−1(X, j!Qℓ(d-1))∨ −−−−→ DivZ(X)⊗Qℓ −−−−→ H2d−2(X,Qℓ(d-1))∨x
x∼
x
x
0 −−−−→ H1
c
(X,Qℓ(1)) −−−−→ H2d−1(X, j′!Qℓ(d-1))∨ −−−−→ DivZ(X)⊗Qℓ −−−−→ NS(X, C)⊗Qℓ.
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We give a concrete interpretation of the group H2d−1(X, j′!Qℓ(d-1))
∨. By Poincare´ duality,
this group is isomorphic to H1c (X, Rj
′
∗Qℓ(1)). We will show the following:
Proposition 8.10. Let M be the 1-motive
M := [Div0Z(X)→ Pic0(X, C)].
Then there is a canonical isomorphism VℓM
∼−→ H1c (X, Rj′∗Qℓ(1)).
Proof. The argument that follows is essentially [BVS01, Sect. 2.5]. The main point is to
define a map VℓM → H1c (X, Rj′∗Qℓ(1)). It will then be easy (using the five lemma) to show
that the map is an isomorphism. For any n prime to p, we define a map
ϕn : TZ/n(M) −→ H1c (X, Rj′∗µn).
Recall that TZ/n(M) is defined as
TZ/n(M) =
{(L , a,D) ∈ Pic0(X, C)× Div0Z(X)|(L ⊗n, a⊗n) ∼= (O(−D), s)}
{(O(D), s,−nD)|D ∈ Div0Z(X)}
where
(1) L is a line bundle on X,
(2) a : OC ∼→ L |C is a trivialization of L on C, and
(3) D ∈ Div0Z(X) is such that the class of −D in Pic0(X, C) is the same as the class of
(L ⊗n, a⊗n).
Suppose given (L , a,D) ∈ TZ/n(M), and let Dred be the support of D viewed as a closed
subscheme of X (it is also closed in X). Note that Dred is disjoint from C; let U˜ = X −Dred
and U ′ = X−Dred. We then have the following diagram of inclusions:
U  o
g
❄
❄
❄
❄
❄
❄
❄
❄
U˜   u // _
α

X _
α′

Dred?
_voo
U ′   u′ // X Dred? _v
′
oo
C?

β
OO
C?

β′
OO
where along every row and column, the term in the middle is the union of the terms on the
ends, and each square is cartesian.
Consider the cohomology groupH1(U ′, α!µn), which by general nonsense [StProj, Tag 03AJ]
is in bijection with α!µn-torsors on U ′. Given the class (L , a,D) ∈ TZ/n(M) as above, choose
an isomorphism
η : O(−D) ∼−→ L ⊗n
such that η|C : O(−D)|C ∼= OC → L ⊗n|C agrees with section a⊗n : OC ∼→ L ⊗n|C. Such an
isomorphism η exists by bullet point (3) above. Notice that η restricts to an isomorphism on
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U ′. Therefore we can define a class
ψn(L , a,D) ∈ H1(U ′, α!µn)
to be the α!µn-torsor of local isomorphisms O′U ∼−→ L which are compatible with η on nth
tensor powers and reduce to a on D. By the same argument as in 6.13, ψn(L , a,D) does not
depend on the choice of η.
Next notice that because C and Dred are disjoint, we have an isomorphism in Dbc(X)
Ru′∗α!
∼= α′!Ru∗,
so we have a sequence of maps
H1(U ′, α!µn) ∼−→ H1c (X, Ru∗µn) −→ H1c (X, Ru∗Rg∗µn) = H1c (X, Rj′∗µn),
where we recall that j′ = u ◦ g : U →֒ X. We let ϕn(L , a, d) ∈ H1c (X, j′!µn) be the image of
ψn(L , a,D) under this sequence. Taking the limit over n = ℓ
m, we get an element
ϕ(L , a,D) ∈ H1c (X,Qℓ(1)).
It is not hard to show that the map ϕ fits into a commutative diagram
0 −−−→ VℓPic0(X, C) −−−→ VℓM −−−→ Div0Z(X)⊗Qℓ −−−→ 0y ϕ
y
∥∥∥
0 −−−→ H1c (X,Qℓ(1)) −−−→ H1c (X, Rj′∗Qℓ(1)) −−−→ Div0Z(X)⊗Qℓ −−−→ 0,
where the lower row is given by the lower row of 8.9.1. Since the left-hand and right-hand
vertical arrows are isomorphisms, the five lemma implies that ϕ is an isomorphism. 
Applying Proposition 8.10 to diagram 8.9.1, we get an exact sequence
0 −→ H2d−1(X,Qℓ(1))∨ −→ VℓM −→ DivZ(X)⊗Qℓ,
where M = [Div0Z(X)→ Pic0(X, C)].
We leave it to the reader to check that the map VℓM → DivZ(X) is the obvious one, defined
by the projection M → Div0Z(X) followed by the proper pushforward DivZ(X) → DivZ(X).
From this it is clear that we have an isomorphism VℓM
2d−1(X)∨ ∼= H2d−1(X,Qℓ(1))∨. Dual-
izing this statement, we have shown the following:
Proposition 8.11. Let M2d−1(X) be defined as above. Then for every ℓ 6= p, there is a
canonical isomorphism
VℓM
2d−1(X)
∼−→ H2d−1(X,Qℓ(d)).
8.12. Functoriality of M2d−1(X). Our next goal is to show that M2d−1(X) is contravari-
antly functorial. Before doing this, we prove the following:
Proposition 8.13. Let f : X → X ′ be a proper surjective, representable morphism between
d-dimensional smooth proper Deligne-Mumford stacks over an algebraically closed field k. Let
∂X ⊂ X and ∂X ′ ⊂ X ′ be reduced strict normal crossings divisors (i.e., the irreducible
components of ∂X, ∂X ′ are smooth) such that f−1(∂X ′)red ⊆ ∂X. Then there is pushforward
morphism of algebraic groups
f∗ : Pic
0,red
X,∂X → Pic0,redX′,∂X′
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satisfying the following conditions:
(1) The map f 7→ f∗ is compatible with composition of appropriate proper maps,
(2) if D is any divisor on X with support disjoint from C, and cl(D) ∈ Pic(X,C) is
the associated cycle class, then f∗cl(D) = cl(f∗D), where f∗D denotes the proper
pushforward of D to a divisor on X ′.
(3) The assignment f 7→ f∗ is compatible with the proper pushforward of line bundles
Pic
0,red
X → Pic0,redX′ induced by proper pushforward of Weil divisors.
Proof. We remark that this is a refinement and generalization [BVS01, Lemma 6.2] to the
case when the base field k has positive characteristic. Because their proof uses resolution of
singularities, we use a different approach.
To begin the proof, first note that by considering the obvious restriction functor
Pic
0,red
X,∂X → Pic0,redX,f−1(∂X′)red,
we may assume ∂X = f−1(∂X ′)red. Next let U
′ ⊂ X be an open substack of X such that
f−1(U ′)→ U ′ is finite and flat and such that Z ′ := X ′ − U ′ is of codimension 2. To see that
such a U ′ exists, one easily reduces to the case of schemes since f is representable, and in that
case it follows since the dimension of fibers is an upper semi-continuous function [Har77, Ex.
3.22] and f is flat over every codimension-1 point of X ′. Let U = f−1(U ′), ∂U ′ = U ′ ∩ ∂X ′,
and ∂U = f−1(∂U)red, so we have a commutative diagram of pairs
(U, ∂U) 
 //
f

(X, ∂X)
f

(U ′, ∂U ′) 
 // (X ′, ∂X ′).
Now consider sheaves PicredU,∂U and Pic
red
U ′,∂U ′ on (Sm/k)et defined as in the case when U, U
′
are proper, namely PicredU,∂U is the sheafification of the functor
W 7→ Pic(U ×W, ∂U ×W )
(with a similar definition for PicredU ′,∂U ′). As in the case of proper schemes, we have
PicredU,∂U = R
1π∗(Gm,U,∂U)
where π : U → Spec k is the structure morphism and Gm,U,∂U = Ker(Gm,U → a∗Gm,∂U ) and
a : ∂U →֒ U is the inclusion. A similar formula holds for PicredU,∂U ′. There is a natural map of
sheaves
N : PicredU,∂U −→ PicredU ′,∂U ′
induced by the norm map on sheaves
N : f∗Gm,U → Gm,U ′
and then appliying R1π∗ (see [BVS01, p. 61] for a proof that N restricts to a morphism of
subsheaves f∗Gm,U,∂U → Gm,U ′,∂U ′). We then have a map
f∗ : Pic
0,red
X,∂X
restr−→ PicredU,∂U N−→ PicredU ′,∂U ′.
We claim the following, which defines the required map f∗ : Pic
0,red
X,∂X → Pic0,redX′,∂X′
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Lemma 8.14. The inclusion U ′ →֒ X ′ induces an injection of sheaves PicredX′,∂X′ →֒ PicredU ′,∂U ′,
and the map f∗ defined above factors through this subsheaf. Since Pic
0,red
X,∂X is connected, this
implies that f∗ factors through Pic
0,red
X′,∂X′.
Remark 8.15. It is clear that the resulting map f∗ is independent of the choice of U
′ ⊂ X ′,
since any two choices U ′1 and U
′
2 are dominated by the third open subset U
′
3 = U
′
1 ∩ U ′2, and
U ′3 also has complement of codimension ≥ 2.
Proof. (of lemma) It suffices to look at the maps on closed points, i.e., the map Pic0(X ′, ∂X ′)→
Pic(U ′, ∂U ′), etc. Now consider the inclusion U ′ →֒ X ′; it induces a commutative diagram
O∗(X ′) //
∼

O∗(∂X ′) //
 _

Pic(X ′, ∂X ′) //

Pic(X ′) //
∼

Pic(∂X ′)

O∗(U ′) // O∗(∂U ′) // Pic(U ′, ∂U ′) // Pic(U ′) // Pic(∂U ′).
The map Pic(X ′) → Pic(U ′) is an isomorphism because the complement Z ′ ⊂ X ′ has codi-
mension ≥ 2. This immediately implies that Pic(X ′, ∂X ′) injects into Pic(U ′, ∂U ′); moreover,
if we let C := Coker(Pic(X ′, ∂X ′)→ Pic(U ′, ∂U ′)), we have an exact sequence
0→ O∗(∂U ′)/O∗(∂X ′)→ C → Ker(Pic(∂X ′)→ Pic(∂U ′)).
We need to show that if L = (L , σ : O∂X ∼→ L |∂X) ∈ Pic0(X, ∂X), then the image of f∗L in
C is 0.
First we show that the image of L in Ker(Pic(∂X ′)→ Pic(∂U ′)) is 0. Let
K := Ker(Pic(∂X ′)→ Pic(∂U ′)).
Concretely, the map Pic0(X, ∂X)→ K is defined as follows: given L = (L , σ) ∈ Pic0(X, ∂X),
we have (N(L |U), det(σ|U)) ∈ Pic(U ′, ∂U ′). Then there exists a line bundle M ∈ Pic(X ′)
withM |U ′ = N(L |U), and the image of L in K isM |∂X′ . From this description it is clear that
the map Pic0(X, ∂X)→ Pic(∂X ′) factors through Pic0(X) (i.e., the image in K only depends
on the line bundle L and not on the trivialization σ). We therefore have a factorization
Pic0(X, ∂X) −→ A −→ K,
where A := Image(Pic0(X, ∂X)→ Pic0(X)) is an abelian variety (since Pic0(X) is).
We claim that Ker(Pic(∂X ′) → Pic(∂U ′)) is a group variety whose connected component
of the identity is a torus. From this it will follow that the map Pic0(X, ∂X) → K is zero,
since it factors through the abelian variety A. To prove this claim, we first set up some
notation: let Ci be the (smooth) irreducible components of ∂X
′, and for each increasing
sequence i0 < ... < in, let Ci0...in = Ci0 ∩ ... ∩ Cin. Then [Bak10, Lemma 3.2] we have a
resolution of sheaves on (∂X ′)et
0 −→ O∂X′ −→
⊕
i
OCi −→
⊕
i<j
OCij −→ ...,
where we have abused notation and written OCi instead of ι∗OCi for ι : Ci →֒ ∂X the
closed immersion (the reference (loc. cit) only proves this for schemes, but the statement is
local for the e´tale topology and so immediately follows for stacks). This sequence remains
exact when one takes units: to see this, we can work locally. Each morphism of local rings
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OCi0...in → OCi0...in+1 is a surjection of local rings (whenever it is non-zero), and for a surjection
of local rings π : R→ S, r ∈ R is a unit if and only if π(r) is a unit. From this the exactness
of the above sequence on units is immediate, giving an exact sequence of sheaves of abelian
groups
(8.15.1) 0 −→ Gm,∂X′ −→
⊕
i
Gm,Ci −→
⊕
i<j
Gm,Cij −→ ...
From this resolution we get an exact sequence
0→ T → Pic(∂X ′)→
⊕
i
Pic(Ci),
where
T :=
Ker(⊕i<jO∗(Cij)→ ⊕i<j<kO∗(Cijk))
Image(⊕iO∗(Ci)→ ⊕i<jO∗(Cij))
is an extension of a finite abelian group by a torus. Here the maps are induced by restriction.
We can restrict sequence 8.15.1 to ∂U ′ and get an exact sequence
0→ TU → Pic(∂U ′)→ ⊕iPic(Ci|′U),
where TU is defined by the same formula as for ∂X
′ (replacing Ci by Ci|U ′). Moreover, the
inclusion ∂U ′ →֒ ∂X ′ induces a commutative diagram
0 −−−→ T −−−→ Pic(∂X ′) −−−→ ⊕i Pic(Ci)y
y
y
0 −−−→ TU ′ −−−→ Pic(∂U ′) −−−→
⊕
i Pic(Ci|U ′).
But notice that since Ci is smooth, the kernel of the map on the right is finitely generated.
Therefore we have an exact sequence
0 −→ T˜ −→ K → F
where T˜ := Ker(T → TU) is an extension of a torus by a finite group and F is finitely
generated. Therefore the map Pic0(X, ∂X) → K must be zero, since it factors through the
abelian variety Image(Pic0(X, ∂X) → Pic0(X)), and there are no non-zero maps from an
abelian variety to a torus.
We have shown that the map Pic0(X, ∂X)→ C factors through O∗(∂U ′)/O∗(∂X ′), where
we recall that C = Coker(Pic(X ′, ∂X ′)→ Pic(U ′, ∂U ′)). We want to show that the resulting
map
(8.15.2) f : Pic0(X, ∂X)→ O∗(∂U ′)/O∗(∂X ′)
is zero. Recall that we have an exact sequence
0→ O∗(∂X)/O∗(X)→ Pic0(X, ∂X)→ Pic0(X).
To show that the map in 8.15.2 is zero, we start by showing that the restriction
(8.15.3) f |O∗(∂X) : O∗(∂X)/O∗(X)→ O∗(∂U ′)/O∗(∂X ′)
is zero. To do this, we first explicitly describe this map. An element of O∗(∂X) can be given
as follows: first label the connected components of ∂X as C1, ..., Cn. Then for each i we let
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let ai ∈ k∗ be the unit which is multiplication by ai on Ci, and the identity on the other
connected components. Then we have a corresponding element
L := (OX ,Πiai) ∈ Pic0(X, ∂X).
We claim that f∗L ∈ Pic(U ′, ∂U ′) can be described as follows:
Lemma 8.16. Let Di ⊂ ∂U ′ be any connected component, and let E1, ..., Es be the connected
components of f−1(Di)red, and d1, ..., ds the degrees of these connected components under the
map ∂U ×∂U ′ Di → Di, and let r1, ..., rs be their ramification degrees (so e1r1 + ... + esrs =
deg(f)). For each j, 1 ≤ j ≤ s, let Cφ(j) be the connected component of ∂X containing Ej.
Then let
bi =
s∏
j=1
(aφ(j))
ejrj ∈ k∗,
which we think of as a unit in O∗(∂U ′) which is multiplication by bi on Di, and the identity
on the other connected components. We then have
f∗L = (OU ′ ,
∏
i
bi).
Proof. (of lemma 8.16) In general, the map O∗(∂U)→ O∗(∂U ′) is obtained by locally lifting
an element of O∗(∂U) to O∗(U), and then applying the norm map and restricting to ∂U ′.
However, if we let ∂U = U ×U ′ ∂U ′ (so that ∂U = ∂U red), we have a commutative diagram
[EGAII, 6.4.8]
Gm,U −−−→ ι∗Gm,∂U
N
y Ny
Gm,U ′ −−−→ ι′∗Gm,∂U ′
where ι, ι′ are the inclusions. This implies that we only have to lift a section to O∗(∂U) and
apply the norm map there. For the section Πiai we are interested in, this can be done globally
and the resulting formula for N(Πiai) given in the lemma statement is immediate. 
We return to showing that the map in 8.15.3 is zero. From the description of f∗L given in
Lemma 8.16, we see that if Di and Dj are connected components of ∂U which belong to the
same connected component of ∂X ′, then bi = bj . This implies that the section Πibi extends
to an section of O∗(∂X ′), which in turn implies that the image of f∗L under the map 8.15.3
is zero.
We have shown that the map f of 8.15.2 factors through Pic0(X, ∂X)/O∗(∂X), which is a
subvariety of Pic0(X) and hence an abelian variety. But O∗(∂U ′)/O∗(∂X ′) is an extension of
finitely generated group by a torus: if ∂U ′ is smooth then this is clear, while in the general
case it follows from the commuting diagram (where the rows are equalizers)
O∗(∂X ′) //

⊕
iO∗(∂X ′i) ////

⊕
i<j O∗(∂X ′ij)

O∗(∂U ′) //⊕iO∗(∂U ′i) // //⊕i<j O∗(∂U ′ij),
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where ∂X ′i are the (smooth) irreducible components of ∂X , and similarly for ∂U
′. This implies
that the resulting map Pic0(X, ∂X)/O∗(∂X) → O∗(∂U ′)/O∗(∂X ′) is zero (since there’s no
non-zero map from an abelian variety to a torus). We have finally shown that the map
Pic0(X, ∂X)→ C is the zero map, completing the proof of Lemma 8.14. 
This defines the required map f∗ : Pic
0,red
X,∂X → Pic0,redX′,∂X′ . It is clear that this map satisfies
conditions (1)-(3) of the proposition statement, since in each case we can restrict to the
case when f is finite and flat (by the way f∗ was defined), where it follows from standard
compatibility properties between pushforward of divisors and the norm map. 
8.17. We can now define the functoriality of M2d−1(X) as follows. Let f : X → Y be a
morphism between d-dimensional separated finite type k-schemes, and choose a compactified
morphism f : X → Y . As in 7.14 and 7.15, we can choose a commutative diagram
X
f
′
−−−→ Y
π
y σ
y
X
f−−−→ Y
where π : X → X and σ : Y → Y are resolutions and f ′ is representable. Let X = X ×X X
and Y := Y ×Y Y . Then we can arrange that C := X−X and D := Y −Y are reduced strict
normal crossings divisors; we have f−1(D)red ⊆ C. Let V ⊂ Y be an open subset of V such
that V := σ−1(V )→ V is purely inseparable. Moreover, by shrinking V we can arrange that
X ×Y V → X ×Y V is puresly inseparable. Set U = X − X ×Y V and U = X − X ×Y V .
Finally, let Z = X−U , Z = X−U , W = Y −V , W = Y −V. We get a commuting diagrams
X
  //

X

C? _oo
Y   // Y D? _oo
and
U   //

X

Z? _oo

V   // Y W.? _oo
With this notation, to define a map fˆ ∗ : M2d−1(Y )→M2d−1(X), we want to define a map
(8.17.1) fˆ∗ : [Div
0
Z/Z(X)→ Pic0,redX,C ] −→ [Div0W/W (Y)→ Pic
0,red
Y,D
].
This is possible by using the proper pushforward map Div0Z/Z(X) → Div0W/W (Y) and the
pushforward map f∗ : Pic
0,red
X,C
→ Pic0,red
Y,D
provided by Proposition 8.13. The dual of the map
fˆ∗ is our desired map fˆ
∗ : M2d−1(Y )→M2d−1(X).
8.18. Our next goal is to show that this pullback map fˆ ∗ : M2d−1(Y ) → M2d−1(X) is
compatible with ℓ-adic realizations; i.e., we claim the following:
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Proposition 8.19. In the notation of 8.17, we have a commutative diagram
VℓM
2d−1(Y )
αY−−−→ H2d−1(Y,Qℓ(d))
Vℓfˆ
∗
y f∗
y
VℓM
2d−1(X)
αX−−−→ H2d−1(X,Qℓ(d)),
where αY and αX are the comparison isomorphisms of 8.11.
Proof. Consider the 1-motives
M := [Div0Z(X)→ Pic0,redX,C ] and
N := [Div0W(Y)→ Pic0,redY ,D ].
It is clear that the map fˆ∗ of 8.17.1 extends to a map of 1-motives fˆ∗ : M → N . Moreover, in
the notation of 8.9.1, we have VℓM ∼= H1c (X, Rj′∗Qℓ(1)) and VℓN ∼= H1c (Y , Rk′∗Qℓ(1)), where
j′ : U →֒ X and k′ : V →֒ Y are the inclusions. Since H2d−1(X,Qℓ(d − 1))∨ injects into
H1c (X, Rj
′
∗Qℓ(1)) and H
2d−1(Y,Qℓ(d − 1))∨ injects into H1c (Y , Rk′∗Qℓ(1)), it suffices to show
that Vℓfˆ∗ : VℓM → VℓN is compatible with the proper pushforward f∗ : H1c (X,Qℓ(1)) →
H1c (Y ,Qℓ(1)). Note further that f∗ and Vℓfˆ∗ both induce morphisms of short exact sequences
0 −−−→ H1c (X,Qℓ(1)) −−−→ H1c (X, Rj′∗Qℓ(1)) −−−→ Div0Z(X)⊗Qℓ −−−→ 0
f∗,Vℓfˆ∗
y f∗,Vℓfˆ∗
y f∗,Vℓfˆ∗
y
0 −−−→ H1c (Y ,Qℓ(1)) −−−→ H1c (Y , Rk′∗Qℓ(1)) −−−→ Div0W(Y)⊗Qℓ −−−→ 0.
Therefore it suffices to show that the maps induced by f∗ and Vℓfˆ∗ agree on H
1
c (X,Qℓ(1)) and
on Div0Z(X)⊗Qℓ. Since f∗ and Vℓfˆ∗ are both defined by proper pushforward on Div0Z(X)⊗Qℓ,
it is clear that the action of Vℓfˆ∗ and f∗ on this group agree. Therefore we are left with showing
that f∗ and Vℓfˆ∗ induce the same map on H
1
c (X,Qℓ(1)). We state this as the following lemma,
which completes the proof of 8.19. 
Lemma 8.20. In the notation above, we have a commutative diagram
VℓPic
0(X, C) ∼−−−→ H1c (X,Qℓ(1))
Vℓfˆ∗
y f∗y
VℓPic
0(Y ,D) ∼−−−→ H1c (Y ,Qℓ(1)),
where the horizontal arrows are the canonical comparison isomorphisms.
Proof. Let B ⊂ Y be an open substack such that f−1(B) → B is finite flat, and Y − B has
codimension 2. Let A = f−1(B), and let α : A∩X →֒ A and β : B∩Y →֒ B be the inclusions.
Then the inclusions A →֒ X and B →֒ Y induce a commutative diagram
H1c (X,Qℓ(1))
  //
f∗

H1(A, α!Qℓ(1))
f∗

H1c (Y ,Qℓ(1)) 
 // H1(B, β!Qℓ(1))
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where the horizontal arrows are injections. Since f : A→ B is finite flat, f∗ is induced by the
trace mapping Tr : f∗f
∗Qℓ(1)→ Qℓ(1). By [FK88, p. 136], we have a commutative diagram
of sheaves
0 −−−→ f∗α!µℓn −−−→ f∗Gm,A,C∩A ℓ
n−−−→ f∗Gm,A,C∩A −−−→ 0
Tr
y Ny Ny
0 −−−→ β!µℓn −−−→ Gm,B,D∩B ℓ
n−−−→ Gm,B,D∩B −−−→ 0.
Here N : f∗Gm,A → Gm,B is the norm mapping. Taking global sections and then inverse
limits induces a commutative diagram
0 −−−→ G −−−→ H1(A, α!Qℓ(1)) −−−→ VℓPic(A, C ∩ A) −−−→ 0y f∗y Ny
0 −−−→ 0 −−−→ H1(B, β!Qℓ(1)) −−−→ VℓPic(B,D ∩ B) −−−→ 0,
where
G := lim←−
n
Ker(O∗(A)→ O∗(A ∩ C))
ℓnKer(O∗(A)→ O∗(A ∩ C))
(note that the corresponding group for B is zero since B is of codimension 2 in the smooth
proper Deligne-Mumford stack Y). In summary, we have a commuting diagram
H1c (X,Qℓ(1))
  //
f∗

H1(A, α!Qℓ(1)) //
f∗

VℓPic(A, C ∩ A)
N

H1c (Y ,Qℓ(1)) 
 // H1(B, β!Qℓ(1))
∼ // VℓPic(B,D ∩B)
showing that the cohomological pushforward f∗ is compatible with taking norms of line bun-
dles. On the other hand, the pushforward of 1-motives fˆ∗ : Pic
0(X, C)→ Pic0(Y ,D) is defined
so that there is a commutative diagram
Pic0(X, C)

// Pic(A, C ∩ A)

Pic0(Y ,D)   // Pic(B,D ∩ B).
Applying Vℓ(−) to this diagram, and combining with the diagram above, shows that f∗ and
Vℓfˆ∗ are compatible in the sense of the proposition statement. 
8.21. We can finally show that M2d−1(X) is independent of choice of compactification and
resolution. In particular, we have the following:
Proposition 8.22. Let X be a d-dimensional separated finite type k-scheme, and let X, X
′
be two distinct resolutions of compactifications of X. Let M2d−1(X) and M2d−1(X)′ be the
1-motives constructed using X and X
′
, respectively. Then there exists a unique isogeny of
1-motives
a :M2d−1(X)→ M2d−1(X)′
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fitting into a diagram
VℓM
2d−1(X)
αX−−−→ H2d−1(X,Qℓ(d))
Vℓa
y =
y
VℓM
2d−1(X)′
αX
′−−−→ H2d−1(X,Qℓ(d))
for all ℓ 6= p, where αX and α′X are the comparison isomorphisms of Proposition 8.11.
Proof. Since we have shown that these 1-motives are contravariantly functorial in a way
that is compatible with ℓ-adic realizations, we can prove this proposition by the exact same
argument as used for Proposition 7.21. 
The end result of our work in the section is the following:
Theorem 8.23. Let k be an algebraically closed field, and Schd/k the category of d-dimensional
separated finite type k-schemes. Then there exists a functor
M2d−1(−) : (Schd/k)op → M 1(k)⊗Q,
unique up to canonical isomorphism, such that we have a natural isomorphism
VℓM
2d−1(X) ∼= H2d−1(X,Qℓ(d− 1))
for all ℓ 6= p.
Proof. This is simply a summary of our work in this section. 
9. Application to Independence of ℓ
Let k be an algebraically closed field and f : X → X an endomorphism of a separated
finite type k-scheme (we are primarily thinking of the case k = Fq and f is the geometric
Frobenius endomorphism of a scheme X defined over Fq). Then for any i and ℓ 6= p we can
define
P iℓ (f, t) := det(1− tf |H i(X,Qℓ))
and in case f is proper,
P iℓ,c(f, t) := det(1− tf |H ic(X,Qℓ)).
An old conjecture is that these polynomials have integer coefficients independent of ℓ. Based
on our work on 1-motives, we can prove the following:
Proposition 9.1. Let f : X → X be an endomorphism of a separated finite type k-scheme.
Then the polynomials P iℓ (f, t) have integer coefficients independent of ℓ for i = 0, 1, 2d−1, 2d.
If f is proper, then the same holds true for the polynomials P iℓ,c(f, t) for the same values of i.
Proof. First we handle the cases i = 0 and i = 2d. Let C(X) and PC(X) be, respec-
tively, the sets of connected components and proper connected components of X . Also, let
Id(X) and PId(X) be, respectively, the sets of d-dimensional irreducible components and
d-dimensional proper irreducible components of X . It is clear that we have functorial iso-
morphisms H0(X,Qℓ) ∼= QC(X)ℓ and H0c (X,Qℓ) ∼= QPC(X)ℓ . This proves the case i = 0.
By Lemmas 4.3 and 8.7, we have functorial isomorphisms H2d(X,Qℓ(d)) ∼= QPId(X)ℓ and
H2dc (X,Qℓ(d))
∼= QId(X)ℓ . This deals with the case i = 2d. We have shown that M i(c)(X) is
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the realization of a natural 1-motive for i = 1, 2d−1, so we see that the following proposition
completes the proof. 
Proposition 9.2. Let M = [L → G] be a 1-motive over k, and let f : M → M be an
endomorphism of M . For any ℓ 6= p define the polynomial
P iℓ (t) := det(1− tf |VℓM).
Then P iℓ (t) has integer coefficients independent of ℓ.
Proof. The endomorphism f induces a commutative diagram
0 −−−→ VℓG −−−→ VℓM −−−→ VℓL −−−→ 0
f
y fy fy
0 −−−→ VℓG −−−→ VℓM −−−→ VℓL −−−→ 0,
so it suffices to prove the proposition individually for VℓG and VℓL. Since VℓL = L⊗Qℓ, the
statement is clear for VℓL. For VℓG, let T be the torus part of G and A the abelian quotient.
Then f induces a diagram
0 −−−→ VℓT −−−→ VℓG −−−→ VℓA −−−→ 0
f
y f
y f
y
0 −−−→ VℓT −−−→ VℓG −−−→ VℓA −−−→ 0
So it suffices to prove the proposition individually for a torus T and an abelian variety A,
where both cases are well known [Dem72, p. 96]. 
9.3. Now consider the case when X is 2-dimensional. Then for any endomorphism f : X →
X , we have proved ℓ-independence for P iℓ,(c)(f, t) for all i except i = 2. But this single
remaining value of i can be dealt with by the trace formula (for certain f). We obtain the
following:
Corollary 9.4. Let X be a 2-dimensional separated finite type k-scheme. If f : X → X is any
proper endomorphism, then for all values of i, the polynomial P iℓ,c(t) has rational coefficients
independent of ℓ. If f : X → X is any quasi-finite endomorphism, then the polynomial P iℓ (t)
has rational coefficients independent of ℓ for all i.
Proof. The statement for P iℓ,c(t) follows from the trace formula on compactly supported co-
homology, known as Fujiwara’s theorem [Fuj97, 5.4.5]. The statement for P iℓ (t) follows from
a trace formula for quasi-finite morphisms [Ols2, Thm 1.1]. 
References
[ABV03] F. Andreatta and L. Barbieri-Viale, Crystalline Realizations of 1-Motives, Math. Ann. 331 N. 1
(2005), p. 111-172.
[Bak10] P. Bakhtary, On the Cohomology of a Simple Normal Crossings Divisor, arXiv:811.2246
[BRS03] L. Barbieri-Viale, M.Rosenchon, and M. Saito, Deligne’s Conjecture on 1-Motives, Ann. Math. 158
(2003), 593-633.
[BVK12] L. Barbieri-Viale and B. Kahn, On the Derived Category of 1-Motives, arXiv:1009.1900v1
[math.AG].
[BVS01] L. Barbieri-Viale and V. Srinivas, Albanese and Picard 1-Motives, Me´moire SMF 87, Paris, 2001.
ALBANESE AND PICARD 1-MOTIVES IN POSITIVE CHARACTERISTIC 57
[Ber12] A. Bertapelle, Remarks on 1-Motivic Sheaves, arXiv:0801.3153v3 [math.AG].
[BLR90] S. Bosch, W.Lu¨tkebohmert, M.Raynaud, Ne´ron Models, Springer-Verlag, Berlin, 1990.
[Bro09] S. Brochard, Foncteur de Picard d’un Champ Algebrique, Math. Ann. 343, (2009) 541-602.
[Bro12] S. Brochard, Finiteness Theorems for the Picard Objects of an Algebraic Stack, Adv. Math. 229
(2012), 1555-1585.
[Con01] B. Conrad, Cohomological Descent, expository notes at http://math.stanford.edu/~conrad.
[CLO12] B. Conrad, M. Lieblich and M. Olsson, Nagata Compactification for Algebraic Spaces, J. Inst. Math.
Jussieu, Vol. 11 Iss. 4 (2012), 747-814.
[dJng96] A. de Jong, Smoothness, semi-stability and alterations, Inst. Hautes E´tudes Sci. Publ. de Math. 83
(1996), 51-93.
[Del74] P. Deligne, The´orie de Hodge III Publ. Math. IHES 44 (1974), 5-78.
[Del80] P. Deligne, La conjecture de Weil: II, Publ. Math. de l’I.H.E.S. 52 (1980), p. 137-252.
[Dem72] M. Demazure, Lectures on p-divisible Groups, Lect. Notes. in Math. Vol. 302, Springer-Verlag, 1972.
[EGAII] J. Dieudonne and A. Grothendieck, Elements de Ge´ometrie Alge´brique II, Inst. Hautes E´tudes Sci.
Publ. de Math. 8 , 1961.
[EGAIII] J. Dieudonne and A. Grothendieck, Elements de Ge´ometrie Alge´brique III, Inst. Hautes E´tudes Sci.
Publ. de Math. 11 and 17,1961,1963.
[FK88] E. Freitag and R. Kiehl, E´tale Cohomology and the Weil Conjectures, Springer-Verlag, 1988.
[Fuj97] K. Fujiwara, Rigid geometry, Leschetz-Verdier Trace formula and Deligne’s conjecture, Inv. Math.
127 (1997), 489-533.
[Gil84] H. Gillet, Intersection Theory on Algebraic Stacks and Q-varieties, J. Pure and Appl. Alg. 34 (1984),
193-240.
[Har77] R. Hartshorne, Algebraic Geometry. GTM 52 , Springer, 1977.
[Ill06] L. Illusie, Miscellany on Trace Formulas and ℓ-adic Cohomology, Jap. Journ. of Math. Vol. 1 Iss. 1
(2006), 107-136.
[Kle06] S. Kleiman, The Picard Scheme, in Fundamental Algebraic Geometry: Groethendieck’s FGA Ex-
plained, AMS Math. Surveys and Monographs 123, 2006.
[LMB00] G. Laumon and L. Moret-Bailly, Champs Alge´briques, Ergebnisse der Math. 39 , Springer, 2000.
[LO08] Y. Lazslo and M. Olsson, The Six Operations for Sheaves on Artin Stacks I: Finite Coefficients, Publ.
Math. IHES 107 (2008), 109-168.
[Ols1] M. Olsson, Fujiwara’s Theorem for Equivariant Correspondences, available at
http://math.berkeley.edu/~molsson; to appear in Journ. of Alg. Geom.
[Ols2] M. Olsson, Localized Chern Classes and Independence of ℓ, available at
http://math.berkeley.edu/~molsson.
[Ram04] N. Ramachandran, One-motives and a Conjecture of Deligne, J. Alg. Geom 13 (2004), 29-80.
[Ray94] M. Raynaud, 1-motifs et Monodromie Ge´ome´trique, Expose´ VII, Aste´risque 223 (1994), 295-319.
[SGA4h] P. Deligne et al., Se´minaire de ge´ome´trie alge´brique Vol. 4 1/2: Cohomologie E´tale, Inst. hautes
E´tude Sci., Paris.
[StProj] de Jong et al., Stacks Project, available online at stacks.math.columbia.edu.
[Vis89] A. Vistoli, Intersection Theory on Algebraic Stacks and their Moduli Spaces, Inv. Math. 97 (1989),
613-670.
