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FULLNESS AND CONNES’ τ INVARIANT OF
TYPE III TENSOR PRODUCT FACTORS
CYRIL HOUDAYER, AMINE MARRAKCHI, AND PETER VERRAEDT
Abstract. We show that the tensor productM⊗N of any two full factorsM and N (possibly
of type III) is full and we compute Connes’ invariant τ (M ⊗N) in terms of τ (M) and τ (N).
The key novelty is an enhanced spectral gap property for full factors of type III. Moreover, for
full factors of type III with almost periodic states, we prove an optimal spectral gap property.
As an application of our main result, we also show that for any full factor M and any non-type
I amenable factor P , the tensor product factor M ⊗ P has a unique McDuff decomposition,
up to stable unitary conjugacy.
1. Introduction and statement of the main results
Introduction. The notion of fullness has always played a central role in the theory of von
Neumann algebras. A type II1 factor M is full, or equivalently does not have property Gamma
of Murray and von Neumann [MvN43], if every uniformly bounded net (xi)i∈I that is central,
meaning that limi ‖xia− axi‖2 = 0 for every a ∈ M , must be trivial, meaning that limi ‖xi −
τ(xi)1‖2 = 0. Murray and von Neumann [MvN43] used this property to provide the first
example of two nonisomorphic factors of type II1 with separable predual. Indeed, they showed
that the free group factor L(F2) is full, while the unique hyperfinite factor of type II1 is not.
Connes [Co75b] proved that any full factor of type II1 with separable predual satisfies the
following spectral gap property: there exist κ > 0 and a family a1, . . . , ak ∈M such that
(1.1) ∀x ∈M, ‖x− τ(x)1‖22 ≤ κ
k∑
j=1
‖xaj − ajx‖
2
2.
The above spectral gap property for full factors of type II1 with separable predual was a crucial
tool in the proof of the uniqueness of the amenable factor of type II1 with separable predual
[Co75b]. The inequality in (1.1) also implies that the tensor product of two full factors of type
II1 is still full.
The notion of fullness for type III factors as well as the τ -invariant were introduced by Connes.
Following [Co74], we say that a factor M is full if every uniformly bounded net (xi)i∈I in M
that is centralizing, meaning that limi ‖xiϕ−ϕxi‖ = 0 for all ϕ ∈M∗, must be trivial, meaning
that there exists a bounded net (λi)i∈I in C such that xi − λi1 → 0 strongly as i → ∞.
By [Co74, Theorem 3.1], for any full factor M , the subgroup of inner automorphisms Inn(N)
is closed in the group of automorphisms Aut(M) and hence the quotient group Out(M) =
Aut(M)/ Inn(M) inherits a structure of complete topological group. Connes’ invariant τ(M)
is then defined as the weakest topology on R that makes the canonical modular homomorphism
R→ Out(M) continuous.
2010 Mathematics Subject Classification. 46L10, 46L36, 46L40, 46L55.
Key words and phrases. Full factors; Spectral gap; McDuff factors; Popa’s deformation/rigidity theory; Type
III factors; Ultraproduct von Neumann algebras.
CH and AM are supported by ERC Starting Grant GAN 637601.
PV is supported by a Ph.D. fellowship of the Research Foundation – Flanders (FWO) and by ERC Starting
Grant GAN 637601.
1
2 CYRIL HOUDAYER, AMINE MARRAKCHI, AND PETER VERRAEDT
The motivation behind the present work comes from the following two fundamental open ques-
tions:
(Q1) If M1 and M2 are full factors of type III, is the tensor product M1 ⊗M2 also full?
(Q2) In that case, is it possible to compute τ(M1 ⊗M2) in terms of τ(M1) and τ(M2)?
The absence of a faithful normal tracial state on full factors of type III makes their study
peculiarly difficult. In particular, a good type III analogue of Connes’ spectral gap theorem
is missing. Recent progress in this direction was made by the second named author in [Ma16,
Theorem A], but questions (Q1) and (Q2) remained out of reach.
Statement of the main results. The main novelty of the present paper is an enhanced
spectral gap property for full factors of type III, which relies on [Ma16, Theorem A]. More
precisely, we prove in Theorem 3.2 below that for any full factor M of type III, there exist a
state ϕ ∈M∗, some constant κ > 0 and a family a1, . . . , ak ∈M satisfying ajϕa
∗
j ≤ ϕ for every
j ∈ {1, . . . , k} such that
(1.2) ∀x ∈M, ‖x− ϕ(x)1‖2ϕ ≤ κ

 k∑
j=1
‖xaj − ajx‖
2
ϕ + inf
λ∈R+
‖xξϕ − λξϕx‖
2

 .
Observe that compared to Connes’ spectral gap theorem for full factors of type II1 as in (1.1),
there is an additional term in (1.2) given by infλ∈R+ ‖xξϕ − λξϕx‖
2, where ξϕ ∈ L
2(M) is the
vector implementing ϕ in the standard form of M . Nevertheless, (1.2) is robust enough to pass
to tensor products M ⊗N , where N is any von Neumann algebra. This allows us to show that
for any full factor M and any von Neumann algebra N , every centralizing net in the tensor
product M ⊗N must asymptotically lie in N .
We also prove in Theorem 3.2 below an enhanced spectral gap property for the outer au-
tomorphism group of a full factor, which relies on [Ma16, Lemma 5.3] (see [Jo81, Corollary
5] for the analogous result in the type II1 case). This, in turn, allows us to show that
for any full factor M and any von Neumann algebra N , the natural group homomorphism
Out(M)×Out(N)→ Out(M ⊗N) is a homeomorphism onto its range.
More precisely, our first main result is:
Theorem A. Let M be any full factor and N any von Neumann algebra. Then for every uni-
formly bounded centralizing net (xi)i∈I in M ⊗N , we can find a uniformly bounded centralizing
net (yi)i∈I in N such that xi − yi → 0 strongly as i→∞.
Moreover, the natural group homomorphism Out(M) × Out(N) → Out(M ⊗ N) is a homeo-
morphism onto its range.
Theorem A above, applied to the case where N itself is a full factor, provides a positive answer
to questions (Q1) and (Q2).
Corollary B. Let M1 and M2 be any full factors. Then M1 ⊗M2 is a full factor.
Moreover, for any net (ti)i∈I in R, we have
ti → 0 w.r.t. τ(M1 ⊗M2) if and only if ti → 0 w.r.t. τ(M1) and τ(M2).
As we mentioned before, the inequality (1.2) obtained in Theorem 3.2 provides an analogue of
Connes’ spectral gap theorem for full factors of type III. Although (1.2) contains the additional
term infλ∈R+ ‖xξϕ − λξϕx‖
2, we conjecture that it can be removed, to obtain the following
optimal spectral gap property.
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Conjecture C (Strong fullness conjecture). Let M be any σ-finite full factor of type III. Then
there exist a faithful state ϕ ∈M∗, some constant κ > 0 and a family a1, . . . , ak ∈M satisfying
ajϕa
∗
j ≤ ϕ for every j ∈ {1, . . . , k} such that
∀x ∈M, ‖x− ϕ(x)1‖2ϕ ≤ κ
k∑
j=1
‖xaj − ajx‖
2
ϕ.
As we show in Proposition 4.5, a consequence of this conjecture would be that a factor M
is full if and only if K(L2(M)) ⊂ C∗(M,JMJ), as in [Co75b]. By [Ba93, Theorem 11], the
conjecture holds for every free product factor (M,ϕ) = (M1, ϕ1)∗(M2, ϕ2) for which there exist
u, v ∈ U((M1)ϕ1) and w ∈ U((M2)ϕ2) such that ϕ1(u) = ϕ1(v) = ϕ1(u
∗v) = ϕ2(w) = 0. By
[Va04, Lemma A.1], it holds for every free Araki–Woods factor [Sh96]. By the proof of [VV14,
Lemma 2.7], it also holds for plain Bernoulli crossed products of non-amenable groups.
Our next main result shows that, besides the aforementioned particular classes, the conjecture
holds for all full factors of type III possessing an almost periodic state. In this case, we can
even choose the family a1, . . . , ak in the centralizer Mϕ of any almost periodic state ϕ for which
Mϕ is a factor.
Theorem D. LetM be any full factor with separable predual which possesses an almost periodic
faithful normal state. Then for every almost periodic faithful normal state ϕ ∈ M∗ whose
centralizer Mϕ is a factor, there exist a constant κ > 0 and a family a1, . . . , ak ∈Mϕ such that
∀x ∈M, ‖x− ϕ(x)1‖2ϕ ≤ κ
k∑
j=1
‖xaj − ajx‖
2
ϕ.
The proof of Theorem D is based on a semifinite version of [Jo81, Corollary 5] (see Theorem
3.5) applied to the discrete decomposition M = N ⋊ Γ, where N is the discrete core of M and
Γ = Sd(M). For this, we exploit the fact that the discrete core N is full (see [TU14, Proposition
5]) and we prove that the image of Γ in Out(N) is discrete (see Theorem 5.1).
Finally, our last main result is an application of Theorem A to obtain a unique McDuff decom-
position result. Following [McD69, Co75a], we say that a factor M with separable predual is
McDuff if it absorbs tensorially the hyperfinite type II1 factor R, that is, M ∼= M⊗ R. We
introduce the following terminology.
Definition. Let M be any McDuff factor with separable predual.
• We say that M admits a McDuff decomposition if there exist a non-McDuff factor M
and a non-type I amenable factor P such that M =M ⊗ P .
• We say that M has a unique McDuff decomposition if the above decomposition M =
M ⊗ P is unique up to stable unitary conjugacy (see Definition 6.2).
The class of McDuff factors with separable predual that admit a unique McDuff decomposition
is well understood in the type II1 case. Indeed, by a theorem of Popa (see [Po06, Theorem 5.1]),
if M is a full factor of type II1 with separable predual and R is the hyperfinite type II1 factor,
then the tensor product factor M ⊗ R has a unique McDuff decomposition. Conversely, by a
theorem of Hoff (see [Ho15, Theorem B]), if M is a McDuff factor of type II1 with separable
predual and with a unique McDuff decomposition M = M ⊗ R, then its non-McDuff part M
must be full.
We extend this characterization of McDuff factors with a unique McDuff decomposition to type
III factors.
Theorem E. Let M be any McDuff factor with separable predual. The following conditions
are equivalent:
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(i) M =M ⊗ P , where M is a full factor and P is a non-type I amenable factor.
(ii) M has a unique McDuff decomposition.
The proof of the implication (i) ⇒ (ii) generalizes the proof of [Po06, Theorem 5.1] (see also
[Ho06, Theorem 2.3]), which is based on Popa’s deformation/rigidity argument and Connes’
spectral gap characterization of full factors of type II1 as in (1.1). In the type III case, we use
instead the result obtained in Theorem 4.4, and we exploit the recent generalization of Popa’s
intertwining theory to arbitrary von Neumann algebras (see [HI15, BH16]) to prove the unique
McDuff decomposition. A key part in our proof is to reduce to the case when P = R∞ is the
unique amenable factor of type III1 and to exploit the fact that R∞ admits a faithful normal
state whose centralizer is irreducible inside R∞. The proof of the implication (ii) ⇒ (i) is an
adaptation of the one of [Ho15, Theorem B] using [HU15, Theorem 3.1].
Acknowledgments. We thank Hiroshi Ando, Re´mi Boutonnet and Yoshimichi Ueda for their
useful remarks.
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2. Preliminaries
Basic notations. Let M be any von Neumann algebra. We denote by M∗ its predual, by
U(M) its group of unitaries and by Z(M) its center. The uniform norm on M is denoted by
‖ · ‖∞ and the unit ball of M with respect to the uniform norm ‖ · ‖∞ is denoted by Ball(M).
If ϕ ∈M+∗ is a positive functional, we put ‖x‖ϕ = ϕ(x
∗x)1/2 for all x ∈M .
Standard form. Let M be any von Neumann algebra. We denote by (M,L2(M), J,L2(M)+)
the standard form of M . Recall that L2(M) is naturally endowed with the structure of a M -
M -bimodule: we will simply write xξy = xJy∗Jξ for all x, y ∈ M and all ξ ∈ L2(M). The
vector Jξ will be also simply denoted by ξ∗ so that (xξ)∗ = ξ∗x∗. For every ξ ∈ L2(M) we
denote by |ξ| ∈ L2(M)+ its positive part. If ξ ∈ L
2(M)+ we denote by ξ
2 ∈ M+∗ the positive
functional on M defined by x 7→ 〈xξ, ξ〉. For any positive functional ϕ ∈ M+∗ , there exists a
unique ξ ∈ L2(M)+ such that ξ
2 = ϕ. We denote it by ξϕ ∈ L
2(M)+ (note that ξϕ is denoted
ϕ1/2 in [Ma16]). We then have ‖x‖ϕ = ‖xξϕ‖ for all x ∈M . The following remark will be very
useful.
Remark 2.1. For every positive functional ϕ ∈M∗, we have{
η ∈ L2(M) : |η|2 ≤ ϕ
}
= Ball(M)ξϕ
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(see the discussion after [Ma16, Lemma 3.2] for further details). Moreover, by the polarization
identity, we have that{
η ∈ L2(M) : ∃λ ∈ R+, |η|
2 ≤ λϕ and |η∗|2 ≤ λϕ
}
is linearly spanned by
{
η ∈ L2(M)+ : η
2 ≤ ϕ
}
.
Relative modular operators. Take any pair of positive linear functionals ϕ,ψ ∈ M+∗ with
supports p = supp(ϕ) and q = supp(ψ). The antilinear operator densely defined on L2(M)p⊥⊕
Mξϕ ⊂ L
2(M) by the formula η⊕xξϕ 7→ x
∗ξψ for x ∈Mp is closable and its closure S has polar
decomposition S = Jψ,ϕ∆
1/2
ψ,ϕ, where Jψ,ϕ = JpJqJ and ∆ψ,ϕ = S
∗S is the relative modular
operator of ψ with respect to ϕ. It is a closed positive densely defined operator on L2(M)
supported on qJpJ . Moreover, ∆
1/2
ψ,ϕ is the closure of the closable operator densely defined on
L2(M)p⊥ ⊕Mξϕ ⊂ L
2(M) by η⊕ xξϕ 7→ ξψx for x ∈Mp. When ϕ = ψ, we will simply denote
∆ϕ,ϕ by ∆ϕ.
IfM and N are two von Neumann algebras, then we have a natural identification L2(M⊗N) =
L2(M)⊗L2(N) which identifies ξϕ⊗ψ with ξϕ⊗ ξψ for any pair of positive functionals ϕ ∈M
+
∗
and ψ ∈ N+∗ . Moreover, by this identification, we have ∆ϕ2⊗ψ2,ϕ1⊗ψ1 = ∆ϕ2,ϕ1 ⊗ ∆ψ2,ψ1 as
closed densely defined operators. Here, for any pair of closed densely defined operators S, T on
two Hilbert spaces H and K with domains D(S) and D(T ), the operator S ⊗ T : D(S ⊗ T )→
H ⊗ K denotes the closure of the closable densely defined operator S ⊙ T : D(S) ⊙ D(T ) →
H ⊗K : ξ ⊗ ζ 7→ S(ξ)⊗ T (ζ).
Topological groups associated to a von Neumann algebra. A topological group is a
group G equipped with a topology making the map (g, h) ∈ G×G 7→ gh−1 continuous. If H is
a normal subgroup of G, then G/H is a topological group with respect to the quotient topology
(not necessarily Hausdorff). A topological group G is said to be complete if it is Hausdorff and
complete with respect to the uniform structure generated by the following sets
UV = {(g, h) ∈ G×G | gh
−1 ∈ V and g−1h ∈ V},
where V runs over the neighborhoods of 1 in G. If G is complete and H is a subgroup of G,
then H is complete if and only if it is closed in G. If moreover H is normal, then G/H is also
complete. We say that a complete topological group is Polish if it is separable and completely
metrizable.
LetM be a von Neumann algebra. Then the restriction of the strong topology and the ∗-strong
topology coincide on U(M) and they turn U(M) into a complete topological group. If moreover
M∗ has separable predual, then U(M) is Polish.
The group Aut(M) of all ∗-automorphisms ofM acts onM∗ by θ(ϕ) = ϕ◦θ
−1 for all θ ∈ Aut(M)
and all ϕ ∈M∗. Following [Co74, Ha73], the u-topology on Aut(M) is the topology of pointwise
norm convergence on M∗, meaning that a net (θi)i∈I in Aut(M) converges to the identity idM
in the u-topology if and only if for all ϕ ∈M∗ we have ‖θi(ϕ)− ϕ‖ → 0 as i→∞. This turns
Aut(M) into a complete topological group. When M∗ is separable, Aut(M) is Polish. Since
the standard form of M is unique, the group Aut(M) also acts naturally on L2(M) and we
have θ(ξϕ) = ξθ(ϕ) for every ϕ ∈ M
+
∗ . Then the u-topology is also the topology of pointwise
norm convergence on L2(M).
We denote by Ad : U(M) → Aut(M) the continuous homomorphism which sends a unitary u
to the corresponding inner automorphism Ad(u). We denote by Inn(M) the image of Ad. We
denote by Out(M) = Aut(M)/ Inn(M) the quotient group. Let πM : Aut(M) → Out(M) be
the quotient map. A net (θi)i∈I in Aut(M) satisfies πM(θi) → 1 in Out(M) as i → ∞ if and
only if there exists a net (ui)i∈I in U(M) such that Ad(ui) ◦ θi → idM as i→∞.
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Note that a net of unitaries (ui)i∈I in U(M) is centralizing in M if and only if Ad(ui)→ idM
as i → ∞. Hence, when M is a full factor, the definitions imply that the map Ad : U(M) →
Aut(M) is open on its range. Therefore, Inn(M) is isomorphic as a topological group to the
quotient U(M)/{z ∈ C | |z| = 1}. In particular, Inn(M) is complete hence closed in Aut(M)
and Out(M) is a complete topological group.
Finally, we recall the following useful fact (see e.g. [Co74, Proposition 2.8]).
Remark 2.2. Let (θi)i∈I be any net in Aut(M) such that the following two properties are
satisfied:
• There exists a strongly dense subset S ⊂M such that θi(x)→ x strongly as i→∞ for
every x ∈ S.
• There exists a faithful state ϕ ∈M∗ such that limi ‖θi(ϕ)− ϕ‖ = 0.
Then θi → idM in Aut(M) as i→∞.
Ultraproducts von Neumann algebras. Let M be any σ-finite von Neumann algebra. Let
I be any nonempty directed set and ω any cofinal ultrafilter on I, i.e. {i ∈ I : i ≥ i0} ∈ ω for
every i0 ∈ I. When I = N, ω is cofinal if and only if ω is nonprincipal, i.e. ω ∈ β(N) \N.
Define
Iω(M) = {(xi)i ∈ ℓ
∞(I,M) | xi → 0 ∗ -strongly as i→ ω}
M
ω(M) = {(xi)i ∈ ℓ
∞(I,M) | (xi)i Iω(M) ⊂ Iω(M) and Iω(M) (xi)i ⊂ Iω(M)} .
The multiplier algebraMω(M) is a C∗-algebra and Iω(M) ⊂M
ω(M) is a norm closed two-sided
ideal. Following [Oc85, §5.1], the quotient C∗-algebraMω := Mω(M)/Iω(M) is a von Neumann
algebra, known as the Ocneanu ultraproduct of M . We denote the image of (xi)i ∈M
ω(M) by
(xi)
ω ∈Mω. Throughout this paper, we will use the notation from [AH12] for ultraproducts.
We say that a von Neumann subalgebra P ⊂ M is with expectation if there exists a faithful
normal conditional expectation EP : M → P . In that case, for every nonempty directed set
I and every cofinal ultrafilter ω on I, Pω is a natural von Neumann subalgebra of Mω and
the inclusion Pω ⊂ Mω is naturally endowed with a faithful normal conditional expectation
EPω : M
ω → Pω satisfying EPω((xi)
ω) = (EP (xi))
ω for every (xi)
ω ∈ Mω (see the discussion
in [HI15, Section 2] for further details).
3. Strengthening the spectral gap property for full factors
We start by recalling the following spectral gap property for full factors and their outer auto-
morphism groups obtained in [Ma16, Theorem 4.4] and [Ma16, Lemma 5.3].
Theorem 3.1 ([Ma16]). Let M be any full factor. Let V be any neighborhood of 1 in Out(M).
Then there exist a state ϕ ∈ M∗ and a family ξ1, . . . , ξk ∈ L
2(M)+ with ξ
2
j ≤ ϕ for every
j ∈ {1, . . . , k} such that for all x ∈M we have
(3.1) ‖x− ϕ(x)1‖2ϕ ≤
k∑
j=1
‖xξj − ξjx‖
2
and for all x ∈M and all θ ∈ Aut(M) \ π−1M (V) we have
(3.2) ‖x‖2ϕ ≤
k∑
j=1
‖xξj − θ(ξj)x‖
2.
Moreover, if M is of type III and p is any nonzero σ-finite projection, we can choose ϕ such that
supp(ϕ) = p. If M is semifinite and p is any nonzero finite projection, we can take ϕ = pτp
where τ is the unique semifinite normal trace of M with τ(p) = 1.
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Theorem 3.2 below is a strengthening of Theorem 3.1. It will be crucial in the proof of Theorem
A and Corollary B.
Theorem 3.2. Let M be any full factor. Let V be any neighborhood of 1 in Out(M). Take a
state ϕ ∈M∗ and a family ξ1, . . . , ξk ∈ L
2(M)+ with ξ
2
j ≤ ϕ for every j ∈ {1, . . . , k} such that
the conclusion of Theorem 3.1 holds. For every j ∈ {1, . . . , k}, write ξj = ajξϕ = ξϕa
∗
j with
aj ∈ Ball(M). Then there exists a constant κ > 0 such that for all x ∈M we have
(3.3) ‖x− ϕ(x)1‖2ϕ ≤ κ

 k∑
j=1
‖xaj − ajx‖
2
ϕ + inf
λ∈R+
‖xξϕ − λξϕx‖
2


and for all x ∈M and all θ ∈ Aut(M) \ π−1M (V) we have
(3.4) ‖x‖2ϕ ≤ κ

 k∑
j=1
‖xaj − θ(aj)x‖
2
ϕ + inf
λ∈R+
‖xξϕ − λθ(ξϕ)x‖
2

 .
Proof of Theorem 3.2. Proof of the first item (3.3). By homogeneity, it is sufficient to prove
that for all sequences xn ∈ M and λn ∈ R+ (n ∈ N) such that limn ‖xnaj − ajxn‖ϕ = 0 for
every j ∈ {1, . . . , k} and limn ‖xnξϕ−λnξϕxn‖ = 0, we have that limn ‖xn−ϕ(xn)1‖ϕ = 0. We
will do this by using the same technique as in the proof of [Ma16, Lemma 5.3].
Put µn = ‖xn‖ϕ ∈ R+ for every n ∈ N. Observe that the sequence (µn)n∈N may be unbounded.
Since limn ‖xnξϕ − λnξϕxn‖ = 0, we have that limn |µn − λn‖x
∗
n‖ϕ| = 0. For every n ∈ N,
write xn = un|xn| = un|xn|u
∗
n un = |x
∗
n|un for the polar decomposition of xn ∈ M . For every
j ∈ {1, . . . , k} and every n ∈ N, we have
‖xnξj − λnξjxn‖ = ‖(xnaj − ajxn)ξϕ + aj(xnξϕ − λnξϕxn)‖
≤ ‖xnaj − ajxn‖ϕ + ‖xnξϕ − λnξϕxn‖.
Thus, we obtain limn ‖xnξj − λnξjxn‖ = 0 for every j ∈ {1, . . . , k}. By [Ma16, Proposition 3.1
(3)] applied to “ξ = ξj ∈ L
2(M)+” and “η = λnξj ∈ L
2(M)+”, we also have
2‖xnξj − λnξjxn‖
2 ≥ ‖|xn|ξj − ξj|xn|‖
2 + ‖λn(|x
∗
n|ξj − ξj |x
∗
n|)‖
2.
Hence we obtain limn ‖|xn|ξj − ξj|xn|‖ = 0 and limn λn‖|x
∗
n|ξj − ξj |x
∗
n|‖ = 0 for every j ∈
{1, . . . , k}. Then (3.1) yields limn ‖|xn| − ϕ(|xn|)1‖ϕ = 0 and limn λn‖|x
∗
n| − ϕ(|x
∗
n|)1‖ϕ = 0.
Since ‖|xn|‖ϕ = ‖xn‖ϕ = µn for every n ∈ N and since limn ‖|xn| − ϕ(|xn|)1‖ϕ = 0, we
have limn |µn − ϕ(|xn|)| = 0 and hence we obtain limn ‖|xn| − µn1‖ϕ = 0. Likewise, since
limn |µn − λn‖|x
∗
n|‖ϕ| = limn |µn − λn‖x
∗
n‖ϕ| = 0 and since limn ‖λn|x
∗
n| − λnϕ(|x
∗
n|)1‖ϕ = 0,
we have limn |µn − λnϕ(|x
∗
n|)| = 0 and hence we obtain limn ‖λn|x
∗
n| − µn1‖ϕ = 0. Since
limn ‖|xn|ξϕ−µnξϕ‖ = 0, by multiplying by un on the left, we obtain limn ‖xnξϕ−µnunξϕ‖ = 0.
Likewise, since limn ‖λn|x
∗
n|ξϕ − µnξϕ‖ = limn ‖λnξϕ|x
∗
n| − µnξϕ‖ = 0 (using the operator J),
by multiplying by un on the right, we obtain limn ‖λnξϕxn−µnξϕun‖ = 0. Since limn ‖xnξϕ−
λnξϕxn‖ = 0, this yields limn µn‖unξϕ − ξϕun‖ = 0.
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Recall that aj ∈ Ball(M) for all j ∈ {1, . . . , k}. Then we obtain
lim sup
n
µn‖unξj − ξjun‖ = lim sup
n
‖µnunajξϕ − µnajξϕun‖
= lim sup
n
‖µnunξϕa
∗
j − µnajξϕun‖ (since ajξϕ = ξϕa
∗
j)
≤ lim sup
n
‖µnunξϕa
∗
j − µnajunξϕ‖ (since limn
µn‖unξϕ − ξϕun‖ = 0)
≤ lim sup
n
‖xnξϕa
∗
j − ajxnξϕ‖ (since limn
‖xnξϕ − µnunξϕ‖ = 0)
≤ lim sup
n
‖xnajξϕ − ajxnξϕ‖ (since ajξϕ = ξϕa
∗
j )
= 0.
This implies that limn µn‖unξj − ξjun‖ = 0 for all j ∈ {1, . . . , k}. Then (3.1) implies that
limn ‖µnun−ϕ(µnun)1‖ϕ = 0. Since limn ‖xn−µnun‖ϕ = 0, Cauchy-Schwarz inequality yields
limn |ϕ(xn − µnun)| = 0. Therefore, we finally obtain limn ‖xn − ϕ(xn)1‖ϕ = 0.
Proof of the second item (3.4). We follow the same pattern as before. By homogeneity, it is
sufficient to prove that for all sequences xn ∈M , λn ∈ R+ and θn ∈ Aut(M) \π
−1
M (V) (n ∈ N)
such that limn ‖xnaj−θn(aj)xn‖ϕ = 0 for every j ∈ {1, . . . , k} and limn ‖xnξϕ−λnθn(ξϕ)xn‖ =
0, we have that limn ‖xn‖ϕ = 0.
Put µn = ‖xn‖ϕ ∈ R+ for every n ∈ N. Since limn ‖xnξϕ − λnθn(ξϕ)xn‖ = 0, we have
that limn
∣∣µn − λn‖θ−1n (x∗n)‖ϕ∣∣ = limn |µn − λn‖θn(ξϕ)xn‖| = 0. For every n ∈ N, write xn =
un|xn| = un|xn|u
∗
n un = |x
∗
n|un for the polar decomposition of xn ∈M . For every j ∈ {1, . . . , k}
and every n ∈ N, we have
‖xnξj − λnθn(ξj)xn‖ = ‖(xnaj − θn(aj)xn)ξϕ + θn(aj)(xnξϕ − λnθn(ξϕ)xn)‖
≤ ‖xnaj − θn(aj)xn‖ϕ + ‖xnξϕ − λnθn(ξϕ)xn‖.
Thus, we obtain limn ‖xnξj − λnθn(ξj)xn‖ = 0 for every j ∈ {1, . . . , k}. By [Ma16, Proposition
3.1 (3)] applied to “ξ = ξj ∈ L
2(M)+” and “η = λnθn(ξj) ∈ L
2(M)+”, we also have
2‖xnξj − λnθn(ξj)xn‖
2 ≥ ‖|xn|ξj − ξj|xn|‖
2 + ‖λn(|x
∗
n|θn(ξj)− θn(ξj)|x
∗
n|)‖
2.
Hence we obtain limn ‖|xn|ξj−ξj|xn|‖ = 0 and limn λn‖ θ
−1
n (|x
∗
n|)ξj−ξjθ
−1
n (|x
∗
n|)‖ = 0 for every
j ∈ {1, . . . , k}. Then (3.1) implies that limn ‖|xn| − ϕ(|xn|)1‖ϕ = 0 and limn λn‖θ
−1
n (|x
∗
n|) −
ϕ(θ−1n (|x
∗
n|))1‖ϕ = 0.
Since ‖|xn|‖ϕ = ‖xn‖ϕ = µn for every n ∈ N and since limn ‖|xn| − ϕ(|xn|)1‖ϕ = 0, we
have limn |µn − ϕ(|xn|)| = 0 and hence we obtain limn ‖|xn|ξϕ − µnξϕ‖ = 0. Likewise, since
limn
∣∣µn − λn‖θ−1n (|x∗n|)‖ϕ∣∣ = limn ∣∣µn − λn‖θ−1n (x∗n)‖ϕ∣∣ = 0 and since limn ‖λnθ−1n (|x∗n|) −
λnϕ(θ
−1
n (|x
∗
n|))1‖ϕ = 0, we have limn |µn − λnϕ(θ
−1
n (|x
∗
n|))| = 0. This in turn implies that
limn ‖λn|x
∗
n|θn(ξϕ)−µnθn(ξϕ)‖ = limn ‖λnθ
−1
n (|x
∗
n|)−µn1‖ϕ = 0. Since limn ‖|xn|ξϕ−µnξϕ‖ =
0, by multiplying by un on the left, we obtain limn ‖xnξϕ − µnunξϕ‖ = 0. Likewise, since
limn ‖λn|x
∗
n|θn(ξϕ) − µnθn(ξϕ)‖ = limn ‖λnθn(ξϕ)|x
∗
n| − µnθn(ξϕ)‖ = 0 (using the operator J),
by multiplying by un on the right, we obtain limn ‖λnθn(ξϕ)xn − µnθn(ξϕ)un‖ = 0. Since
limn ‖xnξϕ − λnθn(ξϕ)xn‖ = 0, this yields limn µn‖unξϕ − θn(ξϕ)un‖ = 0.
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Recall that aj ∈ Ball(M) for all j ∈ {1, . . . , k}. Then we obtain
lim sup
n
µn‖unξj − θn(ξj)un‖
= lim sup
n
‖µnunajξϕ − µnθn(aj)θn(ξϕ)un‖
= lim sup
n
‖µnunξϕa
∗
j − µnθn(aj)θn(ξϕ)un‖ (since ajξϕ = ξϕa
∗
j )
≤ lim sup
n
‖µnunξϕa
∗
j − µnθn(aj)unξϕ‖ (since limn
µn‖unξϕ − θn(ξϕ)un‖ = 0)
≤ lim sup
n
‖xnξϕa
∗
j − θn(aj)xnξϕ‖ (since limn
‖xnξϕ − µnunξϕ‖ = 0)
≤ lim sup
n
‖xnajξϕ − θn(aj)xnξϕ‖ (since ajξϕ = ξϕa
∗
j )
= 0.
This implies that limn µn‖unξj − θn(ξj)un‖ = 0 for all j ∈ {1, . . . , k}. Then (3.2) implies that
limn ‖µnun‖ϕ = 0. Since limn ‖xn − µnun‖ϕ = 0, we obtain limn ‖xn‖ϕ = 0. 
In the semifinite case, we can obtain a much simpler statement.
Theorem 3.3. Let M be any full semifinite factor. Let p be any nonzero finite projection and
let ϕ = pτp where τ is the unique semifinite normal trace of M such that τ(p) = 1. Let V
be any neighborhood of 1 in Out(M). Then we can find κ > 0 and a1, . . . , ak ∈ (pMp)+ with
‖aj‖ ≤ 1 such that for all x ∈M we have
(3.5) ‖x− ϕ(x)1‖2ϕ ≤ κ
k∑
j=1
‖xaj − ajx‖
2
ϕ
and for all x ∈M and all θ ∈ Aut(M) \ π−1M (V) we have
(3.6) ‖x‖2ϕ ≤ κ
k∑
j=1
‖xaj − θ(aj)x‖
2
ϕ.
Proof. Take ξ1, . . . , ξk ∈ L
2(M)+ with ξ
2
j ≤ ϕ for every j ∈ {1, . . . , k} satisfying the conclusion
of Theorem 3.1. For every j ∈ {1, . . . , k}, write ξj = ajξϕ ∈ L
2(M)+ with aj ∈ Ball(pMp).
Then for all x ∈M we have
‖(xp)ξj − ξj(xp)‖
2 = ‖xaj − ajx‖
2
ϕ,
and therefore
‖x− ϕ(x)1‖2ϕ = ‖xp− ϕ(xp)1‖
2
ϕ ≤
k∑
j=1
‖xaj − ajx‖
2
ϕ,
which is exactly the first item (3.5).
For the second item, we will need Theorem 3.2. Let τ be the unique faithful semifinite normal
trace of M such that τp = pτ = ϕ. Fix θ ∈ Aut(M) \ π−1M (V) and let λ = mod(θ)
−1/2 so
that θ(τ1/2) = λ−1τ1/2, where τ1/2 is viewed as an operator affiliated with the core of M as in
[Ma16]. Take x ∈ θ(p)Mp. Then we have
λθ(ξϕ)x = λθ(τ
1/2)x = τ1/2x = xτ1/2 = xξϕ
hence by (3.4) we have
‖x‖2ϕ ≤ κ
k∑
j=1
‖xaj − θ(aj)x‖
2
ϕ
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for all x ∈ θ(p)Mp. Now, for all x ∈M we obtain
‖x‖2ϕ = ‖θ(p
⊥)xp‖2ϕ + ‖θ(p)xp‖
2
ϕ ≤ ‖xp− θ(p)x‖
2
ϕ + κ
k∑
j=1
‖xaj − θ(aj)x‖
2
ϕ.
Finally, by taking ak+1 = p and replacing κ by max(1, κ) we obtain (3.6). 
Using Theorem 3.2, we also strengthen [Ma16, Theorem 5.4].
Theorem 3.4. Let M be any full factor. Let σ : G→ Aut(M) be an outer action of a discrete
group G such that the image of σ(G) in Out(M) is discrete. Let V be any neighborhood of 1 in
Out(M) such that σ(G) ∩ π−1M (V) = {idM}. Choose a state ϕ ∈ M∗, a family a1, . . . , ak ∈ M
and κ > 0 which satisfy the conclusion of Theorem 3.2. Then for all x ∈M ⋊σ G we have
‖x− ϕ(x)1‖2ϕ ≤ κ

 k∑
j=1
‖akx− xak‖
2
ϕ + inf
λ∈R+
‖xξϕ − λξϕx‖
2

 ,
where we used the canonical conditional expectation E : M ⋊σ G → M to lift ϕ to a state on
M ⋊σ G and to view L2(M) as a substandard form of L2(M ⋊σ G).
Proof. Take any x ∈M ⋊σ G and let xg = E(u∗gx) ∈M for all g ∈ G. Then we have
‖E(x)− ϕ(x)1‖2ϕ ≤ κ

 k∑
j=1
‖E(x)aj − ajE(x)‖
2
ϕ + inf
λ∈R+
‖E(x)ξϕ − λξϕE(x)‖
2


and
∀g ∈ G \ {1}, ‖xg‖2ϕ ≤ κ

 k∑
j=1
‖xgaj − σg−1(aj)x
g‖2ϕ + inf
λ∈R+
‖xgξϕ − λσg−1(ξϕ)x
g‖2

 .
Now, since for all j ∈ {1, . . . , k} and all λ ∈ R+ we have
‖xaj − ajx‖
2
ϕ = ‖E(x)aj − ajE(x)‖
2
ϕ +
∑
g∈G\{1}
‖xgaj − σg−1(aj)x
g‖2ϕ,
‖xξϕ − λξϕx‖
2 = ‖E(x)ξϕ − λξϕE(x)‖
2 +
∑
g∈G\{1}
‖xgξϕ − λσg−1(ξϕ)x
g‖2,
and since
‖x− ϕ(x)1‖2ϕ = ‖E(x)− ϕ(x)1‖
2
ϕ + ‖x− E(x)‖
2
ϕ = ‖E(x)− ϕ(x)1‖
2
ϕ +
∑
g∈G\{1}
‖xg‖2ϕ,
we conclude that
‖x− ϕ(x)1‖2ϕ ≤ κ

 k∑
j=1
‖akx− xak‖
2
ϕ + inf
λ∈R+
‖xξϕ − λξϕx‖
2

 . 
With a similar proof, we also obtain a semifinite version that we will need for Theorem D.
Theorem 3.5. LetM be any full semifinite factor. Let σ : G→ Aut(M) be an outer action of a
discrete group G such that the image of σ(G) in Out(M) is discrete. Let V be any neighborhood
of 1 in Out(M) such that σ(G) ∩ π−1M (V) = {idM}. Take any nonzero finite projection p ∈ M
and let ϕ = pτp where τ is the unique faithful semifinite normal trace of M such that τ(p) = 1.
Take κ > 0 and a1, . . . , ak ∈M as in Theorem 3.3. Then, for all x ∈M ⋊σ G we have
‖x− ϕ(x)1‖2ϕ ≤ κ
k∑
j=1
‖akx− xak‖
2
ϕ
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where we used the canonical conditional expectation E : M ⋊σ G → M to lift ϕ to a state on
M ⋊σ G.
We end this section with an application which strengthens [Ma16, Theorem B].
Theorem 3.6. Let M be any full σ-finite factor. Let σ : G → Aut(M) be an outer action of
a discrete group G such that the image of σ(G) in Out(M) is discrete. Then for any cofinal
ultrafilter ω on any directed set I, we have M ′ ∩ (M ⋊σ G)ω = C1.
Proof. When M is a semifinite, Theorem 3.5 shows that for any Z ∈M ′ ∩ (M ⋊σ G)ω we have
Zp ∈ Cp for all finite projections p ∈M . Hence Z ∈ C1. Therefore M ′ ∩ (M ⋊σ G)ω = C1.
Now assume that M is of type III. Choose a faithful state ϕ ∈M∗, κ > 0 and a1, . . . , ak ∈M
which satisfy the conclusion of Theorem 3.4. Assume by contradiction that M ′∩ (M ⋊σG)ω 6=
C1. Consider the closed positive definite operator
S = ∆
1/2
ϕω |L2(M ′∩(M⋊σG)ω)⊖Cξϕω
densily defined on the nonzero Hilbert space L2(M ′ ∩ (M ⋊σ G)ω) ⊖Cξϕω . Take some λ > 0
in the spectrum of S. Then, for any ε > 0, we can find Z ∈ M ′ ∩ (M ⋊σ G)ω such that
‖Z‖ϕω = 1, ϕ
ω(Z) = 0 and ‖ξϕωZ−λZξϕω‖ < ε. Hence we can find z ∈M⋊σG which satisfies
‖z‖ϕ = 1, ϕ(z) = 0, ‖zξϕ − λ
−1ξϕz‖ ≤ 2λ
−1ε and ‖zaj − ajz‖ϕ ≤ ε for every j ∈ {1, . . . , k}.
This however contradicts Theorem 3.4 if ε > 0 is small enough. Therefore, we must have
M ′ ∩ (M ⋊σ G)ω = C1. 
Note that Theorem 3.6, applied to G = {1} the trivial group, gives the following corollary,
which was previously only known in the separable case [AH12] with a very different proof.
Corollary 3.7. Let M be any σ-finite full factor. Then we have M ′∩Mω = C1 for any cofinal
ultrafilter ω on any directed set I.
4. Proofs of Theorem A and Corollary B.
In this section, we show how to pass from a spectral gap in a full factor M to a relative spectral
gap in a tensor product M ⊗ N , where N is any von Neumann algebra. For this, we will
need the following technical lemma which explains why the strengthening of the spectral gap
property that we obtained in the previous section is crucial.
Lemma 4.1. Let H be any Hilbert space and S : D(S)→ H any closed positive densily defined
operator. Let A ∈ B(H) be any selfadjoint bounded operator which satisfies
∀ξ ∈ D(S), 〈Aξ, ξ〉 ≤ inf
λ∈R+
‖(λS − 1)ξ‖2.
Then for every Hilbert space K and every closed positive densily defined operator T : D(T )→ K,
we have
∀η ∈ D(S ⊗ T ), 〈(A ⊗ 1)η, η〉 ≤ ‖(S ⊗ T − 1)η‖2.
Proof. Write A0 = {T
it : t ∈ R} for the von Neumann subalgebra of B(K) generated by T .
Choose an intermediate maximal abelian subalgebra A0 ⊂ A ⊂ B(K). Then we can identify
(A ⊂ B(K)) =
(
L∞(X,µ) ⊂ B(L2(X,µ))
)
for some measure space (X,µ). Since T is affiliated
with A = L∞(X,µ), the spectral theorem for unbounded operators (see e.g. [KR97, Theorem
5.6.4]) shows that we can assume that T = Mf acts by multiplication on L
2(X,µ) by some
measurable function f : (X,µ)→ R+. Then
D(T ) =
{
g ∈ L2(X,µ) :
∫
X
|fg|2 dµ < +∞
}
.
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Let η =
∑p
i=1 ξi ⊗ gi be any element in the algebraic tensor product D(S) ⊙ D(T ). Identify
H⊗K = L2(X,µ,H) and regard η : X → H : x 7→ ηx =
∑p
i=1 gi(x)ξi. Observe that ηx ∈ D(S)
for µ-almost every x ∈ X and that the map X → R+ : x 7→ ‖(f(x)S − 1)ηx‖
2 is measurable.
Then a simple computation shows that
〈(A⊗ 1)η, η〉 =
∫
x∈X
〈Aηx, ηx〉dµ(x)
and
‖(S ⊙ T − 1)η‖2 =
∫
x∈X
‖(f(x)S − 1)ηx‖
2 dµ(x).
Hence, we have
∀η ∈ D(S)⊙D(T ), 〈(A⊗ 1)η, η〉 ≤ ‖(S ⊙ T − 1)η‖2.
Since S ⊗ T is the closure of S ⊙ T , for every η ∈ D(S ⊗ T ), we can find a sequence ηn ∈
D(S) ⊙ D(T ) such that ηn → η and (S ⊙ T )ηn → (S ⊗ T )η as n → ∞. For every n ∈ N, we
have
〈(A⊗ 1)ηn, ηn〉 ≤ ‖(S ⊙ T − 1)ηn‖
2.
Therefore we obtain
〈(A⊗ 1)η, η〉 ≤ ‖(S ⊗ T − 1)η‖2
as we wanted. 
Theorem 4.2. Let M be any full factor. Choose a state ϕ ∈ M∗, a family a1, . . . , ak ∈ M
and κ > 0 which satisfy the conclusion of Theorem 3.2. Let N be any von Neumann algebra
and ψ ∈ N∗ be any state. Denote by Eϕ = ϕ ⊗ idN : M ⊗ N → N the normal conditional
expectation induced by ϕ.
Then for all z ∈M ⊗N and all β ∈ Aut(N) we have
‖z − Eϕ(z)‖
2
ϕ⊗ψ ≤ κ

 k∑
j=1
‖zaj − ajz‖
2
ϕ⊗ψ + inf
λ∈R+
‖z(ξϕ ⊗ ξψ)− λ(ξϕ ⊗ β(ξψ))z‖
2

(4.1)
and for all z ∈M ⊗N , all α ∈ Aut(M) \ π−1M (V) and all β ∈ Aut(N) we have
‖z‖2ϕ⊗ψ ≤ κ

 k∑
j=1
‖zaj − α(aj)z‖
2
ϕ⊗ψ + inf
λ∈R+
‖z(ξϕ ⊗ ξψ)− λ(α(ξϕ)⊗ β(ξψ))z‖
2

 .(4.2)
Proof. Proof of the first item (4.1). Let S = ∆
1/2
ϕ and let p be the support of ϕ. Then
(3.3) implies that
∀ξ ∈ D(S), 〈Aξ, ξ〉 ≤ inf
λ∈R+
‖(λS − 1)ξ‖2,
where
A =
1
κ
(JpJ − PCξϕ)−
k∑
j=1
|aj − JajJ |
2.
Indeed, it is enough to check this inequality for ξ of the form xξϕ with x ∈Mp.
Now, fix β ∈ Aut(N) any automorphism of N and let T = ∆
1/2
β(ψ),ψ . Now, for every λ ∈ R+,
we apply Lemma 4.1 to S and λT and we obtain
∀η ∈ D(S ⊗ T ), 〈(A ⊗ 1)η, η〉 ≤ inf
λ∈R+
‖(λS ⊗ T − 1)η‖2.
Since S ⊗ T = ∆
1/2
ϕ⊗β(ψ),ϕ⊗ψ and since the orthogonal projection PCξϕ ⊗ 1 : L
2(M ⊗ N) →
Cξϕ ⊗ L
2(N) satisfies PCξϕ(z(ξϕ ⊗ ξψ)) = ξϕ ⊗ Eϕ(z)ξψ for all z ∈ M ⊗ N , we finally obtain
(4.1).
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Proof of the second item (4.2). Fix α ∈ Aut(M) \ π−1M (V). Let S = ∆
1/2
α(ϕ),ϕ. Then (3.4)
implies that
∀ξ ∈ D(S), 〈Aξ, ξ〉 ≤ inf
λ∈R+
‖(λS − 1)ξ‖2,
where
A =
1
κ
JpJ −
k∑
j=1
|JajJ − α(aj)|
2.
Fix β ∈ Aut(N) any automorphism. Let T = ∆
1/2
β(ψ),ψ. We now apply Lemma 4.1 and we
obtain
∀η ∈ D(S ⊗ T ), 〈(A ⊗ 1)η, η〉 ≤ inf
λ∈R+
‖(λS ⊗ T − 1)η‖2.
Since S ⊗ T = ∆
1/2
α(ϕ)⊗β(ψ),ϕ⊗ψ we finally obtain (4.2). 
We also note that we can obtain a much simpler statement in the semifinite case.
Theorem 4.3. Let M be any full semifinite factor. Let V be any neighborhood of 1 in Out(M).
Let p ∈M be any nonzero finite projection. Take ϕ, κ > 0 and a1, . . . , ak as in Theorem 3.3. Let
N be any von Neumann algebra and ψ ∈ N∗ be any state. Denote by Eϕ = ϕ⊗idN :M⊗N → N
the normal conditional expectation induced by ϕ. Then for all z ∈M ⊗N we have
‖z − Eϕ(z)‖
2
ϕ⊗ψ ≤ κ
k∑
j=1
‖zaj − ajz‖
2
ϕ⊗ψ(4.3)
and for all z ∈M ⊗N and all α ∈ Aut(M) \ π−1M (V) we have
‖z‖2ϕ⊗ψ ≤ κ
k∑
j=1
‖zaj − α(aj)z‖
2
ϕ⊗ψ .(4.4)
Proof. Let A =
∑k
j=1 |aj − JajJ |
2 ∈ B(L2(M)). Then, by (3.5) we have JpJ − PCξϕ ≤ κA.
Hence (JpJ − PCξϕ)⊗ 1 ≤ κ(A⊗ 1) in B(L
2(M ⊗N)) and this gives (4.3).
Similarly, fix α ∈ Aut(M) \ π−1M (V) and let A =
∑k
j=1 |JajJ − α(aj)|
2 ∈ B(L2(M)). Then by
(3.6) we have JpJ ≤ κA. Hence JpJ ⊗ 1 ≤ κ(A⊗ 1) and this gives (4.4). 
Proofs of Theorem A and Corollary B.
Proof of Theorem A. Proof of the first statement. Let (xi)i∈I be a centralizing net in
Ball(M ⊗ N). Let ϕ ∈ M∗ be a state which satisfies the conclusion of Theorem 3.2. Let
yi = Eϕ(xi) for every i ∈ I. Observe that (yi)i∈I is a centralizing net in N . Moreover, (4.1)
shows that limi ‖xi−yi‖ϕ⊗ψ = 0 for any state ψ ∈ N∗. This means that (xi−yi)p→ 0 strongly
as i→∞ where p ∈M is the support of ϕ. Since (xi)i∈I is asymptotically central, this shows
that (xi − yi)q → 0 strongly as i → ∞ for any projection q ∈ M which is equivalent to p.
Therefore, since M is a factor, we finally obtain xi − yi → 0 strongly as i→∞.
Proof of the second statement. Since the natural inclusion ι : Out(M) × Out(N) →
Out(M ⊗ N) is continuous, we only have to prove that ι−1 is continuous on ι(Out(M) ×
Out(N)). For this, we have to show that for any net (αi ⊗ βi)i∈I in Aut(M) × Aut(N) such
that πM⊗N (αi ⊗ βi) → 1 in Out(M ⊗ N) as i → ∞ we have πM (αi) → 1 in Out(M) and
πN (βi)→ 1 in Out(N) as i→∞. We can always assume that I is large enough so that there
exists a decreasing net (Wi)i∈I of ∗-strong neighborhoods of 0 in N which is cofinal, meaning
that for every ∗-strong neighborhood W of 0 in N there exists i ∈ I such that Wi ⊂ W.
14 CYRIL HOUDAYER, AMINE MARRAKCHI, AND PETER VERRAEDT
First, we prove that πM (αi) → 1 in Out(M) as i → ∞. Assume by contradiction that this is
not the case. Then there exist an open neighborhood V of 1 in Out(M) and a subnet (αj)j∈J
such that πM (αj) /∈ V for every j ∈ J . Choose ϕ ∈M∗, κ > 0 and a1, . . . , ak which satisfy the
conclusion of Theorem 3.2. Let ψ ∈ N∗ be any state. Since πM⊗N (αj⊗βj)→ 1 in Out(M⊗N)
as j →∞, there exists a net (uj)j∈J in U(M ⊗N) such that Ad(uj)
−1 ◦ (αj ⊗ βj)→ idM⊗N in
Aut(M ⊗N) as j →∞. In particular, we have limj ‖uja− αj(a)uj‖ϕ⊗ψ = 0 for every a ∈ M
and limj ‖uj(ξϕ ⊗ ξψ) − (αj(ξϕ) ⊗ βj(ξψ))uj‖ = 0. Since ‖uj‖ϕ⊗ψ = 1 for every j ∈ J , this
contradicts (4.2).
Secondly, we prove that πN (βi)→ 1 in Out(N) as i→∞. Since πM (αi)→ 1 in Out(M) we have
that πM⊗N (αi⊗ idN )→ 1 in Out(M ⊗N) as i→∞. Since by assumption, πM⊗N (αi⊗βi)→ 1
in Out(M⊗N), we also have that πM⊗N (idM ⊗βi)→ 1 in Out(M⊗N) as i→∞. Hence there
exists a net (vi)i∈I in U(M ⊗ N) such that Ad(vi)
−1 ◦ (idM ⊗ βi) → idM⊗N in Aut(M ⊗ N)
as i → ∞. Write yi = Eϕ(vi) ∈ Ball(N) for every i ∈ I. By using [Ma16, Lemma 5.2],
we can find for every i ∈ I an invertible element xi ∈ Ball(N) such that yi − xi ∈ Wi and
β−1i (yi)− β
−1
i (xi) ∈ Wi. Then we have xi − yi → 0 and β
−1
i (yi)− β
−1
i (xi)→ 0 in the ∗-strong
topology as i → ∞. Let xi = ui|xi| be the polar decomposition of xi with ui ∈ U(N). We
will show that Ad(ui)
−1 ◦ βi → idN in Aut(N) as i → ∞. For this, it is enough to show that
limi ‖uiξψ − βi(ξψ)ui‖ = 0 for any state ψ ∈ N∗.
First, since Ad(vi)
−1 ◦ (idM ⊗ βi) → idM⊗N in Aut(M ⊗ N) as i → ∞, we have limi ‖via −
avi‖ϕ⊗ψ = 0 for every a ∈M and limi ‖vi(ξϕ ⊗ ξψ)− (ξϕ ⊗ βi(ξψ))vi‖ = 0. Then (4.1) implies
that limi ‖vi− yi‖ϕ⊗ψ = 0 which implies, since vi is a unitary, that limi ‖xi‖ψ = limi ‖yi‖ψ = 1.
Since limi ‖vi(ξϕ ⊗ ξψ) − (ξϕ ⊗ βi(ξψ))vi‖ = 0, using the orthogonal projection PCξϕ ⊗ 1 :
L2(M ⊗N)→ Cξϕ⊗L
2(N) which satisfies (PCξϕ ⊗1)(z(ξϕ⊗ ξψ)) = ξϕ⊗Eϕ(z)ξψ and (PCξϕ ⊗
1)((ξϕ ⊗ ξψ)z) = ξϕ ⊗ ξψEϕ(z) for every z ∈ M ⊗ N , we also have limi ‖yiξψ − βi(ξψ)yi‖ = 0
and thus limi ‖xiξψ−βi(ξψ)xi‖ = 0. In particular, we obtain limi ‖β
−1
i (x
∗
i )‖ψ = limi ‖xi‖ψ = 1.
Since xi ∈ Ball(N), this easily implies that limi ‖xi − ui‖ψ = limi ‖β
−1
i (x
∗
i − u
∗
i )‖ψ = 0. This,
combined with limi ‖xiξψ − βi(ξψ)xi‖ = 0, gives limi ‖uiξψ − βi(ξψ)ui‖ = 0 as we wanted. This
finally shows that πN (βi)→ 1 in Out(N) as i→∞. 
Proof of Corollary B. Proof of the first statement. Let (xi)i∈I be a uniformly bounded
centralizing net in M1 ⊗M2. Since M1 is full, then by Theorem A we can find a uniformly
bounded centralizing net (yi)i∈I in M2 such that xi−yi → 0 strongly as i→∞. ButM2 is also
full hence we can find a bounded net (λi)i∈I in C such that yi − λi1 → 0 strongly as i → ∞.
Therefore we get xi − λi1→ 0 strongly as i→∞. This means that M1 ⊗M2 is full.
Proof of the second statement. Choose two faithful semifinite normal weights ϕ1 and ϕ2
on M1 and M2 respectively. Put M = M1 ⊗M2 and ϕ = ϕ1 ⊗ ϕ2 so that σ
ϕ
t = σ
ϕ1
t ⊗ σ
ϕ2
t for
every t ∈ R. By Theorem A, the natural homomorphism Out(M1)×Out(M2)→ Out(M) is a
homeomorphism onto its range. Therefore, for every net (ti)i∈I in R, we have
ti → 0 w.r.t. τ(M2) ⇔ πM (σ
ϕ1
ti
⊗ σϕ2ti )→ 1 in Out(M)
⇔
(
πM1(σ
ϕ1
ti
), πM2(σ
ϕ2
ti
)
)
→ 1 in Out(M1)×Out(M2)
⇔ ti → 0 w.r.t. τ(M1) and τ(M2). 
We can prove a more precise statement by using Ocneanu’s ultraproduct.
Theorem 4.4. Let M be any full factor and N any von Neumann algebra. Assume that
M and N are σ-finite. Then for any cofinal ultrafilter ω on any directed set I, we have
M ′ ∩ (M ⊗N)ω = Nω.
Proof. When M is a semifinite, Theorem 4.3 shows that for any Z ∈M ′ ∩ (M ⊗N)ω we have
Zp ∈ Nωp for all finite projections p ∈M . Hence Z ∈ Nω. Therefore M ′ ∩ (M ⊗N)ω = Nω.
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Now assume that M is of type III. Choose a faithful state ϕ ∈ M∗ and a1, . . . , ak ∈ M
which satisfy the conclusion of Theorem 3.2. Let ψ ∈ N∗ be any faithful state. Denote
by EN : M ⊗ N → N the unique (ϕ ⊗ ψ)-preserving conditional expectation. Assume by
contradiction that Nω (M ′ ∩ (M ⊗N)ω. Since the inclusion Nω ⊂M ′ ∩ (M ⊗N)ω is globally
invariant under the modular automorphism group σ(ϕ⊗ψ)
ω
, we may regard the operator
S = ∆
1/2
(ϕ⊗ψ)ω |L2(M ′∩(M⊗N)ω)⊖L2(Nω)
as a closed positive definite densily defined operator on the nonzero Hilbert space L2(M ′ ∩
(M ⊗N)ω)⊖L2(Nω). Take some λ > 0 in the spectrum of S. Then, for any ε > 0, we can find
Z ∈M ′ ∩ (M ⊗N)ω such that ‖Z‖(ϕ⊗ψ)ω = 1, ENω(Z) = 0 and ‖ξ(ϕ⊗ψ)ωZ − λZξ(ϕ⊗ψ)ω‖ < ε.
Hence we can find z ∈M ⊗N which satisfies ‖z‖ϕ⊗ψ = 1, EN (z) = 0, ‖zξϕ⊗ψ − λ
−1ξϕ⊗ψz‖ ≤
2λ−1ε and ‖zaj − ajz‖ϕ⊗ψ ≤ ε for every j ∈ {1, . . . , k}. This however contradicts (4.1) if ε > 0
is small enough. Therefore, we have M ′ ∩ (M ⊗N)ω = Nω. 
We finish this section by noting some important consequences of Conjecture C.
Proposition 4.5. Let M be any σ-finite full factor of type III. Suppose that there exist a
faithful state ϕ ∈ M∗, κ > 0 and a family a1, . . . , ak ∈ M satisfying ajϕa
∗
j ≤ ϕ for every
j ∈ {1, . . . , k} such that we have
∀x ∈M, ‖x− ϕ(x)1‖2ϕ ≤ κ
k∑
j=1
‖xaj − ajx‖
2
ϕ.
Then we have K(L2(M)) ⊂ C∗(M,JMJ).
Moreover, every uniformly bounded net (xi)i∈I in M which is asymptotically central, i.e. xia−
axi → 0 strongly as i→∞ for all a ∈M , must be trivial, i.e. there exists a bounded net (λi)i∈I
in C such that xi − λi1→ 0 strongly as i→∞.
Note that the second part of Proposition 4.5 does not follow from Corollary 3.7. Indeed, a
uniformly bounded central net may not represent an element of the Ocneanu ultraproduct.
Proof. By assumption, we know that for every j ∈ {1, . . . , k}, there exists bj ∈ Ball(M) such
that ajξϕ = ξϕb
∗
j = JbjJξϕ (see Remark 2.1). Put T =
∑k
j=1 |aj − JbjJ |
2 ∈ C∗(M,JMJ) and
observe that Tξϕ = 0. Note that L
2(M) = Cξϕ ⊕ ker(ϕ)ξϕ. For every x ∈ ker(ϕ), we have
〈Txξϕ, xξϕ〉 =
k∑
j=1
‖(aj − JbjJ)xξϕ‖
2
=
k∑
j=1
‖(xaj − ajx)ξϕ‖
2
≥
1
κ
‖xξϕ‖
2.
Therefore, the eigenvalue 0 has multiplicity 1 and the spectrum of T is contained in {0} ∪
[ 1κ , ‖T‖∞]. Thus, by continuous functional calculus, we have that the orthogonal projection
1{0}(T ) = PCξϕ : L
2(M) → Cξϕ belongs to C
∗(M,JMJ). For all x, y ∈ M , we have that
yPCξϕx
∗ ∈ C∗(M,JMJ) is the rank one operator L2(M) → L2(M) : η 7→ 〈η, xξϕ〉yξϕ. By
density of Mξϕ in L
2(M), it follows that C∗(M,JMJ) contains all rank one operators on
L2(M) and hence K(L2(M)) ⊂ C∗(M,JMJ). The second part is obvious. 
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5. Factors with almost periodic states: proof of Theorem D
Let M be any full factor of type III with separable predual which possesses an almost periodic
faithful normal state. Put Γ = Sd(M) ≤ R∗+ (see [Co74]). Regarding Γ as a discrete group,
denote by G = Γ̂ its Pontryagin dual, which is a compact group. We view R as a dense
subgroup of G.
By [Co74, Theorem 4.7], there exists a unique (up to scaling and unitary conjugacy) almost
periodic faithful normal semifinite weight ψ on M with ψ(1) = +∞ which satisfies one of the
following equivalent properties:
(i) The point spectrum of ∆ψ is equal to Sd(M).
(ii) Mψ is a factor.
(iii) (Mψ)
′ ∩M = C1.
Denote by N = Mψ the centralizer of the weight ψ. By [Co74, Corollary 4.12], there exists a
trace-scaling action θ : Γy N such that we have the following isomorphism of inclusions
(Mψ ⊂M) ∼= (N ⊂ N ⋊θ Γ) .
We will use the identification M = N ⋊ Γ and regard N ⊂ M . We denote by (vγ)γ∈Γ the
canonical unitaries in M = N ⋊θ Γ implementing the action θ : Γ y N and by EN : M → N
the canonical faithful normal conditional expectation defined by EN (xvγ) = δγ,1Γ xvγ for every
x ∈ N and every γ ∈ Γ. We moreover denote by θ̂ : G y M the dual action defined by
θ̂g(x) = x for every x ∈ N and θ̂g(vγ) = 〈g, γ〉 vγ for every γ ∈ Γ.
The proof of Theorem D relies on the following key result that will be combined with Theorem
3.5.
Theorem 5.1. Keep the same notation as above. Then N is full and the image of θ(Γ) in
Out(N) is discrete.
The conclusion of Theorem 5.1 may seem surprising at first glance. Indeed, even though Γ may
be dense in R∗+, the image of θ(Γ) in Out(N) is nevertheless always discrete.
Proof of Theorem 5.1. First, we have that N isomorphic to the discrete core of M and hence
N is full by [TU14, Proposition 5].
Next, we prove that the image of θ(Γ) in Out(N) is discrete. By contradiction, assume that
the image of θ(Γ) in Out(N) is not discrete. Then there exists a sequence (γn)n∈N in Γ \ {1Γ}
such that πN (θγn) → 1 in Out(N) as n → ∞. Since Out(N) = Aut(N)/ Inn(N), there exists
a sequence of unitaries (un)n∈N in U(N) such that Ad(un) ◦ θγn → idN in Aut(N) as n→∞.
Since Γ is abelian, for every γ ∈ Γ, we have
Ad(θγ(un)) ◦ θγn = θγ ◦ Ad(un) ◦ θ
−1
γ ◦ θγn
= θγ ◦ Ad(un) ◦ θγn ◦ θ
−1
γ → idN in Aut(N) as n→∞.
Since the map Aut(M)×Aut(M)→ Aut(M) : (g, h) 7→ gh−1 is continuous for the u-topology,
this further implies that for every γ ∈ Γ, we have
Ad(unθγ(u
∗
n)) = Ad(un) ◦ Ad(θγ(un))
−1
= (Ad(un) ◦ θγn) ◦ (Ad(θγ(un)) ◦ θγn)
−1 → idN in Aut(N) as n→∞.
Fix a nonprincipal ultrafilter ω ∈ β(N) \N. Since N is full and hence Nω = C1, there exists a
mapping g : Γ→ T such that for every γ ∈ Γ, we have that unθγ(u
∗
n)− g(γ)1 → 0 strongly as
n → ω. It is easy to see that g : Γ → T is a group homomorphism which means exactly that
g ∈ G = Γ̂.
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Claim 5.2. We have g = 1G and Ad(unvγn)→ idM in Aut(M) as n→ ω.
Proof of the Claim. Firstly, we have that Ad(un)(vγ) = unvγu
∗
n → 〈g, γ〉 vγ = θ̂g(vγ) strongly
as n→ ω for every γ ∈ Γ. Since Γ is abelian, this further implies that Ad(unvγn)(vγ)→ θ̂g(vγ)
strongly as n → ω for every γ ∈ Γ. Since Ad(un) ◦ θγn → idN in Aut(N) as n → ∞, we have
that Ad(unvγn)(x) → x strongly as n → ∞ for every x ∈ N . This altogether implies that
((θ̂g)
−1 ◦Ad(unvγn))(x)−x→ 0 strongly as n→∞ for every x ∈ N ⋊
alg
θ Γ. Note that N ⋊
alg
θ Γ
is strongly dense in M = N ⋊ Γ.
Secondly, fix a faithful normal state ϕ ∈ M∗ such that ϕ = ϕ ◦ EN . Then we have ϕ =
ϕ|N ◦ EN . We also have ϕ ◦ θ̂g = ϕ. Since Ad(un) ◦ θγn → idN in Aut(N) as n→∞, we have
limn ‖ϕ|N ◦ Ad(un) ◦ θγn − ϕ|N‖ = 0. We moreover have
‖ϕ ◦ Ad(unvγn)− ϕ‖
= ‖ϕ|N ◦ EN ◦Ad(unvγn)− ϕ|N ◦ EN‖
= ‖ϕ|N ◦Ad(un) ◦ EN ◦Ad(vγn)− ϕ|N ◦ EN‖ (since un ∈ U(N))
= ‖ϕ|N ◦Ad(un) ◦ θγn ◦ EN − ϕ|N ◦ EN‖ (since θγn ◦ EN = EN ◦Ad(vγn))
= ‖ϕ|N ◦Ad(un) ◦ θγn − ϕ|N‖ → 0 as n→∞.
This implies that limn ‖ϕ ◦ (θ̂g)
−1 ◦ Ad(unvγn)− ϕ‖ = limn ‖ϕ ◦ Ad(unvγn)− ϕ‖ = 0.
By Remark 2.2, we obtain (θ̂g)
−1◦Ad(unvγn)→ idM in Aut(M) as n→ ω. Thus, Ad(unvγn)→
θ̂g in Aut(M) as n → ω. Since M is full, [Co74, Theorem 3.1] implies that there exists
u ∈ U(M) such that θ̂g = Ad(u). For every x ∈ N , since θ̂g(x) = x, we have uxu
∗ = x and
hence u ∈ N ′ ∩M = C1. Thus, u ∈ T1 and hence θ̂g = idM which implies that g = 1G.
We finally have that Ad(unvγn) → idM in Aut(M) as n → ω. The finishes the proof of the
Claim. 
Since M is full and since U = (unvγn)
ω ∈Mω = C1 by Claim 5.2, we obtain limn→ω ‖unvγn −
ψ(unvγn)1‖ψ = ‖U − ψ
ω(U)1‖ψω = 0. Since ψ(unvγn) = (ψ ◦ EN )(unvγn) = ψ(unEN (vγn)) =
δγn,1Γ ψ(un) and since unvγn ∈ U(M) for every n ∈ N, we have {n ∈ N : γn = 1Γ} ∈ ω and
hence {n ∈ N : γn = 1Γ} 6= ∅. This contradicts the assumption that γn ∈ Γ \ {1Γ} for every
n ∈ N. Therefore, the image of θ(Γ) in Out(N) is discrete. 
Proof of Theorem D. Put M = M ⊗ F where F is a type I∞ factor with separable predual.
Define the almost periodic faithful normal semifinite weight onM by the formula ψ = ϕ⊗TrF .
Put p = 1⊗ e with e ∈ F any minimal projection. Then we have (M,ϕ) ∼= (pMp, pψp). As we
explained before, we have a crossed product decomposition M ∼= Mψ ⋊θ Γ and we moreover
know that Mψ is full and that the image of θ(Γ) in Out(Mψ) is discrete by Theorem 5.1.
Hence we may apply Theorem 3.5 to Mψ and we obtain κ > 0 and a1, . . . , ak ∈ pMψp = Mϕ
such that for all x ∈M, and in particular for all x ∈M = pMp, we have
‖x− ϕ(x)1‖2ϕ ≤ κ
k∑
j=1
‖akx− xak‖
2
ϕ. 
6. Unique McDuff decomposition: proof of Theorem E
We will use the following terminology throughout this section. Let M be any σ-finite von
Neumann algebra and A ⊂ 1AM1A any B ⊂ 1BM1B any von Neumann subalgebras with
expectation. Following [Po01, Po03, HI15], we say that A embeds with expectation into B
inside M and write A M B, if there exist projections e ∈ A and f ∈ B, a nonzero partial
isometry v ∈ eMf and a unital normal ∗-homomorphism θ : eAe→ fBf such that the inclusion
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θ(eAe) ⊂ fBf is with expectation and av = vθ(a) for all a ∈ eAe. We refer the reader to
[HI15, BH16] for further information regarding Popa’s intertwining theory.
We first need to prove the following result that will be used in the proof of Theorem E. This is
nothing but a generalization of [HI15, Lemma 4.6].
Lemma 6.1. Let M and N be any σ-finite von Neumann algebras, 1A and 1B any nonzero pro-
jections in M , A ⊂ 1AM1A and B ⊂ 1BM1B any von Neumann subalgebras with expectation.
We will simply denote by B ⊗N the von Neumann subalgebra of (1B ⊗ 1N )(M ⊗N)(1B ⊗ 1N )
generated by B ⊗C1N and C1B ⊗N .
The following conditions are equivalent:
(i) A M B.
(ii) A⊗C1N M⊗N B ⊗C1N .
(iii) A⊗C1N M⊗N B ⊗N .
Proof. It is obvious that (i)⇒ (ii)⇒ (iii).
(iii) ⇒ (i) Put B˜ = B ⊕ C1⊥B and observe that B˜ ⊂ M is with expectation. We have the
canonical identifications 〈M⊗N, B˜⊗N〉 = 〈M, B˜〉⊗N with L2(M⊗N) = L2(M)⊗L2(N) and
JM⊗N = JM⊗JN . Since A⊗C1N M⊗N B⊗N , by [BH16, Theorem 2 (i)⇒ (iii)], there exists
a normal (A ⊗ C1N )-(A ⊗C1N )-bimodular completely positive map Φ˜ : 〈M ⊗ N, B˜ ⊗ N〉 →
A⊗C1N such that Φ˜((1A⊗1N )J
M⊗N (1B⊗1N )J
M⊗N ) 6= 0. Define the normal A-A-bimodular
completely positive map Φ : 〈M, B˜〉 → A by Φ˜(T ⊗ 1N ) = Φ(T )⊗ 1N for all T ∈ 〈M, B˜〉. Since
Φ(1AJ
M1BJ
M ) ⊗ 1N = Φ˜(1AJ
M1BJ
M ⊗ 1N ) = Φ˜((1A ⊗ 1N )J
M⊗N (1B ⊗ 1N )J
M⊗N ) 6= 0, we
have Φ(1AJ
M1BJ
M ) 6= 0. By [BH16, Theorem 2 (iii)⇒ (i)], we obtain A M B. 
We next define the notion of stable unitary conjugacy for tensor product decompositions.
Definition 6.2. Let M be any σ-finite factor. A tensor product decomposition of M is a pair
(A1, A2) of subalgebras of M such that M = A1 ⊗ A2. Two decompositions (A1, A2) and
(B1, B2) are said to be:
• unitarily conjugate if there exists u ∈ U(M) such that uAiu
∗ = Bi for all i ∈ {1, 2}.
We then write (A1, A2) ∼ (B1, B2).
• stably unitarily conjugate if there exist type I factors with separable predual F1 and F2
such that the two tensor product decompositions (A1⊗F1, A2⊗F2) and (B1⊗F1, B2⊗F2)
are unitarily conjugate in M ⊗ F1 ⊗ F2. We then write (A1, A2) ∼∞ (B1, B2).
We record in Proposition 6.3 below several useful properties of the notion of (stable) unitary
conjugacy.
Proposition 6.3. Let M be any σ-finite factor. The following properties hold true:
(i) The relations ∼ and ∼∞ are equivalence relations.
(ii) If M = A1⊗A2 is a tensor product decomposition of M and if F is a type I factor with
separable predual then (A1 ⊗ F,A2) ∼∞ (A1, F ⊗A2) in M ⊗ F .
(iii) If M = A ⊗ F = B ⊗ G are two tensor product decompositions of M where F and
G are infinite type I factors with separable predual then we can find a nonzero partial
isometry v ∈ M with v∗v = p ∈ A and vv∗ = q ∈ B such that v pAp v∗ = qBq and
v pFp v∗ = qGq. If both A and B are infinite then we can choose p = q = 1 so that
(A,F ) ∼ (B,G).
(iv) If M = A1 ⊗ A2 = B1 ⊗ B2 are two tensor product decompositions of M then we have
(A1, A2) ∼∞ (B1, B2) if and only if there exist nonzero projections pi ∈ Ai and qi ∈ Bi
and a partial isometry v ∈ M with v∗v = p := p1p2 and vv
∗ = q := q1q2 such that
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v pA1p v
∗ = qB1q and v pA2p v
∗ = qB2q. If Ai and Bi are infinite for every i ∈ {1, 2}
then we can choose p = q = 1 so that (A1, A2) ∼ (B1, B2).
(v) If M = A1 ⊗ A2 = B1 ⊗ B2 are two tensor product decompositions of M then we have
A1 M B1 if and only if there exists a tensor product decomposition B1 = C ⊗D such
that (A1, A2) ∼∞ (C,D ⊗B2).
Proof. (i) It is obvious that ∼ is an equivalence relation and that ∼∞ is symmetric and reflexive.
Let us prove that∼∞ is transitive. Suppose that (A1, A2), (B1, B2) and (C1, C2) are three tensor
product decompositions of M such that (A1, A2) ∼∞ (B1, B2) and (B1, B2) ∼∞ (C1, C2).
Then we can find type I factors with separable predual Fi and Gi for i ∈ {1, 2} such that
(A1⊗F1, A2⊗F2) ∼ (B1⊗F1, B2⊗F2) inM⊗F1⊗F2 and (B1⊗G1, B2⊗G2) ∼ (C1⊗G1, C2⊗G2)
inM⊗G1⊗G2. Then we naturally have (A1⊗F1⊗G1, A2⊗F2⊗G2) ∼ (C1⊗F1⊗G1, C2⊗F2⊗G2)
in M ⊗ (F1 ⊗G1)⊗ (F2 ⊗G2). Hence (A1, A2) ∼∞ (C1, C2) as we wanted.
(ii) Let G1, G2 be two infinite type I factors with separable predual. Then G1 is isomorphic to
G1⊗F and F ⊗G2 is isomorphic to G2. Hence we can find an automorphism φ of G1⊗F ⊗G2
such that φ(G1) = G1 ⊗ F and φ(F ⊗ G2) = G2. Since G1 ⊗ F ⊗ G2 is a type I factor, φ is
inner. Hence (G1, F ⊗G2) ∼ (G1⊗F,G2) in G1⊗F ⊗G2. Therefore (A1⊗G1, A2⊗F ⊗G2) ∼
(A1⊗F ⊗G1, A2⊗G2) which means exactly that (A1, F ⊗A2) ∼∞ (A1⊗F,A2) as we wanted.
(iii) Take (ek,l)k,l∈N and (fk,l)k,l∈N two systems of matrix units for F and G respectively.
Choose p and q two nonzero projections in A and B respectively such that pe00 and qf00 are
equivalent in M . If both A and B are infinite, then we can take p = q = 1. Take v ∈ M
such that v∗v = pe00 and vv
∗ = qf00 and define V =
∑
k∈N fk0ve0k. Then we have V
∗V = p,
V V ∗ = q and V pApV ∗ = qBq and V pFpV ∗ = qGq.
(iv) Firstly, we prove the “if” direction. Take nonzero projections pi ∈ Ai and qi ∈ Bi and a
partial isometry v ∈ M with v∗v = p := p1p2 and vv
∗ = q := q1q2 such that v pA1p v
∗ = qB1q
and v pA2p v
∗ = qB2q. Take F1, F2 two infinite type I factors with separable predual. Then
there exist isometries ri ∈ Ai ⊗ Fi and si ∈ Bi ⊗ Fi such that rir
∗
i = pi and sis
∗
i = qi. Then
U = (s1s2)
∗v(r1r2) is a unitary in M ⊗ F1 ⊗ F2 such that U(Ai ⊗ Fi)U
∗ = Bi ⊗ Fi.
Secondly, we prove the “only if” direction. Assume that (A1, A2) ∼∞ (B1, B2). Then we can
find two type I factors with separable predual F1, F2 and a unitary u ∈ U(M ⊗ F1 ⊗ F2) such
that u(Ai ⊗ Fi)u
∗ = Bi ⊗ Fi for every i ∈ {1, 2}. Now, by applying (iii) to the two tensor
product decompositions of Ni = uAiu
∗ ⊗ uFiu
∗ = Bi ⊗ Fi, we see that we can find a nonzero
partial isometry vi ∈ Ni with v
∗
i vi = upiu
∗ ∈ uAiu
∗ and viv
∗
i = qi ∈ Bi (and pi = qi = 1 if
Ai and Bi are infinite) such that (viu) piAipi (viu)
∗ = qiBiqi and (viu) piFipi (viu)
∗ = qiFiqi
for every i ∈ {1, 2}. Then there is a unique automorphism φi of Fi such that φ(x)viu = viux
for all x ∈ Fi and φi must be inner because Fi is of type I. Thus, up to replacing vi by
wivi for some unitary wi ∈ Fi, we may assume that viu commutes with Fi. Finally, if we let
V = v1v2u ∈ M ⊗ F1 ⊗ F2 = N1 ⊗ N2, we see that V commutes with F1 ⊗ F2 which means
that V ∈M and we have V ∗V = p := p1p2, V V
∗ = q := q1q2 and V pAip V
∗ = qiBiq for every
i ∈ {1, 2}. Moreover, if all Ai and Bi are infinite then we can choose p = q = 1 and hence
(A1, A2) ∼ (B1, B2).
(v) By [HI15, Lemma 4.13], we can find nonzero projections pi ∈ Ai and qi ∈ Bi and a partial
isometry v ∈ M with v∗v = p = p1p2 and vv
∗ = q = q1q2 such that v pA1p v
∗ ⊂ qB1q. By
reducing q1 if necessary, we may further assume that q1 is a minimal projection in some type
I subfactor K of B1. By the second part of [HI15, Lemma 4.13], we know that we have a
decomposition q1B1q1 = P ⊗ Q such that v pA1p v
∗ = qPq and v pA2p v
∗ = Q ⊗ qB2q. Now,
pick an isomorphism φ : q1B1q1 ⊗ K → B1 such that φ(x ⊗ q1) = x for all x ∈ q1B1q1
and let C = φ(P ⊗ K) and D = φ(Q). Then we have B1 = C ⊗ D, pi ∈ Ai, q1 ∈ C,
q2 ∈ D ⊗ B2 and v pA1p v
∗ = qCq and v pA2p v
∗ = q(D ⊗ B2)q. Hence by (iv), we obtain
(A1, A2) ∼∞ (C,D⊗B2). Conversely, if (A1, A2) ∼∞ (C,D⊗B2) with B1 = C⊗D, then there
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exist type I factors F1 and F2 such that A1⊗F1 is unitarily conjugate to C⊗F1 in M⊗F1⊗F2
which implies that A1 M C by Lemma 6.1 and therefore A1 M B1. 
Proposition 6.4. Let M be any McDuff factor with separable predual and with two McDuff
decompositions M =M1 ⊗ P1 =M2 ⊗ P2. The following conditions are equivalent:
(i) M1 M M2.
(ii) (M1, P1) and (M2, P2) are stably unitarily conjugate.
Proof. (i) ⇒ (ii) By Proposition 6.3 (v), we know that there exists a tensor product decom-
position M2 = C ⊗D such that (M1, P1) ∼∞ (C,D ⊗ P2). Hence P1 is stably isomorphic to
D ⊗ P2 and therefore D is amenable. But M2 = C ⊗D is not McDuff, hence D must be type
I. Therefore, by Proposition 6.3 (ii), we have (C,D⊗P2) ∼∞ (C ⊗D,P2) = (M2, P2). Finally,
by Proposition 6.3 (i), we conclude that (M1, P1) ∼∞ (M2, P2).
(ii)⇒ (i) follows from Proposition 6.3 (v). 
Proof of Theorem E. (i)⇒ (ii) Assume thatM has a McDuff decompositionM =M⊗P where
M is a full factor and P is a non-type I amenable factor. Fix a faithful normal conditional
expectation EP : M → P . Let M = M0 ⊗ P0 be another McDuff decomposition. We want
to show that these two decompositions are stably unitarily conjugate. By Proposition 6.4, it
suffices to show that M M M0.
Assume first that P0 is of type III1. Then P0 ∼= R∞ is the unique Araki–Woods factor of type
III1 [Co75b, Co85, Ha85] and hence we can write P0 as an infinite tensor product
(6.1) (P0, ϕ) =
⊗
n∈N
(M2(C)⊗M2(C), ωλ1 ⊗ ωλ2)
where 0 < λ1, λ2 < 1,
log λ1
log λ2
/∈ Q and ωλi =
1
1+λi
TrM2(C)( ·diag(1, λi)) for every i ∈ {1, 2}. Then
ϕ ∈ (P0)∗ is an almost periodic faithful state satisfying ((P0)ϕ)
′∩P0 = C1. Indeed, (6.1) implies
that (P0, ϕ) ∼= (Rλ1 , ϕλ1)⊗ (Rλ2 , ϕλ2) where Rλi is the Powers factor of type IIIλi for every i ∈
{1, 2}. Since ((Rλi)ϕλi )
′∩Rλi = C1 for every i ∈ {1, 2} and since (Rλ1)ϕλ1 ⊗ (Rλ2)ϕλ2 ⊂ (P0)ϕ,
we indeed have ((P0)ϕ)
′ ∩P0 = C1 (see also [Ha85, Example 1.6]). For every n ∈ N, define the
finite dimensional unital ∗-subalgebra Qn ⊂ R∞ by Qn =
⊗n
k=0(M2(C)⊗M2(C), ωλ1 ⊗ ωλ2).
We show that there exists n ∈ N such that (Q′n ∩ P0)ϕ M P .
Assume by contradiction that (Q′n ∩P0)ϕ M P for every n ∈ N. By [HI15, Theorem 4.3 (5)],
we can find a sequence un ∈ U((Q
′
n ∩ P0)ϕ) such that EP (un) → 0 strongly as n → ∞. Fix
a nonprincipal ultrafilter ω ∈ β(N) \N. By construction, we have (un)
ω ∈ Mω. Hence we
must have (un)
ω = (EP (un))
ω by Theorem 4.4. This contradicts the fact that (EP (un))
ω = 0.
From this contradiction, we deduce that there exists n ∈ N such that (Q′n ∩P0)ϕ M P . Since
(Q′n ∩P0, ϕ|Q′n∩P0)
∼= (P0, ϕ), we have ((Q
′
n ∩ P0)ϕ)
′∩M =M0⊗Qn. Then [HI15, Lemma 4.9]
implies that M M M0 ⊗Qn. Since Qn is a type I factor, [HI15, Remark 4.2 (2) and Remark
4.5] imply that M M M0. Assume now that P0 is any non-type I amenable factor. Then
we can consider M⊗ R∞ = M ⊗ (P ⊗ R∞) = M0 ⊗ (P0 ⊗ R∞). Since P0 ⊗ R∞ is of type
III1 by [CT76, Corollary 6.8] and amenable, we can apply the result obtained in the previous
paragraph and we obtain M ⊗C1R∞ M⊗R∞ M0 ⊗C1R∞ . Hence, by Lemma 6.1, we finally
obtain M M M0.
(ii) ⇒ (i) Assume that M is a McDuff factor with separable predual and with a McDuff
decomposition M =M ⊗ P where M is not McDuff and P is any non-type I amenable factor.
Assuming that M is not full and following the proof of [Ho15, Theorem B], we show the
existence of Ψ ∈ Aut(M) such that Ψ(P ) 6M P . By Proposition 6.4 and [HI15, Lemma 4.9],
this will prove thatM has two McDuff decompositions that are not stably unitarily conjugate.
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Since M is not full, [HU15, Theorem 3.1] shows there exist a diffuse abelian subalgebra B ⊂
M with faithful normal conditional expectation EB : M → B and a M -central sequence of
mutually commuting projections (qn)n∈N in B such that qn →
1
2 σ-weakly as n→∞. Choose a
faithful state φ ∈M∗ such that φ◦EB = φ. Since P is a non-type I amenable factor, P is McDuff
(by combining results in [Co72, Co75b, CT76, Co85, Ha85]) and we may write P = P0 ⊗ R
where R is the hyperfinite type II1 factor and P0 ∼= P . Observe thatM =M ⊗P0⊗R. Choose
any faithful state φ0 ∈ (P0)∗ and put ϕ = φ⊗ φ0 ⊗ τ ∈ M∗.
Write (R, τ) =
⊗
N
(M2(C),TrM2(C)). Let πn :M2(C)→ R be the trace preserving embedding
at the n-th position and put
pn = πn
((
1 0
0 0
))
, vn = πn
((
0 1
1 0
))
, wn = 1− 2pnqn.
By construction, (wn)n∈N is a sequence of mutually commuting unitaries in U(Mϕ). Moreover,
since w∗n = wn for every n ∈ N and since (wn)n∈N is a centralizing sequence, we have that
Ad(wn) → idM in Aut(M) as n → ∞. Since M has separable predual, Aut(M) is a Polish
group. Fix a complete metric d on Aut(M) compatible with the u-topology. We may choose
inductively a subsequence (wnk)k∈N such that wn0 = w0 and
d(Ad(wn0 · · ·wnk),Ad(wn0 · · ·wnk+1)) < 2
−(k+1)
for every k ∈ N. Put Wk = wn0 · · ·wnk ∈ U(Mϕ) for every k ∈ N. The triangle inequality
yields d(Ad(Wp),Ad(Wq)) < 2
−p for all q ≥ p and hence (Ad(Wp))p∈N is a Cauchy sequence
in Aut(M). Since the metric d is complete on Aut(M), the sequence (Ad(Wp))p∈N converges
to Ψ ∈ Aut(M) with respect to the u-topology.
Observe that we now have a new McDuff decomposition M = Ψ(M) = Ψ(M) ⊗ Ψ(P ). It
remains to prove that Ψ(P ) 6M P . Note that WℓvnkWℓ = (1 − 2pnkqnk)vnk(1 − 2pnkqnk) =
(1 − 2qnk)vnk for all ℓ ≥ k and hence Ψ(vnk) = (1 − 2qnk)vnk for every k ∈ N. In particular,
for every x ∈M , we have
‖EP (xΨ(vnk))‖ϕ = ‖EP (x(1− 2qnk)vnk)‖ϕ
= ‖EP (x(1− 2qnk))vnk‖ϕ (since vnk ∈ U(P ))
= ‖EP (x(1− 2qnk))‖ϕ (since vnk ∈ U(Mϕ))
= |ϕ(x(1 − 2qnk))|.
Since qnk →
1
2 σ-weakly as k →∞, we have that limk ϕ(xqnk) =
1
2ϕ(x) and hence
lim
k→∞
‖EP (xΨ(vnk))‖ϕ = lim
k→∞
|ϕ(x)− 2ϕ(xqnk))| = 0.
Since (Ψ(vnk))k∈N is moreover a centralizing sequence in M, we obtain that
lim
k
‖EP (x
∗Ψ(vnk)y)‖ϕ = lim
k
‖EP (x
∗yΨ(vnk))‖ϕ = 0
for all x, y ∈ span(M · P ). By [HI15, Theorem 4.3 (5)], we obtain that Ψ(R) 6M P . Finally,
since the unital inclusion Ψ(R) ⊂ Ψ(P ) is with expectation, [HI15, Lemma 4.8] shows that
Ψ(P ) 6M P . 
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