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Parallel Implementation of 3D Molecular Dynamic Simulation for Laser-Cluster Interaction
Amol R. Holkundkar∗
Department of Physics, Birla Institute of Technology and Science, Pilani - 333 031, India.
The objective of this article is to report the parallel implementation of the 3D molecular dynamic simulation
code for laser-cluster interactions. The benchmarking of the code has been done by comparing the simulation
results with some of the experiments reported in the literature. Scaling laws for the computational time is
established by varying the number of processor cores and number of macroparticles used. The capabilities of
the code are highlighted by implementing various diagnostic tools. To study the dynamics of the laser-cluster
interactions, the executable version of the code is available from the author.
PACS numbers: 36.40.Gk, 52.38.-r, 52.38.Ph, 52.50.Jm
I. INTRODUCTION
The interaction of laser with atomic and molecular clusters
has proved to be a challenging area of research (both exper-
imentally as well as theoretically) over the last decade and it
continues to do so. The laser-cluster fraternity has constantly
been working on new experimental and theoretical techniques
to shed new light on the dynamics of the laser interaction with
atomic and molecular clusters. The pioneer work in this field
has been done by Ditmire et. al. [1], where they have shown
the production of high energy electrons and protons by the ex-
plosion of the noble gas clusters. However, the generation of
intense x-rays reported by Parra et. al. [2], and the fusion re-
action in Deuterium clusters have been reported by Zweiback
et. al. [3]. Also, Donnelly et. al. reported the generation of
high order harmonics generation in laser-cluster interactions
[4].
These various applications are possible as the clusters re-
tain the advantages of an overall low-density gas and debris
free operation and offer very high local solid density leading
to strong laser heating. Hence, the dynamics of laser inter-
action with atomic clusters is completely different A number
of theoretical studies on laser-cluster interactions have been
conducted. The nanoplasma model for the same is proposed
by Ditmire et. al. [5]. In this model, the cluster is considered
to be a spherical plasma ball with uniform radial density and
its evolution is modeled using the hydrodynamic approach.
Milchberg et. al. [6] have proposed a new model in which the
non-uniformities in the hydrodynamic parameters are taken
into account by achieving space variation of the electric field
within the cluster using near field approximation. Earlier we
have also developed a 1-D Lagrangian hydrodynamics to un-
derstand the dynamics of laser-cluster interactions by treating
the cluster as a stratified plasma ball so that the radial variation
of the resulting plasma density can be modeled [7].
So far we have mentioned about the fluid approach to the
laser-cluster interactions, but as clusters are just a collection
of few thousands of atoms or molecules bonded with weak
Vander-Wall forces, treating the problem under the purview
of the hydrodynamic approach can be questioned sometimes.
In view of this, particle models like particle-in-cell (PIC) and
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molecular dynamics (MD) are extensively used to study the
dynamics of laser-cluster interactions [8, 9]. The inherent ad-
vantage of MD over PIC is the absence of any computational
grid which makes it quite simple to implement in three dimen-
sions. Undoubtedly, PIC is a more rigorous method where
in a whole set of Maxwell’s equations is solved on a com-
putational grid. On the other hand, MD is more suited for
problems where in the number of particles is limited to a few
thousands.
The molecular dynamic approach to laser-cluster interac-
tions was initiated by Last and Jortner [10–13]. They have
further shed light on the techniques which are very essential
to perform the MD simulation in an efficient manner, like the
lumping of actual particles to form a one macro-particle with
same charge to mass ratio [14].
A MD code is earlier developed by us to study the dynam-
ics of the laser interactions with the atomic clusters [15]. But
that code being a serial has its limitations in terms of the com-
putational time required to simulate the dynamics of larger
clusters or the interactions of longer pulses. To overcome this
drawback, a parallel version of the code is developed which
could easily simulate the larger clusters. In this paper the said
model is discussed along with its implementation followed by
some bench marking results.
II. SIMULATION MODEL
The dynamics of the laser-cluster interactions is modeled
by treating the cluster as a sphere of radius R0 placed at the
center of the coordinate system (x = y = z = 0). Dimension-
less units are used in the model, so the electric field is de-
noted by dimensionless units a0 = eE/meωc, magnetic field
by b0 = eB/meω . Furthermore, time and space are normal-
ized with respect to ω and k respectively. In the above param-
eters, e, me are the electron charge and mass, E and B are the
electric and magnetic fields in SI units, ω and k are the laser
frequency and wave vector, and c is the speed of light. The
number of atoms in a cluster is calculated by the knowledge
of Wigner-Sietz radius RW [16],
NAtoms =
(
R0
RW
)3
. (1)
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FIG. 1. Time integrated ion energy distribution function (IEDF) for
D8007 clusters irradiated by 25 fs, 857 nm laser pulse with peak in-
tensity 5×1016 W/cm2.
The value of RW depends on the species of the gas cluster
under study. For example, RW is 1.70, 2.02, 2.40 and 2.73 A˚
for Deuterium, Neon, Argon and Xenon clusters respectively
[17].
Initially these atoms are randomly placed inside the clus-
ter of radius R0 (dimensionless). For computational purposes
predefined number of macro particles, NMacro are used. Each
macro particle consists of NAtoms/NMacro of actual particles
(ions or electrons). This procedure of lumping of actual par-
ticles to form pseudo-particles is similar to the one presented
by Last and Jortner [14] and Petrov et. al. [18]. The pres-
ence of other clusters in the neighborhood is simulated by im-
posing periodic boundary conditions on the faces of cubical
simulation box with each side being considered equal to the
inter cluster distance, RIC(= 20R0) [17]. However, the op-
tions for an open boundary or a combination of periodic and
open boundary conditions are also incorporated in the code.
The advantage of the mixed boundary condition is to ensure
the relative faster ionization of cluster atoms as compared to
the condition when only open boundary is used. This is due
to the fact that, the periodicity of the boundaries mimics the
presence of the neighboring clusters which in a sense can es-
calate the ionization by the collisional means. Then the open
boundary condition ensures the free flight of the particles who
no longer are affected by the neighboring clusters.
The dimension of the cluster is very small compared to the
laser wavelength, so only temporal variation in the laser inten-
sity is considered. The cluster is put in constant radiation bath
of the electric field of the laser. The laser electric field ampli-
tude, in dimensionless units is calculated by the knowledge of
the laser intensity as,
a0 =
√
I0λ 2/1.366× 1018. (2)
Here I0 is laser intensity in the units of W/cm2 and λ is laser
wavelength in units of µm. The temporal profile of the laser
intensity is given by,
I(t) = a0 exp[−2.77(t − 2τ f whm)2/τ2f whm]. (3)
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FIG. 2. Temporal evolution of the average energy of D8007 cluster
irradiated by 25 fs, 857 nm laser pulse with peak intensity 5× 1016
W/cm2. Each curve represents simulations of the cluster with a fixed
number of macroparticles.
Here τ f whm is the FWHM pulse length of the laser (t and τ f whm
should be taken in same units, whether SI or dimensionless
units). The electric and magnetic fields are given to be,
Ex = a0 sin(t) (4)
Ey = a0 sin(t +φE) (5)
Ez = 0 (6)
Bx = b0 sin(t +φB) (7)
By = b0 sin(t) (8)
Bz = 0. (9)
where values of φE and φB are taken as 3pi/2 and pi/2 re-
spectively for circularly polarized light. However for linearly
polarized light, its values are chosen in such a way that Ey
and Bx components of the laser field is zero. Here t is in di-
mensionless units (normalized to ω). It should be noted that
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FIG. 3. Time integrated ion energy distribution function (IEDF) of
Ar40,000 measured along and perpendicular to laser polarization di-
rection.
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FIG. 4. Time integrated ion energy distribution (IEDF) function for
Ar40,000 clusters.
the electric field corresponding to a0 = 1 signifies the corre-
sponding magnetic field to be b0 = 1. With these criteria, it
is convenient to represent both the electric and magnetic field
using same parameters.
The ionization of the cluster atoms is carried out by using
optical field and collisional ionization through Monte-Carlo
method. For the optical field ionization (OFI), we calculate
the OFI rate νo f i as a function of laser field strength using
ADK tunnel ionization formula [19] [15]. The collisional ion-
ization rate νci is calculated from the best fitted data on the
ionization rates [20] for atomic species of the cluster whose
Z < 28. However, Lotz formula for the collisional ioniza-
tion rate is used for Xe, which is calculated as mentioned in
Ref. [15, 21] for a particular ionic species. Once total ion-
ization rate, νtotal = νo f i + νci, for an atom is calculated, a
random number, 0 < α ≤ 1, is generated and compared with
the P = 1−exp[−νtotal∆t], where ∆t is a time step for the cal-
culation of the ionization process. If α < P then the atom is
ionized and an electron is created randomly in the vicinity of
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FIG. 5. Fraction of different Argon charge states at 500 fs. Laser and
cluster parameters are same as in Fig. 4.
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FIG. 6. Time integrated ion energy distribution function for Xe2600
clusters irradiated by 28 fs, 790 nm laser pulse with peak intensity
4×1015 W/cm2.
the atom [15].
The particles are advanced under the influence of Lorentz
and Coulomb forces due to the presence of other charged par-
ticles. Relativistic effects are taken into consideration while
formulating the equation of motion. The standard Boris leap
frog algorithm is used where in the motion in electric and
magnetic fields is decomposed and v×B rotation is properly
achieved [22]. Boris algorithm is numerically stable and it is
not very sensitive to the choice of time step.
The OPENMP framework is used to execute the program in
parallel. It harnesses the multi-core architecture of any mod-
ern processor. As the particle mover and force calculation
consumes lot of computational time, only these two modules
are paralleled using OPENMP. The program is executable on
any modern Linux desktop or server with GNU compiler g++
version greater than 4.0.
III. RESULTS AND DISCUSSION
In order to validate the simulation model, we simulated
some experiments and existing simulation results for Argon,
Xenon and Deuterium clusters. It is observed that the energy
spectrum of energetic ions in all experiments is in good agree-
ment with the results obtained from the MD code, which indi-
rectly signifies that the dynamics is correctly simulated.
To begin with a case with D8007 cluster interaction with 25
fs, 857 nm laser with peak intensity of 5× 1016 W/cm2 is
simulated using 500 macroparticles. The time integrated ion
energy distribution function for this case is presented in Fig.
1, which shows good agreement with the results presented by
[12]. As expected the average kinetic energy is found to be
∼ 1.5 keV, which in this case is 3/5th of the maximum energy
observed (∼ 2.5 keV).
To validate the effectiveness of the lumping procedure, the
same case as in Fig. 1 is simulated with number of marcoparti-
cles ranging from 40 to 500. The time evolution of the average
kinetic energy as a result of varying the number of macropar-
4ticles is presented in Fig. 2. It is clear from this figure that the
92% change of the ratio NAtoms/NMacro is reflected in just 7%
change in the final average energy of the D8007 cluster. This
indeed, establishes the stability of the lumping procedure in
the simulations. Keeping the results from Fig. 1 as reference,
200 macroparticles are further used to simulate the Ar40,000
and Xe2600 clusters.
The anisotropic explosion of the Argon clusters was re-
ported by Kumarappan et. al. [23]. They had shown that the
explosion of Ar40,000 cluster after the interaction of the 100 fs,
806 nm laser pulse with peak intensity of 8×1015 W/cm2, re-
sults in an anisotropic ion energy distribution. It was observed
that more energetic ions were detected along the laser polar-
ization direction compared to those detected in the perpendic-
ular direction. To understand the dynamics of this anisotropic
cluster explosion, the same case has been simulated with this
MD code. The cluster radius is calculated using Eq. (1) with
RW = 2.4 A˚, which is about 82 A˚. The detector is placed at a
location 9 R0 from the center of the simulation domain. Two
detectors are placed along (x axis) laser polarization and two
are placed perpendicular to it (y axis). The particles which
are making an angle less than 30o with the detector normal
are counted. The time integrated ion energy distribution along
(0o) and perpendicular (90o) to laser polarization is presented
in Fig. 3. It can be seen that more energetic ions are emit-
ted along the laser polarization direction compared to those
in the direction perpendicular to it. Complete time integrated
ion energy distribution is presented in Fig. 4. Energies which
are seen in Fig. 3 and 4 (∼ 200 keV) are in good agreement
with the experimental findings. The anisotropic explosion of
the cluster is explained on the basis of charge-flipping model
[23]. Rapid oscillations of the electrons in the laser field cause
the atoms on the laser polarization axis to be more ionized
resulting in more energetic ions along the laser polarization
compared to their number in direction perpendicular to it. The
fraction of the charge states at 500 fs is presented in Fig. 5,
the observed charge states are also in good agreement with the
experimental findings [23].
The experiments of cluster interactions with comparatively
shorter laser pulses (∼ 30 fs) are conducted by Skopalova` et
al. [24]. They have studied the interaction of Xe2600 cluster
with 28 fs, 790 nm laser pulse with peak intensity of 4× 1015
W/cm2. They showed the anisotropic explosion of the Xenon
clusters, but not the one mentioned in the last paragraph. They
observed that more energetic ions were detected in the direc-
tion perpendicular to the laser polarization and not along it.
This kind of anisotropy is attempted to be simulated but were
the phenomenon mentioned above is not observed. However,
the energies of the Xenon ions observed in the simulations are
in good agreement with their experimental findings. Time in-
tegrated ion energy distribution for this case is presented in
Fig. 6, which seems to be in good agreement with the experi-
ment performed by Skopalova` et al. [24].
Finally we would like to shed some light on the perfor-
mance of the parallel MD code using OPENMP framework.
The shared memory architecture of the OPENMP framework
makes it attractive to write a parallel code compared to an MPI
framework. Now a days CPUs are equipped with multi-core
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FIG. 7. CPU execution time with increasing number of cores and
number of macroparticles. The CPU is Intel(R) Xeon(R) CPU E5645
@ 2.40GHz.
processors, typically 12 or more cores. In view of this we de-
cided to harness the power of multi-core processors by using
all the cores of the same CPU. It is done by avoiding the use
of MPI framework, which involves the communication with
other CPUs in high speed network.
To study the performance of the code, the 80 A˚ Deuterium
cluster dynamics for 5000 time steps is simulated on Intel(R)
Xeon(R) CPU E5645 @ 2.40GHz. It is assumed that cluster is
fully ionized at t = 0 itself, and hence the code has to run by
keeping equal number of electron and ion macroparticles. The
execution time of the program with 3000 macroparticles (elec-
trons + ions), executed with different number of cores, is pre-
sented in Fig. 7 (a). The dots denote the actual time taken in
seconds and solid line shows the power law fit to the curve. It
is observed that the computation time scales as ∼N−2core, where
Ncore is the number of cores used to run the code. The com-
putational time with different number of total macroparticles
using 6 cores is shown in Fig. 7 (b). The different number
of macroparticles effectively changes the lumping parameter
of 80 A˚ Deuterium cluster. It is observed that computational
time increases as ∼ N2part , where Npart is the number of total
macroparticles used in simulation.
IV. CONCLUSION
A parallel implementation of the molecular dynamic simu-
lation for laser-cluster interactions is presented. The results
from the MD simulations are compared to the existing ex-
periments and simulations. The ion energy distributions of
Ar40,000, Xe2600 and D8007 clusters are found to be in agree-
ment with the existing results. The anisotropic explosion of
Ar40,000 cluster with energetic ions along the laser polariza-
tion direction is also observed in the simulations. The scal-
5ing laws for the computational time with number of processor
cores and number of macroparticles are also established. It
is found that computation time scales as ∼ N−2core and ∼ N2part
with number of cores and macroparticles are used. The stabil-
ity of the code is also been established by varying the lumping
parameter without affecting the simulation results adversely.
The executable version of the code can be obtained from
the author.
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