In contrast to traditional wireless sensor networks, where energy conservation is the main objective, nextgeneration wireless sensor networks will additionally demand guarantees in terms of delay, reliability and bandwidth. However, current sensor network protocols offer very limited QoS support. Moreover, the current research does not take into account the growing heterogeneous nature of sensor nodes and applications. Therefore, we present in this paper an Adaptive Modular QoS Architecture (AMoQoSA), which uses several QoS techniques that can be activated according to the nodes' capabilities. This enables the network to dynamically adapt itself to the current network situation in order to continuously deliver optimal QoS guarantees in heterogeneous sensor networks.
Introduction
The research in wireless sensor networks has known an unprecedented growth. For many years, wireless sensor networks have been used for simple monitoring purposes, for controlling industrial processes and for automation purposes. This research has been dominated by energy considerations, while Quality of Service (QoS) parameters such as delay and bandwidth were often deemed unimportant and consequently disregarded. Today, wireless sensor network applications demand more and more provisions from the underlying sensor network. Current sensor networks are even used to transport audio and video streams [9] . As a result, QoS requirements on delay, jitter, bandwidth and reliability can no longer be ignored.
Recently, several MAC and routing protocols have been proposed which support QoS [1] . They focus mainly on a layered network approach and QoS constraints such as timeliness [2, 6] and reliability [5] . However, a one-sizefits-all solution is not available: the protocols support only a few of the application requirements and no mention is made of other requirements such as jitter and required bandwidth.
Moreover, the heterogeneity of the sensor network is generally ignored by applying identical QoS mechanisms on each sensor node. Finally, they cannot deal with diverse traffic streams [3] and, consequently, the heterogeneity of future wireless sensor network applications is also ignored.
In [8] , a cross-layer framework for optimizing global power consumption and balancing the load in sensor networks through greedy local decisions is presented. This framework is able to adapt the routing and MAC layer behavior of the sensor nodes and, although this framework is originally intended for energy conservations, an extension towards QoS can be made. However, only local adjustments are made in order to improve global network performance. Additionally, this framework applies identical techniques on each sensor node, which is not effective when coping with the heterogeneous nature of sensor networks.
In this paper, we present an Adaptive Modular QoS Architecture (AMoQoSA) that can handle the heterogeneous nature of future sensor networks and applications. This framework enables the network to adaptively change its QoS behavior in order to continuously deliver the most optimal QoS guarantees with respect to energy considerations.
The remainder of this paper is organized as follows. In section 2, we start by discussing how dynamic and heterogeneous sensor networks can be supported at an architectural level. Next, in section 3, we describe three QoS techniques that are scalable towards dynamic and heterogeneous networks. In section 4, an Adaptive Modular QoS Architecture (AMoQoSA) is presented, in which the previously presented QoS techniques can be integrated. Finally, we conclude the paper by giving a short summary of our work in section 5.
sensor nodes can be different and (ii) the network can support multiple services with different requirements.
Different node capabilities
Nodes in a sensor network can differ in regard to energy capacity (battery powered versus line-powered), computational power and communication capabilities. Applying the same techniques and mechanisms on each sensor node is not very efficient and against the heterogeneous nature of sensor networks. Therefore, it would be beneficial to apply different techniques on different sensor nodes, based on their remaining energy and their computation and communication capabilities. This way, nodes with advanced capabilities can fulfill more demanding tasks such as data-aggregation, while others only have to fulfill some basic tasks, resulting in a better spread of the energy-usage over the network.
To support these different types of nodes, several QoS profiles can be used to organize the nodes into classes with similar capabilities. These profiles specify which QoS techniques should be used in each type of node. As an example, we give a classification in 3 classes, each supporting QoS at a different level.
Lightweight QoS profile.
The lightweight QoS profile is very simple. Sensor nodes implementing this profile do not actively exchange information with neighboring nodes, but can receive information and instructions from more advanced nodes. QoS support is limited to the altering of parameters of passing packets, for example by changing the packet's priority.
Basic QoS profile.
A basic QoS-enabled node is capable of exchanging information with neighboring nodes. It has thus a more local network view. Additionally, to support QoS, these nodes can adjust the parameters of the network protocols.
2.1.3 Advanced QoS profile. Finally, the nodes implementing an advanced profile are decision makers: they can communicate with nodes through the whole network to obtain network-wide information. In addition to the above QoS decisions, they can decide to dynamically replace network protocols or enable data-aggregation, thus ensuring global QoS requirements are fulfilled.
Dynamic requirements
In contrast to traditional wireless sensor networks which are typically used for one application, evolved sensor networks must be able to support many diverse applications on the same network. This means that the network can not be optimized in terms of one application. Instead, the number of applications and the requirements of the applications will change during the lifetime of the network. Thus, the optimal network configuration (type of protocols, protocol parameters, QoS requirements, . . . ) will also change. To support these dynamic and changing applications, the supporting QoS protocols should be able to dynamically adapt the behavior of the network.
Adaptive QoS techniques
As has been stated in section 2, efficient QoS support for different sensor network applications in a heterogeneous sensor network environment cannot be achieved by simply applying the same techniques on each sensor node. Thus, QoS-enabling techniques should be very adaptive. To support this adaptivity, we make a separation between QoS techniques according to their complexity 1 . As such, QoS techniques can be added according to the nodes' capabilities. Three such QoS techniques will be described in the following sections.
Per-packet inspection
In traditional wireless sensor networks, data packets entering a sensor node are directly sent to the routing protocol. Although this approach is sufficient for simple wireless applications with limited QoS constraints, it is more beneficial to actively process and adapt incoming packets and their properties. When using 'Per-Packet Inspection', every incoming data packet is inspected by a separate QoS module and then, based on the current node's state and the QoS requirements, the properties of the data packet are adjusted (see Figure 1 ).
Figure 1. 'Per-Packet Inspection' technique
For example, the priority of packets that have too much delay can be increased to ensure that the packet reaches its destination in due time. On the other hand, if a packet is near its destination and still has sufficient time left to fulfill its QoS requirements, its priority can be lowered so that less energy is used, or so that other packets with more stringent requirements arrive on time.
Per-Packet Inspection can also be used to intelligently sort packets which are jitter sensitive, or even drop packets which are deemed less important or which will arrive too late anyway.
This technique requires only a local view on Quality of Service, both in time (only the current packet is considered) and space (this technique does not require communication with other nodes). As such, it is suited even for sensor nodes with very limited capabilities.
Protocol adaptation
A second QoS technique analyzes the inner workings of a protocol (such as routing or MAC) and, if needed, adjusts the settings and parameters of the protocol based on the QoS requirements (see Figure 2 ).
Figure 2. 'Protocol Adaptation' technique
For example, when a node notices that its queue is full, the node can decide to minimize the contention window of its MAC protocol to have a faster channel access and thus increase its throughput. Alternatively, more time slots can be requested. Similarly, the next-hop criteria of the routing protocol can be influenced depending on the QoS requirements. A low delay can be obtained by choosing next hops that result in the shortest path to the destination, whereas high reliability constraints might require a more nearby node with a lower packet loss rate.
This 'Protocol Adaptation' technique requires continuous interaction with arriving packets (both data and control packets), and as such results in a more global view in time. Although the other protocols on the node still communicate with other nodes, this technique requires only information of the current node and thus provides a very local view in space. More advanced nodes can make decisions based on a more global view in space by exchanging information between the QoS modules, at the cost of higher energy costs due to extra packet transmissions.
One of the major challenges for this technique is the definition of universal interfaces to retrieve and adjust protocol parameters.
Protocol replacement
Finally, instead of changing the way a protocol behaves, it is possible to replace network protocols by a new protocol. This new protocol can be more suited for the current network conditions and QoS requirements. As such, 'Protocol Replacement' requires a global view on the network situation both in time and space.
Protocol replacement can be applied at three different scales (see also Figure 3 ):
• Node protocol replacement. A single sensor node can decide to replace a network protocol. For example, a node can decide to change its data-aggregation protocol.
• Local protocol replacement. An alternative is 'local protocol replacement', whereby a group of sensor nodes changes one of their network protocols. For example, the North-East part of the sensor network may decide to replace their routing strategy from reactive to proactive.
• Global protocol replacement. Finally, when using 'global protocol replacement', the whole network decides to change one of their protocols. For example, because of lower network utilization, a CSMA-based MAC protocol may be more beneficial than a TDMAbased MAC protocol.
Figure 3. 'Protocol Replacement' technique
The use of a protocol replacement strategy has several consequences. First, the protocols must all be available on the node. This can be either in pre-compiled version, or through a code-exchange procedure. Furthermore, the architecture must support the switching of protocols: packets must be passed to the new protocol and the new protocol's parameters must be set in line with the current network conditions. Also, communication messages must be exchanged between the nodes, which introduces extra communication overhead. Finally, different protocols should be compatible, so that neighboring nodes running different protocols can still communicate with each other. However, according to existing work [7] , the protocol replacement approach can result in a substantial increase of the network performance.
In Figure 4 , a table is given that indicates for each QoS technique whether a global or local network view (in terms of space and time) is required.
Adaptive Modular QoS Architecture (AMoQoSA)
The previously presented QoS techniques are illustrated by integrating them in a conceptual architecture. This Adaptive Modular QoS Architecture (AMoQoSA) is shown in Figure 5 and is designed to be integrated in a cross-layer or modular wireless sensor network architecture [10] . The AMoQoSA is situated between an Application Abstraction Layer (AAL) and a Hardware Abstraction Layer (HAL).
The Application Abstraction Layer forms an abstraction of the different sensor network applications and provides a QoS translation method. The latter is responsible for the correct translation of the application QoS requirements to the network QoS requirements.
The Hardware Abstraction Layer is responsible for a seamless interaction between the AMoQoSA and the different kinds of physical hardware.
Both the Application Abstraction Layer and the Hardware Abstraction Layer are beyond the scope of this research paper.
The Adaptive Modular QoS Architecture itself consists of four main building blocks (the 'QoS Framework', a 'Modular Database', the 'Network Protocols' and the 'Packet Queues'). These building blocks will each be discussed in more detail in the following sections, starting with the 'QoS Framework'.
The 'QoS Framework' contains several modules which, together, provide the required QoS guarantees. Some of these modules are optional and are marked with an asterisk. Only nodes with sufficient remaining energy will implement all the modules and thus all the functionalities, whereas nodes with a lower remaining energy will only implement a subset of these optional modules. This specification is described in the QoS profiles (see also section 2.1). Three modules ('Protocol Adaptation', 'Protocol Replacement' and 'Per-Packet Inspection') have already been described in section 3.
Configuration module
The 'Configuration Module' is responsible for adjusting the settings of the network protocols. For this, a general interface is required through which these settings can be modified. A typical example parameter which can be adjusted is the contention window of the MAC protocol.
Control plane management module
When setting up the sensor network, a decision has to be made about which and how many nodes are provided with which type of QoS profile and where they must be placed (see also section 2.1). The 'Control Plane Management Module' is responsible for this organization and for providing all the QoS-related communication between the sensor nodes.
Organizing the QoS profiles is a continuous process. For instance, after the initial QoS profile organization, a node with an advanced QoS profile can decide to implement a more energy saving QoS profile because its remaining energy becomes too low. Another node will have to switch to an advanced QoS profile in order to still be able to deliver the requested QoS guarantees.
For the organization and the management of the QoS profiles of the different sensor nodes, a 'Control Plane' is set up above the traditional 'Data Plane' (see Figure 6 ). Each sensor node can exchange all its QoS-related information to its neighbors or to remote nodes by using this control plane. It is important to remark that only the QoS-related information needed for a correct QoS management is sent over this control plane. The data packets are sent across the data plane. Consequently, the communication links used for the data packets can be totally different from the communication links used for the control information. For example, the data packets can be routed by an optimized hierarchical routing protocol where only intermediate advanced nodes are next-hop candidates.
Information gathering module
The 'Information Gathering Module' has several responsibilities. First, it is responsible for answering requests for information from other modules. For instance, the 'Protocol Replacement Module' may need information about the remaining energy. Second, it is responsible for generating new requests for information to neighboring nodes when the requested information is not yet available (note that the actual distribution of these requests is the task of the 'Control Plane Management Module'). This can, for example, 
Activate/Deactivate module
When the 'Control Plane Management Module' has organized the nodes according to their QoS profiles, the 'Activate/Deactivate Module' is responsible for activating and deactivating the corresponding code of the correct QoS profile in the 'QoS Framework'.
Furthermore, this module is responsible for activating and deactivating the code of the used network protocols. For example, when the 'Protocol Replacement Module' decides to change its routing protocol, this 'Activate/Deactivate Module' will deactivate the current routing protocol and activate the new routing protocol. When the sensor node does not contain the required protocol code, the 'Activate/Deactivate Module' will request the needed protocol code from other (neighboring) sensor nodes. A typical scenario goes as follows:
1. The 'Protocol Replacement Module' requires information about the remaining energy of the neighboring nodes.
2. This information is procured using the 'Information Gathering Module', who requests this information from the 'Modular Database'.
If this information
is not yet available, the 'Information Gathering Module' generates a request for information from the neighboring nodes.
4. Finally, the 'Control Plane Management Module' is responsible for the correct distribution of this request.
This 'QoS Management Module' is thus responsible for the correct execution of the call sequences.
Data-aggregation module
The next module is the 'Data-aggregation Module'. Since data packets in sensor networks are often highly correlated, these packets can be often combined in order to reduce the number of packet transmissions [4] . Dataaggregation has a great influence on the QoS guarantees that can be delivered by the underlying sensor network.
• Since information from several packets is combined into a single packet at an intermediate node, dataaggregation has a negative influence on reliability. In order to decrease the effect of packet losses, the maximal number of packets which are aggregated can be limited, or duplicates can be sent.
• Before aggregation can be executed, the node has to wait on the arrival of other data packets which should be combined. Thus, data-aggregation also has a negative influence on the introduced delay. To offer QoS guarantees, an upper limit on the waiting time can be imposed, or high-priority packets can be excluded from aggregation.
• Data-aggregation can have a profound influence on the jitter due to the introduced delay.
• Finally, data-aggregation can be used to reduce the traffic load. Since less packets have to be send, the available bandwidth is more efficiently used.
Modular database
The 'Modular Database' is a central database that stores all the necessary code and parameters. A distinction can be made between the 'code' and the 'parameter' repository.
The code repository contains the code of the available network protocols and the code of the optional QoS Framework modules (the correct QoS profiles). The 'Activate/Deactivate Module' can control which code is active.
The parameter repository contains protocol, node, neighbor and network information, as well as the translation of the application requirements into QoS parameters. Every module that needs information about protocols, node or neighbors such as the contention window or the remaining energy, can (indirectly) interact with the 'Modular Database' to obtain or store this information.
Network protocols
The 'Network Protocols' building block contains all the active network protocols. For instance, two different routing protocols can be together active when there are multiple traffic streams each requiring a different routing strategy. Other typical protocols are a neighbor discovery protocol and MAC protocols.
Packet queues
Finally, the architecture contains an incoming and outgoing packet queue.
The incoming packet queue is used by the 'Per-Packet Inspection Module': the priority of incoming packets can dynamically be adapted and packets can be dropped. The queue itself classifies packets based on their priority. A weighted round robin system can be further implemented to process the packets in the right sequence, and to meet the required QoS.
When a packet is fully processed, it is put into the outgoing packet queue. Afterwards, when the MAC module is ready to send a new packet, the outgoing QoS scheduler can intelligently select a packet from this queue and can send it to the MAC module.
Conclusion
In this paper, we investigated the need for adaptive QoS support in the next-generation wireless sensor networks and we proposed several solutions.
First, we described the dynamic and heterogeneous nature of these next-generation wireless sensor networks. This heterogeneity is expressed in two different ways: the nodes can have different capabilities and several applications can have many diverse requirements. Therefore, on one hand, we defined three different QoS profiles, and on the other hand, we presented several techniques that are able to dynamically adapt the behavior of the network. Some of these techniques such as 'Per-Packet Inspection' and 'Protocol Adaptation' can only influence the packet's or node's behavior, while others such as 'Local and Global Protocol Replacement' can influence the global network behavior.
Afterwards, we presented an Adaptive Modular QoS Framework (AMoQoSA) in which the previous techniques and mechanisms can be combined. This framework is responsible for the continuous (re)organization of the QoS profiles, based on the current application requirements and on the remaining node capabilities.
Finally, we illustrated how this framework can dynamically adapt itself to the most optimal QoS configuration. For instance, different modules (e.g. routing) can be implemented at the same time in order to meet the requirements of different simultaneous traffic streams.
To conclude this paper, we are confident that QoS support will become increasingly important for the nextgeneration wireless sensor networks. However, current research does not take into account the heterogeneous nature of current sensor network hardware and applications. Therefore, we proposed several techniques and strategies which can be used to continuously deliver optimal QoS guarantees in dynamic and heterogeneous sensor networks.
