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ABSTRACT
This paper studies the optimality of kernel methods in high-dimensional data clustering. Recent works
have studied the large sample performance of kernel clustering in the high-dimensional regime, where
Euclidean distance becomes less informative. However, it is unknown whether popular methods,
such as kernel k-means, are optimal in this regime. We consider the problem of high-dimensional
Gaussian clustering and show that, with the exponential kernel function, the sufficient conditions
for partial recovery of clusters using the NP-hard kernel k-means objective matches the known
information-theoretic limit up to a factor of
√
2 for large k. It also exactly matches the known upper
bounds for the non-kernel setting. We also show that a semi-definite relaxation of the kernel k-means
procedure matches upto constant factors, the spectral threshold, below which no polynomial time
algorithm is known to succeed. This is the first work that provides such optimality guarantees for
the kernel k-means as well as its convex relaxation. Our proofs demonstrate the utility of the less
known polynomial concentration results for random variables with exponentially decaying tails in
higher-order analysis of kernel methods.
Keywords kernels · high-dimensional clustering · optimality · statistical-computational tradeoffs
1 Introduction
Kernel methods are one of the most empirically successful class of machine learning techniques. While being easy to
implement, kernel methods are well known to improve empirical performance of algorithms and are also related to other
successful machine learning principles such as Gaussian process and neural networks (Kanagawa et al., 2018; Jacot,
Gabriel, and Hongler, 2018). At the heart of kernel based learning lies the kernel trick which implicitly maps the data to
a high, possibly infinite, dimensional reproducing kernel Hilbert space (RKHS), and hence, induces non-linearity into
classical linear learning models such as support vector machines, principle component analysis or k-means. Kernel
methods are based on a solid theoretical foundation, which makes them conducive to theoretical analysis. There has
been considerable theoretical research on kernel based supervised learning from a statistical perspective (Steinwart
and Christmann, 2008; Mendelson and Neeman, 2010), and to some extent, in the context of semi-supervised learning
(Wasserman and Lafferty, 2008; Mai and Couillet, 2018). Perhaps surprisingly, much less is known about the statistical
performance of kernel methods beyond such settings, for instance, kernel based data clustering.
A long-standing issue in the theoretical study of clustering, and also kernel based clustering, has been the lack of a
universally accepted notion of goodness of clustering. A popular definition of good clustering is one that consistently
or near-optimally partitions the data domain. Based on this perspective, there exist approximation guarantees for
solving kernel based cost functions (S. Wang, Gittens, and Mahoney, 2019) and consistency results showing that the
clustering asymptotically approaches a limiting clustering (Luxburg, Belkin, and Bousquet, 2008). In such analyses, the
optimal cost function is inherently tied to the chosen kernel and hence can be arbitrarily far from the “ground truth.”
For instance, even an arbitrary clustering can be optimal for trivial kernels (constant or identity functions). Another
approach to measure the performance of a clustering algorithm is by establishing recovery guarantees under distributional
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assumptions, sometimes known as planted models. Distributional assumptions, or specifically (sub)-Gaussian mixture
model assumption, is often considered in the theory of clustering. While learning a mixture of Gaussians has always
been an important research problem, Dasgupta (1999), for the time, presented a provable clustering algorithm to learn a
mixture of high-dimensional Gaussians. Theoretical research on learning high-dimensional Gaussians have ever since
been highly significant, owing to the ubiquity of high-dimensional data in practice. Recent works in this direction
provide phase transitions for both clustering and parameter estimation of a mixture of high-dimensional Gaussians
(Banks et al., 2018; Ashtiani et al., 2018).
Couillet and Benaych-Georges (2016) initiated the theoretical study of kernel methods for high-dimensional Gaussian
clustering, and in particular, presented the large sample behaviour of kernel spectral clustering in the regime where
number of samples grow linearly with the data dimension. The statistical difficulty in this regime stems from the fact the
Euclidean distance tends to be less informative in high dimensions and intra-cluster distances could be systematically
larger than inter-cluster distances. Yan and Sarkar (2016) generalised the problem setup to sub-Gaussian mixtures
and derived sufficient conditions for achieving zero clustering error using convex relaxations of the kernel k-means
objective. In both works, the analysis is restricted to computationally efficient clustering algorithms and the optimality
of kernel methods, in terms of comparing necessary and sufficient conditions for clustering, is not addressed.
In this paper, we study the phase transition of the high-dimensional Gaussian clustering problem, similar to Banks et al.
(2018), where the number of samples is linear in the problem dimension. However, we focus on the case where one
has access to only a kernel matrix. In other words, while the information-theoretic thresholds inherent to the Gaussian
clustering problem, are expected to remain unchanged in the kernel setting with a non-trivial kernel, we prove that
one can nearly achieve such thresholds using popular kernel methods. The main contributions in this paper are the
following:
(1) We identify the smallest separation between the means of latent clusters such that the clusters are statistically
distinguishable under a kernel k-means objective in the sense of partial recovery, that is, error smaller than random
guessing. Our result matches the phase transition for high-dimensional Gaussian clustering without kernels (Banks
et al., 2018).
(2) We analyse a common semi-definite relaxation of the kernel k-means objective and present sufficient conditions
for partial recovery that match, up to constant factors, the known spectral threshold — akin to the Kesten-Stigum
threshold in the community detection under stochastic block model literature (Baik, Arous, and Péché, 2005; Paul,
2007).
Our main results obtained from the analysis of the two exponential-kernel clustering algorithms and the best known
results for the same problem in a non-kernel setup are summarized in the table below. k is the number of clusters, and α
is the ratio of sample size to the data dimension which remains asymptotically finite in our setting.
The lower and the upper bounds are on the minimum separation of the clusters required to achieve partial recovery.
The first column contains the bounds for the information-theoretic threshold. The second column contains the bounds
corresponding to the computational class of poly-time algorithms.
Information-
theoretic limit
Poly-time
solvable
Lower bounds
√
2(k−1) log(k−1)
α
k−1√
α
Upper bounds
(non-kernel) 2
√
k log k
α + 2 log k O(k−1∨ k−1√α )
Upper bounds
(kernel)
2
√
k log k
α + 2 log k O(k ∨ k√α )
As noted in Couillet and Benaych-Georges (2016), one requires a second-order analysis since first-order approximation
of the kernel function does not suffice for the analysis in the high-dimensional setting. To this end, our proofs show
that recent polynomial concentration inequalities (Götze, Sambale, and Sinulis, 2019) can be useful for second-order
analysis of kernel methods.
2 Background and Setting
Notation: We denote denotes the set of natural numbers {1, 2, . . . , k} by [k]. For any matrix A, ‖A‖F refers to the
Frobenius norm of the matrix. For any vector x, ‖x‖ refers to the Euclidean norm of the vector and ‖x‖1 denotes the
2
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l1 norm of the vector. I denotes the identity matrix. For any A ∈ Rm×m, ‖A‖∞→1 refers to the∞ → 1 operator
norm and defined as sup
m
(yTAz). For any n real numbers {ai}ni=1, (a1 ∨ a2 . . . ∨ an) refers to the maximum of the
sequence: max
i
ai. For any random variable x, Ex denotes the expectation of x.
Setting: Our setting is akin to the one used in Banks et al. (2018), specifically due to the existence of a near-optimal
phase transition for the information-theoretic threshold in the setting. We assume that the data is generated according
to the following process. Let k be the number of clusters. Then, k points {µ′1, µ′2, ..., µ′k} ∈ Rp are generated
independently according to a normal distribution with mean 0 and covariance kk−1 Ip. The k points are then centered
by subtracting their sample mean from each entry and the resulting centered vectors are denoted by {µ1, µ2, ..., µk}.
Let m = αp for some α > 0 - a fixed parameter. Then for each i ∈ [k], generate mk points from a normal distribution
with mean
√
ρ
pµi and covariance matrix I for some fixed parameter ρ > 0. Observe that the parameter ρ represents
the separation between the clusters and can be treated as the parameter indicating the “statistical ease” with respect
to the clustering problem or alternatively as the signal-to-noise ratio in this setting (we have an identity covariance
matrix). We are interested in studying the large sample behaviour of clustering approaches in the high-dimensional
setting: m, p→∞ and mp = O(1).
We denote the resulting set of m points by {x1, x2, ..., xm}. Let σ : [m] → [k] denote a balanced partition of m
points into k clusters and let σ∗ denote the true partition: σ∗(i) = s if Exi =
√
ρ
pµs. Let X
∗ denotes the ground truth
clustering matrix defined as follows:
X∗i,j =
{
1 if σ∗(i) = σ∗(j)
0 otherwise.
For any arbitrary partition σ, define the k × k overlap matrix β(σ, σ∗), for each s, t ∈ [k] as the fraction of all points
assigned by σ to the sth cluster and the fraction of all points assigned by σ∗ to the tth cluster,
β(σ, σ∗)s,t =
k|σ−1(s) ∩ σ−1∗ (t)|
m
.
Then ‖β(σ, σ∗)‖2F is a measure of similarity of the partition, σ with the true partition, σ∗. Observe that if the partitions
are completely uncorrelated, then β is the constant matrix of 1/k and ‖β(σ, σ∗)‖2F = 1. If the partitions are identical
up to permutations over the labels, then β would be the permutation matrix and ‖β(σ, σ∗)‖2F = k.
Alternatively, for the sake of analytical tractability, we sometimes, use the quantity err(σ, σ∗) to denote the fraction of
points misclassified by σ.
err(σ, σ∗) = 1−
max
pi
Trace(piβ(σ, σ∗))
k
.
where piβ refers to the matrix resulting from a permutation of β over the cluster labels and the maximum is over all
possible such permutations.
Clustering with k-means: The clustering objective of the k-means procedure (Pollard, 1981) is given as follows:
min
σ:[m]→[k]
k∑
s=1
∑
i∈σ−1(s)
∥∥∥∥∥∥xi − km
∑
σ(j)=s
xj
∥∥∥∥∥∥
2
.
This is equivalent to the following optimization problem:
max
σ:[m]→[k]
k∑
s=1
∑
i,j∈σ−1(s)
〈xi, xj〉.
Kernel k-means: For any partition σ : [m]→ [k], Define,
F(σ) =
k∑
s=1
∑
i,j∈σ−1(s)
k(xi, xj).
Then, by the use of the kernel trick, we can formulate the kernel k-means clustering objective as follows:
max
σ:[m]→[k]
F(σ) (1)
3
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Figure 1: Our upper bounds are near optimal and exactly match those of the non-kernel setting.
where k : Rp × Rp → R is a kernel function. Minimizing this objective over all possible partitions is NP-hard (Garey,
Johnson, and Witsenhausen, 1982; Aloise et al., 2009). Several convex relaxations of the k-means procedure exist in
literature. A well known Semi-definite program (SDP) relaxation of the kernel k-means (Peng and Wei, 2007) objective
is given by:
max
X
trace(KX) (2)
s.t., X  0, X ≥ 0, X1 = m
k
1, diag(X) = 1.
where, K refers to the kernel matrix for a given kernel function k: Ki,j = k(xi, xj). This SDP can be solved in
polynomial time. To obtain a partitioning σˆ of the data based on the optimal solution Xˆ of the SDP, a 7-approximate
k-medians’s procedure (Charikar et al., 2002) is applied on the rows of the matrix Xˆ in a similar fashion as Fei and
Chen (2018). We denote the partition inferred by this procedure as σˆ. The details of the k-median procedure can be
found in Fei and Chen (2018, Algorithm 1).
Choice of kernel function: In our analysis, for simplicity, we considered the following dot product kernel: k(x, y) =
f(〈x, y〉) = exp
(
〈x,y〉
p
)
. However, the analysis can be extended to a larger class of dot-product kernels.
3 Our Results
We denote the upper bound on the information-theoretic threshold derived from the analysis of the maximum likelihood
estimator, in the non-kernel setting, as ρupperlinear NP and the best known lower bound as ρ
lower
NP . Similarly, we denote the
upper bound from the analysis of the NP-hard kernel k-means procedure as ρupperkernelNP .
The central question we address in this section is the following: Does any exponential-kernel clustering procedure
asymptotically achieve information-theoretic optimality for high-dimensional clustering?
ρupperkernelNP
?
= ρlowerNP .
The maximum likelihood estimator in the non-kernel setting is already known to achieve near optimality in an
information-theoretic sense. Therefore, our principal objective can be rephrased, in essence, as: Is the exponential
kernel more(or less) informative than the linear kernel?
ρupperkernelNP
?≤ ρupperlinear NP .
As noted earlier, optimizing the kernel k-means objective is NP-hard. Therefore, for practical significance, it is also
interesting to understand the information-theoretic optimality of kernels via kernelized, computationally efficient
clustering algorithms. To this end, we analyze the kernel SDP given in (2). It has been observed in several clustering
and community detection problems that the parameter space of the signal to noise ratio ρ where polynomial time
algorithms are known to succeed is, typically, strictly above the information-theoretic threshold. To evaluate if there is
any information loss, due to the use of kernels in polynomial time clustering algorithms, we compare the signal-to-noise
ratio above which the kernel SDP can provably recover the true clustering, ρupperkernel P , with the known spectral threshold,
ρlowerP below which no known poly-time algorithm is known to succeed. We also compare ρ
upper
kernel P to the upper
bound(ρupperlinear P ) derived from the analysis of a similar semidefinite relaxation of the linear k-means algorithm.
ρupperkernel P
?
= ρlowerP ; ρ
upper
kernel P
?
= ρupperlinear P .
We pictorially demonstrate all our results in Figure 1.
4
A PREPRINT - DECEMBER 3, 2019
3.1 Optimality of kernel k-means
The following lower and upper bounds, ρlowerNP and ρ
upper
linear NP respectively on the information-theoretic threshold
appeared in Banks et al. (2018).
ρupperlinear NP = 2
√
k log k
α
+ 2 log k. (3)
ρlowerNP =
{√
1/α k = 2√
2(k−1) log(k−1)
α k ≥ 3 .
(4)
We analyze the performance of the kernel k-means clustering algorithm and give the following upper bounds on the
information-theoretic threshold:
Theorem 1 (Optimality of kernel k-means). Let,
ρupperkernelNP = 2
√
k log k
α
+ 2 log k. (5)
Then if ρ > ρupperkernelNP , then it is asymptotically possible to recover the true partition.
Our results show that there is no loss of information incurred due to the use of the exponential kernel function in
high-dimensional Gaussian clustering. This also matches the known information-theoretic lower bounds up to a factor
of
√
2 when the number of clusters k is large (Banks et al., 2018).
Overview of the analysis: On a high level, the main line of argumentation of the proof is similar to the one in Banks
et al. (2018). However, note that their analysis only holds for the linear k-means algorithm and extending the analysis to
a second order expansion of the exponential-kernel k-means objective is considerably more complex and requires a
different set of mathematical tools and techniques (see Section 4.1).
We consider the distribution of the objective of kernel k-means F(σ) as a function of the partition σ. We show that
above the aforementioned threshold ρupperkernelNP , with high probability, the distribution of F(σ∗) is disjoint with and
higher than that of the distribution of max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
F(σ), where  > 0 is an arbitrarily small constant.
Let σ˜ denote the optimal solution to (1). Since, by definition, F(σ˜) ≥ F(σ∗), it follows that the support of the
distribution of F(σ˜) is disjoint with and higher than that of the distribution of max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
F(σ).
3.2 Optimality of kernel SDP
The following phase transition for spectral methods can be inferred from Paul (2007) and Baik, Arous, and Péché (2005)
and appeared in Banks et al. (2018).
ρlowerP =
k − 1√
α
.
We give the following upper bound on the threshold below which no known computationally efficient polynomial
clustering approaches are guaranteed to succeed.
Theorem 2 (Optimality of kernel SDP). Let,
ρupperkernel P = ck
(
1 ∨ 1√
α
)
. (6)
for some fixed constant c > 0. Then, if ρ > ρupperkernel P kernel SDP can asymptotically recover the true partition.
Our results match the spectral threshold up to constant factors of approximation for large k. Our result also matches
with the known upper bound (ρupperlinear P ) for partial recovery via the linear k-means clustering procedure (Giraud and
Verzelen, 2018) up to a factor of (k−1)k . In agreement with the established conjecture, it is also evident from our results
that the threshold at which a computationally efficient kernel clustering procedure can be guaranteed to succeed is
strictly above the information-theoretic threshold. They differ by an order of
√
k
log k .
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Overview of the analysis: Denote κ = eτe
C0 log p√
p We define the matrix K˜ - which depends on the population
parameters of the data distribution - as follows:
K˜(i, j) = f(0) +

f
′
(0)ρ〈µi,µj〉
p2 +
κρ2〈µi,µj〉2
p4 +
κ
p if i 6= j
f
′
(0)(p2+ρ‖µi‖2)
p2 +
κ(p2+ρ‖µi‖2)2
p4 +
κ
p otherwise.
We show that the kernel matrix K concentrates around K˜ in the∞→ 1 operator norm.
Let Xˆ denote the optimal solution to (2). Then, using Grothendieck’s inequality (Grothendieck, 1956), we derive an
upper bound on ‖Xˆ −X∗‖1 in terms of ‖K − K˜‖∞→1. Since Xˆ is not a partition matrix, we need a procedure that
can infer a partition from Xˆ . We use the 7-approximate k-median’s procedure (Fei and Chen, 2018) on the rows of Xˆ
to infer a partition σˆ. Then Fei and Chen (2018) showed that the fraction of mis-classified vertices by the partition σˆ
denoted by err(σ∗, σˆ) can be upper bounded by a constant factor of
‖Xˆ−X∗‖
1
‖X∗‖1 .
Thereby, we show that for ρ > ρupperkernel P , the fraction of misclassified points err(σˆ, σ∗) < (1 − 1/k), which is the
condition required for partial recovery.
SDP’s such as the one defined in (2) have been analyzed using the Grothendieck’s inequality approach in community
detection literature for stochastic block models (Guédon and Vershynin, 2016). However, the main technical challenges
of our analysis lie in the choice of appropriate K˜ and showing that the matrix K concentrates around K˜ in the∞→ 1
operator norm. Establishing the concentration results for ‖K− K˜‖∞→1 is considerably harder compared to the analysis
of similar quantities based on the adjacency matrix of a network generated from a stochastic block model. Unlike
in the case of adjacency matrices, the entries of the kernel matrix encode dependencies between the data points and
hence most classical concentration tools from random matrix theory fall short in the analysis of kernel matrices. Also
the RKHS corresponding to the exponential class of kernel functions is infinite dimensional and hence concentration
inequalities that depend on the dimension of the feature space are also not applicable for analyzing functions of kernel
entries.
To this end, we demonstrate that the polynomial concentration inequalities for exponentially decaying random variables
in Götze, Sambale, and Sinulis (2019) can be used to analyze an entry-wise second order approximation of the kernel
matrix. We make some further remarks about our proof, and possibilities for improving the result.
Remark 1: Finer upper bounds on 〈K − K˜,X∗ − Xˆ〉 can be obtained by applying an analysis similar to Fei and Chen
(2018) to obtain better error rates. However, our bounds on ρ, essentially remain the same - which is the main emphasis
of this paper.
Remark 2: The choice of K˜ can further be refined in the second order terms without changing the results of our
analysis.
Remark 3: One could, alternatively, infer a partition by applying the k-means procedure on the rows of the eigenvectors
of Xˆ . Using Davis-Khan’s theorem (Yu, T. Wang, and Samworth, 2014), one may similarly upper bound the fraction of
misclassified nodes by a constant factor of ‖Xˆ−X
∗‖1
‖X∗‖1 . This approach gives a slightly worse approximation constant.
4 Proofs
4.1 Proof of Theorem 1
Overview of the technical steps: Let  > 0 be an arbitrarily small constant. The two main ingredients required to
establish conditions of recovery are as follows:
• Upper tail bounds for max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
F(σ).
• Lower tail estimates for the distribution of F(σ∗).
To obtain these bounds, for any fixed σ, we first apply the Taylor’s theorem - with mean value form of the reminder - to
obtain a 2nd order polynomial approximation of each of the kernel entry and obtain a tight lower bound Fl(σ) and an
upper bound Fu(σ) on F(σ).
6
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For any fixed σ such that ‖β(σ, σ∗)‖2F ≤ 1 + (k − 1) we compute Fu(σ) which is a 4th order polynomial of
normally distributed random variables and carefully upper bound all the terms of this polynomial using various
known concentration results in literature. By an union bound over all such partitions, we obtain upper tail bounds for
max
σ:‖β(σ,σ∗)‖2F≤1+(k−1)
Fu(σ). Similarly, we compute Fl(σ∗) which is a 4th order polynomial of normally distributed
random variables and obtain lower bounds for all the involved terms.
Therefore, we obtain:
F(σ∗) ≥ Fl(σ∗) > ωl and max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
F(σ) ≤ max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
Fu(σ) ≤ ωu.
By comparing ωu and ωl, we obtain the conditions on ρ under which ωl ≥ ωu.
Notation: We use the following notation for some recurring terms for improved readability.
For any i, j ∈ [m], set τ = E‖xi‖2p = 1 +O(1/p). For any σ, we use the following notation:
Q1σ =
k
m
∑
s∈[k]
∑
i,j∈σ−1(s)
〈xi, xj〉
p
;Q2σ =
k
m
∑
s∈[k]
∑
i,j∈σ−1(s)
〈xi, xj〉2
p2
Q3 =
k(f ′(τ)− 1)
m
∑
i∈[m]
(‖xi‖2
p
− τ) ;Q4 = k(eτ − 1)
2m
∑
i∈[m]
(‖xi‖2
p
− τ)2; Q5 = ∑
i∈[m]
kτ‖xi‖2
p
;
and set, γmax = exp
(
C log p√
p
)
; γmin = exp
(
−C log p√p
)
for some constant C > 0.
All the lemmas we state below hold with high probability (1− Ω( 1p )) and the proofs of all the lemmas are provided in
the supplementary.
Outline of the proof:
Recall that for any partition σ : [m]→ [k], F(σ) = km
∑
s∈[k]
∑
i,j∈σ−1(s)
k(xi, xj).
Lemma 1 (Upper and lower bounds for inner products).
max
i,j
|〈xi, xj〉|
p
= τ1i=j +O
(
log p√
p
)
; min
i,j
〈xi, xj〉
p
= τ1i=j + Ω
(
− log p√
p
)
.
By a second order Taylor expansion of each k(xi, xj) where i 6= j around 0 and expanding each k(xi, xi) around τ ,
and using Lemma 1, for any σ, we can write:
F(σ) ≤ Fu(σ) = Q1σ + γmaxQ2σ +Q3 + γmax(Q4 −Q5) + kf(τ) + (m− k)f(0) + kγmaxτ
2
2
.
and
F(σ) ≥ Fl(σ) = Q1σ + γminQ2σ +Q3 + γmin(Q4 −Q5) + kf(τ) + (m− k)f(0) + kγminτ
2
2
.
Upper bounds for maxσ:‖β(σ,σ∗)‖2F
≤1+(k−1)
F(σ): We derive upper bounds for all the terms that constitute Fu(σ), which
simultaneously hold for all σ : ‖β(σ, σ∗)‖2F ≤ 1 + (k − 1).
Lemma 2 (Upper bounds - Q1σ , Q5).
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
Q1σ ≤ k + αρ+ 2(1 + )α log k + 2
√
(1 + ) (k + 2αρ)α log k +O(
√
log p/p).
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
γmaxQ5 ≤ −kγmaxτ
mp
(
mp+ pαρ− 2
√
(mp+ 2pαρ) log p
)
.
Proof (sketch). The terms Q1σ and Q5 can be expressed as sums of independent non-central chi-squared random
variables and applying the known upper tail bounds for such sums, followed by a union bound over all σ : ‖β(σ, σ∗)‖2F ≤
1 + (k − 1), we have the results from Lemma 2.
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Lemma 3 (Upper bound for Q2σ).
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
γmaxQ2σ ≤ γmax
(
1 +
1
k
+O(
1
p
)
)
+ C2γmaxO
(√
α
p
∨ α
√
α
p
∨
√
1
αp
)
.
for some constant C2 > 0.
Proof (sketch). Controlling the typical behavior of the term Q2σ is the most demanding part of the proof. We use
the concentration results established for polynomials of sub-Gaussian random variables (see the supplementary for a
definition) in Götze, Sambale, and Sinulis (2019) to establish the result in Lemma 3.
Lemma 4 (Upper bound for Q4).
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
Q4 ≤ C4kγmax(eτ − 1)(log p)2/2p.
for some constant C4 > 0.
Proof (sketch). The term Q4 is small relative to the other terms and hence a crude upper bound based on the inequality:
For any two vectors a, b,
n∑
i=1
ai · bi ≤ sup
i∈[n]
|bi| ·
n∑
i=1
|ai|, followed by an application of Lemma 1 suffices to establish the
behavior of this term.
Lower bounds for F(σ∗). Similarly, we derive lower bounds for all terms that arise in Fl(σ∗).
Lemma 5 (Lower bound for Q1σ∗ and Q5).
Q1σ∗ > k + αρ−O(
√
log p/p).
−Q5 > −kγminτ
mp
(mp+ pαρ+ 2 log p)− kγminτ
mp
(
2
√
(mp+ 2pαρ) log p
)
.
Proof (sketch). From upper tail estimates for sums of non-central chi-squared random variables, we establish the result
of Lemma 5.
Lemma 6 (Lower bound for Q2σ∗ ).
γminQ2σ∗ > γmin
(
1 +
1
k
+O(
1
p
)
)
− C2γmin
(√
log p
p2
∨ α
√
log p
p2
)
.
Proof (sketch). Q2σ∗ , as discussed earlier, is a 4
th order polynomial of sub-Gaussian random variables (see the
supplementary for a definition). Therefore from lower tail estimates for polynomials of sub-Gaussian random variables
in Götze, Sambale, and Sinulis (2019), we establish the result in Lemma 6.
Since Q4 is a smaller term, the following lower bound suffices to control its behavior.
Q4 > 0. (7)
Observe that γmax − γmin O(1/
√
p)−−−−−→ 0 with increasing p. From Lemmas 2 to 6 and Equation 7, we ob-
tain that for ρ > 2
√
k log k/α + 2 log k, for large enough p, with high probability, max
σ
F(σ) ≥ F(σ∗) ≥
maxσ:‖β(σ,σ∗)‖2F≤1+(k−1) F(σ).
8
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4.2 Proof of Theorem 2
Overview of the technical steps:
• We define a matrix K˜ which relies on the model parameters of the data distribution.
• We upper bound the l1 norm of the difference between the ground truth clustering matrix and the optimal
solution of the SDP ‖Xˆ − X∗‖1 by a constant factor of the inner product between K − K˜ and X∗ − Xˆ :
〈K − K˜,X∗ − Xˆ〉.
• We use the Grothendieck’s inequality to upper bound 〈K−K˜,X∗−Xˆ〉 by a constant factor of ‖K−K˜‖∞→1.
• We establish the upper tail estimates of the deviation of the kernel matrix K from K˜ in the∞→ 1 norm.
• Thereby, we have an upper bound on ‖Xˆ − X∗‖1 which translates to an upper bound on err(σˆ, σ∗). By
setting err(σˆ, σ∗) < 1− 1/k, we derive the desired conditions on ρ.
Notation: Denote κ = eτe
C0 log p√
p . For ease of notation, we define the m×m matrices R(1) and R(2) as follows:
R
(1)
i,j =
{ 〈xi,xj〉
p − ρ〈µi,µj〉p2 if i 6= j,
‖xi‖2
p − p
2+ρ‖µi‖2
p2 otherwise.
R
(2)
i,j =
{ 〈xi,xj〉2
p2 − ρ
2〈µi,µj〉2
p4 − 1p if i 6= j,
‖xi‖4
p2 − (p
2+ρ‖µi‖2)2
p4 − 1p otherwise.
All the lemmas hold with high probability: with probability 1− Ω(1/p) and the proofs of the lemmas are provided in
the supplementary.
Outline of the proof: We begin by establishing the following upper bound on ‖X∗ − Xˆ‖1.
Lemma 7 (Upper bound on ‖X∗ − Xˆ‖1).
‖X∗ − Xˆ‖1 ≤ 2〈K˜,X
∗ − Xˆ〉
ρ
p
(
k
k−1 +O(
√
log p/p) + κρO( 1p )
) .
Observe that, by definition, 〈K, Xˆ〉 ≥ 〈K,X∗〉 =⇒ 〈K, Xˆ −X∗〉 ≥ 0, therefore,
〈K,X∗ − Xˆ〉 ≤ 〈K − K˜,X∗ − Xˆ〉 ≤ 2 sup
X0
diag(X)≤1
|〈K − K˜,X〉|.
Using Grothendieck’s inequality (Grothendieck, 1956), we arrive at the following (see the appendix for a statement of
Grothendieck’s inequality):
2 sup
X0
diag(X)≤1
|〈K − K˜,X〉| ≤ KG‖K − K˜‖∞→1.
where KG ≈ 1.783 is the Grothendieck’s constant. For any pair of fixed vectors z, y ∈ {±1}m, by a 2nd order Taylor’s
expansion of each Ki,j around 0, and applying the result from Lemma 1, we can see that:
yT (K − K˜)z ≤ yT (R(1) + κR(2))z. (8)
Lemma 8 (Upper bounds for R(1)).
sup
z,y∈{±}n
yTR(1)z ≤ C1α (√mp ∨m) ,
for some constant C1 > 0.
Proof (sketch): Linear combinations of entries of the matrix R(1) can be re-written as sums of independent sub-
exponential random variables (see the supplementary for a definition). By an application of Bernstein’s inequality for
each fixed {z, y ∈ ±1}m, followed by an union bound over all possible z, y we establish the result.
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Lemma 9 (Upper bounds for R(2)).
sup
{z,y∈±1}m
κyTR(2)z ≤ C
′
2κ
p2
(ρm(m− 1) +m+ (mp√m ∨ m2√m ∨ p2√m)).
for some constant C ′2 > 0.
Proof. In order to bound the linear combinations of entries of R(2), for each fixed {z, y ∈ ±1}m we apply the
concentration results for polynomials of independent sub-Gaussian random variables. (Götze, Sambale, and Sinulis,
2019). In order to bound the maximum of the second order terms over all {z, y ∈ ±1}m, we use the union bound.
From Lemmas 7, 8 and 9, we have that:
‖Xˆ −X∗‖1 ≤ 2C
′
φp
(
(m2/
√
α ∨m2) + κ
p
(ρm2 +O(m))
)
+
2C
′
κ
φp2
(
mp
√
m ∨ m2√m ∨ p2√m) ,
where φ = ρp
(
k
k−1 +O(
√
log p/p) + κρO( 1p )
)
, for some constant, C
′
> 0.
Let σˆ be the partition generated by applying the η-approximate k-median’s procedure on Xˆ .
Proposition 1 (Fraction of misclassified nodes (Fei and Chen, 2018)). The fraction of mis-classified points corre-
sponding to the partition σˆ:
err(σˆ, σ∗) ≤ 2(1 + 2η)‖Xˆ −X
∗‖1
‖X∗‖1 .
Observe that ‖X∗‖1 = m2k . Applying the result from Proposition 1, we have that for large enough p, if ρ & k( 1√α ∨ 1),
err(σˆ, σ∗) < 1− 1k .
5 Discussion
In this paper, we study the large sample behaviour of the kernel k-means algorithm for high-dimensional clustering.
The principal focus lies in investigating the information-theoretic optimality of the kernel k-means procedure. Recent
works have demonstrated that the linear k-means algorithm is near optimal in this sense. Therefore another aspect of
our work resides in understanding the informativeness of specific kernels for high-dimensional clustering in relation to
the linear kernel. A thorough understanding of these aspects is fundamental to the use of kernels in any unsupervised
high-dimensional learning problem.
We also study the large sample behaviour of a popular semi-definite relaxation of the kernel k-means objective. We
emphasize on optimality and informativeness of kernels in computationally efficient algorithms for high-dimensional
clustering. A widely believed conjecture in clustering literature, with support from well founded theoretical evidence is
that computationally efficient algorithms are sub-optimal in an information-theoretic sense. Therefore, in this paper,
we consider the SDP to be information-theoretically optimal if its optimal in the class of computationally efficient
algorithms. The best known result for this class arises from the well known spectral threshold in this setting.
We show that both the algorithms are near optimal in their computational class and as a consequence also demonstrate
that their is no loss of information incurred by the use of the exponential kernel over the linear kernel. By virtue
of our proofs, we also demonstrate that the recent polynomial concentration inequalities for random variables with
exponentially decaying tails can aid in the analysis of higher order kernel approximations.
Furthermore, this line of analysis can be extended to other empirically popular kernels. In particular, since the squared
distance is known to be less informative in high dimensions, it would be interesting to investigate the informativeness of
the popular Gaussian kernel which relies on the square distances.
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A Notation and Preliminaries
For any d ∈ N, Let g : {(i, d)}i∈[m],d∈[p] → [mp] be an injective mapping. For any (i, d), for ease of notation, we
simply refer to g(i, d) as id when it occurs as an index. For any i ∈ [m], d ∈ [p], xid refers to the dth component of xi.
For any two tensors x, y x⊗ y refers to the outer product between x, y.
B Definitions
B.1 α− sub-Exponential random variables
Definition 1 (α− sub-Exponential random variables (Götze, Sambale, and Sinulis, 2019)). A centered random
variable X is said to be α− sub-Exponential if there exist two constants c, C and some α > 0 such that for all t ≥ 0,
Pr (|X| ≥ t) ≤ c exp
(
− t
α
C
)
The corresponding α− sub-Exponential norm of X is given by:
‖X‖ψα = inf
{
t > 0 : E exp
( |X|α
tα
)
≤ 2
}
α− sub-Exponential random variables with α = 2 are referred to as sub-Gaussian random variables. Random variables
with α = 1 sub-Exponential decay are referred to simply as sub-Exponential random variables.
Definition 2 (Tensor norms (Götze, Sambale, and Sinulis, 2019)). For any dth order, symmetric tensor A ∈ Rnd , let
J = {J1, J2, ..., Jk} be any partition of [d]. Then for any x = x1 ⊗ x2 ⊗ · · · ⊗ xk, where xi ∈ Rn|Ji| :
‖A‖J := sup
 ∑
i1,...,id
ai1...id
k∏
j=1
xjiJj
: ‖xj‖2 ≤ 1
 . (9)
B.1.1 Properties of sub-Gaussian random variables:
Proposition 2 (Sums of sub-Gaussian random variables (Vershynin, 2018)). Let {X1, X2, ..., Xm} be m indepen-
dent, centered, sub-Gaussian random variables. Then
∑
i∈[m]
Xi is a sub-Gaussian random variable and,
‖
∑
i∈[m]
Xi‖2ψ2 ≤ C
∑
i∈[m]
‖Xi‖2ψ2 .
Proposition 3 (Products of sub-Gaussian random variables (Vershynin, 2018)). Let X1 and X2 be sub-Gaussian
random variables. Then X1 ·X2 is a sub-Exponential random variable and,
‖X1 ·X2‖ψ1 ≤ ‖X1‖ψ2 · ‖X2‖ψ2 .
Proposition 4 (Squares of sub-Gaussian random variables(Vershynin, 2018)). Let X be sub-Gaussian random
variables. Then X21 is a sub-Exponential random variable and,
‖X21‖ψ1 = ‖X1‖2ψ2 .
C Useful concentration results
Proposition 5 (Bernstein’s inequality (Vershynin, 2018)). Let {X1, X2, ..., Xm} be a set of independent, centered,
sub-Exponential random variables. Then for any t > 0, we have:
Pr
|∑
i∈[m]
Xi| ≥ t
 ≤ 2 exp
−C min
 t2∑
i∈[m]
‖Xi‖2ψ1
,
t
max
i∈[m]
‖Xi‖ψ1


for some fixed constant C > 0.
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Proposition 6 (Tail bounds for chi-squared distributions (Birgé, 2001)). The following lower and upper tail bounds
hold for non-central chi-squared distributions : For any t > 0,
Pr
(
χ2d
(
µ2
)
< d+ µ2 − 2
√
(d+ 2µ2) t
)
< exp(−t) (10)
Pr
(
χ2d
(
µ2
)
> d+ µ2 + 2
√
(d+ 2µ2) t+ 2t
)
< exp(−t) (11)
Proposition 7 (Polynomials of α− sub-Exponentials(Götze, Sambale, and Sinulis, 2019)). Let X1, . . . , Xn be a set
of independent random variables satisfying ‖Xi‖ψ2 ≤ b for some b > 0. Let f : Rn → R be a polynomial of total
degree D ∈ N. Then, for any t > 0,
P(|f(X)− Ef(X)| ≥ t) ≤ 2 exp
(
− 1
CD
min
1≤s≤D
min
J∈Ps
( t
bs‖Ef (s)(X)‖J
) 2
|J |
)
.
where, for any for any s ∈ D, f (s) denotes the symmetric sth order tensor of its sth order partial derivatives and Ps
denotes the set of all possible partitions of [s].
D Other useful results
Proposition 8 (Grothendieck’s inequality (Grothendieck, 1956)). For any matrix A ∈ Rm×m,
sup
X0
diag(X)≤1
|〈X,A〉| ≤ KG‖A‖∞→1.
where KG ≈ 1.783 is the Grothendieck’s constant.
E Proofs of lemmas
By an application of Bernstein’s inequality for sub-exponential random variables, followed by an union bound over all
s, s′ ∈ [k], it can be verified that, with high probability,
min
s∈[k]
‖µs‖2 = p+O(
√
p log p); min
s6=s′∈[k]
〈µs, µs′〉 = −p
k − 1 +O(
√
p log p) (12)
Proof of Lemma 9. Let X = {xid}i∈[m],d∈[p] and let f(X) =
∑
i 6=j∈[m]
yizj(〈xi, xj〉2 − ρ
2
p2
〈µi, µj〉2 − p) +
∑
i∈[m]
yizi(‖xi‖2 − (p+ ρ
p
‖µi‖2)2 − p).
Since f is a 4th order polynomial in X , from Proposition 7, for any t > 0 :
P(|f(X)− Ef(X)| ≥ t) ≤ 2 exp
(
− 1
C4
min
1≤s≤4
min
J∈Ps
( t
bs‖Ef (s)(X)‖J
) 2
|J |
)
.
We have Ef(X) = Cf (m2ρ+m) for some constant Cf > 0.
We need the following tensors and their corresponding tensor norms to establish the results of Lemma 9 via an
application of Proposition 7.
• For each s ∈ [4], sth order tensors As of expectations of sth order derivatives of f with respect to each
{xi1,d1 , ..., xis,ds}ij∈[m],dj∈[p].
• Tensor norms for As with respect to each J in Ps - the set of all possible partitions of [s].
Computing A1: The first order derivative of f with respect to xid for any i ∈ [m] and d ∈ [p]: ∂f(X)∂xid =
4x3idyizi +
∑
d′ 6=d
2xidx
2
id′yizi +
∑
j 6=i
2xidx
2
jdyizj +
∑
d′ 6=d
∑
j 6=i
xid′xjdxjd′yizj . (13)
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E(
∂f(X)
∂xid
) = O(
√
p log p). (14)
Therefore, A1 = O(
√
p log p)Jmp, where Jmp ∈ Rmp denotes the vector of ones.
Tensor norms of A1. P1 = {1} and
‖A1‖{1} = sup
 ∑
1∈[m],d∈[p]
A1idx
1
id : ‖x1‖2 ≤ 1
 = ‖A1‖2 = O(p√m log p).
All the inequalities in this proof are obtained from multiple applications of Hölder’s inequality with p = 1 and q =∞,
Cauchy–Schwarz inequality and the inequality: for any x ∈ Rn, ‖x‖1 ≤
√
n ‖x‖2.
Computing A2: The second order derivative of f with respect to xid, xkβ for any i, k ∈ [m] and d, β ∈ [p]:
∂f(X)
∂xid∂xkβ
=

12x2idyizi +
∑
d′ 6=d
2x2id′yizi +
∑
j 6=i
2x2jdyizj if k = i;β = d,
4xidxiβyizi +
∑
j 6=i
2xjdxjβyizj if k = i;β 6= d,
4xidxkdyizk +
∑
d′ 6=d
xid′xkd′yizk if k 6= i;β = d,
xiβxkdyizk otherwise .
(15)
Then,
A2(i, j) =

O(p) if k = i;β = d,
O(log p) if k = i;β 6= d,
O(1) if k 6= i;β = d,
O(log p/p) otherwise .
(16)
Tensor norms of A2
P2 = {{1, 2} , {{1} {2}}}.
From the definition, its clear that A2{1,2} = ‖A‖2 = O(p2).
A2{{1}{2}} = sup
 ∑
i,j∈[m],d,d′∈[p]
A2id,jd′x
1
idx
2
jd′ : ‖x1‖2, ‖x2‖2 ≤ 1

≤ sup
∀l,‖xl‖2≤1
{ ∑
i∈[m]
∑
d∈[p]
O(p)|x1idx2id|+
∑
i∈[m]
∑
d 6=d′∈[p]
O(log p)|x1idx2id′ |+
∑
i 6=j∈[m]
∑
d∈[p]
O(1)|x1idx2jd|+∑
i 6=j∈[m]
∑
d6=d′∈[p]
ρO(
log p
p
)|x1idx2jd′ |
}
≤ sup
∀l,‖xl‖2≤1
{
O(log p)
∑
d6=d′∈[p]
√∑
i∈[m]
(x1id)
2
∑
i∈[m]
(x2id′)
2 +
∑
i 6=j∈[m]
∑
d∈[p]
O(1)
√∑
d∈[p]
(x1id)
2
∑
d∈[p]
(x2jd)
2
+O(p)‖x1‖2‖x2‖2 + ρO( log p
p
)(
√
mp‖x1‖2)(√mp‖x2‖2)
}
≤ sup
∀l,‖xl‖2≤1
{
O(p)‖x1‖2‖x2‖2 +O(log p)√p‖x1‖2√p‖x2‖2 +O(1)
√
m‖x1‖2
√
m‖x2‖2+
ρO(
log p
p
)(
√
mp‖x1‖2)(√mp‖x2‖2)
}
≤ O(p log p).
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Computing A3: The third order derivative of f with respect to xid, xkβ , xαl for any i, k ∈ [m] and d, β ∈ [p]:
∂f(X)
∂xid∂xkβ∂xαl
=

24xidyizi if α = k = i; l = β = d,
4xilyizi if α = k = i; l 6= β = d,
4xαdyizα if α 6= k = i; l = β = d,
xαβyizα if α 6= k = i; l = d 6= β,
0 otherwise .
Then,
A3id,kβ,αl =

O( log pp )yizi if α = k = i; l = β = d,
O( log pp )yizi if α = k = i; l 6= β = d,
O( log pp )yizα if α 6= k = i; l = β = d,
O( log pp )yizα if α 6= k = i; l = d 6= β,
0 otherwise .
Tensor norms of A3: The set of all possible partitions of [3] up to symmetries is P3 =
{{{1, 2, 3}} , {{1} , {2} , {3}} , {{1} , {2, 3}}}
.
Computing ‖A3‖{{1,2,3}}: It follows from the definition that ‖A3‖{{1,2,3}} = ‖A3‖2 = O(m
√
p log p).
Computing ‖A3‖{{1},{2},{3}}:
= sup
 ∑
i1,i2,i3
ai1,i2,i3x
1
i1x
2
i2x
2
i3 : ∀l, ‖xl‖2 ≤ 1

≤ sup
∀l,‖xl‖2≤1
 ∑
i,j∈[m]
∑
d,d′∈[p]
|x1id||x2id′ ||x3jd|
 ·O
(√
log p
p
)
≤ sup
∀l,‖xl‖2≤1
 ∑
i,j∈[m]
√∑
d∈[p]
(x1id)
2
√∑
d∈[p]
(x2jd)
2
√
p
√∑
d∈[p]
(x3id′)
2
 ·O
(√
log p
p
)
≤ sup
∀l,‖xl‖2≤1
{√
mp‖x1‖2‖x2‖2‖x3‖2
} ·O(√ log p
p
)
≤ O(
√
p log p).
Computing ‖A3‖{{1,2},{3}}:
= sup
 ∑
i1,i2,i3
ai1,i2,i3x
1
i1x
2
i2,i3 : ∀l, ‖xl‖2 ≤ 1

≤ sup
∀l,‖xl‖2≤1
 ∑
i,j∈[m]
∑
d,d′∈[p]
|x1id||x2id′,jd|
 · ‖A3‖∞
≤ sup
∀l,‖xl‖2≤1
 ∑
i,j∈[m]
√∑
d∈[p]
(x1id)
2
√
p
√∑
d′∈[p]
(x2id′,jd)
2
 ·O
(√
log p
p
)
≤ sup
∀l,‖xl‖2≤1
{√
mp‖x1‖2‖x2‖2
} ·O(√ log p
p
)
≤ O(
√
p log p).
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Computing A4: The fourth order derivative of f with respect to xid, xkβ , xαl, xqγ for any i, k, α, q ∈ [m] and
d, β, l, γ ∈ [p]:
∂f(X)
∂xid∂xkβ∂xαl∂xqγ
=

24yizi if q = α = k = i; γ = l = β = d,
4yizi if q = α = k = i; γ = l 6= β = d,
4yizα if q = α 6= k = i; γ = l = β = d,
yizα if q = α 6= k = i; l = d 6= β = γ,
0 otherwise .
(17)
Tensor norms of A4: The list of all possible partitions of [4] is the following(up to symmetries). P[4] =
{{{1, 2, 3, 4}} , {{1} , {2} , {3} , {4}} , {{1, 2} , {3, 4}} , {{1} , {2, 3, 4}} , {{1} , {2} , {3, 4}}}.
Computation of ‖A4‖{{1,2,3,4}}:
Its clear from the definition that ‖A4‖{{1,2,3,4}} = ‖A‖2 ≤ 24mp.
Computation of ‖A4‖{{1},{2},{3},{4}}:
= sup
 ∑
i1,i2,i3,i4
ai1,i2,i3,i4x
1
i1x
2
i2x
2
i3x
4
i4 : ∀l, ‖xl‖2 ≤ 1

= sup
 ∑
i,j∈[m]
∑
d,d′∈[p]
A4id,id′,jd,jd′x
1
idx
2
id′x
3
jdx
4
jd′ : ∀l, ‖xl‖2 ≤ 1

≤ sup
{ ∑
i∈[m]
√∑
d∈[p]
(x1id)
2
∑
d′∈[p]
(x2id′)
2
 ∑
j∈[m]
√∑
d∈[p]
(x3jd)
2
∑
d′∈[p]
(x4jd′)
2
 : ∀l, ‖xl‖2 ≤ 1}‖A4‖∞.
≤ ‖A4‖∞ = 24.
Note that the first inequality follows from a simultaneous application of the Holder’s inequality with p = 1 and q =∞
and the Cauchy schwarz inequality. The last step follows from an application of the Cauchy-Schwarz inequality.
Computation of A4{{1,2},{3,4}} :
= sup
 ∑
i1,i2,i3,i4
ai1,i2,i3,i4x
1
i1,i2x
2
i3,i4 : ∀l, ‖xl‖2 ≤ 1

= sup
∀l,‖xl‖2≤1
{ ∑
i,j∈[m]
∑
d,d′∈[p]
A4id,id′,jd,jd′
(
x1id,id′x
2
jd,jd′ + x
1
id,jdx
2
id′,jd′ + x
1
id,jd′x
2
id′,jd + x
1
id,id′x
2
jd′,jd
+ x1id,jdx
2
jd′,id′ + x
1
id,jd′x
2
jd,id′)
}
≤ sup
∀l,‖xl‖2≤1
{ ∑
i,j∈[m]
√ ∑
d,d′∈[p]
(x1id,id′)
2
∑
d,d′∈[p]
(x2jd,jd′)
2 +
∑
d,d′∈[p]
√ ∑
i,j∈[m]
(x1id,jd)
2
∑
i,j∈[m]
(x2id′,jd′)
2+
√ ∑
i,j∈[m]
∑
d,d′∈[p]
(x1id,jd′)
2
∑
i,j∈[m]
∑
d,d′∈[p]
(x2id′,jd)
2
}
2‖A4‖∞.
≤ 2‖A4‖∞(m+ p+ 1) = 48(m+ p+ 1).
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Computation of A4{{1},{2,3,4}}:
= sup
 ∑
i1,i2,i3,i4
ai1,i2,i3,i4x
1
i1x
2
i2,i3,i4 : ∀l, ‖xl‖2 ≤ 1

≤ sup
∀l,‖xl‖2≤1
{ ∑
i,j∈[m]
∑
d,d′∈[p]
A4id,id′,jd,jd′
(
x1idx
2
id′,jd,jd′ + x
1
idx
2
id′,jd′,jd + x
1
idx
2
id′,jd,jd′ + x
1
idx
2
jd′,jd,id′
+ x1idx
2
jd,jd′,id′ + x
1
idx
2
jd′,jd,id′)
}
· ‖A4‖∞,
≤ sup
∀l,‖xl‖2≤1
{ ∑
i∈[m]
∑
d∈[p]
|x1id||
∑
d′∈[p]
x2id′jdjd′ |
}
· 6‖A4‖∞,
≤ sup
∀l,‖xl‖2≤1
{
√
p
∑
i∈[m]
√∑
d∈[p]
(x1id)
2
∑
j∈[m]
√ ∑
d,d′∈[p]
(x2id′jdjd′)
2
} · 6‖A4‖∞,
≤ sup
∀l,‖xl‖2≤1
{
√
mp
∑
i∈[m]
√∑
d∈[p]
(x1id)
2
√∑
j∈[m]
∑
d,d′∈[p]
(x2id′jdjd′)
2
} · 6‖A4‖∞,
≤ sup
∀l,‖xl‖2≤1
{
√
mp
√∑
i∈[m]
∑
d∈[p]
(x1id)
2
√ ∑
i,j∈[m]
∑
d,d′∈[p]
(x2id′jdjd′)
2
} · 6‖A4‖∞
≤ 6‖A4‖∞(√mp) = 144√mp.
Computation of A4{{1},{2},{3,4}}:
= sup
 ∑
i1,i2,i3,i4
ai1,i2,i3,i4 · x1i1 , x2i2 , x3i3,i4 : ∀l, ‖xl‖2 ≤ 1

= sup
∀l,‖xl‖2≤1
{ ∑
i,j∈[m]
∑
d,d′∈[p]
A4id,id′,jd,jd′
(
x1id, x
2
id′x
3
jd,jd′ + x
1
id, x
2
jdx
3
id′,jd′ + x
1
id, x
2
jd′x
3
id′,jd + x
1
id, x
2
id′x
3
jd′,jd
+ x1id, x
2
jdx
3
jd′,id′ + x
1
id, x
2
jd′x
3
jd,id′)
}
≤ sup
∀l,‖xl‖2≤1
{ ∑
i,j∈[m]
√ ∑
d,d′∈[p]
(x1idx
2
id′)
2
∑
d,d′∈[p]
(x3jd,jd′)
2 +
∑
d,d′∈[p]
√ ∑
i,j∈[m]
(x1idx
2
jd)
2
∑
i,j∈[m]
(x3id′,jd′)
2
+
√ ∑
i,j∈[m]
∑
d,d′∈[p]
(x1idx
2
jd′)
2
∑
i,j∈[m]
∑
d,d′∈[p]
(x3id′,jd)
2
}
· 2‖A4‖∞.
≤ 2‖A4‖∞(m+ p+ 1) = 48(m+ p+ 1).
Gathering all the norms, we have that for any fixed y, z ∈ {±1}m:
P(f(X) ≥ Cf (m2ρ+m) + t) ≤ 2 exp
(
− 1
C
min
(( t
24mp
)2
,
( t
24
) 1
2
,
( t
4(m+ p+ 1)
)
,
( t√
mp
)
,
( t
4(m+ p+ 1)
) 2
3
,
( t
p
√
p log p
)2
,
( t
p2
)
,
( t
m
√
p log p
)2
,
( t√
p log p
) 2
3
,
( t√
mp
)))
. (18)
17
A PREPRINT - DECEMBER 3, 2019
Applying a union bound over all possible y, z ∈ {±1}m and the setting the R.H.S of Equation 18 to exp(−(1 +
)m log 2), for some arbitrarily small constant  > 0 we have that w.h.p,
sup
{z,y∈±1}m
κ
m∑
i,j=1
yizjR
(2)
i,j ≤
C2κ
p2
(ρm(m− 1) +m+ (mp√m ∨ m2√m ∨ p2√m)).
for some constant C2 > 0.
Proof of Lemma 8. For any fixed y, z ∈ {±1}m,
∑
i,j∈[m]
yizj (〈xi, xj〉 − E〈xi, xj〉) =
∑
d∈[p]
∑
i∈[m]
yixid
∑
j∈[m]
zjxjd
− E
∑
i∈[m]
yixid
∑
j∈[m]
zjxjd
 .
Since each xid is a normally distributed random variable,
∑
i∈[m]
yixid is a subGaussian random variable with
‖
∑
i∈[m]
yixid‖ψ2 ≤
√
m‖xid‖ψ2 ≤
√
m(1 +O(log p/p)).
Therefore, for each d ∈ [p],
( ∑
i∈[m]
yixid
)( ∑
j∈[m]
zjxjd
)
is a sub-exponential random variable with sub-exponential
norm:
‖(
∑
i∈[m]
yixid)(
∑
j∈[m]
zjxjd)‖ψ1 ≤ ‖
∑
i∈[m]
yixid‖ψ2‖
∑
j∈[m]
zjxjd‖ψ2 ≤ m(1 +O(log p/p))2.
Applying Bernstein’s inequality for sums of independent sub-exponential random variables, we have that ∀t > 0,
Pr
∑
d∈[p]
( ∑
i∈[m]
yixid)(
∑
j∈[m]
zjxjd)− E(
∑
i∈[m]
yixid)(
∑
j∈[m]
zjxjd)
 > t
 ≤
exp
(
−cmin
(
t2
pm2(1 +O(log p/p))4
,
t
m(1 +O(log p/p))2
))
.
Applying a union bound over all possible partitions y, z ∈ {±1}m, we can see that w.h.p
sup
y,z∈{±1}m
∑
i,j∈[m]
yizj (〈xi, xj〉 − E〈xi, xj〉) ≤ C1(m
2
√
α
∨m2)
for some constant C1 > 0.
Proof of Lemma 1. Since for each i ∈ [m] and each d ∈ [p], xid is a normally distributed random variable, for each
i, j ∈ [m], xidxjd is a sub-exponential random variable with:
‖xidxjd‖ψ1 ≤ ‖xid‖ψ2‖xjd‖ψ2 ≤ (1 +O(log p/p))2.
From an application of Bernstein’s inequality for sub-exponential random variables, we have that:
Pr (|〈xi, xj〉 − E〈xi, xj〉|) > t ≤ 2 exp
(
−c
(
t2
p(1 +O(log p/p))4
∧ t
(1 +O(log p/p))2
))
.
Taking a union bound over all i, j ∈ [m], we have that:
max
i,j∈[m]
〈xi, xj〉 ≤ E〈xi, xj〉+O(
√
p log p).
and
min
i,j∈[m]
〈xi, xj〉 ≥ E〈xi, xj〉 −O(
√
p log p).
Since ∀i 6= j, E〈xi, xj〉 = O(1), we have that w.h.p:
max
i6=j∈[m]
〈xi, xj〉
p
≤ O(log p/√p), min
i 6=j∈[m]
〈xi, xj〉
p
≥ −O(
√
log p/p).
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and ∀i ∈ [m], E‖xi‖2 = p+O(1). So,
max
i∈[m]
‖xi‖
p
≤ 1 +O(log p/√p), min
i∈[m]
‖xi‖
p
≥ 1−O(
√
log p/p).
Proof of Lemma 2. For any partition σ such that ‖β(σ, σ∗)‖2F ≤ 1 + (k − 1),
k
m
k∑
s=1
∑
σ(i)=s
σ(j)=s
〈xi, xj〉 = k
m
k∑
s=1
∥∥∥∥∥∥
∑
σ(i)=s
xi
∥∥∥∥∥∥
2
.
∑
σ(i)=s
xi is the sum of independent normally distributed random variable and is also normally distributed. Therefore,
‖ ∑
σ(i)=s
xi‖2 follows a non central chi-square distribution with non-centrality:
αρ
k
∑
s′∈[k]
∑
s,t∈[k]
βs,s′βt,s′〈µs, µt〉 = pαρ
k − 1(‖β‖
2
F − 1) +O(
√
p log p)
and pk degrees of freedom. Applying upper tail bounds from proposition 6, followed a union bound over all such
partitions and setting t = (1 + )m log k, we obtain the following inequality which holds with high probability:
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
k
m
k∑
s=1
∑
σ(i)=s
σ(j)=s
Q1σi,j ≤ k + αρ+ 2(1 + )α log k + 2
√
(1 + ) (k + 2αρ)α log k +O(
√
log p/p).
Similarly, the random variable
m∑
i=1
p∑
d=1
x2id is distributed according to a non-central chi-squared distribution with non-
centrality(µ2) pαρ and mp degrees of freedom(d). Note that it is independent of the partition. Using the lower tail
bounds from proposition 6 and setting t = log(p), w.p.a.l (1− 1p ).
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
−γmaxQ5i ≤ −
kγmaxτ
mp
(
mp+ pαρ− 2
√
(mp+ 2pαρ) log p
)
.
Proof of Lemma 4. Using the inequality,
n∑
i=1
ai · bi ≤ sup
i∈[n]
|bi| ·
n∑
i=1
|ai|, we have:
k
m
∑
i∈[m]
(
‖xi‖2
p
− τ)2 ≤ k max
i∈[m]
(
‖xi‖2
p
− τ)2 ≤ kO( log p
p
).
Therefore,
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
∑
i∈[m]
kγmax(e
τ − 1)
2m
Q4σi ≤ C0kγmax(eτ − 1)(log p)2/2p. (19)
Proof of Lemma 5. For the true partition σ∗, ‖ ∑
σ∗(i)=s
xi‖2 follows a non central chi-square distribution with non-
centrality: pαρ+O(
√
p log p) and pk degrees of freedom. Applying lower tail bounds from proposition 6 and setting
t = log p, we obtain the following inequality which holds with high probability:
k
m
k∑
s=1
∑
σ∗(i)=s
σ∗(j)=s
Q1σi,j ≥ k + αρ−O(
√
log p/p). (20)
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Similarly, as noted earlier, the random variable
m∑
i=1
p∑
d=1
x2id is distributed according to a non-central chi-squared
distribution with non-centrality(µ2) pαρ and mp degrees of freedom(d). Using the upper tail bounds from proposition
6 and setting t = log(p), w.p.a.l (1− 1p ):
−γminQ5 > −kγminτ
mp
(
mp+ pαρ+ 2 log p− 2
√
(mp+ 2pαρ) log p
)
. (21)
Proof of Lemma 7.
K˜(i, j) = f(0) +

f
′
(0)ρ〈µi,µj〉
p2 +
κρ2〈µi,µj〉2
p4 +
κ
p if i 6= j
f
′
(0)(p2+ρ‖µi‖2)
p2 +
κ(p2+ρ‖µi‖2)2
p4 +
κ
p otherwise.
〈K˜,X∗ − Xˆ〉 =
∑
S
∑
i6=j∈S
K˜i,j(1− Xˆi,j) +
∑
S,S′
∑
i∈S
j∈S′
K˜i,j(−Xˆi,j)
≥ min
S
min
i6=j∈S
K˜i,j
∑
S
∑
i6=j∈S
(1− Xˆi,j)−max
S,S′
max
i∈S
j∈S′
K˜i,j
∑
i∈S
j∈S′
∑
i∈S
j∈S′
(Xˆi,j)
= (min
S
min
i 6=j∈S
K˜i,j −max
S,S′
max
i∈S
j∈S′
K˜i,j)
∑
S
∑
i 6=j∈S
(1− Xˆi,j).
The last inequality is obtained using the property that the sum of entries of each row of Xˆ is equal to mk . Similarly,
‖X∗ − Xˆ‖1 =
∑
S
∑
i 6=j∈S
(1− Xˆi,j) +
∑
S,S′
∑
i∈S
j∈S′
(Xˆi,j) ≤ 2
∑
S
∑
i 6=j∈S
(1− Xˆi,j).
Therefore,
‖X∗ − Xˆ‖1 ≤ 2
(min
S
min
i 6=j∈S
K˜i,j −max
S,S′
max
i∈S
j∈S′
K˜i,j)
〈K˜,X∗ − Xˆ〉. (22)
Substituting the values of K˜i,j , we have that
min
S
min
i 6=j∈S
K˜i,j = f(0) + f
′(0) min
S
ρ‖µs‖2
p2
+ eτγmax min
S
ρ2‖µs‖4
p4
= f(0) + f ′(0)
ρ(1 +O(
√
log p
p ))
p
+ eτγmax
ρ2(1 +O(
√
log p
p ))
2
p2
.
max
S 6=S′
max
i∈S,j∈S′
K˜i,j = f(0) + f
′(0) max
S 6=S′
ρ〈µs, µ′s〉
p2
+ eτγmax max
S 6=S′
ρ2〈µs, µ′s〉2
p4
= f(0) + f ′(0)
ρ( −1k−1 +O(
√
log p
p ))
p
+ eτγmax
ρ2( −1k−1 +O(
√
log p
p ))
2
p2
.
where, the second equalities for both quantities arise from substituting the values of min
s
‖µs‖2 and min
s,s′
〈µs, µs′〉.
Therefore,
min
S
min
i 6=j∈S
K˜i,j − max
S 6=S′
max
i∈S,j∈S′
K˜i,j =
ρ
p
(
k
k − 1 +O(
√
log p
p
) +O(1/p)
)
and
‖X∗ − Xˆ‖1 ≤ 2〈K˜,X
∗ − Xˆ〉
ρ
p
(
k
k−1 +O(
√
log p
p ) +O(1/p)
) .
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Proofs of Lemma 3,6. fσ∗(X) =
∑
s∈[k]
∑
i,j∈σ−1∗ (s)
〈xi, xj〉2.
E
∑
s∈[k]
∑
i,j∈σ−1∗ (s)
〈xi, xj〉2 = mp
2
k
(k +
α
k
+O(
1
p
)).
We need the following tensors and their corresponding tensor norms to establish the results of lemma 3 and 6 via an
application of Proposition 7.
• For each s ∈ [4], sth order tensors As of expectations of sth order derivatives of f with respect to each
{xi1,d1 , ..., xis,ds}ij∈[m],dj∈[p].
• Tensor norms for As with respect to each J in Ps.
Computing A1: The first order derivative of f with respect to xid for any i ∈ [m] and d ∈ [p]: ∂fσ∗ (X)∂xid =
4x3id +
∑
d′ 6=d
2xidx
2
id′ +
∑
s∈[k]
∑
j 6=i∈σ−1∗ (s)
2xidx
2
jd +
∑
d′ 6=d
∑
j 6=i∈σ−1∗ (s)
xid′xjdxjd′ .
E(
∂fσ∗(X)
∂xid
) = O(
√
p log p).
Therefore,
A1 = O(
√
p log p)Jmp
, where Jmp ∈ Rmp denotes the vector of ones.
Computing A2: The second order derivative of f with respect to xid, xkβ for any i, k ∈ [m] and d, β ∈ [p]:
∂fσ∗(X)
∂xid∂xkβ
=

12x2id +
∑
d′ 6=d
2x2id′ +
∑
j 6=i∈σ−1∗ (s)
2x2jd if k = i;β = d,
4xidxiβ +
∑
j 6=i∈σ−1∗ (s)
2xjdxjβ if k = i;β 6= d,
4xidxkd +
∑
d′ 6=d
xid′xkd′ if k 6= i ∈ σ−1∗ (s); s ∈ [k];β = d,
xiβxkd if k 6= i ∈ σ−1∗ (s); s ∈ [k];β 6= d,
0 otherwise .
Then,
A2(i, j) =

O(p) if k = i;β = d,
O(log p) if k = i;β 6= d,
O(1) if k 6= i ∈ σ−1∗ (s); s ∈ [k];β = d,
O(log p/p) if k 6= i ∈ σ−1∗ (s); s ∈ [k];β 6= d,
0 otherwise .
Computing A3: The third order derivative of fσ∗(X) with respect to xid, xkβ , xαl for any i, k ∈ [m] and d, β ∈ [p]:
∂fσ∗(X)
∂xid∂xkβ∂xαl
=

24xid if α = k = i; l = β = d,
4xil if α = k = i; l 6= β = d,
4xαd if α 6= k = i; l = β = d, α 6= i ∈ σ−1∗ (s); s ∈ [k];
xαβ if α 6= k = i; l = d 6= β, α 6= i ∈ σ−1∗ (s); s ∈ [k];
0 otherwise .
Then,
A3id,kβ,αl =

O( log pp ) if α = k = i; l = β = d,
O( log pp ) if α = k = i; l 6= β = d,
O( log pp ) if α 6= k = i; l = β = d,
O( log pp ) if α 6= k = i; l = d 6= β,
0 otherwise .
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Computing A4: The fourth order derivative of fσ∗(X) with respect to xid, xkβ , xαl, xqγ for any i, k, α, q ∈ [m] and
d, β, l, γ ∈ [p]:
∂fσ∗(X)
∂xid∂xkβ∂xαl∂xqγ
=

24 if q = α = k = i; γ = l = β = d,
4 if q = α = k = i; γ = l 6= β = d,
4 if q = α 6= k = i; γ = l = β = d, α 6= i ∈ σ−1∗ (s); s ∈ [k];
1 if q = α 6= k = i; l = d 6= β = γ, α 6= i ∈ σ−1∗ (s); s ∈ [k];
0 otherwise .
Computing all the tensor norms, (see the proof of Lemma 9 for how the norms are computed) we have:
‖A1‖{1} = O(p
√
p log p); ‖A2‖{1,2} = O(p2); ‖A2‖{{1},{2}} = O(p log p);
‖A3‖{1,2,3} = O(m
√
p log p); ‖A3‖{1,2},{3} = O(√mp); ‖A3‖{{1},{2},{3}} = O(
√
p log p);
‖A4‖{1,2,3,4} = O(mp); ‖A4‖{1,2},{3,4} = O(p); ‖A4‖{{1},{2},{3},{4}} = O(1);
‖A4‖{1},{2,3,4} = O(√mp); ‖A4‖{{1},{2},{3,4}} = O(p);
Applying the lower tail bounds for fσ∗(X) from Proposition 7, and setting the R.H.S of the inequality to
1
p , we derive
the following upper bound that holds with probability at least 1− 1/p:
fσ∗(X) >
mp2
k
(k +
α
k
+O(
1
p
))− (O(p2
√
log p) ∨O(mp
√
log p))
Therefore,
γminQ2σ∗ > γmin
(
1 +
1
k
+O(
1
p
)
)
− C2γmin
(√
log p
p2
∨ α
√
log p
p2
)
.
Fix some  > 0 be an arbitrarily small constant. For any σ : ‖β(σ, σ∗)‖2F < 1 + (k − 1), let
fσ(X) =
∑
s∈[k]
∑
i,j∈σ−1(s)
〈xi, xj〉2.
We can show that Efσ(X) ≤ mp
2
k (k +
α
k + O(
1
p )). Computing the tensors and their respective norms similarly as
above, applying proposition 7, followed by an union bound over all such partitions and we can show that w.h.p,
max
σ:‖β(σ,σ∗)‖2F
≤1+(k−1)
γmaxQ2σ ≤ γmax
(
1 +
1
k
+O(
1
p
)
)
+ C2γmaxO
(√
α
p
∨ α
√
α
p
∨
√
1
αp
)
.
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