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Abstract
This paper is an extended version of our proceedings paper [39] announced at LICS’16; in order to complement it, this
version is written from a different viewpoint including topos-theoretic aspects of [39] that were not discussed there.
Technically, this paper introduces and studies the class of semi-galois categories, which extend galois categories and
are dual to profinite monoids in the same way as galois categories are dual to profinite groups; the study on this class of
categories is aimed at providing an axiomatic reformulation of Eilenberg’s theory of varieties of regular languages—
a branch in formal language theory that has been developed since the mid 1960s and particularly concerns systematic
classification of regular languages, finite monoids and deterministic finite automata. In this paper, detailed proofs
of our central results announced at LICS’16 are presented, together with topos-theoretic considerations. The main
results include (I) a proof of the duality theorem between profinite monoids and semi-galois categories, extending the
duality theorem between profinite groups and galois categories; based on this results on semi-galois categories we
then discuss (II) a reinterpretation of Eilenberg’s theory from a viewpoint of duality theorem; in relation with this
reinterpretation of the theory, (III) we also give a purely topos-theoretic characterization of classifying topoi BM of
profinite monoids M among general coherent topoi, which is a topos-theoretic application of (I). This characterization
states that a topos E is equivalent to the classifying topos BM of some profinite monoid M if and only if E is (i)
coherent, (ii) noetherian, and (iii) has a surjective coherent point p : Sets → E . This topos-theoretic consideration
is related to the logical and geometric problems concerning Eilenberg’s theory that we addressed at LICS’16, which
remain open in this paper.
Keywords: semi-galois category, profinite monoid, Eilenberg variety theory, classifying topos of profinite monoid
1. Introduction
This paper is an extended version of our proceedings paper [39] announced at the 31st Annual ACM/IEEE symposium
on Logic in Computer Science (LICS’16), where we discussed an axiomatic reformulation of Eilenberg’s theory of
varieties of regular languages [16] (cf. §1.1). The current paper gives detailed proofs of the central results announced
there; and in order to complement the discussions in [39], we elaborate on them with topos-theoretic considerations
and new results (cf. §1.2). In particular, as an application of our result in [39], we provide a simple characterization of
classifying topoi BM of profinite monoids M in a purely topos-theoretic terminology: That is, a topos E is equivalent
to the classifying topos BM of some profinite monoid M if and only if E is (i) coherent, (ii) noetherian, and (iii) has
a surjective coherent point p : Sets → E (cf. §6). The motivation of proving this characterization is related to the
logical / geometric problems concerning Eilenberg’s theory that we addressed at LICS’16 (cf. §7); but this result itself
will be of independent interest.
Throughout this paper, the reader is assumed to be familier with basic terminlogies in automata theory, finite
semigroup theory, and category theory including topos theory. The reader who is not familiar with these fields is
refered to e.g. [20, 28] for automata and regular languages; [5, 34] for finite (and profinite) semigroups; and [24, 25,
21, 22] for categories and topoi. Other necessary references will be mentioned below at the corresponding places.
The rest of the current section (§1) is devoted to a brief overview of research context (§1.1) and our contribution
(§1.2) as well as other related works (§1.3). The technical argument starts from the next section (§2) and ends in the
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sixth section (§6). The last section (§7) is devoted to a discussion on some future directions, which are formulated
based on the results developed in this paper.
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1.1. Research context
The current paper, as well as our previous one [39], is related to recent reconsiderations [17, 34, 2, 11, 6, 3] on
Eilenberg’s variety theorem [16], which claims a bijective correspondence between varieties of regular languages
and pseudo-varieties of finite monoids (§5). This theorem was first proved in 1975 and is rather classical, but was
recently refleshed [17, 34, 2, 11, 6, 3] in the light of Stone-type duality theorems. The current work also belongs in
this research line in that we also develop a reformulation of Eilenberg’s theorem from a viewpoint of duality theorem,
but in a slightly different way so that our formulation of the theory is coherent with a version of Galois theory (cf.
§1.2).
Technically, on the one hand, a variety of regular languages is defined as a class of regular languages that is closed
under taking Boolean combinations, quotients by finite words, and inverse images of monoid homomorphisms; on the
other hand, a pseudo-variety of finite monoids is a class of finite monoids that is closed under taking quotients, sub-
monoids, and finite products (cf. §5). Although these structures are irrelevant at least a priori, Eilenberg’s variety
theorem indicates that there is a canonical isomorphism between the lattice consisting of varieties of regular lan-
guages and that of pseudo-varieties of finite monoids. Regardless of its ostensible abstractness, this theorem played
a fundamental role in clarifying a principle behind the traditional method based on finite monoids of proving several
decision problems on regular languages, particularly including the decidability results of several fragments of Bu¨chi’s
monadic second-order logic over finite words [9]. (See e.g. [15, 28] for more background on logic over finite words.)
One of the major motivations to reconsider this rather classical result is that Eilenberg’s theorem is a good model
of systematic classification of classes of formal languages; therefore, it is natural to seek a right direction to extend
the theory beyond regular languages. In a sense, the recent works [17, 34, 2, 11, 6, 3] came to grips with this project,
where the authors particularly reviewed the theory from the viewpoint of Stone-type duality theorems.
The work of Gehrke, Grigorieff and Pin [17], to our knowledge, is a watershed for this project, which comple-
mented the early ideas due to Almeida [5] and Pippenger [29]. The authors gave a reinterpretation of Eilenberg’s
theorem (to be more precise, its extended variant due to Pin [27]) based on Priestley duality theorem [31]; indepen-
dently, Rhodes and Steinberg gave in their monograph [34] on finite semigroup theory a similar (but more compatible
with commutative algebra) review on Eilenberg’s original theorem based on Stone duality theorem. Their insight
immediately promoted the later works due to Ada´mek, Millius, Myers and Urbat [2, 3], Chen and Urbat [11], and
Bojan´czyk [6], where they discussed generic frameworks unifying several existing variants of Eilenberg’s theorem
that were studied after Eilenberg but proved in somewhat technically independent ways. At least to our knowledge, it
is Ada´mek et al. [2, 3] and Chen et al. [11] who first showed it possibile to unify some variants of Eilenberg’s theorem
on regular languages (e.g. [28, 30, 33]) based on the idea of Gehrke et al. [17] and Rhodes et al. [34], where they
adopted the framework of universal algebra and coalgebra in particular— by that, they also proved a new variant of
Eilenberg’s theorem; Bojan´czyk [6] made the first step to a uniform generalization of Eilenberg’s theory for several
sorts of languages including tree and infinite-word languages based on the concept of monads. This line of extensions
is being continued by several authors, e.g. [18, 13, 12], and represents one of leading research trends in the context of
algebraic language theory.
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1.2. Our contribution
In this paper, we develop a slightly different framework so that Eilenberg’s variety theory becomes coherent with
Grothendieck’s formulation of Galois theory [19]. This yet another formulation of Eilenberg’s theory is (I) to develop
a new approach to classical problems in the theory, as well as (II) to indicate yet another direction to extend this
theory; a more detailed backgound motivation of the current study will be discussed in the last section (§7) with some
discussions on further problems based on the results developed in this paper. Basically, the current paper is committed
to developing particularly fundamental components of our intended framework.
Technically speaking, this paper focuses on the study of the general structure of semi-galois categories (§2) in
relation with a review of Eilenberg’s varierty theory as well as its topos-theoretic consideration. This paper, except
for the last discussion section (§7), consists of five main sections (§2 - §6), which is divided roughly into three parts:
That is, (§2 - §4), (§5), and (§6), in view of their respective subjects.
1. General study of semi-galois categories. In the first part (§2 - §4), we introduce the class of semi-galois categories
and investigate their general structures. The axiom of semi-galois categories is provided in §2, where we also give
some proto-typical examples of semi-galois categories (§2.2). The main goal here is to prove the duality theorem
between profinite monoids and semi-galois categories (Theorem 29, §4), which extends the duality theorem between
profinite groups and galois categories [19]. Several concepts necessary to this goal are studied in §3, including galois
objects (§3.1) and fundamental monoids (§3.2) of semi-galois categories. The technical results developed in this first
part will be used for the consideration of the second part (§5) and the third part (§6).
2. Review of Eilenberg’s variety theory. The general study of semi-galois categories will be first used in our review
on Eilenberg’s variety theory [16]; the second part of this paper (§5) is devoted to this consideration. Technically
speaking, the central theorem in this theory is Eilenberg’s variety theorem; and our review is essentially about a
reformulation of this theorem.
To be more precise, we actually review two variants of Eilenberg’s variety theorem due to Straubing [36] and
Chaubard, Pin and Straubing [10] rather than original Eilenberg’s version; the reason of this specific choice of our
starting point will be discussed in §5 as well. Briefly speaking, these theorems state canonical bijective correspon-
dences between certain classes of (i) regular languages, (ii) finite monoids, and (iii) deterministic finite automata
(DFAs) (§5.1); in relation to our reinterpretation of Eilenberg’s theory, we give yet another proof of these theorems
based on appropriate duality theorems (§5.2). This proof is not intended to simplify the original proofs; but instead, to
gain a more conceptual understanding of these theorems by highlightening a duality principle behind them. This rein-
terpretation of the variety theorems then gives us a reason to get concerned with the general structure of semi-galois
categories; in this relation, we proceed in this paper to specify the class of topoi equivalent to the class of semi-galois
categories in order to obtain a topos-based classification of (local) varieties of regular languages. (See below.)
3. Topos Representation. Technically speaking, the subject of the third part (§6) is to give a fragment of the duality
between pretopoi and coherent topoi [21]. On the one hand, pretopoi are those categories which satisfy certain
exactness conditions; clearly, the class of semi-galois categories is a proper subclass of that of pretopoi. On the other
hand, coherent topoi are those topoi which are equivalent to sheaf topoi Sh(C , JC ) over those sites (C , JC ) which
satisfy certain finitary condition. In the literature on topos theory, it has been known that there is a duality between
pretopoi and coherent topoi (cf. §6.1). In the case of galois categories (hence pretopoi), the coherent topoi dual to
them are exactly the classifying topoi BG of profinite groups G; interestingly, this class of topoi has several purely-
topos theoretic characterizations: For instance, a topos E is equivalent to the classifying topos BG of some profinite
group G if and only if E is a hyperconnected pointed topos with proper diagonal [26]. This gives a “galois-categorical
fragment” of the duality between pretopoi and coherent topoi, in that it specifies the class of coherent topoi exactly
dual to galois categories among general coherent topoi.
We give in §6 a semi-galois categorical counterpart to this fact, applying our duality theorem between profinite
monoids and semi-galois categories. As mentioned above, the class of semi-galois categories is a proper subclass of
pretopoi; and it can be shown that the coherent topoi dual to semi-galois categories are exactly the classifying topoi
BM of profinite monoids M as in the case of galois categories. We then see that this class of coherent topoi also admits
a purely topos-theoretic characterization: That is, a topos E is equivalent to the classifying topos BM of some profinite
monoid M if and only if E is (i) coherent, (ii) noetherian, and (iii) has a surjective coherent point p : Sets → E (cf.
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§6.2). This characterization gives a semi-galois categorical fragment of the duality between pretopoi and coherent
topoi. Together with the result in §5, this provides a topos-based classification of (local) varieties of regular languages
in the precise sense of canonical bijective correspondence described in §5 and §6.
1.3. Other related work
The current work also belongs in the context of studies on several duality theorems, particularly, between several
classes of categories (such as galois categories [19], tannakian categories in the sense of Deligne and Milne [14],
and their several variants) and corresponding classes of algebras (such as profinite groups, algebraic groups etc.).
The most general result in this direction is, to the best of our knowledge, the work due to Scha¨ppi [35], where he
developed a generic framework of duality between tannakian-type enriched categories and comonoids in symmetric
monoidal categories; the opposite of our duality theorem is closely related to his duality in that opposite of our duality
concerns the duality between (opposite of) semi-galois categories and comonoids in the category Bool of Boolean
algebras. Nevertheless, an unignorable gap still exists between our duality theorem and the one due to Scha¨ppi maily
because of the difference of the basic setting. (The opposites of semi-galois categories are still those enriched in Sets,
rather than in Bool.) As far as we could find, it is Alain Bruguie`res who first claimed in his 2013 slide [7] a generic
framework that aims to unify several existing duality theorems for tannakian-type categories as well as their opposite
analogue (i.e. the one for galois categories); importantly, his claim of duality theory subsumes an essential part of
our duality theorem. Although, according to him [8], his preprint still remains in preparation, his work should be
recognized here as well.
Provided here is a proof of the duality theorem between profinite monoids and semi-galois categories in the full
form of a contravariant equivalence between suitable categories. Our proof is given intentionally as a natural extension
of an elementary proof of the duality between profinite groups and galois categories. This elementary proof will be
valuable in its own right mostly for those who are particularly concerned with profinite monoids and with comparison
with the case of profinite groups: The structure of profinite monoids is still mysterious in general, while their analysis
plays a fundamental role in Eilenberg’s theory [4]. We shall not proceed to generalize this duality theorem itself in this
paper, since we instead proceed to another direction in §6: We consider another dual (coherent topoi) of semi-galois
categories and see that they are axiomatized exactly as coherent noetherian topoi with coherent surjective points. This
consideration serves yet another (topos-theoretic) viewpoint on the classical Eilenberg variety theory.
2. Semi-galois Categories
Here we prepare basic concepts and constructions on semi-galois categories (§2.1 – §2.2). The axiom of semi-galois
categories is described in the first subsection §2.1, where we also fix some general notations. Several proto-typical
examples of semi-galois categories as well as their corresponding topoi are discussed in the second subsection §2.2.
Our detailed study on the general structure of semi-galois categories will start from the next section §3; our first goal
is to prove in §4 the duality theorem for semi-galois categories (Theorem 29).
2.1. Axiom and notations
Notation 1. Throughout this paper, we denote by Sets the category of sets and maps; by Setsω the full subcategory
of Sets consisting of finite sets. The empty set is denoted by ∅, while the singleton set {∅} is denoted by 1. Although
Sets can be replaced by more general topoi in the following argument, we assume that categories, sites, and topoi in
this paper are all over Sets in order to avoid inessential abstractness of the theory.
Semi-galois categories are defined as follows, which constitute the class of categories of our central concern in
this paper.
Definition 1 (Semi-galois category). A semi-galois category is a pair 〈C , F〉 of (i) an (essentially) small category C
and (ii) a functor F : C → Setsω satisfying the following six axioms:
C0) C has the initial object ∅C and the final object 1C ;
C1) C has finite pullbacks and finite pushouts;
4
C2) every arrow f : X → Y in C factors as f = j f ◦ π f such that π f : X ։ Z is an epimorphism, and j f : Z →֒ Y is a
monomorphism;
X
f //
π f '' ''
Y
Z )
	 j f
HH
F0) F(∅C ) = ∅ and F(1C ) = 1;
F1) F preserves finite pullbacks and finite pushouts;
F2) F reflects isomorphisms.
The functor F is called a fiber functor on C ; sometimes we call C itself a semi-galois category if it forms a semi-galois
category 〈C , F〉 with some fiber functor F on it.
Notation 2. Here, the composition of arrows f : X → Y, g : Y → Z in a semi-galois category is denoted g◦ f : X → Z
and sometimes by g f for short. Also, for each f : X → Y in C , the corresponding map F( f ) : F(X) → F(Y) in Setsω
is denoted simply by f∗ : F(X) → F(Y), and its action on elements ξ ∈ F(X) is from the left, i.e. denoted f∗ξ ∈ F(X).
(Note that this and the next notations are reverse to those in our proceedings paper [39].)
Notation 3. To the contrary, for notational reasons, natural transformations φ : F ⇒ F on a fiber functor F are assumed
to act from the right on each element ξ ∈ F(X) at each object X ∈ C . So, we denote by ξφX ∈ F(X) the action of a
natural transformation φ : F ⇒ F on ξ ∈ F(X) at X ∈ C ; the composition of φ and ψ : F ⇒ F (first φ; second ψ) is
written as φ · ψ or simply φψ. (Thus one has ξ(φ · ψ)X = (ξφX)ψX for each X ∈ C , ξ ∈ F(X) and φ, ψ : F ⇒ F.)
Notation 4. For symplicity, the initial object ∅C and the final object 1C of C are abusively denoted by ∅ and 1
respectively. Also, for each f : X → Y in C , we say the image of f to mean an object Z such that f : X → Y factors
as X ։ Z →֒ Y as in the axiom C2 above. Since such an object Z is unique up to isomorphism, we shall denote
Z =: Im( f ) and say “the” image of f .
2.2. Examples
Example 1: The category of finite M-sets
Given a profinite monoid M, we can construct the category of (finite) right M-sets and M-equivariant maps, which
provides prototypes of topoi (resp. semi-galois categories) studied in this paper. Formally, these structures are defined
as follows:
Definition 2 (right M-set). Let M be a profinite monoid. A right M-set (or simply, M-set) is a pair 〈S , ρ〉 of (i) a set
S ∈ Sets and (ii) a continuous map ρ : S × M → S with respect to the discrete topology on S that satisfies (ii-a)
ρ(ρ(ξ,m), n) = ρ(ξ,mn) and (ii-b) ρ(ξ, 1) = ξ for every ξ ∈ S and m, n ∈ M. (Here 1 ∈ M denotes the identity of M.)
An M-set 〈S , ρ〉 is called finite if S is a finite set.
We use capital romans X, Y, Z · · · to denote M-sets; and for each M-set X, we use symbols S X and ρX to mean
X = 〈S X , ρX〉. That is, S X is the underlying set of the M-set X, while ρX : S X × M → S X is the action map for X.
Given an M-set X, we write ξ · m := ρX(ξ,m) for each ξ ∈ S X and m ∈ M.
Definition 3 (M-equivariant map). Let X, Y be M-sets. An M-equivariant map f : X → Y from X to Y is a map
f∗ : S X → S Y between their underlying sets that commutes with M-actions, that is, f∗(ξ · m) = ( f∗ξ) · m for every
ξ ∈ S X and m ∈ M.
These structures form a category:
Definition 4 (The categories BM and B f M). The category BM is defined as the one whose objects are (not nec-
essarily finite) right M-sets and arrows are M-equivariant maps between them; also, the full subcategory of BM
consisting of finite right M-sets is denoted B f M.
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The latter category, B f M, is equipped with the canonical functor FM : B f M → Setsω that assigns to each X ∈ B f M
the underlying set S X ; and to each f : X → Y the map f∗ : S X → S Y . Then the pair 〈B f M, FM〉 forms a semi-galois
category.
Remark 1 (left and right). These facts and the following arguments hold even when right M-sets are replaced by left
M-sets, although one needs to shift notations given in §2.1 from right to left and vice versa. In this paper we deal with
right M-sets (unlike we dealt with left M-sets in [39]) in order to be compatible with a convention in automata theory.
Remark 2 (M-sets for profinite semigroups). One can define right M-sets and M-equivariant maps for profinite
semigroups M in a similar way to the case of profinite monoids, except for (ii-b); and the category of finite M-sets
and M-equivariant maps also forms a semi-galois category.
Remark 3. While the semi-galois category B f M itself is not a topos in general (indeed, just a pretopos), the category
BM on the other forms a topos. In fact, BM is the classifying topos of the profinite monoid M. As known in topos
theory, coherent topoi (including BM) are dually equivalent to pretopoi (including B f M) in a certain definite way;
and under this equivalence, the semi-galois category B f M corresponds to the classifying topos BM (cf. §6). The
study on semi-galois categories (§2 – §4) will be used in §6 to give a characterization of the topoi of the form BM
(i.e. exactly the class of classifying topoi of profinite monoids) among the class of general coherent topoi in the same
manner as that classifying topoi of profinite groups could be characterized in several ways.
Example 2: The category of deterministic finite automata
The semi-galois category A-DFA whose objects are deterministic finite automata (Definition 5) is of central concern
in §5. As briefly mentioned below (cf. Remark 5), this semi-galois category is in some sense the simplest example of
semi-galois categories, but will play a central role in the reinterpretation of classical concepts in Eilenberg’s theory.
For the basic concepts concerning DFAs and regular languages, the reader is refered to e.g. [20, 28].
Notation 5. First let us fix some general notations and terminology on finite words. We call alphabets any finite
non-empty sets; symbols A, B · · · are used to denote alphabets. Elements of an alphabet A are called letters; finite
sequences w = a1a2 · · · an of letters ai in A are called finite words over A, where n is the length of w and denoted
n = |w|. The empty word is the one of length 0 and denoted ε. The set of all finite words over A is denoted A∗, which
forms a monoid (free over A) with multiplication of finite words u, v ∈ A∗ given by the concatenation uv ∈ A∗; the
empty word ε ∈ A∗ is the unit of this monoid A∗.
Definition 5 (deterministic finite automaton). Let A be an alphabet. A deterministic finite automaton (DFA) over A
is a pair 〈S , ρ〉 of (i) a finite set S and (ii) a map ρ : S × A → S . Elements in S are called states of the DFA, while ρ
is called its transition function.
Notation 6. The transition function ρ : S × A → S can be extended to (and so, identified with) a map ρˆ : S × A∗ → S
by induction on the length of finite words: That is, given ρ : S × A → S , we can define ρˆ : S × A∗ → S by ρˆ(ξ, ε) := ξ
and ρˆ(ξ,wa) := ρˆ(ρˆ(ξ,w), a) for w ∈ A∗ and a ∈ A. We denote ρˆ simply by ρ : S × A∗ → S ; and write ρ(ξ, u) =: ξ · u
for each ξ ∈ S and u ∈ A∗. Moreover, similarly to the case of M-sets, we use capital romans X, Y, Z · · · to denote
DFAs; and if X is a DFA, symbols S X and ρX represent respectively the set of states in X and its transition function,
i.e. X = 〈S X , ρX〉.
Remark 4 (DFA as graph). DFAs over an alphabet A are often writen as a kind of directed graphs whose edges are
labeled by letters in A; to see this convention and to use it below, a few remarks and notation are in order here. (See
also Notation 7.)
Let A be an alphabet and let X = 〈S , ρ〉 be a DFA over A. For states ξ, ξ′ ∈ S and a letter a ∈ A, we write ξ a−→ ξ′ if
and only if ξ′ = ξ · a, i.e. ξ′ = ρ(ξ, a). In more graph-theoretic terminology, this says that a DFA X defines a directed
finite graph ΓX whose vertices are states ξ ∈ S , and edges are labeled by letters a ∈ A as ξ
a
−→ ξ′ in Γ. Conversely, a
directed finite graph Γ with edges labeled by A arises from a DFA exactly when for each vertex ξ in Γ and a ∈ A there
is a unique vertex ξ′ such that ξ a−→ ξ′ in Γ. In other words, under this correspondence, DFAs are equivalent structures
to such directed finite graphs.
6
Notation 7. The above notation (Notation 6) is rephrased in this graph-theoretic terminology. Let X = 〈S , ρ〉 be a DFA
over A; u = a1a2 · · · an ∈ A∗ be a finite word over A; and ξ ∈ S be a state in X. Then we have ξ′ = ξ ·u (i.e. ξ′ = ρˆ(ξ, u))
if and only if there is a path from ξ to ξ′ labeled by u, i.e. there are adjacent edges ξ a1−→ ξ1 a2−→ ξ2 · · · an−→ ξn = ξ′
starting from ξ and ending at ξ′ in the associated graph ΓX . When this is the case, we write ξ
u
−→ ξ′ in what follows,
representing ξ · u = ξ′.
The morphisms between DFAs are those called transition-preserving maps:
Definition 6 (transition-preserving map). Let A be an alphabet and X, Y be DFAs over A. A transition-preserving
map f : X → Y from X to Y is a map f∗ : S X → S Y such that ( f∗ξ) · u = f∗(ξ · u) for every u ∈ A∗ and ξ ∈ S X . In other
words, a transition-preserving map f : X → Y is a map of directed graphs ΓX → ΓY that preserves labels on edges.
Definition 7 (The category of DFAs). Let A be an alphabet. Then the category A-DFA is defined as the one whose
objects are DFAs over A and arrows are transition-preserving maps between them.
This category A-DFA is equipped with a functor FA : A-DFA → Setsω that assigns to each X ∈ A-DFA the set of
states S X; and to each f : X → Y the map f∗ : S X → S Y . Then the pair 〈A-DFA, FA〉 forms a semi-galois category.
Remark 5. It is readily seen that the category A-DFA is canonically equivalent to the category B f Â∗ (cf. Example 1)
for the free profinite monoid Â∗. This is simply because DFAs over A, say ρ : S × A∗ → S , are essentially the same as
finite Â∗-sets, say ρ : S × Â∗ → S ; note that the monoid A∗ is dense in Â∗. In this sense, the category A-DFA of DFAs
is the simplest example of semi-galois categories.
Example 3: galois category
Galois categories [19] are always semi-galois categories, although this fact is not very apparent from the original
axiom of galois categories given as follows. (The reader interested in galois categories is refered to more detailed
references e.g. [23, 37, 38] on galois categories.)
Definition 8 (galois category [19]). A galois category is a pair 〈C , F〉 of (i) an (essentially) small category C and (ii)
a functor F : C → Setsω satisfying the following seven axioms:
C0) C has the final object 1C , finite pullbacks, and finite coproducts, including the initial object ∅C ;
C1) every object X ∈ C has universal quotients X/G by any subgroup G ≤ Aut(X) (cf. Remark 6);
C2) every arrow f : X → Y in C factors as f = j f ◦ π f such that π f : X ։ Z is an epimorphism, and j f : Z →֒ Y is a
monomorphism;
C3) every monomorphism j : X →֒ Y is a direct summand of a coproduct X ⊔ X′ = Y;
F0) F(1C ) = 1, and F preserves finite pullbacks and finite coproducts;
F1) F preserves universal quotients and epimorphisms;
F2) F reflects isomorphisms.
Similarly the functor F is called a fiber functor on C ; again, we call C itself a galois category if it is for some fiber
functor on it.
Remark 6 (universal quotient). Let X be an object in C ; and G ≤ Aut(X) be a subgroup of automorphisms on X. The
universal quotient of X by G is defined as an arrow p : X → Y such that:
Q0) the arrow p : X → Y annihilates G, i.e. we have p ◦ g = p for every g ∈ G;
Q1) if q : X → Z annihilates G, then there is a unique arrow q′ : Y → Z such that the following diagram commutes:
X
q //
p

Z
Y
∃!q′
??
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If p : X → Y satisfies Q0 and Q1, then one can see that it is necessarily an epimorphism and unique up to canonical
isomorphism; thus we write p : X ։ X/G to mean that p is the universal quotient of X by G; and if we denote
Y = X/G, it means that Y is the codomain of the universal quotient p : X → X/G. The axiom C1 says that, more
precisely, there exists a universal quotient p : X → X/G for every X ∈ C and G ≤ Aut(X).
Remark 7 (galois and semi-galois). Note that the axiom of galois categories itself does not require the existence of
e.g. all finite pushouts (more than just coproducts), while that of semi-galois categories does. So it is not apparent
from the axiom itself that galois categories are always semi-galois, i.e. have all finite pushouts. This is, however, the
case because it is known that every galois category C is equivalent to the category of the form B f G (cf. Example 1)
for some profinite group G; and as mentioned in Example 1, B f G satisfies the axiom of semi-galois category.
The only difference that characterizes galois categories among semi-galois categories is the axiom C3 above,
namely, “every monomorphism j : X →֒ Y is a direct summand of a coproduct X ⊔ X′ = Y”. To be more precise,
a semi-galois category 〈C , F〉 is a galois category if and only if it satisfies C3; and not every semi-galois category
satisfies C3. In fact, the semi-galois category A-DFA of DFAs (cf. Remark 8) is a typical example that fails to satisfy
C3.
Remark 8 (Some references on galois categories). A fundamental result on galois categories is the duality theorem
between (suitable categories of) profinite groups and galois categories (e.g. [38]). In particular this duality theo-
rem implies that (i) every galois category 〈C , F〉 is in fact equivalent to that of the form 〈B f G, FG〉 for a profinite
group G called the fundamental group of 〈C , F〉 denoted π1(C , F); and (ii) that, roughly speaking, there is a bijective
correspondence between “galois subcategories” of 〈C , F〉 and closed subgroups of π1(C , F) (cf. §4). The usage of
galois categories in topology and algebraic geometry can be found in e.g. [23, 37]— where (ii) above instanciates the
classical Galois’ fundamental theorems for field extensions and covering spaces; for a well-organized proof of these
fundamental results on galois categories the reader is refered to e.g. [38] as well as [23].
3. Fundamental Monoids
From now on we are going to develop the general theory on the structure of semi-galois categories (§3 – §4). The
duality theorem between profinite monoids and semi-galois categories is proved in Theorem 29, §4, extending that
between profinite groups and galois categories. This duality theorem is used in this paper in two ways: First we will
review Eilenberg’s theorem in §5 based on the duality theorem; and motivated by this review of the theory, we then
give a relatively simple characterization of classifying topoi BM of profinite monoids M.
In the current section §3, we prepare a necessary construction of fundamental monoids π1(C , F) of semi-galois
categories 〈C , F〉 (§3.3), which are profinite monoids canonically associated to semi-galois categories. In the case
where 〈C , F〉 is a galois category, the fundamental monoid π1(C , F) is equal to the classical fundamental group. The
construction here is based on the concept of galois objects in semi-galois categories 〈C , F〉 (§3.2), naturally extending
that of fundamental groups; before discussing this construction, we firstly make some elementary general remarks on
semi-galois categories in §3.1, which will be used freely throughout this paper without any further comments.
3.1. Elementary remarks
Lemma 1. A semi-galois category has equalizers and coequalizers for every pair of parallel arrows h, k : X → Y;
and also, the fiber functor F preserves them.
Proof. This follows from the general fact that equalizers (resp. coequalizers) can be constructed using the initial object
∅ and finite pullbacks (resp. the final object 1 and finite pushouts). See MacLane [24].
Lemma 2. Let f : X → Y be an arrow in a semi-galois category 〈C , F〉.
1. f is an epimorphism in C if and only if f∗ is a surjection in Setsω;
2. f is a monomorphism in C if and only if f∗ is an injection in Setsω.
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Proof. Firstly, recall that an arrow f : X → Y in a category is an epimorphism if and only if the following diagram is
a pushout diagram:
X
f //
f

Y
idY
Y
idY
Y
The first claim follows from this fact together with the axiom F1 that the fiber functor F : C → Setsω preserves finite
pushouts and the axiom F2 that F reflects isomorphisms. The second claim is similar.
Lemma 3. The fiber functor F : C → Setsω is faithful: i.e. for each parallel arrows h, k : X → Y, the equality h∗ = k∗
implies h = k.
Proof. Let e : Z → X be an equalizer of h, k : X → Y. If h∗ = k∗, then e∗ : F(Z) → F(X) is an isomorphism in Setsω.
Thus e : Z → X itself is an isomorphism by the axiom F2, which implies h = k.
Corollary 1. A semi-galois category 〈C , F〉 is locally finite: That is, for every objects X, Y ∈ C , the set of arrows
HomC (X, Y) is a finite set. In particular, the monoid EndC (X) of endomorphisms on X is a finite monoid.
Proof. Immediate from the above lemma.
Notation 8. In what follows we sometimes ommit the subscripts in HomC (X, Y) and EndC (X, Y) if it is clear from
the context that X, Y are objects in C .
As in the study of galois categories, we need the construction of universal quotients p : X ։ X/G of objects X ∈ C .
However, in the case of semi-galois categories, we actually use a more flexible construction of quotients; as one will
see in arguments in §4, this is roughly because quotients M ։ N of profinite monoids are given by congruences
M ։ M/E unlike quotients G ։ H of profinite groups could be given by (normal) subgroups G ։ G/N.
For this reason we need the concept of universal quotient p : X ։ X/E of an object X by a right congruence
E on the monoid End(X); this concept in fact makes sense for an arbitrary binary relation E ⊆ End(X) × End(X) on
endomorphisms on X, as defined as follows (but always isomorphic to universal quotients by right congruences, cf.
Lemma 4).
Definition 9 (universal quotient). Let X ∈ C be an object and E ⊆ End(X) × End(X) be an arbitrary relation on
End(X). The universal quotient of X by E is defined as an arrow p : X → Y such that:
Q0) the arrow p : X → Y coequalizes E, i.e. we have p ◦ h = p ◦ k for every (h, k) ∈ E;
Q1) if an arrow q : X → Z coequalizes E, there is a unique arrow q′ : Y → Z such that the following diagram
commutes:
X
q //
p

Z
Y
∃!q′
??
If p : X → Y satisfies Q0 and Q1, then one can see that p is necessarily an epimorphism and unique up to canonical
isomorphism; thus we write p : X ։ X/E to mean that p is the universal quotient of X by E; and if we denote
Y = X/E, it means that Y is the codomain of the universal quotient p : X → X/E.
Universal quotients are essentially those by right congruences:
Lemma 4. Let E ⊆ End(X) × End(X) be any relation; and ˆE ⊆ End(X) × End(X) be the smallest right congruence
on the monoid End(X) containing E. Then pE and p ˆE are isomorphic. In other words, every universal quotient is the
one by a right congruence on End(X).
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Proof. By definition, it is clear that p
ˆE factors through pE . To see the converse, let E′ := {(h, k) ∈ End(X) × End(X) |
pE ◦ h = pE ◦ k} that is clearly a right congruence containing E. Thus, ˆE ⊆ E′. This means that pE coequalizes ˆE.
Hence, pE factors through p ˆE .
Lemma 5. A semi-galois category C has arbitrary universal quotients.
Proof. Let X ∈ C and E ⊆ End(X)×End(X), for which we construct a universal quotient X ։ X/E. For each member
(h, k) ∈ E, consider its coequalizer q(h,k) : X ։ X(h,k). Then one can take in C a finite pushout diagram for the family
{q(h,k) : X ։ X(h,k)}(h,k)∈E .
X
q(h,k) // //
q(h′ ,k′ )

π
## ##
X(h,k)
l(h,k)

X(h′ ,k′) l(h′ ,k′ )
// W
(1)
Note that every l(h,k) is an epimorphism; and thus we can define an epimorphism π : X ։ W so that the above diagram
commutes.
We prove that π is a universal quotient of X by E. By definition, it is obvious that π coequalizes E. Let g : X → Z
coequalize E. Then, g : X → Z factors through the coequalizer q(h,k) : X ։ X(h,k) for each (h, k) ∈ E: that is, there
exists g(h,k) : X(h,k) → Z such that g = g(h,k) ◦ q(h,k) for each (h, k) ∈ E. Since the diagram (1) is a pushout diagram, one
obtains a unique arrow g′ : W → Z such that g(h,k) = g′ ◦ l(h,k) for each (h, k) ∈ E. Then, one can see that g = g′ ◦ π.
Now, since π is an epimorphism, such a g′ is unique, which concludes that π is indeed a universal quotient of X by
E.
Note that Setsω together with the identity functor idSetsω : Setsω → Setsω is also a semi-galois category; thus, in
the following, saying “universal quotients in Setsω” also make sense as well.
Corollary 2. The fibre functor F : C → Setsω preserves universal quotients. That is, if p : X ։ X/E is a universal
quotient of X ∈ C by E ⊆ End(X)×End(X), then the corresponding arrow p∗ : F(X)։ F(X/E) in Setsω is a universal
quotient by F(E) := {(h∗, k∗) | (h, k) ∈ E} ⊆ End(F(X)) × End(F(X)).
Proof. Immediate from the above construction of universal quotients and the fact that F : C → Setsω preserves finite
colimits.
Remark 9. More explicitly, the set F(X/E) can be described as the quotient F(X)/ ≡ of the set F(X) by the smallest
equivalence relation ≡ on F(X) that contains the following relation:
{(h∗ξ, k∗ξ) ∈ F(X) × F(X) | (h, k) ∈ E ∧ ξ ∈ F(X)}.
This remark will be used later (§4.2).
3.2. Galois objects
Definition 10 (Covering). We say a (finite) covering of an object Y to mean a (finite) family {ιi : Yi →֒ Y}ni=1 of
monomorphisms ιi : Yi →֒ Y (1 ≤ i ≤ n) such that the induced morphism ∐i ιi : ∐i Yi → Y is an epimorphism.
Definition 11 (Rooted object). An object X ∈ C is called a rooted object if, for every object Y ∈ C , an arrow
f : X → Y in C and a covering {ιi : Yi →֒ Y}ni=1 of Y, the arrow f factors through some component ιk : Yk →֒ Y of the
covering:
Yk _
ιk

X f
//
∃ fk
??
Y
That is, there is an arrow fk : X → Yk such that f = ιk ◦ fk.
10
Proposition 1. An object X ∈ C is rooted if and only if, for every covering {ιi : Xi →֒ X}ni=1 of X, there exists an index
i such that ιi : Xi →֒ X is in fact an isomorphism.
Proof. The only-if part is trivial from the definition. Conversely, let X be an object satisfying the condition, f : X → Y
be an arrow, and {ιk : Yk →֒ Y} be a covering of Y. It suffices to show that f factors through some of ιk. For this aim,
consider the pullback { f ∗ιk : f ∗Yk →֒ X}, which is easily proved to be a covering of X. By the assumption, there is
an index k such that f ∗ιk : f ∗Yk → X is an isomorphim, whence f factors through ιk : Yk →֒ Y. This proves that X is
rooted.
Proposition 2. Let X be a rooted object and f : X ։ Y be an epimorphism. Then Y is also rooted.
Proof. Let {ιk : Yk →֒ Y} be a covering of Y. Since X is now rooted, f factors through some component ιk : Yk →֒ Y.
Yk _
ιk

X
??
f
// // Y
Since f is an epimorphism, so is ιk : Yk →֒ Y. Thus, ιk is an isomorphism.
Example 1 (Rooted M-set). Let M be a profinite monoid. A finite M-set X ∈ B f M is rooted if and only if there
exists ξ ∈ S X such that every ξ′ ∈ S X can be expressed as ξ′ = ξ · m for some m ∈ M.
Abstractly, let X ∈ C be an arbitrary object. Since C has pullbacks, we can take intersections X1 ∩ X2 →֒ X of two
monomorphisms X1 →֒ X and X2 →֒ X. Since F(X) is a finite set, there exists a (unique) minimal subobject, denoting
Xξ →֒ X, for every element ξ ∈ F(X) such that ξ ∈ F(Xξ). By definition, it is not difficult to see that Xξ is rooted. In
fact, one can also show the converse.
Proposition 3. An object X is rooted if and only if X = Xξ for some ξ ∈ F(X).
Proof. First, let X be rooted. Consider the family {Xξ →֒ X}ξ∈F(X), which is clearly a covering of X. By assumption,
there is some component Xξ →֒ X that is an isomorphism. Thus X = Xξ. Conversely, let X = Xξ and {Zi →֒ X}ni=1
be a covering of X. Then there is an index i such that ξ ∈ F(Zi), whence X = Xξ ⊆ Zi ⊆ X. Thus Zi →֒ X is an
isomorphism, which concludes that X is rooted.
Proposition 4. Let X ∈ C be rooted and ξ ∈ F(X) be such that X = Xξ. Then, for any Y ∈ C , the map ωX,ξ :
Hom(X, Y) ∋ f 7→ f∗ξ ∈ F(Y) is injective.
Proof. Let f , g : X → Y be arrows such that f∗ξ = g∗ξ and m : Z →֒ X be the equalizer of f and g. Then ξ ∈ F(Z).
Let Xξ be the minimal subobject of X containing ξ. By assumption X = Xξ, and thus X = Xξ ⊆ Z ⊆ X: i.e. X = Z.
This proves that f = g.
Definition 12 (Galois object). A pair (X, ξ) of an object X ∈ C and ξ ∈ F(X) is said to be a galois object if X = Xξ
and the map ωX,ξ : End(X) ∋ f 7→ f∗ξ ∈ F(X) is bijective.
Remark 10. If 〈C , F〉 is a galois category, the concept of galois objects defined here coincides with the original one.
This is because the rooted objects in a galois category C are exactly the connected objects; see e.g. [38].
Proposition 5. For an arbitrary object Y ∈ C , there exists a galois object (X, ξ) such that Hom(X, Y) ∋ σ 7→ σ∗ξ ∈
F(Y) is a bijection.
Proof. Put F(Y) = {η1, · · · , ηn} and let α : X →֒ Yn be the minimal subobject containing ξ = (η1, · · · , ηn) ∈ F(Yn). We
first show that (X, ξ) is a galois object. It is sufficient to prove that, for any γ ∈ F(X), there exists a unique g ∈ End(X)
such that g∗ξ = γ. Let α∗γ = (ητ(1), · · · , ητ(n)) where τ is a transformation on {1, · · · , n}. Define τˆ : Yn → Yn to be the
endomorphism of Yn naturally induced from τ. Then τˆ∗α∗ξ = α∗γ. Consider the pullback τˆ∗X of α : X →֒ Y along
τˆ : Yn → Yn; then ξ ∈ F(τˆ∗X). By the minimality of X, this implies that X →֒ τˆ∗X; using this inclusion together
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with the pullback diagram for τˆ∗X, one can construct an endomorphism g : X → X such that the following diagram
commutes:
Yn τˆ // Yn
X
α
OO
∃g
// X
α
OO (2)
Thus we have α∗g∗ξ = τˆ∗α∗ξ = α∗γ. By the injectivity of α∗, we consequently obtain g∗ξ = γ. This shows that the
map ωX,ξ : End(X) ∋ g 7→ g∗ξ ∈ F(X) is surjective. By Proposition 4, it follows that ωX,ξ is also injective and thus
(X, ξ) is a galois object. Finally, let πi : Yn → Y be the projection onto the i-th component and σi be the composition
σi = πiα. Then clearly σi∗ξ = ηi for each 1 ≤ i ≤ n. This proves that Hom(X, Y) ∋ σ 7→ σ∗ξ ∈ F(Y) is surjective.
Again, by Proposition 4, it is also injective and thus a bijection.
One can see that each object X ∈ C can be decomposed into a disjoint union X = X1 ⊔ X2 ⊔ · · · ⊔ Xn of connected
components Xi →֒ X; and in the case where C is galois, this decomposition was used (e.g. in the proof that every
galois category 〈C , F〉 is equivalent to one of the form 〈B f G, FG〉, cf. [38]) as a step of reducing several arguments
on objects to the case for connected objects. In the case where C is not galois, however, we need a more subtle
decomposition of objects in order to perform the same reduction (§4). The concepts of optimal covering and root
degree of objects are used for this purpose; and formally, defined as follows.
Definition 13 (Optimal covering and root degree). A covering { jk : Xk →֒ X} of X is said to be optimal if:
1. each Xk is rooted;
2. if jk can factor through jl, then k = l.
Moreover, the root degree of an object X ∈ C (or simply, the degree) is defined as the size n of an optimal covering
{λi : Xi →֒ X}ni=1 of X.
These concepts are general enough and well-defined in the following sense:
Proposition 6. Every object X ∈ C has an optimal covering, which is unique up to isomorphism.
Proof. First, the existence of optimal covering is proved by induction on |F(X)|. For the base step, assume that
|F(X)| = 1. Then the identity {idX : X → X} is an optimal covering of X. For the induction step, let X be such
that |F(X)| = n + 1. If X is rooted, then idX : X → X is an optimal covering of X. Otherwise, there is a covering
{ jk : Xk →֒ X} such that no jk : Xk →֒ X is an isomorphism, i.e. |F(Xk)| < n+ 1 in particular. By induction hypothesis,
each Xk has an optimal covering. Using them, it is not difficult to construct an optimal covering of X.
Finally, for the proof of uniqueness, let {λi : Xi →֒ X}ni=1 and {λ
′
k : X
′
k →֒ X}
m
k=1 be optimal coverings of X. Since
Xi is rooted and {λ′k : X
′
k →֒ X} is a covering of X, λi : Xi →֒ X factors through some λ
′
k : X
′
k →֒ X. One can see
that such an index k is unique for i. In fact, assume that λi also factors through λ′l . The inverse argument shows that
λ′k factors through some λ j, which implies that λi factors through λ j and thus j = i by the optimality of {λi}. From
the fact that λ′k factors through λi and λi factors through λ
′
l , λ
′
k factors through λ
′
l and thus k = l. Therefore we can
define a map σ : {1, · · · , n} → {1, · · · ,m} so that λi factors through λ′σ(i). The above argument in fact proves that σ is
an isomorphism (i.e. n = m in particular), and that each of λi and λ′σ(i) factor through each other, i.e. isomorphic.
Remark 11. If C is galois, an optimal covering {Xk →֒ X} of an object X is equal to one given by the decomposition
X = X1 ⊔ X2 ⊔ · · · ⊔ Xn into connected components Xi →֒ X; in other words, components of optimal coverings Xi
are mutually disjoint in the case of galois categories. However, if C is not galois, components of an optimal covering
are not necessarily disjoint. Thus we denote such a decomposition as X = X1 ∪ X2 ∪ · · · ∪ Xn to indicate that the
components Xi may intersect.
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3.3. Fundamental monoids
The monoid End(F) of natural endomorphisms F ⇒ F can be equipped with a canonical profinite topology so that
End(F) forms a profinite monoid. In this section, we construct a profinite monoid using an inverse system based on
galois object; and prove that it is canonically isomorphic to End(F). This representation of End(F) will be used in the
proof of the duality theorem between profinite monoids and semi-galois categories (§4).
To construct a necessary inverse system, several lemmas are in order:
Lemma 6. Let (X, ξ) and (X′, ξ′) be galois objects. Then there is at most one arrow λ : X → X′ such that λ∗ξ = ξ′;
and if exists, the arrow λ is an epimorphism.
Proof. The first claim follows from Proposition 4. To prove the second claim, let λ : X → X′ be such that λ∗ξ = ξ′.
Then, the image Im(λ) ⊆ X′ contains ξ′. By the fact that X′ = X′
ξ′
, one obtains Im(λ) = X′ because X′ = X′
ξ′
⊆
Im(λ) ⊆ X′. This shows that λ is an epimorphism.
By this lemma, a pre-order ≤ on galois objects can be defined by (X, ξ) ≤ (X′, ξ′) if and only if there exists a pointed
arrow λ : (X′, ξ′) → (X, ξ), i.e. an arrow λ : X′ → X such that λ∗ξ′ = ξ. In what follows, this pre-ordered set of galois
objects is denoted G that turns out to be cofiltered in the following sense:
Lemma 7. For an arbitrary pair of galois objects (X, ξ), (X′, ξ′) ∈ G , there is a galois object (X′′, ξ′′) ∈ G such that
(X, ξ) ≤ (X′′, ξ′′) and (X′, ξ′) ≤ (X′′, ξ′′).
Proof. Let (X, ξ) and (X′, ξ′) ∈ G be galois objects. By Proposition 5, there are a galois object (X′′, ξ′′) ∈ G and
σ : X′′ → X × X′ such that σ∗ξ′′ = (ξ, ξ′) ∈ F(X × X′). Let π : X × X′ → X and π′ : X × X′ → X′ be canonical
projections. Then it is easy to see that πσ : X′′ → X and π′σ : X′′ → X′ give the pre-ordering (X, ξ) ≤ (X′′, ξ′′) and
(X′, ξ′) ≤ (X′′, ξ′′).
The cofiltered pre-ordered set G is used below as the index set of an inverse system of finite monoids whose limit
is isomorphic to End(F) as profinite monoids. The inverse system consists of finite monoids End(X) where X ranges
over all galois objects (X, ξ) ∈ G . More precisely, the construction of the inverse system is based on the following two
lemmas:
Lemma 8. Let (X, ξ) and (X′, ξ′) be galois objects with λ : (X, ξ) → (X′, ξ′). Then, for every u ∈ End(X), there exists
a unique u′ ∈ End(X′) such that the following diagram commutes:
X u //
λ

X
λ

X′
∃!u′
// X′
Proof. The uniqueness follows from the fact that the pointed arrow λ : (X, ξ) → (X′, ξ′) between galois objects must
be an epimorphism (cf. Lemma 6). For the existence, consider the element λ∗u∗ξ ∈ F(X′). By the bijectivity of
End(X′) ∋ v 7→ v∗ξ′ ∈ F(X′), there exists u′ ∈ End(X′) such that λ∗u∗ξ = u′∗ξ′, whence λ∗u∗ξ = u′∗λ∗ξ. By Proposition
4, we obtain λu = u′λ.
Lemma 9. Let (X, ξ) and (X′, ξ′) be galois objects with λ : (X, ξ) → (X′, ξ′). Then the above correspondence
End(X) ∋ u 7→ u′ ∈ End(X′) is a surjective homomorphism of finite monoids.
Proof. The uniqueness of u′ shown in Lemma 8 proves that the correspondence End(X) ∋ u 7→ u′ ∈ End(X′) is a
monoid homomorphism. To see the surjectivity, it is sufficient to show that, for every u′ ∈ End(X′), there exists some
u ∈ End(X) satisfying λu = u′λ. For this aim, let u′ ∈ End(X) be an arbitrary endomorphism on X′, and consider
the element u′∗ξ′ ∈ F(X′). By the surjectivity of λ∗ : F(X) ։ F(X′), there exists an element ξ1 ∈ F(X) such that
λ∗ξ1 = u
′
∗ξ
′
. Also, by the bijectivity of End(X) ∋ v 7→ v∗ξ ∈ F(X), there is u1 ∈ End(X) such that ξ1 = u1∗ξ. Then,
λ∗u1∗ξ = u
′
∗λ∗ξ. Again, by Proposition 4, one obtains λu1 = u′λ. This proves the claim.
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For simplicity, we reserve capital Greeks Γ, Γ′ · · · to name galois objects, e.g. Γ = (X, ξ). Also, if we denote End(Γ)
for Γ = (X, ξ) ∈ G , we mean End(Γ) := End(X). For galois objects Γ = (X, ξ) and Γ′ = (X′, ξ′) with Γ′ ≤ Γ, the
induced surjective homomorphism End(Γ)։ End(Γ′) is denoted ρΓ
Γ′
.
Definition 14. The correspondence G ∋ Γ 7→ End(Γ) ∈ Fin.Mon defines an inverse system of finite monoids, where
Fin.Mon denotes the category of finite monoids and homomorphisms.
The limit of this inverse system {End(Γ)}Γ∈G is denoted lim
←Γ
End(Γ) or simply limΓ End(Γ). More explicitly, limΓ End(Γ)
consists of families u = {uΓ}Γ∈G of endomorphisms uΓ ∈ End(Γ) such that ρΓΓ′ (uΓ) = uΓ′ for all Γ′ ≤ Γ ∈ G . The
multiplication of u = {uΓ}Γ∈G and v = {vΓ}Γ∈G is given by:
uv = {uΓvΓ}Γ∈G. (3)
The rest of this subsection is devoted to a proof of the following theorem:
Theorem 1. There exists a canonical isomorphism of profinite monoids:
δ : lim
←Γ
End(Γ) → End(F). (4)
Proof. Let u = {uΓ} ∈ limΓ End(Γ), from which we would like to define a natural endomorphism δu : F ⇒ F ∈ End(F).
For this aim, we first define a map δuY : F(Y) → F(Y) for each object Y ∈ C ; then, we will show that the family
δu = {δuY } forms a natural endomorphism on F. Take Y ∈ C arbitrarily and let η ∈ F(Y). Then, by Proposition 5,
there exists an arrow σ : X → Y from a galois object Γ = (X, ξ) such that σ∗ξ = η. We define η · δuY ∈ F(Y) as
follows. (Recall Notation 3, §2.1 for the notation of the action of δu : F ⇒ F on η ∈ F(Y) at Y ∈ C .)
η · δuY := σ∗uΓ∗ξ. (5)
This is well-defined. That is:
Lemma 10. The value of η · δuY ∈ F(Y) does not depend on the choice of the galois object Γ = (X, ξ) and the arrow
σ : X → Y with σ∗ξ = η.
Proof. Let Γ′ = (X′, ξ′) and σ′ : X′ → Y be another choice. We need to prove the following equality:
σ∗uΓ∗ξ = σ
′
∗uΓ′∗ξ
′. (6)
By Lemma 7, there exists a galois object Γ′′ = (X′′, ξ′′) that has pointed arrows λ : (X′′, ξ′′) → (X, ξ) and λ′ :
(X′′, ξ′′) → (X′, ξ′). Then, we have ξ = λ∗ξ′′ and ξ′ = λ∗ξ′′. So the required equation (6) is reduced to the following
equality:
σ∗uΓ∗λ∗ξ
′′ = σ′∗uΓ′∗λ
′
∗ξ
′′. (7)
Since u ∈ limΓ End(Γ), we have ρΓ′′Γ (uΓ′′ ) = uΓ and ρΓ
′′
Γ′
(uΓ′′ ) = uΓ′ . By the definition of ρΓΓ′ , this means that λuΓ′′ = uΓλ
and λ′uΓ′′ = uΓ′λ′. Thus, the left and right hand sides of (7) are equal to σ∗λ∗uΓ′′∗ξ′′ and σ′∗λ′∗uΓ′′∗ξ′′ respectively.
Finally, notice that σλ = σ′λ′ because σ∗λ∗ξ′′ = σ∗ξ = η = σ′∗ξ′ = σ′∗λ′∗ξ′′. Thus:
σ∗uΓ∗λ∗ξ
′′ = σ∗λ∗uΓ′′∗ξ
′′
= σ′∗λ
′
∗uΓ′′∗ξ
′′
= σ′∗uΓ′∗λ
′
∗ξ
′′.
This proves the equation (7).
Lemma 11. The family δu = {δuY }Y∈C is a natural endomorphism F ⇒ F.
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Proof. Let Y, Z be arbitrary objects in C and f : Y → Z be an arrow. We need to see that ( f∗η) · δuZ = f∗(η · δuY). Let
(X, ξ) be a galois object with σ : X → Y such that σ∗ξ = η, whence f∗σ∗ξ = f∗η. Thus, by the definition of δuZ and
δuY :
( f∗η) · δuZ = ( fσ)∗uΓ∗ξ
= f∗σ∗uΓ∗ξ
= f∗(η · δuY ).
This proves the naturality of δu.
By these lemmas, we obtain a map δ : limΓ End(Γ) → End(F). In fact, δ is not only a map but also a homomorphism
of monoids.
Lemma 12. The map δ : limΓ End(Γ) → End(F) is a homomorphism.
Proof. It is easy to see that δ preserves the identity; so we show that δ preserves multiplication. Let u = {uΓ}, u′ =
{u′
Γ
} ∈ limΓ End(Γ). We want to show that δ(u′u) = δ(u′) · δ(u), which is done by object-wise argument. Let Y be an
arbitrary object in C and η ∈ F(Y). Also, choose a galois object Γ = (X, ξ) and an arrow σ : X → Y with σ∗ξ = η. By
definition of δu′, we have:
η · δu′Y = σ∗u
′
Γ∗ξ, (8)
which we denote η′ ∈ F(Y). Since η′ = (σu′
Γ
)∗ξ and σu′Γ : X → Y is an arrow from the galois object (X, ξ), the
definition of δuY implies:
η′ · δuY = (σu′Γ)∗uΓ∗ξ
= σ∗(u′ΓuΓ∗)∗ξ.
Since u′u = {u′
Γ
uΓ} and η = σ∗ξ, we obtain:
η · (δu′Y · δuY) = η′ · δuY
= σ∗(u′ΓuΓ∗)∗ξ
= η · δ(u′u)Y .
Since we took Y ∈ C and η ∈ F(Y) arbitrarily, this proves δ(u′u) = δu′ · δu.
Finally, we prove that the homomorphism δ : limΓ End(Γ) → End(F) is an isomorphism. First we show the injectivity
of δ; and then the surjectivity of δ.
Lemma 13. The homomorphism δ : limΓ End(Γ) → End(F) is injective.
Proof. Let u = {uΓ}, u′ = {u′Γ} ∈ limΓ End(Γ) be such that δu = δu′. From this, we would like to show that uΓ = u′Γ
for every Γ = (X, ξ) ∈ G . To this end, it is sufficient to see uΓ∗ξ = u′Γ∗ξ (cf. Proposition 4). Since ξ = idX∗ξ and
by definition of δu, δu′, we have uΓ∗ξ = ξ · δuX and u′Γ∗ξ = ξ · δu′X . But since we now have δu = δu′, this implies
uΓ∗ξ = u
′
Γ∗
ξ as requested.
Lemma 14. The homomorphism δ : limΓ End(Γ) → End(F) is surjective.
Proof. Let φ : F ⇒ F ∈ End(F) be an arbitrary natural endomorphism on F, from which we now construct u =
{uΓ}Γ∈G ∈ limΓ End(Γ) so that δu = φ. For this aim, take uΓ ∈ End(X) for each Γ = (X, ξ) ∈ G so that uΓ∗ξ = ξ · φX .
(Note that such uΓ exists because (X, ξ) is galois.) We first see that u := {uΓ}Γ ∈ limΓ End(Γ); and second, we see that
δu = φ.
First, let Γ = (X, ξ) and Γ′ = (X′, ξ′) ∈ G be galois objects such that Γ′ ≤ Γ. Then, there exists an arrow λ : X → X′
with λ∗ξ = ξ′. By the naturality of φ, we have λ∗(ξ · φX) = (λ∗ξ) · φX′ , i.e. λ∗uΓ∗ξ = uΓ′∗λ∗ξ which proves λuΓ = uΓ′λ.
By definition of ρΓ
Γ′
, this means that ρΓ
Γ′
(uΓ) = uΓ′ . In other words, u = {uΓ}Γ is indeed a member of limΓ End(Γ).
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Second, we see that δu = φ, i.e. δuY = φY for every object Y ∈ C . Let Y ∈ C , η ∈ F(Y), and σ : X → Y be an arrow
from a galois object Γ = (X, ξ) such that η = σ∗ξ. By definition of δu, we have:
η · δuY = σ∗uΓ∗ξ
= σ∗(ξ · φX).
By the naturality of φ, the right-most is equal to (σ∗ξ) · φY = η · φY . From this, it follows that η · δuY = η · φY . Thus,
δuY = φY .
Consequently, all these lemmas show that δ : limΓ End(Γ) → End(F) is an isomorphism: the theorem is proved.
Definition 15 (Fundamental monoids). Let 〈C , F〉 be a semi-galois category. Then, the monoid End(F) forms a
profinite monoid with respect to the topology induced by the isomorphism δ : limΓ End(Γ) → End(F). We call the
profinite monoid End(F) the fundamental monoid of 〈C , F〉, and denote π1(C , F).
4. The Duality Theorem
This section proves the opposite equivalence between (i) the category of profinite monoids and continuous homomor-
phisms, denoted Prof.Mon; and (ii) the category of semi-galois categories and exact functors, denoted Semi-Galois:
Prof.Mon ≃ Semi-Galoisop.
The proof consists of three parts: In the first part (§4.1), every profinite monoid M is proved isomorphic to the
fundamental monoid π1(B f M, FM) of the semi-galois category 〈B f M, FM〉 of finite M-sets and M-equivariant maps;
in the second part (§4.2), proved is that every semi-galois category 〈C , F〉 is canonically equivalent to the semi-
galois category 〈B f M, FM〉 with M = π1(C , F); and in the last part (§4.3), we show the target opposite equivalence
Prof.Mon ≃ Semi-Galoisop, using the results proved in the first two parts §4.1 – §4.2.
4.1. Reconstruction of profinite monoids
We start with the first part of the proof. Let M be a profinite monoid and 〈B f M, FM〉 be the semi-galois category of
finite M-sets and M-equivariant maps. The purpose of this section is to prove the following:
Theorem 2 (The Reconstruction Theorem). There is a canonical isomorphism of profinite monoids:
λM : M
≃
−→ π1(B f M, FM). (9)
Let Y = 〈S , ρ〉 ∈ B f M. Then, by definition of finite M-sets, ρ : M → End(S ) = End(FM(Y)) is a monoid homomor-
phism; and for each m ∈ M, defines an element ρ(m) ∈ End(FM(Y)), i.e. a map ρ(m) : FM(Y) → FM(Y). Consider the
following family:
λM(m) := {ρ(m) : FM(Y) → FM(Y)}Y=〈S ,ρ〉∈B f M . (10)
Since M-equivariant maps (i.e. arrows in B f M) preserve M-actions (i.e. ρ(m)), the family (10) defines a natural
transformation FM ⇒ FM . Thus a map λM : M → π1(B f M, FM) is defined by mapping m ∈ M to λM(m) ∈
End(FM) = π1(B f M, FM). We now show that λM is a continuous isomorphism of profinite monoids.
For this purpose, it is sufficient to prove that the following composition is an isomorphism:
M
λM
−−→ End(FM) δ
−1
−−→ lim
←Γ
End(Γ). (11)
Here Γ ranges over all galois objects in B f M; and δ : limΓ End(Γ) → End(FM) is the isomorphism that we constructed
in the previous section (cf. Theorem 1). As shown in Lemma 14, the inverse δ−1 : End(FM) → limΓ End(Γ) assigns
to each φ ∈ End(FM) the family {uΓ} ∈ limΓ End(Γ) such that ξ · φX = uΓ∗ξ for each galois object Γ = (X, ξ) in B f M.
This means that the composition (11) assigns to each m ∈ M the family {um
Γ
} ∈ limΓ End(Γ) such that ξ · m = umΓ∗ξ for
each Γ = (X, ξ).
To prove that (11) is an isomorphism, we first characterize galois objects in B f M.
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Lemma 15. Let Γ = (X, ξ) be a galois object in B f M. Then, the equivalence m ≡Γ m′ given by ξ · m = ξ · m′ is a
congruence on M of finite index.
Proof. The relation ≡Γ is obviously a right congruence of finite index. To see that ≡Γ is also a left congruence, let
m ≡Γ m and n ∈ M; we show that nm ≡Γ nm′, i.e. ξ · nm = ξ · nm′. Since Γ = (X, ξ) is a galois object, there exists
v ∈ End(Γ) such that ξ · n = v∗ξ. Thus:
ξ · nm = (v∗ξ) · m
= v∗(ξ · m) (∵ v is an M-equivariant map.)
= v∗(ξ · m′)
= (v∗ξ) · m
= ξ · nm′.
Thus, nm ≡Γ nm′.
Hence, the quotient HΓ := M/ ≡Γ forms a finite monoid; and, by the continuity of M-action on the set FM(X), the
canonical projection pΓ : M ։ HΓ is continuous.
In general, each finite quotient p : M ։ H of M onto a finite monoid H induces a finite M-set XH = 〈S H , ρH〉 ∈
B f M, which is formally defined as FM(XH) = S H := H and ρH : S H × M → S H is given by, for each m ∈ M and
h ∈ H,
ρH(h,m) := h · p(m). (12)
Let eH ∈ H = FM(XH) denote the identity of H.
Lemma 16. ΓH = (XH , eH) is a galois object in B f M.
Proof. First, XH is rooted with eH ∈ FM(XH) its root because every h ∈ FM(XH) is of the form h = p(m) for some
m ∈ M; and so, h = eH · m by (12). Second, we see that ω : End(XH) ∋ u 7→ u∗eH ∈ FM(XH) is bijective. Since XH is
rooted, the map ω is injective. To see the surjectivity, let h ∈ H = FM(XH) be an arbitrary element. Notice that the left
action H ∋ k 7→ hk ∈ H defines an M-equivariant map uh : XH → XH , i.e. commutes with right M-action (12); and
also, uh∗eH = h. This shows that ω is indeed bijective; and thus, ΓH = (XH , eH) is a galois object in B f M.
Lemma 17. Let Γ = (X, ξ) be a galois object in B f M and pΓ : M ։ HΓ be the finite quotient defined above. Then, Γ
and ΓHΓ are isomorphic as M-sets. In other words, galois objects in B f M are exactly those of the form ΓH for some
finite quotient M ։ H.
Proof. Define an arrow XHΓ
f
−→ X by FM(XHΓ ) ∋ [m] 7→ m · ξ ∈ FM(X), where [m] denotes the ≡Γ-equivalence class
containing m ∈ M. By definition of ≡Γ, this arrow is well-defined; and bijective by that ξ is a root of X. Also, by
definition of ΓHΓ , it is easy to see that f preserves M-actions and maps the root eH = [eM] to ξ.
Lemma 18. H ≃ End(ΓH).
Proof. The above construction h 7→ uh of Lemma 16 defines a homomorphism H → End(ΓH). The injectivity is clear.
To see the surjectivity, let u ∈ End(ΓH) and h := u∗eH . Since eH is a root of XH and u∗eH = h = uh∗eH , we have
u = uh. This shows that H ∋ h 7→ uh ∈ End(ΓH) is an isomorphism of finite monoids.
Let p : M ։ H be a finite quotient and qH : H
≃
−→ End(ΓH) be the isomorphism of Lemma 18. Also, denote by
γ : M → End(ΓH) the composition:
γ : M
λM
−−→ End(FM) δ
−1
−−→ lim
Γ
End(Γ) πΓH−−→ End(ΓH) (13)
where πΓH : limΓ End(Γ)։ End(ΓH) is the canonical projection.
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Lemma 19. The following diagram commutes:
M
p // //
γ ## ##❍
❍❍
❍❍
❍❍
❍❍
H
qH

End(ΓH)
(14)
Proof. Recall that the composition M λM−−→ End(FM) δ
−1
−−→ limΓ End(Γ) assigns to each m ∈ M the family {umΓ } ∈
limΓ End(Γ) such that ξ · m = umΓ∗ξ for every Γ = (X, ξ). Since, by definition, γ(m) ∈ End(ΓH) is the component
um
ΓH
of {um
Γ
} at the galois object ΓH = (XH, eH), it is characterized by the property that p(m) = γ(m)∗eH , which also
characterizes qH ◦ p(m) ∈ End(ΓH) by definition of qH . Thus, we have γ(m) = qH ◦ p(m) for each m ∈ M, i.e.
γ = qH ◦ p.
Let F = {pi : M ։ Hi} be the family of all finite quotients of M, which forms an inverse system of finite monoids
by defining a pre-order i ≤ j if and only if there exists a (necessarily unique) homomorphism τ ji : H j → Hi such
that pi = τ ji ◦ p j. By taking the inverse limit of this system F , we obtain a profinite monoid limi Hi and a canonical
homomorphism p : M → limi Hi, which assigns to each m ∈ M the family {pi(m)} ∈ limi Hi. It is well-known that
this homomorphism p : M → limi Hi is in fact an isomorphism of profinite monoids.
Thus we have successive isomorphisms of profinite monoids:
M
≃
−→ lim
i
Hi (induced by p)
≃
−→ lim
i
End(ΓHi ) (induced by qHi)
≃
−→ lim
Γ
End(Γ) (∵ by Lemma 15)
Then a careful chase of this sequence, using Lemma 19, shows that the composition of these isomorphisms is in fact
equal to the composition M
λM
−−→ End(FM) δ
−1
−−→ limΓ End(Γ). Thus, δ−1 ◦ λM and also λM as well are isomorphisms of
profinite monoids. This completes the proof of Theorem 2.
4.2. Representation of semi-galois categories
In this section, we prove the following:
Theorem 3 (Representation theorem). For an arbitrary semi-galois category 〈C , F〉, there exists a canonical equiva-
lence of categories Φ : C ≃−→ B fπ1(C , F) such that the following diagram commutes:
C
Φ //
F !!❈
❈❈
❈❈
❈❈
❈❈
B fπ1(C , F)
Fπ1(C ,F)yyrrr
rr
rr
rr
r
Setsω
(15)
Proof. Throughout this proof, we denote π1 := π1(C , F) for simplicity. Firstly, we define a functorΦ : C → B fπ1 so
that the diagram (15) commutes. After that, we prove (i) the fully faithfulness of Φ and (ii) the essentially surjectivity
of Φ.
Now we define a functor Φ : C → B fπ1. Let Y ∈ C be an object. Then the fundamental monoid π1 acts on the
set F(Y) from the right by:
F(Y) × π1 ∋ (η, φ) 7−→ η · φY ∈ F(Y).
We denote this right action by ρY : F(Y) × π1 → F(Y). To see that ρY ∈ B fπ1, we need to see the continuity of ρY .
Lemma 20. The action ρY is continuous with respect to the topology of π1.
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Proof. To see this, it is sufficient to show that, for every η, η′ ∈ F(Y), the following set is open in π1 = End(F):
Uη,η′ = {φ ∈ π1 | η · φY = η′}. (16)
Recall that the topology of π1 = End(F) is induced from the isomorphism δ : limΓ End(Γ) → End(F). Under this
isomorphism, Uη,η′ corresponds to the subset of limΓ End(Γ) given by:
{
u = {uΓ} ∈ lim
←Γ
End(Γ) | σ0∗uΓ0∗ξ0 = η′
}
, (17)
where σ0 : X0 → Y is a fixed arrow from a galois object Γ0 = (X0, ξ0) ∈ G with ξ0σ0∗ = η. By definition of the
topology of limΓ End(F), the set (17) is clearly open in limΓ End(Γ).
The assignment C ∋ Y 7→ 〈F(Y), ρY〉 ∈ B fπ1 gives the object portion of the functor Φ : C → B fπ1. The arrow
portion is given by, for an arrow f : Y → Z in C ,
Φ( f ) := f∗ : F(Y) → F(Z) (18)
It is obvious thatΦ( f ) : F(Y) → F(Z) is indeed π1-equivariant (i.e. commutes with right actions of π1) by the naturality
of members in π1 = End(F) with respect to arrows in C . Thus Φ( f ) = f∗ is an arrow from Φ(Y) = 〈F(Y), ρY〉 to
Φ(Z) = 〈F(Z), ρZ〉 in B fπ1. By this construction, it is clear that the diagram (15) commutes.
The proof of the theorem is established if we prove (i) the fully faithfulness ofΦ; and (ii) the essentially surjectivity
of Φ. To do so, we need a bit more effort.
Proposition 7. The functor Φ is fully faithful.
Proof. By definition, Φ is clearly faithful. So we prove the fullness of Φ. It is sufficient to show that, for arbitrary
objects Y, Z in C and arrow σ : Φ(Y) → Φ(Z) in B fπ1, there exists an arrow h : Y → Z in C such that σ = Φ(h) = h∗.
We prove this claim by induction on the degree of Y. Before the proof, we need a lemma concerning epimorphisms
from galois objects.
Lemma 21. Let (X, ξ) ∈ G and f : X ։ Y be an epimorphism. Then, f is the universal quotient of X by the right
congruence E := {(h, k) ∈ End(X) × End(X) | f h = f k}.
Proof. Let pE : X ։ X/E be a universal quotient of X by E. Since f coequalizes E, f factors through pE , i.e. there
is an arrow t : X/E → Y such that f = tpE . Since f is an epimorphism, so is t. Thus, to complete the proof, it is
sufficient to see that t∗ is injective.
We now have the following two diagrams in C and in Setsω respectively:
X
pE

f // Y
X/E
t
==⑤⑤⑤⑤⑤⑤⑤⑤
F(X)
pE∗

f∗ // F(Y)
F(X/E)
t∗
::✈✈✈✈✈✈✈✈✈
(19)
By Lemma 2, the map pE∗ : F(X) ։ F(X/E) is a universal quotient of F(X) by F(E) in Setsω. Let us denote by
[ξ′] ∈ F(X/E) the equivalence class containing ξ′ ∈ F(X) (with respect to the equivalence described in Remark 9,
§3.1). To prove that t∗ is injective, assume that t∗[ξ1] = t∗[ξ2], i.e. f∗ξ1 = f∗ξ2. Since (X, ξ) is a galois object, there
exist h, k ∈ End(X) such that ξ1 = h∗ξ and ξ2 = k∗ξ. Thus, we obtain f∗h∗ξ = f∗k∗ξ. By Proposition 4, we have
f h = f k which implies (h, k) ∈ E. Since (ξ1, ξ2) = (h∗ξ, k∗ξ) with (h, k) ∈ E, this proves that [ξ1] = [ξ2] in F(X/E) (cf.
Remark 9). Thus t∗ is indeed injective.
Lemma 22. Let Y ∈ C have degree one, and σ : Φ(Y) → Φ(Z) be an arrow in B fπ1. Then there exists h : Y → Z in
C such that σ = h∗.
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Proof. Since Y is a rooted object, Proposition 3 shows that there exists η ∈ F(Y) such that Y = Yη. By Proposition 5
and the fact that G is cofiltered, it is easy to see that there exist a galois object (X, ξ) ∈ G and an arrow f : X → Y
such that (i) f∗ξ = η and (ii) Hom(X, Z) ∋ g 7→ g∗ξ ∈ F(Z) is bijective. Then, there exists g ∈ Hom(X, Z) such that
g∗ξ = ση = σ f∗ξ. Now, we have arrows as in the following diagrams in C and in B fπ1 respectively:
X
f

g
❄
❄❄
❄❄
❄❄
❄
Y Z
F(X)
f∗

g∗
""❋
❋❋
❋❋
❋❋
❋
F(Y)
σ
// F(Z)
(20)
Notice that, if we could prove that the right diagram commutes in B fπ1, i.e. g∗ = σ f∗, then it follows that there exists
h : Y → Z in C such that σ = h∗ as requested. In fact, by Lemma 21, the epimorphism f : X ։ Y is the universal
quotient X ։ X/E by some left congruence E ⊆ End(X) × End(X). Then, for every (u, v) ∈ E, we have:
g∗u∗ = (σ f∗)u∗ (∵ we now assume g∗ = f∗σ)
= (σ f∗)v∗ (∵ f coequalizes ∀(u, v) ∈ E)
= g∗v∗.
Thus, gu = gv. Since f : X ։ Y is universal with respect to coequalizers of E, it follows that g factors through f , i.e.
g = h f for some h : Y → Z. Then, h∗ f∗ = g∗ = σ f∗ and the surjectivity of f∗ imply that σ = h∗. Hence, our task is
reduced to proving that g∗ = σ f∗. For this aim, notice that, since (X, ξ) = Γ is galois, (i) End(X) ∋ k 7→ k∗ξ ∈ F(X) is
a bijection; and (ii) the canonical projection π1 ∋ δ{uΓ} 7→ uΓ ∈ End(X) is a sujection. From this, it follows that, for
every ξ′ ∈ F(X), there is φ ∈ π1 such that ξ′ = ξ · φX . By this and the fact that σ : F(Y) → F(Z) is π1-equivariant (i.e.
commutes with ∀φ ∈ π1), we have, for every ξ′ = ξ · φX ∈ F(X):
g∗ξ′ = (g∗ξ) · φZ (∵ g∗ is π1-equivariant)
= (σ f∗ξ) · φZ (∵ definition of g)
= σ f∗(ξ · φX) (∵ f∗ and σ are π1-equivariant)
= σ f∗ξ′.
Since ξ′ ∈ F(X) is choosen arbitrarily, this proves that g∗ = σ f∗.
Lemma 23. If the above lemma holds for objects Y ∈ C with degree less than or equal to n ≥ 1, then it also holds for
all objects Y ∈ C with degree n + 1.
Proof. Let Y be an object with degree n + 1. Then there is a covering { j1 : Y1 →֒ Y, j2 : Y2 →֒ Y} of Y such that Y1
has degree one and Y2 has degree n. Let σ : F(Y) → F(Z) be an arrow in B fπ1. Then, by induction hypothesis, there
exist f1 : Y1 → Z and f2 : Y2 → Z with f1∗ = σ j1∗ and f2∗ = σ j2∗. Now, we have the following diagrams in C and in
B fπ1:
Y1 f1
""
j1 ❅
❅❅
❅❅
❅❅
Y Z
Y2
f2
<<
j2
??⑦⑦⑦⑦⑦⑦⑦⑦
F(Y1) f1∗
%%j1∗ ##❋❋
❋❋
❋❋
❋❋
F(Y) σ // F(Z)
F(Y2)
f2∗
99
j2∗
;;①①①①①①①①
(21)
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Consider a pullback diagram of j1 and j2 in the left diagram in C :
Y1 f1
""
j1 ❄
❄❄
❄❄
❄❄
❄
Y1 ∩ Y2
;;✇✇✇✇✇✇✇✇✇
##●
●●
●●
●●
●●
Y Z
Y2
f2
<<
j2
??⑧⑧⑧⑧⑧⑧⑧⑧
(22)
and its image under Φ : C → B fπ1, which is also a pullback diagram:
F(Y1) f1∗
%%j1∗ ##❋❋
❋❋
❋❋
❋❋
F(Y1 ∩ Y2)
99ssssssssss
%%❑❑
❑❑
❑❑
❑❑
❑❑
F(Y) σ // F(Z)
F(Y2)
f2∗
99
j2∗
;;①①①①①①①①
(23)
Since the out-most square of (23) in B fπ1 commutes, so does the out-most square of (22) in C by the faithfulness of
Φ. Also, it is easy to see that the pullback square in the first diagram in C is also a pushout square. Thus, there exists
h : Y → Z that makes the diagram commutes. This arrow is the required one: i.e. σ = h∗.
By these lemmas, the proof of the fully faithfulness of Φ is done.
Finally, we prove the essentially surjectivity of Φ, which concludes the proof of the representation theorem.
Proposition 8. The functor Φ : C → B fπ1 is essentially surjective.
Proof. Let 〈S , ρ〉 ∈ B fπ1 be a finite π1-set. We need to prove that there exists Y ∈ C such that Φ(Y) is isomorphic to
S as π1-sets. The proof is by induction on the size |S | of S . The case of |S | = 1 is trivial. So assume that the claim is
true for those S ∈ C having |S | ≤ n. In order to proceed the induction, we first prepare a lemma:
Lemma 24. Assume that there exists a surjection σ : Φ(X) ։ S in B fπ1 with Γ = (X, ξ) ∈ G . Then there is a right
congruence E ⊆ End(X) × End(X) such that S ≃ Φ(X/E).
Proof. Define E := {(h, k) ∈ End(X) × End(X) | σh∗ = σk∗}. Then E is clearly a right congruence on End(X).
Consider a universal quotient p : X ։ X/E in C . By the universality of p∗, there exists σ¯ : Φ(X/E) → S such that
the following diagram commutes:
Φ(X)
p∗

σ // // S
Φ(X/E)
σ¯
<< (24)
We construct an inverse of σ¯ : Φ(X/E) → S . For this aim, notice that Φ(X/E) is equal to the quotient Φ(X)/ ≡,
where the equivalence relation ≡ on F(X) is the smallest π1-equivalence among those containing the following subset
of F(X) × F(X): {(ξ1, ξ2) | ∃(h, k) ∈ E. ∃ζ ∈ F(X). ξ1 = h∗ζ ∧ ξ2 = k∗ζ}. (25)
Since σ : Φ(X)։ S is surjective, every s ∈ S can be represented as s = σξ′ for some ξ′ ∈ F(X). We now see that the
assignment S ∋ ξ′σ 7→ p∗ξ′ ∈ Φ(X/E) is well-defined. Since this assignment is, if well-defined, an inverse of σ¯ in
B fπ1, it concludes the proof of this lemma.
Let s ∈ S be represented in two ways as s = σξ1 = σξ2 with ξ1, ξ2 ∈ F(X). Then, we need to show that
p∗ξ1 = p∗ξ2. By the assumption that Γ = (X, ξ) is a galois object, there exist h, k ∈ End(X) such that ξ1 = h∗ξ and
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ξ2 = k∗ξ. Thus, from σξ1 = s = σξ2, we obtain σh∗ξ = σk∗ξ. Since (X, ξ) is a galois object, every ξ′ ∈ F(X) can be
represented as ξ′ = ξ · φX for some φ ∈ π1. Therefore, for every ξ′ ∈ F(X):
σh∗ξ′ = σh∗(ξ · φX)
= (σh∗ξ) · φ (∵ h∗, σ are π1-equivariant)
= (σk∗ξ) · φ
= σk∗(ξ · φX) (∵ k∗, σ are π1-equivariant)
= σk∗ξ′
This implies σh∗ = σk∗, i.e. (h, k) ∈ E. So, the pair (ξ1, ξ2) = (h∗ξ, k∗ξ) belongs to the set (25). This proves that
p∗ξ1 = p∗ξ2 in Φ(X/E) and thus the assignment S ∈ ξ′σ 7→ p∗ξ′ ∈ Φ(X/E) is well-defined. This establishes an
isomorphism S ≃ Φ(X/E).
To continue the induction, let S ∈ B fπ1 be such that |S | = n + 1. The proof is divided into two cases.
Case 1. S = a · π1 for some a ∈ S .
By the above lemma, it suffices to show that there exists a surjection Φ(X) ։ S with Γ = (X, ξ) ∈ G . Since
κ : π1 ∋ φ 7→ a · φ ∈ S is a continuous surjection onto a finite set S and π1 ≃ limΓ End(Γ), there exist a galois object
Γ = (X, ξ) ∈ G and a surjection λ : End(Γ) → S such that the following commutes:
π1 ≃ limΓ End(Γ)
r

κ // // S
End(Γ)
λ
88 88 (26)
Combining with the bijection ωX,ξ : End(Γ) ∋ h 7→ h∗ξ ∈ F(X), we obtain a surjective map ω−1X,ξλ = σ : F(X) ։ S .
We show that σ is in fact a π1-equivariant map, i.e. a surjection in B fπ1. Recall that, since (X, ξ) is a galois object,
every ξ′ ∈ F(X) can be represented as ξ′ = ξ · φX for some φ ∈ π1. Also notice that, by the construction, the map
σ : F(X)։ S assigns to each ξ′ = ξ · φX the element a · φ ∈ S . Thus, for every ψ ∈ π1 and ξ′ = ξ · φX ∈ F(X):
(σξ′) · ψ = (a · φ) · ψ
= a · (φ · ψ)
= σ((ξ · φX) · ψX)
= σ(ξ′ · ψ).
This proves that the map σ : F(X)։ S gives a surjection from Φ(X) to S in B fπ1 as requested.
Case 2. S , a · π1 for any a ∈ S .
In this case, there exist subobjects S 1, S 2 of S such that |S i| < |S | (i = 1, 2) and {S 1 →֒ S , S 2 →֒ S } is a covering of
S . By induction hypothesis, there exist Y1, Y2 ∈ C such that Φ(Yi) ≃ S i (i = 1, 2). Consider the following pullback
diagram taken in B fπ1:
S 1 ∩ S 2 //

S 1

S 2 // S
(27)
Since |S 1 ∩ S 2| < |S |, there also exists Z ∈ C such that Φ(Z) ≃ S 1 ∩ S 2. By taking a pushout diagram of Z →֒ Y1 and
Z →֒ Y2 in C , we have diagrams in C and in B fπ1 as follows:
Z //

Y1

Y2 // Y
S 1 ∩ S 2 //

S 1

S 2 // S
(28)
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Then, by the fact that both diagrams are pushouts and Φ preserves them, it follows that Φ(Y) ≃ S . This completes the
proof of the proposition.
We have proved that Φ : C → B fπ1 is fully faithful and essentially surjective. Thus, Φ is an equivalence of
categories.
4.3. The duality theorem
Finally, we prove that the category Prof.Mon of profinite monoids and continuous homomorphisms is opposite equiv-
alent to the category Semi-Galois of semi-galois categories and exact functors (Definition 16). The results in the
previous subsections (§4.1 – §4.2) are then understood as the object portions of the target duality:
Prof.Mon ≃ Semi-Galoisop. (29)
So, the last problem for obtaining this duality is to show that the correspondences on objects, i.e. M 7→ 〈B f M, FM〉
and 〈C , F〉 7→ π1(C , F), extend to functors Prof.Mon → Semi-Galoisop and Semi-Galoisop → Prof.Mon; and prove
that these are mutually inverse.
To proceed to the proof, we first need to define arrows in Semi-Galois, i.e. arrows between semi-galois categories.
Briefly speaking, they are defined as suitable isomorphism classes of functors between semi-galois categories that
preserve fiber functors and finite limits and colimits, which we will call exact functors. To be more precise, exact
functors are functors that preserve fiber functors up to natural isomorphism, and formally, defined as follows:
Definition 16 (exact functor). Let 〈C , F〉 and 〈C ′, F′〉 be semi-galois categories. An exact functor is a pair 〈A, σ〉 of
a functor A : C → C ′ and a natural isomorphism σ : F′ ◦ A ⇒ F such that A preserves finite limits and colimits.
The composition of composable exact functors 〈A, σ〉 : 〈C , F〉 → 〈C ′, F′〉, 〈A′, σ′〉 : 〈C ′, F′〉 → 〈C ′′, F′′〉 is given by
〈A′ ◦ A, σ′′〉 : 〈C , F〉 → 〈C ′′, F′′〉, where the natural isomorphism σ′′ : F′′ ◦ (A′ ◦ A) ⇒ F is defined by:
σ′′ : F′′ ◦ A′ ◦ A
σ′A
==⇒ F′ ◦ A
σ
==⇒ F. (30)
It is straightforward to show that the composition of exact functors is indeed associative. Also, the pair of identities
〈idC , idF〉 : 〈C , F〉 → 〈C , F〉 is obviously an exact functor that is unit with respect to the above composition of exact
functors. However, to define Semi-Galois so that it is opposite equivalent to Prof.Mon, we need to identify exact
functors 〈A, σ〉 with respect to a suitable equivalence relation.
For this aim, let 〈C , F〉 and 〈C ′, F′〉 be semi-galois categories, and 〈A, σ〉 and 〈B, τ〉 : 〈C , F〉 → 〈C ′, F′〉 be
parallel exact functors. We say that 〈A, σ〉 and 〈B, τ〉 are equivalent and write 〈A, σ〉 ≡ 〈B, τ〉 if there exists a natural
isomorphism λ : A ⇒ B such that F′λ · τ = σ. It is not difficult to see that this equivalence ≡ is a category congruence
(i.e. preserved by compositions); and thus, we can define a category Semi-Galois as follows:
Definition 17 (The category of semi-galois categories). The category Semi-Galois is defined as the category whose
objects are semi-galois categories 〈C , F〉 and whose arrows are equivalence classes of exact functors 〈A, σ〉 with
respect to the above equivalence relation ≡. Denoting the equivalence class of 〈A, σ〉 by [A, σ], the composition of
[A, σ] : 〈C , F〉 → 〈C ′, F′〉 and [A′, σ′] : 〈C ′, F′〉 → 〈C ′′, F′′〉 is defined by [A′ ◦ A, σ′′], where σ′′ is the one given in
(30).
The rest of this subsection is devoted to a proof of the fact that Semi-Galois and Prof.Mon are opposite equivalent to
each other via the constructions 〈C , F〉 7→ π1(C , F) of fundamental monoids; and M 7→ 〈B f M, FM〉 of the category of
finite M-sets. Formally:
Theorem 4 (The duality theorem). There are equivalences of categories, π1 : Semi-Galoisop ≃−→ Prof.Mon and
B f : Prof.Mon
≃
−→ Semi-Galoisop such that
1. π1 assigns the fundamental monoid π1(C , F) to each semi-galois category 〈C , F〉 ∈ Semi-Galois;
2. B f assigns the semi-galois category 〈B f M, FM〉 to each profinite monoid M ∈ Prof.Mon;
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and also, π1 and B f are mutually inverse up to natural isomorphisms.
We firstly define the functor π1 : Semi-Galoisop → Prof.Mon; secondly the functor B f : Prof.Mon → Semi-Galoisop;
and finally, prove that they are mutually inverse.
Definition 18. Let 〈C , F〉 and 〈C ′, F′〉 be semi-galois categories and 〈A, σ〉 : 〈C , F〉 → 〈C ′, F′〉 be an exact functor.
Then, a map π1(A, σ) : π1(C ′, F′) → π1(C , F) between their fundamental monoids is defined as follows:
π1(C ′, F′)
π1(A,σ)
−−−−−→ π1(C , F)
φ 7−→ σ−1 · φA · σ
Lemma 25. The map π1(A, σ) : π1(C ′, F′) → π1(C , F) is a continuous homomorphism of profinite monoids, i.e.
defines an arrow in Prof.Mon.
Proof. It is easy to see that π1(A, σ) is continuous and preserves the monoid unit. To show the rest of the claim, let
φ, ψ ∈ π1(C ′, F′). Then:
π1(A, σ)(φ · ψ) = σ−1 · (φ · ψ)A · σ
= σ−1 · φA · ψA · σ
= (σ−1 · φA · σ) · (σ−1 · ψA · σ)
= π1(A, σ)(φ) · π1(A, σ)(ψ).
Thus, π1(A, σ) is a continuous homomorphism.
Lemma 26. The equivalence 〈A, σ〉 ≡ 〈B, τ〉 implies π1(A, σ) = π1(B, τ). In other words, the assignment [A, σ] 7→
π1(A, σ) is well-defined.
Proof. By definition of the equivalence 〈A, σ〉 ≡ 〈B, τ〉, there exists a natural isomorphism λ : A ⇒ B such that
F′λ · τ = σ. Then, for φ ∈ π1(C ′, F′):
π1(A, σ)(φ) = σ−1 · φA · σ
= τ−1 · (F′λ)−1 · φA · (F′λ) · τ
= τ−1 · φB · τ (∵ the naturality of φ)
= π1(B, τ)(φ)
Thus, π1(A, σ) = π1(B, τ).
Lemma 27. The assignment [A, σ] 7→ π1(A, σ) preserves the identities and the composition of exact functors.
Proof. The first claim is obvious. To see the second, let [A, σ] : 〈C , F〉 → 〈C ′, F′〉 and [A′, σ′] : 〈C ′, F′〉 → 〈C ′′, F′′〉
be composable arrows in Semi-Galois. Their composition is given by [A′ ◦ A, (σ′A′) · σ]. Then, for every φ ∈
π1(C ′, F′):
π1(A′ ◦ A, (σ′A) · σ)(φ)
= σ−1 · (σ′A)−1 · φ(A′ ◦ A) · (σ′A) · σ
= σ−1 · (σ′−1 · φA′ · σ′)A · σ
= π1(A, σ)(σ′−1 · φA′ · σ′)
= π1(A, σ) ◦ π1(A′, σ′)(φ)
Definition 19. The functor π1 : Semi-Galoisop → Prof.Mon is defined as the assignments 〈C , F〉 7→ π1(C , F) on
objects; and [A, σ] 7→ π1(A, σ) on arrows.
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To give its inverse, we define a functor B f : Prof.Mon → Semi-Galoisop. Let M, M′ be profinite monoids and
f : M → M′ be a continuous homomorphism. We need to define an arrow B f ( f ) : 〈B f M′, FM′〉 → 〈B f M, FM〉 of
semi-galois categories.
For each finite M′-set 〈S , ρ〉 ∈ B f M′, canonically induced by f is a finite M-set 〈S , f ∗ρ〉 ∈ B f M, where f ∗ρ :
M → End(S ) is the composition:
M
f
−→ M′
ρ
−→ End(S ). (31)
Also, if h : 〈S , ρ〉 → 〈T, τ〉 is an arrow in B f M′, i.e. an M′-equivariant map, the map h : S → T obviously preserves
M-actions on S and T given by f ∗ρ and f ∗τ respectively. That is, the map h is an M-equivariant map from 〈S , f ∗ρ〉 to
〈T, f ∗τ〉. Moreover, it is obvious that the assignments 〈S , ρ〉 7→ 〈S , f ∗ρ〉 and h 7→ h define a functor B f M′ → B f M,
which we denote by R( f ).
Lemma 28. The functor R( f ) : B f M′ → B f M preserves finite limits and finite colimits, and also, strictly preserves
fiber functors: i.e. FM ◦ R( f ) = FM′ .
Proof. This is obvious from the definition of R( f ) and the construction of finite limits and finite colimits in B f M.
Thus, the pair 〈R( f ), idFM 〉 defines an exact functor from 〈B f M′, FM′〉 to 〈B f M, FM〉; and represents an arrow
B f ( f ) := [R( f ), idFM ] of semi-galois categories. Since the functor R( f ) is defined by the composition (31), it also
follows that we have the strict identity R(g ◦ f ) = R( f ) ◦ R(g) of functors, where f : M → M′ and g : M′ → M′′ are
composable continuous homomorphisms. Finally, R(idM) = idB f M .
Definition 20. The functor B f : Prof.Mon → Semi-Galoisop is defined by the assigments M 7→ 〈B f M, FM〉 on
objects; and f 7→ B f ( f ) on arrows.
Now, we have two functors π1 : Semi-Galoisop → Prof.Mon and B f : Prof.Mon → Semi-Galoisop. In the rest
of this subsection, we check that these functors are mutually inverse:
Proposition 9. π1 ◦B f ≃ idProf.Mon.
Proof. Recall the proof of Theorem 2, where we constructed an isomorphism M λM−−→ π1(B f M, FM) of profinite
monoids. So, in order to prove the claim, it is sufficient to show that the following diagram commutes for every
continuous homomorphism f : M → M′:
M
f

λM // π1(B f M, FM)
π1(R( f ),idFM )

M′
λM′
// π1(B f M′, FM′ )
(32)
For simplicity, put θ := π1(R( f ), idFM ) throughout this proof. Let m ∈ M and take Y := 〈S , ρ〉 ∈ B f M′ arbitrarily.
Then, the Y-component of the natural transformation θ(λM(m)) ∈ π1(B f M′, FM′ ) is given by: for each element
a ∈ S = FM′ (Y),
a ·
(
θ(λM(m)))Y = ( f ∗ρ(m))(a)
= a · f (m).
By definition of λM′ , this is clearly equal to a ·
(
λM′ ( f (m)))Y . Thus, the diagram (32) commutes.
Proposition 10. B f ◦ π1 ≃ idSemi-Galois.
Proof. For this proof, recall Theorem 3, where we constructed a canonical functor Φ : C → B fπ1(C , F) that was
shown to be an equivalence of categories for every semi-galois category 〈C , F〉. Moreover, Φ strictly preserves fiber
functors, i.e. Fπ1(C ,F) ◦ Φ = F. This means that 〈Φ, idF〉 represents an arrow [Φ, idF] of semi-galois categories. In the
current proof, we denote Φ by ΦC ,F when indicating the domain.
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Let 〈C , F〉, 〈C ′, F′〉 be semi-galois categories; and [A, σ] : 〈C , F〉 → 〈C ′, F′〉 be an arrow between them. To prove
the claim, it is sufficient to show that the following diagram commutes in Semi-Galois:
〈C , F〉
[ΦC ,F ,idF] //
[A,σ]

B fπ1(C , F)
B f (π1(A,σ))

〈C ′, F′〉 [ΦC ′ ,F′ ,idF′ ]
// B fπ1(C ′, F′)
(33)
In more elementary words, this is equivalent to showing the following equivalence of exact functors:
〈ΦC ′,F′ ◦ A, σ〉 ≡ 〈R(π1(A, σ)) ◦ΦC ,F, idF〉. (34)
We now see that the natural isomorphism σ : F′ ◦ A ⇒ F itself plays the role of proving this equivalence.
To save the notation, let us write R := R(π1(A, σ)), Φ := ΦC ,F and Φ′ := ΦC ′,F′ . Also, for each 〈S , ρ〉 ∈
B fπ1(C , F), we denote the induced finite π1(C ′, F′)-set R(〈S , ρ〉) = 〈S , π1(A, σ)∗ρ〉 ∈ B fπ1(C ′, F′) simply by
〈S ,R(ρ)〉. Then, to prove the equivalence (34), we need to construct a natural isomorphism λ : Φ′ ◦ A ⇒ R ◦ Φ
such that:
Fπ1(C ′ ,F′)λ · idF = σ. (35)
Notice that the requested natural isomorphism λ should consist of isomorphisms λY : 〈F′(A(Y)), ρA(Y)〉 → 〈F(Y),R(ρY )〉
(Y ∈ C ) of finite π1(C ′, F′)-sets. That is, each map λY : F′(A(Y)) → F(Y)) is an isomorphism that preserves π1(C ′, F′)-
actions. On the other hand, the requested identity (35) says that this map λY must be equal to σY : F′(A(Y)) → F(Y)—
in other words, finding a natural isomorphism λ : Φ′ ◦ A ⇒ R ◦ Φ so that it satisfies (35) is equivalent to proving that
σY : F′(A(Y)) → F(Y) is not just an isomorphism, but also preserves π1(C ′, F′)-actions on F′(A(Y)) and F(Y) given
by ρA(Y) and R(ρY ) respectively.
To see this, we recall the definitions of ρA(Y) and R(ρY ). On the one hand, ρA(Y) is the following monoid homomor-
phism, which defines a π1(C ′, F′)-action on the finite set F′(A(Y)):
ρA(Y) : π1(C ′, F′) ∋ φ 7→ φA(Y) ∈ End(F′(A(Y))). (36)
That is, for each φ ∈ π1(C ′, F′) and η ∈ F′(A(Y)), the action η · φ ∈ F′(A(Y)) of φ on η is η · φ := η · φA(Y). On the other
hand, as mentioned above, R(ρY ) is defined as a monoid homomorphism π1(A, σ)∗ρY . That is:
R(ρY ) : π1(C ′, F′)
π1(A,σ)
−−−−−→ π1(C , F)
ρY
−→ End(F(Y)), (37)
which maps each φ ∈ π1(C ′, F′) to ρY (π1(A, σ)(φ)) = (σ−1 · φA · σ)Y . Combining with (36), we have the following
commutative diagram for each φ ∈ π1(C ′, F′):
F′(A(Y)) σY //
ρA(Y)(φ)

F(Y)
R(ρY )(φ)

F′(A(Y))
σY
// F(Y)
(38)
This proves that, as requested, the map σY : F′(A(Y)) → F(Y) indeed preserves π1(C ′, F′)-actions on F′(A(Y)) and
F(Y) given by ρA(Y) and R(ρY ) respectively. This completes the proof.
By these natural isomorphisms, π1 ◦B f ≃ idProf.Mon and B f ◦ π1 ≃ idSemi-Galois , we obtained the requested duality:
π1 : Semi-Galoisop ⇆ Prof.Mon : Bf (39)
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5. Eilenberg’s Variety Theory, Revisited
So far we have studied the general structure of semi-galois categories (§2 – §4); in particular, semi-galois categories
were proved dual to profinite monoids under the construction 〈C , F〉 7→ π1(C , F) of fundamental monoids. This
extends, to the case of profinite monoids, the classical duality between profinite groups and galois categories. While
the duality for galois categories was used to unify several galois theories and to develop galois theory for schemes (cf.
§2.2), the first use of our duality theorem for semi-galois categories is to review Eilenberg’s variety theory [16] from
a more axiomatic standpoint.
Technically speaking, we review here two variants of Eilenberg’s variety theorem— the central theorem in Eilen-
berg theory— due to Straubing [36] and Chaubard et al. [10] (cf. §5.1); and give yet another proof of these theorems
based on appropriate duality theorems (§5.2). This proof is not intended to simplify the original proof; but instead,
to highlight the duality principle behind the variety theorems. This rather conceptual proof of the variety theorems
naturally gives rise to several questions concerning the relationship between Galois theory, Eilenberg theory and
Bu¨chi’s monadic second-order logic over finite words [9] MSO[<]; after pursueing general topos-theoretic aspects of
semi-galois categories in the next section (§6), this matter will be discussed in the last section (§7), where we also
discuss the original motivation of the variety theorems in order to clarify the motivation of our yet another conceptual
framework of Eilenberg theory.
5.1. The variety theorem
This subsection recalls necessary concepts and results concerning the variety theorems due to Straubing [36] and
Chaubard et al. [10] for the sake of reader’s convenience; no novel result is presented in this subsection. Our consider-
ation on these theorems starts in the next subsection (§5.2). For more information, the reader is refered to the original
source [36, 10].
Firstly let us fix some general notations that are used throughout this section. We denote by Free.Mon the category
of free monoids (over finite alphabets) and monoid homomorphisms; the symbols C,C′ · · · denote those subcategories
of Free.Mon which contain all free monoids as objects (but not necessarily all morphisms, i.e. may not be full). If a
homomorphism f : A∗ → B∗ belongs to some C ⊆ Free.Mon, we denote it as f ∈ C.
The central concepts for the variety theorems of [36, 10] are C-varieties of (i) regular languages, (ii) finite stamps
(= finite monoids with fixed generators), and (iii) finite actions (= DFAs in our terminology), to be recalled in detail
below. Then the variety theorems claim canonical bijective correspondences between varieties of these three types.
Following [2], we also define local varieties1.
Definition 21 (C-varieties of regular languages). A class V of regular languages is called a C-variety of regular
languages if, denoting VA := {L ⊆ A∗ | L ∈ V}, the following properties hold:
R1) ∅ ∈ VA and A∗ ∈ VA for every alphabet A;
R2) if L,R ∈ VA, then L ∪ R, L ∩ R and A∗\L ∈ VA;
R3) if L ∈ VA and w ∈ A∗, then w−1L and Lw−1 ∈ VA;
R4) if L ∈ VB and f : A∗ → B∗ ∈ C, then f −1L ∈ VA.
A class VA of regular languages over A is called a local variety of regular languages if it satisfies R1), R2) and R3).
Here, for a language L ⊆ A∗ and a word w ∈ A∗, we denote by w−1L ⊆ A∗ the language {u ∈ A∗ | wu ∈ L} and call it
the left quotient of L by w. The language Lw−1 ⊆ A∗ is defined similarly and called the right quotient of L by w.
Remark 12. The original varieties of regular languages in Eilenberg’s sense are exactly C-varieties of regular lan-
guages with C = Free.Mon in particular. In this sense, the notion of C-varieties of regular languages subsumes the
original varieties.
1The original definitions of C-varieties are slightly different from those presented below, but actually equivalent. This equivalent modification
of definition is just to make it straightforward to see the relationship between C-varieties and local varieties.
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Remark 13. In Eilenberg theory, a main motivation to focus on varieties of regular languages among other general
classes of regular languages is that the membership in varieties of regular languages admits algebraic characterization
in terms of syntactic monoids: For instance, the class of those regular languages which are definable by the first-order
fragment FO[<] of MSO[<] is a variety of regular languages; and a regular language L is a menber of this variety if
and only if its syntactic monoid M(L) contains only trivial subgroups (i.e. is aperiodic). (See e.g. [15, 28].)
The practical motivation of this algebraic characterization of FO[<]-definability concerns its decidability: The
aperiodicity of M(L) is equivalent to the property that M(L) satisfies ∀x ∈ M(L). xω = xω+1; and importantly, this
equational property is decidable. From this and the fact that the construction L 7→ M(L) is effectively calculable,
it follows that whether a given regular language is FO[<]-definable is decidable. In general, for a class of regular
languages, forming a variety is a necessary and sufficient condition to admit such equational characterization in terms
of syntactic monoids. (This is a consequence from Eilenberg’s variety theorem and Reiterman’s theorem [32].)
Remark 14. As mentioned above, Straubing’s variant [36] of the variety theorem considers C-varieties of regular
langugages, while Eilenberg’s original one considers (Free.Mon-) varieties of regular languages in particular. Orig-
inally, this extension of variety concept was to deal with classes of regular languages of natural interest that are not
varieties in the sense of Eilenberg but their menbership still admits similar (relaxed) algebraic characterization in
terms of syntactic monoids. See [36].
We choose Straubing’s variant [36] of Eilenberg’s variety theorem as our starting point of reconsideration of
Eilenberg’s theory because Eilenberg’s original theorem itself does not follow naturally from the duality theorem of
Rhodes et al. [34], while so does Straubing’s variant (cf. §5.2) that also subsumes Eilenberg’s one in a certain precise
sense. This is simply because the definition of varieties of regular languages and that of pseudo-varieties of finite
monoids are not symmetric; in Straubing’s variant, pseudo-varieties of finite monoids were replaced with C-varieties
of finite stamps that are defined so as to be symmetric with C-varieties of regular languages.
Informally, finite stamps are finite monoids with fixed generators; formally, they are defined as follows:
Definition 22 (Finite stamps). A finite stamp over an alphabet A is a surjective homomorphism s : A∗ ։ M onto a
finite monoid M.
Given two finite stamps s : A∗ ։ M and t : A∗ ։ N over the same alphabet A, the product of s and t is defined as
u : A∗ ։ U, where U is the image of the pairing homomorphism 〈s, t〉 : A∗ → M × N and u is the canonical factor
of 〈s, t〉 through U. We denote by s ∗ t the product of s and t. Finally, we denote by 1A : A∗ ։ 1 the stamp onto the
trivial singleton monoid 1.
Definition 23 (C-variety of finite stamps). A class V of finite stamps is called a C-variety of finite stamps if, denoting
VA := {s : A∗ ։ M | s ∈ V}, the following properties hold:
M1) 1A : A∗ ։ 1 is in VA for every alphabet A;
M2) if s : A∗ ։ M, t : A∗ ։ N ∈ VA, then s ∗ t ∈ VA;
M3) if s : A∗ ։ M ∈ VA and h : M ։ N is surjective, then h ◦ s ∈ VA;
M4) if t : B∗ ։ N ∈ VB and s : A∗ ։ M is such that j ◦ s = t ◦ f where j : M →֒ N is an embedding, and
f : A∗ → B∗ is in C, then s ∈ VA.
A class VA of finite stamps over A is called a local variety of finite stamps if it satisfies M1), M2) and M3).
Remark 15. There is a canonical bijective correspondence between pseudo-varieties of finite monoids in the original
sense of Eilenberg [16] and C-varieties of finite stamps with C = Free.Mon in particular as discussed by Straubing
(cf. [36]). In this sense, C-varieties of finite stamps subsume Eilenberg’s pseudo-varieties of finite monoids, as in the
case of C-varieties of regular languages.
There is another good reason to choose Straubing’s variety theorem as our starting point: That is, as formally re-
called below, while Straubing’s variety theorem itself [36] concerns a bijective correspondence between (C-varieties
of) regular languages and finite stamps, this correspondence can be naturally extended so that suitable classes of DFAs
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are involved as well (through taking recognizing languages and transformation monoids of DFAs); this extension was
originally investigated by Chaubard et al. [10] in their study on wreath products of C-varieties. Since in Eilenberg’s
variety theory classification of DFAs has been of central concern in itself and also fruitful auxiliary step in classifi-
cation of regular languages and finite monoids, it is essential to involve the variety theorem of Chaubard et al. [10]
in the reinterpretation of Eilenberg theory. Starting from Straubing’s variant of Eilenberg’s variety theorem makes it
straightforward to do this in a transparent way.
In the variety theorem of Chaubard et al. [10], the concept of C-varieties of finite actions (=DFAs in our terminol-
ogy) was introduced so that they correspond to those of regular languages and finite stamps. Formally, finite actions
are defined as follows:
Definition 24 (Finite actions). A finite action over an alphabet A is a map s : S × A∗ → S such that S is a finite set;
and for every u, v ∈ A∗ and ξ ∈ S , we have s(s(ξ, u), v) = s(ξ, uv) and s(ξ, ε) = ξ.
As in the case of DFAs, we write s(ξ, u) = ξ · u and call the set S as the set of states (or state set) and the map
s : S × A∗ → S as the transition function.
Given two finite actions s : S ×A∗ → S , t : T ×A∗ → T over the same alphabet A, the product of s and t is the finite
action whose set of states is S ×T ; and the transition function is given by S ×T ×A∗ ∋ (ξ, η, u) 7→ (ξ · u, η · u) ∈ S ×T .
We denote this finite action by s × t. Also, we say that t is a subaction of s if T ⊆ S and ξ · u ∈ T for every ξ ∈ T and
u ∈ A∗; we say that t is a quotient of s if there exists a surjection p∗ : S ։ T such that p∗(ξ · u) = (p∗ξ) · u for every
ξ ∈ S and u ∈ A∗; and also, for a finite action s : S × B∗ → S and a homomorphism f : A∗ → B∗, we denote by f ∗s
the finite action s ◦ (idS × f ) : S × A∗ → S × B∗ → S . Finally, we say that a finite action s : S × A∗ → S is trivial if
ξ · u = ξ for every u ∈ A∗ and ξ ∈ S .
Definition 25 (C-variety of finite actions). A class V of finite actions is called a C-variety of finite actions if, denoting
VA := {s : A∗ × S → S | s ∈ V }, the following properties hold:
D1) all trivial finite actions are in V ;
D2) if s : S × A∗ → S ∈ VA and t : T × A∗ → T ∈ VA, then s × t ∈ VA;
D3) if s : S × A∗ → S ∈ VA and t is a subaction of s, then t ∈ VA;
D4) if s : S × A∗ → S ∈ VA and t is a quotient of s, then t ∈ VA;
D5) if s : S × B∗ → S ∈ VB and f : A∗ → B∗ ∈ C, then f ∗s : S × Y → S ∈ VA.
A class VA of finite actions over A is called a local variety of finite actions if it satisfies D1), D2), D3) and D4).
Now the variety theorems of Straubing [36] and Chaubard et al. [10] are stated as follows: Let R,M,D denote
respectively the lattices consisting of (i) C-varieties of regular languages; (ii) those of finite stamps; and (iii) those of
finite actions, where the order is given by the inclusion of C-varieties.
Theorem 5 (Straubing, [36]; Chaubard, Pin, Straubing, [10]). There are canonical isomorphisms R ≃ M ≃ D of
lattices.
Remark 16. When C = Free.Mon, the isomorphism R ≃M implies the original Eilenberg variety theorem.
5.2. The variety theorems via duality theorems
We proceed to our proof of the isomorphism R ≃ M ≃ D that explicitly uses Theorem 8.4.10 [34] and Theorem 29,
§4. For this purpose, we construct distinct but isomorphic lattices R′ (≃ R), M′ (≃ M) and D′ (≃ D) that consist
of certain functors from C to BiAlgop, Prof.Mon, Semi-Galoisop respectively. (Here BiAlg denotes the category of
bialgebras over F2 and bialgebra homomorphisms, cf. [34].) The isomorphism R′ ≃ M′ ≃ D′ is directly proved by
the equivalence BiAlgop ≃ Prof.Mon ≃ Semi-Galoisop, from which the target isomorphism R ≃ M ≃ D follows;
one can also see that this construction of isomorphism coincides with the original one given in [36, 10] (cf. Remark
19).
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Here we shall ommit the detail of proofs and just sketch necessary arguments in order to make it easy to overview
quickly the essential point: The detailed proofs will just bother the reader since they are entirely straightforward.
The only point to which the reader needs to pay attention is which structures replace the classical structures— C-
varieties, and how; in particular, among others, local varieties of finite actions are equivalently replaced with semi-
galois categories with finitely generated fundamental monoids (cf. Lemma 30).
Now we start our argument, beginning with local varieties. Let A be an alphabet. Denote by RA,MA and DA the
lattices of local varieties of regular languages, finite stamps, and finite actions over A respectively, where the order
is given by the inclusion of local varieties. These lattices are canonically isomorphic to certain lattices R′A,M′A,D′A
made from bialgebras over F2, profinite monoids and semi-galois categories; and using this fact, the isomorphism
R ≃ M ≃ D is proved as sketched just above.
We start with the most straightforward one, that is, the lattice MA. Let M′A be the lattice consisting of (iso-
morphism classes of) quotients π : Â∗ ։ M of the free profinite monoid Â∗ in Prof.Mon. Here, two quotients
π : Â∗ ։ M, π′ : Â∗ ։ M′ are ordered π ≤ π′ if and only if there is a surjective homomorphism λ : M′ ։ M such
that π = λ ◦ π′. Then:
Proposition 11 (More generally, see Chen and Urbat [11]). There is a canonical isomorphism MA ≃ M′A of lattices.
The isomorphismMA → M′A is given by taking inverse limits of local varieties VA of finite stamps over A. (We regard
a local variety of finite stamps VA as an inverse system of finite monoids by ordering s ≤ s′ for s : A∗ ։ Ns, s′ : A∗ ։
Ns′ ∈ VA if and only if there exists a surjective homomorphism λ : Ns′ ։ Ns such that s = λ ◦ s′.)
A corresponding representation for the lattice RA was given by Rhodes et al. [34]. We recall only two necessary
facts from their work; for more detail, the reader is referred to §8.4 [34]. Let Reg(A) be the Boolean algebra of all
regular languages over A. Then, they pointed out the facts that:
1. Reg(A) canonically admits a structure of bialgebra over F2 (e.g. [1]); and
2. A class VA ⊆ Reg(A) of regular languages over A is a local variety of regular languages if and only if VA is a
sub-bialgebra of Reg(A).
Generally, Boolean algebras are equivalent to Boolean rings whose summation is given by the symmetric difference
L ⊕ R := (L\R) ∪ (R\L); and thus, can be regarded also as vector spaces over F2. The bialgebra structure of Reg(A) is
the one with respect to this vector-space structure. The above two facts means that (1) Reg(A) is an object of BiAlg;
and (2) if we denote by R′A the lattice consisting of (isomorphism classes of) sub-bialgebras of Reg(A) in BiAlg, then
it represents the target lattice RA2:
Proposition 12 (Rhodes and Steinberg, §8.4, [34]). There is a canonical isomorphism RA ≃ R′A of lattices.
Finally, let VA be any class of finite actions over an alphabet A; and define a category DFA(VA) to be the full
subcategory of A-DFA (cf. §2) whose objects are finite actions that belong to VA. (Finite actions are identified with
DFAs.) Also, denote by FVA : DFA(VA) → Setsω the restriction of the forgetful functor FA : A-DFA → Setsω to the
subcategory DFA(VA) ⊆ A-DFA. Then:
Lemma 29. A class VA of finite actions over A is a local variety of finite actions over A if and only if 〈DFA(VA), FVA〉
is a semi-galois subcategory of 〈A-DFA, FA〉.
Remark 17. Here, by a semi-galois subcategory (or by an embedding), we mean an arrow of semi-galois categories
[A, σ] : 〈C , F〉 →֒ 〈C ′, F′〉 such that A : C → C ′ is fully faithful. It is not difficult to see that this class of arrows
among semi-galois categories exactly corresponds to the class of surjective homomorphisms π1(C ′, F′) ։ π1(C , F)
among profinite monoids under the duality Semi-Galoisop ≃ Prof.Mon. In what follows, subobjects 〈C , F〉 of a
semi-galois category 〈C ′, F′〉 mean those which have embeddings 〈C , F〉 →֒ 〈C ′, F′〉. (Thus our class of subobjects in
Semi-Galois is more restrictive than the usual meaning of “subobjects” in a category; more formally, our subobjects
are the effective monomorphisms in Semi-Galois.)
2To represent local varieties of regular languages by abstract algebraic structures, one can also use comonoids in the category Bool of Boolean
algebras as they are equivalent to bialgebras over F2, cf. §8.4 [34].
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In addition to Lemma 29, we have a fully abstract characterization of those semi-galois categories which appear
from some local varieties VA of finite actions.
Lemma 30. A semi-galois category 〈C , F〉 is equivalent to 〈DFA(VA), FVA〉 for some local variety VA over an alphabet
A if and only if π1(C , F) is topologically generated by |A| elements.
Now, we denote by D′A the lattice of (isomorphism classes of) subobjects of the semi-galois category 〈A-DFA, FA〉
in Semi-Galois. By mapping VA 7→ 〈DFA(VA), FVA〉, we get:
Proposition 13. There is a canonical isomorphism DA ≃ D′A of lattices.
To proceed to the proof of R ≃ M ≃ D, we recall the idea of Rhodes et al. [34] of regarding varieties of regular
languages (= Free.Mon-varieties) as suitable functors from Free.Mon to BiAlgop. Since this reinterpretation can be
applied to arbitrary C-varieties of regular languages, it is rephrased in our terminologies here.
Let V be a C-variety of regular languages, and put VA := {L ∈ Reg(A) | L ∈ V} for each alphabet A. Then, by
definition, each VA is clearly a local variety of regular languages over A (cf. Definition 8). Thus, by Proposition 12,
each VA is a sub-bialgebra of the bialgebra Reg(A); in particular, VA ∈ BiAlg. Moreover, the assignment C ∋ A∗ 7→
VA ∈ BiAlg on objects extends to a functor, denoted V : C → BiAlgop, by assigning to each f : A∗ → B∗ ∈ C
the inverse map f −1 : VB → VA. (Note that this is well-defined because V satisfies the axiom R4, namely, for each
L ∈ VB the inverse image f −1L ∈ Reg(A) belongs to VA.) Thus, each C-variety V of regular languages defines a
functor V : C → BiAlgop in a canonical way.
In particular, let Reg be the C-variety of regular languages such that RegA = Reg(A), i.e. the C-variety consisting
of all regular languages. Then this C-variety of regular languages also defines a functor denoted Reg : C → BiAlgop;
and other functors V : C → BiAlgop induced from C-varieties are all subfunctors of this functor Reg : C → BiAlgop.
Conversely, every subfunctors of the functor Reg : C → BiAlgop arise in this way; in other words, C-varieties
of regular languages bijectively correspond to (isomorphism classes of) subfunctors of Reg : C → BiAlgop. In
summary, if we denote by R′ the lattice consisting of (isomorphism classes of) subfunctors of Reg : C → BiAlgop,
then this argument concludes that:
Theorem 6 (Rhodes and Steinberg, [34]). There is a canonical isomorphism R ≃ R′ of lattices.
By the same construction, this argument applies to the lattices M and D as well, which we now sketch briefly.
First, let FC : C → Prof.Mon be the functor that assigns to each A∗ its free profinite completion Â∗; and to each
arrow f : A∗ → B∗ ∈ C the canonically induced homomorphism ˆf : Â∗ → B̂∗. Now, denote by M′ the lattice
consisting of (isomorphism classes of) quotients of the functor FC : C → Prof.Mon (that is ordered in the same way
as M′A). Using Proposition 11 instead of Proposition 12 in the above argument, we obtain:
Theorem 7. There is a canonical isomorphism M ≃ M′ of lattices.
Similarly, let DFA : C → Semi-Galoisop denote the functor that assigns to each A∗ the semi-galois category
〈A-DFA, FA〉; and to each f : A∗ → B∗ ∈ C the arrow B f ( ˆf ) : 〈B-DFA, FB〉 → 〈A-DFA, FA〉 in Semi-Galois. (Here,
we identify 〈A-DFA, FA〉 with 〈Â∗-Setsω, FÂ∗〉; and the arrow B f ( ˆf ) is the one defined in §4.) Denote by D′ the lattice
consisting of (isomorphism classes of) subfunctors of DFA : C → Semi-Galoisop. Using Proposition 13 instead of
Proposition 12 in the above argument, we obtain:
Theorem 8. There is a canonical isomorphism D ≃ D′ of lattices.
Finally, in order to deduce the target isomorphisms R ≃ M ≃ D, it suffices to prove the isomorphisms R′ ≃
M′ ≃ D′. Because the latter lattices R′,M′,D′ consist of functors from C to BiAlgop,Prof.Mon and Semi-Galoisop
respectively, their isomorphisms can be proved as direct consequences from the dualities BiAlgop ≃ Prof.Mon (The-
orem 8.4.10, [34]) of Rhodes et al.; and Prof.Mon ≃ Semi-Galoisop (Theorem 29, §4); and also the fact that the
bialgebra Reg(A) ∈ BiAlg corresponds to Â∗ ∈ Prof.Mon under the duality BiAlgop ≃ Prof.Mon (cf. §8.4, [34]); and
that Â∗ ∈ Prof.Mon corresponds to 〈A-DFA, FA〉 ∈ Semi-Galois under the duality Prof.Mon ≃ Semi-Galoisop. This
argument completes the proof of the isomorphisms R ≃ M ≃ D.
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Remark 18. The isomorphism R ≃ M ≃ D constructed here coincides with the original constructions given in
[36, 10] that use syntactic monoids of regular languages, transformation monoids of DFAs and recognized languages
of DFAs.
Remark 19. In more elementary words, the above remark implies the following fact: Let V ∈ R be a (Free.Mon-)
variety of regular languages and denote by CVA the full subcategory of A-DFA whose objects are DFAs accepting
languages in VA (with respect to every initial and final states). Also let FVA : CVA → Setsω be the restriction of the
fiber functor FA : A-DFA → Setsω onto CVA ⊆ A-DFA. Then (I) 〈CVA , FVA〉 forms a semi-galois category; and (II)
its fundamental monoid π1(CVA , FVA) is isomorphic to the relatively free profinite monoid ΩAV with respect to the
pseudo-variety V of finite monoids that corresponds to V under the isomorphism R ≃ M of the variety theorem.
6. Topos Representation
As stated in Lemma 30, the class of semi-galois categories (with finitely generated fundamental monoids) is iso-
morphic to that of local varieties of finite actions; and this isomorphism was used in the reinterpretation of the
variety theorems [36, 10] so that these theorems can be seen as a natural consequence of the duality theorems
BiAlgop ≃ Prof.Mon ≃ Semi-Galoisop of abstract algebras. As discussed in §6, [39], this abstract interpretation
of the variety theorems gives us a reason to get interested in the general structure of semi-galois categories; in this
relation, we give here a simple specification of the class of those topoi which are equivalent to semi-galois categories.
Technically speaking, we study a semi-galois categorical fragment of the duality between pretopoi and coherent
topoi (cf. §6.1). Since the class of semi-galois categories is a proper subclass of pretopoi, the class of coherent topoi
dual to semi-galois categories must constitute a specific subclass of coherent topoi. In fact, by the fact that semi-
galois categories are always of the form B f M for some profinite monoids M, it is not difficult to see that the coherent
topoi dual to semi-galois categories are exactly the classifying topoi BM of profinite monoids M. In this section, we
provide a purely topos-theoretic characterization of this class of coherent topoi (i.e. the class of classifying topoi BM
of profinite monoids M), independent of the concept of profinite monoids, as an application of the duality theorem
between profinite monoids and semi-galois categories. To be specific, we see that a topos E is equivalent to BM
for some profinite monoid M if and only if E is (i) coherent, (ii) noetherian, and (iii) has a surjective coherent point
p : Sets → E (§6.2). Together with the result in §5, this class of topoi is in a bijective correspondence with the class
of local varieties of regular languages.
6.1. Coherent topoi and pretopoi
For general references on the material in this section, the reader is refered to e.g. [21, 22, 25]. For the sake of reader’s
convenience, we summarize here the fundamental properties and constructions concerning coherent topoi and pretopoi
that we need in this paper. The reader who is familiar with coherent topoi can skip this subsection and directly go to
the next subsection (§6.2).
Firstly recall that a Grothendieck topology J on a category C is said to be of finite type if J is generated by finite
covering families. To be more precise, for each X ∈ C , every covering sieve S ∈ J(X) contains a finite number of
arrows fi : Yi → X (i = 1, · · · , n) that generate S , i.e. every g : Z → X ∈ S can be written as g = fi ◦ g′ for some
i ∈ {1, · · · , n} and g′ : Z → Yi (cf. [25]). Coherent topoi are those topoi of sheaves over categories with finite limits
and Grothendieck topologies of finite type. Formally, they are defined as follows:
Definition 26 (coherent topos). A topos E is called a coherent topos if there exist (i) a category C with finite limits
and (ii) a Grothendieck topology J on C of finite type such that E is equivalent to the sheaf topos Sh(C , J) with
respect to the site (C , J).
As we will recall soon, coherent topoi are dual in a certain precise sense to the class of categories so called
pretopoi. This correspondence from coherent topoi to pretopoi is given by taking coherent objects, i.e. compact and
stable objects. To define these concepts, recall that a family { fλ : Yλ → X} of arrows is called jointly epic if, for every
parallel arrows g, h : X → Z, the equalities g ◦ fλ = h ◦ fλ : Yλ → X → Z for all λ imply the identity g = h.
Definition 27 (compact object). An object X ∈ E is called compact if, for every jointly epic family { fλ : Yλ → X} of
arrows, some finite subfamily { fλ1 , · · · , fλn } of it is already jointly epic.
32
Definition 28 (stable object). An object X ∈ E is called stable if, for every arrows f : Y → X and g : Z → X from
compact objects Y, Z ∈ E , their pullback Y ×X Z is also compact.
Definition 29 (coherent object). An object X ∈ E is coherent if it is both compact and stable.
Given a topos E in general, we denote by Ecoh the full subcategory of E that consists of coherent objects. In the
case where E is a coherent topos, it is known that Ecoh =: C satisfies the following properties:
P1) C has finite limits;
P2) C has finite coproducts, which are disjoint and universal;
P3) C has coequalizers of equivalence relations, which are universal;
P4) every equivalence relation in C is effective;
P5) every epimorphism in C is a coequalizer.
(See [21, 22] for italic terminologies here.)
Definition 30 (pretopos). A category C is called a pretopos if it satisfies these five axioms.
Remark 20 (semi-galois categories are pretopoi). Let C be a semi-galois category; by definition, it has a fiber functor
F : C → Setsω so that 〈C , F〉 is equivalent to 〈B f M, FM〉 with M = π1(C , F). Then, it is straightforward to see that
C = B f M satisfies the above axioms, i.e. forms a pretopos.
As we briefly mentioned above, coherent topoi are dual to pretopoi under the construction E 7→ Ecoh of categories
of coherent objects. The inverse correspondence from pretopoi to coherent topoi is then given by taking sheaf topoi
Sh(C , JC ) over pretopoi C with respect to the precanonical topologies JC .
Definition 31 (precanonical topology). Let C be a pretopos. The precanonical topology on C is defined as the
Grothendieck topology JC that consists of those sieves S ∈ JC (X) for each X ∈ C which are generated by finite
jointly epimorphic families of arrows.
Remark 21. In particular, note that the precanonical topology JC on a pretopos C is clearly of finite type; thus by
definition the sheaf topos Sh(C , JC ) is a coherent topos. In what follows, we shall denote Sh(C , JC ) simply by Sh(C ),
whence the Grothendieck topology on C should be understood as the precanonical topology JC .
Now we have the correspondences from coherent topoi E to pretopoi Ecoh; and from pretopoi C to coherent topoi
Sh(C ). A fundamental fact about coherent topoi and pretopoi is that these correspondences E 7→ Ecoh and C 7→ Sh(C )
are in fact mutually inverses up to equivalence:
Theorem 9 (e.g. [21]). Let E be a coherent topos and C be a pretopos. Then:
1. E is equivalent to Sh(Ecoh); and
2. C is equivalent to (Sh(C ))coh.
6.2. Classifying topoi of profinite monoids
Because semi-galois categories are always pretopoi, the class of semi-galois categories must correspond to a specific
subclass of coherent topoi under the correspondence between pretopoi and coherent topoi. In fact, as we will see
later, semi-galois categories correspond exactly to coherent topoi of the form BM for some profinite monoids M. In
this section we give a simple characterization of the class of coherent topoi E in the form BM for some profinite
monoids M in a purely topos-theoretic terminology, not explicitly mentioning to the concept of profinite monoids.
This characterization of topoi BM is in a sense a topos-theoretic translation of the duality theorem between profinite
monoids and semi-galois categories; and formally is stated as follows.
Theorem 10. Let E be a topos. Then we have the following:
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1. the topos E is equivalent to BM for some profinite monoid M if and only if E is (i) coherent, (ii) noetherian
and (iii) has a surjective coherent point p : Sets → E ;
2. when this is the case, the inverse image functor p∗ : E → Sets restricts to p∗ : Ecoh → Setsω, and the pair
〈Ecoh, p∗〉 forms a semi-galois category;
3. the profinite monoid M such that E ≃ BM can be taken as M = π1(Ecoh, p∗).
Remark 22 (Noether-ness). Here, a coherent topos E is called noetherian if, for every coherent object X ∈ Ecoh, the
lattice of subobjects of X satisfies the ascending chain condition. This condition is in fact equivalent to saying that
every compact object in E is coherent [21]. We will use this remark in our proof of the if part of Theorem 10.
We first prove the only-if part of the claim 1.
Lemma 31. The coherent objects in BM are exactly the finite M-sets. That is, (BM)coh = B f M.
Proof. It is clear that finite M-sets are coherent. So, conversely, we see that a coherent object X ∈ BM is finite. Let
X ∈ BM be coherent. For each element ξ ∈ S X , its orbit ξ · M ⊆ S X defines a subobject Xξ →֒ X. Since the M-action
is continuous (with S X discrete) and M is compact, it follows that ξ ·M is a finite set, i.e. Xξ ∈ B f M. By the coherence
of X and that X = ⋃ Xξ, we have X = Xξ1 ∪ Xξ2 ∪ · · · ∪ Xξn for some finite points ξi ∈ S X . Since Xξi ∈ B f M, one
obtains X ∈ B f M.
Lemma 32. The topos BM has a coherent surjective point p : Sets → BM.
Proof. For later use we explicitly construct such a point p. On one hand, the inverse image functor p∗ : BM → Sets
assigns to each X ∈ BM the underlying set S X ; and to each f : X → Y the corresponding map f∗ : S X → S Y .
On the other hand, the direct image functor p∗ : Sets → BM assigns to each S ∈ Sets the M-set S M consisting of
continuous maps ξ : M → S with respect to the discrete topology on S ; and to each map f : S → T the composition
S M ∋ ξ 7→ f ◦ ξ ∈ T M. The set S M is indeed an M-set, that is, equipped with the following right M-action:
S M × M −→ S M
(ξ,m) 7−→ ξ · m : n 7→ ξ(mn)
It is straightforward to see that p∗ : BM → Sets is a left adjoint to p∗ : Sets → BM and p∗ is left exact. That is,
p∗ : BM → Sets and p∗ : Sets → BM define a point p : Sets → BM. By definition, p∗ reflects isomorphisms (i.e.
p is surjective), and by Lemma 31 and by Setscoh = Setsω, p∗ preserves coherent objects (i.e. p is coherent).
Lemma 33. The topos BM is noetherian.
Proof. Since coherent M-sets are finite by Lemma 31, the lattice Sub(X) of subobjects of coherent M-sets X is finite;
and thus, clearly satisfy the ascending chain condition. That is, BM is noetherian.
Theorem 11. The topos BM is coherent, i.e. equivalent to the sheaf topos Sh(B f M, JM) over the semi-galois category
B f M with respect to the precanonical topology JM .
Notation 9. In what follows, given a semi-galois category 〈C , F〉 in general, we denote simply by Sh(C ) the sheaf
topos over C with respect to the precanonical topology on C . In particular, we shall denote Sh(B f M, JM) by
Sh(B f M).
Proof. This will be proved easily by using some axiomatic characterization of coherent topoi. Here, just in order to see
the correspondence BM ↔ Sh(B f M), we explicitly construct an equivalence. First the functorΦ : BM → Sh(B f M)
is defined naturally by BM ∋ Y 7→ HomBM(∗, Y) ∈ Sh(B f M). (Here notice that the presheafΦ(Y) = HomBM(∗, Y) :
B f Mop → Sets defines actually a sheaf on B f M with respect to the precanonical topology.)
This functor Φ : BM → Sh(B f M) is fully faithful. To see the faithfulness of Φ, let f , g : Y → Y′ be M-
equivariant maps between M-sets Y, Y′ ∈ BM such that Φ( f ) = Φ(g). By Φ( f ) = Φ(g), it follows that f |Yη =
g|Yη— the restrictions of f , g onto Yη ⊆ Y— for each η ∈ S Y . But, as in the discussion at Lemma 31, one also
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has Y =
⋃
Yη with Yη ∈ B f M for every η ∈ S Y . Therefore, this implies f = g and that Φ is faithful. To see the
fullness of Φ, let σ : Φ(Y) ⇒ Φ(Y′) be an arrow in Sh(B f M). Notice that we have a canonical isomorphism of
sets S Y ≃ HomBM(M, Y) = ⋃HomBM(Mλ, Y), where M ։ Mλ range over all finite quotients of M; and under
this isomorphism, the components σMλ : HomBM(Mλ, Y) → HomBM(Mλ, Y′) of σ : Φ(Y) ⇒ Φ(Y′) define a map
σ¯ : S Y → S ′Y , which is in fact M-equivariant. By construction, one can see that Φ(σ¯) = σ : Φ(Y) ⇒ Φ(Y′). Thus, Φ
is full.
To complete the proof, we need to show that Φ is also essentially surjective; this is done by constructing an
assignment Ψ : Sh(B f M) → BM on objects so that for each P ∈ Sh(B f M), one has an isomorphism P ≃ Φ ◦ Ψ(P).
For this purpose, take P ∈ Sh(B f M) arbitrarily. Then we define an M-set Ψ(P) ∈ BM as follows. The underlying
set of Ψ(P) is defined as colimλP(Mλ), where πλ : M ։ Mλ range over all finite quotients of M (and naturally form
an inverse system in B f M regarding Mλ as finite M-sets). In what follows, the colimit diagram for colimλP(Mλ) is
denoted by uλ : P(Mλ) → colimλP(Mλ). Here notice that since P is a sheaf on B f M with respect to JM and each
Mλ ։ Mµ is an epimorphism in B f M, the map uλ : P(Mλ) → colimP(Mλ) is injective. Thus, we can regard as
Ψ(P) = ⋃ P(Mλ).
We prove the target isomorphism P ≃ Φ ◦Ψ(P) based on two sub-lemmas:
Lemma 34. Let X ∈ BM and πλ : M ։ Mλ be a finite quotient. Also consider the congruence ker(πλ) := {(m,m′) ∈
M × M | πλ(m) = πλ(m′)}. Moreover, define a subobject Xλ →֒ X in BM so that the underlying set of Xλ is given as
follows:
S λ :=
{
ξ ∈ S X | ξ · m = ξ · m′ ∀(m,m′) ∈ ker(πλ)}. (40)
Then we have a canonical isomorphism of sets:
S λ ≃ HomBM(Mλ, X). (41)
Notation 10. In what follows, for a finite quotient πλ : M ։ Mλ and an element m ∈ M, we denote by mλ the element
πλ(m) ∈ Mλ.
Proof. We first need to see that S λ ⊆ S X is indeed closed under M-action, i.e. defines a subobject Xλ →֒ X of M-sets.
Let ξ ∈ S λ and n ∈ M. For each (m,m′) ∈ ker(πλ), we have (nm, nm′) ∈ ker(πλ) because ker(πλ) is a (left) congruence.
Thus, since ξ ∈ S λ, we have (ξ · n) · m = ξ · nm = ξ · nm′ = (ξ · n) · m. This means that, because (m,m′) ∈ ker(πλ) is
now arbitrary, we proved ξ · n ∈ S λ. That is, the set S λ ⊆ S X is closed under the M-action.
The target isomorphism φ : S λ → HomBM(Mλ, X) is given as follows. For each ξ ∈ S λ, define a map φ(ξ) : Mλ ∋
mλ 7→ ξ · m ∈ X. First note that φ(ξ) : Mλ → X is well-defined as a map of sets: That is, if mλ = m′λ for m,m′ ∈ M
(i.e. (m,m′) ∈ ker(πλ)), we have ξ · m = ξ · m′ by ξ ∈ S λ. Secondly, this map φ(ξ) : Mλ → X is M-equivariant:
φ(ξ)(mλ · n) = φ(ξ)((mn)λ)
= ξ · mn
= (ξ · m) · n
= (φ(ξ)(mλ)) · n.
Therefore, the map φ : S λ → HomBM(Mλ, X) is well-defined. Finally, this map φ is in fact bijective. For its inverse
ψ : HomBM(Mλ, X) → S λ is gien as follows: For each f ∈ HomBM(Mλ, X), set ψ( f ) := f (1λ) ∈ S X , where 1λ = πλ(1)
is the identity of Mλ. Then ψ( f ) is indeed in S λ. It is straightforward to see that ψ is the inverse of φ.
Lemma 35. Let P ∈ Sh(B f M). Then P(Mλ) is isomorphic to Ψ(P)λ under uλ : P(Mλ) → ⋃ P(Mλ) = Ψ(P). More
explicitly, P(Mλ) ⊆ Ψ(P) is characterized as the following subset:
P(Mλ) =
{
[s, µ] ∈ Ψ(P) | [s, µ] · m = [s, µ] · m′ ∀(m,m′) ∈ ker(πλ)
}
. (42)
That is, combining with Lemma 34, we have a canonical isomorphism:
P(Mλ) ≃ (Φ ◦ Ψ(P))(Mλ).
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Proof. The difficult part of this proof is to see that Ψ(P)λ (i.e. the right-hand side of the equation (42)) is in the image
of uλ : P(Mλ) →֒ Ψ(P); the inverse inclusion is easy. We use the similar technique to the one proving Theorem 1, §9,
Chap. III [25].
Let [s, µ] ∈ Ψ(P)λ; we want to prove that [s, µ] = [t, λ] for some t ∈ P(Mλ). Since the inverse system consisting of
finite quotients πλ : M ։ Mλ is cofiltered, one may assume that we have ρµλ : Mµ ։ Mλ such that πλ = ρ
µ
λ
◦ πµ. Also,
since P is now a sheaf on B f M with respect to JM and ρµλ : Mµ ։ Mλ is a (single) covering of Mλ ∈ B f M, it suffices
to see that, for parallel arrows f , g : Z → Mµ from each Z ∈ B f M such that ρµλ◦ f = ρµλ◦g, we have P( f )(s) = P(g)(s).
(That is, the single element s ∈ P(Mµ) defines a matching family on Mλ with respect to the covering ρµλ : Mµ ։ Mλ.)
Moreover, using Proposition 7, §3.2 (claiming that galois objects are cofinal in B f M) and by the fact that P is a sheaf,
it is sufficient to consider the case where Z is a galois object in B f M, i.e. of the form Mκ.
Let f , g : Mκ → Mµ be M-equivariant maps such that ρµλ ◦ f = ρµλ ◦ g. Since f , g are M-equivariant, they are
determined by mµ := f (1κ) and m′µ := g(1κ) (for some m,m′ ∈ M). Then note that ρµλ ◦ f = ρµλ ◦ g implies that
(m,m′) ∈ ker(πλ); and thus we have [s, µ] · m = [s, µ] · m′ by the assumption that [s, µ] ∈ Ψ(P)λ. This means
that [P( f )(s), κ] = [P(g)(s), κ]. Since uκ : P(Mκ) ∋ t 7→ [t, κ] ∈ Ψ(P) is injective, one gets the desired equality
P( f )(s) = P(g)(s).
Finally, we saw that s ∈ P(Mµ) defines a matching family on Mλ with respect to the single covering ρµλ : Mµ ։ Mλ;
and since P is a sheaf, this matching family s has an amalgamation t ∈ P(Mλ). This means that we have [s, µ] = [t, λ]
with t ∈ P(Mλ). Therefore, we can now conclude that Ψ(P)λ is in the image of uλ : P(Mλ) →֒ Ψ(P). This completes
the proof.
We return to the proof of Theorem 11. To complete the proof, we need to show a natural isomorphism P ≃
Φ ◦ Ψ(P). By Lemma 35, we know that these two sheaves P and P′ := Φ ◦ Ψ(P) : B f Mop → Sets are (naturally)
isomorphic on galois objects Mλ in B f M. However, since galois objects are cofinal in B f M (Proposition 7) and
since P, P′ are sheaves on B f M with respect to JM , it is straightforward to see that P and P′ are naturally isomorphic.
Consequently, the functor Φ : BM → Sh(B f M) is fully faithful and essentially surjective, i.e. an euqivalence of
categories, with Ψ : Sh(B f M) → BM giving its inverse. This concludes that BM is a coherent topos, with the
semi-galois category B f M ⊆ BM being its defining pretopos. This completes the proof of Theorem 11.
So far we have proved the only-if part of the claim 1 of Theorem 10: That is, the topos BM is indeed (i) coherent,
(ii) noetherian, and (iii) has a surjective coherent point p : Sets → BM. The rest of this section is devoted to a proof
of its inverse, which heavily relies on the duality theorem between profinite monoids and semi-galois categories:
Theorem 12. Let E be a topos that is (i) coherent, (ii) noetherian, and (iii) has a surjective coherent point p : Sets →
E . Then, the pair 〈Ecoh, p∗〉 forms a semi-galois category; and if we put Mp := π1(Ecoh, p∗), then E is equivalent to
BMp.
We start from showing the first claim:
Lemma 36. The pair 〈Ecoh, p∗〉 forms a semi-galois category.
Proof. Firstly recall that, since Setscoh = Setsω and the point p : Sets → E is now coherent, the inverse image functor
p∗ : E → Sets restricts to coherent objects p∗ : Ecoh → Setsω. We see that 〈Ecoh, p∗〉 satisfies the axiom of semi-galois
categories.
By general facts about coherent objects in a coherent topos, Ecoh has finite limits and admits epi-mono factoriza-
tions of arrows. Also, since p : Sets → E is a geometric morphism, p∗ : Ecoh → Setsω is exact. Furthermore, since p
is surjective, p∗ reflects isomorphisms. Therefore, it is sufficient to prove only that Ecoh has finite pushouts.
To see this, we use the assumption that E is noetherian, whence the compact objects are the coherent objects (cf.
Remark 22). Let X, Y, Z ∈ Ecoh be coherent objects in E ; and consider the following pushout diagram:
X
f //
g

Z
k

Y
h
// Y ⊔X Z
.
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Since Y, Z are compact, so is the pushout Y ⊔X Z because Y ⊔X Z is an epimorphic image of the compact object Y ⊔ Z.
However, since E is now noetherian so that every compact object is coherent, it follows that Y ⊔X Z is coherent. This
means that Ecoh is closed under finite pushouts. Therefore 〈Ecoh, p∗〉 forms a semi-galois category.
Proof. Now we complete the proof of Theorem 12. Let Mp be the fundamental monoid π1(Ecoh, p∗) of this semi-galois
category 〈Ecoh, p∗〉. Since E is a coherent topos, one generally has an equivalence E ≃ Sh(Ecoh) of topoi. However,
by the duality theorem between profinite monoids and semi-galois categories, we have an equivalence Ecoh ≃ B f Mp.
Now, applying the representation BM ≃ Sh(B f M) for the profinite monoid Mp, we consequently obtain the desired
representation of topoi, E ≃ BMp. Summary:
E ≃ Sh(Ecoh) (see [22].)
≃ Sh(B f Mp) (∵ Theorem 29, §4 and Lemma 36 above.)
≃ BMp. (∵ Theorem 11.)
This complete the proof.
7. Discussions
For a reconsideration of Eilenberg’s variety theory, this paper put a special emphasis on the consideration of semi-
galois categories. The first three sections (§2 – §4), for this aim, were devoted to basic studies on the general structure
of semi-galois categories. Returning to Eilenberg theory, we discussed in §5 that semi-galois categories are essentially
equivalent structures to local varieties of finite actions (Lemma 30); this axiomatization of classical structures in
Eilenberg theory yielded a rather conceptual description of the variety theorems [36, 10] as a natural consequence of
duality theorems betweem abstract algebras; we must, however, discuss now what this axiomatization of the theory is
actually intended for.
In the presentation made at LICS’16, we have posed roughly two types of problems concerning this axiomatization
of Eilenberg’s theory: One is logical and the other is geometric. Also, since our formulation of the theory is slightly
different from those developed in [2, 11, 6, 3], our result implicitly indicates some new directions to extend Eilenberg’s
variety theory. We now discuss these problems in the rest of this paper in order to clarify some background motivation
of the current study. However, these problems remain open in this paper; some of them will be pursued in future work.
Logical problem. In the development of Eilenberg theory, Bu¨chi’s monadic second-order logic MSO[<] over finite
words has been of central concern; indeed, historically speaking, Eilenberg’s theory has been studied, in some sense,
so as to develop a finite-semigroup-based method of deciding the definability of regular languages by several frag-
ments of MSO[<] (cf. Remark 13, §5.1). To the best of our knowledge, however, we do not yet have a satisfactory
conceptual understanding of this relationship between Eilenberg’s variety theory and MSO[<] (or other logics) over
finite words. The logical problem of our concern is about this problem in particular.
In §5 and §6, we saw that local varieties of regular languages (classes of regualr languages typically defined by
logics over finite words such as FO[<] and MSO[<]) bijectively correspond— via local varieties of finite actions—
to semi-galois categories 〈C , F〉; and hence (cf. §6), also to coherent noetherian topoi (E , p) with coherent surjective
points p : Sets → E . In particular, the latter structures have several logical descriptions. For example, being coherent
topoi, such topoi E can be realized as classifying topoi of some coherent theories [21]; in other words, one can say that
local varieties of regular languages correspond to coherent theories in this way. Nevertheless, coherent theories are
logics of many sorts, while MSO[<] or other variants over finite words are typically logics of single sort. Therefore,
our axiomatic description of local varieties of regular languages (by semi-galois categories and coherent noetherian
topoi) themselves does not answer to our problem directly. In view of the relationship between coherent logics and
coherent topoi, a natural question may be to design a natural class of logics over finite words so that they describe
exactly the local varieties of regular languages. Concerning this problem, nothing is achieved in this paper; but the
axiomatic nature of our formulation of Eilenberg theory may be an auxiliary step for this logical problem.
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Geometric problem. Unlike the case of galois categories, we did not consider here concerte geometric constructions
of semi-galois categories; but we regard this problem as of particular importance because such constructions will give
a concerte meaning (or semantics) of Eilenberg’s variety theory, hence, a new nuance of classifying hierarchies of
regular languages; and conversely, a new insight on number theory as well.
Since semi-galois categories are seamless extension of galois categories, it seems reasonable to expect that typical
constructions of galois categories— e.g. those ´Et(S ) consisting of finite e´tale coverings over connected schemes S (cf.
[23]) in particular— can be extended so that the resulting category forms a semi-galois category rather than a galois
category. A natural idea is to relax some condition of this construction; for instance, to drop the e´taleness of coverings,
although this naive idea itself is not successful at least to our current understanding. Concerning this problem, it may
be meaningful to remark that we cannot prove yet the uniqueness of fiber functors on a semi-galois category, while
so are those on a galois category; in fact, we vaguely consider that they are not unique, even up to isomorphism. In
the case of galois categories, say ´Et(S ), the uniqueness of fiber functors corresponds to the fact that the fundamental
group π1(S , ξ) does not depend on the choice of the geometric point ξ of S up to isomorphism; in particular, in the
case where S is the spectrum Spec(k) of a field k, this concerns the fact that the separable closure ksep of k is unique
up to isomorphism. The non-uniqueness of fiber functors on a semi-galois category may be a hint of what situation
yields semi-galois categories; this problem represents one of the most important future direction of the current work.
Extension of the theory. As mentioned in the introduction (§1.1), one of leading motivations to review Eilenberg’s
theory is to seek a right direction to extend the theory to more subtle situations beyond regular languages. Recently,
several authors [2, 3, 11, 6] have being tackling on this problem with their respective generic frameworks.
The result developed in this paper may provide yet another direction for this problem. For instance, in the precise
sense described in §5 and §6, the class of (i) local varieties of regular languages corresponds to that of (ii) coherent
noetherian topoi 〈E , p〉. In a sense, this gives a topos-based classification of language classes known as local varieties
of regular languages. In view of this, it may be possible to ask e.g. what class of topoi appear in place of (ii) if we
replace (i) with other classes of languages beyond regular languages. If this line of question could make sense in
some way, the solution to the question may yield a rather systematic classification of language hierarchies by those
of topoi— to which we can apply several description from the logical and geometric point of view— seamlessly
extending Eilenberg’s variety theory. Although this is just an informal (and very naive) description of future direction,
it may be worthwile seeking some topos-theoretic extension of Eilenberg’s theory in this sense.
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