The mismatch between the services offered by the two standard transport protocols in the Internet, TCP and UDP, and the services required by distributed multimedia applications has led to the development of a large number of partially reliable transport protocols. That is, protocols which in terms of reliability places themselves between TCP and UDP. This paper presents a taxonomy for retransmission based, partially reliable transport protocols, i.e., the subclass of partially reliable transport protocols that performs error recovery through retransmissions. The taxonomy comprises two classification schemes: one that classifies retransmission based, partially reliable transport protocols with respect to the reliability service they offer and one that classifies them with respect to their error control scheme. The objective of our taxonomy is fourfold: to introduce a unified terminology; to provide a framework in which retransmission based, partially reliable transport protocols can be examined, compared, and contrasted; to make explicit the error control schemes used by these protocols; and, finally, to gain new insights into these protocols and thereby suggest avenues for future research. Based on our taxonomy, a survey was made of existing retransmission based, partially reliable transport protocols. The survey shows how protocols are categorized according to our taxonomy, and exemplifies the majority of reliability services and error control schemes detailed in our taxonomy.
Preliminaries
for more than half that time.
At the beginning of the 1990s, Dempsey [12] , Papadopoulos and Parulkar [26] , and others demonstrated the feasibility of using retransmission-based closed-loop partially reliable transport protocols for multimedia communication. Since then, a large number of retransmission based, partially reliable transport protocols for time sensitive applications such as multimedia has been proposed.
The main purpose of this paper is to present a taxonomy for retransmission based, partially reliable transport protocols. The taxonomy comprises two classification schemes: one that classifies retransmission based, partially reliable transport protocols with respect to the reliability service they offer and one that classifies them with respect to their error control scheme.
The taxonomy has been developed through an extensive analysis of a significant number of existing retransmission based, partially reliable transport protocols. We believe that it not only gives valuable insights into the key components of the existing protocols but that it also provides a unified terminology and a baseline for future protocols.
Our taxonomy has been inspired by earlier work of, among others, Diaz and Dempsey. In particular, our view of the concept of a partially reliable service is to a large extent derived from the work on partially reliable and partially ordered services done by Diaz et al. [14] ; our classification of retransmission based, partially reliable transport protocols with respect to their error control scheme is to some degree influenced by the discussion of closed-loop, partially reliable transport protocols in Dempsey's thesis [11] .
This paper also provides a classification and survey of existing protocols. The paper shows how a selection of existing protocols are classified with respect to our taxonomy. Furthermore, the paper presents a survey of a subset of the classified protocols. The subset of protocols covers the majority of reliability services and error control schemes in our taxonomy. This paper is organized as follows. Section 2 provides some preparatory material. In particular, the concept of a retransmission based, partially reliable transport protocol is defined. Our taxonomy is presented in Section 3. Section 4 gives a survey of existing retransmission based, partially reliable transport protocols and shows how they are classified with respect to our taxonomy. Finally, Section 5 concludes the paper with a brief summary of our proposed taxonomy and a discussion of the insights gained in developing the taxonomy. The section also briefly considers how these insights can be used in the design of future retransmission based, partially reliable transport protocols.
ered partially reliable provided
On the basis of Definition 1, we used the following definition of a retransmission based, partially reliable transport protocol.
Definition 2 A retransmission based, partially reliable transport protocol is a transport protocol that is explicitly designed to offer a partially reliable service and that uses an error control scheme in which error recovery is performed through retransmissions.
The reason Definition 2 specifically states that a transport protocol must be explicitly designed to offer a partially reliable service in order to be a partially reliable transport protocol is that, from a practical viewpoint, there is no such thing as a transport protocol offering a completely reliable service. For example, TCP is designed to offer a completely reliable service but is only able to do so as long as some conditions hold.
In particular, TCP depends on the ability of the IP protocol to provide end-to-end connectivity and assumes that the TCP checksum is able to detect all conceivable kinds of bit errors. Consequently, TCP fails to provide a completely reliable service in the rare occasions when the network becomes partitioned or the TCP checksum fails to detect a corrupted packet [35] .
The Taxonomy
As mentioned in Section 1, our taxonomy consists of two classification schemes: one which classifies retransmission based, partially reliable transport protocols with respect to their offered reliability service and one which classifies them with respect to their error control scheme. The former classification scheme is presented in Subsection 3.1 and the latter in Subsection 3.2. Figure 1 depicts the classification scheme with respect to the reliability service offered. As follows from Figure 1 , the protocols are classified along three dimensions: specification of reliability level, granularity, and adaptiveness.
Classification with Respect to Reliability Service
Specification of Reliability Level. We distinguish between two main classes of specifications: implicit specifications and explicit specifications. In implicit specifications, the reliability level is implicitly determined by one or more QoS and/or transport constraints other than just the guaranteed reliability level, e.g., number of retransmissions, priorities, deadlines, playback rate, or maximum latency. Contrary to implicit specifications, explicit specifications explicitly prescribe a certain guaranteed reliability level. Common ways of formulating explicit reliability level requirements include: specifying an upper bound for packet loss, stating the minimum number of messages that must be successfully transmitted out of a fixedlength message group, or assigning reliability classes to messages. Granularity. The dimension granularity refers to the calculation base of the reliability service provided by a retransmission based, partially reliable transport protocol. Or, put differently, the granularity of a retransmission based, partially reliable transport protocol represents the smallest unit of data on which the protocol controls the reliability service, and consequently is the smallest unit of data on which the protocol ascertains the reliability service. In implementation terms, the dimension granularity refers to the unit of data considered by the error control scheme when it makes retransmission decisions on lost or corrupted packets (cf. Section 3.2). As shown in Figure 1 , we distinguish between three main classes of protocols with respect to granularity: message, message group, and flow.
Message. In this context, the term message denotes messages exchanged between application entities, i.e., Application Protocol Data Units (APDUs). When a protocol has a granularity of a message, this means that the error control scheme of the protocol performs retransmissions based on the status of one message. This, for example, can be that the reliability service is based on the number of times a message has been retransmitted, or that the reliability service is based on a priority level assigned to a message. Typically, protocols with a granularity of a message target video and audio streaming applications: both video and audio coders usually generate sequences of fixed-sized data blocks that conveniently fit into messages. Furthermore, video coding schemes such as MPEG-1, MPEG-2, and H.263 generate data blocks of different importance, e.g., H.263 generates I-, P-, and B-frames of which I-frames are more important than either the P-or B-frames. By using a protocol with a granularity of a message, a video application using one of these video coding schemes can exploit the fact that all data blocks are not equally important and assign different reliability levels to each data block.
Message Group. A protocol is said to have a granularity of a message group when the retransmission decision of the protocol involves not only one message but a pre-specified number of messages. Typically, a protocol adhering to this class, calculates the reliability level by counting the number of successfully received messages within a fixed-length message group. Protocols with a granularity of a message group primarily target the same niche of applications as those with a granularity of a message, i.e., video and audio streaming applications. Compared to protocols with a granularity of a message, the major advantages of message-group based protocols are that they are generally easier to realize and, owing to their coarser granularity, entail less overhead. However, the coarser granularity of message group based protocols is not always beneficial. While, it could be argued that a granularity of a message group is sufficient for many audio streaming applications, it is less than ideal for video streaming applications: while audio coders typically produce packets of more or less the same importance, this is, as said, generally not the case with video coders.
Flow.
A flow refers to a unidirectional stream of messages from a single media source. One or several flows constitute a session: a single connection and/or conversation between one endpoint and one or several other endpoints. Common examples of flows are video streams in a video broadcast application and audio streams in an Internet radio application. When a protocol belonging to this class of protocols makes a retransmission decision at a particular time during a flow, it bases its retransmission decision on all packets sent and/or received in this flow up to this time.
To our knowledge, the number of protocols having a granularity of a flow are very scarce. As a matter of fact, we know of only two protocols: SRP [27] and PRTP-ECN [17, 18] . SRP primarily targets audio applications, and PRTP-ECN has been used to improve the transmission of images on Web pages. The principal incentive for these two protocols to use a granularity of a flow is that it makes them very easy to implement: Compared to message-and message-group-based protocols, flow-based protocols tend to involve less state information, and are because of that often less complex. However, flow based protocols tacitly assume that all messages are of equal importance. Therefore, special arrangements have to be made in order to use these protocols for transmission of images and video streams. For example, PRTP-ECN only works for images that are coded according to some robust image coding scheme.
Adaptiveness. The last dimension, adaptiveness, refers to the situation in which, during the lifetime of a session, a protocol permits an application to change its reliability requirements. There are two main classes of protocols with respect to adaptiveness: non-adaptive and adaptive.
are members of the non-adaptive class of protocols. In other words, nonadaptive protocols comprise protocols which, in the same way as TCP and UDP, are designed to offer a certain fixed reliability service. However, in contrast to TCP and UDP, they are rarely general protocols. They are often specifically tuned for a certain category of applications, or even a certain product.
Adaptive. The adaptive class is the complement of the non-adaptive class, i.e., comprises all protocols that do not offer a pre-configured reliability service. It has three subclasses: per-flow adaptive, in-flow adaptive, and per-message adaptive. In per-flow adaptive protocols, the reliability service is specified at the inception of a flow and remains fixed during the whole lifetime of the flow. A further degree of flexibility is provided by in-flow adaptive protocols, which enables applications to alter the reliability service during the flow lifetime. Finally, the highest degree of flexibility is found in in-flow adaptive flows that permit applications to alter the reliability service on a per-message basis.
Since per-flow adaptive protocols make no provisions for an application to re-negotiate the reliability service of a flow, they are primarily useful for inelastic applications such as audio broadcasting. More elastic applications, such as many video streaming tools, are typically better off with an in-flow or per-message adaptive transport protocol: at high traffic loads, an in-flow or per-message adaptive protocol permits an application to continue a flow, although at a lower service level.
As follows from the definition of in-flow adaptive flows, they represent a middleway between per-flow adaptive and per-message adaptive protocols.
There are very few in-flow adaptive protocols. However, an example of an in-flow adaptive protocol is PRTP-ECN [17, 18] .
Classification with Respect to Error Control Scheme
This section explains how, according to our taxonomy, retransmission based, partially reliable transport protocols are classified with respect to their error control scheme: Subsection 3.2.1 discusses the logical architecture of an error control scheme of a retransmission based, partially reliable transport protocol. On the basis of the logical architecture, the actual classification scheme is presented in Subsection 3.2.2.
The Logical Architecture of an Error Control Scheme
The error control scheme of a retransmission based, partially reliable transport protocol can be viewed as consisting of five principal components: an error detection component, an error feedback component, a retransmission-decision component, a retransmissiondecision feedback component, and finally, a retransmission component. trates the interrelationship between the five components, and the responsibility of the respective component is as follows:
Error Detection Component. The error detection component is responsible for detecting lost or corrupted packets. Packet losses are usually detected through the reception of out-of-sequence packets and/or timeouts, while packet corruption is discovered through the use of checksums.
Error Feedback Component. In error control schemes in which the error detection and the retransmission decision are not made on the same side, i.e., error detection occurs at the receiver side while the retransmission decision takes place at the sender side, an error feedback component is used to inform the retransmission decision component about packet loss and corruption events.
Retransmission Decision Component.
As follows from its name, the retransmission decision component comprises the part of the error control scheme that is responsible for deciding whether a lost or corrupted packet should be retransmitted.
Retransmission Decision Feedback Component. The retransmission decision feedback component is only needed in error control schemes in which the retransmission decision takes place at the receiver. It is the responsibility of this component to communicate the retransmission decisions of the receiver back to the retransmission component at the sender.
Retransmission Component. The retransmission component is always located at the sender. It is the responsibility of this component to execute the retransmission requests made by the retransmission decision component, i.e., it is this component which performs the actual retransmissions.
The Classification Scheme
Retransmission based, partially reliable transport protocols differ from completely reliable ones primarily in their retransmission strategy. Thus, as shown in Figure 3 , the classification scheme with respect to the error control scheme is exclusively based on the most salient features of the retransmission decision component. In particular, classification is done along the two dimensions of location and decision base.
Location. The retransmission decision component of an error control scheme is located at either the sender side or the receiver side. Depending on the location of the retransmission decision component, we distinguish between sender based protocols and receiver based protocols.
Although an analytical study by Marasli et al. [23] suggests that sender based protocols in some instances exhibit a slightly better throughput performance than receiver based protocols, the latter indeed possess some attractive features. Receiver based protocols are generally more scalable and versatile. An example is the case in which a server serves several clients, all with different reliability service requirements. In the sender based case, the responsibility of providing the correct service to all clients is primarily the server's. In the receiver based case, the responsibility has to a large degree been distributed to each one of the clients. Furthermore, in the receiver based case, the sender is not involved in the retransmission decisions and is consequently able to simultaneously serve several clients with different retransmission decision components.
In some protocols, the retransmission decision is normally made by the receiver but in exceptional cases is ignored by the sender. For example, in the CM protocol proposed by Papadopoulos and Parulkar [25] , the sender has a retransmission buffer whose size approximately follows the size of the playout buffer at the receiver side. When a packet has been sent, it is placed in the retransmission buffer and, if necessary, the oldest packet in the retransmission buffer is discarded. When a retransmission request arrives at the sender for a packet that has already been discarded from the retransmission buffer, the retransmission request is ignored by the sender. Even though it could be argued that protocols like the CM protocol should be classified as hybrid sender based receiver based protocols, we classify them as receiver based protocols because only the retransmission decision at the receiver side is made with regard to the requirements imposed by the data stream, i.e., uses a decision base that is either metrics based, priority based, or based on reliability classes.
Decision Base
The decision base comprises the metrics, rules, and/or heuristics that form the basis for the retransmission decisions made by a retransmission decision component. This dimension has three main classes: priority, metrics, and reliability classes.
Priority. In priority based protocols, each packet is assigned a priority based on its relative importance. Retransmission of lost packets is always performed in priority order with high priority packets sent before packets with lower priorities. Often protocols are not pure priority based protocols but are combined priority and deadline based. Apart from having a priority, packets in combined priority-and deadline-based protocols also have a deadline to meet. In these protocols, lost packets are typically retransmitted in priority order until they have been successfully received or their deadline has expired. This means that high priority packets have a better chance of being delivered since, in the event of packet loss, they are more likely to be retransmitted. Priority based protocols are very lightweight and have therefore found their use in the area of audio and video broadcasting. For example, the CUDP [32] transport protocol targets audio and video file servers and SR-RTP [15] targets video file servers.
Metrics. Protocols that base their retransmission decision on direct or indirect measurements of one or several properties of a flow, e.g., packet loss rate or timeliness, are considered metrics based protocols. We distinguish between three classes of metrics based protocols: protocols that base their retransmission on some kind of estimate of the packet loss rate; protocols that perform retransmissions as long as the timeliness of the data flow is not violated; and protocols that indirectly consider the timeliness of the data flow by restricting the number of retransmissions performed on individual messages.
Packet Loss. To our knowledge, existing protocols use either of two approaches to estimate the packet loss rate. The first approach involves using a statistic, e.g., the arithmetic average or mean packet loss rate. Protocols belonging to this class usually monitor the packet loss rate by continuously calculating an estimate or weighted estimate of the mean packet loss rate. The second approach involves calculating the average packet loss rate over a fixed-length sequence of packets. Since the packet loss based protocols using this approach typically keep track of the fixed-length sequence of packets through the use of a sliding window mechanism, this subclass of packet-loss-based protocols is called the sliding window class. A problem with pure packet loss based protocols are their obliviousness to time, which makes them not altogether perfect for audio, video, and other time sensitive applications. However, measurements made on a pure packet loss based protocol, AOEC [16] , suggest that the improve-ments obtained in terms of throughput and delay by selective retransmissions compensates for this problem to some degree.
Time. Time based protocols comprise those protocols that employ a metric that is a function of time. The class of time based protocols can be further divided into the subclasses: deadline based and statistic based protocols.
In deadline based protocols, the retransmission decision component issues a retransmission request for a lost packet provided the retransmitted packet is likely to meet the deadline of the lost packet. Typically, deadline based protocols are used by streaming media applications where it is important that packets arrive at the receiver before their playout time. There are two major classes of deadline based protocols: absolute deadline based and relative deadline based protocols. Absolute deadline based protocols refer to protocols in which deadlines are calculated with respect to the beginning of a flow while, in relative deadline based protocols, the deadline of a packet is calculated relative to preceding packets. The class of statistic based protocols comprises all time based protocols that use a metric that is a function of statistical estimates of one or several time related performance metrics, e.g., mean latency.
As far as we know, there exist no purely time-statistic based protocols. However, there is at least one protocol, SRP [27] , that uses a metric involving both packet loss and time. In contrast to deadline based protocols, SRP is able to make explicit trade-offs between reliability level and timeliness.
Number of Retransmissions. Contrary to time based protocols, protocols belonging to this class have no notion of time. Instead, they impose timely delivery of packets by limiting the number of times a packet can be retransmitted. More specifically, a retransmission counter is associated with each packet. The counter is decreased every time the packet is retransmitted. When the retransmission counter of a packet reaches zero, the packet is discarded.
There are very few protocols that adhere to this class. In fact, we have not found a single protocol that has a decision base only involving the number of times a packet has been retransmitted. On the other hand, there is a reliability class based protocol, k-XP [3, 22] , in which one reliability class has a decision base consisting of the number of times a packet has been retransmitted. The reason there are so few protocols that base their retransmission decision on the number of times a packet has been retransmitted is of course that this is a very imprecise metric; it only indirectly governs the packet loss rate and the timeliness. However, in combination with reli-ability classes, it has proven itself quite useful. In particular, using the number of times a packet has been retransmitted as a decision base has been proven useful in implementing a better than best effort reliability class similar to the controlled load service class of IntServ [7] .
Reliability Classes. In reliability class based protocols, each packet is associated with one of a pre-defined set of reliability classes. The decision of whether a lost or corrupted packet should be retransmitted is solely based on the class of the packet. For example, packets associated with a reliable service class are retransmitted until they have been successfully delivered, while packets that are members of an unreliable service class are never retransmitted.
The majority of reliability class based protocols use either of two reliability class schemes: PR/UR or R/PR/UR. The PR/UR scheme comprises two service classes: a partially reliable (PR) service class and an unreliable (UR) service class, while the R/PR/UR scheme also offers a reliable (R) service class.
From a logical point of view, the PR service class of a reliability class scheme has its own decision base and therefore theoretically the same subclasses as the decision base dimension of the retransmission-decision component. However, in practice, the decision base of the PR service classes in existing protocols are primarily metrics based. The decision base here is normally deadline based or takes the form of an upper limit on the number of times a packet can be retransmitted.
A major advantage with reliability class based protocols is that they provide for explicit synchronization between heterogeneous flows, i.e., flows with different reliability and timing requirements. Thus, video conferencing and similar applications that involve several heterogeneous flows are relieved from the complex task of performing synchronization between multiple independent flows.
A Classification and Survey of Existing Protocols
This section surveys a selection of existing retransmission based, partially reliable transport protocols and classifies them with respect to our taxonomy (see Section 3). Table 1 shows how the following protocols are classified: Slack ARQ [13] , PECC [11, 12] , k-XP [3, 22] , POCv2 [10] , AOEC [16] , CUDP [32] , VDP [8] , Jacobs/Eleftheriadis [20] , TLTCP [24] , SRP [27] , Papadopoulos/Parulkar [25] , SR-RTP [15] , HPF [21] , MSP [19] , XUDP [4] , PR-SCTP [33] , and PRTP-ECN [17, 18] . A survey of a subset of these protocols is also presented: PECC, POCv2, SRP, HPF, PR-SCTP, and PRTP-ECN. Together, this subset illustrates the majority of reliability services and error control techniques detailed in our taxonomy. Table 1 : Classification of retransmission based, partially reliable transport protocols in our taxonomy. The decision bases of the partially reliable classes in the reliability class schemes are appended in parentheses to the names of the schemes.
PECC
To be precise, PECC (Partially Error-Controlled Connection) is an error control scheme, not a protocol. Developed by Dempsey et al. [11, 12] as an extension to the multi-service transport protocol Xpress Transfer Protocol [36] (XTP), it was primarily intended for continuous media applications. The application atop PECC specifies its service requirements explicitly on a per-flow basis through four parameters: fifo min, window length, window density, and max gap. The fifo min parameter indicates the minimum number of contiguous bytes that must be queued before the receiver is permitted to issue a retransmission request. In other words, fifo min should be an estimate of the number of bytes consumed by the application during one round trip time. The two parameters of window length and window density specify the loss tolerance of the application. They specify that no more than window density bytes are permitted to be lost out of window length bytes of application data. From a practical viewpoint, this means that a reliability service at a granularity of a message group is offered: setting window length to a number of bytes equal to or less than the size of a message is not meaningful 1 . Finally, the last parameter, max gap, puts a limit on burst losses, giving an upper bound to how many contiguous bytes are permitted to be lost by the application.
Since PECC is mainly intended for continuous media applications, it assumes that the XTP receiver logically places received data in a FIFO buffer that is emptied at an approximately constant rate (isochronously). Consequently, the fifo min parameter serves as an absolute deadline for the data received. Together with the parameters window length and window density, this makes PECC an absolute deadline and sliding-window based protocol.
In PECC, the retransmission decision takes place at the receiver side. Every time an out-of-sequence packet is received, this is taken as an indication of one or more packets being lost and results in the invoking of the retransmission decision component of PECC. If there are more than fifo min bytes in the FIFO buffer, a retransmission request is issued for the presumably lost data. Otherwise, PECC tries to skip as much data as is needed to facilitate a retransmission, i.e., make the depth of the FIFO buffer greater than fifo min bytes. However, when this is not possible without violating the max gap parameter or the sliding window determined by the window length and window density parameters, PECC reports a failure to the application and skips the data anyway.
POCv2
POCv2 was proposed by Conrad et al. [10] at the University of Delaware in an attempt to design a transport protocol better suited for distributed multimedia applications. How-ever, the origin of POCv2 traces back to the POC [1, 2] (Partial Order Connection) protocol, which was developed as a joint effort between the University of Delaware and LAAS/ENSICA.
Apart from being a partially reliable transport protocol, POCv2 builds upon the notion of partial order. It considers a flow as consisting of a partially ordered sequence of messages, where each message corresponds to exactly one media object (e.g., an audio clip or a component of a video frame).
POC is a reliability class based protocol: The POCv2 application decomposes a flow into messages; specifies the partial order of the messages; and assigns each message to one of three reliability classes: reliable, partially reliable, or unreliable. Furthermore, during a flow, POCv2 enables an application to alter the reliability class assigned a particular message.
The retransmission decisions in POCv2 are taken by the receiver. Whether or not a request for retransmission of a message should be issued depends on the reliability class of the message: For reliable messages, retransmission requests are issued until they are successfully received; partially reliable messages are retransmitted as long as the receiver has some messages to deliver to the application. The receiver will stop issuing retransmission requests for a partially reliable message when there are no more messages to deliver to the application, and when declaring the partially reliable message as lost will make some messages succeeding the lost message (with respect to the partial order among the messages) deliverable. In other words, the decision base of the partially reliable class of messages is relative deadline based, where the deadlines for the partially reliable messages are measured with respect to their preceding messages in the partial order. Finally, no retransmission requests are issued for unreliable messages.
SRP
Commonly, retransmission based partially reliable transport protocols that consider both the timing and the packet loss requirements of a multimedia streaming application, e.g., PECC, do so by simply giving the timing requirements priority over the packet loss requirements; lost packets are retransmitted as long as this can be done without violating the timing requirements. In contrast, the SRP (Selective Retransmission Protocol) protocol proposed by Piecuch et al. [27] not only strives to offer a service that complies with the timing and packet loss requirements imposed by the streaming application but also strives to offer the service that gives the optimal trade-off between the two requirements.
During an SRP session, the SRP client is responsible for receiving a multimedia stream from the server and issuing retransmission requests if necessary. The retransmission decisions of the receiver are governed by the maximum tolerable transmission delay and the maximum tolerable packet loss rate of the application. These performance requirements are communicated to SRP by the application at the inception of a flow and are specified on a per-flow basis.
The SRP receiver assumes that packets arrive at a constant rate. The receiver thus maintains an estimate of the arrival time of the next packet in a flow. A packet is considered lost if it has not been received before its expected arrival time has elapsed. The expected arrival time of a packet is calculated as the arrival time of the previous packet plus the round trip timeout (RTO) value maintained by the SRP receiver. Since it is vital for the performance of SRP that the RTO is accurate, the receiver updates the RTO by sending time probe packets to the sender at regular intervals.
The SRP receiver implements two retransmission decision algorithms: Equal Loss Latency (ELL) and Optimum Quality (OQ). ELL and OQ are based on the notions of loss ratio and delay ratio. The loss ratio,
, is the quotient of the current packet loss rate divided by the maximum tolerable packet loss rate, and the delay ratio, § © £
, is the quotient of the current transmission delay divided by the maximum tolerable transmission delay. As an estimate of the current transmission delay, one-half of RTO is used. When a packet loss is detected, ELL decides whether the lost packet should be retransmitted based on which case minimizes Equation 1, while OQ tries to minimize Equation 2 .
HPF
The HPF (Heterogeneous Packet Flows) protocol was designed by Li et al. [21] to effectively support heterogeneous packet flows: for example, MPEG flows with frames of different priority or multiplexed audio/video streams. The primary motivation for HPF was to demonstrate the feasibility of designing a transport protocol that provides mechanisms for flow and congestion control on a per-flow basis and mechanisms for reliability, sequencing, framing, and prioritization on a per-message basis. The application atop HPF partitions the data stream into messages, e.g., MPEG frames, and specifies the service requirements at the initiation of a flow on a per-message basis. In particular, HPF enables an application to assign a message to one of the three reliability classes: reliable, unreliable, and unreliable delay bounded. The application messages are then treated as single entities by HPF, i.e., all packets belonging to the same application message are assigned the same reliability class as the message.
HPF is a sender based protocol, i.e., the retransmission decisions are made by the sender. The retransmission policy for reliable and unreliable packets is simple: a reliable packet is retransmitted until it has been successfully received, while an unreliable packet is never retransmitted. The retransmission policy for unreliable delay bounded packets are somewhat more complex. Specifically, all delay bounded packets are assigned a deadline based on the transmission rate. A packet is only retransmitted if the estimated round trip time suggests that the packet can be retransmitted and still meet its deadline. In other words, delay bounded packets use an absolute deadline based decision base.
PR-SCTP
To address the shortcomings and limitations of TCP and UDP for transportation of telephony signaling messages, the SIGTRAN (Signaling Transport) working group in IETF developed SCTP [34] .
SCTP provides a message based, reliable, and ordered transport service to an application. It accomplishes this by fragmenting the application messages into so called chunks and assigning a Transmission Sequence Number (TSN), to each chunk. In the same way as in TCP, SCTP employs a cumulative acknowledgement mechanism: data chunks received are acknowledged by informing the sender of the TSN of the next expected chunk.
While the development of SCTP was directly motivated by the transfer of the SS7 (Signaling System Number 7) signaling protocol to IP, SIGTRAN ensured that the design of SCTP was general enough for the protocol to be suitable for applications with similar requirements. As a result of this design decision, a number of extensions to SCTP have been proposed [33, 37] . One of the most recent ones is PR-SCTP [33] .
PR-SCTP is SCTP extended with a framework for implementing partially reliable transport services. It entails adding two new items to SCTP: a new parameter and a new type of chunk. The parameter introduced by PR-SCTP is used during the initialization of an SCTP session by both sides to signal support for PR-SCTP to the other side. A PR-SCTP session can only be initiated if both sides use PR-SCTP. If either the sending or receiving side is not using PR-SCTP, the other side has the option to end the session or start an SCTP session instead. The new type of chunk introduced by PR-SCTP, Forward Cumulative TSN (FCTSN), is used by the sender to inform the receiver that it should consider all chunks having a TSN less than a certain value as having been received.
At present, only one service has been proposed that is based on PR-SCTP, timed reliability. When an application uses this service, it assigns deadlines to its messages. In contrast to HPF, the deadlines are assigned continuously during the lifetime of a flow, and not only at the flow inception. These deadlines are translated into chunk lifetimes by PR-SCTP. Before a packet is transmitted or retransmitted, the PR-SCTP sender evaluates the lifetime of the packet. When the lifetime of a packet has expired, it is discarded, and the sender informs the receiver about this by sending it an FCTSN.
PRTP-ECN
PRTP-ECN is an extension to TCP suggested by Grinnemo et al. [17, 18] that aims to make TCP better suited for applications with soft real-time constraints (e.g., best effort multimedia applications). In particular, PRTP-ECN is an attempt to make this traditionally congestion insensitive class of applications aware of congestion. An attractive feature of PRTP-ECN is that it only entails modifying the retransmission decision component of TCP on the receiver side; the sender side is left unaffected.
PRTP-ECN offers a flow based reliability service. As long as no packets are lost in a flow, PRTP-ECN behaves in the same way as standard TCP. When an out-of-sequence packet is received, however, this is taken as an indication of packet loss, and the modified retransmission decision component is invoked. This component decides, on the basis of the success rate of all previous packets in a flow, whether to acknowledge all packets up to and including the out-of-sequence packet or to do the same as standard TCP, i.e., acknowledge the last successfully received in-sequence packet and wait for a retransmission.
The success rate of previous packets, called the current reliability level ( ¢ ¡ ), is calculated as an exponentially weighted moving average over all packets up to but not including the out-of-sequence packet. It is calculated as
where ¥ is the sequence number of the packet preceding the out-of-sequence packet, Although, PRTP-ECN is a flow based protocol, it has some features in common with message group based protocols. In particular, PRTP-ECN does not consider all messages as being equally important, which is usually the case with flow based protocols. Instead, the aging factor makes PRTP-ECN consider newly arrived messages to be more important than messages that arrived for some time ago. Furthermore, to some degree, PRTP-ECN provides for an application to control the maximum tolerable message burst loss length: More or less the same reliability level is given by several different combinations of 2 B 3 and 8 8 @ . However, the combinations differ from each other in that they translate to different upper limits on message burst loss.
In order to decouple the error control and congestion control schemes of TCP, PRTP-ECN uses the transport-level flags of ECN [30] (Explicit Congestion Notification). In particular, when lost packets are acknowledged, PRTP-ECN signals congestion to the sender side by setting the explicit congestion notification flag in the acknowledgement packet. As a result, when the sender receives an acknowledgement of a lost packet, it will act as if a congestion has occurred, e.g., reduce its congestion window; however, it will not re-send the lost packet.
Concluding Remarks
This paper presents a taxonomy for retransmission based, partially reliable transport protocols. A selection of existing protocols was also surveyed and classified according to the taxonomy.
The proposed taxonomy comprises two classification schemes. The first classification scheme classifies retransmission based, partially reliable transport protocols with respect to the reliability service they offer. In this scheme, retransmission based, partially reliable transport protocols are classified along three dimensions: specification of reliability level, granularity, and adaptiveness. The second classification scheme classifies retransmission based, partially reliable transport protocols with respect to their retransmission decision component. The scheme comprises two dimensions: location and decision base.
In the introduction to this paper, a clean separation between the service interface and implementation was used as an argument for the introduction of partially reliable transport protocols. However, the taxonomy and survey suggest that, in a large number of retransmission based, partially reliable transport protocols, the service interface is more or less transparent, i.e., closely coupled to the implementation of the error control scheme, and that very often the service interface and implementation are intertwined. In view of this, future protocols should probably consider using service interfaces that enable applications to specify their requirements in terms of meaningful performance metrics, not in terms of parameters of their error control scheme. For example, a video streaming application should be able to specify the playout rate and not be forced to specify the deadline of each individual message.
The taxonomy shows that the majority of retransmission based, partially reliable transport protocols use error control schemes that are simply variations of a relatively small set of core principles. Most protocols base their retransmission decision on one of the following core principles or a combination thereof: an estimate of the average packet loss rate, an absolute deadline, an upper bound on the number of retransmissions, priorities, or reliability classes. Noteworthy, neither of the core principles for the error control schemes of retransmission based, partially reliable transport protocols explicitly involve delay jitter, a performance parameter that for many multimedia applications is at least as important as the delay itself. Instead, delay jitter is almost always indirectly controlled through buffers at the receiver side. Based on this observation, we think that future retransmission based, partially reliable transport protocols may gain from, not only considering packet loss rate and delay, but also more actively try to control the delay jitter.
