The impact of head and body postures on the acoustic speech signal by Flory, Yvonne
 
 
 
 
 
THE IMPACT OF HEAD AND BODY POSTURES ON 
THE ACOUSTIC SPEECH SIGNAL 
 
 
YVONNE FLORY 
CHURCHILL COLLEGE 
 
 
 
 
 
 
THIS DISSERTATION IS SUBMITTED FOR THE DEGREE OF DOCTOR OF 
PHILOSOPHY AT THE UNIVERSITY OF CAMBRIDGE. 
 
SEPTEMBER 2014 
 
 
 
 
i 
 
Preface 
This dissertation describes work undertaken at the Department of Theoretical and 
Applied Linguistics between October 2011 and June 2014, under the supervision 
of Prof Francis Nolan.  
Part I, comprising chapters 1 – 5, lays out the motivation and empiric background 
for the thesis. 
Part II, which contains chapters 6 – 9, describes the original research I have 
carried out to address the research questions of my PhD.  
Part III, consisting of chapters 10 and 11, puts the original research described in 
this dissertation in context with findings in prior research.  
I hereby declare that this thesis is not substantially the same as any that I have 
submitted for a degree or diploma or other qualification at any other university. 
I further state that no part of my thesis has already been or is being currently 
submitted for any such degree, diploma or other qualification. 
This thesis is the result of my own work and includes nothing which is the 
outcome of work done in collaboration. 
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Statement of length 
This thesis does not exceed the word limit of 80,000 words set by the Faculty of 
Modern and Medieval Languages, including footnotes, references and appendices, 
but excluding bibliographies. 
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Abstract 
“The impact of head and body postures on the acoustic speech signal” 
by Yvonne Flory 
 
This dissertation is aimed at investigating the impact of postural changes within 
speakers on the acoustic speech signal to complement research on articulatory 
changes under the same conditions. The research is therefore relevant for forensic 
phonetics, where quantifying within-speaker variation is vital for the accuracy of 
speaker comparison. 
To this end, two acoustic studies were carried out to quantify the influence of five 
head positions and three body orientations on the acoustic speech signal. Results 
show that there is a consistent change in the third formant, a change which was 
most evident in the body orientation measurements, and to a lesser extent in the 
head position data. Analysis of the results with respect to compensation strategies 
indicates that speakers employ different strategies to compensate for these 
perturbations to their vocal tract. Some speakers did not exhibit large differences 
in their speech signal, while others appeared to compensate much less. Across all 
speakers, the effect was much stronger in what were deemed ‘less natural’, 
postures. That is, speakers were apparently less able to predict and compensate for 
the impact of prone body orientation on their speech than for that of the more 
natural supine orientation.  
In addition to the acoustic studies, a perception experiment assessed whether 
listeners could make use of acoustic cues to determine the posture of the speaker. 
Stimuli were chosen with, by design, stronger or weaker acoustic cues to posture, 
in order to elicit a possible difference in identification performance. Listeners 
were nevertheless not able to identify above chance whether a speaker was sitting 
or lying in prone body orientation even when hearing the set with stronger cues.  
Further combined articulatory and acoustic research will have to be carried out to 
disentangle which articulatory behaviours correlate with the acoustic changes 
presented in order to draw a more comprehensive picture of the effects of postural 
variation on speech. 
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Part I 
Background 
 
 
 
 
 
Chapter 1 
Introduction 
My dissertation is concerned with the effect non-standard head positions and body 
orientations have on the acoustic speech signal. While some research has been 
conducted on the topic of articulatory implications of different body orientations, 
not much literature exists on head position changes. Many of the studies to date 
have failed to address the acoustic correlates of anatomical and articulatory 
changes that are brought about by any change in posture, and where they have 
done, they were limited in their approach. Often only upright and supine (lying on 
one’s back) body orientations were investigated, but not prone (lying on one’s 
front). Similarly, where acoustic measurements were made, only lower formants 
were the focus of attention. However, since much individual variation can be 
found in higher formants, this is a serious shortcoming to any approach that aims 
to describe acoustic differences between postures. 
Differences in the acoustic speech signal relating to body postures may be of 
relevance to the field of forensic phonetics. Aforementioned individual variation 
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lies at the core of this discipline, in particular concerning speaker comparison. 
Therefore the present study shall be put in the context of within-speaker variation. 
Modelling this kind of variation is especially important for the forensic-phonetic 
framework with respect to forensic speaker identification or comparison. The 
greater the amount of within-speaker variation in two or more samples that are 
compared, the more difficult it is to make a statement about whether they were 
spoken by one or two speakers. However, the more of this variation can be 
explained by external factors, the better any estimation will be. An additional 
motivation is that it is increasingly common for speech research to use Magnetic 
Resonance Imaging (MRI), a technique in which subjects are lying on their backs. 
For both applications, it is relevant to see whether the acoustic speech signal is 
affected by head position and/or body orientation, and whether any differences are 
systematic and can be applied across speakers. Furthermore, compensation 
strategies commonly employed in speech, especially in adverse situations, will 
need to be added to the discussion. 
To this end, I shall investigate speech in different head positions (three, or five, 
depending on the materials used, see Chapter 7, Section 7.2): 
- control condition: sitting upright (facing straight ahead) 
- lowered 
- raised 
- turned left 
- turned right 
and three body orientations: 
- control condition: sitting upright (facing straight ahead) 
- prone 
- supine. 
Fundamental frequency and formant frequencies of sonorant sounds will be 
measured and analysed, and the results presented with respect to relevant 
frameworks. 
While it is assumed that speech in prone body orientation is reasonably rare and 
therefore artificial, it nevertheless provides an almost exact counterpart to supine 
orientation, which is much more common. To fully understand the impact of 
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gravitational pull on the acoustic speech signal in supine orientation, comparison 
with its opposing force is vital. Sitting upright was chosen as a control condition 
to provide a middle ground between opposing head positions and body 
orientations. It also serves as a point of comparison with prior research. Standing 
up was dismissed as a condition, because it was thought that it could not add 
much to the picture, being posturally similar to an upright sitting posture, with 
respect to gravitational pull and stretching or compression of tissue in neck and 
head. 
Once any acoustic effects of head position and body orientation have been 
quantified, it is appropriate to ask whether listeners are able to use those cues to 
infer the speaker’s posture. This question will be answered in the final empirical 
chapter of the dissertation, which describes a perceptual experiment on the 
detection of prone speech, being the most extreme of the postures. 
The chapters in this dissertation will be organised as follows. 
Part I - Background: 
In Chapter 2, I will describe the basic components and functionalities of the 
speech mechanism. The respiratory system, larynx and vocal tract all play a vital 
role in speech, and can be affected by changes in head position and body 
orientation. 
Chapter 3 will take these anatomical and physiological properties and describe 
their acoustic correlates. 
Chapter 4 summarises and provides a critical account of prior research on body 
orientations. In this chapter, articulatory differences will also be put in the context 
of theories that model complex muscle movements. 
Chapter 5 provides an introduction into the forensic-phonetic framework, and why 
the modelling of within-speaker and between-speaker variation is essential for its 
functionality. 
Part II – New experiments: 
Chapter 6 will function as a transition chapter between the theoretical base 
knowledge presented in Chapters 2-5 and the acoustic and perceptual studies in 
Chapters 7-9. The relevance of my research in the forensic-phonetic framework 
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will be stressed, and hypotheses regarding the behaviour of the investigated 
parameters put forward. 
Chapter 7 describes the first acoustic study which will assess subjects’ acoustic 
behaviour in raised and lowered head position, as well as looking to the left and 
the right, in contrast to a neutral head position.  
Chapter 8 will focus on body orientations and assess the acoustic speech signal of 
subjects in supine and prone orientation. Again, a control condition will involve 
them sitting upright.  
Chapter 9 describes an experiment on the perception of any potential cues to body 
orientation.  
Part III - Interpretation: 
In Chapter 10, a summary of all results will be given, which will then be 
discussed with respect to the hypotheses postulated in Chapter 6. 
Chapter 11 puts the results into the context of the theoretical framework presented 
in the Chapters 4 and 5, and suggests future directions for research. 
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Chapter 2 
Anatomy and physiology of the vocal 
mechanism 
In this chapter, the anatomy and physiology of the vocal mechanism shall be 
described in detail to form the basis upon which any argument about its 
perturbation lies. In order to be able to evaluate how changes in body orientation 
might affect any part of the vocal mechanism, its components also need to be put 
in context with one another. It would be negligent to ignore the relationships 
between components formed by muscles, cartilage, membranes and ligaments. In 
this chapter, the composition of the three main components of the vocal 
mechanism – respiratory system, larynx and vocal tract – will be described and 
their connections highlighted. In addition, some note will be given to research on 
voluntary (for speech or other actions) and involuntary (posture) changes to the 
system and how its components may be affected by them. These areas shall then 
be further explored in Chapter 4. 
The information in this chapter is taken from the following more or less 
introductory books on speech production: Sections in Minifie, Hixon & Williams 
(1973, most notably Hixon, Chapter 3; Broad, Chapter 4; Daniloff, Chapter 5), 
Lieberman & Blumstein (1988), Kent & Read (2002) and Borden & Harris 
(1980). Specific examples are explicitly referenced, but in all other cases it can be 
assumed that the knowledge presented has been taken over into the area of general 
knowledge and could be found in any of the numerous handbooks on the subject. 
It will therefore not be referenced in particular. Important terms for the research 
presented in this dissertation are marked in italics where they are described for the 
first time. 
The chapter will begin with the respiratory system, and then move along the path 
of the airflow through the larynx up to the vocal tract. 
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2.1 Respiratory system 
All speech requires the intake of air into the lungs by use of the respiratory 
muscles. The respiratory system exerts no direct influence on the vocal tract; 
however, the control of airflow is important for speech production. In particular, 
respiration controls the outflow of air, and there are also different airflow 
mechanisms for different sounds. Respiration for speech is very similar to that of 
a resting, non-speaking person. Resting respiration will therefore be described 
first, and in the next step, additional muscular movements to produce speech will 
be added. 
A common analogy to the lungs is that of a balloon. Air flows in and out of the 
balloon, increasing and reducing its volume. The ribcage and diaphragm in this 
analogy behave like a bicycle pump in which the balloon is situated. There is no 
air between the two main structures (the ‘pump’ and the ‘balloon’), and they are 
covered by membrane tissue. The resulting double membrane is called pleura. The 
lack of air in the pleura (a presence of which would lead to pneumothorax, which 
is lethal) allows the ribcage and the diaphragm to exert influence over the size of 
the lungs. The muscles responsible for the breathing mechanism can be divided 
into two sets. The inspiratory muscles lift the ribcage and lower the diaphragm, 
thus lowering the air pressure in the lungs, allowing air to flow in (assuming free 
airflow, which is unobstructed by structures along the larynx and vocal tract). The 
main muscles responsible for this movement are the diaphragm and the external 
intercostal muscles. The diaphragm separates the chest cavity from the abdominal 
region. If contracted, it flattens and increases the volume of the chest cavity. The 
intercostal muscles are situated between the ribs and lift the ribcage (see Figure 
2.1). Both muscle sets have the same impact on the lungs, that is, increasing their 
volume. Parts of the internal intercostal muscles aid inspiration as well. To 
release the air from inside the lungs again, the inspiratory muscles are simply 
relaxed, and the air is pushed out of the lungs.  
This description of relaxed breathing in and out is called basal respiration, and is 
part of the vegetative system, which means it does not need to be controlled 
consciously. An adult male has a lung volume of approximately seven litres.  
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Figure 2.1: Main inspiratory muscles (Figure adapted from Minifie et al., 
1973, p. 84) 
Because of the relationship between ribcage and lungs, the latter cannot 
completely collapse, and the amount of air that remains in the lungs is always at 
least 2 litres. The state of balance between lungs and ribcage lies at around four 
litres of lung volume. Basal respiration increases the lung volume by 0.5 litres 
only. Anything below or above this range will need to be forced using additional 
musculature.  
In addition to the already described inspiratory muscles, pectoral muscles support 
air intake, for example when producing speech or when singing (see Figure 2.2). 
They enable air intake beyond the upper range of basal respiration. This is 
necessary to maintain speech production for longer stretches of time. For the same 
reason, it is also necessary to control the outflow of air, to prevent it from rushing 
out too quickly. The second set of muscles, the expiratory muscles, consists of 
parts of the internal intercostals and abdominal muscles (see Figure 2.3). They are 
responsible for forcing air out of the lungs beyond the lower range of basal 
respiration. 
In addition to the muscles mainly involved in respiratory action, there are a 
number of stabilising muscles that can be active. These are mainly between skull 
and collarbones, as well as between collarbones and top ribs. Muscles along the 
vertebrae and between shoulder blades and sides add more stabilisation.  
The active breathing mechanism described in this section is the one that is used 
for most speech sounds, and is referred to as egressive pulmonic airstream. 
Egressive sounds can also be produced as glottalic, i.e. using airflow from glottal  
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Figure 2.2: Pectoral muscles aid air intake beyond the range of basal 
respiration (Figure adapted from Minifie et al., 1973, p. 86) 
 
Figure 2.3: Internal intercostals and abdominal muscles maintain a stable 
outflow of air for controlled expiration (Figure adapted from Minifie et al., 
1973, p. 91) 
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movement only (these are explosives). There are ingressive sounds, where air is 
sucked into a previously locked off cavity. The ingressive glottalic airstream 
produces implosives, while the ingressive velaric airstream is responsible for 
clicks. In this dissertation I am only concerned with egressive pulmonic airstream, 
therefore I will leave all other types of sounds aside. 
2.2 Larynx 
The larynx consists of cartilages and muscles and sits on top of the trachea. The 
most important structures within the larynx for speech production are the vocal 
cords (or vocal folds). They consist of the thyroarytenoid muscle which stretches 
between the thyroid cartilage and the vocal processes of the arytenoid cartilages. 
The thyroid cartilage constitutes the front of the larynx. The thyroid is v-shaped 
with the opening facing backwards. It sits on the cricoid cartilage, which in turn 
sits on top of the trachea (see Figure 2.4). The two cartilages are connected at the 
cricothyroid joint. They are also connected by the cricothryoid muscle in the 
front. The thyroid can tip forward and backward on the cricoid, a movement that 
can be induced by contraction and relaxation of the cricothyroid muscle (see 
Figure 2.5). 
 
Figure 2.4: Position of the larynx with respect to the trachea (Figure adapted from 
Perkins & Kent, 1986, p. 66) 
The vocal cords consist of a lateral and medial component, the latter being called 
vocalis. Both can be contracted independently from each other, allowing for a 
range of differences in length, thickness and tension. The range of this variation 
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varies between speakers and the vocal cords are usually longer and thicker for 
male speakers than for females and children. The two arytenoid cartilages are 
situated at the back end of the larynx. Each of them is connected to one of the 
vocal cords, making them responsible for opening and closing the glottis. Upon 
contraction, the posterior cricoarytenoid muscles, which are attached to the 
muscular process of each arytenoid, cause the arytenoids to rotate, a motion that 
consequently separates the vocal processes at the front, abducting the vocal cords 
and opening the glottis.  
 
Figure 2.5: Cricothyroid joint (Figure adapted from Minifie et al., 1973, p. 133) 
 
Figure 2.6: Arytenoid muscles used for adduction and abduction of the vocal 
cords viewed from above (Figures adapted from Perkins & Kent, 1986, p. 
73f) 
In contrast, to close the glottis, the lateral cricoarytenoid and interarytenoid 
muscles are contracted, causing the arytenoid cartilages to close the vocal 
processes, adducting the vocal cords. The latter is the configuration for phonation, 
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i.e. the cords are brought together in a relaxed state in which they can be made to 
vibrate (see Figure 2.6). Phonation will be described in detail in Chapter 3, 
Section 3.1.1. There are two additional muscles connecting the arytenoid 
cartilages at their back. When the transverse arytenoid and the oblique arytenoid 
are contracted (and the posterior arytenoid is not), the arytenoid cartilages are 
again pulled together in the back, but not completely left open in the front, leaving 
a long triangular shaped gap through which air can escape turbulently, resulting in 
whispered phonation. 
The degree of adduction ranges from complete closure to a state where the cords 
are only loosely together. Between these extremes lies the relaxed, phonation-
ready, state. Complete tight closure of the vocal cords is necessary for numerous 
non-speech related situations, such as preventing objects of entering the lungs or 
lifting a heavy weight, for which the closure stabilises the ribcage. When speech 
is uttered in this state, is will be very pressed with a harsh voice quality. 
Conversely, weak adduction of the vocal cords results in a breathy voice. The 
relaxed intermediate state of tension is used for a modal voice, which is the usual 
case for voiced sounds.  
 
Figure 2.7: Strap muscles (Figure adapted from Minifie et al., 1973, p. 164) 
In this state the vocal cords are in the right position relative to each other to be 
used in phonation (see Chapter 3, Section 3.1.1) with moderate adductive tension. 
Completely abducted vocal cords are necessary to produce voiceless speech 
sounds as well as for breathing.  
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There are several extrinsic muscles (also called strap muscles) which connect the 
larynx to other structures. Most notably, the thyrohyoid and sternothyroid muscles 
connect the thyroid cartilage with the hyoid bone and sternum, respectively. Both 
hyoid bone and sternum are themselves connected to other structures in the vocal 
tract (see Figure 2.7, also Section 2.3.1 on the tongue and Section 2.3.2 on the 
jaw). These connections make interconnected and interdependent movement of 
the involved structures possible. 
2.3 Vocal tract 
The air stream, periodic or aperiodic, is further altered in the supralaryngeal vocal 
tract. This can be done by either performing drastic modifications, that is, by 
creating closures and obstructions; or by altering resonances by changing 
configuration and shape of the vocal tract (for more details on vocal tract 
alterations, see Chapter 3, Section 3.2).  
 
Figure 2.8: Oral and nasal cavities (Figure adapted from Minifie et al., 1973, p. 173) 
It can be divided into two main cavities, the oral and the nasal cavity, which are 
separated by the soft palate, or velum. The nasal cavity is static and does not 
undergo articulatory change. During production of purely oral sounds, the velum 
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is raised by constriction of the levator palatini and the connection between oral 
and nasal cavity is closed. It is by lowering the velum by relaxing the levator 
palatini and constricting the palatoglossus that this space is added to the resonance 
space of the oral cavity. When there is an additional closure in the oral cavity of 
the vocal tract, the air escapes through the nose, creating a nasal stop. In addition, 
any sound, with or without closure in the oral cavity, can be nasalised by lowering 
the velum. The focus of this work lies on the oral cavity, thus in the rest of the 
dissertation, the term vocal tract will refer to this part only. 
The moving articulators of the (oral) vocal tract are the tongue, the lips (in 
conjunction with the lower jaw, or mandible) and the velum. Other articulators are 
passive, such as the teeth, the hard palate and the uvula.  The area between uvula 
and the vocal cords can also be referred to as the pharyngeal airway space (PAS). 
An overview of the structures involved in speech production is shown in Figure 
2.8. 
2.3.1 The tongue 
The tongue is by far the most complex and active articulator. It consists of several 
muscles, the biggest of which being the genioglossus, which influences both the 
tongue’s shape and position. It can exert influence over the hyoid bone and is 
responsible for movements that concern the whole tongue body, for example 
depressing it or moving it forward. Other muscles can be divided into intrinsic and 
extrinsic muscles.  
Intrinsic muscles are those changing the shape of the tongue: 
- Superior and inferior longitudinal: Raise and lower the tip of the tongue. 
- Transverse and vertical: Narrow and flatten the tip of the tongue. 
Extrinsic muscles are connected to structures outside the tongue, and therefore 
mainly change its position: 
- Styloglossus: Is connected to the temporal styloid process just below the 
ear. This muscle is responsible for lifting the tongue body upwards and 
backwards, for example to produce velar sounds and back vowels. 
- Hyoglossus: Blends with the palatoglossus, and is responsible for lowering 
and retracting the tongue body. 
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- Palatoglossus: Connects the tongue via its sides with the soft palate, and 
either raises the tongue or lowers the palate, depending on the degree of 
stabilisation relative to the soft palate. 
Another muscle that is responsible for lifting the tongue body, which is however 
not directly connected to it, is the mylohyoid, which stretches between the hyoid 
bone and mandible (and also lowers the mandible). Some external tongue muscles 
are displayed in Figure 2.9. 
 
Figure 2.9: External tongue muscles (Figure adapted from Perkins & Kent, 
1986, p.  135) 
2.3.2 The jaw 
The jaw can move along three axes when viewed from the side: horizontally (x-
axis), vertically (y-axis), and sideways (z-axis). The following description will not 
be concerned with sideways movements, as they are not relevant for speech in 
normal postures, and are less expected to occur as an artefact of the studies 
presented in this dissertation. Only the mandible performs movement, which can 
exert an influence on the size and shape of the vocal tract by controlling lip 
aperture, tongue position and laryngeal position. The mandible is controlled by 
sets of depressor and elevator muscles. The suprahyoid muscles (anterior belly of 
digastric and geniohyoid) lower the mandible, i.e. open the jaw, as long as the 
hyoid bone is stabilised by the sternohyoid muscle. Otherwise, the hyoid will be 
raised. They can also pull the tongue body up and forward. Mandibular elevators 
(masseter, temporalis, medial (also: internal) pterygoid) are responsible for 
pulling the mandible up and therefore closing it. In addition, the temporalis is able 
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to pull it backwards. Forward movement of the mandible results from contraction 
of the lateral (external) pterygoid. See Figure 2.10 for mandibular depressors and 
Figure 2.11 for mandibular elevators.  
 
Figure 2.10: Mandibular depressors responsible for lowering the jaw (Figure adapted 
from Perkins & Kent, 1986, p. 139) 
 
Figure 2.11: Mandibular elevators responsible for raising the jaw (muscles 
are highlighted) (Figure adapted from and labels added to 
https://www.smartdraw.com/examples/view/jaw+muscles+unlabeled/) 
When discussing the jaw, one must consider movement of the lips as well. The 
main muscle responsible for lip movement is the circular orbicularis oris, which 
causes closing and protrusion of the lips. In addition, there are elevating and 
depressing muscles, as well as some that pull the lips backwards, resulting in them 
being thinner. 
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2.3.3 Articulation of sounds in the vocal tract 
Speech sounds are produced on a continuum of place of articulation and a similar 
kind of continuum with respect to manner of articulation. The tongue can form a 
closure or constriction of varying degrees at any point with the adjacent palatal 
structure, i.e. a closure at the velum would be produced by the back of the tongue, 
while a closure at the alveolar ridge would be produced with the tongue tip or 
blade. This continuum is straightforward for plosives, fricatives, nasals and 
laterals, although for the latter two, not all areas are fully exploited by any known 
language. Vowels are classified along the same axis of place of articulation, and 
on an axis determining their height, while not forming a full constriction. 
Approximants are more problematic because phonetically they behave like 
vowels, but tend to be viewed as consonants phonologically. As with vowels, it is 
possible to determine place of articulation in the mouth, albeit allowing for much 
more variation between instances of the same sound. A more detailed account of 
the articulation and acoustics of the sounds that are the focus of this dissertation 
will be provided in Chapter 6. 
2.3.4 Problems arising from interdependencies between muscles and 
structures for speech production 
Lieberman & Blumstein (1988, pp. 119) note that the individual relationships 
between muscles and the structures they control are very difficult to describe due 
to their complexity. Therefore, there is disagreement over whether their 
involvement in speech production can be quantified at all. Furthermore, speakers 
employ different strategies of using these muscles and structures in speech 
production. Lieberman and Blumstein describe electromyographic studies by 
Bell-Berti (1973
1
) and Lubker, Fritzell & Lindquist (1970) who found 
inconsistencies in the muscular control of the velum in nasal vs oral sound 
production. There is no binary distinction between the muscle being contracted or 
not; instead, any muscle can be contracted to any degree. It is also the case that 
different speakers use different muscles for the production of the same sound 
                                                             
1
 Unpublished PhD dissertation, only available to me in form of a preliminary report. 
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altogether. This is made possible by the fact that there are several muscles that can 
perform the same or similar movements for many structures (see Chapter 4, 
Section 4.3 on task dynamics). An example of how the sternohyoid and 
thyrohyoid exert influence over the larynx has been described by Erickson, Baer 
& Harris (1983). The cricothyroid and the strap muscles interconnect with each 
other in pitch control, with higher activity in the strap muscles associated with F0 
lowering. 
It is therefore important to consider the muscles of the larynx and vocal tract with 
respect to physiological variation between speakers and within the same speaker. 
If speakers employ different strategies of articulation in their regular production, 
they may differ in the ways they compensate for differences in head positions or 
body orientations. The behaviour of various muscles of the larynx and vocal tract 
has been assessed to some degree with respect to variability within speakers in 
different body orientations. Differences in compensatory strategies between 
speakers were also found (a detailed account of the literature on this topic is laid 
out in Chapter 4). However, these studies focused mainly on articulatory 
movement, and did not address its acoustic correlates.  
2.4 Chapter summary 
Muscles and other structures act in a complex relationship with one another. This 
chapter provided a summary of the composition of the respiratory system, the 
larynx and the vocal tract and how they may interact under normal circumstances. 
Later chapters will try to explain possible movements in adverse conditions; that 
is, with a different direction of the gravitational pull or due to constriction or 
compression of the larynx and vocal tract.  
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Chapter 3 
Acoustic correlates of anatomical and 
physiological structures in larynx and vocal tract  
This chapter describes the acoustic correlates of the anatomical and physiological 
components of the vocal mechanism that were described in Chapter 2. The basics 
of speech production will be discussed and how changes in anatomy and 
physiology may affect the acoustic speech signal. 
Similar to the previous chapter, any information in this chapter is primarily taken 
from the sections on acoustic phonetics in the following more or less introductory 
books on speech production: Lieberman & Blumstein (1988), Ladefoged (1996), 
Stevens (1998) and Johnson (2003). Specific examples are noted with reference to 
their source, but in all other cases the knowledge presented will have been taken 
over into the area of general knowledge and will be available in numerous 
handbooks on the subject.  
Important terms for the research presented in this dissertation are marked in italics 
where they are described for the first time. 
3.1 Larynx 
3.1.1 Phonation 
The pulmonic airstream is modulated at the glottis to create voiced sounds 
through vibration. This periodicity of the speech signal is referred to as the 
process of phonation, while voiceless sounds are usually seen as exempt from this 
definition, as the air merely passes through the abducted vocal cords. Vibration of 
the vocal cords is caused by the Bernoulli Effect: sub-glottal air pressure causes 
the adducted vocal cords to gradually separate from the lower edge of the glottis 
until they are forced apart completely and the air escapes. Aerodynamic forces 
then create low pressure at the lower edge of the glottis, which, together with the 
influence of the elasticity of the tissue, causes the vocal cords to close again 
(Stevens, 1998, pp. 58, see Figure 3.1).  
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Figure 3.1: Sequence of vocal cord movement to demonstrate the Bernoulli Effect (Figure 
adapted from Perkins & Kent, 1986, p. 98) 
Because male speakers' vocal cords tend to be larger and heavier, and are thus 
slower to react to aerodynamic and myoelastic forces, this process happens on 
average 115 times per second (i.e. 115Hz) for males, and 210 times (i.e. 210Hz) 
per second for female speakers (Jessen, 2012, pp. 67). The resulting periodic 
excitations are known as fundamental frequency (F0), which are perceived as the 
pitch of the speaker.  
3.1.2 Effects of laryngeal structures on F0 
This section is concerned with the effects of laryngeal muscle activity and 
resulting structure positioning on fundamental frequency. The involvement of 
intrinsic and extrinsic muscles (mainly strap muscles) is highly discussed with 
respect to how much influence they exert upon the vocal cords. The cords 
themselves belong to the intrinsic muscles and have the strongest impact on F0, 
which is dependent on length and tension of the vocal cords, as well as sub-glottal 
air pressure.  
Once the length of the vocal cords as a function of overall anatomy (male – 
female – child) is accounted for, length and tension of the vocal cords are closely 
related. If they are lengthened, their tension will increase, and tension hardly 
occurs without being related to lengthening. Honda (2004) investigated the 
influence of cricothyroid rotation on F0. He states that the main determiner for F0 
is the tension of the vocal cords, which can be controlled by the cricothyroid 
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muscle. Consequently, rotational and translational movement of the cricothyroid 
joint induces vocal cord lengthening, and thus a rise in F0, which is a common 
mechanism in speech production (see Figure 3.2). 
 
Figure 3.2: Two states of phonation resulting from movement of the 
thyroid cartilage along the cricothyroid joint. There is a prominent 
downward movement for high-pitched phonation. (Figure adapted 
from Perkins & Kent, 1986, p. 72). 
A rise in F0 can also be achieved by contracting the thyroarytenoid muscle in the 
vocal cords themselves. Forced expiration is also used to maintain F0, which 
gradually declines over the course of an utterance (a phenomenon which has also 
been described in relation to phonology as the frequency code by Gussenhoven, 
1999). In addition to muscular factors, the higher the sub-glottal air pressure, the 
higher F0, due to the speed at which the vocal cords are being pushed apart and 
brought back together under the influence of the Bernoulli Effect. Sub-glottal air 
pressure is controlled by the respiratory mechanism via the amount of released air 
from the lungs. 
These three factors, tension and length of the vocal cords, as well as subglottal air 
pressure, interact in a complex system of F0 control (Titze, 1991). It has yet to be 
understood completely what the relationships between the individual components 
are that contribute to F0 control. As already discussed in Chapter 2, more muscles 
are involved in the controlling of F0 through the multiple muscle connections 
between the larynx and other structures around it via the strap muscles.  
Contraction of the sternothyroid has been shown to have a raising effect on F0 in 
professional singers (Niimi, Horiguchi, & Kobayashi, 1991). Similarly, 
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contraction of the sternohyoid seems to be more active in F0 lowering than in 
influencing jaw movement (Atkinson & Erickson, 1977). Similarly, Hong, Ye, 
Kim, Kevorkian, & Berke (1997) found in a study with dogs that contraction of 
the sternothyroid and sternohyoid corresponded to a shorter cricothyroid distance 
and lengthening of the vocal cords, consequently raising F0, while the contraction 
of the thyrohyoid exhibited the opposite pattern. 
3.2 Vocal tract 
The vibrations from the glottal source (that is, the excitation in the larynx) are 
modified in the vocal tract. These modifications can be divided into two levels: 
the most drastic level involves complete closures and constrictions in the oral 
cavity as well as the closure of the nasal cavity (or opening thereof). The second 
level, which is of more relevance to this dissertation, involves ‘weaker’ changes in 
the configuration and shape of the vocal tract, for example when uttering vowels. 
These modifications affect the airflow in a way that does not change its basic 
aerodynamic properties, but rather its spectral characteristics. The following 
section will be concerned with this type of modification, unless otherwise 
mentioned. 
On a very basic level, the vocal tract is a tube which is closed at one end and open 
at the other. Its acoustic traits can therefore be described by the functions of a 
uniform tube, which largely depend on its length. This tube model is 
complemented by the notions of perturbation theory, which makes it possible to 
describe the more complex behaviour of the resonances of the vocal tract, 
especially when there are one or more constrictions. 
The closed end of the uniform tube represents the glottis and the open end 
represents the mouth opening. Sound waves passing through the tube consist of 
particles that fluctuate back and forth, passing on their momentum to adjacent 
particles. When a particle is ‘pushed’ by another particle, it moves away from its 
point of rest and towards other particles. The closer it gets to another particle, the 
lower its velocity becomes. At points of low particle velocity there is high air 
pressure variation, and vice versa. The particles only deviate very little from their 
position, “like the bob of a pendulum” (Ladefoged, 1996, p. 8), thus the sound 
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wave only exists as a continuum of alternating velocity maxima = velocity nodes 
(= pressure antinodes), which are passed on from one particle to another. The 
complex relationship between air pressure and velocity is the concern of 
perturbation theory, and the wave is called a standing wave (Johnson 2003:108ff; 
see Figure 3.3), because while the waves themselves are moving, their pattern of 
pressures and velocities remains stable (Minifie et al., 1973, p. 32). The logical 
consequence of the reality of standing waves is that physical properties of the tube 
impact particle movement. Thus the resonances created in the tube depend on its 
shape. 
 
Figure 3.3: Standing waves in the vocal tract (R = Resonance/formant, N = points of 
maximum velocity; Figure adapted from Chiba & Kajiama, 1941, p. 147) 
A tube, unlike a pendulum, is not a “simple harmonic system” (Johnson, 2003, p. 
89), that is, there is never just one wave and one resonance. The wave created 
from the sound source reinforces resonances at multiples of its frequency, which 
are called harmonics. Certain harmonics are amplified, while others are damped. 
Only those harmonics are amplified which form a wave with a point of minimum 
velocity at the closed end of the tube, and a point of maximum velocity at its open 
end. 
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The lowest resonance that fits this requirement is exactly four tube lengths long, 
i.e. one quarter of its length fits inside the tube. Three quarters of the next 
resonance fit into the tube, and the next resonance fits to five quarters, and so 
forth. These three resonances represent the first three formants of the speech 
signal. The formula for this principle is 
(1) 
     
      
  
 
where f is the frequency, c the speed of sound (350m per second), n an integer 
(which ultimately represents the number of the calculated formant) and L the 
length of the tube. Thus, if the tube is 17.5 cm long, as in Ladefoged’s (1996, pp. 
119) and Johnson’s (2003, pp. 97) examples, the formant frequencies are 500Hz, 
1500Hz, and 2500Hz. 
Of course the vocal tract creates much more complex resonances than a uniform 
tube. Nevertheless, the frequencies calculated above are similar to a neutrally 
produced schwa /ə/.  
Severe constrictions in the vocal tract split the vocal tract into two tubes, and 
depending on the location of the constriction, one tube may be shorter or longer 
than the other, which reflects in the resonances. Some parts of the vocal tract can 
then behave like a Helmholtz resonator, where air enclosed in a larger cavity will 
be compressed or expanded as a function of the movement of air in a smaller 
cavity, connected by an intermediate cavity that could be likened to the neck of a 
bottle. Contrary to standing waves, the resonances of a Helmholtz resonator do 
not depend on its shape, but its volume (Minifie et al., 1973, p. 35). 
Constrictions exert influence over air pressure and velocity, perturbing resonances 
in the vocal tract. Making a constriction near a velocity node of a resonance, 
which is a point of minimum velocity, raises the frequency of that resonance, and 
vice versa. In addition, the extent of the constriction has an impact on frequency 
as well. 
Due to the differences in distribution for each resonance, they are expected to be 
affected in different ways by a constriction at any given point in the vocal tract. 
Generally, it can be assumed that resonances at lower frequencies are less 
CHAPTER 3 – ACOUSTIC CORRELATES OF ANATOMICAL AND PHYSIOLOGICAL 
STRUCTURES IN LARYNX AND VOCAL TRACT 
25 
 
susceptible to changes induced by a constriction, because their wavelength is 
longer. This is the case simply because over the same distance there is more 
movement within a short than within a longer wave (see Figure 3.4). Thus, 
changes to particle movements of lower formants are expected to induce smaller 
changes than in higher formants. This makes sense linguistically, as lower 
formants are more responsible for the quality of the sound, and thus more 
important for the intelligibility of the speech signal. 
 
Figure 3.4: Differences in impact of a constriction on frequencies of 
differing waveform lengths. The dashed blue line represents the original 
constriction, and the solid blue line signifies the new constriction. The 
difference in y-value of the three waveforms differs drastically between the 
constriction points along the x-axis. 
The impact of a constriction on higher resonances is less predictable because of 
their shorter wavelengths and therefore more tightly spaced nodes. When the 
place of a constriction moves, it may change from coinciding with a velocity node 
to coinciding with a velocity antinode instead (compare the short waveform at the 
bottom of Figure 3.4). There are few cases where movement of a higher formant 
can be predicted with relative ease. Johnson (2003, p. 111) describes the 
production of American [ɹ], whose particularly low F3 is easy to derive from 
constrictions at three velocity nodes at once. However, this is a unique example, 
and in most cases, the constrictions will not occur so neatly. Therefore, changes in 
high resonances within the same sound (and speaker) - which are the concern of 
the present work - are much less predictable, because they are less relevant for 
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communication. To derive this kind of articulatory variation from the acoustic 
output will be much more difficult for higher formant frequencies. 
Constrictions are not the only influencing factor on formant frequencies. Lip 
rounding increases the length of the vocal tract by reducing the cross-sectional 
area of the outer end of the tube – lowering all frequencies alike. 
The overall similarity of the vocal tracts of humans makes it possible to use the 
same (or rather similar) articulatory movements to produce sounds. However, they 
are not exactly the same movements for every speaker, and speakers also differ 
within themselves. 
The shape of the vocal tract is altered for communicative purposes: every vowel 
has its own distinct formant frequencies (Laver, 1994, p. 103). The most important 
indicators for vowel quality are the first two formants. The first two resonances of 
/i/ are different from those of /a/, and speakers have learnt to produce, as well as 
listeners have learnt to perceive them as distinct sounds (more details on the 
production of specific sounds can be found in Chapter 6). These differences are 
language dependent, but are in every case differences in discriminatory detail 
rather than absolute acoustic differences. It is a range of frequencies that is 
allowed for each vowel to be identified (see Chapter 4, Section 4.3.3 for more 
details on intrinsic and extrinsic allophony). This minimal variation that occurs 
within the range of the same sound can reflect changes in the anatomy and 
physiology, as well as articulatory behaviour of the speaker (Nolan 1983:59). If a 
constriction is made at a slightly different point or to a lesser or greater extent, this 
change will be visible through the formant frequencies of the sound. Chapter 4 
will make clear that there are changes in constriction location between body 
orientations (and to a lesser extent, head positions). This makes formant 
frequencies an equally vital and complex parameter for acoustic analysis.  
3.3 Chapter summary 
The acoustics of the larynx and vocal tract are strongly dependent on the 
physiological configuration of these structures. This chapter described how the 
behaviour of anatomical structures is translated into quantifiable physical 
properties, what these properties represent, and how different types of movement 
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affect their measurements. Chapter 6 will provide more detailed predictions about 
which movements are necessary to achieve a particular set of values of acoustic 
parameters. These will be used in to discuss in Chapter 10, with respect to the 
measurements made in Chapters 7 and 8, which structures are affected by changes 
in anatomy and physiology, and how exactly they are affected. This approach is of 
course limited, and exact descriptions could only be given by direct measurements 
of muscles and joint movements. Similarly, Chapter 4 will stress the variability of 
the articulatory setup to achieve the same sound. However, the combination of 
several strands of knowledge will yield a sophisticated and plausible account of 
how these structures behave in different head positions and body orientations. 
Knowledge about the nature of the acoustic output (being able to reflect even 
miniscule changes in the physiological configuration), the interdependencies of 
muscles and other structures, as well as empirical support from studies using 
direct measurements, will provide the basis for this discussion. 
It should nevertheless be stressed that the main focus of this dissertation is the 
effect of changes to those structures on the acoustic speech signal. Any knowledge 
about the position and shape of structures in the larynx and vocal tract will be 
helpful in explaining any occurring effects, but without direct measurements their 
exact movements can only be hypothesised. 
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Chapter 4 
Prior research on physiological perturbations to 
the vocal mechanism  
Whereas there is almost no literature on head movements in a speech context, 
there are several studies involving differing body orientations, which were often 
carried out for medical reasons. For example, the movement of the tongue in sleep 
apnoea (abnormal breathing pauses while sleeping) has been studied to improve 
the patients’ condition (e.g. Brown et al., 2013). With regard to speech, technical 
applications, such as magnetic resonance imaging (MRI), where the subject or 
patient is usually lying in supine orientation, have been the focus of prior research 
(Kitamura et al., 2005; Engwall, 2006). The results of these studies call into 
question the ability to compare MRI data with data obtained in normal 
circumstances. However, research has not only been carried out using MRI, but 
ultrasound (Stone et al., 2007; Wrench, Cleland, & Scobbie, 2011) and X-ray 
imaging (Tiede, Masaki, & Vatikiotis-Bateson, 2000), as well as 
electromyographic (Niimi, Kumada, & Niitsu, 1994) and kinetic models (Shiller, 
Ostry, & Gribble, 1999) have attempted to explain physiological variation in the 
vocal tract. Many of the differences found between studies have been suggested to 
be caused by differing compensatory strategies of speakers, especially to maintain 
acoustic targets. Very few studies, however, did actually present acoustic data (for 
example Shiller et al., 1999; Tiede et al., 2000, and Stone et al., 2007). 
Since it is known that perturbations and the resulting changes in constriction in 
the vocal tract affect the acoustic speech signal, the studies that did assess these 
data were studied with particular interest. In addition, the present dissertation 
attempts to provide a more wholesome approach to the question to what extent 
changes in physiology do affect the acoustic speech signal. 
To assess the complex movement of structures through coordinated muscle 
movements, studies have been carried out to explain limb movements (Evarts, 
1982; Bullock & Grossberg, 1988; Fisk, Lackner, & DiZio, 1993), and have been 
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adapted to describe articulatory control (Saltzman & Munhall, 1989; Turvey, 
Saltzman, & Schmidt, 1991). These task-dynamic models involve planning of an 
invariant target that is achieved using variable physiological conditions. The two-
part division is promising for muscular re-planning strategies for perturbed 
speech. Therefore, task dynamic models shall be discussed with respect to the 
control and coordination of articulation control, where they could provide a model 
of compensation in speech. 
The first part of this chapter will summarise the evidence for the impact of body 
orientations (and head positions to a lesser extent) on the articulatory organs and 
the acoustic speech signal in chronological order. A brief overview of the aims of 
task dynamics will be given in the second part of this chapter, and how its models 
relate to the research questions of this dissertation. 
4.1 Critical assessment of literature on the influence of 
head and body orientations on physiology of the vocal 
tract and the acoustics of the speech signal 
The studies presented are roughly divided into categories of which type of posture 
was assessed, namely head position or body orientation. The latter is further 
divided into articulatory, acoustic and perceptual measurements. 
Only few studies approached differences resulting from head position movement, 
and they are either very limited in scope, or do not systematically discuss the topic 
at all. Although Niimi, Horiguchi, & Kobayashi (1991) mentioned flexion of the 
neck as one of their control conditions for their study on sternothyroid muscle 
involvement in the rise of F0, they unfortunately did not mention the outcomes. 
Anegawa, Tsuyama, & Kusukawa (2008) actually tested speakers in different 
head positions. They were mainly concerned with the dimensions of the PAS 
between head positions, with the rest of the body remaining constant. They 
measured the PAS in 12 Japanese speakers using lateral cephalometric 
radiography, which is a type of X-ray of the stabilised head taken from the side. 
They found that when subjects' heads were tilted forward (in lowered head 
position), the PAS increased significantly. This effect does not appear to be 
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related to compression or stretching of tissue, but rather to be a function of 
gravitational pull, and would thus be expected for prone body orientation as well. 
The authors were more concerned with the impact their results have on patients 
with sleep apnoea and therefore did not assess any other articulators or acoustic 
implications. 
More research has been done on the impact of supine body orientation on various 
articulators, employing different methods. Niimi et al. (1994) conducted an 
electromyographic study investigating the tongue activity of five Japanese native 
speakers in upright and supine orientation. There was more activity of the 
genioglossus in supine than in upright orientation. The authors suggest that it acts 
as an “anti-gravity muscle”, implying that contraction of the genioglossus would 
prevent the tongue body from being pulled towards the pharynx by gravity. 
Unfortunately, the authors did not detail the exact movements of the muscle, but 
the results imply application of a particular compensation strategy to maintain 
intelligibility, and potentially prevent obstruction of the pharynx. Stone et al. 
(2007) measured tongue displacement using ultrasound imaging on 13 subjects in 
upright and supine orientation. Although subjects differed in the extent to which 
the tongue was displaced; support for Niimi et al.’s (1994) anti-gravity muscle 
comes from the fact that all but two subjects were compensating at least 
marginally for gravitational effects. Wrench, Cleland, & Scobbie (2011) criticised 
Stone et al. (2007) as well as Kitamura et al. (2005, see below) for their lack of 
control for variation in location of the ultrasound probe across different recording 
sessions, which they argue may have resulted in measurement errors. To this end 
they recorded 6 native speakers of Scottish and Irish English in upright and supine 
orientation, whom they asked to press their tongue against the hard palate in order 
to control probe position. Four speakers could be included in the final analysis. 
They showed consistent backward displacement of the tongue root in supine 
orientation under the influence of gravitational pull, and less compensation that 
could be attributed to increased activity of the genioglossus. It appears that the 
matter of compensation may not be as simple as Niimi et al. were suggesting. 
Further support for variation across speakers comes from Tiede, Masaki, & 
Vatikiotis-Bateson (2000), who were interested in not only the tongue activity, but 
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movements of lips and mandible as well. They performed X-ray microbeam 
measurements with tracking pellets along the midsagittal line of two Japanese 
speakers in upright and supine orientation. The subjects uttered the five vowels of 
Japanese in isolation, CV sequences and full sentences. While the subjects 
employed compensation as well, they differed in their usage of compensation 
strategies. However, they were consistent across the stimuli they produced. Both 
subjects showed articulator displacement in supine orientation, but in different 
directions: Subject 1 exhibited rearward movement of the lips and the mandible in 
supine orientation, showing little compensation; while Subject 2’s lips moved 
upwards, and their jaw position remained stable. Conversely, the first subject did 
compensate for gravitational pull on the tongue, which moved upward and 
forward; while the second subject's tongue was more susceptible to gravitational 
pull. Subject 2 had also participated in a previous study where comparable results 
were found. Measurements for individual vowels showed that there was less 
variation among those points that are deemed as essential for the successful 
articulation of the particular sound, for instance at the lips for /u/ and the anterior 
of the tongue for /i/. Vowels were found to be generally more variable than 
consonants. Kitamura et al.’s (2005) MRI study supports the notion of 
intervocalic differences in compensatory behaviour. They recorded three Japanese 
speakers uttering the five vowels of Japanese in an open-type MRI scanner, which 
could be adjusted to allow subjects to not only lie down on their backs, but also to 
sit upright, which was used to compare the position of the articulators between the 
two orientations. MRI measurements of the vocal tract showed the tongue to be 
more retracted in supine position; however, this was mostly the case for back 
vowels. This result seems to run counter to the notion of Niimi et al.’s (2004) anti-
gravity muscle, where no differentiation between vowels would be expected. 
Kitamura et al. explain this difference in vowel behaviour by suggesting that front 
vowels undergo additional stabilisation by pressing the sides of the tongue against 
the hard palate, which I will refer to as articulatory anchoring throughout the 
dissertation (following a suggestion made by Francis Nolan). The lips and uvula 
were also subject to gravitational displacement, with the lips being thinner in 
supine orientation and the uvula hanging loosely in the direction of the 
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gravitational pull. Contrary to Tiede et al.’s two subjects, the speakers of this 
study seemed to behave in the same manner. More detailed results would have 
been enlightening in this respect, as by now one would expect differences in 
compensatory behaviour between subjects. Kitamura et al. also measured larynx 
displacement, with the arytenoid cartilages being positioned higher on the vertical 
plane in supine orientation, which means the larynx was positioned higher in the 
body, shortening the vocal tract. They report additional displacements which they 
attribute to head position change due to the nature of lying in supine orientation. 
This resulted in limitations to jaw movement due to a smaller post-mandibular 
space. Similarly, the posterior pharyngeal wall was displaced in accordance with 
the change in head position. This may have resulted in differences between body 
orientations that are not attributable to gravitational pull alone. 
Two studies thus far have assessed not only supine in comparison to upright 
orientation, but added prone orientation to the picture. Although this is a less 
likely posture, it causes the opposite gravitational pull of supine orientation and is 
therefore forms its natural counterpart. Shiller, Ostry, & Gribble (1999) conducted 
a study to investigate gravity compensation strategies. They used a kinetic model 
to predict changes according to body orientation, but also tested five subjects in an 
empirical study in which they measured jaw kinematics in upright, supine and 
prone orientation for five subjects. In line with the situation drawn so far, they 
found that subjects did not compensate completely for gravity in different body 
orientations. In prone orientation, the jaw was more rotated towards occlusion and 
translated forward compared to upright orientation. In supine orientation the jaw 
was found to rotate to a more open position, but it was not pulled backward in the 
same way as it was pulled forward in prone orientation by gravitational forces, but 
remained relatively stable compared to upright orientation. Engwall (2006) used 
MRI to assess one speaker in supine and prone orientation. They indirectly 
addressed the lack of longitudinal data by performing measurements that were 
two years apart. They also viewed vowels from a timing angle and used vowel 
stimuli with varying durations (sustained vs. in a sequence) to assess vowels 
where the target is reached, and those where it is only approximated due to time 
constraints. Overall, the pharynx was narrower in supine than in prone orientation, 
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as a function of tongue and jaw being susceptible to gravitational pull. Again, this 
shows that no complete compensation is performed by the tongue. However, the 
author calls the differences between orientations “moderate”. There was more 
articulator displacement for sustained vowels than for sequential articulation. The 
author suggests this is because compensation was harder to maintain for sustained 
vowels. On the other hand, sustained vowels showed little variation in tongue 
contour, with the jaw being more involved in controlling tongue height than the 
tongue itself. In contrast, the tongue shape was altered more frequently for vowels 
in a sequence.  
A somewhat related study, but in a different domain, was carried out by Hoit, 
Plassman, Lansing, & Hixon (1988), who reported a difference in abdominal 
respiration between upright (standing) and supine orientation. They made 
abdominal electromyographic recordings of 10 native speakers of American 
English, and recorded their acoustic speech signal as well. They found that in 
supine orientation, there is less abdominal muscle activity, which increased along 
a continuum of almost nil in resting respiration, more activity in conversational 
speech and high activity during loud reading. The same continuum was present in 
upright orientation, but with generally higher levels of activity. Unfortunately, the 
authors did not analyse the speech data. 
Some of the described studies added acoustic measurements to the articulatory 
assessment; these were Tiede et al. (2000), Stone et al. (2007) and Shiller et al. 
(1999). Unfortunately, there are no acoustic measurements for head position 
studies. Some of the studies that did assess acoustic data found differences while 
others did not. Tiede et al. (2000) measured formant frequencies of the first three 
formants, but did not find significant differences between body orientations. 
Although there were measurable differences in articulation between orientations, 
they suggest that the overall configuration cancels out these differences in favour 
of acoustic compensation. The authors do not clearly state whether they analysed 
vowels separately to see if there were differences across vowels. Similarly, in 
Stone et al.’s (2007) data, no significant differences were found in the acoustic 
measurements between body orientations. The cases in which differences could be 
observed were mostly within sustained vowels, which is consistent with 
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Engwall’s (2006) findings. The authors argue that speakers protect the pharyngeal 
airway space (PAS) from being obstructed by the tongue root. They also suggest 
that the points where the constrictions were made were potentially the most stable 
between orientations to maintain intelligibility. This is in accordance with Tiede et 
al.’s (2000) suggestions for acoustic compensation. Stone et al. note that 
articulator measurements between postures cannot be readily compared without 
making adjustments that normalise for differences in position and shape of the 
vocal tract between orientations, similar to the problem of head position change 
found by Kitamura et al. (2005). In contrast to the lack of acoustic differences in 
Tiede et al.’s and Stone et al.’s studies, Shiller et al. (1999) found differences in 
the frequencies of the first two formants of four of the subjects of their kinematic 
study, plus additional subjects. They justify the use of different speakers for their 
articulatory and acoustic studies with Tiede et al.’s (2000) articulatory findings, 
who found consistencies over a longer stretch of time in one of their subjects. 
They also argue that the speech data used in both parts was the same. However, as 
has become apparent in the studies described, speakers show varying behaviours 
when subjected to adverse circumstances. In addition, their acoustic results should 
be regarded with caution, mostly because the kinematic study involved taping of 
measuring applications to the teeth. The authors state that these applications “had 
little effect on the intelligibility of the utterances”; however, even smallest 
perturbations to the speech mechanism may have an effect on its acoustics. 
Although speakers may compensate for those changes (for more detail on 
compensation strategies see Section 4.2), the acoustic measurements may dilute 
the effect of the perturbation that is actually examined, namely body orientation, 
compared to measurements without this extra perturbation. The measurements of 
F1 and F2 were carried out for the vowels /e/ and /æ/
2
. For both vowels, F1 was 
shown to be highest in upright and lowest in prone position, whereas F2 exhibited 
the reverse pattern (values were highest in prone, and lowest in upright 
orientation). Values for supine orientation were positioned between those of the 
other orientations, and less reliable for /e/. The authors suggest that compensation 
only takes place when intelligibility of speech is compromised. 
                                                             
2
 However, the authors refer to the latter as “ɑ, as in 'bat'” (Shiller et al., 1999). 
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In addition to the articulatory and acoustic data, one study, namely Tiede et al. 
(2000), also describes a perceptual study, in which five listeners were presented 
with the data of the two speakers from the X-ray microbeam study. They found 
that listeners were able to distinguish between orientations above chance (55% of 
correct answers). This result was significant across all listeners, but only for one 
of the individual listeners. However, this particular subject also participated in the 
acoustic study and thus knew the data (having been one of only two recorded 
speakers, half of the tokens would have even been uttered by him). Consequently, 
they were the only one showing significant discrimination results and therefore 
carried the whole effect. Nevertheless, despite the weakness of the result, the 
authors state that the listeners performed above chance levels.  In absence of 
significant acoustic differences, the authors suggest that not the sounds 
themselves, but the trajectories of the sounds differ between orientations and are 
perceived by listeners. 
In addition to the previously described research that assessed articulatory 
differences between postures directly, studies were carried out to assess the 
impact of extreme acceleration (g-forces) and other perturbations on the speech 
signal of pilots in combat and non-combat situations. While at first glance these 
studies seem to have little in common with prone or supine displacement, it can be 
assumed that under high g-forces, there would be a similar backward 
displacement of structures in vocal tract and larynx as in supine body orientation. 
Especially interesting for this dissertation are the findings of South (1999), who 
found that for front vowels, F2 lowered with higher g-forces; and for back vowels, 
F1 showed a similar lowering effect. F1 in front vowels and F2 in back vowels 
remained fairly constant. Given Shiller et al.’s (1999) results of a slightly lower 
F1 in supine body orientation, the cause could be a similar gravitational pull of the 
tongue body towards the pharynx. However, in addition to the physical effects of 
the g-forces, there are other influencing factors. The effect of wearing a mask may 
introduce acoustic damping or hinder articulation (compare for example Fecher & 
Watt, 2011). Increased cognitive load will have additional effects (F0 was 
generally higher in high stress situations (South, 1999, Keränen et al., 2004). 
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Furthermore, the introduction of positive pressure breathing
3
 caused the “vowel 
triangle on the F1–F2 plane [to] collapse” towards a neutral schwa (South, 1999). 
Nevertheless, findings of the acoustic effects of backward tongue displacement 
could be of use for speech recognisers in combat aircraft as well. 
4.2 Interim summary 
Common denominators between these studies are the displacement of the tongue 
and jaw under the influence of gravitational load, but also how the extent of that 
displacement differs between individuals. Few studies assessed physiological and 
acoustic data together, most notably Shiller et al. (1999), Tiede et al. (2000) and 
Stone et al. (2007), who found contradicting results in the acoustic recordings. In 
Shiller et al. (1999), a forward displacement of the jaw as well as a smaller mouth 
opening in prone orientation corresponds with a lower F1 and higher F2. A 
smaller change could be observed for supine orientation, in which, 
correspondingly, there was no backward displacement, only a larger mouth 
opening. Tiede et al. (2000) and Stone et al. (2007), on the other hand, did not 
measure significant differences in formant frequencies between postures, albeit 
not having tested subjects in prone orientation. They also did not provide 
assessment of the jaw, but rather the tongue, which they found to compensate in 
some subjects, but not others. 
These seemingly contradicting results are somewhat reconciled by findings by 
Kitamura et al. (2005), Engwall (2006) and Stone et al. (2007), as well as 
suggestions made by Tiede et al. (2000), which together could offer some 
explanation for these differences. Engwall (2006) and Tiede et al. (2000) suggest 
that intelligibility of speech sounds is maintained by compensation strategies, 
while the trajectories towards these sounds are allowed more articulatory freedom. 
Kitamura et al. (2005) found differences in compensation between vowels, 
indicating articulatory anchoring for contact vowels. Stone et al. (2007) argue that 
some amount of compensation in supine orientation has to take place at all times 
to maintain opening of the PAS, and consequently air flow. 
                                                             
3
 Positive pressure breathing increases the pressure of the breathing gas to a level above the 
cockpit air pressure, which is necessary for pilots to remain conscious above 9g accelerations. 
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4.3 Compensatory strategies in the context of task 
dynamics 
In light of this evidence, muscular compensation mechanisms cannot be ignored 
in favour of commonalities between speakers. Compensation as a factor of 
between-speaker variation is a vital part of motor control and adaptation in all 
muscle activity. In the following, I will go into a little more detail (but remain at a 
simplified level) on the subject of task coordinations in dynamic muscular 
systems with many degrees of freedom. 
Task dynamics refers to a framework used to model systems of skilled movement 
control. It has initially been developed to account for coordination necessary for 
movements unrelated to speech, for example arm movement (e.g. Evarts, 1982, 
Bullock & Grossberg, 1988, Fisk et al., 1993). However, it has been found to be 
useful for modelling speech production within the paradigm of Articulatory 
Phonology (for example Saltzman & Munhall, 1989), and although this 
dissertation is not concerned with phonology, the explanations the model offers 
for skilled movement control are highly relevant from a purely articulatory-
acoustic point of view. 
One of the properties of the constraints on movement dynamics is that not the 
whole system is fully controlled at all times. Successful movement can be carried 
out using a fraction of tasks as long as they produce the same output the fully 
specified operation would (Turvey et al., 1991). This is a vital part of the model, 
because it does not require conscious control of all muscles and joints involved in 
the movement, thus reducing the number of dimensions that need to be controlled 
actively. Consequently, a “task-dynamic model of coordinative structures” 
(Saltzman & Munhall, 1989) has to consist of two major components: a systemic 
component, where invariant dynamical gestures are defined; and an executional 
component, where gestural targets are translated
4
 into necessary motor 
commands. The former is sometimes also referred to as target specification, and 
the latter as so-called “GO” signals (Bullock & Grossberg, 1988). 
                                                             
4
 The term translation as used here does not refer to translation models, but is used to denote how 
abstract gestures result in concrete movements. 
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4.3.1 Systemic component 
The systemic component is an abstract task space that contains definitions for 
stable kinematic forms, or attractors. An attractor in the articulatory sense is a 
target for a particular sound
5
. Tract variables define coordinates within the vocal 
tract, such as place and degree of constriction. They are not absolute in the sense 
that they refer to a particular position of the articulators, but are rather thought of 
as presenting an end result such as a certain lip aperture (Hawkins, 1992). This 
involves a grouping of articulators to act together quasi-automatically. The 
relations between these grouped articulators may differ depending on context, 
which makes tract variables themselves context-independent. Movement in 
general and speech in particular are known to be strongly dependent on context, 
for example the place of constriction of /k/ in the context of different vowels. 
Context-dependent variables need to be translated into actual movements that are 
flexible enough to account for changes in linguistic context and potential 
perturbation of articulators. 
Turvey et al. (1991) paraphrase the coordination problem posed by Bernstein 
(1967): “The multiple neural, muscular, and skeletal components of movements 
define a state space of dimensions.” This state space has a vast number of degrees 
of freedom and therefore dimensions upon which the whole system of 
components operates. It is, for example, possible to use the same basic gesture to 
reach an attractor such as a glass on a table from different angles (e.g., sitting at vs 
standing next to the table). However, the execution of that gesture differs between 
these angles; therefore, these multiple dimensions are controlled by the 
executional component rather than the systemic component. 
4.3.2 Executional component 
Information about the attractors/articulatory targets is fed into the executional 
component, where it is translated into motor commands. Model articulator 
variables associated with each set of tract variables allow for variability in how 
                                                             
5
 The nature of which unit is the basic linguistic unit is debated in Nolan (1983), for example. I 
will not go into much detail on this notion. However, where a description requires a decision for a 
basic unit of speech, I will assume the phoneme to be that unit, mainly for reasons of simplicity, 
but also because the true nature of the basic linguistic unit is not of relevance to this dissertation.  
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the predefined, abstract tract variables are ultimately expressed. These patterns are 
context-dependent and therefore directly responsible for varying articulator 
trajectories (Saltzman & Munhall, 1989). The relationship between tract variables 
and model articulator variables can be visualised with the following example from 
Saltzman & Munhall to control bilabial gestures. Lip aperture (the vertical 
distance between the lips) functions as one tract variable, lip protrusion (the 
horizontal distance between upper and lower lips and teeth, respectively) as the 
second. These two tract variables are defined by the systemic component, and 
their coordinates can then be reached using a number of configurations of the 
model articulator variables, which in this case are the horizontal movements of the 
lips, the jaw angle, and the vertical movements of upper and lower lip relative to 
upper and lower teeth respectively. The underspecification by means of the 
systemic component allows for numerous degrees of freedom, which in turn 
allows for a set of different pathways that can be taken to reach the same goal, that 
is, the vocal tract configuration achieving the target acoustic output. For speech 
production, this set of pathways means that the same sound can be produced in a 
multitude of ways. In fact, because articulators behave independently from each 
other, it is impossible to divide speech into a series of discrete events as is the 
underlying thought of the motor theory of speech production by Chomsky & Halle 
(1968), a term they coined to refer to “invariant articulatory gestures or motor 
commands” that “underlie the sounds of speech” (Lieberman & Blumstein, 1988, 
p. 123). Krakow's (1987, as mentioned by Saltzman & Munhall, 1989) example of 
optoelectronically observed articulators of a person speaking ‘it's a bamib sid’ 
demonstrates nicely that events of one articulator do not necessarily correspond to 
those of another. For example, the velum in particular is a very slow moving 
structure and shows activity long before other articulators move towards 
production of a nasal sound. 
One could compare the articulatory movement to utter a phoneme as articulatory 
target to Turvey et al.'s example of reaching for an object on a table. For both 
movements it is true that after the system has been put in the range of the attractor 
(“basin of attraction”, Turvey et al., 1991; or “gestural activity”, Saltzman & 
Munhall 1989), the system will then “(self) organize by converging onto the 
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attractor” (Turvey et al., 1991). The point of origin of the system changes, but the 
coordinates of the attractor remain the same. This results in differences along all 
dimensions of the system, that is, the activities of all muscles that are involved 
will change depending on the point of origin.  
The manifold pathways the articulators can take to reach a target act on a smaller 
scale than picking up an object from a table. Nevertheless, their reality has been 
discussed on many occasions, which sometimes took the form of disagreement, 
for example over which muscles are involved in the control of F0 (e.g. Titze, 
1991). Similarly, the previously described studies by Bell-Berti (1973) and 
Lubker, Fritzell, & Lindquist (1970) found differences in the activity of the 
levator palatini in velum control.  
4.3.3 Compensation 
Compensation in this theory occurs in the executional component. The 
articulatory targets do not change, but the actual motor commands necessary to 
reach them have to be altered to account for the new situation. Saltzman & 
Munhall (1989) introduced a mechanical disturbance into their simulated model in 
the form of maintaining a jaw position corresponding to the one during a bilabial 
stop. The actual production of a bilabial stop by the model showed immediate 
compensation in lip aperture. Since both jaw and lips are part of the same tract 
variable, which remained invariant, it was merely their articulatory execution that 
differed between perturbed and unperturbed simulations. The same pattern had 
been found by Folkins & Abbs (1975) for natural speech. Similarly, Fisk et al. 
(1993) have found that subjects compensated for changes in the direction of the 
gravitointertial force when performing arm movements during a parabolic flight. 
In a study that involved bite blocks to impede speech, speakers were still able to 
produce a sufficiently intelligible /i:/ (Lindblom, 1990). While the latter is an 
extreme and unnatural example (unlike changes in physiology which occur 
constantly and naturally), it demonstrates, together with the other examples, that 
automatic compensation occurs where normal articulation is prohibited. Lindblom 
(1990) argues that the speech mechanism aims to be as economic as possible (that 
is, speech production at minimal cost). I shall call this rule the economy rule. 
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However, this rule can be overridden by the need to remain intelligible which 
causes compensation to occur: intelligibility rule. Since there is no reason for the 
economy rule not to still be valid, compensation should only be applied as much 
as it is necessary. 
4.3.3.1 Division of linguistic events into extrinsic and intrinsic 
events 
Compensatory strategies are employed independently from the task planning 
stage, and occur without the speaker being aware of them. Hawkins (1992) 
distinguishes between non-reflexive organisation of speech into invariant targets, 
and reflexive behaviour governing automatic compensation. This division does 
not mean to imply that the speaker is consciously aware of the exact definition of 
articulatory targets during normal speech production. Non-reflexive behaviour 
rather occurs ‘on the fly’; in contrast to invariant targets being stored at a 
particular point along the linguistic chain, from where they are available for use 
by the speaker.  
Because it is possible for speech sounds to be perceptually salient without being 
articulatorily and acoustically the same in every utterance, we do not have to 
produce exactly the same sound every time we want to utter a particular phoneme 
to be able to classify it as resembling that phoneme. While there is an invariant 
non-reflexive phonemic target that is defined using “minimum specification of 
phonetic detail which will distinguish it from any other phoneme” (Nolan, 1983, 
p. 43; cf. also the notion of sufficient discriminability by Lindblom, 1990), the 
phonetic detail is not invariant, and can involve either non-reflexive or reflexive 
behaviour.  
Broadly speaking, there are two categories of allophonic variation described in the 
literature: Extrinsic allophony refers to variation which is specific to a particular 
speaker community, while intrinsic allophony involves variation that is dependent 
on the constraints of the physiology and therefore universal (e.g. Nolan, 1983, pp. 
42, and Tatham, 1971). There is disagreement as to the exact details of this 
division, mostly about the cutoff point between extrinsic and intrinsic instances of 
allophones. There is for example some evidence that seemingly intrinsic 
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transitions between a lateral and a following vowel were not found for all 
allophones (Bladon & Al-Bamerni, 1976) and speakers of one language (Nolan, 
1983, pp. 74), or different languages altogether (Ní Chasaide, 1977
6
), denying it a 
universal property (cf. argument in Nolan, 1983, p. 43, referring to the same 
authors). Perkell & Nelson (1982) add that this type of articulatory freedom 
occurs in movements that are less important for the achievement of the acoustic 
signature of a particular sound.  
For the purpose of this dissertation, however, it is important to note that the 
variation that is expected to arise from differences in physiology is of intrinsic 
nature only. It is therefore vital to control for speaker background and 
coarticulatory context of the investigated sounds as well as differences in 
individual speakers’ coarticulatory behaviour.  
4.3.3.2 Intrinsic variability in more detail 
Sounds that occupy a wide space in the phonemic system of a language, i.e. that 
do not have neighbours with similar features that they could be confused with, 
tend to be more variable than those sounds that are cluttered together with other 
sounds in the same area (Nolan, 1983, p.116
7
).  
Task dynamics as well does not specify concrete targets locations, but movements 
towards targets (Hawkins, 1992). This implies that a sound has to be perceived as 
salient even if the (ideal) target is not fully reached. Successful speech has to 
involve the reality of a target range, within which the sound is perceived as 
salient. One could describe a simplified model in which speech sounds of a 
language exist in a space of target ranges. Every phoneme would be assigned a 
target range, and the ranges should ideally not overlap in order to avoid confusion 
of phonemes. Any target range may be small or large, depending on its distance to 
the next range (i.e. whether the phoneme to which the range belongs has any close 
neighbours or not). This model is similar to the window model of contour 
construction proposed by Keating (1990). She refers to the same target ranges as 
windows that are delimited by minimum and maximum values within which any 
                                                             
6
 Unfortunately, I do not have access to Ní Chasaide (1977), but rely on Nolan’s (1983) references. 
7
 Nolan (1983) refers here to Ní Chasaide’s (1977) findings that coarticulation of the three/four 
Irish laterals occurred to a smaller extent than of the English lateral. 
CHAPTER 4 – PRIOR RESEARCH ON PHYSIOLOGICAL PERTURBATIONS TO THE VOCAL 
MECHANISM 
44 
 
observed values must fall. One of the most important points of the model is that 
there is no set target that functions as the mean of the target range or window. 
This implies that no range can be so large as to overlap significantly with ranges 
of other phonemes. Nevertheless, the target range includes values from a variety 
of contexts in which the phoneme is uttered. Which sound is ultimately uttered, 
depends on coarticulatory context, and can be assumed to equally depend on an 
overarching configurational context as well. In non-standard head or body 
postures, speakers may either not compensate at all for the perturbations that 
affect the vocal mechanism (which is limited by the need for intelligibility), 
compensate fully (so no difference between standard and non-standard head 
positions or body orientations can be detected), or overcompensate. In order to not 
leave the defined target range, non-compensation and overcompensation are 
limited by its minima and maxima. Compensation must therefore be employed by 
speakers when perturbations to their speech may result in a lack of intelligibility. 
Consequently, speakers must be aware of the potential impact of a perturbation on 
their production. Mentioning this, Lindblom (1990) refers to knowledge of the 
language spoken, but the same concept can be transferred to extralinguistic 
perturbations such as head position and body orientation. All other factors being 
equal, a small amount of compensation would result in the sound being uttered 
closer to the delimiting borders of the target range of the phoneme than when 
compensatory strategies are employed. If there were a danger of confusing the 
uttered sound with another one whose target range it is approaching, it is likely 
that the speaker would compensate more. For overcompensation, similar findings 
in the opposite direction would be expected. For example, if prone body 
orientation causes a rise in F0 if not compensated for, overcompensation could 
cause F0 to be lower. But can overcompensation really occur, especially with 
respect to the economy rule? It is certainly not necessary by the standards of the 
intelligibility rule. However, overcompensation is a common issue in linguistics, 
for example when learning a foreign language; therefore it is possible in speech. If 
speakers are aware of linguistic or extralinguistic impact on their speech signal 
and can compensate accordingly, this ability to plan ahead must be related to 
experience with the particular situation. This could be compared to a new born 
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child learning to use its muscles to perform movements such as sitting up, and 
falling over when it has not learned how to balance itself against the effect of 
gravity. Similarly, in unfamiliar body orientations, speakers may find themselves 
struggling more so than in familiar orientations to compensate for gravitational 
pull. This may result in over- or underestimation of articulatory gestures needed to 
compensate, and thus overcompensation or lack of compensation, respectively. 
4.4 Chapter summary 
Previous studies on body orientations have revealed similar yet contrasting 
patterns. On the one hand, there were similarities among different studies with 
respect to the influence of gravitational pull on the jaw and tongue. On the other 
hand, participants in several studies seemed to show contradicting behaviours, 
sometimes exhibiting differences in their physiology in opposite directions. The 
discussion in this chapter followed closely the line of task dynamics, which 
explains how different speakers can employ differing compensatory strategies to 
achieve similar acoustic goals. Taking the result of the task as the main objective, 
reaching an articulatory range is comparable to reaching a glass on a table: The 
origin of the movement and its exact execution are of no relevance if the goal of 
articulating the sound or picking up the glass is successfully achieved. 
This conclusion raises new problems for the inference of physiological change 
using acoustic parameters alone. If the same articulatory target can be reached by 
different configurations, there may still be differences in the acoustic speech 
signal, perhaps in the transitions between targets. However, due to the complexity 
of the structures involved in each task, it would be near impossible to infer the 
exact movements of those structures, and in which way they are perturbed. 
Nevertheless, the primary aim of this study is to assess the extent to which head 
positions and body orientations exert influence over the acoustic speech signal. 
For forensic phonetic applications, the exact anatomical and physiological setup is 
mainly irrelevant. Of more relevance, on the other hand, is the actual effect on the 
acoustic speech signal, and whether it is consistent across speakers. It is therefore 
vital to describe even the smallest differences between head positions and body 
orientations to provide a systematic account of anatomical variability. This 
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account needs to operate on two dimensions: Firstly, differences between the 
postures have to be compared to fit similarities in subjects’ behaviour into a 
model of posture change (if such a model exists). Secondly, differences in 
subjects’ behaviour need to be assessed with respect to different compensatory 
strategies that may be positioned on a scale that can be delimited by three main 
points: Not compensating at all, compensating to maintain more or less the same 
acoustic properties, and overcompensating. 
For forensic-phonetic analyses, between-speaker variation, as may arise from 
potential differences in compensatory behaviour, can be beneficial, if systematic. 
However, of greater concern is within-speaker variation which has the potential of 
making a speaker’s voice sound as if it was coming from two sources (see Chapter 
5). Therefore, the first notion of systematic differences between postures, and 
whether they occur systematically across speakers, will be put first. However, for 
each study in this dissertation, a brief account of between-speaker differences will 
be provided, and I will attempt to connect the acoustic data with the articulatory 
changes that have been shown to occur in the literature. 
The final discussion in Chapter 10 will address future perspectives on combining 
articulatory and acoustic approaches, but for the time being, the focus lies on 
systematicity and size of an effect on the acoustics alone. 
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Chapter 5 
Problems and solutions to variability in forensic 
phonetics 
Forensic phonetics is part of the wider field of forensic linguistics which 
comprises a vast array of fields concerned with language, but not necessarily with 
speech. Some examples are semantics and pragmatics which may be used to 
determine authorship of written documents and the adequacy of warning labels 
(Shuy, 2003).  
Forensic phonetics itself is concerned with several analyses, including 
speaker profiling (in the absence of a suspect, saying something about the 
regional or socioeconomic accent of the offender’s voice(s)); the 
construction of voice line-ups; content identification (determining what was 
said when recordings are of bad quality, or when the voice is pathological or 
has a foreign accent); and tape authentication (determining whether a tape 
has been tampered with) (Rose, 2002, p. 2) 
However, possibly in most cases, analysis is carried out to compare an 
incriminating recording with one or more recordings of a suspect in custody (or 
multiple suspects, in fact). This subfield of forensic phonetics is called forensic 
speaker identification (FSI). Here a statement has to be made about how likely it 
is that the suspect’s voice is the one on the recording. If there is no known voice to 
compare the unknown voice to, the analyst has to obtain as much information 
about the unknown voice as possible. FSI often involves techniques outside the 
acoustic-phonetic realm. Auditory analysis often yields accurate geographic or 
sociolinguistic placement of speakers, or reveals idiosyncrasies only available to a 
trained ear. In cases where a suspect recording is available, FSI should rather be 
referred to as forensic speaker comparison (FSC), as the former term implies the 
possibility of identifying the speaker on a recording beyond doubt, which is not 
reasonable, as will be discussed later in this chapter. A wider pool of acoustic-
phonetic features can be assessed when comparing two or more samples with 
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reference to whether the suspect is heard on the disputed recording or not. FSC 
may still rely on comparing geographical evidence in the speech signal, but when 
the unknown voice and the suspect have the same geographical and 
socioeconomic background, analysis of more fine-grained parameters is 
necessary. However, FSI is the term more commonly used; therefore I will 
continue to use it in the rest of this dissertation to describe both FSI and FSC, 
unless a distinction is necessary. 
Usually, auditory and acoustic analyses are used complementary; auditory 
analysis can for instance not only be used to identify geographical properties, but 
can also evaluate potential sounds for acoustic comparison. The present study is 
purely concerned with the acoustic-phonetic side of FSI and FSC. Other areas of 
linguistics may be mentioned where appropriate, but it is the physiological and 
acoustic variation in speech that is of interest here. Not all acoustic information is 
linguistic; therefore placing forensic phonetics within forensic linguistics does not 
do the discipline entire justice. Much of the information conveyed by a speaker is 
unintentional and without communicative intent, such as physical stature and 
health. Due to the interdisciplinary responsibility of phonetics as a discipline, 
knowledge about the physiological composition of the vocal organs has to be 
added to the pool of linguistic knowledge about speakers and their speech. 
Linguistic, paralinguistic and extralinguistic information are all subject to 
variation between and within speakers. The following section will discuss 
different types of variation in more detail. Physiological and acoustic variation 
within speakers, being the focus of this dissertation, will be stressed in particular. 
5.1 Between-speaker variation 
As described in Chapters 2 and 3 on physiology and acoustics of the vocal organs, 
no two speakers sound the same
8
. The sizes of the larynx and vocal tract have 
been shown to correlate to a small extent with body height and weight, which are 
reflected to an equally small extent in acoustic parameters: González (2004) found 
                                                             
8
 Note that even when voices are very similar, cf. cases with brothers (Rose, 2002, pp. 1) or 
identical twins (Nolan & Oh, 1996), this does not mean they sound exactly the same. Both sources 
report that although the acoustics of both voices were similar, discrimination was possible because 
of differing pronunciations of some sounds. 
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a weak correlation between body height and weight and formant frequencies 
which was strongest in female speakers. Greisbach (1999), investigating body 
height only, reported differences in how well listeners identified speaker height 
between vowels. Van Dommelen & Moxness (1995) investigated whether 
listeners were able to infer the height and weight of a speaker from F0 and 
formant frequencies. They found results contradicting González with regards to 
performance depending on sex of the speakers and listeners, in that male speakers’ 
features were generally correctly identified more often than females’, with male 
listeners being better at the task than female listeners. Künzel (1989) and Evans, 
Neave, & Wakelin (2006), the latter only analysing male speakers’ correlations, 
found no correlation between body height and F0 at all. However, while Künzel 
also did not find a correlation between F0 and body weight, Evans et al. did; the 
heavier the speaker, the lower was their F0. Similarly, they found smaller formant 
dispersion the taller and heavier the speakers. This was in line with their findings 
regarding upper body circumference, as well as shoulder-hip ratio, which were all 
negatively correlated with F0. 
Overall, studies report better correlations between physical features and acoustics 
of the vocal tract, while F0, itself highly variable and manipulable (cf. Section 
5.3.2) could not be taken as an indicator of height or weight. Although formant 
frequencies as well showed conflicting and weak results, they seem to reflect 
body characteristics better than F0. Pisanski et al. (2014) studied samples from 39 
speakers across languages with focus on the prediction accuracy of F0 and 
formant frequencies with respect to body size. They found that formant 
frequencies were overall a stronger indicator of physical properties than F0. 
Jessen (2010) as well describes a weak negative correlation between body height 
and F3 that becomes larger for very short or very tall speakers. 
While the basic shape of the vocal organs is similar across speakers, the 
variability of results can be assumed to be a function of speakers’ own individual 
configurations. These differences are small enough to not hinder intelligibility (in 
most cases). In addition, large configurational differences may not lead to equally 
large acoustic impact, mainly because of the multitude of degrees of freedom 
present to reach each articulatory target (cf. Chapter 4). It is these physiological 
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differences, in conjunction with differing articulatory targets and strategies to 
reach those targets, which make the voice of an individual quasi-unique. However, 
the term uniqueness is problematic, because, as already mentioned, there is a large 
amount of variation within the same speaker for a variety of reasons (for more 
detail, see the following Section 5.2). For FSI, the larger the between-speaker 
variation, the better. For instance, it would be difficult to listen to a male and a 
female voice without noticing the difference. Even more subtle differences such as 
the production of labialised /w/ can be beneficial in forensic-phonetic analyses. 
This is particularly the case when the pool of potential speakers is limited. 
Systems like telephone banking use speaker verification which involves matching 
the voice of the caller against a limited database. However, when comparing 
voices in a forensic environment, the pool of potential speakers comprises a whole 
population of, for example, male speakers of Yorkshire English. It is impossible to 
compare the voice on the disputed recording to every single one of them; 
therefore only a probability can be given (see Section 5.4 for more details on 
interpretation of forensic phonetic results in a legal context). 
5.2 Within-speaker variation 
Speech within the same speaker is highly variable and there is no such thing as a 
‘voiceprint’ (Vanderslice, 1969) with a discrimination accuracy close to 100%, 
being analogous to a fingerprint. Even when the same person utters the same 
sentence twice, it will not sound exactly the same. Individual variation, as well as 
contextual differences (emotion, environment), lead to changes in the speech 
signal which, in the extreme, can even make it sound as if coming from two 
different source speakers. Most relevantly for communicative intent we shape the 
utterances we produce through lexical means, down to morphological and 
phonological choices. In addition, there is more fine-grained variation that does 
not change the linguistic content of an utterance. In the following, this variation 
will be classified into three categories, to cover the different aspects of variation 
relevant for this thesis: contextual variation, anatomical variation and articulatory 
variation. Anatomical variation will be what the thesis focuses on most, taking 
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into account articulatory changes within speakers. Contextual variation will be 
less relevant, but shall be discussed for completeness. 
5.2.1 Contextual variation 
Contextual variation is mainly paralinguistic or extralinguistic and includes the 
speaker’s emotional state (for example angry, afraid, sad) and the environment in 
which the speech is uttered (for example in noise). Both of these can strongly 
influence a person’s speech. An impressive account of how much speech samples 
can differ between emotional states can be found in Roberts (2011). One of her 
speakers in distress had a fundamental frequency of almost 1000 Hz (968Hz), 
while speaking at 185Hz in normal circumstances.  
Another part of contextual variation concerns limitations of the signal itself. The 
higher the formant, the weaker its amplitude becomes. F3 and F4 are usually 
measurable in laboratory conditions, but even on good quality recordings, F5 is 
often lost. When speech is uttered in noise, this loss extends to lower formants 
like F3 and F4 as well. As an even more problematic example, the limited 
bandwidth of telephone transmissions has been shown to influence formant 
frequencies. For landline telephones Künzel (2001) found a cut off for formant 
frequencies at around 350Hz at the lower, and 3400Hz at the higher end. 
However, depending on the network, cut off points may range between 300 and 
340Hz, as well as 3500 and 4000Hz (Nolan, McDougall, & Hudson, 2013). While 
human perception is still able to deduce F0 from the remaining information in the 
acoustic speech signal, this is only possible because the harmonics present in the 
signal are multiples of the fundamental frequency, and thus can easily be inferred. 
This, however, would not be possible with information about where the first 
formant or especially higher formants are present in the speaker’s original, 
unaltered speech. Not only has the first formant been shown to shift upwards 
(Künzel, 2001, Lawrence, Nolan, & McDougall, 2008), but the loss of higher 
formants can also lead to misperceptions concerning sounds that differ mainly at 
high frequencies, such as /s/ and /f/; or even misinformation about the identity of a 
speaker (for example voices heard over the telephone are judged as being more 
similar, Nolan et al., 2013). This is a problem for forensic phonetic analyses. F1 
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and F2 determine the quality of a vowel, and formant synthesis shows that this is 
all that is necessary to create a simple vowel. However, the higher formant 
frequencies reflect more individual shape and behaviour of the vocal tract, and are 
an important hint towards a ‘speaker identity’. It is this information that is 
frequently lost through telephone transmission (Nolan, 1983, pp. 11, Künzel, 
2001). 
5.2.2 Anatomical variation 
Anatomical variation refers to the actual shape, dimensions and mass of general 
features of the vocal apparatus. Differences in the vocal tract configuration 
influence the relative value and distribution of formant frequencies. The interplay 
of resonances in the vocal tract with each other is immensely complex, thus the 
relationship between the physiology and the acoustic speech signal is a difficult 
one to describe systematically. Moreover, the shape of the vocal tract changes 
constantly with the variety of speech sounds produced, which in turn is dependent 
on articulatory factors; as well as movement affecting head position and body 
orientation. 
Anatomically induced variation can plainly be a result of the correlation between 
body height and its acoustic correlates (cf. Section 5.1). This information can be 
used to a limited extent to determine a speaker’s height or stature. Other more 
short-lived changes can stem from illnesses such as a simple cold, which can 
affect the vocal cords or nasal cavities. This state only lasts for a short time, which 
means that the same speaker will have two very different states of his voice over a 
short time period. Changes in body orientation fall into the same category. They 
are temporary variations to the vocal tract and larynx that may influence the 
speech signal significantly. This is the focus of this dissertation, and its 
background will be discussed in more detail later in this section. 
5.2.3 Articulatory variation 
Articulatory variation comprises changes to the movement patterns of the 
articulators, most notably the tongue, jaw, lips, velum and larynx. Some of these 
do not exhibit a high level of freedom in their movements, but others, such as the 
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tongue, are very flexible. This is useful in reaching phonetic targets for 
communicative intent. However, these targets are not always reached, especially 
at high articulation rates. Speech is not a string of sounds attached to each other, 
but a continuum of phonetic targets with interpolations in between. Therefore a lot 
of what makes up speech is coarticulation and connected speech processes, the 
‘sounds between the sounds’. They reflect the pathways the speaker took in 
uttering a particular sequence (Rose, 2002, p. 189). These are substantially 
determined by the nature of the sounds involved, as going from an alveolar stop to 
an open vowel, for example, will always involve the tongue moving from a high 
to a lower point. However, there is room for a small degree of individual 
variation. Even uttering a sound twice in isolation would not yield exactly the 
same sound, neither articulatorily nor acoustically. 
Articulatory variation can be the result of differing languages, or dialectal or 
sociolinguistic differences. This would affect a larger group of speakers at the 
same time, and be to some extent systematic, e.g. monophthongisation of the 
diphthongs /eɪ/ and /əʊ/ in Northern dialects of British English (Cruttenden, 2008, 
p. 88). On a more speaker-specific level, as stated before, linguistic targets can be 
reached in a number of different ways, and much of the variation in this context is 
habitual. Broadly speaking, there is no communicative need to produce a 
sequence of sounds a certain way if it does not affect its intelligibility. These 
differences tend to be less systematic because they could be the outcome of many 
influencing factors that interact in a complex way (for example a particular 
configuration of muscle movements). On the other hand, many of these 
differences between speakers are small enough not to obstruct the intelligibility of 
the signal. 
In a situation that may possibly impede intelligibility, articulation would therefore 
have to be adapted. Non-standard head positions and body orientations cause the 
vocal tract to change with respect to ‘normal’ articulation; therefore articulatory 
alterations need to be made to reach the same articulatory targets and maintain 
intelligibility. These alterations are thus utilised to counteract effects of 
gravitational pull and stretching or compression of the vocal tract. There is 
evidence for different strategies of compensation, i.e. that some speakers do so 
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more than others (see Chapter 4 for a more detailed account of literary evidence). 
Physiological variation is therefore closely linked to compensatory strategies, 
leading to articulatory differences between speakers, which in turn reflect in the 
acoustic speech signal.  
5.2.4 Interim summary 
As already hinted at in the previous section, variation occurs either between 
different speakers or within the same speaker. Articulatory variation signals 
individual properties of the speech signal that can lead to identifying a particular 
speaker (not to confuse this with a voiceprint, which does not exist, see 
introduction to Section 5.2). However, it also differs vastly within individual 
speakers, creating overlap in their features with those of other speakers. 
Contextual variation occurs largely within the same speaker as well, further 
complicating any identification or comparison process. Anatomical variation can 
again be seen from both sides: within and between speakers. Anatomical changes 
cause articulation to differ, for example when speakers have different vocal tract 
shapes, but also when the same speaker changes their configuration. Prior 
research on changes in body orientation has given little attention to the acoustic 
differences these physiological changes may induce, and literature on differences 
in head position is almost non-existent. However, it is vital to quantify potential 
impact on the acoustic speech signal for reasons that will be outlined in the next 
section, particularly on the relationship between within- and between-speaker 
variation within forensic-phonetic parameters. 
Contextual variation   
  Within-speaker variation 
Articulatory variation   
  Between-speaker variation 
Anatomical variation   
Figure 5.1: Types of variation and whether they occur within or between 
speakers. The red lines indicate the focus of the dissertation, physiologically 
and articulatorily induced variation within the same speaker. 
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5.3 The choice of parameters for FSI 
There are several types of parameters, depending on the analysis that is 
performed, most notably auditory and acoustic. Both can be subcategorized into 
linguistic and non-linguistic parameters. Nolan (1997) and French (1994) suggest 
a combined approach of both auditory and acoustic analyses due to their 
complementary nature. Parameters used for speaker discrimination have to be 
powerful on their own, i.e. without other parameters yield strong discriminatory 
results in a one-dimensional space. After all, ideal (laboratory) conditions are 
usually not achieved in real life forensic situations; therefore not many other 
parameters may be measurable. A high discriminating power is achieved by 
having little within-speaker variation and a large amount of between-speaker 
variation. 
If just one parameter was analysed, F0 for instance, then the values of the speaker 
in sample 1 should never overlap with those of sample 2 in order to make the 
assumption that the two samples are not from the same speaker. In most cases; 
however, parameters overlap between speakers. The mode of the F0 of 60% out of 
100 male native speakers of SSBE fell within a range of only 19Hz (Hudson, de 
Jong, McDougall, Harrison, & Nolan, 2007). Similar results have been found for 
German, where the average F0 range (for 60% of the male subjects) was 27Hz 
(Künzel, 1989). Discrimination is therefore ideally carried out not using only one 
parameter, but as many reliable parameters as are reliably available should be 
used. 
For all parameters, thresholds are set to delimit parameter spaces for the 
comparison of two voices. A difference between values of two tokens greater than 
the threshold could be defined to mean that the tokens were spoken by two 
different speakers, while tokens with differences smaller than the threshold could 
be defined as having been spoken by the same speaker. However, because tokens 
of two voices tend to have overlapping ranges, not all of them can be assigned to 
one voice or the other. Absolute identifications would not be possible in a real life 
situation, therefore only likelihoods could be given (for more on quantifying 
parameters in forensic phonetics, see Section 5.4). In order to reduce errors 
resulting from overlap or lack thereof, thresholds need to be set sensibly. They can 
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be set to achieve extreme cases of very narrow or very wide parameter ranges for 
a voice. A narrow range results in high accuracy in terms of correct identification 
of tokens as belonging to a particular speaker. However, there is a risk of false 
negatives, i.e. tokens outside that range are dismissed despite belonging to the 
same speaker. The risk of ’missing’ a within-speaker comparison is thus greater 
than when the range is less conservative. Vice versa, a very wide range includes as 
many instances as possible which are actually spoken by a particular speaker, at 
the risk of wrongly identifying that speaker in cases where the token was spoken 
by someone else (false positives).  
The more parameters are available, the more accurately a (then multidimensional) 
range can be defined, and the lower the risk of false positives or false negatives 
becomes. While two voices may overlap greatly in one dimension, they may not 
do so in another. Some parameters have greater discriminatory power than others. 
A detailed description of frequently used parameters in FSI will be provided in the 
following Sections 5.3.1 - 5.3.3. Some of the variation described in Section 5.2 is 
problematic for specific types of parameters. Unavailability of higher formant 
frequencies or distortion of lower ones by telephone transmission makes these 
parameters unusable or of limited value. This will have an effect on whether two 
voices are judged as sounding similar or different. If parameters that show 
differences between the speakers are filtered out, the voices may be judged to be 
more similar than they actually are (Rose, 2002, p. 21). 
Nolan (1983, pp. 11) proposes a list of ideal properties a parameter used in FSI 
should possess. The ideal parameter should (headings are borrowed from Rose, 
2002, p. 53): 
- show high between-speaker variability and low within-speaker 
variability 
At the beginning of this section the problems arising from the overlap of speakers 
in one or more dimensions were addressed. Irrespective of which choice is made 
about a threshold value for one parameter, there will always be false 
identifications and false eliminations. In order to reduce either error rate, not only 
is a higher number of parameters required, but also their discriminatory potential 
needs to be improved. The latter is less straightforward, and more difficult to 
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achieve. To better estimate the behavior of a parameter, as much variation within 
speakers as possible needs to be accounted for. For example, with more 
knowledge about variation, a better assumption can be made as to whether it is the 
result of circumstances or stems from the fact that the two samples were spoken 
by two different speakers.   
- be resistant to attempted disguise or mimicry 
Research on voluntary and involuntary disguise, mimicry and distortion has 
shown that not all parameters are affected in the same way. Disguise often cannot 
be maintained throughout a longer utterance (Neuhauser, 2008, on disguise using 
a foreign accent). Similarly, upon imitation of a voice, often only particularly 
distinct features are imitated, while others hint at the identity of the person who is 
performing the imitation. Especially higher frequencies as indicators of vocal tract 
shape are likely to give away the imitator’s identity (Endres, Bambach, & Flösser, 
1971). Distortion, on the other hand, can be the result of electronic interference 
and therefore be more stable. Apart from the already discussed telephone effect, 
Fecher & Watt (2011) found that distortions resulting from facial obstructions 
changed the spectral properties of fricatives significantly. Similarly, when 
performing a perceptual task in which naïve listeners had to identify voices they 
were trained to recognize, identification performances worsened with the degree 
of electronic distortion (Clark & Foulkes, 2007).  
- have a high frequency of occurrence in relevant materials 
Particularly frequent parameters should be present in as many speech sounds as 
possible, i.e. they should not depend on a particular sound. Higher-order linguistic 
features such as a particular phoneme in a particular context are more likely to be 
excluded from forensic-phonetic analyses because their presence in all speech 
samples of a comparison cannot be guaranteed. Acoustic parameters like F0 and 
formant frequencies occur throughout every speech signal in every language and 
therefore show the highest availability. However, formant frequencies have an 
important restriction: in order to be able to maintain comparability between two 
recordings, the sound in question should nevertheless be present in both samples 
and ideally in the same coarticulatory environment. This is not always the case. F0 
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is not unproblematic either, due to differing intonation contours. Long-term 
parameters such as long term power spectra or long term F0 have been shown to 
even out individual fluctuations in the signal and provide a more reliable means 
for discrimination than measurements of static occurrences of F0 (for example 
Johnson, Hollien, & Doherty, 1977; Kinoshita, Ishihara, & Rose, 2009). This, 
however, is only true for fluctuations that are intrinsic to the speaker, not any 
contextual influences on the signal such as background noise. 
- be robust in transmission 
Low quality recording has an impact on the whole acoustic speech signal. It is 
debated how reliable commonly used parameters such as formant frequencies are 
in this context. Even lower formants have been found to shift when subjected to 
limited bandwidth, while higher formants are often cut off completely (Künzel, 
2001). F0 values lie below the cutoff point; however, due to the nature of the 
harmonics being multiples of F0, it can easily be reconstructed, and is therefore 
highly robust in any situation (cf. for example McGonegal, Rosenberg, & Rabiner, 
1979, on speaker verification systems). 
- be relatively easy to extract and measure 
Time is an important factor in FSI, as the analysis of all available parameters is 
usually too time intensive to be feasible in practice. Therefore, the easier and 
quicker it is to reliably extract and measure a parameter, the more likely it is that it 
can realistically be chosen to be included in the analysis. Automatic methods 
clearly have an advantage in this respect, although the algorithm should be 
properly configured to avoid measuring errors. Especially with a signal of bad 
quality, a formant tracker may miss out some formant frequencies and extract 
others that are not actually there. It may also not be able to identify phenomena 
such as crossing over of formants in sequences involving velar consonants, where, 
depending on whether the place of the constriction happens to occur in the palatal 
or uvular region, the third formant may fall below the values of the second 
formant, and the formants ‘swap places’. This process is described in Nolan & 
Grigoras (2005). 
CHAPTER 5 – PROBLEMS AND SOLUTIONS TO VARIABILITY IN FORENSIC PHONETICS 
59 
 
No single parameter possesses all of these properties, but some do exhibit more 
than others. Fundamental frequency and formant frequencies are parameters 
frequently used to distinguish between speakers in the realm of forensic phonetics 
(for example Rose, 2002, pp. 215, 244; Nolan & Grigoras, 2005). They are highly 
frequent in the speech signal and somewhat robust and extractable. They have also 
been shown to reflect speaker idiosyncrasies to varying extents. However, they are 
susceptible to a wide range of influences. Formant frequencies, in particular, 
reflect the speaker’s identity on the one hand, but are highly variable on the other, 
in part to convey linguistic information, but also as a result of external influences 
(for example telephone transmission). In order to make use of the discriminatory 
potential of those parameters, within-speaker variation has to be quantified. The 
next sections will discuss advantages and shortcomings of formant frequencies 
and F0 according to this framework. 
5.3.1 Formant frequencies 
It is argued that formant frequencies best represent the individual properties of the 
vocal tract, since they are derived from its shape and configuration (Nolan & 
Grigoras, 2005). Therefore, although vocal tract shapes may be similar overall (in 
the same way human faces are), there are detailed differences that will change the 
ways in which, and places where, resonances are amplified or cancelled out. 
These include the vocal tract length, but also the relative proportions of oral and 
pharyngeal cavities, dimensions of the nasal cavity, and associated sinuses (Rose, 
2002, p. 298). Habitual settings of the muscles involved in articulation also differ 
between speakers. We even see these differences in everyday life with the so-
called cocktail party effect (Bronkhorst, 2000): In a room full of people that are 
speaking at the same loudness, we are still able to single out a particular speaker 
we choose to listen to by his or her individual acoustic speech signal (at least in 
this numerically limited setting). 
Formant frequencies are used frequently in forensic speaker comparison; in 2011, 
Gold & French carried out a survey on common practices of experts in the field, 
and found that F1 was measured by 87% of respondents, F2 measurements were 
even carried out by all respondents, and F3 was assessed by another 87%. Most 
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measurements were derived from the centre of the vowel, with a smaller, but still 
rather large portion measuring formant trajectories of diphthongs. 28% of 
respondents judged formant frequencies as most helpful in discriminating 
speakers. 
Support for formant frequencies as parameters in FSI has been voiced particularly 
by Nolan & Grigoras (2005). Their discriminant analysis comparing a recording 
of an incriminating telephone call with a suspect’s voice revealed distinct 
differences in the realm of the first two formant frequencies (as well as for the 
long-term formant distribution (LTF), long-term spectrum (LTS), and F0, see 
subsequent sections). The authors argue in favour of the relative stability of 
formant frequencies compared to, for example, highly variable F0 (see Section 
5.3.2). F3 in particular has been found by several authors to be a good 
discriminator. For example, Mokhtari & Clermont (1996), in training a classifier 
to elicit vowel-specific and speaker-specific classification accuracy, found that 
spectral regions associated with higher formants, and mostly F3, performed better 
with respect to speaker discrimination accuracy. Similarly, McDougall (2004) and 
Hughes, McDougall & Foulkes (2009) found F3 to be a better indicator of speaker 
identity in the diphthong /aɪ/ than F1 and F2. However, this was strengthened by 
using all three formants together, as well as comparing several measurements 
around the centre of the diphthong. LTFD (Long-term formant distributions) of F3 
was found by Gold, French & Harrison (2013) to have the lowest error rate of all 
formants, resulting in the highest number of correct identifications from a closed 
corpus of 100 male speakers from the DyViS database (Nolan, McDougall, de 
Jong, & Hudson, 2009).  
While anatomical features as well as articulatory habits may differ between 
speakers, they also do not deviate drastically from each other, due to similarities 
in human physiology and practice of habitual articulatory movements. It can be 
assumed that the distribution of similarity between speakers approaches the shape 
of a normal curve: there are outliers who look and sound very distinct in 
comparison to the average person with an average voice. On the other hand, 
however, in the central area of the distribution around an average vocal tract, there 
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will be a clustering of individuals with very similar features, where between-
speaker variation is less informative. 
There can also still be a considerable amount of variation within the same speaker. 
As mentioned in Section 5.2, contextual, anatomical and articulatory variation 
play an important role in forensic speaker identification and comparison. For 
example, Moos (2008) describes that LTF measurements of F3 were higher in 
read speech than in spontaneous speech. 
 It is therefore vital to account for as much of this variation as possible. To reduce 
articulatory variation to a minimum, the aim of the analyst is usually to identify 
similar segments of the speech samples that have to be compared. Contextual and 
anatomical variation are more difficult to account for in a forensic context, as the 
exact circumstances of the initial recording are not known in most of the cases. 
For example, a speaker’s body orientation may alter their signal, but without that 
knowledge, this variation is seemingly random. It is nevertheless important to 
determine what effect this type of variation has on the speech signal.  
5.3.2 Fundamental frequency 
F0 can reflect characteristics of a speaker, but is very susceptible to variation 
(Braun, 1995; Rose, 2002, p. 246), and thus controversial as a parameter for FSI. 
Nevertheless, all respondents of Gold & French’s (2011) survey reported 
measuring F0 in one way or another (mean being the parameter most often 
assessed). Most of these experts stated, however, that F0 was not contributing 
very much to their analysis in terms of discriminative power. Still, 20% regarded 
F0 as useful in discriminating speakers. Taking Nolan’s (1983) criteria for 
forensic-phonetic parameters as basis, F0 yields contradictory results. On one 
hand it is robust in terms of availability in most recordings, and it reflects speaker 
idiosyncrasies such as F0 range and voice quality features. F0 is also easy to 
extract, even in low quality recordings. However, one of the requirements for a 
forensic-phonetic parameter, that a parameter has to exhibit a smaller amount of 
within-speaker variation than between-speaker variation, shows the problematic 
nature of F0. It is used to signal a multitude of information. Intrinsic and extrinsic 
laryngeal muscles interact with one another, making the physiological mechanism 
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to control F0 a highly complex one (see Chapter 2, Section 2.3.4). The muscle 
system exerts influence over subglottal air pressure, tension and length of the 
vocal cords to modify F0 according to linguistic factors (e.g. in tone languages, or 
to use intonation to signal meaning differences), or non-linguistic factors 
(resulting from emotion, illness, for example). F0 changes can also be the result of 
a change in laryngeal voice quality, for example breathy voice. In particular, 
variation according to emotional and technical factors is problematic (Braun, 
1995). Differences between two recordings can be substantial, even when they are 
spoken by the same person. Gfoerer & Wagner (1995) found that suspects’ F0 was 
much lower in police interviews than during the incriminating recordings. 
Similarly, a rise in intensity often correlates with higher F0 (Nolan & Grigoras, 
2005, Jessen, Köster & Gfroerer, 2005), which results in extreme cases such as 
Roberts’ (2011) example of screaming raising the F0 of an individual to almost 
1000Hz.  
It is useful to assess F0 as part of FSI analysis because of its accessibility, but its 
potential for within-speaker variation and the resulting problems need to be put in 
context of appropriate models of variation. 
5.3.3 Long-term parameters vs localised measurements 
With the advance of speech analysis software, new methods and models of 
processing acoustic information from the speech signal have emerged. Overall, 
parameters such as long-term spectrum and long-term formant distribution (LTS 
and LTF, respectively) are gaining popularity
9
. The still common centre-of-the-
vowel measurements are argued to be too variable, due to their localised nature. 
Long-term measurements are claimed to comply with Nolan’s desiderata mainly 
in terms of the ratio between the two different types of speaker variation. They do 
seem to even out local irregularities in the speech signal, thus eliminating outliers 
and representing the true nature of the vocal tract. However, the long-term 
assessment of formant frequencies does not resolve restrictions caused by limited 
accessibility and measurability; and some within-speaker variation will still be 
common. Furthermore, if there is a mismatch between available vowels, for 
                                                             
9
 Nolan & Grigoras (2005) provide a comprehensive but concise account of LTS and LTF.  
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example, more high vowels in the disputed sample, and more low vowels in the 
reference sample, the method will imply larger differences than there actually are 
(cf. Jessen, 2012). In these cases, centre-of-the-vowel measurements will be more 
reliable. 
Additional parameters of LTF0 such as modal F0, modal density, skew, and 
kurtosis have also been shown to yield promising identification rates (Kinoshita et 
al. 2009)
10
. Similarly, dynamic measurements of formant contours have shown to 
have more discriminatory potential than analyses of the steady-state portion of a 
sound (McDougall, 2006 and McDougall & Nolan, 2007). 
5.3.4 Interim summary 
F0 and formant frequencies are the parameters that are most suitable for forensic-
phonetic analysis. Formant frequencies, in particular, have been argued to exhibit 
more individual characteristics than are counteracted by variation within a 
speaker. F0 is highly variable for linguistic and non-linguistic reasons, but still can 
be used in many cases to aid speaker discrimination. Both parameters are 
susceptible to variation between speakers, but also within speakers. Models of 
variation have been described within which to put results of a forensic-phonetic 
analysis. These models are necessary in order to contextualise variation as 
indicating different speakers or artefacts of within-speaker variation. They can 
therefore be used to explain some sources of within-speaker variation, thus 
improving the reliability of affected parameters. For example, if it is known that 
the speaker on the disputed recording had a cold, nasalised sounds will not be 
taken as a characteristic of that speaker, but rather as a function of the context in 
which the recording was made. The relationship between the evidence supporting 
the notion that two samples are spoken by two different speakers and evidence to 
the contrary can be expressed quantitatively using likelihood ratios. The following 
section concentrates on how this is done. 
                                                             
10
 Kinoshita et al. (2005) claim that LTF0 itself is less indicative of speaker identity. 
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5.4 Quantifying results within the forensic phonetic 
framework 
In this section, I shall describe the methods employed by forensic analysts to 
reconcile the information found in the speech signals of two voices in order to 
arrive at a conclusion that has been quantified according to an objective 
framework and can be understood by educated outsiders to the field, which, in 
most cases, means members of the legal system. The description of these methods, 
and examples used, will be based on the comparison of two or more speech 
samples, i.e. the assumption that a suspect is available to compare the unknown 
voice to. However, assuming a sufficiently detailed reference population, the 
methods may also be applied to cases where only a disputed recording is 
available. 
When giving any statement about the identity of a voice on a recording, the nature 
and the amount of within- and between-speaker variation, as well as the problems 
related to the quality of the recording, make it impossible to state without doubt 
that the voice of the suspect is or is not the one on the recording. It can never be 
concluded that there is absolutely no one in the reference population (see Section 
5.4.2) whose voice may match the one on the recording to a greater extent. 
Furthermore, the analyst only relies on the evidence at hand, which may or may 
not point in the same direction as other circumstantial evidence presented in court 
(Rose, 2002, p. 56). Therefore, an estimation is given of the probability that two 
speech samples were spoken by the same speaker. How this is done has changed 
over the last decades.  
5.4.1 The likelihood-ratio framework 
The Likelihood Ratio (LR) is very similar to the concept developed as Bayes' 
theorem, which provides the answer to the question: “Given the observed data, 
what is the probability of a hypothesis purporting to explain those data being 
true?” (Rose, 2002, p. 66). It serves as a more objective means of expressing the 
outcome of a comparison. In the context of FSI, it requires the calculation of two 
probabilities of evidence: one in favour of the prosecution (Hp) and one in favour 
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of the defence (Hd). For the comparison of two speech samples this means that Hp 
assumes they were spoken by the same speaker, while Hd assumes they were not. 
In order to make correct assumptions, the distribution of within- and between-
speaker variation of any parameter needs to be known. Quoting Morrison’s 
question that needs to be answered by the “strength-of-evidence statement” 
(Morrison, 2009): 
How much more likely are the observed difference/similarities between the 
known and questioned samples to arise under the hypothesis that they have 
the same origin than under the hypothesis that they have different origins? 
and Rose's (2002, p. 57) example: 
Suppose that it is known that 80% of speech samples from the same speaker 
are 'very similar' in feature x. You […] are given some speech samples that 
are indeed 'very similar' in feature x. The court wants to know the probability 
that these speech samples come from the same speaker. In order to help the 
court, the extra piece of information needed is: what is the proportion of 
speech samples 'very similar' in feature x that come from different speakers? 
(highlights in original) 
The LR can be expressed with the following formula: 
(2) 
    
         
         
 
with E meaning that the probability of evidence for a given hypothesis H is given. 
If the proportion of 'very similar' speech samples that come from different 
speakers in Rose's example is 10%, the LR would be 8. If the proportions are 
changed, that is, if 60% of speech samples are similar and come from the same 
speaker, while 40% are similar and come from different speakers, the LR is 1.5.  
The more evidence there is for the prosecution hypothesis that both samples were 
spoken by the same speaker, the higher the LR will be, and vice versa. LRs can be 
combined to make use of combinatory powers of multiple parameters/dimensions. 
There is good reason to use the LR approach as a mathematically and statistically 
sound measure to evaluate forensic evidence. Robertson & Vignaux (2005) argue 
towards a more structured approach of interpreting, evaluating and presenting 
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evidence in forensic science in general. They make their proposition in the context 
of an unstructured array of methods by expert witnesses and conflicting court 
decisions on the subject (Robertson & Vignaux, 2005, preface). Following on 
from this general call for more structure, a comprehensive overview of the 
benefits and the history of implementing a likelihood-ratio based approach into 
forensic phonetics is given in Morrison (2009). Morrison criticises traditional 
approaches due to their relative subjectiveness, resulting from several factors, 
such as the use of different frameworks. There is a lack of comparability if no 
quantitative measure is used, as is the case for DNA evidence, for example. 
However, Champod & Meuwly (2000) explain that not the same strategy can be 
used, as there can be no binary distinction choice between identification and 
exclusion, as is the case for DNA evidence. They stress that it cannot stand on its 
own, as prior odds resulting from other evidence are not known to the expert. 
Nevertheless, the LR-based approach is argued to aid legal experts interpret 
concrete values in the relative context of the case at hand. However, problems of 
this approach are also pointed out by Nolan (2001), in that reducing parameters to 
a single measure may not do the diverse nature of the analysis enough justice. He 
also states that the population statistics needed to place the particular parameter 
within a larger set of reference speakers may not be available. Robertson & 
Vignaux (1995), despite being proponents of the likelihood-ratio in forensic 
science, also recognise the danger of experts in court becoming too reliant on a 
simple number instead of weighing the evidence according to circumstance and in 
relation to other evidence presented (Robertson & Vignaux, 2005, p. 55). 
5.4.2 The reference population 
Rose (2002, p. 58) refers to the “relevant population” in order to calculate this 
proportion. How is this population defined? Firstly, the language and accent of the 
speaker should be relatively easy to determine. Note however, that speakers can 
also be bilingual or bidialectal, or have mixed accents, and that the interferences 
between both languages and dialects may not always be straightforward. They 
could also be aiming to imitate a different accent. The sex of the speaker is 
another piece of information that is easily determined – in most cases. Other 
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factors like age or height show some correlation with acoustic features, but would 
not be strong enough to exclude a significant proportion of the reference 
population. 
Likelihood ratio Proposed verbal equivalent  
>10 000 Very strong evidence to support . . .  
1000 to 10 000 Strong evidence to support . . .  
100 to 1000 Moderately strong evidence to support . . .  
10 to 100 Moderate evidence to support . . .  
1 to 10 Limited evidence to support . . .  
  ... prosecution 
hypothesis 
1 to 0.1 Limited evidence against . . .  
0.1 to 0.01 Moderate evidence against . . .  
0.01 to 0.001 Moderately strong evidence against . . .  
0.001 to 0.0001 Strong evidence against . . .  
<0.0001 Very strong evidence against . . .  
Table 5.1: Verbal equivalents for LRs (Table adapted from Rose, 2002, p. 61) 
Then, even if it was possible to identify a very distinct set of speakers to which 
the unknown voice belongs, it is not feasible to compare the speech of all speakers 
of the reference population. Furthermore, variation within speakers cannot be 
taken into account completely, due to its aforementioned complexity, and the 
uncertainty over what the exact circumstances of the recording were. Therefore, 
all results should be taken with caution, and outcomes of the analysis should not 
be phrased in absolutes that clearly identify the voices as being the same or 
different. Rose (2002, p. 61), referring to Champod and Evett (2000, p. 240), 
seconds their proposal of a number of verbal equivalents for LRs to make them 
more accessible to non-experts (see Table 5.2).  
5.5 Chapter summary 
Variation in speech is incredibly common, and while much of it has been 
researched, there can be no overarching picture of variation that is able to explain 
and predict even how the speech signal may change in a particular context. 
Therefore, analysis can only provide cautious variation models for different types 
of variation. A model for F0 change would for example have to include between-
speaker differences that result from differences in anatomy and physiology, as 
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well as within-speaker differences that stem from transmission limitations or 
contextual impact, such as distress. In the forensic-phonetic context, accounting 
for within-speaker variation is most vital. Comparisons between speech 
recordings can only be made more or less successfully if the range of variation 
within each of the speakers is known. The variability of speech actually refers to 
the variability of the assessed parameters. Not all parameters perform equally well 
in all situations, and some exhibit more within-speaker variation than others. 
Despite their shortcomings, F0 and formant frequencies have been shown to 
perform well in FSI analyses. Generally, long-term parameters are more suitable 
in the forensic-phonetic context than localised measurements. However, in the 
context of this dissertation, it is more important to disentangle the individual 
behaviour of each assessed sound with respect to changes in body orientation. 
Nolan & Grigoras (2005) discuss the advantages of LTF analysis, but note that 
detailed differences within individual sounds cannot be captured by the method. 
They add that localised measurements would be more suited to reveal differences 
in the anatomy of a speaker.  
Dynamic measurements as described by McDougall (2006) and McDougall & 
Nolan (2007) reveal differences in transitions between targets. Because of the 
complex interactions of muscles and structures in the vocal tract, differences in 
head position or body orientation can be expected to yield changes in those 
transitions as well.  
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Part II 
New experiments 
 
 
 
 
Chapter 6 
Sounds and hypotheses  
This chapter acts as a transition between the introductory chapters and the 
experiments that were carried out to answer the research questions framed in 
Chapter 1. To summarise briefly:  
In Chapter 2, the complex setup of the speech mechanism was described, and 
relationships between structures in the larynx and vocal tract were discussed. This 
was followed up by acoustic correlates of these configurations in Chapter 3. The 
physiological, articulatory and acoustic components were then taken as basis for a 
background discussion of previous literature on body orientations in Chapter 4, 
and how the movements of the articulators could be fitted into existing models of 
action such as task dynamics. Chapter 5 gave an overview of the field of forensic 
phonetics and how important it is to account for variation between and within 
speakers in acoustic-phonetic analyses.  
This dissertation is focused on providing an introductory account of the acoustic 
impact differences in head position and body orientation have on the acoustic 
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speech signal. To this end, the parameters I chose to investigate were formant 
frequencies and F0.  Both parameters are frequently used in forensic phonetic 
analyses (Gold & French, 2011), but display variability to different extents, some 
of which I aim to explain with in my research. Consequently, my analysis will be 
based only on sounds which manifest these parameters: vowels, liquids and 
glides. In the following I will describe these sounds in articulatory and acoustic 
detail. Any phonotactic or coarticulatory effects will not be given in this chapter, 
but rather in their appropriate context, which is the stimulus descriptions in the 
respective sections of the experimental chapters. For the moment it can be 
assumed that all sounds presented will be under the coarticulatory influence of 
other sounds to some extent, but that this will be controlled for by the stimulus 
design. Following these descriptions, some hypotheses will be given as to how F0 
and formant frequencies are expected to change under the influence of different 
head positions and body orientations. 
6.1 Sound descriptions 
6.1.1 Vowels 
Vowels are produced without a major constriction in the vocal tract. The airstream 
is able to pass through the vocal tract relatively unobstructed. Qualitative 
differences between vowels are achieved via reshaping of the vocal tract, mainly 
by changing the position and shape of the tongue, but also by protruding the lips, 
for example. If no particular configuration of the articulators is assumed, this 
neutral configuration will produce the central vowel schwa. All vowels can be 
classified along two dimensions: front-back and high-low (or closed-open), 
depending on the position of the tongue and the openness of the vocal tract, 
respectively. Lip rounding provides another, in phonemic terms (at least in most 
languages) binary distinction between rounded and unrounded vowels. 
Acoustically, the general rule of thumb is that the higher a vowel is articulated, 
that is, the smaller the cross-sectional area of the vocal tract is at the place of 
articulation, the lower its first formant and vice versa; as well as the more front 
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the place of articulation of a vowel, the higher its second formant. Similarly, lip 
rounding lowers formants across the whole spectrum (see Figure 6.1). 
 
Figure 6.1: Height of the first two formants for the cardinal vowels (Figure 
adapted from Minifie et al., 1973, p. 252) 
 /i:/ /ɑ:/ /u:/ 
F1 270 730 300 
F2 2290 1090 870 
F3 3010 2440 2240 
Table 6.1: Average frequencies for F1-F3 for 33 male speakers (Table 
adapted from Minifie et al., 1973, p. 253). 
In order to keep the datasets in this dissertation concise yet representative, corner 
vowels /i:/, /ɑ:/ and /u:/ will be chosen for the analysis (for more details see 
Sections 7.2.1 and 8.2.1). The first two formants are the main determiners of 
vowel quality, with support from the third formant in many cases. However, 
higher formants generally do not have an impact on the vowel quality itself, 
though F4 may be implicated in some types of rhoticity.  Some typical formant 
frequencies for male speakers of the three vowels chosen for the analysis are 
presented in Table 6.1. 
6.1.2 Glides 
The definition of glide differs between authors. Some view not only /j/ and /w/, 
but also /l/ and /r/ as glides (for example Minifie et al., 1973, p. 273); others 
divide the term semi-vowels into glides (/j/ and /w/) and liquids (/l/ and /r/; 
Borden & Harris, 1980, p. 109). However, semi-vowel implies a vowel-like nature 
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for relatively undisputed consonants such as the liquids. A better term than semi-
vowel is approximant for all four sounds. Here as well the answer to the question 
which sounds should be considered members of that category differs between 
authors, but I will not go into detail as this discussion is irrelevant for my 
dissertation. I will therefore use approximant for all four sounds, but perform the 
same division as Borden & Harris (1980) into the glides /j/ and /w/, and the 
liquids /l/ and /r/ (the latter can then be further divided into laterals and rhotics). 
The main characteristic of glides is their status in between vowels and consonants. 
From an articulatory and acoustic point of view, they behave very much like 
vowels in as they do not obstruct the vocal tract like obstruents do. 
Phonotactically, they behave like consonants, that is, they only occur in syllable 
onsets or codas, not in the nucleus. /j/ and /w/ are acoustically similar to their 
corresponding vowels /i:/ and /u:/. /j/ is produced with a constriction in roughly 
the same place as for /i:/, namely with the tongue dorsum at the hard palate. In 
contrast with /i:/, the constriction is narrower than for the vowel. However, this 
narrowness depends on the adjacent vowel, and is much less pronounced if an /ɑ:/ 
follows. /w/ involves two main articulations, similar to /u:/: A constriction is made 
with the back of the tongue at the velum, while the lips are rounded at the same 
time. The constrictions of the two glides cause a general weakening of the 
formants in comparison to their vowel counterparts. Similarly, F1 values are 
reportedly lower than in their corresponding vowels, due to the higher degree of 
the constriction and resulting larger pharyngeal airway space (PAS) (Stevens, 
1998, p. 515). Differences in temporal sequencing also contribute to differences 
between them (Minifie et al., 1973, p. 277), as glides are much shorter than and do 
not have a steady-state portion such as vowels. 
6.1.3 Liquids 
The term liquid comprises two classes of sounds, namely laterals and rhotics. In 
English, each class only consists of one phoneme, albeit with several allophonic 
variants. Both will be described separately in the following sections. In contrast to 
glides, the liquids /l/ and /r/ do not correspond to a particular vowel. There are 
also fewer disputes over their consonantal status; however, there is an ambiguity 
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concerning approximant [ɹ], which is in many ways similar to the one regarding 
the glides. In my dissertation I shall regard [ɹ] as a phonological consonant and at 
the same time choose stimuli where no ambiguity over its phonetic status can 
arise. With respect to their immediate forensic relevance, Nolan (1983, pp. 77) 
found that the [l] and [ɹ] proved useful in discriminating speakers. They are 
therefore important sounds to investigate with respect to within-speaker variation. 
6.1.3.1 /l/ 
/l/ is the only approximant that always (by definition) involves deliberate tongue 
contact with the midline of the upper surface of the vocal tract. However, the 
airstream is divided into two, as the sides of the tongue are lowered and the air 
flows around the closure made with the tongue tip. The actual shape of the tongue 
differs categorically between its two English allophones, ‘clear’ [l] and ‘dark’ [ɫ], 
and more gradiently within those allophones as a result of coarticulation. 
Gimson’s pronunciation of English (Cruttenden, 2008, pp. 215) describes both 
variants of /l/ as involving contact between the tongue tip and the upper incisors. 
The difference between them is a result of a secondary articulation for [ɫ], with the 
front of the tongue lowered and the back raised and/or retracted in the velar or 
uvular, or as far back as pharyngeal region. [l] on the other hand exhibits a neutral 
tongue body position or a slight raising of the front of the tongue instead. There is 
debate regarding the exact shape of the tongue for [ɫ], most notably where exactly 
the raising is taking place. Sproat & Fujimura (1993) found that the often cited 
dorsal constriction towards the soft palate in [ɫ] was in fact a lowering and 
retracting of the dorsum. They argue that the gestural setup for both allophonic 
variants is similar and state that the distinction between them is of temporal nature 
only. However, they only investigated American English, which, unlike British 
varieties, has a particularly dark prevocalic [ɫ].  Barry (2000) suggested that the 
secondary articulation of [ɫ] can be positioned on a continuum of velarised to 
pharyngealised articulation (see Cruttenden, 2008, p. 216, Nolan (personal 
comment) and Nolan, 1995, p. 25 for velarized, uvularised and pharyngealised 
descriptions, respectively). Acoustically, [l] is thought to exhibit a front or neutral 
vowel resonance, while [ɫ] is associated with back vowels (Cruttenden, 2008, pp. 
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215). For both variants, F2 and F3 are relatively far apart (Stevens, 1998, p. 543). 
The raised or retracted back of the tongue of [ɫ] results in a further lowering of the 
second formant (Johnson 2003, p. 163), which can be used as a distinguishing 
feature between the two variants (Bladon & Al-Bamerni, 1976). Both notably 
exhibit a so-called anti-resonance, an area of low spectral intensity, between the 
second and third formant, which is a result of the “pocket of air”, created by the 
shape of the tongue (Johnson 2003, pp. 160) behind the central occlusion, which 
absorbs energy at its main resonant frequency. The anti-formant has a dampening 
effect on the amplitudes of higher formants. [ɫ] is subject to vocalisation in some 
dialects, including some varieties of English spoken in and around London. Since 
this includes the subject acquisition area for the present studies, special attention 
was paid to the amount of vocalisation in speakers. 
6.1.3.2 /r/ 
Only the approximant allophone of /r/, [ɹ], will be used in the analysis, i.e. 
labiodental, fricative or trill variants will be detected and excluded. Docherty and 
Foulkes (2001), although mainly investigating acoustic differences between 
approximant and linguo-labial /r/, provide a concise account of empirical findings 
thus far. [ɹ] can be produced using a variety of articulatory gestures. Literature has 
identified two main pathways which are sometimes seen as two extremes of a 
continuum: ‘bunching of the tongue dorsum or retroflexing of the tongue 
tip/blade’ plus potential lip rounding or protrusion (e.g. Stevens, 1998, pp. 536). 
Both gestures cause lowering of F3 towards F2. Stevens argues that this formant 
is in fact a new formant and calls it FR (Stevens, 1998, pp. 535). For the purposes 
of this dissertation, and also because FR effectively merges with F3, I shall be 
referring to F3 in the following chapters. However, in some cases of retroflexion, 
F3 becomes weak, while FR may decline as far down as F2 (Stevens, 1998, pp. 
539). /r/ measurements therefore need to be carried out with caution with respect 
to identifying the correct formants. 
It has to be mentioned that the traditional role of F3 in signalling rhoticity has 
been challenged by Heselwood and colleagues (for example Heselwood, 2009; 
Heselwood & Plug, 2011). Heselwood (2009) argues that F3 may in fact prevent 
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rhoticity from being perceived. He carried out an experiment where he removed 
all higher frequencies from above F2 in rhotic words fort, hurt and stars, and non-
rhotic nurse. Phonetically trained listeners perceived words as more rhotic where 
there was no perceptual merging of F2 and F3, and when there was, the low 
acoustic F3 seemed to inhibit the perception of rhoticity. However, the analysis of 
F3 in the following experiments does not rely on whether it indicates rhoticity or 
not, as the same types of words are compared with respect to physiology changes, 
and all the spectral information will be present. 
In addition, lip involvement has a lowering effect across the whole spectrum due 
to lengthening of the vocal tract. Lip rounding also adds a constriction at the 
velocity antinode situated in the front of the mouth, lowering all frequencies. The 
interesting conclusion for the purposes of the present dissertation is that all 
articulatory configurations seem to lead to largely the same acoustic effect, 
although there may be transitional differences. Although speakers may use 
differing paths to articulate their [ɹ] to begin with, any differences in 
compensation strategies that result from these differences may be impossible to 
detect from the acoustic signal alone without performing measurements of 
articulatory trajectories. 
6.2 Hypotheses 
The two production experiments described in this dissertation are related in the 
questions they ask, but nevertheless differ in their expectations. The first 
experiment on the influence of head positions on the speech signal provides a 
more local account of physiology impact in keeping the body orientation itself 
fairly stable. However, the differences arising from head position differences have 
not been researched very widely (see Chapter 4 where just one study could be 
discussed). In addition, gravitational pull as a commonly cited mechanism of 
change does not fully apply here. Compression and stretching of the tissue in the 
vocal tract and larynx are expected to be the determining factors for change to 
their physiology and consequently their acoustics. 
Body orientations, on the other hand, have been assessed by many more 
researchers with different approaches (cf. Chapter 4). Here, the assumptions that 
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can be made as to how the signal changes are more sophisticated. Nevertheless, 
much of it will have to be speculation due to the unpredictable nature of 
compensatory behaviour among speakers. As an aid, it is expected that gravity has 
the largest impact on the articulators, mainly because the angle of the head was 
kept stable and only the orientation of the whole body was altered. 
More details on the methodology of each experiment will of course be provided in 
the following chapters. The aim here is to present some of the expectations for the 
outcomes of the production experiments that arise from anatomical and 
physiological knowledge of the larynx and vocal tract, in cooperation with 
findings from the literature. This will be done with respect to potential 
compensation for changes in gravitational pull, and potentially compression and 
stretching of tissue, and the overall impact of these changes on F0 and formant 
frequencies. 
An additional experiment will be described in Chapter 9, which assessed the 
perceptual side of changes caused by different body orientations. Expectations for 
whether listeners will be able to detect any measurable acoustic cues will be 
discussed here as well. 
The following sections are divided by experimental approach, i.e. head positions, 
body orientations, and perceptual cues. At the end of this chapter, all predictions 
are summarised in table form, to give the viewer an overview. They should be 
taken with caution, as many acoustic changes are unpredictable, due to the 
variable nature of compensation, as well as the interplay of articulators. 
6.2.1 Head positions 
Predictions about the nature of articulatory and acoustic changes between head 
positions are difficult to make. As previously mentioned, the lack of research on 
the topic requires a substantial experimental contribution on both the articulatory 
and acoustic side. To my knowledge, it is reasonable to say that this dissertation 
provides the first detailed account of the latter of these measures. In a next step, 
articulatory and acoustic assessment would need to be combined to provide a 
more unified approach. Therefore, at this point, only speculations can be made.  
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6.2.1.1 Larynx – F0 
In raised head position, a general raising of the larynx might be expected, as there 
is a natural tendency for untrained singers to raise or lower their head with high or 
low notes that are outside their comfortable range (briefly hinted at in Niimi et al., 
1991). This may coincide with increased tension (but not necessarily contraction) 
of the cricothyroid muscle. This tension could have a pulling effect on the thyroid 
cartilage, which stretches the vocal cords, resulting in a higher F0. Similarly, the 
strap muscles will be stretched, but it is unclear how this would affect F0, because 
those connected to the sternum are said to raise F0, while the thyrohyoid would 
lower F0. Of course, stretching of muscles cannot be put on the same level as 
contraction. Contraction of those muscles involved in normal speech would still 
occur in adverse head positions. In the case of stretched muscles, it would require 
a little more effort and thus be supplemented by aiding muscular structures, 
increasing the respective effect. Overall, tension of all muscles is expected to be 
marginally higher for raised than for lowered head position. This is likely to result 
in a raising of F0 in raised head position. F0 in lowered head position may remain 
similar to that in neutral position, simply because contraction of the muscles 
involved in normal speech would require less effort and thus be ‘more normal’. 
6.2.1.2 Vocal tract – formant frequencies 
While it is difficult to predict any changes resulting from compression or 
stretching, it is very likely that the frequencies of the lower formants will be less 
affected. This is for two reasons: As described in Chapter 3, longer waveforms 
will be less susceptible to the same changes because their velocity nodes and 
antinodes are further apart than in higher formants where distances between nodes 
are shorter. Secondly, referring to Chapter 4, compensatory strategies are 
employed to maintain intelligibility of the signal. With the first two formants 
being the most important for vowel quality, and the third one still contributing to 
it, I expect the magnitude of change between positions to rise with the number of 
the formant (with the effect on the first two remaining relatively similar). The 
direction of change, however, depends on the actual shape of the vocal tract. 
Anegawa et al. (2008) have shown that the PAS increases in lowered head 
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position, and the opposite effect can be expected for raised head position, albeit 
only to such an extent that airflow is still possible. The movement of the tongue 
would be the result of a potential gravitational pull on the tongue body. In raised 
head position, this would result in an additional narrowing in the pharynx, near 
the velocity node at the glottis, raising F1. The narrowing would be closer to an 
antinode for F3, which would lower F3. F2 is not expected to change much, as 
node and antinode are roughly at equal distance from the narrowing. The direction 
for F4 is difficult to predict, however, due to its much smaller waveform. 
However, the directions of change for individual formants would also depend on 
constrictions of individual sounds. In particular, lowering of the mandible as a 
function of stretching of the neck tissue is expected to be stronger than backward 
displacement of the tongue. This would widen any constriction within the vocal 
tract. For example, front vowel [i:] would see a slightly higher F1 and F3, and a 
lower F2 in raised head position. In addition to the physiological factors, the 
phonological vowel space is expected to influence how much sounds are allowed 
to vary before approaching or stepping over the outer boundaries of their target 
range. Therefore, speakers are expected to compensate more for sounds whose 
target ranges are comparatively small because of their proximity to other sounds. 
Open vowel /ɑ:/ is therefore likely to differ more between postures than /i:/ or /u:/, 
who are in close proximity to /ɪ/, /y/and /o:/, /ʊ/, respectively. In fact, /u:/ is 
expected to be produced more towards the front, where it approaches the vowel 
space of /y:/, which in turn is in close proximity to /i:/ and /ɪ/. Vice versa, 
increased lip protrusion in lowered head position has to be limited in order to 
prevent /i:/ from becoming too rounded and consequently approaching the vowel 
space for /y:/.  
Regarding liquids, changes in formant frequencies are expected to be less 
pronounced in laterals, because of their contact with the hard palate. Higher 
formants may nevertheless reflect changes in the shape and position of the tongue. 
Rhotic [ɹ], however, does not per default have this contact with the palate, and 
could therefore be more susceptible. On the other hand, F3 is argued to be of 
higher importance for [ɹ] than for vowels, and would therefore be protected from 
change as a function of the intelligibility rule, similar to lower formants. Lip 
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position as well may change such that more protrusion can be found in lowered, 
and more spread in raised head position. This would introduce a longer vocal tract 
in lowered head position, consequently lowering all formants alike, and for all 
sounds, and vice versa. 
6.2.1.3 Respiration 
Respiration can be expected to remain similar between head positions, because no 
influence is exerted over the rest of the body. If any changes occur, they may be 
result of stretching and compression of the structures within and outside the 
larynx, with minimal effect on respiration. 
6.2.1.4 Looking to the sides 
While there is almost no literature on head positions, there is even less on 
sideways movement of the head. My experiment will assess speech when looking 
to the left and right. Effects of these rotational movements are expected to be 
somewhat different from those in raised and lowered head position. However, the 
extent of that difference is unclear. While there are no large differences to be 
expected between values when looking to the left and looking to the right, both 
were assessed for reasons of symmetry. Additionally, the sideways movement is 
expected to dislocate the tongue in an asymmetrical way. It has already been 
suggested that the lateral /l/ is not produced with symmetrical articulation, that is, 
with one side of the tongue being lower than the other (Johnson, 2003, p. 160). A 
head rotated to the left or right is then expected to have a similar impact, which 
should manifest itself in small differences between those rotations. This, however, 
is expected to differ between speakers. In addition, no effect of gravity should be 
seen. However, without articulatory measurements, much of the discussion of the 
results will have to centre on the acoustic data, which may be the combined result 
of many structural changes. 
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6.2.2 Body orientations 
6.2.2.1 Larynx – F0 
The situation is slightly different from the one for different head positions. Here, 
there will be no stretching or compression of tissue, but rather a displacement of 
all structures in direction of the gravitational pull. Then, if all structures are 
displaced equally, any stretching effect on the vocal cords may be cancelled out. 
However, during the description of the experimental setup it will become clear 
that in order to maintain overall stability in prone orientation the subject is likely 
to contract muscles to keep the neck stable. This is expected to result in a raised 
F0. Similarly, respiration will have a larger effect (see below). The impact of 
gravity is expected to be reversed in supine orientation, but maintenance of 
orientation will be much less necessary than in prone orientation. Therefore, F0 
values in supine orientation are expected to remain largely similar to those in 
neutral position. With respect to formant frequencies, Kitamura et al. (2005) found 
the larynx to be higher in supine orientation, shortening the vocal tract. This is 
likely to have a raising effect on formant frequencies in supine orientation. 
6.2.2.2 Vocal tract – formant frequencies 
Shortening of the vocal tract due to a raised larynx (Kitamura et al., 2005) in 
supine orientation could result in overall higher formant frequencies. Similar to 
the assumptions for head positions, lower formants are expected to change less 
than higher formants. Several structures in the vocal tract have been found to be 
subject to gravitational pull, most notably the tongue, the jaw and the lips.  
Without compensation, all three structures would be pulled backward, resulting in 
narrowing of the PAS and backward movement of the lips, resulting in a 
shortening of the vocal tract (and vice versa). Both movements would raise 
formant frequencies globally; a constriction in the pharynx is near the velocity 
node at the glottis, and shortening of the vocal tract generally raises formant 
frequencies. However, not all structures will behave in the same way. It is 
expected that subjects differ in their compensatory behaviour depending on the 
articulator. For example, subjects may use the ‘anti-gravity muscle’, the 
CHAPTER 6 – SOUNDS AND HYPOTHESES 
81 
 
genioglossus (Niimi et al., 1994) to keep the tongue in place, but let the jaw be 
pulled back to a greater extent. Due to this uncertainty about compensation, any 
prediction about the direction of the formant frequency change is pure 
speculation. However, as described in Section 6.2.1.2, the greater the target range 
of a particular vowel phoneme, the more variation can be expected. Similarly to 
expectations for head positions, /ɑ:/ is expected to differ more between body 
orientations than /i:/ and /u:/. Especially in conjunction with additional lip 
protrusion in prone orientation, /i:/ needs to remain separated from not only /ɪ/, 
but also /y:/. /u:/ is expected to be fronted, making the vowel space even more 
crowded.  
However, from the actual measurements, it may be possible to infer the 
articulatory movements (to some extent). Again, the intelligibility rule would 
prevent changes to lower formants beyond a limited range. 
Tongue 
Backward movement of the tongue body in supine orientation will have a similar 
effect to the one proposed for head positions. The added constriction in the 
pharynx will raise F1 and lower F3, similar to the expected effect described for 
raised head position. Vice versa, if the tongue is pulled forward in prone 
orientation, potential constrictions would be less strong or not visible at all, 
lowering F1 and raising F3. It needs to be added, however, that this may be the 
case for any other constriction in the vocal tract. That is, if the gravitational pull in 
prone orientation causes any constriction to be less strong, formant movement will 
depend on the place of constriction. For sounds that are produced with contact 
with the hard palate, the shape of the tongue may change.  
Jaw 
Movement of the jaw results in a change to the length of the vocal tract, that is, 
forward movement of the mandible increases the length of the vocal tract, and 
vice versa. This results in associated changes in F0 and formant frequencies, 
which should be lower in prone and higher in supine orientation. 
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Lips 
If not compensated for, a higher degree of protrusion is expected in prone, and a 
spreading of the lips in supine orientation, due to backward movement of facial 
tissue. This will not only add a constriction at the lips in prone orientation, but 
have an impact on the vocal tract length as well. 
6.2.2.3 Respiration 
In prone orientation, the subject’s ribcage will be compressed. This might result in 
higher subglottal pressure, raising F0; or less air intake. This compression is 
expected to have an effect on articulation rate as well, but this is not relevant in 
this dissertation, especially seeing that the stimulus sentences are very short. 
Impact on individual muscles is unlikely to have an effect on speech. It is assumed 
that the compression of the ribcage acts merely as an aid to the expirational 
muscles. 
6.2.3 Potential compensation mechanisms at work 
This section comprises hypotheses for both head positions and body orientations 
because some of the suggested compensatory strategies are expected to be similar. 
Especially the directionality of the gravitational pull with respect to the 
orientation of the Frankfurt plane
11
 for both head positions and body orientations 
can be seen as lying on the same continuum. In prone and supine orientation, the 
plane would be almost vertical as opposed to horizontal in neutral orientation. 
Raised and lowered head position show a plane somewhere between those two 
extreme points (Figure 6.2). 
Gravitational pull in raised head position and more so in supine body orientation 
can be compensated by moving the genioglossus and or the mandible forward 
(and upward in the case of raised head position) with respect to the Frankfurt 
plane. These mechanisms have been found for supine orientation (for example 
Tiede et al., 2000, Stone et al., 2007). For prone orientation, generally more 
                                                             
11
 The Frankfurt plane is a reference plane for head position that extends from the upper margin of 
the ear canal to the lower margin of the eye socket bone. It is an almost horizontal line in upright 
head position and therefore serves an excellent reference point for my purposes. (http://medical-
dictionary.thefreedictionary.com/Frankfurt+horizontal+plane) 
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displacement was found; therefore I expect compensation here to be less marked. 
However, if there is compensation, it would be visible in a movement opposite to 
the one described for supine orientation (and raised head position), in that the 
genioglossus would cause retraction of the tongue, and the mandible would be 
pulled backwards with respect to the jaw line. In addition, lips could be spread to 
counteract the increase of lip protrusion under the effect of gravity. For these 
movements, the highest activity levels are expected in the genioglossus, masseter 
and temporalis. 
 
 
 
Figure 6.2: Actual Frankfurt plane (red) compared to reference horizontal 
plane (blue) in all head positions and body orientations 
Muscles that would need to adapt their movements, but would not necessarily see 
an increase in activity, are those involved in normal articulation. Since the overall 
target remains the same, but the configuration to reach it is expected to change 
with head position or body orientation, the interplay between those muscles will 
change. Without electromyographic measurements, however, these differences 
will be impossible to assess. 
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6.2.4 General differences between sounds 
It is likely that not all sounds will be affected by configurational changes to the 
anatomy in the same way. As has been suggested in Chapter 4, vowels that are 
articulatorily anchored will exhibit smaller changes in their formant frequencies. 
This includes /i:/ (and potentially /u:/ if fronted, as is commonly done by SSBE 
speakers), but extends to consonants as well. Any active articulator that is in 
contact with a passive articulator can be expected to be more stabilised and thus 
less susceptible to gravitational pull. This would mean that [l] and non-vocalised 
[ɫ] are less prone to change because the tip of the tongue touches the alveolar 
ridge. On the other hand, [ɹ] would show a larger effect of head position or body 
orientation. Similarly, the glides /j/ and /w/ would behave more like vowels, and 
consequently, /j/ should show less change than /w/ due to articulatory anchoring. 
Overall, however, vowels are expected to exhibit the largest differences. 
Similarly to how compensation for intelligibility purposes is likely to affect lower 
formants only, the phonemic space within which a particular sound is situated 
could have an influence on its general variability. Sounds with perceptually close 
neighbouring sounds exhibit less variation than those who are further away from 
the target range of the nearest phoneme (for more details see Chapter 4, Section 
4.3.3.2 on intrinsic variability).  
6.2.5 Special case: VOT 
VOT will also be assessed with respect to head positions. The reason for this 
departure from sonorant features examined hitherto is the potential impact of the 
respiratory system on the vocal tract. It is possible that adverse head positions 
cause a mismatch in pressure regulation necessary for the production of plosives. 
In addition, in raised head position, a delay in voice onset is expected because of 
the stretched and consequently tenser vocal cords, which would find it harder to 
initiate phonation. Reversely, in lowered head position, this is not expected to 
occur, and potentially even the opposite effect can be found. 
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6.2.6 Perceptual cues 
Tiede et al. (2000) found that listeners could distinguish between sentences 
spoken in neutral sitting and supine orientation. While this was significant across 
all listeners, no individual listener’s performance was significantly better than 
chance, except for one who also participated in the production study. Excluding 
this listener from the analysis, the overall effect was not significant. The authors 
did not control for the size of the acoustic differences between body orientations. 
Therefore, my data will by design promote a perceptual effect by choosing stimuli 
according to whether the acoustic differences are strong between body 
orientations. I expect these differing stimuli to be identified as belonging to 
different body orientations, while there will be no effect for a control condition 
with less prominent differences. 
6.2.7 Summary tables 
The following tables summarise the predictions made in the previous sections, but 
without the intelligibility rule in place. This means that any compensatory 
mechanisms resulting in formants remaining similar across postures will not be 
displayed. These mechanisms are likely to occur mostly for the first two formants 
and F3 in the case of [ɹ]. Additionally, individual speaker behaviour with respect 
to compensation has been shown to be variable and therefore largely 
unpredictable. 
Predictions are split up by influencing factors: tongue position on a longitudinal 
axis (T), openness of the vocal tract by lowering the jaw (O, only for head 
positions), vocal tract length by lip protrusion (L). Assumptions on where 
constrictions are made for particular vowels with respect to the standing waves are 
based on Nolan’s lecture slides on acoustic phonetics in the Linguistics Tripos at 
the University of Cambridge (see Figure 6.3)
12
. ∑ summarises the most likely 
outcome for that posture and that vowel. Green up and red down arrows indicate 
                                                             
12
 In the lecture slides, /a/ was used, which is regarded as similar enough to /ɑ:/ to be used as 
example; however, for the hypotheses the constriction is assumed to be a bit further back for /ɑ:/. 
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an expected rise or lowering in formant frequencies, while blue arrows with two 
directions indicate uncertainty of formant movement. 
 
Figure 6.3: Standing waves for the first four formants (F1-F4 from bottom to 
top). Approximated places of constrictions are marked by arrows for /a:/ 
(pink), /i:/ (brown), and /u:/ (purple). Note that /u:/ is marked with two 
constrictions for F2, which is markedly lowered. Constrictions near velocity 
nodes (circled in green) have a rising effect on the affected formant. For 
more details on standing waves see Chapter 3. 
 
 
CHAPTER 6 – SOUNDS AND HYPOTHESES 
87 
 
  lowered  raised  left/right 
F0  ↕  ↑  ↕ 
       
  T O L ∑ T O L ∑ T O L 
F1 
/ɑ:/ ↓ ↑ ↓ ↓ ↑ ↓ ↑ ↑ ↕ ↕ ↕ 
/i:/ ↓ ↓ ↓ ↓ ↑ ↑ ↑ ↑ ↕ ↕ ↕ 
/u:/ ↓ ↓ ↓ ↓ ↑ ↑ ↑ ↑ ↕ ↕ ↕ 
[l] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
[ɫ] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
[ɹ] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
F2 
/ɑ:/ ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
/i:/ ↓ ↑ ↓ ↓ ↓ ↓ ↑ ↓ ↕ ↕ ↕ 
/u:/ ↑ ↓ ↓ ↓ ↑ ↑ ↑ ↑ ↕ ↕ ↕ 
[l] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
[ɫ] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
[ɹ] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
F3 
/ɑ:/ ↑ ↓ ↓ ↓ ↑ ↑ ↑ ↑ ↕ ↕ ↕ 
/i:/ ↑ ↕ ↓ ↕ ↓ ↕ ↑ ↕ ↕ ↕ ↕ 
/u:/ ↑ ↕ ↓ ↕ ↓ ↕ ↑ ↕ ↕ ↕ ↕ 
[l] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
[ɫ] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
[ɹ] ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
F4 
/ɑ:/ ↑ ↕ ↓ ↕ ↓ ↕ ↑ ↕ ↕ ↕ ↕ 
/i:/ ↑ ↑ ↓ ↑ ↑ ↑ ↑ ↑ ↕ ↕ ↕ 
/u:/ ↓ ↕ ↓ ↓ ↑ ↕ ↑ ↑ ↕ ↕ ↕ 
[l] ↓ ↕ ↓ ↓ ↓ ↕ ↑ ↕ ↕ ↕ ↕ 
[ɫ] ↓ ↕ ↓ ↓ ↓ ↕ ↑ ↕ ↕ ↕ ↕ 
[ɹ] ↓ ↕ ↓ ↓ ↓ ↕ ↑ ↕ ↕ ↕ ↕ 
Table 6.2: Hypotheses summary for head positions, without effect of the intelligibility 
rule, that is, without compensatory mechanisms in place. The displayed effect of posture 
on the first two formants will most likely be weakened or completely cancelled out. It is 
unclear how openness of the vocal tract will affect liquids, because they are likely to 
remain in place, but their shape may change. 
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  prone  supine  
F0  ↑  ↕  
      
  T L ∑ T L ∑ 
F1 
/ɑ:/ ↓ ↓ ↓ ↑ ↑ ↑ 
/i:/ ↓ ↓ ↓ ↑ ↑ ↑ 
/u:/ ↓ ↓ ↓ ↑ ↑ ↑ 
/ə/ ↓ ↓ ↓ ↑ ↑ ↑ 
[l] ↓ ↓ ↓ ↑ ↑ ↑ 
[ɫ] ↓ ↓ ↓ ↑ ↑ ↑ 
[ɹ] ↓ ↓ ↓ ↑ ↑ ↑ 
/j/ ↓ ↓ ↓ ↑ ↑ ↑ 
/w/ ↓ ↓ ↓ ↑ ↑ ↑ 
F2 
/ɑ:/ ↓ ↓ ↓ ↑ ↑ ↑ 
/i:/ ↓ ↓ ↓ ↓ ↑ ↕ 
/u:/ ↑ ↓ ↕ ↑ ↑ ↑ 
/ə/ ↓ ↓ ↓ ↑ ↑ ↑ 
[l] ↓ ↓ ↓ ↑ ↑ ↑ 
[ɫ] ↓ ↓ ↓ ↑ ↑ ↑ 
[ɹ] ↓ ↓ ↓ ↑ ↑ ↑ 
/j/ ↓ ↓ ↓ ↓ ↑ ↕ 
/w/ ↑ ↓ ↓ ↑ ↑ ↑ 
F3 
/ɑ:/ ↑ ↓ ↕ ↑ ↑ ↑ 
/i:/ ↑ ↓ ↕ ↓ ↑ ↕ 
/u:/ ↑ ↓ ↕ ↓ ↑ ↕ 
/ə/ ↑ ↓ ↕ ↓ ↑ ↕ 
[l] ↓ ↓ ↓ ↑ ↑ ↑ 
[ɫ] ↓ ↓ ↓ ↑ ↑ ↑ 
[ɹ] ↓ ↓ ↓ ↑ ↑ ↑ 
/j/ ↑ ↓ ↕ ↓ ↑ ↕ 
/w/ ↑ ↓ ↕ ↓ ↑ ↕ 
F4 
/ɑ:/ ↑ ↓ ↕ ↓ ↑ ↕ 
/i:/ ↑ ↓ ↕ ↑ ↑ ↑ 
/u:/ ↓ ↓ ↓ ↑ ↑ ↑ 
/ə/ ↕ ↓ ↓ ↕ ↑ ↑ 
[l] ↓ ↓ ↓ ↓ ↑ ↕ 
[ɫ] ↓ ↓ ↓ ↓ ↑ ↕ 
[ɹ] ↓ ↓ ↓ ↓ ↑ ↕ 
/j/ ↑ ↓ ↕ ↑ ↑ ↑ 
/w/ ↓ ↓ ↓ ↑ ↑ ↑ 
Table 6.3: Hypotheses summary for body orientations. Glides are expected to behave 
similar to their corresponding vowels, but show weaker effects. This is due to their more 
pronounced constriction, as well as their shorter duration (Engwall, 2006) 
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6.2.8 Structure of experimental chapters 
The acoustic studies shall be presented first, starting with head positions in 
Chapter 7, followed by body orientations in Chapter 8. Each study will describe 
the detailed methodology first, selection of subjects and stimuli, as well as the 
experimental setup, before providing a detailed account of the results. No in-depth 
discussion or conclusions will be included just yet. Similarly, the perception 
experiment in Chapter 9 will describe methodology and results, but will not 
attempt to make sense of them. All results shall be brought together in the 
discussion in Chapter 10. Here, a summary of all results will be given to remind 
the reader and to form the basis of discussion. This discussion will then refer back 
to previous studies (Chapter 4) and hypotheses put forward in this chapter. All 
results will be put in previously introduced articulatory (Chapter 2) and acoustic 
(Chapter 3) context, before discussing their relevance in the forensic phonetic 
framework, referring back to Chapter 5.  
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Chapter 7 
Study on the influence of head positions on the 
acoustic speech signal  
Head positions were assessed using two datasets that differed in their subjects and 
stimuli, but used the same experimental setup. Both datasets looked at formant 
frequencies, and in addition, the second assessed voice onset time (VOT) and F0. 
This chapter will describe the methodology of the study first and then provide a 
detailed account of the results. 
7.1 Subjects 
For the first dataset, 10 native speakers of English were recorded, 4 female and 6 
male, who were all between 18 and 26 years old (mean 22.4). The second dataset 
had 14 speakers recorded, 8 female and 6 male. They were between 18 and 26 
years old (mean 22.2). None of the subjects had any known neck problems, or had 
been diagnosed with speech or hearing problems in the past. Their speech was 
checked against any idiosyncrasies that would prevent comparison of any of the 
investigated sounds. The aim was to be able to compare all sounds within each 
speaker. As a result, one male speaker had to be excluded from the first dataset 
because his [ɹ] was audibly and visually labial. Two speakers (1 female, 1 male) 
from the second dataset were excluded because it turned out they did not grow up 
in the South Eastern part of England. Thus all speakers included in the analysis 
grew up in the South-East of England and spoke with an SSBE pronunciation. 
7.2 Stimuli 
Subjects in the first dataset uttered the steady-state vowels /ɑ:/, /i:/ and /u:/ in 
isolation. They were displayed as symbols, and the experimenter uttered them so 
subjects were aware that they were not meant to produce them as potential words 
(a, I and the short form of you). Additionally, they read carrier sentences in which 
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stimulus words had been embedded to assess the English liquids which consist of 
[ɹ] and the two complementary allophones of the lateral approximant /l/, [ɫ] and 
[l]. These sentences also assessed vowels in natural speaking conditions. The 
second dataset complemented this set by adding vowels in a more controlled 
sentence environment. In these sentences, VOT was measured as well. The 
following sections will describe the stimuli in more detail. 
7.2.1 Vowels/VOT 
Vowels in the first dataset were measured in isolation and in the sentence “We 
thought that it might be the X” (words in which vowels were measured are in 
bold). X stands for the word in which [l] and [ɹ] were measured (see next section 
for details on liquids). the was only measured when the word containing the liquid 
began with a consonant cluster. In sentences without cluster onset, the 
coarticulatory influence of the liquid, especially [ɹ], on schwa was deemed too 
large to make reliable comparisons (e.g. Heid & Hawkins, 2000). that and it were 
expected to be reduced in many cases, which will be addressed in the analysis. 
In the second dataset, vowels were embedded in a CVCV word within the phrase 
“Say CVCV please” (for example “Say dada please”). Because the same 
sentences were also used to assess Voice Onset Time (VOT), the consonants were 
plosives at three different places of articulation (bilabial, alveolar and velar), both 
voiced and voiceless. The first syllable was stressed and each word contained one 
of the vowels /ɑ:/, /i:/ and /u:/, which represented three corners of the 
quadrilateral.  
Say ... please. 
 /ɑ:/ /i:/ /u:/ 
/p/ papa peepee poopoo 
/b/ baba beebee booboo 
/t/ tata teetee tootoo 
/d/ dada deedee doodoo 
/k/ kaka keekee kookoo 
/g/ gaga geegee googoo 
Table 7.1: List of words used in the second dataset. Every plosive is matched 
with each vowel, resulting in a total of 18 stimuli. 
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With all possible combinations, this yields 18 stimuli for each head position and 
repetition. The complete list can be found in Table 7.1. For geegee, some subjects 
uttered a different version of what was intended, i.e. /dʒi:dʒi:/ (colloquial for 
‘horse’). This had been anticipated and therefore occurred in the practice items. 
Subjects were then corrected. This set was also used to assess fundamental 
frequency (F0). 
7.2.2 Liquids 
For both /l/ variants, the stimuli had to be created to induce the least allophonic 
variability in each context. Spencer (1996, pp. 215) states that [ɫ] occurs in 
unambiguous syllable rhymes, while [l] as underlying form occurs elsewhere. 
Unambiguous here means that the sound can be attributed to a syllable with 
absolute certainty, excluding ambisyllabic contexts. He uses words like teller and 
miller as examples, in which /l/ occurs in its light variant, while it becomes dark 
when in word-final position in words such as tell and mill. His definition makes 
deliberate use of the syllable rhyme instead of coda, because in the case of 
syllabic /l/, which is often dark (e.g. in bottle or tunnel), defining it as part of the 
coda would result in a syllable without nucleus. Another problem that has been 
pointed out by Spencer (1996, pp. 215) is the ‘loss’ of the velarised property of [ɫ] 
when an unstressed vowel follows in the next word. Taking the word tell (as in the 
example above) and adding the word a to it, he explains this by showing that both 
words belong to the same phonological word. In Spencer’s definition this makes 
the /l/ ambiguous and thus clear. The definition holds experimentally too: Results 
of a study conducted by Barry (2000) confirm this. He added suffixes to words 
with syllabic /l/ (e.g. pedal-pedalling). In all cases, syllabic preconsonantal and 
prepausal /l/ was dark; while syllabic prevocalic /l/ was clear (Barry, 2000). 
Bladon & Al-Bamerni (1976) found that F2, which shows the strongest difference 
between the two allophones, never overlapped in data extracted from word-initial 
[l] followed by a vowel and word-final [ɫ] following a vowel. Thus, these contexts 
were used to design the stimuli used in the present experiments.  
Both [l] and [ɹ] could be inserted into the same phonotactic context, which was 
either word-initially, or within a word-initial consonant cluster. The cluster 
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condition was added because it was easier to segment the [ɹ] from at least the 
preceding sound, although it still could not reliably be separated from the 
following vowel. This problem will be addressed in Section 7.4 on annotation. 
The stimulus words used can be found in Table 7.2. 
We thought that it might be the... 
Type 1: Cluster Type 2: No cluster 
flute – fruit leaf – reef 
clash – crash lighter – writer 
plough – prow list - wrist 
Table 7.2: List of words used to assess [l] and [ɹ]. Liquids were divided by 
whether they occurred in a consonant cluster or word-initially. 
The consonants in the cluster were chosen to reflect the range of place of 
articulation. Alveolar sounds were not used because of phonotactic restrictions on 
either the sequence /sr/ or /tl/. Although both /sl/ and /tr/ would have been 
possible, there would have been no direct comparison between the two sounds 
possible. Three different vowels succeeded [l]: [a] (clash), [u] (flute) and [ɑ ] 
([ɑ ʊ]) (plough). In the words that did not contain a consonant cluster, there were 
two influencing adjacent vowels: preceding schwa, and the following vowel, 
which was either [i:] (leaf), [ɪ] (list) or [a] ([aɪ]) (lighter). The words were placed 
in the carrier sentence already mentioned for the vowels: “We thought that it 
might be the X”, with X being the stimulus word.  
Since in SSBE [ɫ] occurs only in rhyme context, the second carrier sentence of the 
recorded dataset contained 6 words of the following structure: /f/ + Vowel + [ɫ]. 
To avoid loss of the dark property of [ɫ] in the aforementioned context of a vowel 
following within the same phonological word, the following word in the carrier 
sentence started with a consonant. Thus the stimulus words were embedded in the 
carrier sentence: He said that it’s /f/ + Vowel + [ɫ] time (e.g. He said that it’s fill 
time). Vowels preceding the critical sound were varied to give a good 
representation of English vowels in terms of height, backness and rounding. For a 
full list of stimuli, see Table 7.3. 
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He said that it’s ... time. 
/i:/ feel 
/ɪ/ fill 
/ɛ/ fell 
/ɔ:/ fall 
/u:/ fool 
/ʊ/ full 
Table 7.3: List of words used to assess [ɫ]. Vowels preceding the liquid were 
chosen to represent contrasting positions in the quadrilateral. 
7.3 Experimental procedure 
Recordings were made in a sound insulated booth, using a Sennheiser MKH 40 
P48 condenser microphone with a muffler (to reduce unwanted noise from the 
environment and from the burst of bilabial plosives), and a Marantz PMD670 
Portable Solid State Recorder which saved each file straight onto a CompactFlash 
memory card. The files were recorded mono through an XLR cable and had an 
audio sample resolution of 16 bit and a sampling rate of 44 kHz. The microphone 
was placed at a target distance of approximately 5 cm to the side of the subjects’ 
mouths, to aid the muffler in reducing any unwanted noise to a minimum and at 
the same time preventing high energy peaks in the signal from bilabial sounds. 
For the same reason subjects were asked to move as little as possible, and if it was 
absolutely necessary, to do so between sentences. Subjects were generally 
successful in complying with this request, thus the distance to the microphone 
remained largely constant. Subjects read the sentences in separate blocks for three 
head positions, namely neutral as a control condition, lowered and raised. In the 
second dataset, subjects also looked to their left and their right. For each condition 
they were reading from a screen placed on the table in front of them, above their 
heads and on the floor, respectively. Subjects were asked to move as close to the 
screen as possible to prevent them from looking up or down with their eyes only. 
For the condition where they looked to the left and right, they had to sit with the 
screen placed on the respective side which forced them to turn their head to either 
their left or right side, but without moving too close to the screen. Photos were 
taken of each condition as a reference of the angle of the head position (Figure 7.1 
shows a subject from the second dataset in all five head positions), should the data 
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indicate major differences between speakers. They maintained each head position 
for the whole block of sentences, but could take a short break when the position of 
the screen had to be changed between blocks. The duration of each block was 
approximately 3 minutes for both datasets, and subjects reported very little 
discomfort. A laptop connected to the screen displayed a PowerPoint presentation 
with one sentence per slide. The presentation contained three repetitions of each 
sentence and was randomised. Subjects controlled the speed at which the 
sentences were displayed. The order of the head position blocks was also 
randomised for each subject to cancel out differences between positions due to 
fatigue or familiarisation effects. 
   
Figure 7.1: Head positions in the second dataset (the first three are 
representative of both datasets). Note that the microphone was put into position 
after the photographs were taken. 
7.4 Annotation 
The annotation of the sound files was done manually with Praat (Boersma & 
Weenink, 2013). It consisted of marking the boundaries of each sound relevant to 
the measurement of formant frequencies, F0 and VOT. All annotated sounds were 
checked a second time to ensure consistency.  
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7.4.1 Vowels 
The placement of the vowel boundaries was determined following Fischer-
Jørgensen & Hutters (1981). Several measurement points are possible, such as the 
beginning of low frequency vibrations (with most energy in F0), the presence of 
the first formant, or of all formants. Fischer-Jørgensen & Hutters argue that the 
most stable point for segmentation is when the vowel is visibly present in the 
whole spectrum. In most cases, there is a clear discontinuity in the signal; 
however, for low vowels (/ɑ:/ in the present case) the vowel spectrum frequently 
builds up in stages. In several cases this segmentation method resulted in the 
exclusion of a large portion, especially, but not exclusively, from the beginning of 
the vowel. Perceptually this is heard as part of the vowel; however, the 
segmentation would be made much harder and would be less consistent. Fischer-
Jørgensen & Hutters show that there is a higher comparability between instances 
when the onset of the whole spectrum is used as delimitation. Similarly, the end of 
the vowel is reached when the formants are no longer fully visible. This 
segmentation method resulted in some very short vowels. However, it was chosen 
nevertheless for the aforementioned consistency reasons (see Figure 7.2. for an 
example annotation). 
 
Figure 7.2: Annotation of the example /pɑ:/ (subject 4, neutral head 
position): pv- and p0- mark the voiced and voiceless portions of the closure, 
respectively. p denotes the burst. Hyphens mean that there is at least another 
element following the current label. The labels pf or pf- were used to mark 
friction and the label pv was used for incomplete closures (not in this 
example). 
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7.4.2 VOT 
Measurements for VOT were made in a similar way to vowels, i.e. the closure 
period started where the end of the vowel had been determined. The burst was 
marked where there was a clear excitation visible, and the beginning of the vowel 
was again determined the same way as described in the previous section. 
However, it has to be noted that the account of VOT in this dissertation differs 
somewhat from the traditional descriptions in the literature. Here, the main 
determiner of VOT was taken to be the burst. Especially for voiced sounds this 
meant that any prevoicing that may be visible before the burst was defined to be 
part of the occlusion period. Therefore, what was actually measured was the 
duration of the phase between audible release of the plosive and the full spectrum 
onset of the following vowel. The latter definition of the vowel onset, whose 
details were described in the previous section, also disregarded any voicing that 
was not accompanied by all higher formants.  
The annotation of the occlusion phase of the plosive distinguished between 
complete closures, either voiced or voiceless, and incomplete closures. The latter 
were subject to friction either at the beginning or the end of the closure. While 
friction may be irrelevant for VOT measurements if it occurs at the beginning of 
the closure period, it distorts VOT values when it occurs towards the end, often 
replacing the burst. It was determined that a gradual opening does not constitute a 
reliable environment in which to measure VOT, thus these cases were marked and 
excluded from the analysis. Cases were also marked and excluded where friction 
would distort closure measurements. 
7.4.3 /l/ 
[l] was separated from adjacent vowels by its sudden drop in energy. Sometimes a 
fault line is visible at the same position in the signal that marks the movement of 
the tongue to or away from the alveolar ridge. An example measurement is shown 
in Figure 7.3. The boundaries between instances of [ɫ] and its adjacent vowels 
were not directly determined. Instead, a method employed by McDougall (2006) 
and McDougall & Nolan (2007) for measuring dynamic movement of formants 
was used. 11 markers were set throughout the sequence at equal intervals. This 
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created interval points at 0%, 10% etc. up to 100% of the sound. An example for a 
dynamic label is shown in Figure 7.4. Some instances of [ɫ] were in fact vocalised 
(i.e. with no contact between tongue tip and palate, as well as labialised 
articulation), which was judged auditorily. These were excluded from the 
analysis. 
 
Figure 7.3: Example for [l] (leaf in neutral head position, SP4, female). The 
loss of energy for [l] compared to its adjacent vowels [ə] and [i] is clearly 
visible. (Only the liquid was labelled, however, the whole word was 
annotated, to ease automatic extraction.)  
 
Figure 7.4: Example of dynamic labelling (V + [ɫ] in fill, neutral head 
position, SP4, female). Markers were set at 10% intervals throughout the 
sequence. In this example, the transition from the vowel to [ɫ] and the 
weakening of the third formant are nicely visible. Measurements for [ɹ] were 
done in the same fashion. 
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7.4.4  [ɹ] 
The boundary between [ɹ] and its adjacent vowels was difficult to determine as 
well, therefore sequential labelling similar to [ɫ] was employed. This resulted in 
setting 10% intervals through the sequence of [ɹ] and the following vowel for 
cluster contexts, and the [ɹ] including the preceding and succeeding vowel for no-
cluster contexts.  
7.5 Measurements 
A Praat script
13
 was written to process each sound file in order to extract F0 and 
formant frequency values at specific points delimited by the labelled boundaries 
for each sound (for vowels and [l]) or sequence (for [ɫ] and [ɹ]). For vowels and [l] 
this was a 50ms region in the exact centre of the sound (i.e. stretching 25ms in 
each direction from the centre). If the sound was shorter than 50ms, the region 
was cut down to 25ms, and if it was shorter than 25ms the whole sound was taken 
as basis for the measurements. The mean from this region was then taken. Many 
forensic experts measure formant frequency values in the centre of the vowel 
(Gold & French, 2011). However, I decided to take the mean of a portion instead 
of a point out of the centre of the sound in order to smooth out potential minor 
fluctuations. In the case of dynamic measurements, formant frequencies were 
initially measured at each interval point, for the whole sequence. The scope of [ɫ] 
and [ɹ] was determined using SPSS, which will be described in the respective 
analysis sections (chapters 7.6.5 and 7.6.6), as it was done separately from the 
annotation. 
Formant frequencies at each of these measurement points were calculated 
automatically by Praat. The settings for the algorithm were checked manually, 
especially with respect to determining the maximum formant for each subject. 
This was done by visually examining the spectrograms at different settings. The 
maximum formant was set at 5000Hz for males and 5500Hz for females, with 
some exceptions. For all speakers, Praat was set to calculate 5 formants, as this 
                                                             
13
 The script was based on an earlier version to extract annotated information that is matched to 
spectral information of the sound file. I would like to thank Dr Ingmar Steiner (Saarland 
University) for helpful input on Praat scripting. 
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gives more accurate values for the first four formants than when only 4 were 
calculated, again with some exceptions. Additionally, the script extracted duration 
values of closures, VOT, and vowels. 
For all extracted values, an outlier analysis using z-scores was performed to 
exclude extreme values resulting from flaws in the automated mechanism. In 
addition, during the process of determining the settings for the algorithm, sounds 
were marked as potentially being problematic for the Praat algorithm. Their 
values were checked manually to ensure the values had been extracted correctly.  
7.6 Results 
All analyses were done in SPSS (IBM Corp., 2012) using a repeated-measures 
design with Head Position as the main factor, including other interacting factors 
as mentioned. The analysis will not take into account differences between factors 
that show no interactions with Head Position. For example, F0 may differ between 
vowel contexts. Unless this impacts the effect of head position on F0 in the sense 
that the pattern of the change differs between vowel contexts, these differences 
will be disregarded. Due to the nature of the repeated-measures design, the three 
repetitions of each stimulus had to be combined into a mean value. However, 
testing the consistency across repetitions for each speaker, there were no 
significant differences between repetitions, therefore this method resulted in no 
loss of data. 
Each analysis consisted of two strands, one where the repeated-measures ANOVA 
included Sex as a factor to test for interactions between Head Position and Sex, 
and one where a repeated-measures ANOVA was performed for each sex 
separately. This second part was always carried out because even if there are no 
interactions between Head Position and Sex, there could still be differences 
between sexes regarding effect size. For example, if the pattern of the change 
between head positions is the same for both sexes, but stronger for males than for 
females, the interaction between Head Position and Sex would be not significant, 
but the results of the individual analyses for each sex would nevertheless be 
relevant. Similarly, every analysis was split by vowel or vowel context, except F0 
analysis. It was expected that because of large differences between vowels they 
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would behave differently, which was partly confirmed, as will be seen in the 
analysis. 
Only results shown to be statistically significant will be mentioned in the analysis, 
unless otherwise relevant. To avoid overuse of the term significance, results that 
were not significant will be treated as the marked case and specifically mentioned 
where necessary. 
Corrections and post-hoc tests 
Sphericity violations of the homogeneity of variances were corrected using ɛ as 
calculated by the Greenhouse-Geisser correction (these instances are marked with 
an asterisk in the following). Because this test is conservative (Field, 2011, pp. 
461) and may therefore lead to exclusion of potentially relevant values, the 
uncorrected p-values will be observed as well, and mentioned where the 
significance level differs between the corrected and uncorrected values. The 
Bonferroni post-hoc test was used following the claim that it is the most robust 
even in situations where sphericity is violated (Field, 2011, pp. 472).  
For brevity, the terms neutral, lowered, raised, left and right as used in the tables 
are abbreviated ne, lo, ra, le and ri, respectively. For contrasts in the first dataset, 
which only included three head positions, all instances were included in the table. 
The ΔHz values constitute the mean difference between the head positions in each 
contrast, as calculated by the repeated-measures ANOVA. Results that were not 
significant are presented with grey colouring. Where significance was almost 
reached or the result was interesting for another reason, this will be explained in 
the text, and the result itself in the table will use black colouring. 
Missing values 
Some files for subjects 11 and 13 of the second dataset turned out to have been 
subject to recording errors of a technical nature. This resulted in an electrical 
“hum” at around 50Hz. LPC-based formant tracking was not affected, but 
estimated frequencies were double-checked. Although the average F0 could be 
determined from the other files of subject 11 as 111Hz, the tracker did not provide 
F0 measurements for the affected files, which were recorded in raised head 
position and looking to the left. The tracker performed well for affected files of 
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subject 13, which was the one where they were looking to the right. Thus these 
values were checked for errors and ultimately included in the analysis. 
7.6.1 Vowels in isolation 
All speakers produced a slightly centralised [ɑ  ] except speaker 10, who uttered 
[a:]. However, the differing pronunciation is of minor interest, as within-speaker 
differences were assessed, and not between-speaker differences. Furthermore, 
there was no interaction between vowel quality and head position. /u / was 
fronted, as is the case in many young SSBE speakers (Hawkins & Midgley, 2005; 
Harrington, Kleber, & Reubold, 2011).  
7.6.1.1 /ɑ:/ 
Although there were no overall F1 differences, there was an almost significant 
interaction between Head Position and Sex (F(2,12) = 3.86, p = .051). F1 values 
for /ɑ:/ were lower in lowered head position for male speakers (Table 7.5, Figure 
7.5). Female speakers did not exhibit any differences. 
 
 
N Mean SD 
female 
neutral 9 812 133 
lowered 9 864 64 
raised 9 804 102 
male 
neutral 15 685 45 
lowered 15 652 39 
raised 15 685 24 
Table 7.4: Mean F1 (Hz) in /ɑ:/ 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 1.14 6.86 .27* n.s. .57     
female 2 4 1.01 n.s. .50     
male 2 8 4.89 p < .05 .80 
ne – lo 33.67 15.07 n.s. 
ne – ra .07 11.82 n.s. 
lo – ra -33.60 9.79 p = .079 
Table 7.5: Repeated-measures results for F1 in /ɑ:/ (* equal variances not 
assumed – corrected using Greenhouse-Geisser correction) 
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Figure 7.5: Mean F1 differences in /ɑ:/ (male speakers) 
None of the other formants showed differences between head positions, or 
interactions with Sex. 
7.6.1.2 /i:/ 
Similar to F1 differences in /ɑ:/ only being present for male speakers, here there 
were only differences in F2 between head positions. While the overall effect was 
not significant, the interaction between Head Position and Sex was (F(2,12) = 
14.74, p < .001). F2 was lower in lowered than in raised head position for male 
speakers (Table 7.7, Figure 7.6), while female speakers’ values did not show an 
effect. 
 
 
N Mean SD 
female 
neutral 9 3023 159 
lowered 9 3061 176 
raised 9 2988 202 
male 
neutral 15 2112 172 
lowered 15 2057 188 
raised 15 2169 157 
Table 7.6: Mean F2 (Hz) in /i:/ 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 2 12 .65 n.s. .86     
female 2 4 2.31 n.s. .51     
male 2 8 20.43 p < .001 .86 
ne – lo 55.34 16.28 p = .082 
ne – ra -56.90 15.20 p = .060 
lo – ra -112.25 20.72 p < .05 
Table 7.7: Repeated-measures results for F2 in /i:/ 
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Figure 7.6: Mean F2 differences in /i:/ (male speakers) 
F3 values did not differ between head positions. There was an interaction between 
Head Position and Sex (F(2,12) = 5.64, p < .05). Males’ values were lowest in 
lowered head position, while this pattern was reversed for female speakers. 
However, neither sex exhibited significant differences between head positions. 
There was no difference for F4 between head positions, and no interaction with 
Sex. 
7.6.1.3 /u:/ 
Most subjects uttered /u:/ as a central vowel or even more front, as is common 
especially among younger speakers of English (Hawkins & Midgley, 2005; 
Harrington et al. 2011). Since all instances of /u:/ behaved similarly, this was not 
deemed to be a major problem.  
 
 
N Mean SD 
female 
neutral 8 3095 330 
lowered 9 3204 427 
raised 9 3196 467 
male 
neutral 15 2227 266 
lowered 15 2141 176 
raised 15 2362 266 
Table 7.8: Mean F3 (Hz) in /u:/ 
df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
2 8 12.40 p < .01 .92 
ne – lo 85.94 48.08 n.s. 
ne – ra -134.68 37.26 p = .067 
lo – ra -220.62 47.80 p < .05 
Table 7.9: Repeated-measures results for F3 in /u:/ (male speakers) 
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Figure 7.7: Mean F3 differences in /u:/ (male speakers) 
F1, F2 and F4 did not differ significantly between head positions. Neither did F3 
for all speakers, however, F3 values in raised head position for male speakers 
were significantly higher than in lowered head position (Table 7.9, Figure 7.7). 
7.6.2 Vowels in natural sentence context 
Tunley (1999), West (1999) and Heid & Hawkins (2000) among others have 
found that vowels are susceptible to the properties of a following liquid. 
Frequencies of the second and third formant were significantly lower when [ɹ] 
was following as opposed to /l/ or /h/. This effect can stretch to up to 5 syllables 
before the liquid (Heid & Hawkins, 2000). To take this long-domain resonance 
effect into account, the factors liquid type and consonant cluster were included in 
the repeated-measures design. Every word (that, it, be, the) was analysed 
separately, as were the formants. 
7.6.2.1 that 
that was reduced in most cases and therefore behaved more like a central vowel. 
There were no differences in behaviour between head positions depending on 
whether it was reduced or not. Therefore, the analysis included all tokens.  
F1 differed between head positions for male speakers only. Values were 
significantly higher in lowered than in neutral head position (Table 7.11, Figure 
7.8). 
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N Mean SD 
female 
neutral 142 549 96 
lowered 140 524 68 
raised 142 527 133 
male 
neutral 169 461 79 
lowered 177 474 85 
raised 178 468 79 
Table 7.10: Mean F1 (Hz) in that 
df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
2 8 6.58 p < .05 .90 
ne – lo -17.30 3.95 p < .05 
ne – ra -10.98 5.06 n.s. 
lo – ra 6.32 5.36 n.s. 
Table 7.11: Repeated-measures results for F1 in that (male speakers) 
 
Figure 7.8: Mean F1 differences in that (male speakers) 
Other formant frequencies in that did not exhibit any differences between head 
positions. However, there was an interaction between Head Position and Liquid 
Type for male speakers’ F4 values (F(2,8) = 5.62, p < .05, ɛ = .98). In raised head 
position, F4 values that were followed by a word containing [ɹ] were much lower 
than when followed by [l] (Figure 7.9). 
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Figure 7.9: Interaction between Head Position and Liquid Type for F4 in that 
(male speakers) 
7.6.2.2 it 
F1 differences between head positions approached significance, with values in 
raised head position being the lowest (Table 7.13, Figure 7.10).  
However, post-hoc contrasts were not significantly different. 
 
 
F1  F3 
 
 
N Mean SD   N Mean SD 
female 
neutral 143 515 56  143 3202 222 
lowered 142 515 60  142 3180 209 
raised 144 498 86  144 3239 239 
male 
neutral 175 426 38  176 2490 192 
lowered 173 432 48  173 2448 165 
raised 168 411 31  168 2580 235 
Table 7.12: Mean F1 and F3 (Hz) in it 
df1 df2 F Sig. ɛ 
2 14 3.31 p = .066 .65 
Table 7.13: Repeated-measures results for F1 in it (all speakers) 
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Figure 7.10: Mean F1 differences in it (all speakers) 
F3 values differed between head positions, being highest in raised head position. 
However, this could mainly be found in male speakers, while for female speakers 
only the difference between lowered and raised head position approached 
significance (Table 7.14, Figure 7.11). 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 1.14 8.00 8.16* p < .05 .57 
ne – lo 30.66 16.27 n.s. 
ne – ra -65.55 20.33 p < .05 
lo – ra -96.21 33.14 p = .069 
female 2 6 .84 p < .05 .54 
ne – lo 22.45 24.60 n.s. 
ne – ra -35.51 41.28 n.s. 
lo – ra -57.96 61.69 p = .058 
male 2 8 15.47 p < .01 .58 
ne – lo 38.87 21.45 n.s. 
ne – ra -95.60 16.25 p < .05 
lo – ra -134.47 33.66 p < .05 
Table 7.14: Repeated-measures results for F3 in it (* equal variances not 
assumed – corrected using Greenhouse-Geisser correction) 
 
Figure 7.11: Mean F3 differences in it for female and male speakers 
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There were no interactions between Head Position and any other factor.  
7.6.2.3 be 
F1 values differed between head positions; however, individual contrasts were not 
significant (Table 7.16, Figure 7.12).  
 
 
N Mean SD 
female 
neutral 143 400 40 
lowered 144 414 41 
raised 144 401 38 
male 
neutral 179 321 35 
lowered 178 330 42 
raised 178 321 37 
Table 7.15: Mean F1 (Hz) in be 
df1 df2 F Sig. ɛ 
2 14 4.95 p < .05 .74 
Table 7.16: Repeated-measures results for F1 in be (all speakers) 
Overall, values in lowered head position were higher than in the other positions. 
There were no interactions between Head Position and any other factor. The other 
formants were not different between head positions and there were no interactions 
with other factors either. 
 
Figure 7.12: F1 differences in be (all speakers) 
7.6.2.4 the 
Formant frequencies in the were not different between head positions and there 
were no interactions with other factors. 
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7.6.3 Vowels in controlled sentence context 
Following from the weak results of the analysis of isolated vowels and vowels in 
natural sentence context, vowels were tested in a more controlled sentence 
environment. These vowels were part of the second dataset, which included two 
more head positions, turned to the left and the right. For these vowels, not all 
combinations of head positions that were calculated by the post-hoc tests were 
included in the tables, as that would mean nine combinations in each table, most 
of which would not be significant. However, because any deviation from the 
neutral head position was of highest interest, these were included in all tables. 
Where any other contrasts were significant, they were included as well. 
In addition to the complete analysis with all head positions, there were also two 
smaller strands that were carried out for each vowel. Raised and lowered head 
position are expected to behave in a much different way than looking to the left 
and to the right, with respect to a neutral head position. An effect could for 
example be the result of vertical head movement only, and its significance may 
only be brought out in separation from the horizontal movement. The results of 
these two additional analyses, neutral vs raised vs lowered head position, and 
neutral vs left vs right, will only be reported if they differ from the main effect. 
7.6.3.1 /ɑ:/ 
The first two as well as the fourth formant did not exhibit any differences between 
head positions, or interactions between Head Position and any other factor. 
  N Mean SD 
female 
neutral 378 2913 432 
lowered 378 2912 406 
raised 375 2988 423 
left 375 2937 433 
right 366 2927 404 
male 
neutral 269 2549 336 
lowered 269 2509 376 
raised 269 2594 327 
left 268 2595 342 
right 268 2593 379 
Table 7.17: Mean F3 (Hz) in /ɑ:/ 
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df1 df2 F Sig. ε Contrasts ΔHz SE Sig. 
2.18 21.78 4.74* p < .05 .54 
ne – lo 69.60 38.91 n.s. 
ne – ra -119.92 32.11 p < .05 
ne – le -60.63 29.12 n.s. 
ne – ri -110.27 55.00 n.s. 
lo – ra -189.52 60.59 n.s. 
Table 7.18: Repeated-measures results for F3 in /ɑ:/ (all speakers) (* equal 
variances not assumed – corrected using Greenhouse-Geisser correction) 
 
Figure 7.13: Mean F3 differences in /ɑ:/ (all speakers) 
F3 values, on the other hand, were higher in raised than in neutral head position 
(Table 7.18, Figure 7.13).  
There were no interactions between head position and any other factor. 
7.6.3.2 /i:/ 
For all speakers, only F1 values differed between head positions. There was a 
successive increase from neutral to lowered, raised and left head position, 
followed by a sudden drop in right head position (Table 7.19, Figure 7.14). 
However, this was not visible in the post-hoc contrasts. There were no interactions 
between Head Position and any other factor.  
df1 df2 F Sig. ε 
4 40 3.53 p < .05 .59 
Table 7.19: Repeated-measures results for F1 in /i:/ (all speakers) 
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Figure 7.14: Mean F1 differences in /i:/ (all speakers) 
When the analyses were split up by axis of change (i.e. vertical vs horizontal 
change), it was apparent that the effect of turning the head left or right was much 
stronger. The analysis including only those head positions was significant, while 
the one including only raised and lowered head positions was not (Table 7.20). 
However, here again the post-hoc tests were not significant. 
Analysis type df1 df2 F Sig. ε 
ne – le – ri 2 20 4.31 p < .05 .81 
ne – ra - lo 2 20 1.17 n.s. .89 
Table 7.20: Repeated-measures results for F1 in /i:/ were significant when 
comparing neutral, left and right head positions only. 
Differences in F3 between head positions were visible for female speakers only 
(Table 7.22). 
 N Mean SD 
neutral 252 3403 175 
lowered 252 3408 152 
raised 248 3424 196 
left 252 3415 196 
right 242 3332 224 
Table 7.21: Mean F3 (Hz) in /i:/ (female speakers) 
df1 df2 F Sig. ε Contrasts ΔHz Std. error Sig. 
4 24 4.95 p < .01 .56 
ne – lo -9.87 21.23 n.s. 
ne – ra -39.68 23.30 n.s. 
ne – le -17.91 33.88 n.s. 
ne – ri 97.07 21.69 p < .05 
ra – ri 136.74 34.62 p = .075 
Table 7.22: Results for F3 in /i:/ (female speakers) 
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None of the post-hoc contrasts were significant.  
 
Figure 7.15: Mean F3 differences in /i:/ (female speakers) 
In F3, values when looking to the right were lower than in neutral head position 
and only approached significance in contrast to those in raised head position 
(Figure 7.15). Thus, the contrast of the analysis across all head positions was only 
visible when analysing left and right head position with respect to neutral head 
position (F(2,12) = 5.88, p < .05, ε = .60). Results were not significant between 
neutral, raised and lowered head position. Overall, values when looking to the 
right were lower than in any other head position. 
7.6.3.3 /u:/ 
The analysis for all speakers revealed no differences between head positions for 
any formant. There were no interactions either. However, males’ F3 values 
differed between head positions. 
 N Mean SD 
neutral 179 2298 251 
lowered 180 2252 228 
raised 178 2345 304 
left 178 2285 274 
right 179 2276 288 
Table 7.23: Mean F3 (Hz) in /u:/ (male speakers) 
df1 df2 F Sig. ε 
4 16 4.51 p < .05 .40 
Table 7.24: Repeated-measures results for F3 in /u:/ (male speakers) 
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Figure 7.16: Mean F3 differences in /u:/ (male speakers) 
Values in raised head position were significantly higher than those in lowered 
head position, and still higher than those in neutral head position, while values 
when looking to the left and the right were not significantly different (Table 7.24, 
Figure 7.16). This reflected in the effect only being significant for the analysis 
including neutral, raised and lowered head position (F (2,8) = 13.40, p < .01, ε = 
.71). In this analysis, values in raised head position were significantly higher than 
in lowered head position. 
7.6.4 F0 
F0 was measured at the midpoint region (as described in Section 7.5) of each 
vowel of the controlled sentence dataset. As already mentioned at the beginning 
of the results section, F0 was not always measurable for subject 11, which meant 
that this speaker had to be left out of the repeated-measures analysis.  
  N Mean SD 
female 
neutral 752 199 39 
lowered 751 203 38 
raised 744 206 36 
left 748 203 41 
right 745 207 39 
male 
neutral 523 105 10 
lowered 534 109 14 
raised 418 108 14 
left 490 108 15 
right 529 107 12 
Table 7.25: Mean F0 (Hz) 
CHAPTER 7 – STUDY ON THE INFLUENCE OF HEAD POSITIONS ON THE ACOUSTIC SPEECH 
SIGNAL 
116 
 
Although F0 values were lowest in neutral head position and seemed to be 
consistently higher in all other positions, the effect was not significant (Table 
7.26, Figure 7.17). Analysis for each sex separately showed the same weak 
pattern. 
df1 df2 F Sig. ε 
4 36 .96 n.s. .58 
Table 7.26: Repeated-measures results for F0 (all speakers except subject 
11)  
 
Figure 7.17: Mean F0 differences (all speakers except subject 11) 
There were no interactions between Head Position and other factors. 
7.6.5 Interim summary - vowels 
The pattern of F1differences between head positions was similar for (male) that, it 
and be. Here, lowered head positions exhibited the highest F1 values. However, 
this contrasts with /ɑ:/ in isolation, where for male speakers values in lowered 
head position were the lowest. The third formant differences seemed to be the 
most consistent, although this effect was still not visible in all instances. In all 
significant instances F3 was higher in raised head position, and in many cases also 
lower in lowered head position, compared to neutral head position, but with less 
significance. F0 did not show any differences between head positions. 
7.6.6  [l] 
[l] is known to be susceptible to coarticulatory context (Bladon & Al-Bamerni, 
1975), thus the factors involved in the design were Head Position and Word, 
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because that way the influence of the following vowel could be assessed. Because 
the words between cluster conditions were too different to be matched up in the 
analysis, the cluster condition could not be included as a factor, but instead, each 
of the two conditions (cluster/no cluster) was assessed separately. 
The results, however, looked similar for both cluster onsets and no-cluster onsets. 
For both, only F3 results showed an effect, which approached significance. 
However, in cluster contexts a Greenhouse-Geisser correction had to be made, 
without which the difference would have been significant at the .05 level. F3 was 
highest in raised head position, and lowest in lowered head position. For both 
cluster contexts taken together, the contrast between lowered and raised head 
position seemed to be the largest, although it was not significant. This was due to 
a very high error rate, thus making the contrast between neutral and raised head 
position the only significant one. None of the separate cluster contexts exhibited 
any significant individual contrasts; however, the pattern was always the same 
(Table 7.28). Figure 7.18 thus shows F3 differences for all contexts. 
 
 
N Mean SD 
female 
neutral 66 3184 307 
lowered 70 3063 324 
raised 72 3255 291 
male 
neutral 89 2518 293 
lowered 88 2500 217 
raised 89 2604 294 
Table 7.27: Mean F3 (Hz) in [l] 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
both cluster 
contexts 
1.11 7.75 5.31* p < .05 .55 
ne – lo 73.39 47.35 n.s. 
ne – ra -79.67 21.75 p < .05 
lo – ra -153.06 62.53 n.s. 
cluster 1.15 8.08 4.53* p = .062 .58     
no cluster 2 14 3.48 p = .059 .71     
Table 7.28: Repeated-measures results for F3 in [l] (all speakers) (* equal 
variances not assumed – corrected using Greenhouse-Geisser correction) 
Although there were no interactions between Head Position and any other factor, 
there were differences in the size of the effect. The dataset was split by sex and 
again assessed separately for each cluster. Male speakers’ values in cluster 
contexts seemed to carry the overall effect, exhibiting the only significant 
differences (F(2,8) = 6.44, p < .05, ɛ = .98). 
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Figure 7.18: Mean F3 differences for [l] (all speakers, all contexts) 
7.6.7  [ɫ] 
To recapitulate the measurement method for [ɫ], 11 markers were put at 
equidistant intervals throughout the sequence V + [ɫ] at 10% intervals. It was 
difficult to separate the vowel and the liquid, thus the values from all intervals 
were fed into SPSS. A line graph was created for each vowel to assess the average 
formant movement throughout the sequence. This graph showed an average of the 
sequential movements of all tokens for each word (Figure 7.19 shows the graph 
for fill as an example).  
 
Fig. 7.19: Line graph for fill to visualise formant movement through the 
sequence V + [ɫ] 
This method of visual examination of average movements was chosen over 
inspection of individual spectrograms, because this way all tokens could be 
combined simultaneously. The liquid was the last element in the sequence, but 
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from the graphs it became clear that the last two interval points were distorted by 
coarticulatory movement towards the closure of the following stop. The interval at 
70% was found to best represent the formant values in the liquid. Previous 
transitions were completed at that point and movement towards the closure had 
not started yet. Therefore the effect of head position was tested using these values. 
Only F3 values differed between head positions, and only for words with high 
front vowels (feel and fill, the latter only approaching significance, Table 7.30). In 
both cases, values in lowered head position were lower than in the other two head 
positions.  
 
 
N Mean SD 
female 
neutral 24 3414 288 
lowered 24 3337 260 
raised 23 3619 170 
male 
neutral 30 2581 320 
lowered 30 2478 283 
raised 30 2548 197 
Table 7.29: Mean F3 (Hz) for [ɫ] in feel and fill 
The contrast between neutral and lowered head position was significant, and the 
contrast between lowered and raised head position approached significance for 
feel. 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
feel 1.09 7.66 6.47* p < .05 .55 
ne – lo 112.14 17.02 p < .001 
ne – ra -91.06 68.40 n.s. 
lo – ra -203.19 68.16 p = .061 
fill 2 14 3.54 p = .057 .93     
Table 7.30: Repeated-measures results for F3 in [ɫ] in feel and fill (all 
speakers) (* equal variances not assumed – corrected using Greenhouse-
Geisser correction) 
The picture differed slightly when looking at females and males separately. For 
both words, the overall effect was only visible in females’ values, but with none of 
the individual contrasts being significant. Only the contrast between neutral and 
lowered head position in feel approached significance (Tables 7.31 and 7.32). 
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 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
females 2 6 4.49 p = .064 .52 
ne – lo 104.30 24.13 p = .068 
ne – ra -196.59 131.14 n.s. 
lo – ra -300.89 115.77 n.s. 
males 2 8 2.30 n.s. .54     
Table 7.31: Repeated-measures results for F3 in [ɫ] in feel 
 df1 df2 F Sig. ɛ 
females 2 6 6.22 p < .05 .87 
males 2 8 .63 n.s. .69 
Table 7.32: Repeated-measures results for F3 in [ɫ] in fill 
 
Figure 7.20: Mean F3 differences for [ɫ] in feel (female speakers) 
Figure 7.20 shows differences in feel for female speakers as an exemplar, the 
pattern of which is representative for feel and fill alike. 
7.6.8  [ɹ] 
Dynamic measurements had been made throughout the sequence [ɹ] + Vowel; 
however, most of this sequence was thought to represent the vowel only and thus 
to be irrelevant for the analysis. In cluster contexts, [ɹ] stood at the beginning of 
each sequence, therefore line graphs were created to check whether there were 
coarticulatory influences from the preceding consonant (Figure 7.21). There were 
none visible, therefore the interval at 0% of the sequences was deemed to 
represent [ɹ].  
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Figure 7.21: Line graph across all sequences to visualise formant movement 
through the sequence [ɹ] + V. 
Where [ɹ] stood word-initially without consonant cluster, it was possible to 
identify the low point of F2 in each instance within the steady-state portion of the 
liquid and use those values for the analysis. Factors used in the analysis of [ɹ] 
were Head Position and Word, similar to [l].  
There were no differences between head positions for [ɹ], and no interactions with 
other factors either. Looking into detail for each sex, there were some weak 
effects for male speakers when [ɹ] was embedded in a consonant cluster. This was 
visible for F1 and F3 only; however, only in the overall F-values, while the 
individual contrasts between head positions were not significant (Table 7.34). 
 
 
F1  F3 
 
 
N Mean SD  N Mean SD 
female 
neutral 71 495 237  71 2776 513 
lowered 72 511 217  72 2799 674 
raised 72 505 247  73 2792 554 
male 
neutral 88 420 128  87 1992 330 
lowered 90 395 113  90 2070 270 
raised 90 410 126  89 2081 354 
Table 7.33: Mean F1 and F3 (Hz) in [ɹ] 
 df1 df2 F Sig. ɛ 
F1 2 8 4.46 p < .05 .61 
F3 2 8 3.59 p = .077 .84 
Table 7.34: Repeated-measures results for F1 and F3 in [ɹ] (male speakers, 
cluster context) 
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For F1, values in lowered head position were the lowest, while for F3 values in 
raised head position were the highest (Figure 7.22). 
 
Figure 7.22: Mean F1 and F3 differences for [ɹ] in cluster contexts (male 
speakers) 
7.6.9 Interim summary – Liquids 
Head position changes had a weak effect on F3 in [l] and [ɫ], causing it to be 
higher in raised and lower in lowered than in neutral head position. This was 
mostly visible for male speakers when [l] was part of a consonant cluster. For [ɫ], 
F3 differed only for female speakers. [ɹ] did not exhibit a large effect of head 
position on the speech signal. Only F1 in consonant cluster context, and only for 
male speakers, showed significant F-values, and F3 in the same context only 
approached significance. However, they showed a similar pattern to the other 
sounds of the analysis. 
7.6.10 VOT 
To assess potential interactions of head position differences with place of 
articulation, voicing and vowel quality, the factors used in the analysis were 
- Head Position (neutral, lowered, raised, left, right) 
- Voicing (voiced, voiceless) 
- Consonant Context (bilabial, alveolar, velar) 
- Vowel Quality (/ɑ:/, /i:/, /u:/) 
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It has to be noted that not all tokens could be included in the analysis. Where 
friction was present, it was taken to indicate an incomplete closure period of the 
consonant (see section 7.4 for an account on annotation). Unfortunately, this 
resulted in missing values especially in the second syllable. Due to the nature of 
the repeated-measures ANOVA the analysis for the second syllable could not be 
carried out, while the first syllable was barely accepted by SPSS: For closure 
measurements of the first syllable only 6 female and 3 male speakers contained 
enough values to be included in the analysis, while for VOT 7 female and 3 male 
speakers were valid. There were no excluded cases for vowel durations. 
VOT differences between voiced and voiceless consonants, different places of 
articulation and the following vowel behaved as expected from the literature (for 
example Docherty, 1992:pp.23)
14
:  
- VOT values were significantly shorter in voiced contexts; 
- Bilabial consonants exhibited the shortest values, with a large gap 
between them and alveolar and velar consonants, the latter having the 
longest VOT; 
- VOT was shortest when /ɑ:/ was following, and roughly equally long 
durations were measured when /i:/ and /u:/ were following. The similarity 
of durations for plosives before /i:/ and /u:/ in contrast to shorter VOT 
before /ɑ:/ is in accordance with findings that VOT is longer before tense 
vowels than before lax vowels. The measurements also correlate with the 
fronted quality of most instances of /u:/. 
VOT values did not differ between head positions (Table 7.35). There were no 
interactions between Head Position and other factors of the analysis. In order to 
test whether any other quantitative measurements were affected by head positions, 
durations of the closure period and the vowel were measured.  
 
 
                                                             
14
 Cho & Ladefoged (1999) argue that many determining factors of VOT are not universal but 
language-specific. However, this is not of relevance to the present study, in which only British 
English is assessed. Similarly, the phonetic reality of the distinction between tense and lax vowels 
is questioned in Docherty (1992), but again, for the purpose of this study, /i:/ and /u:/ can be seen 
as involving more muscular tension than /ɑ:/. 
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 df1 df2 F Sig. ε 
VOT 4 32 1.27 n.s. .59 
Closure 4 28 .49 n.s. .73 
Vowel 4 40 1.99 n.s. .67 
Table 7.35: Results for VOT and duration of closure period and vowel in the 
first syllable (post-hoc contrasts were left out because of their miniscule 
nature) 
Neither analysis showed significant results, which indicates that articulation rate 
did not change either (Table 7.35). A complete analysis of articulation rate would 
however be problematic, as the dataset was highly controlled and did not reflect 
natural speech. It can nevertheless be said that segment durations were not 
affected by head position changes. 
7.7 Within-speaker analysis summary 
F1 showed differences for /ɑ:/ and /i:/, while among liquids, it only differed 
between head positions for [ɹ], and even here only marginally. The F1 pattern in 
male speakers’ that and be, showing higher values in raised than in neutral head 
position, contrasted with the one for /ɑ:/ in isolation, where the values in raised 
head position were lowest.  
F2 and F4 showed very sporadic results for vowels, but none whatsoever for 
liquids. 
Often, only one of the sexes exhibited the differences, and they were overall very 
sporadic or not present at all for the formants, F0 or VOT. 
The formant exhibiting the most consistent differences between head positions 
was F3. In most cases, F3 values were highest in raised and lowest in lowered 
head position. This could be shown for /a:/ in controlled sentence contexts, /i:/ in 
the word it, /u:/ in all contexts, as well as for both forms of /l/. In some of these 
cases, values in neutral head position were similar to either those in lowered or 
raised head position, but most often they ranged somewhere between the two. The 
pattern for [ɹ] and /i:/ in controlled sentence contexts differed slightly in that 
values in neutral head position were the lowest, all others being similar. 
In conclusion, there were only sporadic and seemingly random effects of head 
position on the speech signal. A general discussion of the impact these results 
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have in the wider context of Forensic Speaker Comparison will be provided in 
chapter 10. There, the results of all experimental chapters will be compared to 
form a coherent account of the influence of head position and body orientation on 
the acoustic speech signal. Although the differences between head positions were 
shown to be small in the present chapter, this does not mean that changes in 
anatomical setup in general cannot have any effect on the speech signal.  
The study in Chapter 8 will thus focus on a change in anatomy of a greater 
magnitude, investigating the influence of body orientations. To decrease any 
random effects that stem from the selection of stimuli, it will address 
coarticulatory influences to a greater extent, and focus on liquids, without losing 
track of vowel measurements. Despite the lack of results for vowels in a 
controlled sentence context, the need for coarticulatory control makes it necessary 
to use these stimuli again.  
A large amount of between-speaker variation was found in the dataset. The 
following section will discuss briefly whether it was possible to categorise 
speakers according to their differing head position patterns. 
7.8 Summary tables 
Results are given... 
- ... for all investigated sounds on the highest level (i.e. all speakers), 
whether significant or not. 
- ... for all sublevels, only when they are significant (e.g. results for 
particular genders only when at least one of them is significant). 
- ... for cases where the counterpart is significant, for comparison (e.g. when 
male differences are not significant, but female differences are, the results 
for the male ANOVA are given as well). 
- ... for post-hoc contrasts, when the results of the main ANOVA are 
significant. 
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7.8.1 Head positions 
7.8.1.1 F0 
 df1 df2 F Sig. ε 
all speakers 4 36 .96 n.s. .58 
Table 7.36: F0 results summary for head positions 
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7.8.1.2 F1 
   df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
Sust. /ɑ:/ 
 all speakers 1.14 6.86 .27* n.s. .57     
 female 2 4 1.01 n.s. .50     
 male 2 8 4.89 p < .05 .80 
ne – lo 33.67 15.07 n.s. 
ne – ra .07 11.82 n.s. 
lo – ra -33.60 9.79 p = .079 
sust. /i:/  all speakers 1.07 6.41 .04* n.s. .53     
sust. /u:/  all speakers 2 12 .56 n.s. .72     
that 
 all speakers 2 14 .14 n.s. .72     
 female 2 6 .53 n.s. .71     
 
male 
2 8 6.58 p < .05 .90 
ne – lo -17.30 3.95 p < .05 
 ne – ra -10.98 5.06 n.s. 
 lo – ra 6.32 5.36 n.s. 
it  
all speakers 
2 14 3.31 p = .066 .65 
ne – lo -3.75 5.04 n.s. 
 ne – ra 16.13 8.15 n.s. 
 lo – ra 19.87 10.50 n.s. 
be  
all speakers 
2 14 4.95 p < .05 .74 
ne – lo -12.33 5.23 n.s. 
 ne – ra -.38 2.87 n.s. 
 lo – ra 11.95 4.90 n.s. 
the  all speakers 1.21 8.45 .39* n.s. .60     
cont. /ɑ:/  all speakers 1.14 6.86 .27* n.s. .57     
cont. /i:/  
all speakers 
4 40 3.53 p < .05 .59 
ne – lo -4.93 4.07 n.s. 
 ne – ra -7.11 5.50 n.s. 
 ne – le -12.91 5.43 n.s. 
 ne – ri 9.26 8.38 n.s. 
cont. /u:/  all speakers 4 40 1.30 n.s. .71     
[l]  all speakers 2 14 .36 n.s. .94     
[ɫ] 
feel all speakers 2 14 1.48 n.s. .72     
fill all speakers 2 14 .23 n.s. .95     
fell all speakers 2 14 .70 n.s. .98     
fall all speakers 2 14 .55 n.s. .79     
fool all speakers 2 14 .12 n.s. .69     
full all speakers 2 14 1.63 n.s. .97     
[ɹ] cluster male 2 8 4.46 p < .05 .61 
ne – lo 25.97 11.23 n.s. 
ne – ra 11.40 8.99 n.s. 
lo – ra -14.57 4.59 n.s. 
Table 7.37: F1 results summary for head positions 
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7.8.1.3 F2 
   df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
sust. /ɑ:/  all speakers 2 12 .10 n.s. .91     
sust. /i:/ 
 all speakers 2 12 .65 n.s. .86     
 female 2 4 2.31 n.s. .51     
 
male 2 8 20.43 p < .001 .86 
ne – lo 55.34 16.28 p = .082 
ne – ra -56.90 15.20 p = .060 
lo – ra -112.25 20.72 p < .05 
sust. /u:/  all speakers 2 12 1.94 n.s. .77     
that  all speakers 2 14 .58 n.s. .71     
it  all speakers 2 14 .23 n.s. .97     
be  all speakers 2 14 2.50 n.s. .77     
the  all speakers 2 14 1.41 n.s. .68     
cont. /ɑ:/  all speakers 2.06 20.64 .36* n.s. .52     
cont. /i:/  all speakers 4 40 1.27 n.s. .57     
cont. /u:/  all speakers 4 40 1.15 n.s. .68     
[l]  all speakers 2 14 2.53 n.s. .83     
[ɫ] 
feel all speakers 2 14 .74 n.s. .62     
fill all speakers 2 14 .74 n.s. .89     
fell all speakers 1.08 7.56 .30* n.s. .54     
fall all speakers 2 14 2.03 n.s. .82     
fool all speakers 1.18 8.24 .65* n.s. .59     
full all speakers 2 14 .63 n.s. .62     
[ɹ]  all speakers 2 14 .11 n.s. .65     
Table 7.38: F2 results summary for head positions 
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7.8.1.4 F3: Vowels 
  df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
sust. /ɑ:/ 
all  
speakers 
2 12 2.94 n.s. .60     
sust. /i:/ 
all  
speakers 
2 12 .55 n.s. .92     
sust. /u:/ 
all  
speakers 
2 12 1.20 n.s. .62     
female 2 4 .10 n.s. .55     
male 2 8 12.40 p < .01 .92 
ne – lo 85.94 48.08 n.s. 
ne – ra -134.68 37.26 p = .067 
lo – ra -220.62 47.80 p < .05 
that 
all  
speakers 
2 14 .38 n.s. .98     
it 
all  
speakers 
1.14 8.00 8.16* p < .05 .57 
ne – lo 30.66 16.27 n.s. 
ne – ra -65.55 20.33 p < .05 
lo – ra -96.21 33.14 p = .069 
female 2 6 .84 p < .05 .54 
ne – lo 22.45 24.60 n.s. 
ne – ra -35.51 41.28 n.s. 
lo – ra -57.96 61.69 p = .058 
male 2 8 15.47 p < .01 .58 
ne – lo 38.87 21.45 n.s. 
ne – ra -95.60 16.25 p < .05 
lo – ra -134.47 33.66 p < .05 
be 
all  
speakers 
2 14 1.92 n.s. .82     
the 
all  
speakers 
2 14 2.29 n.s. .71     
Table 7.39: F3 results summary for head positions, first dataset: sustained 
vowels and vowels in natural context 
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  df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
/ɑ:/ 
all  
speakers 
2.18 21.78 4.74* p < .05 .54 
ne – lo 69.60 38.91 n.s. 
ne – ra -119.92 32.11 p < .05 
ne – le -60.63 29.12 n.s. 
ne – ri -110.27 55.00 n.s. 
lo – ra -189.52 60.59 n.s. 
female 4 24 2.30 n.s. .49     
male 4 16 4.14 p < .05 .50 
ne – lo 114.65 63.23 n.s. 
ne – ra -87.16 29.59 n.s. 
ne – le -118.98 19.99 p < .05 
ne – ri -120.07 85.80 n.s. 
 /i:/ 
all  
speakers 
1.81 18.09 .72* n.s. .45     
female 4 24 4.95 p < .01 .56 
ne – lo -9.87 21.23 n.s. 
ne – ra -39.68 23.30 n.s. 
ne – le -17.91 33.88 n.s. 
ne – ri 97.07 21.69 p < .05 
ra – ri 136.74 34.62 p = .075 
male 4 16 .22 n.s. .30     
 /u:/ 
all  
speakers 
4 40 1.60 n.s. .60     
female 4 24 .41 n.s. .57     
male 4 16 4.51 p < .05 .40 
ne – lo 50.69 15.32 n.s. 
ne – ra -60.65 20.33 n.s. 
ne – le 1.21 30.98 n.s. 
ne – ri 15.67 15.04 n.s. 
Table 7.40: F3 results summary for head positions, second dataset: vowels in 
controlled context 
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7.8.1.5 F3: Liquids 
    df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
[l] 
 
all 
contexts 
all 
speakers 
1.11 7.75 5.31* p < .05 .55 
ne – lo 73.39 47.35 n.s. 
 ne – ra -79.67 21.75 p < .05 
 lo – ra -153.06 62.53 n.s. 
 
cluster 
all 
speakers 
1.15 8.08 4.53* p = .062 .58 
ne – lo 82.60 52.40 n.s. 
 ne – ra -116.42 48.07 n.s. 
 lo – ra -199.02 90.44 n.s. 
 
no  
cluster 
all 
speakers 
2 14 3.48 p = .059 .71 
ne – lo 64.17 44.31 n.s. 
 ne – ra -42.93 25.32 n.s. 
 lo – ra -107.09 48.99 n.s. 
[ɫ] 
 
 
all 
speakers 
1.09 7.66 6.47* p < .05 .55 
ne – lo 112.14 17.02 p < .001 
 ne – ra -91.06 68.40 n.s. 
 lo – ra -203.19 68.16 p = .061 
feel 
female 2 6 4.49 p = .064 .52 
ne – lo 104.30 24.13 p = .068 
 ne – ra -196.59 131.14 n.s. 
 lo – ra -300.89 115.77 n.s. 
 male 2 8 2.30 n.s. .54     
 
 
all  
speakers 
2 14 3.54 p = .057 .93 
ne – lo 68.50 48.08 n.s. 
 ne – ra -79.99 60.66 n.s. 
 lo – ra -148.48 58.03 n.s. 
fill 
female 2 6 6.22 p < .05 .87 
ne – lo 51.04 91.66 n.s. 
 ne – ra -211.05 66.03 n.s. 
 lo – ra -262.09 76.47 n.s. 
 male 2 8 .63 n.s. .69     
fell  
all  
speakers 
1.11 7.75 1.42* n.s. .55     
fall  
all  
speakers 
2 14 .54 n.s. .71     
fool  
all  
speakers 
2 14 1.60 n.s. .62     
full  
all  
speakers 
2 14 2.58 n.s. .70     
[ɹ] 
 
cluster male 2 8 3.59 p = .077 .84 
ne – lo    
 ne – ra    
 lo – ra    
Table 7.41: F3 results summary for head positions, liquids 
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7.8.1.6 VOT 
 df1 df2 F Sig. ε 
VOT 4 32 1.27 n.s. .59 
Closure 4 28 .49 n.s. .73 
Vowel 4 40 1.99 n.s. .67 
Table 7.42: VOT results summary for head positions 
7.9 Between-speaker variation 
There is not much literature on differences arising from head position changes. 
However, compensation strategies such as those described for body orientations in 
Chapter 4 are expected for head turning as well. Compensation would however 
not aim to compensate for gravitational pull, but mainly for compression and 
stretching of the vocal tract tissue along different dimensions. It is impossible to 
assess the exact mechanisms that are employed by speakers using acoustic data 
alone. However, I will attempt to describe differences in behaviour between 
speakers, reflecting in different patterns of how head positions influence formant 
frequencies.  
The focus of the following analysis was on the vowels in controlled context as 
spoken by 12 subjects. Repeated-measures designs as carried out throughout this 
chapter require a minimum of 5 cases per variable, because one speaker is 
represented by only one line. Consequently, to carry out separate analyses for 
each speaker, a Oneway-ANOVA with Head Position as the independent variable 
had to be used. However, this analysis cannot take coarticulatory context into 
account. Therefore, the results should be taken with caution.  
With all coarticulatory factors taken into account in the analysis, almost no 
speaker fully compensated for head position changes, a result that was apparent 
for all formants. This stands in stark contrast to the results presented earlier that 
F3 exhibits differences between head positions, while the other formants do not, 
which would indicate some form of compensation. F3 indeed showed the most 
consistent patterns across speakers, in most cases exhibiting the lowest values for 
lowered and the highest for raised head positions, which is consistent with the 
within-speaker analysis in Section 7.6.3.2. 
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For the other three formants it was the patterning of formant values between head 
positions that differed between speakers, which are therefore likely to have 
cancelled out any overall valid effect. There seem to be no clear groups into which 
several speakers whose behaviour is similar can be placed at once, simply because 
speakers differ too much. It is possible that too many influencing factors play a 
role (for example the coarticulatory context which had to be excluded, but has 
shown to cause some interactions earlier in this chapter), and the acoustic analysis 
alone was not able to disentangle these factors. Chapter 10 will address how 
future research can structurally resolve this problem by adding measurements 
within the vocal tract and thus making it possible to juxtapose 
articulatory/physiological and acoustic measurements to detect patterns. 
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Chapter 8 
Study on the influence of body orientations on 
the acoustic speech signal 
Large parts of the methodology used to assess the influence of body orientations 
on the speech signal were based on the first experiment on head positions. The 
following section will repeat, for convenience, the main points of the 
methodology used in Chapter 2, and draw attention to new aspects.  
8.1 Subjects 
A total of 31 native speakers of English were recorded, 24 of whom were 
analysed. Of those, 12 were male, 12 female. They were all between 18 and 30 
years old (mean 22.13), grew up in the South-East of England and spoke with an 
SSBE pronunciation. None had any known neck or back problems, or had been 
diagnosed with speech or hearing problems in the past. The remaining 7 subjects 
either did not fit the SSBE accent profile, or exhibited speech properties that 
resulted in one of the target sounds differing from their expected realisation, most 
notably the usage of a labial or labiodental realisation of [ɹ], and [ɫ] instead of [l] 
in prevocalic contexts. To be able to compare all target sounds for all speakers, 
these speakers were excluded from the analysis. 
8.2 Stimuli 
As in the experiment concerning head positions, the stimuli were embedded in 
highly controlled carrier sentences. The aim was to measure F0 and formant 
frequencies in suitable sounds. The sounds used were again vowels and liquids, as 
well as glides. Vowels/glides and liquids were embedded in different kinds of 
carrier sentences. No isolated vowels were recorded this time. 
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8.2.1 Vowels and glides 
To assess vowels, the same carrier sentence as in the experiment on head positions 
was used, i.e. “Say CVCV please” (e.g. “Say dada please”, see Table 8.1). 
Subjects who uttered /dʒi:dʒi:/ instead of /gi:gi:/ were corrected. Again, this set 
was used for F0 measurements, as well as for glides. 
Say ... please. 
 /ɑ:/ /i:/ /u:/ 
/p/ papa peepee poopoo 
/b/ baba beebee booboo 
/t/ tata teetee tootoo 
/d/ dada deedee doodoo 
/k/ kaka keekee kookoo 
/g/ gaga geegee googoo 
Table 8.1: List of words used in the second dataset. Every plosive was 
matched with each vowel, resulting in a total of 18 stimuli. 
For the latter, the embedded sequence had the format /ɑ/ + glide + /ɑ/ (“Say aja 
please/Say awa please”). The scope of a glide depends on the adjacent vowel. 
Generally, glides tend to be shorter when their corresponding vowel (/i/ for /j/ and 
/u/ for /w/, cf. Chapter 6) precedes or follows (Martinez-Celdran, 2004). In 
addition, due to their similarity, segmentation would have been difficult. Thus, /ɑ/ 
was chosen for comparability, as it corresponds to neither of the glides
15
. 
8.2.2 Liquids 
Using the results from the head position pilot study as a reference, where liquids 
embedded in consonant clusters showed the largest effect, the stimuli for the 
present experiment only included this stimulus type. The previous dataset did not 
control very closely for coarticulatory influences. Thus in the new dataset, the 
consonant to accompany the liquid in the cluster was chosen to be /f/ in all cases, 
as there is no tongue movement involved. Similarly, to avoid different vowels 
colouring /l/ in different ways, the preceding vowel was chosen to be a neutral 
schwa, which was chosen to be measured and analysed as well. For the vowels 
                                                             
15
 The nature of the correspondence is debated in phonology as to whether the underlying sound is 
a vowel or a glide. However, for the purpose of the present study it is only relevant that both glide 
and corresponding vowel are phonetically similar. 
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following the liquid the following vowels were chosen: /a/, /i:/ and /u:/. To further 
control for coarticulatory context, the same consonant, /t/, was added after every 
vowel in the critical word, which in one case created a non-word. Stimuli thus 
were of the following pattern: “This is a /f/ + Liquid + Vowel + /t/” (for example 
“This is a fruit.” All words are listed in Table 8.2).  
Stimuli containing [ɫ] did not differ much from the sentences previously used. To 
make the overall recordings shorter for the participants, superfluous material was 
cut off to create the carrier sentence “It’s /f/ + Vowel + [ɫ] time”. Preceding the 
liquid were the same vowels as in the second dataset of the head position 
recordings (the full list of stimuli can be found in Table 8.3). 
This is a ... 
/a/ flat - frat 
/i:/ fleet – freet 
/u:/ flute – fruit 
Table 8.2: List of words used to assess [l] and [ɹ]. 
It’s ... time. 
/i:/ feel 
/ɪ/ fill 
/ɛ/ fell 
/ɔ:/ fall 
/u:/ fool 
/ʊ/ full 
Table 8.3: List of words used to assess [ɫ]. Vowels preceding the liquid range 
from different ends of the quadrilateral. 
8.3 Experimental procedure 
Each subject was asked to take on three different body orientations during the 
course of the recordings: The two experimental conditions, lying down in supine 
and prone orientation, as well as a neutral sitting position as control condition. 
Recordings were made in a sound insulated booth, using a Sennheiser MKH 40 
P48 condenser microphone with a muffler and a Marantz PMD670 Portable Solid 
State Recorder, which saved each file in .wav format straight onto a 
CompactFlash memory card. The files were recorded mono through an XLR cable 
and had an audio sample resolution of 16 bit and a sampling rate of 44 kHz. 
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For both supine and prone condition, subjects lay on a table, cushioned with 
blankets. For the supine condition, they had a pillow to support and stabilise their 
neck, for additional comfort and to discourage unnecessary movement (see Figure 
8.1). For the prone condition their forehead rested on a flat foam cushion for 
comfort, while a gap was left between the two tables their forehead and body 
rested on, respectively. This gap was large enough to allow their jaw to move 
freely, but small enough to be reasonably comfortable.  
 
Figure 8.1: Setup for the recording of speech in prone (left) and supine 
(right) body orientation. 
The microphone was placed at a target distance of 5 cm to the side of their mouths 
in each condition, to aid the muffler in reducing any unwanted noise to a 
minimum and at the same time preventing high energy peaks in the signal from 
bilabial sounds. For the same reason subjects were asked to move as little as 
possible, and if it was absolutely necessary, to do so between sentences. Subjects 
were generally successful in remaining still, thus the distance to the microphone 
remained largely constant. The presentation was run on a laptop which was placed 
outside the acoustically insulated booth, but controlled by the subject using a 
wireless presenter device. For the supine condition, a projector was placed outside 
as well to project the laptop presentation onto a diagonally placed mirror inside 
the booth, which then diverted the image to the ceiling, from where the subjects 
could easily read it. The text orientation within the presentation had to be adapted 
to compensate for the mirroring. The outside location of both laptop and projector 
reduced noise to a minimum. For the prone condition, a computer screen without 
base was laid flat on the floor, and for the neutral condition, another screen was 
placed on a table. As with the previous experiments, the subjects read the stimuli 
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from a PowerPoint presentation, at a self-controlled speed. The slides were 
randomised and contained one sentence each. The whole presentation contained 
three repetitions of each stimulus, except for the glides, which were presented five 
times each. Thus the presentation ran for approximately 5 minutes, depending on 
the subjects’ reading speed and speaking rate.  
8.4 Annotation 
Annotation was done manually using Praat (Boersma & Weenink, 2013) in the 
same way as in the head position dataset. It thus consisted of marking the 
boundaries of each sound relevant to the measurement of formant frequencies. 
Again, all sounds were checked a second time to ensure consistency.  
8.4.1 Vowels 
Following Fischer-Jørgensen & Hutters (1981), the beginning of the vowel was 
determined to be where energy was visibly present in the whole spectrum, and its 
end where this ceases to be the case (for a more detailed account, see Section 7.4).  
8.4.2 Liquids 
[l] was separated from adjacent vowels by its sudden drop in energy. Sometimes a 
fault line was visible at the point in the signal that marks the movement of the 
tongue to or away from the alveolar ridge.  
For [ɫ], [ɹ] and glides, McDougall’s method for measuring formant dynamics was 
used again (McDougall, 2006, McDougall & Nolan, 2007). 11 markers were set 
throughout the sequence Vowel + [ɫ], [ɹ] + Vowel and Vowel + glide + Vowel at 
equidistant intervals, ranging from 0% to 100% (see Figure 8.2). 
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Figure 8.2: Example of dynamic labelling (V + [ɫ] in fill, neutral position, 
SP7, male). Markers were set at 10% intervals throughout the sequence. In 
this example, the transition from the vowel to [ɫ] and the weakening of the 
third formant are clearly visible. Measurements for [ɹ], /w/ and /j/ were done 
in the same fashion. 
8.5 Measurements 
The Praat script used previously processed each sound file to extract F0 and 
frequency values for the first four formants at specific points delimited by the 
labelled boundaries for each sound. For vowels (both full vowels and schwa) and 
[l] the mean of a 50ms region in the exact centre of the sound was taken (i.e. 
stretching 25ms in each direction from the centre). If the sound was shorter than 
50ms, the region was cut down to 25ms, and if it was shorter than 25ms the whole 
sound was taken as the basis for the measurements. The mean from this region 
was then taken. In the case of dynamic measurements, formant frequencies were 
measured at each interval point, for the whole sequence. The scope of [ɫ] and [ɹ] 
was determined in SPSS, using a procedure which will be described in the 
respective analysis sections (Sections 8.6.3 and 8.6.5). 
Formant frequencies at each of these measurement points were calculated 
automatically by Praat. The settings for Praat’s formant tracker algorithm were 
checked manually, especially determining the maximum formant for each subject. 
As in the first study, it was set at 5000Hz for males and 5500Hz for females, with 
some exceptions. Praat was again set to calculate 5 formants, to achieve more 
accurate values for the first four formants, again with some exceptions.  
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For all extracted values, again an outlier analysis using z-scores was performed to 
exclude extreme values resulting from flaws in the automated mechanism (see 
Section 8.5). In addition, manual checking of some of the files was performed to 
ensure the values had been extracted correctly.  
8.6 Results 
All analyses were done in SPSS (IBM Corp., 2012) using a repeated-measures 
design with Body Orientation as the main factor, including other factors as 
mentioned. The account of the analysis will not take into account differences 
between factors that show no interactions with Body Orientation. As in the 
previous study, there were no significant results regarding the repetitions of each 
stimulus, which were therefore combined into a mean. 
Each analysis consisted of two strands, one where the repeated-measures ANOVA 
included Sex as a factor to test for interactions between Body Orientation and Sex, 
and one where a repeated-measures ANOVA was performed for each sex 
separately. This second part was always included because even if there are no 
interactions between Body Orientation and Sex, there could still be differences 
between sexes regarding effect size. Similarly, every analysis was split by Vowel 
or Vowel Context, except F0 analysis. Only results shown to be statistically 
significant will be mentioned in the analysis, unless otherwise relevant. To avoid 
overuse of the term significance, results that were not significant will be 
specifically mentioned where necessary. 
Corrections and post-hoc tests 
Sphericity violations of the homogeneity of variances were again corrected using 
ε as calculated by the conservative Greenhouse-Geisser correction. The 
Bonferroni post-hoc test was used following the claim that it is the most robust 
even in situations where sphericity is violated (Field, 2011, p. 472).  
The ΔHz values constitute the mean difference between the body orientations in 
each contrast, as calculated by the repeated-measures ANOVA. For concision, the 
body orientations are abbreviated in the Tables as follows: ne = neutral, pr = 
prone, su = supine.  
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The confidence intervals of the figures lie at 95%. 
8.6.1 Vowels 
To assess any potential interactions between Place of Articulation and Voicing of 
the adjacent consonants, these factors were included in the analysis.  
8.6.1.1 /ɑ:/ 
Not all speakers produced the same quality of the sound /ɑ:/. While most produced 
an open centralised sound [ɑ  ] (74.2%), some deviated to a more front [a:] or a 
more back [ɑ:]. However, all of them were open vowels, and each showed the 
same pattern between body orientations. Thus they were analysed together. 
F1 
Body orientation had an effect on the first formant in /ɑ:/. F1 values in prone 
orientation were lower than those for supine orientation. Both sexes showed the 
same pattern; however, the differences among the males were not significant 
(Table 8.5, Figure 8.3). 
 
 
N Mean SD 
female 
neutral 213 809 80 
prone 213 785 76 
supine 213 818 71 
male 
neutral 215 653 86 
prone 216 639 70 
supine 211 660 65 
Table 8.4: Mean F1 (Hz) in /ɑ:/ 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 1.52 33.40 5.97* p < .05 .76 
ne – pr 20.66 10.37 n.s. 
ne – su -7.68 6.10 n.s. 
pr – su -28.34 8.44 p < .01 
female 2 22 4.68 p < .05 .72 
ne – pr 27.14 14.76 n.s. 
ne – su -8.68 7.79 n.s. 
pr – su -35.81 13.01 p = .056 
male 2 22 1.64 n.s. .77     
Table 8.5: Repeated-measures results for F1 in /ɑ:/ (* equal variances not 
assumed – corrected using Greenhouse-Geisser correction) 
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Figure 8.3: Mean F1 differences in /ɑ:/ (all speakers) 
F2 
Differences between F2 values were not significant overall, which was visible in 
both sexes (Table 8.7, Figure 8.4). 
 
 
N Mean SD 
female 
neutral 213 1521 203 
prone 213 1515 180 
supine 213 1514 213 
male 
neutral 215 1221 195 
prone 216 1254 178 
supine 211 1219 168 
Table 8.6: Mean F2 (Hz) in /ɑ:/ 
df1 df2 F Sig. ɛ 
2 44 .64 n.s. .98 
Table 8.7: Repeated-measures results for F2 in /ɑ:/ (all speakers) 
 
Figure 8.4: Mean F2 differences in /ɑ:/ (all speakers) 
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However, there were interactions between Body Orientation and Place of 
Articulation for both sexes (female: F(4,44) = 3.75, p < .01, ɛ = .87; male: F(4,44) 
= 3.17, p < .05, ɛ = .69). For male speakers, only alveolar consonants showed a 
difference between prone and supine F2 values, and the difference between 
neutral and prone orientation approached significance. For female speakers the 
contrast between neutral and supine body orientation was significant only for 
bilabial consonants (Table 8.8, Figure 8.5). 
  df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
bilabial 
female 2 22 3.61 p < .05 .87 
ne – pr 12.82 31.80 n.s. 
ne – su 72.08 22.42 p < .05 
pr – su 59.26 30.76 n.s. 
male 2 22 1.00 n.s. .92     
alveolar 
female 2 22 .60 n.s. .99     
male 2 22 5.65 p < .01 .95 
ne – pr -55.89 19.99 p = .052 
ne – su 13.93 24.10 n.s. 
pr – su 69.81 21.67 p < .05 
Table 8.8: Repeated-measures results for bilabial and alveolar consonant 
contexts. 
 
Figure 8.5: F2 interactions for female (left) and male speakers (right) 
between Consonant Context and Body Orientation for /ɑ:/ 
F3 
F3 values were higher in prone orientation compared to neutral and supine. 
However, the individual comparisons revealed by the Post-Hoc test only 
approached significance.  
Analysing each sex separately showed that while the same pattern held true for 
each sex, only females’ values were significantly different between body 
orientations. However, here as well, only the difference between prone and supine 
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orientation approached significance, overall indicating a small effect. The absolute 
difference between males’ neutral and prone values was large too, but so was the 
standard error (Table 8.10, Figure 8.6). 
 
 
N Mean SD 
female 
neutral 212 2717 261 
prone 213 2891 275 
supine 212 2729 280 
male 
neutral 212 2548 296 
prone 214 2692 390 
supine 210 2585 321 
Table 8.9: Mean F3 (Hz) in /ɑ:/ 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 1.27 28.04 5.37* p < .05 .64 
ne – pr -151.64 63.01 p = .075 
ne – su -15.80 26.49 n.s. 
pr – su 135.84 55.66 p = .069 
female 2 22 4.36 p < .05 .70 
ne – pr -156.03 78.08 n.s. 
ne – su 2.55 43.61 n.s. 
pr – su 158.58 57.86 p = .058 
male 1.14 12.59 1.81* n.s. .57     
Table 8.10: Repeated-measures results for F3 in /ɑ:/ (* equal variances not 
assumed – corrected using Greenhouse-Geisser correction) 
 
Figure 8.6: Mean F3 differences in /ɑ:/ for female and male speakers 
There were no interactions with other factors. 
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F4 
Values were lowest in supine orientation compared to both neutral and prone, and 
this pattern was visible in both sexes, as there were no interactions between Sex 
and Body Orientation.  
 
 
N Mean SD 
female 
neutral 213 3980 258 
prone 212 4015 301 
supine 213 3927 340 
male 
neutral 215 3561 233 
prone 210 3639 393 
supine 210 3468 288 
Table 8.11: Mean F4 (Hz) in /ɑ:/ 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 2 44 3.08 p = .056 .94 
ne – pr -28.65 46.32 n.s. 
ne – su 73.80 37.32 n.s. 
pr – su 102.45 43.70 p = .085 
female 2 22 .89 n.s. .98     
male 1.38 15.16 2.40* n.s. .69 
ne – pr -33.39 71.29 n.s. 
ne – su 91.47 34.72 p = .070 
pr – su 124.86 64.54 n.s. 
Table 8.12: Repeated-measures results for F4 in /ɑ:/ (* equal variances not 
assumed – corrected using Greenhouse-Geisser correction) 
 
Figure 8.7: Mean F4 differences in /ɑ:/ (all speakers) 
However, the difference between prone and supine orientation overall, as well the 
difference between males’ neutral and supine values, only approached 
significance. Female speakers did not show any significant contrasts (Table 8.12, 
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Figure 8.7). There were no interactions of body orientation with any of the other 
factors. 
8.6.1.2 /i:/ 
None of the formants showed differences between body orientations.  
F1: F(2,44) = .52, ɛ = .82 
F2: F(1.18,26.05) = .68*, ɛ = .59 
F3: values for all speakers were not different either. However, differences in 
female speakers’ values approached significance (F(2,22) = 3.19, p = .061, ɛ = 
.89), being highest in prone orientation. 
F4: F(2,44) = 1.79, ɛ = .82 
None of the formants showed any interactions with other factors. 
8.6.1.3 /u:/ 
Subjects uttered /u:/ as a central vowel or even more front. Similarly to those 
speakers tested in different head positions, where this was the case too, /u:/ 
behaved in a consistent manner, therefore this was not deemed to be a major 
problem.  
F1 
For all speakers, F1 approached significance, being higher in prone orientation 
than in neutral and supine (Table 8.14, Figure 8.8).  
 
 
N Mean SD 
female 
neutral 212 353 33 
prone 214 375 38 
supine 213 356 34 
male 
neutral 210 308 26 
prone 212 308 27 
supine 213 307 25 
Table 8.13: Mean F1 (Hz) in /u:/ 
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 df1 df2 F Sig. ɛ 
all speakers 2 44 2.72 p = .077 .92 
female 2 22 2.92 p = .075 .93 
male 2 22 .15 n.s. .73 
Table 8.14: Repeated-measures results for F1 in /u:/ 
 
Figure 8.8: Mean F1 differences in /u:/ (all speakers) 
There was a mild interaction of Body Orientation with Sex (F(2,44) = 2.49, p = 
.094). This interaction was visible in the presence of a weak effect that 
approached significance in female than in male speakers. However, even so, the 
contrasts between individual body orientations were not significant. There were 
interactions between Body Orientation and Voicing of the Adjacent Consonant for 
male speakers (F2,22) = 5.44, p < .05, ɛ = .74). In voiced contexts, values in prone 
orientation were visibly lower than in neutral and supine orientation, while in 
voiceless consonant contexts the pattern was reversed. However, these differences 
were not significant. 
F2, F3 & F4 
The remaining formants were not different between body orientations. 
F2: F(2,22) = .75, ɛ = .97 
F3: F(1.39,30.49) = 2.61*, ɛ = .69 
F4: F(2,44) = 1.21, ɛ = .81 
There were no interactions with other factors. 
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8.6.1.4 Schwa  
Factors included in the analysis of schwa were Body Orientation, Liquid Type ([l] 
or [ɹ]) and Vowel Quality in the word following schwa.  
 
 
N Mean SD 
female 
neutral 212 1864 129 
prone 213 1792 183 
supine 212 1871 98 
male 
neutral 209 1494 172 
prone 209 1489 141 
supine 212 1525 208 
Table 8.15: Mean F2 (Hz) in schwa 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 1.48 32.59 5.33* p < .05 .74 
ne – pr 36.48 13.80 p < .05 
ne – su -21.05 16.18 n.s. 
pr – su -57.53 22.40 p = .053 
female 1.19 13132 7.75* p < .05 .60 
ne – pr 70.96 18.88 p < .01 
ne – su -9.06 15.31 n.s. 
pr – su -80.02 29.97 p = .065 
male 2 22 1.00 n.s. .78     
Table 8.16: Repeated-measures results for F2 in schwa (* equal variances 
not assumed – corrected using Greenhouse-Geisser correction) 
F1 showed no differences between body orientations for either sex, and there were 
no interactions between Body Orientation and other factors either.  
 
Figure 8.9: Mean F2 differences in schwa for female and male speakers 
However, F2 was lower in prone than in neutral body orientation, while the 
difference between prone and supine body orientation approached significance. 
CHAPTER 8 – STUDY ON THE INFLUENCE OF BODY ORIENTATIONS ON THE ACOUSTIC 
SPEECH SIGNAL 
150 
 
This pattern was only supported by female speakers (Table 8.16, Figure 8.9). 
There were no interactions between Body Orientation and other factors. 
F3 values were higher in prone than in neutral and supine body orientation. 
Similar to the F2 pattern, the effect was visible only in female speakers, while that 
for male speakers behaved in the same direction, but was not significant (Table 
8.18, Figure 8.10).   
 
 
N Mean SD 
female 
neutral 212 2941 167 
prone 212 3063 213 
supine 212 2929 191 
male 
neutral 209 2641 184 
prone 208 2717 246 
supine 211 2684 265 
Table 8.17: Mean F3 (Hz) in schwa 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 2 44 5.07 p < .01 1 
ne – pr -88.47 30.91 p < .05 
ne – su -12.64 29.91 n.s. 
pr – su 75.83 29.29 p < .05 
female 2 22 9.78 p < .001 .78 
ne – pr -115.44 32.22 p < .05 
ne – su 14.44 23.48 n.s. 
pr – su 129.88 38.97 p < .05 
male 2 22 .76 n.s. .94     
Table 8.18: Repeated-measures results for F3 in schwa 
 
Figure 8.10: Mean F3 differences in schwa (all speakers) 
There were no interactions between Body Orientation and other factors.  
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F4 differences were significant for both sexes, with values in prone body 
orientation being higher than in supine and neutral orientation (Table 8.20, Figure 
8.11).  
 
 
N Mean SD 
female 
neutral 212 4215 254 
prone 213 4259 289 
supine 212 4142 352 
male 
neutral 208 3697 222 
prone 211 3806 338 
supine 212 3665 286 
Table 8.19: Mean F4 (Hz) in schwa 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 2 44 7.21 p < .01 .88 
ne – pr -75.79 26.35 p < .05 
ne – su 47.70 37.24 n.s. 
pr – su 123.48 33.84 p < .01 
female 1.12 12.28 2.47* n.s. .56 
ne – pr -46.66 17.35 p = .063 
ne – su 65.04 62.72 n.s. 
pr – su 111.69 58.30 n.s. 
male 2 22 5.74 p < .01 .84 
ne – pr -104.92 49.76 n.s. 
ne – su 30.35 40.16 n.s. 
pr – su 135.27 34.38 p < .01 
Table 8.20: Repeated-measures results for F4 in schwa (* equal variances 
not assumed – corrected using Greenhouse-Geisser correction) 
 
Figure 8.11: Mean F4 differences in schwa for female and male speakers 
Although there was no interaction between Body Orientation and Sex, female and 
male speakers differed in the extent to which the effect was present. The contrast 
between values in neutral and prone body orientation approached significance for 
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female speakers, while males exhibited a significant difference in values between 
prone and supine body orientation. 
8.6.2 F0 
Factors used in the analysis of F0 were Voicing and Place of Articulation of the 
adjacent consonant, and Vowel Quality.  
The differences between body orientations were significant overall, with values 
being higher in prone than in neutral orientation. They were still higher in supine 
body orientation as well, albeit not significantly. There were no interactions 
between Body Orientation and any other factor, including Sex. 
 
 
N Mean SD 
female 
neutral 639 210 36 
prone 641 218 36 
supine 638 214 36 
male 
neutral 636 125 33 
prone 641 133 31 
supine 637 129 35 
Table 8.21: Mean F0 (Hz) 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 2 44 5.93 p < .01 .91 
ne – pr -7.88 2.20 p < .01 
ne – su -4.13 2.01 n.s. 
pr – su 3.76 2.62 n.s. 
female 2 22 1.85 n.s. .88     
male 2 22 5.66 p < .01 .93 
ne – pr -8.37 2.62 p < .05 
ne – su -4.51 2.12 n.s. 
pr – su 3.86 2.68 n.s. 
Table 8.22: Repeated-measures results for F0 
However, upon analysing both sexes separately it became evident that the effect 
was largely due to male speakers’ values being higher in prone than in neutral 
body orientation, like in the overall result (Table 8.22, Figure 8.12). Female 
speakers showed the same pattern; however, this was not significant. There were 
no interactions of Body Orientation with the other factors for either sex. 
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Figure 8.12: Mean F0 differences for female and male speakers 
8.6.3 Interim summary – Vowels 
Only /ɑ:/ showed large differences between body orientations, for all four 
formants. Regarding F1, which was lowest in prone orientation, /ɑ:/ contrasted 
with /u:/, which showed the opposite pattern (being highest in prone orientation). 
For F2, F3 and F4, values in prone orientation were the highest, although for F2 
this was only the case for male speakers in alveolar consonant contexts. Schwa 
differed between body orientations for all formants except F1. Females seemed to 
generally exhibit stronger effects. The pattern for F3 and F4 replicates the one for 
peripheral vowels. However, the decline of F2 values in prone orientation runs 
counter to the observation made for /ɑ:/, where this formant was significantly 
higher in that condition. F0 values were significantly higher in prone than in 
neutral body orientation for male speakers. Despite not being significant, the same 
pattern was visible for female speakers as well. Both non-standard body 
orientations triggered higher F0 values. 
8.6.4 [l] 
The repeated-measures ANOVA for [l] included the factors Body Orientation and 
Vowel Context.  
The results showed that F3 differed between body orientations, being significantly 
higher in prone than in neutral body orientation. Other formants were not affected 
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(Table 8.24, Figure 8.13). The effect was weak and could not be reproduced for 
each sex individually. There were not significant interactions between Body 
Orientation and any other factors. 
 
 
N Mean SD 
female 
neutral 103 2876 262 
prone 106 2974 263 
supine 107 2914 284 
male 
neutral 103 2575 262 
prone 104 2659 253 
supine 108 2583 229 
Table 8.23: Mean F3 (Hz) in [l] 
df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
2 44 4.55 p < .05 .95 
ne – pr -94.43 32.27 p < .05 
ne – su -32.06 28.17 n.s. 
pr – su 62.37 34.70 n.s. 
Table 8.24: Repeated-measures results for F3 in [l] (all speakers) 
 
Figure 8.13: Mean F3 differences in [l] (all speakers) 
8.6.5  [ɫ] 
The analysis of [ɫ] was divided into two parts, as the assessments of local 
measurements and dynamic movement between vowel and liquid were carried out 
separately. 
8.6.5.1 Differences in local formant values 
Replicating the measurement method for [ɫ] in the head position study, 11 markers 
were put at equal intervals throughout the sequence V + [ɫ] at 10% intervals. It 
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was difficult to separate the vowel and the liquid; therefore the values from all 
intervals were fed into SPSS. A line graph was created for each vowel to assess 
the average formant movement throughout the sequence.  
 
Fig. 8.14: Line graph for fell to visualise formant movement through the 
sequence V + [ɫ]. 
The liquid was the last element in the sequence, but from the graphs it became 
clear that the last two interval points were distorted by coarticulatory movement 
towards the closure of the following stop. The intervals at 70% and 80% were 
found to best represent the formant values of the liquid (cf. Figure 8.14). Previous 
transitions were completed at that point and movement towards the closure had 
not started yet. For the analysis, an average of these values was taken to test the 
effect of body orientation. [ɫ] was analysed separately for each vowel context, and 
divided by subject sex as well. This meant that there were no interacting factors 
apart from Sex. 
F1 and F2 
F1 was influenced by body orientation only in the word fool, where F2 only 
approached significance (F1: F(1.75,80.36) = 3.36*, p < .05, ε = .87; Figure 8.15). 
Values in prone body orientation were highest, but the post-hoc test showed no 
significant individual differences. F2 did not exhibit any differences, thus the 
analysis of [ɫ] will focus on F3 and F4. 
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Figure 8.15: Mean F1 differences in fool (all speakers) 
F3 & F4 
F3 was higher in prone orientation than in neutral or supine orientation. This was 
true for all vowel contexts (Table 8.26). Figure 8.16 thus shows a conglomerate of 
all contexts as an exemplar. 
 
 
N Mean SD 
female 
neutral 430 3161 281 
prone 422 3293 281 
supine 427 3178 273 
male 
neutral 427 2666 281 
prone 419 2788 287 
supine 422 2733 288 
Table 8.25: Mean F3 (Hz) for [ɫ] (all vowel contexts) 
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word  df1 df2 F Sig. ε Contrast ΔHz SE Sig. 
feel 
F3 2 92 20.18 p < .001 .98 
ne – pr -142.99 21.52 p < .001 
ne – su -38.77 23.95 n.s. 
pr – su 104.21 24.28 p < .001 
F4 1.58 72.80 2.68* p = .087 .79 
ne – pr -62.80 42.04 n.s. 
ne – su -80.58 25.71 p < .01 
pr – su -16.78 40.18 n.s. 
fill 
F3 2 92 7.32 p < .001 .96 
ne – pr -104.89 25.98 p < .001 
ne – su -34.37 26.97 n.s. 
pr – su 70.52 30.67 p = .078 
F4 2 92 .20 n.s. .91     
fell 
F3 2 92 7.27 p < .001 .91 
ne – pr -116.47 27.75 p < .001 
ne – su -51.67 28.55 n.s. 
pr – su 64.80 35.04 n.s. 
F4 2 92 1.44 n.s. .95     
fall 
F3 1.77 81.38 11.28* p < .001 .89 
ne – pr -111.24 25.42 p < .001 
ne – su -22.35 20.19 n.s. 
pr – su 88.87 28.07 p < .01 
F4 2 92 1.43 n.s. .97     
fool 
F3 2 92 10.23 p < .001 .94 
ne – pr -127.07 28.91 p < .001 
ne – su -82.80 25.01 p < .01 
pr – su 44.27 31.27 n.s. 
F4 2 92 .57 n.s. .90     
full 
F3 2 92 14.19 p < .001 .95 
ne – pr -152.50 32.31 p < .001 
ne – su -18.67 27.34 n.s. 
pr – su 133.83 33.66 p < .001 
F4 2 92 6.23 p < .01 .99 
ne – pr -142.84 39.87 p < .01 
ne – su -86.94 42.58 n.s. 
pr – su 55.90 39.87 n.s. 
Table 8.26: Repeated-measures results for F3 and F4 in [ɫ] (all speakers) (* 
equal variances not assumed – corrected using Greenhouse-Geisser 
correction) 
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Figure 8.16: Mean F3 differences (all speakers, all vowel contexts) 
There was an interaction for F3 in the word full between Body Orientation 
and Sex (Table 8.27). However, this was not due to a difference in pattern 
between the two sexes, but rather males’ values in supine orientation being 
closer to those in prone orientation than was the case for female speakers. In 
both cases, values in prone orientation were still the highest. This difference 
was significant for female speakers, and not significant, but still present, for 
male speakers. 
 df1 df2 F Sig. ε Contrast ΔHz SE Sig. 
female 2 46 16.05 p < .001 1 
ne – pr -207.62 44.98 p < .001 
ne – su 17.63 43.10 n.s. 
pr – su 225.25 44.54 p < .05 
male 2 46 2.45 n.s. .84     
Table 8.27: Repeated-measures results for F3 in full 
There were interactions between Body Orientation and Sex for F4 in feel, fill, 
fell and fall, which initially did not show significant differences between body 
orientations. The pattern in fall was similar across sexes; however, with 
females’ values being less different between prone and supine orientation 
than males’. The standard error for females’ values here was very high, thus 
their contrasts were not significant. More strikingly, the results for feel, fill 
and fell showed that the pattern of differences in F4 according to body 
orientation differed between sexes. F4 values for female speakers were lower 
in prone than in supine orientation (although in feel, neutral values were even 
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lower, compare Table 8.28). Figure 8.17 shows the difference between sexes 
for fell as an exemplar. 
word  df1 df2 F Sig. ε Contr. ΔHz SE Sig. 
feel 
fem. 2 46 5.34 p < .01 .93 
ne – pr -45.10 50.60 n.s. 
ne – su -156.04 42.05 p < .01 
pr – su -110.94 54.05 n.s. 
male 1.31 30.00 1.44* n.s. .65     
fill 
fem. 1.55 35.75 3.77* p < .05 .78 
ne – pr 96.12 48.75 n.s. 
ne – su -58.32 70.44 n.s. 
pr – su -154.44 48.53 p < .05 
male 2 46 1.50 n.s. .98     
fell 
fem. 1.37 31.55 5.27* p < .05 .69 
ne – pr 55.32 30.46 n.s. 
ne – su -93.37 45.45 n.s. 
pr – su -148.68 58.63 p = .055 
male 2 46 8.93 p < .001 .91 
ne – pr -162.07 48.62 p < .01 
ne – su 13.99 51.00 n.s. 
pr – su 176.06 38.34 p < .001 
fall 
fem. 2 46 .12 n.s. .96     
male 2 46 7.10 p < .001 .98 
ne – pr -117.76 38.77 p < .05 
ne – su 3.58 36.98 n.s. 
pr – su 121.34 34.06 p < .01 
Table 8.28: Repeated-measures results for F4 in [ɫ] (* equal variances not 
assumed – corrected using Greenhouse-Geisser correction) 
 
Figure 8.17: Mean F4 differences in fell for female and male speakers 
8.6.5.2 Polynomials 
Dynamic movements of formants throughout a sequence have been shown to be a 
useful tool in distinguishing between different speakers. In this method, devised 
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by McDougall (2006), polynomial curves are fitted onto data points throughout a 
sequence. The sequential measurement of [ɫ] in this dissertation is based on their 
method; therefore it was possible to use the same method to test if polynomial 
curves created from the sequence V + [ɫ] in this case differ between body 
orientations. The exponent of the polynomial was chosen to be quadratic, as only 
one turning point was expected throughout the sequence (Figure 8.18). Because of 
the intervals at the edges of the sequence exhibiting a large amount of 
coarticulation towards the adjacent sounds, only intervals 10%-80% were 
included in the analysis. The cut off for r
2
 was set at 80%, thus only very fitting 
curves were considered by the analysis. This meant that for some vowel contexts 
there were no valid cases and an ANOVA was deemed to be the best statistical 
test. 
 
Figure 8.18: Example for polynomial curve (subject 1, fill in neutral 
position). Numbers on the x-axis refer to intervals 10%-80% of the V + [ɫ] 
sequence 
 a b c r² x 
F1 -1.12 -9.20 507.86 0.9405 -4.11 
F2 8.95 -138.78 1336.1 0.9798 7.75 
F3 -2.82 70.44 2531.9 0.9865 12.49 
F4 -2.48 34.72 3396.7 0.2697 7.00 
Table 8.29: Coefficients for the polynomial curves in figure 8.18 
Exponents tested were ax² and bx. a is referred to as the speed of the increase of 
the quadratic function from the vertex (turning point of the curve). The lower a is, 
the flatter is the curve. b represents the decline of the curve at c, which is the 
intercept (where x-axis and y-axis meet). These two exponents can be used to 
calculate the axis of symmetry of the curve (i.e. the x-coordinate of the vertex), 
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which is the indicator of the place of the transition between vowel and liquid. For 
quadratic exponents, the formula is this: 
(3) 
    
 
  
 
The values of all coefficients are given in Table 8.29. There were no consistent 
results for either of the variables. Body orientation therefore did not have any 
effect on the trajectory of formants, at least not in this case. The cut off for r
2
 was 
very conservative, but further analysis with lower levels did not change the 
outcome. 
8.6.6 [ɹ] 
Dynamic measurements had been made throughout the sequence [ɹ] + Vowel; 
however, as in the data of the head position study, most of this sequence was 
thought to represent the vowel only and thus to be irrelevant for the analysis.  
 
Figure 8.19: Line graph across all sequences to visualise formant movement 
through the sequence [ɹ] + V. 
The line graph created over the whole sequence shows that there were no 
coarticulatory interferences from the preceding consonant (Figure 8.19), thus 
values at 0% were deemed to represent [ɹ].  
The repeated-measures design included the factors Body Orientation and Vowel 
Context. Only F3 showed significant differences between body orientations, being 
highest in prone orientation (Table 8.31, Figure 8.20). However, the post-hoc 
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contrasts were weaker than the overall effect. Only the contrast between prone and 
supine orientation approached significance. 
 
 
N Mean SD 
female 
neutral 107 2055 281 
prone 106 2078 289 
supine 107 2038 252 
male 
neutral 106 1596 167 
prone 107 1709 317 
supine 105 1589 181 
Table 8.30: Mean F3 (Hz) in [ɹ] 
df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
2 44 4.42 p < .05 .84 
ne – pr -66.56 29.32 n.s. 
ne – su 9.37 21.14 n.s. 
pr – su 75.92 31.93 p = .08 
Table 8.31: Repeated-measures results for F3 in [ɹ] (all speakers) 
 
Figure 8.20: Mean F3 differences for F3 in [ɹ] (all speakers) 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
frat 1.62 37.16 .74* n.s. .81     
freet 2 46 4.11 p < .05 .97 
ne – pr 101.81 34.77 p < .05 
ne – su 21.04 40.08 n.s. 
pr – su -80.79 37.48 n.s. 
fruit 2 46 .66 n.s. .87     
Table 8.32: Repeated-measures results for F2 in [ɹ] (by vowel context) (* 
equal variances not assumed – corrected using Greenhouse-Geisser 
correction) 
There was an interaction between Body Orientation and Vowel Context for F2 
(F(4,88) = 4.56, p < .01, ɛ = .74). Individual repeated-measures analyses for each 
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vowel revealed that F2 was lower in prone than in neutral body orientation when 
the adjacent vowel was /i:/ (Table 8.32, Figure 8.21). 
 
Figure 8.21: Mean F2 differences in [ɹ] (/i:/ context, all speakers) 
8.6.7 Interim summary – Liquids 
F3 showed the most consistent differences between body orientations, being 
highest in prone orientation for all liquids. For [ɫ], F4 exhibited differences 
between body orientations as well. All vowels differed significantly in their F3 
values, with values in prone body orientation being higher than in neutral or 
supine orientation. F4 differed only for full and approached significance for feel. 
However, there were significant interactions between Body Orientation and Sex 
for feel, fill, fell and fall, which were the result of female speakers’ values being 
lower in prone than in supine orientation, while male speakers exhibited the 
opposite pattern. The dynamic curves of the sequences V + [ɫ] did not differ 
significantly between body orientations.  
8.6.8 Glides 
The method for determining the scope of [ɫ] was used again to find the glide in the 
sequence V + /j/w/ + V. The highest and lowest point of F2 in the sequence 
marked the centre of the steady state portion of /j/ and /w/, respectively (Figure 
8.22). Incidentally, the intervals in question were 40% and 50% for both glides. 
Therefore, the mean was taken for these intervals and the analysis was based on 
that mean. 
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There were no potential influencing factors apart from Sex, because the two glides 
were analysed separately. 
 
Figure 8.22: Line graphs for /aja/ and /awa/ to visualise formant movement 
through the sequence V + glide + V. 
F1 and F2 did not exhibit any differences between body orientations for either 
glide. F3 in /j/ differed only for female speakers (Table 8.34, Figure 8.23). None 
of the post-hoc contrasts were significant; however, the difference between prone 
and supine orientation approached significance, with values being highest in 
prone orientation. Males exhibited a similar pattern, but were not significant; 
therefore there was no interaction in the main analysis between Body Orientation 
and Sex. 
 
 
/j/  /w/ 
 
 
N Mean SD  N Mean SD 
female 
neutral 114 3096 154  112 2881 243 
prone 114 3151 217  110 3019 282 
supine 109 3059 202  116 2955 234 
male 
neutral 116 2618 301  118 2478 253 
prone 118 2678 392  103 2611 257 
supine 114 2643 308  110 2576 257 
Table 8.33: Mean F3 (Hz) in /j/ and /w/ 
df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
2 22 5.22 p < .05 .83 
ne – pr -48.45 29.27 n.s. 
ne – su 52.95 25.93 n.s. 
pr – su 101.40 37.76 p = .064 
Table 8.34: Repeated-measures results for F3 in /j/ (female speakers) 
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Figure 8.23: Mean F3 differences in /j/ (female speakers) 
F3 in /w/ was higher in both prone and supine than in neutral body orientation 
(Table 8.35, Figure 8.24). There was no interaction between Body Orientation and 
Sex.  
df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
1.49 32.71 4.52* p < .05 .74 
ne – pr -132.03 48.70 p < .05 
ne – su -85.00 28.92 p < .05 
pr – su 47.02 52.30 n.s. 
Table 8.35: Repeated-measures results for F3 in /w/ (all speakers) (* equal 
variances not assumed – corrected using Greenhouse-Geisser correction) 
 
Figure 8.24: F3 differences in /w/ (all speakers) 
Similar to F3 in /j/, F4 in /w/ only showed an effect for female speakers. Again, 
both sexes show the same pattern, but the difference for females was the only one 
that approached significance (Table 8.36, Figure 8.25). Values in prone 
orientation were higher than in neutral or supine orientation. 
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df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
2 22 3.20 p = .060 .90 
ne – pr -120.65 44.95 p = .064 
ne – su -34.54 56.89 n.s. 
pr – su 86.11 44.50 n.s. 
Table 8.36: Repeated-measures results for F4 in /w/ (female speakers) 
 
Figure 8.25: Mean F4 differences in /w/ (female speakers) 
8.6.9 Within-speaker analysis summary 
F1 and F2 only showed a sporadic picture, differing between body orientations 
only for /ɑ:/ and /u:/, and in opposite directions. F1 values in prone orientation in 
comparison to other orientations were lowest in /ɑ:/ and highest in /u:/. However, 
the differences for /u:/ only approached significance. F2 behaved in a similar 
fashion, differing only for /ɑ:/ (and only for male speakers in alveolar consonant 
contexts), schwa and [ɹ] (and here only in neighbourhood of /i:/). Here, values 
were lowest in prone orientation for schwa and [ɹ], but showed the opposite 
pattern for /ɑ:/. As in the first study presented in this dissertation (Chapter 7), F3 
changes between body orientations were the most consistent, being higher in 
prone orientation, and similar in neutral and supine orientation. This pattern 
spread across all investigated sounds, except /i:/ and /j/, where only females 
showed a marginal effect, and /u:/, where differences were not significant. F4 
values generally complied to the same pattern, albeit not for every sound. For /ɑ:/, 
schwa and /w/ (for female speakers only), F4 was highest in prone posture. 
However, there were differences between patterns for [ɫ] between sexes. While for 
fall, both males and females still showed the highest values in prone orientation, 
for feel, fill and fell, only males did. Here, female speakers’ values were lowest in 
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prone orientation. In contrast to the first study on head positions, body 
orientations did have an impact on F0, which was higher in both non-seated body 
orientations; however, only the difference between neutral and prone orientation 
was significant. 
In conclusion, effects of body orientation on the speech signal were less sporadic 
than for head positions. Nevertheless, they were small, and only F3 differences 
were consistent across sounds and speakers. 
8.7 Summary tables 
8.7.1 F0 
 df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
all speakers 2 44 5.93 p < .01 .91 
ne – pr -7.88 2.20 p < .01 
ne – su -4.13 2.01 n.s. 
pr – su 3.76 2.62 n.s. 
female 2 22 1.85 n.s. .88     
male 2 22 5.66 p < .01 .93 
ne – pr -8.37 2.62 p < .05 
ne – su -4.51 2.12 n.s. 
pr – su 3.86 2.68 n.s. 
Table 8.37: F0 results summary for body orientations 
 
CHAPTER 8 – STUDY ON THE INFLUENCE OF BODY ORIENTATIONS ON THE ACOUSTIC 
SPEECH SIGNAL 
168 
 
8.7.2 F1 
   df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
/ɑ:/ 
all speakers 
 
1.52 33.40 5.97* p < .05 .76 
ne – pr 20.66 10.37 n.s. 
 ne – su -7.68 6.10 n.s. 
 pr – su -28.34 8.44 p < .01 
female 
 
2 22 4.68 p < .05 .72 
ne – pr 27.14 14.76 n.s. 
 ne – su -8.68 7.79 n.s. 
 pr – su -35.81 13.01 p = .056 
male  2 22 1.64 n.s. .77     
/i:/ all speakers  2 44 .52 n.s. .82     
/u:/ 
all speakers 
 
2 44 2.72 p = .077 .92 
ne – pr -9.24 4.49 n.s. 
 ne – su -.43 3.85 n.s. 
 pr – su 8.81 5.01 n.s. 
female 
 
2 22 2.92 p = .075 .93 
ne – pr -18.70 8.22 n.s. 
 ne – su -2.39 7.45 n.s. 
 pr – su 16.31 9.46 n.s. 
male  2 22 .15 n.s. .73     
[l] all speakers  2 44 1.90 n.s. .82     
[ɫ] 
all speakers feel 2 92 .60 n.s. .97     
all speakers fill 2 92 1.46 n.s. .94     
all speakers fell 2 92 1.57 n.s. .97     
all speakers fall 2 92 2.59 n.s. .99     
all speakers fool 1.75 80.36 3.36* p < .05 .87 
ne – pr -11.12 5.07 n.s. 
ne – su -4.45 3.86 n.s. 
pr – su 6.67 3.91 n.s. 
all speakers full 1.75 80.32 1.10* n.s. .87     
[ɹ] all speakers  2 44 1.22 n.s. .96     
/j/ all speakers  2 44 1.14 n.s. .98     
/w/ all speakers  2 44 .30 n.s. .92     
Table 8.38: F1 results summary for body orientations 
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8.7.3 F2 
   df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
/ɑ:/ 
all cons. all speakers 2 44 .64 n.s. .98     
bil. 
female 2 22 3.61 p < .05 .87 
ne – pr 12.82 31.80 n.s. 
ne – su 72.08 22.42 p < .05 
pr – su 59.26 30.76 n.s. 
male 2 22 1.00 n.s. .92     
alv. 
female 2 22 .60 n.s. .99     
male 2 22 5.65 p < .01 .95 
ne – pr -55.89 19.99 p = .052 
ne – su 13.93 24.10 n.s. 
pr – su 69.81 21.67 p < .05 
/i:/  all speakers 1.18 26.05 .68 n.s. .59     
/u:/  all speakers 2 22 .75 n.s. .97     
schwa  
all speakers 1.48 32.59 5.33* p < .05 .74 
ne – pr 36.48 13.80 p < .05 
ne – su -21.05 16.18 n.s. 
pr – su -57.53 22.40 p = .053 
female 1.19 13132 7.75* p < .05 .60 
ne – pr 70.96 18.88 p < .01 
ne – su -9.06 15.31 n.s. 
pr – su -80.02 29.97 p = .065 
male 2 22 1.00 n.s. .78     
[l]  all speakers 2 44 2.39 n.s. .98     
[ɫ]16 
feel all speakers 1.77 81.51 .36* n.s. .89     
fill all speakers 2 92 1.43 n.s. .99     
fell all speakers 2 92 1.18 n.s. .97     
fall all speakers 2 92 2.56 n.s. .94     
fool all speakers 2 92 1.47 n.s. .99     
full all speakers 1.59 73.05 .44* n.s. .79     
[ɹ]  all speakers 2 44 .81 n.s. .89     
/j/  all speakers 2 44 .14 n.s. .82     
/w/  all speakers 1.42 31.15 .40* n.s. .71     
Table 8.39: F2 results summary for body orientations 
                                                             
16
 This statistic has to analyse words separately because of the nature of the vowel-liquid sequence. 
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8.7.4 F3 
8.7.4.1 Vowels and glides 
  df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
/ɑ:/ 
all speakers 1.27 28.04 5.37* p < .05 .64 
ne – pr -151.64 63.01 p = .075 
ne – su -15.80 26.49 n.s. 
pr – su 135.84 55.66 p = .069 
female 2 22 4.36 p < .05 .70 
ne – pr -156.03 78.08 n.s. 
ne – su 2.55 43.61 n.s. 
pr – su 158.58 57.86 p = .058 
male 1.14 12.59 1.81* n.s. .57     
/i:/ female 2 22 3.19 p = .061 .89 
ne – pr -37.07 23.80 n.s. 
ne – su 17.26 17.67 n.s. 
pr – su 54.33 23.91 n.s. 
/u:/ all speakers 1.39 30.49 2.61* n.s. .69     
schwa 
all speakers 2 44 5.07 p < .01 1 
ne – pr -88.47 30.91 p < .05 
ne – su -12.64 29.91 n.s. 
pr – su 75.83 29.29 p < .05 
female 2 22 9.78 p < .001 .78 
ne – pr -115.44 32.22 p < .05 
ne – su 14.44 23.48 n.s. 
pr – su 129.88 38.97 p < .05 
male 2 22 .76 n.s. .94     
/j/ female 2 22 5.22 p < .05 .83 
ne – pr -48.45 29.27 n.s. 
ne – su 52.95 25.93 n.s. 
pr – su 101.40 37.76 p = .064 
/w/ all speakers 1.49 32.71 4.52* p < .05 .74 
ne – pr -132.03 48.70 p < .05 
ne – su -85.00 28.92 p < .05 
pr – su 47.02 52.30 n.s. 
Table 8.40: F3 results summary for body orientations, vowels and glides 
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8.7.4.2 Liquids 
   df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
[l] 
 
all speakers 2 44 4.55 p < .05 .95 
ne – pr -94.43 32.27 p < .05 
ne – su -32.06 28.17 n.s. 
pr – su 62.37 34.70 n.s. 
[ɫ] 
feel all speakers 2 92 20.18 p < .001 .98 
ne – pr -142.99 21.52 p < .001 
ne – su -38.77 23.95 n.s. 
pr – su 104.21 24.28 p < .001 
fill all speakers 2 92 7.32 p < .001 .96 
ne – pr -104.89 25.98 p < .001 
ne – su -34.37 26.97 n.s. 
pr – su 70.52 30.67 p = .078 
fell all speakers 2 92 7.27 p < .001 .91 
ne – pr -116.47 27.75 p < .001 
ne – su -51.67 28.55 n.s. 
pr – su 64.80 35.04 n.s. 
fall all speakers 1.77 81.38 11.28* p < .001 .89 
ne – pr -111.24 25.42 p < .001 
ne – su -22.35 20.19 n.s. 
pr – su 88.87 28.07 p < .01 
fool all speakers 2 92 10.23 p < .001 .94 
ne – pr -127.07 28.91 p < .001 
ne – su -82.80 25.01 p < .01 
pr – su 44.27 31.27 n.s. 
full 
all speakers 2 92 14.19 p < .001 .95 
ne – pr -152.50 32.31 p < .001 
ne – su -18.67 27.34 n.s. 
pr – su 133.83 33.66 p < .001 
female 2 46 16.05 p < .001 1 
ne – pr -207.62 44.98 p < .001 
ne – su 17.63 43.10 n.s. 
pr – su 225.25 44.54 p < .05 
male 2 46 2.45 n.s. .84     
[ɹ] 
 
all speakers 2 44 4.42 p < .05 .84 
ne – pr -66.56 29.32 n.s. 
ne – su 9.37 21.14 n.s. 
pr – su 75.92 31.93 p = .080 
Table 8.41: F3 results summary for body orientations, liquids 
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8.7.5 F4 
8.7.5.1 Vowels and glides 
  df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
/ɑ:/ 
all speakers 2 44 3.08 p = .056 .94 
ne – pr -28.65 46.32 n.s. 
ne – su 73.80 37.32 n.s. 
pr – su 102.45 43.70 p = .085 
female 2 22 .89 n.s. .98     
male 1.38 15.16 2.40* n.s. .69 
ne – pr -33.39 71.29 n.s. 
ne – su 91.47 34.72 p = .070 
pr – su 124.86 64.54 n.s. 
/i:/ all speakers 2 44 1.79 n.s. .82     
/u:/ all speakers 2 44 1.21 n.s. .81     
schwa 
all speakers 2 44 7.21 p < .01 .88 
ne – pr -75.79 26.35 p < .05 
ne – su 47.70 37.24 n.s. 
pr – su 123.48 33.84 p < .01 
female 1.12 12.28 2.47* n.s. .56 
ne – pr -46.66 17.35 p = .063 
ne – su 65.04 62.72 n.s. 
pr – su 111.69 58.30 n.s. 
male 2 22 5.74 p < .01 .84 
ne – pr -104.92 49.76 n.s. 
ne – su 30.35 40.16 n.s. 
pr – su 135.27 34.38 p < .01 
/j/ all speakers 2 44 1.01 n.s. .81     
/w/ 
all speakers 2 44 2.44 n.s. .98     
female 2 22 3.20 p = .060 .90 
ne – pr -120.65 44.95 p = .064 
ne – su -34.54 56.89 n.s. 
pr – su 86.11 44.50 n.s. 
male 2 22 .36 n.s. .90     
Table 8.42: F4 results summary for body orientations, vowels and glides 
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8.7.5.2 Liquids 
   df1 df2 F Sig. ɛ Contrast ΔHz SE Sig. 
[l]  all speakers 2 44 1.28 .29 .90     
[ɫ] 
feel 
all speakers 1.58 72.80 2.68* p = .087 .79 
ne – pr -62.80 42.04 n.s. 
ne – su -80.58 25.71 p < .01 
pr – su -16.78 40.18 n.s. 
female 2 46 5.34 p < .01 .93 
ne – pr -45.10 50.60 n.s. 
ne – su -156.04 42.05 p < .01 
pr – su -110.94 54.05 n.s. 
male 1.31 30.00 1.44* n.s. .65     
fill 
all speakers 2 92 .20 n.s. .91     
female 1.55 35.75 3.77* p < .05 .78 
ne – pr 96.12 48.75 n.s. 
ne – su -58.32 70.44 n.s. 
pr – su -154.44 48.53 p < .05 
male 2 46 1.50 n.s. .98     
fell 
all speakers 2 92 1.44 n.s. .95     
female 1.37 31.55 5.27* p < .05 .69 
ne – pr 55.32 30.46 n.s. 
ne – su -93.37 45.45 n.s. 
pr – su -148.68 58.63 p = .055 
male 2 46 8.93 p < .001 .91 
ne – pr -162.07 48.62 p < .01 
ne – su 13.99 51.00 n.s. 
pr – su 176.06 38.34 p < .001 
fall 
all speakers 2 92 1.43 n.s. .97     
female 2 46 .12 n.s. .96     
male 2 46 7.10 p < .001 .98 
ne – pr -117.76 38.77 p < .05 
ne – su 3.58 36.98 n.s. 
pr – su 121.34 34.06 p < .01 
fool all speakers 2 92 .57 n.s. .90     
full all speakers 2 92 6.23 p < .01 .99 
ne – pr -142.84 39.87 p < .01 
ne – su -86.94 42.58 n.s. 
pr – su 55.90 39.87 n.s. 
[ɹ] 
 
all speakers 2 44 4.42 p < .05 .84 
ne – pr -66.56 29.32 n.s. 
ne – su 9.37 21.14 n.s. 
pr – su 75.92 31.93 p = .08 
Table 8.43: F4 results summary for body orientations, liquids 
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8.7.6 Polynomials 
 a b c r² x 
F1 -1.12 -9.20 507.86 0.9405 -4.11 
F2 8.95 -138.78 1336.1 0.9798 7.75 
F3 -2.82 70.44 2531.9 0.9865 12.49 
F4 -2.48 34.72 3396.7 0.2697 7.00 
Table 8.44: Results summary for body orientations, polynomial analysis, 
liquids 
8.8 Between-speaker variation 
Chapter 4 has described what previous researchers had found on the use of 
compensatory strategies to counteract articulator displacement caused by 
gravitational pull (most notably Tiede et al., 2000, Kitamura et al., 2005, Engwall, 
2006 and Stone et al., 2007). They form part of the picture of muscular 
compensation strategies that are employed by many body structures (e.g. Turvey 
et al., 1991, and with more focus on articulation Saltzman & Munhall, 1989). 
Given the results of the study on body orientations described in this chapter, it 
seems likely that different speakers used compensation strategies to varying 
extents. The following discussion will attempt to identify whether there are 
‘compensators’ and ‘non-compensators’ in the dataset and whether their 
compensatory behaviour (or lack thereof) affects all their acoustic properties or 
whether there are consistent differences between the formants. 
Repeated-measures designs require a minimum of 5 cases per variable. Therefore, 
the analysis of individual speakers was done using a Oneway-ANOVA with Body 
Orientation as the independent variable. An analysis that took coarticulatory 
context into account was not possible due to the limited number of tokens. 
Therefore, the results should be taken with caution.  
Speakers were classified as compensators for body orientation in a given formant 
when the result of the ANOVA was not significant for that formant. Vice versa, a 
significant result indicated that the speaker was not compensating. This means for 
the following results that there are either compensators (1) or non-compensators 
(0); problematic cases were assigned the values that matched their formant 
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behaviour most. The focus of the analysis was on vowels, as they exhibited the 
most diverse behaviour between speakers.  
Compensatory behaviour differed across different vowel and formant 
combinations. Most compensation was present for lower formants F1 and F2, 
while for F3 and F4, speakers compensated less often. This was not the case for 
/i:/, where especially F1 differed much between orientations. Percentages of how 
much compensation occurred for each vowel and across all vowels can be found 
in Table 8.37 (the lower the percentage, the less compensation was employed, and 
the more values differed between orientations). 
 F1 F2  F3 F4  ø 
/ɑ:/ 38 54  13 29  34 
/i:/ 29 42  50 42  41 
/u:/ 42 75  25 42  46 
ø 47  34   
Table 8.37: Percentage of subjects who compensate, for each formant and 
vowel combination. The bottom row conflates the percentage for lower and 
higher formants across all vowels for a more direct comparison. The total 
number of subjects was 24. 
For subjects who did not compensate, different patterns in values for prone vs 
neutral orientations were exhibited between speakers. Of the 15 non-compensators 
for F1 in /ɑ:/, all but two showed the same pattern – F1 was lower in prone than in 
neutral body orientation. However, for /i:/, non-compensators were not as 
consistent in their behaviour. Of the 17 subjects who did not compensate, 8 
followed the pattern that F1 was lower in prone than in neutral orientation (similar 
to /ɑ:/), while 8 showed higher values in prone than in neutral orientation. Of the 
14 non-compensators for /u:/, 8 showed the opposite pattern from the one for /ɑ:/, 
that is, they had higher values in prone than in neutral orientation. The remaining 
6 were not consistent in their patterns. Of the 11 speakers who did not compensate 
when uttering /ɑ:/, only 6 had higher values in prone than in neutral orientation, 
the same pattern that could be observed for /i:/, where 9 out of 14 non-
compensators behaved like this. The opposite pattern was visible in 2 speakers for 
/ɑ:/ and 4 speakers for /i:/. In /u:/, only 6 speakers did not compensate for 
perturbations to their vocal tract, and 2 of them follow the prevalent pattern of 
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higher values in prone orientation, while the remaining 4 followed the opposite 
pattern. 
These differences may be due to the differences in articulation of the vowels, but 
could also be argued to demonstrate that speakers who seem not to compensate 
for body orientation may in fact overcompensate. 
Higher formants were generally less controlled and exhibited less compensation 
and therefore varied more. Of the 21 speakers who did not compensate for 
changes between body orientations for F3 in /ɑ:/, 15 had higher values in prone 
than in neutral orientation, while only 4 exhibited the opposite pattern, with values 
being lowest in prone orientation. In contrast, of the 12 speakers whose F3 
changed in /i:/, only 7 followed that pattern. 12 out of the 18 non-compensating 
speakers for F3 in /u:/ showed that pattern. 
Patterns of change for F4 values were similarly weighed. For /ɑ:/ and /i:/, the 
prevailing pattern had highest values in prone orientation (11 out of 17 for /ɑ:/ and 
9 out of 14 for /i:/). For F4 in /u:/, half of the speakers show the same pattern. 
The main findings of analysis on compensation thus far are: 
- The most common pattern for all vowel and formant combinations has 
higher values in prone than in neutral orientation, despite qualitative 
differences between vowels especially concerning the lower formants. 
- Nevertheless, patterns where values in prone orientation were the lowest 
were not uncommon. This may point to overcompensation for 
gravitational pull. Consequently, different vowels may have different 
reactions to gravitational pull, and thus differing “default” patterns of 
articulatory and acoustic change. 
- There was less compensation occurring across all formants for /ɑ:/ (34% 
of speakers) than for /i:/ (41%) and /u:/ (46%). This could be due to 
several reasons (for example articulatory anchoring, or differences in 
narrowness of the articulatory range of the phoneme) which will be 
discussed in Chapter 10.  
- Speakers who compensated for body orientation differences usually 
showed a mixture of different patterns, as would be expected, as the results 
of their ANOVAs were not significant. 
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Often the speakers who did or did not compensate for a particular sound and 
formant did not correspond to those speakers who did so for another sound or 
formant. There seems to be no clear pattern as to whether a particular speaker 
compensates for physiological changes or not, except within very specific 
boundaries. For example, a speaker may compensate for their F2, but not F4 in 
/i:/, but show a reverse pattern for /u:/.  This means that it was not possible to 
assign each speaker to a group of compensators or non-compensators. 
However, there were some speakers who either differed consistently in all 
formants for all three vowels (subject numbers 8, 28 and 31), with some 
exceptions; or showed many instances of compensation (subject numbers 2, 18 
and 19). Table 8.38 provides an overview of compensation patterns for these 6 
speakers. 
 /ɑ:/ /i:/ /u:/  
 F1 F2 F3 F4 F1 F2 F3 F4 F1 F2 F3 F4 
Total compensation  
Score (max. 12) 
8 0 0 0 0 0 0 0 0 0 1 0 1 2 
28 0 1 0 1 0 0 0 0 0 0 0 0 2 
31 0 0 0 0 0 1 0 0 0 1 0 1 3 
2 1 0 0 1 0 0 1 1 0 1 1 1 7 
18 1 1 0 0 1 1 0 0 1 1 1 0 7 
19 0 1 0 1 1 0 1 1 0 1 1 0 7 
Table 8.38: Consistent non-compensators 8, 28 and 31 juxtaposed with 
compensators 2, 18 and 19. The value 0 in a cell means that the speaker did 
not compensate for that formant as measured in that vowel, while 1 means 
that they did.  
 
Figure 8.26: Example for F3 behaviour for subject 8 and 18 
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Figure 8.26 shows an example of F3 for speaker 8, who was not compensating for 
body orientation influences, and for speaker 18, who was. 
8.9 Preliminary conclusion 
It became apparent that there were some speakers who were consistently 
compensating more than others. Yet even those speakers who were the ones who 
compensated most of the time still did so only in little more than half of the cases. 
The results show that while speakers do compensate to varying degrees, full 
compensation is never achieved, and therefore the effect of body orientation will 
be measurable in the signal at all times. Because this sounds drastic, I would like 
to remind the reader that the effect was both small and inconsistent. Even though 
it may alter the signal, this does not mean that it affects someone’s speech to an 
extent that is in any way structured or even meaningful. However, previous 
studies indicate that listeners may be aware of even the smallest acoustic cues, and 
can therefore be expected to be able to discriminate between body orientations, 
especially when strong cues are available. Chapter 9 describes a perception study 
that was aimed at answering this question. 
Chapter 10 will then provide a combinatory discussion of acoustic effects and 
perceptual cues, and a conclusion with respect to their relevance in the framework 
of Forensic Speaker Identification. 
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Chapter 9 
Perception of acoustic cues to body orientation  
Findings from the acoustic studies described in the previous chapters indicate 
marginal differences in formant frequencies between different head positions and 
body orientations. The perceptual study in this chapter was aimed at whether these 
differences have a perceptual reality. To achieve this, a perception experiment was 
carried out to find out whether listeners can reliably identify the orientation of a 
speaker. 
9.1 Subjects 
36 listeners took part in the study, all native speakers of English. Three of them 
had a second native language, which was noted in case they behaved differently 
from the others. The listeners came from two different sources: 18 18-28 year olds 
(mean: 20.3) had taken part in another perception experiment carried out in the 
department, and agreed to stay a little bit longer. The second group consisted of 
18 undergraduate students between 19 and 33 years (mean: 21.3) who were tested 
in the context of one of their courses. Initially, 22 took part in the second group, 
but 4 were excluded because they were native speakers of other languages than 
English. None had any reported hearing problems. There were 14 male and 22 
female subjects. 
9.2 Stimuli 
Stimuli were created from the available speech recordings of the differing body 
orientations which showed the most marked differences. Since these differences 
appeared to be limited mainly to the contrast between neutral and prone body 
orientation, only these two orientations were compared, and supine orientation 
was left out entirely. Similarly, the study focused on differences in F3, because it 
showed the most consistent patterns in both acoustic studies. Note that 
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measurements were only made in the vowel of one syllable, thus the following is 
based on these measurements only. 
Each stimulus consisted of a sentence pair in which one sentence was spoken in 
neutral, and one in prone orientation. Both sentences in each pair were spoken by 
the same speaker; but in total, several speakers were used to create the whole set 
of stimuli. With respect to formant frequencies, the pairs were chosen to fit into 
one of two categories:  
1. DIFF = F3 value of target vowel in each pair differed notably between 
orientations.  
2. SIM = F3 values of target vowel in each pair were similar.  
All other values were aimed to be as similar as possible. The difference in F3 
averaged across all pairs was 60Hz for SIM pairs and 324Hz for DIFF pairs 
(Table 9.1). The difference in the DIFF condition was significant (Table 9.2), 
while the one in the SIM condition was not. ΔHz for both conditions is visualised 
in Figure 9.1.  
  F0 F1 F2 F3 F4 
SIM 
N 20 20 20 20 20 
Mean 9.84 7.45 58.90 60.40 46.82 
SD 32.62 51.78 93.93 88.40 200.50 
DIFF 
N 20 20 20 20 20 
Mean 14.24 -1.57 83.17 324.33 103.74 
SD 24.53 74.27 93.09 169.96 186.58 
Table 9.1: Mean ΔHz for perception stimuli 
SIM  DIFF 
 df1 df2 F Sig. 
Levene 
Stat. 
 
 df1 df2 F Sig. 
Levene 
Stat. 
F0 1 38 .44 n.s. .012  F0 1 38 .89 n.s. .000 
F1 1 38 .01 n.s. .015  F1 1 38 .00 n.s. .033 
F2 1 38 .06 n.s. .048  F2 1 38 .11 n.s. .000 
F3 1 38 .16 n.s. .048  F3 1 38 4.41 p < .05 .154 
F4 1 38 .18 n.s. .233  F4 1 38 .76 n.s. .030 
Table 9.2: F3 was significantly different between neutral and prone body 
orientation for the DIFF condition only. The distribution of variances was 
homogenous (Levene Statistic), thus no corrections needed to be made. 
The standard deviations (SD) relate to the ΔHz values and are often much larger 
than the mean, indicating large individual differences between the values of the 
sentence pairs. However, it was made sure that individual pairs of formants that 
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were not meant to differ between conditions (that is, every formant except F3 in 
the DIFF condition) did indeed not differ. 
 
Figure 9.1: Mean ΔHz for perception stimuli – the higher the value, the more 
the sentences differed in that formant. 
The formant frequencies on which the classification into sentence pairs was based 
were those measured in the first syllable of the CVCV sequence in the sentence 
“Say CVCV please”. Each word (e.g. dada) had to be present in both categories, 
DIFF and SIM, for comparability. Only /ɑ:/ and /i:/ stimuli could be included 
because for /u:/ there were not enough instances where both DIFF and SIM pairs 
could be found for the same word. However, words with all consonant contexts, 
bilabial, alveolar, and velar, as well as both voiced and voiceless, could be found 
for the other two vowels. In total, there were 20 sentence pairs that differed 
significantly in their F3 values between neutral and prone orientation; and 20 pairs 
where F3 and other values were relatively similar. Each of the pairs was presented 
in two orders, i.e. neutral orientation first, prone second, and vice versa. This 
yielded 80 stimuli in total. 
Recall that the hypothesis for this perception experiment was that listeners make 
use of the differing frequencies between body orientations. Therefore there should 
be more correct identifications of body orientation for DIFF stimuli and no clear 
trend in the responses for SIM stimuli.   
9.3 Experimental procedure 
The first group of listeners completed the task in a sound-insulated booth one at a 
time, while the second group was split into 2 smaller subgroups (13 and 9), as the 
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seminar they all attended was split as such. Each of these two subgroups sat in the 
same room, the Phonetics laboratory in the Department of Theoretical and 
Applied Linguistics, and carried out the task individually on separate computers at 
the same time. They were encouraged to take a break after 40 stimuli (halfway 
through the experiment), and they all were finished after approximately 10 
minutes. The experiment itself was written and carried out in Praat. The script 
played a stimulus and displayed two buttons on the screen. Subjects were asked to 
listen to the sentence pair and then indicate by clicking the respective button, 
whether the listener thought the speaker was lying face down in the first or second 
sentence. Upon clicking, the program went on to the next sound file. 
9.4 Measurements 
All values were extracted using Praat, and then saved as a tab-separated file to be 
imported into Microsoft Excel. Outlier analysis was done, but in a different way 
from those where there are natural values. Here, it had to be ensured that instances 
were excluded in which listeners clicked one of the buttons before the second 
sentence had even started playing. Reaction times were provided by the Praat 
script, making this kind of outlier analysis possible. After identifying particularly 
short reaction times and comparing them with the duration of individual sentences 
within each sentence pair affected, seven responses were excluded. The rest were 
copied into SPSS. 
9.5 Analysis 
Pearson’s chi-square test χ² and frequency counts were used to analyse the 
responses, because they were categorical values. In addition to the variables 
indicating vowel quality, place of articulation and voicing of the adjacent 
consonant, the dataset consisted of the variables 
- CORR = whether the response the subject gave was correct 
- DIFF/SIM = whether the sentence pair differed in F3 or not 
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Speakers did show differing behaviours with respect to compensation (cf. 
summary sections of Chapter 7 and 8). However, this was not expected to have a 
major influence, since the experimental design made a clear distinction between 
marked differences and no measurable differences in F3 (in the target syllable). 
This design overruled compensation strategies in the sense that it artificially 
created compensation (no measurable difference) and non-compensation (marked 
differences) environments. 
9.6 Results 
In a preliminary analysis, the order of presentation within each sentence pair was 
assessed with respect to its influence on the overall result. This was done to 
exclude the possibility of listeners being influenced by what they perceive as a 
‘normal’ orientation, which may result in them assuming subconsciously that the 
sentence in neutral body orientation would be played first. However, results of the 
chi-square show that there was no impact of sentence order on the percentage of 
correct answers: χ² (1) = .42, n.s. 
The main analysis was simply concerned with how many correct responses there 
were for each condition, and whether the expected differences between them 
could be observed. When the F3 values were similar, 48.4% of the responses were 
correct, which complied with the hypothesis that listeners cannot tell the 
difference between body orientations when F3 is similar. However, when F3 was 
different, there were still only 50% correct responses. This result was in clear 
opposition to the hypothesis, which stated that in this condition, listeners should 
be much better in identifying body orientations. Similarly, the chi-square tests 
showed that the difference in the amount of correct responses between the 
categories of DIFF/SIM, i.e. whether F3 differed between sentences or not, was 
not significant: χ² (1) = .77, n.s. The number of correct responses for both 
conditions is visualised by Table 9.3 and Figure 9.2. 
 N CORR 
SIM 1435 48.4% 
DIFF 1438 50.0% 
Table 9.3: Distribution of correct answers in SIM and DIFF conditions.  
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Figure 9.2: The number of correct responses ranged around 50% for both 
conditions (Table 9.3). 
With chi-square, there is no way of testing interdependencies of variables, like it 
was possible with a repeated-measures ANOVA design (Field 2011:691). To 
assess whether the ambient context of the vowel or the vowel itself had an 
influence on CORR, chi-square was not only calculated over all stimuli, but also 
separately for each original stimulus (i.e. the actual target word). 
χ² was significant for the word deedee: χ² (1) = 12.50, p < .001. There were 
significantly more correct responses in the DIFF condition, which is in line with 
the hypothesis that speakers would be able to make use of F3 as a cue to body 
orientation (cf. Chapter 6). For the percentage of correct answers for deedee, see 
Table 9.4. 
 N CORR 
SIM 72 52.8% 
DIFF 72 80.6% 
Table 9.4: Distribution of correct answers in SIM and DIFF conditions for 
deedee only.  
χ² was also significant for the word beebee: χ² (1) = 7.31, p < .01. However, here 
the pattern is the opposite from the hypothesis (Table 9.5). The analysis revealed 
fewer correct responses in the DIFF condition, and more in the SIM condition. 
 N CORR 
SIM 72 69.4% 
DIFF 72 47.2% 
Table 9.5: Distribution of correct answers in SIM and DIFF conditions for 
beebee only. 
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9.7 Chapter summary 
Overall, listeners were not able to tell the difference between speech in neutral 
and prone body orientation. χ² results were largely not significant, with some 
exceptions that did not exhibit a structured pattern. The effect was small, even 
after juxtaposing exceptionally different sentences. Additionally, there may be 
other factors in determining a speaker’s body orientation that interfered with the 
results. It has to be stressed again that the part of the sentence on which 
categorisation into SIM and DIFF was based was a single syllable. It cannot be 
excluded that the rest of the sentence had an influence on listener’s behaviour. 
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Part III 
Interpretation of results 
 
 
 
 
Chapter 10 
Discussion  
This chapter is concerned with how the previously described results from two 
distinct but related sets of postural configurations can be reconciled and 
commonalities found. Firstly, a summary of findings from Chapters 7, 8 and 9 
will be given to remind the reader of the complex behaviour of acoustic 
parameters. In the discussion, the consistent variation within speakers is 
highlighted, as is the overall effect which was visible across all speakers despite 
individual differences. To this end, similarities will be addressed first and 
explanations sought with reference to the hypotheses postulated in Chapter 6. 
Next, inevitable differences between speakers will be discussed, and how they can 
be explained by differing compensatory strategies. After this, the results of the 
perceptual experiment will be put into this context. Chapter 11 will provide a 
conclusion that aims to combine the main effect (within-speaker variation) with 
compensatory mechanisms (between-speaker differences) to form a unified model 
of changes encompassing head positions and body orientations. This model will 
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then be applied to Forensic Speaker Identification and how the discipline will 
have to deal with this type of variation, if at all necessary. Finally, this research is 
far from providing a complete approach to physiological variation, and directions 
in which research is necessary will be given, before speculating on some 
questions that remained unanswered. 
10.1 Summary of results 
Overall, differences between body orientations were more consistent than between 
head positions. This section will merely summarise all results for convenience and 
as a reference point for the later discussion. 
10.1.1 Head positions 
Head positions had an irregular effect on the speech signal with very few 
consistent differences. The results in this section will be divided up by the type of 
sound investigated. 
10.1.1.1 Vowels 
F0 values did not differ between head positions. Although values were higher in 
non-neutral positions, this was not significant. F1 values in sustained /ɑ:/ were 
lowest in lowered head position for male speakers. F1 was also significantly 
different in some of the vowels in a natural sentence context. In that (and be), F1 
values were highest in lowered head position (although only significantly for that 
of male speakers). This pattern contrasted with the one found for sustained /ɑ:/. 
/ɑ:/ in a controlled sentence context did not exhibit any significant pattern. In this 
dataset, /i:/ showed F1 differences between head positions, being lowest when 
looking to the right. F1 differences were not visible in any instance of /u:/. For 
male speakers’ sustained /i:/, F2 values were significantly higher in raised than in 
lowered head position (and still being higher than in neutral position). However, 
no other vowel differed in F2. Sustained /u:/ spoken by male speakers differed in 
its F3 values, which were highest in raised head position. F3 in it was also highest 
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in raised head position, which was significant for all speakers. Similarly, /ɑ:/ and 
/u:/ in the controlled sentence context exhibited similar differences in their F3 
values, being highest in raised head position. /i:/ showed significant differences as 
well, but not on the vertical axis. Here, values were significantly lower when 
looking to the right compared to a neutral head position, and only for female 
speakers. This pattern seemed to repeat the one found for F1 in the same vowel. 
F4 differed significantly in that, but here only when followed by [ɹ] (instead of 
[l]). Values were then much higher in lowered head position. There were also F4 
differences in /i:/ in the controlled sentences, with values being highest in lowered 
head position. Although these two results were consistent with each other, they 
were the only differences regarding F4 in the whole dataset. All effects found for 
sustained vowels were significant for male speakers only. Similarly, only male 
speakers differed significantly in their F1 values in that. 
10.1.1.2 [l] 
In [l], only F3 exhibited significant differences between head positions, but the 
direction complied with the results found for vowels. Values in raised head 
position were the highest, being significantly higher than those in neutral position. 
10.1.1.3 [ɫ] 
For [ɫ] as well, only F3 differed significantly, but only when preceded by high 
front vowels /i:/ and /ɪ/. Values were lowest in lowered head position. The effect 
was only significant for female speakers, although male speakers showed the 
same pattern. 
10.1.1.4 [ɹ] 
[ɹ] generally showed very weak effects, and only for male speakers when [ɹ] was 
embedded in a consonant cluster. Here, F1 exhibited the same pattern as in 
sustained /ɑ:/, being lowest in lowered head position. F3 differences were highest 
in raised head position. Neutral values were lowest, which conforms to the 
prevailing pattern so far. However, in addition to the aforementioned constraints, 
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the F-value for F3 only approached significance, and consequently, none of the 
contrasts were significant, resulting in a weak effect at best.  
10.1.1.5 VOT 
Head position changes had no effect whatsoever on VOT. Even taking into 
account potential influences from articulation rate did not change the picture. 
10.1.1.6 Interim summary 
Results for head positions were sporadic and inconsistent, with F1 exhibiting 
contrasting patterns between different sounds, and F0, F2 and F4, as well as VOT 
values not differing whatsoever (with exceptions few and far between). F3 
showed the most consistent and promising results. In many cases, it was only one 
sex that exhibited the differences between head positions. For F3, the difference 
between values in neutral and raised head position was the greatest in most cases, 
while for other formants values in lowered head position differed most from those 
in the other positions.  
10.1.2 Body orientations 
In contrast to the results for head positions, the changes induced by different body 
orientations were more consistent. However, there were some irregularities and 
some parameters changed more than others. This section as well is divided up by 
type of sound. 
10.1.2.1 Vowels 
F0 was measured in vowels only, and differed between body orientations. F0 
values in prone orientation were significantly higher than in neutral or supine 
orientation. Although the contrast between neutral and supine orientation was not 
significant, values were higher in the latter as well, which demonstrates that there 
were higher values in F0 in both non-seated orientations. F1 only differed between 
body orientations for /ɑ:/ and /u:/, and in opposite directions. In /ɑ:/, values in 
prone orientation were the lowest, while in /u:/ prone values were the highest, but 
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only approached significance. F2 differed only for /ɑ:/ (and only for male 
speakers in alveolar consonant contexts) and schwa. Values were lowest in prone 
orientation for schwa, but showed the opposite pattern for /ɑ:/. F3 and F4 
differences were only significant for /ɑ:/ and schwa, both formants being highest 
in prone orientation for both sounds. Neutral and supine values remained 
relatively similar to each other. 
10.1.2.2 [l] 
Only F3 values were different between body orientations, exhibiting the already 
observed pattern of higher values in prone orientation, as well as neutral and 
supine values being similar. 
10.1.2.3 [ɫ] 
F1 and F2 were not significant in [ɫ], but F3 showed a consistent pattern of change 
between body orientations. Values in prone orientation were again the highest. In 
F4, there were differences between patterns for [ɫ] between sexes. In the context 
of a low vowel in fall, all subjects showed consistently higher values in prone 
orientation. However, in the context of high front vowels in feel, fill and fell, 
males still showed the same pattern, while female speakers had values which were 
lowest in prone orientation. In all patterns, neutral and supine values were similar. 
10.1.2.4 [ɹ] 
F2 in [ɹ] differed only in the neighbourhood of /i:/. Like for schwa, values were 
lowest in prone orientation. F3 values were again highest in prone orientation, and 
similar for neutral and supine orientation. F1 and F4 were not significantly 
different. 
10.1.2.5 /j/ 
Only female speakers differed between body orientations, and only in their F3 
values. The pattern was consistent with that of other sounds, with values being 
highest in prone orientation and neutral and supine values being similar. 
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10.1.2.6 /w/ 
In /w/ F3 values were significantly higher in prone than in neutral and supine 
orientation. In addition, the contrast between prone and supine orientation was 
significant as well. F4 showed the same pattern, albeit only for female speakers, 
and the contrasts were not significant. No other formants differed between body 
orientations. 
10.1.2.7 Interim summary 
Effects of body orientation on the speech signal were less sporadic than for head 
positions. Nevertheless, they were small, and only F3 differences were consistent 
across sounds and speakers. There were some sex differences, most notably for F4 
between body orientations, where two main patterns could be found that opposed 
each other depending on the sex of the speakers. Here as well, a striking pattern 
emerged: If there are differences between body orientations, values in prone 
orientation exhibited the strongest effect. Neutral and supine orientation values 
remained fairly similar across all contexts. This is similar to findings for head 
positions, where F3 values between neutral and lowered head positions remained 
similar, while those in raised head position differed most from neutral values. This 
pattern was not found for other formants, but here the results were more sporadic 
in general. Since this effect was similar for both production studies, the discussion 
will be ‘outsourced’ as a separate section, after head positions and body 
orientations have been discussed. 
10.1.3 Perceptual correlates 
Listeners were not able to tell the difference between speech in neutral and prone 
body orientation at all, although sentence pairs were chosen carefully to compare 
perception of very strong differences compared with non-existent differences. The 
ratio of correct responses was at chance level for both conditions. 
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10.2 Discussion of results 
10.2.1 Similarities among speakers 
10.2.1.1 Head positions 
F0 
F0 values were expected to be somewhat higher in non-neutral head positions, 
with those in raised head position being the highest. Consistent with this 
hypothesis, values in lowered head position were similar to those in neutral head 
position, while values in raised head position were higher. However, these 
differences were not significant. It could be speculated that the angle at which 
subjects were looking up or down was not sufficient to induce strong reactions 
regarding their muscular setup. Alternatively, it could be hypothesised that neither 
raising of the larynx nor stretching of the cricothyroid takes place. It has been 
suggested that strap muscles play a role in F0 control, but act in different 
directions. These could be stretched in raised head position and, due to their 
opposing function, cancel out each other’s impact. Furthermore, the hypothesised 
effect was expected to be a small one, and indeed, F0 values rise in non-neutral 
head positions, albeit to a much smaller extent than necessary to be statistically 
significant. 
Formant frequencies 
This section will discuss formant frequencies by sorting them into two broad 
categories. Lower frequencies describe F1 and F2, as the ones being primarily 
responsible for vowel quality, and thus less susceptible to change from 
paralinguistic and extralinguistic sources. Higher frequencies are F3 and F4, 
which were expected to differ more between head positions as a function of the 
changing shape of the vocal tract, without the linguistic control necessary to 
maintain intelligibility. 
F1 did differ between head positions for some sounds, but the pattern in /ɑ:/ and 
[ɹ] contrasted with the one in that and be. Additionally, the effect was only visible 
CHAPTER 10 – DISCUSSION 
194 
 
for male speakers (except in be). One plausible reason for the behaviour of /ɑ:/ 
and /r/ is the pattern as predicted from Anegawa et al. (2008), where the 
pharyngeal airway space (PAS) increased with lowered head posture. Therefore 
all formants should lower in lowered head position as a result of the weakening of 
the pharyngeal constriction. However, for the other vowels (in that and be), this 
explanation does not seem to hold, as F1 here rises in lowered head position. A 
possible explanation for this seemingly contradictory pattern could be the 
potential reduction of natural vowels in a sentence context and consequently a 
different behaviour from unreduced vowels. Instances of that and it in particular 
were likely to be reduced because they were unstressed. Indeed, that was more 
often centralised than not. However, be would be more resilient to reduction, 
because despite its unstressed nature, the vowel is a tense /i:/. Also against the 
explanation argue the results for it as well as schwa in the, which did not exhibit 
any differences in F1. Regarding schwa, coarticulation could change its quality in 
a way that results in a pattern too sporadic to be statistically significant. Especially 
the influence of the adjacent liquid has been reported to have an impact on 
reduced vowels (for example Tunley, 1999, West, 1999). However, there were no 
interactions with other factors indicating that this may be the case. Another 
possible explanation divides the sounds into categories of unconstricted vs 
constricted pharynx. For both /ɑ:/ and [ɹ] the pharynx is constricted, while for the 
reduced vowel in that as well as /i:/ in be the pharynx is by default more open. 
This is the cause for a generally higher F1 in /ɑ:/ and [ɹ]. Therefore, with head 
lowering comes a release of any constriction of the pharynx, and thus a lowering 
of all frequencies in these sounds, as described above. The results may also be 
fluctuations in compensatory behaviour which differ between speakers. The 
question remains though why speakers would overcompensate for that and be, but 
‘let articulators slide’ for /ɑ:/ and [ɹ]. Regarding the target ranges for both sounds, 
there is much more space for variation than for /i:/, which means that more 
variation is allowed without violating the intelligibility rule. Unfortunately, the 
vowel in that cannot be accounted for in this theory, as even if it was moved 
outside the target range of /a:/ (underlying) or /ə/ (realised), its context makes 
confusion with other vowels unlikely. Similarly, although this theory could 
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explain why /ɪ/ in it did not show differences between head positions, being in 
close proximity to other close front vowels, context would again prevent the word 
from being mistaken for another one. The remaining, but rather uncomfortable 
explanation would be that F1 changes are merely coincidental and occurred in 
cases where there was no danger of hindered intelligibility of the signal. 
Furthermore, the fact that differences were mainly visible for male speakers could 
point towards a direction of sex differences, which will be discussed in Section 
10.2.2. In contrast to complex results for F1, F2 exhibited only one significant 
result, which was for sustained /i:/, where values in lowered head position were 
lowest. This is such an isolated instance that it is very likely to be a random 
occurrence. 
Higher formants, on the other hand, showed stronger effects between head 
positions. Specifically, F3 exhibited the most consistent behaviour. Sustained /u:/, 
the reduced vowel in it, controlled /ɑ:/, /i:/ and /u:/, [l] and [ɫ] all had the highest 
values in raised head position with respect to lowered and neutral head position. 
The direction of the change therefore is as was expected by the hypothesis. 
Although there were sex differences, this strong result suggests that F3 does differ 
consistently between head positions. This means that F3 is not being compensated 
for completely, indicating that it is less important for intelligibility maintenance in 
the sounds that were affected. Support for this comes from an interesting side note 
regarding differences between positions for [ɹ], which only approached 
significance. [ɹ] has been described as achieving much of its quality by not just 
the first two formants, but F3 as well. A change in F3 could therefore impede 
intelligibility here, resulting in more compensation, which would explain the 
weaker effect that was found. However, according to Heselwood (2009) and 
Heselwood & Plug (2011), F3 is not responsible for rhoticity at all (see Section 
6.1.3.2). In addition, there are many articulatory components to the production of 
/r/, which could all play a role in compensation, for example lip protrusion, 
retroflexion, and location of the secondary articulation. It can therefore not be 
determined with certainty why F3 does not show any effect of head position. 
Another interesting result could be found for [ɫ], regarding the fact that it only 
differed between head positions in high front vowel contexts. This runs counter to 
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the hypothesis of articulatory anchoring. It is possible that the preceding vowel 
does not have a large impact on the liquids; however, this does not explain why 
values did not differ between head positions in other vowel contexts. Likewise, 
controlled /i:/ and /u:/ were expected to be subject to articulatory anchoring, 
nevertheless, they exhibited significant differences. It seems that articulatory 
anchoring did not occur (to a large extent) for F3 in this dataset.  
Like F3, F4 was expected to differ between head positions, albeit less 
systematically due to its shorter wavelength. This lack of systematicity may have 
had a cancelling out effect in the overall analysis of any potential effect that may 
have occurred in more confined contexts. Unfortunately, the more variables there 
are in the system, the more speculative any assumptions about their involvement 
become. F4 was not always measurable, which may have had an impact on the 
size of the effect. Significant results could only be found in controlled /i:/ as well 
as in that, however here only in the context of an /r/ occurring later in the sentence 
(as opposed to [l]). Values were highest in lowered head position. 
Differences between looking left and right were mostly not significant, either in 
contrast with neutral head position, or compared with lowered or raised head 
position; which was expected. However, for F1 in /i:/ in the controlled sentences, 
values when looking to the right were much lower than those when looking to the 
left. Although the post-hoc contrasts were not significant, the same pattern could 
be found in F3 in the same vowel, albeit only for female speakers. Here, the 
values when looking to the right were significantly lower than in neutral head 
position. There may have been an asymmetry in horizontal head rotation in female 
speakers that caused a stronger effect when turning their head to the right. 
To summarise, the hypotheses put forward for head positions have been partly 
confirmed: There was little change between body orientations for lower formants. 
F3, on the other hand, showed larger and more consistent differences, being 
highest in raised head position. However, F4, which was expected to differ most, 
seemed to not have changed very much, which may be due to fluctuations and 
measurement difficulties. Another expectation, namely that of articulatory 
anchoring found by Kitamura et al. (2005), could not be verified by the present 
data. Vowels of all qualities showed equally sporadic results. The small 
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differences between neutral and lowered head position compared to neutral and 
raised head position will be addressed in Section 10.2.1.4. 
10.2.1.2 Body orientations 
F0 
F0 was higher in both prone and supine body orientation compared to neutral 
orientation. Only the difference between neutral and prone orientation was 
significant, which supports the hypothesis which expected F0 values to be higher 
in prone body orientation and remain largely similar in supine orientation. It is 
unclear, however, how much each influencing factor contributed to the effect in 
prone orientation. Both increased subglottal air pressure and a generally higher 
tension of the larynx muscles were expected to have an impact on F0. However, it 
has been suggested in the previous section that activity of the strap muscles may 
cancel each other out. Similarly, stretching of multiple opposing strap muscles in 
raised head position (and vice versa, relaxation in lowered head position) may 
keep the larynx more or less in place, without moving up or down. F0 values may 
therefore be less affected by the sum of the strap muscle activity, leaving 
subglottal air pressure as influencing factor. 
Formant frequencies 
Only /ɑ:/ exhibited differences between body orientations for all four formants. 
The behaviour of its F1 values corresponds to the one exhibited by /ɑ:/ in isolation 
and [ɹ] in a consonant cluster (both for male speakers only) in the study on head 
positions. F1 being lower in prone body orientation is in line with the hypothesis 
that forward movement of the jaw and more protruded lips result in a lengthening 
of the vocal tract, in addition to a less strong constriction in the pharynx. Values in 
neutral and supine body orientation were similar, which indicates that structures 
of the vocal tract were prevented from moving in the direction of the gravitational 
pull by compensatory strategies. Results for /u:/ only approached significance; 
however, they showed the opposite pattern to the one found for the open vowel 
/ɑ:/ (being higher in prone body orientation). This is similar to the pattern contrast 
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found between /ɑ:/ and [ɹ] and centralised/high sounds in the head position 
dataset. In the present case, both /ɑ:/ and /u:/ are produced with a constriction 
fairly back in the mouth, near a velocity node of the first resonance (albeit at 
different distances to it). According to perturbation theory, formants are higher 
when constrictions are made towards a velocity node. Any movement away from 
that node would be expected to lower F1. The degree of the constriction has an 
additional influence on formant frequencies. The more the vocal tract is 
constricted, the more influence the velocity node can exert upon the formant. 
Thus, for /ɑ:/ in prone orientation, the constriction in the pharynx can be expected 
to be less extreme than would be the case in sitting or supine orientation, taking 
away some of the influencing power of the velocity node at the glottis and 
consequently lowering F1 in /ɑ:/. /u:/ on the other hand is articulated more 
towards the front of the mouth with a velar constriction. A widening of the vocal 
tract in the same way as for /ɑ:/ might be more likely to reduce influence of the 
antinode at the lips, thus raising F1. The fact that the effect was weaker for /u:/ 
could be a result of articulatory anchoring. However, Kitamura et al. (2005) found 
stronger differences between body orientations for back vowels and suggested 
anchoring of the tongue to the hard palate for front vowels that prevents gravity 
from affecting them. The more contact there is with solid structures of the vocal 
tract, the less variation is expected, consonants being less variable than vowels. 
This also reflects in perception of vowel and consonant categories (see for 
example Kronrod, Coppess, & Feldman, 2012). However, /u:/ was fronted in most 
instances, and could therefore be more susceptible to articulatory anchoring than a 
full back vowel. This conforms with the observation that there were no significant 
differences between body orientations for /i:/, which is thought to be even more 
anchored. Additionally, if there are several similar vowels clustered together, they 
would be expected to differ very little to avoid overlap. Considering high vowels 
in SSBE English, which are the subject matter here, there are two phonemes: /i:/ 
and /ɪ/. As mentioned in Sections 6.2.1.2 and 6.2.2.2, due to increased fronting of 
/u:/, it could even be argued that two phonemes could be added to the allophone 
inventory of /u:/  /y:/ and /ʊ/  /ʏ/. In this case, the vowel space in the front 
high region becomes more crowded. Even if rounding was excluded from this 
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level, we are left with two phonemes (or even three, if /e/ is counted) that could be 
confused if the quality of the one that is produced changes enough to approach 
that of the other. Articulatorily and acoustically, sounds behave on a gradient 
level, but as soon as a category boundary is reached in perceptual terms, another 
vowel is perceived (for example Liberman, Harris, Hoffman, & Griffith, 1957). 
/ɑ:/ on the other hand does not share its articulatory space with any other 
phonemes. /a:/ and /ɔ/ could be described as being closest, but /a:/ is merely an 
allophone, and /ɔ/ involves additional lip rounding as well as a more back 
articulation. 
F2 only showed sporadic results, and only for some places of articulation. Again, 
there were differences in patterns. F2 values were lowest in prone orientation in 
schwa and [ɹ] (here only when followed by /i:/), but highest in prone orientation 
for /ɑ:/ (and only for male speakers in alveolar consonant contexts). It is tempting 
to conclude that these results are so sporadic that they must be random. On the 
one hand, results for F1 and F2 in /ɑ:/ comply with Shiller et al.’s (1999) findings 
for /e/ and /æ/. On the other hand, the hypothesis in Chapter 6 stated that F2 was 
not expected to differ much per se in terms of narrowing in the pharynx, in 
accordance with the intelligibility rule. Therefore, without articulatory data, no 
obvious conclusion can be drawn. 
The laterals and glides did not exhibit significant F1 or F2 differences. This 
complies with the hypothesis that these formants are necessary to maintain 
intelligibility. However, an explanation is needed that goes beyond this and 
explains why this is the case for laterals and glides, but not for open vowels and 
[ɹ], which did have changing lower formants. For laterals where the tongue tip is 
in contact with the hard palate, as well as /j/, comparable anchoring that is taking 
place for /i:/ and /u:/ could be responsible. The reason for the lack of differences 
between neutral and prone body orientation for /w/, on the other hand, could be 
that the lips are already protruded and therefore gravitational pull would have a 
smaller effect on them. In addition, although /w/ does not undergo the same 
amount of fronting as its corresponding vowel /u:/, some articulatory anchoring 
due to a stronger constriction than in /u:/ may prevent the back of the tongue from 
moving forward. However, there was also no difference in formant frequencies 
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between neutral and supine orientation, which would have been expected due to 
spreading of the lips and backward movement of the tongue. Here, there is the 
potential for compensation, which will be further discussed in Section 10.2.2, in 
the context of all other sounds where values do not seem to differ much between 
neutral and supine body orientation as well as neutral and lowered head position. 
F3 was highest in prone orientation for all sounds compared with neutral and 
supine orientation, except /i:/ and /u:/, which showed no effect. The lack of effect 
in /i:/ could be due to articulatory anchoring. However, why should both variants 
of /l/ not be anchored, seeing that there is contact with the hard palate for /l/? The 
F3 behaviour of liquids and glides generally was very consistent between body 
orientations, but ran counter to what was expected in Chapter 6. F3 has been 
shown to be important for the overall intelligibility of speech (cf. Hawkins & 
Slater, 1994, for synthetic speech in noise) and plays a large role in signalling lip 
rounding, for example. Therefore, drastic F3 changes could make a vowel be 
perceived less accurately, while the liquids investigated in this study could not 
risk being mistaken for other liquids, because their place in the phonemic space, 
in terms of position and manner of articulation, is fairly unique. /r/ is the only 
alveolar central approximant, and as long as the tongue tip does not touch the 
palate, it will be recognised as such. /l/ is the only alveolar lateral approximant, 
again being not very susceptible to confusion with other sounds. In addition, 
although /l/ allophones are similar and could be confused (which would be a 
function of F2, rather than F3), they do not change meaning if they are. In 
addition, they provide enough acoustic room for F3 to allow for changes that 
would not impede intelligibility. Their exact production simply does not matter as 
much to communication, even if the change was fairly drastic, e.g. from clear to 
dark /l/. The fact that no significant results were found for /u:/ could be the result 
of maintaining the acoustic cue for lip rounding, which is F3.  
To summarise, if intelligibility of a sound was compromised by F3 changes, 
compensation was more likely to be employed. This does not explain why F3 
differences in /j/ were only visible for female speakers, or why the direction of the 
change was the opposite from what was expected by the hypothesis. The apparent 
sex differences found in both studies will be addressed separately in Section 
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10.2.2. The higher values for F3 in prone body orientation could be due to 
overcompensation, or the hypothesis may have been lacking some factors that 
were vital to predict the formant movement. Due to the difficulty of predicting the 
location of velocity nodes within the vocal tract for higher formants, it is likely 
that just a small displacement resulted in the opposite prediction (compare 
Chapter 3, Figure 3.4 for a visualisation of the problem). 
F4 differences were present in some sounds, but were very irregular. A pattern 
could be found for /ɑ:/ and schwa (values in prone orientation being the highest). 
For [ɫ], the picture looked different: Here, female and male speakers showed 
opposite patterns. There seems to be no clear-cut explanation for this 
phenomenon, as it did not appear in any other sound. Furthermore, there was not 
much comparison possible in the first place, because of the few significant results 
for F4. There are possible sex differences, which reflect to some extent results for 
other sounds, where often only one sex showed significant differences between 
body orientations. However, such a drastic opposite trend was not visible 
elsewhere. Another explanation could be that the effect of gravity results in the 
trend visible for /ɑ:/ and schwa as well as male speaker’s [ɫ], and that female 
speakers are overcompensating for those changes. There is some sociolinguistic 
evidence for this assumption (see Section 10.2.2). However, this does not explain 
why the patterns of other sounds did not differ; at the very least there should be no 
effect for female speakers while male speakers do exhibit one. This was not the 
case. 
10.2.1.3 Interim summary 
Some trends emerge that are of a similar nature for both head positions and body 
orientations. Patterns of change for F1 differ between sounds, which may or may 
not be the result of random variation
17
. Evidence for articulatory anchoring 
suggested by Kitamura et al. (2005) was only present in the body orientation 
dataset, not for head positions. However, even the results for body orientations 
showed some irregularities regarding the matter. F1 differed more than expected, 
                                                             
17
 Random variation can be defined for the purposes of the discussion as variation whose nature 
cannot be explained by the data at hand. This does not mean that it is articulatorily random, but 
rather that at the present moment, no judgment can be made as to what the cause is. 
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but nevertheless remained stable in most cases. F2 showed even fewer, more 
sporadic results. The hypothesis regarding the lower formants is thus partly 
confirmed, with deviations mainly occurring in the first formant. Variation in 
higher formants was generally more consistent, particularly regarding F3. 
However, although F3 differed consistently in both head position and body 
orientation studies, the patterns were different. In raised head position, F3 values 
were highest with respect to all other head positions, while prone body orientation 
saw the highest F3 values of all body orientations. This leads to the conclusion 
that there are indeed different mechanisms at work, and for head position changes 
in particular, gravity can be ruled out as a main influencing factor, or is at least 
overruled by other factors such as stretching of the vocal tract tissue. For body 
orientations, however, the directionality of the gravitational pull has a major 
impact on the speech signal. F4 showed more fluctuations, most notably between 
sexes for [ɫ] between body orientations. This was not the only occasion on which 
results differed by sex or were only visible for either male or female speakers. Sex 
differences will be addressed separately, as a between-subject factor in Section 
10.2.2. There was generally a large amount of between-speaker variation, which 
will be discussed in the same section.  
10.2.1.4 Differences between effect in lowered/raised head position 
and prone/supine body orientation, respectively 
The contrast between raised head position and the other two positions was 
stronger (in most instances) than the one between neutral and lowered head 
position. This was the case mostly for F3, but was visible in other formants as 
well, and across all investigated sounds. Even more pronounced was the similarity 
between neutral and supine values in contrast with differing values in prone body 
orientation in the second production study. With respect to body orientation, 
Shiller et al. (1999) found similar results for their subjects. Jaw movement was 
more pronounced in prone orientation, while movement in neutral and supine 
orientation was similar. This apparent difference in effect between prone and 
supine orientation in my and Shiller et al’s data (and to a lesser extent in my data, 
between lowered and raised head position) could have its cause in the 
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compensation mechanism employed in adverse situations. Evidence from 
Lindblom (1990) suggests that speakers estimate the contribution any 
complementary processes make to the speech signal. The process is one of 
prediction what is going to happen to the speech mechanism. Lindblom refers to 
linguistic knowledge of the language spoken, and that increased familiarity with it 
improves compensation not just in adverse situations. He states that a speaker  
estimates the running contribution that signal-complementary processes will 
make during the course of an utterance, and dynamically tunes the 
production of its elements […] (Lindblom,1990, p. 405) 
He goes on to explain that these estimates are learned as part of language 
acquisition, but also continue to be developed through adult life. Thus familiarity 
should result in better estimation, while in new situations or with new 
perturbations, estimation should be worse. Expanding this theory, compensation 
for non-linguistic perturbations should perform better the better known the effects 
of these perturbations on the linguistic system are. It is reasonable to expect that 
speakers more commonly lie on their backs while speaking, while the prone 
orientation employed in my study is highly unnatural. This is consistent with the 
results of that study: More compensation in the better known orientation results in 
formant frequencies remaining close to values in neutral orientation, while 
speakers simply do not know which effect prone orientation will have on their 
speech, rendering them unable to fully compensate for the effect. 
This is also consistent to some extent with larger differences between neutral and 
raised head position in the first study, if it can be assumed to be less natural to 
look up than to look down and speak at the same time. However, the smaller 
magnitude of the effect shows that both head positions are still better known to 
speakers and their impact on the speech mechanism can be estimated to a greater 
extent than that of prone body orientation. This could explain some statistically 
significant ‘extreme’ values that were not expected when speakers were looking to 
their right. The reason for this, however, can only be guesswork. It is possible that 
some speaker has a preference for one direction or the other, and that it was 
merely coincidence that looking to the left prevailed in my dataset. Further 
research on the variability of compensatory strategies, employing articulatory 
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measurements, is necessary to shed light on this mystery. In any case, the effect 
could only be found in very few isolated instances. 
10.2.2 Differences between speakers 
A large amount of between-speaker variation was found in both production 
studies. These findings correspond to those described by Tiede et al. (2000). They 
found that the behaviour of their subjects differed in supine orientation: One 
exhibited little compensation for gravitational pull, resulting in backward 
displacement of some of their articulators. The other showed opposite movements, 
employing increased muscle activity to counteract gravity. However, their 
acoustic measurements showed no differences between body orientations. They 
suggest, in line with task dynamic theories of compensation, that the overall 
configuration of the articulators cancels out any effect of the perturbation. This 
explanation makes sense from the intelligibility point of view; however, the 
reason why they have not found significant differences may also lie in the 
phenomenon described in the previous section. Tiede et al. did not investigate 
prone body orientation, but only compared neutral with supine orientation. My 
dataset as well did not show significant acoustic differences between neutral and 
supine body orientation, and the hypothesis regarding this states that speakers 
have more knowledge about the adverse situation and thus are able to compensate 
more efficiently. 
Nevertheless, between-speaker variation is present in adverse situations due to 
differences in compensatory strategies. Although it may not be significant 
acoustically, articulatory measurements of the same data analysed in this 
dissertation are likely to have shown similar displacements (and lack thereof) to 
what Tiede et al. found. The analysis in Chapter 8, Section 8.7 attempted to 
quantify those differing strategies, and to place speakers into groups of 
compensators and non-compensators. Some speakers showed very clear effects, 
their formants either changed drastically or not at all. However, most speakers 
could not be placed in one of the categories. Their behaviour was erratic and 
depended on context and formant, but in an unstructured way, that is, these 
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dependencies differed between speakers. No clear line could be found for these 
speakers.  
This was similar to the results for head positions. Here, not a single speaker could 
be placed into a group as either compensating globally or not. These sporadic 
results demand further investigation in articulatory terms, which will be addressed 
again in Section 10.3.2. 
Sex differences 
Many of the results, especially in the head position dataset, were only significant 
for either males or females, not for both. This was most apparent for F4 in [ɫ] of 
the body orientation dataset, where both sexes showed opposite results. Male 
speakers’ values in feel, fill and fell were similar to those in schwa for all 
speakers, being highest in prone orientation. However, the pattern for female 
speakers was the opposite, with values in prone orientation being the lowest. The 
results for female speakers were significant in all three words and the male results 
only for fell. Nevertheless, there was a clear pattern difference between speakers 
for [ɫ], although they were not expected to differ so much. However, this 
difference in the actual pattern was rare throughout the datasets. It occurred more 
often that only one sex exhibited significant results, while the other sex seemed to 
compensate more for changes. Therefore, one explanation indicates that there are 
actual sex differences in how compensation is employed. The reason for these 
differences could stem from different sources. Male and female speakers have 
different vocal tract proportions on average. Depending on where in the mouth a 
constriction is made, a slight deviation from this location, resulting from head 
position or body orientation differences, may have a different effect in different-
sized vocal tracts. In fact, several studies provide evidence that differences in 
vocal tract size between male and female speakers lead to differences in 
articulatory distances, that is, male speakers’ articulators would have to travel 
longer distances to reach the same targets (for example Simpson, 2000, 2001). 
These studies also found that acoustic ranges stand in a converse relationship to 
those distances, with females covering a larger acoustic space (with respect to F1 
and F2, Diehl, Lindblom, Hoemeke, & Fahey, 1996). This means that female 
CHAPTER 10 – DISCUSSION 
206 
 
speakers are able to form more distinct phonetic categories, which has especially 
been mentioned for vowels. Diehl et al. suggest that this is linked to their higher 
F0 values which tend to have a negative effect on intelligibility, due to harmonics 
being further apart. However, because these small differences in vocal tract shape, 
articulator trajectory and velocity as well as constriction location should be 
especially visible in higher formants, this hypothesis runs counter to the relative 
consistency found especially for F3 across all speakers of both sexes.  
One must not neglect to discuss sociophonetic and behavioural impact of sex on 
the speech signal. It has been suggested that female speakers are more prone to 
phonological, morphological and syntactic changes to their speech, be it from a 
prestige form or overall linguistic change within their variety (Labov, 1990). If 
this can be transferred onto fine phonetic detail, there are two possibilities: 
Female speakers compensate more to maintain the ‘standard’ form and often 
attributed clear speech (as opposed to male speech, see Simpson, 2001, for a 
discussion); or they compensate less because they are more ready to adapt new 
forms. The findings by Diehl et al. (1996), which have been described above, 
support the former: Phoneme categories are kept intact more in females than in 
males to counteract (that is, compensate for) the negative effect of high F0 on the 
signal, in terms of vowel identifiability. 
Another explanation refers to the general between-speaker differences unrelated to 
sex, which were indeed strongly present, which may have happened to correlate 
with the sex of the speakers, but without causal effect between sex and size of 
effect. A similar divide as between sexes should then also be found within 
speakers of the same sex, where widespread differences in vocal tract size can be 
found as well. This suggestion ties in with the previous notion that general 
differences in vocal tract size (and shape, for that matter) will have a different 
impact on the effect of head position and body orientation. Johnson, Ladefoged, & 
Lindau (1993) describe articulatory differences between speakers, but suggest that 
their speech is directed towards auditory instead of articulatory goals. In their 
dataset, not all between-speaker differences correlated with sex, but were also 
found within the same sex. Importantly, they did not reduce the differences 
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between speakers to purely anatomical features, but stressed the importance of 
different (habitual) articulatory strategies to produce the same sound. 
Overall, therefore, given the unstructured nature of the sex differences found in 
both datasets, I support a model of posture variation of between-speaker 
differences rather than a sex-specific model. Due to the equally high, but more 
prevalent variation between speakers, this model requires more in-depth analysis, 
with particular focus on the relationship between articulatory and acoustic data, as 
well as sound- and formant-specific between-speaker differences, in addition to 
their differing compensation strategies. 
10.2.3 Perceptual cues 
Stimuli were chosen to comply with one of two scenarios: Half of the sentence 
pairs differed significantly in their F3 values between body orientations, the other 
half showed no difference whatsoever. Listeners did not exhibit the effect which 
was expected, that postures in differing pairs should be more easily identifiable. 
However, the formant frequency measurements were based on the vowel of one 
syllable only. Although all other formants of that syllable were kept similar 
between sentence pairs to only investigate the effect of F3, the rest of the sentence 
may have acted as an inhibitor to body orientation perception. Tiede et al. (2000) 
found in their perceptual study that listeners were able to distinguish between 
neutral and supine orientations slightly above chance, but not significantly. The 
only significant results they found came from the subject who had participated in 
the acoustic study as well, hence knew the stimuli and possibly heard himself utter 
them. Although subjects in my study, with a correct response rate of 50% (when 
F3 values were significantly different), did not come close to a level above 
chance, they were not far off Tiede et al.’s results, who reported a mean value of 
55% correct responses. 
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Chapter 11 
Conclusion  
11.1 Impact of findings on Forensic Phonetics and other 
disciplines 
In forensic phonetics, within-speaker variation poses large problems with respect 
to speaker discrimination tasks. The goal of this dissertation was to quantify one 
aspect of within-speaker variation to examine its relative importance to the 
forensic-phonetic framework. The findings for F1, F2 and F4 will be ignored in 
this account, for two reasons: Their results were too sporadic to be exclusively 
associated with changes in head position or body orientation. Furthermore, F4 was 
often not measurable, despite the recordings having been made in laboratory 
conditions. In real forensic cases, F4 will most often be lost completely. The 
important message to take away from these three formants is that they do not have 
a significant impact on the acoustic speech signal and are therefore of little danger 
to forensic-phonetic analyses.  
The one formant which exhibited the most consistent behaviour was F3. In a 
model of posture-induced variation, F3 can be described as being highest in raised 
head position and prone body orientation, respectively. However, in an ideal 
model, these results would have to be consistent across speakers, as well as 
phonemic contexts. This was not always the case. Furthermore, raised head 
position and prone body orientation are postures that are rarely characteristic of 
crime scene recordings. It was the most unusual of postures that yielded the most 
extreme results. This can be nicely explained with respect to compensation in 
familiar and unfamiliar environments (see Section 10.2.1.4). There were 
consistent changes across speakers, but also individual differences between 
speakers. However, even when recordings exist in those postures, in most cases 
the context of the recordings is not known. With more extreme differences the 
context could potentially have been deduced, but with the available results, any 
assumptions about the posture of an individual cannot be made by acoustic 
CHAPTER 11 – CONCLUSION 
210 
 
analysis alone. As a conclusion for the forensic-phonetic framework, it can 
therefore be said that head positions and body orientations are not very likely to 
have a decisive impact on discrimination analyses.  
Nevertheless, F3 has been shown on multiple occasions to be the formant with the 
highest discrimination power (for example Mokhtari & Clermont, 1996; 
McDougall, 2004; Hughes et al., 2009 and Gold et al., 2013), and is widely used 
by forensic phoneticians (Gold & French, 2011). It is therefore vital to be aware 
of this kind of variation, as it may make it possible to explain seemingly random 
variation on some occasions. 
It becomes apparent that this study can be of more use for research on 
compensatory mechanisms. In particular, the high amount of seemingly 
unstructured between-speaker variation needs more attention. There are a 
potentially excessive number of articulatory configurations for the same acoustic 
target, due to anatomical as well as habitual differences between speakers. In 
addition, speakers employ different methods of compensating for perturbations on 
their speech mechanism. Similarly, my research provided evidence for the 
availability of expectation models which speakers can use to predict how 
perturbations impact on the speech signal, and that they ‘tune’ their compensation 
mechanisms accordingly. With more experience of a particular perturbation 
comes a more fine-tuned compensation model.    
Another relevant conclusion is that the acoustic differences between head 
positions and in particular body orientations (and in particular F3), are not solely 
of articulatory nature, as was the focus of this dissertation. Instances of competing 
phonemic spaces for both vowels and liquids provide evidence that there is a 
complex relationship on a phonological level between body posture changes and 
the compensation that is utilised to counteract them. 
11.2 Future directions 
The compensatory and articulatory side needs to be explored in more detail. 
Several questions arose from the research presented in this dissertation; while 
some of them have been partly answered and need to be verified with further 
testing, others remain open. Some minor areas for future research include 
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assessment of the actual angle of the head for head position studies. In the present 
study, described in Chapter 7, the angle of the head positions was not 
quantitatively assessed. Although subjects were asked to lower and raise their 
heads as much as they could without it becoming uncomfortable, this threshold 
obviously differs between speakers. The direction of the Frankfurt plane should 
therefore be taken into account in further analyses of head position differences. In 
addition, VOT was not assessed in the study on body orientations. However, if 
subglottal air pressure is responsible for a rise in F0, it may as well have an 
impact on release times of plosives. 
The most important questions with the most impact, however, are the following: 
- How do speakers compensate? 
The most important question to answer relates to the differences in compensation 
employed by different speakers. Differences resulting from different-sized vocal 
tracts and differing articulatory behaviour should be more easily identifiable with 
articulatory measurements. 
- Do speakers compensate more if they are more trained in / experienced 
with a particular perturbation?  
The hypothesis implied by this question could explain the very limited differences 
found between neutral and lowered head position as well as neutral and supine 
body orientation, while there were larger differences between neutral and raised 
head position and prone orientation, respectively. Longitudinal studies that 
include a training effect in adverse postures might shed light on this issue. 
- Why were there differing patterns of posture variation for (mainly) vowels 
in lower formants?  
This was a smaller effect, as it did not affect many sounds, and with restrictions in 
sex and coarticulatory context. However, supplementing the acoustic with 
articulatory data may provide a good account of whether and how compensatory 
strategies affect the quality of different sounds in different ways. 
To answer these open questions, additional techniques will be necessary. 
Ultrasound, MRI and electromyography all have been used to assess articulatory 
behaviour. The use of ultrasound machinery is particularly promising due to its 
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relative ease to handle and its availability. Furthermore, MRI is very noisy, and 
while the impact of that noise in itself is worth exploring, it would make it 
impossible to analyse much of the fine-grained variation in the speech signal. 
Although the present dissertation has fulfilled an important role by quantifying the 
acoustic effects of head positions and body orientations, future progress will 
depend on articulatory and acoustic measurements going hand in hand. Only by 
drawing clear connections between speech production and its acoustic output can 
we know what is going on in the vocal tract and what effect articulatory behaviour 
has on the acoustic speech signal without hypothesising and speculating about one 
or the other. 
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