I. INTRODUCTION
C ELLULAR automata (CA) were initiated in the early 1950s to explore self-replicating structures. Later in 1986, Wolfram first applied them in pseudorandom number generation. Wolfram's work in [24] proved that the randomness of the patterns generated by maximum-length CA is significantly better than other widely used methods, such as linear feedback shift registers. The intensive interest in this field can be attributed to the phenomenal growth of the VLSI technology that permits cost-effective realization of the simple structure of local-neighborhood CA. CA has become one of the commonly used pseudorandom number generators (PRNGs) [20] .
In the last decade, one-dimensional (1-D) CA PRNGs have been studied extensively [9] , [11] - [14] , [17] - [19] , [21] - [23] , [25] . Recent interest has been focused more on two-dimensional (2-D) CA PRNGs [3] , [15] since their randomness appears better than that of 1-D CA PRNGs. But taking into account the design complexity and computation efficiency, it is quite difficult to conclude which one is better. Compared to 2-D CA PRNGs, 1-D PRNGs are easier to implement on a large scale. In this paper, we propose a novel CA PRNG-controllable cellular automata (CCA) PRNG, which obtains comparable randomness quality as that of 2-D CA PRNGs without losing the structural simplicity of 1-D CA PRNGs.
Based on the observation of the tested CCA PRNGs, we find that the randomness of CCA PRNGs is affected by their structures. To find some CCA structures for pseudorandom number generation, we use evolutionary multiobjective optimization (EMOO) techniques. Three different algorithms based on EMOO are presented. They generate compatible results on the CCA structures evolved, with slight difference in performance. Randomness test results on the evolved CCA PRNGs show that they can generate good randomness quality and the quality remains good for a wide range of initial seeds.
The paper is organized as follows. We first give an overview on CA background and related work in Section II. In Section III, two CCA PRNGs-CCA0 and CCA2-are introduced. Section IV presents three EMOO algorithms. Section V shows the evolution results on CCA structures and the comparison on these three techniques. Section VI compares the evolved CCA PRNGs with 1-D/2-D CA PRNGs. Section VII provides a Conclusion.
II. RELATED WORK

A. CA PNGs
A CA is an array of cells where each cell is in any one of its permissible states. At each discrete time step (clock cycle), the evolution of a cell depends on its transition rule, which is a function of the present states of its neighbors for a -neighborhood CA. The cellular array (grid) is -dimensional, where 1, 2, 3 is used in practice. We define the state of a CA at time to be the -tuple formed from the states of the individual cells, . The next-state function of a 3-neighborhood ( ) CA is computed as . When each is a linear function, is also a linear function, mapping -tuples to -tuples. The evolution of the th cell in a 1-D, 3-neighborhood CA can be represented as a function of the present states of the ( )th, ( )th, and ( )th cells as: , where represents the transition rule for the ( )th cell.
Some definitions to characterize the properties of CA are noted below.
Definition 1: If the rules of a CA cell involve only XOR logic, then it is called a linear rule. Rules involving XNOR logic are referred to as complemented rules. In this paper, we use a combination of both linear and complemented rules. A CA having a combination of XOR and XNOR ( XOR) rules is called an additive CA [22] .
Definition 2: If all the CA cells obey the same rule, then the CA is said to be a uniform CA; otherwise, it is a nonuniform or hybrid CA [9] .
Definition 3: A CA is said to be a periodic boundary CA (PBCA) if the extreme cells (the first and last cells) are adjacent to each other. A CA is said to be a null-boundary CA if every extreme cell is only connected to its left (right) cell [22] .
Generally, there are four aspects affecting the randomness of CA PRNGs: boundary condition, transition rule, length of CA, and initial seed. We use the periodic boundary condition because it is better than the null-boundary condition in random number generation [23] . The choice of transition rules is important for both uniform and nonuniform CAs. Since considerable effort is expended exploring the effect of different rules, we use only those rules that have proven to be good in random number generation. Here, we give the Boolean form of the rules used and their numbers are given in accordance with Wolfram's convention [24] . The following rules are either additive or linear except rule 30.
• The first work applying CA in randomness number generation was done by Wolfram on rule-30 uniform CA in 1986 [19] . His work demonstrated CA's ability to produce highly random, temporal bit sequences [23] , [24] . Later, other rules were also applied in uniform CA PRNGs. Tomassini et al. concluded in [14] that according to the DIEHARD test results, rule 105 is the best, followed by rules 165, 90, and 150, with rule 30 coming in last.
Hortensius proposed the first nonuniform CA [or programmable CA (PCA)] PRNG using rules 90 and 150 in 1989 [17] . This CA PRNG is referred to hence as PCA 90-150. PCAs that allow different rules to be used on the same cell at different time steps have proven better than CA in random number generation. Fig. 1 shows a programmable cell structure. The rule control signals can be stored in a ROM or generated by a CA. In the latter case, we call it a two-stage PCA. Unlike uniform rule-30 CA, adjacent cells in nonuniform CA are not correlated in both time and space [17] . Hortensius [18] also proposed another PCA PRNG that uses a combination of rules 30 and 45. This generator can evolve to a random pattern of outputs, but its bit sequence correlation is much higher than that of the PCA 90-150 [18] .
Later in 1996, Sipper and Tomassini [14] evolved a 50-cell CA with a mélange of rules 90, 150, and 165. This CA is henceforth referred to as PCA 90-165. Based on their work, Tomassini et al. [15] evolved another 50-cell CA with the rule combination 90, 105, 150, and 165 in 1999. This CA is henceforth referred to as PCA 90-105. These two 2-bit PCA were evolved using a cellular programming evolutionary algorithm while those two CA proposed by Hortensius [18] were handcrafted. The DIEHARD test results showed that these two nonuniform CA PRNGs were better than those designed by Hortensius in [17] , [18] ; however, they still cannot pass some of the tests in DIEHARD and are inferior to the classical generators.
The first work on 2-D CA PRNGs was done by Chowdhury et al. [3] Although 2-D CA PRNGs are better than 1-D CA PRNGs in random number generation, they lose the structural simplicity and computation efficiency of 1-D CA PRNGs. Therefore, finding a set of CA PRNGs that can obtain good randomness quality without losing the merits of 1-D CA PRNGs becomes important. Following the idea of PCA, in which a rule control line is added into each cell to improve the randomness of CA PRNGs, we add more control lines on CA cells to control the neighborhood relation and updating of states to further improve the randomness of 1-D CA PRNGs. This results in a new type of CA-a CCA.
B. Introduction to Randomness Tests
Statistical (empirical) tests are used widely to evaluate the randomness of PRNGs. ENT [26] and DIEHARD [8] are the two commonly used test suites. The former is designed according to the criteria set by Knuth [2] ; the latter is devised by Marsaglia [8] .
III. CCA PRNGS
A. CCA
In this section, the CCA is introduced. To explain the scheme explicitly, several new concepts are defined first to identify the CCA properties.
Definition 4: A CCA is a CA in which the action (how the state of a cell is updated in each cycle) of some cells can be controlled via cell control signals. Similar to rule control signals, cell control signals can be stored in ROM or generated by a CA.
Definition 5: If a cell is under the control of cell control signal, it is a controllable cell; otherwise, it is a basic cell. CCA is the combination of controllable cells and basic cells. Both controllable cells and basic cells could have rule control signals. Fig. 2 shows the nonprogrammable/programmable controllable cell structure. In this paper, we discuss programmable controllable cells only, henceforth referred to as controllable cells.
The action of a controllable cell is determined by its current cell control signal. A controllable cell can be normal (when the cell control signal is 0) or activated (when the cell control signal is 1). When the controllable cell is normal, the computation of the states of the controllable cell and its neighbors is as usual (according to the current rule control signals and the states of its neighbors). When the controllable cell is activated, the computation of the states of the controllable cell and its neighbors is specified by some predefined actions. The actions applied to the controllable cell and its neighbors could be different. It is observed that the predefined actions affect the state computation of controllable cells.
The structure of a CCA is shown in Fig. 3 . It has cells in total.
( cells are controllable cells and the remaining cells are basic cells. Here, all the basic cells are programmable cells. Thus, in this CCA, there are rule control bits and cell control bits. Compared to an -cell PCA, which has rule control bits, the extra cost of CCA is the cell control bits. During the CA transition, the rule control signals will decide which rule to be employed on both basic and controllable cells; the cell control signals will decide the status of controllable cells. In our work, the rule and cell control signals are generated by two uniform CA separately. All the CCA discussed in this paper are based on this structure. The only difference among them is that they could have different types of controllable cells. The number and location of controllable cells in CCA are called as "setting" of controllable cells in the following.
The usage of controllable cells in a CCA differentiates it from a PCA, in which only rule control signals exist. Once the actions of controllable cells and basic cells are specified, the setting of controllable cells will decide the performance of CCA. The common idea in PCA and CCA is that they both use some control lines on the CA cells to make the CA transition more unpredictable and flexible. The difference is that in PCA, all the cells have uniform structures, while obviously in CCA, the structure of controllable cells are not the same as that of basic cells. To achieve similar CA performance, we may use other methods; for example, increasing the radius (i.e., number of neighbors), using more states in each cell, or evolving the rule tables for each cell as some researchers do in [15] , [16] . It is hard to say which method is better in performance or hardware design since their costs are not comparable.
Instead of evolving rule tables, we propose a scheme to control the status of CA cells so that different computation approaches could be applied when a cell status changes. Based on this, we propose a new class of CA-CCA, capable of changing cell status on the fly. Our work then focuses on finding good configurations of CCA that can obtain good randomness quality. In the following, we introduce two controllable cell types and use them as examples of CCA to further study their performance.
B. Two Types of CCA: CCA0 and CCA2
As we have just introduced, when the cell control signal is zero, a controllable cell acts the same as a basic cell, while when the cell control signal is one, the controllable cell performs some predefined action, which can be different from the action it performs when it is normal. This means that the action a controllable cell performs when it is activated decides the property of controllable cell. The simplest action that an activated controllable cell can take is to keep its state during the CA computation process. In the meantime, the states of its neighbors are computed as usual. This type of controllable cell is called a Type 0 controllable cell. A CCA that is a combination of Type 0 controllable cells and basic cells is henceforth referred to as CCA0.
A Type 2 controllable cell is found when a controllable cell is activated, and it keeps its latest state, while its neighbors will bypass it. This means the activated controllable cell will not be involved in the sate computation of its neighbors. In this way, the neighborhood relationship is changed dynamically during the CA computation process. A CCA that is a combination of Type 2 controllable cells and basic cells is referred to as CCA2 or neighbor-changing CA (NCA). CCA2 cannot be simulated by any PCA due to its neighbor-changing behavior.
C. CCA PRNGs
As we have introduced in Section III-A, the rule control signals and cell control signals for CCA are generated by two CA separately. The CA generating rule (cell) control signals is called as rule (cell) control CA. In each cycle, the bit combination of rule (cell) control signals for CCA cells is termed the rule (cell) control word. The length of rule control word is the same as that of CCA, while the length of cell control word is decided by the number of controllable cells in CCA. Fig. 4 shows the structure of a CCA PRNG. The running sequence of a CCA PRNG is described as the following. Initial seeds and transition rules are input to the rule/cell control CA and CCA to initialize them. The two control CA run synchronously with CCA to generate rule/cell control words for CCA cells. In each cycle, the previous states of CCA cells plus the rule/cell control words decide CCA cells' current states. The current states of some CCA cells are recorded in every cycle as the output bit sequence. We call these cells output cells. The bit sequence is then converted into an 8-bit random number sequence as the final output. Each CCA runs cycles to generate the random number sequences. Generally, a long random number sequence is needed to evaluate CCA PRNG's randomness. Considering computation feasibility, we set to 10 000 cycles.
Because considerable work has been done on the searching of good transition rules in PCA PRNGs [17] , [18] , we follow the recommended choice of rules here instead of evolving the rules ourselves. The four additive rules used in our work are rules 90, 150, 105, and 30. Rules 90 and 150 are used as the transition rules in CCA; this is to facilitate the comparison with 1-bit PCA 90-150. Rule 30 is used in the rule control CA and rule 105 is used in the cell control CA, since these two rules are said to be among the best ones in random number generation according to Hortensius [17] .
Traditionally, CA PRNGs are handcrafted. The design process is time consuming and troublesome. During the past ten years, researchers began to use evolutionary algorithm to evolve CA PRNGs. Recently, Tomassini et al. [14] successfully evolved the rule tables of 2-D CA PRNGs using their cellular programming algorithm. Because our objective is to evolve the setting of controllable cells but not rule tables, cellular programming is not suitable in our work. EMOO is employed here to evolve CCA PRNGs.
IV. EMOO APPROACHES
A. Objectives
With the introduction of controllable cells in CCA, the structure of CCA is not uniform, as that of conventional CA. The objective of our work is to find good settings of controllable cells in CCA0/CCA2 PRNGs. Moreover, because controllable cells may affect the choice of output cells, we also have to consider how to choose output cells (the CCA cells generating output bits per cycle) other than by using cell spacing, which is a conventional method used in uniform CA and PCA. Thus, we evolve the setting of controllable cells and output cells. By "setting" we mean the number and location of the controllable (output) cells in concern. The chromosome in our evolutionary algorithm is an bitstring. The first bits identify the controllable cells' setting in which "1" stands for controllable cell, and "0" stands for none-controllable cell. The remaining bits identify the output cells' setting in which 1 stands for output cell, and 0 stands for nonoutput cell.
In [15] , entropy was used as a fitness measure. Randomness tests show that some generators obtain good entropy values but still cannot pass the chi-square test. To get a better evaluation on the randomness of CCA PRNGs, we use chi-square, entropy, and serial correlation coefficient (SCC) tests instead of entropy alone. Furthermore, realizing that the randomness of CCA PRNGs may differ under different initial seeds, we test the CCA PRNGs under a group of randomly generated initial seeds.
To ensure that the results obtained under one group of initial seeds are valid, we do the following test to decide the number of initial seeds to be included in one group. We set the number of initial seeds ( ) in one group to 100, 1000, and 10 000. The variance of the entropy is used to decide whether or not the performance of CCA PRNGs becomes stable. If the variance gets to a stable value, we conclude that the performance of CCA PRNGs is also stable. Fig. 5 shows the test results. We can see that the entropy variances in all the 100 tests obtain a stable value of 0.000 003 when is set to 10 000. Using the variance of chi-square or SCC as indication, we get results similar to those presented here. The randomness of CCA PRNGs is represented by the average value of chi-square, entropy, and SCC tests on 10 000 initial seeds. We use the variance of these values to indicate the performance stability of CCA PRNGs. As a whole, the performance of CCA PRNGs is evaluated using the average value and variance of the chi-square, SCC, and entropy, respectively. Thus, the number of the objectives in our evolutionary approach is six, not just one. Since traditional genetic algorithms (GAs) cannot handle multiobjective optimization effectively, EMOO techniques are introduced.
Various EMOO techniques have been developed [1] , [6] . Although surveys and comparative study have been conducted on them [1] , [6] , none can claim to be the best, since there are still some open questions in this field. Generally, most of the techniques known work in a convex space, while they may have difficulties in a concave space. Before we introduce the EMOO techniques, we first analyze the relationship of the six objectives which to some extent decides whether EMOO is suitable or not.
The chi-square test result is a percentage and any value between 10%-90% means the tested sequence cannot be declared to be nonrandom. We convert the chi-square test result as the following: the chi-square value is 1 if the percentage is between 10%-90%, the chi-square value is 0 if the percentage is greater than 99% or less than 1%; otherwise, the chi-square value is 0.5. The entropy value is between 0 and 8. A larger value means the randomness of the tested sequence is better. Generally, the entropy value is greater than 7. The SCC test result is a real number close to 0, which can be positive or negative. Only the absolute value is meaningful and the sign does not affect the randomness. Generally, absolute SCC values falls in [0, 1] and 0 is the optimal value. We convert the SCC value to SCC . Thus, in the adjusted SCC value, 1 is the optimal value and a larger value is better.
Running CCA2 PRNGs under 10 000 randomly configured structures, we get the distribution of chi-square, entropy, and SCC values as presented in Fig. 6 . We can see that most CCA2 PRNGs obtain a chi-square value at 1. Fig. 6(a) shows the relation of entropy and SCC values while the chi-square value is 1. Obviously, the search space shown in Fig. 6(a) is convex. And it is evident that the average value and variance are not related because the variance can be high or low no matter the average value is high or low. Thus, the search space is most likely convex. Because most EMOO techniques work well in a convex search space, we have a wide range of choices here.
Taking computation efficiency into account, we choose the vector-evaluated genetic algorithm (VEGA) as our basic algorithm. VEGA was developed by Schaffer in 1985 [7] . It is the first multiobjective optimization algorithm proposed. The main strength of this technique is its simplicity but it has several problems, such as "middling" as described in Schaffer's paper [7] . To overcome the problems of VEGA, Cvetkovic et al. [5] proposed two approaches. One is to wait for a certain number of generations before shuffling the subpopulations together; the other is to avoid shuffling individuals, instead migrating or copying a certain number of individuals from one subpopulation to another. Reference [5] showed that these two methods obtain better results than Schaffer's and can be comparable to the other EMOO techniques. Following the ideas of Schaffer and Cvetkovic, we propose two EMOO approaches here. These two approaches are both based on VEGA, but the evolution algorithm on the whole population is different. In addition to these two approaches, we also use an aggregation function to evolve CCA PRNGs.
B. Algorithm 1 and 2-VEGA-Based Approaches
We develop two EMOO algorithms based on VEGA. One is to copy chromosomes among subpopulations; the other is to use a weighted fitness function to help select individual chromosomes from the whole population into subpopulations. The detail of these two algorithms is presented in Algorithms 1 and 2 individually. The common parameters in these two algorithms are set to the same value.
In both algorithms, the whole population is divided into ( , number of objectives) subpopulations. In each subpopulation, we have ( ) chromosomes. is set to 20 so that the computation time in one generation will not be too long. During the evolution process, the population size is fixed. Each CCA has ( ) cells. is set to 64 because it is a widely used number in both real applications and simulations. To describe the setting of controllable cells and output cells, each chromosome has bits. Each CCA runs ( ) cycles to generate the random number sequence. For each CCA, ( ) initial seeds are tested. The subpopulation evolution algorithms are identical in both Algorithms 1 and 2. Each subpopulation evolves ( ) steps before being mixed together or copied. is set to 3 because a smaller value may weaken the effect of subpopulation evolution. And a large value may waste computation time on subpopulation evolution because we find that from the 4th step onward, the best chromosomes' fitness may become stable. The crossover rate is set to 1 and mutation rate is set to 0.01. RATE is set to 0.5 when selecting parent and child chromosomes into the next generation. Because the population size is small, the selection rate-RATE1 and RATE2 is set to 0.1. Stopping criteria is set to the maximum stagnation steps. If the best chromosome in each subpopulation remains unchanged for ( ) steps continuously, the evolution process will stop.
In Algorithm 1, the subpopulations will not be mixed together. To copy some good chromosomes from the current generation of the whole population to the next generation of subpopulation ( 1-6), we rank the chromosomes in the current generation of each subpopulation ( 1-6) according to objective and copy the best RATE1 (RATE1 0.1, RATE1 2) chromosomes into the next generation of subpopulation . It is likely that the chromosomes in subpopulation ( 1-6) can still generate relatively good results in objective , since they have been evolved for steps in subpopulation . The total number of the chromosomes being copied from all the subpopulations into subpopulation is ( ). The remaining ( ) chromosomes in the next generation of subpopulation are generated by crossbreeding (crossover and mutation between two individuals that are from two different subpopulations). This is based on the assumption that utopian individuals are more likely to result from crossbreeding than inbreeding [7] .
The main idea in Algorithm 1 is that we think the two chromosomes copied from the current generation of objective to the next generation of objective are likely to be good at both objective and after some generations. Thus, those chromosomes that obtain good values in more than one objective will have a greater chance of being maintained during the evolution. copy the best P 0P 3 RATE child chromosomes into the next generation; end for (t) end for (m) // whole population evolution: select and copy among subpopulations for (i = 1 to K) do for (j = 1 to K) do rank the chromosomes in group j according to objective i; copy the best P 3 RATE1 chromosomes into the next generation of subpopulation i; end for (j) for (n = P 3 K 3 RATE1 to P; n = n + 2) do randomly select two chromosomes among the whole population, make sure the two parents selected are from different subpopulation (crossbreeding); do crossover and mutation to generate 2 child chromosomes; copy the two child chromosomes into the next generation of subpopulation i;
end for (n) end for (i) end while
In Algorithm 2, the subpopulations are mixed together after being evolved. Crossover and mutation are performed on the whole population to generate child chromosomes. Different from the selection procedure in the basic VEGA algorithm, we use a weighted fitness function to select the parent and child chromosomes in the next generation. The function is (the value of objective ) 1/6 ( to 6). 1 This function aims at finding those chromosomes that can generate good results in all the objectives. Both the parent and child chromosomes are ranked according to the weighted fitness value and the best ( ) chromosomes are copied into each subpopulation (1) (2) (3) (4) (5) (6) . is set empirically according to some initial test results. A smaller value of may degrade the effect of weighted fitness function while a larger value may result in a quick convergence of chromosomes. Moreover, we rank all the parent and child chromosomes according to objective ( 1-6) and copy the best RATE2 (RATE2 0.1, RATE2 2) chromosomes into subpopulation . After these two steps, there are RATE2 chromosomes in each subpopulation. The remaining chromosomes are selected randomly from the whole population. During the selection, we avoid choosing those that have been selected. This is to avoid rapid convergence in the population. The main idea of Algorithm 2 is that we use a weighted fitness function to ensure that the chromosomes that obtain relatively good values in all objectives are maintained during evolution.
C. Algorithm 3-An Aggregation Function Approach
The simplest way to evaluate multiple objectives in evolutionary algorithm is to combine them into a single weighted-sum function using arithmetical operations. Here, we use a fitness function that is different from the one used in Algorithm 2.
If a sequence cannot pass the chi-square test, it is thought to be unsatisfactory in randomness. That is to say, the chi-square value is an important indication as to the randomness of the sequences tested. Thus, we think that the chi-square test is more important than the entropy and SCC tests in evaluating the randomness of CCA PRNGs. It is difficult to decide which between entropy and SCC is more important because they are testing 1 The value of object 1 (entropy) is adjusted as jentropy07j. different aspects of randomness. Taking into account these factors, we assign entropy and SCC the same ratio while giving the chi-square test a slightly higher ratio for emphasis. We use the function as follows to evaluate the overall randomness of the CCA PRNGs entropy value chi-square value (1) We describe this value as the randomness value henceforth. A higher randomness value represents better randomness and the optimal value is 1. For the entropy value, 7 is deducted from the original value and the adjusted value most likely falls within [0, 1] . It is based on our observation from the ENT test results of CCA PRNGs under 10 000 initial seeds. Generally, there is no sequence that earns an entropy value less than 7. To emphasize the difference of the randomness of tested CCA PRNGs, we deduct the common value (7) they obtained from the original test results. The optimal value of the adjusted entropy test result is 1. The larger the adjusted entropy value, the better the randomness. Generally, absolute SCC test values fall into [0, 1] . Contrary to the other two tests in which a better random sequence gets a larger adjusted result, a smaller absolute value gets a better randomness in the SCC test. To adjust an SCC value to the same direction as the other two tests, we deduct its absolute value from 1.
Except randomness, we also consider the performance stability of CCA PRNGs using the variance of chi-square, entropy, and SCC values. We set the same ratio on these three variances as indicated in the following function chi-square value variance entropy value variance SCC value variance (2) Taking into account that both good and bad CCA PRNGs can yield small variance, the value of is a more important indication than variance in evaluating the performance of CCA PRNGs. We emphasize the randomness in the overall fitness function value value
The ratios in function and are set empirically. Further study may be done to replace it using fuzzy functions or other techniques, while we think that it is acceptable in our algorithm. In Algorithm 3, the population size is (120). The crossover rate, mutation rate, selection RATE, and stopping criteria are the same as the settings in Algorithms 1 and 2. Algorithm 3 is a standard GA.
V. RESULTS OF THE EVOLUTIONARY APPROACHES AND DISCUSSIONS
A. Preference
In addition to measurement and searching, decision making is also an important step for multiobjective evolution problems [4] . In Algorithm 3, the decision making process is not necessary (i.e., it is implicit in the search itself). In Algorithms 1 and 2, the evolution results are a group of nondominated chromosomes.
To decide which chromosome obtains the best randomness, we set the preference as follows: the chi-square value is the most important, the entropy value and the SCC value come next, and the variance of these three statistics is less important.
We first compare the chi-square values of the nondominated chromosomes; the one with the highest chi-square value is regarded as obtaining the best randomness quality. If their chi-square values are identical, then we compare the entropy value; if the entropy values are identical, then we compare the SCC values, and so on. This preference is used to differentiate the performance of the three algorithms, too. The algorithm whose nondominated chromosome obtains the highest chi-square value is believed to achieve the best performance. The preference used is simple; we could use a more complicated method such as a fuzzy function to make the final decision. Looking at the experimental results, we feel the preference chosen is acceptable.
B. Evolved CCA2/CCA0 Structure
The evolution results of CCA2/CCA0 PRNGs are presented in this subsection. The evolution result of CCA2 from Algorithm 1 is the best among the three algorithms according to the preference set, with Algorithms 2 and 3 following. The evolved CCA2 structure (Algorithm 1) is as follows:
In the evolved CCA2 PRNG, there are 35 controllable cells and 35 output cells, in which 20 are controllable cells. The performance of the evolved CCA2 PRNG and the average performance of CCA2 PRNGs before evolution are compared to examine the evolution result. The evolved CCA2 PRNG is tested 1000 times. In each test, the randomness value and variance of chi-square, entropy, and SCC tests are recorded. At the same time, 1000 randomly configured CCA2 PRNGs are tested to compare with the evolved one. We present the comparison on the randomness value in Fig. 7 .
We can see the average chi-square value improved (by the evolved one) from 0.75 to 0.945; the entropy value improved from 7.9795 to 7.9816; the SCC value decreased from 0.0096 to 0.0082. As shown in Fig. 7 , we can see that the improvement on the entropy and SCC values is not as significant as that of the chi-square value in CCA2 PRNGs. Considering the output efficiency of evolved CCA PRNGs, we find that the evolved chromosomes have a range from 28 to 38 cells as output cells.
Differing with the evolution results of CCA2 PRNGs, the chromosome which obtains the best chi-square value in CCA0 PRNGs is generated by Algorithm 2. Algorithm 1 obtains the second best results and Algorithm 3 comes in last. The evolved CCA0 structure is as follows:
The evolved CCA0 has 35 controllable cells too, but it has only 27 output cells, which is less than 35 output cells in CCA2. And among the 27 output cells, only 12 cells are controllable cells. Similarly, we compare the performance of evolved CCA0 PRNGs with the average performance of CCA0 PRNGs before evolution and the results are similar to that of CCA2.
The major difference is that in CCA0, the chi-square value improved greatly from 0.1245 to 0.745 after evolution, and the entropy and SCC value became more stable than those before evolution. Referring to Fig. 7 , we can see that the difference of chi-square values in CCA2 PRNGs before and after evolution is only around 0.195. But in CCA0 PRNGs, it is 0.6. It shows that a good setting of controllable cells and output cells is more critical in CCA0 PRNGs to generate good random number sequences. The performance of CCA2 PRNGs is more stable than that of CCA0 PRNGs. Moreover, we find that the evolved CCA2 PRNGs yield better performance than CCA0 PRNGs in general. The average performance of CCA2 PRNGs before evolution is even comparable to the performance of CCA0 PRNGs after evolution. Considering output efficiency, the evolved CCA0 PRNGs have from 19 to 35 cells as output cells. This range is larger than that of CCA2 PRNGs and the output efficiency of CCA0 is noticeably lower. It shows that CCA2 is generally better than CCA0 in random number generation.
C. Comparison on the Performance of the Three Algorithms
We have presented the three algorithms and their evolution results above. Here, we compare their performance and give some recommendation on the choice of algorithms in CCA PRNG evolution. We have pointed out that Algorithms 1 and 2 obtain the best results in CCA2 and CCA0 PNRG evolution individually, and their relative performance is comparable. Although the evolution results of Algorithm 3 in both CCA PRNGs are the worst, its results differ only slightly from the best results. Thus, we can say that Algorithm 3 is also effective. Fig. 8 shows the randomness value of the evolved CCA structure under each algorithm.
In addition to comparing the randomness of the evolved CCA PRNGs, we also need to consider their evolution speed when comparing their performance. The computation time of Algorithms 1 and 2 in one generation is around 4900 and 5300 s (calculated under 1.4-GHz, 256-MB PC), individually, while that of Algorithm 3 is only 1000 s. Our stopping criteria is the maximum stagnation steps. Algorithms 1 and 2 both stop evolution after 1700 evolution steps, while Algorithm 3 stops around 3800 evolution steps. The total computation time of Algorithm 3 is shorter than that of Algorithms 1 and 2.
Realizing that one generation in Algorithms 1 and 2 costs three generations of subpopulation evolution and one generation of the whole population evolution, we can see that the evolution steps of Algorithm 3 actually cost less than those of Algorithms 1 and 2. In conclusion, we can say that both Algorithms 1 and 2 obtain good performance, while Algorithm 3 gets comparable performance. While taking into account the evolution speed and effort, we may claim that Algorithm 3 is also a good choice. 
D. Analysis of the Evolved CCA0 and CCA2 Structures Under Different Output Methods
In this section, we further study how the settings of controllable cells and output cells affect the performance of CCA PRNGs. At first, we explore the effect of output cells in both CCA2 and CCA0 PRNGs. We compare the performance of the evolved controllable cells' settings under three different output methods: evolved output, cell spacing (cell spacing is set to 1), and randomly configured output. The randomness under the evolved output and the cell spacing method is calculated based on ( ) randomly generated initial seeds. The randomness of the randomly configured output method is the average of ( ) randomly configured outputs under the evolved controllable cell settings. The tested initial seeds are identical in these three methods. Fig. 9 shows the randomness values of CCA PRNGs under the tested three output methods.
We can see in Fig. 9 that the evolved output method in CCA2 yields the highest chi-square value, while the other two methods obtain similar results. The results may mean that the setting of output cells is not as important as that of controllable cells in CCA2. That is to say, the performance of CCA2 PRNGs is decided mainly by the setting of controllable cells. Once the controllable cell setting has been evolved, the output cell setting can be flexible if the performance requirement is not strict. Note that the number of output cells in the evolved CCA2 structure is 35, which is more than the 32 used in the conventional cell spacing method. We can say that the generation of random number sequence in the evolved CCA2 structure is more efficient than that in the conventional cell spacing method.
Also shown in Fig. 9 , we can see that in CCA0, only the evolved method can generate good randomness value while the other two methods yield peer results. It shows that in CCA0 PRNGs, the setting of output cells is as important as that of controllable cells. To find a good CCA0 PRNG in random number generation, we have to evolve them together. The evolved CCA0 PRNGs has 27 cells (results of Algorithm 2), which is fewer than 32 cells. This means that output efficiency may have to be sacrificed to generate good randomness in CCA0 PRNGs. 
E. Discussions on the Evolved 16-Cell CCA0/CCA2 Structures
The discussion in Section V-B is only concerned with some individual evolved CCA2/CCA0 PRNGs. To find out more about the interrelations between the setting of controllable cells and output cells in a wide range, we conducted the following experiment. The output method is fixed using the conventional cell spacing method (cs 1) in both CCA PRNGs and we evolve the setting of controllable cells alone. Due to the huge computation effort involved, to simplify the analysis we use Algorithm 3 and evolve 16-instead of 64-cell CA. The setting of controllable cells is encoded as chromsome1 in this evolution approach. The crossover, mutation, and selection rates in this approach are the same as those in Algorithm 3.
Setting the stopping criteria to 100, 200, 300, and 400 evolution steps, we observe the results as shown in Fig. 10 . It shows the distribution of evolved chromosome1 in CCA0/CCA2 according to the number of controllable cells included in the 8 output cells. Referring to the results in Fig. 10(a) , we can see that most CCA0 PRNGs have zero, one, or two controllable cells within eight output cells. No CCA0 has four or more controllable cells within its output cells. This means a good CCA0 PRNG generally has zero, one, or two controllable cells in its output cells. CCA0 PRNGs with one controllable cell their output cells are most common. It shows that the trend of evolution is to avoid choosing too many controllable cells in the output cells in CCA0.
Referring to Fig. 10(b) , we can see that most CCA2 chromosome2s have three to five controllable cells within the eight output cells. This means that the number of basic cells and controllable cells in the output cells are nearly the same. Thus, we can say that the probability of a controllable cell to be chosen as an output cell is similar to that of a basic cell. Fig. 11 presents the evolution results of CCA0 and CCA2 separately. Referring to Fig. 11(a) , we can see that in CCA0 most evolved chromosome1s have 4-8 controllable cells. No chromosome1s have fewer than 2, or more than 10, controllable cells. Only a small number of chrosomosome1s have 9-10 controllable cells. That is to say, when we design CCA0 PRNGs, it is generally better to have 4-8 controllable cells if the total number of cells is 16. Note that all the chromosome1s have at least 2 controllable cells. This means that CCA0 is a better scheme than PCA, which corresponds to a CCA with no controllable cells. Fig. 11 (a) also shows that there is a tradeoff for the number of controllable cells in a CCA0. Too many controllable cells may degrade the randomness of CCA0; too few controllable cells may not have the desired "randomizing" effect on the basic cells. Fig. 11(b) presents the evolution results of CCA2. We can see that in CCA2, evolved chromosomes1s generally have 3-12 controllable cells, which has a wider range than CCA0. In CCA2, most chromosome1s have 5-10 controllable cells; while in CCA0, they generally have 4-7 controllable cells. This shows that in evolved CCA2, the ratio of controllable cells is higher than that in CCA0. Combining the results presented in Figs. 10 and 11 , we can see that a suitable number and location of controllable cells is more critical for CCA0 than CCA2 to generate good random numbers. CCA2 PRNGs can get good results under a wider range. This conclusion is compatible with our previous evolution results obtained on 64 cells.
VI. COMPARISON ON THE RANDOMNESS OF EVOLVED CCA PRNGS VERSUS 1-D/2-D CA PRNGS
In this section, the randomness of the evolved 64-cell CCA2/CCA0 PRNGs is compared to that of 1-D/2-D CA PRNGs [15] , [17] .
First, we present the average chi-square, entropy, and SCC values of the evolved CCA2/CCA0 PRNGs and 1-bit/2-bit PRNGs in Table I . The evolved CCA2 PRNG obtains the highest chi-square value with 2-bit PCA and the evolved CCA0 PRNGs following it. These three generators obtain similar entropy and SCC values. The 1-bit PCA PRNG gets the lowest chi-square, entropy, and SCC values. The randomness of the evolved CCA2/CCA0 PRNGs are highly improved compared to that of 1-bit PCA PRNG, and the evolved CCA2 PRNG outperforms the 2-bit PCA 90-105 PRNG.
Until now, CCA PRNGs were evaluated using the ENT test suite only. During the evolution process, the randomness of CCA PRNGs is evaluated using the ENT test suite. To validate our evolution results, the randomness of the evolved CCA PRNGs is examined from three aspects: DIEHARD, cycle length, and time-space diagram. Furthermore, their randomness is compared to those well-known 1-D/2-D CA PRNGs [15] , [17] .
A. DIEHARD Test Results
The DIEHARD test suite is said to currently be the most difficult test suite to pass. Table II presents the DIEHARD test results of the evolved CCA0/CCA2 PRNGs, 1-bit PCA 90-150 PRNG, 2-bit PCA 90-105 PRNG, and 2-D 8 8 CA PRNG. The tested sequence length is 10 Mbytes. The results show that except for 1-bit PCA, which can pass only 15 tests, the other three PRNGs can pass all the tests. Thus, the evolved CCA PRNG is comparable to the well-known 2-bit PCA and 2-D CA PRNGs. Furthermore, we apply DIEHARD to all the nondominated chromosomes obtained from the three algorithms. We find that each of them can pass all the tests in DIEHARD. 
B. Cycle Length
In addition to statistical tests, cycle length (the length of a CA's state cycle) is also important to determine whether or not a CA is suitable for random number generation. We do not consider it one of the objectives when evolving CCA PRNGs because the calculation of cycle length is too time consuming and the value may not be stable under different initial seeds. To verify our evolution results, we calculate the cycle lengths of evolved CCA2/CCA0 PRNGs. Fig. 12 shows the cycle lengths of 1-bit PCA 90-150, 2-bit PCA 90-105, evolved CCA0/CCA2 and 2-D CA PRNGs. The cycle lengths are calculated as average values over 20 random initial seeds.
The results show that the cycle length of PCA 90-150 is the smallest. The cycle length of CCA0 is greater than 2-bit PCA, but less than CCA2. This matches with the conclusion we have derived from the ENT tests that CCA2 is better than CCA0 in random number generation. The average cycle length of 2-D CA is greater than CCA0 but less than CCA2. It means that CCA PRNGs can be better than or comparable to 2-D CA PRNGs. The evolved three CCA0 PRNGs get closer cycle lengths and it is the same case in CCA2. We can say that the randomness In each algorithm, the chromosome that obtains the best chi-square value is tested here. of evolved CCA PRNGs is stable. It will not vary greatly under different evolved structures.
C. Time-Space Diagram
We present the 2-D time-space diagram of the evolved CCA2/CCA0 PRNGs and 2-bit PCA PRNG in Fig. 13 . Each generator has 64 cells and runs for 200 time steps. The -axis 
VII. CONCLUSIONS
Controllable CA is proposed in this paper and two types of CCA-CCA0 and CCA2 are introduced. CCA0/CCA2 PRNGs are evolved using the EMOO techniques. Two EMOO algorithms based on VEGA and an evolutionary algorithm using an aggregation function are described. Each of them can produce good CCA PRNGs while the performance of Algorithms 1 and 2 is slightly better than that of Algorithm 3. The evolution results show that EMOO helps improve the randomness of CCA PRNGs by evolving the setting of controllable cells and output cells in them.
The evolved CCA2 PRNGs not only obtain good randomness quality, but also generate a better output efficiency than the conventional cell spacing method. Comparison of the evolved CCA2/CCA0 PRNGs shows that CCA2 is better than CCA0 in random number generation. The setting of controllable cells and output cells is more critical for CCA0 than CCA2 in generating good random number sequences. Randomness test results on the evolved CCA0/CCA2 PRNGs show they can be comparable to the well-known 2-bit PCA and 2-D CA PRNGs. Moreover, the cycle length and time-space diagram of these PRNGs are presented. In our current work, we only consider average randomness value and variance as objectives when evolving CCA structures. Further, we may take into account other parameters together as evolution objectives. For example, output efficiency and cycle length are also important to evaluate the performance of CA PRNGs and they can be considered as two objectives in addition to the current six objectives used.
