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RANDOM WALK ON DISCRETE POINT PROCESSES
RON ROSENTHAL
Abstract. We consider a model for random walks on random environments (RWRE)
with random subset of Zd as the vertices, and uniform transition probabilities on 2d
points (two ”coordinate nearest points” in each of the d coordinate directions). We prove
that the velocity of such random walks is almost surely 0, and give partial characteriza-
tion of transience and recurrence in the different dimensions. Finally we prove Central
Limit Theorem (CLT) for such random walks, under a condition on the distance between
coordinate nearest points.
1. Introduction
1.1. Background.
Random walk on random environments is the object of intensive mathematical research
for more then 3 decades. It deals with models from condensed matter physics, physical
chemistry, and many other fields of research. The common subject of all models is the
investigation of movement of particles in an inhomogeneous media. It turnes out that the
randomness of the media (i.e. the environment) is responsible for some unexpected results,
especially in large scale behavior. In the general case, the random walk takes place in
a countable graph (V,E), but the most investigated models deals with the graph of the
d-dimensional integer lattice, (i.e. V = Zd). For some of the results on those models
see [Zei04], [BS02], [Hug96] and [Re´v05]. The definition of RWRE involves two steps:
First the environment is randomly chosen by some given probability, then the random
walk, which takes place on this given fixed environment, is a Markov chain with transition
probabilities that depend on the environment. We note that the environment is kept
fixed and does not evolve during the random walk, and that the random walk, given
an environment, is not necessarily reversible. The questions on RWRE come in two major
types: quenched, in which the walk is distributed according to a given typical environment,
and annealed, in which the distribution of the walk is taken according to an average on
the environments. The two main differences between the quenched and the annealed are:
First the quenched is Markovian, while the annealed distribution is usually not. Second,
in most of the models we assume some kind of translation invariance on the environments
and therefore annealed is usually translation invariance while quenched is not. In contrast
to most of the models for RWRE on Zd, this work deals with non nearest neighbor random
walks. The subject of non nearest neighbor random walks has not been systematically
studied. For results on long range percolation see [Ber02]. For literature on the subject
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in the one dimensional case see [BG08],[Bre´02], [CS09]. For some results on bounded non
nearest neighbors see [Key84]. For some results that are valid in that general case see
[Var04] and [CFP09]. For recurrence and transience criteria for random walks on random
point processes, with transition probabilities between every two points proportional to their
distance, see [CFG08]. Our model also has the property that the random walk is reversible.
For some results in this topic see [BBHK08], [BP07], [MP07] and [SS09].
1.2. The Model.
Let Zd be the d-dimensional lattice of integers. We define Ω = {0, 1}Zd and B the Borel
σ-algebra (with respect to the product topology) on Ω. Let Q be a probability measure on
Ω. We assume the following about Q:
Assumption 1.1.
(1) Q is stationary and ergodic with respect to each of {θei}di=1, where ei is the ith prin-
cipal axes and for x ∈ Zd we define θx : Ω → Ω as the shift in direction x, i.e for
every y ∈ Zd and every ω ∈ Ω we have θx(ω)(y) = ω(x+ y).
(2) Q(P(ω) = ∅) < 1, where P(ω) = {x ∈ Zd : ω(x) = 1}.
We denote by E = {±ei}di=1 the set of 2d points in Zd with length 1.
Let Ω0 = {ω ∈ Ω : ω(0) = 1}, it follows from assumption 1.1 that Q(Ω0) > 0. We can
therefore define the probability P on Ω0 as the conditional probability on Ω0 of Q, i.e.:
P (B) = Q(B|Ω0) = Q(B ∩ Ω0)
Q(Ω0)
∀B ∈ B. (1.1)
We denote by EQ and EP the expectation with respect to Q and P respectively.
Claim 1.2. Given ω ∈ Ω and v ∈ P(ω), for every vector e ∈ E there exist Q almost surely
infinitely many k ∈ N such that v + ke ∈ P(ω).
Proof. Given ω,v and a vector e as above, since θe is measure preserving and ergodic with
respect to Q, if we define Ωv = {ω ∈ Ω : v ∈ P(ω)} then 1Ωv ∈ L1(Ω,B, Q), and therefore
by Birkhoff’s Ergodic Theorem
lim
n→∞
1
n
n−1∑
k=0
θke1Ωv = EQ(1Ωv) = Q(Ωv) = Q(Ω0) > 0 Q a.s.
Consequently, there Q almost surely exist infinitely many integers such that θke1Av = 1,
and therefore infinitely many k ∈ N such that v + ke ∈ P(ω). 
We define for every v ∈ Zd the set Nv(ω) of the 2d ”coordinate nearest neighbors” in ω,
one for each direction. By Claim 1.2 Nv(ω) is Q almost surely a set of 2d points in Z
d.
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Figure 1.1. An example for nearest coordinate points
We can now define a random walk for P -almost every ω ∈ Ω0 (on the space ((Zd)N,G, Pω),
where G is the σ-algebra generated by cylinder functions) as the Markov chain taking values
in P(ω) with initial condition
Pω(X0 = 0) = 1, (1.2)
and transition probability
Pω(Xn+1 = u|Xn = v) =
{
0 u /∈ Nv(ω)
1
2d
u ∈ Nv(ω) , (1.3)
which will be called the quenched law of the random walk. We denote the corresponding
expectation by Eω.
Finally, since for each G ∈ G, the map
ω 7→ Pω(G),
is B measurable, we may define the probability measure P = P ⊗Pω on (Ω0× (Zd)N,B×G)
by
P(B ×G) =
∫
B
Pω(G)P (dω), ∀B ∈ B, ∀G ∈ G.
The marginal of P on (Zd)N, denoted by P, is called the annealed law of the random walk
{Xn}∞n=0. We denote by E the expectation with respect to P.
We will need one more definition:
Definition 1.3. For every e ∈ Ed we define fe : Ω→ N+ by
fe(ω) = min{k > 0 : θke (ω)(0) = ω(ke) = 1}. (1.4)
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In order to prove high dimensional Central Limit Theorem we will assume in addition
to assumption 1.1 the following:
Assumption 1.4.
(3) There exists ǫ0 > 0 such that for every coordinate direction e ∈ E , EP (f 2+ǫ0e ) <∞.
1.3. Main Results.
Our main goal is to characterize these kind of random walks on random environments.
The characterization is given by the following theorems:
(1) Law of Large Numbers - For P almost every ω ∈ Ω0, the limiting velocity of the
random walk exists and equals zero. More precisely:
Theorem 1.5. Define the event
A =
{
lim
n→∞
Xn
n
= 0
}
.
Then P(A) = 1.
(2) Recurrence Transience Classification - We give a partial classification of recurrence
transience for the random walk on a discrete point process. The precise statements are:
Proposition 1.6. The one dimensional random walk on a discrete point process is P-almost
surely recurrent.
Theorem 1.7. Let (Ω,B, P ) be a two dimensional discrete point process and assume there
exists a constant C > 0 such that
∞∑
k=N
k · P (fei = k)
E(fei)
≤ C
N
∀i ∈ {1, 2} ∀N ∈ N. (1.5)
which in particular holds, whenever fei has a second moment for i ∈ {1, 2}. Then the
random walk is P almost surely recurrent.
Theorem 1.8. Let (Ω,B, P ) be a d-dimensional discrete point process with d ≥ 3 then the
random walk is P almost surely transient.
(3) Central Limit Theorems - We prove that one-dimensional random walks on discrete
point processes satisfy a Central Limit Theorem. We also prove that in dimension d ≥ 2,
under the additional assumption, assumption 1.4, the random walks on a discrete point
process satisfy a Central Limit Theorem. The precise statements are:
Theorem 1.9. Let d = 1 and denote e = 1 then for P almost every ω ∈ Ω0
lim
n→∞
Xn√
n
D
= N(0,E2P (fe)). (1.6)
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Theorem 1.10. Fix d ≥ 2. Assume the additional assumption, assumption 1.4, then for
P almost every ω ∈ Ω0
lim
n→∞
Xn√
n
D
= N(0, D), (1.7)
where N(0, D) is a d-dimensional normal distribution with covariance matrix D that de-
pends only on d and the distribution of P .
Structure of the paper. Sect. 2 collects some facts about the Markov chain on
environments and some ergodic results related to it. This section is based on previously
known material. In Sect. 3 - 4 the one dimensional case, i.e, Law of Large Numbers
and Central Limit Theorem, are introduced. The Recurrence Transience classification
is discussed in Sec. 5. The novel parts of the high dimensional Central Limit proof -
asymptotic behavior of the random walk, construction of the corrector and sublinear bounds
on the corrector - appear in Sect. 6-9. The actual proof of the high dimensional Central
Limit Theorem is carried out in Sect. 10. Finally Sect. 11 contains further discussion,
some open questions and conjectures.
2. The Induced shift And The Environment Seen From The Random Walk
The content of this section is a standard textbook material. The form in which it appears
here is taken from [BB07]. Even though it was all known before, [BB07] is the best existing
source for our purpose.
Let us define the induced shift on Ω0 as follows. Let fe(ω) be as in definition 1.3. By
Claim 1.2 we know that fe(ω) < ∞ Q almost surely Therefore we can define the maps
σe : Ω0 → Ω0 by
σe(ω) = θ
fe(ω)
e ω.
We call σe the induced shift.
Theorem 2.1. For every e ∈ E , the induced shift σe : Ω0 → Ω0 is P -preserving and ergodic
with respect to P .
Theorem 2.1 will follow from a more general statement. Let (∆,C, µ) be a probability
space, and let T : ∆→ ∆ be invertible, measure preserving and ergodic with respect to µ.
Let A ∈ C be of positive measure, and define n : A→ N ∪ {∞} by
n(x) = min{k > 0 : T k(x) ∈ A}
The Poincare´ recurrence theorem tells us that n(x) < ∞ almost surely. Therefore we can
define, up to a set of measure zero, the map S : A→ A by
S(x) = T n(x)(x), x ∈ A
Then we have:
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Lemma 2.2. S is measure preserving and ergodic with respect to µ(·|A). It is also almost
surely invertible with respect to the same measure.
Proof. (1) S is measure preserving: For j ≥ 1, let Aj = {x ∈ A : n(x) = j}. Then the Aj ′s
are disjoint and µ (A\ ∪j≥1 Aj) = 0. First we show that
i 6= j ⇒ S(Ai) ∩ S(Aj) = ∅.
To do this, we use the fact that T is invertible. Indeed, if x ∈ S(Ai)∩ S(Aj) for 1 ≤ i < j,
then x = T i(y) = T j(z) for some y, z ∈ A with n(y) = i, n(z) = j. But the fact that
T is invertible implies that y = T j−i(z), which means n(z) ≤ j − i < j, a contradiction.
To see that S is measure preserving, we note that the restriction of S to Aj is T
j , which
is measure preserving. Hence, S is measure preserving on Aj and, since the sets Ai are
disjoint, S is measure preserving on the union ∪j≥1Aj as well.
(2) S is almost surely invertible: S−1({x}) ∩ {S is well defined} is a one-point set by the
fact that T is itself invertible.
(3) S is ergodic: Let B ∈ C be such that B ⊂ A and 0 < µ(B) < µ(A). Assume that
B is S-invariant. Then Sn(x) /∈ A\B for all x ∈ B and all n ≥ 1. This means that for
every x ∈ B and every k ≥ 1 such that T k(x) ∈ A, we have T k(x) /∈ A\B. It follows
that C = ∪k≥1T k(B) is (almost surely) T -invariant and µ(C) ∈ (0, 1), contradicting the
ergodicity of T .

Proof of Theorem (2.1). We know that the shift θe is invertible, measure preserving and
ergodic with respect to Q. By Lemma (2.2) the induced shift is P -preserving, almost surely
invertible and ergodic with respect to P .

Under the present circumstances, Theorem 2.1 has one important corollary:
Lemma 2.3. Let B ∈ B be a subset of Ω0 such that for almost every ω ∈ B
Pω(θX1ω ∈ B) = 1. (2.1)
Then B is a zero-one event under P .
Proof. The Markov property and (2.1) imply that Pω(θXnω ∈ B) = 1 for all n ≥ 1 and
that P -almost every ω ∈ B. We claim that σe(ω) ∈ B for P -almost surely ω ∈ B.
Indeed, let ω ∈ B be such that θXnω ∈ B for all n ≥ 1, Pω-almost surely. note that we
have fe(ω)e ∈ P(ω). Therefore we have Pω(X1 = fe(ω)e) = 12d > 0. This means that
σe(ω) = θ
n(ω)
e (ω) ∈ B, i.e., B is almost surely σe-invariant. By the ergodicy of the induced
shift, B is a zero-one event. 
Our next goal will be to prove that the Markov chain on environments is ergodic. Let
Ξ = ΩZ0 and define H to be the product σ-algebra on Ξ. The space Ξ is a space of two-sided
RANDOM WALK ON DISCRETE POINT PROCESSES 7
sequences - (. . . , ω−1, ω0, ω1, . . .) - the trajectories of the Markov chain on environments.
Let µ be the measure on (Ξ,H ) such that for any B ∈ B2n+1,
µ
(
(ω−n, . . . , ωn) ∈ B
)
=
∫
B
P (dω−n)Λ(ω−n, dω−n+1) . . .Λ(ωn−1, dωn),
where Λ : Ω0 × B → [0, 1] is the Markov kernel defined by
Λ(ω,A) =
1
2d
∑
x∈Zd
(
1{x∈N0(ω)}1{θxω∈A}
)
. (2.2)
Note that the sum is finite since for almost every ω ∈ Ω there are exactly 2d elements in
N0(ω). µ exists and is unique by Kolmogorov’s Theorem, because P is preserved by Λ, and
therefore the finite dimensional measures are consistent. {θXk(ω)}k≥0 has the same law in
EP (Pω(·)) as (ω0, ω1, . . .) has in µ. Let T˜ : Ξ → Ξ be the shift defined by (T˜ ω)n = ωn+1.
Then T˜ is measure preserving.
Proposition 2.4. T˜ is ergodic with respect to µ.
Proof. Let Eµ denote expectation with respect to µ. Pick A ⊂ Ξ that is measurable and
T˜ -invariant. We need to show that µ(A) ∈ {0, 1}.
Let f : Ω0 → R be defined as f(ω0) = Eµ(1A|ω0). First we claim that f = 1A almost surely.
Indeed, since A is T˜ -invariant, there exist A+ ∈ σ(ωk : k > 0) and A− ∈ σ(ωk : k < 0) such
that A and A± differ only by null sets from one another (This follows by approximation
of A by finite-dimensional events and using the T˜ -invariance of A). Now, conditional on
ω0, the event A+ is independent of σ(ωk : k < 0) and so Le´vy’s Martingale Convergence
Theorem gives us
Eµ(1A|ω0) = Eµ(1A+ |ω0, ω−1, . . . , ω−n)
= Eµ(1A−|ω0, . . . , ω−n) −−→n→∞ 1A− = 1A,
with equalities valid µ-almost surely. Next let B ⊂ Ω0 be defined by B = {ω0 : f(ω0) = 1}.
Clearly B is B-measurable and, since the ω0-marginal of µ is P ,
µ(A) = Eµ(f) = P (B)
Hence, in order to prove that µ(A) ∈ {0, 1}, we need to show that P (B) ∈ {0, 1} But A is
T˜ -invariant and so, up to set of measure zero, if ω0 ∈ B then ω1 ∈ B. This means that B
satisfies the condition of the lemma 2.3, and so B is a zero-one event.

Theorem 2.5. Let f ∈ L1(Ω0,B, P ). Then for P -almost all ω ∈ Ω0
lim
n→∞
1
n
n−1∑
k=0
f ◦ θXk(ω) = EP (f) Pω almost surely.
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Similarly, if f : Ω× Ω→ R is measurable with EP (Eω(f(ω, θX1ω))) <∞, then
lim
n→∞
1
n
n−1∑
k=0
f(θXkω, θXk+1ω) = EP (Eω(f(ω, θX1ω))).
for P -almost all ω and Pω-almost all trajectories of (Xk)k≥0.
Proof. Recall that {θXk(ω)}k≥0 has the same law in EP (Pω(·)) as (ω0, ω1, . . .) has in µ.
Hence, if g(. . . , ω−1, ω0, ω1, . . .) = f(ω0) then
lim
n→∞
1
n
n−1∑
k=0
f ◦ θXk D= limn→∞
1
n
n−1∑
k=0
g ◦ T˜ k.
The latter limit exists by Birkhoff’s Ergodic Theorem (we have already seen that T˜ is
ergodic) and equals Eµ(g) = EP (f) almost surely. The second part is proved analogously.

3. Law of Large Numbers
We turn now to prove Theorem 1.5 - i.e. Law of Large Numbers for random walks on a
discrete point process. For completeness we state the theorem again:
Theorem. 1.5 Define the event
A =
{
lim
n→∞
Xn
n
= 0
}
.
Then P(A) = 1.
Proof. Using linearity, it is enough to prove that for every e ∈ E we have P(Ae) = 1, where
Ae =
{
lim
n→∞
Xn · e
n
= 0
}
.
For every e ∈ E let fe be as in Definition 1.3. By (1.2) fe is P -a.s finite. We first prove
that EP (fe) <∞. Assume for contradiction that EP (fe) =∞, since fe is positive then
lim
n→∞
1
n
n−1∑
k=0
fe(σ
k
e (ω)) =∞ P a.s. (3.1)
Indeed, for every M > 0 define
fMe (ω) =
{
fe(ω) fe(ω) ≤M
M fe(ω) > M
,
then, since fMe is finite by Birkhoff Ergodic Theorem
lim
n→∞
1
n
n−1∑
k=0
fe(σ
k
e (ω)) ≥ lim
n→∞
1
n
n−1∑
k=0
fMe (σ
k
e (ω)) = EP (f
M
e ), P a.s.
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Taking now M to infinity we get
lim
n→∞
1
n
n−1∑
k=0
fe(σ
k
e (ω)) ≥ lim
M→∞
EP (f
M
e ) = EP (fe) =∞, P a.s.
Let S(k) = max
{
n ≥ 0 :∑n−1m=0 f(σme (ω)) < k}, by (3.1)
lim
k→∞
S(k)
k
= 0 P a.s.
On the other hand, let g : Ω→ {0, 1} be defined by
g(ω) = 1Ω0(ω),
then
S(k) =
k−1∑
j=0
g(θje(ω)),
and therefore by Birkhoff’s Ergodic Theorem
Q(Ω0) = lim
k→∞
1
k
k−1∑
j=0
g(θje(ω)) = lim
k→∞
S(k)
k
= 0, P a.s,
contradicting assumption 1.1. It follow that EP (fe) <∞, and therefore by Birkhoff Ergodic
Theorem
lim
n→∞
1
n
n−1∑
k=0
fe(σ
k
e (ω)) = EP (fe) <∞ P a.s. (3.2)
Notice that
P (f−e(ω) = k) = P (fe(σ−1e (ω)) = k) = P (fe(ω) = k), (3.3)
where the last equality is true since P is stationary. It therefore follows that
EP (fe) = EP (f−e) (3.4)
For e ∈ E let ge : Ω× Ω→ Z be as follows:
ge(ω, ω
′) =
 fe(ω) ω
′ = σe(ω)
−f−e(ω) ω′ = σ−e(ω)
0 otherwise
.
Now, ge is measurable and using (3.4) we get
EP (Eω(ge(ω, θ
X1ω))) = EP
(
1
2d
fe(ω)− 1
2d
f−e(ω)
)
= 0.
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It therefore follows that for every e ∈ E , for almost every ω ∈ Ω0 and Pω almost every
random walk {Xk}k≥0, we have for Zk = Xk −Xk−1, k ≥ 1 that
lim
n→∞
Xn · e
n
= lim
n→∞
1
n
n∑
k=1
Zk · e,
and from (2.5) this equals to
lim
n→∞
1
n
n−1∑
k=0
ge(θXkω, θXk+1ω) = EP (Eω(ge(ω, θX1ω))) = 0, P a.s.

4. One Dimensional Central Limit Theorem
Here we prove Theorem 1.9 - i.e. Central Limit Theorem for one dimensional random
walks on discrete point processes. We start by stating the theorem
Theorem. 1.9 Let d = 1 and denote e = 1 then for P almost every ω ∈ Ω0
lim
n→∞
Xn√
n
D
= N(0,E2P (fe)). (4.1)
Proof. We first notice that for d = 1, a random walk on a discrete point process is al-
most surely a simple one dimensional random walk with changed distances between points.
Secondly the expectation of the distance between points, given by EP (fe), is finite.
Given an environment ω ∈ Ω0 and a random walk {Xk}k≥0, we define the simple one-
dimensional random walk {Yk}k≥0 associated with {Xk}k≥0 as follows: First we define
Zk = Xk −Xk−1 for every k ≥ 1, then we define Wk = Zk|Zk| . Finally we define Y0 = 0 and
for k ≥ 1 we define Yk =
∑k
j=1Wk. Since {Yk}k≥0 is a simple one dimensional random walk
on Z, it follows from the Central Limit Theorem that for P almost every ω ∈ Ω0
lim
n→∞
1√
n
· Yn D= N(0, 1). (4.2)
We now turn to define for every ω ∈ Ω the points of the environment. For every n ∈ Z
let tn be the n
th place on the grid with a point, i.e. t0 = 0,
tn =
n−1∑
k=0
fe(σ
k
eω) n > 0,
and
tn =
−n∑
k=−1
fe(σ
k
eω) n < 0.
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For every a > 0 we have
lim
n→∞
1√
n
t⌊a√n⌋ = a · lim
n→∞
1
a
√
n
⌊a√n⌋∑
k=0
fe(σ
k
eω) = a · EP (fe),
where the last equality holds since this sequence contain the same elements as the sequence
in (3.2) and every element in the original sequence appears only a finite number of times,
therefore those sequences have the same partial limits, and the original sequence (the one
in (3.2)) converges.
By the same argument for every a ∈ R we have that
lim
n→∞
1√
n
t⌊a√n⌋ = a · EP (fe). (4.3)
Using (4.3) and the fact that limn→∞ Yn√n exists and finite P almost surely, we get that
lim
n→∞
1√
n
tYn = lim
n→∞
1√
n
t Yn√
n
√
n ≤ a ⇔ limn→∞
Yn√
n
≤ a
EP (fe)
,
and therefore
P
(
lim
n→∞
1√
n
tYn ≤ a
)
= P
(
lim
n→∞
Yn√
n
≤ a
EP (fe)
)
= Φ
(
a
EP (fe)
)
,
where Φ is the standard normal cumulative distribution function. Finally, we notice that
Xn = tYn,
and therefore we conclude that
P
(
lim
n→∞
Xn√
n
≤ a
)
= Φ
(
a
EP (fe)
)
,
as required. 
5. Transience and Recurrence
Before we continue the discussion on Central Limit Theorem in higher dimensions, we
turn to deal with transience and recurrence of random walks on discrete point processes.
5.1. One-dimensional case.
Proposition. 1.6 The one dimensional random walk on a discrete point process is P-almost
surely recurrent.
Proof of Proposition 1.6. Using the notation from the previous section, since Yn is a one-
dimensional simple random walk, it is recurrent P almost surely. Therefore we have #{n :
Yn = 0} = ∞ P almost surely, but since Xn = tYn and t0 = 0 we have #{n : Xn = 0} =
∞ P almost surely, and therefore the random walk is recurrent. 
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5.2. Two-dimensional case. The theorem we wish to prove is the following:
Theorem. 1.7 Let (Ω,B, P ) be a two dimensional discrete point process and assume there
exists a constant C > 0 such that
∞∑
k=N
k · P (fei = k)
E(fei)
≤ C
N
, ∀i ∈ {1, 2} ∀N ∈ N, (5.1)
which in particular holds, whenever fei has a second moment for i ∈ {1, 2}. Then the
random walk is P almost surely recurrent.
The proof is based on the connection between random walks, electrical networks and the
Nash-William criteria for recurrence of random walks. For a proof of the Nash-William
criteria and some background on the subject see [DS84] and [LP04].
We start with the following definition:
Definition 5.1. Let (Ω˜, B˜, P˜ ) be a probability space. We say that a random variable
X : Ω˜ → [0,∞) has a Cauchy tail if there exist a positive constant C such that for every
n ∈ N we have
P˜ (X ≥ n) ≤ C
n
.
Note that if E˜(X) <∞, then X has a Cauchy tail.
In order to prove theorem 1.7 we will need the following lemmas taken from [Ber02].
Lemma 5.2 ([Ber02] Lemma 4.1). Let {fi}∞i=1 be identically distributed positive random
variables, on a probability space (Ω˜, B˜, P˜ ), that have a Cauchy tail. Then, for every ǫ > 0,
there exist K > 0 and N ∈ N
such that for every n > N
P˜
(
1
n
n∑
k=0
fi > K log n
)
< ǫ.
Proof. fi has a Cauchy tail, so there exists C0 such that for every n ∈ N
P˜ (fi > n) <
C0
n
Let M > 2
ǫ
be a large number, and N large enough that C0N
1−M < ǫ
2
. Fix n > N , and let
gi = min{fi, nM} for all 1 ≤ i ≤ n. Then,
P˜
(
1
n
n∑
i=1
fi 6= 1
n
n∑
i=1
gi
)
≤
n∑
k=1
P˜ (fk 6= gk) = n · P˜ (f1 6= g1).
The last term is equal to
n · P˜ (f1 > nM ) < n · C0
nM
<
ǫ
2
.
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Now, since E(gi) ≤ C0M logn, and gi is positive, by Markov’s inequality, choosing K =
C0M
2 we get
P˜
(
1
n
n∑
i=1
gi > K log n
)
<
C0M log n
C0M2 log n
=
1
M
<
ǫ
2
and so
P˜
(
1
n
n∑
i=1
fi > K logn
)
< ǫ

Lemma 5.3 ([Ber02] Lemma 4.2). Let An be a sequence of events such that P˜ (An) > 1− ǫ
for all sufficiently large n, and let {an}∞n=1 be a sequence such that
∞∑
n=1
an =∞.
Then, with probability of at least 1− ǫ
∞∑
n=1
1An · an =∞.
Proof. It is enough to show that there exists N such that for any M ,
P
( ∞∑
n=N
1An · an < M
)
≤ ǫ. (5.2)
Define N such that for every n > N we have P (An) > 1− ǫ, and assume that for some M
(5.2) is false. Define BM to be the event
BM =
{ ∞∑
n=N
1An · an < M
}
.
Since P (BM) > ǫ, we know that there exist δ > 0 such that for every n
P (An|BM) = P (An ∩ BM)
P (BM)
≥ P (BM)− ǫ
P (BM)
> δ > 0.
Therefore,
E
[ ∞∑
n=N
1An · an
∣∣∣∣∣BM
]
≥ δ
∞∑
n=N
an =∞,
which contradicts the definition of BM .

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In the proof of Theorem 1.7 we will use the following notation: Given a graph G = (V,E)
with V ⊂ Zd, for every e ∈ E define e+ ∈ V and e− ∈ V to be the end points of e, such
that if (e+ − e−) · ei 6= 0 then (e+ − e−) · ei > 0. In addition for every e ∈ E we write
l(e) = |e+ − e−|1.
Proof of theorem 1.7. For every ω ∈ Ω, we define the corresponding network with conduc-
tances G(ω) = (V (ω), E(ω), c(ω)) as follows: First let G′′(ω) = (V ′′(ω), E ′′(ω), c′′(ω)) be
the network with V ′′(ω) = P(ω) and E ′′(ω) = {{x, y} ∈ V ′′ × V ′′ : y ∈ {x± fe1(ω)e1, x ±
fe2(ω)e2}}, i.e. the set of edges from each point to its four ”nearest neighbors”. we also
define the conductance c′′(ω)(e) = 1 for every e ∈ E ′′(ω). We now define G′(ω) to be the
network generated from G′′(ω) by ”cutting” every edge of length k into k edges of length
1, each cut with conductance k. Formally we define V ′(ω) = V 1(ω)
⊎
V 2(ω) ⊂ Z2 × {0, 1}
where
V i(ω) =
{
(x, i) :
∃ e ∈ E ′′(ω) ∃ 0 ≤ k ≤ l(e)
such that (e+ − e−) · ei 6= 0 ∧ x = e− + kei
}
,
and we define E ′(ω) = E1(ω) ∪ E2(ω) by
Ei(ω) =
{
{(v, i), (w, i)} : ∃ e ∈ E
′′(ω) ∃ 0 ≤ k < l(e) such that
(e+ − e−) · ei 6= 0 ∧ v = e− + kei, w = e− + (k + 1)ei
}
.
We also define the conductance c′(ω)(e) of an edge e ∈ E ′(ω) to be k, given that the length
of the original edge it was part of was k. Finally we define G(ω) to be the graph generated
from G′(ω) by identifying every v ∈ V ′′(ω) on both levels i.e, we take the graph G′(ω)
modulo the equivalence relations (v, 1) = (v, 2) ∀ v ∈ V ′′(ω). We now turn to prove the
recurrence using the Nash-Williams Criteria. Let Πn be the set of edges exiting the box
([−n, n]× [−n, n], [1, 2]) in the graph G(ω). Then Πn defines a sequence of pairwise disjoint
cutsets in the network G(ω). Let e ∈ Πn be such that (e+ − e−) · ei 6= 0 then
P(c(e) = k) = P
(
the original edge that contained
e is of length k
)
=
k · P(fei = k)
E(fei)
.
Indeed, the probability that the edge e was part of an edge of length k in the original graph,
needs to be multiplied by k, since it can be in any part of the edge. From assumption (5.1)
it follows that c(e) has a Cauchy tail. In Πn there are 2n + 4 edges in the first level and
2n + 4 in the second level, all of them with the same distribution (and by (5.1) a Cauchy
tail), though they may be dependent. By Lemma 5.2, for every ǫ > 0 there exist K > 0
and N ∈ N such that for every n > N , we have
P
(∑
e∈Πn
C(e) ≤ K(4n + 8) log 4n+ 8
)
> 1− ǫ. (5.3)
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Define An to be the event in equation (5.3), and set an = (K(4n + 8) log(4n + 8))
−1 for
n ≥ N . Now,
∞∑
n=1
CΠn
−1 ≥
∞∑
n=N
1An · an.
By the definition of {an},
∞∑
n=N
an =∞.
On the other hand, P(An) > 1− ǫ for all n. So by Lemma 5.3,
P
( ∞∑
n=1
CΠn
−1 =∞
)
≥ 1− ǫ.
Since ǫ is arbitrary, we get that P a.s.
∞∑
n=1
CΠn
−1 =∞.
Therefore by the Nash-Williams criteria, the random walk is P almost surely recurrent on
G(ω). 
5.3. Higher dimensions (d ≥ 3).
We start by stating the theorem:
Theorem. 1.8 Let (Ω,B, P ) be a d-dimensional discrete point process d ≥ 3 then the
random walk is P almost surely transient.
The main idea beyond the proof is as follows: first we show that the boundary of every
set of volume n in Zd is at least a positive constant times n
d−1
d , then we will use the known
fact that for every graph G = (V,E) with bounded degree, such that for every set of vertices
of volume n, the boundary is at least a constant times nα, with α > 1
2
, a simple random
walk on G is transient.
We start by proving an isoperimetric inequality.
Lemma 5.4. Let A = {xi = (xi1, xi2, . . . , xid)}ni=1 be a finite subset of Zd. We define Πj :
Z
d → Zd−1 to be the projection on all but the jth coordinate, i.e, Πj(x) = Πj((x1, x2, . . . , xd)) =
(x1, x2, . . . , xj−1, xj+1, . . . , xd). Define Aj = Πj(A). Then there exists C > 0 such that
max
1≤j≤d
{|Aj|} ≥ C · |A| d−1d , (5.4)
where | · | denotes the cardinality of the set.
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Proof. Using translation, we can assume without loss of generality that xij > 0 for every
1 ≤ i ≤ n and 1 ≤ j ≤ d. For every point x in the quadrat, where all coordinates are
positive, we define the energy of a point E(x) by
E(x) = x · (1, 1, . . . , 1) =
d∑
j=1
xj . (5.5)
In addition we define the energy of a finite set A in this quadrat as
E(A) =
∑
x∈A
E(x). (5.6)
For each point (x2, x3, . . . , xd) in Z
d−1 with positive entries we define the set A(x2,x3,...,xd) =
{x1 : (x1, x2, . . . , xd) ∈ A}, which we will call the (x2, x3, . . . , xd) fiber of A. We now
define a new set A1, with the following property: For each point (x2, x3, . . . , xd) in Z
d−1
the (x2, x3, . . . , xd) fiber of A as the same size as the (x2, x3, . . . , xd) fiber of A
1, and in
addition the (x2, x3, . . . , xd) fiber of A
1 is the one with least energy (when thought as a set
in Z). We claim that the following set fulfills this property:
A1 =
⋃
x2∈N
⋃
x3∈N
. . .
⋃
xd∈N
{(a, x2, x3, . . . , xd) : a ∈ N ∧ 1 ≤ a ≤ |A(x2,x3,...,xd)|}. (5.7)
Indeed, the (x2, x3, . . . , xd) fiber of A
1 is {(a, x2, x3, . . . , xd) : a ∈ N ∧ 1 ≤ a ≤
|A(x2,x3,...,xd)|} which has the same size as the (x2, x3, . . . , xd) fiber of A. In addition, for
any fixed m ∈ N, the unique set B ⊂ N of size m and minimal energy is B = {1, 2, . . . , m}.
Therefore the set A1 has the following properties:
(1) |A1| = n.
(2) |Πj(A1)| ≤ |Πj(A)| for every 1 ≤ j ≤ d.
(3) E(A1) ≤ E(A), and equality holds if and only if A1 = A.
Indeed,
(1) This follows from the fact that the size of the fibers don’t change in the process,
and that the fibers are disjoint.
|A| =
∑
x2∈N
∑
x3∈N
. . .
∑
xd∈N
|A(x2,x3,...,xd)| =
∑
x2∈N
∑
x3∈N
. . .
∑
xd∈N
|A1(x2,x3,...,xd)| = |A1|.
(2) For j = 1 this is true since
(x2, x3, . . . , xd) ∈ Π1(A)⇔ ∃ a ∈ N such that (a, x2, x3, . . . , xd) ∈ A⇔
∃ b ∈ N such that (b, x2, x3, . . . , xd) ∈ A1 ⇔ (x2, x3, . . . , xd) ∈ Π1(A1),
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and therefore |Π1(A1)| = |Π1(A)|. For 2 ≤ j ≤ d, we assume for contradiction that,
|Πj(A1)| > |Πj(A)|. Then there exist (x1, x2, . . . , xj−1, xj+1, . . . , xd) ∈ Πj(A1) such
that
|Πj(A1)(x2,...,xj−1,xj+1,...,xd)| > |Πj(A)(x2,...,xj−1,xj+1,...,xd)|.
From the definition of A1 there exists m ∈ N such that
|Πj(A1)(x2,...,xj−1,xj+1,...,xd)| = |A1(x2,...,xj−1,m,xj+1,...,xd)|,
and since for every k ∈ N
|A(x2,...,xj−1,k,xj+1,...,xd)| ≤ |Πj(A)(x2,...,xj−1,xj+1,...,xd)|.
It follows that
|A1(x2,...,xj−1,m,xj+1,...,xd)| > |A(x2,...,xj−1,m,xj+1,...,xd)|, (5.8)
which contradicts the fact that the size of fibers in A and A1 is the same.
(3) By definition
E(A1) =
∑
x2∈N
∑
x3∈N
. . .
∑
xd∈N
∑
x1∈A1(x2,x3,...,xd)
(x1 + x2 + . . .+ xd)
=
∑
x2∈N
∑
x3∈N
. . .
∑
xd∈N
[|A1(x2,x3,...,xd)|(x2 + x3 + . . .+ xd) + E(A1(x2,x3,...,xd))]
=
∑
x2∈N
∑
x3∈N
. . .
∑
xd∈N
[|A(x2,x3,...,xd)|(x2 + x3 + . . .+ xd) + E(A1(x2,x3,...,xd))]
≤
∑
x2∈N
∑
x3∈N
. . .
∑
xd∈N
[|A(x2,x3,...,xd)|(x2 + x3 + . . .+ xd) + E(A(x2,x3,...,xd))]
= E(A)
where the inequality is true since the energy of the (x2, x3, . . . , xd) fiber of A
1 is
the one with least energy from all (x2, x3, . . . , xd) fibers of A. In addition equality
holds if and only if for every (x2, x3, . . . , xd) fiber of A we have E(A(x2,x3,...,xd)) =
E(A1(x2,x3,...,xd)) which is possible if and only if A(x2,x3,...,xd) = A1(x2,x3,...,xd), since A1
fibers were chosen to be with minimal energy.
Repeating the last procedure for the set Ai with the i+1th coordinate instead of the first
one we obtain the sets A2, . . . , Ad, with the same number of point, decreasing energy and
decreasing size of projections. Let A˜0 ≡ A, and define by induction A˜n+1 = A˜dn be the set
generated from A˜n by repeating the last procedure. It follows that sequence of sets {A˜n}∞n=0
contains only finite number of sets. Indeed since the energy of a set is an natural number,
and the energy can only decrease as n increases, there exist N such that for every n ≥ N
the energy is constant. Using now property (3) it follows that A˜n = A˜n+1 for every n ≥ N
and therefore there is only finite number of sets in the sequence. Let Â be the limiting set
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of the sequence. Note that the boundary of Â is exactly 2
∑d
i=1Π
i
(
Â
)
, because otherwise
one can decrease the energy. Using the fact that the boundary of every set of size n in d
dimensions is at least C0 ·n d−1d for some positive constant C0, see [DP96], we get that there
exist a positive constant C and at least one i0 ∈ {1, 2, . . . , d} such that Πi0
(
Â
) ≥ C · n d−1d ,
and therefore Πi0(A) ≥ C0n d−1d for the original set A too, as required. 
We now turn to define the isoperimetric profile of a graph. Let {p(x, y)}x,y∈V be tran-
sition probabilities for an irreducible Markov chain on a countable state space V (we will
think about this Markov chain as the random walk on a weighted graph G = (V,E, C) ,
with {x, y} ∈ E if and only if p(x, y) > 0 and for every {x, y} ∈ E we define the
conductance C(x, y) = p(x, y). For S ⊂ V , the ”boundary size” of S is measured by
|∂S| = ∑s∈S∑a∈Sc p(s, a). We define ΦS, the conductance of S, by ΦS := |∂S||S| . Finally,
define the isoperimetric profile of the graph G, with vertices V and conductances induced
from the transition probabilities by:
Φ(u) = inf{ΦS : S ⊂ V, |S| ≤ u}. (5.9)
We can now state Theorem 1 of [MP05].
Theorem 5.5 ([MP05] Theorem 1). Let G = (V,E) be a graph with countable vertices and
bounded degree. Suppose that 0 < γ ≤ 1
2
and p(x, x) ≥ γ for all x ∈ V . If
n ≥ 1 + (1− γ)
2
γ2
∫ 4/ǫ
4
4du
uΦ2(u)
, (5.10)
then
|pn(x, y)| ≤ ǫ. (5.11)
Next we will prove the following claim:
Claim 5.6. Let pnω(x, y) be the probability that the random walk moves from x to y in n
steps in the environment ω. Then there exist positive constants K1, K2 depending only on
d, and a natural number N such that for every n > N and every x, y ∈ P(ω)
pnω(x, y) ≤
K2
(n−K1)d/2 , P a.s. (5.12)
Proof. We start by dealing with even steps of the Markov chain, and at the end extend the
argument to the odd ones. Since p2(x, x) = 1
2d
, we can use Theorem 5.5 with γ = 1
2d
. Let
ω ∈ Ω0 and S ⊂ P(ω) such that |S| = n. By Lemma 5.4 there exists a positive constant
C, such that at least one of the projections {Πi(S)}di=1 satisfy Πi(S) ≥ C · n
d−1
d . We will
assume without loss of generality that this holds for i = 1. We now look at the set
S˜ =
{
(x1, x2, . . . , xd) : (x2, . . . , xd) ∈ Π1(S), x1 = max{a : (a, x2, x3, . . . , xd) ∈ S}
}
.
(5.13)
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We note that |S˜| = |Π1(s)| ≥ Cn(d−1)/d. In addition since |∂S| equals in our case to 1
2d
times
the number of edges e ∈ E with one end point in S and the other in Sc, then |∂S| ≥ 1
2d
|S˜|.
This is true since every element in S˜ contributes at least one edge to the boundary. Using
these two properties it follows that there exists a positive constant C0 such that
Φ(u) ≥ C0 1
u1/d
, (5.14)
and therefore
1 + (2d− 1)2
∫ 4/ǫ
4
4du
uΦ2(u)
≤ 1 + (2d− 1)2
∫ 4/ǫ
4
4u
2
d
−1du
C20
≤
⌈
1− 2d(2d− 1)
2
c20
4
2
d +
2d(2d− 1)2
c20
4
2
d ǫ−
2
d
⌉
.
Notice that 1− 2d(2d−1)2
c20
4
2
d is negative for all but a finite number of dimensions, and therefore
we can find a natural number K˜1(d) such that the last term in (5.15) is less than or equal
to
n(ǫ) ≡ ⌈K˜1 + K˜2ǫ− 2d ⌉, (5.15)
where K˜2 = K˜2(d) =
2d(2d−1)2
c20
4
2
d . It therefore follows that
ǫ ≤
(
n(ǫ)− K˜1 − 1
K˜2
)− d
2
. (5.16)
Let K2 = (K˜2)
− d
2 , since the condition in Theorem 5.5 is fulfilled, for P almost every
environment ω, for every n > N and every x, y ∈ P(ω)
p2nω (x, y) ≤
K2
(2n− K˜1 − 1) d2
. (5.17)
Moving to deal with transition probabilities for odd times, if n > N + 1 we have for P
almost every environment ω
p2n+1ω (x, y) =
∑
z∈P(ω)
pω(x, z)p
2n
ω (z, y)
≤
∑
z∈P(ω)
pω(x, z)
K2
(2n− K˜1 − 1) d2
=
K2
(2n+ 1− K˜1 − 2) d2
.
Taking K1 = K˜1 + 2 we get the desired inequality both for even times and odd ones. 
We are now ready to prove Theorem 1.8.
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Proof of Theorem 1.8. Since our graph is connected, it is enough to show that
∞∑
n=0
pn(0, 0) <∞. (5.18)
Using claim 5.6, we get that for P almost every environment ω ∈ Ω0
∞∑
n=0
pnω(0, 0) ≤
N−1∑
n=0
pnω(0, 0) +
∞∑
n=N
2K2
(2n−K1) d2
<∞. (5.19)

6. Asymptotic behavior of the random walk
In this section we prove asymptotic behavior of E(‖Xn‖). This will be used in section
10 to prove the high dimensional Central Limit Theorem. Therefore we assume here the
additional assumption, assumption 1.4. The estimation follows closely [Bar04] with the
following changes:
• The minor change is that we work in discrete time setting and not in continuous
time.
• The major change is that the average variance of the distance at the nth step of
the random walk is not bounded by 1 as in the percolation case. Nevertheless we
can show that if we assume in addition assumption 1.4, it is still bounded.
Other than that problem, in which we deal in part (3) of Theorem 6.1, the rest of the
proof doesn’t contain new ideas and follows [Bar04]
Theorem 6.1. Assuming assumption 1.4, there exists a random variable c : Ω0 → [0,∞]
which is finite almost surely such that for P almost every ω ∈ Ω0
Eω(‖Xn‖) ≤ c
√
n ∀n ∈ N. (6.1)
We begin with a few definitions
Definition 6.2. Fix ω ∈ Ω0. For n ∈ N we denote pn(x, y) = Pω(Xn = y|X0 = x) and
introduce the following functions, with the understanding that 0 · log(0) = 0:
(1) gn : P(ω)→ R, given by
gn(x) =
1
2
(
pn(0, x) + pn−1(0, x)
)
. (6.2)
(2) We define M : N→ R+ by M(0) = 0 and for n > 0 by:
M(n) =
1
2
Eω(‖Xn‖+ ‖Xn−1‖) :=
∑
y∈P(ω)
‖y‖gn(y). (6.3)
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(3) We define Q : N→ R+ by Q(0) = 0 and for n > 0 by:
Q(n) = −
∑
y∈P(ω)
gn(y) log(gn(y)), (6.4)
i.e. Q is the entropy of gn.
In order to prove Theorem 6.1, we will prove some inequalities introduced in the following
proposition:
Proposition 6.3. There exists N = N(ω) ∈ N and constants c1, c2, c3, K1 < ∞ such that
for every n > N we have
(1)
Q(n) ≥ c1 + d
2
log (n−K1), (6.5)
(2)
M(n) ≥ c2 · e
Q(n)
d , (6.6)
(3) ∑
x∈P(ω)
∑
y∈P(ω)
1{y∈Nx(ω)}(gn(x) + gn(y))‖x− y‖2 <∞, (6.7)
(4)
(M(n + 1)−M(n))2 ≤ c3(Q(n+ 1)−Q(n)). (6.8)
We note that we don’t have any estimation on the tail of N(ω).
Proof.
(1) From the definition of Q(n) we have that
Q(n) ≥ inf
y∈P(ω)
(− log(gn(y))) = − sup
y∈P(ω)
(log(gn(y))).
Using now Claim 5.6, for sufficiently large n we have ∀y ∈ P(ω) that gn(y) ≤
K2
(n−K1)
d
2
and therefore
Q(n) ≥ − log
(
K2
(n−K1) d2
)
= − log(K2) + d
2
log(n−K1). (6.9)
Taking c1 = − log(2K2) we get the desired inequality.
(2) Let Dn = B2n(0)\B2n−1(0) for n > 0 and D(0) = {0}, where Bn(0) = {x ∈
Z
d : |x| ≤ n}. Then for 0 ≤ a ≤ 2 we have:∑
y∈P(ω)
e−a‖y‖ ≤
∞∑
n=0
∑
y∈Dn
e−a·2
n ≤
∞∑
n=0
e−a·2
n · c2.1 · 2nd ≤ c2.2 · a−d, (6.10)
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where c2.2 = c2.2(d) depends on d. Indeed, the first inequality is true since a ≤ 2,
the second inequality follows from the fact that the set of points in P(ω) with
distance greater than 2n−1 and less than 2n is bounded by the number of points in
Z
d with those properties, which is less than a constant times 2nd. The proof of the
last inequality follows by separating the series into two parts, up to some n0 and
starting from n0, and then bounding the second one by a geometric series. The
proof of it can be found in the Appendix.
Since for every u > 0 and every λ ∈ R we have u(log(u)+λ) ≥ −e−1−λ, by taking
λ = a‖y‖+ b with a ≤ 2 and u = gn(y) we get
−Q(n) + aM(n) + b =
∑
y∈P(ω)
gn(y) (log(gn(y)) + a‖y‖+ b)
≥ −
∑
y∈P(ω)
e−1−a‖y‖−b = −e−1−b
∑
y∈P(ω)
e−a‖y‖.
(6.11)
Note that we actually used the last inequality only for those y ∈ P(ω) such
that gn(y) > 0, and for y ∈ P(ω) such that gn(y) = 0 we used the fact that
0 ≥ −e−1−a‖y‖−b. Combining (6.11) and (6.10) we get that
−Q(n) + aM(n) + b ≥ −e−1−bc2.2a−d. (6.12)
But for sufficiently large n we have
M(n) = 0 · gn(0) +
∑
y∈P(ω),y 6=0
d(0, y)gn(y)
≥
∑
y∈P(ω),y 6=0
gn(y) = 1− gn(0) ≥ 1
2
.
Taking now a = 1
M(n)
and b = d · log (M(n)), by (6.12) (and since by (6.13) we have
a ≤ 2) it follows that
−Q(n) + 1 + d · log(M(n)) ≥ −e−1c2.2 = −c2.3.
Note that c2.3 = c2.3(d) also depend on d. Rearranging the last inequality we get
that there exists a constant c2 = c2(d) such that
M(n) ≥ c2 · e
Q(n)
d .
RANDOM WALK ON DISCRETE POINT PROCESSES 23
(3) We start by rearranging the sum as∑
x,y∈P(ω)
1{y∈Nx(ω)}(gn(x) + gn(y))‖x− y‖2 = 2
∑
x∈P(ω)
gn(x)
∑
y∈Nx(ω)
‖x− y‖2
= 2
∑
e∈{±ei}di=1
∑
x∈P(ω)
gn(x)f
2
e (θ
xω)
= 2
∑
e∈{±ei}di=1
(
Eω(f
2
e ◦ θXn) + Eω(f 2e ◦ θXn−1)
)
.
In order to show that this sum is finite, we will use a theorem taken from [NS94].
Before we can state the theorem we need the following definitions:
Given a countable group Γ we define l1(Γ) = {µ = ∑γ∈Γ µ(γ)γ : ∑γ∈Γ |µ(γ)| <
∞}. Let (X,B, m) be a standard Lebesgue probability space, and assume Γ acts
on X by measurable automorphisms preserving the probability measure m. This
action induces a representation of Γ by isometries on the Lp(X) spaces, 1 ≤ p ≤ ∞,
and this representation can be extended to l1(Γ) by (µf)(x) =
∑
γ∈Γ µ(γ)f(γ
−1x).
Let B1 = {A ∈ B : m(γA△ A) = 0 ∀γ ∈ Γ} denote the sub σ-algebra of invariant
sets, and denote by E1 the conditional expectation with respect to B1. We call a
sequence νn ∈ l1(Γ) a pointwise ergodic sequence in Lp if, for any action of Γ on a
Lebesgue space X which preserves a probability measure and for every f ∈ Lp(X),
νnf(x) → E1f(x) for almost all x ∈ X , and in the norm of Lp(X). If Γ is finitely
generated, let S be a finite generating symmetric set. S induces a length function
on Γ, given by |γ| = |γ|S = min{n : γ = s1s2 . . . sn, si ∈ S}, and |e| = 0. We can
therefore define the following sequences:
Definition 6.4.
(i.) τn = (#Sn)
−1∑
w∈Sn w, where Sn = {w : |w| = n}.
(ii.) τ ′n =
1
2
(τn + τn+1).
(iii.) µn =
1
n+1
∑n
k=0 τk.
(iv.) βn = (#Bn)
−1∑
w∈Bn w, where Bn = {w : |w| ≤ n}.
We can now state the theorem:
Theorem 6.5 (Nevo, Stein 94). Consider the free group Fr, r ≥ 2. Then:
1. The sequence µn is a pointwise ergodic sequence in L
p, for all 1 ≤ p <∞.
2. The sequence τ ′n is a pointwise ergodic sequence in L
p, for 1 < p <∞.
3. τ2n converges to an operator of conditional expectation with respect to an Fr-
invariant sub σ-algebra. β2n converges to the operator E1 + ((r − 1)/r)E,
where E is a projection disjoint from E1. Given f ∈ Lp(X), 1 < p < ∞, the
convergence is pointwise almost everywhere, and in the Lp norm.
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We actually only need the second part of Theorem 6.5. Taking S = {σ±ei}di=1,
we get that
2
∑
e∈{±ei}di=1
(
Eω(f
2
e ◦ θXn) + Eω(f 2e ◦ θXn−1)
) ≤ 4 ∑
e∈{±ei}di=1
τ ′n(f
2
e ).
Using the additional assumption, we get that there exists 1 < p <∞ such that for
every coordinate direction e, f 2e ∈ Lp(Ω0). Therefore by Theorem 6.5
lim
n→∞
4
∑
e∈{±ei}di=1
τ ′n(f
2
e ) = E1
4 ∑
e∈{±ei}di=1
f 2e
 ,
exists. In addition, since P is ergodic with respect to σe for every coordinate
direction e, there exists a constant C such that 4
∑
e∈{±ei}di=1 E1(f
2
e ) = C P -almost
surely. Consequently, the original sequence converges to C P -almost surely, and
therefore in particular it is P -almost surely bounded.
(4)
M(n + 1)−M(n) =
∑
y∈P(ω)
(gn+1(y)− gn(y))‖y‖.
Using the discrete Gauss Green formula, this term equals to
− 1
4d
∑
x,y∈P(ω)
1{y∈Nx(ω)}(‖y‖ − ‖x‖)(gn(y)− gn(x)). (6.13)
Indeed,rearranging the sums we get that
∑
y∈P(ω) (gn+1(y)− gn(y))‖y‖ equals to
− 1
4d
2d ∑
y∈P(ω)
‖y‖gn(y) + 2d
∑
x∈P(ω)
‖x‖gn(x) −2d
∑
y∈P(ω)
‖y‖gn+1(y)− 2d
∑
x∈P(ω)
‖x‖gn+1(x)
 .
Since all sums are finite and for every point in x ∈ P(ω) we have |Nx(ω)| = 2d <∞
we get that the last term is equal to
− 1
4d
 ∑
y∈P(ω)
‖y‖gn(y)
∑
x∈P(ω)
1y∈Nx(ω) +
∑
x∈P(ω)
‖x‖gn(x)
∑
y∈P(ω)
1y∈Nx(ω)
−
∑
y∈P(ω)
‖y‖
∑
x∈P(ω)
1y∈Nx(ω)gn(x)−
∑
x∈P(ω)
‖x‖
∑
y∈P(ω)
1y∈Nx(ω)gn(y)
 .
RANDOM WALK ON DISCRETE POINT PROCESSES 25
But again all sums are finite and therefore we can change the order of summation
getting the following presentation
− 1
4d
∑
x,y∈P(ω)
[
1y∈Nx(ω)‖y‖gn(y)− 1y∈Nx(ω)‖x‖gn(y)− 1y∈Nx(ω)‖y‖gn(x) + 1y∈Nx(ω)‖x‖gn(x)
]
=− 1
4d
∑
x,y∈P(ω)
1{y∈Nx(ω)}(‖y‖ − ‖x‖)(gn(y)− gn(x)).
Using (6.13) and the triangle inequality we get that M(n + 1)−M(n) is less or
equal than
1
4d
∑
x,y∈P(ω)
1{y∈Nx(ω)}‖x− y‖ |gn(y)− gn(x)|.
Therefore by the Cauchy Schwartz inequality
M(n + 1)−M(n) ≤ 1
4d
 ∑
x,y∈P(ω)
1{y∈Nx(ω)}(gn(x) + gn(y))‖x− y‖2
 12
·
 ∑
x,y∈P(ω)
1{y∈Nx(ω)}
(gn(y)− gn(x))2
gn(y) + gn(x)
 12 .
The first sum here is exactly the same sum from (6.7) and therefore is finite, so
there exists a positive constant c3.1 = c3.1(d) such that M(n + 1)−M(n) is less or
equal to
c3.1
 ∑
x,y∈P(ω)
1{y∈Nx(ω)}
(gn(y)− gn(x))2
gn(y) + gn(x)
 12 .
Using the fact that for every u, v > 0
(u− v)2
u+ v
≤ (u− v) (log(u)− log(v)) .
We get that M(n + 1)−M(n) is less or equal than
c3.1
 ∑
x,y∈P(ω)
1{y∈Nx(ω)}
(
gn(y)− gn(x)
)(
log(gn(y))− log(gn(x))
) 12 .
Using the discrete Gauss Green formula in the other direction, the last term equals
to
√
4dc3.1
− ∑
y∈P(ω)
(
log(gn(y)) + 1
)(
gn+1(y)− gn(y)
) 12 .
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Since 1− x+ log(x) ≤ 0 for all x > 0 we get that the last term is less or euqal to
√
4dc3.1
− ∑
y∈P(ω)
(
gn+1(y)− gn(y)
)
log(gn(y)) + gn+1(y) log
(
gn+1(y)
gn(y)
) 12 .
But this is exactly
√
4dc3.1
(
Q(n+ 1)−Q(n)
) 1
2
.
By taking c3 = (
√
4dc3.1)
2 gives the desired inequality.

Proof of Theorem 6.1. Let R(n) : N→ R be defined by
R(n) =
1
d
(
Q(n)− c1 − d
2
log(n−K1)
)
, (6.14)
for n > ⌈K1⌉+ 1 and R(n) = 0 for n ≤ ⌈K1⌉+ 1. By (6.6) for sufficiently large n we have
M(n) ≥ c2 · e
Q(n)
d = c2 · eR(n)+
c1
d
+ 1
2
log(n−K1) = c4.1eR(n)
√
n−K1. (6.15)
On the other hand, let N ∈ N be such that for all n > N inequalities (6.5-6.8) hold, then
for every n > N we have (set c4.3 =
√
c3)
M(n) =
N∑
k=1
M(k)−M(k − 1) +
n∑
k=N+1
M(k)−M(k − 1)
≤ c4.2 + c4.3 ·
n∑
k=N+1
(
Q(k)−Q(k − 1)
) 1
2
= c4.2 + c4.3
√
d
n∑
k=N+1
(
R(k)− R(k − 1) + 1
2
log
(
k −K1
k − 1−K1
)) 1
2
.
Using the inequality (a+ b)
1
2 ≤ b 12 + a
(2b)
1
2
, we find that this is less than or equal to
c4.2 + c4.3
n∑
k=N+1
 1√
2
log
1
2
(
k −K1
k − 1−K1
)
+
R(k)− R(k − 1)
log
1
2
(
k−K1
k−1−K1
)
,
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which can be written (using discrete integration by parts) as
c4.2 + c4.3
∑
k=N+1
n
1√
2
log
1
2
(
k −K1
k − 1−K1
)
+ c4.3
n∑
k=N+1
 R(k)
log
1
2
(
k+1−K1
k−K1
) − R(k − 1)
log
1
2
(
k−K1
k−1−K1
)

− c4.3
n∑
n=N+1
R(k)
 1
log
1
2
(
k+1−K1
k−K1
) − 1
log
1
2
(
k−K1
k−1−K1
)
.
Since (6.5) holds R(k) is non negative and therefore the last sum is positive. Consequently
we get
M(n) ≤ c4.2 + c4.3
n∑
k=N+1
1√
2
log
1
2
(
k −K1
k − 1−K1
)
+ c4.3
n∑
k=N+1
 R(k)
log
1
2
(
k+1−K1
k−K1
) − R(k − 1)
log
1
2
(
k−K1
k−1−K1
)
. (6.16)
Using the fact that
log
(
k −K1
k − 1−K1
)
= log
(
1 +
1
k − 1−K1
)
<
1
k − 1−K1 .
The first sum in (6.16) is less than
n∑
k=N+1
1
(k − 1−K1) 12
≤ c4.4
√
n−K1.
Therefore we find that
M(n) ≤ c4.2 + c4.3c4.4
√
n−K1 + c4.3
n∑
k=N+1
 R(k)
log
1
2
(
k+1−K1
k−K1
) − R(k − 1)
log
1
2
(
k−K1
k−1−K1
)

= c4.2 + c4.3c4.4
√
n−K1 + c4.3
 R(n)
log
1
2
(
n+1−K1
n−K1
) − R(N + 1)
log
1
2
(
N+1−K1
N−K1
)

≤ c4.2 + c4.3c4.4
√
n−K1 + c4.3 R(n)
log
1
2
(
n+1−K1
n−K1
)
≤ c4.2 + c4.3c4.4
√
n−K1 + c4.3 · c4.5R(n)
√
n−K1.
We can thus find a constant c4.6 such that for all sufficiently large n
M(n) ≤ c4.6[1 +R(n)]
√
n−K1. (6.17)
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So by (6.15) and (6.17) we have that for sufficiently large n
c4.1e
R(n)
√
n−K1 ≤M(n) ≤ c4.6[1 +R(n)]
√
n−K1.
It follows that R(n) must be a bounded function, and therefore we can find constants
c4.7, c4.8 such that for sufficiently large n
c4.7
√
n−K1 ≤M(n) ≤ c4.8
√
n−K1.
Consequently, since
M(n) =
1
2
[
Eω(‖Xn‖) + Eω(‖Xn−1‖)
]
,
it follows that there exists a constant c > 0 such that for P almost every ω ∈ Ω0
Eω(‖Xn‖) ≤ c
√
n ∀n ∈ N.

7. Corrector - Construction and harmonicity
In this section, we adapt the construction presented in [BB07] (which in turn adapts the
construction of Kipnis and Varadhan [KV86]) into our analysis.
We start with the following observation concerning the Markov chain ”on environments”.
Lemma 7.1. For every bounded measurable function f : Ω0 → R and every x ∈ N0(ω) we
have
EP
[
(f ◦ θx)1{x∈N0(ω)}
]
= EP [f1{−x∈N0(ω)}]. (7.1)
As a consequence, P is reversible and, in particular, stationary for the Markov kernel Λ
defined in (2.2).
Proof. We will first prove (7.1). Up to the factor P(Ω0), we need to show that
EQ[f ◦ θx1Ω01{x∈N0(ω)}] = EQ[f1Ω01{−x∈N0(ω)}]. (7.2)
This will follow from the fact that 1{x∈N0(ω)}1Ω0 =
(
1{−x∈N0(ω)}1Ω0
) ◦ θx. This observation
implies that
f ◦ θx1Ω01{x∈N0(ω)} =
(
f1Ω01{−x∈N0(ω)}
) ◦ θx, (7.3)
and (7.2) follows from (7.3) by the shift invariance of Q. From (7.1) we deduce that for
any bounded measurable functions f, g : Ω→ R,
EP [f · (Λg)] = EP [g · (Λf)], (7.4)
where Λf : Ω0 → R is the function
(Λf)(ω) =
1
2d
∑
x∈Zd
(
1{x∈N0(ω)}f(θxω)
)
. (7.5)
Indeed
EP [f · (Λg)] = 1
2d
∑
x∈Zd
EP [f · g ◦ θx1{x∈N0(ω)}].
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Applying (7.1) we get
EP [f · (Λg)] = 1
2d
∑
x∈Zd
EP [f ◦ θ−x1{−x∈N0(ω)} · g] = EP [(Λf) · g],
where we replaced the sign in the sum in order to cancel the negative sign inside the sum.
But (7.4) is the definition of reversibility. Setting f = 1 and noting that Λf = 1, we get
that for every bounded measurable function g : Ω→ R
EP [Λg] = EP [g],
and therefore P is stationary with respect to the Markov kernel Λ. 
7.1. The Kipnis-Varadhan Construction.
Next we will adapt the construction of Kipnis and Varadhan [KV86] cited from [BB07]
to the present analysis. Let L2 = L2(Ω0,B, P ) be the space of all Borel-measurable square
integrable functions on Ω0. We will use the notation L
2 both for R-valued functions as well
as for Rd-valued functions. We equip L2 with the inner product (f, g) = EP [fg], when for
vector valued functions on Ω we interpret ”fg” as the scalar product of f and g. Let Λ be
the operator defined by (7.5), and we expand the definition to vector valued functions by
letting Λ act like a scalar, i.e., independently for each component. From (7.4) we get that
(f,Λg) = (Λf, g), (7.6)
and so Λ is symmetric. In addition, for every f ∈ L2 we have
|(f,Λf)| ≤ 1
2d
∑
x∈Zd
|(f,1{x∈N0(ω)}f ◦ θx)| =
1
2d
∑
x∈Zd
|(f1{x∈N0(ω)},1{x∈N0(ω)}f ◦ θx)|.
Using the Cauchy-Schwartz inequality this is less than or equal to
1
2d
∑
x∈Zd
(f1{x∈N0(ω)}, f1{x∈N0(ω)})
1/2 · (1{x∈N0(ω)}f ◦ θx,1{x∈N0(ω)}f ◦ θx)1/2,
which equals
1
2d
∑
x∈Zd
(f, f1{x∈N0(ω)})
1/2 · (1,1{x∈N0(ω)}f 2 ◦ θx)1/2.
Using (7.1) we find that this this equals
1
2d
∑
x∈Zd
(f, f1{x∈N0(ω)})
1/2 · (f, f1{−x∈N0(ω)})1/2 ≤
1
2d
∑
x∈Zd
(f, f1{x∈N0(ω)}) = (f, f),
and so ‖Λ‖L2 ≤ 1. In particular, Λ is self adjoint and sp(Λ) ⊆ [−1, 1].
Let V : Ω0 → Rd be the local drift at the origin i.e,
V (ω) =
1
2d
∑
x∈Zd
x1{x∈N0(ω)}. (7.7)
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If the second moment of fe exists for every e ∈ E , then V ∈ L2. Indeed
(V, V ) =
∑
e∈E
(V · e, V · e),
and
(V · e, V · e) = 1
2d
EP [(V · e)2] = 1
2d
EP [(fe)
2 + (f−e)2],
which is finite if the second moments exist. For each ǫ > 0, let ψǫ : Ω0 → Rd be the solution
of
(1 + ǫ− Λ)ψǫ = V. (7.8)
This is well defined since sp(Λ) ⊂ [−1, 1], so for every ǫ > 0 we get sp(1+ ǫ+Λ) ⊂ [ǫ, 2+ ǫ].
In addition we get that ψǫ ∈ L2 for all ǫ > 0. The following theorem is the main result
concerning the corrector:
Theorem 7.2. There is a function χ : Zd × Ω0 → Rd such that for every x ∈ Zd,
lim
ǫց0
1{x∈P(ω)}(ψǫ ◦ θx − ψǫ) = χ(x, ·), in L2. (7.9)
Moreover, the following properties hold:
(1) (Shift invariance) For P -almost every ω ∈ Ω0
χ(x, ω)− χ(y, ω) = χ(x− y, θy(ω)), (7.10)
for all x, y ∈ P(ω).
(2) (Harmonicity) For P -almost every ω ∈ Ω0, the function
x 7→ χ(x, ω) + x, (7.11)
is harmonic with respect to the transition probability given in (1.3)
(3) (Square integrability) There exists a constant C <∞ such that
‖[χ(x+ y, ·)− χ(x, ·)]1{x∈P(ω)}(1{y∈N0(ω)} ◦ θx)‖2 < C, (7.12)
for all x, y ∈ Zd.
The rest of this section deals with proving Theorem 7.2. The proof is based on spectral
calculus and closely follows the corresponding arguments from [BB07] and [KV86].
7.2. Spectral calculation.
Let µΛ,V = µV denote the spectral measure of Λ : L
2 → L2 associated with the function
V . i.e, for every bounded, continuous function Φ : [−1, 1]→ R, we have
(V,Φ(Λ)V ) =
∫ 1
−1
Φ(λ)µV (dλ). (7.13)
Since Λ acts as a scalar, µV is the sum of the ”usual” spectral measures for the Cartesian
components of V . In the integral, we used the fact that sp(Λ) ⊂ [−1, 1], and therefore the
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measure µV is supported entirely on [−1, 1]. The first observation, made already by Kipnis
and Varadhan, is stated as follows:
Lemma 7.3. Assume that the second moments of {f±ei}di=1 are finite, then∫ 1
−1
1
1− λµV (dλ) <∞. (7.14)
Proof. The proof follows the proof of Lemma 2.3 in [BB07]. Let f ∈ L2 be a bounded
real-valued function. Using (7.1) we get∑
x∈Zd
xEP [f1{x∈N0(ω)}] =
1
2
∑
x∈Zd
xEP [(f − f ◦ θx)1{x∈N0(ω)}]. (7.15)
Hence, for every a ∈ Zd we get
(f, a · V ) = 1
2d
∑
x∈Zd
x · aEP [f1{x∈N0(ω)}]
=
1
2
1
2d
∑
x∈Zd
x · aEP [(f − f ◦ θx)1{x∈N0(ω)}]
≤ 1
2
(
1
2d
∑
x∈Zd
(x · a)2P (x ∈ N0(ω))
)1/2
·
(
1
2d
∑
x∈Zd
EP [(f − f ◦ θx)21{x∈N0(ω)}]
)1/2
,
where we used (7.15) in the second equality, and the Cauchy-Schwartz inequality for the
inequality. Using the assumption that the second moments of fe exist for every e ∈ E , the
first term on the right hand side is less than a finite constant times |a|. On the other hand,
the second term, using (7.1), can be written as follows:
1
2d
∑
x∈Zd
EP ((f − f ◦ θx)21{x∈N0(ω)})
= 2
1
2d
∑
x∈Zd
EP (f(f − f ◦ θx)1{x∈N0(ω)})
= 2(f, (1− Λ)f).
From the assumption that the second moments exist, there exists a constant C0 <∞ such
that for all bounded f ∈ L2,
|(f, a · V )| ≤ C0|a| (f, (1− Λ)f)1/2 . (7.16)
Applying (7.16) for f of the form f = a · ψ(Λ)V , where a ∈ Rd, and Ψ : [−1, 1] → R is a
bounded continuous function, summing over coordinate vectors in Rd and invoking (7.14),
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we get that ∣∣∣∣∫ 1−1 ψ(λ)µV (dλ)
∣∣∣∣ =
∣∣∣∣∣
d∑
i=1
(V · ei, ψ(Λ)V · ei)
∣∣∣∣∣
≤
d∑
i=1
∣∣(V · ei, ψ(Λ)V · ei)∣∣
≤ C0
d∑
i=1
(
V · ei, ψ(Λ)2(1− Λ)V · ei
)1/2
≤ C0
√
d
(
d∑
i=1
(
V · ei, ψ(Λ)2(1− Λ)V · ei
))1/2
= C0
√
d
(∫ 1
−1
ψ(λ)2(1− λ)µV (dλ)
)1/2
.
Substituting ψǫ(λ) = min {1ǫ , 11−λ} for ψ and noting that (1− λ)ψǫ(λ) ≤ 1, we get∫ 1
−1
ψǫ(λ)µV (dλ) ≤ C0
√
d
(∫ 1
−1
ψǫ(λ)µV (dλ)
)1/2
, (7.17)
and therefore ∫ 1
−1
ψǫ(λ)µV (dλ) ≤ d · C20 . (7.18)
Now, the Monotone Convergence Theorem implies that∫ 1
−1
1
1− λµV (dλ) = limǫց0
∫ 1
−1
ψǫ(λ)µV (dλ) = sup
ǫ>0
∫ 1
−1
ψǫ(λ)µV (dλ) ≤ d · C20 <∞, (7.19)
proving the desired claim. 
We now turn to prove the following lemma, also taken from [BB07]:
Lemma 7.4. Let ψǫ be defined as in (7.8), i.e, the solution of (1 + ǫ− Λ)ψǫ = V . Then
lim
ǫց0
ǫ‖ψǫ‖22 = 0. (7.20)
In addition, for every x ∈ Zd let
G(ǫ)x (ω) = 1Ω0(ω) · 1{x∈N0(ω)}(ω) · (ψǫ ◦ θx(ω)− ψǫ(ω)). (7.21)
Then for all x, y ∈ Zd,
lim
ǫ1,ǫ2ց0
‖G(ǫ1)x ◦ θy −G(ǫ2)x ◦ θy‖2 = 0. (7.22)
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Proof. The proof follows the proof in [BB07]. From the definition of ψǫ we have,
ǫ‖ψǫ‖22 =
∫ 1
−1
ǫ
(1 + ǫ− λ)2µV (dλ). (7.23)
The integrand is dominated by 1
1−λ and in addition tends to zero as ǫց 0 in the support
of µV . Then (7.20) follows by the Dominated Convergence Theorem. The second part of
the claim is proved similarly: First we get rid of the y-dependence by noting the following.
Due to the fact that Gǫx ◦ θy 6= 0 ensure that y ∈ P(ω), and since P is invariant under
translation of the form θz z ∈ P(ω) we get that:
‖G(ǫ1)x ◦ θy −G(ǫ2)x ◦ θy‖2 = ‖G(ǫ1)x −G(ǫ2)x ‖2. (7.24)
Therefore, averaging the square of (7.24) over x ∈ N0(ω) we find that
1
2d
∑
x∈N0(ω)
‖G(ǫ1)x ◦ θy −G(ǫ2)x ◦ θy‖22 =
1
2d
∑
x∈N0(ω)
‖G(ǫ1)x −G(ǫ2)x ‖22
=
1
2d
∑
x∈N0(ω)
EP
[
(G(ǫ1)x −G(ǫ2)x )2
]
=
1
2d
∑
x∈Zd
EP
[
1Ω01{x∈N0(ω)}(Ψ ◦ θx −Ψ)2
]
,
where Ψ = ψǫ1 − ψǫ2 . Expanding the last expression we see that it equals to:
1
2d
∑
x∈Zd
EP [1Ω01{x∈N0(ω)}(Ψ
2 ◦ θx +Ψ2 − 2Ψ ·Ψ ◦ θx)]. (7.25)
Since P is stationary under translation θx when x ∈ N0(ω), we get that it can be written
as
2(Ψ,Ψ)− 2
(
Ψ,
1
2d
∑
x∈Zd
EP (1Ω01{x∈N0(ω)}Ψ ◦ θx)
)
= 2(Ψ, (1− Λ)Ψ). (7.26)
Finally we evaluate (Ψ, (1− Λ)Ψ):
(ψǫ1 − ψǫ2, (1− Λ)(ψǫ1 − ψǫ2)) =
∫ 1
−1
(
1
(1 + ǫ1 − λ)2 −
1
(1 + ǫ2 − λ)2
)
(1− λ)µv(dλ)
=
∫ 1
−1
(ǫ1 − ǫ2)2(1− λ)
(1 + ǫ1 − λ)2(1 + ǫ2 − λ)2µV (dλ).
The integrand here is again bounded by 1
1−λ for all ǫ1, ǫ2 > 0, and it tends to zero as
ǫ1, ǫ2 ց 0. The claim now follows by the Dominated Convergence Theorem.

Now we are finally ready to prove Theorem 7.2.
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Proof of Theorem 7.2. Again we closely follow the proof of Theorem 2.2 in [BB07]. Let
Gǫx ◦ θy be as in (7.21). Using (7.22) we know that Gǫx ◦ θy converges in L2 as ǫ ց 0. We
denote the limit by Gy,y+x = limǫց0Gǫx ◦ θy. Since Gǫx ◦ θy is a gradient field on P(ω),
we have Gy,y+x(ω) + Gy+x,y(ω) = 0 and, more generally
∑n−1
k=0 Gxk,xk+1 = 0 whenever
(x0, x1, . . . , xn) is a closed loop on P(ω). Thus we may define
χ(x, ω) :=
n−1∑
k=0
Gxk,xk+1(ω), (7.27)
where (x0, x1, . . . , xn) is a ”nearest neighbor” (in the sense of xi ∈ Nxi−1(ω)) path on P(ω)
connecting x0 = 0 to xn = x. By the above ”loop” conditions, the definition is independent
of this path for almost every ω ∈ Ω0∩{ω : x ∈ P(ω)}. The shift invariance (7.10) will now
follow from the definition of χ and the fact that Gx,x+y = G0,y ◦ θx. In light of the shift
invariance, to prove the harmonicity of x 7→ x+χ(x, ω) it is sufficient to show that, almost
surely,
1
2d
∑
x∈N0(ω)
[x+ χ(x, ·)] = χ(0, ·), (7.28)
which can be written as:
1
2d
∑
x∈N0(ω)
[χ(0, ·)− χ(x, ·)] = V (ω). (7.29)
By the definition of χ we have for x ∈ N0(ω) that χ(x, ·)−χ(0, ·) = G0,x, therefore the left
hand side is the ǫց 0 limit of
− 1
2d
∑
x∈Zd
Gǫx =
1
2d
∑
x∈ZD
1Ω01{x∈N0(ω)}(ψe − ψǫ ◦ θx) = (1− Λ)ψǫ. (7.30)
Using the definition of ψǫ (7.8), we get that (1−Λ)ψǫ = V − ǫψǫ. From here, using (7.20),
we get that the ǫց 0 limit is indeed V in L2.
Finally, we need to show the square integrability (7.12). We note that, by the construc-
tion of the corrector,
[χ(x+ y, ·)− χ(x, ·)]1{x∈P(ω)}1{y∈N0(ω)} ◦ θx = Gx,x+y. (7.31)
But Gx,x+y is the L
2 limit of L2-functions G
(ǫ)
y ◦ θx whose L2 norm is bounded by that of
Gǫy. Hence (7.12) follows with C = max{x:x∈N0ω} ‖G0,x‖2. 
8. Sublinearity along coordinate directions
We are now ready to start treating the main difficulty of the high dimensional Central
limit theorem proof: the sublinearity of the corrector. In this section, we treat the sub-
linearity along the coordinate directions in Zd. Fix e ∈ E . We define a sequence nek(ω)
inductively by ne1(ω) = fe(ω) and n
e
k+1 = n
e
k(σe(ω)) where σe is the induced translation
defined by σe = θ
fe(ω)
e . The numbers nek are well-defined and finite almost surely. Let χ
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be the corrector defined in Theorem 7.2. The main goal of this section is to prove the
following theorem:
Theorem 8.1. For P -almost all ω ∈ Ω0
lim
k→∞
χ(nek(ω)e, ω)
k
= 0. (8.1)
The proof of this theorem is based on the following properties of χ(nek(ω)e, ω):
Proposition 8.2.
(1) EP
[|χ(ne1(ω)e, ·)|] <∞.
(2) EP
[
χ(ne1(ω)e, ·)
]
= 0.
Proof. Using the definition of the corrector (7.27), it follows that
χ(ne1(ω)e, ω) = G0,ne1(ω)e(ω). (8.2)
By (7.22), and since G0,ne1(ω)e(ω) is the ǫ ց 0 limit of G
(ǫ)
ne1(ω)e
in L2, it follows that
G0,ne1(ω)e(ω) ∈ L2. Since P is a probability measure, it is in particular a finite measure, and
therefore for every 1 ≤ r < 2 it is also true that G0,ne1(ω)e(ω) ∈ Lr. Taking r = 1 we find:
EP
[|χ(ne1(ω)e, ·)|] = EP [|G0,ne1(ω)e(ω)|] <∞. (8.3)
In order to prove part (2), we again use the fact that G0,ne1(ω)e(ω) is the ǫ ց 0 limit in
L2 of G
(ǫ)
ne1(ω)e
, and therefore it’s enough to show that for every ǫ > 0
EP
[
G
(ǫ)
ne1(ω)e
]
= 0. (8.4)
and indeed
EP
[
G
(ǫ)
ne1(ω)e
]
= EP
[
1Ω01{ne1(ω)e∈N0(ω)}(ψǫ ◦ θn
e
1(ω)
e − ψǫ)
]
= EP
[
1Ω01{ne1(ω)e∈N0(ω)}ψǫ ◦ θn
e
1(ω)
e
]− EP [1Ω01{ne1(ω)e∈N0(ω)}ψǫ]
= EP
[
(1Ω01{ne1(ω)e∈N0(ω)}ψǫ) ◦ σe
]− EP [1Ω01{ne1(ω)e∈N0(ω)}ψǫ],
which equals zero by Theorem 2.1 and the fact that ψǫ is absolutely integrable since it is
in L2. 
Proof of Theorem 8.1. Let g : Ω → Rd be defined by g(ω) = χ(ne1(ω)e, ω), and let σe be
the induced shift in direction e. Then
χ(nek(ω)e, ω) =
k−1∑
i=0
g ◦ σie(ω). (8.5)
Using Proposition 8.2 we have that g ∈ L1 and EP [g] = 0. Since Theorem 2.1 ensures σe
is P -preserving and ergodic, the claim follows from Birkhoff’s Ergodic Theorem. 
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9. Sublinearity everywhere
Definition 9.1. Given K > 0 and ǫ > 0, we say that a site x ∈ Zd is K, ǫ-good in
configuration ω ∈ Ω if x ∈ P(ω) and
|χ(y, ω)− χ(x, ω)| < K + ǫ|x− y|, (9.1)
holds for every y ∈ P(ω) of the form y = le, where l ∈ Z and e is a unit coordinate vector.
We will use GK,ǫ = GK,ǫ(ω) to denote the set of K, ǫ-good sites in configuration ω.
Theorem 9.2. For every ǫ > 0 and P -almost every ω ∈ Ω0
lim sup
n→∞
1
(2n+ 1)d
∑
x∈P(ω), |x|≤n
1{|χ(x,ω)|≥ǫn} ≤ ǫ. (9.2)
Before stating the proof, we give a short introduction of the basic idea. This proof is a
light modification of the proof from [BB07].
Fix the dimension d, and for each ν = 1, 2, . . . , d let Λνn be the ν-dimensional box
Λνn = {k1e1 + . . .+ kνeν : ki ∈ Z, |ki| ≤ n, ∀i = 1, 2, . . . , ν}. (9.3)
We will run an induction over ν-dimensional sections of the d-dimensional box {x ∈ Zd :
|x| ≤ n}. The induction eventually gives Theorem 9.2 for ν = d thus proving it. Since it
is not advantageous to assume that 0 ∈ P(ω), we will carry out the proof for differences of
the form χ(x, ω)−χ(y, ω) with x, y ∈ P(ω). For each ω ∈ Ω, we thus consider the (upper)
density
Qν(ω) = lim
ǫ↓0
lim
n→∞
inf
y∈P(ω)∩Λ1n
1
|Λ1n|
∑
x∈P(ω)∩Λνn
1{|χ(x,ω)−χ(y,ω)|≥ǫn}. (9.4)
Note that the infimum is taken only over sites in the one-dimensional box Λ1n. Our goal is
to show by induction that Qν = 0 almost surely for all ν = 1, . . . , d. The induction step is
given by the following lemma:
Lemma 9.3. Let 1 ≤ ν < d. If Qν = 0 P -almost surely, then also Qν+1 = 0 P -almost
surely.
Before we start the formal proof, we give the main idea: Suppose that Qν = 0 for some
ν < d P -almost surely. Pick ǫ > 0. Then for P -almost every ω and all sufficiently large n,
there exists a set of sites ∆ ⊂ Λνn ∩ P(ω) such that
|(Λνn ∩ P(ω))\∆| ≤ ǫ|Λνn|, (9.5)
and
|χ(x, ω)− χ(y, ω)| ≤ ǫn ∀ x, y ∈ ∆. (9.6)
Moreover, for n sufficiently large, ∆ could be picked so that ∆ ∩ Λ1n 6= ∅ and, assuming
K ≫ 1 the non-K, ǫ-good sites could be pitched out with little loss of density to achieve
even
∆ ⊂ GK,ǫ. (9.7)
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(All these claims are direct consequences of the Pointwise ergodic Theorem and the fact
that P (0 ∈ GK,ǫ) converges to P (0 ∈ Ω) as k →∞.)
As a result of this construction we have
|χ(z, ω)− χ(x, ω)| ≤ K + ǫn, (9.8)
for any x ∈ ∆ and any z ∈ Λν+1n ∩P(ω) of the form x+ jeν+1. Thus, if r, s ∈ P(ω)∩Λν+1n
are of the form, r = x+ jeν+1 and s = y + keν+1, then (9.8) implies
|χ(r, ω)− χ(s, ω)| ≤ |χ(r, ω)− χ(x, ω)|+ |χ(x, ω)− χ(y, ω)|+ |χ(y, ω)− χ(s, ω)|
≤ 2K + 2ǫn+ |χ(x, ω)− χ(y, ω)|. (9.9)
Invoking the induction hypothesis (9.6), the right hand side is less than 2K + 3ǫn,
implying a bound of the type (9.6) but one dimension higher. Unfortunately, the above is
not sufficient to prove (9.6) for all but a vanishing fraction of sites in Λν+1n . The reason
is that the r′s and s′s for which (9.9) holds, need to be of the form x + jeν+1 for some
x ∈ ∆ ∩ P(ω). But P(ω) will occupy only about a P (0 ∈ P(ω)) fraction of all sites in Λνn,
and so this argument does not permit to control more than a fraction of about P (0 ∈ P(ω))
of Λν+1n ∩ P(ω).
To fix this problem, we will have to work with a ”stack” of translates of Λνn simultaneously.
Explicitly, consider the collection of ν-boxes
Λνn,j = θ
j
eν+1(Λ
ν
n) j = 1, 2 . . . , L. (9.10)
Here L is a deterministic number chosen so that, for a given δ > 0, the set
∆0 = {x ∈ Λνn : ∃j ∈ {0, 1, . . . , L− 1}, x+ jeν+1 ∈ Λνn,j ∩ P(ω)}, (9.11)
is so large that for sufficiently large n
|∆0| ≥ (1− δ)|Λνn|. (9.12)
These choices ensure that (1 − δ)-fraction of Λνn is now ”covered” which, by repeating
the above argument, gives us control over χ(r, ω) for nearly the same fraction of all sites
r ∈ Λν+1 ∩ P(ω).
Proof of Lemma 9.3. Let ν < d and suppose that Qν = 0 P -almost surely. Fix δ > 0 with
0 < δ < 1
2
P (0 ∈ P(ω))2 and let L be as defined above. Choose ǫ > 0 so that
Lǫ+ δ <
1
2
P (0 ∈ P(ω))2. (9.13)
For a fixed but large K, P -almost every ω and n exceeding an ω-dependent quantity, for
each j = 1, 2, . . . , L, we can find ∆j ⊂ Λνn,j ∩ P(ω) satisfying the properties (9.5-9.7) -
with Λνn replaced by Λ
ν
n,j. Given ∆1, . . . ,∆L, let Λ be the set of sites in Λ
ν+1
n ∩ P(ω)
whose projection onto the linear subspace H = {k1e1 + . . . + kνeν : ki ∈ Z} belongs to
the corresponding projection of ∆1 ∪ . . . ∪∆L. Note that the ∆j could be chosen so that
Λ∩Λ1n 6= ∅. By their construction, the projections of the ∆′js, j = 1, . . . , L onto H ”fail to
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cover” at most Lǫ|Λνn| sites in ∆0, and so at most (δ + Lǫ)|Λνn| sites in |Λνn| are not of the
form x+ ieν+1 for some x ∈
⋃
j ∆j . It follows that
|(Λν+1n ∩ P(ω))\Λ| ≤ (δ + Lǫ)|Λν+1n |, (9.14)
i.e, Λ contains all except at most (δ + Lǫ)-fraction of all sites in Λν+1n that we care about.
Next we note that if K is sufficiently large, then for every 1 ≤ i < j ≤ L, the set H contains
1
2
P (0 ∈ P(ω))-fraction of sites such that
zi
def
= x+ ieν ∈ GK,ǫ, zj = xjeν ∈ GK,ǫ. (9.15)
Since we assumed (9.13), once n ≫ 1, for each pair (i, j) with 1 ≤ i < j ≤ L such zi and
zj can be found so that zi ∈ ∆i and zj ∈ ∆j . But the ∆′js were picked to make (9.6) true
and so using these pairs of sites we now show that
|χ(y, ω)− χ(x, ω)| ≤ |χ(y, ω)− χ(zj , ω)|+ |χ(zj , ω)− χ(zi, ω)|+ |χ(zi, ω)− χ(x, ω)|
≤ ǫn +K + ǫL+ ǫn = K + ǫL+ 2ǫn,
(9.16)
for every x, y ∈ ∆1∪ . . .∪∆L. From (9.6) and (9.16), we now conclude that for all r, s ∈ Λ,
|χ(r, ω)− χ(s, ω)| ≤ 3K + ǫL+ 4ǫn < 5ǫn, (9.17)
assuming that n is so large that ǫn > 3K + ǫL. If Qν,ǫ denotes the right-hand side of (9.4)
before taking ǫց 0, the bounds (9.14) and (9.17) and the fact that Λ ∩ Λ1n 6= ∅ yield
Qν+1,5ǫ(ω) ≤ δ + Lǫ, (9.18)
for P -almost every ω, But the left-hand side of this inequality increases as ǫ ց 0 while
the right hand side decreases. Thus, taking ǫ ց 0 and δ ց 0 proves that Qν+1 = 0 holds
P -almost surely. 
Proof of Theorem 9.2. The proof is an easy consequence of Lemma 9.3. First, by Theorem
8.1 we know that Q(ω) = 0 for P -almost every ω. Invoking appropriate shifts, the same
conclusion applies Q almost surely. Using induction on dimension, Lemma 9.3 then tells us
that Qd(ω) = 0 for P almost every ω. Let ω ∈ Ω0. By Theorem 8.1, for each ǫ > 0 there
is n0 = n0(ω) with P (n0 <∞) = 1 such that for all n ≥ n0(ω), we have |χ(x, ω)| ≤ ǫn for
all x ∈ Λ1n ∩ P(ω). Using this to estimate away the infimum in (9.4), the fact that Qd = 0
now immediately implies (9.2) for all ǫ > 0. 
10. High dimensional Central Limit Theorem
The theorem we wish to prove in this section is the following:
Theorem 10.1. Fix d ≥ 2. Assume the additional assumption, assumption 1.4, then for
P almost every ω ∈ Ω0
lim
n→∞
Xn√
n
D
= N(0, D), (10.1)
where N(0, D) is a d-dimensional multivariate normal distribution with covariance matrix
D that depends only on d and the distribution of P .
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We start with the following lemma:
Lemma 10.2. Fix ω ∈ Ω0 and let x 7→ χ(x, ω) be the corrector as defined in Theorem 7.2.
given a path of a random walk {Xn}∞n=0 on P(ω) with transition probabilities (1.3) let
M (ω)n = Xn + χ(Xn, ω), ∀n ≥ 0. (10.2)
Then {M (ω)n }∞n=0 is an L2-martingale for the filtration {σ(X0, X1, . . . , Xn)}∞n=0. More-
over, conditional on Xk0 = x, the increments {M (ω)k+k0 −M
(ω)
k0
}∞k=0 have the same law as
{M (θxω)k }∞k=0.
Proof. Since Xn is bounded, χ(Xn, ω) is bounded and so M
(ω)
n is square integrable with
respect to Pω. Since x 7→ x+χ(x, ω) is harmonic with respect to the transition probabilities
of the random walk (Xn) with law Pω we have
Eω[M
(ω)
n+1|σ(Xn)] =M (ω)n ∀n ≥ 0, Pωa.s. (10.3)
Since M
(ω)
n is σ(Xn)-measurable, (M
(ω)
n ) is a martingale. The stated relation between
the laws of (M
(ω)
k+k0
−M (ω)k0 )k≥0 and (M
(θxω)
k )k≥0 is implied by the shift invariance proved in
Theorem 7.10 and the fact that (M
(ω)
n ) is a simple random walk on the deformed graph. 
Theorem 10.3 (The Modified random walk CLT). Fix d ≥ 2, and assume in addition,
assumption 1.4. For ω ∈ Ω0 let {Xn}∞n=0 be random walk with transition probabilities (1.3)
and let {M (ω)n }∞n=0 be as defined in (10.2). Then for P almost every ω ∈ Ω0 we have
lim
n→∞
M
(ω)
n√
n
D
= N(0, D), (10.4)
where N(0, D) is a d-dimensional multivariate normal distribution with covariance matrix
D which depends only on d and the distribution P , and is given by Di,j = E
[
cov(M
(ω)
1 · ei,M (ω)1 · ej)
]
Proof. Let
V (ω)n (ǫ) =
1
n
n−1∑
k=0
Eω
[
D
(ω)
k 1{mini,j |(D(ω)k )i,j |≥ǫ
√
n}
∣∣∣X0, X1, . . . , Xk], (10.5)
where D
(ω)
k is the covariance matrix for M
(ω)
k+1 − M (ω)k . By the Lindeberg-Feller Central
Limit Theorem (see for example [Dur96]), it is enough to show that
(1) limn→∞ V
(ω)
n (0) = D in Pω-probability.
(2) limn→∞ V
(ω)
n (ǫ) = 0 in Pω-probability for all ǫ > 0.
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Both conditions are implied from Theorem 2.5. Indeed
V (ω)n (0) =
1
n
n−1∑
k=0
h0 ◦ θXk(ω),
where
hK(ω) = Eω
[
D
(ω)
1 1{mini,j |(D(ω)1 )i,j |≥K}
]
. (10.6)
Therefore by Theorem 2.5 we have for P almost every ω ∈ Ω0
lim
n→∞
V (ω)n (0) = E [h0(ω)] = D. (10.7)
On the other hand, for every K ∈ R and every ǫ > 0 we have ǫ√n > K for sufficiently
large n, and therefore fǫ
√
N ≤ fK . So P -almost surely
lim sup
n→∞
V (ω)n (ǫ) ≤ E
[
D
(ω)
1 1{mini,j |(D(ω)1 )i,j |≥K}
]
−→
K→∞
0. (10.8)
Where in order to apply the Dominated Convergence, we used the fact thatM
(ω)
1 ∈ L2. 
We are now ready to prove the high dimensional Central Limit Theorem
Proof of Theorem 1.10. Due to Theorem 10.3 it is enough to prove that for P -almost every
ω ∈ Ω0
lim
n→∞
χ(Xn, ω)√
n
= 0 Pω a.s. (10.9)
This will follow if we will show that there exists a constant K > 0 such that for every ǫ > 0
and for P -almost every ω ∈ Ω0
lim
n→∞
Pω{|χ(Xn, ω)| > ǫ
√
n} < Kǫ. (10.10)
By Theorem 6.1 and the Markov inequality, there exists a random c = c(ω > 0, P almost
surely finite, such that that for P -almost every ω ∈ Ω0
Pω
[
‖Xn‖ > 1
ǫ
√
n
]
≤ ǫEω(‖Xn‖)√
n
≤ cǫ. (10.11)
We therefore get
Pω
(|χ(Xn, ω)| > ǫ√n) ≤ Pω (‖Xn‖ > √n
ǫ
)
+ Pω
(
χ(Xn, ω) > ǫ
√
n, ‖Xn‖ ≤
√
n
ǫ
)
.
By (10.11) we find that this is less or equal than
cǫ+
∑
x∈P(ω)
P nω (0, x)1
{
|χ(x,ω)|>ǫ√n, x∈
[
−
√
n
ǫ
,
√
n
ǫ
]}.
Using now Theorem 5.6 for sufficiently n if follows that
Pω
(|χ(Xn, ω)| > ǫ√n) ≤ cǫ+ K1
(n−K2) d2
∑
x∈P(ω)∩
[
−
√
n
ǫ
,
√
n
ǫ
]
1{χ(x,ω)>ǫ√n}.
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Therefore by Theorem 9.2 we get that there exist constants c0, K such that
lim
n→∞
Pω(|χ(Xn, ω)| > ǫ
√
n) ≤ cǫ+ c0ǫ2 ≤ Kǫ
As required.

11. Some Conjectures And Questions
While we have full classification of transience recurrence of random walks on discrete
point processes in dimensions d = 1 and d ≥ 3, we only have a partial classification in
dimension 2. We therefore give the following two conjectures:
Conjecture 11.1. There are transient two dimensional random walks on discrete point
processes.
Conjecture 11.2. The condition given in Theorem 1.7, for recurrence of 2-dimensional
random walk on discrete point process, i.e, the existence of a constant C > 0 such that
∞∑
k=N
k · P (fei = k)
E(fei)
≤ C
N
i ∈ {1, 2} N ∈ N (11.1)
is not necessary.
In Theorem 1.10 we gave conditions for the random walk on discrete point processes to
satisfy a Central Limit Theorem. However, we didn’t give any example for a random walk
without a Central Limit Theorem. We therefore give the following conjecture:
Conjecture 11.3. There are random walks on discrete point processes in high dimensions
that don’t satisfy a Central Limit Theorem.
In the proof of Theorem 1.10, we used the additional assumption that there exists ǫ0 > 0
such that for every coordinate direction e EP [f
2+ǫ0
e ] <∞. The assumption that the second
moments are finite, is fundamental in our proof in order to build the corrector, and seems
to be necessary for the CLT to hold. On the other hand, existence of such ǫ0 > 0 though
needed in our proof, was used only in order to bound (6.7). We therefore give the following
condition:
Conjecture 11.4. Theorem 1.10 is true even with the weak assumption that only the
second moments are finite.
Even if the theorem is true with the weak assumption that only the second moment of
the distances between points is finite, we can still ask the following question:
Conjecture 11.5. Is the condition given in Theorem 1.10 also necessary, or can one find
examples for random walks on discrete point processes that satisfy a Central Limit Theorem
but don’t have all of their second moments finite? We conjecture that such examples exist,
but didn’t verified it.
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We also have the following conjecture about the Central Limit Theorem:
Conjecture 11.6. Under assumptions 1.1 and 1.4, The Central Limit Theorem, 1.10, can
be strengthened as follows: Random walk on discrete point process under appropriate scaling
converges to Brownian motion.
Our model describes non nearest neighbors random walk on random subset of Zd with
uniform transition probabilities. We suggest the following generalization of the model:
Question 11.7. Fix α ∈ R. We look on the same model for the environments with tran-
sition probabilities as follows: for ω ∈ Ω0
Pω(Xn+1 = u|Xn = v) =
{
0 u /∈ Nv(ω)
1
Z(v)
‖u− v‖α u ∈ Nv(ω) , (11.2)
where Z(v) is normalization constant (The case α = 0 is the uniform distribution case).
What can be proved about the extended model?
Appendix
In this Appendix we prove there exists a constant c = c(d) > 0 such that for every
0 < a ≤ 2
∞∑
n=0
e−a·2
n ≤ ca−d (11.3)
Proof. First, we can restrict ourselves to 0 < a < ǫ for any fixed ǫ > 0. This follows from
the fact that both expressions are monotonic in a. Next we note that:
∞∑
n=0
e−a·2
n · 2nd ≤ 1 +
∞∑
n=1
1
1− 2−d
2nd∑
k=2n−1d
e−a2
n ≤ 1
1− 2−d
∞∑
k=0
e−ak
1/d
=
1
1− 2−d
∞∑
j=0
e−aj#{j < k1/d ≤ j + 1} = 1
1− 2−d
∞∑
j=0
e−aj [(j + 1)d − jd].
Since there exists a constant c = c(d) > 0 such that for every j ≥ 0 we have (j+1)d− jd ≤
cjd−1 the last term is less than or equal to
c
1− 2−d
∞∑
j=0
e−ajjd−1.
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For j ≥ 0 denote αj = e−ajjd−1 and define j0 = min
{
j ≥ 0 : ∀i ≥ j ai+1
ai
< e−a/2
}
. From
the definition of j0 it follows that (11) is less than
c
1− 2−d
[
j0−1∑
j=0
aj +
∞∑
j=j0
aj
]
≤ c
1− 2−d
[
j0−1∑
j=0
aj +
∞∑
j=j0
aj0e
−a(j−j0)/2
]
.
≤ c
1− 2−d
[
jd−10 +
αj0
1− e−a/2
]
.
(11.4)
From the definition of j0 one can see that j0 =
⌈
1
e
a
2d−1
⌉
≤ ⌈2d
a
⌉
, and therefore (11) equals
to
c
1− 2−d
(
1 +
e−a⌈ 2da ⌉
a
2
e−a/2
)⌈
2d
a
⌉d−1
(11.5)
which for an appropriate constant c = c(d) > 0 is less than ca−d, as required. 
References
[Bar04] Martin T. Barlow. Random walks on supercritical percolation clusters. Ann. Probab.,
32(4):3024–3084, 2004.
[BB07] Noam Berger and Marek Biskup. Quenched invariance principle for simple random walk on
percolation clusters. Probab. Theory Related Fields, 137(1-2):83–120, 2007.
[BBHK08] N. Berger, M. Biskup, C. E. Hoffman, and G. Kozma. Anomalous heat-kernel decay for ran-
dom walk among bounded random conductances. Ann. Inst. Henri Poincare´ Probab. Stat.,
44(2):374–392, 2008.
[Ber02] Noam Berger. Transience, recurrence and critical behavior for long-range percolation. Comm.
Math. Phys., 226(3):531–558, 2002.
[BG08] Erwin Bolthausen and Ilya Goldsheid. Lingering random walks in random environment on a
strip. Comm. Math. Phys., 278(1):253–288, 2008.
[BP07] Marek Biskup and Timothy M. Prescott. Functional CLT for random walk among bounded
random conductances. Electron. J. Probab., 12:no. 49, 1323–1348 (electronic), 2007.
[Bre´02] Julien Bre´mont. On some random walks on Z in random medium. Ann. Probab., 30(3):1266–
1312, 2002.
[BS02] Erwin Bolthausen and Alain-Sol Sznitman. Ten lectures on random media, volume 32 of DMV
Seminar. Birkha¨user Verlag, Basel, 2002.
[CFG08] P. Caputo, A. Faggionato, and A. Gaudilliere. Recurrence and transience for long-range re-
versible random walks on a random point process. 2008.
[CFP09] P. Caputo, A. Faggionato, and T. Prescott. Invariance principle for mott variable range hopping
and other walks on point processes. Arxiv preprint arXiv:0912.4591, 2009.
[CS09] Nicholas Crawford and Allan Sly. Heat kernel upper bounds on long range percolation clusters.
2009.
[DP96] Jean-Dominique Deuschel and Agoston Pisztora. Surface order large deviations for high-density
percolation. Probability Theory and Related Fields, 104:467–482, 1996.
[DS84] Peter G. Doyle and J. Laurie Snell. Random walks and electric networks, volume 22 of Carus
Mathematical Monographs. Mathematical Association of America, Washington, DC, 1984.
[Dur96] Richard Durrett. Probability: theory and examples. Duxbury Press, Belmont, CA, second edi-
tion, 1996.
44 RON ROSENTHAL
[Hug96] Barry D. Hughes. Random walks and random environments. Oxford Science Publications. The
Clarendon Press Oxford University Press, New York, 1996. Random environments.
[Key84] Eric S. Key. Recurrence and transience criteria for random walk in a random environment.
Ann. Probab., 12(2):529–560, 1984.
[KV86] C. Kipnis and S. R. S. Varadhan. Central limit theorem for additive functionals of reversible
Markov processes and applications to simple exclusions. Comm. Math. Phys., 104(1):1–19, 1986.
[LP04] R. Lyons and Y Peres. Probability on Trees and Networks. Cambridge University Press, in
progress. Current version published on the web at http://php.indiana.edu/∼rdlyons, 2004.
[MP05] B. Morris and Yuval Peres. Evolving sets, mixing and heat kernel bounds. Probab. Theory
Related Fields, 133(2):245–266, 2005.
[MP07] P. Mathieu and A. Piatnitski. Quenched invariance principles for random walks on percolation
clusters. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 463(2085):2287–2307, 2007.
[NS94] Amos Nevo and Elias M. Stein. A generalization of Birkhoff’s pointwise ergodic theorem. Acta
Math., 173(1):135–154, 1994.
[Re´v05] Pa´l Re´ve´sz.Random walk in random and non-random environments. World Scientific Publishing
Co. Pte. Ltd., Hackensack, NJ, second edition, 2005.
[SS09] Vladas Sidoravicius and Alain-Sol Sznitman. Percolation for the vacant set of random inter-
lacements. Comm. Pure Appl. Math., 62(6):831–858, 2009.
[Var04] S. R. S. Varadhan. Random walks in a random environment. Proc. Indian Acad. Sci. Math.
Sci., 114(4):309–318, 2004.
[Zei04] Ofer Zeitouni. Random walks in random environment. In Lectures on probability theory and
statistics, volume 1837 of Lecture Notes in Math., pages 189–312. Springer, Berlin, 2004.
