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Shirin Golchi · David A. Campbell
Abstract Constraints can be interpreted in a broad
sense as any kind of explicit restriction over the
parameters. While some constraints are defined di-
rectly on the parameter space, when they are in-
stead defined by known behavior on the model,
transformation of constraints into features on the
parameter space may not be possible. Difficulties
in sampling from the posterior distribution as a re-
sult of incorporation of constraints into the model
is a common challenge leading to truncations in
the parameter space and inefficient sampling algo-
rithms. We propose a variant of sequential Monte
Carlo algorithm for posterior sampling in presence
of constraints by defining a sequence of densities
through the imposition of the constraint. Particles
generated from an unconstrained or mildly con-
strained distribution are filtered and moved through
sampling and resampling steps to obtain a sam-
ple from the fully constrained target distribution.
General and model specific forms of constraints
enforcing strategies are defined. The Sequentially
ConstrainedMonte Carlo algorithm is demonstrated
on constraints defined by monotonicity of a func-
tion, densities constrained to low dimensional man-
ifolds, adherence to a theoretically derived model,
and model feature matching.
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1 Introduction
Constraints are tools to incorporate external infor-
mation and ensure parameters remain interpretable.
In non-linear or high dimensional models, param-
eter constraints are complex to define, even when
constraints on the model expectation surface may
remain simple. Constraints can be defined in a
broad sense as any explicit restriction over the pa-
rameter or model space. A few examples are: in-
equality constraints over model parameters to en-
force physical laws such as conservation of mass
and energy; ensuring monotonicity or convexity of
functions in regression or non-parametric smooth-
ing; conforming to theoretical behavior governed
by a model.
Imposition of constraints can induce multi-modality
and/or zero probability regions resulting in chal-
lenges in sampling random variable θ from a target
distribution and in the Bayesian context may also
lead to disagreements between the prior and likeli-
hood. In this paper we extend the utility of Sequen-
tial Monte Carlo (SMC) samplers Del Moral et al
(2006) by defining a sequence of distributions by
their enforcement of a constraint through the pro-
posed Sequentially Constrained Monte Carlo
(SCMC) algorithm. We connect a “simple” distri-
bution, π0(θ) to the target distribution, πT (θ), via
a path defined by the strictness of constraint en-
forcement, thereby generalizing the usual transi-
tions of SMC between π0(θ) and πT (θ). Further-
more, we show general applicability of SCMC by
creatively defining constraints.
To showcase SCMC, we begin with the toy prob-
lem of polynomial regression on noisy observations
of monotone functions. Sequentially imposing the
monotonicity information by defining a “soft” pos-
itivity constraint over the derivative polynomial
produces more accurate predictions while satisfy-
ing the monotonicity constraints. The second ex-
ample involves sampling a bivariate density con-
strained to take non-zero probabilities only when
both variables lie on lower dimensional manifolds.
In our third application we estimate a mixture
of discrete and continuous parameters of an or-
dinary differential equation model where we gen-
eralize the usual definition of constraint to include
model adherence. In this case, full constraint en-
forcement produces multiple disjoint modes. The
fourth example focuses on parameter estimation
for a chaotic stochastic differential equation model
where we define the constraint through a form of
sequentially expanding model adherence criteria in
an ABC algorithm. The first two applications de-
fine a general strategy for enforcing constraints,
whereas the last two constraints showcase problem
specific strategies.
The rest of the paper is organized as follows;
in Section 2, we provide a background on SMC
samplers and the commonly used versions of it.
We explain the choice of the sequence of densities
that outlines the SCMC in Section 3. In Section
4, a general strategy is defined through a probit
based soft constraint model. This SCMC strategy
is applied to the monotone polynomial regression
model and a 1 dimensional model embedded on
a nonlinear manifold in the 2 dimensional sam-
pling space while avoiding the need for a Jacobian
of the transformation. Some application specific
constraint strategies are introduced in Section 5.
Here Parameter estimation for ODE models in a
sequential framework is explained in Section 5.1.
In Section 5.2, the Sequentially Constrained Ap-
proximate Bayesian Computation (SCMC ABC)
algorithm is introduced and Section 6 follows with
concluding remarks.
2 Sequential Monte Carlo
SMC samplers are a family of algorithms that can
be used in many challenging scenarios where ran-
dom walk Markov chain Monte Carlo (MCMC)
methods fail in efficiently sampling θ from its tar-
get distribution. SMC algorithms take advantage
of a sequence of bridging distributions that bridge
between π0(θ), a distribution that is straightfor-
Algorithm 1 Sequential Monte Carlo Sampler
Input: Forward and backward kernels, Kt and Lt.
1: Generate an initial sample θ1:N0 ∼ pi0;
2: W j0 ←
1
N
, j = 1, . . . , N ;
3: for t := 1, . . . , T do
– if ESS =
(∑
N
j=1
(
W
j
t−1
)2)−1
< N
2
then
– resample θ1:Nt−1 with weights W
1:N
t−1
– W 1:Nt−1 ←
1
N
– end if
– Sample θ1:Nt ∼ Kt;
– W
j
t ← W
j
t−1w
j
t where w
j
t =
ηt(θ
j
t
)Lt−1(θ
j
t
,θ
j
t−1)
ηt−1(θ
j
t−1)Kt(θ
j
t−1,θ
j
t)
, j = 1, . . . , N ;
– Normalize W 1:Nt .
4: end for
Return: Particles θ1:N1:T .
ward to sample, and πT (θ), a difficult to sample
target distribution. In Bayesian inference, these
distributions are typically the prior π0(θ) and pos-
terior πT (θ).
SMC discretizes a sequence of densities
{
πt(θ) =
ηt(θ)
Zt
}T
t=0
between π0(θ) and πT (θ) with possibly unknown
normalizing constant Zt and kernel ηt which can
be evaluated for a given θ. The initial sample of
particles, θ1:N0 ∼ π0(θ) are filtered through itera-
tive jittering and importance resampling steps to
eventually obtain a sample from πT (θ) as outlined
in Algorithm 1 Del Moral et al (2006).
Algorithm 1, is very general in the sense that
many possible choices could be made for the in-
puts of the algorithm. The choice of the inputs,
especially the forward kernels used for jittering the
sample, Kt(·), and the backward kernels, Lt, that
ensure the weights are defined according to the
posterior at time t, can change the order of the
steps in Algorithm 1. A variety of options for the
forward and backward kernels and the resulting ex-
pressions for the incremental weights, wi, are pro-
vided by Del Moral et al (2006). In the following,
we explain the specific choices that are made for
all our examples.
At algorithmic stage t, the forward kernel, Kt
is chosen to be a MCMC kernel of invariant distri-
bution πt. The associated backward kernel recom-
mended by Del Moral et al (2006) for this choice
of Kt is
Lt−1(θt, θt−1) =
πt(θt−1)Kt(θt−1, θt)
πt(θt)
.
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Algorithm 2 Sequential Monte Carlo
Input: MCMC transition kernels Kt.
1: Generate an initial sample θ1:N0 ∼ pi0;
2: W 1:N1 ←
1
N
;
3: for t := 1, . . . , T do
– W
j
t ← W
j
t−1w
i
t where w
j
t =
ηt(θ
j
t−1)
ηt−1(θ
j
t−1)
, j =
1, . . . , N ;
– Normalize W 1:Nt .
– if ESS =
(∑
N
j=1
(
W
j
t−1
)2)−1
< N
2
then
– resample θ1:Nt−1 with weights W
1:N
t−1 ;
– W 1:Nt−1 ←
1
N
;
– end if
– Sample θ1:Nt ∼ Kt;
4: end for
Return: Particles θ1:N1:T .
The above backward kernels are referred to as the
“sub-optimal” by Del Moral et al (2006) since they
are obtained by replacing the marginal importance
distributions that do not have a closed form rep-
resentation by πt in the optimal backward kernels.
This choice of the forward and backward kernels
results in the simplified form of the incremental
weights,
wjt =
ηt(θ
j
t−1)
ηt−1(θ
j
t−1)
,
which means that the resampling weights, W 1:Nt ,
are independent of Kt and Lt − 1. By postpon-
ing sampling from Kt in Algorithm 1 until after
the wjt are evaluated and particles are resampled
we obtain Algorithm 2. Algorithm 2 is the generic
algorithm that is used as a basis for all the algo-
rithms tailored to our examples.
The main advantage of SMC over MCMC is
the facility of embarrassingly parallel computation
in the time consuming steps of the algorithm. For
example weight calculation and Metropolis Hast-
ings jittering via the forward kernel is performed
independently on individual particles allowing the
particles to be split into batches for parallel com-
putation.
A potential problem that can break SMC is
particle degeneracy. This term describes a state
in which all but a few particles acquire small or
zero resampling weights, W jt , and therefore few
unique particles θjt are resampled and filtered into
the next step of the sequence. The discrepancy be-
tween two consecutive distributions plays a role in
particle degeneracy. When the difference between
πt and πt+1, is small, there is little chance of fil-
tering a large number of particles out via negligi-
ble values of W jt . As an additional fix to particle
degeneracy, particles are jittered by the forward
kernel, Kt, moving the particles under the cur-
rent distribution. However, as sampling from Kt
is typically performed by Metropolis-Hastings, an
adequate acceptance rate is necessary to prevent
particle degeneracy.
3 Sequences of Densities
The key component of SMC is the sequence of dis-
tributions through which the particles evolve to-
wards the target distribution. The length of the se-
quence must be tuned to the dimensionality of the
problem for SMC to be stable (Beskos et al, 2014).
The two main SMC sequences of bridging distribu-
tions are based on gradually introducing the likeli-
hood in the posterior. Starting from a sample gen-
erated from π0(θ), for the vector of parameters,
θ, parameter values are filtered into samples from
the posterior distribution, πT (θ) = π(θ | y), with
data, y. In the first approach, the posterior is the
target distribution of interest and the likelihood is
tempered with a sequence of temperature param-
eters, 0 = τ0 < τ1 < . . . < τT = 1, giving rise to a
power posterior,
πt(θ) = πt(θ | y) ∝ P (y | θ)τtπ0(θ) (1)
and associated sequence {πt(θ | y)}Tt=0 for the
SMC algorithm (Del Moral et al, 2006). The sec-
ond likelihood induction method, often referred to
as particle filtering, has a natural discretization
where, in this case, the parameter defining the se-
quence, τ , is used to denote inclusion of the first τ
elements of the data vector y. The tth sequential
distribution, where 0 = τ0 ≤ τ1 ≤ . . . ≤ τT = N is
given by:
πt(θ | y) ∝ P (y1, . . . ,yτt | θ)π(θ)
= P (yτt | θ)P (y1, . . . ,yτt−1 | θ)
∝ P (yτt | θ)πτt−1(θ | y).
(2)
This case works well for online estimation where
data is available sequentially. The posterior defined
by the inclusion of all of the current data becomes
the prior for the next stage of the algorithm where
more data becomes available. At each stage parti-
cles are moved towards the target posterior while
the target itself shifts at the next stage due to the
inclusion of new data (Chopin, 2002; Doucet et al,
2001).
In order for us to be able to define suitable
bridging distributions, the features of the target
distribution that create challenges in sampling need
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to be investigated. We consider the case that im-
position of a constraint on the model is the fac-
tor responsible for difficulties faced in sampling
from the target distribution. The novelty of our
approach is in the way that the sequence, {πt}Tt=0,
is defined. The sequence of densities is constructed
by relaxation of a constraint, either fully or par-
tially, such that sampling is feasible. Suppose that
τ is a tuning parameter that controls the rigidity
of the constraint incorporated into the model. We
define the tth distribution in the sequence as
πt(θ) = π(θ; τ = τt).
Suppose that by increasing τ the constraint is more
strictly imposed and τ = τT assures full imposi-
tion of the constraint. The sequence of densities
is therefore determined by an increasing schedule
over the constraint parameter, τ ,
τ0 < τ1 < . . . < τT .
The proposed SCMC algorithm can be used as long
as the strictness of the model constraints can be
systematically increased to construct the sequence
of densities. Defined with this sequence, the associ-
ated incremental weights wjt and backwards kernel
Lt−1(θt, θt−1) used in Algorithms 1 and 2 ensure
detailed balance is met and algorithmic conver-
gence is subject to the usual SMC considerations
(Del Moral et al, 2006).
We note that the approach taken by Moffa and Kuipers
(2014) fits into this framework: they sample from
truncated multivariate normal distributions using
a sequence of multivariate non-central t-distributions
with increasing degrees of freedom. We showcase a
general constraint enforcement strategy as well as
application specific strategies. general form of con-
straint where the posterior samples can be made
arbitrarily close to the fully constrained target but
in practice the fully constrained limit may be unattain-
able is outlined in Section 4 with 2 examples. Two
application specific constraints where the constraint
can be fully enforced are given in Section 5.
4 Probabilistic Constraints
Soft constraints are relaxations where the limiting
case as τ →∞ ensures complete compliance, how-
ever finite resources may leave the samples arbi-
trarily close but not completely attaining the con-
straint. Probabilistic constraints ensure that the
probability of exceeding a constraint by some con-
trolled tolerance is low. Consider the target distri-
bution for random variable θ subject to constrain-
ing θ ∈ A, described through the indicator func-
tion IA(θ):
π(θ) ∝ f(θ)IA(θ). (3)
A general strategy for defining constraints is re-
placing I(θ) in (3) with a probabilistic function
that takes values close to 1 for samples where θ ∈
A and takes values close to 0 depending on how far
a point θ is from being in A. The slope of this prob-
abilistic function is controlled by τ . As a result,
τ increases to enforce the constraint by mimick-
ing the indicator function at large values of τ but
leaving the samples unconstrained at low value of
τ . The probabilistic constraint acts as a distance
metric ||θ||τA between a point θ and the nearest
boundary of set A, where limτ→∞ ||θ||τA = IA(θ)
such that the tth stage target distribution in the
SCMC algorithm is
πt (θ) ∝ f(θ)||θ||τA, (4)
leaving (3) as the limiting distribution. We demon-
strate the probabilistic constraint through two ex-
amples, the first has a constraint on the expecta-
tion surface and the second has a constraint de-
fined directly on the random variable.
4.1 Monotone Polynomial Regression
In this section we use the SCMC algorithm to
model noisy observations from a monotone func-
tion. We fit a fixed order polynomial regression
model to data generated from monotone increasing
functions. While a rich literature exists on mono-
tone functional inference (see for example Ramsay,
1998; He and Shi, 1998; Dette et al, 2006), the pur-
pose of this section is to exemplify the adaptation
of the SCMC algorithm in a simple framework to
help understand the implementation and the effec-
tiveness of sequentially constraining the model.
Let the data, y = (y1, . . . , yn)
T
, be noisy ob-
servations of a monotone function, f , at
x = (x1, . . . , xn)
T . With no loss of generality, sup-
pose that xi ∈ [0, 1]. Consider a pth-order polyno-
mial regression model,
y = Xβ + ǫ,
where
X =
(
1 x x2 · · · xp) ;
4
and ǫ = (ǫ1, . . . , ǫn)
T
is the vector of independent
and identically distributed mean-zero normal ran-
dom errors with variance σ2.
We make inference about the coefficients, β,
and the variance parameter, σ2, while constraining
the first derivative, ∂
∂x
Xβ, to be positive, for x ∈
[0, 1]. Using the prior distribution, π
(
β, σ2
)
, the
target posterior distribution given the data and
the monotonicity constraint is given by,
π
(
β, σ2 | X,y, ∂Xβ
∂x
> 0
)
. (5)
Here the set A :=
{
(β, σ2) : ∂Xβ
∂x
> 0
}
in (4). To
sample from (5), we define a sequence of distribu-
tions for the parametrization of the constraint that
admits (5) as its limit. Using a probit function that
adds the monotonicity information to the posterior
distribution (Riihimaki and Vehtari, 2010) we de-
fine:
||(β, σ2)||τA :=
n∏
i=1
Φ
(
τ
∂Xβ
∂x
|x=xi
)
.
where Φ (·) is the standard normal cumulative dis-
tribution function. Therefore,
π
(
β, σ2 | X,y, τ) ∝π(β, σ2)N (y −Xβ;0, σ2I)
n∏
i=1
Φ
(
τ
∂Xβ
∂x
|x=xi
)
, (6)
As τ → ∞, the term Φ
(
τ ∂Xβ
∂x
|x=xi
)
becomes an
indicator function taking a value of 1 only if the
derivative is positive at the observation point xi.
Positive values of the derivatives at a finite set of
points does not guarantee monotonicity in general;
however, since polynomials are smooth functions
restricting the derivatives at the values of x to be
positive will normally impose monotonicity as long
as x is not too sparse. Consequently (6) converges
to (5) as τ →∞.
The above parametrization of the monotonic-
ity constraint defines the sequence of distributions,
{πt}Tt=0,
πt ≡ π
(
β, σ2 | X,y, τt
)
,
with an increasing sequence of monotonicity pa-
rameters,
0 = τ0 < τ1 < . . . < τT →∞.
The incremental weights in the SCMC implemen-
tation of Algorithm 2 simplifies to
wjt =
∏n
i=1 Φ
(
τt
∂
∂x
Xβ
j
t−1|x=xi
)
∏n
i=1 Φ
(
τt−1
∂
∂x
Xβ
j
t−1|x=xi
) ,
where the likelihood does not need to be evaluated
in order to calculate the incremental weights.
With the choice of conjugate prior distribu-
tions, the posterior distribution in the unconstrained
case (τ = 0) can be obtained analytically (Box and Tiao,
1973) facilitating sampling from π0 at the first step
of the algorithm.
The monotone polynomial regression described
above is fitted to data generated from the following
monotone functions with additive normal noise at
a grid of size n = 30;
f1(x) = 0.1 + 0.3x
3 + 0.5x5 + 0.7x7 + 0.9x9,
f2(x) = log(20x+ 1),
f3(x) =
2
1 + exp(−10x+ 5) .
Figure 1 shows the polynomial regression fits to-
gether with 95% point-wise credible intervals at
three steps of the SCMC with monotonicity pa-
rameters, τ = 0 (unconstrained polynomial regres-
sion), τ = 1, and τ = 105.
4.2 Parameters Constrained to Measures on
Manifolds
Consider a problem posed on a popular statistics
blog 1 of the bivariate standard Gaussian
π(X,Y ) = N
([
0
0
]
,
[
1 0
0 1
])
IA(X,Y ) (7)
where A = {(X,Y ) : X2 − Y 2 = 1} so that
the resulting density lies on a pair of disjoint 1-
dimensional manifolds embedded in the 2-dimensional
space.
The basic strategy for a Metropolis Hastings
random walk algorithm is to propose Y and de-
fine X = ±√Y 2 − 1. The acceptance ratio then
requires the Jacobian for the change of measure to
sample from the 1-dimensional manifold embedded
within the 2-dimensional space. Similar to Section
4.1 SCMC is applied by imposing a probabilistic
constraint over a sequence of distributions admit-
ting (7) as its limit:
||(X,Y )||τA := 2Φ
(−τt ∣∣X2 − (Y 2 + 1)∣∣) .
Therefore, the sequence of distributions is defined
by
πt (X,Y ) =N
([
0
0
]
,
[
1 0
0 1
])
(8)
2Φ
(−τt ∣∣X2 − (Y 2 + 1)∣∣) ,
1 http://xianblog.wordpress.com/2014/03/24/mcmc-on-zero-measure-sets/
5
τ = 0 τ = 1 τ = 105
p
o
ly
n
o
m
ia
l
(f
1
)
lo
g
a
ri
th
m
ic
(f
2
)
lo
g
is
ti
c
(f
3
)
Fig. 1: Monotone polynomial regression fit and 95% credible bands for noisy observations of monotone
functions; the true functions (dash/dot black lines) are plotted together with the posterior mean of the
polynomial fits (dashed red lines) for the three toy functions (rows) and three values of monotonicity
parameter (columns)
Note that
lim
τ→∞
Φ
(−τ ∣∣X2 − (Y 2 + 1)∣∣) = 1
2
IA(X,Y )
and consequently the factor of 2 in (8) is a nor-
malizing constant for the indicator. Although the
SCMC samples are from (7) with probability zero∫
X
∫
Y
[
πt(x, y)−π (x, y)
]2
dxdy → 0 as τt →∞.
Consequently samples can be made arbitrarily close
to the target without requiring the use of a trans-
formation of variables or the use of a Jacobian
when applying SCMC to sample from a density
embedded within a lower dimensional manifold.
Starting from a sample of size 100,000 from un-
constrained independent bivariate standard Gaus-
sians (at τ = 0), a sequence of distributions with
1102 steps was defined with τ increasing up to
100,000. At this final value of τ the probit function
ensures that P
(|X2 − (Y 2 + 1)| > 1.96/100000)=
.05. Figure 2 shows samples from the constrained
samples along with the SCMC and true target
marginal distributions for Y . Also included is the
heavier tailed density one would achieve when us-
ing Metropolis Hastings while ignoring the Jaco-
bian for the transformation to the lower dimen-
sional manifold.
5 Application Specific Constraints
In some cases, the model structure can be exploited
to define a sequence of small steps leading towards
a fully enforced constraint. This section showcases
two such strategies.
5.1 Differential Equation Models
Ordinary Differential Equation (ODE) models im-
plicitly describe the rate of change of system states
x (θ, ν) with respect to time ν with the vector of
6
Fig. 2: Samples sequentially constrained to a parabolic manifold for different values of τ at the start and
end of the sequence. Bottom right: A Histogram of the Y samples along with the true Target density
(red) and the density when resulting from basic Metropolis Hastings without including the Jacobian
term for sampling from the manifold.
parameters θ ∈ Θ:
dx (θ, ν)
dν
= f (x (θ, ν) , θ) . (9)
Because they are mechanistic models built from a
theoretical understanding of a system, ODEs have
the ability to model complex phenomena using rel-
atively few but highly interpretable parameters.
The objective is to make inference about unknown
parameters, θ, based on noisy observations, y =
(y1, . . . , yn)
T , that are available from the states
(or a subset of them) at times, ν1, . . . , νn. Analytic
solutions to (9) often do not exist, consequently a
numerical solver must be used to obtain x (θ, ν)
for a given initial condition x0. When the initial
condition is unknown, it is appended to the vec-
tor θ with all other unknowns to estimate. The
posterior of θ given the data is given by
π (θ|y) ∝ π0 (θ)P (y|x (θ, ν) , θ) , (10)
where π0 (θ) is the prior and the likelihood,
P (y|x (θ, ν) , θ), is centered on x (θ, ν) (Gelman et al,
1996). Small changes in parameters can lead to
large changes in the dynamics described by the
ODE. Consequently, multi-modality, ripples, ridges,
and flat sections are common topological features
of an ODE based likelihood(Campbell and Steele,
2011; Calderhead and Girolami, 2009), resulting in
high rejection rates in random walk MCMC sam-
pling schemes. Exacerbating the challenging topol-
ogy, when parameters are a mixture of discrete
and continuous variables, the high posterior den-
sity regions can become separated into multiple
distant modes. To overcome topological likelihood
difficulties, several groups have proposed model
relaxation methods through the introduction of
a smoothing based approximation of the solution
xˆ (θ, ν, b, ξ) ≈ x (θ, ν) (Ramsay et al, 2007; Calderhead et al,
2009; Brunel, 2008; Liang and Wu, 2008; Campbell and Steele,
2011). The smoothing parameters b and ξ could
represent the number of spline knots and penalty
parameter, parameters related to kernel smooth-
ing, or Gaussian process parameters depending on
the smoothing method employed. The resulting
approximation replaces the likelihood in (10) with
P (y|xˆ (θ, ν, b, ξ) , θ).
From a similar perspective, we consider depen-
dence on x (θ, ν) to be a model constraint and de-
fine the SCMC sequence using xˆ (θ, ν, b, ξ) as a re-
laxation from the strict adherence to the model.
Here, the model relaxation is performed through
the inclusion of an additive residual fitting term
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defined by a kernel smoother whose role in the
model diminishes gradually to facilitate filtering
of the particles towards the target (10).
Specifically, we make the approximation in the
likelihood of (10)
x(θ, ν) ≈ xˆ (θ, ν, b, ξ) = x (θ, ν)+ξe (θ, ν, b) , (11)
where e(θ, ν, b) = K
(
y(ν)−x(θ,ν)
b
)
is a model dis-
crepancy term estimated by smoothing the residu-
als y(ν)− x(θ, ν) with a Nadaraya-Watson kernel
K(·) with bandwidth b. The scalar weight ξ con-
trols the contribution of the kernel smooth to the
model.
As b → 0, xˆ (θ, ν, b, ξ) is a data interpolator
able to completely absorb the discrepancy between
x (θ, ν) and y(ν) for θ ∈ Θ. In this case
P (y|xˆ (θ, ν, b, ξ) , θ) = 1 ∀θ ∈ Θ, eliminating any
impact of the likelihood from the posterior. To se-
quentially enforce the model fidelity constraint, b
increases from a small value while holding ξ fixed.
As b becomes large enough to make the Kernel ef-
fectively uniform over the range of ν, the model
(11) reduces to the ODE solution plus a constant,
E, i.e.,
lim
b→∞
xˆ (θ, ν, b, ξ) = x (θ, ν) + ξ lim
b→∞
e (θ, ν, b)
= x (θ, ν) + ξE.
The coefficient ξ controls the impact of the addi-
tive discrepancy between the estimated states and
the ODE solution;
lim
ξ→0
lim
b→∞
xˆ (θ, ν, b, ξ) = x (θ, ν) + lim
ξ→0
ξE
= x (θ, ν) .
In this model, the SCMC algorithm defines a se-
quence of models initially corresponding to an in-
creasing schedule over the bandwidth parameter,
b, while ξ is held fixed at 1. The constraint enforce-
ment continues with a decreasing schedule over ξ,
with b held fixed at its large value. That is, the tth
distribution in the sequence is given by
πt ∝ π0 (θ)P (y|xˆ (θ, ν, bt, ξt) , θ) . (12)
for
0 = b0 < b1 < . . . < bt∗ = bt∗+1 = . . . = bT ,
and
1 = ξ0 = ξ1 = . . . = ξt∗ > ξt∗+1 > . . . > ξT = 0.
5.1.1 Epidemiological ODE Model
We illustrate SCMC using (12) on a Susceptible-
Infected-Removed (SIR) epidemiological model for
deaths due to the black plague. During the black
plague epidemic of 1666, the village of Eyam, UK,
chose to quarantine themselves to avoid spreading
the disease to neighboring villages. As the plague
swept through Eyam, the grave digger kept records
of all those who perished during the outbreak. Re-
stricting ourselves to the second outbreak of the
plague from June 19, 1666 to November 1, 1666,
we partition the population of fixed size N = 261
at time ν into groups of Susceptible S(ν), Infected,
I(ν), and Removed,R(ν) (Raggett, 1982; Campbell and Lele,
2013). Because there is no recovery from the plague,
R(ν) corresponds to the number of deaths up to
time ν. The epidemiological model for the rates of
change of states S(ν), I(ν) and R(ν) is given by:
dS (ν)
dt
= −βS (ν) I (ν) ,
dI (ν)
dt
= βS (ν) I (ν)− αI (ν) , (13)
dR (ν)
dt
= αI (ν)
where β describes the plague transmissivity and α
describes the rate of death once an individual is in-
fected. More complex models have been considered
elsewhere including vectors for disease transmis-
sion (See for example Massad et al, 2004), but the
limitations of the Eyam data set do not support
parameter estimation for more complex models.
At time 0 the population only consists of sus-
ceptible and infectious individuals therefore we have,
R(0) = 0 and S(0) = N − I(0). Consequently
I0 = I(0) is included in the vector of parameters
to estimate: θ = (α, β, I0).
Based on a closed population of size N , the
likelihood for the n = 136 observed cumulative
deaths y(ν) at times {ν1, . . . , νn} are modeled as a
binomial with expected value equal to the solution
to R(θ, ν) from (13):
P (y | R(θ, ν)) =
n∏
i=1
(
N
yi
)(
R (θ, νi)
N
)yi
×
(
1− R (θ, νi)
N
)(N−yi)
.
To evaluate the likelihood for θ using (11) we first
solve the ODE numerically to obtain R(θ, ν), and
then apply the kernel smoother to y(ν)−R (θ, ν).
Prior distributions for α and β were chosen to
be gamma (1, 1). The prior distribution for I0 was
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Fig. 4: The SIR model - joint posterior distribution
of the model parameters for b = 26 and ξ = 0. The
three large clouds of particles correspond to I0 = 6,
I0 = 5 and I0 = 4, respectively, from left to right.
chosen to be a binomial(N, 5/N). Having both dis-
crete and continuous parameters in the model com-
pounds the difficulty of sampling from the poste-
rior; MCMC can easily get trapped in local modes
for α and β corresponding to discrete values of I0.
The challenge of multi-modality is overcome by se-
quential enforcement of the model constraint.
Figures 3a, 3b and 3c present the marginal pos-
terior of (12) for α and β for three increasing val-
ues of b, while holding ξ = 1 fixed. The param-
eter densities are distributed in the shape of a
boomerang in Figure 3b. The lower part of the
boomerang refers to parameter values whose corre-
sponding states are non-smooth and deviate from
the ODE solution in such a way that can be suf-
ficiently accommodated by the smoother. By in-
creasing b, the smoother reduces to a constant and
the corresponding particles are filtered out.
Figures 3d, 3e and 3f show the joint posterior
samples holding b = 26 fixed and decreasing ξ → 0.
Figure 4 shows the posterior sample for the final
step of the algorithm based on (10) after fully en-
forcing the model and rescaling axes for better vi-
sualization. The three large clouds of parameter
values represent the posterior modes that refer to
I0 = 6, I0 = 5 and I0 = 4 from left to right, respec-
tively. The marginal and bivariate joint posterior
distributions are illustrated in Figure 5 highlight-
ing the multi-modality and topological challenges
of the model.
A sample of 100 fits to the data is given in
Figure 6 based on the posterior at early (b = 2
and ξ = 1), intermediate (b = 26 and ξ = 1), and
final (b = 26 and ξ = 0) steps of filtering schedule.
Although the fits to the data are quite similar in
Fig. 5: The SIR model - marginal (diagonal) and
bivariate joint (off-diagonal) posterior distribution
of the model parameters and initial states for b =
26 and ξ = 0.
the panels of Figure 6, they correspond to extreme
differences in πt(θ | y) as seen in Figure 3.
5.2 Approximate Bayesian Computation
Approximate Bayesian Computation (ABC) is used
for inference in cases where the likelihood is in-
tractable or expensive to evaluate but simulated
data can be easily generated from the model (Tavare et al,
1997) . For a given set of parameters θ, simulated
data, z, is generated and an approximation to the
posterior is constructed by replacing the likelihood
with an indicator function IA (z) over the match-
ing set, A, comparing y and the θ generated z in
the ABC posterior:
πA (θ, z|y) = π (θ)P (z|θ) IA (z)∫
A
π (θ)P (z | θ) dz . (14)
The matching criteria defining A is a measure
of similarity between the summary statistics, s(·),
of the simulated and observed data. The approx-
imation error of ABC depends on this matching
criteria and is reduced to zero if s(·) is sufficient
for θ and A is defined based on an exact match,
i.e.
A = {z | s (z) = s (y)} .
For continuous data P (z ∈ A) = 0, conse-
quently, a distance metric ρ(·, ·) and tolerance level
ǫ > 0 are introduced to reduce the ABC approxi-
mation error giving the matching criteria:
A = {z | ρ (s (z) , s (y)) < ǫ} . (15)
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(a) b = 2, ξ = 1 (b) b = 12, ξ = 1 (c) b = 26, ξ = 1
(d) b = 26, ξ = 0.95 (e) b = 26, ξ = 0.5 (f) b = 26, ξ = 0
Fig. 3: The SIR model- evolution of the posterior as a result of increasing the bandwidth, b, (a-c), and
decreasing the coefficient, ξ, (d-f).
In practice, (even for discrete data where an exact
match is possible) non-trivial sufficient statistics
are rarely known. Instead, an “approximately suffi-
cient” set is used for s(·). Selection of a most infor-
mative subset of summary statistics has been ex-
plored in the literature; Joyce and Marjoram (2008)
consider sequential addition of summary statistics
where the effectiveness of addition of a new sum-
mary statistic is tested using a likelihood ratio test.
Some drawbacks of their method are discussed in
Marin et al (2012). Ratmann et al (2009) consid-
ers a similar approach; they assess the sensitiv-
ity of summaries to change in the model param-
eters by measuring the derivative of their expec-
tations with respect to the corresponding parame-
ters. Summaries with smaller variance and higher
sensitivity to parameter changes are preferable choices
as they are more informative and hence bring s(·)
closer to sufficient statistics.
When a collection of candidate summary statis-
tics are available for s(·), a safe strategy to re-
duce the approximation error is to use the entire
collection in (15), since including more summary
statistics should make s(·) closer to the sufficient
statistics. However this comes with a computa-
tional trade off and makes the matching criteria
more difficult to apply.
In the simplest version of the ABC algorithm,
parameter values, θ∗, are generated from the prior.
If the associated simulated data z ∈ A, θ∗ is ac-
cepted as a sample value from the posterior and it
is otherwise rejected. Note that this can be deeply
inefficient for diffuse prior distributions. SMC ABC
algorithms define bridging distributions of (14)
through a decreasing sequence of ǫ (see for ex-
ample, Sisson et al, 2009; Beaumont et al, 2009;
Del Moral et al, 2009). While decreasing ǫ is one
way of increasing the strictness of a model con-
straint and therefore fits into the SCMC frame-
work, in this section we showcase the flexibility of
using a constraint based algorithm by developing
an alternative strategy. Here, an alternative defini-
tion of sequentially increasing the model adherence
constraint is developed through the iterative addi-
tion of summary statistics to the matching criteria.
Suppose that s(·) = (s1(·), . . . , sT (·))T , is the
collection of available summary statistics. The tar-
get posterior is one that corresponds to a matching
criteria that uses the entire collection of T sum-
mary statistics. An approximate posterior with a
smaller set of summary statistics is likely to be
more diffuse over the parameter space and there-
fore easier to sample. The sequence of approximate
posterior distributions, {πAt}Tt=1, is defined based
on a decreasing sequence of acceptance sets,
A1 ⊇ A2 ⊇ . . . ⊇ AT ,
where
At = {z|ρ (s1 (z) , s1 (y)) < ǫ1,
. . . , ρ (st (z) , st (y)) < ǫt}.
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(a) b = 2, ξ = 1
(b) b = 26, ξ = 1 (c) b = 26, ξ = 0
Fig. 6: 100 posterior sample paths plotted against the data for (a) b = 2, ξ = 1,
(b) b = 26, ξ = 1 and (c) b = 26, ξ = 0.
The constraint parameter in this case is the num-
ber of summary statistics included up to stage
t ∈ {0, 1, . . . . , T }. The sequence of posteriors de-
fined by adherence to additional summary statis-
tics results in sequentially constraining the pos-
terior. At each iteration the bridging distribution
will move θ closer to the target posterior. The
exception to this sequential constraining is if the
newly included summary statistic is based on re-
dundant information already contained in the set
of summaries, in which case the bridging distribu-
tion will remain unaffected at its inclusion.
Algorithm 3 outlines the SCMC ABC algorithm
that generates parameter values according to a se-
quence of approximate posterior distributions con-
structed as described above. In the following sec-
tion, Algorithm 3 is used for parameter estimation
from a chaotic dynamical model to illustrate the
effectiveness of the algorithm.
5.2.1 Chaotic Stochastic Model
Likelihood-based inference breaks down for chaotic
dynamics since small changes in the system param-
eters produce large changes in the system states
later in time producing likelihoods which do not
depend smoothly on the parameters Berliner (1991).
As an alternative, Wood (2010) propose an ABC
related synthetic likelihood method based on a set
of summary statistics that captures the important
dynamics in the data rather than the noise-driven
detail. Using the Ricker map chaotic ecological
model (Turchin, 2003; Wood, 2010), and some of
our summary statistics from Wood (2010), we em-
ploy the SCMC ABC algorithm, described above,
to make inference about the model parameters.
The scaled Ricker map describes the dynamics
of a discrete population, Nν , over time as,
Nν+1 = rNν exp (−Nν + eν),
where eν are independent normal errors with mean
zero and variance, σ2e , that represent the process
noise, and r is the growth rate parameter. The data
are the outcome of a Poisson distribution observed
at n = 50 time steps,
y ∼ Poisson(φNν) ,
where φ is a scaling parameter. The vector of pa-
rameters that inference is made about is given by
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Algorithm 3 SCMC ABC
Input: Sequence of matching criteria {At}Tt=1
MCMC transition kernels Kt.
1: Generate a sample from piA1 (θ,Z|y):
i← 0
while i < N do
generate θ ∼ pi (θ)
generate Z = (z1, . . . , zM )
w ←
∑
M
k=1 IA1 (zk)
if w > 0 then
i← i+ 1(
θ
(i)
1 ,Z
(i)
1 , w
(i)
1
)
← (θ,Z, w)
end if
end while
Resample
(
θ1:N1 ,Z
1:N
1
)
with weights w1:N1 and
w1:N1 ←
1
N
2: for t := 2, . . . , T do(
θ1:Nt ,Z
1:N
t
)
←
(
θ1:Nt−1,Z
1:N
t−1
)
w
(i)
t ←
∑
M
k=1
IAt
(
z
(i,k)
t
)
∑
M
k=1
IAt−1
(
z
(i,k)
t
) , i = 1, . . . , N
resample
(
θ1:Nt ,Z
1:N
t
)
with weights w1:Nt and
w1:Nt ←
1
N
Sample θ1:Nt ∼ Kt
3: end for
Return: Particles θ1:N1:T .
θ =
(
r, σ2e , φ
)T
. The likelihood, P (y|θ), is ob-
tained by integrating over eν and is therefore ana-
lytically and numerically intractable (Davison, 2003),
thereby, raising the demand for a likelihood-free
approach. The summary statistics used in the SCMC
ABC algorithm are,
s = {med(y),
n∑
i=1
yi
n
,
∑n
i=1 yI(1,∞)(yi)∑n
i=1 I(1,∞)(yi)
,
n∑
i=1
I(10,∞)(yi),
n∑
i=1
I{0}(yi),
Q0.75(y), max(y)}
where med (y) is the median and Q0.75 is the 75%
quantile. The distance measure used is
ρ (s (z) , s (y)) = |s (z)− s (y) |.
The corresponding vector of tolerances used were
chosen as 1% quantiles of the distribution of the
deviations ρ(s(z), s(y)) that were estimated by sim-
ulation; ǫ = (1, 1.88, 6.25, 1, 2, 10, 35).
Algorithm 3 is used to sample from the joint
posterior based on data simulated from
θ = (exp (3.8) , 10, 0.09) as per Wood (2010). The
prior distributions are defined independently over
the components of θ as a log-Gaussian distribution
over r with mean 4 and variance 1, a chi-squared
distribution with 10 degrees of freedom for φ and
an inverse gamma distributions with shape param-
eter 3 and scale parameter 0.5 for σ2e . Sampling
θ
1:N
t from Kt was performed through a Metropo-
lis Hastings step using a χ2θ transition density. The
number of summary statistics determines the num-
ber of steps taken in the SCMC ABC algorithm
since we enter only one summary statistic at each
time step, i.e., T = 7. The results are presented in
Figure 7 as kernel density estimates of the approx-
imate marginal posteriors at the seven time steps
and in Figure 8 as the marginal posterior box plots
together with the true parameter values. The tran-
sition of the particles towards high probability re-
gions and therefore focusing about the true value
by addition of more summary statistics is evident
from the plots.
Fig. 7: The Ricker model- kernel density estimates
of the approximate marginal posteriors at times,
t = 0, 1, . . . , T , the color of the curves grows darker
with time; the dashed, light gray curve is the prior
density. The vertical lines are drawn at the true
values of the parameters.
With any ABC analysis, the quality of the pa-
rameter estimates depend primarily on the ability
of s to summarize the important features of the
data and the model. When using Algorithm 3, the
specific order of inclusion of those summaries into
At can make the algorithm easier or harder to ap-
ply due to its potential for particle degeneracy. If
addition of st(·) to At induces a significant shift to
the posterior, few or no particles remain with pos-
itive weights. Figure 8 showcases the occasionally
dramatic impact of summary inclusions and there-
fore the potential for large proportions of near zero
resampling weights.
Setting the order of summary statistic inclu-
sions can be done by maximizing the correlation
between the summary statistics and/or pilot runs.
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Fig. 8: The Ricker model- approximate posterior
box plots evolving by sequential addition of sum-
mary statistics; the horizontal line is drawn at the
true values of the parameters
In cases of severe particle degeneracy, inclusion of
summary statistics may need to be combined with
a decreasing schedule for ǫ to control the effective
sample size in practice. However, in this example
no manipulations of order or ǫ were necessary.
6 Discussion
This paper introduces a sequential constraint based
approach to defining the sequence of bridging dis-
tributions in SMC where part of the novelty of
the algorithm is in facilitating posterior sampling
through flexible definitions of constraints. While
some constraints have clear and interpretable im-
pacts on the parameter space, such as parameter
inequalities, model constraints often can not be
readily transformed into constraints on the param-
eter space. Consequently imposition of the con-
straint produces potentially serious challenges in
posterior sampling. In this paper we have proposed
a new variant of the SMC samplers that can be
used in the case that imposition of a constraint
creates challenges in sampling from the target dis-
tribution. By defining the sequence of distribu-
tions using the specific parametrization of the con-
straints in each case we sequentially increase the
rigidity of the constraint and through weighting,
resampling and sampling steps obtain a sample
from the fully constrained target distribution. In
Section 4 we proposed a general starting constraint
enforcing strategy but there may be gains in re-
defining general applications as though they were
built with constraints as was done in Section 5
with the ODE and ABC models. SCMC expands
the SMC framework for such application specific
sampling modifications.
Our examples illustrate the variety of frame-
works in which the SCMC algorithm can be used.
This wide scope of application is due to our broad
interpretation of constraints; any restriction over
the parameter space or the model that could be im-
posed through a number of intermediate steps can
be assembled in the SCMC to provide the means
of efficient posterior sampling. Consequently the
SCMC approach provides a non-unique path be-
tween the prior (or a computationally tractable
distribution) and the posterior based on a non-
unique set of constraints for any problem.
In Section 4.1 the functional constraint is sat-
isfied point-wise with probability 1 as τ →∞ but
is also satisfied with high probability with finite τ .
However, in Section 4.2, the constraint is satisfied
with probability 0 with finite τ despite the degen-
eration of the density to the manifold. In many
cases this is sufficient to examine properties of the
resulting posterior, but in other cases, full enforce-
ment of the constraint is possible. Consequently
Sections 5.1 and 5.2 demonstrate alternative con-
straint inducing strategies. A sequence of probit
functions designed to fully enforce the constraint
in the limit as τ →∞ is a general constraint induc-
ing strategy, but sometimes alternative strategies
are easier to implement.
In Section 4.1 the path was defined so as to
make use of the simplicity of sampling from the
unconstrained regression model. In Section 5.1 a
model relaxation constraint was introduced to sim-
plify the topological difficulties associated with ODE
models with a mixture of discrete and continu-
ous parameters. Alternative constraint strategies
for the ODE model include relaxing the discrete
nature of I(0), or using an alternative smoothing
based analogue to the smooth functional temper-
ing approach of Campbell and Steele (2011). Our
model relaxation technique was chosen due to the
computational speed of the kernel smoothing step
and obtaining the numerical solution to the ODE.
In Section 5.2, the SCMC was defined based on
constraining parameters to meet an increasing set
of summary statistic based criteria, but one could
similarly define a strategy based on increasing the
strictness of meeting all summaries at once through
a decreasing set of ǫ. While both of these strate-
gies hold advantages, one may prefer to choose a
hybrid approach simultaneously adding new sum-
maries and decreasing ǫ for previously included
summaries.
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