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ОПТИМИЗАЦИЯ КОМБИНАТОРНЫХ ПЛАНОВ ЭКСПЕРИМЕНТА 
 
Для повышения эффективности экспериментальных исследований рассмотрены алгорит-
мические и программные средства оптимизации комбинаторных планов экспериментов. 
Проведено сравнение оптимальных планов получаемых программным обеспечением с ис-
пользованием метода ветвей и границ и метода последовательного приближения. На основа-
нии полученных результатов были даны рекомендации по применению программ оптимиза-
ции комбинаторных.   
Для підвищення ефективності експериментальних досліджень розглянуті алгоритмічні і 
програмні засоби оптимізації комбінаторних планів експерименту. Проведено порівняння 
оптимальних планів отриманих за допомогою програмного забезпечення з використанням 
методу гілок та меж і методу послідовного наближення. На основі отриманих результатів бу-
ли дані рекомендації по використанню програм оптимізації комбінаторних планів. 
To increase the effectiveness of experimental studies examined the algorithmic and software 
tools of combinatorial optimization designs of experiments. A comparison of optimal designs ob-
tained by the software using branch and bound method and the method of successive approxima-
tion. Recommendations were made on the application of combinatorial optimization programs using 
obtained results. 
 
Постановка проблемы. При решении задач исследования различных 
технологических процессов и систем возникает проблема получения математи-
ческих моделей указанных объектов. Для этого зачастую целесообразно ис-
пользование методов планирования эксперимента, которые позволяют сформи-
ровать план его проведения. Однако, по мере роста сложности исследуемых 
процессов и приборов значительно возрастают затраты на проведение экспери-
ментов. Поэтому при исследовании дорогостоящих или длительных процессов 
целесообразно оптимизировать план эксперимента.  
Анализ последних исследований и публикаций. Для решения этой за-
дачи было разработано алгоритмическое и программное обеспечение, основан-
ное на использовании метода ветвей и границ [1] и метода последовательного 
приближения [2]. Так в работе [3] разработан алгоритм оптимизации планов 
проведения эксперимента, основанный на использовании метода ветвей и гра-
ниц. При этом в качестве критериев оптимизации применялись критерий мини-




















                  (2) 
где ,i jS  – стоимость установки i-го фактора в j-ом опыте; ,i jt  – время установки 
i-го фактора в j-ом опыте; k – количество факторов; n – количество опытов. 
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Кроме того, данный метод был применен в работе [4] для двухпараметри-
ческой оптимизации планов экспериментов. Оптимизация плана эксперимента 
осуществляется по стоимостным или временным затратам на реализацию экс-




















   при 0 .огрS S ,            (4) 
где 0t - суммарное время проведения эксперимента; .огрt - ограничение на сум-
марное время проведения эксперимента; .огрS - ограничение на суммарную стои-
мость проведения эксперимента. 
Также метод ветвей и границ был применен для двухпараметрической 
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где К1, К2 – весовые коэффициенты для стоимостного и временного параметра 
оптимизации соответственно; N1, N2 – нормирующие значения для стоимо-
стного и временного параметра оптимизации соответственно; i jt   – время 
перехода из i-го эксперимента в j-ый; i jS   – время перехода из i-го экспери-
мента в j-ый. 
Нормирующие значения определяются следующим образом 
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В этой работе указано, что весовые коэффициенты К1, К2 позволяют 
варьировать значимостью соответствующего параметра оптимизации: чем вы-
ше значение весового коэффициента, тем выше значимость соответствующего 
параметра оптимизации. 
В статье [6] приведен алгоритм однофакторной оптимизации планов про-
ведения экспериментов, использующий метод последовательного приближе-
ния. Оптимизация проводилась с использованием критериев 1 и 2. 
На основе метода последовательного приближения также был разработан 
алгоритм [7] двухпараметрической оптимизации композиционных планов, ис-
пользующий критерий (5). 
Цель статьи: провести сравнительный анализ существующих методов 
оптимизации планов эксперимента и дать рекомендации по их применению. 
Основные результаты исследований. В работе [3] для исследования полу-
проводникового терморегулятора (задача 1) с использованием алгоритма, реали-
зующего оптимизацию методом ветвей и границ, получен оптимальный по стои-
мости план ротатабельного центрального композиционного планирования (РЦКП). 
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Кроме того, для этой задачи в работе [4] был получен ряд оптимальных 
по стоимости планов с ограничением на время реализации эксперимента. C ис-
пользованием программы, реализующей оптимизацию планов экспериментов 
методом последовательного приближения, синтезирован оптимальный по 
стоимости план РЦКП (табл. 1). 
Таблица 1  
Оптимальные планы (Задача 1 и 2) 
 
Оптимальный план  
(Задача 1) 
Оптимальный план  
(Задача 2) 
Обозначение факторов Обозначение 
факторов Номер 
опыта 




1 –1 –1 –1 –1 5 –α 0 
2 +1 –1 –1 –1 10 0 0 
3 –1 +1 –1 –1 11 0 0 
4 +1 +1 –1 –1 13 0 0 
5 –1 –1 +1 –1 12 0 0 
6 +1 –1 +1 –1 9 0 0 
7 –1 +1 +1 –1 6 +α 0 
8 +1 +1 +1 –1 3 +1 –1 
9 –1 –1 –1 +1 1 –1 –1 
10 +1 –1 –1 +1 7 0 –α 
11 –1 +1 –1 +1 
12 +1 +1 –1 +1 
13 –1 –1 +1 +1 
14 +1 –1 +1 +1 
15 –1 +1 +1 +1 
16 +1 +1 +1 +1 
17 –α 0 0 0 
18 +α 0 0 0 
19 0 –α 0 0 
20 0 +α 0 0 
21 0 0 –α 0 
22 0 0 +α 0 
23 0 0 0 –α 
24 0 0 0 +α 
25 0 0 0 0 
26 0 0 0 0 
27 0 0 0 0 
28 0 0 0 0 
29 0 0 0 0 
30 0 0 0 0 
31 0 0 0 0 
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В таблице 2 приведен сравнительный анализ полученных результатов оп-
тимизации плана РЦКП различными алгоритмами. 
 
Таблица 2   
Сравнительный анализ результатов оптимизации (Задача 1) 
 











Результат, усл. ед. 134,9 135,2 136,3 226,9 135,7 
Время реализации 
эксперимента 
1161 1061,8 991,7 899 1001,7 
Ограничение по вре-
мени, мин. 
– 1100 1000 900 – 
Выигрыш 4,20 4,19 4,15 2,5 4,17 
Время решения, с 7 7 7 7 меньше 1 
Объем памяти ЭВМ, 
МБ 
140 145 145 145 14 
 
Также в работе [3] проведена оптимизация исследования процесса травле-
ния кристаллов в производстве полупроводниковых приборов (задача 2). В ре-
зультате был получен оптимальный по стоимости план проведения эксперимента. 
Кроме того оптимизация этого исследования была проведена с использованием 
алгоритма последовательного приближения. Полученный план приведен в табли-
це 1. Сравнительный анализ полученных результатов приведен в таблице 3. 
 
Таблица 3 





жения (задача 2) 







Метод ветвей  
и границ  
(задача 3) 
Результат 46,7 46,7 8556,2 8556,2 
Выигрыш 3,06 3,06 1,73 1,73 
Время реше-
ния, с 
меньше 1 меньше 1 






В работе [8] был синтезирован оптимальный по времени реализации план 
исследования работы оператора на пульте управления сложной радиоэлектрон-
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ной системы (задача 3). Синтез проводился с использованием алгоритма, реали-
зующего метод ветвей и границ. Аналогично был получен оптимальный план с 
использованием алгоритма, основанного на методе последовательного прибли-
жения (таблица 4). 
 
Таблица 4  
Оптимальный планы (Задача 3 и 5) 
 
Оптимальный план (Задача 3) Оптимальный план (Задача 5) 
Обозначение факторов Обозначение факторов Номер 
 опыта Х1 Х2 Х3 Х4 Х5=Х1Х2Х3Х4 
Номер 
 опыта Х1 Х2 Х3 Х4 Х5 
1 2 3 4 5 6 7 8 9 10 11 12 
24 0 0 0 +а 0 4 -1 -1 +1 +1 +1 
23 0 0 0 -а 0 8 +1 0 +1 +1 +1 
19 0 -а 0 0 0 13 +1 -1 +1 +1 -1 
20 0 +а 0 0 0 10 -1 0 +1 +1 -1 
21 0 0 -а 0 0 1 -1 -1 +1 -1 -1 
22 0 0 +а 0 0 11 +1 0 +1 -1 -1 
28 0 0 0 0 0 5 +1 +1 +1 -1 -1 
29 0 0 0 0 0 7 -1 +1 +1 -1 +1 
31 0 0 0 0 0 14 +1 -1 +1 -1 +1 
32 0 0 0 0 0 12 -1 -1 -1 -1 +1 
27 0 0 0 0 0 15 +1 -1 -1 +1 +1 
30 0 0 0 0 0 17 -1 -1 -1 +1 -1 
17 -а 0 0 0 0 2 -1 -1 -1 +1 -1 
18 +а 0 0 0 0 9 +1 -1 -1 -1 -1 
26 0 0 0 0 +а 6 -1 +1 -1 -1 -1 
25 0 0 0 0 -а 16 +1 +1 -1 +1 -1 
14 -1 +1 -1 -1 -1 3 -1 +1 -1 +1 +1 
15 +1 -1 -1 -1 -1 18 +1 +1 -1 -1 +1 
9 +1 +1 +1 -1 -1 
12 -1 -1 +1 -1 -1 
10 -1 +1 +1 -1 +1 
11 +1 -1 +1 -1 +1 
13 +1 +1 -1 -1 +1 
16 -1 -1 -1 -1 +1 
6 -1 +1 -1 +1 +1 
7 +1 -1 -1 +1 +1 
1 +1 +1 +1 +1 +1 
4 -1 -1 +1 +1 +1 
2 -1 +1 +1 +1 -1 
3 +1 -1 +1 +1 -1 
5 +1 +1 -1 +1 -1 
8 -1 -1 -1 +1 -1 
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В работе [7] была проведена оптимизация моделирования процесса полу-
чения пористых материалов (задача 4) с использованием программного обеспе-
чения основанного на использовании метода ветвей и границ и метода последо-
вательного приближения. Оптимизация проводилась с использованием крите-
риев 1, 2 и 5 (с различными весовыми коэффициентами). Полученные результа-
ты приведены в таблице 5. 
 
Таблица 5  
Сравнительный анализ результатов оптимизации (Задача 2) 
 
Метод ветвей и границ Метод последователь-
ного приближения Критерий 
оптимизации 
SB  tB  SB  tB  
Формула (1) 5,47 7,33 5,47 7,24 
Формула (2) 3,54 12,58 3,54 12,34 
Формула (5) при К1=1, К2=1  4,36 11,79 4,29 12 
Формула (5) при К1=2, К2=1 5,46 7,33 5,46 7,17 
Формула (5) при К1=1, К2=2 4,29 12,23 4,35 11,37 
 
В работе [6] были получены оптимальные по стоимости реализации планы 
проведения экспериментов по исследованию технологического процесса получе-
ния попкорна (задача 5). Планы были получены с использованием методов после-
довательного приближения и метода ветвей и границ. В работе [5] для этого же 
исследования были синтезированы оптимальный по критерию (5) план экспери-
мента, а также оптимальный по стоимости план с ограничением на время реализа-
ции эксперимента. Кроме того, с использованием программы, реализующей опти-
мизацию планов экспериментов методом последовательного приближения, синте-
зирован оптимальный по критерию (5) план эксперимента (табл. 4). 
В таблице 6 приведен сравнительный анализ полученных результатов оп-
тимизации плана эксперимента различными алгоритмами. 
 
Таблица 6  
Сравнительный анализ результатов оптимизации (Задача 5) 
 
Метод ветвей и границМетод последовательного 
приближения Метод 
План 1 План 2 План 3 План 1 План 2 
Результат, усл. ед. 20,6 24,65 30,81 21,36 33,45 
Время реализации эксперимент 70 60 38 78 42 
Ограничение по времени, мин. – 60 – – – 
К1 – – 1 – 1 
К2 – – 1 – 1 
Выигрыш по стоимости 3,48 2,91 2,33 3,36 2,14 
Выигрыш по времени 1,37 1,6 2,53 1,23 2,28 
Время решения, с 2 2 2 меньше 1 меньше 1 
Объем памяти ЭВМ, МБ 150 156 156 13,5 14,5 
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Выводы. Применение алгоритмов оптимизации планов экспериментов, 
основанных на методе ветвей и границ и методе последовательного приближе-
ния, позволяет значительно сократить затраты на проведение экспериментов, а 
также снизить длительность их проведение. Из таблиц 2, 3, 5, 6 видно, что ал-
горитм, основанный на методе ветвей и границ, позволяет получать несколько 
большие выигрыши, однако при этом требует существенно больших объемов 
памяти ЭВМ, а также времени на решение. Кроме того, результаты полученные 
в работах [4, 5, 7] показывают возможность применения метода ветвей и границ 
и метода последовательного приближения для двухпараметрической оптимиза-
ции планов проведения экспериментов. На основании полученных результатов 
можно дать следующие рекомендации по оптимизации планов проведения экс-
периментов. 
1. При исследовании дорогостоящих или длительных процессов целе-
сообразно проводить оптимизацию, используя алгоритмы, основанные на мето-
дах ветвей и границ и последовательного приближения, с применением крите-
риев 1 или 2 соответственно. При этом метод ветвей и границ позволяет полу-
чать большие выигрыши, однако затрачивает при этом значительно больше 
оперативной памяти компьютера и времени на оптимизацию. 
2. В случаях, когда существует ограничение на стоимость или дли-
тельность проведения эксперимента, целесообразно применять алгоритм, осно-
ванный на методе ветвей и границ, с использованием критериев 4 и 3 соответ-
ственно. Алгоритма, основанного на методе последовательного приближения, 
для этого случая не разработано. 
3. В случае, когда важно и время, и стоимость реализации экспери-
мента целесообразно применять оптимизации с использованием критерия 5. 
При этом весовые коэффициенты позволяют варьировать значимостью соот-
ветствующих параметров оптимизации. Оптимизацию можно проводить как с 
использованием метода ветвей и границ, так и с использованием метода после-
довательного приближения. 
Дальнейшие исследования будут направлены на развитие алгоритмическо-
го и программного обеспечения оптимизации планов экспериментов. 
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РАЗРАБОТКА СИСТЕМЫ АНАЛИЗА ДАННЫХ АКУСТИЧЕСКОГО 
МОНИТОРИНГА СТРУЙНОГО ИЗМЕЛЬЧЕНИЯ 
 
Проведений аналіз особливостей струменевого подрібнення. Показана можливість засто-
сування акустоемісійного методу для аналізу процесу струменевого подрібнення. Запропо-
нована система аналізу даних акустичного моніторингу струменевого подрібнення. 
Проведен анализ особенностей струйного измельчения. Показана возможность примене-
ния акустоэмиссионного метода для анализа процесса струйного измельчения. Предложена 
система анализа данных акустического мониторинга струйного измельчения.  
The analysis is conducted of features of the stream growing shallow. Possibility is shown of ap-
plication of akustoemissionnogo method for the analysis of process of the stream growing shallow. 
The system is offered of data analysis of the acoustic monitoring of the stream growing shallow. 
 
Перспективным аппаратом для осуществления тонкого помола и одновре-
менного обогащения материалов является пневмоструйная противоточная мель-
ница. Реализуемый в ней способ высокоскоростного самоизмельчения материалов 
позволяет повысить не только дисперсность получаемого продукта, но и удель-
ную производительность измельчителя, его энергонапряженность и к.п.д.  
Кроме того, появляется возможность реально использовать преимущества 
высокоскоростного избирательного измельчения многокомпонентных смесей 
материала с получением продуктов с заданными свойствами и, что немаловаж-
но, химически чистых от вредных примесей. Процессы струйного измельчения 
используют для подготовки минерального сырья в горной, химической, строи-
тельной промышленности, в производстве стекла, пластмасс, порошковой ме-
таллургии, керамики, взрывчатых веществ, твердых топлив, лекарственной 
продукции и других видов тонкодисперсных материалов. Такие мельницы 
имеют еще целый ряд преимуществ по сравнению с другими мельницами 
струйного типа: простота конструкции; относительно невысокий расход энер-
гоносителя из-за малого количества рабочих сопел; возможность работы мель-
ницы в замкнутом цикле.  
