Abstract: This paper investigates the state estimation problem for a stochastic nonlinear differential systems, driven by standard Wiener processes. A novel algorithm is proposed, based on a mixed observer-filter approach, which can be resumed in three steps: the first step makes use of a state observer for nonlinear systems, applied to the system equations disregarding the noises. The observed state constitutes the trajectory around which a Carleman approximation of the stochastic differential system is achieved. This second step allows to define an approximate representation of the system by means of a bilinear system (i.e. linear drift and multiplicative noise), for which a filtering algorithm is available from the literature, third step.Copyright@IFAC
INTRODUCTION
This work considers the filtering problem for nonlinear stochastic differential systems described by the Itô equations:
dx t = φ x t dt + g(x t )(u t dt + F dW 1 t ), x 0 =x, dy t = h(x t )dt + GdW 2 t , y 0 = 0, a.s.,
(1) defined on a probability space (Ω, F, P), where x t ∈ IR n is the state vector, y t ∈ IR q is the measured output, u t ∈ IR s is a deterministic input, dW 1 t ∈ IR s and and dW 2 t ∈ IR q are independent standard Wiener processes with respect to a family of increasing σ-algebras F t , t ≥ 0 (i.e., the components of vectors dW 1 t and dW 2 t are a set of independent standard Wiener processes). φ : IR n → IR n , g : IR n → IR n×s and h : IR n → IR q are smooth nonlinear maps. The initial statex is an F 0 -measurable random variable, independent of both dW 1 t and dW 2 t . In order to avoid singular filtering problems, see Bucy et al. [1989] , the standard assumption of nonsingular outputnoise covariance is made here, i.e. rank(GG T ) = q.
It is well known that the minimum variance state estimate requires the knowledge of the conditional probability density, whose computation, in the general nonlinear case, is a difficult infinite-dimensional problem (see, e.g., Bucy et al. [1968] , Kushner [1967] , Liptser et al. [1977] , Pardoux [1979] , Zakai [1969] ). Only in few cases the optimal filter has a finite dimension, Wong et al. [1999] . For this reason a great deal of work has been made to devise suboptimal implementable filtering algorithms (see, e.g., Di Masi et al. [1985] , Elliot et al. [1989] , Germani et al. [1987] , Ito [1996] ). In a recent paper, Germani et al. [2007] , a generalization of the classical Extended Kalman-Bucy Filter (EKBF) has been proposed, based on the Carleman approximation (see Kowalski et al. [1991] , Sastry [1999] ) of the nonlinear stochastic differential system, instead of the usual first-order approximation exploited in the EKBF. The polynomial-EKBF allows to overcome the standard-EKBF drawbacks related to its local nature, providing good results even when the initial estimation error and the disturbing noises are not small enough to allow good performances of the EKBF.
Another approach consists in considering the time discretization of the original system and then to apply suboptimal filtering procedures like the well-known Extended Kalman Filter (EKF), the most widely used algorithm in nonlinear filtering problems (see, e.g., Anderson et al. [1979] , Chui et al. [1987] , Gelb [1984] , Jazwinski [1970] ), or more recent techniques like particle filters (see Sanjeev Arulampalam et al. [2002] ), the Unscented Kalman Filter (UKF), that uses the so-called unscented transform for the state and output prediction steps in the EKF scheme (see Julier et al. [2004] ), Gaussian sum approximations (see Ito et al. [2000] ), or polynomial filters (see Carravetta et al. [1996 Carravetta et al. [ , 1997 , Germani et al. [2005] ).
In this paper a mixed observer-filter algorithm is proposed for the state estimation problem of system (1). The algorithm can be resumed in three steps: the first step makes use of a state observer for nonlinear systems, applied to the system equations disregarding the noises. In this note the observer developed in Ciccarella et al. [1993] and Dalla Mora et al. [2000] has been exploited but, in principle, any of the observers available in the literature can be used. The observer provides a state trajectory around which the Carleman approximation (second step) of a fixed degree of the stochastic differential system is achieved (see Germani et al. [2007] and references therein for more details).
The Carleman approximation provides an approximate representation of the system by means of a bilinear system (i.e. linear drift and multiplicative noise) with respect to a suitably defined extended vector, for which a filtering algorithm is available from the literature, Carravetta et al. [1997] , third step.
Preliminary results have been published in Di Ciccio et al. [2008] , where a standard EKF was applied by suitably exploiting a first-order approximation around the state estimate provided by the observer.
Numerical simulations show the effectiveness of the proposed methodology and the improvements with respect to the standard Kalman-Bucy Filter applied to the linear approximation of the stochastic nonlinear system, in terms of the error covariance matrix reduction.
A LUENBERGER-LIKE OBSERVER AS A FILTER
As anticipated in the Introduction, the building of the state observer is the first step of the proposed mixed algorithm. Ti this aimdisregard the noises affecting system (1), by setting both dW 
The chosen observer is the Luenberger-like observer for nonlinear system given by Ciccarella et al. [1993] and Dalla Mora et al. [2000] :
where Q(x) is the Jacobian of the observability map Θs(x)
defined as follows. Let L k f λ(x) denote the Lie derivative of order k ≥ 0 of the scalar function λ(x) along the vector field f (x), recursively defined as
For each j = 1, . . . , q, consider the scalar functions h j (x) = c T j x, where c T j is the j-th row vector of the output matrix C. Then, the vector function Θ sj j is defined:
is said to be an observability map in a set Ω ⊆ IR N if it is a diffeomorphism in an open set that contains or coincides with Ω. A system that admits an observability map in Ω for a givens is said to be drift-observable in Ω, since Θs(x) yields the vector containing the time derivatives of the output functions h j (x(t)) up to the order s j − 1, ad therefore the invertibility of Θs(x) guarantees the state reconstruction from the vector of output derivatives. Notice that Θs(x) is in general difficult or impossible to invert, whereas the computation of the Jacobian of the inverse function amounts to inverting the matrix Q(x). When the system (2) is drift-observable in Ω, the gain matrix K can be chosen in order to ensure the exponential convergence to zero for the observer error dynamics, under the hypothesis that the functions Θs and Θ −1 s are globally uniformly Lipschitz (see Dalla Mora et al. [2000] for details). Moreover, if a drift-observable system (2) satisfies a bounded-input bounded-state stability property in a bounded set Ω, then (4) is a semi-global observer in Ω under the milder requirement that the functions Θs and Θ −1 s are uniformly Lipschitz in Ω. The extension of the observer (4) to filter stochastic nonlinear systems (1) has equation
where
s are the columns of matrix F and
To keep the notation compact let
THE MIXED FILTERING APPROACH
Consider the displacement ψ t = x t −x o t , whose dynamics can be written as
In order to compute a polynomial Carleman approximation we extend the state space with the variables ψ [k] , where the square brackets at the exponent denote the Kronecker powers (see Carravetta et al. [1997] for a quick survey on the Kronecker algebra). The differential operator ∇
[i] ⊗ applied to a generic function f (x) : IR n → IR p is defined as follows:
with ∇ = [∂/∂x 1 · · · ∂/∂x n ] and ∇ ⊗ f the Jacobian of the vector function f (see Germani et al. [2007] for more details). The symbol ⊗ denotes the Kronecker product between matrices.
Under standard analyticity hypotheses, the nonlinear functions φ(·), g(·) and h(·) can be written according to the Taylor expansion aroundx 
Using eqs (13)- (15) we can rewrite eq. (11) as
The differential of the Kronecker power ψ
t can be written, following Germani et al. [2007] , as
where G j denotes the j-th column of G. The use of suitably defined matrices O k n , U k n , whose explicit computation is reported in the Appendix for the ease of the reader, allows to rewrite (21) as
where we have used the Taylor expansion of the vector functions g(
and
j . The following property coming from the Kronecker algebra will be used in the following: for any matrices A, B, C, D of suitable dimensions it is
where A · B denotes the standard matrix product. Then,
and, for a given vector χ ∈ IR n :
Then, according to (25) and (26), and using (16), differential d ψ
[k] t in (22) can finally be written as:
where dW 1,j t and dW 2,j t are the components of dW
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Equation (27) allows a Carleman linearization of the approximation provided by (21) to the displacement dynamics described by (11). A finite order approximation can be obtained by choosing a bound ν for the order of the Taylor expansion and by introducing an extended state
t . The corresponding approximation of (11) around trajectoryx o t is obtained by suitably neglecting the powers greater than ν and it yields the following stochastic differential system
Comparing (28)) with (27) t , i = 1, . . . , ν. The extended state Ψ t evolves according to the following differential system:
where:
Note that, the measurement equation in (1) can be written as:
By introducing the bound ν on the order of (36), we obtain the new measurement vector Y t , given by:
. It is straightforward that vector Y t is aimed to approximate the original measurement vector y t .
The Carleman approximation (29), endowed with the approximate measurement equation (37), is a bilinear system with correlated noise, whose optimal linear filter is available in the literature and will be here applied, see Carravetta et al. [1997] for more details. In order to build the filtering equations providing the estimate Ψ t , let m(t) = IE Ψ t be the mean value of Ψ t , thay obeys the equationṁ
and let µ 1,j = B 1,j m + F 1,j , µ 2,j = B 2,j m + F 2,j . We need in the first place the correlation matrix M for the state and measurement noises. Since dW 1 and dW 2 are uncorrelated we have
Let Ξ(t) = Cov(Ψ t ) denote the covariance matrix IE (Ψ t − m(t))(Ψ t − m(t)) T , that obeys the equation: 
The optimal linear estimate Ψ t of the process Ψ t is provided by
with R = GG T and P = P (t) is the error covariance matrix:
evolving according to the following equatioṅ
with P (0) = Ξ(0).
SIMULATION RESULTS
Numerical simulations are reported here in order to show the effectiveness of the proposed approach. We consider a basic mathematical model (Phillips [1996] ) that has been widely employed to describe the virus dynamics of primary HIV infection through a system of nonlinear differential equations
where x 1t is concentration of target cells, s is the constant influx rate of target cells, d v the target cell loss rate, β the target cells infection rate, x 2t the concentration of infected cells, δ their loss rate, x 3t the serum viral concentration, p the viral production rate and c the viral clearance rate. With a realistic choice of parameters and for δ large enough the model predicts that the viral load reaches steady state through damped oscillations. With respect to the original deterministic model we have added a noise term on x 1t and on the measurement equation. The resulting system satisfies the strong relative degree hypothesis.
The resulsts have been obtained simulating the system (45) in the time interval [0, 100] according to the EuleroMaruyama method (Higham [2001] ) with integration step dt = 10 −2 . The parameters were set at s = 10 2 , d v = 10 −3 , δ = 1, β = 1.3 · 10 −6 p = 10 3 , and c = 3. The initial state was set at x T 0 = [5 · 10 3 , 5 · 10 −1 , 1.4 · 10 2 ]. We have compared the performance of the observer and of the mixed filter with ν = 2 (quadratic), with respect to the standard Extended Kalman Bucy Filter by using the mean of the squared relative estimation error (MSRE) defined as
The MSRE for the observer alone (µ o ), the mixed filter (µ f ) and the reference EKBF filter (µ K ) averaged over 100 simulation runs are reported in Table 1 for a few choices 
7 ± 5.6 · 10 −6 3.1 ± 0.9 · 10 −6 2.2 ± 0.1 · 10 −3 0.2 1.2 2.4 ± 1.5 · 10 −4 9.4 ± 2.8 · 10 −5 4.6 ± 0.4 · 10 −3 0.5 0.2 9.1 ± 6.4 · 10 −6 4.7 ± 1.2 · 10 −6 1.1 ± 0.1 · 10 −2 0.5 2.0 6.2 ± 3.2 · 10 −4 2.6 ± 0.8 · 10 −4 2.4 ± 0.2 · 10 −2 1.0 0.2 1.3 ± 0.8 · 10 −5 8.1 ± 1.6 · 10 −6 4.2 ± 0.2 · 10 −2 1.0 2.0 6.3 ± 3.3 · 10 −4 2.8 ± 0.8 · 10 −4 7.1 ± 0.4 · 10 −2 A comparison of MSRE at F = 1 and 0.2 ≤ G ≤ 2 is shown in Fig. 1 . It may be noticed the improvement of the filter with respect to the observer alone and that the MSRE is consistently reduced by a factor 10 2 with respect to the EKBF.
CONCLUSIONS
In this paper a mixed observer-filter algorithm is proposed for the state estimation problem of a stochastic differential equations system. The observer provides a state trajectory around which the Carleman approximation of a fixed degree of the stochastic differential system is achieved. The Carleman approximation provides an approximate representation of the system by means of a bilinear system with respect to a suitably defined extended vector, for which the optimal linear filtering algorithm is available from the literature. Simulations show that this mixed filter can outperform a standard EKBF filter in the whole range of noise amplitudes. Stochastic systems where the state-noise is markedly non-gaussian are another case in which the proposed approach may provide good results. Future work will be focused on deriving theoretical results concerning the applicability and performance of the mixed approach. A first step in this direction will be to derive a boundness result for the estimation error of the high-gain observer.
APPENDIX
Given a pair of integer (a, b), the symbol C a,b denotes a orthonormal commutation matrix in {0, 1} ab×ab such that, given any two matrices A ∈ IR ra×ca and B ∈ IR 
with the initial value U 1 n = I n . From the definition it follows that U 2 n (I n ⊗ Ψ) = I n ⊗ Ψ + Ψ ⊗ I n . Lemma 1 For any x ∈ IR n the following identities hold:
