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Abstract. Within the diagrammatic real time approach [10, 14], the current across
a quantum dot which is tunnel coupled to two leads at different chemical potentials
is calculated by the use of two objects referred to as kernels. The stationary reduced
density matrix of the quantum dot is determined by the use of the density matrix kernel,
while the current kernel is used in a second step to determine the stationary current
across the dot. If the tunneling Hamiltonian is multiplied by a coupling parameter
“w“, then everything, including the kernels, the stationary density matrix as well as
the stationary current, can be viewed as a function of w. In the time space, and
at every single and fixed time t, the kernels have the clear structure of a convergent
power series in w. Refer to the coefficients of these power series as the orders of the
kernels. It is intuitive to truncate the kernels at some finite order and to perform
remaining calculations by the use of the corresponding approximate kernels. However,
the quantities which actually appear in the calculations are not the kernels as a function
of time but rather their Laplace transforms, and here only in the limit λ → 0. The
statement that even in this limit the structure of a convergent power series in the
coupling parameter is still conserved is shown in the text. The statement that the
stationary density matrix and current are still analytic in the coupling parameter is
shown, assuming the quantum dot is the single impurity Anderson model (SIAM).
Finally, results for the kernels up to sixth order, neglecting the doubly occupied state
and assuming equal energies E↑ = E↓, are presented and discussed. In case the
degenerate level lies below the Fermi level, a zero bias resonance, getting more and
more pronounced with decreasing temperature, is expected.
PACS numbers: 73.63.-b
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perturbation theory 2
1. Introduction
The SIAM quantum dot [3] is a quantum dot with only four possible states: It can
be empty (state 0), occupied by an electron with spin σ (state σ) or be in the doubly
occupied state 2, i.e., filled with two electrons of opposite spin. If the quantum dot
is tunnel coupled to contacts at different chemical potentials, then a current can flow
between them. Within the diagrammatic real time approach [10, 14] it is given by the
equation
I = Tr {Kc(λ = 0)ρ} , (1)
where Kc is the current kernel and ρ is the stationary reduced density matrix [2] of the
dot. The latter contains information about the stationary probabilities of finding the
dot in the possible states. The current kernel is originally obtained as a function of
time. The object of Eq. (1) is the Laplace transform of this function of time. The map
(...)(t) 7→
∫ ∞
0
dt(...)(t)e−λt (2)
is applied to Kc(t), where λ is a positive number, and the limit λ→ 0 is taken.
The stationary reduced density matrix is determined by solving the quantum master
equation in the stationary limit:
0 =
i
~
[ρ,H] +K(λ = 0)ρ. (3)
The operator H is the Hamiltonian of the isolated dot. It is diagonal in the introduced
states of the quantum dot: H(a) = Eaa, where Ea is the eigenenergy of the state
a = 0, σ, 2. The object K(λ = 0) is the density matrix kernel; its structure is analogous
to that of the current kernel and, at first, it is obtained as a function of the time;
application of the Laplace transform to K(t) and the limit λ→ 0 yield K(λ = 0).
A possible approach to the problem of determining the current is perturbation
theory: Introduce a coupling parameter which expresses the strength of the tunneling
coupling and consider the kernels and finally the current I(w) as a function of this
parameter. Calculate the Taylor series of I(w) in w = 0 up to an order z as high as
possible. The resulting polynomial I(z)(w) of degree z can be expected to be a good
approximation for I(w) in the case of small values of w. Since the current is calculated
via the kernels, it is natural to try to obtain the Taylor series of the current by calculation
of the Taylor expansions of the kernels. Indeed, the kernels are analytic in the coupling
parameter w around w = 0, and the Taylor expansion of the current is obtained from
the corresponding expansions of the kernels.
The same basic theory has been applied in Ref. [9] in a non-perturbative way. All
contributions to the kernels can be represented by diagrams. Although diagrams of all
orders have been calculated, the summation remained incomplete, since only diagrams
within a selection called the dressed second order (DSO) were taken into account. The
diagram selection has also been discussed in Ref. [11, 12]. Moreover, and much earlier,
e.g. in Ref. [10], another diagram selection called the resonant tunneling approximation
(RTA) has been used. All DSO diagrams are contained in the RTA selection.
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2. Hamiltonian
The Hamilton operator of the SIAM quantum dot can be written as
H = Ud
†
↑d↑d
†
↓d↓ +
∑
σ
σd
†
σdσ, (4)
where d†σ (dσ) is the creation (annihilation) operator of the one electron level with spin
σ. The operator acts on the four dimensional complex vector space spanned by the
subsets of the set of the two one electron levels, {↑, ↓}, referred to as 0, σ, and 2. The
eigenvalues of H are E0 = 0, Eσ = σ, E2 = U +
∑
σ σ.
The contribution of the contacts to the total Hamiltonian is assumed to be given
by
HR =
∑
lσk
εlσkc
†
lσkclσk.
This is the usual choice of the Hamiltonian of the leads. The electrons in the leads are
assumed to be noninteracting, Ref. [1].
Finally, there is the tunneling Hamiltonian, which expresses the possibility that
electrons can tunnel from the leads to the quantum dot or vice versa [4]. The
conventional tunneling Hamiltonian is:
HT =
∑
lσk
Tlkσd
†
σclkσ + h. c. (hermitian conjugate), (5)
where c†lkσ (clkσ) is the creation- (annihilation) operator of the electron level in the lead
l with wave vector k and spin σ. For simplicity, I will assume that the coefficients Tlkσ
of the tunneling Hamiltonian are independent of spin, Tlkσ = Tlk.
3. Taylor expansion of the kernels
3.1. The kernels in the time space
The kernels are obtained by taking the sum of all diagrams, the diagrammatic series is
infinite. A possible way of writing down the density matrix kernel in the Laplace space
is explained in Ref. [6]. It is derived from the conventional diagrammatic language (e.g.
Ref. [14]) by grouping the diagrams according to their topology [11]. For any linear
operator x acting on the vector space spanned by the quantum dot states one obtains:
∫ t
0
K(t′)dt′x = 1/~
∞∑
n=1
2n∑
k=0
∑
β0,...,βk,αk,...α2n
∑
l1σ1,...,lnσn∑
(p,q)
∑
J: consistent with (p,q)
(−1)(n+k)sign(p, q) |β0 >< α2n| < βk|x|αk >
perturbation theory 4
∫
dk1Zl1 . . .
∫
dknZln
∏
i:pi<qi≤k
f
(vpi )
li
(εliσiki) < βpi−1|D(vpi )liσiki|βpi >< βqi−1 |D
(−vpi )
liσiki
|βqi >∏
i:k+1≤pi<qi
f
(vpi )
li
(εliσiki) < αpi−1|D(vpi )liσiki|αpi >< αqi−1|D
(−vpi )
liσiki
|αqi >∏
i:pi≤k,k+1≤qi
f
(−vpi )
li
(εliσiki) < βpi−1 |D(vpi )liσiki |βpi >< αqi−1|D
(−vpi )
liσiki
|αqi >
∫ ∫
. . .
∫
τ1+τ2+...+τ2n−1≤ t~
2n−1∏
j=1
exp
−iτj
∆Ej + ∑
i:pi∈J˜(j),qi 6∈J˜(j)
vpiεlikiσi −
∑
i:pi 6∈J˜(j),qi∈J˜(j)
vpiεlikiσi
 .
The meaning of the appearing objects is defined in Ref. [6], but I briefly recall
the terminology here, and included Fig. 1: 2n is the order of the diagram, n the
number of its tunneling lines; k is the number of quantum dot states appearing on
the left-hand side of the diagram; the βi, αi are arbitrary quantum dot states; I used
the bra-ket notation. li, σi is the lead- and the spin index of the i-th tunneling line;
(p, q) is a set of n pairs of numbers between one and 2n and ”is” the set of the
tunneling lines; always pi < qi. J is an increasing sequence of intervals of integers
J(1) ⊂ J(2) . . . ⊂ J(2n − 1) ⊂ {0, 1, . . . , 2n} and defines the time ordering of the
diagram; J˜(j) := J(j) \ minJ(j). The pair formations (p, q) originate from Wick’s
theorem [3] and are required to be consistent with the sequence J of intervals in such
a way that the diagram is irreducible: For every j ∈ {1, . . . , 2n− 1} there must be at
least one i ∈ {1, . . . , n} such that pi ∈ J˜(j), qi /∈ J˜(j) or vice versa. This condition
becomes graphically manifest in the property of Fig. 1 that for any horizontal square
bracket representing one of the intervals J(j) there is at least one tunneling line which
leaves the region enclosed by the square bracket.
ki is the wave vector of the electron level attached to the tunneling line i, Zli
the number of allowed wave vecors per volume in the first Brillouin zone of lead li.
The integrations go over these. By f
(±)
l the Fermi-Dirac distribution/ one minus the
Fermi-Dirac distribution of lead l is denoted. The operators Dlσk := T
∗
lkdσ contain the
tunneling coupling; the integral with respect to the time is performed over the set{
(τ1, . . . , τ2n−1) : τi ≥ 0, τ1 + . . .+ τ2n−1 ≤ t~
}
which has the size (t/~)
2n−1
(2n−1)! ; the vpi are signs which one can assign to the chosen sequence
of quantum dot states, depending on their particle numbers. The τj are the lengths of
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Figure 1. An example of a fourth-order diagram, written in the conventional
(above) and an alternative (below) form. 2n = 4 in this diagram, moreover,
k = 2; the pairs (pi, qi) appear in the lower version of the diagram as pairs
of horizontal lines, i.e., pairs of numbers between 1 and 4 once these are
counted from the left to the right. The pairs in the example are (1, 4), (2, 3).
The sequence of intervals is given by J(1) = {2, 3} , J(2) = {2, 3, 4} , J(3) =
{1, 2, 3, 4}. The pair formation and the sequence of intervals are consistent in
the sense that the diagram is irreducible.
time intervals between subsequent tunneling events. They are multiplied with the energy
differences of the states with respect to which the total density matrix is off-diagonal
during these intervals; εlkσ is the energy of the one electron level in lead l and wave
vector k; ∆Ej = EβminJ(j) − EαmaxJ(j) .
Because the SIAM has only the quantum dot states 0, ↑, ↓, and 2, the expressions
containing the matrix elements of the annihilation operators of the quantum dot can,
as far as they are not zero, always be written as
f
(vpi )
li
(εliσiki) < αpi−1|D(vpi )liσiki|αpi >< αqi−1|D
(−vpi )
liσiki
|αqi >=
±f (vpi )li (εliki) |Tliki|2 .
For simplicity εlkσ = εlk is assumed. Next, the integration with respect to the wave
vector is replaced by an integration with respect to the electron energy, as sketched in
Ref. [1]. This yields coupling functions αl(ε) which describe the energy dependence of
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the tunnel coupling. Upon introducing α±l (ε) := f
(±)
l (ε)αl(ε), the part of the diagram
beginning with the integration over the Brillouin zones can be rewritten as
±
∫
dε1 . . .
∫
dεn
∏
i:pi<qi≤k
α
(vpi )
li
(εi)
∏
i:k+1≤pi<qi
α
(vpi )
li
(εi)
∏
i:pi≤k,k+1≤qi
α
(−vpi )
li
(εi)
∫ ∫
. . .
∫
τ1+τ2+...+τ2n−1≤ t~
2n−1∏
j=1
exp
−iτj
∆Ej + ∑
i:pi∈J˜(j),qi 6∈J˜(j)
vpiεi −
∑
i:pi 6∈J˜(j),qi∈J˜(j)
vpiεi
 . (6)
In the exponent, the sums with respect to j and i can be swapped; the integration
with respect to the times can be swapped with the energy integrals, one obtains then
Fourier transforms. To realize this plan I subdivide the set of the tunneling lines into
four subsets of {1, ..., n}:
I1 := {i : pi ≥ k + 1} ,
I2 :=
{
i : ∃j such that pi ∈ J˜(j), qi 6∈ J˜(j) and: pi ≤ k, qi ≥ k + 1
}
,
I3 := {i : qi ≤ k} ,
I4 :=
{
i : ∃j such that pi 6∈ J˜(j), qi ∈ J˜(j) and: pi ≤ k, qi ≥ k + 1
}
.
{1, . . . , n} is the disjoint union of I1, I2, I3, and I4. The expression (6) reads in
terms of Fourier transforms:
±
∫ ∫
. . .
∫
τ1+τ2+...+τ2n−1≤ t~
exp
(
−i
2n−1∑
j=1
τj∆Ej
)
(7)
∏
i:i∈I1
F
(
α
(vpi )
li
)vpi ∑
j:pi∈J˜(j),qi 6∈J˜(j)
τj

∏
i:i∈I2
F
(
α
(−vpi )
li
)vpi ∑
j:pi∈J˜(j),qi 6∈J˜(j)
τj

∏
i:i∈I3
F
(
α
(vpi )
li
)−vpi ∑
j:pi 6∈J˜(j),qi∈J˜(j)
τj

∏
i:i∈I4
F
(
α
(−vpi )
li
)−vpi ∑
j:pi 6∈J˜(j),qi∈J˜(j)
τj
 .
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3.2. Expansion of the transform K(λ = 0)
In the time space, the kernels have the diagrammatic expansion
K(t, w) =
∞∑
n=1
w2nK
(2n)
w=1(t),
where w is the coupling parameter and K(2n) is the contribution of the diagrams of order
2n. The task is to prove that the expansion survives the transformation to the Laplace
space (2), even in the limit λ→ 0. To this end, I must show that for sufficiently small
values of w,i.e., for w < w0, where w0 > 0, the series of integrals
∞∑
n=1
w2n
∫ ∞
0
dt
∣∣∣K(2n)w=1(t)∣∣∣
is finite.
Hence, back to the time integral, expression (7): The integral with respect to
the τ -s can be calculated by fixing a time τ ′ between zero and the upper bound, t/~,
performing the integration over the set where the sum of the τj-s equals this time, and
then integrating with respect to τ ′. In this way, the integrated kernel is expressed by
its time derivative. Moreover, the appearing Fourier transforms are bounded by an
exponential decay: |F(. . .)(τ)| ≤ a(w) exp(−c|τ |) = w2aw=1 exp(−c|τ |); this is the case
at least if one makes a simple assumption about the coupling function, for example
Lorentzian shape. In an appendix I shall show why this is the case. Making use of this
inequality and with the definition
Nj := number of elements of
{
i : pi ∈ J˜(j), qi 6∈ J˜(j) or vice versa
}
one obtains the estimate
w2n
∣∣∣K(2n)w=1(t)∣∣∣ ≤ 1/~ w2n 2n∑
k=0
∑
β0,...,βk,αk,...α2n
∑
l1σ1,...,lnσn∑
(p,q)
∑
J: consistent with (p,q)
an
1
~
1√
2n− 1
∫
τ1+...+τ2n−1=t/~
exp
(
−c
∑
j
τjNj
)
.
The notation aw=1 =: a was used. So far, I chose first an arbitrary pair formation (p, q)
and then summed over all time orderings J which are consistent with the pair formation
in the sense of irreducibility. These two sums can be swapped. Taking the integral of
the right hand side over the positive time axis, one obtains:
w2n
∫ ∞
0
dt
∣∣∣K(2n)w=1(t)∣∣∣ ≤ 1/~ w2nanc2n−1
2n∑
k=0
∑
β0,...,βk,αk,...α2n
∑
l1σ1,...,lnσn∑
J
∑
(p,q): irreducible in J
perturbation theory 8
2n−1∏
j=1
1
Nj
. (8)
3.3. Combinatorial intermezzo
Now, an estimate for the summand∑
(p,q): irreducible in J
2n−1∏
j=1
1
Nj
. (9)
is required.
The objects which define a single contribution to this sum are an increasing
sequence of intervals of integers J˜ , which may alternatively be viewed as an ordering
of the numbers 1, 2, ...2n, and a pair formation which is irreducible in J˜ . For any
j ∈ {1, . . . , 2n− 1}, Nj is the number of pairs which are separated by the set J˜(j), i.e.,
Nj is the number of i-s in {1, . . . , n} with the property that pi ∈ J˜(j), qi /∈ J˜(j), or
pi /∈ J˜(j), qi ∈ J˜(j). Without loss of generality I can assume that the ordering J˜ is just
given by the natural way of counting. The sum (9) does not depend on J˜ . One can
view Nj = N(p, q)j as a map
N(p, q) : {1, . . . , 2n− 1} → {1, 2, . . .}
with the property that, with every step, the value of the function changes by ±1 and
that N(p, q)(2n− 1) = N(p, q)(1) = 1. The sum (9) can be rewritten as∑
(p,q): irreducible
function(N(p, q)) =
∑
N
∑
(p,q):N(p,q)=N
function(N).
With this I express that there are in general different irreducible pair formations
(p, q), (p′, q′) with N(p, q) = N(p′, q′). One can take the sum over all irreducible pair
formations by first fixing a map N , summing over all (p, q) with N(p, q) = N , and finally
taking the sum with respect to N . All information about N is contained in the subset
S+ := {1} ∪ {j : N(j) > N(j − 1)} .
There are 22n subsets of {1, . . . , 2n}, and, as a consequence, less than 22n ways of
choosing the map N .
Now, I want to fix the map N and think about∑
(p,q):N(p,q)=N
function(N) =
2n−1∏
j=1
1
N(j)
∑
(p,q):N(p,q)=N
1.
Define S− := {1, . . . , 2n} \ S+. For sure,
{1, . . . , 2n} = S+ ∪ S−.
I imagine that the numbers 1, . . . , 2n are listed in the natural order from the left to the
right. If the pair formation (p, q) has the property N(p, q) = N , then the partner of
a number l in S+ can always be found to the right of l, the partner of a number l′ in
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S− can always be found to the left of l′. Thus, the number of possibilities to choose a
partner for l′ ∈ S− is always bounded by the number of those elements of S+ which
can be found to the left of l′. I refer to this number as Z+(l′). Going through the
elements of S− from the left to the right, one notices that, for the first element l1, one
has really Z+(l1) possibilities to choose a partner, for the second element, however, only
Z+(l2)− 1, for the third Z+(l3)− 2, and so on. One finds that the number of different
pair formations with N(p, q) = N is
n∏
i=1
(
Z+(li)− (i− 1)
)
=
n−1∏
i=1
(N(li) + 1) .
For the last equality, I used the characterization N(j) = |S+ ∩ {1, . . . , j}| −
|S− ∩ {1, . . . , j}| of the map N . One obtains:∑
(p,q):N(p,q)=N
function(N) =
2n−1∏
j=1
1
N(j)
·
n−1∏
i=1
(N(li) + 1)
≤
n−1∏
i=1
N(li) + 1
N(li)
≤ 2n−1.
The result of the combinatorial intermezzo can be summarized by the estimate∑
(p,q): irreducible in J
2n−1∏
j=1
1
Nj
≤ 23n.
3.4. Back to the expansion of the transform K(λ = 0)
This intermediate result can now be inserted into the inequality (8). For a fixed value
of k, the number of different time orderings J is bounded by 22n−1, since, every time
the interval is enlarged, there are at most two possibilities for this (towards the left
or, alternatively, towards the right). The sums with respect to the spins and the lead
indices as well as the sum with respect to the quantum dot states can be estimated
in an elementary way, just by the number of possible choices. Finally, the number of
possibilities to choose k is 2n+ 1. One arrives at an inequality of the form
w2n
∫ ∞
0
dt
∣∣∣K(2n)w=1(t)∣∣∣ ≤ const′ constnw2n,
with const, const′ > 0, independent of n. One can conclude that K(λ = 0, w) is given
by a power series in w2 with positive radius of convergence. The coefficients are indeed
K(2n)(λ = 0). The treatment of the current kernel is analogous. The combinatorial
intermezzo was necessary, since a crude estimate by the number of irreducible pair
formations would have induced the presence of factorials. This causes problems, while
the emergence of powers of some constant does not.
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4. From the kernels to the current
4.1. Representation of the current in terms of the kernels
It was shown that for w < w0:
K(c)(w) = w
2K
(2)
(c) + w
4K
(4)
(c) + . . . .
Kc denotes the current kernel, while K is the density matrix kernel. From the recursive
definitions of the kernels [7], it can be concluded on a general level (not only for the
SIAM):
• x a hermitian operator on the quantum dot space ⇒ K(2n)x hermitian;
• for any x: Tr (K(2n)x) = 0;
• for any hermitian x: Tr
(
K
(2n)
c (x)
)
real.
For the perfectly conventional SIAM considered in this text, the fact that in every single
diagram the overall amount of spin added or subtracted on each of the two contours
is equal on the two contours implies that any matrix of the form |a >< a| (with
a = 0, ↑, ↓, 2) is mapped by every single order of the kernels to a linear combination
of these four operators. Hence, the density matrix kernel and all of its orders can be
viewed as maps
K(2n) : V → V,
where V is defined as the four dimensional real vector space spanned by the operators
|a >< a|. Their image is always contained in the three dimensional linear subspace
U ⊂ V of the operators with vanishing trace. It is technically useful to introduce the
operator
L(w) :=
1
w2
K(w).
The quantum master equation in the stationary limit can be written as
L(w)ρ(w) = 0.
The stationary reduced density matrix of the quantum dot, ”ρ(w)”, is obtained from
this equation.
Since the image of L(w) has dimension three or less, the equation has a solution.
L(0) is given exclusively by the second order diagrams and, in the basis v1 := |0 ><
0|, v2 := | ↑><↑ |, v3 := | ↓><↓ |, v4 := |2 >< 2|, it can be written as the matrix:
L(0) =
2pi
~

. . . α−(E↑0) α−(E↓0) 0
α+(E↑0) . . . 0 α−(E2↑)
α+(E↓0) 0 . . . α−(E2↓)
0 α+(E2↑) α+(E2↓) . . .
 .
I used the notation Eab = Ea − Eb for arbitrary quantum dot states a, b = 0, ↑, ↓, 2,
where the energies Ea are the eigenenergies of the Hamiltonian of the isolated quantum
dot, Eq. 4.
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L(0)v1, L(0)v2, L(0)v3 and v4 are linearly independent. Only the assumption that
α+(E↑0) etc. are strictly positive is needed for this. Let End(V ) be the vector space of
the endomorphisms of V (the linear maps V → V ). Use the map
φ : End(V )→ End(V ),
φ(E)
(
4∑
i=1
λivi
)
=
3∑
i=1
λiE(vi) + λ4v4.
φ(L(0)) is invertible, φ is smooth. The set of the invertible endomorphisms, {det 6= 0},
is topologically open in End(V ). Hence, there is r > 0 such, that for all
E ∈ Br(L(0)) := {E ′ ∈ End(V ) : |E ′ − L(0)| < r}
still φ(E) ∈ {det 6= 0}. ( All norms on End(V ) are equivalent, since it is a space of
finite dimension.) This allows me to define
F : Br(L(0))→ V,
F (E) := [inverse(φ(E)) Ev4]− v4.
For sufficiently small values of w, one finds L(w) ∈ Br(L(0)). Then, necessarily,
the three operators L(w)vi, i = 1, 2, 3, are linearly independent and L(w)v4 is a linear
combination of those three:
L(w)v4 =
3∑
i=1
xiL(w)vi.
This implies that
F (L(w)) =
3∑
i=1
xivi − v4, ⇒ L(w) [F (L(w))] = 0.
The result obtained so far is that for, say, w < w0, the space of the solutions to the
quantum master equation in the stationary limit,
L(w)ρ(w) = 0,
is spanned by F (L(w)), the dimension is one. The equation L(0)ρ(0) = 0 is solvable with
an operator ρ(0) with trace one. This implies that Tr {F (L(0))} 6= 0. The composition
of maps
Tr ◦ F
is smooth, and so one can conclude that there is r′ ≤ r such, that
for all E ∈ Br′(L(0)) : Tr(F (E)) 6= 0.
As a consequence, the map
f : Br′(L(0))→ V,
E 7→ F (E)
Tr(F (E))
(10)
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is still smooth. For w < w′0, with fixed w
′
0 ≤ w0, one obtains that L(w) ∈ Br′(L(0)) and
ρ(w) = f(L(w)).
The equation for the current I(w) reads:
I(w) = Tr Kc(w) [f(L(w))] . (11)
4.2. Taylor series of I(w) in w = 0
The above representation of the current in terms of the kernels shows that it is a smooth
function of w. It has a well-defined Taylor series in w = 0; the coefficients ck of this
power series are given by the derivatives of the current with respect to w in w = 0:
ck =
1
k!
I(k)(w = 0).
(All odd derivatives vanish, since the current is also a smooth function of w2; this is not
relevant for the following arguments.) The ck can alternatively be defined recursively
without taking derivatives:
c0 := I(w = 0),
p0(w) := c0,
ck+1 := lim
w→0
(I − pk)(w)
wk+1
,
pk+1(w) := pk(w) + ck+1w
k+1.
This representation is equivalent to the definition by derivatives of I(w).
4.3. Replacing the kernels
Perturbation theory is applied [11] by truncating the expansions of the kernels at a finite
order. Upon defining
K¯(c)(w) := w
2K
(2)
(c) + . . .+ w
2nK
(2n)
(c) ,
the density matrix “ρ¯(w)” is determined by the equation
K¯(w)ρ¯(w) = 0,
and the current I¯(w) by
I¯(w) = Tr
(
K¯c(w)ρ¯(w)
)
.
In the same way as done for the exact current (11), this can be expressed in terms of
the kernels as
I¯(w) = Tr K¯c(w)
[
f(L¯(w))
]
for w ≤ w′′0 ,
where I used L¯(w) := 1
w2
K¯(w).
For sufficiently small values of w, both L(w) and L¯(w) can be assumed to be
contained in B r′
2
(L(0)), and hence:
f [L(w)] = f
[
L¯(w) + w2nb(w)
]
= f
[
L¯(w)
]
+ w2nB(w),
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where b(w), B(w) denote bounded functions: f is smooth on Br′(L(0)) and thus the
derivative of f is bounded on B r′
2
(L(0)). Moreover, the estimate
|f(x)− f(y)| ≤ |x− y| sup
{
|f ′(z)| : z ∈ B r′
2
(L(0))
}
for x, y ∈ B r′
2
(L(0))
can be used.
Analogously, the current kernel can be written as
Kc(w) = K¯c(w) + w
2n+2bc(w) with bounded bc(w).
In summary:
I(w) = I¯(w) + w2n+2bI(w) with bounded bI(w).
Inserting this expression for I(w) into the recursive definition of the coefficients of the
Taylor series of I(w), it is seen that the coefficients c0, . . . , c2n equal the corresponding
coefficients of the Taylor series of I¯(w).
5. Direct calculation of diagrams
Results for the kernels up to sixth order in the tunneling coupling, neglecting double
occupancy, are presented in the final section of this text. Hence, the purpose of the
present section is to provide a background in principle sufficient for the calculation of
the appearing diagrams.
Notation:
• For any function f with domain R define the mirrored map Sf of f by
(Sf)(x) := f(−x).
• For any function f with domain R and x0 ∈ R define the the translation Tx0f of f
by x0 as the map
(Tx0f)(x) := f(x− x0).
• For a smooth and quadratically integrable function f : R → C denote the Hilbert
transform of f by
Hf(x) :=
1
pi
∫ ∞
0
dω
f(x+ ω)− f(x− ω)
ω
.
• For x0 ∈ R and a smooth function f : R→ C define the map δx0f : R→ C as the
continuous continuation to R of the function
(δx0f)(x) :=
f(x)− f(x0)
x− x0 .
In particular, let δ := δ0. Note that
δx0 = Tx0δT−x0 .
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• For (measurable and) quadratically integrable functions f, g : R → C define the
convolution f ∗ g of f with g by
(f ∗ g)(x) :=
∫
R
dy f(y)g(y − x).
• For η > 0 and, for example, quadratically integrable f : R → C let the transform
tηf of f be defined as
tηf := f ∗ lη
with lη the lorentzian
lη(x) :=
1
pi
η
η2 + x2
.
Remark:
The convolution of f with g in x can also be written as the scalar product of quadratically
integrable functions of f ∗ (let the asterisk denote the complex conjugate) and Txg.
Hence, it is well-defined. The Fourier transform conserves the scalar product of
quadratically integrable functions (Plancherel). Morover, the relation
FTxg = µx(Fg)
with µx the factor
µx(y) := e
−ixy
holds. As a consequence, the convolution of two quadratically integrable functions is
always continuous.
Lemma (dualism of spaces):
Define the space of functions L as the set of all measurable functions f : R→ C which
decay exponentially. The latter property be defined by the condition that there are
a, b > 0 such, that for all x ∈ R:
|f(x)| ≤ ae−b|x|.
On the other hand, define the space of functions R as the set of all Fourier transforms
of functions in L, where the terminology
(Ff)(x) :=
∫
R
dy f(y)e−ixy
is used. Examples of elements in L are, for arbitrary η > 0,
dη(t) := e
−η|t| and rη(t) := dη(t)sign(t),
corresponding examples of elements in R are then
Fdη = 2pilη and (Frη)(x) = −2i x
η2 + x2
= 2pii(Hlη)(x).
In this particular example, the action of the Hilbert transform H on a function in R has,
up to a factor, the same effect as the multiplication with the sign of the corresponding
perturbation theory 15
exponentially decaying function. This is true in general, e.g. Ref. [15]. Nevertheless, it
makes sense to verify the equality of maps in the present situation.
All functions in R are analytic and quadratically integrable. Moreover, it is clear
from the definition of the spaces that they are copies of each other, as far as the zero-set
equivalence is applied in L, the isomorphism is the Fourier transform. I shall refer to
the inverse of the Fourier transform by F−1. It can be quickly verified that product and
convolution of two functions in L are functions in L. The same holds true for functions
in R:
Statement 1: If f, g ∈ R, then
(1a) fg = F [(F−1f) ∗ (SF−1g)] ∈ R,
(1b) f ∗ g = 2pi F [(F−1f)(SF−1g)] ∈ R.
As a consequence, every function f ∈ R has the form f = tηf˜ with η > 0, f˜ ∈ R.
Statement 2: The Hilbert transform H is an endomorphism of R, and the
corresponding endomorphism of L is given by the multiplication with the sign and
−i, (F−1HF) (f)(t) = −i sign(t)f(t).
One consequence of this equality together with the isometry of the Fourier transform
is that the Hilbert transform, too, is isometric with respect to the scalar product of
quadratically integrable functions.
Statement 3: The maps δx0 = Tx0δT−x0 , x0 ∈ R, are endomorphisms of R. In
particular, the endomorphism F−1δF of exponentially decaying functions is given by
(F−1δF)(α)(x0) = − i
∫ ∞
x0
dxα(x) for x0 > 0,
(F−1δF)(α)(x0) = i
∫ x0
−∞
dxα(x) for x0 < 0.
Proof of statement 1:
Statement (1a) is verified easily by the convolution theorem for Fourier transforms. In
order to show statement (1b), let
α := F−1f,
β := F−1g.
Define
Gε(x) :=
1
ε
√
pi
e−(x/ε)
2
,
choose a sequence εn → 0 (n→∞), let
αn := α ∗Gεn ,
βn := β ∗Gεn ,
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and
fn := Fαn = fγn,
gn := Fβn = gγn
with γn(x) = exp
(−1
4
(εnx)
2
)
. For every single x ∈ R, the equation
f ∗ g(x) = lim
n→∞
fn ∗ gn(x) (12)
holds (Lebesgue). On the other hand, fn ∗ gn is integrable and quadratically integrable,
and hence
fn ∗ gn = 2pi F(αnSβn) ∈ R.
For any x ∈ R the following equation holds:
fn ∗ gn(x) = 2pi
∫
R
dy e−ixyαn(y)βn(−y). (13)
Now, note that
fn = fγn → f,
gn = gγn → g
in || ||2, the norm of the quadratically integrable functions. The isometry of the Fourier
transformation implies that also
αn → α,
βn → β
in this norm. As a consequence, the product
αnSβn → αSβ (n→∞)
in the norm || ||1 of the integrable functions. This implies the following convergence
of the right hand side of Eq. (13):
2pi
∫
R
dy e−ixyαn(y)βn(−y) → 2pi F(αSβ)(x) (n→∞).
With Eq. (12) and the definition of α, β follows
f ∗ g(x) = 2pi F((F−1f)(SF−1g))(x),
and thus the statement (1b).
Proof of statements 2,3:
Let g = Fβ be an arbitrary function in R. Consider the image of g under the Hilbert
transform H as well as under δ, and consider also F−1Hg = F−1HFβ as well as
F−1δg = F−1δFβ.
To this end, write
g = tηf = f ∗ lη
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with η > 0, f ∈ R. Then,
Hg = − f ∗ (Hlη) ∈ R,
δg =
1
−2i {(flη) ∗ Frη + (f(Frη)) ∗ lη} ∈ R.
Moreover, according to statement (1b):
β := F−1g = dη F−1f,
F−1HF β = − i rη F−1f = −i sign β.
Finally, with statements (1a) and (1b):
(F−1δF)β = −idη
2
{
sign
(
(F−1f) ∗ dη
)
+ (F−1f) ∗ (dηsign)
}
.
For x0 > 0 one obtains:{
(F−1δF)β} (x0) = − ie−ηx0 ∫ ∞
x0
dx (F−1f)(x)e−η(x−x0)
= − i
∫ ∞
x0
dxβ(x),
the case x0 < 0 is analogous.
Lemma (extension of the Hilbert transform):
Let g ∈ R, ε1, . . . , εN ∈ R, g = tηf with η > 0, f ∈ R. Then the limit
(Hextg) (ε1, . . . , εN) := lim
λN→0+
. . . lim
λ1→0+∫
R
dω g(ω)
1
λ1 + i(ω − ε1) . . .
1
λN + i(ω − εN)
exists, and it is given by
(Hextg)(ε1, . . . , εN) = (−i)N−1pi(1− iH)(δεN−1 . . . δε1g)(εN)
=
∫ ∞
0
. . .
∫ ∞
0
dt1 . . . dtN
Fg(t1 + . . .+ tN) exp i(ε1t1 + . . .+ εN tN)
=
∫
R
dω f(ω)
1
η + i(ω − ε1) . . .
1
η + i(ω − εN) .
Proof:
Indeed,
lim
λ→0+
∫
R
dω
g(ω)
λ+ i(ω − ε) = pi(1− iH)(g)(ε).
In case N ≥ 2, write
g(ω) = (δε1g)(ω)(ω − ε1) + g(ε1)
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and apply the convergence theorem and the residue calculus. Repeated use of these
manipulations yields
(Hextg)(ε1, . . . , εN) = lim
λN→0+
. . . lim
λ1→0+∫
dω δε1g(ω)
ω − ε1
λ1 + i(ω − ε1)
1
λ2 + i(ω − ε2) . . .
1
λN + i(ω − εN) = . . . =
1
iN−1
lim
λN→0+
∫
dω(δεN−1 . . . δε1g)(ω)
1
λN + i(ω − εN)
= (−i)N−1pi(1− iH)(δεN−1 . . . δε1g)(εN).
For the proof of the second possible representation of of Hextg with arbitrary g ∈ R,
define γn(x) := exp (−1/4(x/n)2) and
gn := γng.
Note that
Hextg(ε1, . . . , εN) = lim
λN→0+
. . . lim
λ1→0+
lim
n→∞∫
dωgn(ω)
1
λ1 + i(ω − ε1) . . .
1
λN + i(ω − εN)
= [limits]
∫ ∞
0
. . .
∫ ∞
0
dt1 . . . dtN Fgn(t1 + . . .+ tN)
e−λ1t1 . . . e−λN tN exp i(ε1t1 + . . .+ εN tN) (with Fubini)
= [limits]
∫ ∞
0
dt Fgn(t)
∫
{(t1,...,tN )∈RN :ti≥0,∑i ti=t}
e−λ1t1 . . . e−λN tN exp i(ε1t1 + . . .+ εN tN)
=: [limits]
∫ ∞
0
dt (Fgn)(t)µ(t)
= lim
λN→0+
. . . lim
λ1→0+
∫ ∞
0
dt (Fg)(t)µ(t) (continuity in || ||2)
= lim
λN→0+
. . . lim
λ1→0+
∫ ∞
0
. . .
∫ ∞
0
dt1 . . . dtN Fg(t1 + . . .+ tN)
exp i(ε1t1 + . . .+ εN tN) e
−λ1t1 . . . e−λN tN .
=
∫ ∞
0
. . .
∫ ∞
0
dt1 . . . dtN Fg(t1 + . . .+ tN) exp i(ε1t1 + . . .+ εN tN)
with Lebesgue.
The lemma’s third representation of Hextg can be obtained with Tonelli/Fubini and
the residue calculus, starting directly from the definition.
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6. Application: Kernels up to sixth order, neglecting double occupancy
I shall assume that the situation is symmetric with respect to the spins, Eσ = Eσ¯.
An rigorous application of the theory would imply that the stationary reduced density
matrix ρ is obtained from the quantum master equation in the stationary limit:

. . . L00σσ L
00
σ¯σ¯ L
00
22
Lσσ00 . . . L
σσ
σ¯σ¯ L
σσ
22
Lσ¯σ¯00 L
σ¯σ¯
σσ . . . L
σ¯σ¯
22
L2200 L
22
σσ L
22
σ¯σ¯ . . .


ρ00
ρσσ
ρσ¯σ¯
ρ22
 = 0,
where L(w) = 1
w2
K(w), w the coupling parameter, K = K(λ = 0) the density matrix
kernel, and
Lbbaa := < b, L(|a >< a|)b >
for quantum dot states a, b ∈ {0, σ, σ¯, 2}. The normalized solution is

ρ00
ρσσ
ρσ¯σ¯
ρ22
 =

λN
µZ
µZ
λZ
 1N
with
N := λN + µZ + µZ + λZ
and
λZ := L
00
σσL
22
00 + L
22
σσL
22
00 + 2L
22
σσL
σσ
00 ,
µZ := L
22
00L
σσ
22 + L
00
22L
σσ
00 + 2L
σσ
00L
σσ
22 ,
λN := L
00
22L
22
σσ + L
00
22L
00
σσ + 2L
00
σσL
σσ
22 .
The particle current onto the lead l is
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Il = ρ00 Tr {Kc(|0 >< 0|)} +
∑
σ
ρσσ Tr {Kc(|σ >< σ|)}
+ ρ22 Tr {Kc(|2 >< 2|)} ,
where Kc = Kc,l is the current kernel of lead l. It would now be consistent with the
theoretical part of this text to replace the complete kernels by their Taylor expansions
up to sixth order in the coupling parameter.
However, I did not or not yet calculate any diagrams of sixth order which include
both the states 0 and 2. The purpose of this section is to motivate a further and more
rigorous study of the sixth order, so I shall use the following approximation scheme:
Replace the value of all diagrams in which the state 2 appears by zero and assume that
both the density matrix kernel and the current kernel are given only by the remaining
diagrams. Moreover, assume that the probability of double occupancy is zero, ρ22 = 0.
The quantum master equation in the stationary limit turns then into

. . . L00σσ L
00
σ¯σ¯ 0
Lσσ00 . . . L
σσ
σ¯σ¯ 0
Lσ¯σ¯00 L
σ¯σ¯
σσ . . . 0
0 0 0 . . .


ρ00
ρσσ
ρσ¯σ¯
0
 = 0,
the normalized solution is
 ρ00ρσσ
ρσ¯σ¯
 =
 L00σσLσσ00
Lσσ00
 1
L00σσ + 2L
σσ
00
.
Moreover, if all diagrams which contain the state 2 are neglected, then the following
relations between the current kernels Kc,l and the density matrix kernel K hold: If the
notation
Γ+l := −
1
2
Tr {Kc,l(|0 >< 0|)} ,
Γ−l := Tr {Kc,l(|σ >< σ|)}
and
Γ+ :=
∑
l
Γ+l ,
Γ− :=
∑
l
Γ−l
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is used, then:
Γ+ = Kσσ00 ,
Γ− = K00σσ.
The density matrix and the current read in terms of the rates Γ±l :
 ρ00ρσσ
ρσ¯σ¯
 =
 Γ−Γ+
Γ+
 1
Γ− + 2Γ+
,
and
Il = ρ00
(
Γ+
l¯
− Γ+l
)
+ ρσσ
(
Γ−l − Γ−l¯
)
. (14)
The exact values of the rates Γ±l have not been calculated, but the sums of the
contributions of all diagrams within certain diagram selections could be determined.
One diagram selection is the dressed second order (DSO) [9]. The value of the rates
obtained within this selection are the following:
Γ+l (DSO) =
2pi
~
∫
dε
(
(α + α+)α+l
)
(ε)
(pi(α + α+))2 (ε) + (ε− E10 + pα+α+(ε))2
=
2pi
~
∫
dε
{|Π|2(α + α+)α+l } (ε)
with
Π(ε) :=
1
pi(α + α+)(ε) + i(ε− E10 + pα+α+(ε)) ,
pf (ε) :=
∫ ∞
0
dω
f(ε+ ω)− f(ε− ω)
ω
= pi(Hf)(ε),
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H the Hilbert transform; E10 := Eσ − E0. The rate Γ−l (DSO) is
Γ−l (DSO) =
2pi
~
∫ {|Π|2(α + α+)α−l } ,
where the integration variable and the measure have been omitted for simplicity.
A diagram selection which has been considered earlier and which contains the DSO
selection is the resonant tunneling approximation (RTA) [10, 14]. The rates of the RTA
selection were obtained by solving an integral equation, they are
Γ+l (RTA) = Γ
+
l (DSO)
+
2pi
~
∫ {|Π|2(αl + α+l )} ∫ {|Π|2α+}∫ {|Π|2}
− 2pi
~
∫ {|Π|2(αl + α+l )α+} ,
Γ−l (RTA) = Γ
−
l (DSO)
+
2pi
~
∫ {|Π|2(αl + α+l )} ∫ {|Π|2α−}∫ {|Π|2}
− 2pi
~
∫ {|Π|2(αl + α+l )α−} .
In this section, the Taylor expansions of the exact rates Γ±l up to sixth order in the
coupling are presented and discussed. Let the coefficients be Γ±l (2n). At first, note the
Taylor expansions of the rates of the DSO and of the RTA. For SEL = RTA,DSO, let
Γ±l (SEL)(2n) be the expansion coefficients of Γ
±
l (SEL), and define
Γ±l (SEL, III) := Γ
±
l (SEL)(2) + Γ
±
l (SEL)(4) + Γ
±
l (SEL)(6).
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6.1. Sixth order DSO rates and discussion
Take into account the DSO rates up to sixth order and discuss the existence of the zero
temperature limit of current and density matrix on the one hand, and the temperature
dependence of the linear conductance for T → 0 on the other hand.
The expansion coefficients Γ±l (DSO)(2n) can be obtained by App. B or,
alternatively, by direct calculation of the corresponding diagrams. The results for
n = 1, 2, 3 are:
Γ±l (DSO)(2) =
2
~
piα±l (E10),
Γ±l (DSO)(4) =
2
~
pi2
{
H(α±l (α + α
+)) − α±l H(α + α+)
}′
(E10)
=
2
~
Bil(DSO)(α±l , α + α
+),
where the bilinear map Bil(DSO) : R×R → C is given by the [real part of the] fourth
order DSO diagram,
Bil(DSO)(f, g) = pi2 {H(fg) − f(Hg)}′ (E10).
Finally, the sixth order contribution is
Γ±l (DSO)(6) =
2
~
pi3{ α±l H[(α + α+)H(α + α+)]
− H[α±l (α + α+)H(α + α+)] }′′(E10)
=
2
~
Tril(DSO)(α±l , α + α
+, α + α+),
where Tril(DSO) is the trilinear map R×R×R → C given by the sixth order DSO
diagram
Tril(DSO)(f, g, h) =
pi3
2
{ f(Hg)(Hh) − fgh
− H[fg(Hh) + f(Hg)h] }′′(E10).
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Existence of limT→0 Γ±l (DSO, III)
Assume that
µl, µl¯ 6= E10.
For the discussion of the zero temperature limit make several general notes:
• If g ∈ R, n ∈ N, ε ∈ R, then
(δnε g)(ε) =
1
n!
g(n)(ε),
and for general x ∈ R:
(δnε g)(x) =
g(x)− p(g, ε)n−1(x)
(x− ε)n ,
where p(g, ε)n−1 is the Taylor polynomial of g around ε of degree n−1, in particular
p(g, ε)−1 := 0.
• As a consequence, the n-th derivative of the Hilbert transform of g has the
representation
(Hg)(n)(ε) =
n!
pi
∫ ∞
0
dω
ωn+1
{ (g − p(g, ε)n−1)(ε+ ω)
+ (−1)n+1(g − p(g, ε)n−1)(ε− ω) }
=: H(n)g(ε).
• In particular
H(0)g(ε) =
1
pi
∫ ∞
0
dω
ω
{ g(ε+ ω)− g(ε− ω)},
H(1)g(ε) =
1
pi
∫ ∞
0
dω
ω2
{ g(ε+ ω) + g(ε− ω)− 2g(ε)},
H(2)g(ε) =
2
pi
∫ ∞
0
dω
ω3
{ g(ε+ ω)− g(ε− ω)− 2ωg′(ε)}.
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• The integrand appearing in H(n)g(ε) can be represented like
1
ωn+1
{ (g − p(g, ε)n−1)(ε+ ω)
+ (−1)n+1(g − p(g, ε)n−1)(ε− ω) }
=
1
ωn+1
∫
. . .
∫
0≤tn+1≤...≤t1≤ω
dt1 . . . dtn+1
( g(n+1)(ε+ tn+1) + g(n+1)(ε− tn+1) ).
• All of the derivatives of the normalized Fermi function f(x) = 1/(1 + ex) decay
exponentially: For all n ≥ 1 there is Kn > 0 such, that for all x ∈ R:
|f (n)(x)| ≤ Kne−|x|.
As a consequence, the following statement about the Fermi function at chemical
potential µl and temperature T ,
fl(ε) := f
(
ε− µl
kBT
)
holds: For arbtitrary n ≥ 0 and r > 0 there is a constant const(n, r) such, that for
all ε ∈ R with |ε− µl| ≥ r, and independently of T > 0 :
|f (n)l (ε)| ≤ const(n, r).
In particular, the limit limT→0 f
(n)
l (ε) exitsts for all n ≥ 0 and ε 6= µl.
Finally, note the following
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Lemma (discussion of Γ±l (DSO, III) and G(DSO, III)):
Let γ ∈ R, m ∈ {1, 2, . . .}, µ1, . . . , µm ∈ R. For T > 0 and j = 1, 2, . . . ,m let
fj(ε) := f
(
ε− µj
kBT
)
,
and assume n ≥ 0. Then the following statements hold:
(i) For all ε ∈ R \ {µ1, . . . , µm} the limit
lim
T→0
H(n)(γf1 . . . fm)(ε)
exists. Moreover, for arbitrary r > 0 there is a constant c > 0 independent of T
such, that for all ε ∈ R with
min{|ε− µj| : j = 1, . . . ,m} ≥ r
the inequality
|H(n)(γf1 . . . fm)(ε)| ≤ c
holds.
(ii) Let κ ∈ {0, 1, . . .}. Then for all ε ∈ R \ µ1 the limit
lim
T→0
H(n)(γf ′1f
κ
1 )(ε)
exists.
(iii) Let α ∈ R possess the properties of the function αl in App. A, let µ0 ∈ R,
f0(ε) := f
(
ε− µ0
kBT
)
,
and κ1, . . . , κm ∈ {0, 1, . . .}. Then the limit
lim
T→0
H(n) [γfκ11 . . . f
κm
m H(αf0)] (ε)
exists for all ε ∈ R \ {µ0, µ1, . . . , µm}.
(iv) Let additionally κ ∈ {0, 1, . . .} and choose T0 > 0 arbitrarily. Then for all ε ∈ R\µ0:
H(n) [γ(−f ′0)fκ0 H(αf0)] (ε)
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≡ n!
pi2
(αγ)(µ0)
κ+ 1
1
(µ0 − ε)n+1 log
(
T
T0
)
in the sense that the difference between these two functions of the temperature
converges as T → 0; log := exp−1.
Proof of statement (i): Let r > 0 and ε ∈ R with
min{|ε− µj| : j = 1, . . . ,m} ≥ r
be given. Decompose
H(n)g(ε) = (15)
n!
pi
∫ r/2
0
dω
ωn+1
∫
. . .
∫
0≤tn+1≤...≤t1≤ω
(g(n+1)(ε+ tn+1) + g(n+1)(ε− tn+1))
+
n!
pi
∫ ∞
r/2
dω
ωn+1
{ − p(g, ε)n−1(ε+ ω) + (−1)np(g, ε)n−1(ε− ω)}
+
n!
pi
∫ ∞
r/2
dω
ωn+1
{ g(ε+ ω) + (−1)n+1g(ε− ω) }
with
g := γf1 . . . fm.
The integrand of the integral over [0, r/2] is pointwise convergent, which can be seen
from the alternative representation of this integrand. Moreover, for every l ∈ {0, 1, . . .}
there is cl > 0 such, that for all x ∈ R with
min{|x− µj| : j = 1, . . . ,m} ≥ r/2
the inequality
|g(l)(x)| ≤ cl
holds independently of the value of the temperature T . In particular, the integrand of
the integral over [0, r/2] is bounded by
2cn+1
(n+ 1)!
,
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so the integral is convergent for T → 0 with Lebesgue. Moreover, note that the upper
bound for its value,
cn+1
n+ 1
r
pi
,
does depend on r, but that it is independent of the temperature T and of the value of
the initially given ε.
The numerator of the second contributing integral, the first integral over [r/2,∞[,
is a polynomial in the integration variable ω of degree smaller or equal n − 1. Its
coefficients are obtained from the derivatives of g in ε. Hence, they are convergent with
T → 0, and upper bounds for their absolute value are obtained from the above chosen
cl, l = 0, . . . , n− 1.
What remains to be shown is the convergence of the rest contribution
n!
pi
∫ ∞
r/2
dω
ωn+1
{ g(ε+ ω) + (−1)n+1g(ε− ω)}
=
n!
pi
∫
R
dω g(ε+ ω)
1R\Br/2(0)(ω)
ωn+1
with T → 0 and the existence of an upper bound which is independent of the
temperature T and of ε. However, the integrand of the latter integral is pointwise
convergent, an integrable upper bound of the integrand is given by
|γ(ε+ ω)| 1R\Br/2(0)(ω)|ω|n+1 ,
and so an upper bound for the integral independent of temperature and the value of ε
is obtained by the Cauchy-Schwarz inequality,∣∣∣∣n!pi
∫
R
dω g(ε+ ω)
1R\Br/2(0)(ω)
ωn+1
∣∣∣∣
≤ n!
pi
||γ||2 ||ω 7→
1R\Br/2(0)(ω)
ωn+1
||2.
Proof of statement (ii): Let ε ∈ R \ µ1 be given. Let
r := |µ1 − ε|
and decompose H(n)g(ε) as in the proof of statement (i), where now
g := γf ′1f
κ
1 .
The convergence of the integral over [0, r/2] as well as of the first integral over [r/2,∞[
is seen in the same way as in part (i).
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Finally, the contribution
n!
pi
∫
R
dω γ(ε+ ω)
1R\Br/2(0)(ω)
ωn+1
(f ′1f
κ
1 )(ε+ ω)
=
n!
pi
∫
R
dx h(x) (f ′1f
κ
1 )(x)
with
h(x) := γ(x)
1R\Br/2(0)(x− ε)
(x− ε)n+1
needs to be considered. Note that the function h is bounded and smooth on
R \ {ε − r/2, ε + r/2}. Upon applying an integral transformation the integral turns
into
n!
pi
∫
R
dz f ′(z)fκ(z) h(µ1 + kBTz).
The integrand of this integral is pointwise convergent for T → 0, and an integrable
upper bound is given by ||h||∞|f ′(z)|, so the convergence follows with Lebesgue.
Proof of statement (iii): Let ε ∈ R \ {µ0, . . . , µm} be given. Let
r := min {|ε− µj| : j = 0, . . . ,m} ,
g := γfκ11 . . . f
κm
m H(αf0),
and decompose H(n)g(ε) as in the proof of statement (i), Eq. (15). Note that αf0 ∈ R,
hence for arbitrary l ≥ 0: H(αf0)(l) = H(l)(αf0). [I did not investigate the question if
and how the condition of being an element in R could be weakened without loss of the
equality.] Part (i) of this lemma yields thus statements about the derivatives of H(αf0).
It follows that the first and the second integral contributing to H(n)g(ε) are convergent
for T → 0.
The third integral is
n!
pi
∫ ∞
r/2
dω
ωn+1
{ g(ε+ ω) + (−1)n+1g(ε− ω)}
=
n!
pi
∫
R
dω (γfκ11 . . . f
κm
m ) (ω)
1R\Br/2(ε)(ω)
(ω − ε)n+1 H(αf0)(ω)
=
n!
pi
∫
R
dω h(ω) H(αf0)(ω)
with a corresponding definition of h. Note that h as well as αf0 are pointwise convergent
for T → 0, and because this pointwise convergence is bounded by a square integrable
function, the convergence is satisfied in the || ||2 norm as well. The Hilbert transform
is isometric with respect to this norm, so H(αf0) is convergent in || ||2. With Cauchy-
Schwarz follows the convergence of the integral of the product.
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Proof of statement (iv): Let ε ∈ R \ µ0,
r := |ε− µ0|,
g := γ(−f ′0)fκ0 H(αf0),
and decompose H(n)g(ε) as in part (i). Note that the first two integrals in the
decomposition are convergent for T → 0. The third integral is
n!
pi
∫
R
dω [(−f ′0)fκ0 H(αf0)] (ω) h(ω)
with
h(ω) := γ(ω)
1R\Br/2(ε)(ω)
(ω − ε)n+1 .
After a transformation the integral reads
n!
pi
∫
R
dx (−f ′(x))fκ(x) H(αf0)(µ0 + xkBT ) h(µ0 + xkBT ).
For a further analysis apply now a method related to the approximation in Ref. [9]:
The difference
γT (x) := H(αf0)(µ0 + xkBT ) − H(αf0)(µ0)
is pointwise convergent for T → 0, and there is c > 0 such, that for all x ∈ R, T ∈]0, T0]:
|γT (x)| ≤ c|x|. (16)
For the latter statement, represent
γT (x0) =
∫ x0
0
dx γ′T (x),
γ′T (x) =
1
pi
∫ ∞
0
dy Gx,T (y),
where
Gx,T (y) :=
1
y2
{Fx,T (y) + Fx,T (−y)− 2Fx,T (0)} ,
Fx,T (z) := α(µ0 + kBT (x+ z)) f(x+ z).
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The integrand Gx,T is pointwise convergent for T → 0, and there is an integrable map
GT0 : ]0,∞[→ R
such, that for all x ∈ R, T ∈]0, T0]:
|Gx,T | ≤ GT0
pointwise. To obtain such an upper bound for |Gx,T |(y), distinguish between the cases
y ≤ 1 and y > 1. Represent
Fx,T (y) + Fx,T (−y)− 2Fx,T (0) =∫ ∫
0≤t2≤t1≤y
(
F ′′x,T (t2) + F
′′
x,T (−t2)
)
in case y ≤ 1.
It follows from the pointwise convergence of γT and from the estimate (16), that
the integral
n!
pi
∫
R
dx (−f ′(x))fκ(x) γT (x) h(µ0 + xkBT ).
is convergent for T → 0. Hence,
n!
pi
∫
R
dx (−f ′(x))fκ(x) H(αf0)(µ0 + xkBT ) h(µ0 + xkBT )
≡ n!
pi
H(αf0)(µ0)
∫
R
dx (−f ′(x))fκ(x) h(µ0 + xkBT )
Show that
H(αf0)(µ0) ≡ α(µ0)
pi
log
(
T
T0
)
:
Represent
d
dT
H(αf0)(µ0) =
pi−1
T
∫
R
dx (−f ′(x))α(µ0 + kBTx),
and for T ′ ∈]0, T0]:
H(αf0)(µ0)(T = T
′) − α(µ0)
pi
log
(
T ′
T0
)
= H(αf0)(µ0)(T = T0)
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− kB
pi
∫ T0
T ′
dT
∫
R
dx (−f ′(x))x(δµ0α)(µ0 + kBTx),
and this is convergent for T ′ → 0.
Finally,
n!
pi
α(µ0)
pi
log
(
T
T0
) ∫
R
dx (−f ′(x))fκ(x) h(µ0 + xkBT )
≡ n!
pi
α(µ0)
pi
log
(
T
T0
) ∫
R
dx (−f ′(x))fκ(x) h(µ0),
since ∣∣∣∣log TT0
∣∣∣∣ ∫
R
dx (−f ′(x))fκ(x) |h(µ0 + xkBT )− h(µ0)|
≤
∣∣∣∣log TT0
∣∣∣∣ kBT ||δµ0h||∞ ∫
R
dx (−f ′(x))fκ(x)|x|
→ 0 (T → 0)
with de l’Hospital.
In summary,
H(n) [γ(−f ′0)fκ0 H(αf0)] (ε)
≡ n!
pi2
(αγ)(µ0)
κ+ 1
1
(µ0 − ε)n+1 log
(
T
T0
)
.
The lemma implies the existence of the zero temperature limit of Γ±l (DSO, III) in case
E10 6= µl, µl¯.
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Linear conductance within the sixth order DSO
Within the present approximation scheme the stationary density matrix is given by
 ρ00ρσσ
ρσ¯σ¯
 =
 Γ−Γ+
Γ+
 1
Γ− + 2Γ+
,
and the particle current onto lead l is
Il = ρ00
(
Γ+
l¯
− Γ+l
)
+ ρσσ
(
Γ−l − Γ−l¯
)
.
Replace now the exact rates Γ±l′ by the sixth order DSO rates Γ
±
l′ (DSO, III). Then the
particle current
Il(DSO, III) =
2
~
{ pi(α+
l¯
− α+l )(E10) + Bil(DSO)(α+l¯ − α+l , α + α+)
+ Tril(DSO)(α+
l¯
− α+l , α + α+, α + α+) } ρ00 +
2
~
{ pi(α−l − α−l¯ )(E10) + Bil(DSO)(α−l − α−l¯ , α + α+)
+ Tril(DSO)(α−l − α−l¯ , α + α+, α + α+) } ρσσ
is obtained.
Let the chemical potentials be a function of the bias voltage according to
µl = EF + eVb,
µl¯ = const = EF .
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The linear conductance G is the differential conductance at zero bias, the derivative of
the electric current with respect to the bias, evaluated at zero bias,
G =
d(−e)Il
dVb
(Vb = 0).
Assume symmetric coupling, αl = αl¯. The linear conductance obtained within the
sixth order DSO is
G(DSO, III) =
4pie2
h
{ pi(αlfT )(E10) + Bil(DSO)(αlfT , α + α+)
+ Tril(DSO)(αlfT , α + α
+, α + α+) } ρ00 +
4pie2
h
{ pi(αlfT )(E10) + Bil(DSO)(αlfT , α + α+)
+ Tril(DSO)(αlfT , α + α
+, α + α+) } ρσσ
with
fT (ε) :=
−1
kBT
f ′
(
ε− EF
kBT
)
=
∂
∂ε
(1− f)
(
ε− EF
kBT
)
.
Note that the function fT is positive, has total weight one, and that its weight is
distributed over a region around the Fermi level EF whose size is proportional to the
temperature.
Divergence of G(DSO, III) with T → 0
Investigate the dependence of G(DSO, III) on the temperature as T → 0. Assume for
this, that
E10 6= EF .
Consider the contribution
(ρ00 + ρσσ) Tril(DSO)(αlfT , α + α
+, α + α+)
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≡ (ρ00 + ρσσ)(−pi3) H
[
αlfT (α + α
+) H(α + α+)
]′′
(E10).
With the statements (ii) and (iv) of the lemma follows
G(DSO, III) ≡ e
2pi2
h
(ρ00 + ρσσ)
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{6α(EF )} .
The linear conductance obtained by the sixth order DSO diverges logarithmically to
infinity with T → 0 in case E10 < EF , and it diverges logarithmically to minus infinity
if E10 > EF .
6.2. Sixth order RTA rates and discussion
The sixth order RTA rates can be determined either indirectly from the complete RTA
rates by deriving these three times with respect to the square of the coupling parameter
(App. B) or else by direct calculation of the corresponding diagrams. They are
Γ±l (RTA, III) = Γ
±
l (RTA)(2) + Γ
±
l (RTA)(4) + Γ
±
l (RTA)(6)
with
Γ±l (RTA)(2) = Γ
±
l (DSO)(2),
Γ+l (RTA)(4) = Γ
+
l (DSO)(4)
+
2
~
pi2{(αl + α+l )(Hα+)′ + α+H(αl + α+l )′
− H [(αl + α+l )α+]′}(E10),
= Γ+l (DSO)(4)
+
2
~
Bil(RTA \DSO)(αl + α+l , α+),
analogously
Γ−l (RTA)(4) = Γ
−
l (DSO)(4)
+
2
~
pi2{(αl + α+l )(Hα−)′ + α−H(αl + α+l )′
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− H [(αl + α+l )α−]′}(E10),
= Γ−l (DSO)(4)
+
2
~
Bil(RTA \DSO)(αl + α+l , α−).
The bilinear map Bil(RTA\DSO) : R×R → C is given by the fourth order RTA\DSO
diagram,
Bil(RTA \DSO)(f, g) = pi2 {fHg′ + gHf ′ −H(fg)′} (E10).
Finally,
Γ+l (RTA)(6) = Γ
+
l (DSO)(6)
+
2
~
Tril(RTA \DSO) (αl + α+l , α + α+, α+),
Γ−l (RTA)(6) = Γ
−
l (DSO)(6)
+
2
~
Tril(RTA \DSO) (αl + α+l , α + α+, α−),
where Tril(RTA \ DSO) is a trilinear map R × R × R → C given by the sum of
RTA\DSO diagrams,
Tril(RTA \DSO)(f, g, h) =
pi3 { H (fhHg)′′
− f H(hHg)′′ − h H(fHg)′′
+ gf ′h′ − fhg′′ + g(Hf ′)(Hh′)
− Hg ( f ′Hh′ + h′Hf ′ ) } (E10).
Existence of limT→0 Γ±l (RTA, III)
The existence of this limit is seen in the same way as the existence of the zero
temperature limit of the sixth order DSO rates, still assuming
µl, µl¯ 6= E10.
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Linear conductance within the sixth order RTA
The stationary reduced density matrix of the sixth order RTA is given by
 ρ00ρσσ
ρσ¯σ¯
 =
 Γ−Γ+
Γ+
 1
Γ− + 2Γ+
,
and the particle current onto lead l is
Il = ρ00
(
Γ+
l¯
− Γ+l
)
+ ρσσ
(
Γ−l − Γ−l¯
)
,
where the exact rates Γ±l′ are to be replaced by the sixth order RTA rates Γ
±
l′ (RTA, III).
Assuming symmetric coupling, αl = αl¯, the particle current
Il(RTA, III) =
2
~
{ pi(α+
l¯
− α+l )(E10) + Bil(DSO) (α+l¯ − α+l , α + α+)
+ Bil(RTA \DSO) (α+
l¯
− α+l , α+)
+ Tril(DSO) (α+
l¯
− α+l , α + α+ , α + α+)
+ Tril(RTA \DSO) (α+
l¯
− α+l , α + α+ , α+) }ρ00 +
2
~
{ pi(α−l − α−l¯ )(E10) + Bil(DSO) (α−l − α−l¯ , α + α+)
+ Bil(RTA \DSO) (α+l − α+l¯ , α−)
+ Tril(DSO) (α−l − α−l¯ , α + α+ , α + α+)
+ Tril(RTA \DSO) (α+l − α+l¯ , α + α+ , α−) }ρσσ
is obtained.
Assume that a bias voltage is applied and determine the linear conductance.
Including the electron charge, the linear conductance within the sixth order RTA is
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G(RTA, III) =
4pie2
h
{ pi(αlfT )(E10) + Bil(DSO) (αlfT , α + α+)
+ Bil(RTA \DSO) (αlfT , α+)
+ Tril(DSO) (αlfT , α + α
+ , α + α+)
+ Tril(RTA \DSO) (αlfT , α + α+ , α+) }ρ00 +
4pie2
h
{ pi(αlfT )(E10) + Bil(DSO) (αlfT , α + α+)
+ Bil(RTA \DSO) (−αlfT , α−)
+ Tril(DSO) (αlfT , α + α
+ , α + α+)
+ Tril(RTA \DSO) (−αlfT , α + α+ , α−) }ρσσ.
Divergence of G(RTA, III) with T → 0
Assume
E10 6= EF .
The only divergent terms contributing to the linear conductance within the sixth order
RTA which have not yet been investigated are
4pi4e2
h
ρ00 { H (αlfTα+ Hα+)′′ (E10)
− α+(E10) H
(
αlfT Hα
+
)′′
(E10) } +
4pi4e2
h
ρσσ { − H (αlfTα− Hα+)′′ (E10)
+ α−(E10) H
(
αlfT Hα
+
)′′
(E10) }
≡ pi
2e2
h
ρ00
α2(EF )
(E10 − EF )3 log
(
T
T0
) {−2α(EF ) + 4α+(E10)} +
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pi2e2
h
ρσσ
α2(EF )
(E10 − EF )3 log
(
T
T0
) {
2α(EF )− 4α−(E10)
}
.
In summary,
G(RTA, III) ≡
pi2e2
h
ρ00
α2(EF )
(E10 − EF )3 log
(
T
T0
) {
4α(EF ) + 4α
+(E10)
}
+
pi2e2
h
ρσσ
α2(EF )
(E10 − EF )3 log
(
T
T0
) {
8α(EF )− 4α−(E10)
}
.
In particular in the case E10 > EF :
G(RTA, III) ≡ pi
2e2
h
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{4α(EF )ρ00 + 8α(EF )ρσσ − 4α(E10)ρσσ},
and in case E10 < EF :
G(RTA, III) ≡ pi
2e2
h
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{4α(EF )ρ00 + 8α(EF )ρσσ + 4α(E10)ρ00}.
The linear conductance obtained by the sixth order RTA diverges logarithmically
to infinity with T → 0 in case E10 < EF . In case E10 > EF the situation is not clear,
since the sign of the sum in the curly bracket might be negative. Assuming that the
term containing the probability ρ00 is dominant in the regime E10 > EF , the linear
conductance diverges logarithmically to minus infinity.
perturbation theory 40
6.3. Exact sixth order rates and discussion
The components of the exact sixth order rates are
Γ±l (2) = Γ
±
l (RTA)(2),
Γ±l (4) = Γ
±
l (RTA)(4),
Γ+l (6) = Γ
+
l (RTA)(6)
+
2
~
{ Tril(a) (α+l , α−, α+) +
Tril(b) (α−l , α
+, α+) },
Γ−l (6) = Γ
−
l (RTA)(6)
+
2
~
{ Tril(a) (α−l , α+, α−) +
Tril(b) (α+l , α
−, α−) },
where Tril(a), T ril(b) are trilinear forms R×R×R → C given by sums of non-RTA
diagrams. They have decompositions
Tril(a) = Tril(a′) − Tril(RTA \DSO) − 2Tril(DSO),
T ril(b) = Tril(b′) − Tril(RTA \DSO),
where I arrived at
Tril(a′)(f, g, h) = 2pi Iconv( T−E10δ
2
E10
f , g , δ2E10h )
+ pi3 { 2h′ H[fHg]′ − 2Hh′ H[fg]′
+ f ′ H[hHg]′ − f ′ H[gHh]′
+ 2h H[f(Hg)′]′ − h H[fHg]′′
− Hh H[fg]′′ }(E10)
+ pi3 { (Hf)′g(Hh)′ + 3f ′(Hg)′(Hh)
− (Hf)′(Hg)h′
− f ′′gh + 2fg′h′ + 2f ′gh′
+ fg′′h + f ′g′h
+ 2f ′(Hg)(Hh)′ + 2f(Hg)′(Hh)′
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+ f(Hg)′′(Hh) + f ′′(Hg)(Hh) }(E10),
T ril(b′)(f, g, g) = −2pi Iconv( T−E10δ2E10g , δE10f , δE10g )
+ pi3 { − 2g H[f(Hg)′]′ + g H[fHg]′′
+ Hg H[fg]′′ + 2g′ H[fHg]′
+ 2Hg′ H[fg]′ }(E10)
+ pi3 { − 2(Hf)′′g(Hg) − 3(Hf)′g′(Hg)
− (Hf)′g(Hg)′
+ 2fg′g′ + f ′gg′ − fgg′′
− f ′(Hg)(Hg)′ − 2f(Hg)′(Hg)′
− f(Hg)(Hg)′′ }(E10).
The map
Iconv : R×R×R → C,
(f, g, h) 7→
∫
R
dx f(x) (g ∗ h)(x)
appears regularly in the calculation of the non-RTA diagrams. Note that the
representation is not unique, since for real f, g, h ∈ R:
Iconv(δf, δg, δδh) + Iconv(δδf, δg, δh)
= Iconv(δδf, g, δδh) + pi2 Re
{
fa′gsha′
}
(0),
where for α ∈ R:
αs := α − iHα,
αa := α + iHα.
[Represent Iconv(a, b, c) by use of the Fourier back transforms of a, b, c. Integrate by
parts.] Moreover, there is the relation
H [fHg + gHf ] = (Hf)(Hg) − fg.
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Existence of limT→0 Γ±l (III)
Verify now the existence of the zero temperature limit of the exact rates Γ±l (III), once
more assuming
E10 6= µl, µl¯.
For the treatment of those terms which contain the map Iconv, note the following
remark and lemma:
Remark (representations of δnε f):
For smooth f : R→ C , ε ∈ R, n ≥ 1:
(δnε f)(ε) =
f (n)(ε)
n!
,
(δnε f)(x) =
f(x)− p(f, ε)n−1(x)
(x− ε)n
for x 6= ε, and for all x ∈ R:
(δnε f)(x) =
∫
. . .
∫
0≤tn≤...≤t1≤1
f (n)(ε+ tn(x− ε)).
Lemma (decay of δnE10α
+
l ; consequences):
Let the function αl be given as in App. A. Moreover, let n ∈ {0, 1, . . .},
fl(ω) := f
(
ω − µl
kBT
)
,
ε ∈ R \ µl, and α+l := αlfl.
Statement 1: There are c, x0 > 0 such, that for all x ∈ R:
|(δnεαl)(x)| ≤
c
|x|+ x0 =: c ιx0(x).
Statement 2: There are c′, x′0 > 0 such, that for all x ∈ R and T > 0:
|(δnεα+l )(x)| ≤ c′ ιx′0(x).
Moreover, the pointwise limit limT→0 δnεα
+
l exists. The convergence is thus fulfilled in
the || ||2 norm too.
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Statement 3: Let (fT )T>0, (gT )T>0 be families of functions in R. Let the pointwise
limits h0 := limT→0 hT exist for h = f, g. Moreover, assume there are x0, c > 0 such,
that for all T > 0:
|fT |, |gT | ≤ c ιx0 .
Then the convolution fT ∗ gT converges pointwise and even uniformly to f0 ∗ g0, and
|fT ∗ gT |(x) ≤ c2 ιx0 ∗ ιx0 (x).
The latter function is bounded by a constant and quadratically integrable. In particular,
the convolution fT ∗ gT converges in || ||2.
Statement 4: Let (hT )T>0 be a familiy of functions in R with the properties that
it converges pointwise and uniformly to a function h0 as T → 0 and that there is a
bounded and quadratically integrable function h∞ : R→ [0,∞[ such, that for all T > 0:
|hT | ≤ h∞ everywhere. Then the integral
∫
R
dy δnε (αlf
′
l ) (y) hT (y)
is convergent with T → 0.
Proof of statement 1: According to the additional statement in App. A consider only
the case n ≥ 1. Choose ρ > 0 arbitrary and estimate for x ∈ R with |x− ε| < ρ:
|(δnεαl)(x)| =
∣∣∣∣∫ . . . ∫
0≤tn≤...≤t1≤1
α
(n)
l (ε+ tn(x− ε))
∣∣∣∣
≤ 1
n!
S0,
where
S0 := sup
{
|α(n)l (ω)| : ω ∈ Bρ(ε)
}
,
choose x0 > 0 arbitrary, and estimate for x ∈ R with |x− ε| ≥ ρ:
|(δnεαl)(x)| ≤
|αl(x)|+ |p(αl, ε)n−1(x)|
|x− ε|n
≤
{ |αl(x)| (x0 + |x|)
|x− ε|n +
|p(αl, ε)n−1(x)| (x0 + |x|)
|x− ε|n
}
1
x0 + |x|
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≤ S1 + S2
x0 + |x|
with
S1 := sup
{ |αl(ω)| (x0 + |ω|)
|ω − ε|n : ω ∈ R, |ω − ε| ≥ ρ
}
,
S2 := sup
{ |p(αl, ε)n−1(ω)| (x0 + |ω|)
|ω − ε|n : ω ∈ R, |ω − ε| ≥ ρ
}
.
The suprema S0, S1, S2 are finite, so there is c > 0 such, that everywhere |δnεαl| ≤ cιx0 .
Proof of statement 2: According to the additional statement of App. A consider only
the case n ≥ 1. Let
ρ :=
1
2
|ε− µl|,
and note that for x ∈ R with |x− ε| < ρ:
|(δnεα+l )(x)| ≤
1
n!
S ′0,
where
S ′0 := sup
{
|α+(n)l (ω)| : ω ∈ Bρ(ε), T > 0
}
,
and for x ∈ R with |x− ε| ≥ ρ:
|(δnεα+l )(x)| ≤
S ′1 + S
′
2
x0 + |x|
with
S ′1 := sup
{ |α+l (ω)| (x0 + |ω|)
|ω − ε|n : ω ∈ R \Bρ(ε), T > 0
}
,
S ′2 := sup
{ |p(α+l , ε)n−1(ω)| (x0 + |ω|)
|ω − ε|n : ω ∈ R \Bρ(ε), T > 0
}
.
The suprema S ′0, S
′
1, S
′
2 are finite, so there is c
′ > 0 such, that independently of the
temperature and the argument |δnεα+l | ≤ c′ιx0 .
To verify the pointwise convergence with T → 0, write
(δnεα
+
l )(ε) =
α
+(n)
l (ε)
n!
,
and for x 6= ε:
(δnεα
+
l )(x) =
α+l (x)− p(α+l , ε)n−1(x)
(x− ε)n .
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Proof of statement 3: For arbitrary y ∈ R:
fT ∗ gT (y) =
∫
R
dx fT (x)(TygT )(x).
Note that
fT → f0,
TygT → Tyg0
pointwise and in || ||2. With the Cauchy-Schwarz inequality follows the uniform
convergence ∫
R
dx fT (x)(TygT )(x) →
∫
R
dx f0(x)(Tyg0)(x) (T → 0).
For the estimate note that
|fT ∗ gT (y)| ≤
∫
R
dx |fT |(x)|gT |(x− y)
≤ c2 ιx0 ∗ ιx0 (y)
≤ 4c2 F (y/x0),
where
F (t) :=
log (1 + |t|)
|t| .
The latter function is bounded and quadratically integrable. With Lebesgue follows the
convergence of the convolution fT ∗ gT in || ||2.
Proof of statement 4:
Let
ρ :=
1
2
|ε− µl|
and decompose in case n ≥ 1
δnε (αlf
′
l )(y) = δ
n
ε (αlf
′
l )(y) 1Bρ(ε)(y)
+
−p(αlf ′l , ε)n−1(y)
(y − ε)n 1R\Bρ(ε)(y)
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+
(αlf
′
l )(y)
(y − ε)n 1R\Bρ(ε)(y)
=: f1(y) + f2(y) + f3(y).
Note that for y ∈ Bρ(ε):
|f1(y)| ≤ 1
n!
sup
{|(f ′lαl)(n)|(x) : x ∈ Bρ(ε), T > 0}
=:
1
n!
S1,
where S1 is finite because µl /∈ Bρ(ε). From the alternative representation of δnε (αlf ′l ) it
can be seen that f1 is pointwise convergent. It follows that f1 converges in particular in
|| ||2.
The function f2 is a linear combination of the functions
y 7→ 1
(y − ε)j 1R\Bρ(ε)(y), j = 1, . . . , n,
the coefficients are given by the derivatives of f ′lαl in ε and thus convergent with T → 0.
f2 converges in || ||2 as T → 0. As a consequence, the integrals
∫
R
dy fκ(y) hT (y)
are convergent as T → 0 for κ = 1, 2.
Consider finally
∫
R
dy f3(y) hT (y) =
∫
R
dy f ′l (y) ϕT (y)
with
ϕT (y) := αl(y) hT (y)
1R\Bρ(ε)(y)
(y − ε)n .
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ϕT converges uniformly to its pointwise limit
ϕ0(y) = αl(y) h0(y)
1R\Bρ(ε)(y)
(y − ε)n
as T → 0. Moreover, note that h0 is continuous, and so ϕ0 is continuous in µl. In
summary,
∫
R
dy f3(y) hT (y) ≡
∫
R
dy f ′l (y) ϕ0(y)
≡
∫
R
dx f ′(x) ϕ0(µl + kBTx)
≡ −ϕ0(µl).
Consider now the zero temperature limits of those contributions to the rate Γ+l (6)
in which the map Iconv appears. They are up to prefactors
Iconv( T−E10δ
2
E10
α+l , α
− , δ2E10α
+ )
and
Iconv( T−E10δ
2
E10
α+ , δE10α
−
l , δE10α
+ ).
In each of the two terms, the convolution of the second with the third argument converges
in || ||2 according to the last lemma, and so by another application of the Cauchy-
Schwarz inequality the integral of the product of this convolution with the first argument
converges as well. Those contributions to the rate Γ−l (6) which contain the map I
conv
can be treated in the same way.
The only remaining contributions to Γ+l (III)− Γ+l (RTA, III)
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=
2
~
{
Tril(a)(α+l , α
−, α+) + Tril(b)(α−l , α
+, α+)
}
whose convergence is not clear with the lemma formulated for the discussion of the sixth
order DSO are, up to a prefactor containing α+(E10),
{
H[α+l (Hα
−)′] − H[α−l (Hα+)′]
}′
(E10) =
{
H[αl(Hα
−)]′ − H[α′l(Hα−)] − H[α−l (Hα)′]
}′
(E10) ≡ 0.
The existence of the zero temperature limit of Γ−l (III) can be shown in the same way.
Linear conductance within the sixth order
Within the present approximation scheme the stationary density matrix is given by
 ρ00ρσσ
ρσ¯σ¯
 =
 Γ−Γ+
Γ+
 1
Γ− + 2Γ+
,
and the particle current onto lead l is
Il = ρ00
(
Γ+
l¯
− Γ+l
)
+ ρσσ
(
Γ−l − Γ−l¯
)
.
Replace now the exact rates Γ±l′ by the exact sixth order rates Γ
±
l′ (III) and assume
symmetric coupling. Then the particle current onto lead l is
Il(III) =
2
~
{ pi(α+
l¯
− α+l )(E10) + Bil(DSO) (α+l¯ − α+l , α + α+)
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+ Bil(RTA \DSO) (α+
l¯
− α+l , α+)
+ Tril(DSO) (α+
l¯
− α+l , α + α+ , α + α+)
+ Tril(RTA \DSO) (α+
l¯
− α+l , α + α+ , α+)
+ Tril(a) (α+
l¯
− α+l , α− , α+)
+ Tril(b) (α−
l¯
− α−l , α+ , α+) }ρ00 +
2
~
{ pi(α−l − α−l¯ )(E10) + Bil(DSO) (α−l − α−l¯ , α + α+)
+ Bil(RTA \DSO) (α+l − α+l¯ , α−)
+ Tril(DSO) (α−l − α−l¯ , α + α+ , α + α+)
+ Tril(RTA \DSO) (α+l − α+l¯ , α + α+ , α−)
+ Tril(a) (α−l − α−l¯ , α+ , α−)
+ Tril(b) (α+l − α+l¯ , α− , α−) }ρσσ.
Including the electron charge, the linear conductance is
G(III) =
4pie2
h
{ pi(αlfT )(E10) + Bil(DSO) (αlfT , α + α+)
+ Bil(RTA \DSO) (αlfT , α+)
+ Tril(DSO) (αlfT , α + α
+ , α + α+)
+ Tril(RTA \DSO) (αlfT , α + α+ , α+)
+ Tril(a) (αlfT , α
− , α+)
+ Tril(b) (−αlfT , α+ , α+) }ρ00 +
4pie2
h
{ pi(αlfT )(E10) + Bil(DSO) (αlfT , α + α+)
+ Bil(RTA \DSO) (−αlfT , α−)
+ Tril(DSO) (αlfT , α + α
+ , α + α+)
+ Tril(RTA \DSO) (−αlfT , α + α+ , α−)
+ Tril(a) (αlfT , α
+ , α−)
+ Tril(b) (−αlfT , α− , α−) }ρσσ.
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Divergence of G(III) with T → 0
Assume that E10 6= EF and investigate the behaviour of G(III) as T → 0. Consider
first those terms contributing to G(III) which contain the map Iconv and which have
the probability ρ00 as prefactor. They are, up to convergent prefactors,
Iconv (T−E10δ
2
E10
(αlfT ) , α
− , δ2E10α
+)
=
∫
dy
(
δ2E10(αlfT )
)
(y)
{
TE10
[
α− ∗ (δ2E10α+)
]}
(y)
and
Iconv (T−E10δ
2
E10
α+ , δE10(αlfT ) , δE10α
+)
= Iconv (δE10(αlfT ) , T−E10δ
2
E10
α+ , SδE10α
+)
=
∫
dy (δE10(αlfT )) (y)
[(
T−E10δ
2
E10
α+
) ∗ (SδE10α+)] (y).
Both of these terms are convergent according to the last lemma. The additive
contributions to the linear conductance which have ρσσ as prefactor and in which I
conv
appears can be treated in the same way. The divergence of all other contributions to
the sum
Tril(a)(αlfT , α
− , α+) + Tril(b)(−αlfT , α+ , α+)
can be determined with the lemma formulated for the discussion of the sixth order DSO,
obtaining
4pie2
h
ρ00 { Tril(a) (αlfT , α− , α+)
+ Tril(b) (−αlfT , α+ , α+) }
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≡ pi
2e2
h
ρ00
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{
8α+(E10) + 8α
+′(E10)(EF − E10) − 4α(EF )
}
,
and analogously
4pie2
h
ρσσ { Tril(a) (αlfT , α+ , α−)
+ Tril(b) (−αlfT , α− , α−) }
≡ pi
2e2
h
ρσσ
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{
−8α−(E10) − 8α−′(E10)(EF − E10) + 4α(EF )
}
.
In summary,
G(III)
≡ pi
2e2
h
ρ00
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{
8α+(E10) + 8α
+′(E10)(EF − E10) + 4α+(E10)
}
+
pi2e2
h
ρσσ
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{
−8α−(E10)− 8α−′(E10)(EF − E10)− 4α−(E10) + 12α(EF )
}
.
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In particular in the case E10 < EF :
G(III)
≡ 4pi
2e2
h
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{ ρ00 [α(E10) + 2p(α,E10)1(EF )] + 3ρσσα(EF ) } ,
and in case E10 > EF :
G(III)
≡ 4pi
2e2
h
α2(EF )
(E10 − EF )3 log
(
T
T0
)
{ ρσσ [−α(E10)− 2p(α,E10)1(EF )] + 3ρσσα(EF ) } ,
where
p(α, ε0)1(ε) := α(ε0) + α
′(ε0)(ε− ε0).
The linear conductance can be expected to diverge logarithmically to infinity in case
E10 < EF . The situation is ambiguous in case E10 > EF , since the sign and magnitude
of the possibly divergent term depends on the sign and magnitude of
ρσσ { − α(E10) − 2p(α,E10)1(EF ) + 3α(EF ) } .
The sum in the curly bracket depends on the changing behaviour of the coupling function
α between EF and E10, while the factor ρσσ can be expected to be small in the regime
E10 > EF .
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Differential conductance as function of the bias in sixth order (expectation):
The current at an arbitrary positive bias Vb can be represented as
Il =
∫ Vb
0
dV ′b
dIl
dVb
(V ′b ).
On the other hand, the representation of the current in terms of the rates, Eq. (14),
implies the the zero temperature limit of the current exists, since the zero temperature
limits of the rates exist. Hence, the divergence of the differential conductance at zero
bias can be expected to be a singular behaviour at zero bias. In particular in case
E10 < EF , the differential conductance versus the bias can be expected to display a
maximum at zero bias which is getting more and more pronounced with decreasing
temperature.
7. Conclusion
Within the real time approach the stationary reduced density of a quantum dot coupled
to leads is obtained from the quantum master equation. The current across the quantum
dot is obtained in a second step from the stationary reduced density matrix by the
current kernel. The quantum master equation in the form of an equation for ρ˙(t) reads
ρ˙(t) =
−i
~
[H, ρ(t)] +
∫ t
0
ds K(t− s)ρ(s).
The kernel K appearing in this equation has the structure
K(t) = K(w, t) =
∞∑
n=1
w2nK(2n)(t),
where w is the parameter which expresses the strength of the tunnel coupling between
the leads and the quantum dot (coupling parameter). Assuming regularity conditions
about those functions which describe the energy dependence of the tunnel coupling
(coupling functions), it has been shown that for sufficiently small values of w:
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∞∑
n=1
w2n
∫ ∞
0
dt |K(2n)(t)| < ∞.
If the initial reduced density matrix commutes with the Hamiltonian of the quantum
dot, then this is the case at all later times (Ref. [7], construction of the solution). It
can be concluded that for sufficiently small coupling the limit
lim
λ→0
λ
∫ ∞
0
dt ρ(t)e−λt
exists, and that it is the normalized solution of the equation K(λ = 0)ρ = 0. The
existence of the stationary limit of the current follows from this.
The stationary reduced density matrix is thus obtained from an equation of the
form
2n∑
n=1
w2nK(2n)(λ = 0) ρ = 0,
while the current is obtained from
Il =
∞∑
n=1
w2nTr
{
K(2n)c (λ = 0) ρ
}
.
The kernels are analytic in the coupling parameter w around w = 0. It follows that
density matrix and current are analytic in the coupling parameter around w = 0. Indeed,
the coefficients of their Taylor expansions up to order 2n are won by truncating the
kernels at the corresponding order and calculating density matrix and current by the
use of these approximate kernels.
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8. Why a perturbation theory for the Anderson model?
There is a nice and straightforward interpretation of the current I(2) obtained from the
second order kernels as the net effect of energy conserving one electron processes: If
a, b are quantum dot states with particle numbers N(b) = N(a) + 1, and if the dot is
in the state a, then electrons can tunnel from the leads to the dot in case their energy
equals the difference Eb − Ea. On the other hand, unoccupied electron levels in the
leads with this energy are needed for the inverse process. The rate of processes with
the initial state a and final state b is proportional to the number of available occupied
(unoccupied) electron levels in the leads with fitting energy. The probabilities of finding
the dot in the possible states are obtained by the condition that in spite of the tunneling
processes the effective change of the probabilities is zero. As an example, in the case of
the spinless quantum dot with only the states 0 and 1 the second order quantum master
equation in the stationary limit up to second order reads:
ρ00K
(2)11
00 = ρ11K
(2)00
11.
The stationary electron current onto lead l is obtained in a second step by balancing
the absolute number of one electron processes during which the particle number on this
particular lead changes.
On the other hand, the definition of the stationary current Il across the quantum dot
within the real time approach is abstract, even the existence is non-trivial. The central
statement of the perturbation theory connects the objects Il and I
(2)
l .
One unsystematic possibility to take into account simultaneous tunneling of two
electrons is the following (Ref. [8]): Assume a quantum dot with the states σ, σ¯,
σ ∈ {↑, ↓} with not necessarily equal energies Eσ. If the quantum dot is in the state
σ, then an electron of the opposite spin might tunnel from an occupied level νσ¯ in the
leads onto the dot while the electron on the dot leaves it towards an unoccupied level
νσ in one of the leads. The equation expressing the energy conservation reads:
ενσ¯ − ενσ = Eσ¯σ := Eσ¯ − Eσ.
Let D±lσ(ε)dε be the density of occupied/unoccupied electron levels in lead l with spin
σ in an interval of width dε around ε, and let D±σ :=
∑
lD±lσ.
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A measure for the number of pairs consisting of an unoccupied electron level νσ
with spin σ and an occupied electron level νσ¯ with spin σ¯ with the property that the
difference of their energies is smaller than some arbitrary given constant E is
N (E) :=
∫ ∫
{(ε,ε′): ε′−ε<E}
dεdε′ D−σ (ε)D+σ¯ (ε′).
Hence, the number of such pairs of electron levels with the property that the difference
of the two energies lies in an interval of width dE around E is measured by
dE
dN
dE
(E) = dE
∫
dε D−σ (ε)D+σ¯ (E + ε).
For any two lead indices l, l′ define
Γll′(σ → σ¯) :=
∫
dε D−lσ(ε)D+l′σ¯(Eσ¯σ + ε).
Assume a rate of energy conserving two electron processes during which the quantum
dot state switches from σ to σ¯, and during which one electron enters lead l while one
electron of opposite spin leaves lead l′ - assume such a rate which is proportional to
the quantity Γll′(σ → σ¯). Let Γ(σ → σ¯) :=
∑
l,l′ Γ
l
l′(σ → σ¯), determine the stationary
probabilities ρσσ by
ρσσΓ(σ → σ¯) = ρσ¯σ¯Γ(σ¯ → σ)
and the normalization, and assume an effective electron current onto lead l given by
Il = const
∑
σ
ρσσ
[
Γll¯(σ → σ¯) − Γl¯l(σ → σ¯)
]
.
Consider the dependence of this quantity on an applied bias at first in the case Eσ = Eσ¯.
Assume symmetry in the leads with respect to the spin, Dlσ = Dlσ¯. In the case of equal
energies the current turns into
Il = const
∫
dε (DlσDl¯σ) (ε) (fl¯ − fl)(ε)
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with fl′ the Fermi Dirac distribution of lead l
′. Assuming constant densities Dlσ(ε),
the current grows linearly with the bias, the differential conductance is constant and
positive.
Consider now the quantity Il in the case of different energies, Eσ < Eσ¯. For
simplicity assume constant and equal densities, Dlσ(ε) = D, and consider only the zero
temperature limit. Then
Γll′(σ → σ¯) = D2 h(µl′ − µl − Eσ¯σ)
where
h(E) :=
1
2
(sign(E) + 1) E.
As a consequence,
Γ(σ → σ¯) = D2 [2h(−Eσ¯σ) + h(eVb − Eσ¯σ) + h(−eVb − Eσ¯σ)] ,
Γ(σ¯ → σ) = D2 [2h(Eσ¯σ) + h(eVb + Eσ¯σ) + h(−eVb + Eσ¯σ)] .
It follows that in the assumed case Eσ¯σ > 0 the probability of finding the dot in the
energetically higher state,
ρσ¯σ¯ =
Γ(σ → σ¯)
Γ(σ¯ → σ) + Γ(σ → σ¯) ,
is zero as long as the absolute value of the bias is smaller than Eσ¯σ. The current is then
Il = const ρσσ
[
Γll¯(σ → σ¯) − Γl¯l(σ → σ¯)
]
= 0.
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In case |eVb| > Eσ¯σ both probabilities are strictly positive, and the current can be
expected to become a non-constant function of the bias.
In summary, the behaviour of the differential conductance as a function of the bias
as obtained within the present unsystematic approach displays the following features:
• In case of equal energies Eσ = Eσ¯ the assumed energy conserving two electron
processes give rise to a finite positive value of the differential conductance. Not any
anomaly at zero bias can be expected.
• In case of a nonzero difference Eσ¯ − Eσ =: Eσ¯σ 6= 0 the differential conductance
as function of the bias is zero as long as |eVb| ≤ |Eσ¯σ|, while presumably positive
values can be expected to be regained outside this interval of values of the bias.
Both of these properties are in agreement with the systematic theoretical treatment of
Ref. [11], which takes into account kernels of the diagrammatic real time approach up
to fourth order.
There is an argument which seems to indicate that the basic principle of
energy conserving two electron processes is not contained in the fourth order of the
diagrammatic real time approach, and hence not in the Anderson model: The equation
by which the stationary density matrix of the quantum dot is determined is the quantum
master equation in the stationary limit. For any quantum dot state a0 ∈ {0, ↑, ↓, 2}:
0 = < a0|(Kρ)a0 > =
∑
a
ρaaK
a0a0
aa
=
∑
a6=a0
ρaaK
a0a0
aa − ρa0a0
∑
a6=a0
Kaaa0a0 .
The equation would allow the interpretation of the kernel elements Kbbaa as a rate with
which the quantum dot state switches from a to b. The kernel element K σ¯σ¯σσ is zero in
second order. Neglecting the state 2, there is only one fourth order diagram contributing
to the kernel element (Fig. 1). Its direct calculation yields
K σ¯σ¯σσ =
2
~
I(RTA \DSO) (T−Eσ0α−, T−Eσ¯0α+)
with
I(RTA \DSO) (f, g) = pi
∫
R
dε [(δf)(δg)] (ε)
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= pi2
{
H(1)(fg)− fH(1)g − gH(1)f} (0).
The map I(RTA \DSO) can take smooth and bounded functions as arguments. If the
coupling functions αl(ε) are assumed to be constant, then the equality
K σ¯σ¯σσ = K
σσ
σ¯σ¯
holds even if Eσ¯ 6= Eσ. Moreover, the matrix element is negative in case of constant
coupling and equal energies.
In the last section of this text I presented and discussed results for the kernels up to
sixth order in the coupling, neglecting the doubly occupied state and in the case of equal
energies Eσ0 = Eσ¯0 =: E10. The resulting differential conductance versus the bias is
expected to display a maximum at zero bias which becomes more and more pronounced
with lower and lower temperatures in case E10 lies below the Fermi level of the leads.
However, I do not or not yet find it intuitive that a process including altogether three
electron levels in the leads should give rise to a resonance at zero bias.
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Appendix A: Exponential decay of the Fourier transforms
Let αl be a non-negative, real-valued function of a real variable x, which is integrable,
quadratically integrable, and whose Fourier transform decays exponentially. More
precisely, assume, that, with constants cαl , Kαl > 0, the inequality
|(Fαl)(y)| ≤ Kαle−cαl |y|
holds for all y ∈ R.
The function αl is then an element in the space of functions R defined in section 5.
Moreover, assume that the Fourier transform of αl is Lipschitz continuous with constant
Lαl <∞, i.e., for all y, y′ ∈ R:
|Fαl(y)−Fαl(y′)| ≤ |y − y′|Lαl .
Finally, define for y0 ≥ 0:
L(αl)(y0) := sup
{∣∣∣∣Fαl(y)−Fαl(y′)y − y′
∣∣∣∣ : y > y′ ≥ y0 or y < y′ ≤ −y0}
and assume that the function L(αl) decays exponentially,
L(αl)(y) ≤ KL(αl)e−cL(αl)y
with constants KL(αl), cL(αl) > 0.
Examples of functions possessing all properties assumed about αl are lorentzians,
gaussians, but also convolutions of measurable and bounded functions with compact
support with lorentzians or gaussians.
Definition: Let fl(x) be the Fermi-Dirac distribution at chemical potential µl and
temperature T ,
fl(x) = f
(
x− µl
kBT
)
with f(y) = (1 + ey)−1, the normalized distribution. Let the function α+l be defined as
α+l := αlfl.
Statement: The Fourier transform of α+l decays exponentially. The constants
Kα+l
, cα+l
> 0 in an estimate
|Fα+l (y)| ≤ Kα+l e
−c
α+
l
|y|
can be chosen locally independent of µl.
Additional statement (decay of αl): There are c > 0 and x0 > 0 such, that for all
x ∈ R:
|αl(x)| ≤ c
x0 + |x| .
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Proof:
Note that
F(αlfl)(x) = kBTe−ixµl F(γf)(xkBT ) (17)
with
γ(x) := (T−µlαl)(kBTx).
Remark: The Fourier transform of γ is
(Fγ)(x) = 1
kBT
e
iµl
x
kBT (Fαl)
(
x
kBT
)
,
so Fγ decays exponentially,
|Fγ(y)| ≤ Kγe−cγ |y|,
and it is Lipschitz continuous,
|Fγ(y)−Fγ(y′)| ≤ |y − y′|Lγ,
with constants
Kγ =
Kαl
kBT
,
cγ =
cαl
kBT
,
Lγ =
1
(kBT )2
(Lαl + |µl|cαl) .
Finally, if for x0 > 0
L(γ)(x0) := sup
{∣∣∣∣Fγ(x)−Fγ(x′)x− x′
∣∣∣∣ : x > x′ ≥ x0 or x < x′ ≤ −x0} ,
then the function L(γ) decays exponentially,
L(γ)(x) ≤ KL(γ)e−cL(γ)x,
with constants
KL(γ) :=
1
(kBT )2
(
KL(αl) +Kαl |µl|
)
,
cL(γ) :=
1
kBT
min(cαl , cL(αl)).
Define for λ ∈]0, 1[ the function fλ by
fλ(x) := f(x)e
λx.
For any fixed value of λ, fλ decays exponentially. Moreover, there is the pointwise
convergence
fλγ → fγ (λ→ 0),
and the convergence has an integrable upper bound, since γ is integrable. Hence:
F(γf)(y) = lim
λ→0
F(fλγ)(y)
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for every single value of y.
Apply now the rule (Fg)(y) = 1
(iy)n
F (g(n)) (y) [5] to the case g = fλ: The function
fλ is smooth, fλ, f
′
λ as well as f
′′
λ decay exponentially. Hence, it follows with integration
by parts, that
(Ffλ)(x) = 1
(ix)2
(Ff ′′λ )(x)
decays quadratically. (Let the latter property be defined through the existence of a, b > 0
such, that for all x ∈ R: |(Ffλ)(x)| ≤ a1+(x/b)2 .)
The Fourier transform of γ decays even exponentially. The convolution of two
quadratically decaying functions decays quadratically, so the convolution theorem for
Fourier transforms can be applied (let (Sg)(x) := g(−x) as in Sec. 5):
F−1 [(Fγ) ∗ (SFfλ)] = 2pi γfλ,
hence
F(γfλ) = 1
2pi
(Fγ) ∗ (SFfλ)
= (Fγ) ∗ (F−1fλ). (18)
At the end of this appendix the equality(F−1fλ) (y) = i
2
1
sinh(pi(y − iλ))
will be shown. Using this information and the notation:
H(z) :=
piz
sinh(piz)
(holomorphic on {Im ∈]− 1, 1[} , with H(0) = 1),
the limit λ→ 0 of equation (18) turns into:
F(γf)(y) = −1
2pi
lim
λ→0
∫
R
dx
(Fγ)(x+ y) H(x− iλ)
λ+ ix
.
Integrate like∫ ∞
−∞
dx function(x) =
∫ ∞
0
dx (function(−x) + function(x)) ;
then, multiply numerator and denominator of the fractions with the complex conjugate
of their denominators. Upon grouping the contributions according to their prefactors
two summands are obtained. The first summand reads after an elementary integral
transformation, omitting the prefactor −1
2pi
:∫ ∞
0
dx
(Fγ) (−λx+ y)H(λ(−x− i)) + (Fγ) (λx+ y)H(λ(x− i))
1 + x2
,
→ pi (Fγ) (y) (λ→ 0) with Lebesgue, Lebesgue.
The corresponding contribution in an additive decomposition
F(fγ)(y) =
∑
i
Fi(y)
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of F(fγ)(y) is
F1(y) =
−1
2
(Fγ)(y).
The second integral without prefactor is
i
∫ ∞
0
dx
x
λ2 + x2
{(Fγ) (−x+ y)H(−x− iλ)− (Fγ) (x+ y)H(x− iλ)}
= i
∫ ∞
0
dx
x
λ2 + x2
(Fγ) (−x+ y) {H(−x− iλ)−H(x− iλ)}+
i
∫ ∞
0
dx
x
λ2 + x2
H(x− iλ) {(Fγ) (−x+ y)− (Fγ) (x+ y)} . (19)
To the first line of the right hand side of Eq. (19), the theorem of Lebesgue can be
applied; because of the symmetry H(x) = H(−x), it is zero. For the treatment of
the second line use that Fγ satisfies the Lipschitz condition noted above. Hence, the
convergence theorem can be applied also to the second line and one obtains in the limit
λ→ 0:
−ipi
∫ ∞
0
dx
(Fγ) (y + x)− (Fγ) (y − x)
sinh(pix)
.
So far, the Fourier transform of fγ has been additively decomposed according to
F(fγ)(y) = (F1 + F2)(y) (20)
with
F1(y) =
−1
2
(Fγ)(y),
F2(y) =
i
2
∫ ∞
0
dx
(Fγ) (y + x)− (Fγ) (y − x)
sinh(pix)
.
Verify now that the latter integral decays exponentially as a function of y. Write∫∞
0
=
∫ x0
0
+
∫∞
x0
with arbitrary x0 > 0 and treat the two intervals separately. Note that
|i/2|
∫ ∞
x0
dx
∣∣∣∣(Fγ) (y + x)sinh(pix)
∣∣∣∣ ≤ Kγ ∫ ∞
x0
dx
e−cγ |y+x|
epix − e−pix
≤ Kγ
∫ ∞
x0
dx
e−cγ |y+x|e−pix
1− e−2pix0
≤ Kγ
1− e−2pix0
∫ ∞
−∞
dx e−cγ |y+x|e−pi|x|
≤ Kγ
1− e−2pix0
(
2
cγ
+
2
pi
)
e−
1
2
min(pi,cγ)|y|
=: K1e
−c1|y|,
|i/2|
∫ ∞
x0
dx
∣∣∣∣(Fγ) (y + x)sinh(pix)
∣∣∣∣ ≤ K1e−c1|y|.
Moreover, for y ∈ R with |y| > x0:
|i/2|
∣∣∣∣∫ x0
0
dx
(Fγ) (y + x)− (Fγ) (y − x)
sinh(pix)
∣∣∣∣
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≤
∫ x0
0
dx
∣∣∣∣(Fγ) (y + x)− (Fγ) (y − x)2x xsinh(pix)
∣∣∣∣
≤ 1/pi
∫ x0
0
dx
∣∣∣∣(Fγ) (y + x)− (Fγ) (y − x)2x
∣∣∣∣
≤ x0
pi
L(γ)(|y| − x0)
≤ x0
pi
KL(γ)e
cL(γ)x0 e−cL(γ)|y|,
while for y ∈ R with |y| ≤ x0:
|i/2|
∣∣∣∣∫ x0
0
dx
(Fγ) (y + x)− (Fγ) (y − x)
sinh(pix)
∣∣∣∣
≤ x0
pi
Lγ.
In summary, for all y ∈ R:
|i/2|
∣∣∣∣∫ x0
0
dx
(Fγ) (y + x)− (Fγ) (y − x)
sinh(pix)
∣∣∣∣
≤ K2e−c2|y|
with constants
K2 :=
x0
pi
max(KL(γ)), Lγ) e
cL(γ)x0 ,
c2 := cL(γ).
Recalling at this stage the additive decomposition of the Fourier transform of fγ,
Eq. (20), the estimate
|F(fγ)(y)| ≤ Kfγe−cfγ |y|
is obtained, with constants
Kfγ := 1/2Kγ + 2K1 +K2,
cfγ := min(cγ, c1, c2).
Inserting this into Eq. (17), an estimate for the Fourier transform of α+l by an
exponential decay is obtained. A review of the two constants - prefactor and factor
in the exponent - shows that they depend continuously on the chemical potential µl, so
the constants can be chosen locally independent of µl. This independence is useful for
deriving diagrams with respect to chemical potentials.
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Calculation of the Fourier back transform of fλ:
Integration by parts yields:(F−1fλ) (y) = −1
2pi(λ+ iy)
F (λ+ iy),
with
F (z) :=
∫
dx ezxf ′(x).
The function F (z) is holomorphic on the stripe {Re ∈]− 1, 1[} within the complex plane.
For purely imaginary arguments, its calculation is equivalent to the calculation of the
Fourier transform of f ′. This I let be performed by the software Mathematica [16] and
obtained the equation
F (z) =
−ipiz
sinh(−ipiz) ,
at first only for purely imaginary arguments. (I did not or not yet find a way to reproduce
this result, nor do I have another reference.) However, the two functions are holomorphic
on {Re ∈]− 1, 1[}, and so the equality holds also on this larger set. Implicitly:(F−1fλ) (y) = i
2
1
sinh(pi(y − iλ)) .
Proof of the additional statement: Let
F := Fαl,
and represent αl as the Fourier back transform of F . Since αl is bounded by a constant,
it suffices to show that
2pi αl(x) =
∫
R
dt F (t) eixt
has an upper bound which decays like 1/|x|. Assume x 6= 0 and write with the
convergence theorem∣∣∣∣∫
R
dt F (t) eixt
∣∣∣∣
=
∣∣∣∣ limn→∞
∫
R
dt F (t) eixt 1[−n 2pi|x| ,n 2pi|x| ]
(t)
∣∣∣∣
=
∣∣∣∣∣
∞∑
n=0
∫
R
dt F (t) eixt {1[−(n+1) 2pi|x| ,(n+1) 2pi|x| ] − 1[−n 2pi|x| ,n 2pi|x| ]}(t)
∣∣∣∣∣
≤
∞∑
n=0
∣∣∣∣∣
∫ −n 2pi|x|
−(n+1) 2pi|x|
dt F (t)eixt
∣∣∣∣∣ +
∣∣∣∣∣
∫ (n+1) 2pi|x|
n 2pi|x|
dt F (t)eixt
∣∣∣∣∣
≤
∞∑
n=0
∣∣∣∣∣
∫ −(n+1) 2pi|x|+ pi|x|
−(n+1) 2pi|x|
dt
{
F (t)eixt + F
(
t+
pi
|x|
)
eix(t+
pi
|x|)
}∣∣∣∣∣
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+
∣∣∣∣∣
∫ n 2pi|x|+ pi|x|
n 2pi|x|
dt
{
F (t)eixt + F
(
t+
pi
|x|
)
eix(t+
pi
|x|)
}∣∣∣∣∣
≤
∞∑
n=0
∫ −(n+1) 2pi|x|+ pi|x|
−(n+1) 2pi|x|
dt
∣∣∣∣F (t) − F (t+ pi|x|
)∣∣∣∣
+
∫ n 2pi|x|+ pi|x|
n 2pi|x|
dt
∣∣∣∣F (t) − F (t+ pi|x|
)∣∣∣∣
≤
∞∑
n=0
pi2
x2
L(αl)
(
n
2pi
|x|
)
2
=
2pi2
x2
{
L(αl)(0) +
∞∑
n=1
L(αl)
(
n
2pi
|x|
)}
≤ 2pi
2
x2
{
L(αl)(0) +
∫ ∞
0
dt L(αl)
(
t
2pi
|x|
)}
≤ 2pi
2
x2
{
L(αl)(0) +
∫ ∞
0
dt KL(αl) exp
[
−cL(αl)
(
t
2pi
|x|
)]}
= 2pi2L(αl)(0)
1
x2
+ piKL(αl)c
−1
L(αl)
1
|x| .
Appendix B: Lemma for deriving RTA and DSO rates with respect to the
coupling parameter
Consider the function
f(w) =
∫
R
dt
g(t)
γ2(t) + (t/w + p(t))2
= w
∫
R
dx
g(wx)
γ2(wx) + (x+ p(wx))2
,
where g, γ, p are smooth and bounded real functions of the real variable t, γ strictly
positive. The argument w of the function f(w) be real and positive. Define then
f0 := f and for n = 0, 1, 2, . . .:
fn+1(w) = (fn(w)− fn(0))/w,
as long as the limits w → 0 exist. Then: f0(0) = 0, f1(0) = pig(0)/γ(0). Moreover,
f2(0) =
∫ ∞
0
dt
t2
(g(t) + g(−t)− 2g(0))
− pi
(
gp
γ
)′
(0), (21)
and
f3(0) = − 2
∫ ∞
0
dt
t3
((gp)(t)− (gp)(−t)− 2t(gp)′(0))
+
pi
2
(
g(p2 − γ2)
γ
)′′
(0). (22)
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The derivatives of the fractions in f2(0) and f3(0) depend only on the behaviour of the
functions g, γ, p locally around zero. The integrals, on the other hand, are in this sense
non-local contributions.
During the following proof the results for f2(0) and f3(0) will be obtained only as
the sum of many contributions. I used the colours blue and red (grey) to mark those
contributions.
Proof:
With the terminology
[. . .]1 =
[
w2γ2(0) + (t+ wp(0))2
]
,
[. . .]2 =
[
w2γ2(t) + (t+ wp(t))2
]
write
f2(w) =
∫
dt
g(t) [. . .]1 − g(0) [. . .]2
[. . .]1 [. . .]2
=
∫
dt
g(t)− g(0)
[. . .]2
+ g(0)
∫
[. . .]1 − [. . .]2
[. . .]1 [. . .]2
. (23)
The function f2(w) will be written as a sum of several contributions, the contributions
are grouped in such a way that an overview is possible.
Group I
The first summand on the right-hand side of Eq. (23). With
(δg)(t) := (g(t)− g(0))/t
and with the terminology
[. . .]a =
[
w2γ2(−t) + (−t+ wp(−t))2] ,
[. . .]b =
[
w2γ2(t) + (t+ wp(t))2
]
this contribution turns into∫ ∞
0
dt t
δg(t) [. . .]a − δg(−t) [. . .]b
[. . .]a [. . .]b
=
∫ ∞
0
dt t
δg(t)− δg(−t)
[. . .]b
+
∫ ∞
0
dt tδg(−t) [. . .]a − [. . .]b
[. . .]a [. . .]b
(24)
Subgroup I.1
The first additive contribution to the right-hand side of Eq. (24). With
(rδg)(t) := (δg(t)− δg(−t))/t
this contribution turns into∫
dt
t2
w2γ2(t) + (t+ wp(t))2
rδg(t).
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The factor in front of rδg(t) is bounded by a constant independent of w and t. Hence,
the convergence theorem yields∫ ∞
0
dt(rδg)(t) =
∫ ∞
0
dt
t2
(g(t) + g(−t)− 2g(0))
as the non-local contribution to the right-hand side of Eq. (21).
The corresponding contribution to f3(0) = limw→0(f2(w)− f2(0))/w is
1
w
∫ ∞
0
dt rδg(t)
[
t2
w2γ2(t) + (t+ wp(t))2
− 1
]
≡ −(rδg)(0)(γ2 + p2)(0)
∫ ∞
0
dx
1
γ2(0) + (x+ p(0))2
−
∫ ∞
0
dx
2x((rδg)p)(wx)
γ2(0) + (x+ p(0))2
, (25)
where I used the congruence∫ ∞
0
dx
2x((rδg)p)(wx)
γ2(wx) + (x+ p(wx))2
≡
∫ ∞
0
dx
2x((rδg)p)(wx)
γ2(0) + (x+ p(0))2
modulo the limit w → 0: The difference between the two functions of w converges to
zero as w → 0. With the notation
δp(t) := (p(t)− p(0))/t,
the second term on the right-hand side of Eq. (25) can be written as
−2
w
p(0)
∫ ∞
0
dx
1
γ2(0) + (x+ p(0))2
(δg(wx)− δg(−wx)) (26)
−2
∫ ∞
0
dt
t2
w2γ2(0) + (t+ wp(0))2
[(rδg)(δp)] (t),
where the second line converges to
−2
∫ ∞
0
dt [(rδg)(δp)] (t)
= −2
∫ ∞
0
dt
t3
(p(t)− p(0)) (g(t) + g(−t)− 2g(0))
with Lebesgue. The possibly divergent term (26) will later be added to another
possibly divergent term; their sum is not divergent.
Subgroup I.2
The second summand on the right-hand side of Eq. (24).
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Subgroup I.2.a
The latter can be decomposed into two qualitatively different contributions to f2(w),
subgroup I.2.a be defined by the first one of these contributions:
−
∫ ∞
0
dt tδg(−t)w
2 ((γ2 + p2)(t)− (γ2 + p2)(−t))
[. . .]a [. . .]b
= −
∫ ∞
0
dt t2δg(−t)w
2(r[γ2 + p2])(t)
[. . .]a [. . .]b
= −w
∫ ∞
0
dx
δg(−wx)(r[γ2 + p2])(wx)x2
[γ2(−wx) + (−x+ p(−wx))2] [γ2(wx) + (x+ p(wx))2]
→ 0 (w → 0).
The corresponding contribution to limw→0 f3(w) = limw→0(f2(w)− f2(0))/w is
−δg(0)(r[γ2 + p2])(0)
∫ ∞
0
dx
x2
[γ2(0) + (−x+ p(0))2] [γ2(0) + (x+ p(0))2] .
The final integral is obtained from the residue calculus, a list of the values of the
appearing integrals of this kind is found at the end of this appendix. Moreover,
δg(0) = g′(0), r[γ2 + p2](0) = 2(γ2 + p2)′(0).
Subgroup I.2.b
As noted above, the second summand on the right-hand side of Eq. (24) can be
decomposed into two qualitatively different contributions to f2(w), let the subgroup
I.2.b be defined by the second one of these contributions. Using the terminology
η(t) := p(−t) + p(t),
this second contribution reads:∫ ∞
0
dt tδg(−t) −2twη(t)
[. . .]a [. . .]b
=
∫ ∞
0
dx
−2x2δg(−wx)η(wx)
[γ2(−wx) + (−x+ p(−wx))2] [γ2(wx) + (x+ p(wx))2]
≡ −2η(0)δg(0)
∫ ∞
0
dx
x2
[γ2(0) + (−x+ p(0))2] [γ2(0) + (x+ p(0))2] .
In order to determine the corresponding contribution to limw→0 f3(w) =
limw→0(f2(w)− f2(0))/w use the abbreviations
[. . .]v,1 = γ
2(−wx) + (−x+ p(−wx))2,
[. . .]v,2 = γ
2(wx) + (x+ p(wx))2,
[. . .]c,1 = γ
2(0) + (−x+ p(0))2,
[. . .]c,2 = γ
2(0) + (x+ p(0))2.
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Consider
1
w
{∫ ∞
0
dx
−2x2δg(−wx)η(wx)
[. . .]v,1 [. . .]v,2
−
∫ ∞
0
dx
−2x2δg(0)η(0)
[. . .]c,1 [. . .]c,2
}
=
1
w
∫ ∞
0
dx
−2x2 [δg(−wx)η(wx)− δg(0)η(0)]
[. . .]v,1 [. . .]v,2
+
δg(0)η(0)
w
∫ ∞
0
dx − 2x2 [. . .]c,1 [. . .]c,2 − [. . .]v,1 [. . .]v,2
[. . .]c,1 [. . .]c,2 [. . .]v,1 [. . .]v,2
. (27)
Subgroup I.2.b.i
The group of contributions to limw→0 f3(w) originating from the the first summand on
the right-hand side of Eq. (27). It is
1
w
∫ ∞
0
dx
−2x2 [δg(−wx)η(wx)− δg(0)η(0)]
[. . .]v,1 [. . .]v,2
≡ 1
w
∫ ∞
0
dx
−2x2 [δg(−wx)η(wx)− δg(0)η(0)]
[. . .]c,1 [. . .]c,2
=
−2
w
∫ ∞
0
dx
x2
[. . .]c,1 [. . .]c,2
( [η(wx)− η(0)] [δg(−wx)− δg(0)]
+ η(0) [δg(−wx)− δg(0)]
+ δg(0) [η(wx)− η(0)] ). (28)
The first line of the right-hand side of Eq. (28) yields the contribution
−2
∫ ∞
0
dt
η(t)− η(0)
t
δg(−t)− δg(0)
t
to f3(0). The second summand (second line) of the right-hand side of Eq. (28) can,
upon adding and subtracting
p2(0) + γ2(0)− 2xp(0),
in the numerator of the fraction, and by the use of the function
(δδg)(t) := (δg(t)− δg(0))/t,
be rewritten as
−4
w
p(0)
∫ ∞
0
dx
1
γ2(0) + (x+ p(0))2
(δg(−wx)− δg(0)) (29)
−2(γ2 + p2)(0)(δg)′(0)
∫ ∞
0
dx
2p(0)x
[γ2(0) + (−x+ p(0))2] [γ2(0) + (x+ p(0))2]
+4p(0)η(0)(δg)′(0)
∫ ∞
0
dx
x2
[γ2(0) + (−x+ p(0))2] [γ2(0) + (x+ p(0))2] .
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(Note: δδg(0) = (δg)′(0) = 1/2g′′(0).) The sum of the present term (29) and the
earlier contribution (26) is
−2
w
p(0)
∫ ∞
0
dx
1
γ2(0) + (x+ p(0))2
(δg(wx) + δg(−wx)− 2δg(0)) .
The function δg(t) + δg(−t) − 2δg(0) vanishes quadratically in t = 0. Multiply and
divide through t2, then integrate with respect to t = wx instead of x. The convergence
theorem yields the contribution
−2p(0)
∫ ∞
0
dt
δg(t) + δg(−t)− 2δg(0)
t2
to f3(0). The treatment of the third term (third line) on the right-hand side of
Eq. (28) is analogous: η(t) = p(t) + p(−t) is even, hence η(t) − η(0) vanishes even
quadratically in t = 0. Multiply and divide through t2, then integrate with respect to
t = wx instead of x. The convergence theorem yields the contribution
−2δg(0)
∫ ∞
0
dt
p(t) + p(−t)− 2p(0)
t2
to f3(0).
Subgroup I.2.b.ii
The group of contributions to limw→0 f3(w) originating from the the second summand
on the right-hand side of Eq. (27). It is
−2δg(0)η(0)
∫ ∞
0
dx
x3
[. . .]c,1 [. . .]c,2 [. . .]v,1 [. . .]v,2
[
(γ2 + p2)2(0)− (γ2 + p2)(−wx)(γ2 + p2)(wx)
wx
+ x2
2(γ2 + p2)(0)− (γ2 + p2)(wx)− (γ2 + p2)(−wx)
wx
− 4x2 p
2(0)− p(wx)p(−wx)
wx
+ 2x
p(−wx)(γ2 + p2)(wx)− p(wx)(γ2 + p2)(−wx)
wx
− 2x3 p(wx)− p(−wx)
wx
].
Of these altogether five contributions to limw→0 f3(w), the first three vanish: The
functions of wx which are found in the numerators of the fractions are even and vanish
quadratically in wx = 0. Again, the convergence theorem can be applied. For the
treatment of the fourth and fifth of the above contributions define
Q(t) :=
p(−t)(γ2 + p2)(t)− p(t)(γ2 + p2)(−t)
t
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and
rp(t) :=
p(t)− p(−t)
t
to obtain
− 2 Q(0)δg(0)η(0)
∫
R
dx
x4
[γ2(0) + (−x+ p(0))2]2 [γ2(0) + (x+ p(0))2]2
and
+ 2 rp(0)δg(0)η(0)
∫
R
dx
x6
[γ2(0) + (−x+ p(0))2]2 [γ2(0) + (x+ p(0))2]2 ,
respectively. Note: δg(0) = g′(0), rp(0) = 2p′(0), and
Q(0) = −2(γ2 + p2)(0)p′(0) + 2p(0)(γ2 + p2)′(0).
Group II
Let this be the second summand on the right-hand side of Eq. (23), which was a sum of
contributions to f2(w). This second summand is the sum of two qualitatively different
contributions:
g(0)
∫
R
dt
w2 [(γ2 + p2)(0)− (γ2 + p2)(t)]
[. . .]1[. . .]2
+ g(0)
∫
R
dt
2tw [p(0)− p(t)]
[. . .]1[. . .]2
, (30)
where
[. . .]1 =
[
w2γ2(0) + (t+ wp(0))2
]
,
[. . .]2 =
[
w2γ2(t) + (t+ wp(t))2
]
.
Subgroup II.1
The first contribution in the sum (30). By the use of the function
δ(γ2 + p2)(t) := [(γ2 + p2)(t)− (γ2 + p2)(0)]/t
this first contribution turns into
−g(0)
∫
dx
xδ(γ2 + p2)(wx)
[γ2(0) + (x+ p(0))2][γ2(wx) + (x+ p(wx))2]
≡ −g(0)δ(γ2 + p2)(0)
∫
R
dx
x
[γ2(0) + (x+ p(0))2]2
.
In order to determine the corresponding contribution to limw→0 f3(w), use the
abbreviations
[. . .]c = γ
2(0) + (x+ p(0))2,
[. . .]v = γ
2(wx) + (x+ p(wx))2,
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and consider
g(0)
w
∫
dx
x
[. . .]2c [. . .]v
[ δ(γ2 + p2)(0)[γ2(wx) + (x+ p(wx))2]
−δ(γ2 + p2)(wx)[γ2(0) + (x+ p(0))2] ]
= g(0)
∫
dx
x
[. . .]2c [. . .]v
[
x
{
δ(γ2 + p2)(0)δ(γ2 + p2)(wx) − (γ2 + p2)(0)δδ(γ2 + p2)(wx)}
+ 2x2
{
δ(γ2 + p2)(0)δp(wx) − p(0)δδ(γ2 + p2)(wx)}
− x3 δδ(γ2 + p2)(wx) ]
≡ {g(0)δ(γ2 + p2)(0)2 − g(0)(γ2 + p2)(0)δδ(γ2 + p2)(0)}∫
R
dx
x2
[γ2(0) + (x+ p(0))2]3
+
{
2g(0)δ(γ2 + p2)(0)δp(0) − 2g(0)p(0)δδ(γ2 + p2)(0)}∫
R
dx
x3
[γ2(0) + (x+ p(0))2]3
− g(0)δδ(γ2 + p2)(0)
∫
R
dx
x4
[γ2(0) + (x+ p(0))2]3
.
Subgroup II.2
The second contribution in the sum (30) of contributions to f2(w). It is
−2g(0)
∫
R
dx
x2δp(wx)
[γ2(0) + (x+ p(0))2][γ2(wx) + (x+ p(wx))2]
≡ −2g(0)δp(0)
∫
R
dx
x2
[γ2(0) + (x+ p(0))2]2
.
The corresponding contribution to f3(w) is∫
R
dx
x2
[. . .]2c [. . .]v
[
x
{
2g(0)δp(0)δ(γ2 + p2)(wx) − 2g(0)δδp(wx)(γ2 + p2)(0)}
x2 {4g(0)δp(0)δp(wx) − 4g(0)p(0)δδp(wx)}
−x3 {2g(0)δδp(wx)} ]
≡ {2g(0)δp(0)δ(γ2 + p2)(0) − 2g(0)δδp(0)(γ2 + p2)(0)}
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R
dx
x3
[γ2(0) + (x+ p(0))2]3
+ {4g(0)δp(0)δp(0) − 4g(0)p(0)δδp(0)}∫
R
dx
x4
[γ2(0) + (x+ p(0))2]3
− 2g(0)
∫
R
dx
x5
[γ2(0) + (x+ p(0))2]3
δδp(wx).
Write the contribution of the last line as
−2g(0)
∫ ∞
0
dx
x5
[γ2(0) + (x+ p(0))2]3
[δδp(wx)− δδp(−wx)]
−2g(0)
∫ ∞
0
dx
{
1
[γ2(0) + (x+ p(0))2]3
− 1
[γ2(0) + (x− p(0))2]3
}
x5δδp(−wx) =
− 2g(0)
∫ ∞
0
dt
p(t)− p(−t)− 2p′(0)t
t3
+ 2g(0)p′′(0)
{
4p3(0) + 6p(0)(γ2 + p2)(0)
}
∫
R
dx
x8
[γ2(0) + (x+ p(0))2]3 [γ2(0) + (x− p(0))2]3
+ 6g(0)p′′(0)p(0)∫
R
dx
x10
[γ2(0) + (x+ p(0))2]3 [γ2(0) + (x− p(0))2]3
+ 6g(0)p′′(0)p(0)(γ2 + p2)2(0)∫
R
dx
x6
[γ2(0) + (x+ p(0))2]3 [γ2(0) + (x− p(0))2]3 ,
with which all contributions to f2(0) and to f3(0) are determined.
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List of required integrals
With the definitions
I(k)n :=
∫
R
dx
xk
[γ2(0) + (x− p(0))2]n [γ2(0) + (x+ p(0))2]n ,
J (k)n :=
∫
R
dx
xk
[γ2(0) + (x+ p(0))2]n
,
the following equations hold:
I
(0)
1 = pi/2
1
γ(0)
1
(γ2 + p2)(0)
,
I
(2)
1 = pi/2
1
γ(0)
,
I
(4)
2 = pi
1
γ(0)3
1
24
,
I
(6)
2 = pi
1
γ(0)3
1
24
(5γ2 + p2)(0).
Furthermore, with the abbreviation c := p(0)/γ(0):
J
(1)
2 = − pi/2
1
γ(0)2
c,
J
(2)
2 = pi/2
1
γ(0)
(1 + c2),
J
(2)
3 = pi/8
1
γ(0)3
(1 + 3c2),
J
(3)
3 = − 3pi/8
1
γ(0)2
(c+ c3),
J
(4)
3 = 3pi/8
1
γ(0)
(1 + 2c2 + c4).
Finally,
I
(6)
3 = 3pi/2
8 1
γ(0)5
,
I
(8)
3 = pi/2
8 1
γ(0)3
(7 + 3c2),
I
(6)
2 = pi/2
4 1
γ(0)
(5 + c2),
and
(γ2 + p2)2(0) I
(6)
3 + I
(10)
3 = I
(6)
2 − 2(γ2 − p2)(0) I(8)3 .
