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Abstract
In this paper, we present some suitable distributional identities of solutions for nonhomoge-
neous elliptic equations involving the Hardy-Leray potentials and study qualitative properties
of the solutions to the corresponding nonhomogeneous problems in this distributional sense.
We address some applications on the nonexistence of some nonhomogeneous problems with the
Hardy-Leray potentials and the nonexistence principle eigenvalue with some indefinite poten-
tials.
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1 Introduction
Throughout this paper, we assume that Ω is an open domain containing the origin in RN with
N ≥ 2, µ ≥ µ0 := − (N−2)
2
4 and Lµ := −∆ + µ|x|2 . The elliptic operator Lµ involves the inverse
square potential, which is also called as Hardy potential, and related semilinear elliptic problems
have been done mainly by variational methods [14, 19, 20, 24], due to the Hardy type inequalities,
see the references [1, 10, 12, 26]. A direct extension of definition for the distributional solution to
the Hardy problem Lµu = g in Ω may be proposed as∫
Ω
uLµξ dx =
∫
Ω
gξ dx, ∀ ξ ∈ C∞c (Ω), (1.1)
where g is a nonlinearity of x and u. When N ≥ 3 and µ ∈ [µ0, 0), [7, 20] make use of this notation
of distributional solution to show the existence of distributional solutions of (1.1) for particular
nonlinearity depending on u under some restriction for µ. Later on, the authors in [22] considered
the related Hardy problem in the distributional sense of (1.1) replaced C∞c (Ω) by C
∞
c (Ω \ {0})
in some range of µ. Chaudhuri and Cıˆrstea in [16], Cıˆrstea in [18] classified the isolated singular
classical solution of Lλu+ b(x)h(u) = 0 in Ω \ {0}, where both b and h consist of regularly varying
and slowly varying parts (see their definitions in §1.2.2 of [18]). There a solution is considered as
a C1(Ω \ {0})-solution in the sense of distributions in Ω \ {0}, that is,∫
Ω
∇u∇ϕdx−
∫
Ω
λ
|x|2uϕdx+
∫
Ω
b(x)h(u)ϕdx = 0, ∀ϕ ∈ C1c (Ω \ {0}) (1.2)
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holds. Recall that a solution u has a ”removable” singularity at the origin if u can be extended
to a C1-solution in D′(Ω). Another important attempt is done in [20] to consider the consider
the solutions of semilinear Hardy equation in classical sense, in variational sense and in a distribu-
tional sense. This subject has been extended into the elliptic equation with Hardy potential with
singularities on the boundary, for instance, [4, 23, 27, 37, 36, 31] and the references therein.
However, we observe that the distributional identity (1.2) loses the information at the origin in
the case that the test functions are in C∞c (Ω\{0}), and on the other hand, it does not work even for
the fundamental solutions by the test functions in C∞c (Ω) if µ > 0 large enough when we consider
the distributional identity (1.1), because of high singularity at the origin of the corresponding
fundamental solutions. Furthermore, it loses the huge convenience in dealing with semi-linear
elliptic equations involving the Laplacian from the expression of singularities by Dirac mass, for
instances [9, 34, 39], where the authors obtained classical solutions of −∆u = f with precise isolated
singularities by dealing with −∆u = f + kδ0 in models: f being nonhomogeneous term, f(u) = up
or f(u) = up − u.
Therefore, it is important for theoretical advances and also for application’s interests to obtain
an improved version of distributional idnetity (1.1). To this end, we start our analysis form the
fundamental solutions of Hardy operators. It is known that when µ ≥ µ0, the problem
Lµu = 0 in RN \ {0} (1.3)
has two branches of radially symmetric solutions with the explicit formulas that
Φµ(x) =
{
|x|τ−(µ) if µ > µ0,
− |x|τ−(µ) ln |x| if µ = µ0
and Γµ(x) = |x|τ+(µ), (1.4)
where
τ−(µ) = −N − 2
2
−√µ− µ0 and τ+(µ) = −N − 2
2
+
√
µ− µ0.
Here τ−(µ) and τ+(µ) are two roots of µ− τ(τ +N − 2) = 0. Moreover, Φµ is a regular solution of
(1.3) in the sense that µ| · |−2Φµ(·) ∈ L1loc(RN ) and we have that
LµΦµ = 0 in D′(RN ). (1.5)
Remark that the mentioned fundamental solution of (1.3) with µ = 0 is
Φ0(x) =
{
|x|2−N if N ≥ 3,
− ln |x| if N = 2
and Φ0 is a distributional solution of
L0u = cNδ0 in RN, (1.6)
where
cN =
{
(N − 2)|SN−1| if N ≥ 3,
2π if N = 2
and SN−1 is the sphere of the unit ball in RN and |SN−1| is the area of the unit sphere. We observe
that the second branch of fundamental solution Γ0 ≡ 1 for µ = 0, which is always omitted in the
study of semilinear elliptic equation. Without special stating, we always assume that µ ≥ µ0.
Our motivation of this paper is to provide suitable distributional identities for Hardy problems
and to answer the basic question whether it is able to express the isolated singularities by the
Dirac mass, in particular, to find out some distributional identity to distinguish the fundamental
solutions of Lµ.
Our first result on the distributional identities of the fundamental solutions can be stated as
follows:
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Theorem 1.1 Let dµ(x) = Γµ(x)dx and
L∗µ = −∆−
2τ+(µ)
|x|2 x · ∇. (1.7)
Then ∫
RN
ΦµL∗µ(ξ) dµ = cµξ(0), ∀ ξ ∈ C1.1c (RN ), (1.8)
where
cµ =
{
2
√
µ− µ0 |SN−1| if µ > µ0,
|SN−1| if µ = µ0.
(1.9)
Here and in what follows, we always take the notation
dµ(x) = Γµ(x)dx ( or dµ = Γµdx).
The distributional identity (1.8) is derived from the observation that Lµ(Γµξ) = ΓµL∗µ(ξ). In
the dµ-distributional sense, L∗µ is the duality operator of Lµ and we may say that the fundamental
solution Φµ is a dµ−distributional solution of
LµΦµ = cµδ0 in D′(RN),
which coincides (1.6) when µ = 0, since dµ(x) = dx in this case and L∗0 = L0 = −∆. Furthermore,
an alternative form of L∗µ could be given as
L∗µ(ξ) = −Γ−1µ div(Γµ∇ξ),
which plays an essential role in the study of heat kernel for the Hardy operator, see [25, 35]. We
remark that when µ = 0, cµ coincides with the coefficient cN , while for µ = µ0 there is a jump for
the parameter cµ.
It is known that the operator Lµ with µ ∈ [µ0,+∞) \ {0}, is self-adjoint in the normal distri-
butional sense. However, identity (1.8) gives a new distributional sense with respect to a specific
weighted measure, which makes the operator Lµ not self-adjoint. To the best of our knowledge,
identity (1.8) is new.
We next continue to extend this identity for bounded domains and apply it for the classifica-
tion of isolated singularities of nonhomogeneous Hardy problem. Given a bounded C2 domain Ω
containing the origin, the Hardy problem

Lµu = 0 in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 1
(1.10)
has solution Gµ with isolated singularity as Φµ at origin, i.e.
lim
|x|→0
Gµ(x)
Φµ(x)
= 1. (1.11)
Then we have the following distributional identity.
Theorem 1.2 Let Gµ be the solution of (1.10) verifying (1.11), then∫
Ω
GµL∗µ(ξ) dµ = cµξ(0), ∀ ξ ∈ C1.10 (Ω). (1.12)
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A deeper knowledge of distributional identities allows us to draw a complete picture of the
existence, non-existence and the singularities for the nonhomogeneous problem{
Lµu = f in Ω \ {0},
u = 0 on ∂Ω
(1.13)
where f : Ω¯ \ {0} 7→ R is a Ho¨lder continuous locally in Ω¯ \ {0}.
Motivated by (1.8) and (1.12), we shall classify the isolated singularities of (1.13) by building
the connection with {
Lµu = f + cµkδ0 in Ω,
u = 0 on ∂Ω,
(1.14)
in the dµ-distributional sense that u ∈ L1(Ω, dµ),∫
Ω
uL∗µ(ξ) dµ =
∫
Ω
fξ dµ+ cµkξ(0), ∀ ξ ∈ C1.10 (Ω), (1.15)
where k ∈ R. Note that the solution Gµ of (1.10) verifying (1.11), from Theorem 1.2, is a dµ-
distributional solution of {
Lµu = cµδ0 in Ω,
u = 0 on ∂Ω.
For nonhomogeneous problem (1.13), we have the following results.
Theorem 1.3 Let f be a function in Cγloc(Ω \ {0}) for some γ ∈ (0, 1).
(i) Assume that
f ∈ L1(Ω, dµ) i. e.
∫
Ω
|f | dµ < +∞, (1.16)
then for any k ∈ R, problem (1.14) admits a unique weak solution uk, which is a classical solution
of problem (1.13). Furthermore, if assume more that
lim
|x|→0
f(x)|x|2−τ−(µ) = 0, (1.17)
then we have the asymptotic behavior
lim
x→0
uk(x)Φ
−1
µ (x) = k. (1.18)
(ii) Assume that f verifies (1.16) and u is a nonnegative solution of (1.13), then u is a weak
solution of (1.14) for some k ≥ 0.
(iii) Assume that f ≥ 0 and
lim
r→0+
∫
Ω\Br(0)
f dµ = +∞, (1.19)
then problem (1.13) has no nonnegative solutions.
Note that Theorem 1.3 part (i) and (ii) build a one to one connection between problems (1.13)
and (1.14) under the assumption (1.16). Together with Theorem 1.3 part (iii), the assumptions
of (1.16) is sharp for the existence of weak solution to (1.13). Assumption (1.16) could also be
seen in [20], where the authors studied the existence of isolated singular solutions of (1.13) only
when N ≥ 3 and µ0 ≤ µ < 0. Similar assumptions seem be initially proposed in [2, 3] to deal with
semilinear parabolic equation with Hardy potentials.
It worth noting that our weak solution uk of (1.14) could be decomposed into vf + kGµ, where
vf is a unique solution of (1.15) with k = 0 and Gµ is the solution of (1.10) subject to (1.11), and
the classification of the isolated singularities of (1.13) is performed by Schwartz Theorem in [40].
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Furthermore, we enlarge the scope of the inhomogeneity into f ∈ L1(Ω, ρdµ), where ρ(x) =
dist(x, ∂Ω) in Section 5.2 and show the existence of dµ-distributional solution of (1.14) by approx-
imating the inhomogeneity by regular functions.
By applying the nonexistence result of Theorem 1.3 (iii), we obtain an Liouville theorem for
the nonhomogeneous problem (1.13) even for µ < µ0 in Section 5.2. Finally, our results could be
applied to show the nonexistence of a principle eigenvalue problem with an indefinite potential with
singularities as Hardy-Leray potentials.
The rest of the paper is organized as follows. In section 2, we show qualitative properties of
the solutions to nonhomogeneous problem with regular nonlinearity and ”removable” singularity
limx→0 u(x)Φ
−1
µ (x) = 0. For the uniqueness, the basic tools are comparison principle in the classical
sense and the basic tools Kato’s inequality in the dµ weak sense. Section 3 is devoted to build the
distributional identity for the fundamental solutions in RN , and in bounded smooth domain and we
build the approximation for the fundamental solutions in the distributional sense of (1.12). Section
4 is addressed to study the qualitative properties of the solutions of (1.13) in the distributional
sense and to prove Theorem 1.3. Finally, we give a generalization of dµ-distributional solution
and an application to the nonexistence of the principle eigenvalue of Laplacian with zero Dirchlet
boundary condition.
2 Preliminary
2.1 Comparison Principle for Lµ and weak singularity
In this subsection, we introduce the Comparison Principle for the operator Lµ which is one basic
tool in our analysis.
Lemma 2.1 Let O be a bounded open set in RN , L : O × [0,+∞) → [0,+∞) be a continuous
function such that for any x ∈ O,
L(x, s1) ≥ L(x, s2) if s1 ≥ s2,
then Lµ + L with µ ≥ µ0 verifies the Comparison Principle, that is, if
u, v ∈ C1,1(O) ∩ C(O¯)
satisfying
Lµu+ L(x, u) ≥ Lµv + L(x, v) in O and u ≥ v on ∂O,
then
u ≥ v in O.
Proof. Let w = u − v and w− = min{w, 0}, then w ≥ 0 on ∂O by the assumption that u ≥ v
on ∂O and then w− = 0 on ∂O. We will prove that w− ≡ 0. If O− := {x ∈ O : w(x) < 0} is
not empty, then it is a bounded C1,1 domain in O. From Hardy inequality with µ ≥ µ0, for some
C > 0, there holds,
0 =
∫
O−
(−∆w− + µ|x|2w−)w−dx+
∫
O−
[L(x, u)− L(x, v)](u − v)− dx
≥
∫
O−
(
|∇w−|2 + µ|x|2w
2
−
)
dx ≥ C
∫
O−
w2−dx,
then w− = 0 in a.e. O−, which is impossible with the definition of O−. 
We remark that when L(s) = sp, Lemma 2.1 could be seen in [16, Lemma 2.1]. The following
lemma plays an important role in the obtention of uniqueness for classical solution.
5
Lemma 2.2 Assume that Ω is a bounded C2 domain and L is a continuous function stated in
Lemma 2.1 and satisfying L(x, 0) = 0, ∀x ∈ Ω, then the homogeneous problem

Lµu+ L(x, u) = 0 in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 0
(2.1)
has only zero solution.
Proof. Let u be a solution of (2.1), then for any ǫ > 0, there exists rǫ > 0 converging to zero as
ǫ→ 0 such that
u ≤ ǫΦµ in Brǫ(0) \ {0}.
We see that
u = 0 < ǫΦµ on ∂Ω,
then by Lemma 2.1, we have that
u ≤ ǫΦµ in Ω \ {0}.
By the arbitrary of ǫ, we have that u ≤ 0 in Ω \{0}. The same way to obtain that u ≥ 0 in Ω \{0}.
This ends the proof. 
Now let L∗µ be defined by (1.7). As a consequence of the above result, an important test function
we use often in the dµ distributional sense is the solution ξ0 of{L∗µu = 1 in Ω,
u = 0 on ∂Ω
(2.2)
satisfies
0 < ξ0 ≤ c in Ω. (2.3)
In fact, without loss of the generality, let Ω ⊂ B1(0) and denote v(r) = 1− r2, then
L∗µv = 2N + 2τ+(µ) > 1.
So v is a super solution of (2.2). For any x0 ∈ Ω, since Ω is C2 domain, there exists r0 > 0 such
that Br0(x0) ⊂ Ω. Let wt(x) = t(r20 − |x− x0|2), then for some t > 0 small, wt is a sub solution of
(2.2). Then (2.3) follows by Lemma 2.1.
Next, we build the distributional identity for the classical solution of the nonhomogeneous
problem with ”removable” singularity, i.e. limx→0 u(x)Φ
−1
µ (x) = 0.
Lemma 2.3 Assume that f ∈ Cγ(Ω¯) for some γ ∈ (0, 1), then


Lµu = f in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 0
(2.4)
has a unique solution uf satisfying the distributional identity:∫
Ω
ufL∗µ(ξ) dµ =
∫
Ω
fξ dµ, ∀ ξ ∈ C1.10 (Ω). (2.5)
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Proof. The uniqueness follows by Lemma 2.2 and the existence could be derived by the Perron’s
method with the super solution u¯ chosen as s(Γµ(x) − t|x|2) when µ0 ≤ µ < 2N , s(Γµ(x) − t|x|3)
when µ = 2N and s|x|2 when µ > 2N , where t > 0 is chosen such that the function is positive
on Ω and then fix s > 0 compared with ‖f‖L∞(Ω), and the sub solution u = −u¯. We are going to
prove the distributional identity.
The case µ > µ0. Indeed, for µ > µ0, we can choose τ0 ∈ (τ−(µ), min{2, τ+(µ)}), and denote
V0(x) = |x|τ0 , ∀x ∈ Ω \ {0}
and
LµV0(x) = cτ0 |x|τ0−2,
where
cτ0 = µ− τ0(τ0 +N − 2) > 0.
Since f is bounded, there exists t0 > 0 such that
|f(x)| ≤ t0cτ0 |x|τ0−2, ∀x ∈ Ω \ {0},
then t0V0 and −t0V0 are super solution and sub solution of (2.4), respectively.
For n large, Ω \B 1
n
(0) is nonempty and the problem


Lµu = f in Ω \B 1
n
(0),
u = 0 on ∂(Ω \B 1
n
(0))
(2.6)
has a unique classical solution wn. By Lemma 2.1, we have that
|wn(x)| ≤ t0V0(x), ∀x ∈ Ω \ {0}.
By standard arguments and regularity theory, taking uµ = limn→+∞wn, then uµ is a classical
solution of (2.4) and
|uµ(x)| ≤ t0V0(x), ∀x ∈ Ω \ {0}.
From Lemma 4.9 in [18] with h ≡ 1 (e.g. [43]), we have that
|∇uµ(x)| ≤ cV0(x)|x|−1, ∀x ∈ Ω \ {0}.
Thus, for ξ ∈ C1.10 (Ω), multiplying Γµξ in (2.4) and integrating over Ω \Br(0), we have that∫
Ω\Br(0)
fξ dµ =
∫
Ω\Br(0)
Lµ(uµ)ξdµ =
∫
Ω\Br(0)
uµL∗µ(ξ)dµ
+
∫
∂Br(0)
(
∇uµ · x|x|Γµ −∇Γµ ·
x
|x|uµ
)
ξ dω (2.7)
−
∫
∂Br(0)
uµΓµ
(
∇ξ · x|x|
)
dω.
For r = |x| > 0 small,∣∣∣∣∇uµ · x|x|Γµ ξ
∣∣∣∣ ≤ c‖ξ‖L∞(Ω)rτ0−1+τ+(µ) and
∣∣∣∣∇Γµ · x|x|uµ ξ
∣∣∣∣ ≤ c‖ξ‖L∞(Ω)rτ0+τ+(µ)−1.
Since τ0 + τ+(µ)− 1 > 1−N ,
lim
r→0+
∫
∂Br(0)
(
∇uµ · x|x|Γµ −∇Γµ ·
x
|x|uµ
)
ξ dω = 0.
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For the last term in the right hand side of (2.7), we have that∣∣∣∣∣
∫
∂Br(0)
uµΓµ
(
∇ξ · x|x|
)
dω
∣∣∣∣∣ ≤ cµ‖ξ‖C1(RN )r → 0 as r → 0+.
Therefore, we have that ∫
Ω
uµL∗µ(ξ) dµ =
∫
Ω
fξ dµ. (2.8)
The case µ = µ0 and µ0 < 0. By the linearity of Lµ0 , we may assume that f ∈ C1(Ω¯) is
nonnegative. By the Comparison Principle, we have that uµ ≥ 0 in Ω \ {0}.
We claim that µ 7→ uµ is decreasing in [µ0, 0). Let µ1 ≥ µ2 > µ0, then
f = −∆uµ1 +
µ1
|x|2uµ1 ≥ −∆uµ1 +
µ2
|x|2uµ1 ,
so uµ1 is a sub solution of (2.4) with µ = µ2. The monotonicity follows by the Comparison Principle
in Lemma 2.2.
We next construct a uniformly bound for uµ for µ > µ0. Let
V (x) = |x|τ+(µ0) − (s0|x|)2, ∀x ∈ Ω \ {0},
where s0 > 0 and V > 0 in Ω \ {0}. We see that
Lµ0V (x) =
(N + 2)2
4
s20 > 0, ∀x ∈ Ω \ {0}.
Then there exists t0 > 0 such that
Lµ0(t0V ) ≥ ‖f‖L∞(Ω).
By the Comparison Principle, we have that
uµ ≤ t0V in Ω \ {0}.
For ξ ∈ C1.10 (Ω), there exists c > 0 independent of µ such that
|L∗µ(ξ)| ≤ c‖ξ‖C1.1
0
(Ω) + |µ|‖ξ‖C1
0
(Ω)|x|−1.
From the Dominate Monotonicity Convergence Theorem, there exists uµ0 ≤ t0V such that
uµ → uµ0 as µ→ µ+0 a.e. in Ω and in L1(Ω, |x|−1dµ).
Passing to the limit of (2.8) as µ→ µ+0 , we obtain that∫
Ω
uµ0L∗µ0(ξ) dµ0 =
∫
Ω
f ξdµ0,
which ends the proof. 
2.2 Kato’s inequality
The following proposition is the Kato’s type estimate.
Proposition 2.1 Let ρ(x) = dist(x, ∂Ω) and f ∈ L1(Ω, ρdµ), there exists a unique dµ-distributional
solution u ∈ L1(Ω, |x|−1dµ) of the problem{Lµ u = f in Ω,
u = 0 on ∂Ω,
(2.9)
8
that is, ∫
Ω
uL∗µ(ξ) dµ =
∫
Ω
fξ dµ, ∀ ξ ∈ C1.10 (Ω).
Then for any ξ ∈ C1.10 (Ω), ξ ≥ 0, we have that∫
Ω
|u|L∗µ(ξ) dµ ≤
∫
Ω
sign(u)fξ dµ (2.10)
and ∫
Ω
u+L∗µ(ξ) dµ ≤
∫
Ω
sign+(u)fξ dµ. (2.11)
Proof. Uniqueness. Let w be a dµ-distributional solution of{ Lµw = 0 in Ω,
w = 0 on ∂Ω.
(2.12)
For any Borel subset O of Ω, denote by ηω,n the solution of{
L∗µu = ζn in Ω,
u = 0 on ∂Ω,
(2.13)
where ζn : Ω¯ 7→ [0, 1] is a C1(Ω¯) function such that ζn → χO in L∞(Ω) as n→∞. By Lemma 2.3,
we have that
∫
Ω
wΓµ ζn dx = 0. Passing to the limit as n→∞, we have that
∫
O
wΓµ dx = 0,
which implies that w = 0.
Existence and estimate (2.10). For σ > 0, we define an even convex function φσ as
φσ(t) =
{ |t| − σ2 if |t| ≥ σ,
t2
2σ if |t| < σ/2.
(2.14)
Then for any t ∈ R, |φ′σ(t)| ≤ 1, φσ(t) → |t| and φ′σ(t) → sign(t) when σ → 0+. Let {fn} be a
sequence of functions in C1(Ω¯) such that
lim
n→∞
∫
Ω
|fn − f |ρdµ = 0.
Let un be the corresponding solution to (2.9) with right-hand side fn, then for any σ > 0 and
ξ ∈ C1.10 (Ω), ξ ≥ 0, we have that∫
Ω
φσ(un)(−∆)(Γµξ) dx=
∫
Ω
Γµξ(−∆)φσ(un) dx
=
∫
Ω
ξφ′σ(un)(−∆)undµ −
∫
Ω
ξφ′′σ(un)|∇un|2dµ
≤
∫
Ω
ξφ′σ(un)fndµ− µ
∫
Ω
φ′σ(un)
un
|x|2 ξ dµ.
(2.15)
Letting σ → 0, we obtain that∫
Ω
|un|(−∆)(Γµξ)dx ≤
∫
Ω
ξ sign(un)fn dµ − µ
∫
Ω
|un|
|x|2 ξ dµ,
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that is, ∫
Ω
|un|L∗µ(ξ)dµ ≤
∫
Ω
ξ|fn| dµ. (2.16)
Let η1 be the solution of (2.2), taking ξ = ξ0, the solution of (2.2), then∫
Ω
|un| dµ ≤ c8
∫
Ω
|fn|ρ dµ. (2.17)
Similarly, ∫
Ω
|un − um|dµ ≤ c8
∫
Ω
|fn − fm|ρ dµ. (2.18)
Therefore, {un} is a Cauchy sequence in L1(Ω, ρdµ) and its limit u is a dµ-distributional solution
of (2.9). Passing to the limit as n→∞ in (2.16), we obtain (2.10). Inequality (2.11) is proved by
replacing φσ by φ˜σ which is zero on (−∞, 0) and φσ on [0,∞). 
3 Distributional identities
3.1 Fundamental solution.
The distributional identity of the fundamental solutions is derived by divergence theorem.
Proof of Theorem 1.1. For ξ ∈ C1.1c (RN ), multiply Γµξ in (1.3) and integrate over RN \Br(0),
we have that
0 =
∫
RN\Br(0)
Lµ(Φµ)Γµξ dx =
∫
RN\Br(0)
ΦµL∗µ(ξ) dµ
+
∫
∂Br(0)
(
∇Φµ · x|x|Γµ −∇Γµ ·
x
|x|Φµ
)
ξ dω −
∫
∂Br(0)
ΦµΓµ
(
∇ξ · x|x|
)
dω.
For µ > µ0, we see that
∇Φµ(x) · x|x|Γµ(x)−∇Γµ(x) ·
x
|x|Φµ(x) = −2
√
µ− µ0 |x|1−N
and for r = |x| > 0 small,
|ξ(x)− ξ(0)| ≤ ‖∇ξ‖L∞(RN )r
and ∫
∂Br(0)
(
∇Φµ · x|x|Γµ −∇Γµ ·
x
|x|Φµ
)
ξ(0) dω = −cµξ(0),
where cµ = 2
√
µ− µ0|SN−1| for µ > µ0.
Elementary estimates show that
lim
r→0+
∫
RN\Br(0)
ΦµL∗µ(ξ)dµ = cµξ(0).
For µ = µ0, we have that τ(µ0) = τ¯(µ0) =
2−N
2 ,
∇Φµ0 ·
x
|x| Γµ0 −∇Γµ0 ·
x
|x| Φµ0 = −|x|
1−N ,
then
lim
r→0
∫
∂Br(0)
(
∇Φµ0 ·
x
|x|Γµ0ξ −∇Γµ0 ·
x
|x|Φµ0ξ
)
dω = |SN−1|ξ(0)
10
and
lim
r→0
∫
∂Br(0)
Φµ0Γµ0
(
∇ξ · x|x|
)
dω = 0.
Thus, we have that
lim
r→0+
∫
RN\Br(0)
Φµ0L∗µ0(ξ)dµ0 = cµ0ξ(0).
This ends the proof. 
Remark 3.1 For µ 6= 0, it is not proper to divide into each term like
lim
r→0+
∫
RN\Br(0)
ΦµLµ(Γµξ)dx = lim
r→0+
∫
RN\Br(0)
Φµ(−∆)(Γµξ)dx+ lim
r→0+
∫
RN\Br(0)
µ
ΦµΓµξ
|x|2 dx.
In fact, we see that if ξ(0) > 0,
lim
r→0+
∫
RN\Br(0)
ΦµΓµξ
|x|2 dx = +∞.
3.2 dµ-distributional solution in bounded domain
Different from the case in RN , there is only one branch of the fundamental solution for Lµu = δ0,
subject to the Dirichlet boundary condition.
Proof of Theorem 1.2. The existence follows from Perron’s methods with the super and sub-
solutions Φµ and Φµ − tΓµ respectively. Here t is taken such that Φµ − tΓµ ≤ 0 on ∂Ω. The
uniqueness follows from the Comparison Principle.
Let η0 : [0,+∞)→ [0, 1] be a decreasing C∞ function such that
η0 = 1 in [0, 1] and η0 = 0 in [2,+∞). (3.1)
Take n0 ≥ 1 such that
1
n0
sup{r > 0 : Br(0) ⊂ Ω} ≤ 1
2
.
Denote ηn0(r) = η0(n0r) for r ≥ 0 and w1 = Φµηn0 and w2 = Gµ − Φµηn0 , then

Lµwi = −∇ηn0 · ∇Φµ − Φµ∆ηn0 in Ω \ {0},
wi = 0 on ∂Ω,
lim
x→0
wi(x)Φ
−1
µ (x) = 2− i,
(3.2)
where i = 1, 2. We see that −∇ηn0 · ∇Φµ −Φµ∆ηn0 has compact set in B 2
n0
(0) \B 1
n0
(0) and then
−∇ηn0 · ∇Φµ − Φµ∆ηn0 is smooth and bounded.
For i = 1, following the proof of Theorem 1.1, we have that∫
RN
w1L∗µ(ξ) dµ =
∫
Ω
[−∇ηn0 · ∇Φµ − Φµ∆ηn0 ] ξ dµ + cµξ(0), ∀ ξ ∈ C1.10 (Ω). (3.3)
For i = 2, it follows by Lemma 2.3 that∫
Ω
w2L∗µ(ξ)dµ =
∫
Ω
[−∇ηn0 · ∇Φµ − Φµ∆ηn0 ] ξ dµ, ∀ ξ ∈ C1.10 (Ω). (3.4)
Together with (3.3), ∫
Ω
GµL∗µ(ξ) dµ = cµξ(0), ∀ ξ ∈ C1.10 (Ω).
This completes the proof. 
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3.3 Approximation of the fundamental solution
In this subsection, we see the approximation of the fundamental solution Gµ.
Proposition 3.1 Let {δn}n be a sequence of nonnegative L∞-functions such that supp δn ⊂ Brn(0),
where rn → 0 as n→ +∞ and
δn → δ0 as n→ +∞ in the distributional sense.
For any n, let wn be the unique solution of the problem in the dµ-distributional sense

Lµu = δn in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 0.
(3.5)
Then
lim
n→+∞
wn(x) =
1
cµ
Gµ(x), ∀x ∈ Ω \ {0}
and for any compact set K ⊂ Ω \ {0},
wn → 1
cµ
Gµ as n→ +∞ in C2(K). (3.6)
Proof. From Lemma 2.3, equation (3.5) has unique solution wn ≥ 0 satisfying∫
Ω
wnL∗µ(ξ) dµ =
∫
Ω
δnξ dx, ∀ ξ ∈ C1.10 (Ω). (3.7)
In particular, by taking ξ = ξ0, the solution of (2.2), we obtain that
‖wn‖L1(Ω, dµ) ≤ ‖ξ0‖L∞(Ω)‖δn‖L1(Ω) = ‖ξ0‖L∞(Ω).
For any r > 0, take ξ with the support in Ω \Br(0), then ξ ∈ C1.1c (Ω \Br(0)),∫
Ω\Br(0)
wnL∗µ(ξ) dµ = 0.
We claim that wn is uniform bounded in L
1(Ω, |x|−1dµ). Indeed, for σ > 0, let
ξσ(x) = (r0 − φσ(|x|))ηn0(|x|), ∀x ∈ Ω, (3.8)
where φσ is defined in (2.14) and η0 is given in (3.1) and n0 is such that ηn0 has compact set in Ω
and r0 > 0 is such that Ω ⊂ Br0(0). Then ξσ ∈ C1.10 (Ω) and for x ∈ B 1
n0
(0), we have that
L∗µ(ξσ)(x) =
{
N−1+τ+(µ)
|x| for σ ≤ |x| < 1/n0,
1
σ
+N − 1 + τ+(µ) for |x| < σ
(3.9)
and there exists c > 0 such that
|L∗µ(ξσ)(x)| ≤ c, ∀x ∈ Ω \B 1
n0
(0), (3.10)
where N − 1 + τ+(µ) > 0 for µ ≥ µ0. Therefore, we have that
(N − 1 + τ+(µ))
∫
B 1
n0
(0)\Bσ (0)
wn |x|−1dµ ≤
∫
B 1
n0
(0)
wn L∗µ(ξσ)dµ
≤
∫
Ω
δnξσdµ+ c
∫
Ω\B 1
n0
(0)
wndµ
≤ c,
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where c > 0 independent of n. Passing to the limit as σ → 0, we have that∫
B 1
n0
(0)
wn |x|−1dµ ≤ c′,
which, together with the fact that ∫
Ω\B 1
n0
(0)
wn |x|−1dµ ≤ c,
implies that ∫
Ω
wn |x|−1dµ ≤ c′,
that is, wn is uniform bounded in L
1(Ω, |x|−1dµ).
From Corollary 2.8 in [45] with L∗ = L∗µ, which is strictly elliptic in Ω \Br(0), we have that for
q < N
N−1 ,
‖wnΓµ‖W 1,q(Ω2r) ≤ c‖δn‖L1(Ω\Br(0)) + c‖wn‖L1(Ω\Br(0), dµ)
≤ c(1 + ‖ξ0‖L∞(Ω)),
where Ω2r = {x ∈ Ω \B2r(0) : ρ(x) > 2r}. By the compact embedding
W 1,q(Ω2r) →֒ L1(Ω2r),
up to some subsequence, there exists w∞ ∈W 1,qloc (Ω) ∩ L1(Ω, dµ) such that
wn → w∞ as n→ +∞ a.e. in Ω and in L1(Ω, dµ)
and it follows by (3.7) that for ξ ∈ C1.10 (Ω),∫
Ω
w∞L∗µ(ξ) dµ = ξ(0).
Furthermore, ∫
Ω
(w∞ − 1
cµ
Gµ)L∗µ(ξ) dµ = 0.
From the Kato’s inequality Lemma 2.1 with f = 0, we deduce that
w∞ =
1
cµ
Gµ a.e. Ω.
Proof of (3.6). For any x0 ∈ Ω \ {0}, let r0 = 14{|x0|, ρ(x0)} and
vn = wnη,
where η(x) = η0(
|x−x0|
r0
). There exists n0 > 0 such that for n ≥ n0,
suppvn ∩Brn(0) = ∅.
Then
−∆vn(x) = −∆wn(x)η(x) −∇wn · ∇η − wn∆η
= −∇wn · ∇η − wn∆η,
where ∇η and ∆η are smooth.
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We observe that wn ∈ W 1,q(B2r0(x0)) and −∇wn · ∇η − wn∆η ∈ Lq(B2r0(x0)), then we have
that
‖vn‖W 2,q(Br0 (x0)) ≤ c‖wn‖L1(Ω, dµ),
where c > 0 is independent of n. Thus, −∇wn · ∇η−wn∆η ∈W 1,q(Br0(x0)), repeat above process
N0 steps, for N0 large enough, we deduce that
‖wn‖C2,γ (B r0
2N0
(x0)) ≤ c‖wn‖L1(Ω, dµ),
where γ ∈ (0, 1) and c > 0 is independent of n. As a conclusion, (3.6) follows by Arzela`-Ascola
theorem and Heine-Borel theorem. This ends the proof. 
Remark 3.2 Let η0 : [0,+∞) → [0, 1] be a C∞ decreasing function such that η0 = 1 in [0, 1] and
η0 = 0 in [2,+∞), δn(x) = nNη0(n|x|) for x ∈ RN . Then
δn → δ0 in D′(RN ) as n→ +∞.
4 Nonhomogeneous problem
4.1 Isolated singularities
We concerns with the isolated singularities of the solution vf of (1.13) verifying the identity (1.15)
with k = 0. Let Gµ be the Green’s kernel of Lµ in Ω×Ω with Dirichlet boundary condition. From
Theorem 1.2, it holds that for x ∈ Ω \ {0} and y = 0,
Gµ(x, 0) = Gµ(x),
which expresses δ0 in the dµ-distributional sense. For x, y ∈ Ω \ {0}, we have following estimate of
Gµ.
Lemma 4.1 If µ0 < 0 and µ0 ≤ µ < 0, we have that for x, y ∈ Ω \ {0},
0 < Gµ(x, y) ≤ c
(
|x− y|2−N + |x|
τ+(µ)
|x− y|N−2+τ+(µ) +
|y|τ+(µ)
|x− y|N−2+τ+(µ) +
|x|τ+(µ)|y|τ+(µ)
|x− y|N−2+2τ+(µ)
)
;
(4.1)
if µ ≥ 0 and N ≥ 3, we have that for x, y ∈ Ω \ {0},
0 < Gµ(x, y) ≤ cmin
{
|x− y|2−N , |x|
τ+(µ)
|x− y|N−2+τ+(µ) ,
|y|τ+(µ)
|x− y|N−2+τ+(µ) ,
|x|τ+(µ)|y|τ+(µ)
|x− y|N−2+2τ+(µ)
}
. (4.2)
Here and in the following, |x− y|2−N in (4.2) should be replaced by − ln |x− y| when N = 2.
Proof. For µ0 < 0 and µ0 ≤ µ < 0, it follows from Theorem 3.11 in [25] that the corresponding
heat kernel verifies
kµ(t, x, y) ≤ cmin
{
(1 +
|x|√
t
)τ+(µ)(1 +
|y|√
t
)τ+(µ), (
d(x)d(x)
|x||y| )
τ+(µ)
}
t−
N
2 e−c
|x−y|2
t
≤ c
(
1 + (
|x|√
t
)τ+(µ) + (
|y|√
t
)τ+(µ) + (
|x||y|
t
)τ+(µ)
)
t−
N
2 e−c
|x−y|2
t ,
which, together with G(x, y) =
∫ ∞
0
kµ(t, x, y)dt, implies (4.1).
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For µ ≥ 0, it follows from Proposition 1.1 in [33] that
kµ(t, x, y) ≤ cmin
{
1, (
|x|√
t
)τ+(µ)} min{1, ( |y|√
t
)τ+(µ)
}
t−
N
2 e−c
|x−y|2
t
≤ cmin
{
1, (
|x|√
t
)τ+(µ), (
|y|√
t
)τ+(µ), (
|x||y|
t
)τ+(µ)
}
t−
N
2 e−c
|x−y|2
t ,
then (4.2) holds. 
Remark 4.1 For µ0 < 0 and µ0 ≤ µ < 0, it follows from [25] that the heat kernel has the lower
bound as
kµ(t, x, y) ≥ cmin
{
(1 +
|x|√
t
)τ+(µ)(1 +
|y|√
t
)τ+(µ), (
d(x)d(x)
|x||y| )
τ+(µ)
}
t−
N
2 e−c
|x−y|2
t ,
then we have that the Green kernel has lower estimates: for any compact set K in Ω, there exists
c > 0 such that for x, y ∈ K \ {0},
Gµ(x, y) ≥ c
(
|x− y|2−N + |x|
τ+(µ)
|x− y|N−2+τ+(µ) +
|y|τ+(µ)
|x− y|N−2+τ+(µ) +
|x|τ+(µ)|y|τ+(µ)
|x− y|N−2+2τ+(µ)
)
.
Proposition 4.1 Let f be a function in C1(Ω \ {0}) satisfying (1.16) and (1.17).
Denote by Gµ the Green operator defined by
Gµ[f ](x) =
∫
Ω
G(x, y)f(y)dy for f ∈ L1(Ω, dµ).
Then Gµ[f ] is the classical solution of (1.13) verifying
lim
x→0
Gµ[f ](x)Φ
−1
µ (x) = 0, (4.3)
Proof. From the Green’s kernel, it is known that Gµ[f ] is the solution of (1.13). We next prove
(4.3) and we may assume that f is nonnegative, if not, we just replace f by |f | in the following
proof.
Case 1: N ≥ 3 and µ ≥ 0. When N = 2, there are just some small differences, we omit the
proof.
For x ∈ Ω \ {0},
Gµ[f ](x)Φ
−1
µ (x) ≤ c

Φ−1µ (x)
∫
Br0 (0)\B |x|
2
(x)
|y|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy +Φ
−1
µ (x)
∫
B |x|
2
(x)
f(y)
|x− y|N−2 dy


=: c (E1(x) + E2(x)) , (4.4)
where r0 = supx,y∈Ω |x− y| and f is extended to be that f = 0 in Br0(0) \ Ω.
We observe that∫
B |x|
2
(x)
f(y)
|x− y|N−2dy ≤ supz∈B 3|x|
2
(0)\B |x|
2
(0)
f(z)
∫
B |x|
2
(x)
|x− y|2−Ndy
≤ c|x|2 sup
B 3|x|
2
(0)\B |x|
2
(0)
f(z)
and
E2(x) ≤ c sup
z∈B 3|x|
2
(0)\B |x|
2
(0)
|z|2−τ−(µ)f(z)→ 0 as |x| → 0 (4.5)
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by the assumption (1.17).
For y ∈ Br0(0) \B |x|
2
(x), we have that
|x− y| ≥ 1
8
(|x|+ |y|)
and ∫
Br0 (0)\B |x|
2
(x)
|y|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy ≤ c
∫
Br0 (0)\B |x|
2
(x)
|y|τ+(µ)f(y)
(|x|+ |y|)N−2+τ+(µ) dy
= c|x|2
∫
B r0
|x|
(0)\B 1
2
(ex)
|z|τ+(µ)f(|x|z)
(1 + |z|)N−2+τ+(µ) dz.
For any ε > 0 fixed, there exists Rε > 0 such that 1/(1 +Rε)
N−2+τ+(µ) < ε, then∫
B r0
|x|
(0)\BRε (0)
|z|τ+(µ)f(|x|z)
(1 + |z|)N−2+τ+(µ) dz ≤ ε
∫
B r0
|x|
(0)\BRε (0)
|z|τ+(µ)f(|x|z)dz
≤ ε|x|−N−τ+(µ)‖f‖L1(Ω,Γµdx)
and ∫
BRε (0)
|z|τ+(µ)f(|x|z)
(1 + |z|)N−2+τ+(µ) dz ≤
∫
BRε (0)
|z|τ+(µ)f(|x|z)dz
≤ |x|−N−τ+(µ)
∫
B|x|Rε(0)
|y|τ+(µ)f(y)dy,
where from (1.16) we have that∫
B|x|Rε(0)
|y|τ+(µ)f(y)dy → 0 as |x| → 0.
So lim|x|→0E1(x) = 0. Therefore, along with (4.4) and (4.5),
lim
|x|→0
Gµ[f ](x)Φ
−1
µ (x) = 0.
Case 2: µ0 < 0 and µ0 ≤ µ < 0. We observe that N ≥ 3 and
Gµ[f ](x) ≤ c
(∫
Ω
f(y)
|x− y|N−2 dy +
∫
Ω
|x|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy
+
∫
Ω
|y|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy +
∫
Ω
|x|τ+(µ)|y|τ+(µ)
|x− y|N−2+2τ+(µ) f(y)dy
)
.
From (4.5), we have that
lim
|x|→0
|x|−τ−(µ)
∫
B |x|
2
(x)
f(y)
|x− y|N−2dy = 0.
Moreover, we have that∫
B |x|
2
(x)
|y|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy ≤ supz∈B 3|x|
2
(0)\B |x|
2
(0)
|z|τ+(µ)f(z)
∫
B |x|
2
(x)
|x− y|2−N+τ+(µ)dy
≤ c|x|2 sup
B 3|x|
2
(0)\B |x|
2
(0)
f(z),
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and then
lim
|x|→0
|x|−τ−(µ)
∫
B |x|
2
(x)
|y|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy = 0.
Similarly,
lim
|x|→0
|x|−τ−(µ)
∫
B |x|
2
(x)
|x|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy = 0
and lim
|x|→0
|x|−τ−(µ)
∫
B |x|
2
(x)
|x|τ+(µ)|y|τ+(µ)
|x− y|N−2+2τ+(µ) f(y)dy = 0.
For y ∈ Br0(0) \B |x|
2
(x), we have that
|x− y| ≥ 1
8
(|x|+ |y|)
and ∫
Br0 (0)\B |x|
2
(x)
f(y)
|x− y|N−2dy ≤ c
∫
Br0 (0)\B |x|
2
(x)
f(y)
(|x|+ |y|)N−2 dy
= c|x|2
∫
B r0
|x|
(0)\B 1
2
(ex)
f(|x|z)
(1 + |z|)N−2+τ+(µ) dz.
Fixed ε > 0, there exists Rε > 1 such that 1/(1 +Rε)
N−2 < ε, then for |z| > Rε, we have that(
1 + |z|
|z|
)τ+(µ)
≤ c,
∫
B r0
|x|
(0)\BRε (0)
f(|x|z)
(1 + |z|)N−2 dz ≤ c
∫
B r0
|x|
(0)\BRε (0)
|z|τ+(µ)f(|x|z)
(1 + |z|)N−2+τ+(µ) dz
≤ ε
∫
B r0
|x|
(0)\BRε (0)
|z|τ+(µ)f(|x|z)dz
≤ ε|x|−N−τ+(µ)‖f‖L1(Ω,Γµdx)
and for |z| < Rε, by the fact that 2−N2 ≤ τ+(µ) < 0,∫
BRε (0)
f(|x|z)
(1 + |z|)N−2 dz ≤
∫
BRε (0)
|z|τ+(µ)f(|x|z)dz
≤ c|x|−N−τ+(µ)
∫
B|x|Rε(0)
|y|τ+(µ)f(y)dy,
where ∫
B|x|Rε(0)
|y|τ+(µ)f(y)dy → 0 as |x| → 0.
So
lim
|x|→0
Φ−1µ (x)
∫
Br0 (0)\B |x|
2
(x)
f(y)
|x− y|N−2 dy = 0,
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then we have that
lim
|x|→0
(∫
Ω
f(y)
|x− y|N−2 dy
)
Φ−1µ (x) = 0.
Similar we can prove
lim
|x|→0
(∫
Ω
|x|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy
)
Φ−1µ (x) = 0,
lim
|x|→0
(∫
Ω
|y|τ+(µ)f(y)
|x− y|N−2+τ+(µ) dy
)
Φ−1µ (x) = 0
and
lim
|x|→0
(∫
Ω
|x|τ+(µ)|y|τ+(µ)f(y)
|x− y|N−2+2τ+(µ) dy
)
Φ−1µ (x) = 0.
Thus (4.3) holds. 
Remark 4.2 We remark that for τ > τ−(µ), if
lim sup
x→0
f(x)|x|−τ+2 < +∞, (4.6)
then f verifies (1.16) and (1.17). Furthermore, when µ > µ0 and f ∈ Cγloc(Ω \ {0}) verifies (4.6),
there exists c > 0 such that
|Gµ[f ](x)| ≤ c|x|min{τ, τ+(µ)}.
4.2 Existence and nonexistence
This subsection is devoted to build the distributional identity for the nonhomogeneous problem
(1.13) .
Lemma 4.2 Assume that f is a function in Cγloc(Ω \ {0}) satisfying (1.16). Then for ∀k ∈ R,
problem (1.14) admits a unique weak solution uk, has a unique solution uk, which is a classical
solution of problem (1.13).
Furthermore, if (1.17) holds true, then limx→0 uk(x)Φ
−1
µ (x) = k.
Proof. Let fn = fηn, where ηn(r) = 1− η0(nr) for r ≥ 0. We see that fn is bounded. Let vn and
v+n be the solution of (2.4) replaced f by fn and |fn| respectively, then
|vn| ≤ v+n (4.7)
and for any ξ ∈ C1.10 (Ω),∫
Ω
vn L∗µ(ξ) dµ =
∫
Ω
fnξ dµ,
∫
Ω
v+n L∗µ(ξ)dµ =
∫
Ω
|fn|ξdµ.
Take ξ = ξ0 as before, we have that v
+
n is uniformly bounded in L
1(Ω, dµ) by (1.16), so is vn.
Claim 1: v+n is uniform bounded in L
1(Ω, |x|−1dµ). For σ > 0, let ξσ be defined in (3.8), then
using the expression and the estimate of L∗µ(ξσ)(x) in B 1
n0
(0) given by (3.9) and (3.10) respectively,
we have that
(N − 1 + τ+(µ))
∫
B 1
n0
(0)\Bσ (0)
v+n |x|−1dµ ≤
∫
B 1
n0
(0)
v+n L∗µ(ξσ)dµ
≤
∫
Ω
|f |ξσdµ+ c
∫
Ω\B 1
n0
(0)
v+n dµ
≤ c
∫
Ω
|f |ρ dµ
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Passing to the limit as σ → 0, we have that∫
B 1
n0
(0)
v+n |x|−1dµ ≤ c′
∫
Ω
|f |ρ dµ,
which, together with the fact that∫
Ω\B 1
n0
(0)
v+n |x|−1dµ ≤ c
∫
Ω
|f |ρ dµ,
implies that ∫
Ω
v+n |x|−1dµ ≤ c′
∫
Ω
|f |ρ dµ,
that is, v+n is uniform bounded in L
1(Ω, |x|−1dµ).
Moreover, {v+n } is increasing, and then there exists v+ such that
v+n → v+ a.e. in Ω and in L1(Ω, |x|−1dµ).
Then we have that ∫
Ω
v+L∗µ(ξ) dµ =
∫
Ω
|f |ξ dµ, ∀ ξ ∈ C1.10 (Ω).
Since f ∈ Cγ(Ω \ {0}), then from Lemma 4.10 in [18], we have that v ∈ C1(Ω \ {0}) and then from
(4.7), up to subsequence, there exists vf such that
vn → vf in C1(Ω \ {0}) and in L1(Ω, dµ)
and ∫
Ω
vfL∗µ(ξ) dµ =
∫
Ω
fξ dµ, ∀ ξ ∈ C1.10 (Ω),
thus, uk,f = kGµ+vf is a weak solution of (1.14) and the uniqueness follows by the Kato’s inequality
Proposition 2.1.
Claim 2: vf is a classical solution of (1.13) subject to limx→0 u(x)Φ
−1
µ (x) = 0. From Corollary
2.8 in [45] with L∗ = L∗µ, which is strictly elliptic in Ω \Br(0), we have that for q < NN−1 ,
‖vnΓµ‖W 1,q(Ω2r) ≤ c‖fΓµ‖L1(Ω\Br(0)) + c‖vnΓµ‖L1(Ω\Br(0))
≤ c‖f‖L1(Ω, dµ), (4.8)
where Ω2r = {x ∈ Ω \B2r(0) : ρ(x) > 2r}. We see that
−∆vn = − µ|x|2 vn + f.
For any compact set K in Ω away from the origin, it is standard to improve the regularity vn
‖vn‖C3(K) ≤ c[‖f‖L1(Ω, dµ) + ‖f‖C1(K)]
where c > 0 is independent of n. Then vf is a classical solution of (1.13) by the stability theorem,
so is kGµ + vf .
We observe that
vn = Gµ[fn] and vf = lim
n→+∞
Gµ[fn] = Gµ[f ],
then it deduces from Proposition 4.1 if (1.17) holds true, that limx→0 vf (x)Φ
−1
µ (x) = 0. We complete
the proof. 
Lemma 4.3 Assume that f is a nonnegative function in Cγloc(Ω \ {0}) satisfying (1.19). Then
problem (1.13) has no nonnegative solution.
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Proof. By contradiction, we assume that problem (1.13) has a nonnegative solution of uf . Let
{rn}n be a sequence of strictly decreasing positive numbers converging to zero. From (1.19) and
the fact f ∈ Cγ(Ω \ {0}), for any rn, we have that
lim
r→0+
∫
Brn (0)\Br(0)
f(x)dµ = +∞,
then there exists Rn ∈ (0, rn) such that∫
Brn (0)\BRn (0)
fdµ = n,
The case of µ ≥ 0. Let δn = 1nΓµfχBrn(0)\BRn (0), then the problem

Lµu · Γµ = δn in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 0
has a unique positive solution wn satisfying (in the usual sense)∫
Ω
wnLµ(Γµξ)dx =
∫
Ω
δnξdx, ∀ ξ ∈ C1.10 (Ω).
For any ξ ∈ C1.10 (Ω), we have that∫
Ω
wnL∗µ(ξ) dµ =
∫
Ω
δnξ dx→ ξ(0) as n→ +∞.
Therefore, by Lemma 3.1 for any compact set K ⊂ Ω \ {0}
‖wn −Gµ‖C1(K) → 0 as n→ +∞.
So we fixed a point x0 ∈ Ω \ {0}, let r0 = min{|x0|, ρ(x0)}2 and K = Br0(x0), then there exists n0 > 0
such that for n ≥ n0,
wn ≥ 1
2
Gµ in K. (4.9)
Let un be the solution (in the usual sense) of

Lµu · Γµ = nδn in Ω \ {0},
u = 0 on ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 0,
then we have that
un ≥ nwn in Ω.
Together with (4.9), we derive that
un ≥ n
2
Gµ in K.
Then by Comparison Principle, we have that
uf (x0) ≥ un(x0)→ +∞ as n→ +∞,
which contradicts that uf is classical solution of (1.13).
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The case of µ0 ≤ µ < 0. Let wn be the solution of

Lµu(x) = fχBrn(0)\BRn (0) ∀x ∈ Ω \ {0},
u(x) = 0 ∀x ∈ ∂Ω,
lim
x→0
u(x)Φ−1µ (x) = 0,
then it follows by comparison principle
u ≥ wn(x) ≥
∫
Brn (0)\BRn (0)
Gµ(x, y)f(y)dy.
It follows from Remark 4.1 that for x, y ∈ B3(0) \ {0}, x 6= y,
Gµ(x, y) ≥ c
(
|x− y|2−N + |x|
τ+(µ)
|x− y|N−2+τ+(µ) +
|y|τ+(µ)
|x− y|N−2+τ+(µ) +
|x|τ+(µ)|y|τ+(µ)
|x− y|N−2+2τ+(µ)
)
.
For x0 ∈ RN with |x0| = 2 fixed, it deduce that
u(x0) ≥ wn(x0) ≥ c2τ+(µ)
∫
B2(0)
|y|τ+(µ)
|x0 − y|N−2+2τ+(µ)
f(y)dy
≥ c
∫
Brn(0)\BRn (0)
f dµ = cn→ +∞ as n→ +∞,
which is impossible. 
4.3 Classification
In this subsection, we are devoted to classify the isolated singular solutions of (1.13) in the dis-
tributional sense. When µ = 0, the related classification of isolated singularities was studied in
[9].
Proposition 4.2 Assume that f is a function in Cγloc(Ω \ {0}) satisfying (1.16) and u is a non-
negative solution of (1.13). Then there exists some k ≥ 0 such that u is a the dµ-distributional
solution of (1.15).
Proof. Let
u¯(r) = |SN |−1r1−N
∫
∂Br(0)
u(x)dω(x).
For r ∈ (0, r0), we have that
−u¯′′(r)− N − 1
r
u¯′(r) +
µ
r2
u¯(r) ≥ f¯(r),
where
f¯(r) = r1−N
∫
∂Br(0)
f(x)dω(x).
Denote
u¯(r) = rτ+(µ)v(r),
then
−v′′(r)− N + 2τ+(µ)− 1
r
v′(r) ≥ r−τ+(µ)f¯ ,
where N + 2τ+(µ) plays the dimensional role. By (1.16), we have that∫ r0
0
r−τ+(µ)f¯(r)rN+2τ+(µ)−1dr =
∫
Br0(0)
|x|−τ+(µ)|f(x)|dx < +∞,
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where r0 > 0 such that Br0(0) ⊂ Ω. Following the step 1 in the proof of Theorem 1.1 in [9], there
exists c > 0 such that
v(r) ≤
{
c|x|2−(N+2τ+(µ)) if N + 2τ+(µ) ≥ 3,
− c ln |x| if N + 2τ+(µ) = 2,
that is, u¯ ≤ cΦµ. So for ξ ∈ C∞c (Ω), it is well-defined that
|
∫
Ω
uL∗µ(ξ) dµ| ≤ ‖ξ‖C2
∫
Br0 (0)
u(x)|x|−1Γµ(x)dx+ c
≤ c‖ξ‖C2
∫ r0
0
u¯(r)r−1+τ+(µ)rN−1dr + c
≤ c‖ξ‖C2
∫ r0
0
rτ−(µ)+τ+(µ)+N−2dr + c
< +∞.
We observe that for ξ ∈ C∞c (Ω \ {0}), it follows by Divergence theorem that∫
Ω
uL∗µ(ξ)Γµdx−
∫
Ω
f ξΓµdx = 0.
By Schwartz Theorem ([40, Theorem XXXV]), there exists a multiple index p,
uΓµL∗µ − fΓµ =
p∑
|a|=0
kaD
aδ0,
i.e. for any ξ ∈ C∞c (Ω) ∫
Ω
u(L∗µξ − fξ) dµ =
|p|∑
|a|=0
kaD
aξ(0). (4.10)
We are left to show that ka = 0 for |a| ≥ 1. For multiple index a¯ 6= 0, taking ξa¯(x) = xa¯ii ηn0 and
denoting ξa¯,ε(x) = ξa¯(
x
ε
), we have that ξa¯ ∈ C∞c (Ω) and then for ε ∈ (0, 12),
L∗µξa¯,ε(x) =
1
ε2
(−∆)ξa¯(x
ε
)− 2
ε
x
|x|2 · ∇ξa¯(
x
ε
),
and on the one side,
∣∣∣∣
∫
Ω
uL∗µ(ξa¯,ε)dµ
∣∣∣∣ =
∣∣∣∣∣ 1ε2
∫
B2ε(0)
uµΓµ(−∆)ξa¯(x
ε
)dx− 1
ε
∫
B2ε(0)
uµΓµ
x
|x|2 · ∇ξa¯(
x
ε
)
∣∣∣∣∣
≤ 1
ε2
∫
B2ε(0)
uµΓµdx+
1
ε
∫
B2ε(0)
uµΓµ
|x| dx
≤
{
c if N ≥ 3,
− c ln ε if N = 2,
where c is independent of ε. Moreover, we have that∣∣∣∣
∫
Ω
uµξa¯,εdµ
∣∣∣∣ ≤ ‖ξa¯‖L∞
∫
B2ε(0)
fµΓµdx→ 0 as ε→ 0+.
On the other side,
|p|∑
|a|=0
kaD
aξa¯,ε(0) =
ka¯
ε|a¯|
|a¯!|,
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where
|a¯| =
∑
a¯i and a¯! =
N∏
i=1
(a¯i)! ≥ 1.
So if ka¯ 6= 0, we have that ∣∣∣∣∣∣
|p|∑
|a|=0
kaD
aξa¯,ε(0)
∣∣∣∣∣∣→ +∞ as ε→ 0+,
that is, the right hand of (4.10) with ξ = ξa¯,ε blows up with the rate ε
−|a¯|, while the left hand of
(4.10) keeps bounded for N ≥ 3 or blows up in N = 2, but controlled by − ln ε as ε→ 0+. This is
a contradiction and so ka = 0 for |a| ≥ 1.
Therefore, we have that∫
Ω
(uµL∗µξ − fξ) dµ = k0ξ(0), ∀ ξ ∈ C∞c (Ω). (4.11)
For ξ ∈ C1.10 (Ω), take a sequence of functions in C∞c (Ω) converging to ξ, then the identity (4.11)
holds for any ξ ∈ C1.10 (Ω). 
Proof of Theorem 1.3. The part (i) follows by Lemma 4.2 and Proposition 4.1, the part (ii)
does by Proposition 4.2. Lemma 4.3 implies the nonexistence in part (iii). 
5 Generalization and Application
5.1 dµ-distributional solution
In this subsection, we prove existence of dµ-distributional solution of (1.14) with a general nonho-
mogeneous term.
Proposition 5.1 Assume that Ω is a smooth bounded domain containing the origin in RN , ρ(x) :=
dist(x, ∂Ω) and f is a measurable function satisfying∫
Ω
|f |ρ dµ < +∞.
Then for any k ∈ R, problem (1.14) admits a unique dµ-distributional solution.
Proof. By the linearity of Lµ, we find out the solutions u+ and u− of (1.14) with the nonhomoge-
neous term f+ + k+δ0 and f− + k−δ0, respectively, where a± = max{±a, 0}. Then u = u+ − u− is
the solution of (1.14). So we assume now that f is nonnegative and k ≥ 0. We observe that there
exists a increasing nonnegative sequence fn ∈ C1(Ω¯) such that
fn → f as n→∞ in L1(Ω, ρdµ).
From Theorem 1.3, we have that problem (1.13), subject to limx→0 u(x)Φ
−1
µ (x) = k, has a unique
solution of un satisfying ∫
Ω
unL∗µ(ξ) dµ =
∫
Ω
fnξ dµ+ cµkξ(0). (5.1)
By the Comparison Principle, we have that
0 ≤ un ≤ un+1 in Ω \ {0}.
Now take ξ = ξ0, the solution of (2.2), we get that
‖un‖L1(Ω, dµ) ≤
∫
Ω
|f |ρ dµ + ck,
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where c > 0 is independent of n. By Claim 1 in the proof of Lemma 4.2, we have that∫
Ω
un |x|−1dµ ≤ c
∫
Ω
|f |ρ dµ.
Since un is increasing and uniformly bounded in L
1(Ω, |x|−1dµ), by Lebesgue’s monotone conver-
gence theorem, we have that u(x) := limn→+∞ un is in L
1(Ω, |x|−1dµ) and satisfies∫
Ω
uL∗µ(ξ) dµ =
∫
Ω
fnξ dµ+ cµkξ(0), ∀ ξ ∈ C1.10 (Ω).
The uniqueness follows by Kato’s inequality directly. Indeed, let u1, u2 be two solutions of
(1.14), then w := u1−u2 is a dµ-distributional solution of (2.9) with f = 0, taking ξ = ξ0 in (2.10),
ξ0 being the solution of (2.2), it follows that
∫
Ω |w|dx = 0, then u1 = u2. This ends the proof. 
5.2 Nonexistence on µ < µ0
Although we have supposed µ ≥ µ0 throughout this paper at the beginning, we can still deal the
case of µ < µ0 and obtain an Liouville Theorem in this case.
Proposition 5.2 Assume that µ < µ0 and f is a measurable nonnegative function, then problem
(1.13) has no nontrivial nonnegative solutions.
Proof. By contradiction, we assume that u0 is a nontrivial nonnegative solution of (1.13). Then
there exist x0 ∈ Ω \ {0}, r ∈ (0, |x0|) and ǫ0 > 0 such that B2r0(x0) ⊂ Ω \ {0} and
u0 ≥ ǫ0 in Br(x0).
We observe that
Lµ0u0 = (µ0 − µ)
u0
|x|2 + f ≥ (µ0 − µ)ǫ0
χBr0 (x0)
|x|2 , (5.2)
where µ0 − µ > 0, χBr0 (x0) = 1 in Br0(x0) and χBr0(x0) = 0 otherwise.
When N ≥ 3, from Remark 4.1 with K = Br0(x0) ∪Br0(0), for x ∈ Br0(0) \ {0},
u0(x) ≥ (µ0 − µ)ǫ0Gµ0 [χBr0 (x0)]
≥ (µ0 − µ)ǫ0c|x|−
N−2
2
∫
Br0 (x0)
1
|x− y|N−22
dy
≥ c0|x|−
N−2
2 ,
where c0 = (µ0 − µ)ǫ0cminx∈Ω
∫
Br0 (x0)
1
|x−y|
N−2
2
dy > 0. Go back to (5.2), we see that
∫
Ω\Br(0)
[(µ0 − µ) u0|x|2 + f ]dµ ≥ c0
∫
Br0 (0)\Br(0)
|x|−Ndx
→ +∞ as r→ 0+.
Apply Theorem 1.3(iii), we obtain that
{
Lµu = (µ0 − µ) u0|x|2 + f in Ω \ {0},
u = 0 on ∂Ω
(5.3)
has no nonnegative solution, which contradicts that u0 is a nonnegative solution (5.3). So we
conclude that problem (1.13) has no nontrivial nonnegative solutions.
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When N = 2 and µ0 = 0 we have that for any compact set K in Ω, we have that G0(x, y) ≥ c′
for x, y ∈ K, x 6= y,
u0(x) ≥ (µ0 − µ)ǫ0Gµ0 [χBr0 (x0)]
≥ (µ0 − µ)ǫ0c
∫
Br0 (x0)
(− ln |x− y|)dy
≥ (µ0 − µ)ǫ0c|Br0(x0)|c′.
Then a contradiction could be obtained as the case of N ≥ 3. 
5.3 Nonexistence of the principle eigenvalue
In this subsection, our aim is to study the nonexistence of principle eigenvalue of the problem{
−∆u = λV u in O,
u ∈ H10 (O),
(5.4)
where O is an smooth open set containing {0} in RN and V is a measurable function.
It was proved in [42] (Theorem 2.5 ) that problem (5.4) admits a simple principle eigenvalue
under the following hypotheses (V1) and (V2):
(V1) V ∈ Lploc(O \ {0}) with p > N2 ;
(V2) Let
V + := max{0, V } 6= 0, V + = V1 + V2, (5.5)
where V1 ∈ LN2 (O) and for any y ∈ O¯,
lim
x∈O, x→y
|x− y|2V2(x) = 0, lim
x∈O, x→∞
|x|2V2(x) = 0 (if O is unbounded).
More references on the principle eigenvalue with indefinite potential also could be seen in [13, 15,
41, 46].
Our aim here is to the nonexistence of the principle eigenvalue if V is the Hardy-Leray potential
in bounded domain. We will see that the assumptions on V above seem to be ”optimal” in some
sense. More precisely, our result can be stated as follows:
Theorem 5.1 Assume that O = Ω is a bounded C2 domain containing the origin, the potential
V ∈ Cγloc(Ω¯ \ {0}) verifies
V (x) ≥ a0|x|2 , ∀x ∈ Ω \ {0}
for some constants γ ∈ (0, 1) and a0 > 0. Then problem (5.4) has no principle eigenvalue.
Proof. By contradiction, we assume that problem (5.4) has a principle eigenvalue λ1, and denote
by ϕ1 the nonnegative corresponding eigenfunction.
Since V is nonnegative and V ∈ Cγ(Ω¯\{0}), it is standard to prove that λ1 > 0 and ϕ1 ∈ H10 (Ω)
is a nonnegative classical solution of{
−∆u = λ1V u in Ω \ {0},
u = 0 on ∂Ω.
(5.6)
So ϕ1 a super solution of {
−∆u = λ1a0 u|x|2 in Ω \ {0},
u = 0 on ∂Ω.
(5.7)
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Let ψ1 be the first positive eigenfunction of −∆u = λu in H10 (Ω \ Br(0)) with r > 0 small. Then
there exists ǫ ∈ (0, 1) such that ǫψ1 is a sub solution of (5.7). By the super and sub solutions
methods, problem (5.7) has a nonnegative nontrivial solution v1 ∈ H10 (Ω).
In the case that λ1a0 ∈ (0,−µ0], it follows by Theorem 1.3 (iii) with f = 0, we have that
v1 = kG−λ1a0 for some k ≥ 0. If k = 0, v0 = 0 is trivial, which is impossible. If k > 0, we know
that G−λ1a0 6∈ H10 (Ω), which contradicts v1 ∈ H10 (Ω).
In the case that λ1a0 > −µ0, it follows by Proposition 5.2 that there is no nonnegative nontrivial
solution. So we obtain a contradictions. This ends the proof. 
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