Abstract-A standard inverse problem in underwater acoustics is the reconstruction of the ocean subbottom structure (e.g., the density and sound speed profies) from an aperture-and bandlimited knowledge of the reflection coefficient. In this paper we describe an inverse solution method due to Candel er nl.
I. INTRODUCTION
A N IMPORTANT factor affecting low-frequency sound propagation in the ocean is the acoustic interaction with the ocean bottom. For most applications, the traditional measure of this interaction is the plane wave reflection coefficient R , which is usually expressed in the form of bottom loss, -20 log, IR 1, as a function of frequency and grazing angle. The analysis and interpretation of low-frequency acoustic measurements designed to determine the bottom loss of the deep ocean sediments has been described elsewhere 111 - [3] . Because bottom loss is inferTed from experiments which measure propagation loss as a function of range along bottom-interacting paths, a major source of error can be introduced if any relevant acoustical mechanism within the subbottom is neglected.
At low frequencies (say <IO0 Hz), sound waves can readily penetrate the surficial sediments and, consequently, account must be taken of the multiple reflections and refractions Manuscript received August 5, 1983; revised October 21, 1983 .
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CT 06320, as a Canadian exchange scientist from the Defence Research Establishment Pacific, Victoria, B.C. VOS lBO, Canada. that occur within the subbottom. Experiments designed to probe these near-surface sediments often utilize small explosive charges. Although explosives provide a broadband frequency response, their point-source distribution results in subbottom multipaths that complicate the interpretation of the reflected signals. The determination of bottom loss from these waveforms becomes difficult at those source/receiver offsets where subbottom refracted arrivals become time-coincident with arrivals reflected from the ocean bottom interface [4] .
A standard problem in underwater acoustics, then, is the determination of the acoustic properties of the ocean bottom sediments (e.g., the density and sound speed profiles) from an aperture-and bandlimited knowledge of the reflected waves. Reflectivity experiments in the deep ocean typically deploy source and receiving systems at depths several kilometers above the ocean floor [ I ] , [2], [4] . At precritical ranges (short source/receiver offsets), it is acceptable to represent the far-field acoustic interaction with the bottom in terms of a local plane wave arriving at a single angle of incidence. In this case, the geometric spreading loss associated with the propagation from a point source is accurately modeled asymptotically by ray theory. As a consequence, much of the theoretical effort underlying this inverse problem can be confined to the model of acoustic plane waves reflected by a one-dimensional inhomogeneous liquid.
A summary of formal solutions to this inverse scattering problem is given in two recent and comprehensive reviews [5] , [6] . Some of the methods described in these references form the basis of numerical algorithms for reconstructing the admittance (or impedance) versus depth from impulse response data [7]-[lo] . In contrast to these exact methods, a simple approximate scheme was proposed by Candel, DeFillipi, and
In their method, the acoustic field is first decomposed into upgoing and downgoing waves within the inhomogeneous region. An application of the forward scattering approximation leads to an analytical expression for the reflection coefficient in the form of a nonlinear Fourier transform of the logarithmic derivative of the local admittance. This integral transform is inverted to obtain a noniterative numerical algorithm for determining the admittance versus depth which requires reflection data in the form of a single impulse response of the bottom. An important feature of their solution method is the capability for recovering both the density and sound speed profdes. In this case, two impulse responses corresponding to two distinct grazing angles are necessary. In previous work [I31 -[15] , simulations based on U.S. Government work not protected by U.S. copyright the numerical implementation of their algorithm for synthetic reflection data have been applied with a view to recovering the density and sound speed profdes of the deep-ocean sediments.
The [21] is based on the paper by Cohen and Bleistein [22] . Recently, Lahlou, Cohen, and Bleistein [23] pointed out that methods based on the Born approximation require the assumption of highfrequency data to justify the use of asymptotics in the theoretical analysis. Because of this restriction, the low-frequency components of the reflected signals, which contain information on the sound speed and density gradients, cannot be used. As a consequence, the geoacoustic models used in their studies are restricted to layers of constant density and sound speed. While this may be suitable for seismic applications [23] , in underwater acoustics the presence of caustics observed near the bottom is interpreted to be the result of focusing by sound speed gradients in the ocean sediments [24] . For this reason, most geoacoustic models considered for ocean acoustic applications incorporate a refracting layer. In this respect, the work of Candel et al., which can use the low-frequency information to estimate these sound speed gradients, may be viewed as complementary to those methods based on Borntype perturbation theory.
In this paper, we review the numerical implementation of Candel et aZ.3 inversion technique for synthetic reflection data in the form of aperture-and bandlimited impulse responses. In Section 11, we develop the basic theory underlying their method. Section I11 follows with a discussion of some numerical results for a geoacoustic model of the Hatteras Abyssal Plain deep sea sediments. The problems associated with deconvolving the bottom-reflected signals to remove the contaminating source waveform will not be discussed.
THEORY

A. The Mathematical Model
The mathematical model to be considered is shown in Fig.  1 
B. Global Field Equations
For stratified media, the wave vectors are confined to a plane, so we may take all field quantities to be independent of y (say). Moreover, all waves exhibit a common wavenumber in the xdirection, k, = ko cos Bo, which is fixed by the angle of the incident wave. For a plane wave propagating in a uniform medium with (real) wavenumbers k, and k,, Y, is the ratio w/p(-w/p) for a downgoing (upgoing) wave.
We consider only the case for which k, remains real everywhere, i.e., for precritical angles of incidence. Then appropriate initial conditions for the system in (1) are
With the above initial conditions, p ( z ) and w(z) can be calcalculated everywhere within 0 < z < H by numerically integrating the system in (1). The reflection and transmission coefficients R and T are obtained from the representation of the acoustic field in the homogeneous region z < 0, given by where k, = ko sin Bo and Y, = sin 80/(Poco). The system in (5) can be solved for A and B and evaluated at z = 0 to yield 
C. Local Field Equations
It is useful to obtain an alternate representation for the acoustic field in terms of local waves, i.e., to decompose the total field at each depth z into upgoing and downgoing waves. For inhomogeneous media, such a decomposition is not unique [25, p. 2291, [26] , [27] .
However, when reflected wave amplitudes are small relative to the incident wave amplitude, splitting the field as if the medium were locally homogeneous is reasonable [ 2 5 , p. 2291 .
At each depth z, introduce a local upgoing wave U and a local downgoing wave D according t o [ l l ] , [25, p. 2151 , ~8 1 , ~2 9 1 :
For uniform media, this splitting produces the same reflection coefficient R as given by (6). Introducing (8) and (9) into the system in (1) gives a new coupled system for the local fields in the form where and we have set When the medium is homogeneous dg = 0), the system in (10) decouples and U and D take the usual form of upgoing and downgoing waves. When the medium is inhomogeneous, coupling between U and D arises via g, one-half the relative variation of longitudinal admittance. Initial conditions for the system in (10) which accord with the ones for p and M ' are
Since U(z) and D(z) are defined at every depth, it is reasonable to define local reflection and transmission coefficients as
It should be pointed out that whereas the global fields p and w remain continuous across discontinuities in the medium, the local fields U and D are discontinuous there. From the continuity of p and w and equations (8) and (9), it is a straightforward matter to establish the jump conditions satisfied by
The differential system in (10) together with initial conditions in (13) and (14) can be converted into an equivalent integral equation form by the method of variation of parameters. The result is
H To this point the theory is exact. Approximations to U and D are now developed which lead to a simple analytic result for R which forms the basis of a noniterative method of profile inversion.
D. Forward Scattering Approximation
In this section, we solve the integral equations (17) and (18) 
A useful approximation for the local reflection coefficient is now obtained by forming the ratio dl)(z)/D(o)(z). The result evaluated at z = 0 is found to be
This approximate form for the reflection coefficient has been derived elsewhere [25, p. 2231, [ 2 6 ] . Although (22) is an approximation, it has been shown numerically to provide accurate results in many situations of practical interest [ 1 I ] .
Moreover, it forms the basis of a noniterative method to recover the admittance versus depth profde of an inhomogeneous medium from a knowledge of its impulse response.
E. An Inverse Solution
Equation ( 22) determines the plane wave reflection coefficient as a nonlinear Fourier transform. Inverting this transform recovers the relative variation of the longitudinal admittance. The admittance itself is simply obtained by integration. To cast (22) in the form of a standard Fourier transform, introduce a new coordinate defined by (24) where ko = w/co is the wavenumber in the region z < 0.
With the above change of variable, (22) 
Transforming both sides of (24) leads to the result (26) The integration overfcan be performed at once giving co6([ -cot), whence the sifting property of the delta function determines the time response in the form
The physical interpretation of (27) indicates that the time response at instant t is proportional to the relative variation of admittance about a layer of coordinate e = cot corresponding to an actual location given by (28) 
(29)
Thus the "active" layer at time t is located at a depth z associated with the two-way travel time from z = 0 for a wave propagating with vertical phase velocity c,. Equation (27) may be rearranged into the form
and (23) may be replaced by
where use has been made of (2). Since these two equations allow the determination of Y, versus z, the one-dimerlsional inversion scheme is formally complete. At each step of the integration, the sound speed is recovered from (2), which is conveniently written in the form
where n(z) = co/c(z) = k(z)/ko is the local acoustic refractive index and cos 0, = kx/ko determines the grazing angle at z = 0. For a receiver at coordinate e = 50 corresponding to a depth z = zo in z < 0, the integration of (30) and (31) may be started with the initial conditions
In order to determine Y , versus z using the above scheme, the density p(z) is required to be known. The unique reconstruction of both p(z) and c(z) when both profdes are unknown requires additional information. Candel et d . [12] , Coen 
[ 1 6 ] , [ 1 7 ] ,
and Raz [ 181 have shown that, for this case, reflection responses for two probing directions must be available. Let the subscripts 1 arid 2 denote quantities that correspond to the two grazirig angles O1 and 0 2 , with O2 > e l .
A similar set of equations holds for O = 0 2 , but it is apparent that el # 52. e2 can be related to el to yield
Now e2 is determined as a dependent variable which allows both Y1 and Y2 to be evaluated at the same depth z. The density and sound speed at each depth are readily reconstructed by combining (37) and (40) 
The integration of (36) can proceed only in conjunction with (41). Initial conditions for the above four differential equations follow by analogy to (33) and (34).
The reconstruction of both p ( z ) and c(z) profiles is in principle no more .difficult than that of determining just one of these quantities. It is necessary to have reflection responses for two different probing directions and four first-order differential equations have to be integrated instead of two.
F. Remarks
Two aspects of the preceding analysis deserve comment. First, the steps leading to (27) require that d(ln Y,)/dz is independent of frequency. For nonabsorbing media, this requirement is satisfied. For absorbing media, this requirement is still satisfied provided the absorption vanes linearly with frequency. There is evidence to support this premise for ocean sediments [24] , [30] and so the inversion method can be extended to accommodate the effects of absorption.
Second, as a result of terminating the successive approximation scheme for solving the integral equations in (17) and (18), the above algorithm accounts for first-order (primary) backscattered waves only. Because of this limitation, geoacoustic models which support multiple subbottom reflections, where the condition I U I < I D I is not satisfied, can limit the depth to which accurate determination of the density and sound speed profdes is possible [13] . This same limitation applies to inversion methods based on the Born approximation [23] .
NUMERICAL RESULTS
In this section, we present some numerical results based on a computer realization of Candel er al.'s inversion procedure for simulated reflection data. Their numerical examples [12] were restricted to waves propagating at normal incidence (8, = 90") in media of constant density (p(z) = p o ) only. As a consequence, recovery of n(z) required only a single impulse response r(t). For most applications to acoustic probing of the ocean bottom, both n(z) and p(z) profiles are typically unknown. A numerical implementation of the inversion method for this case, w h c h requires reflection data in the form of two bandlimited impulse responses at different grazing angles, has been presented elsewhere [ 131 -[ 151 .
A. The Geoacoustic Model
The numerical simulations in this paper are based on the geoacoustic model shown in Fig. 2 . The density and sound speed profiles of this model were determined by the analysis of deconvolved bottom reflected signals generated by explosive-signal underwater-sound (SUS) charges. The measurements were conducted by the Naval Underwater Systems Center (NUSC) at a site in the Hatteras Abyssal Plain (28" 30' N, 70" 30' W). The interpretation of these measurements 1311 resulted in a geoacoustic model consisting of a thin homogeneous layer overlaying a thick layer of upward refracting sediments. In the present simulations, the admittance is taken to vary linearly with depth. For a constant density layer, this This model has been described in other time waveform simulations [32] .
B. Simulation Procedure
The computer simulation was performed in the following way. At each grazing angle, the complex frequency response
was computed at the 512 discrete frequencies f k = kAf, k = 0, 1, -, 51 1 using A f = 0.5 Hz.
The numerical integration of the relevant system of firstorder differential equations (either (lj-for p and w or (10) for U and 0) was carried out using a well-documented computer [35] . Complex arithmetic was avoided by using an FFT algorithm specially designed to treat discrete transforms of real sequences and their inverses [36] . Each time response was then convolved with a low-pass digital filter designed using the window method [37] , [38] . The low-pass filter was required to reduce the Gibbs oscillations which result from the truncation of the frequency response. The 31-point Kaiser-window filter used in the simulations was designed to have a stopband suppression of 60 dB beyond a. cutoff frequency of 191.5 Hz. Each time response was multiplied by Af in order to approximate the analytical Fourier transform result. With rl and r2 computed for oblique grazing angles and 82 where 82 > e l , recovery of n(z) and p ( z ) proceeded according to (3.9, (36) , (38) , (39), (41), and (42). The reconstructed profdes were finally compared to the sound speed and density profdes initially used to generate the synthetic impulse responses. is seen that the time delay decreases as the grazing angle decreases since the plane wave propagates at the longitudinal phase speed c, = o/k,. Three 'pulse-like' reflections are observed in the impulse response. These are associated with the discontinuities in sound speed and density at the depths z = 0, z = 20.4, and z = 300 m. Between the second and third 'pulses', continuous low amplitude returns are produced by the refracting sound speed gradient of the deep layer.
The variation of the bottom loss frequency response with grazing angle is illustrated in Fig. 5 . For each grazing angle, the frequency response is offset by 20 dB from adjacent responses. As the grazing angle decreases, the periods of the modulations increase. The character of the bottom loss frequency response changes markedly as the. largest critical angle of the geoacoustic model (38.3") is approached. Near this grazing angle, large changes in bottom loss occur for small changes in frequency or angle. The impulse responses associated with these bottom loss curves are shown in Fig. 6 . Each time waveform has been normalized by its peak value (magnitude of the second pulse). The shorter duration of the reflections at the smaller grazing angles is due to the fact that the waves propagate at the longitudinal phase speed c,. The effect of the sound speed gradient of the deep layer is more pronounced at the smaller grazing angles.
Any two of the impulse responses given in Fig. 6 can be used to recover the density and sound speed of the geoacoustic model according to the algorithm of Section 11. In Fig. 7 we show the reconstructed sound speed profile when the bandlimited impulse responses for 40" and 60" are used. The global agreement between the reconstructed and true sound speed profdes is seen to be excellent. At the highest passband frequency, the upper layer of the geoacoustic model is acoustically thin. It is seen from the reconstructed values that the presence of the small sound speed jump of the thin layer is marginally resolved. The sound speed profile of the deep refracting layer is well reproduced. The gradient of this layer chapges with depth since we have assumed the admittance to be linear in this region. Fig. 8 shows the density profile reconstructed from the 40" and 60' bandlimited impulse responses. The global and local agreement with the known geoacoustic model values is seen to be excellent. Even the thin upper layer is well resolved. This is due in part to the larger jumps in density (13 percent at z = 0 m and 3 2 percent at z = 20.4 m) compared to the corresponding jumps in sound speed (1.7 percent and 1.3 percent). For both reconstructed profdes, local oscillations are observed. These result from the Gibbs effects which are still evident in the ffitered time responses of Fig. 6 .
IV. SUMMARY
In this paper, we have reviewed the inversion algorithm of Candel et al. [12] with a view to recovering the acoustic properties of a layered ocean bottom. For the scattering of acoustic plane waves, the method permits the reconstruction of both the density and sound speed profiles via the numerical integration of a system of four first-order differential equations. Reflection data in the form of two impulse responses for two distinct grazing angles are required. A numerical implementation of the method was tested against bandlimited re-flection data generated synthetically for a geoacoustic model of the deep sea sediments at a site in the Hatteras Abyssal Plain. 
