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ABSTRACT 
For one-way t r ansmiss ion  t h a t  i s  no t  s u b j e c t  t o  a bandwidth 
c o n s t r a i n t ,  o r thogonal  codes are known t o  achieve t h e  c a p a c i t y  of t h e  
a d d i t i v e  whi te  gauss i an  n o i s e  channel. For a t r a n s m i t t e d  s i g n a l  t h a t  
i s  s u b j e c t  t o  a bandwidth c o n s t r a i n t ,  no d e t e r m i n i s t i c  way of 
c o n s t r u c t i n g  a code ach iev ing  channel c a p a c i t y  has  been known. The 
f i r s t  such  code--for t h e  n o i s e l e s s  feedback case- - i s  developed i n  t h i s  
s tudy .  I t  is known t h a t  a n o i s e l e s s  feedback channel  does not improve 
t h e  c a p a c i t y  of t h e  d i s c r e t e  memoryless forward channel ;  however t h e  
feedback channel may reduce t h e  coding e f f o r t .  
Two new coding schemes using feedback a r e  developed and t h e  
i n f l u e n c e  of feedback no i se  on each i s  i n v e s t i g a t e d .  The WB coding 
scheme achieves  c a p a c i t y  f o r  the wideband ( W  --, a) case  and t h e  BL 
coding scheme achieves  capac i ty  f o r  t h e  bandl imi ted  case .  The l a t t e r  
scheme could  be very important  f o r  s a t e l l i t e  communications s i n c e  it 
a l lows  f o r  a s u b s t a n t i a l  decrease of t h e  coding e f f o r t  whi le  p e r m i t t i n g  
t h e  s a t e l l i t e  t o  t r ansmi t  i t s  informat ion  a t  a r a t e  a r b i t r a r i l y  c l o s e  
t o  channel  capac i ty .  
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I. INTRODUCTION 
A. BACKGROUND 
A gene ra l  d i s c u s s i o n  o f  feedback communication systems w a s  g iven  
i n  1961 by Green [Ref. 11 who d i s t i n g u i s h e d  between pos t -  and pre- 
d e c i s i o n  feedback systems. I n  p o s t d e c i s i o n  feedback s y s t e m s  t h e  
t r a n s m i t t e r  i s  informed on ly  about t h e  r e c e i v e r ' s  d e c i s i o n ;  i n  
p redec i s ion  feedback systems, t h e  s t a t e  of u n c e r t a i n t y  of t h e  r e c e i v e r  
a s  t o  which message was s e n t  is f e d  back. Pos tdec i s ion  feedback 
systems r e q u i r e  l e s s  capac i ty  i n  t h e  backward d i r e c t i o n ;  however, t h e  
improvement ove r  one-way t ransmiss ion  w i l l  a l s o  be l e s s  t han  t h a t  ob- 
t a i n a b l e  wi th  p r e d e c i s i o n  feedback. 
V i t e r b i  [Ref. 23 d i scusses  a p o s t d e c i s i o n  feedback system f o r  t h e  
white  gauss i an  n o i s e  channel.  A d e c i s i o n  i s  made when t h e  a p o s t e r i o r i  
p r o b a b i l i t y  computed by t h e  r e c e i v e r  exceeds a c e r t a i n  t h r e s h o l d  
determined by t h e  p r o b a b i l i t y  of e r r o r .  The t r a n s m i t t e r  i s  informed 
by means of p o s t d e c i s i o n  feedback t h a t  t h e  r e c e i v e r  has made i t s  
dec i s ion ,  and i t  then  s ta r t s  sending t h e  next  message. 
As examples of p redec i s ion  feedback systems,  two i n t e r e s t i n g  
s e q u e n t i a l  schemes a r e  now introduced.  
Hors t e in  [Ref. 31 d i scusses  a coding scheme f o r  t h e  b ina ry  
symmetric channel  i n  which the t r a n s m i t t e r  sends a sequence of s i g n a l s  
so a s  t o  maximize t h e  a p o s t e r i o r i  p r o b a b i l i t y  of t h e  p a r t i c u l a r  
message being t r a n s m i t t e d .  When t h e  a p o s t e r i o r i  p r o b a b i l i t y  of 
some message, as computed b y  t h e  r e c e i v e r ,  exceeds a c e r t a i n  t h r e s h o l d ,  
determined by t h e  p r o b a b i l i t y  of e r r o r ,  t h e  r e c e i v e r  makes i t s  
dec i s ion .  The t r a n s m i t t e r  i s  c o n t i n u a l l y  informed about t h e  prob- 
a b i l i t i e s  computed by t h e  r ece ive r  and changes i t s  t r ansmiss ion  
accord ingly .  
Tur in  [Ref. ) I ]  h a s  a scheme apply ing  t o  t h e  whitc  gauss ian  n o i s c  
channel .  I t  is s i m i l n r  t o  H o r s t e i n ' s  scheme i n  t h a t  t h e  r e c e i v e r  
computes ;I l i k e l i h o o d  r a t i o  and makes i t s  dec i s ion  as L i l i s  l i k c l i h o o d  
r a t i o  excceds a th rc sho ld  sct  by the p r o b a b i l i t y  01 e r r o r .  The va luc  
01 t h c  l i k e l i h o o d  r a t i o  i s  Tcd back t o  t h c  t r a n s m i t t e r  c o n t i n u a l l y  
dur ing  t h e  decision-making process .  T h e  t r a n s m i t t e d  s i g n a l  i s  a 
f u n c t i o n  of the b ina ry  d i g i t  ( t h a t  i s ,  0 or 1) be ing  s e n t  and of t h e  
v a l u e  of t h e  l i k e l i h o o d  r a t i o ,  such as t o  make t h i s  r a t i o  i n c r e a s e  as 
f a s t  as poss ib l e .  Average and peak power c o n s t r a i n t s  a r e  invoked. 
The average time T f o r  dec id ing  on a b ina ry  d i g i t  t u r n s  ou t  t o  be 
- 
- 
T = I n  2(Pav/N0)-l, where P i s  t h e  average  power and N i s  t h e  
n o i s e  power s p e c t r a l  dens i ty .  The p r o b a b i l i t y  of e r r o r  P van i shes  
if i n f i n i t e  peak power and i n f i n i t e  bandwidth a r e  allowed. Hence, a 




n a t  s/sec av c = -  
NO 
The two coding schemes developed i n  Chapters  I1 and I11 a r e  
p r e d e c i s i o n  feedback s y s t e m s :  t h e  f i r s t  i s  a p p l i c a b l e  t o  t h e  whi te  
g a u s s i a n  n o i s e  channel  and is des igna ted  t h e  WB coding scheme; t h e  
second is  app l i cab le  t o  t h e  bandl imi ted  wh i t e  gauss i an  n o i s e  channel  
and i s  des igna ted  t h e  BL coding scheme. Unlike t h o s e  of Hors t e in  and 
Tur in ,  t h e s e  schemes a r e  not  s e q u e n t i a l  i n  t h a t  t h e  t ime T a l l o c a t e d  
t o  t h e  t r ansmiss ion  of a p a r t i c u l a r  message i s  f i x e d  beforehand.  
The BL coding scheme d i scussed  i n  Chapter  I11 g i v e s  t h e  f i r s t  
d e t e r m i n i s t i c  procedure t o  achieve  t h e  c a p a c i t y  C f o r  t h e  band- 
l i m i t e d  white  gauss ian  n o i s e  channel :  
( l . l b )  
E l i a s  [Ref. 31 h a s  d i scussed  a p redec i s ion  feedback scheme a p p l i c a b l e  
t o  t h i s  same channel.  He d iv ided  t h e  channel  i n t o  K subchannels  of 
bandwidth w = W/K. I f  n o i s e l e s s  feedback i s  a v a i l a b l e  and i f  K -+ m, 
in format ion  can be s e n t  a t  a r a t e  equal  t o  t h a t  of Eq. (1.lb). 
However, s i n c e  the s i g n a l  bandwidth is w i n s t e a d  of W, t h e  coding 
and decoding complexity for t h e  Peedback scheme becomes an  a r b i t r a r i l y  
s m a l l  f r a c t i o n  01 t h a t  r e q u i r e d  without  feedback.  
X-"Nats"  is def incd  as  n a t u r a l  u n i t s  o f  i n fo rma t ion  i n  accordance w i t h  
I EEE s t anda rds  . 
B. NEW RESULTS 
Consider t h e  s i t u a t i o n  represented  by Fig.  1. The t r a n s m i t t e r  
sends one of M p o s s i b l e  s i g n a l s  of d u r a t i o n  T. I n  t h e  channel t h e  
s i g n a l  i s  d i s t u r b e d  by a d d i t i v e  no i se  
has t o  guess  which of t h e  M messages was a c t u a l l y  s e n t .  The word 
"channel" s t a n d s  f o r  phys i ca l  p e r t u r b a t i o n s  i n  t h e  t r ansmiss ion  medium 
and i n  t h e  r e c e i v e r  f r o n t  end, a s  we l l  a s  f o r  t r a n s m i t t e r  c o n s t r a i n t s .  
Examples of t r a n s m i t t e r  c o n s t r a i n t s  a r e  an average power c o n s t r a i n t ,  
a peak power c o n s t r a i n t ,  a c o n s t r a i n t  on t h e  s i g n a l  bandwidth, e t c .  
n ( t )  and t h e r e f o r e  t h e  r e c e i v e r  
-T- 
FIG. 1. TYPICAL COMMUNICATION PROBLEM. 
The s i g n a l i n g  r a t e  is defined as R = ( I n  M)/T, na t s / sec .  
Consider  a p a r t i c u l a r  s y s t e m .  The p r o b a b i l i t y  of e r r o r  w i l l  be a 
f u n c t i o n  of t h e  number of poss ib le  t r a n s m i t t e d  s i g n a l s  M and of t h e i r  
d u r a t i o n  T. It  s h a l l  be assumed t h a t  t h e  M s i g n a l s  a r e  chosen so 
as t o  minimize t h e  e r r o r  p r o b a b i l i t y ,  which i s  denoted by P ( M A  e ,  op t  
For  f i x e d  T t h e  p r o b a b i l i t y  of e r r o r  w i l l  i n c r e a s e  w i t h  i n c r e a s i n g  
M ( g r e a t e r  p r o b a b i l i t y  of confusion) ,  and for f i x e d  M t h e  prob- 
a b i l i t y  of  e r r o r  dec reases  as a f u n c t i o n  of T 
a t  t h e  n o i s e  and can  thus  do a b e t t e r  j ob  i n  p r e d i c t i n g  i t s  e f f e c t ) .  
(one has  a l o n g e r  look 
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Therefore ,  i f  M = e RT 
i f  t h e  r a t e  R i s  l o w  enough),  P (M,T) can  be made a r b i t r a r i l y  
smal l  by inc reas ing  T (and a l s o  M, s i n c e  M = eRT). 
does not i n c r e a s e  t o o  f a s t  w i t h  T ( t h a t  i s ,  
e, op t  
Shannon [Ref.  63 shows t h a t  t h e r e  e x i s t s  a c r i t i c a l  r a t e  C such 
t h a t  f o r  any r a t e  R < C t h e r e  e x i s t s  a coding scheme f o r  which t h e  
p r o b a b i l i t y  of e r r o r  can be made a r b i t r a r i l y  smal l  by making T l a r g e  
enough. Th i s  is  not  t h e  case  f o r  any r a t e  h ighe r  t h a n  C. That i s ,  
l o  f o r  R < C  
T - + w  
RT M= e 
Th i s  c r i t i c a l  r a t e  C i s  c a l l e d  t h e  channel  c a p a c i t y .  For  a more 
d e t a i l e d  cons ide ra t ion  of channel  c a p a c i t y  s e e  t h e  book by Wolfowitz 
[Ref. 71. 
I n  t h e  present  work two channels  are  s t u d i e d :  
1. I n  one channel t h e  d i s t u r b a n c e  i s  a d d i t i v e  whi te  gauss i an  n o i s e  
I n  t h i s  ca se  t h e  c a p a c i t y  i s  
wi th  two-sided s p e c t r a l  d e n s i t y  N /2. The o n l y  t r a n s m i t t e r  





c =  - n a t s / s e c  
0 
( l . l a )  
It i s  known t h a t  o r thogona l  codes can be used  t o  ach ieve  t h i s  
channel  capac i ty .  These codes use  a bandwidth t h a t  grows 
exponen t i a l ly  wi th  T .  
g a u s s i a n  noise  wi th  s p e c t r a l  d e n s i t y  N /2. The t r a n s m i t t e r  
c o n s t r a i n t s  a r e  average power 
on t h e  s i g n a l  bandwidth. I n  t h i s  ca se  t h e  c a p a c i t y  i s  
2. I n  t h e  second channel  t h e  d i s t u r b a n c e  i s  a g a i n  a d d i t i v e  whi te  
0 and a c o n s t r a i n t  t o  ( - W , W )  'av 
C = W l n  (1 + L!) N W !  n a t s / s e c  ( l . l b )  
N o  d e t e r m i n i s t i c  coding scheme is  known t h a t  ach ieves  t h i s  
c apac i  t y , 
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When a n o i s e l e s s  feedback l i n k  i s  a s s o c i a t e d  wi th  t h e s e  channels ,  
one might expect  t o  have a higher  channel  c a p a c i t y  because of a d d i t i o n a l  
f l e x i b i l i t y .  
channel  c a p a c i t y  can  be obta ined  f o r  memoryless channels  by use of 
t h e  n o i s e l e s s  feedback l i n k .  S t i l l ,  some advantage should  accrue  from 
t h e  presence of such a l i n k ,  and i n  f a c t  t h e  coding procedures  r e q u i r e d  
t o  achieve  a given p r o b a b i l i t y  o f  e r r o r  ( f o r  any r a t e  up t o  channel  
capac i ty )  are much l e s s  complicated than  those  needed t o  achieve  t h e  
same performance without  a n o i s e l e s s  feedback l i n k .  
However, Shannon [Ref. 81 has shown t h a t  no i n c r e a s e  i n  
I n  Chapter  I1 a coding scheme i s  p resen ted  f o r  s i g n a l i n g  ove r  
a d d i t i v e  whi te  gauss i an  no i se  channels  t h a t  have no bandwidth l i m i -  
t a t i o n  (channel  1) on t h e  t r ansmi t t ed  s i g n a l s .  
t h e  e r r o r  p r o b a b i l i t y  f o r  large T i s  approximately 
For  t h i s  coding scheme 
Th i s  equat ion  can be compared wi th  t h e  asymptot ic  e r r o r  p r o b a b i l i t y  
f o r  t h e  b e s t  codes (or thogonal  codes) without  a feedback l i n k .  I n  
t h i s  case  [ see ,  e . g . ,  Fano, Ref. 9, Chapter  V I ] ,  
Cons t -TE( R)  e 
p e =  7- ( l . 2 b )  
where 
C f o r O < R <  r 
A comparison of t h e s e  t w o  express ions  i n d i c a t e s  t h a t  a l though t h e  
channel  c a p a c i t y  i s  not  i nc reased  b y  n o i s e l e s s  feedback, t h e  coding 
de lay  T f o r  t h e  scheme developed h e r e  i s  on ly  a f r a c t i o n  of t h e  
coding de lay  f o r  or thogonal  codes.  
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The WB coding scheme d i scussed  i n  Chapter  I1 has two d i f f i c u l t i e s  
a s s o c i a t e d  w i t h  i t .  One is  t h a t  for r a t e s  c l o s e  t o  channel  c a p a c i t y  
t h e  number N of i t e r a t i o n s  ( t r ansmiss ions )  p e r  message becomes very 
high ( e .g . ,  lo9). 
r a t e s  c l o s e  t o  channel  capac i ty .  With t h e  BL coding scheme d i scussed  
i n  Chapter  111, however, t h e s e  d i f f i c u l t i e s  can be avoided. 
Secondly,  t h e  peak power approaches i n f i n i t y  f o r  
The l a t t e r  coding scheme a p p l i e s  f o r  channel  2, i. e .  , bandl imi ted  
s i g n a l s .  I t  is  t h e  f i r s t  d e t e r m i n i s t i c  coding procedure t o  achieve  
c a p a c i t y  for t h i s  p a r t i c u l a r  channel.  The fo l lowing  exac t  expres s ion  
f o r  t h e  e r r o r  p r o b a b i l i t y  has been der ived:  
r I 
T h i s  express ion  can  be compared with t h e  bounds on t h e  b e s t  ach ievab le  
P f o r  one-way communication a s  p l o t t e d  by S l e p i a n  [Ref. 131. A 
cons ide rab le  improvement due t o  n o i s e l e s s  feedback i s  found. 
e 
Both Chapters I1 and I11 cons ide r  t h e  d e t e r i o r a t i o n  i n  performance 
due t o  feedback no i se .  If one wants t h e  p r o b a b i l i t y  of e r r o r  t o  
vanish ,  one f inds  t h a t  t h e  r a t e  of s i g n a l i n g  approaches zero .  On t h e  
o t h e r  hand, when t h e  r a t e  of t r ansmiss ion  is he ld  c o n s t a n t ,  t h e  prob- 
a b i l i t y  of e r r o r  has  a minimum achievable  va lue  d i f f e r e n t  f rom zero.  
SEL-65-073 - 6 -  
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11. A FEEDBACK COMMUNICATION SYSTEM WITH 
NO CONSTRAINT ON THE BANDWIDTH 
In  t h i s  c h a p t e r  a coding scheme f o r  a d d i t i v e  whi te  gauss i an  
no i se  channels  with n o i s e l e s s  feedback i s  developed. There is  an 
average power c o n s t r a i n t  on the t r a n s m i t t e d  s i g n a l s .  L e t  Pav be t h e  
average t r a n s m i t t e d  power. The a d d i t i v e  ( z e r o  mean) whi te  gauss i an  
no i se  has double-s ided s p e c t r a l  d e n s i t y  No/2, and so t h e  covar iance  
f u n c t i o n  is  (No/2) 6 ( t - s ) .  
or on t h e  peak power of t h e  s i g n a l s .  Such assumptions a r e  u s u a l l y  
u n r e a l i s t i c  f o r  t e r r e s t r i a l  communication channels  bu t  seem t o  be 
q u i t e  appropr i a t e  i n  space communication problems. In  t h e  next  
chap te r ,  however, channels  t ha t  do have bandwidth and peak-power con- 
s t r a i n t s  s h a l l  be t r e a t e d .  
There a r e  no r e s t r i c t i o n s  on t h e  bandwidth 
I n  t h e  fo l lowing  s e c t i o n s  i t  w i l l  be shown t h a t  t h e  a d d i t i v e  
whi te  gauss ian  no i se  channel  can be conver ted  t o  an equ iva len t  t ime- 
d i s c r e t e  channel and t h a t  the  channel  c a p a c i t y  C = P / N  of t h e  
a d d i t i v e  w h i t e  gauss i an  noise  channel  can be achieved.  The p r o b a b i l i t y  
of e r r o r  f o r  f i n i t e  coding delay T w i l l  be c a l c u l a t e d  and t h e  r e s u l t s  
compared w i t h  those  f o r  or thogonal  codes f o r  one-way t ransmiss ion .  
Some p r o p e r t i e s  of t h e  WE3 coding scheme, such a s  bandwidth, peak 
power, loop de lay ,  and nongaussian s t a t i s t i c s ,  w i l l  be d iscussed .  The 
d e t e r i o r a t i o n  i n  performance of t h e  WB coding scheme i n  t h e  presence  
of feedback no i se  w i l l  be considered. 
av o 
A. CHANNELS WITH ADDITIVE WHITE GAUSSIAN NOISE 
I n  t h e  WB coding scheme t h e  informat ion  i s  t r a n s m i t t e d  by s u i t a b l y  
modulating t h e  ampli tude 01 a known b a s i c  s i g n a l  waveform d ( t ) .  
Let t h e  s i g n a l  s ( t ) ,  see  Fig.  2, be of t h e  form 
Assume t h a t  4 ( t )  s a t i s f i e s  
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[ d(t-iA) $ ( t - j A )  d t  = b i j  (2.1) 
The i n t e g r a l  extends ove r  a l l  va lues  of t f o r  which t h e  in t eg rand  
i s  d i f f e r e n t  from zero .  
FIG. 2. MODEL FOR THE ADDITIVE NOISE CHANNEL. 
Reception i s  achieved us ing  a f i l t e r  matched t o  4 ( t ) ,  
T h e  ou tpu t  of t h i s  matched f i l t e r  a t  t = i n ,  
t h a t  i s ,  
h ( t )  = O ( - t ) .  
i = l  , 2, ..., i s  t h e  sequence < Y i ( X i )  >, where Y i ( X i )  = Xi 3- Zi.  
The a d d i t i v e  random v a r i a b l e s  
z .  1 = 1 n ( t )  $ ( t - i A )  d t  ( 2 . 2 )  
w i l l  be shown t o  be  independent  f o r  d i f f e r e n t  va lues  of i .  T h e i r  
va r i ance  i s  0 = N o / 2 ,  where N /2  i s  t h e  ( two-sided)  s p e c t r a l  
d e n s i t y  of t h e  white gauss i an  no i se  n ( t ) .  Note t h a t  t h e  covar iance  
f u n c t i o n  of t h e  n o i s e  n ( t ) ,  which i s  t h e  F o u r i e r  t r ans fo rm of No/2, 
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E [ZiZj] = E JJ n ( t )  n ( s )  O ( t - i A )  O ( s - j A )  d t  d s  
- 2 sl 6(t-s) + ( t - i A )  $ ( s - j A )  d t  d s  - 2  
N N 
- 2 l[ $ ( t - i d )  $ ( t - j A )  d t  = - 6 
- 2  2 i j  
0 
Next i t  w i l l  be shown t h a t  u s ing  t h e  type of n o d u l a t i o n  d i scussed  
above, t h e  whi te  gauss i an  noise  channel  can be r ep laced  by a time- 
d i s c r e t e  channel  where a sequence of numbers < X .  > i s  t r a n s m i t t e d  
and a sequence of numbers < Y . ( X . )  > = < X 3- Z > i s  rece ived .  The 
t i m e  u n i t  i s  A. I t  has  been shown t h a t  t h e  random v a r i a b l e s  Z a r e  
independent f o r  d i f f e r e n t  values  of i and t h a t  t h e i r  va r i ance  is  
o2 = N /2. S ince  Eq. (2.2) is  a l i n e a r  f u n c t i o n a l  of n ( t ) ,  Z i s  
0 i 
a gauss i an  random v a r i a b l e  whenever t h e  a d d i t i v e  n o i s e  n ( t )  i s  
gauss ian .  Furthermore,  t h e  t r a n s m i t t e d  energy is  equa l  t o  C X 
i 
i n  t h i s  t ime-d i sc re t e  channel model, because of t h e  o r thonorma l i ty  
cond i t ion  (2.1).  
1 
1 1  i i 
i 
2 
The q u e s t i o n  is, does one l o s e  in fo rma t ion  i n  not  cons ide r ing  
h - - 
t h e  no i se  component n ( t )  = n ( t )  - n ( t ) ,  where n ( t )  = C Zi $ ( t - i A ) .  
It is  e a s i l y  shown t h a t  J -  n ( t )  + ( t - i A )  d t  = 0, i = 1 7 2, ..*, 
N 
so t h a t  n ( t )  i s  or thogonal  t o  t h e  s i g n a l  space.  - N 
Next l e t  u s  f i n d  t h e  c o r r e l a t i o n  between n ( t )  and n ( t ) .  
I 
E [G( t )  n ( t ) ]  = E { [ C Zi $ ( t - i A ) ]  [ n ( t )  - C Zi $ ( t - i A )  
I 
li = C { $ ( t - i A )  E [ n ( t )  [ n ( s )  $ ( s - i A )  d s  
J 
- 2  C d 2 ( t - i A )  
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. 
4 
2 d ( t - i n )  = 0 
N 
= [q(t-ifl) $ b(t-s) ( $ ( s - i A )  d s l  - 2  C 
It  has been shown t h a t  one can r e p l a c e  t h e  a d d i t i v e  whi te  g a u s s i a n  
n o i s e  channel  by a t i m e - d i s c r e t e  channel  where a sequence < X.  > i s  
s e n t ,  a t  i n t e g r a l  va lues  of t h e  t ime u n i t  A, and where a sequence 
1 
< yi(Xi) > = < Xi + Zi > 
have z e r o  mean, v a r i a n c e  
i s  r e c e i v e d .  
0 = N o / 2 ,  and a r e  u n c o r r e l a t e d  f o r  d i f f e r e n t  
The g a u s s i a n  random v a r i a b l e s  Zi 
2 
9 
v a l u e s  of i .  Furthermore,  t h e  t r a n s m i t t e d  energy i s  equal  t o  X y .  
B. THE WB CODING SCHEME 
The coding scheme developed i n  t h i s  s e c t i o n  was sugges ted  by t h e  
Robbins-Munro [Ref, 111 s t o c h a s t i c  approximation technique  which i s  
d e s c r i b e d  i n  Sec. 1. Theorems concerning s t o c h a s t i c  approximation 
s h a l l  a l s o  be used when d e a l i n g  w i t h  peak-power l i m i t a t i o n s ,  loop de lay ,  
and nongaussian n o i s e .  
1. T h e  Robbins-Munro Procedure 
Consider t h e  s i t u a t i o n  i n d i c a t e d  i n  F ig .  3. One wants t o  
determine 8, a zero of F ( x ) ,  without  knowing t h e  shape of t h e  
f u n c t i o n  F(x). 
F(x) a t  any d e s i r e d  p o i n t  x. The obse rvLl t ions  a r e  noisy ,  however, 
so t h a t  i n s t e a d  of F(x)  one o b t a i n s  Y(x)  = F ( x )  + Z ,  where Z i s  
some a d d i t i v e  d is turbance .  The "noise"  2 i s  assumed t o  be independent 
and i d e n t i c a l l y  d i s t r i b u t e d  from t r i a l  t o  t r i a l .  To e s t i m a t e  8, 
Robbins and Munro proposed t h e  fo l lowing  r e c u r s i v e  scheme: S t a r t  wi th  
an a r b i t r a r y  i n i t i a l  guess  X and make s u c c e s s i v e  g u e s s e s  accord ing  t o  
It i s  p o s s i b l e  t o  measure t h e  v a l u e s  of t h e  f u n c t i o n  
1 
- N 
It i s  s e e n  t h a t  n ( t )  and n ( t )  a r e  u n c o r r e l a t e d ;  
g a u s s i a n ,  n ( t )  i s  independent of n ( t )  and hence 
- N 
and s i n c e  t h e y  a r e  
of z. 
n = 1, 2, ... 
For t h e  procedure t o  work, t h a t  i s ,  f o r  X t o  t e n d  t o  0 ,  t h e  
n + l  />  
c o e f f i c i e n t s  a must s a t i s f y  n > 0, a = i', and a: < a. A n n -  n 
sequence < a > f u l f i l l i n g  t h e s e  requi rements  is a = 1/11. n 11 

















x2 x, - x  
FIG.  3. THE ROBBINS-I"RO PROCEDURE. 
The  fo l lowing  a d d i t i o n a l  requi rements  a r e  needed on t h e  
f u n c t i o n  F ( x )  and on Z: 
> > 
1. F ( x )  < 0 according t o  x < 8. 
2. i n f  I ~ ( x )  I ;  E: < 1 x-8 1 < 1/c 1 > o for  a l l  c > 0. 
3. 1 F ( x )  I <: K I x-8. I + I< where K and K2 a r e  cons t an t s .  
4. I f  CI ( x )  = E [Y(x) - F ( x ) )  , t h e n  sup  X 0 ( x )  = o < m. 1 2'2 I 2  2 
- 
2 
W i t h  t h e s e  requi rements ,  the fo l lowing  theorem can  be e s t a b l i s h e d .  
Theorem. When t h e  above cond i t ions  on t h e  a the  F ( x ) ,  and t h e  
Z a r e  met, X -+ 8 a l m o s t  s u r e l y ;  and i f  E 1 X1 I < m, t hen  
E I Xn-8 1 
2 n' 
n 
--+ 0. 2 
n 
Robbins and Munro proved t h e  convergence i n  mean square.  The  
"convergence almost surely"  was I'irst proved b y  Wolfowitz [Ref. 121 
h 
- 11 - SEL-G? -0' ( 3 
* 
i n  1956. 
Dvoretsky 's  paper [Ref. 131, where s e v e r a l  types  of s tochas t i c - approx-  
imat ion procedures a r e  t r e a t e d  i n  a u n i f i e d  manner. 
The b e s t  source  for a proof of t h e  preceding theorem i s  
* 
The Robbins-Munro procedure i s  nonparametr ic ,  t h a t  i s ,  no 
assumptions concerning t h e  d i s t r i b u t i o n  of t h e  a d d i t i v e  d i s tu rbance ,  
except  f o r  zero mean and f i n i t e  va r i ance ,  a r e  necessary .  However, i t  
was shown by Sacks [Ref. 151 t h a t  
for l a r g e  n. (Th i s  r e s u l t  s h a l l  be used l a t e r . )  Let t h e  fo l lowing  
assumptions,  which complement t h e  e a r l i e r  requi rements ,  be f u l f i l l e d .  
Jn (Xn+l-8) i s  normally d i s t r i b u t e d  
5 .  o'(x) --, a'(@) a s  x -.) 8 
6. F(x)  = a ( x  - 8) + 6 ( x ) ,  where a >  0 and 6(x)  = O ( [ x  - 
p > 0. 
7. There e x i s t  
Ix-el - < t 
8. 2 a > a  
Theorem (Sacks) .  
t > 0 and 6 > 0 such t h a t  sup 
F u l f i l l m e n t  of all t h e  above c o n d i t i o n s  y i e l d s  
2. Descr ip t ion  of t h e  \E3 Coding Scheme 
The t r a n s m i t t e r  has  t o  send one of M p o s s i b l e  messages t o  
a r e c e i v e r .  A n o i s e l e s s  feedback channel  i s  a v a i l a b l e .  The proposed 
scheme, as shown on F ig .  4, i s  desc r ibed  below, 
D i v i d e  t h e  u n i t  i n t e r v a l  i n t o  M d i s j o i n t ,  equa l - l eng th  
"message i n t e r v a l s . "  P i ck  as t h e  "message po in t ' '  8, t h e  midpoint  of 
t h e  message i n t e r v a l  cor responding  t o  the  p a r t i c u l a r  message be ing  
t r a n s m i t t e d .  Through t h i s  message po in t  8, pu t  a s t r a i g h t  l i n e  
F(x)  = C ~ ( x - 8 ) ~  w i t h  s l o p e  0: > 0. S t a r t  ou t  w i t h  X = 0.3 and send 1 
t o  t h e  r e c e i v e r  t h e  "number" F(X ) = a ( X  -e ) ,  as d i s c u s s e d  i n  SeC. IIA. 
A t  t he  r e c e i v e r  one o b t a i n s  t h e  "number" 
Z is a gaussinn random v a r i a b l e  w i t h  z e r o  mean and v a r i a n c e  
1 1 
Y ( X  ) = a ( X  -8) f Z where 1 1  1 1' 
I 
X 
A recent  general  survcy of s t o c h a s t i c  approximation methods i s  g iven  
i n  Ven te r ' s  t h e s i s  [ R c f .  1111. 
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o2 = N /2. The  r e c e i v e r  now computes X = X - ( a / l )  Yl(Xl),  where 
a 
va lue  t o  t h e  t r a n s m i t t e r  which t h e n  sends  
one r ece ives :  yn(xn) = F(x,) t zn and computes xn+l = xn - (a/.) 
yn(xn) .  The number X i s  s e n t  back t o  t h e  t r a n s m i t t e r ,  which  then  
w i l l  send F(X ) = a(Xn+l-e).  
n + l  
0 2 1  
is  a cons t an t  w h i c h  w i l l  be s p e c i f i e d  soon, and r e t r a n s m i t s  t h i s  
F(X2) = CX(X2-e). I n  gene ra l ,  
n+ l  
I I 
Xn+l= Xn- Van Yn(Xn) I I Xn+i- 
TRANSMITTER RECEIVER 
FIG. 4. PROPOSED CODING SCHEME FOR WIDEBAND SIGNALS. 
From t h e  theorem on asymptot ic  d i s t r i b u t i o n s  of s t o c h a s t i c  
approximation procedures ,  i t  fo l lows  t h a t  t h e  b e s t  va lue  f o r  a is  
a = l / a  and t h a t  i n  t h i s  case ,fn (Xn+l-8) converges i n  d i s t r i b u t i o n  
t o  a normal random v a r i a b l e  wi th  z e r o  mean and va r i ance  ( ~ / a ) ~ .  
St ra igh t fo rward  computation shows t h a t  i n  t h e  case where t h e  
2 2  
a d d i t i v e  d i s tu rbance  is  gaussian,  w i l l  be N(8, 0 /a n) ,  t h a t  
is, normal w i t h  mean 8 and va r i ance  0 / a  n. 
’n+1 
Now suppose t h a t  N i t e r a t i o n s  a r e  made be fo re  t h e  r e c e i v e r  
makes i t s  d e c i s i o n  a s  t o  which of t h e  M messages was s e n t .  What i s  
t h e  p r o b a b i l i t y  of e r r o r ?  The s i t u a t i o n  i s  p resen ted  i n  F ig .  3.  A f t e r  
N i t e r a t i o n s ,  s+l - N ( e ,  0 / O N ) .  T h e  l e n g t h  of t h e  message i n t e r v a l  
i s  1/M. Hence, t h e  p r o b a b i l i t y  of X l y i n g  o u t s i d e  t h e  c o r r e c t  
message i n t e r v a l  is  
2 2  
N+1  
- 1 3  - SEL-65-073 
XN +,& N (8, 1 a N  
I e l 
I, I/M--I 
FIG. 5 .  DERIVATION OF THE ERROR 
PROBABILITY . 
How la rge  can one choose M i n  o r d e r  f o r  t h e  p r o b a b i l i t y  of 
e r r o r  t o  van i sh  for i n c r e a s i n g  N? The d i s t r i b u t i o n  i n  F ig .  5 squeezes  
i n  a t  a r a t e  1/JN ( t h i s  be ing  t h e  s t a n d a r d  d e v i a t i o n ) .  The re fo re  i f  
1 / M  i s  decreased a t  a r a t e  s l i g h t l y  l e s s  than  1//N, one  can " t r ap"  
t h e  g a u s s i a n  d i s t r i b u t i o n  w i t h i n  t h e  message i n t e r v a l  and t h u s  make 
t h e  p r o b a b i l i t y  of c o r r e c t  d e t e c t i o n  go t o  u n i t y .  S e t t i n g  
M ( N )  = N y i e l d s  t h e  p r o b a b i l i t y  of e r r o r  
0 f o r  c > 0 
N + m  1 f o r  e < 0 e 
T h e  c r i t i c a l  r a t e  determined by c = 0 w i l l  be 
Rcr i t  = [VI - -  In n a t s / s e c  - 2T 
€ = O  
I n  o r d e r  t o  keep  Rcr i t  f i n i t e  a s  T -t w, N must grow e x p o n e n t i a l l y  
w i t h  T .  Thus, s e t t i n g  N = e , w i t h  A = a c o n s t a n t ,  g i v e s  2AT 
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n a t  s/sec 
Now what p reven t s  us  from choosing A a r b i t r a r i l y  l a r g e  and the reby  
ach iev ing  an a r b i t r a r i l y  high r a t e  of e r r o r - f r e e  t r ansmiss ion?  The  
'av' answer is  t h a t  A is l i m i t e d  by t h e  average power c o n s t r a i n t  
which h a s  not a s  y e t  been taken i n t o  account.  The e f f e c t  of  P on av 
A can  be  seen  by c a l c u l a t i n g  t h e  average t r a n s m i t t e d  power wi th  t h e  
proposed scheme. The t r a n s m i t t e d  power w i l l  depend upon t h e  a d d i t i v e  
n o i s e  Z. Therefore ,  u s i n g  E ( * )  t o  denote  averaging  o v e r  t h e  n o i s e  
p rocess  g i v e s  
Now T = (1/2A) I n  N, and assuming a uniform p r i o r  d i s t r i b u t i o n  f o r  
t h e  message po in t  8, E(X,-e) '  w i l l  be 1/12. Moreover, s i n c e  
. I  2 2. - = 0 /CY i, s u b s t i t u t i o n  i n  t h e  formula f o r  t h e  average E(Xi+l 
power l e a d s  t o  
Theref o r e  
P 
av 0 N 
av o r  A =  - 2 l i m  P ( N )  = 20 A = N A 
N + a  
0 
and t h u s  A i s  c o n s t r a i n e d  to  PaV/No and t h e  c r i t i c a l  r a t e  becomes 
na t  s/sec %V = A = -  
0 
Rcri t  N (2 .5 )  
From t h e  above it  i s  seen  tha t  t h e  WB coding scheme p resen ted  he re  
ach ieves  channel  c a p a c i t y .  
- 15 - 
C. OFTIMUM Pe FOR FINITE N 
I n  t h i s  s e c t i o n  t h e  va lue  of t h e  s l o p e  0, given  R/C and 
g iven  N, 
From Eq. 
maximi zi ng 
t h a t  minimizes t h e  p r o b a b i l i t y  of  e r r o r  s h a l l  be determined.  
(2.3), minimizing t h e  p r o b a b i l i t y  of e r r o r  i s  equ iva len t  t o  
2 
a N E  € 
2 - a 2 N = -  
40 2N0 
2 Now, d i f f e r e n t i a t i n g  with r e s p e c t  t o  a ,  one has  f o r  t h e  optimum 0: 
d (g Ne)  = $ N E  + a2 dN' dc = o  
d( CX2/No) 
d s  d( d / N o )  0 
, an expres s ion  f o r  E i s  needed. S u b s t i t u t i n g  d c  To compute 0 
d ( olC/No) 
= ( l - s ) A ,  and o2 = N /2 i n t o  formula (2 .4)  l e a d s  t o  R = ( l - € ) R c r i t  0 
from which 
2 2 Therefore ,  t h e  optimum va lue  Qo of a i s  
2 
S u b s t i t u t i n g  fo r  (X i n  t h e  formula f o r  t h e  p r o b a b i l i t y  01 
0 
e r r o r  g i v e s  
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P e = 2 e r f c  [ (? N j ' ]  
F igu re  6 g i v e s  cu rves  f o r  t h e  p r o b a b i l i t y  of e r r o r  as a f u n c t i o n  of t h e  
number N of i t e r a t i o n s .  The parameter  R/C is t h e  r a t e  r e l a t i v e  to 
channel  c a p a c i t y .  The cu rves  s t a r t  a t  t h a t  va lue  of N beyond which 
6 as g iven  by formula  (2.6) is  p o s i t i v e .  Note t h a t  for r e l a t i v e  ra tes  



















NUMBER OF ITERATIONS N 
F I G ,  6. THE PROBABILITY OF ERROR 
AS A FUNCTION OF THE NUMBER OF 
ITERATIONS. 
Formula (2.7) g i v e s  the optimum v a l u e  of the  s lope  ff as a 
€unc t ion  of t h e  r e l a t i v e  r a t e  R/C and t h e  n o i s e  power s p e c t r a l  
d e n s i t y  N / 2 .  Figure  '( shows cu rves  of t h e  p r o b a b i l i t y  of e r r o r  vs 
t h e  s l o p e  squared  r e l a t i v e  t o  i t s  optimum value .  
0 
- 1'7 - SEL-63-073 
Io-', , 
i o - ? i ! i  :o ~ + 
SLOPE SOUARED RELATIVE TO OPTIMUM VALUE a'/aE 
'5  
FIG.  7. THE PROBABILITY OF ERROR 
VERSUS THE SLOPE SQUARED RELATIVE 
TO ITS OPTIMUM VALUE. 
For t h e  WB coding scheme one can a l s o  w r i t e  down an asymptot ic  
expres s ion  for the  p r o b a b i l i t y  of e r r o r ,  s i m i l a r  t o  expres s ion  (1.2b)  , 
f o r  or thogonal  codes, From Eq. (2.3) and s u b s t i t u t i n g  0 




By us ing  t h e  optimum d of a given  by Eq. (2.7), t h e  above 
equa t ion  i s  asymptot ica l ly  equa l  t o  
0 
2AT 
Furthermore,  N = e , R = ( l - c ) A ,  where A i s  asympto t i ca l ly  equa l  
to  C as was shown i n  Sec.  B2. Thus, Pe is a s y m p t o t i c a l l y  equa l  t o  
SEL-65-073 - 18 - 
L J 
For one-way channels ,  the b e s t  P (achieved  by or thogonal  codes)  
e 
is  g iven  by E q .  (1 .2b) .  
An a l t e r n a t e  comparison can  be based on t h e  b locklength  L, i n  
L 
b ina ry  d i g i t s ,  w h i c h  is  defined a s  fo l lows .  Le t  2 = M. A f t e r  N 
i t e r a t i o n s ,  M is  
g i v e s  curves  of t h e  p r o b a b i l i t y  of error v s  t h e  b locklength  L. 
BLOCKLENGTH L IN BINARY DIGITS 
F I G .  8. THE PROBABILITY OF ERROR 
AS A FUNCTION OF THE BLOCKLENGTH 
I N  BINARY D I G I T S .  
P v s  L for or thogonal  codes g ives  
l o g l o  e P l o t t i n g  
L RT 
and 2 = M = e  TE( R) 
I n  10 loglo Pe M - 
so t h a t  
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T h i s  express ion  for  loglo Pe 
of R/C. 
i s  p l o t t e d  i n  Fig.  9 for s e v e r a l  va lues  
lo-\ 1000 2000 3000 4000 5000 6000 7000 
BLOCKLENGTH L IN BINARY DIGITS 
FIG. 9. THE ASYMPTOTIC EXPRESSION 
FOR THE PROBABILITY OF ERROR FOR 
ORTHOGONAL CODES AS A FUNCTION OF 
THE BLOCKLENGTH I N  BINARY DIGITS. 
For  example, l e t  t h e  r e l a t i v e  r a t e  be R/C = 0.8. Suppose a 
p r o b a b i l i t y  of e r r o r  Pe = is  requ i r ed .  The asymptot ic  expres s ion  
f o r  t h e  p r o b a b i l i t y  of e r r o r  f o r  or thogonal  codes i n d i c a t e s  a block-  
l eng th  of approximately L = 1625 b i n a r y  d i g i t s  ( s e e  F ig .  9 ) .  F igu re  
8 shows t h a t  t h e  WE3 coding scheme r e q u i r e s  a b l o c k l e n g t h  of on ly  
L = 1 2  b ina ry  d i g i t s .  For r e l a t i v e  r a t e s  c l o s e r  t o  u n i t y  an even 
more marked d i f f e rence  i s  ob ta ined .  
C = 1 bi t / s ec ,  t h e s e  b lock leng ths  cor respond t o  a coding de lay  If 
T a s  g iven  below: 
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(or thogonal  codcs) (m 1629 = 2031.25 sec  
scheme) 
D. SOME PROPERTIES OF THE WB CODING SCHEME 
1. Bandwidth 
The feedback communication system desc r ibed  i n  t h i s  chap te r  
has no c o n s t r a i n t  on t h e  bandwidth. It  w i l l  be shown p r e s e n t l y  why it  
i s  not  p o s s i b l e  t o  cope w i t h  a bandwidth c o n s t r a i n t .  
i t e r a t i o n s  a r e  made i n  T sec. 2AT From Sec. I I B ,  N = e 
Suppose t h e  t r a n s m i t t e d  s i g n a l s  have bandwidth W ,  t hen  t h e  number of 
i t e r a t i o n s  is a t  most equa l  t o  t h e  number of degrees  of freedom. The 
number of degrees  of freedom of a waveform of bandwidth W and 
d u r a t i o n  T i s  approximately equa l  t o  2WT. P u t t i n g  N = 2WT, 
1 .2AT w =  - 2T 
where 
d 
which fo l lows  from s u b s t i t u t i n g  0 = N / 2  i n t o  Eq. (2 .4) .  From Eq. 
(2.9), A is asymptot ica l ly  equa l  t o  C f o r  l a r g e  N and hence 
W x 1 / (2T)  It i s  t h u s  s een  t h a t  W grows e x p o n e n t i a l l y  wi th  T 
and l i m  W(T) = a, 
0 
T-m S u b s t i t u t i n g  T = 1 / ( 2 A )  I n  N i n t o  Eq. (2.8) l e a d s  t o  an 
expres s ion  f o r  W i n  terms of t h e  number of  i t e r a t i o n s :  
N 
In  N CPS W = A  -
- 21 - 
(2.10) 
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2. Peak Power 
It i s  known a p r i o r i  t h a t  8 must l i e  i n  t h e  i n t e r v a l  LO, 11. 
R e s t r i c t i n g  the Robbins-Munro procedure [Ref. 113 t o  t h i s  i n t e r v a l  
w i l l  l i m i t  t h e  peak power f o r  f i x e d  bandwidth W. T h i s  i s  done wi th  
t h e  a i d  of t h e  fo l lowing  theorem of Venter  [Ref. 141. 
Theorem (Venter) .  Suppose D i s  a c l o s e d  convex s u b s e t  of R , P- 
dimensional Euclidean space,  and i t  i s  known a p r i o r i  t h a t  8 c D. 
Then modify the  s t o c h a s t i c  approximation procedure i n  t h e  fo l lowing  
P 
way: 
x n + anYn(Xn)  
t h e  p o i n t  on t h e  
c l o s e s t  t o  
D ] X 
- x + a Y (x,) 
i f  6 D  
i f  X + a Y ( X ) , d D  n n  n 
n 
Whenever t h e  o r i g i n a l  procedure converges,  so does i t s  r e s t r i c t i o n  t o  
D. The asymptotic r a t e  of  convergence f o r  bo th  procedures  i s  t h e  same. 
A s p e c i a l  c a s e  of  t h i s  theorem, i n  which t h e  c l o s e d  convex 
s u b s e t  i s  equal  t o  t h e  u n i t  i n t e r v a l  [O, 11, and P = 1, i s  a p p l i -  
c a b l e  t o  t h e  WB coding scheme. Hence t h e  modif ied procedure i s  a s  
f o l l o w s  : 
i f  x + a Y (x,) - < o 
n n n  
i f  n n n  n n  o < xn + a Y (xn) < 1 
i f  1 - < xn + anYn(Xn) 
depends on t h e  
'peak I n  i n v e s t i g a t i n g  how t h e  peak power 
bandwidth W,  cons ider  t h e  b a s i c  s i g n a l  d ( t )  which has  bandwidth W 
and which s a t i s f i e s  t h e  o r t h o n o r m a l i t y  c o n d i t i o n  (2.1)  f o r  = 1/(2W): 
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2AT 





T -2AT A =  - = T e  
N 
1 1 ,2AT 1 .2CT 
" T  = 2 w =  - - - 'peak A - T  
goes t o  i n f i n i t y  whi le  t h e  'peak Hence f o r  l a r g e  T (or N ) ,  t he  
average power remains f i n i t e .  A s  i n  T u r i n ' s  scheme [Ref. 41, i n f i n i t e  
peak power is  requ i r ed  i n  o rde r  t o  achieve z e r o  p r o b a b i l i t y  of e r r o r .  
F igu re  10 shows t h e  expected ins tan taneous  t r ansmi t t e r  power a s  a 
f u n c t i o n  of t ime f o r  f i n i t e  value of t h e  coding de lay  T.  I n  t h e  case  
where t h e  a d d i t i v e  d i s tu rbance  is  gauss ian ,  t h e  va r i ance  of t h e  
in s t an taneous  t r a n s m i t t e d  power i s  t h r e e  t imes  i t s  expected value.  
-T- 
-t I 
FIG. 10. THE EXPECTED INSTANTANEOUS 
TRANSMITTED POWER AS A FUNCTION OF 
TIME . 
3. Loop Delay 
Up t o  t h i s  p o i n t ,  on ly  in s t an taneous  feedback has been con- 
s i d e r e d .  I n  a p r a c t i c a l  s i t u a t i o n  t h e r e  w i l l  be feedback delay.  
Let  F(x)  = a(x - e ) ,  and l e t  t h e  a d d i t i v e  random v a r i a b l e s  
Z be i d e n t i c a l l y  d i s t r i b u t e d .  From t h e  i t e r a t i v e  r e l a t i o n  
n 
1 - - Y  ( x )  
'n+l 'n m n n  
where Yn(Xn) = F(Xn) + Zn, i t  can e a s i l y  be de r ived  t h a t  
- 23 - SEL-63 -07 3 
I1 
(2.11) 
i s  t h e  maximum 
'n+l I n  o t h e r  words, when t h e  2 a r e  gauss ian ,  n 
l i k e l i h o o d  e s t ima te  of 8, based on t h e  obse rva t ions  Y ( X  ) through 1 1  
Yn(Xn) - 
Now suppose t h e r e  a r e  d u n i t s  of loop de lay ,  so  t h a t  
. The f i r s t  t ime one can 'n+ d+l Yn(Xn)  
u s e  r ece ived  informat ion  i s  when computing 
can f i r s t  be used t o  determine 
'd+2* 
t h e  maximum l i k e l i h o o d  e s t i m a t e  of 
'n+ d+l  
1 1  
Let u s  choose a s  
8, based on obse rva t ions  Y ( X  ) through Yn(Xn) .  The i t e r a t i v e  
r e l a t i o n  now becomes 
(2.12) 
It  fo l lows  e a s i l y  t h a t  
n 
One must complete d more i t e r a t i o n s  i n  o r d e r  t o  o b t a i n  t h e  same 
va r i ance  a s  i n  t h e  case  of i n s t an taneous  feedback,  and t h u s  t h e  
i n f l u e n c e  of t h e  de l ay  w i l l  become n e g l i g i b l e  for l a r g e  va lues  of n. 
4. Nongaussian Noise 
I f  t h e  a d d i t i v e  whi te  no i se  i s  gauss i an  t h e  WE3 coding  scheme 
w i l l  permit e r r o r - f r e e  t r ansmiss ion  a t  any r a t e  l e s s  t han  channel  
capac i ty .  For the scheme t o  work i t  i s  not  necessa ry  t o  know t h e  
no i se  power s p e c t r a l  d e n s i t y  N /2. However, a s  shown i n  Sec.  I I C ,  
knowledge of N /2 pe rmi t s  one t o  choose t h e  s l o p e  a i n  an optimum 
fash ion  i n  t h e  nonasymptotic case .  
0 
0 
S t o c h a s t i c  approximation i n  g e n e r a l ,  and t h e  Robbins-Munro 
procedure i n  p a r t i c u l a r ,  a r e  nonparametr ic .  The re fo re  t h e  WE3 coding 
scheme w i l l  a l s o  work i n  t h e  case  of nongaussian whi te  no i se .  
What about t h e  p r o b a b i l i t y  of e r r o r ?  Sacks '  theorem [Ref. 133 
i m p l i e s  t h a t  X i s  
'n+l n+l  
on t h e  asymptot ic  d i s t r i b u t i o n  of 
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asympto t i ca l ly  gauss i an  wi th  the r e q u i r e d  var iance .  Hence a l l  t h e  
c a l c u l a t i o n s  g iven  e a r l i e r  i n  t h i s  chap te r  a r e  s t i l l  v a l i d  f o r  l a r g e  N. 
F i n a l l y ,  does one achieve channel  c a p a c i t y  when t h e  a d d i t i v e  
n o i s e  i s  nongaussian? The c r i t i c a l  r a t e  of ou r  s y s t e m  i s  s t i l l  
Rcri t  
f o r  t h e  nongaussian case .  
= PaV/No, and t h i s  g ives  a lower bound on t h e  channel  c a p a c i t y  
E. INFLUENCE OF FEEDBACK NOISE ON WB CODING SCHEME 
I n  t h e  case  of  n o i s e l e s s  feedback it  i s  immaterial whether X n-tl 
or  Yn(Xn)  i s  s e n t  back t o  the t r a n s m i t t e r .  Th i s  i s  no t  t r u e  i n  t h e  
case  of no i sy  feedback. The fo l lowing  n o t a t i o n  i s  adopted f o r  t h i s  
case:  a s i n g l e  prime r e f e r s  t o  t h e  forward d i r e c t i o n  and a double 
prime t o  t h e  feedback l i n k .  Thus NA/2 is t h e  ( two-sided)  power 
s p e c t r a l  d e n s i t y  of t h e  add i t ive  whi te  gauss i an  n o i s e  i n  t h e  forward 
channel ,  and N"/2 is t h e  corresponding q u a n t i t y  f o r  t h e  feedback l i n k .  
0 
The e s t i m a t e s  of 8 obtained by t h e  r e c e i v e r  and t r a n s m i t t e r  
and X" r e s p e c t i v e l y .  Y ' ( X " )  i s  t h e  no i sy  xl: n n n  a r e  denoted by 
obse rva t ion  made by t h e  r ece ive r .  T h i s  value i s  s e n t  back t o  t h e  
t r a n s m i t t e r  which o b t a i n s  Y"(X") = Y ' ( X " )  + Zn, where Z" i s  t h e  
a d d i t i v e  no i se  i n  the  feedback l i n k .  
I t  
n n  n n  n 
The i n f l u e n c e  of feedback n o i s e  i s  mainly a r e d u c t i o n  i n  r e l a t i v e  
r a t e  R/C i n  t h e  case  where t h e  r e c e i v e r ' s  e s t i m a t e  X i s  s e n t  
back t o  t h e  t r a n s m i t t e r .  The p r o b a b i l i t y  of e r r o r  i n c r e a s e s  only  
s l i g h t l y .  When t h e  r e c e i v e r ' s  o b s e r v a t i o n  Y ' ( X " )  is  s e n t  back t o  
t h e  t r a n s m i t t e r ,  t h e  feedback n o i s e  reduces t h e  r a t e  on ly  s l i g h t l y  and 
i t s  main e f f e c t  is  an increase  i n  t h e  e r r o r  p r o b a b i l i t y .  
n+l 
n n  
Consider  f i r s t  t h e  case where X i s  s e n t  back. Equat ion (2 .4 )  
n+l 
f o r  t h e  average power changes i n  t h a t  an a d d i t i o n a l  term 
due t o  t h e  feedback n o i s e  appears,  and a l s o  
t h a t  i s ,  0 = ( N '  + N:) i n s t e a d  of a* = N'/2. I f  i t  is 
assumed t h a t  t h e  feedback noise  i s  s m a l l  compared t o  t h e  a d d i t i v e  d i s -  
tu rbance  i n  t h e  forward channel, t hen  0 w i l l  on ly  change s l i g h t l y .  
The e r r o r  p r o b a b i l i t y  i n  Eq. (2.3) w i l l  a l s o  only  change s l i g h t l y  
provided t h a t  a l l  o t h e r  q u a n t i t i e s  i n  Eq. ( 2 . 3 )  remain t h e  same. 
a2(N"/2)(N/T) 
0 
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F i g u r e  11 i s  a p l o t  of t h e  r e l a t i v e  r a t e  
' 
N'd ( Li: (2.14) C k + a o  7 N +  C 
N - 1  
0 
N 
R {:nN [ $ I  + k = l  
C 
- = ( l - s )  - - 
0 
vs  t h e  number N of i t e r a t i o n s  f o r  d i f f e r e n t  v a l u e s  of N b .  The 
upper  curve  i s  f o r  n o i s e l e s s  feedback. The p r o b a b i l i t y  of e r r o r  f o r  
n o i s e l e s s  feedback is P '  = 10 . I n  t h e  c a s e  of no isy  feedback i t  i s  
o n l y  s l i g h t l y  h ighe r .  Equation (2.14)  fol lows from formula (2 .4 )  
adding t h e  a d d i t i o n a l  term U*(N"/~)(N/T). For  cx t h e  optimum v a l u e  
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WHERE X I S  SENT BACK. 
n 
I t  is  seen f rom Fig .  11 t h a t  f o r  n o i s e l e s s  feedback t h e  r e l a t i v e  
r a t e  approaches u n i t y  w i t h  i n c r e a s i n g  N; w h i l e  i n  t h e  c a s e  of noisy  
I'ccdback, t h e  c u r v e  f o r  n o i s e l e s s  feedback is fo l lowed f o r  Some t i m e  
a f t e r  which t h e  r e l a t i v e  r a t e  drops t o  zero q u i t e  suddenly.  Note t h a t  
no o p t i m i z a t i o n  i n  t h e  presence 01 feedback n o i s e  is  a t tempted .  The 
I 
I -  
p a r t i c u l a r  system i s  optimum f o r  N" = O. 
0 
T h e  feedback power Pfb i s  
1 2 N-l 1 1 N - ( N '  + a N") C ; + 12 T 1 
2 2 0  
Pfb  = - 
0 .  0 k=l  a. 
and is  aga in  ha rd ly  a f f e c t e d  by t h e  feedback noise .  
Now cons ide r  t h e  case  where 
t r a n s m i t t e d  power as g iven  by Eq. 
+ N") i n s t e a d  of t h a t  now a = $(NA 
for t h e  r e l a t i v e  r a t e ,  assuming N" sma l l  compared t o  NA. 
a b i l i t y ?  X" as used by the t r a n s m i t t e r  is  equal  t o  
'A(":) i s  s e n t  back. The average 
(2.4) i s  only  s l i g h t l y  a f f e c t e d  i n  
a2 = N ' / 2  and t h e  same i s  t r u e  2 
0 0 
0 
What is  t h e  i n f l u e n c e  of t h e  feedback n o i s e  on t h e  e r r o r  prob- 
n+l  
where Y" (X") = Y' (X") + Z" i n  which Y '  (X") = F(XL) + ZA is  t h e  
no i sy  obse rva t ion  made by t h e  r e c e i v e r .  A simple d e r i v a t i o n  shows 
t h a t  
n n  n n  n n  n 
(2.16) 
w h e r e  X '  i s  t h e  e s t i m a t e  of t h e  message po in t  8 computed b y  t h e  
r e c e i v e r .  Hence, 
n+l 
112 n . 2 
X '  - N  L o ,  ++- 0- 2 c (1) 
o n  CY. i=l - n+l  
i s  equa l  t o  
Of xr;+l and t h e  var iance ,  say  0' t ' 
The  formula f o r  t h e  p r o b a b i l i t y  of e r r o r  i s  
- 2'( - 
( 2 .  l i i )  
S EL- 65 - 0'7 3 
Again, a s  i n  t h e  n o i s e l e s s  feedback case ,  l e t  US f i n d  t h e  optimum 
2 
i s  s e n t  back, such an o p t i m i z a t i o n  was not  a t tempted  
va lue  a2 of  Q . (Note t h a t  i n  t h e  e a r l i e r  case ,  where t h e  r e c e i v e r ' s  
e s t i m a t e  
f o r  nonzero feedback n o i s e . )  
0 
'n+l 
A s  be fo re ,  
where now N = N '  + N". I t  i s  d e s i r e d  t o  minimize t h e  p r o b a b i l i t y  
of e r r o r  w i t h  r e spec t  t o  0 . From Eq. (2.18) t h i s  i s  e q u i v a l e n t  t o  
minimizing crt N-'. S e t t i n g  t h e  d e r i v a t i v e  equa l  t o  ze ro ,  
O 2  0 0 
2 
a' N-' + 0: NE(ln  N )  -1 1 7 (ot N d a  Q 
) = - - 
0 
d 2 - C  
2 t  
y i e l d s  
-1 
o2 0 = 6 N  0 (:) (2.19) 
which has  t h e  same form as  Eq. (2 .7)  f o r  n o i s e l e s s  feedback.  
e 
F igu re  12 shows cu rves  of t h e  p r o b a b i l i t y  of e r r o r  P v s  t h e  
number of i t e r a t i o n s  N, w i th  t h e  parameter  be ing  t h e  power s p e c t r a l  
d e n s i t y  N:/NA of t h e  feedback n o i s e  r e l a t i v e  t o  t h e  cor responding  
q u a n t i t y  f o r  the forward l i n k .  The P curves  have a minimum f o r  
nonzero var iance  o f  t h e  feedback no i se ,  and i t  does not  make s ense  
t o  do more i t e r a t i o n s  p e r  message than  t h e  va lue  i n d i c a t e d  by t h e  
minimum of t h e  P curve .  
e 
e 
i s  'fb T h e  average feedback power 
(2.20) 
I n  conclus ion ,  i t  should  be observed t h a t  one can  e i t h e r  (1) 
i n s i s t  on a vanishing p r o b a b i l i t y  of e r r o r  i n  which c a s e  t h e  r a t e  of 
s i g n a l i n g  w i l l  approach zero ,  or (2)  r e q u i r e  a nonvanishing r a t e  i n  
which c a s e  the re  is a minimum ach ievab le  p r o b a b i l i t y  of e r r o r  d i f f e r e n t  
from ze ro .  
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FIG. 12. PROBABILITY OF ERROR VS 
NUMBER OF ITERATIONS. 
Note t h a t  t h e  performance of t h e  WB coding scheme, which achieves  
channel  c a p a c i t y  wi th  n o i s e l e s s  feedback,  has  been analyzed i n  t h e  
presence of feedback no i se .  Our r e s u l t s  f o r  no i sy  feedback, however, 
do not prec lude  t h e  ex i s t ence  of s y s t e m s  t h a t  perform b e t t e r  w i th  
no i sy  feedback informat ion .  
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111. A FEEDBACK COMMUNICATION SYSTEM WITH A CONSTRAINT ON THE BANDWIDTH 
Let T be t h e  t ime i n  seconds necessary  f o r  t h e  t r a n s m i s s i o n  of  
a p a r t i c u l a r  message. For t h e  WB coding scheme d i scussed  i n  t h e  l a s t  
chap te r ,  as f o r  o r thogona l  codes i n  one-way t r ansmiss ion ,  t h e  bandwidth 
W(T) of t h e  t ransmiss ion  i s  an exponen t i a l  f u n c t i o n  of t h e  coding 
de lay  T .  I n  o r d e r  t o  make t h e  p r o b a b i l i t y  of e r r o r  vanish  f o r  a 
f i x e d  r e l a t i v e  r a t e  s m a l l e r  t han  one, a large bandwidth is  requ i r ed .  
Suppose now t h a t  one i s  g iven  a f i x e d  bandwidth W, which t h e  
t r a n s m i s s i o n  i s  not supposed t o  exceed. With t h i s  a d d i t i o n a l  t r a n s -  
m i t t e r  c o n s t r a i n t  imposed, t h e  channel  c a p a c i t y  C i s  no longe r  
PaV/No 
[l + (PaV/NoW)], nats /sec.  For  s m a l l  va lues  of  PaV/N W t h e  l a t t e r  
c a p a c i t y  approaches t h a t  of Eq. ( l . l a )  as i t  should ,  f o r  when W .-f a 
both channels  a re  i d e n t i c a l .  
as i n  E q .  (l.la), but  i s  now g iven  by Eq. ( l . l b ) ,  or W I n  
0 
Shannon [Ref. 161 d e r i v e s  t h e  c a p a c i t y  formula,  Eq. ( l . l b ) ,  by 
a random coding argument, and up t i l l  now no d e t e r m i n i s t i c  way was 
known f o r  c o n s t r u c t i n g  a code achiev ing  t h e  c r i t i c a l  r a t e  f o r  a band- 
l i m i t e d  whi te  gauss ian  n o i s e  channel  wi th  or without  feedback.  I n  t h e  
p r e s e n t  chap te r  t h e  f i r s t  such code w i l l  be developed f o r  t h e  case  
where n o i s e l e s s  feedback i s  a v a i l a b l e .  
A s  i n  t h e  preceding  chap te r ,  an o p t i m i z a t i o n  f o r  f i n i t e  block-  
l e n g t h  i s  c a r r i e d  through,  t h e  r e s u l t s  a r e  compared wi th  bounds on 
one-way t ransmiss ion  p l o t t e d  by S l e p i a n  [Ref. 101, and t h e  d e t e r i o r a t i o n  
of t h e  p r e s e n t  scheme due t o  feedback n o i s e  i s  cons idered .  
A. THE BL CODING SCHEME 
I n  t h e  WB coding scheme d i scussed  i n  t h e  l a s t  c h a p t e r  t h e  va r i ance  
f o r  t h e  message p o i n t  8 w a s  i n v e r s e l y  propor- 'N+ 1 of t h e  es t imate  
t i o n a l  t o  t h e  number N o f  i t e r a t i o n s .  The c r i t i c a l  r a t e  w a s  R - 
( I n  N)/2T n a t s / s e c ,  and i n  o r d e r  t o  achieve  ;I c o n s t a n t  r a t e  one had t o  
choose N = e , t h a t  i s ,  t h e  number of t r a n s m i s s i o n s  h n d  t o  i n c r c a s c  
exponen t i a l ly  with t i m e .  
- 
c r i t  
2AT 
Now suppose one has  t o  meet n bandwidth c o n s t r a i n t  W i n  c y c l e s  
p e r  second. I n  t h i s  ca se  t h e  number of' independent  t r a n s m i s s i o n s  can  
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on ly  i n c r e a s e  l i n e a r l y  wi th  t i m e .  The h ighes t  number of independent  
t r ansmiss ions  p e r  second is approximately equal  t o  2 W .  S u b s t i t u t i n g  
N = 2WT i n  t h e  formula for the c r i t i c a l  r a t e  above g i v e s  
( I n  2WT)/2T na t s / sec .  Hence, 
so t h e  system d i scussed  i n  the  l a s t  c h a p t e r  has t o  be modif ied i n  o r d e r  
t o  achieve  a cons t an t  r a t e  d i f f e r e n t  from z e r o  i n  t h e  bandl imi ted  case.  
- 
Rcr i t  
-.) 0 wi th  i n c r e a s i n g  T, and 
R c r i t  
Two u s e f u l  obse rva t ions  can  be made a t  t h i s  po in t .  F i r s t ,  whi le  
t h e  c r i t i c a l  r a t e  approaches zero  when one t a k e s  2W i t e r a t i o n s  p e r  
second t h e  asymptot ic  r e l a t i o n  RCrit(T) FZ PaV(T)/No is s t i l l  v a l i d .  
I n  o t h e r  words, both t h e  r a t e  and t h e  average power approach z e r o  f o r  
i n c r e a s i n g  T. The l i m i t  of t h e i r  r a t i o ,  however, i s  equa l  t o  t h e  
cons t  an t  No. The second obse rva t ion  is t h a t  X N+l can  be looked a t  
a s  t h e  maximum l i k e l i h o o d  e s t ima te  of 8 having observed Y1(X1) 
through Yn(Xn) ,  and assuming gauss i an  noise ,  as exp la ined  i n  Sec. I I D .  
With t h e  above two obse rva t ions  i n  mind, a coding scheme can now 
be cons t ruc t ed  f o r  t h e  bandl imited whi te  gauss i an  n o i s e  channel .  
Suppose t h a t  t r ansmiss ions  t a k e  p l a c e  a t  i n t e g e r  va lues  of t ime, 
t h e  t ime u n i t  being 1/(2W) sec. Numbers a r e  s e n t  aga in  by ampli tude 
modulat ing some b a s i c  waveform of bandwidth W and u n i t  energy. The 
d i s t u r b a n c e  i s  whi te  gauss ian  n o i s e  (wi th  s p e c t r a l  d e n s i t y  
and r e c e p t i o n  t a k e s  p l ace  using a matched f i l t e r .  
No/2), 
The coding scheme s t a r t s  ou t  t h e  same as  i n  Sec.  IIB2. 
A t  t h e  t r a n s m i t t e r :  
1. Divide t h e  u n i t  i n t e r v a l  [0, 11 i n t o  M d i s j o i n t  message 
i n t e r v a l s  of equal  length .  Let  8 be  t h e  midpoint of t h e  
message i n t e r v a l  corresponding t o  t h e  p a r t i c u l a r  message t o  be 
t ransmi t t ed . 
2. A t  i n s t a n t  one, t ransmi t  0(Xl1 - e ) ,  where X = 0.5 and 11 
i s  some cons tan t  t o  be determined l a t e r .  
A t  t he  r e c e i v e r :  
1. Receive Y ( X  ) = e(X - e )  -t Zll, where Z i s  as before  11 11 11 11 
2. Compute X12 = X - a-lY ( X  ), t hen  se t  X = X and send 
a gauss i an  random v a r i a b l e  wi th  mean zero  and va r i ance  o2 = N /2. 
0 
11 11 11 21  12 
back t o  t h e  t r a n s m i t t e r .  x21 
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Up t o  t h i s  point  eve ry th ing  i s  t h e  same as for t h e  coding scheme of 
i s  t h e  
x21 
where 
11 ' Sec. IIB2. I n  o t h e r  words, X21 - e = -(u~)z 
maximum l i k e l i h o o d  e s t i m a t e  of 8 having observed Y ( X  ) .  11 11 
Now i n  order  t o  prevent  t h e  expected power p e r  t r ansmiss ion  t o  
decrease ,  a s  i t  d i d  i n  t h e  WB coding scheme, t he  next  t r ansmiss ion  i s  
g"(X21 - e )  i n s t ead  of a ( X  - e ) ,  where t h e  cons t an t  g w i l l  be 21 
determined p resen t ly .  The r e c e i v e r  o b t a i n s  t h e  noisy  obse rva t ion  
and then  computes 
One now has two independent e s t i m a t e s  of 8: 
i z  I x = e - - z  and x22 = e - - 
21 a 11 g a  21 
t o  be s e n t  back t o  t h e  t r a n s m i t t e r ,  one t a k e s  the  
31 
For  t h e  va lue  X 
maximum l i k e l i h o o d  e s t i m a t e  of e having observed Y ( X  ) and 11 11 
( X  ), t h a t  i s ,  
y21 21 
x =  
31 
2 
( q x  gcc 21+(I) u. x22 
($ + (kJ2 2 i + g  
What is the va r i ance  of o u r  success ive  maximum l i k e l i h o o d  
X X ? It  i s  known t h a t  
11' 21, 31 
e s t i m a t e s  X 
1 2 
I f ,  howevcr, g :- ( 0  - I) ' i s  chosen, t hen  
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i = 2, 3, ..., is  s e n t  back. The next t r ansmiss ion  'il J I n  gene ra l ,  
is  
but  t h e  r e c e i v e r  o b t a i n s  
1 
i l  
Yi l (X  ) = 2-1 (a2 - 1)' (Xil - e >  + 
il 
and t h e n  computes 
and 
2 
Xil + ( a  - 1) xi* - 
2 i + l , l  
X 
0 
T h e  maximum l i k e l i h o o d  es t imate  X i s  normally d i s t r i b u t e d  w i t h  
mean 8 and va r i ance  02 / [ (a :  ) 1, t h a t  is, 
i+l,l 2 i  
2 
X 
i+l,l ( 3 . 2 )  
From t h i s  p o i n t  on, t h e  a n a l y s i s  i s  very s i m i l a r  aga in  t o  t h a t  
of Chapter  11. Suppose t h e  t r a n s m i t t e r  sends one of M p o s s i b l e  
messages, t h a t  is, t h e  i n t e r v a l  [0, 11 i s  d iv ided  i n t o  M d i s j o i n t  
equal - length  message i n t e r v a l s .  The message po in t  8 is  t h e  midpoint 
of t h e  message i n t e r v a l  corresponding t o  t h e  p a r t i c u l a r  message be ing  
t r a n s m i t t e d .  T h e  p r o b a b i l i t y  of t h e  r e c e i v e r  dec id ing  on t h e  wrong 
message i n t e r v a l  ( i . e . ,  t h e  p r o b a b i l i t y  of X l y i n g  o u t s i d e  t h e  
c o r r e c t  i n t e r v a l )  is  [ see  Eq. (2 ,3a ) ] :  
N+1 
Now p ick  M = 0: N(l-E! t h a t  is, R = ( I n  M)/N = (1 - E) I n  a, 
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L 
nats /dimension ( t h e  t ime u n i t  was 1/(2W) s e c ) .  T h i s  g i v e s  for t h e  
p r o b a b i l i t y  of error 
and thus  
l i m  Pe(N, E) = 
N+m 
= In a, n a t s /  
I n  o t h e r  words t h e  c r i t i c a l  r a t e  i s  equal  t o  R c r i t  
dimension. Pu t t ing  a = e g i v e s  R . = A. A c r i t  
Next l e t  u s  d e r i v e  an expres s ion  for t h e  average power, 'av' 
A 
S u b s t i t u t i n g  T = N/(2W) sec ,  o2 = N /2 ,  G = e , and 
0 
2 
E(Xil - e) = 1/12 (assuming a uniform p r i o r  d i s t r i b u t i o n  for e ) ,  
one g e t s  
N - 1  2A 2A We + -pa" = 7%- N NoW ( e  - ') (3.4) 
Hence, asymptot ica l ly ,  
R .  = c r i t  
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which i s  t h e  channel c a p a c i t y  as computed by Shannon [Ref. 1611 
r e s u l t  proves t h a t  t h e  BL coding s y s t e m  p resen ted  here achieves  c a p a c i t y  
f o r  t h e  bandl imi ted  whi te  gauss ian  no i se  channel .  It  i s  t h e  f i r s t  
d e t e r m i n i s t i c  coding procedure t o  do so. 
T h i s  
B. OPTIMIZATION FOR FINITE BLOCKLENGTH 
A s  i n  Chapter  11, l e t  us now i n v e s t i g a t e  how f a r  one f a l l s  
s h o r t  of t h e  i d e a l  when only  pe rmi t t i ng  a f i n i t e  coding de lay  N 
t ime u n i t s  of 1/(2~) s e c ) .  
( i n  
t h  
a t  t h e  i t r ansmiss ion  was taken  a s  
ai 
I n  Sec. A t h e  s l o p e  
where 
6 .  . = 
1’ i f  i f  j 
I n  o r d e r  t o  make an op t imiza t ion  p o s s i b l e ,  an a d d i t i o n a l  f a c t o r  
a i s  in t roduced ,  hence 
i -I+ 6 %1-bil)  
(a2 - 1) i = 1,2,3 ,... (3.6) il a. = a o  
1 
The r e c e i v e r  now has  
and computes 
and 
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E l l c c t i v c l y ,  t h e  i n t r o d u c t i o n  of t h c  I n c t o r  n rcduccs N by a 
f a c t o r  n . 
0 2 
B y  Eq. (3 .3)  minimizing the  p r o b a b i l i t y  of e r r o r  i s  equ iva len t  
t o  maximizing the  cxprcs s ion  
where t.: can be ob ta ined  from 
R = (1 - E) I n  Q na t  s/dimension ( 3 . 9  
and o2 = N /2 was s u b s t i t u t e d  f o r  t h e  va r i ance .  
A 0 
S u b s t i t u t i n g  o = e i n  Eq.  (3 .4)  and a l lowing  f o r  t h e  a d d i t i o n a l  
f a c t o r  a leads  t o  the  fo l lowing  expres s ion  f o r  t h e  average power. 
which can be modified a s  
N - 1  2 
P 2 
N W  N 
av 2 - -  - a  -& + - ( a  -1) 
0 0 
(3.9) 
Now assuming C, R, W,  No, and N c o n s t a n t ,  l e t  u s  maximize 
2 expres s ion  (3.7) w i th  r e s p e c t  t o  a . Note t h a t  C and W cons t an t  
imp l i e s  PaV/NoW cons tan t ,  f o r  
Having gone through t h e s e  p r e l i m i n a r i e s ,  one is  now ready t o  
2  NE perform t h e  opt imiza t ion .  S e t  t h e  d e r i v a t i v e  of a ( a  /2N ) equa l  
t o  zero ,  
0 
. 
From Eq.  (3.;:) i t  fo l lows  t h a t  
d s  2 R  1 
2 2  and - - - 2 -  2 
2R 
I n  0: 
€ = 1 - -  
2 
d a  a ( I n  o ) 
and from Eq.  (3.9) i t  fo l lows  t h a t  
2 2 
2 -  
d a  a 
da 
- - -  
a2 + 6 N  ( N - 1 )  
0 
Making t h e s e  s u b s t i t u t i o n s  i n  Eq. (3.10) and p u t t i n g  t h e  r e s u l t  
equa l  t o  z e r o  f i n a l l y  g ives ,  a f t e r  some a lgeb ra ,  t h e  fo l lowing  s imple 
expres s ion  f o r  t h e  optimum value a of a : 
2 2 
0 
2 a = 6~ 
0 0 (3.11) 
For  t h e  p r o b a b i l i t y  of e r r o r ,  s u b s t i t u t i n g  o2 = N / 2  and 
0 2 a = 6 N  i n  E q .  (3.3), one has 
0 0 
P = 2 e r f c  
e 
2 
Solv ing  for a from E q s .  (3.9) and (3.11) g i v e s  
P 2 N-1 + - av 




By E q .  (3.8) one has 
where R i s  now i n  nats/second. Hence, 
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and f i n a l l y ,  
r I lY+NIy av I I 
c /r 
This  f i n a l  r e s u l t  w i l l  be compared i n  t h e  next  s e c t i o n  wi th  t h e  
bounds on one-way communication a s  ob ta ined  by S l e p i a n  [Ref,  131. 
C. COMPARISON WITH SLEPIAN'S RESULTS 
I n  1963 S lep ian  [Ref.  101 p l o t t e d  lower bounds on communication 
i n  t h e  one-way case  based  on a geomet r i ca l  approach t o  t h e  coding 
problem f o r  bandl imited w h i t e  gauss i an  no i se  channels  used by Shannon 
[Ref.  61. That i s ,  t h e r e  i s  no one-way communication system whose 
performance i s  any b e t t e r  t han  t h a t  p l o t t e d  by S lep ian .  F i g u r e s  1 3  
through 18 compare S l e p i a n ' s  curves  (dashed l i n e s )  w i t h  t h e  r e s u l t s  
desc r ibed  by Eq. ( 1 . 2 ~ )  ( s o l i d  l i n e s ) .  Note t h a t  t h e  s o l i d  curves  
a r e  e x a c t ;  t h a t  is, they  a r e  not  a bound as S l e p i a n ' s  curves  a r e .  
The graphs presented  i n  t h i s  s e c t i o n  a r e  desc r ibed  below. 
10 1. Figure  1 3  shows t h e  s igna l - to -no i se  r a t i o  S/N = 10 l o g  
(PaV/NoW) i n  d e c i b e l s  vs t h e  r a t e  R/W i n  d i t s / c y c l e ,  a s  g iven  
by Shannon's c a p a c i t y  formula,  Eq. ( 1 , l b ) .  
2. F i g u r e s  14a-c i n d i c a t e  t h e  a d d i t i o n a l  s i g n a l - t o - n o i s e  r a t i o ,  i n  
d e c i b e l s  above t h e  va lue  i n d i c a t e d  i n  F ig .  13,  r e q u i r e d  f o r  a 
f i n i t e  coding de lay  N ,  as a f u n c t i o n  of t h e  r a t e  i n  d i t s  p e r  
cyc le .  The p r o b a b i l i t y  of e r r o r  f o r  t h e  t h r e e  f i g u r e s  i s  
r e s p e c t i v e l y ,  P = 10 , 13 , and 10  . I t  i s  s e e n  t h a t  a 
l a r g e  improvement i s  ob ta ined  by going from N = 5 t o  N = 15, 
e s p e c i a l l y  i n  t h e  feedback scheme. I n c r e a s i n g  t h e  coding  de lay  
f u r t h e r  does not  r e s u l t  i n  much improvement. 
-2 -4 -5 
e 
3. Figures  15a ,b  a r e  p l o t s  of t h e  a d d i t i o n a l  s i g n a l - t o - n o i s e  r a t i o  
i n  dec ibe l s  above t h e  i d e a l  va lue  i n d i c a t e d  i n  F ig .  1 3  VS t h e  
coding delay N, f o r  d i f f e r e n t  va lues  of t h e  p r o b a b i l i t y  of 
e r r o r  Pe and f o r  a r a t e  of R/W = 0.2 d i t  p e r  cyc le .  F igu re  
SEL-63-073 - 38 - 
l 5 b  r e p r e s e n t s  a p l o t  f o r  t h e  bounds computed by S lep ian .  Note 
t h a t  t h e  curves  f o r  t h e  feedback scheme (Fig .  15.) i n d i c a t e  a 
much lower r e l a t i v e  ( t o  t h e  i d e a l ,  g iven  i n  F ig .  13) s i g n a l - t o -  
noise r a t i o ,  except  f o r  extremely small va lues  of N. 
4. F igu res  1 6 a , b  a r e  p l o t s  of t h e  p r o b a b i l i t y  of e r r o r  vs t h e  coding 
de lay  N, wi th  t h e  s igna l - to -no i se  r a t i o  i n  d e c i b e l s  above t h e  
i d e a l  a s  t h e  parameter .  The r a t e  i s  R/W = 0.2 d i t  p e r  cyc le .  
Note t h e  d i f f e r e n c e  i n  shape between the  two s e t s  of curves .  
5. Figure  17 is a p l o t  of t h e  r e l a t i v e  r a t e  R/C vs t h e  r a t e  R/W 
i n  d i t s  pe r  cycle for d i f f e r e n t  v a l u e s  of t h e  coding de lay .  The 
p r o b a b i l i t y  of e r r o r  i s  P = 10 . -4 
e 
6. F igu res  18a ,b  a r e  p l o t s  of t h e  r e l a t i v e  r a t e  R/C vs t h e  coding 
de lay  N f o r  d i f f e r e n t  va lues  of t h e  s igna l - to -no i se  r a t i o .  
FIG. 13. THE SIGNAL-TO-NOISE RATIO 
REQUIRED BY SHANNON'S CAPACITY 
FORMULA. 
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R I W  IN DITS PER CYCLE 
FIG. 17. THE RELATIVE RATE VERSUS 
THE RATE PER U N I T  BANDWIDTH FOR 
D I F F E R W  VALUES O F  THE CODING 
DELAY. 
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D. INFLUENCE OF FEEDBACK NOISE ON THE BL CODING SCHEME 
I n  t h i s  s e c t i o n  only  t h e  c o n f i g u r a t i o n  i n  which Y ' ( X ' ' )  ( t h e  
n n  
11 r ece ived  T h e  r e s u l t s  f o r  
t h e  case where X ( t h e  r e c e i v e r ' s  e s t i m a t e )  is s e n t  back a r e  s i m i l a r  
t o  those  i n  t h e  l a s t  c h a p t e r  i n  t h a t  t h e  r a t e  drops  o f f  t o  ze ro  qu ick ly .  
number") i s  s e n t  back w i l l  be i n v e s t i g a t e d .  
n 
Using t h e  same n o t a t i o n  a s  i n  Chapter 11, i t  fo l lows  e a s i l y  t h a t  
Z (3.12) 
-1 2 N a - 1  
2 C ai il i= 2
= x" + 
%+l,l N + 1 , 1  a 
1 
1=2 
where C = 0, and a. i s  given by Eq. (3.6).  Hence: 
1 
'I s+l of 8, a s  computed by t h e  c The va r i ance  0: of t h e  e s t ima te  
L 
r e c e i v e r ,  is  
For t h e  p r o b a b i l i t y  of e r r o r  one has ,  from Eq. (3.3),  
(3.14) 
where aga in  R = (1 - 8 )  I n  0, nats /dimension.  
The expres s ion  f o r  t h e  s igna l - to -no i se  r a t i o  i n  t h e  forward 
d i r e c t i o n  i s ,  from Eq. ( 3 . 9 ) ,  
Figure  19 p r e s e n t s  curves  f o r  t h e  p r o b a b i l i t y  of e r r o r  P v s  
e 
t h e  coding de lay  N f o r  R/W = 0 . 2  d i t  per  c y c l e ,  and d i f f e r e n t  va lues  
2 
of t h e  feedback n o i s e  r e l a t i v e  t o  t h e  forward no i se ,  N"/Ni .  For a 
t h e  va lue  a = 6" a s  g iven  by Eq .  (3.11) i s  used. Hence, t h e  curves  
p re sen t  t h e  degrada t ion  due t o  feedback no i se  of a system t h a t  i s  




CODING DELAY N 
FIG. 19. THE PROBABILITY OF ERROR 
AS A FUNCTION O F  THE CODING DELAY 
FOR DIFFERENT VALUES OF THE REL- 
ATIVE SIGNAL-TO-NOISE RATIO I N  
THE PRESENCE OF FEEDBACK N O I S E .  
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IV. CONCLUDING REMARKS 
The WB (wideband) coding scheme w a s  sugges ted  by t h e  Robbins-Munro 
s t o c h a s t i c  approximation procedure.  I n  t h e  gauss i an  case  i t  t u r n s  out 
t h a t  t h i s  coding procedure determines t h e  maximum l i k e l i h o o d  e s t i m a t e  
of t h e  message p o i n t  8 r ecu r s ive ly .  S ince  t h e  maximum l i k e l i h o o d  
e s t i m a t e  approaches 8 and the t r a n s m i t t e d  power i s  p r o p o r t i o n a l  t o  
t h e  square  of t h e  d i f f e r e n c e ,  t h e  expected t r a n s m i t t e d  power p e r  
i t e r a t i o n  decreases  i n  t h i s  scheme. Reta in ing  t h e  maximum l i k e l i h o o d  
p rope r ty  but  making up f o r  the t r a n s m i t t e d  power i n  o r d e r  t o  make t h e  
expected power p e r  t ransmiss ion  a cons t an t ,  l e a d s  t o  t h e  BL (bandl imi ted)  
coding scheme. T h i s  s imple  scheme is  t h e  f i r s t  d e t e r m i n i s t i c  procedure 
t o  achieve  t h e  channel capac i ty ,  Eq. ( l . l b ) ,  of  t h e  bandl imi ted  whi te  
gauss i an  no i se  channel .  
I t  i s  be l i eved  t h a t  t h i s  approach of r e c u r s i v e  maximum l i k e l i h o o d  
e s t ima t ion  t o  t h e  coding problem w i t h  feedback has a much wider a r e a  
of a p p l i c a t i o n ;  f o r  example, channels  w i t h  unknown parameters ,  f ad ing  
channels ,  dependences between the  n o i s e s  i n  forward and feedback l i n k s ,  
and so on. T h e  method i s  i d e a l l y  s u i t e d  for n o i s e l e s s  feedback and i t  
may w e l l  be p o s s i b l e  t o  f i n d  an ex tens ion  t h a t  i s  i n  some sense  optimum 
f o r  t h e  noisy feedback case .  
- - S EL-65 - 07 3 
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