We present a general logic of explicit knowledge represented as finite sets of logical formulae which can evolve by nondeterministic reasoning and communication. It is partly based on Alternating-time Temporal Logic, which allows the expression of properties of cooperation. Properties of an agent's reasoning mechanism such as "the agent knows modus ponens" can be expressed. Instead of a common closure condition such as "if the agent knows both p and p → q, he must also know q", the following holds: "if the agent knows p, p → q and modus ponens, he has a strategy to get to know q in the future".
INTRODUCTION
We present a propositional logic of how the explicit knowledge of agents who represent their knowledge syntactically as formulae in a language can evolve over time. It is assumed that the storage is finite, i.e. that only finitely many formulae can be stored at the same time. We call the finite set of formulae known by an agent at a particular point in time the agent's epistemic state. Instead of assuming closure or consistency conditions on epistemic states, like closure under Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. logical consequence in modal epistemic logic, we assume that an agent at a point in time in addition to a finite epistemic state has a mechanism which can be used to transform the epistemic state into a new one. The agents are not necessarily infallible -the mechanisms may be unsound. In our logic, properties of epistemic states are expressed as knowledge of formulae while properties of mechanisms are expressed as knowledge of deduction rules. In addition to reasoning, agents in a multi-agent system can change their knowledge by communication. We are interested in agents who can make different choices about how to reason and communicate. Agents who can reason and communicate can cooperate strategically to e.g. reach certain epistemic states. Our logic is based on Alternating-time Temporal Logic (ATL) [4] , which models such non-deterministic cooperation. ATL introduces cooperation modalities for sets G of agents: the formulae G φ, G 2φ, G F φ and G φU ψ means that the coalition G can cooperate -or that they have a strategy -to ensure that φ is true in the next state, all future states, some future state and until ψ is true, respectively. The ATL language is interpreted in concurrent game structures.
LOGIC OF STATES AND MECHANISMS
An epistemic state s is a finite, but otherwise arbitrary, set of formulae in an object language OL, here assumed to be propositional logic: s ∈ ℘ fin (OL). A mechanism models how the epistemic state of the agents can change over time. We assume that each agent at each time step sends a finite (possibly empty) set of formulae to each of the agents in the next time step including to himself. The latter is used to model reasoning. This action, by a particular agent, can be described by a tuple (s 1 , . . . , s n ) with one finite set s j ∈ ℘ fin (OL) of object formulae for each agent j. We also assume that the agent can have several different choices of tuples to use. Since the agent cannot discern between situations in which he has the same epistemic state, the possible choices must be a function of the epistemic state. Thus, we model a mechanism for agent i as mapping an epistemic state si to a non-empty set Ri(si) of tuples. Note the different status of the members of (s 1 , . . . , s n ) ∈ Ri(si): s i is the set i wants himself to know (maybe just remember from last time step, if s i ⊆ si) in the next time step, while s j (j = i) is the information i sends to another agent j. A global state in the multi agent system consists of one epistemic state for each agent. The transition between global states is defined as follows: each agent i with ep. state si selects a tuple (s next global state is the union of the sets sent to that agent from all agents (including from himself) -the next global state is (
. This definition of communication, where an agent can "insert" formulae directly into another agent's epistemic state, are useful in systems with reliable communication -but also in other applications since the language presented shortly can express restrictions on the form of the formulae that can be inserted. The satisfiability relation for the logical language is defined with respect to a mechanism for each agent and a global state. Technically, this is done by translating a mechanism to a concurrent game structure.
The logical language is the language of propositional logic extended with three new fragments. First, epistemic operators are used in statements about the agents' current knowledge. The fact that agent i knows at least, knows at most, and knows exactly a finite set X of OL formulae is expressed by the formulae iX (i's epistemic state includes X), iX (i's epistemic state is included in X), and ♦iX ≡ iX ∧ iX , respectively. The epistemic operators are further discussed in [2] . Second, ATL operators are used to express statements about strategic cooperation. Third, rule operators and rules are used in statements about the agents' abilities to reason and communicate, i.e. about their mechanisms. Rules are defined using two types of formal variables: a, b, . . . are used as place-holders for formulae, and t, u, . . . for finite sets of formulae. A rule consists of an antecedent and a consequent; both representing finite sets of formulae -possibly containing variables and set building operators and . Examples of rules are:
A rule is interpreted as a relation between sets of formulae simultaneously matching the antecedent and consequent.
Formulae
; ij R and ; ij R are used to express that agent i knows at most and at least, respectively, the set of rules R for communication to agent j. Semantically, if the current epistemic state of agent i is s, both formulae are statements about the set S ii {R2} that i must reason monotonically (since the consequent extends the antecedent), while ; ij {R3} and ; ij {R3} express that i can communicate any formula i knows to j, and that everything i can communicate to j must be known by i, respectively.
We also let
An example involving several of the operators is shown in Fig. 1 . The formula says that if agent 2 knows MP and the formula p → q and reasons monotonically, and agent 1 knows the formula p and can communicate any known formula to 2, then agents 1 and 2 can cooperate to make 2 know the formula q in the future. Some general syntactic properties of the logic are:
CONCLUSIONS
We have presented a general logical framework for modelling how the explicit knowledge of agents who represent knowledge syntactically in a logical language can evolve as a result of reasoning and communication. We argue that the proposed language is expressive enough to capture theoretically interesting properties, and that the unified model of reasoning and communication is applicable in many circumstances. Further details can be found in [1] .
Konolige's deduction model [6] , active logics [5] and timed reasoning logics [3] also model agents with sets of known formulae and transition relations described by rules. These approaches, however, describe a linear and deterministic, instead of a branching and non-deterministic, future, and have no concept of strategic cooperation.
Possible future work include a complete axiomatization.
