A Mimetic Discretization method for the linear elasticity problem in mixed weakly symmetric form is developed. The scheme is shown to converge linearly in the mesh size, independently of the incompressibility parameter λ, provided the discrete scalar product satisfies two given conditions. Finally, a family of algebraic scalar products which respect the above conditions is detailed.
Introduction
The main characteristic of the Mimetic Discretization method (or Mimetic Finite Difference method, MFD), when compared to a more standard finite element approach, is that the basis functions related to the discrete degrees of freedom are not explicitly defined. As a consequence, the differential operators and the other quantities appearing in the problem are approximated by discrete counterparts that satisfy finite dimensional analogs of fundamental properties. This approach makes it possible to mimic intrinsic properties of the differential problem under study. Moreover, a great flexibility in the mesh definition is achieved. In particular, general polyhedral (or polygonal in two dimensions) meshes, even with non convex and non matching elements, are admissible.
Although the MFD method has been applied to a variety of problems, such as electromagnetics and gas dynamics, the main benchmark of development and application has been the diffusion problem, see for example [11, 12, [24] [25] [26] [27] [28] [29] . Lately, in a series of papers [16] [17] [18] [19] , the authors has succeeded in developing a general convergence theory that covers a very large range of possible meshes. Furthermore, in the same papers an effective algebraic method for the construction of MFD methods for the diffusion problem is provided. In [8, 9, 23] a higher order version MFD schemed is developed, in [6, 7] an a posteriori error estimator is proposed and analyzed, while in [20] a post-processing technique is investigated.
In the present contribution, we aim at developing an MFD method for the elasticity problem. We follow the mixed, or Hellinger-Reissner, formulation, which adopts stresses and displacements as unknowns. Such formulation holds a strong similarity with the diffusion problem. Indeed, up to a substitution of vectors with tensors and scalars with vectors, the structure of the two problems is very similar. On the other hand, there are a pair of additional difficulties that make the numerical discretization and analysis of the elasticity problem more involved. The first one is the symmetry of the stress tensor, which in most methods is enforced through the variational equations rather than directly in the discrete space. The second one is the lack of uniform coercivity of the main bilinear form of the problem, which arises when the very important case of almost incompressible materials is considered. After the pioneering works [2, 22] , a range of stable and converging finite elements for the elasticity problem in mixed form has been developed in [3] [4] [5] 15] .
In this paper we extend the ideas of [4, 5, 15] in order to construct an MFD method that is uniformly stable and convergent. The main difficulty lays in the fact that everything must be defined through the degrees of freedom, since in MFD schemes the basis functions are unknown. In particular, (1) we need to derive new discrete operators for anti-symmetry and trace that respect given properties, and (2) to develop a scalar product that mimics properly the non uniform coercivity of the inverse elastic moduli.
The contribution is organized as follows. In Section 2 we introduce the linear elasticity problem in mixed form with weakly imposed symmetry, and describe the proposed MFD method. Afterwards, in Section 3 we prove the stability and convergence of the method assuming certain properties of the involved discrete scalar product. In particular, we prove that the new MFD method is uniformly converging in the incompressibility parameter λ with order O(h), where h is the maximum diameter of the mesh elements. Finally, in Section 4 we discuss the construction of a family of scalar products that are proved to satisfy the properties required in Section 3.
For the sake of presentation, in this contribution we consider the three dimensional case. The (simpler) two dimensional case can be easily derived by adapting the same arguments.
Presentation of the method
In this section we present the linear elasticity deformation problem and the proposed Mimetic Finite Difference method. Throughout the paper, L p (ω) denotes the standard space of p-Lebesgue integrable functions over the open domain ω, with the usual extension in the case p = ∞. The symbol H k (ω), k ∈ N, indicates the standard Sobolev space of order k and while H 1 0 (ω) denotes the space of functions in H 1 (ω) vanishing on the boundary ∂ω.
The linear elasticity problem
Let Ω ∈ R 3 be a polyhedral domain occupied by a linear elastic body, which is blocked on part of the boundary Γ ⊂ ∂Ω and free on the remaining part Γ. Both Γ and Γ are assumed to be a finite union of connected components, with meas(Γ ) > 0 in order to eliminate the rigid body motions. The body is subjected to a load f ∈ L 2 (Ω). Then, following the classical theory of linear elasticity [21] , the deformation of Ω is governed by the equations
where σ represents the stress tensor field, u the displacement vector field, C the tensor of elastic moduli with μ, λ ∈ L ∞ (Ω) the positive Lamè parameters, I the second order identity tensor, n the outward unit normal on the boundary of Ω, ε the standard symmetric gradient operator and div, tr the standard divergence and trace operators.
In order to discretize problem (2.1) through a mimetic approach, we consider the mixed weakly symmetric formulation, which is equivalent to the one above; see for example [3] for an exhaustive derivation and references.
The variational form reads
where the double dot stands for the standard contraction operator between tensors, the single dot denotes the standard scalar product between vectors, H Γ div (Ω) indicates the tensor fields in H div (Ω) with normal component vanishing on Γ, and the anti-symmetry operator as : R 3×3 → R 3 is defined by
where the subindices indicate the single components of the tensor τ . The bilinear form Ω C −1 σ : τ is symmetric and L 2 -positive definite since
for all 3 × 3 tensors τ . Note that in the limit case of an incompressible material, i.e. for λ → ∞, the coercivity on the whole space is lost and holds only on the subspace of traceless tensors. Indeed, for all θ ∈ R 3×3 we have 5) where dev stands for the deviatoric operator and || · || for the standard norm on tensors induced by the contraction scalar product. The well posedness and existence of a unique solution for problem (2.2) is discussed for instance in Theorem 2.1 in [3] .
Method presentation
In this section we present the proposed discrete method. We start introducing a set of notations, assumptions and preliminary results.
Mesh notation and assumptions
For exposition's sake, we find it convenient to adopt the mesh notation and assumptions introduced in [16] . Let Ω h be a conformal partition of Ω into non-overlapping polyhedral elements, which matches the boundary subdivision ∂Ω = Γ ∩ Γ. We indicate with Σ h the set of all the element faces. For every element E we denote its 3-dimensional Lebesgue measure by |E|, its barycenter by x E , its diameter by h E , and the number of its faces by m E . The notation ∂E may denote the boundary of the element E or the union of the element faces depending on the context. Similarly, for every face e of an element E we denote its 2-dimensional Lebesgue measure by |e|, its diameter by h e , its barycenter by x e , its outward unit normal vector by n e E , the number of its edges by m e , and the 1-dimensional measure of the edge l by |l|. In addition, we associate to each face e a unit normal vector n e , which is assumed fixed once and for all. The mesh Ω h is sub-indexed by the mesh size parameter defined, as usual, by h = sup E h E .
Since this work follows the framework of references [16, 17] , we consider the same mesh regularity assumptions detailed in these works. We list these assumptions below for the sake of the reader's convenience and for future reference in the paper.
( coincident with e, height equal to c γ h E , and such that the projection of its vertex onto e is M e . Finally, we assume for simplicity that the material constants μ and λ are piecewise constant. This assumption can be interpreted as a data approximation. Moreover, we assume that it exists two positive constants μ * and μ * independent of h such that
(2.6) Note that we do not make any additional assumption on λ, in order to include the important case of almost incompressible materials.
Discrete spaces Q h and X h
Let us introduce the discrete spaces used for stresses, displacements and anti-symmetry Lagrange multipliers. Such finite dimensional spaces are represented by a set of degrees of freedom associated to elements or faces.
We introduce the finite dimensional space Q h , whose degrees of freedom are a collection of discrete vectors in R 3 , associated to the elements E of Ω h
The dimension of Q h is therefore three times the number of elements, and each vector q h ∈ Q h is naturally associated to the piecewise constant vector field Ω → R 3 that takes the indicated values in each element. With a little abuse of notation, we identify the elements of Q h also with the respective piecewise constant vector field.
Finally, we introduce the interpolation operator in Q h , that is defined by
, where integrals of vectors are interpreted component by component. We introduce also the finite dimensional space X h , whose degrees of freedom are a collection of vectors in R 9 , associated to the faces e of Σ h
The dimension of X h is therefore nine times the number of faces. Given any face e ∈ Σ h , let
indicate the position vector of the face points with respect to a local coordinate system chosen on e with the origin in the barycenter of e. Each local vector ( τ e , τ In the following the symbol τ e may denote both the vector ( τ e , τ 1 e , τ 2 e ) and the respective linear function (2.9). Thus, any element τ h ∈ X h can also be written τ h = {τ e } e∈Σ h and represent, for each face e, the normal component of a piecewise regular stress tensor field on Ω. In this respect, we also use the notation 10) which represents the outward normal component of the virtual tensor field with respect to the element E.
where P 1 (e) indicates the space of first order polynomials on e and, here and in the following, a vector following a tensor represents the standard tensor-vector application
It is easy to see that such interpolant is well defined and unique. In the paper there will be no confusion between the interpolation operators in X h and Q h since the first is applied to tensor fields and the second to vector fields. Finally, the symbol X Γ h denotes the subspace of the elements of X h that vanish on all the faces e ∈ Γ.
Discrete operators on X h
We now define three linear discrete operators on the space X h , which mimic respectively the standard operators of divergence, trace and anti-symmetry.
The discrete divergence operator div h : 12) which is consistent with the Gauss divergence theorem. Analogously as shown in [8, 16] , it is easy to check that the following commuting diagram property holds
For each element E, we consider the vector-valued linear functions
where x = (x, y, z) represents the coordinates with respect to a global Cartesian system in Ω and
Using an integration by parts and observing that the integral of ϕ E on E is null, it follows that 
independently of E. Therefore, the same argument as in (2.15) gives
whose divergence is constant. This fact leads to the following consistent definition of anti-symmetry operator from
By applying the same argument used to show (2.18), we get
, s > 2, whose divergence is constant.
Scalar products, bilinear forms and norms
We equip Q h with the L 2 scalar product 21) and indicate the induced global and local norms by || · || Q h and || · || E . Regarding X h , we first define the following norm
We now need to define a scalar product on X h which mimics the natural form of the continuous problem (C −1 ·, ·), see (2.4). We therefore assume the existence of a scalar product in X h with the properties that follow. In Section 4 we will show an example of construction of a scalar product that satisfies the involved conditions. Let therefore
where the local forms are positive definite and depend only on the local values {τ e E } e∈∂E . Moreover, the forms [·, ·] E are required to satisfy the two following conditions for all E ∈ Ω h .
(S1) There exist two positive constants C * , C * independent of h and λ such that
and 25) where I I is the interpolant in X h of the constant tensor I.
for all linear test functions
The first assumption represents the correct scaling of the form with respect to the size of the element, and a discrete type coercivity on the deviatoric part of the tensor, mimicking (2.5). The second assumption represents a consistency condition, stating that the scalar product respects the standard integration by parts when restricted to linear test functions.
We can now present the proposed method.
Note that the second two equations are equivalent to div h σ h = f I and as h (σ h ) = 0.
Remark 2.1. In analogy with [3, 4] , in the case meas (Γ) = 0 the discrete stresses must be restricted to the subspace
To ease presentation, we assume the more realistic case of meas (Γ) > 0. The small modifications of the following proofs and statements in the case meas (Γ) = 0 are rather standard and will not be considered here.
Stability and convergence of the method
In this section we prove the stability of the discrete Method 2.1 and its convergence properties. We use the symbols , , to represent equivalences and bounds that hold up to a constant independent of h and λ.
We also use an auxiliary mesh whose construction is as follows. Given the mesh Ω h , we subdivide each face e of Σ h in sub-triangles, connecting the vertices of each face e to the point M e introduced in (M4). We call this set of triangles Ξ e . Then, we subdivide each element E into tetrahedrons, connecting the vertices of each triangle in Ξ e , e ∈ ∂E, to the point M E introduced in (M3). This construction gives a conforming mesh of tetrahedrons for Ω which we call Ω h . In [6] it is proved that, under our mesh assumptions of Section 2.2.1, the family {Ω h } h is a shape-regular family of meshes.
Due to the shape regularity of {Ω h } h , the stability of our method can be derived from the stability of a BDM type tetrahedral finite element, as shown in the next section. Given the sub-triangulation Ω h introduced above, let V Γ h indicate the discrete tensor field given by three instances of the Brezzi-Douglas-Marini family of order 1, see [14] , which satisfies the homogeneous boundary conditions for the normal component on Γ. Moreover, let P h represent the space of piecewise constant vector functions on the same triangulation. Then, the proof of the following result can be easily checked combining the proof of Theorem 4.6 in [15] with Example 7 in the same paper.
Proposition 3.1. It exists a positive constant β independent of h such that, for all
where
. Furthermore, it exists a positive constant α independent of h such that
where dev stands for the operator extracting the deviatoric part of the tensor.
Note that, due to the classical theory in [13] , the two conditions above ensure the uniform stability of the problem
where V Γ h is equipped with the H div (Ω) norm and the remaining discrete spaces are equipped with the L 2 (Ω) norm.
Uniform stability of the method
We prove the stability of Method 2.1 on X Γ h × Q h × Q h , where the three spaces are equipped with the norms introduced in the previous section. Following the general theory of [13] , this result stems directly from the discrete inf-sup condition, shown in Lemma 3.1 and the coercivity on the kernel condition, shown in Lemma 3.2.
Lemma 3.1. It exists a positive constant β independent of h such that, for all
Proof. Clearly, since Ω h is obtained by a subdivision of Ω h , the functions q h , v h belong to the space of the vector functions that are piecewise constant on Ω h . Let therefore τ h be the element of V Γ h that satisfies condition (3.1) for the couple q h , v h :
. Then, we define our candidate τ h ∈ X h as the interpolant τ h = (τ h ) I .
Recalling the scalar product definition (2.21) and property (2.13), we have
The last identity in (3.5) implies that the function div τ h is Ω h -piecewise constant. Thus, we can apply (2.20) and, since also q h is Ω h -piecewise constant, we obtain
The first bound in (3.4) follows by combining (3.5), (3.6), (3.7) and using the definition of the norm in Q h . For all elements E and faces e ∈ ∂E, ((τ h ) I ) e E is by definition a L 2 (e) projection of τ h n e E on the space of linear functions living on e. Therefore, from (2.22) we get
(3.8)
A standard scaling argument and (3.8) finally give
which, summing over all the elements E ∈ Ω h and using (3.5), implies the second bound in (3.4).
Lemma 3.2. It exists a positive constant α, independent of h and λ, such that for all
Proof. Let τ h ∈ X h . Given the tetrahedral mesh Ω h introduced above, we define τ h in the space V Γ h as follows. By definition of Ω h , each element E ∈ Ω h is subdivided into tetrahedrons of Ω h ; we call V E the restriction of V Γ h to the local tetrahedral mesh in E. Furthermore, let P E indicate the space of piecewise constant vector fields on the same mesh with null integral on E. Given the space
we solve the following local discrete problem on
where V 0 E is the homogeneous version of V N E . The stability of the above problem follows from the same argument used for (3.3). Note that problem (3.12) is well posed since, due to the property div h τ h = 0, the boundary data required in (3.11) is compatible with condition (3.12) 3 .
The function (τ E − 1 3 tr h (τ h )I) is by definition in the space V E and clearly satisfies the discrete system (3.12), i.e.
As a consequence, due to the stability of the problem, the function (τ E − 1 3 tr h (τ h )I) depends continuously on the boundary data. In particular, it can be proved that
. (3.14)
The boundary conditions and the continuity of the normal component across the faces of the triangulation are guaranteed by condition (3.11) . Moreover, again due to (3.11) , it holds that (τ h ) I = τ h and ((τ h ) I ) e E = τ h | e · n e E for all E ∈ Ω h , e ∈ ∂E. Therefore, using (S1) we obtain
, (3.15) which, using (3.14), gives
From the L 2 orthogonality between deviatoric tensors and the identity I, using (3.2) and (3.16), we have that
The final result follows from (3.17) through a scaling argument and recalling that τ h · n
Combining the results of this section and the classical theory of [13] the following uniform stability lemma follows immediately.
Lemma 3.3. It exists one and only one solution to problem (2.27). Moreover it holds
where the constant C is independent of h, λ.
Convergence of the method
In this section we show the convergence properties of the method. Due to the particular structure of the MFD method, the convergence does not follow from a straightforward application of the stability results of the previous section and some interpolation property. Before stating our result, we prove two preliminary lemmas.
Lemma 3.4. Let σ be the solution of (2.2). Then it holds
Proof. Let E ∈ Ω h . Using an integration by parts and (2.1) 2 we get, for i = 1, 2, 3, 
where f = f (E) denotes the average of f over the element E. Applying a standard interpolation estimate and noting that ||ψ
The result follows from (3.24) and the definition of the local Q h norm || · || E induced by (2.21).
Lemma 3.5. For all τ h ∈ X h it holds that
for all elements E ∈ Ω h and all linear vector fields p 1 in E.
Proof. A direct calculation shows that
where we remind that the vector field as (∇p 1 ) is constant over the element E. Therefore, by using the linearity of the scalar product, of the operator C and of the interpolant operator, we obtain that
Since the functions ψ i E are linear, we can apply property (S2) to obtain
for i = 1, 2, 3, where the last step follows because the integral of the ψ i E is null over the element E. Using (3.27), (3.28) and definition (2.19) gives
The result follows from the Cauchy-Schwartz inequality and the definition of the operator as (·).
Proposition 3.2. It holds that
where the constant C is independent of h, λ and |f
Proof. From (2.27) 2 and (2.13), (2.2) 2 it follows that
which in particular proves (3.30) 2 . Due to (3.31) we also have that div h (σ h − σ I ) = 0 and therefore we can apply Lemma 3.2 and obtain
From the above bound, using (2.27) 1 , (2.1) and again that div h (σ h − σ I ) = 0 gives
Now, let u 1 be the unique piecewise linear vector field on Ω h that satisfies
for all E ∈ Ω h . Classical bounds and interpolation estimates give
Noting that as h σ h is zero due to (2.27) 3 and adding and subtracting terms, we get
We now bound the four terms T 1 , ..., T 4 introduced above. From (3.33) it follows that
Thus, since due to (2.2) it holds σ = Cε(u), we can write
where σ is a piecewise constant tensor field given by the componentwise average of σ. Combining the above argument and assumption (S1) yields
The interpolation operator (2.11) restricted to faces is an L 2 projection of the normal component. As a consequence, it holds
(3.39)
Now, using an Agmon inequality [1] , a standard interpolation estimate, and noting that h e ≤ h E ∀e ∈ ∂E, from bound (3.39) it follows that
Joining the bounds (3.38) and (3.40) gives
For the second term in (3.35), first using Lemma 3.5 and (2.27) 3 , then due to Lemma 3.4 and bound (3.34) 2 , it follows
For the third term in (3.35), using assumption (S2) and recalling that div h (σ I − σ h ) = 0, yields
Let E and E indicate the two elements that share any internal face e, where the normal n e points from E to E . Then, for any sufficiently regular vector field g on Ω, we define
where g is the trace of g| E on e, and g is the trace of g| E on e. Due to (2.10) and (3.43), recalling that by definition (σ h ) e = (σ I ) e = 0 on all faces e ∈ Γ, we can write
where Σ h ⊂ Σ h indicates the set of internal faces. Using that, by definition, [[u] ] e = 0 ∀e ∈ Σ h and u = 0 on Γ , identity (3.44) becomes
For all e ∈ Γ , first due to a Cauchy-Schwartz inequality, then using as above an Agmon inequality and standard interpolation estimates, it easily follows
Ee |u| H 2 (Ee) , (3.46) where E e is the element pertaining to the boundary face e. Applying bound (3.46) in the second term of (3.45) and using a Cauchy-Schwartz inequality gives e∈Γ e
where we also used that h e ∼ h Ee due to (M3). The first term in (3.45) is bounded with an identical argument, simply splitting the two side contributions in the jumps. One finally obtains
Furthermore, combining a Cauchy-Schwartz estimate for the Q h scalar product with Lemma 3.4 and inequality (3.19) gives
Joining (3.35) with the bounds (3.41), (3.42), (3.48), (3.49), and applying some simple algebra immediately leads to the desired result.
Note that the second bound in Proposition 3.2 implies in particular
The regularity required for the solution in Proposition 3.2 is the standard one for finite element methods converging with linear order. Such regularity holds on all convex domains whenever f ∈ L 2 (Ω), see for instance Theorem 2.1 in [3] . In addition, we are assuming f ∈ H 1 (E) for all E ∈ Ω. Nevertheless, this condition is expected to be satisfied for most problems, since it admits jumps of the load across the mesh faces and one can adapt the mesh to the load.
Once the previous results of this section are established, the convergence properties for the displacements follow easily by combining the steps of [16] , Theorems 5.5 and 5.6, and the techniques developed above for the stress variable. Therefore we do not show the proof of the following propositions.
Proposition 3.3. Let Ω be convex. It holds
where the constant C is independent of h and λ.
Under the assumption of the existence of a local lifting operator R E , as in Theorem 5.1 of [16] , we also have a superconvergence property. Given E ∈ Ω h , let R E denote a lifting operator acting on
for all τ h , δ h in X h . Moreover, for all constant tensor fields θ on E, we have that R E (θ I ) = θ.
Proposition 3.4. Let R E as above exist for all E ∈ Ω. Then it holds
where the constant C is independent of h, λ and 0 ≤ s ≤ 1 depends on the domain Ω and diffusivity tensor field C. In particular, s = 1 if Ω is convex and C constant over the domain.
Construction of a scalar product
In this section we show that the scalar product (2.23), which satisfies properties (S1) and (S2), can be built by following the same algebraic construction developed for the diffusion problem in [17] and extended in [8] to the higher order case. We limit our presentation to the strictly necessary definitions, and refer to the above papers for a more detailed description of the procedure. The main results of this section are Lemma 4.2 and Proposition 4.1.
In order to construct the scalar product (2.23), it is sufficient to define the local forms
e E } e∈∂E (4.1) be the collection of the local face values, see Section 2.2.2. We also identify τ E with a vector in R 9n , where n = n(E) is equal to the number of faces of E. Following (2.8), the components of the vector τ E are ordered in the following format
where we numbered the faces e 1 , e 2 , ..., e n of E. Then, we need to build matrices M E ∈ R 9n×9n such that the local scalar products
are definite positive and satisfy assumptions (S1) and (S2). Let p 1 j , j = 1, 2, ..., 9, be a basis for the space of functions in [P 1 (E)] 3 with zero average on E. We define N as the matrix in R 9n×9 whose j-th column is given by the degrees-of-freedom of (C∇p
ordered as in (4.2). Note that, since the (C∇p 1 j ) are constant over the element, the last 6n components of the vectors N| j , j = 1, 2, ..., 9, vanish. Therefore only the first 3n rows of the matrix N are non zero and must be effectively computed. Let R be the matrix in R 9n×9 defined by
Following the same proof as in [8, 17] , we have
where the symmetric and definite positive matrix K ∈ R 9×9 is defined by
Given the orthogonal decomposition
we define C ∈ R 9n×(9n−9) as the matrix with columns given by a orthonormal basis for ker(N). Then, we define our symmetric local matrices M E by
where U ∈ R (9n−9)×(9n−9) is any positive definite matrix with correct scaling properties with respect to the element size and material parameter μ. A good choice is given by
where μ E is the value of μ on E, and I d ∈ R (9n−9)×(9n−9) the identity matrix. As already mentioned, the algebraic construction given above is a multiple component version of the high order one developed for the diffusion problem in [8] . Furthermore, the present procedure is simpler in the sense that we need to satisfy the consistency assumption (S2) only for linear polynomials instead of second order ones, see also Remark 4.1. As a consequence, we automatically inherit a part of the results already developed in [8] for the diffusion problem.
More precisely, the consistency property (S2), the boundedness (2.24) in (S1) and the (non uniform in λ) positivity of the scalar product follow from the same arguments of [8] . Moreover, the following lemma is directly inherited from the results of the paper mentioned above. 12) with C 1 depending only on the constants in (M1)-(M5).
Lemma 4.1. It holds
Therefore, we are left to prove property (2.25), which stems from the non uniform coercivity of the elasticity tensor C −1 with respect to λ, see (2.5). Due to this lack of uniform coercivity on the whole space, this condition is more involved than its counterpart in [8] .
We start noting that, due to definition (2.16), the value of the trace operator tr h in E only depends on the local quantity τ E defined in (4.1). In other words, we have that tr h (τ h ) E = tr E (τ E ) for all τ h ∈ X h , where the local trace operator is given by 13) and ϕ E is defined in (2.14). Analogously, with a little abuse of notation we can write |||τ h ||| E = |||τ E ||| E for all τ h ∈ X h , where
∀δ E ∈ X h | E .
We can now state the following lemma.
Lemma 4.2. It exists a positive constant C + , independent of h, λ, μ, such that
for all δ E ∈ img(N), where I E = (I I ) E .
Proof. The first identity in (4.14) follows immediately from (4.3), (4.10) and the definition of C. Moreover, since δ E ∈ img(N), it exists w ∈ R 9 such that δ E = Nw = Combining bound (4.17) with the definition of the elastic tensor C on E C θ = 2μ E θ + λ E tr(θ) I ∀θ ∈ R
3×3
we get δ 
