We validate here the Two-Phase Thermodynamics (2PT) method for calculating the standard molar entropies and heat capacities of common liquids. In 2PT, the thermodynamics of the system is related to the total density of states (DoS), obtained from the Fourier Transform of the velocity autocorrelation function. For liquids this DoS is partitioned into a diffusional component modeled as diffusion of a hard sphere gas plus a solid component for which the DoS(u) -0 as u -0 as for a Debye solid. Thermodynamic observables are obtained by integrating the DoS with the appropriate weighting functions. In the 2PT method, two parameters are extracted from the DoS self-consistently to describe diffusional contributions: the fraction of diffusional modes, f, and DoS(0). This allows 2PT to be applied consistently and without re-parameterization to simulations of arbitrary liquids. We find that the absolute entropy of the liquid can be determined accurately from a single short MD trajectory (20 ps) after the system is equilibrated, making it orders of magnitude more efficient than commonly used perturbation and umbrella sampling methods. Here, we present the predicted standard molar entropies for fifteen common solvents evaluated from molecular dynamics simulations using the AMBER, GAFF, OPLS AA/L and Dreiding II forcefields. Overall, we find that all forcefields lead to good agreement with experimental and previous theoretical values for the entropy and very good agreement in the heat capacities. These results validate 2PT as a robust and efficient method for evaluating the thermodynamics of liquid phase systems. Indeed 2PT might provide a practical scheme to improve the intermolecular terms in forcefields by comparing directly to thermodynamic properties.
I. Introduction
Modern quantum mechanics (QM) methods provide powerful means for predicting the energetics and enthalpies of molecules at low temperatures, including accurate estimates for solvation energies. [1] [2] [3] However, neither QM nor molecular dynamics (MD) using forcefields (FF) have proved feasible for predicting accurate free energies from practical first principles calculations, primarily due to uncertainty in calculating entropy. Numerous methods have thus been proposed to calculate accurate entropies, although there is usually a tradeoff between accuracy and efficiency. Most perturbation MD methods, 4 based on Kirkwood-Zwanzig thermodynamic integration, 5, 6 have shown to be very accurate for a range of systems and can in principle lead to accurate free energy change from a reference system A to the target system B. However, complexities related to the choice of appropriate approximation formalism limit their straightforward application.
Alternatively, the free energy can be obtained from potential of mean-force simulations, 7 which are markedly simpler, but not as accurate. Widom particle insertion 8 schemes yield the chemical potential but require extensive sampling for all but the simplest of systems. Alternatively, Jorgensen and others have shown [9] [10] [11] [12] [13] that Monte Carlo (MC) methods 14 coupled with intermolecular forcefields can lead to accurate free energies of solution, but again this usually involves very long simulations to reduce the statistical uncertainty. Indeed, except in the context of thermodynamic integration using umbrella sampling, MD has not generally been useful for predicting the free energy or entropy of complex molecular systems. It would be quite useful to have efficient ways to estimate the entropy directly from MD (thereby preserving the dynamical information lost from MC techniques). Indeed, entropy is expected to be the driving force behind most biochemical processes, ranging from protein folding and ligand/protein binding, [15] [16] [17] to DNA transformations and recognition 18 and hydrophobic effects. 19, 20 In particular, solubility and therefore miscibility of molecules in organic liquids may be dominated by changes in entropy, [21] [22] [23] making accurate measures of the standard molar entropy critical to understanding solvation phenomena. We propose here a practical approach to obtain accurate thermodynamics from short MD trajectories, which we validate by predicting entropies and specific heats of 15 standard
Phys. Chem. Chem. Phys.
This journal is c the Owner Societies 2010 solvents. Our approach is based on the 2PT method 24 for extracting absolute standard molar entropies and free energies from classical MD trajectories. In the 2PT paradigm, the entropy of the system is derived from the atomic velocity autocorrelation function C(t) extracted from a 20 ps trajectory. The process is first to calculate the total density of states (DoS), from a Fast Fourier Transform of C(t) to obtain DoS(u). Obtaining the thermodynamic properties from the DoS(u) of a liquid is complicated by diffusional effects (a finite DoS at u = 0), which would lead to infinite values for the entropy for the standard harmonic oscillator partition function.
In the 2PT model, we assume that the DoS can be partitioned into a solid like component, DoS(u) solid , and a diffusional component, DoS(u) diff . This DoS(u) diff component is modeled in terms of a gas of hard spheres, completely described by DoS(u=0), the zero frequency intensity of the total DoS and f, the fraction of the 3N degrees of freedom (dof) that are diffusional. These parameters DoS(u) and f are extracted from the total DoS, leading to the vibrational DoS(u) solid that can be analyzed using the standard harmonic oscillator partition function to account for the vibrational and librational components.
The original validation of the 2PT method was for a Lennard-Jones fluid, where very extensive MC calculations were available for the free energies for all regimes of the phase diagram, including solid, liquid, gas, supercritical, metastable, and unstable. Lin et al. 24 showed that 2PT from short 10 ps simulations gave excellent agreement with the MC for the entropies and free energies for all phases, including metastable and unstable regions.
The 2PT method has since been applied to several complex, condensed phase systems. For example, Lin et al. 25 showed that the water molecules in a full solvent simulation (B40 000 water molecules) of a generation 4 PAMAM Dendrimer (one molecule with 2244 atoms) leads to dramatically different entropies for the inner hydrophobic region, compared to the surface and bulk waters. Similarly, Jana et al. 26 used 2PT to show that the entropies of water molecules in the grooves of DNA are significantly lower than in bulk water. More recently, Pascal et al. 27 used 2PT to examine the entropic effects in binding a disaccharide (chitobiose) to the outer membrane protein A on Escherichia coli (a system involving 2589 atoms in the protein, 114 in the ligand and 42 600 solvent/ lipid atoms). Here it was shown that various mutations led to a significant change in the contribution of entropy to the binding, so that enthalpies alone did not correlate well with experimental invasion rates, but that the 2PT derived free energies led to an excellent correlation. This work demonstrated the feasibility of calculating accurate ligand binding free energies and entropies on proteins embedded in a phospholipid membrane with explicit water molecules and salt.
While 2PT has been applied successfully to these and other complex systems, 28, 29 its performance in computing the absolute entropy and free energy of liquids other than water has not been demonstrated. In this paper, we use the 2PT method to calculate standard molar entropies and molar heat capacities of 15 common organic liquids. Of course the 2PT analysis cannot be better than the forcefield used, so we test the accuracy of several forcefields: AMBER-2003, 30, 31 General
Amber Force Field (GAFF), 32 OPLS AA/L 11,33 and Dreiding II. 34 Overall, we find good agreement with experiment from all these forcefields, but OPLS AA/L, derived to fit MC simulations of liquids, was the best. Perhaps more importantly, we find that after equilibration 20 ps of MD leads to deviations in the standard molar entropy of 0.25 cal mol À1 K À1 (or 0.6%). In the 2PT framework, the heat capacity is calculated (as any other thermodynamic quantity) directly from the DoS by applying the appropriate weighting function. In this paper we show that the calculated molar heat capacities are in very good agreement with experiment and in excellent agreement with other theoretical methods, further validating the 2PT method.
Finally, we present the partition of the total entropy of these solvents into the rotational, translational and internal vibrational components. We find that 46% of the entropy of the liquids arises from translation, 37% from rotation and 17% from intra-molecular vibrations, with large variations depending on the nature of the liquid. This is the first time that such a theoretical component analysis has been reported for these organic liquids. We expect that such analyses may be useful in formulating macroscale methods of estimating entropies of solvation.
Taken together, we demonstrate that the 2PT method can be applied without reparameterization to study liquids, producing precise results from standard molecular dynamics forcefields and simulation codes. The remainder of the paper is organized as follows: Section II presents the major results with discussions. Section III presents the theoretical background of the 2PT method and details for the application to the systems considered here.
II. Results and discussion
II.a Applicability of forcefields for liquid simulations Table 1 compares the computed static dielectric constants (see Appendix A.II.3 of ESIw) of the 15 liquids in this study. We find that all forcefields (FF) underestimate the dielectric constants, with the magnitude of the error depending on the nature of the solvent. This is expected since these FF all use fixed charges and hence cannot account for the molecular polarizability contribution to the dielectric constant. We plan later to use the QEq method 35 to include such polarization effects.
For non-polar solvents, the OPLS AA/L FF has the best performance, with a mean absolute deviation-MAD-error of 0.078 (2.5%) and a root mean squared-RMS-error (a measurement of the variance) of 0.103. The next best is GAFF (3.6% error), the AMBER 2003 FF (15.5%) and finally the Dreiding FF (20%). The excellent performance of OPLS AA/L might be expected since the charges of benzene, 10 chloroform, 10 furan 36 and toluene 10 were explicitly parameterized to reproduce the experimental dielectric properties.
The gas-phase RESP 37 charges in GAFF generally are more polar than the solution phase fitted charges in OPLS (Table S1 , ESIw). Perhaps unsurprisingly, the calculated gas phase dipole moments (Table 2) gas phase values. This relatively good performance of GAFF indicates that these gas phase static charges are transferable for simulations of non-polar liquids, greatly simplifying FF development. The relatively poor performance of the AMBER 2003 FF compared to the GAFF is also not surprising, since the AMBER forcefield was not optimized for simulations of liquids. We find that the Mulliken charges used with the generic Dreiding FF are more polar than the RESP charges of GAFF, leading Dreiding to overestimate the gas phase dipole moments, relative to GAFF and charges that are not transferable to the condensed phase.
The agreement with experimental dielectric constants deteriorates considerably for polar solvents. We find MAD errors of 8.92, 7.79, 9.21 and 7.5 (33%, 28%, 32% and 27%) for the aprotic solvents for the AMBER, Dreiding, GAFF and OPLS, respectively, and significantly worse agreement for the protic solvents, with errors greater than 50% for all but the GAFF forcefield (44%). The largest errors are observed for NMA (the most polar solvent), where the dielectric constant is underestimated by 93.4, 109.6, 80.0 and 116.4 respectively (cf. the experimental value of 179.0). We again attribute these large errors to the lack of charge polarization in these forcefields. Indeed Anisimov et al. 38 showed that the dielectric constants of common alcohols are underestimated by 36% using non-polorizable forcefields compared to polarizable forcefields, and that polarizable forcefields show significantly better agreement to experiments.
The AMBER, GAFF and OPLS forcefields slightly underestimate the liquid densities and molar volumes, with average errors of À1.4%, À2.2% and À1.6%, respectively, across all liquids (Table 3 ). Since the density of the liquid is a parameter used in fitting these forcefields, the better performance compared to the dielectric constant (usually not a fitting parameter except the cases of OPLS outlined above) is to be expected. This indicates that the vdW parameters, and specifically the equilibrium distance R 0 , are tuned to compensate for inaccuracies in the electrostatics. The Dreiding underestimates the densities by 10%, which might be expected due to the generic nature of this FF. The results obtained here could be used to optimize the Dreiding vdW parameters. 24 showed that the entropies predicted with 2PT for a LJ gas converge for just 10 ps of dynamics. To validate the time needed for convergence, we calculated the properties of benzene using OPLS AA/L for 5 independent 1 ns trajectories, calculating the properties for various length trajectories: 1 ps, 4 ps, 10 ps, 20 ps, 40 ps, 100 ps and 200 ps (Fig. 3) . We find that by 20 ps the entropy and heat capacity are converged, while the self-diffusivity took 50 to 100 ps to converge (Fig. S1 , ESIw). This convergence in the thermodynamic quantities is consistent with a recent study of Lin et al. 39 that found that the entropy of liquid water converges after 10 to 50 ps.
Due to the short 20 ps trajectories required and the efficiency of FFTs, the 2PT calculations presented here require only a trivial increase in additional computation time. This allows one to calculate the system thermodynamics on-the-fly during dynamics. Such calculations provide a rigorous check of numerical stability and precision of the method. Fig. 4 reports the standard molar entropies and heat capacities for acetic acid, benzene and DMSO with OPLS AA/L. Here, we used the last 20 ps of dynamics to evaluate the thermodynamic properties every 100 ps during the 2.5 ns dynamics, for a total of 25 data points. Convergence is observed after only 300 ps of equilibration, with fluctuations of 0.36 cal mol À1 K À1 in specific heat (0.6%). This indicates that 2PT gives robust and precise thermodynamic quantities from short MD trajectories. The additional simulation and computational time is also minimal, with the trajectories generated automatically during regular dynamics and the post trajectory analysis taking less than 2% of the total simulation time. For example, the total time to simulate 512 molecules of benzene for 2.5 ns with LAMMPS took approximately 110 CPU hours on a 3.2 GHz Intel Xenon processor, while the additional analysis of the 25 NVT trajectories to obtain the 2PT prediction took an additional 16 minutes (0.2%). Further, the average values of the entropy and heat capacity calculated every 500 ps (5 trajectories) are within 0.1% of the average calculated every 100 ps, showing that accurate thermodynamics can be obtained from uncorrelated or correlated trajectories.
In all our simulations, we chose not to constrain the motion of the hydrogen atoms by the SHAKE 40 algorithm, as is commonly the practice in the AMBER/GAFF and OPLS forcefields. While these constraints would presumably not affect the dynamics, 41 the calculated thermodynamics depends on integrating over the entire DoS, thus SHAKE might affect the thermodynamics. Conversely, the high frequency of the vibrations may render any effect due to SHAKE minimal, as high frequency modes contribute exponentially less to the thermodynamics than low frequency modes. We note however that the 2PT formalism allows for accurate calculation of thermodynamic quantities regardless of external constraints, by accounting for the removed degrees of freedom (Dof): the Dof is used to calculate the system's temperature from the atomic velocities. Gaff and OPLS AA/L, respectively, or approximately 5 to 15%.
II.c Comparison of standard molar entropies vs. experiment
As was the case with the dielectric constant, the largest discrepancy occurs in the polar solvents, in particular ethylene glycol (average of 16% error) and DMSO (average of 15% error). This may again point to the deficiency of using a fixed charge model, since the diffusion constant of other liquids 42 is known to be also affected by the lack of polarization. Selfdiffusion and other low frequency librational modes contribute 
II.d Comparison of molar heat capacities vs. experiment
In 2PT we prefer to keep the volume constant (NVT MD) leading to C v and Helmholtz free energies, because we consider this to be the least ambiguous framework for describing the DoS. However experiments are generally carried out under conditions of NPT, leading to C p and Gibbs free energies. To compare the C v from 2PT to the C p from experiment, we apply a correction:
where a p is the coefficient of thermal expansion (Table S2 , ESIw) and k T is the isothermal compressibility (Table S3 , ESIw). We find that the corrections to the C v are all less than 0.25 cal mol À1 K À1 (Table S4 , ESIw) (Fig. 6 ).
Overall, all forcefields reproduce the experimental heat capacities to within 5%. More importantly, the values calculated using the 2PT approach show a 96% correlation to the approach used by Jorgensen and coworkers 9, 10, 12, 13, 36, 43 with the OPLS forcefield, which was based on extensive Monte Carlo sampling. This validates that 2PT can capture the essential physics in these systems from short 20 ps MD trajectories. Further, the statistical deviations in our calculated heat capacities are 0.2 cal mol À1 K À1 , or 0.5% (Table 5) .
II.e Components of liquid entropy
An attractive feature of 2PT is the facility to separate the individual components of the entropy as detailed in Section III.c.ii. We performed this decomposition for all the liquids, with the OPLS AA/L forcefield (Table 6 ). Here we find the ratio of the contributions to the entropy of 2 : 4 : 5 for valence vibrations : rotation : translation across all molecules, leading to a non-negligible contribution of 17% to the entropy from the internal vibrations. As expected, the vibrational entropy is greatest for the large flexible solvents (31%, 24% and 21% for NMA, TFE and ethylene glycol respectively) and least for the small rigid solvents (3% and 6% for acetonitrile and methanol respectively). Since the vibrational component of the total DoS is analogous to the experimental IR and Raman spectra, forcefields that more closely reproduce the experimental vibrational frequencies should lead to improved entropies. For illustrative purposes, we show the vibrational DoS for chloroform using the OPLS AA/L forcefield in Fig. 2b . The vibrational frequencies are on average 39 The liquids considered here are significantly larger than water, with far weaker hydrogen bonds, in the case of the polar protic solvents. Consequently, the rotations in these systems are not as hindered as in water, which has been shown to reorganize by a jump rather than continuous mechanism. [45] [46] [47] Lower frequency rotations contribute more to the total entropy than higher frequency rotations and the ''solid-like'' rotations (hindered-rotors) contribute at least 70% to the rotational entropy, as determined by the rotational fluidicity factor f rot (Table 6) .
We find a large correlation (85%) between the translation entropy and the self-diffusion constants, which is not surprising as the low frequency librational modes contribute most to the translational (as well as the overall) entropy. We note that the translational entropy includes components due to pure diffusion (a hard-sphere gas) as well as solid-like translations, as determined by the fluidicity parameter f trans ( Table 6 ). The fraction of the translational degrees of freedom that are diffusional range from 0.16 for DMSO to 0.35 for furan, thus over 65% of the translational entropy arises from solid-like translation.
We find that 2PT is somewhat insensitive to the selfdiffusion constant. The self-diffusion constants for all 15 liquids are calculated over the 20 ps trajectory using the Green-Kubo (GK) approach (equation A.II.2b, ESIw). This can be compared to the more common mean-squared displacement (MSD) approach, which is evaluated over the entire 2.5 ns MD. We find that the GK diffusion constants are not converged (as noted previously, convergence is only obtained after B100 ps) and are 19% higher than the converged MSD diffusion constants. Additionally, both methods overestimate the experimental diffusion constants by 90%, for the 3 of the 15 liquids for which such experimental self-diffusion constants are available. In spite of these errors, the standard molar entropies show good agreement with experiment.
To examine one specific example, consider methanol. The diffusion constant is overestimated by 112% using GK and 82% using MSD, compared to experiments. Since translations contribute 55% to the total entropy, errors due to overestimating the diffusion constant could be significant. However, the calculated entropy of methanol with OPLS AA/L of 29.12 cal mol À1 K À1 is in excellent agreement with the experimental value of 30.40 cal mol À1 K
À1
. This indicates that the rotational and internal vibrational entropies are correspondingly underestimated, but only by 10%, as diffusion only contributes 19% to the translational entropy.
It would thus be practical to use such 2PT calculations for entropy (the enthalpy/internal energy can also be evaluated in the same framework) to refine the forcefield against accurate experimental data at room temperature. Usually, forcefields are fitted to data at 0 K, say from QM, leading usually to poor equilibrium densities at 300 K. A possible improvement would be to use 2PT to match the experimental thermodynamics and the bulk properties simultaneously. Of course, since 2PT needs only B20 ps of MD, it could also be used with ab initio QM MD to avoid forcefields all together. However most QM methods have difficulty in describing the London dispersion (van der Waals attraction) [48] [49] [50] so important in molecular solvents.
II.f Comparisons to previous methods
There has been no comprehensive study of the entropy of the 15 pure liquids presented here using alternative methods. There has however been considerable computational effort dedicated towards calculating accurate entropies of water: the simplest liquid and most important solvent. White and Meirovitch 51,52 used a hypothetical scanning method to determine the absolute entropy and free energy and obtained excellent agreement to experiments. Lazaridis and Karplus 53 later obtained standard molar entropies of water using truncated expansion of molecular pair correlation functions, 54 and Sharma et al. 55 using the atom-atom pair correlation function. Tyka et al. 56 demonstrated the determination of absolute entropy of water using thermodynamic integration with a harmonic reference state. More recently, Henchman 57 proposed a cell theory which provides reliable entropies of liquid water based on harmonic approximations.
In spite of the good agreements to experiment, it is not clear how these newer methods would be applied to systems other than water. 39 Further, asymmetry in hydrogen bonding may dictate that the simple harmonic approximations of these methods break down for conditions other than the ambient ones considered. Finally, except for the Cell Method of Henchman, 57 the computational cost of the aforementioned approaches would still be prohibitive for studying large biomolecular systems.
A recent study by Lin et al. 39 showed that 2PT is accurate in predicting the absolute thermodynamics of liquid water and vapor phases along the vapor-liquid equilibrium curve, from the triple point to the critical point. 2PT achieves the same accuracy as other more common methods, while being orders of magnitude more efficient.
III. Computational methods
The standard molar entropy S 0 , molar heat capacity C p and heat of vaporization DH vap are the three important observables used to characterize the thermodynamics of condensed phase systems. We have devoted most of our efforts in presenting the results of S 0 which we calculate self-consistently from the dynamics, since it is an exact quantity that does not rely on a predefined reference state. [58] [59] [60] We note that S 0 is not directly accessible to methods such as umbrella sampling 14 and thermodynamic integration, 4 which provide the more familiar change in entropy DS.
61
Since the C p tests the response of the entropy to small changes in temperature, we presented our predictions of C p , directly from the DoS. This was compared to experiments and to other theoretical studies that are based on either numeric differentiation of simulated enthalpies over a range of temperatures or on Kirkwood type fluctuation analysis, 62 both of which require much longer trajectories. We also calculated DH vap , though since this has been characterized for these systems in other studies, 9 ,10,12,13,36,43,63 we do not discuss these 
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results in the text. For completeness, the calculated DH vap for all 15 liquids is presented in Table S2 (ESIw) . Finally, we evaluated the various nonbonded parameters of each forcefield by calculating physical properties that are sensitive to variations therein: density, self-diffusion constant, static dielectric constant, isothermal compressibility and coefficient of thermal expansion. The methods used to obtain these measures are detailed in Appendix II.2 of ESI.w
III.a Choice of liquids and forcefields
We classify organic liquids into three broad categories, according to their dielectric constants (Table 1) , miscibility in water, and their ability to participate in hydrogen bonding:
1. Non-polar-low dielectric constant/not miscible in water e.g. benzene.
2. Polar aprotic-low dielectric constant/miscible in water/cannot hydrogen-bond (HB) e.g. acetone.
3. Polar protic-high dielectric constant/miscible in water/can HB e.g. acetic acid.
We selected 15 of the most common solvents used in organic reactions ( Fig. 1) to test the accuracy of the various forcefields. Eleven of these liquids have high quality S 0 measurements from experiment. 64 The remaining three (chloroform, NMA and 2,2,2-triflouroethanol-TFE) were presented here as a priori predictions.
The non-polar liquids provide a rigorous test of the van der Waals (vdW) parameters, the polar protic molecules test primarily the atom centered charges and any effect due to the missing charge polarization, while the polar aprotic molecules is a good test of both and the accuracy of the HB description in the FF. We include four flexible liquids (NMA, TFE, ethylene glycol and ethanol) in our test set. Accurate determination of the thermodynamics of flexible molecules is more computationally challenging than rigid molecules, due to the need for extensive torsional sampling. The selected molecules thus provide simultaneously a rigorous test of the precision of the 2PT method and the accuracy of the forcefields.
The four forcefields in this study are commonly used for biomolecular simulations and solvation calculations, thus their ability to reproduce the experimental S 0 and C p is of interest:
(a) AMBER 2003 30, 31 -the AMBER99 forcefield, with the PARMBSC0 31 modifications, is a standard for molecular simulations of proteins and nucleic acids.
(b) GAFF 32 -the General Amber Forcefield was created for rational drug design and simulations of small organic molecules.
(c) OPLS AA/L 11,33 -a variant of the all atom OPLS all atom forcefield, parameterized to reproduce the solvation free energies of various organic liquids from Monte Carlo simulations.
(d) Dreiding 34 -a generic forcefield useful for predicting structures and dynamics of organic, biological, and maingroup inorganic molecules.
Dreiding is the simplest of the forcefields considered here, with just seven parameters to describe all valence interactions. Dreiding is also the only forcefield with an explicit three-body hydrogen bonding term (see Appendix I (ESIw) for the description of the forcefields).
III.b Liquid simulations
All simulations were performed using the LAMMPS 65, 66 simulation engine, which affords the flexibility of using various forcefields in a common framework (we modified LAMMPS to include the full Dreiding FF, including 3-body HB). Long-range coulombic interactions were calculated using the particle-particle particle-mesh Ewald method 67 (with a precision of 10 À5 kcal mol
À1
), while the van der Waals interaction was computed with a cubic spline (an inner cutoff of 11 Å and an outer cutoff of 12 Å ). We used the spline to guarantee that the energies and forces go smoothly to zero at the outer cutoff, preventing energy drifts that might arise from inconsistent forces. We also tested the effect of the cutoff by computing the energy of benzene with cutoffs ranging from 8 to 20 Å and found converged results at 12 Å .
For each system, we used the Continuous Configurational Boltzmann Biased (CCBB) Monte Carlo (MC) method 68, 69 to generate a random starting structure of 512 solvent molecules packed to minimize the system interaction energy. To rapidly equilibrate the systems, we used our standard procedure: [70] [71] [72] after an initial conjugant gradient minimization to an RMS force of 10 À4 kcal mol À1 Å À1 , the system was slowly heated from 0 K to 298 K over a period of 100 ps using a Langevin thermostat in the constant temperature, constant volume canonical (NVT) ensemble. The temperature coupling constant was 0.1 ps and the simulation timestep was 1.0 fs. This equilibration was followed by 1 ns of constant-pressure-(iso-baric), constant-temperature (NPT) dynamics at 298 K and 1 atm. The temperature coupling constant was 0.1 ps while the pressure piston constant was 2.0 ps. The equations of motion used are those of Shinoda et al., 73 which combine the hydrostatic equations of Martyna et al. 74 with the strain energy proposed by Parrinello and Rahman. 75 The time integration schemes closely follow the time-reversible measure-preserving Verlet integrators derived by Tuckerman et al. 76 Production dynamics was then run for a further 2.5 ns in the NPT ensemble, with coordinates and velocities saved every 4 ps for post-trajectory analysis. 
III.c Obtaining thermodynamic properties: the 2PT method
The 2PT-MD method uses the following protocol to obtain free energies from the 2.5 ns of NPT MD: we analyzed the trajectory in 500 ps blocks and selected the snapshot with volume closest to the average value. Then using the coordinates and dynamics from this snapshot we ran a short 20 ps NVT MD, saving the coordinates and velocities every 4 fs (needs to be shorter than the fastest vibrational levels which have periods of B10 fs for a 3000 cm The total density of states (DoS) DoS(v) (also referred to as the power spectrum or spectral density) is obtained from a fast Fourier Transform (FFT) of eqn (2) (Fig. 2) :
Physically, DoS(v) represent the density of normal modes of the system at frequency v. This total DoS is then partitioned into DoS(v) = DoS(v,f) diff + DoS(v) solid .
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III.c.i The diffusive component DoS(v) diff . The diffusive component DoS(v) diff is described as a gas of hard spheres:
in terms of (1) the total DoS(0) at u = 0, this is, 
where the value of D is determined from the state variables of the fluid 24 DðT; V; N; m; DoSð0ÞÞ ¼ 2DoSð0Þ 9N
DoS(v) diff contains all effects due to anharmonicity and diffusion in the system, which are most important in the low frequency regime.
III.c.ii The solid component DoS(v) solid . For the solid component DoS(v) solid , each vibrational mode can be considered as harmonic and one can write the canonical partition function Q (from which all thermodynamic quantities are calculated) as:
where q HO ðvÞ ¼ expðÀbhvÞ 1ÀexpðÀbhvÞ is the quantum harmonic oscillator partition function, b = 1/kT and h the Planck's constant. S 0 and C v are then obtained directly from the standard statistical mechanical expressions: From (5) we see that DoS(u) solid -0 as u -0, so that no singularities occur from using the harmonic oscillator partition function for DoS(u) solid .
The total standard molar entropy and heat capacity are then obtained as: III.c.iii Application to molecular systems. 2PT relies only on the trajectory of individual atomic velocity vectors, allowing logical groups in the system to be grouped together to compute their thermodynamics consistently and independently. Decomposition of the velocity vector for molecules can be achieved by considering the translational (diffusional) S trans , rotational S rot and internal vibrational components S vib :
S trans : the center of mass translational contribution to the total velocity (V trans ) (for molecule i and total mass M i ) is obtained as the center of mass velocity of that molecule:
where k is the k'th component of the velocity vector of atom j in molecule i. The translational entropy is obtained by substituting V trans into eqn (2) . The translational DoS [DoS trans (v)] can then be decomposed into the diffusional and solid-like components according to the f trans fluidicity factor as defined in eqn (7). S rot : the rotational contribution (V rot ) is obtained by calculating the angular velocity (V ang ), treating the system as a quantum rigid rotor:
where I i À1 is the inverse of the moment of inertial tensor for where S R is the rotational entropy of the molecule in the ideal gas state (free rigid rotor). Analogous to the DoS trans (v), the DoS rot (v) can be decomposed into the diffusional and solid components, with rotational fluidicity factor f rot obtained from eqn (7) .
S vib : the internal vibrational component (V vib ) to the velocity is taken as the remaining velocity after subtracting the first two contributions: V vib (i) = V tot (i) À [V trans (i) + V rot (i)]. The vibrational entropy is obtained by substituting V vib into eqn (2) . There is no decomposition of the DoS here, as DoS vib (v) has no diffusional component (i.e. the fluidicity is zero).
IV. Conclusions
We have characterized the thermodynamics of 15 pure organic liquids using the 2PT method. Good agreement with experiment is obtained in the calculated standard molar Table S4 , ESIw). The OPLS AA/L forcefield provides the best agreement with experiment, with a correlation coefficient of 82%, while the GAFF forcefield has the worse agreement (70%). View Online entropies and excellent agreement is obtained for the molar heat capacities with all four common empirical forcefields. Overall, the highly optimized OPLS AA/L forcefield is the most accurate for obtaining thermodynamics of these liquids.
We partitioned the molar entropies into the contributions arising from translation, rotation and internal vibration, and find that a non-negligible 17% of the entropy arises from intra-molecular vibrations, possibly indicating the need for future forcefields to be better tuned to reproduce experimental vibrational frequencies.
Thus 2PT offers a consistent, parameter free method for accurately determining the standard molar entropy and heat capacity of arbitrary liquids, with a high thermodynamic precision. Due to its efficiency (adding B0.2% to the total simulation time), we foresee future uses in obtaining entropies of more complex, condensed phased systems.
