








El contrastede multiplicadoresde Lagrange(ML) se utilizaparaverificarel diag-
nóstico realizadoen la especificaciónparamétricade funciones frontera. En el
caso de fronterasestrictas,se construyeun contrasteML para la pruebade una
especificacióngamma(P,j.,).En el supuesto de fronteras estocásticas,se diseña
un contrasteML en forma de TR2 para las especificacionesnormal-exponencialy
normal-gamma.
1 Introducción
Al depender las medidas de eficienciaderivadasde los modelos de funciones
frontera,entreotras cosas, de la especificacióndel término de error de los mis-
mos, el contrastede los supuestos establecidosse convierte en una tarea de
gran relevanciaempírica.En esteartículo,se introduceun contrastede multipli-
cadores de Lagrange(ML) que permiteverificar la forma de la distribucióndel
término de error en las funciones frontera. Mientras que en el apartado 2 se
planteaen términos generales la utilizacióndel contrasteML como prueba del
diagnósticoefectuado,en los apartados3 y 4 se aplica dicho contrastea los su-
puestosgeneralmenteutilizadosen la literaturaen la especificaciónde funciones
frontera.Finalmente,se sintetizanen el apartado5 los principalesresultadosob-
tenidos.
2 El contraste ML como prueba del diagnóstico en las funciones
frontera
El modelo de función fronteraque será analizadoa lo largo del artículoes de la
forma
yt =W Xt +Et, Vt =1,2,.....T; [1]
dondeq=Vt+Uten el supuestode fronterasestocásticasy q=Uten el supuesto
de fronterasestrictas.En ambasespecificacionesUt~Oen el análisisde funciones
de coste mientrasque Ut~Oen el estudio de funciones de produccióno benefi-
cio. Los componentesdel término estocástico qen (1) presentanel significado
habitual:Vt es el error aleatoriodebido a factores no sometidos al control de la
empresay Utes lavariablealeatoriarepresentativade la ineficiencia.
Bajo la hipótesis general de que Ut pertenecea la familia de las distribuciones
truncadas de Pearson, la utilización del contraste ML nos permite realizar la
pruebade las distintashipótesisestablecidassobre Uten cadauna de las especi-
ficacionesconcretasde una función frontera,siempreque estasespecificaciones
particularespertenezcana dicha familia. Este enfoque,que circunscribela prue-
ba de la distribución de Ut a aquellos casos en que dicha distribución sea un
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miembrode la familia de Pearson,resultade hecho muy generalya que propor-
ciona un contrastede la mayoríade los supuestosque puedenencontrarseen la
literaturasobre especificacióny estimación de funciones frontera de carácter
paramétrico.
La idea primitivase encuentraen Jarque y Bera(1980)y ha sido aplicadaa las
fronteras estocásticas con distribución normal-seminormal y normal-normal
truncadapor Lee(1983).
La función de densidadde probabilidadde un miembrocualquierade la familia
de distribucionesde Pearson puede expresarsecomo solución de la ecuación
diferencial
[2J
Llamaremosal vectorde parámetros<p=[P AY bJ'.
La estimaciónde (1)bajo el supuestode que la distribuciónde Utes un miembro
particularde la familia de las distribucionestruncadasde Pearson,implica la es-
timaciónde una ecuaciónen la que hayamosintroducidoun conjuntode restric-
ciones en el vector <p en (2). El contrasteML puede ser utilizado para probar la
validez del diagnóstico realizadoal especificardicho modelo restringido.Si lla-
mamos L(8)allogaritmo de la función de verosimilitudde (1),donde 8=[W <P'J' es
un vector (k+4)x1que puedeparticionarseen 8=[81'82')': 8 es un vectorde (mx1)2
parámetrosrestringidos;81 es el correspondientevector de parámetrossin res-




contrasteML (dada la no singularidadde la matrizde información).Donde d2:
vectorde primerasderivadasdel logaritmode la función de verosimilitudcalcu-
lado para 8=e, estimaciónmaximoverosímilde los parámetrosdel modelo res-
tringido; ~j :matriz de segundas derivadas calculadas para 8=e, o cualquier
equivalenteasintótico.
Por motivosde orden en la exposicióndesarrollaremosen primer lugar la forma
que adopta(3)en los modelosde fronteraestrictaparaestudiara continuaciónel
contrasteML en la especificaciónde fronterasestocásticas.
3 Contraste ML en las fronteras estrictas: el caso de la distribución
gamma
En los modelos de fronteraestricta(Et=Ut)el logaritmode la función de verosi-
militud de (1), bajo el supuesto de que el término de ineficienciase distribuye





donde hemos introducidoen (1)el supuestode fronterade produccióno benefi-
cio.
La forma que adoptan las derivadasparcialesen esta situación,con excepción
de las derivadasparcialescon respectoa ~,lleva implícito el cálculo de lo que
pOdríamosdenominar momentosde distribucionesque pertenecena la familia
de Pearson. En efecto, la distribución de un miembro de la familia de distribu-
cionestruncadasde Pearsonpuedeexpresarsecomo




Por consiguiente,la palabra momentosse utilizaen este caso para representar
una amplia gama de integralesde funciones de la variablealeatoriau. Un ejem-







La función z(u)que permiteidentificarestos momentosse generaa partirde las
derivadasde A(9 ,u)con respectoa los parámetroscontenidosen el vector<p.
Entre las especificacionesque cumplen las condiciones establecidaspor Gree-
ne(1980)para los modelos de fronteraestricta,la distribucióngammabiparamé-
trica, G(P,A),ofreceventajasadicionales.Por una parte,su grado de flexibilidad
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permiteun mejorajustea las distintasformasque en la realidadpuedepresentar
la estructurade eficienciasde un sector productivo;por otra, es un miembrode
la familiade Pearson.
La distribucióngammacorrespondea un miembrode la familia de Pearsonsi en
(2)imponemos la restricciónsiguiente:b2=y=O,M O.En estecaso, 9, = [W P A]',
92 =[yb2] '. El contrastedel supuestode que los términosde error en (1)se distri-
buyen como una G(P, A) es el contrastede H : 9=0,bajo la hipótesisgeneralde
o 2
que Utpertenecea (3).
























Las matrices I , I , I son de dimensión (2x2),(k+2)x(k+2),(k+2)x2,respectiva-
22 " '2
mente,donde k es la dimensióndel vectorde parámetrosexplícitosB.
4 Contraste ML en las fronteras estocásticas: distribuciones normal-
exponencial y normal-gamma
Si el modelo de función fronterase especificacomo una fronteraestocástica,en
Lee(1983),puedeverse la forma que adoptael contrasteML paraverificarel su-
puesto de distribuciones normal-seminormal y normal-normaltruncada en las
fronterasestocásticas.Así, el análisisen esteartículoqueda restringidoa los su-
puestosde distribucionesnormal-exponencialy normal-gamma.
El cálculo de las derivadas de L(e, u) conlleva en estos modelos, de manera
análoga a lo que ocurría en las fronteras estrictas,la obtención de ciertos mo-
mentosde algunasdistribuciones.En las fronterasestocásticasjunto a la obten-
ción de los momentosdel término de íneficienciaUt,aparecenlos momentosde
la distribución condicional del término de ineficienciadada la distribución del
término aleatorioglobal del modelo analizado.Esta última distribución,que po-
dríamos denominarf(utlcJ nos facilita información sobre la forma del término
de ineficienciadado el término de error compuesto global y nos permite,Jon-
drow et al.(1982), la separaciónde las componentesdel error global, eliminando
así una de las mayoresdificultadesconceptualesde los modelos de fronteraes-
tocástica.
4.1
La especificaciónnormal-exponencialen una fronteraestocásticada origen a un
logaritmode la función de verosimilitudde la forma
[10]
donde F3t=<I>(AO"v-c/O); <1>(.)función de densidadde probabilidadde unavariable
normalestándar.La expresión(10)correspondea la distribuciónde unavariable
aleatoriasuma de una variable normal y un miembro de la familia de distribu-
ciones truncadasde Pearson si imponemos sobre esta última las restricciones
P=1;y=0;b =0.El contrastedel supuesto de distribución normal-exponencialen
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una fronteraestocásticaes la verificaciónde H : e =0.La expresióndel contraste
o 2
ML seráen estaoportunidad(3)con e,=[W O"v2 Al'; e2=[(P-1)'Yb2]'.
En esta ocasión la aplicacióndirectade (3) planteadificultades.Sustituimos en
(3)la matrizde informaciónpor una de sus equivalentesasintóticas.Utilizaremos
una de las expresionesdel contrastedenominadassin cálculo de esperanzasen
Sera y McKenzie(1983).Sea d/de[L(e,u)]un vector (px1) con componentes
a¡dO{t,a¡dO;LtIS,Ul}lamatr;zde informac;ónI se sustituyepor la matrizB=
GG', donde G' tienepor elementos
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G't¡=~Lt(S,u), t =1,2,....T; j =1,2,.....,p,as·
J
con lo que obtenemosuna expresiónconvenientedel contrasteML como
[11]
[12]
que es asintóticamenteequivalentea (3).
La aplicaciónde (11)al supuestode fronteraestocásticacon distribuciónnormal-
exponencialimplicael cálculo de las primerasderivadasparcialesdel logaritmo
de la función de verosimilitudde una variable normal-miembrode la familia de
Pearson,bajo la restricciónseñaladaanteriormenteH . Estassono











y f(uIEt)es una distribución normal truncadacon moda -A(ay2+Et lA) Y varianza
2
ay .
En el supuestonormal-exponencialel vectord tendrápor dimensión(3x1),y por
2
elementos(14), (15) Y (17),aunque una de estas componenteses nula. Por otra
parte, las matrices 8 , 8 , 8 , tienen por dimensión respectivamente(3x3),
22 21 11
3x(k+3),(k+3)x(k+3),siendo k la dimensiónde B. A destacarque
B=L[aLt(e,U)][aLt(e,U)]'t ae ae'
donde atae[Lt(e,u)]es un vector(px1)con componentesataej[Lt(e,u)].
Tanto los vectoresd , d ' como la matrizinversade B contienenuna serie de pa-
2 2
rámetrosque no dependendel subíndicei y que puedensercanceladosen (11).
Para el cálculo de (11)existeun métodoque permiteel cálculo del valor del es-
tadísticoML de forma sencilla.En efecto,si realizamosuna regresiónde un vec-
tor de unos, como variable dependiente,frente a una matrizde datos de varia-
bles explicativasigual a G', o dicha matrizsin los parámetrosque no dependen
del subíndice muestralcomo se ha apuntadoantes, (11)puedecalcularsecomo
TR2. Es decir,
donde la matrizB se evalúacon las estimacionesmaximoverosímilesde la fron-
teraestocásticanormal-exponencial.
4.2
En el supuesto de una frontera estocásticacon distribución normal-gamma,el
contrastese realizaráde una forma análogaa la desarrolladaen 4.1.El contraste
de este supuesto se reduciráa la verificaciónde H : )"=0;b =0. En este caso, la
o 2
expresión del contrasteML será (3) con e1= [W crv2 P A]' e2= [y b2]' Al surgir las
mismasdificultadesque en 4.1, la expresiónconvenientees (11),que puedecal-
cularse asimismo como TR2. Aunque algunas de las expresionesque se obtie-
nen sean similaresa las obtenidasen el supuesto normal-exponencial,éstasdi-





La proliferaciónde trabajos aplicadossobre la estimaciónde funciones frontera
de carácterparamétrico,que incluyenestudiossobre la eficienciarelativade las
empresasde un sectoreconómico,ha puestocadavez más de manifiestola ne-
cesidadde contrastarlos diagnósticossobre la distribucióndel término de error
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de las fronteras.Esteartículo,en la línea de Lee(1983),resaltala utilidaden este
contextode la aplicacióndel contrasteML.
En el supuesto de fronteras estrictasse facilita la forma analíticadel contraste
parael caso másflexiblede distribucióngamma.Estaforma puedeprogramarse
con facilidad.
En el supuestode fronterasestocásticas,la forma analíticadel contratees dema-
siado complejaen el caso general.Se proporcionacomo alternativaun método
sencillo de cálculo basadoen TR2, siendo R2 el coeficientede determinaciónno
centradode la regresiónde un vectorde unos sobre una matrizde datos forma-
da por los elementosdel vectorde scoreseficientes.Los grados de libertadde la
distribución del contrasteML dependendel número de parámetrosque se res-
trinjan en cada supuesto analizadoy de la singularidado no de la matrizde in-
formaciónasintóticaen cadauno de ellos.
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