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1. Introduction
Let Λ = kQ /I be a ﬁnite-dimensional algebra over a ﬁeld k, deﬁned by a quiver Q and an
admissible ideal I . A basic problem of representation theory is to classify all indecomposable ﬁnite-
dimensional Λ-modules, up to isomorphism, for a ﬁxed algebra Λ provided Λ is not of wild represen-
tation type. The most satisfactory realization of this task would be a construction of a complete list of
matrix representations representing all isomorphism classes of indecomposable Λ-modules. However
this is not always an easy task, even if the dimension vectors of the indecomposables are already
classiﬁed. In particular for a tubular canonical algebra introduced and studied by Ringel in [11] the
classiﬁcation of indecomposables is well known for many years, in contrast to their explicit descrip-
tion by matrices. However recently, it was proved in [10] that in this case all so-called exceptional
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has only three arms (see 2.1 and 5.3 for the precise deﬁnition, cf. also [12]).
The main aim of this paper is to present a precise recursive algorithm for computing a “nice” ma-
trix representative for any isoclass of modules from exceptional tubes over a tubular canonical algebra
of quiver type. The idea goes back to [10]. The algorithm relies in case of modules of positive rank
on certain recursive constructions and known matrix representations of modules of rank 1 (dually for
negative rank). In case of the rank 0 we construct all indecomposable representations directly and
incorporate them to the main recursive procedure (for more information see also Section 3).
The presented algorithm together with the whole collection of ingredient routines is implemented
as system of procedures in Maple 9.5 programming language and actually constitutes the main part
of the package EXCEPTIONAL.1 EXCEPTIONAL uses intensively another package, called TUBULAR,
created some years ago by T. Hübner and the ﬁrst author for dealing with sheaves over weighted
projective lines (see [1]).
2. Modules over tubular canonical algebras
2.1. Let k be a ﬁeld. By a canonical algebra we mean a canonical algebra of quiver type over k in
the sense of [11]. Such an algebra is given, up to isomorphism, as a quotient kQ p/Ip,λ where Q p is a
quiver
and Ip,λ is the ideal in the path algebra kQ p generated by all elements α
(i)
pi · · ·α(i)2 α(i)1 − α(1)p1 · · ·
α
(1)
2 α
(1)
1 − λiα(2)p2 · · ·α(2)2 α(2)1 , i = 3, . . . , t , where the λi are pairwise distinct non-zero elements of k.
Thus Λ depends on a sequence of natural numbers p= (p1, p2, . . . , pt) and a sequence of parameters
λ = (λ3, . . . , λt). Recall that Λ = Λ(p,λ) is of tubular type if and only if the sequence p is, up to per-
mutation, one of the following (2,2,2,2), (3,3,3), (2,4,4) or (2,3,6). (We will say then that p is of
tubular type.) Without loss of generality one can assume that λ3 = 1 and then, in case t = 3, we simply
write Λ(p) assuming that p1  p2  p3. A tubular canonical algebra Λ of type p= (2,2,2,2) depends
on one parameter λ = λ4 and dependently on the context we write Λ((2,2,2,2)) or Λ((2,2,2,2), λ).
Let modΛ be the category of ﬁnite-dimensional right Λ-modules, where Λ = Λ(p,λ). We denote
by Q 0 the set of vertices and by Q 1 the set of arrows of Q p . A ﬁnite-dimensional Λ-module M is
described by ﬁnite-dimensional vector spaces Mi for each vertex i of Q 0 and by linear maps Mα :
M j → Mi for each arrow α : i → j of Q 1 such that the relations of the ideal I are satisﬁed by the
linear maps. The collections M = ({Mi}i∈Q 0 , {Mα}α∈Q 1) as above are usually called representations
of Λ. For a representation M we always denote by dim(M) the vector (dimk(Mi))i∈Q 0 ∈ NQ 0 , called
the dimension vector of M .
In this paper we consider mainly matrix representations of Λ, i.e. representations M for which
Mi = kni for each i ∈ Q 0 and Mα = Aα · : kn j → kni , where Ai ∈ Mni×n j (k) for α : i → j of Q 1 (we
identify then Mα with Aα , so M is in fact a collection of matrices of suitable sizes).
1 Available under the web address: http://www-users.mat.umk.pl/~izydor/prace/exceptional.zip.
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We denote by Λ0 (respectively Λ
op
0 ) the hereditary algebra which is obtained from kQ by deleting
the vertex c (respectively 0).
Let Λ be a canonical algebra of tubular type. The structure of the Auslander–Reiten quiver ΓΛ
of mod(Λ), in particular the shape of its components, was computed in [11] and it looks as follows:
ΓΛ = P unionsq
( ∐
γ∈Q¯∞0
T(γ )
)
unionsqQ
where
• P is a preprojective component which coincides with the preprojective component of mod(Λ0),
• T = (T(γ ))γ∈Q¯∞0 consists of a so-called separating P
1(k)-families of tubes, all but T(0) and T(∞)
consisting only of stable ones (i.e. not containing a projective or injective module) of type p,
• Q is a preinjective component which coincides with the preinjective component of mod(Λop0 ).
(Here Q¯ = Q ∪ {∞} and Q¯ba = {q ∈ Q¯: a q b}, for any a,b ∈ Q¯.)
Recall, that for a ﬁxed γ = γ∞γ0 ∈ Q+ all dimension vectors of the Λ-modules from tubes in the
family T(γ ) have index γ (see [11] for the precise deﬁnition). Moreover, for each homogeneous tube
they form the set N+h¯γ , where h¯γ = 1g hγ with hγ = γ0h0 + γ∞h∞ and g = gcd{(hγ )i: i ∈ Q 0} (here
h∞,h0 ∈ ZQ0 denote the standard generators of radical spaces for the hereditary algebras Λ0 and Λop0 ,
respectively; we assume also that γ∞, γ0 are coprime).
However, in this article we will use the different description of indecomposable Λ-modules ly-
ing in the tubes, which allows to introduce some nice system of coordinates precisely indexing all
modules from T .
2.2. In our considerations we strongly use the geometrical approach to canonical algebras and the
module categories over them due to Geigle and Lenzing [3]. Their idea is based on associating to a
canonical algebra a weighted projective line X = X(p,λ), for the sequences p = (p1, . . . , pt) ∈ Nt and
λ = (λ1, . . . , λt) ∈ (P1(k))t consisting of pairwise different points λi , such that the category of coher-
ent sheaves coh(X) is derived equivalent to the category mod(Λ), where Λ = Λ(p,λ) (one can always
assume that λ1 = ∞ and λ2 = 0, moreover, λ3 = 1, if t  3). Here coh(X) denotes the category of co-
herent L(p)-graded module sheaves over X = ProjL(p)(S), where S = S(p,λ) := k[X1, . . . , Xt]/({Xpii −
Xp11 − λi X p22 }i=3,...,t), L(p) is the rank one abelian group on generators x1, x2, . . . , xt with relations
p1x1 = p2x2 = · · · = ptxt =: c and the degree of each Xi is just xi (L(p) is an ordered group with
L+ =∑ti=1 Nxi as its set of positive elements). Roughly speaking X(p,λ) consists of exceptional points
x1, . . . , xt , corresponding to λ1, . . . , λt , of multiplicities p(x1) = p1, . . . , p(xt) = pt , and the remaining
points corresponding to x = xp11 + λxp22 , for λ ∈ P1(k) \ {λ1, . . . , λt}, which are ordinary and have mul-
tiplicity p(x) = 1. (Furtheron, we identify points x ∈ X with the corresponding λ ∈ P1(k), as above.)
The category coh(X) is abelian hereditary and admits Serre duality. As a consequence coh(X)
has almost split sequences, the Auslander–Reiten translation τ in coh(X) is given by shift with the
dualizing element ω = (t − 2)c −∑ti=1 xi .
As in classical situations we have notions of rank and degree functions for coherent sheaves. They
give rise to Z-linear forms rk,deg : K0(X) → Z, where K0(X) is the Grothendieck group of the category
coh(X). K0(X) is a free abelian group with the standard natural Z-basis “@O”:
{[O(x)] ∣∣ 0 x c}
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 the partial order on L(p) determined by L+ . For a non-zero indecomposable coherent sheaf F we
deﬁne the slope μ(F) = deg(F)rk(F) as an element of Q¯.
Recall from [3] that each indecomposable element in coh(X) is a locally free sheaf, called a vector
bundle, or a sheaf of ﬁnite length. Denote by vect(X) (respectively coh0(X)) the category of vector
bundles (respectively ﬁnite length sheaves) on X and, for any q ∈ Q¯ := Q ∪ {∞}, by Cq the full sub-
categories of coh(X) formed by all sheaves whose indecomposable summands F satisfy the equality
μ(F) = q. Then coh(X) = vect(X) ∨ coh0(X), coh0(X) = C∞ and vect(X) =∨q∈Q Cq . It is also known
that
coh0(X) ∼=
∐
x∈X
modL(p)0 OX,x
and for each x ∈ X the category of L(p)-graded ﬁnite length modules modL(p)0 OX,x over the stalk
OX,x is a uniserial category having p(x) simples. Moreover, all Cq , for q ∈ Q¯, are abelian categories,
additionally uniserial (with a length function 	q called quasi-length), and enjoying the same tubular
structure of the Auslander–Reiten quiver as coh0(X), if p is of tubular type. Consequently, in this
case each indecomposable sheaf can be encoded by the so-called tubular coordinates, which describe
precisely its position in the regular tube, referring to some indexing of tubes and selection of one
quasi-simple object in each of them.
This indexing process can be done in a very canonical, coherent, but not completely trivial way.
By [9] there exist two autoequivalences, called tubular mutations, R and S of the derived category
Db coh(X) of coh(X), deﬁned in language of mutations, and such that we have the following commu-
tative diagram:
Db coh(X)
R
S
π
Db coh(X)
π
K0(X)
ρ
σ
K0(X)
(∗)
where π : Db coh(X) −→ K0(Db coh(X)) ∼= K0(X) denotes the passage to the Grothendieck group and
ρ,σ are the Z-linear automorphisms of K0(X) induced by R, S (ρ,σ preserve the Euler character-
istic 〈−,−〉 : K0(X)2 → Z and their matrices in the appropriate Z-basis can be easily computed, see
[7,1]). Restricted to coh(X), R (in contrast to S) is no longer an autoequivalence. Nevertheless, their
restrictions yield isomorphisms
S : Cq ∼−→ Cq+1 for all q ∈ Q,
R : Cq ∼−→ C q
1+q
for all 0 < q∞
of categories. As a result, for each q ∈ Q there exists a canonical sequence of powers of R and S such
that their composition, called telescoping functor, which is given by the formula
Φ∞,q :=
⎧⎨⎩
Sc1 ◦ Rc2 ◦ Sc3 ◦ · · · ◦ Scm−1 ◦ Rcm if q ∈ Q+ andm ∈ 2N,
Sc1 ◦ Rc2 ◦ · · · ◦ Rcm−1 ◦ Scm−1 ◦ R if q ∈ Q+ andm /∈ 2N,
S−l ◦ Φ∞,q+l if q /∈ Q+,
(∗∗)
where q = [c1, . . . , cm] is the continued fraction presentation of q ∈ Q+ (resp. l ∈ N+ is minimal such
that q + l ∈ Q+ , if q /∈ Q+), yields an isomorphism C∞ ∼= Cq . Now, we transport via the functors Φ∞,q ,
from coh0(X) to all Cq , a tubular structure (T ∞λ )λ∈X together with a “natural coordinate system”
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a distinguished quasi-simple object in each of them, which deﬁne the so-called canonical system of
tubular coordinates, encoding all indecomposable objects in coh(X).
More precisely, for any ordinary point x ∈ X the cokernel
Sx = Coker
(O ·x−→ O(c))
is a simple sheaf (concentrated at x). Moreover, within each exceptional tube of coh0(X), namely, in
the exceptional tube of torsion sheaves concentrated in the point xi ∈ X and having pi simple sheaves
(we say that it is the ith exceptional tube) we distinguish the cokernel
Si,0 = Coker
(O(c − xi) ·xi−→ O(c)).
Setting Si, j := τ− jSi,0, for j ∈ Z, we are able to encode each indecomposable torsion sheaf F in
coh0(X) by the following set of data:
[x, soc, length] if x = x1, . . . , xt,
[x, length] if x ∈ X \ {x1, . . . , xt}
where the length (of F ) is a natural number and soc ∈ {Si, j: j ∈ Zpi } is a socle (of F ), for x = xi ,
both referring to the quasi-ﬁltration of F within this tube. Now the telescoping functors allow an
explicit encoding of all indecomposable sheaves within each tubular family Cq by conveying it from
the encoding established for C∞ (see [1,7]). In particular, indecomposable sheaves F in coh(X) from
exceptional tubes, are encoded by the sequence
c(F) = [q, i, s, l],
of discrete data called tubular coordinates, where q ∈ Q¯ is equal to the slope μ(F), i = i(F) is the
number of the exceptional tube containing F , s = s(F) ∈ Zpi denotes the socle index of F referring
to the quasi-ﬁltration of F within this tube, and ﬁnally l = 	q(F) ∈ N amounts to the quasi-length
of F . The numbers i and s both refer to an ordering of the exceptional tubes in Cq and of the mouth-
objects within each exceptional tube, these two orderings are given by transfer of the corresponding
orderings in C∞ invoking telescoping functors and “numerically” are deﬁned by the formula
soc(F) ∼= Φ∞,q(Si,s+1)
(in particular, c(Si, j) = [∞, i, j − 1,1], for j = 1, . . . , pi ; the shift by 1 in this enumerating of mouth
objects Si, j from the ith exceptional tube in C∞ is used to keep consistency with TUBULAR package).
Observe that for encoding sheaves F from ordinary tubes as tubular coordinates we can use the
triples [q, x, l], having no longer a discrete character, where x ∈ X \ {x1, . . . , xt} is such that soc(F) =
Φ∞,q(Sx).
This approach has some advantage; namely, it allows to determine explicitly in an effective al-
gorithmic way the Grothendieck class π(F) ∈ K0(X), viewed as a coordinate vector with respect to
one of several standard Z-basis of K0(X), once we are given the set of data [q, i, s, l] deﬁning c(F)
for an indecomposable sheaf F from an exceptional tube. (Note that the case that F belongs to a
homogeneous tube is also covered in this way.)
Denote by D the subset of Q¯×N3 consisting of all tubular coordinates for indecomposable sheaves
from exceptional tubes. Then the procedure get_class from the package TUBULAR, realizing di-
rectly computation
D  [q, i, s, l] → π(F) ∈ K0(X)
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π
([∞, i, s,1])= [Si,s+1] (∗∗∗)
for i = 1, . . . , t , s ∈ Zpi , and
get_class
([q, i, s, l])= ϕ∞,q(π([∞, i, s, l])) (∗∗∗)′
where φ∞,q : K0(X) → K0(X), for q ∈ Q, is the Z-linear automorphism induced by the telescoping
functor Φ∞,q and having a decomposition into a product of powers of ρ and σ (in fact their matrices)
induced by powers of R and S , according to formulas (∗) and (∗∗) (see [1] for details). Observe that
the most suitable Z-basis of K0(X) for internal computation in the procedure get_class is the basis
“@S”: {[O], [Si, j], [S] ∣∣ i = 1, . . . , t; j = 2, . . . , pi}
having mainly auxiliary “technical” character, where [S] =∑ j∈Zp1 τ jS1,0 = · · · =∑ j∈Zpt τ jSt,0.
However, the basis “@S” can be also applied to determine eﬃciently for d ∈ K0(X), its tubular
coordinates get_tub(d) (i.e. the unique tuple [q, i, s, l] ∈ D such that get_class([q, i, s, l]) = d),
provided d ∈ get_class(D) and d /∈ N+(ϕ∞,μ(d)([S])). Recall, that the procedure get_tub is con-
tained in TUBULAR. Its construction is based on the observation that under the assumptions on d,
the vector ϕ−1∞,μ(d)(d) ∈ K0(X) is a Grothendieck class of the indecomposable sheaf with tubular
components [∞, i, s, l], l /∈ N+pi , so presented as Z-linear combination of elements from “@S” has
non-zero coeﬃcients precisely in coordinates corresponding to some nonempty subset of the vector
set {[Si,2], . . . , [Si,pi ], [S]}, different from {[S]}. Now setting q = μ(d) and computing the presentation
as above, one can easily recover the parameter i for d; moreover, using the shape of quasi-ﬁltration
for objects from exceptional tubes in C∞ also the remaining two parameters s and l.
The procedures get_class and get_tub, play a crucial role in further considerations.
2.3. Let Λ = Λ(p, λ) be a canonical algebra. It is shown in [3, Theorem 3.2] that the sheaf
F = ⊕0xc OX(x) is a tilting sheaf with End(F) ∼= Λ, hence the derived functor RHom(F ,−) :
Db(coh(X)) →Db(mod(Λ)) is an equivalence of triangulated categories.
The equivalence above induces an isomorphism K0(X)
∼=−→ K0(Λ) of the Grothendieck groups of
the categories coh(X) and mod(Λ), respectively, which is given by the map [G] → [HomX(F ,G)] −
[Ext1X(F ,G)], for G in coh(X). The group K0(Λ) admits the natural Z-basis “@E”:{[
E(x)] ∣∣ 0 x c}
consisting of all simple Λ-modules E(x) corresponding to vertices in Q 0. (Clearly, dimM is the coor-
dinate vector for any [M] ∈ K0(Λ) with respect to “@E”.) Under the identiﬁcation above we have
[Si, j] =
{ [E( jxi)] if j = 1, . . . , pi − 1,
[τΛE(xi)] if j = 0. (∗)
Moreover, the rank and degree functions for coherent sheaves give rise to linear forms rk,deg :
K0(Λ) → Z. The explicit formulas for a Λ-module M are given by
rk(M) = dimk M0 − dimk Mc,
deg(M) =
t∑
i=1
p
pi
( pi−1∑
j=1
dimk M jxi
)
− p · dimk Mc
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tubular type). Similarly, we deﬁne for a non-zero indecomposable Λ-module M the slope μ(M) =
deg(M)
rk(M) as an element of Q¯.
Let now coh+(X) (respectively coh−(X)) be the full subcategory of vect(X) formed by all vec-
tor bundles whose indecomposable summands G satisfy the condition Ext1X(F ,G) = 0 (respec-
tively HomX(F ,G = 0). Further, we denote by mod+(Λ) (respectively mod0(Λ), mod−(Λ)) the full
subcategories of mod(Λ) formed by all Λ-modules whose indecomposable summands have pos-
itive rank (respectively zero rank, negative rank). Finally, mod(Λ) denotes the additive closure
of mod+(Λ) ∪mod0(Λ). Then under the equivalence Db(coh(X)) −→Db(mod(Λ))
– coh+(X) corresponds to mod+(Λ) by means of G → HomX(F ,G),
– coh0(X) corresponds to mod0(Λ) by means of G → HomX(F ,G),
– coh−(X)[1] corresponds to mod−(Λ) by means of G[1] → Ext1X(F ,G).
The structure of the Auslander–Reiten quiver of mod(Λ) and the shape of the components, for
a canonical algebra Λ of tubular type can be derived from the description of the Auslander–Reiten
quiver of coh(X) by applying tilting theory [7, Theorem 5.7]. In particular, one can precisely recon-
struct one-parameter families of tubes forming T from those for coh(X) (see 2.1). Namely, T consists
of the components described as follows:
• for each q ∈ Q¯ with q > p or q < 0 a family (T qλ )λ∈X = (T qλ (Λ))λ∈X of stable tubes, being isomor-
phic to images of (T qλ (X))λ∈X (in the second case in fact of (T qλ (X)[1])λ∈X in coh(X)[1]), whose
rank equals the weight of λ;
• a family (T pλ )λ∈X = (T pλ (Λ))λ∈X of tubes such that T pλ , for λ ∈ X \ {λt}, are stable tubes, being
isomorphic to images of (T pλ (X))λ∈X\{λt } , whose rank equals the weight of λ, and T pλt is a tube
obtained by coray deletion from the stable tube T pλt (X) of rank pt (all vertices belonging to the
coray ending at the vertex τOX(c), i.e. these with the coordinates [p, t, s, l] such that pt | s+ l, are
deleted), hence contains a projective module (here λt denotes the exceptional point corresponding
to pt );
• a family (T 0λ )λ∈X = (T 0λ (Λ))λ∈X of tubes such that T 0λ , for λ ∈ X \ {λt}, are stable tubes, being
isomorphic to images of (T 0λ (X))λ∈X\{λt } , whose rank equals the weight of λ, and T 0λt is a tube
obtained by ray deletion from the stable tube T pλt (X) of rank pt (all vertices belonging to the ray
starting at the vertex OX , in fact OX[1], are deleted), hence contains an injective module.
Now, an indecomposable Λ-module M lies in a tube T qλ , for λ ∈ X, in the Auslander–Reiten quiver
of mod(Λ) if μ(M) = q. The objects from the preprojective component P and the tubes (T qλ )λ∈X
with p  q < ∞ (respectively, from the preinjective component Q and the tubes (T qλ )λ∈X with q 0)
belong to mod+(Λ) (respectively, mod−(Λ)). Finally, the objects from (T ∞λ )λ∈X form the subcategory
mod0(Λ). Observe also that we can also easily compare the description above to that from 2.1. Clearly,
we have (T pλ )λ∈X = T(0) and (T 0λ )λ∈X = T(∞); generally, (T qλ )λ∈X = T(γ ) , where γ = γ (q) = γ∞γ0 , for
a ﬁxed q, is determined by the equality h¯γ = ϕ∞,q([S]), or equivalently, q = q(γ ) = μ(hγ ), for a
ﬁxed q.
As a result of the approach above, from now on we identify Λ-modules from T with the corre-
sponding sheaves, regarding vertices of T qλ as elements of the vertex set of T qλ (X), for q ∈ Q¯ with
q  p or q  0. In this way each (isoclass of a) Λ-module M from an exceptional tube is precisely
encoded by its tubular coordinates
c(M) = [q, i, s, l]
referring to its position in the tube T qλ (X) and indexing of tubes, where q = μ(M).i
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case μ(M)  0 can treated in an analogous way). It is clear now, that the set of isoclasses of such
modules can be identiﬁed with the subset
De ⊂ D
consisting of all [q, i, s, l] ∈ Q¯∞p × N3 such that i ∈ {1, . . . , t}, s ∈ Zpi , l ∈ N+ , and additionally pt does
not divide l + s, if (q, i) = (p, t).
We will also consider the sets
D+e =
{[q, i, s, l] ∈ De: q ∈ Q}
and
D0e =
{[q, i, s, l] ∈ De: q = ∞}.
Clearly, De is a disjoint union of D+e and D0e , and for any M from exceptional tubes we have
rk(M) > 0 (resp. rk(M) = 0) if and only if c(M) ∈D+e (resp. c(M) ∈D0e ).
3. Branches
The presented algorithm computing a matrix representation for modules from exceptional tubes
has recursive character and it is given in a pseudocode form as the procedure createModule in 6.4.
Roughly speaking, its main idea relies on reduction of the computation of a matrix representation of
a module E (lying in an exceptional tube and having the coordinates of the input) to the computation
of two modules A and B , with the following properties:
(a) If 	(E) > 1 then A and B are members of the same tube like E , but their quasi-lengths are
smaller. (This is done until quasi-length 1 is reached, see 4.2.)
(b) If 	(E) = 1 (i.e. E is quasi-simple), but of rank greater or equal than 2, then E is realized as a
middle of a universal exact sequence starting in an exceptional (quasi-simple) module A and with
endterm an exceptional module B , both A and B have smaller rank than E (see Theorem 4.3).
In (a) and (b) the function σ computes the data for A and B (see 4.5). The function middleMod
creates in two cases (a) and (b) the matrix representation for E from those of A and B (see 5.3).
(c) Finally, to have the bottom for the recursion, matrix representations of exceptional modules of
small rank (0 or 1) are constructed directly by the functions createRk0Mod, createRk1Mod
and getKnownModule (Section 6).
Looking at that procedure in a more formal way we attach to a ﬁxed (isoclass of a) module from an
exceptional tube certain family of indecomposable modules, encoded in terms of tubular coordinates,
which carries the structure of a ﬁnite binary tree. The structure of the constructed tree reﬂects in a
natural way some basic categorical properties of this family regarded as a subcategory of mod(Λ).
In this section we introduce some notions describing more precisely the structure of considered
trees and we discuss their properties, mainly in a quite general context.
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of vertices and B1 the set of edges of B , is called a regular branch (a branch, for short), if B is a ﬁnite
connected subgraph of the complete inﬁnite binary (rooted) tree B∞ = B∞(b)
B∞: •b













•b− • b+











• •b−− b−+ b++••b+−
 
•
 
b−−−
. . . . . . . . . . . .
•
 
b−+−
 
•
 
b−−+ •
 
b−++
 
•
 
b+−− •
 
b+−+
 
•
 
b++− •
 
b+++
satisfying the following two conditions:
• b belongs to B ,
• for any b′ ∈ B0 the number δB(b′) of “chidren” of b′ in B is even (equivalently, bi− ∈ B0 if and
only if bi+ ∈ B0, where bi = b′; i = i1, . . . , in ∈ {+,−}n , n ∈ N).
The vertex b is called the root of B , elements of the set L(B) = {b′ ∈ B0: δB(b′) = 0} are called the
leaves of B (cf. also [11]).
For any branch B we have the notion of a depth. By the depth dB(b′) of a vertex b′ ∈ B0 (in B) we
mean the length of the canonical path in B connecting b′ with b, respectively, by the depth of the
branch B the integer d(B) = max{dB(b′): b′ ∈ B0}. For m ∈ N, we denote by B(m) the subbranch of B
formed by all b′ ∈ B0 such that dB(b′)m.
For b′ ∈ B0, we denote by B(b′) the subbranch of B generated by the vertex b′ = bi , where
i = i1, . . . , in , n ∈ N and is ∈ {+,−}. By deﬁnition, B(b′) consists of vertices b′′ ∈ B0 of the form
b′′ = bij , for all possible j = j1, . . . , jm , m ∈ N, js ∈ {+,−}. For simplicity, we set B+ = B(b+) and
B− = B(b−).
3.2. Let B be a branch. A pair B = (B, {Mx}x∈B0 ) is called a branch of Λ-modules if {Mx}x∈B0 is
a family of modules from mod(Λ) satisfying the following condition:
for each b′ = bi ∈ B0 with δB(b′) = 2 we have dimk Ext1Λ(Mbi+ ,Mbi− ) = 1 and there exists a non-
split exact sequence of the form 0 → Mb′− → Mb′ → Mb′+ → 0, where b′− = bi− and b′+ = bi+ .
We say that the branches B = (B, {Mx}x∈B0 ) and B′ = (B ′, {Nx}x∈B0 ) of Λ-modules are isomorphic
(and we write B ∼= B′), if B = B ′ and Mx ∼= Nx for every x ∈ B0. Clearly, if in B we replace Mx , x ∈ B0,
by an arbitrary selection M ′x , x ∈ B0, of modules such that Mx ∼= M ′x , then we obtain a branch B′
isomorphic to B. Consequently, isomorphism classes of branches of Λ-modules can be regarded as
“branches of isoclasses of Λ-modules”, i.e. the tuples B¯ = (B, {cx}x∈B0 ), where cx ∈ C := (obmod(Λ))/∼=
for all x ∈ B0, are such that (B, {Mx}x∈B0 ) is a branch of Λ-modules for a selection Mx ∈ cx , x ∈ B0, of
representatives.
The following simple fact plays a crucial role in further consideration.
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(a) A branch B′ = (B, {Nx}x∈B0 ) belongs to B¯ if and only if Nx ∈ cx, for every x ∈ L(B).
(b) If B′′+ = (B+, {N+x }x∈B+0 ), B
′′− = (B−, {N−x }x∈B−0 ) is a pair of branches of Λ-modules such that
N+x ∈ cx, for every x ∈ L(B+), and N−x ∈ cx, for every x ∈ L(B−), then dimk Ext1Λ(N+b+ ,N−b− ) = 1,
and for any N such that there exists a nonsplit sequence 0 → N−b− → N → N+b+ → 0 the collection
B′′ = (B, {N+x }x∈B+0 ∪ {N
−
x }x∈B−0 ∪ {N}) forms a branch of Λ-modules (clearly, B ∈ B¯).
Proof. (a) We proceed by induction on d(B) applying the fact, which says that for a pair X, Y of Λ-
modules such that dimk Ext
1
Λ(Y , X) = 1, the middle terms E of all nonsplit exact sequences of the
form
0→ X → E → Y → 0
belong to the same isoclass.
(b) This follows immediately from the deﬁnition, since by (a) we have B′′+ ∼= B+ and
B′′− ∼= B− . 
Note that the ﬁrst assertion of the proposition above states that each branch B¯ = (B, {cx}x∈B0 ) of
isoclasses is determined by its values on leaves of B . The second one yields a method of constructing
a representative B′ ∈ B¯, if we are given a ﬁxed selection Nx ∈ cx , x ∈ L(B). We simply construct by
induction on d(b′) = d(B), . . . ,0, the branches B′(b′) = (B(b′), {Nx}x∈B(b′)) (in particular, ﬁnally we
recover the module Nb ∈ cb!).
This method can be converted into a recursive algorithm, provided we have at our disposal an
effective construction of a middle term of a nonsplit exact sequence with ﬁxed ends. More precisely,
assume that N is a subclass of the class obmodm(Λ), which admits a constructive function
E : (N 2)0 → N
such that for any pair (Y , X) ∈ (N 2)0 there exists a nonsplit exact sequence
0 → X → E(Y , X) → Y → 0
where (N 2)0 = {(Y ′, X ′) ∈ N 2: Ext1Λ(Y ′, X ′) = 0}. Now, if all cx , for x ∈ L(B), have representatives
Nx ∈ N , and we know their precise forms, then we are able to construct representatives Nx of iso-
classes cx , for all x ∈ B0, in particular Nb ∈ cb . Moreover, we have Nx ∈N , for all x ∈ B0.
We apply this method in the construction of the announced recursive algorithm, whose task is
to ﬁnd a “nice” matrix representative for an isoclass of indecomposable Λ-module from exceptional
tubes in mod(Λ). We proceed as follows. To an isoclass as above, encoded by its tubular coordinates
b = [q, i, s, l] ∈ De , we associate certain branch B¯(b) = (B(b), {cx}x∈B0 ) of isoclasses of (indecompos-
able) Λ-modules represented by their tubular coordinates from De , such that B(b) is some branch
with the root b, cb is just the isoclass encoded by b and all cx , x ∈ L(B(b)), belong to the same list
C0 (⊆ De) of distinguished isoclasses. (In fact, D0e ⊆ C0 in our situation, and always B¯(b) = (b, {cb}),
in case b ∈ C0.) Moreover, C0 has the property that each c ∈ C0, contains a “nice” matrix representa-
tive Nc , and all Nc , c ∈ C0, are known. On the other hand it occurs that the considered class N of
“nice” matrix representations of Λ satisﬁes the required condition, so applying the method described
above, we effectively compute the matrix representative of the isoclass given by b, which is contained
in N .
From now on we identify De with the set of isoclasses of the corresponding modules, more pre-
cisely, we assume that c = c(M) if and only if M ∈ c.
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4.1. Let b ∈ De be the tubular coordinates of an abstract Λ-module M from an exceptional tube,
where Λ = Λ(p, λ) is a canonical tubular algebra. We present a procedure constructing, for any b ∈De
(in fact b ∈ D+e ), a branch B¯(b) = (B(b), {cx}x∈B0 ) with the root b and such that cx ∈ De (in fact
cx ∈ D+e ), for all x ∈ B(b)0. In principle, it is based on induction. Starting from B¯(0) = (b, {cb}) with
cb = c(M), we will form consecutive branches B¯(m) = (B(m), {c(Mx)}x∈B(m)0 ) for m ∈ N, where B = B(b).
Observe that once B¯(m) is already constructed, to form B¯(m+1) we have only to declare for each vertex
b′ ∈ L(B(m)) with dB(m) =m the set of a direct successors of b′ in B¯(b), i.e. the following data:
(∗) values of δB(b′) (= δB(m+1) (b′)) and cb′− , cb′+ in D+e such that Mb′− ,Mb′+ , with c(Mb′− ) = cb′− ,
c(Mb′+ ) = cb′+ , satisfy the condition from 3.2 (if this is possible at all), in case δB(b)(b′) = 2.
It is clear that by the additivity property of the function rk, this inductive construction must always
stop after at most m = rk(M) − 1 steps, since all considered modules belong to mod+(Λ). (Note that
rk(Mb′ ) = 1 automatically implies δB(b′) = 0.)
In fact, the procedure will have universal and recursive character. To describe it we formulate
general rules determining precisely declarations (∗) for b′ ∈ B(b)0 with already deﬁned cb′ in D+e ,
independently on b. Formally, they are given by certain partial functions.
For a ﬁxed D′ ⊆ De , a partial function σ ′ : D′  (D′)2 is called a successor function, if for any
c from the domain Dom(σ ′) of σ ′ the pair σ ′(c) = (c−, c+) associated to c has the property that
dimk Ext
1
Λ(M
′+,M ′−) = 1 and that there exists a nonsplit exact sequence of the form 0→ M ′− → M ′ →
M ′+ → 0, where M ′,M ′− and M ′+ are Λ-modules such that c(M ′) = c, c(M ′−) = c− and c(M ′+) = c+ .
The role of σ ′ in constructing B¯(b), for b ∈ D′ , is the following. For c ∈ D′ , we set δ(c) = 2, if c ∈
Dom(σ ′), and δ(c) = 0, otherwise. Then always δB(b)(b′) := δ(c′) for any b′ ∈ B(b)0, independently
on b, provided cb′ = c′; moreover, cb′− := c′− and cb′+ := c′+ , in case δB(b)(b′) = δ(c′) = 2.
Thus, given a successor function σ ′ , the procedure branch constructing B¯(b), for b ∈ D′ , deﬁned
by σ ′ , looks as follows:
Input: b ∈D′ .
Output: none.
if d(b) = 0 then set cb := b;
if b /∈ Dom(σ ′) then { set δ(b) := 0; exit; }
else {
set δ(b) := 2;
set (cb− , cb+) := σ ′(b);
branch(b−); branch(b+);
}
Note that this recursive procedure not necessarily satisﬁes the stop condition in general, for an
arbitrary D′ (=D+e )!. Clearly, it trivially stops, if Dom(σ ′) = ∅.
The rest of this section will be devoted to the construction of the successor (partial) function
σ = σ+ unionsq σ 0 : De 
(D+e )2 unionsq (D0e )2 ↪→ (De)2
deﬁning the procedure of forming B¯(b), for b ∈De =D+e unionsqD0e , where
σ+ : D+e 
(D+e )2
and σ 0 :D0e  (D0e )2 is a trivial partial function, i.e. Dom(σ 0) = ∅. In particular, we give the precise
formulas for c− = [q−, i−, s−, l−] and c+ = [q+, i+, s+, l+] such that σ(c) = (c−, c+), dependently on
c = [q, i, s, l] ∈ Dom(σ ) = Dom(σ+), in all possible cases.
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Lemma. Let (s, l) ∈ Zn×N be an object of themesh k-categoryU = k(T (n)) of a stable tube of rank n regarded
as a translation quiver of the form T (n) := ZA∞/(τn) (we identify T (n)0 with Zn × N in an obvious way).
Then for any (s′, l′) ∈ Zn × N, we have dimk U((s, l), (s′, l′)) = 1 if and only if
s′ = s ⊕ j and l′  l − j, for j = 0, . . . , l − 1, in case l n,
or
s′ = s ⊕ j and n l′  l − j, for j = l − n, . . . , l − 1, in case l > n,
where ⊕ denotes the addition in Zn.
Proof. Recall that we have at our disposal the formula
U((s, l), (s′, l′))=⊕
z∈Z
k(ZA∞)
(
(s, l),
(
s′ + zn, l′))
where k(ZA∞) is the mesh category of the quiver ZA∞ . Since all oriented paths from (s, l) to
(s′′, l′′) in ZA∞ deﬁne the same up to sign morphism in k(ZA∞), the dimension of the k-space
k(ZA∞)((s, l), (s′′, l′′)) is either 1 or 0, moreover, it is 1, exactly, if s′′ = 1, . . . , s + l − 1 and l′′ + s′′ 
s + l. Now the assertions follows easily. 
Corollary. Let M+,M− be a pair of coherent sheaves in the exceptional tube T qxi (X) in coh(X), where q ∈ Q
and i = 1, . . . , t. Then dimk Ext1X(M+,M−) = 1 holds in the following cases:
(i) c(M−) = [q, i, s,1], c(M+) = [q, i, s ⊕ 1, l − 1] (resp. c(M−) = [q, i, s, l − 1], c(M+) =
[q, i, s ⊕ (l − 1),1]), for all s ∈ Zn and l 2,
(ii) c(M−) = [q, i, s, l − 2], c(M+) = [q, i, s ⊕ (l − 2),2], for all s ∈ Zn and l 3.
Proof. By Serre duality we have Ext1X(M+,M−) ∼= D(HomX(τ−M−,M+)). Clearly, c(τ−M−) =[q, i, s ⊕ 1, l′′], if c(M−) = [q, i, s, l′′] for l′′ ∈ N. Now the assertion in cases (i) and (ii) follows im-
mediately from the lemma (in the case (ii) note that pi  2). 
4.3. The crucial role in the construction of the function σ+ (and the procedure branch for D+e )
is played by exceptional objects.
Recall that an object M in an abelian category A is called exceptional if End(M) is a division ring
and Exti(M,M) = 0 for i  1. Moreover, a pair (M,N) of objects in A is called an exceptional pair if
both M and N are exceptional objects and Exti(N,M) = 0 for i  0. It follows from [5] that for an
exceptional object M in coh(X) and in mod(Λ) we have End(M) = k.
It is well known that all preprojective and preinjective Λ-modules are exceptional, moreover, that
a Λ-module M lying in a tube is exceptional if and only if l < pi , where c(M) = [q, i, s, l].
Now we prove a result being an essential generalization of [10, Corollary 1]. The original one al-
lows to prove [10, Theorem 1], which says that all exceptional modules over tubular canonical algebras
of quiver type admit “nice” matrix presentations (see 5.3 for the precise deﬁnition of the class N ).
However it is not suﬃcient, in contrast to that we prove, for establishing an eﬃcient algorithm con-
structing such presentation for any exceptional module (see also Remark (iv)).
Theorem. Let Λ be a tubular canonical algebra and E a quasi-simple exceptional module in mod+(Λ) with
μ(E) > p and rk(E)  2. Moreover, assume that in case Λ is of type (2,3,6), the equality
HomX(τ (O(c)), E) = 0 holds, provided μ(E) = p + 12 and τ -order of E is 6. Then there are exceptional
Λ-modules A, B satisfying the following conditions:
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• μ(A) p, μ(B) > p,
• there is an exact sequence 0→ A → E → B → 0 in mod+(Λ),
• dimk Ext1Λ(B, A) = 1,• (B, A) is an exceptional pair in coh(X).
Proof. The proof of the theorem is based on that of [10, Theorem 2] and on a detailed analysis of the
boundary situation μ(A) = p. The main technique is the Riemann–Roch theorem [3, 2.9]. A special
form of this theorem states that for indecomposable coherent sheaves X, Y on a tubular weighted
projective line X satisfying μ(X) < μ(Y ) we have
p−1∑
j=0
dimk HomX
(
τ j X, Y
)= ∣∣∣∣ rk X rk Ydeg X deg Y
∣∣∣∣ . (∗)
Observe that the Ext1X terms, which usually appear in the Riemann–Roch theorem, vanish under our
assumption since Ext1X(τ
j X, Y )  DHomX(Y , τ j+1X) = 0 by Serre duality [3, 2.2], and by applying
semistability arguments.
Let E be an arbitrary quasi-simple sheaf such that μ(E) = dr  0 with d, r coprime and r > 0.
Denote by ρ the τ -order of E in coh(X). Recall that then rk(E) = pρ · r and deg(E) = pρ · d. This
follows from the properties of the telescoping functors deﬁned in [7].
Fix E satisfying assumptions of the theorem, with μ(E) = dr > p, where r, d and ρ are as above.
We will construct an exceptional pair (A, E) in coh(X) with A belonging to mod+(Λ) and μ(A) p
such that dimk HomX(A, E) = 1 and rk(A) < rk(E). Note that in the construction we have to avoid the
situation A  τ (O(c)), in case μ(A) = p.
To determine possible values of μ(A) consider the diophantine equation
r′ · d − d′ · r = 1. (∗∗)
Since d and r are coprime there is a unique solution (d′0, r′0) in Z with 0 r′0 < r. (Clearly, r′ and d′
are coprime for any solution (d′, r′) of (∗∗).) We distinguish several cases.
Case (1) r > 1. Then necessarily r′ = 0, where (d′, r′) = (d′0, r′0).
Case (1.1) (d′, r′) = (p,1).
Let A′ be a ﬁxed quasi-simple sheaf with μ(A′) = d′r′ and τ -order p. Then A′ is exceptional. Since
d′
r′ <
d
r we infer from the formula (∗) that
p−1∑
j=0
dimk HomX
(
τ j A′, E
)= ∣∣∣∣ r′ pρ · rd′ pρ · d
∣∣∣∣= pρ . (∗)(1.1)
Now, ρ > 1 since E is exceptional, hence there is an index j ∈ {0, . . . , p − 1} such that
HomX(τ j A′, E) = 0 and 0 = HomX(τ j−1A′, E) ∼= DExt1X(E, τ j A′). Since further HomX(E, τ j A′) = 0
it follows that (τ j A′, E) is an exceptional pair in coh(X). Set A = τ j0 A′ , where j0 is minimal among
j as above.
We show that dimk HomX(A, E) = 1. Using the fact that τ is an autoequivalence of coh(X)
we can rewrite (∗)(1.1) in the form ∑p−1j=0 dimk HomX(A, τ− j E) = pρ . Now, because τ−ρ E  E , in
the sum on the left-hand side the non-zero term dimk HomX(A, E) appears
p
ρ times. Therefore
dimk HomX(A, E) = 1. Observe also that rk(A) < rk(E) by our construction.
We show that A belongs to mod+(Λ). Note ﬁrst that dr > p implies d  pr + 1. Therefore 1rr′ =
d
r − d
′
r′ 
pr+1
r − d
′
r′ = p + 1r − d
′
r′ . Hence 0 
1
rr′ − 1r  p − d
′
r′ and consequently
d′
r′  p. Further, by
assumption, d
′
r′ = p and therefore we obtain that A is in mod+(Λ) (see 2.3).
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Case (1.2.1) the tubular type of X is (2,2,2,2), (3,3,3) or (2,4,4).
We ﬁx a quasi-simple sheaf A′ , with μ(A′) = d′r′ and τ -order p, not belonging to the tube which
contains O(c). Then all τ -translates of A′ are in mod+(Λ). If ρ = p then we conclude as in 1.1 that
for A = τ j0 A′ we have dimk HomX(A, E) = 1, and that (A, E) is an exceptional pair. Assume now that
ρ = p, so we are dealing with the tubular case (2,4,4), and that ρ = 2. Then rk(E) = 2r, deg(E) = 2d
and the formula (∗) yields
2
1∑
j=0
dimk HomX
(
τ j A′, E
)= ∣∣∣∣ r′ 2rd′ 2d
∣∣∣∣= 2 (∗)(1.2.1)
since HomX(τ 2+i A′, E)  Hom(τ i A′, τ−2E)  HomX(τ i A′, E). We set A = τ j0 A′ , where j0 ∈ {0,1} is
uniquely determined by the quality dimk HomX(τ i A′, E) = 1. Then (A, E) is also an exceptional pair.
Finally we have rk(A) = r′ < 2r = rk(E).
Case (1.2.2) the tubular type of X is (2,3,6) and ρ = 2,3.
Assume that the ρ = 3. Then rk(E) = 2r and deg(E) = 2d. Let A′ be a ﬁxed quasi-simple sheaf
with τ -order 6 such that μ(A′) = d′r′ = p. Then we conclude from the formula (∗) that
2
2∑
j=0
dimk HomX
(
τ j A′, E
)= ∣∣∣∣ r′ 2rd′ 2d
∣∣∣∣= 2 (∗)(1.2.2)
because HomX(τ 3+i A′, E)  Hom(τ i A′, τ−3E)  HomX(τ i A′, E). Let A′′ = τ j A′ , where j ∈ {0,1,2} is
uniquely determined by the equality dimk HomX(τ j A′, E) = 1. Then (A′′, E) and (τ 3A′′, E) are ex-
ceptional pairs in coh(X) with 1-dimensional Hom-space from the left to the right. We deﬁne A by
setting
A =
{
A′′ if A′′  τO(c),
τ 3A′′ otherwise.
Then A belongs to mod+(Λ) and we have rk(A) = r′ < 2r = rk(E).
The case ρ = 2 is treated in the same way.
Case (1.2.3) the tubular type of X is (2,3,6) and the ρ = 6.
Case (1.2.3.1) r  3.
We have rk(E) = r and deg(E) = d. Let A′ be a ﬁxed quasi-simple sheaf with τ -order 3 such that
μ(A′) = d′r′ . Then rk(A′) = 2 and deg(A′) = 2p. The formula (∗) yields that
2
3∑
j=0
dimk HomX
(
τ j A¯, E
)= ∣∣∣∣ 2r′ r2d′ d
∣∣∣∣= 2. (∗)(1.2.3.1)
Again dimk HomX(τ j A′, E) = 1, for exactly one j ∈ {0,1,2}, j = j0. Then (τ j0 A′, E) is an exceptional
pair and we set A = τ j0 A′ . Note that A belongs to mod+(Λ) and that rk(A) = 2< 3 rk(E).
Case (1.2.3.2) r = 2.
We have rk(E) = 2 and deg(E) = d with d = 2s+ 1, s ∈ Z. From the equation (∗∗) and the equality
(d′, r′) = (p,1) we conclude that s = p, so μ(E) = p + 12 . In this case (∗) yields
5∑
j=0
dimk HomX
(
τ j
(O(c)), E)= ∣∣∣∣ r′ rd′ d
∣∣∣∣= 1. (∗)(1.2.3.2)
Consequently, in the τ -orbit of E there is exactly one quasi-simple sheaf Y0 such that
HomX(τ (O(c)), Y0) = 0. From the assumption of the theorem it follows that E  Y0. Then
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HomX(τ j(O(c)), E) = 0, belongs to mod+(Λ) and (A, E) is an exceptional pair with
dimk HomX(A, E) = 1. Moreover, rk(A) = 1 < 2= rk(E).
Case (2) r = 1.
Then μ(E) = d, and the ρ < p. We consider the solution (d′, r′) = (d − 1,1) of the diophantine
equation (∗∗).
Case (2.1) d > p + 1.
Applying the procedure as in 1.1, we choose A among the quasi-simple sheaves X with μ(A) =
d − 1 and τ -order p. The obtained exceptional pair (A, E) satisﬁes the required conditions A ∈
ob(mod+(Λ)) and dimk HomX(A, E) = 1. We have also rk(A) = 1 < pρ = rk(E).
Case (2.2) d = p + 1.
Case (2.2.1) the tubular type of X is (2,2,2,2), (3,3,3) or (2,4,4).
In this case applying the procedure as in 1.2.1, we choose A among quasi-simple sheaves X , from
tubes which do not contain O(c), with μ(X) = p, τ -order p and dimk HomX(X, E) = 0. Then (A, E)
is again an exceptional pair with dimk HomX(A, E) = 1, and rk(A) = 1 < pρ = rk(E).
Case (2.2.2) the tubular type of X is (2,3,6).
Here we choose A as a quasi-simple sheaf with μ(A) = p and τ -order 6 such that A  τ (O(c))
and dimk HomX(A, E) = 1 as in the case (1.2.2). Then (A, E) is an exceptional pair and A belongs to
mod+(Λ). Moreover, rk(A) = 1 < pρ = rk(E).
Resuming, for any E as in the assumptions, we have constructed an exceptional pair (A, E) in
coh(X) satisfying the properties announced in the claim.
Let (A, E) be a pair as above and f : A → E be a non-zero map. Then f is either injective or
surjective because it can be considered as a canonical map HomX(A, E) ⊗ A → E (see [8]). Since
rk(A) < rk(E) we infer that f is injective. Set B = coker f . Then B is exceptional which follows from
the general theory of mutations (see [13]), or can be easily shown directly. Moreover, (B, A) is an
exceptional pair. Further, we have μ(B) > p by the fact that μ(E) > p and by semistability of E ,
consequently B is in mod+(Λ).
To complete the proof observe that application of the functor HomX(−, E) to the exact se-
quence η : 0 → A → E → B → 0 yields the equalities HomX(B, E) = 0 = Ext1X(B, E). Now by applying
HomX(B,−) to η we conclude that dimk Ext1X(B, A) = dimk Ext1Λ(B, A) = 1. 
Remark.
(i) In fact the assumptions of the theorem mean that E is an arbitrary quasi-simple exceptional
module in mod+(Λ) with μ(E) > p and rk(E)  2, with except of one, up to isomorphism,
distinguished Λ-module Y = Y0 in case Λ is of type (2,3,6), determined by the conditions
μ(Y ) = p + 12 , the τ -order of Y is 6, the quasi-length of Y is 1 and HomX(τ (O(c)), Y ) = 0 (see
the proof, case 1.2.3.2).
(ii) The proof of the theorem can be converted into an algorithmic procedure computing c(A) and
c(B), if c = c(E) is given (see next subsection).
(iii) By additivity of the rank function we clearly have 0< rk(A), rk(B) < rk(E).
(iv) [10, Corollary 1] (and also its proof) says that the same assertion as that of the theorem above,
holds for all E in mod+(Λ) of rank greater than or equal to 2, which are quasi-simple objects in
coh(X) satisfying the extra condition: HomX(O(c), E) = 0. For the remaining E the problem of
existence of an appropriate exact sequences in mod+(Λ) is not discussed in [10], since all these
modules admit “nice” matrix presentations by Ringel’s result for hereditary algebras [12].
4.4. Now we present the procedure leftAndRightTerm which is the precise algorithmic real-
ization of the proof of Theorem 4.3.
The procedure leftAndRightTerm
Fix p such that Λ = Λp is a tubular canonical algebra.
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mark (i)).
Output: (c(1), c(2)) = ([q(1), i(1), s(1), l(1)], [q(2), i(2), s(2), l(2)]) ∈ (D+e )2, where (c(1), c(2)) = (c(A), c(B))
for A and B as in theorem, constructed for E with c(E) = c.
set d, r such that q = dr , gcd(d, r) = 1, r,d > 0;
if r > 1 then set d′ , r′ such that r′d − d′r = 1 and 0 r′ < r;
else set r′ := 1, d′ := d − 1;
set q(1) := d′r′ , l(1) := 1;
if q(1) > p then {
set i(1) := 3;
set s(1) := min{s′ ∈ Zpi(1) : isHom(s′)};} else {
if p = (2,3,6) then {
set i(1) := 2;
set s(1) := min{s′ ∈ Zpi(1) : isHom(s′)};} else {
if i ∈ {1,2} then {
set i(1) := 3;
set s(1) := min{s′ ∈ Zpi(1) : isHom(s′) and isModule(s′)};} else {
if r  3 then {
set i(1) := 2;
set s(1) := min{s′ ∈ Zpi(1) : isHom(s′)};} else {
set i(1) := 3;
set s(1) := min{s′ ∈ Zpi(1) : isHom(s′)};}
}
}
}
set [q(2), i(2), s(2), l(2)] := get_tub (get_class ([q, i, s, l])
-get_class ([q(1), i(1), s(1), l(1)]));
return ([q(1), i(1), s(1), l(1)], [q(2), i(2), s(2), l(2)]);
To simplify notations we used in the pseudocode auxiliary predicates
isHom,isModule : Zpi(1) → {true, false}
deﬁned as follows
isModule
(
s′
)= true if and only if [q(1), i(1), s′, l(1)] = [6,3,5,1],
isHom
(
s′
)= true if and only if 〈get_class([q(1), i(1), s′, l(1)]), v〉 = 0,
where v := get_class([q, i, s, l]).
Remark.
(i) The condition in isHom means exactly that HomΛ(A, E) = 0, since in our situation q(1) < q and
therefore Ext1Λ(A, E) = D(HomΛ(τ−Λ E, A)) = 0. (Recall that for modules X, Y from tubes, we have
〈[X], [Y ]〉 = dimk HomΛ(X, Y )−dimk Ext1Λ(X, Y ), since gl.dimΛ = 2 and Ext2Λ(X, Y ) = 0.) Clearly,
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calculating values of 〈−,−〉 is available in the package TUBULAR.
(ii) We have c(Y0) = [ 132 ,3,0,1] (cf. Remark 4.3(i) and Input), since μ(τO(c)) = p < 132 and
〈[τO(c)], get_class([ 132 ,3,0,1])〉 = eulf([O(c)], get_class([ 132 ,3,1,1])) = 0.
(iii) Clearly, the process of solving a diophantine equation appearing in our situation is fully algorith-
mic by means of Euclid’s algorithm.
(iv) The value of the vector [A] ∈ K0(Λ) is already computed as get_class([q(1), i(1), s′, l(1)]) during
execution of the predicate isHom (cf. the last by one line of the pseudocode of leftAndRight-
Term).
4.5. Now we deﬁne the announced partial function σ : De  (De)2. We start by speciﬁcation of
the domain Dom(σ ) = Dom(σ+), in fact the completions Dom(σ+)′ of Dom(σ+) in D+e .
The set Dom(σ+)′ is deﬁned as a union of three sets
C1 =
{
c = [q, i, s, l] ∈ D+e : rk(c) = 1
}
,
C2 =
{[p, i, s,1]: i = 1, . . . , t; s ∈ Zpi ; (i, s) = (t, pt − 1)}∪ {[p, t, pt − 1,2]}
and
C3 =
{{[ 13
2 ,3,0,1
]}
if p= (2,3,6),
∅ if p = (2,3,6).
Note that by additivity of rk, C1 consists in fact of all quasi-simple objects of rank 1. Moreover,
since for any c = [q, i, s,1] we have rk(c) = ppi r, where q = dr and (d, r) are coprime, so in particular[p, i, s,1] ∈ C2 belongs to C1 if and only if pi = pt .
The value σ+(c) = (c−, c+) ∈ (D+e )2, for c ∈ Dom(σ+), is given as follows:⎧⎪⎪⎨⎪⎪⎩
([q, i, s,1], [q, i, s ⊕ 1, l − 1]) if l 2, p  q < ∞; (q, i) = (p, t);
([q, i, s, l − 1], [q, i, s ⊕ (l − 1),1]) if l 2, (q, i) = (p, t), rempi (s + l) = 1;
([q, i, s, l − 2], [q, i, pt − 1,2]) if l 3, (q, i) = (p, t), rempi (s + l) = 1;
([q(1), i(1), s(1), l(1)], [q(2), i(2), s(2), l(2)]) if l = 1, p < q < ∞, rk(c) 2,
where ([q(1), i(1), s(1), l(1)], [q(2), i(2), i(2), l(2)]) is a return of leftAndRightTerm for c.
Proposition. The function σ+ , so also σ , is a successor function.
Proof. The assertion is an immediate consequence of Corollary 4.2, Theorem 4.3 and the description
of leftAndRightTerm. Note that the existence of the required exact sequences in the three ﬁrst
cases follows straightforward from the shape of the considered tubes. 
Note that clearly there exists an algorithm deciding whether c ∈De belongs to Dom(σ ), and com-
puting the value σ(c), if this is the case.
5. Construction of the functionE
5.1. To construct the function E announced in Section 3 we apply the interpretation of the space
Ext1Λ(M,N), for the pair M,N of Λ-modules, in terms of Hochschild cohomologies. More precisely we
have an isomorphism
Ext1Λ(M,N) ∼= Derk
(
Λ,Homk(M,N)
)
/Der0k
(
Λ,Homk(M,N)
)
,
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0
k (Λ,Homk(M,N))) denote the k-space of all k-derivations
(resp. inner derivations) from Λ to the Λ–Λ-bimodule Homk(M,N). In case Λ = kQ /I , where kQ
is the path algebra of a quiver Q = (Q 0, Q 1) and I is an admissible ideal in kQ , the modules M,N
can be regarded as representations ({Mi}i∈Q 0 , {Mα}α∈Q 1), ({Ni}i∈Q 0 , {Nα}α∈Q 1) of (Q , I). Then the
isomorphism above has in fact the shape
Ext1Λ(M,N) ∼= C1Λ(M,N)/ im δ (∗)
where C0 = C0kQ (M,N) =
⊕
i∈Q 0 Homk(Mi,Ni), C
1 = C1Λ(M,N) consists of all f = ( fα) ∈⊕
α∈Q 1 Homk(Mt(α),Ns(α)) such that
0=
s∑
i=1
li∑
j=1
μi Nα(i)1
. . .N
α
(i)
j−1
f
α
(i)
j
M
α
(i)
j+1
. . .M
α
(i)
li
(∗∗)
for every relation ρ = ∑si=1 μiρ(i) ∈ I formed by oriented paths ρ(i) = α(i)1 · · ·α(i)li with the same
starting an terminal points, and δ = δM,N : C0kQ (M,N) → C1Λ(M,N) is given by formula δ(h) =
hs(α)Mα − Nαht(α) , for h = (hi) ∈ C0. (Note that δ(h) satisﬁes (∗∗) for all possible ρ ∈ I , and that
in the deﬁnition of C1 we can take only ρ from a ﬁxed set of k-generators of the space I .) Then the
isomorphism (∗) is induced by the mapping C1  f → [e f ] ∈ Ext1Λ(M,N), where
e f : 0→ N → E f → M → 0
with E = E f given by Ei = Ni ⊕ Mi and Eα =
[ Nα fα
0 Mα
]
, for i ∈ Q 0 and α ∈ Q 1.
Assume now that both, M and N , are matrix representations with the dimension vectors
d˙ = (d˙i)i∈Q 0 and d¨ = (d¨i)i∈Q 0 , respectively. Then C0 =
⊕
i∈Q 0 Md¨i×d˙i (k) has a standard basis B
0 =
B0(M,N) = {h(1), . . . ,h(c0)} consisting of all elementary matrices in all spaces Md¨i×d˙i (k), where
c0 =∑i∈Q 0 d˙id¨i , respectively, C1 is a subspace of the space ⊕α∈Q 1 Md¨s(α)×d˙t(α) (k) which is identiﬁed
in a ﬁxed standard way with the space kc2 , where c2 =∑α∈Q 1 d¨s(α)d˙t(α) .
Suppose we are given a base B1 = ( f (1), . . . , f (c1)) of the subspace C1 ⊆ kc2 . If now Ext1Λ(M,N) = 0
then we deﬁne the representation EB1 (M,N) of Λ as follows.
Let A = A(M,N) be a matrix in Mc1×(c0+c1)(k) given below
A = [δ(h(1)), . . . , δ(h(c0)) ∣∣ f (1), . . . , f (c1)].
Denote by Â the canonical row echelon form of A (see e.g. [4]). Then we set
EB1(M,N) = E f ( j)
where j is a minimal positive integer such that the (c0 + j)th column Â c0+ j of Â contains a pivot.
(Note that such j ( c1) exists, since Ext1Λ(M,N) = 0.)
Clearly, computing EB1 (M,N), for ﬁxed M,N , has an algorithmic character and depends on the
choice of B1.
5.2. Assume now that Λ = Λ(p,λ) = kQ p/Ip,λ is a canonical algebra. Then there exists certain
very natural construction (M,N) → B1(M,N), of a basis of the space C1Λ(M,N), deﬁned on a wide
class of pairs (M,N) of matrix representations of Λ.
2728 P. Dowbor et al. / Journal of Algebra 323 (2010) 2710–2734Let M,N be a pair of Λ-modules in modm(Λ) such that all matrices M
α
(i)
2
. . .M
α
(i)
pi
∈ Md˙xi×d˙c (k)
have the form
[ I
0
]
, for i = 3, . . . , t . Under the standard choice of a basis in Ip,λ (see (2.1)), the con-
ditions deﬁning the subspace C1 ⊆⊕α∈Q 1 Md¨s(α)×d˙t(α) (k) have form of the following homogeneous
system of t − 2 linear equations in Md¨0×d˙c (k)
f ′
α
(i)
1
= − f ′′
α
(i)
1
0− N
α
(i)
1
f
α
(i)
2
M
α
(i)
3
. . .M
α
(i)
pi
− · · · − N
α
(i)
1
. . .N
α
(i)
pi−1
f
α
(i)
pi
+ f
α
(1)
1
N
α
(1)
2
M
α
(1)
3
. . .M
α
(1)
p1
+ · · · + N
α
(1)
1
. . .N
α
(1)
p1−1
f
α
(1)
p1
+ λi( fα(2)1 Nα(2)2 Mα(2)3 . . .Mα(2)p2 + · · · + Nα(2)1 . . .Nα(2)p2−1 fα(2)p2 ), (∗∗∗)i
i = 3, . . . , t , where f
α
(i)
1
= [ f ′
α
(i)
1
, f ′′
α
(i)
1
] with f ′
α
(i)
1
∈ Md¨0×d˙c (k) and f ′′α(i)1 ∈ Md¨0×(d˙xi−d˙c)(k), and 0 ∈
M(d˙xi −d˙c)×d˙c (k). Consequently, we have at our disposal the basis of C
1 being the union{
f (i, j,r,s)
}
i=1,2
j=1,...,pi
r∈[d¨s(α)]
s∈[d˙t(α)]
∪ { f (i, j,r,s)} i=3,...,t
j=2,...,pi
r∈[d¨s(α)]
s∈[d˙t(α)]
∪ { f (i, j,r,s)} i=3,...,t
r∈[d¨0]
s∈[d˙xi−d˙c ]
obtained in an usual way by the consecutive substitutions one of the variables “ f ” appearing on
the right-hand side of the equalities (∗∗∗)i by the appropriate elementary matrices (the remaining
variables by zero matrices), and next computing the values of f ′
α
(i)
1
, for i = 3, . . . , t . (Note that the
basis constructed here differs slightly from that listed in [10, 3.5].)
From now on by B1 = B1(M,N) we mean always the basis constructed above, moreover, we as-
sume that B1 is equipped with a certain canonical ordering, which is independent on the choice
of (M,N).
5.3. Now we apply the notions above to study representations from mod+(Λ). Recall from [3]
that indecomposable M in mod(Λ) lies in mod+(Λ) if and only if the all structure maps Mα(i)j
are
monomorphisms. We still need some extra deﬁnitions.
We say that M in modm+(Λ) is normalized, if Mα(i)j
= [ I
0
]
for all i = 3, . . . , t , j = 2, . . . , pi . To any
M in modm+(Λ) with dimM = d, we associate the representation M¯ = {M¯α(i)j }, called a normalization
of M , which is deﬁned as follows.
Let M(i) , for i = 1, . . . , t , be the matrix
[M
α
(i)
1
· . . . · M
α
(i)
pi
|M
α
(i)
1
· . . . · M
α
(i)
pi−1
| . . . |M
α
(i)
1
] ∈ Md0×(dpixi+···+dxi )(k).
Denote by M |
(i) the matrix formed by the columns M
u1
(i), . . . ,M
uv
(i) of M(i) such that M̂
u1
(i) , . . . , M̂
uv
(i) are
all consecutive columns in the canonical row echelon form M̂(i) of the matrix M(i) , containing pivots.
(Note that v = dxi , since M is in mod+(Λ).) Now we deﬁne M¯ by setting
M¯
α
(i)
j
=
⎧⎪⎪⎨⎪⎪⎩
M
α
(i)
j
if i = 1,2,[ I
0
]
if i = 3, . . . , t; j = 2, . . . , pi,
M |
(i) if i = 3, . . . , t; j = 1.
Denote by N (resp. N+) the subclass of modm(Λ) (resp. modm+(Λ)) consisting of all representa-
tions L satisfying the following conditions:
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α
(i)
u
. . . L
α
(i)
v
, for 1  u  v  pi , have only coeﬃcients 0,1, if i = 1,2, respectively,
0,1,−1, λi,−λi , if i = 3, . . . , t;
• all matrices L
α
(i)
j
, for i = 3, . . . , t and 1 < l pi , have only coeﬃcients 0,1.
The normalization process has the following simple properties.
Lemma.
(i) M¯ is a normalized and M¯ ∼= M.
(ii) M¯ = M if and only if M is normalized.
(iii) If M ∈N+ then M¯ ∈N+ .
Now we have at our disposal the procedure
normalize : N+ −→ N+
realizing the normalization process for any M ∈N+ .
The following fact plays a crucial role in the construction of the algorithm.
Proposition. Let M and N be a pair of representations in N+ . Then the representation E f belongs to N+ , for
every f ∈ B1(M,N), provided M is normalized.
Proof. An easy check on deﬁnitions (cf. [10, Proposition 3.6]). 
Corollary. For any M,N ∈ N+ such that Ext1Λ(M,N) = 0, we have E(M,N) ∈ N+ , where E(M,N) =
EB1(M,N)(M¯,N).
In this way we have constructed the announced function E : (N 2+ )0 → N+ (see 3.2). As result we
obtain the procedure
middleMod : (N 2+)0 −→ N+
being an algorithmic realization of E.
Remark. The procedure middleMod uses in fact only twice Gaussian row elimination process, the
ﬁrst one in normalize, and the second one during computation of EB1(M,N)(M¯,N) after application
of the formulas creating the consecutive elements of B1(M,N).
6. “A bottom” of the recursion, the algorithm
To complete the description of our recursive algorithm we construct now “nice” representatives
in modm(Λ) for all isoclasses from Dom(σ )′ = Dom(σ+)′ unionsq D0e . (Recall that for c ∈ De , we have c ∈
Dom(σ )′ , if c = cx where x ∈ L(B(b)) for some b ∈De; moreover, B(b) = {b}, if b ∈ Dom(σ )′ .)
In this section we often exhibit modules from modm(Λ) as collections of matrices of the form
X = ((X
α
(1)
1
, . . . , X
α
(1)
p1
), . . . , (X
α
(t)
1
, . . . , X
α
(t)
pt
)
)
.
Moreover, we always identify K0(Λ) with the group ZQ 0 under the choice of the standard basis “@E”
(i.e. we treat classes [M] as the dimension vectors, for Λ-modules M).
For any d = (di) ∈ NQ 0 and α ∈ Q 1, we denote by dα the pair [ds(α),dt(α)].
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Let ev , for v = (v1, . . . , vt) with 1 vi  pi , i = 1, . . . , t , be the unique vector d = (di)i∈Q 0 ∈ NQ 0 ,
with the property that for each i there exists exactly one j, j = mi , such that ds(α(i)j ) = dt(α(i)j ) , and
additionally d
α
(i)
mi
= [1,0]. Denote by Υ the subset of K0(Λ) consisting of all vectors d of the form
d = ev + n1, for n ∈ N and all v as above, where 1= (1i)i∈Q 0 .
It is well known that the set of all isoclasses of indecomposable rank 1 Λ-modules is in bijective
correspondence, given by the dimension vector function, with the set Υ . Moreover, [10, Proposi-
tion 4.3] yields a precisely described computable map
G : Υ → N+
which induces the inverse of the function above. In consequence, we obtain the procedure
createRk1Mod : C1 → N+
deﬁned by the formula createRk1Mod(c) = G(get_class(c)), for c ∈ C1, which realizes our task.
For the remaining elements of Dom(σ+)′ , i.e. the isoclasses from the set (C2 \ C1) ∪ C3, we list
“nice” representatives in the table below. We use the notation established in [6]. For n,m ∈ N, we
set Xn+m,n =
[ In
0
]
, Yn+m,n =
[ 0
In
] ∈ Mn+m,n(k) and Zn+m,n = Xn+m,n + Yn+m,n . In case m or n is equal
zero, we always mean by εm,n the trivial m× n-matrix.
p= (2,2,2,2)
[2,4,1,2]
(
(X2,1, ε1,0), (Y2,1, ε1,0), (Z2,1, ε1,0),
([
1
λ
]
, ε1,0
))
p= (3,3,3)
[3,3,2,2] ((X2,1, I1, ε1,0), (Y2,1, I1, ε1,0), (Z2,1, I1, ε1,0))
p= (2,4,4)
[4,3,3,2] ((X2,1, ε1,0), (Y2,1, I1, I1, ε1,0), (Z2,1, I1, I1, ε1,0))
[4,1,0,1] ((X2,1, ε1,0), (Y2,1, I1, ε1,0, ε0,0), (I2, Z2,1, I1, ε1,0))
[4,1,1,1] ((X2,1, ε1,0), (I2, Y2,1, I1, ε1,0), (Z2,1, I1, ε1,0, ε0,0))
p= (2,3,6)
[6,3,5,2] ((X2,1, ε1,0), (Y2,1, I1, ε1,0), (Z2,1, I1, I1, I1, I1, ε1,0))[
13
2
,3,0,1
] (
(X2,1, ε1,0), (Y2,1, I1, ε1,0), (I2, Z2,1, I1, I1, I1, ε1,0)
)
[6,2,0,1] ((X2,1, ε1,0), (Y2,1, ε1,0, ε0,0), (I2, I2, Z2,1, I1, I1, ε1,0))
[6,2,1,1] ((X2,1, ε1,0), (I2, Y2,1, ε1,0), (Z2,1, I1, I1, ε1,0, ε0,0, ε0,0))
[6,2,2,1] ((X2,1, ε1,0), (Y2,1, I1, ε1,0), (I2, Z2,1, I1, I1, ε1,0, ε0,0))
[6,1,0,1] ((X3,1, ε1,0), (Y3,2, Y2,1, ε1,0), (I3, Z3,2, I2, Y2,1, I1, ε1,0))
[6,1,1,1] ((X3,2, ε2,0), (Y3,2, Y2,1, ε1,0), (Z3,2, I2, Y2,1, I1, ε1,0, ε0,0)).
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we obtain the procedure
getKnownModule : (C2 \ C1) ∪ C3 → N+
being a realization of our task. This follows from the fact below.
Lemma. For any c ∈ (C2 \ C1) ∪ C3 , R(c) is an indecomposable Λ-module belonging to N and c(R(c)) = c.
Proof. One easily checks that R(c) ∈ N and that EndΛ(R(c)) ∼= k. Next, applying the deﬁnition of
tubular coordinates, we show that d = get_class(c), where d = dimk R(c). Now the last assertion
follows immediately since μ(R(c)) = deg(d)rk(d) = q and l < pi in all but the ﬁrst row, where c = [q, i, s, l]
(see the ﬁnal part of 2.2; the ﬁrst row case is obvious). 
6.2. Now we construct “nice” representatives of all isoclasses from D0e . In some sense this case is
completely independent of the previous one.
Denote by N¯ the subclass of modm(Λ) consisting of all representations L satisfying the following
conditions:
• all matrices L
α
(i)
1
, for i = 1, . . . , t , have only coeﬃcients 0,1,−1, and moreover λ,−λ,λ − 1, if
p= (2,2,2,2);
• all matrices L
α
(i)
j
, for i = 1, . . . , t and 1 < l pi , have only coeﬃcients 0,1.
Note that clearly N ⊂ N¯ .
First we deal with the case of algebras Λ = Λ(p), where p= (3,3,3), (2,4,4) or (2,3,6).
Consider three families {Ω in}n∈N of subsets of K0(Λ), for i = 1,2,3, where Ω in consists of all d ∈
NQ 0 satisfying the following condition:
there exist exactly two arrows α ∈ Q 1, α(i)a and α(i)b for 1 a,b pi , a = b,
such that ds(α) = dt(α) , and additionally dα(i)a = [n,n+ 1], dα(i)b = [n+ 1,n]
(hence clearly for α = α(i)a ,α(i)b either dα = [n,n] or dα = [n+ 1,n+ 1]).
Observe that Ω in ∩ Ω in′ = ∅, for n = n′ .
To any d ∈ Ω in , we associate a module F in(d) in modm(Λ), deﬁned as follows:
F in(d)α(i
′)
j
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Wn,n+1 for (i′, j) = (i,a),
Xn+1,n for (i′, j) = (i,b),
Jd0(1) for (i
′, j) = (3,1), if i ∈ {1,2},
Jd0(−1) for (i′, j) = (2,1), if i = 3,
Id jxi′
otherwise,
where Wn,n+1 = [0 In] ∈ Mn,n+1(k), and Jn(ξ) ∈ Mn,n(k) is an upper triangular Jordan block with
eigenvalue ξ . One easily checks that F in(d) is a Λ-module with dimension vector d and it belongs
to N¯ . In other words, we have the map
F : Ω → N¯ ,
given by F (d) = F in(d), for d ∈ Ω in , where Ω = Ω1 unionsq Ω2 unionsq Ω3 and Ω i =
⊔
n∈N Ω in for i = 1,2,3.
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H(i,n, s)
α
(i′)
j
=
⎧⎪⎪⎨⎪⎪⎩
Jn(0) for (i′, j) = (i, s),
Jn(1) for (i′, j) = (3,1), if i ∈ {1,2},
Jn(−1) for (i′, j) = (2,1), if i = 3,
In otherwise,
where [m] = {1,2, . . . ,m}, for m ∈ N. Again one easily checks that H(i, s,n) is a Λ-module with
dimension vector n1 and that it belongs to N¯ , so we have constructed the map
H : Ω ′ → N¯ ,
where Ω ′ = Ω ′1 unionsq Ω ′2 unionsq Ω ′3 and Ω ′ i = {i} × N+ × [pi].
Lemma.
(i) For any d ∈ Ω (resp. (i,n, s) ∈ Ω ′) the Λ-module F (d) (resp. H(i,n, s)) is indecomposable.
(ii) Let c = [∞, i, s, l] ∈D0e , n = quopi (l) and d := get_class(c). Then
(a) d ∈ Ω in and c = c(F (d)), if pi  l,
(b) d = n1 and c = c(H(i,n, s + 1)), if pi | l.
Proof. For the proof of (i) see [6, 4.1, 4.2]. To prove the ﬁrst assertions of (a) and (b) from (ii) we com-
pute d, applying formulas 2.2(∗∗∗) and 2.3 (∗). Now the equality c = c(F (d)) follows by arguments
similar to those in the proof of Lemma 6.1. Finally, c = c(H(i,n, s + 1)) since one easily checks that
there exists a non-zero map from E((s+ 1)xi) to H(i,n, s+ 1), for s ∈ {0, . . . , pi − 2}, and respectively,
from τΛE(xi), to H(i,n, pi) (cf. again 2.2(∗∗∗) and 2.3(∗)). 
In consequence, the procedure
createRk0Mod : D0e → N¯
deﬁned by the formula
createRk0Mod(c) =
{
F (get_class(c)) if pi  l,
H(i,quopi (l), s + 1) if pi | l
for c = [∞, i, s, l] ∈D0e , realizes our task in case p is as above.
6.3. The case Λ = Λ((2,2,2,2), λ).
To construct “nice” matrix representatives of isoclasses from D0e for our Λ, we apply the pre-
cise description of modules in non-homogeneous tubes for Λ′ = Λ(2,2), where Λ(2,2) = kQ (2,2) is
a hereditary (special biserial) canonical algebra of quiver type A˜2,2. Recall that in the Auslander–
Reiten quiver for Λ′ there exist exactly two rank 2 tubes, T (2,2)0 and T (2,2)∞ , corresponding to
the upper and lower arm in the quiver Q (2,2) , respectively. Moreover, the matrix presentations
of the modules from T (2,2)0 are known and they can be viewed in form of series of collection
X0(s, l) = ((Xα(1)1 , Xα(1)2 ), (Xα(2)1 , Xα(2)2 )) of matrices, for (s, l) ∈ Z2 × N+ , as follows:
X0(s, l) =
⎧⎪⎪⎨⎪⎪⎩
((Wn,n+1, Xn+1,n), (In, In)), if 2  l and s = 0,
((Xn+1,n,Wn,n+1), (In+1, In+1)), if 2  l and s = 1,
(( Jn(0), In), (In, In)), if 2 | l and s = 0,
((In, Jn(0)), (In, In)), if 2 | l and s = 1,
where n = quo2(l).
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resi :modΛ →modΛ′, Ti :modΛ′ →modΛ,
for i = 1,2,3,4, deﬁned on objects as follows:
res1(M) =
(
(A, B), (C, D)
)
, res2(M) =
(
(C, D), (A, B)
)
,
res3(M) =
(
(E, F ), (C, D)
)
, res4(M) =
(
(G, H), (−C, D)),
T1(N) =
(
(X, Y ), (Z ,W ), (XY + ZW , I), (XY + λZW , I)),
T2(N) =
(
(Z ,W ), (X, Y ), (ZW + XY , I), (ZW + λXY , I)),
T3(N) =
(
(XY − ZW , I), (Z ,W ), (X, Y ), (XY + (λ − 1)ZW , I)),
T4(N) =
(
(XY + λZW , I), (−Z ,W ), (XY + (λ − 1)ZW , I), (X, Y )),
where M = ((A, B), (C, D), (E, F ), (G, H)) is in modΛ, and N = ((X, Y ), (Z ,W )) in modΛ′ . (We ex-
tend the deﬁnitions to morphisms in a natural obvious way.) These functors have the following
properties.
Lemma.
(i) Ti(X0(0,1)) = E(xi), for any i = 1,2,3,4.
(ii) Ti(X0(s, l)) belongs to N¯ , for any i = 1,2,3,4 and (s, l) ∈ Z2 × N+ .
(iii) (T1, res1), (T2, res2), (T3, res3), (T4, res4) are pairs of adjoint k-linear functors.
(iv) The functors T1,T2,T3,T4 are full, faithful and exact.
Proof. (i), (ii), (iii). An easy check on the deﬁnitions.
(iv) Exactness of the functors is straightforward, the remaining properties follow from (iii), since
each of the functors resi differs by some equivalence from the standard restriction functor from
mod(Λ) to mod(Λ′). 
Proposition. The functors T1,T2,T3,T4 yield respectively the following equivalences
addT (2,2)0  addT ∞∞ , addT (2,2)0  addT ∞0 ,
addT (2,2)0  addT ∞1 , addT (2,2)0  addT ∞λ ,
of uniserial length k-categories. Moreover,
c
(
Ti
(
X0(s, l)
))= [∞, i, s, l]
for all i = 1,2,3,4, and (s, l) ∈ Z2 × N+ .
Proof. Observe ﬁrst that for any i = 1,2,3,4, the Λ-modules Ti(X0(s,1)), for s ∈ Z2, coincide exactly
with the quasi-simple modules in the corresponding tube of rank 2 and slope ∞ in mod(Λ) (see the
description in [10, 4.1], also (i) of the lemma). Now, by (iv) of the lemma, the ﬁrst assertion follows
from [2, Lemma 3.3].
The second assertion is an immediate consequence of the ﬁrst one, the formulas 2.2(∗∗∗), 2.3(∗)
and the equality Ti(X0(0,1)) = E(xi). 
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createRk0Mod : D0e → N¯
deﬁned by the formula createRk0Mod(c) = Ti(X0(s, l)), for c = [∞, i, s, l] ∈ D0e , realizes our task in
the case p= (2,2,2,2).
6.4. Now we summarize our consideration by presenting the complete procedure computing a
representative in N¯ for isoclass of any module from arbitrary exceptional tube.
The procedure CONSTRUCTMODULE
Fix p such that Λ = Λ(p) is a tubular canonical algebra.
Input: c = [q, i, s, l] ∈De .
Output: An indecomposable Λ-module M ∈ N¯ such that c(M) = c.
if c /∈ Dom(σ ) then {
if q = ∞ then return createRk0Mod(c);
if rk(c) = 1 then return createRk1Mod(c);
if c ∈ (C2 \ C1) ∪ C3 then return getKnownModule(c);
} else {
set (c−, c+) := σ(c);
return middleMod(constructModule(c+), constructModule(c−));
}
Final Remark. (i) The recursion in the procedure constructModule always stops, since this is
the case with the procedure branch. Note that branch(c) is not explicitly invoked during execution
of constructModule(c), but the shape of the associated trees for these two procedures for c is
exactly the same.
(ii) The correctness of constructModule, as usually for recursions, should be proved by induc-
tion on the depth of the associated tree. The correctness of values computed in the bottom is guar-
anteed by properties of the procedures createRk0Mod, createRk1Mod and getKnownModule
(see the results of this section), whereas that of the inductive step follows from Proposition 3.2 by
the constructions of B(b), in fact the functions σ , and the function E .
(iii) Note, that for c ∈D+e , the module constructModule(c) belongs to N+ .
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