In this paper, a multiphysics numerical approach for predicting the ionization level in solid rocket engine plumes is presented. Ionization takes place in the rocket combustion chamber and in the exhaust plume. A low-temperature, high-density plasma is created, with small Debye length in most of the plume region. Ambipolar diffusion is therefore assumed for ions and electrons in the plume, and a set of conservation equations is derived to be solved by the numerical model. A number of numerical strategies to resolve this system is derived, as well as a novel scheme that enforces charge neutrality. This approach is integrated into a complex code for compressible, multispecies, turbulent flow simulations. The model is then coupled with a Maxwell's equations solver in order to simulate the radar cross section of rocket plumes. Finally, computations of ionization levels and radar cross section of a Black Brant rocket plume are presented.
I. Introduction
T HERMAL ionization occurs in solid rocket chambers and exhaust plumes because of the low ionization energy of some chemical compounds present in solid propellant. Among them are alkali metals like sodium (Na) and potassium (K), which can be found in small amounts in propellant. Na and K easily lose one electron to form Na and K ions in the chamber and in the plume. A secondary combustion called afterburning occurs in the plume when combustion exhaust mix with outside oxygen, creating temperature elevations in regions and increasing production of electrons.
Because of their interest for various applications, among which is the computation of radar cross sections (RCSs) of rockets, these ionized plumes have been studied in previous work spanning four decades [1] [2] [3] [4] [5] [6] . A careful review of the nonequilibrium chemical mechanisms describing ionization in the plume can be found in [7] . More recent work on numerical simulation can be found in [8] [9] [10] . Other closely related work includes [11] [12] [13] . Nevertheless, none of these works have provided a careful description of the plasma model and of the conservation equations relevant to the problem. Moreover, previous works did not examine whether fundamental properties of the ionized flow, like charge neutrality, were verified in their computations. In this paper, we demonstrate that the mixture forms a high-density, low-temperature plasma with small Debye length in the bulk of the plume. The relevant governing equations are the ones for multispecies flows under ambipolar diffusion conditions [14] , as will be shown in the paper.
In addition, this paper presents a numerical scheme that resolves the governing equations for the ionized gas mixture. This scheme is then used to simulate the ionized plume of a Black Brant rocket at two altitudes (7.9 and 25.5 km) for two concentrations (100 and 10 ppm) of alkali metals in the propellant. Then, coupling the approach with a Maxwell's equations solver allows for the computation of the plume RCS.
The contributions of this paper are 1) a plasma model relevant to the flow in the rocket plume, 2) a numerical methodology to ensure charge neutrality in the flow, and 3) a time implicit integration scheme using an exact Jacobian, taking into account the charge neutrality constraint.
The paper is organized as follows: Section II describes the ambipolar plasma model and the conservation equations. Section III details the chemical mechanism involving charged species in the plume. Section IV presents the numerical model and the strategy used to enforce zero charge and zero current constraints in our time implicit scheme. Validations of the numerical model are presented in Sec. V, including comparison with prior work on ionized rocket plumes. Computations of a rocket plume electron concentration field and radar signature are presented in the last section.
II. Ionization Model

A. Equilibrium Composition in the Chamber
Electrons and ions are formed due to high temperatures in the rocket combustion chamber. These charged species result from the thermal ionization of small amounts of alkali metals contained as impurities in the solid propellant. Computation of equilibrium concentrations in the chamber, including ions and electrons, is performed by minimizing Gibbs free energy. To obtain these concentrations, we use the chemical equilibrium code EQUIL contained in the CHEMKIN II package. EQUIL minimizes Gibbs free energy using constrained minimization. It makes use of the propellant chemical composition, formation enthalpies of species, and other thermodynamic data.
B. Ambipolar Diffusion in the Plume
In the nozzle and in the plume, we assume that the ionized mixture forms a low-temperature, high-density plasma, so that the Debye length is small. These assumptions have been verified a posteriori and our numerical simulations have shown that the Debye length is about 10 −5 m in the bulk of the plume. Therefore, the plasma mixture must be quasi neutral and the current must be zero. An ambipolar electric polarization field must exist in the mixture to enforce zero current.
The diffusion current j is a linear combination of the species diffusion velocities and can be written in compact form as j hz; Vi where z ρ 1 z 1 ; :::;ρ n z n is the charge vector whose components ρ i z i are the elementary charge per unit volume of each species, V V 1 ; :::;V n is the vector of species diffusion velocities, n is the total number of species in the mixture, and < :; : > is the Euclidian scalar product.
Following [9] , we write the diffusion velocity vector in the form
where D is the multicomponent diffusion matrix and d ∇p 1 ∕p; :::;∇p n ∕p is the vector of partial pressure gradients normalized by the pressure. We deduce an expression for the ambipolar electric field from the zero current condition
As seen in expression (2), the ambipolar field has a purely diffusive contribution. Introducing the auxiliary matrix D D − Dz ⊗ Dz∕hz; Dzi, the diffusion velocity now reads
so that the system of conservation equations (mass, momentum, and energy) can be written as
∂ t ρy i ∇:ρy i v∇:ρy i V i m i ω i ;i 1; :::;n ∂ t ρv∇:ρv ⊗ v pI∇:Π 0;
where y i is the mass fraction of the ith species, ρ i ρy i is its mass density, ρ P ρ i is the mass density of the mixture, m i is the molar mass of the ith species, Π is the viscous tensor, and E is the internal energy per unit volume. We observe in this set of equations that no Gauss-Poisson equation is necessary to calculate the electric field because the E field is hidden inside the diffusion velocity V.I n addition, multiplying by the mass conservation equation z i for the ith species and summing on all i 1...n, we form the conservation equation for total charge per unit volume q P ρ i z i , which takes the form ∂ t q ∇:qv0. With zero charge q on all domain boundaries, we obtain that q 0. Total charge is zero everywhere. We can also remove the mass equations for one charged species from the system and replace it with equation q 0, which is the strategy we will adopt in Sec. IV.
C. Turbulent Filtering
In the plume, turbulence ensures the mixture of reactive gases with the ambient fluid. For this type of flow, direct numerical simulation is beyond the scope. Instead, we adopt the classical RANS approach to model turbulence. To derive the equations for the RANS model, we apply turbulent filtering to the fundamental equations (4) for the ambipolar mixture.
We denote by ϕ the Reynolds (time) average of any quantity ϕ, byφ ρϕ∕ ρ its Favre average, its Reynolds fluctuations by ϕ 0 ϕ − ϕ, and its Favre fluctuations by ϕ 00 ϕ −φ. Applying the Reynolds averaging operator to the ith species mass conservation equation, we obtain
Ionization chemistry is considered slow and therefore we assume ω i ρ;y 1 ; :::;y n ;Tω i ρ; y 1 ; :::; y n ; T
The Reynolds flux of y i is modeled by analogy with Fick's law using the classical Boussinesq approximation
with μ t as the turbulent viscosity, which needs to be modeled and Sc t as the turbulent Schmidt number. For momentum and energy, we use the Reynolds averaged equations described in [15] .
D. Neglecting Molecular Diffusion
For large Reynolds numbers, molecular diffusion is negligible so that the ∇:ρy i V i term in Eq. (5) is very small compared to other terms. However, even with negligible molecular diffusion, turbulent filtering by the turbulence model conserves charge, as well as the zero current constraint. This can be shown by multiplying the mass conservation equation for the ith species (4) by z i and taking the Favre average of the resulting equation.
Hence, the main conclusion of this section is that even if molecular diffusion is small compared to turbulent diffusion, the set of filtered equations has the property of ensuring charge neutrality and zero current.
III. Ionization Chemistry
We present briefly the set of chemical reactions used to describe ionization of alkali metal and in the nozzle region and plume. These reactions were obtained from previous work on ionization of alkali metals in rocket plumes [2, 7, 16, 17] . The mechanism involves the following reactions
These reactions supplement another set of chemical reactions used to simulate afterburning. This mechanism contains 17 reactions and involves 12 species (N 2 , H 2 , O 2 ,O,H 2 O, OH, H, CO, CO 2 , HCl, Cl 2 , Cl). An Arrhenius-Kooij law is used to describe the temperature dependence of chemical reaction rates
with K r as the rate constant of the rth reaction, A r as the preexponential factor, β r as the temperature exponent, and E A;r as the activation energy. The set of chemical reactions is formally written as
with S f1; ::; ng as the set of species indices, v f ij and v b ij as the forward and backward stoichiometric coefficients of the ith species in the jth reaction, and R f1; ::; n r g as the set of chemical reactions indices. Then, the stoichiometric coefficients are denoted by
The coherence of thermodynamic parameters has been thoroughly checked and compared to [18, 19] . The reverse reaction rate constants have been evaluated using the equilibrium constant obtained from thermodynamics. We have also performed validation tests described in Sec. V.
IV. Numerical Model and Charge Neutrality A. Numerical Model
The resolution of the conservation equations described previously is carried out using CEDRE, a numerical tool designed to simulate supersonic reactive gas flows [20, 21] . This tool has been used to simulate a number of problems involving liquid and solid propulsion systems [22, 23] . The solver performs calculations on unstructured meshes with cells of arbitrary geometry -in the present case, a triangular mesh with maximum refinement within the nozzle and in the plume region. The geometry is two-dimensional (2-D) axisymmetric with respect to the axis of the rocket. We have chosen a Harten-Lax-van Leer Contact (HLLC) [24] nonlinear Riemann solver that has proven very robust for the treatment of shocks and rarefaction waves. We also make use of a van Leer slope limiter to prevent spurious oscillations due to shocks. Time integration is firstorder implicit (Backward Euler) and the nonlinear system of equations is solved using a Newton-Krylov method. In fact, the system is linearized using Newton's method and the resulting Jacobian is inverted using GMRES. In addition, this solver tracks alumina particles using an Eulerian approach [25] , with coupled interactions between particle dynamics and fluid flow, including particle coalescence and atomization and particle interactions with liquid films [26, 27] .
Turbulence creation and transport is evaluated using a k-ε model that makes use of corrected coefficients to account for the 2-D axisymmetric geometry [28] . This model has proven reliable and accurate for a number of rocket flows simulations.
B. Computational Mesh
We make use of an unstructured mesh built using GMSH [29] . The mesh contains about 200,000 triangles. The mesh has been built to be more refined in the nozzle area and in the mixing layer close to the nozzle exit (see Fig. 1 ). The mesh becomes coarser with increasing distance to the nozzle, both along the axis and in the radial direction (see Fig. 2 ).
Domain decomposition is used to perform parallel computations. A total of 128 domains are used and the computation is performed on 128 Westmere cores of the ONERA Stelvio cluster. Restitution time is about 200 h and total CPU time is about 25,600 h. Although the mesh is relatively coarse, restitution time is quite long. In fact, we need to solve conservation equations for 21 chemical species, making the computation between 15 to 20 times longer than for a single gas.
C. Charge Neutrality
As previously shown, the system of conservation equations conserves charge. In addition, we show in this paragraph that the chemical production rates conserve charge by construction.
We denote by a il the number of atom l in species i, the charge being treated as an atom, and by ν r the vector of stoichiometric coefficients for the rth reaction defined by expression (10) . Then conservation of atoms in the r reaction is expressed by the relation
The chemical rate of production of the ith species, denoted by ω i ,is a linear combination of the stoichiometric coefficients. In fact, the vector of production rates can be written as
with τ r as the production rate of reaction r. Using Eqs. (11) and (12) and the linearity of the scalar product operator, we obtain ha l ; ωi0
If we choose index l to be the one corresponding to the charge of each species, i.e., a l z, it follows that charge is conserved by the set of chemical reactions. Hence, by mathematical construction, our solver should be conserving charge exactly. However, we show in the next paragraph that slope limiters used by compressible flow solvers tend to break charge neutrality in the plume.
D. Preliminary Simulations of Plume
We perform preliminary simulations in order to verify charge neutrality throughout the plume. Here, we resolve the conservation equations for all n species. Figure 3 shows three cross sections along a rocket plume computed with our numerical approach at several distances from the nozzle exit. In this figure, we compare anions (including electrons) with cations concentrations in each cross section. The anions curve is expected to match exactly the cations curve. However, we observe some discrepancy in regions of large density gradients, mostly around the edge of the plume.
This small discrepancy indicates that charge is not properly conserved at the edge of the plume. Although the system of equations satisfies charge conservation, the numerical scheme introduces nonconservation of charged species. This type of phenomenon is often observed in regions of large density gradients with flux schemes using slope limiters [30] . In the following paragraph, we present a novel strategy to resolve this problem, by numerically enforcing the charge constraint. AIAA Early Edition / GUEYFFIER ET AL.
E. Neutrality Constraint
As shown in Sec. II, a mass conservation equation for one species can be removed from the system and replaced by equation q 0.To prevent nonconservation due to slope limiters, we choose to stop transporting electron mass. In fact, small electron mass may lead to computations of quantities that are comparable to machine epsilon and risk being rounded off. Electron concentration at each space location is deduced from the concentration of ions through the q 0 constraint.
To compute the electron concentration, we write the charge constraint as
Equation (14) can be written under the form
with α i 1 as the charge number (valence) of the ith species, e as the electron elementary charge, N A as the Avogadro number, and c i as the molar concentration of the ith species. In the present case, the charged species are e−, Cl−, Na, and K so that the concentration of electrons can be deduced from (15), yielding
Electrons react with other species through the set of chemical equations presented in Sec. III. Electron concentration must be replaced by expression (16) in the computation of the production rate, as shown next. Decomposing the vector of molar concentrations as c c h ;c e− and the production rate as ω ω h ; ω e− , where h is the set of indices for the heavy species, we replace the electron concentration by expression (16) in the production rate
F. Time-Implicit Scheme
To allow for large enough time steps, we make use of an implicit time marching scheme and linearize the nonlinear system of conservation equations using Newton's method. To do so, we have to form the Jacobian of the production rate with respect to concentrations J ∂ c ω. Electron concentration must be replaced in the computation of the Jacobian by the concentrations of the ions through expression (16) and, using the chain rule, we obtain
whose elements are ∂ ch ω h ij ∂ chj ω hi ∂ ce− ω hi α j Using expressions (16) and (18) in our numerical scheme enforces exact charge conservation. Electron concentration is deduced from heavy ions concentrations and electrons react with other species through the ionization chemistry. In addition, using expression (18) leads to good convergence of the Newton-Krylov method for the time implicit scheme, whereas failing to use the exact Jacobian expression (18) leads to divergence and failure of the computations. Validations of this scheme are presented in the next section.
V. Validation A. Validation of Chemical Mechanism
We have verified that the ionization chemistry has been correctly integrated in our solver using the following test case, which in addition proves that we have used correct thermodynamic properties for the new charged species, alkali metals, and salts. We compare simulations obtained with our code (CEDRE code) of a homogeneous chemical reactor with a simulation performed using the CHEMKIN II package (SENKIN code). Initial conditions for both codes correspond to the chemical equilibrium in the combustion chamber of a Black Brant rocket. We change the temperature and pressure to the conditions at the throat, and we let the two methods relax to a new chemical equilibrium. We obtain very close results for the electron mass fraction using CEDRE and SENKIN at all times during the transient leading to the new equilibrium (see Fig. 4 ). The relative error between the results obtained using the two codes is of the order 2.10 −2 .
B. Testing Charge Neutrality Constraint
We perform a new test similar to the preliminary test described in Sec. IV. Now we make use of the q 0 charge constraint, and we enforce relations (16) and (18) in our scheme. We measure again the concentration of charged species in a cross section of a rocket plume. In this test, we want to verify that 1) charge discrepancies have disappeared and 2) charged species concentrations are of the same order of magnitude as without the constraint. Comparison of cation vs anion (including electron) concentration is shown in Fig. 5 . Note that in this calculation, the influence of alumina particles is not taken into account. Figure 5 shows that the concentrations of anions (including electrons) and cations are equal when enforcing the constraint. It also shows that the distribution of charged particles in the cross section is very similar with or without constraint. However, when the constraint is enforced, the concentration of charged particles is smaller along the plume centerline.
C. Comparison with Prior Work
We compare electron density (curve with circle symbols in Fig. 6 ) obtained with our approach for a Black Brant rocket plume at altitude 24.2 km with the results of [3] .
Data for the Black Brant rocket in this test case and for all results shown in Sec. V originate from several publications. We chose data from [31] for the total mass of propellant m p 997 kg. The total duration of the combustion phase (t 32.4 s) can be found in [32, 33] . Data from [34] helped us calculate the mass flow rate _ m 33; 62 kg∕s and the rocket specific impulse Isp 271.3 s (for a frozen expansion) and 277.3 s (for an equilibrium expansion) at altitude 24 km.
For the chamber pressure, we use p c 44.82 bar. The nozzle geometry is deduced from data in [33, 35] . The nozzle length is 23.3 in., the diameter at the nozzle entrance is 11 in., the area ratio of the exit to the throat is 7.8, and the angle of the divergent section with respect to the axis is 13.5 deg. We obtained the chemical composition of the solid propellant from [31] and verified that we obtain correct specific impulse using COPELLIA [36] , ONERA's rocket performance code. We have retained the following composition: 19% aluminum, 61% ammonium perchlorate, and 20% HTBP-polyurethane binder.
As in [3] , simulations for the validation test case were performed in the absence of alumina particles. We obtain a peak concentration of about 5.5 10 17 electrons per m 3 at 85 m from the nozzle exit (see Fig. 6 ), whereas [3] shows a maximum of about 3.10 17 electron per m 3 at about 42 m. The predicted electron concentration profiles are qualitatively similar to the ones in [3] , but our simulations show strong oscillations of charged species concentrations in the Mach disks region close to the nozzle. It should also be noted that [3] only takes into account the influence of the Na ion, whereas we take into account K, Na, and Cl−. The concentration of Na ions in the chamber appears to be about 5.10 15 molecules per m 3 in [3] , whereas it is 10 16 molecules per m 3 in our study.
Our simulations show a temperature peak of 1400 K at 85 m from the nozzle exit (see Fig. 6 ), whereas [3] predicts a peak temperature of 1700 K at the same distance (85 m). We observe in all of our simulations that the electron concentration is strongly correlated with the temperature profile. Similar correlation was observed in [7] .
VI. Results
A. Electron Density in Rocket Plume
Here, we show computation results for electron density in the plume of a Black Brant rocket at altitude 25.5 and 7.9 km. For the two computations, conditions in the combustion chamber are the same: 45.8 bar pressure and 3290.83 K temperature. Chemical composition of the gas mixture in the combustion chamber is shown in Table 1 .
The external flow conditions for the first test case at altitude 25.5 km are as follows: rocket velocity is 1547.7 m∕s, atmospheric pressure is 2350 Pa, and atmospheric temperature is 222 K. For the second test case at altitude 7.9 km, rocket velocity is 646.79 m∕s, atmospheric pressure is 12,650 Pa, and atmospheric temperature is 216.6 K. In these simulations, the influence of alumina particles has been taken into account. Figure 7 shows electron concentration at the two altitudes. For both cases, electron concentration is high in the afterburning region, where ionization reactions are activated by high temperatures, and in the turbulent mixing layer between the unburned species and atmospheric O 2 . As expected, the mixing layer grows linearly in the first region of the plume and electrons diffuse both upstream and toward the plume core until they reach the centerline.
The electron density profile is highly correlated with the temperature profile. Electron density is high in the afterburning region and in the mixing layer between exhaust gases and fresh air. In particular, maximum electron density is reached near the temperature maximum in the plume. In addition, the plume length and width increases with increasing altitude and decreasing atmospheric pressure. In fact, with increasing altitude, the nozzle becomes increasingly overexpanded and the plume becomes wider in order for the pressure near the nozzle exit to adapt to the low atmospheric pressure. Moreover, the plume length and the plume temperature decrease with increasing rocket velocity at constant altitude. In fact, with increasing rocket velocity, the difference between plume velocity and exterior velocity decreases. These effects influence the electron density in the plume and ultimately, altitude and velocity strongly influence the radar signature of solid rockets.
B. Influence of Alkali Metal Concentration
Here, we study the influence of alkali metal concentration in the propellant on ionization levels in the plume. We compare electron density in the plume at altitude 25.5 km for two concentrations of alkali metals in the propellant: 100 and 10 ppm. As expected, Fig. 8 shows decreased electron density in the plume with decreased alkali concentrations in the propellant.
C. RCS Calculations
To compute the plume RCS, we have coupled the solver described previously with an electromagnetic code computing the macroscopic Maxwell's equations in harmonic time domain. Diffusion is primarily controlled by the behavior of electrons. Electron number density is denoted by N e with N e N A c e− and electron temperature by T e .
The relative dielectric permittivity ε r is deduced from the expression (see [2, 5] )
with ω as the radar pulsation, ω P as the plasma frequency depending on the square root of N e , i (20) with k B as the Boltzmann constant, T e as the electron temperature, m e as the electron mass, N s as the number density for species colliding with electrons, and Q es as the electron-species collision cross sections. We formulate Maxwell's equations for 2-D axisymmetric geometries. Simulation cases consist of perfectly conducting bodies and of dielectric isotropic materials with or without losses (magnetic and/or electric). The problem is solved using an integral equation formulation on the boundary coupled to a differential equation formulation in the bulk [37, 38] . The integral equations are formulated with respect to the unknown scattered electromagnetic fields E and H. These integral equations read 8 > > < > > :
where E inc and H inc are the incident electromagnetic fields, E tot E E inc , H tot H H inc , n is the normal to an arbitrary closed Γ surface, k is the wavenumber, and G is the Green's function. The backscattering RCS at 26 MHz, taking into account collision frequency, is shown in Fig. 9 . The Black Brant rocket is at altitude 25.5 km and we assume that the concentration of alkali metals in the propellant is 100 ppm. The two plots correspond to the two polarizations, Theta-Theta (TT) being perpendicular to the direction of the observer and in the plane of the mesh, and Phi-Phi (PP) being perpendicular to the plane of the mesh. Here, 0, 90, and 180 deg correspond respectively to front, side, and rear aspect angle. The high level obtained for all angles but the tail angle and the dissymmetric shape show that the signature differs from the one of a conducting cylinder.
VII. Conclusions
A model describing the ionized plume of a solid rocket was presented in this paper. The conservation equations describing the ionized flow have been carefully derived and a numerical methodology to resolve these equations was developed. A time implicit scheme has been derived that enforces exact charge neutrality and zero current. Using this approach, good agreement with prior work on the ionized flow in the plume of a Black Brant rocket was obtained. In addition, the influence of altitude and alkali concentration on the ionization level in a Black Brant rocket plume was studied and the RCS of this plume was computed.
Future work will concentrate on obtaining the turbulent fluctuations of electron and ion densities in order to compute dynamic Doppler signatures. Furthermore, we will conduct in the near future a set of ground experiments and RCS measurements on a small-scale solid rocket motor. These experimental tests will provide additional validations for the numerical and physical models presented in this paper.
