ABSTRACT This paper investigates the energy efficiency (EE) maximization problem with secrecy constraints for a multi-user underlay cognitive radio network (CRN), where each single-antenna cognitive user is surrounded by a multi-antenna eavesdropper user. Specifically, we aim to maximize the EE of the cognitive base station (CBS), which is defined as the ratio of the achievable rate to total power consumption, under the quality-of-service requirement of primary user, the secrecy rate (SR) constraint of CRN and the transmit power limitation of CBS. The formulated optimization problem is nonconvex and nontrivial due to the fractional form of EE and the subtractive form of SR. To solve this complex non-convex problem, we first convert the original fractional form of the EE into an equivalent subtractive form, and then adopt the difference of two-convex functions (D.C.) method to approximate the subtractive form of SR into a convex one. Finally, a convergent iterative algorithm is proposed to obtain the optimal solution of the considered EE maximization problem. Numerical results showing the effectiveness of the proposed algorithm are given.
I. INTRODUCTION
With the rapid increase of mobile phone and wireless devices users, there is an unprecedented growth in the demand for radio spectrum. To address the conflict between the huge spectral need and spectrum scarcity, cognitive radio network (CRN) has been proposed which allows the cognitive user (CU) to share the spectrum licensed to the primary user (PU) [1] . For CRN, the energy efficiency (EE) has been considered as an important means to balance the spectral efficiency and power efficiency due to the increasing growth of data traffic and energy cost [2] , [3] . To this end, the EE maximization problem has been studied in [4] under the constraints of the total transmit power, the interference power and the system throughput. Zhang et al. [5] designed a precoding scheme to maximize the EE with guaranteed quality of service (QoS) for randomly deployed users in massive multipleinput-multiple-output (MIMO) systems with any sector size operating at either microwave or millimeter wave band. Heliot and Tafazolli [6] proposed a breakthrough approach for maximizing the EE of MIMO relay-based nonregenerative cooperative communication systems by optimizing both the source and relay precoders in CRNs. In [7] , an EE-based power allocation scheme was proposed to improve the data rate per unit energy consumption of CRN by using fractional programming. Furthermore, the authors investigated a cooperative sensing scheduling problem with the objective of maximizing the EE of CRN in [8] . The opportunity-constrained subcarrier and power allocation algorithms were proposed in [9] to improve the EE of multicast cognitive orthogonal frequency division multiplexing (OFDM) networks. Moreover, to investigate the mean EE maximization problem for the CU in the fading CRNs consisting of both CUs and PUs, Wang et al. [10] adopted PU outage probability constraint to ensure the QoS of PUs and considered both the peak and mean transmit power constraints for CUs.
Apart from the efficiency, information security is a critical issue in wireless communication. One of the most common scenarios is that the confidential information sent through the CRN is eavesdropped by a third party called eavesdropper user (EU) [11] . To protect the secure communication, the physical layer security (PLS) has been proposed against eavesdropping [12] . Chen et al. [13] analyzed the secrecy performance of an amplify-and-forward (AF) relay network, and provided the approximate expressions of the secure communication for diversity analysis. Wen et al. [14] presented physical layer approaches to defend against security threats in CRN, which are valid not only for the attacks in the PLS but also for those in the upper layer. Zou et al. [15] compared both single and multiple relay selection schemes to improve the security-reliability trade-off in their proposed CRN. Considering a multiple-input-single-output (MISO) CRN in the presence of multiple eavesdroppers, the secrecy throughput maximization problems were investigated in [16] . But in [11] - [16] only PLS in the CRNs has been considered. In contrast, Ouyang et al. [17] discussed security EE based on optimal beamforming (OBF) and zero-force beamforming (ZFBF) schemes and achieved a tradeoff between secrecy rate (SR) maximization and EE maximization in an underlay CNR. Furthermore, Ouyang et al. [18] proposed a secrecy EE beamforming scheme for a distributed amplify-and-forward relay network against multiple coordinated eavesdroppers to maximize the secrecy EE, where an iterative algorithm was proposed to find the near-optimal solution. However, the above works did not consider the scenario with multi-antenna EU and multiple CU-EU pairs. Motivated by this observation, we aim to maximize the EE of multi-user CRN in the presence of multi-antenna EU.
In this paper, we first formulate an optimization problem to maximize the EE while meeting the quality-of-service (QoS) requirement of PU, the SR constraint of CRN and the transmit power constraint at the base station. Then, we convert the original non-convex fractional form into an equivalent subtractive form and use the difference of two-convex functions (D.C.) approximation to obtain a convex problem. Next we develop a two-layer iterative algorithm to solve the simplified optimization problem. Finally, numerical results are given to demonstrate the effectiveness of the proposed scheme.
The remainder of this paper is organized as follows: In Section II, the system model is introduced and the EE maximization problem is formulated. A BF scheme is proposed to obtain the optimal solution of the formulated EEM problem in Section III. Simulation results and discussions are given in Section IV. Finally, conclusions are drawn in Section V.
Notations: Vectors or matrices are represented in bold letters, (·) H the conjugate transpose, |·| the absolute value, · F is defined as the + is defined as max{x, 0}; and CN 0, σ 2 represents a complex Gaussian random variable with zero mean and covariance σ 2 .
II. PROBLEM FORMULATION
As illustrated in Fig. 1 , we consider an underlay CRN with multiple users and multiple eavesdroppers (MUME), in which one cognitive base station (CBS) utilizes the same spectrum as the PU to transmit its confidential messages to K CUs, and each CU is surrounded by an EU that attempts to overhear these confidential messages. It can be viewed as the multicast wiretap channel with multiple destination and eavesdropper pairs [19] . Furthermore, we also assume that CBS has N t and EU has N e antennas, while PU and CUs are each equipped with a single antenna. At time t, the CBS transmits signal
thus the signal received at the k − th CU can be expressed as
where w k is the downlink BF vector of CU k , h c,k is the fading channel vector between CBS and CU k , and n c,k (t) is the additive white Gaussian noise (AWGN) with zero mean and variance δ 2 c,k . From (1), the sum achievable rate (AR) of CUs can be calculated as
where
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Meanwhile, the total power consumption at CBS for downlink transmissions can be modelled as [9] 
where ρ > 1 denotes the power amplifier inefficiency coefficient, P A the circuit power used by each antenna at CBS, and P B the basic power consumed by CBS.
To balance the sum AR and the total power consumption of the considered MUME CRN, we adopt EE as the performance metric, which is given by [9] 
Due to the broadcast nature of the wireless communication, the confidential signal x k (t) is overheard by EU k and the received signal at EU k can be written as
where G e,k is the fading channel matrix between CBS and EU k , and n e,k (t) ∼ CN 0, δ 2 e,k I N e is the AWGN. Thus, the AR of EU k can be expressed as
To protect the security of cognitive transmission, the SR for CU k , which is defined as the difference of AR between CU k and EU k [11] , should be guaranteed above the security threhold R min
In addition, the interference temperature I p from CBS to PU should be limited below a predefined threshold I th p to protect the QoS of PU, and is given by
Our interest is to optimize the BF vecters w k , k ∈ K that maximizes the EE of CRN under the requirements of the EU's security and PU's QoS. Hence, we formulate the EE maximization problem with three constraints: the secure transmission requirement for each CU, the interference control for PU and the transmit power limitation of CBS, namely,
where P max c denotes the maximum allowed transmit power of CBS. Due to the fractional form of η EE and the subtraction expression of R sec k , the objective function (10a) and secrecy constraint (10b) are non-convex, and the optimization problem (10) is very difficult to solve. In the following section, we will propose an iterative algorithm to solve the above problem.
III. PROPOSED SOLUTION
To tackle the problem (10), we first consider the following non-fractional form
and give the following theorem. Theorem 1 : The optimization problems (10) and (11) are equivalent if and only if f η * EE = 0, where η * EE is the maximum EE.
Proof: Please see Appendix A. The above theorem reveals that if we can find η * EE satisfying f η * EE = 0, the solution to optimization problem (10) can be obtained by solving the equivalent problem (11) .
By defining W k = w k w H k and adding an non-convex constraint Rank (W k ) = 1, the optimization problem (11) can be rewritten as
which can be further re-organized as
Since log 2 () is a concave function, the objective function (13a) and the constraint (13b) are in D.C. form and still non-convex.
Let
and
the problem (13) can be reformulated as
Then, by applying the D.C. approximation method [20] , we can first approximate g 1 (W k ) by its first-order Taylor series expansion at the feasible solutionW k as follows,
where ∇g 1 W k is the gradient of g 1 (W k ) atW k , as given by
By substituting (18) into (17), one can obtain
In the same manner as deriving (19), we can also approximate
where ∇g 2 W k is the gradient of g 2 (W k ) atW k which can be derived as
By substituting (21) into (20), we have
Substituting (19) and (22) into (16a) and (16b) respectively, the optimization problem (16) can be converted into an approximate optimization problem as
Theorem 2: With or without constraints (12e), the rank-one optimal solution of problem (23) always exists.
Proof: Please see Appendix B. Then, by applying Theorem 2, the rank-one constraint (12e) can be ignored since the optimal solution W * k satisfies the rank-one property. Hence, the optimal solution of problem (23) can be obtained by solving the following problem:
Algorithm 1
The Proposed BF Scheme to Obtain the Optimal Solution for Problem (10)
Function 1 Outer layer iteration
Inner layer iteration with η l and η h respectively to find w l k and w h k , and compute the corresponding f (η l ) and f (η h ). 
where ς is the preset tolerance;
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Obtain the optimal rank-one solution w k fromW
In (24), the constants of (23) have been removed because they have no effect on the solution of (23) . Now, problem (24) is convex, and it can be efficiently handled by available convex software, such as CVX [21] . Based on Theorems 1 and 2 and the D.C. approximation, we now design a two-layer iterative algorithm to optimize BF solution for the considered EE maximization problem as VOLUME 6, 2018 summarized in Algorithm 1. At the outer layer, we apply the golden search method to find η * EE in the interval 0, η up EE . Here, η up EE is an upper bound for η EE that can be obtained by using the inequality Tr (AB) ≤ Tr (A) Tr (B). At the inner layer, for the given η EE , we solve (24) to obtain the optimal solutions W k , k ∈ K, which are used to update the value of f (η) for the next outer iteration. The convergence behavior of the outer iteration based on the golden search has been well studied, and the convergence of the inner iteration is guaranteed by Theorem 3 below.
Theorem 3: The iteration of the proposed algorithm yields an ascending sequence of feasible solutions which converge to the optimal solution of (10).
Proof: Please see Appendix C. Computational Complexity: According to the procedure of Algorithm 1, the overall computational complexity to compute the optimal solution is determined by the iteration number, the variable size and the number of constraints. For a given convergence tolerance ς , the iterations excluding convex programming require computation of O log η 
Since problem (24) has one N t × N t matrix variable, the interior point method needs at most O N 3.5 t log 1 ς calculations at each inner iteration. As a result, the worst-case computational complexity can be roughly given by
IV. SIMULATION RESULTS
This section provides some simulation results to confirm the validity of the proposed BF scheme. Here, we assume that each fading channel follows Rayleigh distribution and the covariance of AWGN is set to δ 2 = f N o , where f is bandwidth and N o is noise spectral density. The distance from CBS to PU, CU and EU are set as d p = d c = d e = 500m. All simulation parameters are listed in Tabel 1. Fig. 2 depicts the average EE of the CRN versus the CBS transmit power constraint P max c with different values N t and N e when K = 2 and R sec min = 0bit/s/Hz. The curves of EE are averaged over 1000 random channel realizations. It is seen that as P max c increases, the average EE increases significantly in the 20-30dBm region, and gets stable in 30-40dBm region. This is because the proposed method ceases the allocation of transmit power to avoid sacrificing the achieved maximum EE. One can also observe that the average EE of the proposed BF scheme increases with N t and decreases with N e . This is because increasing N t improves the diversity gain of the main channel, while increasing N e improves the degree of freedom of the wiretap channel which results in increasing more power to guarantee the security and thus causing the reduction of EE for the CRN. Fig. 3 , the EE increases with K . The performance improvement is due to that the proposed scheme guarantees the security of each CU and thus achieves higher sum AR of the considered CRN when the number of CUs increases. It is also seen that the average EE decreases with R sec min for the proposed BF scheme. It is because a larger value of R sec min yields more transmit power used to improve PLS, resulting in the reduction of EE for the CRN. Fig. 4 plots the average EE of the proposed scheme compared to the SR maximization scheme [22] and the EE maximization scheme [4] . Here we set N t = N e = 2, K = 2 and R sec min = 0bit/s/Hz. It is observed that the EE perfor- mance of the proposed BF scheme is similar to that of SR maximization scheme in the 20-30dBm region, revealing that the full power transmission of both schemes can achieve the maximum EE. After attaining the maximum EE, the proposed BF scheme outperforms the SR maximization scheme with increasing P max c . This is because the proposed method stops allocating the transmit power to avoid sacrificing the maximum achievable EE, while the SR maximization scheme continues to increase the transmit power to achieve higher SR. Finally, the proposed scheme gives a significant improvement in EE as compared with the scheme in [4] , which focuses only on the EE and ignores the existence of the multiple EUs.
V. CONCLUSION
In this paper, we have studied the EE maximization problem in an underlay CRN in the presence of multiple CU-EU pairs. As the originally formulated optimization problem is nonconvex, we first convert the original fractional form of EE into an equivalent subtraction form, and present a D.C.-based method to transform this non-convex form to an approximated convex one. Then, a two-layer iterative algorithm has been designed to solve the considered EE maximization problem which converges to the optimal BF weight vectors. Finally, numerical results have been given to show that the proposed BF scheme can significantly improve the energy efficiency of CRN, demonstrating the effectiveness of our proposed BF scheme.
APPENDIX A PROOF OF THEOREM 1
First, supposing that (10) has an optimal solution w k , one can obtain
Then, based on the fact P T (w k ) ≥ 0, one can further obtain
It is easy to see from (A2) and (A3) that the maximum value of (11) can be zero under the optimal solution w k . In addition, by settingw k as the optimal solution of (11) satisfying R sec k (w k ) − η * EE P T (w k ) = 0, we can also obtain the following inequality,
Hence,w k is also the optimal solution of (10).
APPENDIX B PROOF OF THEOREM 2
Due to the non-convex rank-one constraint (12e), the problem (23) is still non-convex and difficult to solve. To deal with it, we first introduce the following lemma [24] . 
where A ml , X l , C l are K * K Hermitian matrices and b m is a real number. The detailed information associated with how to generate a rank-constrained solution can be referenced to [24] . Based on Lemma 1, we prove Theorem 2 as follows. Suppose the optimal solution of Problem (24) is W † k . We first prove that W † k is feasible for problem (23) as follows. Since the number of constraints in problem (23) is more than that in problem (24) , the constraints of problem (23) is tighter than those of problem (24) , and a feasible solution of problem (23) must be feasible for problem (24) , which indicates that W † k is feasible for problem (23) . Then, according to Lemma 1, there exists an optimal solution W † k for problem (24) such that 
