Abstract-An unsplit implementation of higher order perfectly matched layers (PMLs) using a recursive integration approach is presented. The formulation, which is based on the complex coordinate stretching of space, is developed for a general complex frequency-shifted stretching function but is applicable to PMLs employing the standard stretching function or a mixture of either types. The approach results in the development of two general formulae that could be used to easily generate PML correction equations for any PML order. Numerical results from finite-difference time-domain models are presented to illustrate the validity of the approach.
I. INTRODUCTION
T HE perfectly matched layer (PML) absorbing boundary condition has been the primary technique of choice in terminating finite-difference time-domain (FDTD) [1] , [2] computational grids since its introduction by Berenger in 1994 [3] . A number of different interpretations and implementations of the PML [4] - [7] have been presented over the years and the application of the complex frequency-shifted (CFS) stretching function [8] has been shown to alleviate some problems in dealing with inhomogeneous waves close to the boundary [9] - [12] . The introduction of the CPML formulation by Roden and Gedney [13] made the CFS-PML a lot more simple to implement and a computationally attractive option. A comprehensive overview of PML theory is given by Berenger in [14] . More recently, a recursive integration-based CFS-PML formulation has been introduced for elastic and electromagnetic-wave problems [15] , [16] .
In an attempt to combine the benefits of a standard PML stretching function with the ones of the CFS one, Correia and Jin [17] have introduced a second-order PML formulation using a split-field approach. More recently, Gedney and Zhao [18] have introduced an auxiliary differential equation (ADE) approach for CFS-PML that is extended to multiple-pole PML stretching functions. It has been shown that a second-order PML, especially one that combines a standard and a CFS stretching function, could provide enhanced performance when compared to either standard or CFS-PML on their own [17] , [18] .
In this paper, the recursive integration approach to the development of the CFS-PML formulation [16] function. The final result is to develop two general formulae that can be used to easily generate any order of a PML that is required. Numerical results from 2-D and 3-D FDTD models are presented to illustrate the effectiveness of the approach. Although, much higher order PMLs are easy to obtain, using the general formulae in this paper, the increased complexity of the resulting stretching function makes their optimization a rather arduous task. Therefore, unless the benefits are significant, the computational cost most likely will not justify the use of higher order PMLs than the second. This paper does not address this issue of optimization of higher order PMLs. Furthermore, increasing the degrees of freedom by using multiple-pole PML stretching functions could, on one hand, facilitate the design of more absorptive stretching functions but, at the same time, the stability of the implementation could be potentially compromised. Therefore, setting the parameters of a higher order PML should be performed carefully and by ensuring that no field amplifying or space contracting terms are created by the higher order PML stretching function.
II. THEORY
The exposition closely follows the development of RIPML as presented in [16] . The projection of Maxwell-Ampere's and Maxwell-Faraday's equations in the frequency domain and in stretched coordinates are
where and are the th-order PML stretching function defined by (4) where , and and denote the order of the PML stretching function. The individual terms that make up the higher order PML are of the general form [8] (5) Introducing (1) and (2), the simple variable transformation (6) results in (7) 0018-926X/$26.00 © 2011 IEEE (8) Examining (7) and (8) , it is easy to see that in a PML region, where , they can be interpreted as the normal Maxwell-Ampere and Maxwell-Faraday equations with additional field-dependent currents as follows: (9) (10) where these currents are given by (11) (12) with , , and . The key concept of RIPML is to efficiently calculate and in (9) and (10) which then will lead to a simple implementation of the RIPML as a correction that can be applied to the electromagnetic fields after updating the complete FDTD computational grid using standard FDTD equations. Here, only the procedure of obtaining for an th-order PML will be discussed. Expressions for , , and can be derived completely analogously.
With reference to (11) and with , by making the substitution for results in (13) Using (4) in (13) gives (14) A set of functions is then defined for (15) and these lead-using (13) in (15) in order to eliminate -to establish the following relations: (16) followed by: (17) for and, finally (18) By substituting as defined in (5) in (16), the calculation of proceeds as follows: (19) multiplying both sides of (19) by results in (20) According to the concept of RIPML as discussed in [16] after division of (20) by , rearranging and grouping similar terms gives (9) are evaluated at the same time instance as the magnetic-field components while the and terms in the time-domain version of (10) are evaluated at the same time instance as the electric-field components. Therefore, after assuming that the magnetic-field components are evaluated at half steps (i.e.
) and that all field quantities are zero for , by applying the extended trapezoidal rule [19] in (22) gives (23) Rearranging (23) gives (24) which when solved for , results in (25) Therefore, can be easily obtained by
The summation memory variable is introduced in order to hold the required value of the numerical approximation of the integral at the previous time step.
can simply be updated in the same computational loop after the application of the RIPML "correction procedure" to the FDTD field components in the PML regions by (27) However, by substituting (26) into (27), can be eliminated from the update of which is then obtained by
Examining the relations defined by (17) , it is obvious that with an analogous procedure as the one used in the calculation of all remaining with can be calculated by a general form of (26) (29) and similarly all with can be updated by a general form of (28) (30) Finally, using a similar approach as on (18), can be calculated as (31)
In terms of computer storage, only the memory variables are required as and can be calculated on the fly during the PML correction loop and there is no need to store them in computer memory. Moreover, using appropriate substitutions and noticing that depends only on and on , all terms can be completely eliminated from (31). Doing so, results in the following compact formula for the RIPML correction (i.e.
) for any PML of order :
Using a similar approach, the requirement for explicitly calculating can be removed from the update of as well (33) for and
Keeping in mind that an empty product and an empty sum in (32) and (33) are equal to one and zero, respectively, the formulae for the first-and second-order RIPMLs can be easily obtained by applying (32) and (33):
A. First Order 
These formulae are the same as the ones reported in [16] .
B. Second Order
followed by the updates for and
It is important to note that after the correction of the field component by , the update of the memory variables must proceed in inverse order (i.e., starting from and progressing to ). After the normal update of the fields, these PML-dependent currents need to be applied only in the PML regions. In terms of memory requirements, extra memory variables are required per stretched coordinate derivative. So, a second-order RIPML requires twice the memory of the first order. The RIPML formulation is equally applicable with the standard PML stretching function by just letting . By applying RIPML as a correction to the already updated FDTD field components in a PML region, the update of the corner regions requires no extra effort, and the implementation in FDTD codes is greatly simplified.
III. NUMERICAL RESULTS
In this section, the results from two numerical examples are presented to demonstrate the effectiveness of the proposed higher order PML formulation. However, the values for the parameters of stretching functions of higher order PMLs should be decided carefully [17] , [18] and having, as a guiding principle, not only the improvement of the performance but also, the prevention of unconditional instabilities that potentially could arise when higher order PMLs are employed. Since the stretching function becomes more complex in its formulation, a careless choice of parameters could introduce instabilities.
Following the analysis by Berenger in [10] , a waveform in a PML medium for a 2-D TE case is given by where and as and , irrespective of their order and complexity, can always be cast in such a form. For the general case, encompassing both propagating and evanescent waves, the angle is complex and could be set as . Considering just an -directed PML and, therefore, assuming that , (37) becomes
Using the identities
and the rotated coordinate system as depicted in Fig. 1 , the waveform becomes
This equation describes a waveform propagating in the direction and evanescent in as described in [10] for a CFS-PML stretching function. There are two phase terms and two absorbing terms. A more detailed discussion on the role of these terms for a standard and a CFS-PML can be found in [14] . From a PML's stability point of view, by examining these terms, and because for evanescent waves [14] , it is easy to conclude that for a stable PML formulation, it is required that and
From (43), it is clear that the real and imaginary parts of the PML stretching function are involved in the attenuation of an evanescent wave along the -directed PML although their contribution will strongly depend on the value of . Considering a purely propagating mode
only the imaginary part of the PML's stretching function is involved in attenuating the waveform. However, if the real part that is involved in the phase term does not fulfill the condition in (44), it will result in providing a real physical "contraction" of space which, in a conditionally stable FDTD algorithm, will lead to instability. Obviously, by using a higher order PML, there is greater flexibility-due to the increase of the degrees of freedom-in designing the PML to suit a particular problem. However, it is not as clear at the moment that orders higher than the second might be very useful or justify the extra computational burden. Since traditional PMLs are very efficient in absorbing propagating waves, and CFS-PMLs work very well in the presence of evanescence waves, a combination of the two, which produces a second-order mixed PML, appears to be an attractive option for a range of problems. This has been discussed in the context of a split-field second-order PML in [17] and an ADE-CPML formulation more recently in [18] .
The two numerical experiments presented here are similar to the ones reported in [17] and compare the performance of a standard PML, a CFS-PML, and a second-order mixed PML with stretching functions (50) which is always greater than zero. The first term offers frequency-independent absorption as in the standard PML stretching while the second term offers a CFS-PML-like absorption for low-frequency evanescent waves when . The third term tends to zero when and to a constant value for high frequencies .
A. Line Source Over Finite 2-D PEC Sheet
Fig . 2 presents the 2-D numerical test. Replicating the example reported in [17] , a -directed electric current source was centered over a 100-cell-wide thin PEC sheet in a FDTD grid. The time variation of the source is given by (51) where 26.53 ps and . The grid was built using uniform 1-mm square cells, and a time step of 0.99 as obtained by the Courant limit was used. As shown in Fig. 2 , the electric field is probed at location A three cells away from the PML boundary. The error relative to a reference solution-calculated using a sizable grid (1200 1200 cells) in order to eliminate any influence from the boundaries-is given by the formula
The errors from three implementations of RIPML are presented in Fig. 3 . These were calculated from the output at point A and for a PML size of 10 cells. In the case of a standard PML, the parameters for were set to , employing a polynomial grading of order 4 and 8 with the same order of polynomial grading as used for . The value of is given by [9] (53)
The parameters for the CFS-PML where with a polynomial scaling of 3, and 11 with the same polynomial scaling and 0.05 as a constant value. Finally, for the mixed second-order PML, the parameters were set to 1, 0, and , where 0.09
where is zero at the inner PML interface and 1 at the edge of the computational grid, and 0.175 150 , 2.5 150 , 7. In Fig. 4 , the errors obtained from the second-order RIPML unsplit formulation presented here and the split-field secondorder PML formulation introduced by Correia and Jin [17] are compared. It is clear that both formulations exhibit very similar performance and error levels.
B. 3-D Response From a Thin PEC Plate
As illustrated in Fig. 5 , the response by an elongated thin 25 100-mm PEC plate due to a Hertzian dipole current source placed one cell above one of its corners has been computed in order to evaluate the RIPML performance [9] , [17] . The FDTD grid was comprised by uniform cells with 1 mm and the simulation was run for 2100 iterations with a time-step 1.906 ps. The excitation provided by a -directed Hertzian model terminated with a second-order PML obtained using the RIPML implementation and the split PML implementation as described in [17] . dipole had a time signature and parameters as given by (51). The -directed electric field at the opposite corner from the source's location and at 1 mm away from the plate was monitored. The test domain was built using 51 126 26 cells that included a 10-cell-thick PML. A reference solution was calculated by employing a much larger domain that afforded 78 free-space cells between the scatterer and the PML boundaries. In the test domain, there were only three free-space cells left between the plate and the PML boundaries. In Fig. 6 , the time-dependent error that was calculated in the same way as for the 2-D case using (52) is presented for standard PML, CFS-RIPML, and the second-order RIPML. For the standard PML stretching function, the parameters were set to 11 and and these were scaled using a fourth-order polynomial scaling. In the CFS-PML, the same polynomial scaling was used but with , , and the value of was set to 0.05. For the second-order RIPML, the stretching function parameters were set as defined for the 2-D example but with setting 0.275 , 2.75
, and 0.07 instead. It is clear from Fig. 6 , that the second-order RIPML improves the overall performance of the boundary condition for the 3-D case as well.
IV. CONCLUSION
Using a recursive integration approach, a general formulation for a multiple-pole higher order PML that is a combination of a number of CFS or standard stretching functions is possible. The second-order PML offers increased performance when compared to a single-pole PML implementation. However, optimizing higher order PMLs is not a simple process, and instabilities can occur if the parameters are not selected properly. Therefore, ensuring that the conditions in (44) are enforced is vital. The use of higher order PMLs than the second needs to be justified against the increase in computational cost, and further research is required to establish if such PMLs could offer a substantial performance increase to justify this increase in resources. The proposed approach is very easily adaptable to new and existing FDTD algorithms as it is applied as a simple correction to the relevant field quantities after the complete FDTD grid has been updated using the normal FDTD update equations. Since the formulation is media agnostic, it could be applied without change to problems involving dispersive and anisotropic media.
