In this paper we study a specific subclass of abstract elementary classes. We construct a notion of independence for these AEC's and show that under simplicity the notion has all the usual properties of first order non-forking over complete types. Our approach generalizes the context of ℵ0 -stable homogeneous classes and excellent classes.
Introduction
The context of abstract elementary classes, introduced by Shelah in [18] , encompasses much of current model theory. It consists of a pair (K, K ), where K is a class of models in a fixed language τ and K is a notion of substructure extending the submodel relation, satisfying natural properties; mainly closure under isomorphism, closure under Tarski-Vaught chains, and the existence of a cardinal LS(K), called the Löwenheim-Skolem cardinal, such that for any A ⊂ A ∈ K there is A ′ K A containing A of size |A| + LS(K). The relation K yields a natural notion of K -embedding f : A → B , which are those embeddings such that f (A ) K B .
To study a particular class K of models in applications, there may be several choices for K . Some of these may be more suitable, for example the class K may have amalgamation under some notion of K but not under others. The main idea of this paper is to consider a natural property of K , called finite character, which is responsible for a good global behavior of (K, K ). We demonstrate here by introducing a good independence relation, proving stability transfers, the existence of saturated models, and developing simplicity. Almost all examples of abstract elementary classes have finite character, but we also provide one example which doesn't.
In order to explain what we mean by finite character, let us consider a class K of models of a first order theory T with K taken as , the elementary submodel relation. (M od(T ), ) is the prototypical example of an abstract elementary class. For A ⊂ B we have A B if and only if tp(ā/∅, A ) = tp(ā/∅, B), for each finiteā ∈ A . We call this property finite character; the relation depends on only finite amounts of information at a time (we used to call this property 'locality' but changed it as it clashes with other notions, see Baldwin's book [1] ). The same property holds if we replace first order by any logic whose formulas have a finite number of free variables. Now consider an abstract elementary class K with amalgamation and arbitrarily large models. This is essentially the context of Jónsson and Fraïssé [11] . In this context, we can define types semantically: For A 1 , A 2 ∈ K , andā 1 ∈ A 1 ,ā 2 ∈ A 2 , we can define
if there exist a model B ∈ K and K -embeddings f ℓ : A ℓ → B such that f 1 (ā 1 ) = f 2 (ā 2 ). This induces an equivalence relation under amalgamation, and we call the resulting equivalence class, written tp g (ā/∅, A ), the Galois types ofā in A . Galois types generalize the usual notion of types, defined as sets of formulas. We say that K has finite character, if K satisfies the condition above using tp g instead of tp .
In this paper, we study abstract elementary classes with finite character under slightly stronger amalgamation properties: we assume that K has disjoint amalgamation and that there exists a prime model over the empty set. We consider the case where K has countable downward Löwenheim-Skolem number and assume that K is ℵ 0 -stable. This setting generalises the ℵ 0 -stable first order and homogeneous case, as well as excellent classes.
Because of amalgamation, K has a well-behaved monster model M in the sense that if f : A → B is a K -embedding and A , B K M are small compared to the size of M then f extends to an automorphism of M. But we can do better. Shelah's Presentation Theorem states that there is a countable language τ * expanding τ , such that K is the class of reducts to τ of models of a first order theory T * omitting a prescribed set of types Γ . Moreover, if A τ * B are models of T * omitting all types in Γ then A ↾ τ K B ↾ τ . Under our assumptions, we are able to show that there are arbitrarily large homogeneous models of T * omitting all types in Γ . Therefore, the monster model M can be chosen as the reduct of a homogeneous M * . We obtain even better properties (see Theorem 2.18 ). This allows us to apply some of the methods of homogeneous model theory, in spite of the fact that we lose stability in the language τ * . We use this in the proof of symmetry and to have good control over indiscernible sequences.
The second main idea of this paper is to consider weak types. It is not difficult to see that the Galois types over the empty set we introduced earlier correspond to orbits of the automorphic group of the monster model M. Working inside the monster model, we can generalize this idea and consider the Galois type of any finite sequenceā over any set B , written tp g (ā/B), which is simply the orbit ofā under the group of automorphisms of M fixing B pointwise. Now givenā,c ∈ M and B ⊆ M, we say that tp w (ā/B) = tp w (c/B) if and only if tp g (ā/B ′ ) = tp g (c/B ′ ) for each finite B ′ ⊆ B . This induces an equivalence relation and we call the equivalence class tp w (ā/B) the weak type ofā over B . It follows immediately from the definition that if two weak types differ, they differ over a finite set. It is clear that Galois types and weak types coincide over finite sets, but we can also show that weak types and Galois types coincide over countable models.
We then consider a natural notion of splitting for weak types and are able to prove many of the usual properties over ℵ 0 -saturated models: local character, finite character, transitivity, and stationarity. We can also prove the countable extension property. To find nonsplitting extensions to larger sets, we consider additional assumptions. For example, we obtain the full picture under categoricity (Corollary 4.21): Theorem 1.1 Assume that K is categorical in some cardinal above the Hanf number. Then the independence relation based on splitting satisfies, in addition, the extension property and symmetry over ℵ 0 -saturated models.
Definition 2.5 (Prime model)
We say that (K, K ) has a prime model (or prime model over ∅)if there is A P ∈ K such that for each A ∈ K there is a K -embedding f : A P → A .
Clearly joint embedding property follows from amalgamation and prime model.
To define finite character we use the following concept of A -Galois type.
Definition 2.6 (A -Galois type)
For A , B ∈ K andā ∈ A ,b ∈ B we say
if there is C ∈ K and K -embeddings f : A → C and g : B → C such that f (ā) = g(b).
With finite character, we can decide whether a model is a K -submodel of another model by only looking at all finite parts of it.
Definition 2.7 (Finite character) We say that an AEC (K, K ) has finite character, if it satisfies the following: If, A , B ∈ K , A ⊂ B , and for each finiteā ∈ A we have that tp g (ā/∅, A ) = tp g (ā/∅, B), then A K B.
Clearly the converse always holds, i.e. if A K B , then tp g (ā/∅, A ) = tp g (ā/∅, B) for every finiteā ∈ A . We will mostly use finite character when looking at mappings f : A → B , where A K B . This assumption gives a sufficient and necessary condition for the mapping to be a K -embedding. This is a key property for our notion of type to be close enough to Galois types. is equivalent for f being a K -embedding.
Proof: Clearly from 2.1 it follows that f is a τ -embedding. By the definition of a Kembedding and finite character we get that f is a K -embedding if and only if tp g (f (ā)/∅, f (A )) = tp g (f (ā)/∅, B)
for each finiteā ∈ A . Since f : A → f (A ) is an isomorphism, we have that tp g (f (ā)/∅, f (A )) = tp g (ā/∅, A ) for everyā ∈ A , and furthermore since A K B , tp g (f (ā)/∅, f (A )) = tp g (ā/∅, A ) = tp g (ā/∅, B).
Thus f is a K -embedding if and only if 2.1 holds.
Finally we define our concept of finitary abstract elementary class.
Definition 2.9 (Finitary abstract elementary class)
We say that an abstract elementary class (K, K ) is finitary, if it satisfies the following:
1. LS(K) = ℵ 0 . Amalgamation has been found essential in the study of abstract elementary classes. We want the models of the class to be 'algebraically closed' 1 and thus require the disjoint amalgamation property. We use disjointness of the amalgamation in Lemma 2.16 to get the amalgamation property also for the class K * with extended vocabulary. Respectively Prime model is needed to guarantee that the class K * has the joint embedding property. Prime model can be replaced with any assumption that guarantees this. We are also going to assume ℵ 0 -stability after defining our notion of type in section 3, and thus we assume that the Löwenheim-Skolem number is ℵ 0 .
(K,
The main example of a finitary AEC is a so called excellent class defined in [17] . In the most general case an excellent class might not have a prime model, but the commonly considered atomic excellent classes do have it. Other properties of an excellent class are studied for example in [12] . Also an ℵ 0 -stable homogeneous class, see [15] for the definition, is a finitary AEC, if we assume the existence of a prime model. We note that if we consider any ℵ 0 -stable homogeneous class or any excellent class, we can take the class of ℵ 0 -saturated models of this class, and the new class does have a prime model. The next remark shows that if L is any logic with the property that any formula φ ∈ L has only finitely many free variables, K is a set of structures in the vocabulary of L and K is the elementary substructure relation in L, then (K, K ) has finite character.
Remark 2.10
Assume that L is a logic such that every formula φ ∈ L has only finitely many free variables. Let K a set of structures of the vocabulary of L, and L the relation defined for A , B ∈ K such that A L B if A ⊂ B and for each φ ∈ L and finitē
Proof: Let A , B ∈ K such that A ⊂ B and for every finiteā ∈ A we have that
) and then by the definition of a K -embedding we have that
). This shows the claim.
The following example defines an abstract elementary class (K, K ), which has the disjoint amalgamation property, LS(K) = ℵ 1 , and it does not have finite character. This class is also (LS(K), λ)-tame for each uncountable λ . 2 We divide a model A with two predicates P 0 and P 1 , and then attach to every element in P A 0 a unique infinite subset of P A 1 . When A K B , we demand that if a subset named byā ∈ A is countable, B does not add anything to the set. Example 2.11 Let R be a binary relation and P 0 , P 1 unary. When A is a model of vocabulary {R, P 0 , P 1 } and a ∈ A , denote R(a, A ) = {b ∈ A : (a, b) ∈ R A }. Let K be those models A of this vocabulary that satisfy
2. If R(a, b), then P 0 (a) and P 1 (b), 3. R(a, b) and R(c, b) imply a = c,
1 See bounded closure in section 5.1, especially Lemma 5.20. From disjoint amalgamation it follows that for a model A , bcl(A ) = A .
2 See Definition 4.10
A is a substructure of B ,
if a ∈ P
A 0 and R(a, A ) is countable, then R(a, B) ⊂ A and 3. if b ∈ P A 1 , a ∈ B and R(a, b) holds, then a is already in A .
This example does not have finite character, since we may take two countably infinite sets A and B , where A ⊂ B and there is exactly one element b ∈ B \ A . Let a 0 be an element in A . If we take
A if and only if a 1 = a 0 and a 2 = a 0 , and similarly for R B , we get that A = (A,
is not in A , we have that A K B . Although for every finiteā ∈ A we can K -embed b into A and fixā a 0 . Thus tp g (ā/∅, A ) = tp g (ā/∅, B) for every finiteā ∈ A . This contradicts finite character. Other details of the example are left to the reader.
From now on we assume that (K, K ) is a finitary abstract elementary class. We recall the assumptions needed in the beginning of each section and again in every theorem.
Assumption 2.12
We assume that (K, K ) is a finitary abstract elementary class.
Extended vocabulary τ * and the monster model
This section is based on ideas due to Shelah. In [17] he shows that an abstract elementary class is actually a so called PC-class. Similarly, we introduce an extended vocabulary with some Skolem-functions, and show a version of Shelah's representation theorem. Using disjoint amalgamation and prime model, we will get a monster model with very good homogeneity properties respect to types in the extended vocabulary. This will be used first time when proving symmetry for splitting in section 4, and then again when considering strongly indiscernible sequences in section 5. Amalgamation, joint embedding, arbitrarily large models and finite character give the monster model another homogeneity property we call K -homogeneity. Definition 2.13 For n, k < ω , let F k n be a k -ary function symbol, τ * = τ ∪{F k n : n, k < ω} and K * be the class of all τ * -structures such that for A ∈ K * :
(c) Let (a i ) i<ω be a fixed ordering on A P . The mapping f :
Items 2(c) and 2(d) ensure that two models A , B ∈ K * satisfy the same atomic sentences, and thus ((
By induction on the size of B we can prove the following, see [2] for the proof.
Lemma 2.14 If A ∈ K * and B ⊂ A a subset such that B is closed under functions
Remark that if A , B ∈ K * and f : A → B is a τ * -embedding, then f : A ↾ τ → B ↾ τ is a K -embedding. This follows from Lemma 2.14, since an image of a model in an embedding is closed under functions.
Of course from Lemma 2.14 it follows that if B is a τ * -submodel of A ∈ K * , then also B ↾ τ K A ↾ τ. Thus the properties 1.-5. of definition 2.1 hold for K * where K is replaced with the τ * -submodel relation.
Lemma 2.15 For every
Proof: We have to define functions (F k n ) A so that they satisfy the conditions in Definition 2.13. We do that by defining functions by induction on ℓ(ā), and for allā ∈ A of the same length simultaneously, with the exception that all functions on the constants F 0 i are determined by the definition. Otherwise we notice that Aā of Definition 2.13 need not to depend on the ordering ofā, thus we let (F
A (β(ā)), whenever β :ā →ā is a bijection. Also if the elements ofā are already contained in some shorter sequenceā ′ , we let Aā equal Aā′ .
Let f be a K -embedding of the prime model A P into A and (b i ) i<ω be the fixed ordering on A P . We define (F 0 i ) A = f (b i ) for each i < ω . Now also all functions on the constants are determined by 2(d) of Definition 2.13.
for eachā of length less or equal to n and for all i < ω . Then define functions for eachb ∈ A n+1 . We want to check that permutation does not affect the choice of Ab , thus we order A n+1 and compareb ∈ A n+1 with the previous ones. Letb ∈ A n+1 and assume we have defined functions for the previous
. If the elements of the sequenceb are already contained in some shorter sequencē b ′ ,b is a permutation of some previousb
Otherwise we do the following. Since LS(K) = ω , there is Ab ∈ K such that |Ab| ≤ ω , Ab K A and F ⊂ Ab , where F is the countable set
We let ((F n+1 i ) A (b)) i<ω enumerate Ab . When we have defined functions for eachb ∈ A n+1 , we see that Aā ⊂ Ab wheneverā ⊂b .
Lemma 2.16 (K
then there is C ∈ K * and f : A ∪ B → C such that f ↾ A and f ↾ B are τ * -embeddings.
Proof: Denote (A ∩B) A to be the closure of (A ∩B) under functions (F k n ) A , k, n ∈ ω , and (A ∩ B) B respectively. Now by the assumption (A ∩ B) A and (A ∩ B) B are isomorphic over A ∩ B and by Lemma 2.14 belong to
We may use the disjoint amalgamation property of K and find C ∈ K , and a map f
as induced by f ′ . We can do this, since functions induced by A on f ′ (A ) and B ′ on f ′ (B ′ ) agree on the intersection. Then we can define functions in
This mapping is well defined, since when a
As a corollary we get the following property.
Corollary 2.17 (K * -joint embedding) For any A , B ∈ K * , there is a model C ∈ K * and τ * -embeddings f : A → C and g : B → C .
The proof is easy, since by taking isomorphic copies if necessary, we may assume that A and B are disjoint. We also have that A and B satisfy the same atomic τ * -sentences.
With K * -amalgamation and finite character we may construct a monster model. The proof for this theorem is the usual Jónsson-Fraïssé construction.
Theorem 2.18 Assume that (K, K ) is a finitary AEC. Let µ be a cardinal. There is M * ∈ K * such that:
and for each i 0 , ..., i n < α and ψ atomic τ * -formula,
We denote M = M * ↾ τ . In the case of AEC with amalgamation and joint embedding, K -homogeneity is the ability to extend K -embeddings f : A → M, when A K M, to automorphisms of M. By finite character, when A K M, a mapping f : A → M is a K -embedding if and only if it preserves types of finite tuples as stated in 3.
The next remark follows clearly from the homogeneity of M * . 3. For all n < ω and indexes i 0 , ..., i n ∈ I there is an automorphism f of M * such that
Remark 2.19 Let
We define also τ * -type and τ * -order-indiscernible here. Definition 2.21 (τ * -order-indiscernible) Let (I, <) be a linear ordering. We say that a sequence (ā i ) i∈I is n-indiscernible over A if for each i 0 < ... < i n−1 ∈ I and j 0 < ...
We say that the sequence is τ * -order-indiscernible if it is n-indiscernible for each n < ω .
In the following lemmas we recall two properties of homogeneous classes. These are results to produce and extend τ * -order indiscernible sequences, and will be used later in sections 4 and 5.
Lemma 2.22
There exists a cardinal λ such that for each countable A and a set {ā i : i < λ} there exists a sequence (b i ) i<ω such that it is τ * -order-indiscernible over A and for each n < ω there are i 0 < ... < i n < λ such that
Lemma 2.23 Let (ā) i<ω be a τ * -order-indiscernible sequence over A and (I, < ′ ) a linear ordering. There are tuples (c i ) i∈(I,< ′ ) in M such that for each n < ω and i 0 < ′ ...
We call the cardinal λ of Lemma 2.22 the Hanf number, written H . We can calculate that H = (2 ℵ 0 ) + .
Weak types
From now on we will assume that everything takes place in a large enough monster model M, which is the restriction of the homogeneous monster model M * to the vocabulary τ . If we say that A is a model, we mean that A ∈ K and A K M. We also assume that we can apply the homogeneity and universality properties of Theorem 2.18 to every model and set under discussion. When A is a set, we denote Aut(M/A) = {f ∈ Aut(M) :
We don't use the extended vocabulary τ * in this section, and thus the disjointness of the amalgamation is not needed here and prime model can be replaced by joint embedding. All the results in this section hold for an AEC with amalgamation, joint embedding, arbitrarily large models, countable Löwenheim-Skolem number and finite character.
We use the standard notion of a Galois type, except that we define it also over arbitrary sets, not only models. 
In the following we define our notion of type with built-in finite character. Our notion of type is called a weak type, since equality of weak types is a weaker notion than equality of Galois types. If two tuplesā andb in the monster model have same weak type over some model A , that does not guarantee that there is an automorphism sendingā tob and fixing A pointwise. In section 4 we will see that under tameness and ℵ 0 -stability we will gain also the automorphism. Only ℵ 0 -stability is needed to find the automorphism when A is countable, see Theorem 3.12. Over finite sets, equality of weak types and equality of Galois types always coincide. We also want to define a dependence relation, where dependencies are between finite tuples. Therefore we need a concept of type, which talks only about finite sets.
When we work inside the monster model M, we just write tp
In the following lemma we consider ℵ 0 -unions of Galois types. Finite character is used to fill the gap between the corresponding result in homogeneous classes and what can be done in general AEC with amalgamation and joint embedding. The sets A n in the lemma are not necessarily models, and thus without finite character we don't know whether the union n<ω F 0,n ↾ A n is a K -embedding. The requirement that n<ω A n is a model can not be removed, see e.g. [21] , where a counter example is given.
Lemma 3.4 Let (A n : n < ω) be an increasing sequence of sets such that n<ω A n is a model in K . Let (b n ) n<ω be finite sequences, ℓ(b n ) = n , such that
Then there exists an increasing sequence (c n : n < ω), i.e.c n ↾ m =c m for m < n < ω , such that
Suppose that F i,j have been constructed with i < j ≤ n . Then by assumption there exists
, for each n < ω . Notice thatc n is an increasing sequence by (2) since
And finally t(c
We mention separately this weaker version of the previous lemma.
Corollary 3.5 Let (A n : i < ω) be an increasing sequence of sets such that n<ω A n is a model in K . Let (b n ) n<ω be finite sequences of the same length, such that
Then there exists a tupleā such that
Now we introduce a new assumption for (K, K ). From now on we will assume that (K, K ) is an ℵ 0 -stable finitary abstract elementary class.
The standard notion of ℵ 0 -stability is that there are at most countably many Galois types over a countable model, and we call this standard notion ℵ 0 -Galois-stability. Our ℵ 0 -stability clearly follows from ℵ 0 -Galois-stability, and Theorem 3.12 will show that in our context the two notions agree.
By ℵ 0 -stability, there are countable ℵ 0 -saturated models. Using finite character, we can show that ℵ 0 -saturated substructures of M are K -substructures.
Lemma 3.8 Assume A is a countable set and the following holds: for each finite
Proof: Let B K M be countable and ℵ 0 -saturated. Let A = {a n : n < ω} and B = {b n : n < ω}. Define inductively sets A n and B n and automorphisms f n such that for each n < ω
Let f 0 = Id ↾ M, A 0 = ∅ and B 0 = ∅. Then assume we have defined f m , A m and B m for m ≤ n . By ℵ 0 -saturation there exists g ∈ Aut(M) such that g(f n (a n )) ∈ B and g ↾ B n = id Bn . Then by the assumption there exists h ∈ Aut(M) such that h ↾ A n ∪ {a n } is the identity and h(f
Then we get that
With a similar back-and-forth construction, taking A 0 = B 0 = E , we can prove that two countable ℵ 0 -saturated models containing a finite set E are isomorphic over E , and thus by K -homogeneity of M, also automorphic over E . If both A and B are models, finite character is not needed for this. In particular, two countable ℵ 0 -saturated models are isomorphic. Now we introduce some tools for proving theorem 3.12.
Definition 3.9 (Weakly isolated type) We say that a type tp Proof: Write A = A ∪ {a n : n < ω}. Suppose, for a contradiction, that the conclusion fails. We will construct a tree of types to contradict ℵ 0 -stability. We construct an increasing sequence of finite sets (A n : n < ω) and sequences c η , for η ∈ <ω 2, such that
We do this by induction on n = ℓ(η). For n = 0, this is easy.
By definition of weak type, we can find A n+1 finite, containing A n ∪ a n such that (4) holds. This construction is enough: By Corollary 3.5 and (3), for each η ∈ ω 2 there exists d η realising tp w (c η↾n ā/A n ), for n < ω . We note that finite character is necessary here, since the finite sets A n are usually not models. Let η = ν ∈ ω 2 and let n maximal such that η ↾ n = ν ↾ n but η(n) = ν(n). Then by (4) and definition of d η , we have
This implies that there are continuum many types over A which contradicts ℵ 0 -stability.
Lemma 3.11 Assume that A = {ā i : i < ω} is a countable model andā a finite tuple. Then there areb i , i < ω and finite A i , i < ω , such that:
Proof: We construct an increasing sequence of finite subsets A n ⊆ A and an increasing sequence of finite tuplesb n such that (1)- (4) hold. We do this by induction on n < ω . For n = 0, do as (1). Assume thatb j , A j have been constructed for j ≤ n . By ℵ 0 -stability, we can find {c j i : i < ω, j ≤ n} realizing all the Galois types over A j ∪b j , for j ≤ n . Let d n = (c j i ) i,j≤n . By Lemma 3.10 there exists A n+1 finite with A n ⊆ A n+1 ⊆ A and there existsb ′ d′ realizing tp
We may assume that A n+1 contains a n . Since tp
by induction hypothesis, we may also assume thatb ′ =b n . Letb n+1 =b nd ′ . Then (1), (2), (3) are satisfied. Finite character is used to show (4) in the form of Lemma 2.17. Let c ∈ M and B ⊆ A ∪ n<ωb n finite. By (2), A = n<ω A n , so there exists n < ω such that B ⊆ A n ∪b n . Then tp w (c/A n ∪b n ) is realized by some c j n , and hence belongs tob j+1 for some j . We are done with the construction.
Finally we prove the result that equality of weak types and equality of Galois types coincide over countable models.
Theorem 3.12 Let (K K ) be an ℵ 0 -stable finitary AEC. Assume that A is a countable model and tp
Proof: Let B be a model as in Lemma 3.11, containing A ∪ā. We will find an embedding f : B → M with f ↾ A = id A such that f (a) = b, and for each finitec ∈ B ,
This is enough by finite character: By K -homogeneity there exists an automorphism F of
In order to do this, we construct an increasing sequence of tuples
such that b ′ 0 = b and for each n < ω we have
holds by assumption sinceb 0 = a. Suppose we have constructedb ′ n such that (*) holds. We have in particular tp
We claim that (*) holds forb ′ n+1 . We assume the contrary and let B ⊂ A be finite such that tp
and thus since g(b
But tp w (b n+1 /A ∪ā) is weakly isolated over A n+1 ∪ā, and we get that
, we have a contradiction. This shows the claim. This construction shows that there exists an isomorphism f : B → A ∪ n<ωb ′ n which is the identity on A , preserving types of finite tuples, such that f (a) = b . Now we can improve the result of Corollary 3.5. If A is a model of size ℵ 1 and we have a set of coherent types over all finite subsets of A , we can findā such that tp w (ā/A ) extends all the types. We note that such type is also unique, due to the finite character of weak types.
Lemma 3.13 Assume
is an K -increasing chain of countable models such that A α = i<α A i , when α is a limit ordinal. From Corollary 3.5 we get for each i < ω 1 a tupleā i such that tp g (ā i /A) = tp g (ā A /A) for each finite A ⊂ A i . Now if j < i, we get from finite character of weak types that tp w (ā i /A j ) = tp w (ā j /A j ). Then we get from Theorem 3.12 that also tp
Then we do a similar construction as in Lemma 3.4. We define automorphisms g i , i < ω 1 , such that
, and we have an automorphism
Case 2: α is a limit ordinal. The mapping i<α (g i ↾ A i ) : A α → M extends to an automorphism F . Every finite A ⊂ A α is included in some A i for i < α , and g
As a corollary we get that K has (ℵ 0 , ℵ 1 )-compact weak types in the sense of [1], i.e. if A i are countable models and tp w (ā i /A i ) increasing types for i < ω 1 , then there isā realizing all the types.
Splitting and ℵ 0 -saturation
In the following we define our notion of splitting for weak types. This differs from the notion of splitting for Galois types over models, which has been traditionally studied in the context of abstract elementary classes, and thus we might call this notion weak splitting. Although, to shorten the notation, we choose to call it splitting and just say that a weak type splits over a finite set. Definition 3.14 (Splitting) We say that the weak type tp
We say that suchc,d witness the fact.
We now define a first notion of independence based on splitting. 
The proof for the following theorem is standard for ℵ 0 -Galois-stable AEC with amalgamation and joint embedding. Only here we have an a priori weaker notion of ℵ 0 -stability, and thus use the stronger version of the lemma considering unions of Galois types, provided by finite character. However, finite character is essential in proving this property for weak types. Proof: We first observe, that whenever tp w (ā/A) splits over finite E ⊂ A , there is f ∈ Aut(M/E) and finite
and both extend tp w (ā/E). This is true, since ifc,d ∈ A witness the splitting, we can take f ∈ Aut(M/E) mappingc tod , and then take
Ifā and f (ā) would have same weak type over E ′ , we would gain g ∈ Aut(M/E ∩ {ā}) mappingc tod , a contradiction. Now suppose that tp w (c/A ) splits over every finite subset of A . We first show that we may assume, without loss of generality, that A is countable: Construct an ≺ K -increasing sequence (A n : n < ω) of countable submodels of A such that tp w (c/A n+1 ) splits over every finite subset of A n : This is possible since having constructed A n , the weak type tp w (c/A ) splits over every finite subset of A n . Since there are only countably many finite subsets of A n , we can choose countably many witnesses to splitting and find A n+1 extending A n containing all these witnesses. Then tp w (a/A n+1 ) is as desired. This is enough: Let A ′ = n<ω A n . Then A ′ is countable and tp w (a/A ′ ) splits over every finite subset of A ′ .
So assume that A is countable and write A = {a n : n < ω}. We construct finite partial isomorphisms f η : A η → B η , and automorphisms F η extending f η , for η ∈ <ω 2, such that letting c η = F η (c) we have:
5. B ηˆ0 = B ηˆ1 and tp w (c ηˆ0 /B ηˆ0 ) = tp w (c ηˆ1 /B ηˆ1 ).
6. If η ∈ ω 2 then n<ω B η↾n is a model. This is enough: For each η ∈ ω 2 there exists d η realizing tp w (c η↾n /B η↾n ), for each n < ω by (4), (6) and Corollary 3.5. Let B = η∈ <ω 2 B η . Then B is a countable set and
This is possible: Suppose that f η : A η → B η and F η have been constructed. Since tp w (c/A ) splits over every finite set, then tp w (c η /F η (A )) splits over B η . Hence, by the above observation, there is B ′ ⊆ F η (A ) finite containing B η and G an automorphism which is the identity on B η such that
, which we may assume contains a n+1 by monotonicity. Let F ηˆ0 = F η , F ηˆ1 = G • F η , and define f ηˆ0 , f ηˆ1 by restriction (both extend f η since G is the identity on B η ). To see (6) , let η ∈ ω 2 . The mapping
preserves types of finite tuples, and thus is a K -embedding by finite character.
As a corollary of Theorem 3.16, we get that there is noā and (A n : n < ω) such that n<ω A n is a model and tp w (ā/A n+1 ) splits over every finite E ⊂ A n .
In the following theorem we prove some basic properties for splitting. Countable extension: By definition and Theorem 3.16, it is enough to prove the second statement.
By monotonicity, we may assume that B = B is an ℵ 0 -saturated model. Since both A and B are countable and ℵ 0 -saturated, there is f ∈ Aut(M/E) such that f (A ) = B . Now tp w (f (ā)/B) does not split over E by invariance.
Let C ⊂ A be an arbitrary finite subset.
• h maps f (ā) toā and fixes C pointwise. Since C was arbitrary, we get that tp w (f (ā)/A ) = tp w (ā/A ), and may takeb = f (ā).
Stationarity: Let C ⊂ B be an arbitrary finite set. Let Eā ⊂ A be a finite set such that tp w (ā/B) does not split over Eā and similarly Eb ⊂ A for tp
Then by the choice of Eā we have an automorphism fā ∈ Aut(M/Eā ∪ {ā}) such that fā ↾ C = f ↾ C . Similarly we get fb ∈ Aut(M/Eb ∪ {b}) such that fb ↾ C = f ↾ C . Finally we use the assumption that tp w (ā/A ) = tp w (b/A ) to get an automorphism g ∈ Aut(M/f (C)) sendingā tob . When we combine these mappings we get an automorphism h = fb
) and since C ⊂ B was an arbitrary finite set, we get that tp w (ā/B) = tp w (b/B).
Transitivity:
The " ⇒ "-direction follows from monotonicity. We prove the other direction first assuming that all the sets are countable. Let E ⊂ A be a finite set such that tp w (ā/
Finite character: The first statement follows immediately from the definition and monotonicity. We prove the second statement.
Other direction is clear by monotonicity. Assume thatā ↓ 
We get by transitivity that tp w (ā/A ∪ B 0 ) does not split over E . Since this holds for every finite B 0 ⊂ B , we get that t w (ā/A ∪ B) does not split over E .
We can prove a stronger version of Theorem 3.17(4). The proof is similar. Since Galois types and weak types agree over countable models, we can actually improve Theorem 3.17(4) to include extensions of types over ℵ 0 -saturated models up to size ℵ 1 . Then
Extension property
In this section (K, K ) is ℵ 0 -stable finitary AEC. With only the assumptions we have set up so far, we can not prove that our notion of independence has all the properties we need to continue. Especially we need symmetry over an ℵ 0 -saturated model. This we can gain if we assume H -extension property, formulated in 4.1. In this section we first prove symmetry using this property as an assumption, show that H -extension implies λ -extension for arbitrary λ and then discuss what more natural assumptions would imply this property. We also consider the existence of weakly saturated models.
Definition 4.1 (λ -extension property) We say that (K, K ) has the λ -extension property if the following holds: Let A be an ℵ 0 -saturated model and let B contain A , |B| < λ . Assume that tp w (ā/A ) does not split over finite subset E . Then there existsb realizing tp w (ā/A ) such that tp w (b/B) does not split over E .
We note that when A is a model, by Theorem 3.16, there always exists a finite subset E such that tp w (ā/A ) does not split over E . We say that (K, K ) has the extension property, if it has the H -extension property. Then it also has λ -extension property for every λ , by Proposition 4.4.
Symmetry
The proof for symmetry is standard from first order and homogeneous model theory. We make a counter assumption, define a long linear ordering using H -extension property and finally contradict ℵ 0 -stability. Here we use the homogeneity of the model M * .
After proving symmetry we use it to show that H -extension property implies λ -extension for all λ . Proof: We construct such a sequence by induction. Letā 0 =ā andb 0 =b . Assume we have foundā i ,b i for each i < α . Now we use Theorem 3.16 and the λ -extension property to getā α andb α such that
From monotonicity we get thatā α b α ↓ s Aā i for each i < α and thusb α ↓ s Aā i for each i < α . First we claim that
The proof of this claim is much similar to the proof of stationarity in 3.17. If β = α , the claim follows from the definition ofā α andb α . Thus let β < α . Sinceā 0 ↓
Let C ⊂ A be an arbitrary finite set. Since A is ℵ 0 -saturated, there exists an automor-
Finally we combine these automorphisms to h 2
To prove this, we assume the contrary. Let β ≤ α and E ⊂ A be a finite set such that 
Here we use the homogeneity of M * to see that similarity of τ * -types imply similarity of Galois types, so that the new sequence still has the splitting condition. When we denote B = A ∪ {(ā i ,b i ) : i ∈ Q}, B is countable and if i, j ∈ R and i = j , tuples (ā i ,b i ) and (ā j ,b j ) have different weak type over B . This contradicts the ℵ 0 -stability assumption.
We use symmetry and again the model M * to show that H -existence property implies λ -existence property for every λ . Using Lemmas 2.22 and 2.23 and the homogeneity of M * , we can find a sequenceb j , j < κ , such that it is τ * -order-indiscernible over A and that ( * ) for every n < ω there are i 0 < ... < i n < H and
Proposition 4.4 Assume that (K,
First we claim the following:
If not, then there arec ∈ A and i 0 < ... < i k < ... < κ, k < ω , such that for all k < ω , c ↓ From now on we will refer to H -extension property as extension property.
Saturated models
We prove some results considering the existence of saturated models. We say that a model A is weakly saturated, it every weak type over a subset of size strictly less than |A | is realized in A . We say that a model A is ℵ 1 -saturated, if for every countable A ⊂ A andb , the Galois type tp g (b/A) is realized in A . Due to Theorem 3.12, this is equivalent to saying that every weak type tp w (b/A) over countable A ⊂ A is realized in A .
When (K, K ) is finitary, ℵ 0 -stability implies κ -stability also for every uncountable cardinal κ . The result follows from stationarity as in the first order case. Definition 4.5 We say that (K, K ) is κ -stable, if for every |A| ≤ κ and a sequence (ā i ) i<κ + , there are i 0 ,j 0 < κ + such that tp w (ā i0 /A) = tp w (ā j0 /A).
Theorem 4.6 Assume that (K, K ) is finitary and stable in ℵ 0 . Then it is also κ -stable for every infinite κ .
Proof: Let A be of size κ . We may assume that A = A is an ℵ 0 -saturated model. Let (ā i ) i<κ + be a sequence of tuples. For anyā i there is finite E i ⊂ A such that t w (ā i /A ) does not split over E i . There are only κ -many finite sets E ⊂ A . Then there is a subsequence (ā ij ) j<κ + such that t w (ā ij /A ) does not split over the same finite set E for each j < κ + . Let A 0 K A be ω -saturated and countable such that E ⊂ A 0 . Then by ω -stability, there are only countably many weak types over A 0 . Thus there are some tuplesā iα ,ā i β , α, β < κ
We note that under tameness this result implies also stability respect to Galois types, see Theorem 4.11. Our first result considering saturated models says that there always are weakly saturated models of size greater or equal to the Hanf number. The extension property is not needed to show this. Proof: Since for each infinite A , the number of weak types over A is |A|, there is an increasing sequence (A i ) i<λ·λ of ℵ 0 -saturated models such that |A i | < λ for all i < λ · λ and every weak type over A i is realized in A i+1 . Let A = ∪ i<λ·λ A i . We claim that A is as wanted. For this let A ⊆ A be of power < λ andā be any finite sequence of elements of the monster model. We need to findb ∈ A such that tp w (b/A) = tp w (ā/A). If λ is regular then the existence ofb follows immediately from the construction. So we assume that λ is a limit cardinal and λ > ℵ 0 .
Let γ < λ · λ be such thatā ↓ s Aγ A . Let α = γ + H · |A| + < λ · λ . Since for eachc ∈ A , there is i < α such thatc ↓ Ai A α and cf (α) > |A|, there is γ ≤ β < α such that for each c ∈ A ,c ↓
A , as above, we have foundb . So we may assume that for allb i there isc i ∈ A such thatb i ↓ s A βc i . By the pigeon hole principle we may assume that there isc ∈ A such that for allb i ,
For a fixed i, sinceb i ↓ Since |α \ β| ≥ H , as in the proof of Theorem 4.3, we get a contradiction with ℵ 0 -stability.
As a corollary we get the following.
Corollary 4.8 Let (K, K ) be a finitary AEC, stable in ℵ 0 , and let λ ≥ H . Then there is an ℵ 1 -saturated model of size λ .
Our second result shows that if (K, K ) has in addition the existence property, we have a weakly saturated model in every infinite cardinal. The proof uses symmetry.
Theorem 4.9 Assume that (K, K ) is a finitary AEC, stable in ℵ 0 and has the extension property. Then there is a weakly saturated model in every infinite cardinal λ .
Proof: Clearly we may assume that λ > ℵ 0 . As in the previous proof, we have an increasing sequence (A i ) i<λ of ℵ 0 -saturated models such that |A i | < λ for all i < λ and every weak type over A i is realized in A i+1 . Again we claim that A = ∪ i<λ A i is as wanted. For this, we take A ⊂ A of size strictly less than λ and someā ∈ M. We may assume that λ is a limit cardinal. Let γ < λ be such thatā ↓ s Aγ A , and let α = γ + |A| + < λ . As in the previous proof, since cf (α) > |A|, there is γ < β < α such thatc ↓ 
Tameness
Tameness is one property that implies the extension property. Both of our main examples, excellent classes and ℵ 0 -stable homogeneous classes, have it. We could also take tameness as one of our assumptions for a finitary abstract elementary class, but we choose not to do so, since the assumption would be really needed only to prove that the class has the extension property. We also think that tameness as an assumption seems quite strong, since it considers such a complicated concept as the automorphism group of the monster model. Extension property for weak types has a more local nature, and also H -extension is usually relatively easy to check in particular examples. The study of tame ℵ 0 -stable finitary AEC's will also give a nice theory, due to the fact that Galois types and weak types will then agree over arbitrary models, see Theorem 4.11. This gives an improvement of tameness: If A is a model and tp g (ā/A ) = tp g (b/A ), then there is finite A 0 ⊂ A such that tp g (ā/A 0 ) = tp g (b/A 0 ). Now similarly as in 3.13, only by induction on |A |, using Theorem 4.11 instead of Theorem 3.12, we can prove the following lemma. In homogeneous model theory, this property is sometimes called weak compactness, only there we need not assume that A is a model.
We say that (K, K ) is tame if it is (LS(K), λ)-tame for each cardinal λ ≥ LS(K).

Simply, if (K,
K
Lemma 4.12 Assume (K,
K ) is tame, finitary and stable in ℵ 0 . Let A be a model, and suppose that for each finite A ⊂ A there isāA such that if B ⊂ A , then tp g (ā B /B) = tp g (ā A /
B). Then there isā such that for each finite
As a corollary we get that a tame, finitary and ℵ 0 -stable (K, K ) has (λ, κ)-local and (λ, κ)-compact Galois types in the sense of [1] for every λ and κ . Even better, any increasing chain of types over sets (not necessarily models) A i , i < κ, such that ∪ i<κ A i is a model, has a unique realization. Now we get the full extension property as in Remark 3.19. As a corollary we get the following.
Corollary 4.14 Assume that (K, K ) is a tame ℵ 0 -stable finitary AEC. Then (K, K ) has a notion of splitting with the following properties: We remark that if (K, K ) is a tame ℵ 0 -stable finitary AEC, Theorems 4.9, 4.11 and 4.13 imply that there is also a saturated model in each infinite cardinal respect to Galois types. To emphasize this, state it as a theorem. We say that a model A is Galois saturated, if every Galois type over a subset of size strictly less than |A | is realized in A . 
Categoricity
Another theorem tells us that we can imply extension property also from κ -categoricity for suitable κ .
Definition 4.16
We say that (K, K ) is κ -categorical, if whenever A , B ∈ K and |A | = |B| = κ , then A and B are isomorphic.
Another theorem of Shelah's tells us that ℵ 0 -stability is implied by κ -kategoricity for any uncountable κ , see for example [1] for the proof. For convenience we define λ -dense to be the concept that is usually called λ -dense without endpoints.
Definition 4.18 Let (I, <) be a linear ordering and C, D ⊂ I . When c < d for each c ∈ C, d ∈ D , we denote C < D . We say that (I, <) is λ -dense, if for each C, D ⊂ I , |C|, |D| < λ and C < D , there is i ∈ I such that C < {i} < D , and for each C ⊂ I , |C| < λ , there are i, j ∈ I such that {i} < C < {j}. We say that (I, <) is dense, if it is ℵ 0 -dense.
The result in 4.19 is also due to Shelah, see [19] or [1] for a simpler proof. For completeness, we sketch the proof here. Proof: By Theorem 4.17, (K, K ) is also ℵ 0 -stable. By stationarity, we may assume that A is countable. From 2.22 we get that there is a countable τ * -order-indiscernible sequence in M, and from 2.23 also a τ * -order-indiscernible (I, <), where I ⊂ M, |I| = κ and (I, <) is a dense linear order. Let SH(J) denote the closure of J ⊂ I with τ * . The set B ∪ {ā} is included in B for some model B of size κ . From κ -categoricity we get that B and SH(I) are isomorphic. Thus we may assume that B ∪{ā} ⊂ SH(I). We have that B ⊂ SH(K) for some K ⊂ I such that |K| = λ . We assumed that A is countable, and thus A K SH(J) for some countable J ⊂ I . Since I is dense, we may assume that (J, <) ∼ = (Q, <) and we may also assume that SH(J, <) is ℵ 0 -saturated. By countable extension there isā ′ ∈ M such that tp w (ā ′ /A ) = tp w (ā/A ) and tp w (ā ′ /SH(J)) does not split over E . Since SH(I) is ℵ 1 -saturated by categoricity, we may assume thatā ′ is in SH(I).
By Lemma 2.23 we have that I is a suborder of a τ * -order-indiscernible λ + -dense linear order in M * . We call this order I + . Let i 0 < ... < i n−1 ∈ I and functions F By λ + -density of I + and density of J we find j 0 < ... < j n−1 ∈ I + such that
Finally letb be generated from j 0 , ..., j n−1 asā ′ was from i 0 , ..., i n−1 , that is
where j r qs = j k if and only if i r qs = i k in 4.4. Now for every finite J 0 ⊂ J there is order -preserving f mapping j k to i k for every 0 ≤ k < n such that f ↾ J 0 = id J0 . Also for every finite K 0 ⊂ K \ J 0 we can extend this mapping such that it maps K 0 to J . Since every order-preserving partial map f : I + → I + extends to an automorphism F ∈ Aut(M * ), we get that tp w (ā/A ) = tp w (b/A ) and tp w (b/B) does not split over E .
If (K, K ) is categorical in some λ ≥ H , we get by Corollary 4.8 that there exists an ℵ 1 -saturated model in λ , and then by Proposition 4.19 that (K, K ) has the H -extension property. By Proposition 4.4 we get the following.
Theorem 4.20 (Extension property)
Assume that (K, K ) is finitary and categorical in some κ ≥ H . Then (K, K ) has the λ -extension property for all λ .
Corollary 4.21
Assume that (K, K ) is a finitary AEC, categorical in some κ ≥ H . Then (K, K ) has a notion of splitting with the following properties: We remark that by Theorems 4.9 and 4.20, categoricity above the Hanf number implies that there are weakly saturated models in each infinite cardinal.
Strong splitting
In this section we assume (K, K ) to be a finitary abstract elementary class, stable in ℵ 0 and has the extension property. Chapters 5 and 6 follow closely the paper [7] . We will replace the notion of strong indiscernibility defined in [7] with a slightly weaker notion (a priori), but this will not affect most of the proofs. We define a Morley sequence using weak types instead of Galois types. 
Lemma 5.2 Let (ā i ) i<α be a Morley sequence over a countable ℵ 0 -saturated model A . Then for every n and i 0 < ... < i n < α we have that tp g (ā 0 , ..., a n /A ) = tp g (ā i0 , ...,ā in /A ).
Proof: Since A is a countable model, by Theorem 3.12 it is enough to show that tp w (ā 0 , ..., a n /A ) = tp w (ā i0 , ...,ā in /A ). We do the proof by induction on n . When n = 0, the claim follows from the definition. Assume that the claim holds for all i 0 , ..., i m−1 < α . If i m = m , the claim is trivial. Assume that i m > m and let E ⊂ A be finite such that tp w (ā im /A ∪ {a i : i < i m }) does not split over E and tp w (ā m /A ∪ {a i : i < m}) does not split over E . Then let C ⊂ A be finite.
Since A is ℵ 0 -saturated, we have an automorphism
, and from the choice of E we get
We note that under tameness the above Lemma holds not only for a Morley sequence over a countable ℵ 0 -saturated model A , but for a ℵ 0 -saturated model A of arbitrary size. Lemma 5.3 Let E be a set, I a sequence of tuples such that i = j impliesā i =ā j , and ℵ 0 + |E| ≤ λ < |I|. Then there is an ℵ 0 -saturated model A of size λ containing E and subsequence (ā i ) i<λ + ⊂ I such that it is a Morley sequence over A .
Proof: Construct an K -increasing chain of ℵ 0 -saturated models E ⊂ A i , i < λ + , of size λ such that for limit i, A i = j<i A j and a subsequence (ā i ) i<λ + ⊂ I such that a i ∈ A i+1 \ A i . This is possible since |I| ≥ λ + . For each i there is some finite E i ⊂ A i such that tp w (ā i /A i ) does not split over E i . We may define f :
We note that f is a decreasing function and that f is strictly decreasing on a stationary set {α < λ + : α is a limit ordinal}. Then by Fodor's Lemma we may find a stationary S ⊂ λ + such that f is constant on S , say f (i) = i 0 for all i ∈ S . When i ∈ S , there is a finite E i ⊂ A i0 such that tp w (ā i /A i ) does not split over E i . Since there are only λ -many finite subsets in A i0 , by the pigeonhole principle there is a subsequence (A ji ) i<λ + such that tp w (ā ji /A ji ) does not split over the same finite
By ℵ 0 -stability we may choose again a subsequence
A ′ A ki , and thus also get from stationarity that actually tp
. From monotonicity we get that a ki ↓ s A j<i {ā kj } for each k i < λ + . Now (ā ki ) i<λ + is a Morley sequence over A , E ⊂ A and {ā ki : i < λ} ⊂ I . Now we will introduce our notion of strong indiscernibility. In [7] the notion is similar except that we are able to extend an arbitrary partial f : λ → λ to automorphism. Here we are only able to extend an order-preserving one. 
Remark 5.5 If (ā i ) i<α is a strongly indiscernible sequence over E and f ∈ Aut(M/E), then also (f (ā i )) i<α is strongly indiscernible over E .
The next remark follows from the the homogeneity of M * .
Remark 5.6 If a sequence (ā i ) i<α , α infinite, is τ * -order-indiscernible over E , then it is strongly E -indiscernible.
In [7] 
Lemma 5.8 Let E be countable. The following are equivalent:
Proof: First we prove that 2 follows from 1. Let (ā i ) be E -equivalent to a sequence (b i ) i<ω , which is a Morley sequence over a countable ℵ 0 -saturated model A containing E . Using extension property, we may extend this sequence to (b i ) i<λ , where λ satisfies the assumptions of Lemma 2.22. Then by Lemma 2.22 there is a sequence (c i ) i<ω such that it is τ * -order-indiscernible over A and for each n there exists i 0 < ... < i n < λ such that tp * (c 0 , ...,c n /A ) = tp * (b i0 , ...,b in /A ). Then from Lemma 5.2 we get that for each n , tp g (c 0 , ...,c n /A ) = tp g (b 0 , ...,b n /A ), and thus also (c i ) i<ω is E -equivalent to (ā i ) i<ω .
From Remark 5.6 we get that 3 follows from 2. It is left to show that 1 follows from 3. Let (ā i ) i<ω be E -equivalent to a strongly E -indiscernible sequence (b i ) i<ω , which we may extend to a strongly E -indiscernible sequence (b i ) i<ω1 . By Lemma 5.3 we get that there is a subsequence (b i k ) k<ω1 and a countable ℵ 0 -saturated A ′ containing E such that (b i k ) k<ω1 is a Morley sequence over A ′ . The mapping f : i k → k is order-preserving, and thus we have an automorphism F of M such that F ↾ E is the identity and
The next corollary is used to replace the fact that in the case of [7] the Morley sequence from Lemma 5.3 is also strongly indiscernible.
Corollary 5.9 Let E be countable and I an uncountable sequence of distinct tuples. Then for any n < ω there is a subsequence (ā 0 , ...,ā n−1 ) ⊂ I , which is a beginning of a strongly E -indiscernible sequence.
Proof
Furthermore, by Lemma 5.8, there is a strongly E -indiscernible sequence (b i ) i<ω such that (ā i ) i<ω and (b i ) i<ω are E -equivalent. Thus we have f ∈ Aut(M/E) such that f (b i ) =ā i for i < n. Now we have that (f (b i )) i<ω is also strongly E -indiscernible, and it extends (ā 0 , ...,ā n−1 ).
The following technical lemmas are needed in the next sections.
Lemma 5.10 Let E ⊂ B with B finite. Let (ā i ) i<ω1 be strongly E -indiscernible such that for any i 0 < ... < i n < ω 1 , tp g (ā 0 , ...,ā n /B) = tp g (ā i0 , ...,ā in /B). Then, for each n < ω , there exists a strongly B -indiscernible sequence (ā
Proof: Let n < ω be given. By Corollary 5.9 there is a subsequence (ā k0 , ...,ā kn−1 ) ⊂ (ā i ) i<ω1 such that it is a beginning of a strongly B -indiscernible sequence (b i ) i<ω . Thus we have that tp
This sequence is as we wanted.
Lemma 5.11 Let E be finite. There exists an ℵ 0 -saturated model A containing E and a set I of strongly E -indiscernible sequences (ā i ) i<ω1 ⊂ A with the following properties:
3. For every (ā i ) i<ω1 ∈ I and k < ω 1 there is f ∈ Aut(A ) such that f ↾ E = id E extending the mappingā i →ā i+k for each i < ω 1 .
Proof: Let λ = 2 ℵ1 . We construct an increasing sequence of ℵ 0 -saturated models A n for n < ω , an increasing sequence of sets I n of strongly E -indiscernible sequences and choose for each I ∈ I n and k < ω 1 an automorphism f I k ∈ Aut(M/E) such that:
(i) For n < ω , I n ⊂ A n , |A n | ≤ λ and |I n | ≤ λ .
(ii) Whenever (ā i ) i<ω is strongly E -indiscernible withā 0 ,ā i ∈ A n , there is a strongly E -indiscernible sequence (ā
(iv) For each I = (ā i ) i<ωi ∈ I n and k < ω 1 the automorphism f I k extends the mappinḡ a i →ā i+k for each i < ω 1 .
(v) For every n < ω , I ∈ I n+1 and k < ω 1 , we have that f
First let I 0 = ∅ and A 0 be any ℵ 0 -saturated model of size λ containing E . Assume we have defined A m and I m for every m ≤ n and chosen f I k for every k < ω 1 and I ∈ I n . Then for every pair of tuples (ā 0 ,ā 1 ) ∈ A n such that it is a beginning of some some strongly Eindiscernible sequence, choose one such sequence I (ā0,ā1) such that |I (ā0,ā1) | = ℵ 1 . Then let I ′ n+1 = {I (ā0,ā1) : (ā 0 ,ā 1 ) ∈ A n extends to a strongly E-indiscernible sequence}. The size of I ′ n+1 is at most ℵ 1 × |{(ā 0 ,ā 1 ) :ā 0 ,ā 1 ∈ A n }| = λ. Then define I n+1 = I n ∪ {J : |J| = ω 1 and J is a subsequence of some
For every I ∈ I n+1 \ I n and k < ω 1 choose an automorphism f I k satisfying (iv). This is possible, since I is strongly E -indiscernible. Finally define
and let A n+1 be some ℵ 0 -saturated model containing A n+1 such that |A n+1 | = |A n+1 | = λ . We let A = n<ω A n and I = n<ω I n and claim that these satisfy (1)-(3). Item (1) follows from (iii) and (2) follows from (ii). For (3), let I = (ā i ) i<ω1 ∈ I and k < ω 1 . It is enough to show that f I k (A ) = A , but this follows from (v). Also E ⊂ A 0 ⊂ A and A is ℵ 0 -saturated, since it is an infinite union of ℵ 0 -saturated models.
Lascar strong types and strong automorphisms
Until now we have talked about a monster model M, which is large enough for our purposes. Here we remind ourselves what this large enough means.
Definition 5.12 Let µ be the cardinal related to the monster model as in Theorem 2.18. We say that a set A is bounded, if |A| < µ. Similarly an ordinal α is bounded, if |α| < µ.
Until now, and also from now on if not mentioned otherwise, we will assume that all sets and models under discussion are bounded.
Definition 5. 13 We say that a set X is E -invariant, if for every
Similarly a relation R is E -invariant, it it is preserved under all f ∈ Aut(M/E), i.e. R(a 0 , ..., a n ) if and only if R(f (a 0 ), ..., f (a n )).
Now we see that if a set X is both bounded and E -invariant for some countable set E , then |X| ≤ ℵ 0 . Otherwise we would get from Corollary 5.9 some a 0 ∈ X , such that (a 0 ) is a beginning of a strongly E -indiscernible sequence of length greater than |X|. Then we would have an automorphism mapping a 0 outside of X and fixing E pointwise. This contradicts the E -invariance of X .
This definition of Lascar strong type is analogous to the one in [7] .
Definition 5.14 (Lascar strong type) We say thatā andb have the same Lascar strong type over E , written
if ℓ(ā) = ℓ(b) and E(ā,b) holds for any E -invariant equivalence relation E of ℓ(ā)-tuples with a bounded number of classes.
Lemma 5.15 Let E be a E -invariant equivalence relation of n -tuples with a bounded number of classes. Let (ā i ) i<λ , ℓ(ā 0 ) = n , be strongly indiscernible over E . Then E(ā i ,ā j ) for any i, j < λ.
Proof:
If not, then ¬E(ā i0 ,ā j0 ) for some i 0 , j 0 < λ . By symmetry we may choose i 0 < j 0 . Let κ be the number of equivalence classes of E. By strong indiscernibility we can extend (ā i ) i<λ to (ā i ) i≤α for any ordinal α < κ + , and thus we can extend it to (ā i ) i<κ + . But now, by E -invariance and strong indiscernibility again, we have ¬E(ā i ,ā j ) for any i < j < κ + , and thus E has more than κ equivalence classes, a contradiction.
Proof: Suppose that (ā i ) i<ω1 are E-inequivalent. By Corollary 5.9 there areā i0 ,ā i1 such that (ā i0 ,ā i1 ) is a beginning of a strongly indiscernible sequence over E . But then we have that E(ā i0 ,ā i1 ) by the previous lemma, a contradiction.
Proposition 5.17 Assume thatā =b and E is countable. Then the following are equivalent.
1. Lstp(ā/E) = Lstp(b/E).
2. There exists n < ω ,ā i and strongly E -indiscernible sequences J i for i ≤ n such that a 0 =ā,ā n =b andā i ,ā i+1 ∈ J i for i < n.
Proof: By Lemma 5.15, (2) implies that E(ā,b) for every E -invariant equivalence relation E with a bounded number of classes, and thus (1). To see that (1) implies (2), let E(ā,b) if the condition defined by (2) holds. The relation E is E -invariant by Remark 5.5. We can also easily see that it is an equivalence relation, since there is no requirement about the place or order ofā i andā i+1 in J i . Then it is left to show that E has a bounded number of classes. Assume that there would be (b i ) i<ω1 such that ¬E(b i ,b j ) for any i, j < ω 1 . But then by Corollary 5.9 there are i 0 < i 1 < ω 1 such that (b i0 ,b i1 ) is a beginning of a strongly E -indiscernible sequence, a contradiction.
Corollary 5.18 Let E be countable. The relation E(ā,b) given by
is the finest E -invariant equivalence relation of ℓ(ā)-tuples with a bounded number of classes.
Proof: Denote n = ℓ(ā). Clearly E is an E -invariant equivalence relation of n -tuples, and it is finer that any E -invariant equivalence relation with a bounded number of classes. It is left to show that it has a bounded number of classes. Assume that (ā i ) i<ω1 realize distinct Lascar strong types over E . But by Corollary 5.9, there are i 0 < i 1 < ω 1 such that (ā i0 ,ā i1 ) is a beginning of a strongly E -indiscernible sequence. Then by the previous Proposition we have that Lstp(ā i0 /E) = Lstp(ā i1 /E), a contradiction.
We remark that using a a similar result than the one in 2.22, instead of Corollary 5.9, we could also prove Proposition 5.17 and Corollary 5.18 without the assumption that E is countable. In this paper it is enough to study countable sets E .
Definition 5.19 (Bounded closure) Let E be a set. Denote pā(E) = {b ∈ M : tp w (b/E) = tp w (ā/E)}. We say that an element a is in the bounded closure of E , written a ∈ bcl(E), if the set p a (E) is bounded. We also say that a weak type of a tuple tp w (ā/E) is bounded, if pā(E) is bounded.
Actually we get from Lemma 5.3, that for all E , if pā(E) is bounded, then |pā(E)| ≤ |E| + ℵ 0 . Otherwise we would find a sequence (ā i ) i<ω1 ⊂ pā(E), such that it is a Morley sequence over some ℵ 0 -saturated model containing E . Then, as in the proof of Lemma 5.15, we could stretch the sequence to the length of |pā(E)| + using extension property. Since all tuples in the Morley sequence have same weak type over E , this would be a contradiction. Furthermore also | bcl(E)| ≤ |E| + ℵ 0 . Otherwise there would have to be (|E| + ℵ 0 ) + -many elements with different weak type over E , again a contradiction with Lemma 5.3. With similar reasoning for tuplesā, we get that |{ā ∈ M : tp w (ā/E) is bounded}| ≤ |E| + ℵ 0 .
Here a few lemmas to describe the nature of the bounded closure.
Lemma 5.20
The following are equivalent:
2. pā(E) ⊂ A for every model A such that E ⊂ A .
Proof: Item (1) clearly follows from (2) . We show that (2) follows from (1). Assume that b ∈ pā(E) \ A for some model such that E ⊂ A . Let B be a model containing both A andb. We claim that for every i < (|E| + ℵ 0 ) + there is a model B i , and an isomorphism 
i . This proves the claim. When we denotē
+ , we get that when i = j ,b i =b j , and tp g (b i /A ) = tp g (b/A ) and thus also tp w (b i /E) = tp w (ā/E). Hence tp w (ā/E) is not bounded.
2. If E is finite, we have that bcl(E) = bcl(bcl(E)).
3. If E is finite, we have that a tupleā ∈ bcl(E) if and only if tp w (ā/E) is bounded.
Assume that a / ∈ bcl(E) and E finite. Let A be some model containing E . Since p a (E) is not bounded, there is b ∈ p a (E) such that b / ∈ A . Since E is finite, there is f ∈ Aut(M/E) such that f (b) = a. Now f (A ) is a model containing E and a / ∈ f (A ). By Lemma 5.20, bcl(E) ⊂ A , and furthermore bcl(bcl(E)) ⊂ f (A ). Thus a / ∈ bcl(bcl(E)), and this proves 2. For 3, let E be finite andā = (a 0 , ..., a n−1 ). If p ai (E) is bounded for each 0 ≤ i < n, also pā(E) must be bounded. Then assume thatā / ∈ bcl(E), and thus there is i such that p ai (E) is not bounded. Let (b j ) j<ω1 be distinct such that tp w (b j /E) = tp w (ā i /E) for each j < ω 1 . But now for each j < ω 1 there is f j ∈ Aut(M/E) such that f j (ā i ) =b j . Then (f j (ā)) j<ω1 are distinct tuples in pā(E), and thus pā(E) is not bounded. Lemma 5.22 Let E be a set. If whenever tp w (ā/E) is bounded, andb,c ∈ pā(E), then Lstp(b/E) = Lstp(c/E) if and only ifb =c.
Proof:
We can define an equivalence relation E such that E(b,c), ifb,c / ∈ pā(E), orb =c. Thus E is E -invariant and has |pā(E)| + 1 classes. The result follows from the definition of Lascar strong type.
. This is a E -invariant equivalence relation, for if f ∈ Aut(M/E), then f fixes bcl(E) setwise. Also by Lemma 5.3, there are at most | bcl(E)| + ℵ 0 different weak types over the set bcl(E), thus E has only a bounded number of classes. Hence if Lstp(ā/E) = Lstp(b/E), then E(ā,b).
Another way to define the concept of an algebraic closure, so called essential closure, is studied in [8] .
We say that an element a is in the essential closure of a set E , written a ∈ ecl(E), if the set p g a (E) is bounded.
We see that for any E , bcl(E) ⊂ ecl(E). Also essential closure is a so called closure operator, i.e. it satisfies that if E 1 ⊂ E 2 , then E 1 ⊂ ecl(E 1 ) ⊂ ecl(E 2 ), and ecl(E) = ecl(ecl(E)) for any E . This can be seen with a similar proof than the proof of Lemmas 5.20 and 5.21. Also for every set E , tp g (ā/E) is bounded if and only ifā ∈ ecl(E). Under simplicity 4 the bounded closure is also a closure operator.
Equality of weak types and Galois types over countable models gives us another equivalence:ā andb having the same Lascar strong type over a countable E is equivalent to the existence of a Strong automorphism fixing E and mappingā tob. Again the restriction on the size of E would be loosened by tameness.
Definition 5.25 (Strong automorphism) We say that f ∈ Aut(M/E) is a strong automorphism over E if Lstp(ā/E) = Lstp(f (ā)/E) for each tupleā.
Denote by Saut(M/E) the group of strong automorphisms over E .
Proof: Let f ∈ Saut(M/E), g ∈ Aut(M/E) andā be a tuple. We have that Lstp(g −1 (ā)) = Lstp(f (g −1 (ā))). Since equality of Lascar strong types over E is E -invariant, we get that
Proposition 5.27 Let E be countable. The following are equivalent:
2. There exists f ∈ Saut(M/E) such that f (ā) =b .
Proof: By definition, (2) implies (1). We prove that (1) implies (2) . Let E(ā,b) hold if there is f ∈ Saut(M/E) such that f (ā) =b . Now by Remark 5.26 the relation E is E -invariant.
Hence it is enough to show that it has a bounded number of classes. By Corollary 5.18, equivalence of Lascar strong type over E is an equivalence relation with a bounded number of classes, and thus has at most countably many classes. We can choose an ℵ 0 -saturated countable model A such that it contains a realization for each Lascar strong type over E . Assume that {ā i : i < ω 1 } are E-inequivalent. By ℵ 0 -stability there are i < j < ω 1 such that tp w (ā i /A ) = tp w (ā j /A ) and since by Theorem 3.12 also tp g (ā i /A ) = tp g (ā j /A ). Let f ∈ Aut(M/A ) be such that f (ā i ) =ā j . We claim that actually f ∈ Saut(M/E). Letā be a tuple. Now there is someā
It follows that if E is countable and Lstp(ā/E) = Lstp(b/E), then for eachc there isd such that Lstp(ā c/E) = Lstp(b d /E).
Definition 5.28
We say that a model A is a-saturated, if for every finite E ⊂ A andā, there there isb ∈ A such that Lstp(b/E) = Lstp(ā/E).
Proposition 5.29 Every ℵ 0 -saturated model is also a-saturated.
Proof: It is enough to prove the claim for every countable ℵ 0 -saturated model A . Let A be a countable ℵ 0 -saturated model and E ⊂ A finite. Since there are only countably many different Lascar strong types over E , there is an ℵ 0 -saturated countable model B such that E ⊂ B and every Lascar strong type over E is represented in B . But since both models are countable and ℵ 0 -saturated, there is f ∈ Aut(M/E) such that F (A ) = B . Now if there would be a tupleā such that Lstp(ā/E) = Lstp(b/E) for everyb ∈ A , then we would have that Lstp(f −1 (ā)/E) = Lstp(b/E) for everyb ∈ B , a contradiction.
Lascar splitting and independence
Also the notions of Lascar splitting and independence are analogous to the ones in [7] .
Definition 5.30
We say that tp w (ā/A) Lascar-splits over finite E if there is a strongly Eindiscernible sequence (ā i ) i<ω such thatā 0 ,ā 1 ∈ A and tp g (ā 0 /E ∪{ā}) = tp g (ā 1 /E ∪{ā}).
Now we have the situation of Lemma 5.10, and thus there is a strongly (A ∪ {ā
Proposition 5.41 Let B be finite and E ⊂ B . Ifā ↓ E B and D contains B , there exists a strong automorphism f ∈ Saut(M/B) such that f (ā) ↓ E D .
Proof: If tp w (ā/E) is bounded, thenā ↓ E D by Lemma 5.38(1) and we have nothing to prove. We assume that tp w (ā/E) is not bounded.
First we claim that there isā
for each j < ω 1 . This is possible by extension. By Lemma 5.38(2) we have thatā i =ā j when i = j . Then by Corollary 5.9 we have that (ā i0 ,ā j0 ) is a beginning of a strongly B -indiscernible sequence for some i 0 < i 1 < ω 1 . Since B is finite, we have f ∈ Aut(M/B) such that f (ā i0 ) =ā. Thus we may assume thatā i0 =ā. Then Lstp(ā i1 /B) = Lstp(ā i0 /B) by Lemma 5.15 andā i1 ↓ E (B ∪ {ā i0 }). This shows the claim.
Simplicity
In this section (K, K ) is again a ℵ 0 -stable finitary AEC with extension property. We define the property of U -rank being extensible and show that when we have this property, our notion of independence has all the usual properties of non-forking over complete types in first order logic. Most of the proofs in this section are omitted due to similarity to the proofs of the analogous results in [7] .
Definition 6.1 (Simplicity) We say that (K, K ) is simple if for eachā and B there is finite E ⊂ B such thatā ↓ E B .
Remark 6.2 The class (K, K ) is simple if and only ifā ↓ C C for eachā and C .
We see that under simplicity the bounded closure has a finite character.
Proposition 6.3 Assume that (K, K ) is simple.
1. If tp w (ā/B) is bounded, then there is finite E ⊂ B such that tp w (ā/E) is bounded.
2. Ifā ∈ bcl(B), then there is finite E ⊂ B such thatā ∈ bcl(E).
Proof: By simplicity, we can choose E ⊂ B finite such thatā ↓ E B . Then if tp w (ā/B) is bounded, also tp w (ā/E) is bounded by Lemma 5.38(3) . Ifā ∈ bcl(B), we have that tp w (ā/B) is bounded, and thus tp w (ā/E) is bounded. By Lemma 5.21,ā ∈ bcl(E).
As a corollary we get that under simplicity bounded closure is a closure operator.
Proposition 6.4 Assume that (K, K ) is simple and C is a set. Then, 1. tp w (ā/C) is bounded if and only ifā ∈ bcl(C) and 2. bcl(C) = bcl(bcl(C)).
Proof: If tp w (ā/C) is bounded, we get from the previous Proposition a finite set E ⊂ C such that tp w (ā/E) is bounded. By Lemma 5.21,ā ∈ bcl(E) ⊂ bcl(C). The other direction is clear.
For 2, by Lemma 5.21, it is enough to show that bcl(bcl(C)) ⊂ bcl(C). Assume that a ∈ bcl(bcl(C)). By the previous Proposition, a ∈ bcl(E ′ ) for some finite E ′ ⊂ bcl(C), and furthermore E ′ ⊂ bcl(E) for some finite E ⊂ C . Now a ∈ bcl(E ′ ) ⊂ bcl(bcl(E)) = bcl(E), and thus a ∈ bcl(C). Proof: The proof is by induction on α , and we prove the implication for all A ,B and a simultaneously. If α is 0 or a limit ordinal, the induction step is clear. Assume that α = β + 1 and that C is an ℵ 0 -saturated countable model such that A ⊂ C ,ā ↓ s A C , and U (ā/C ) ≥ β .
We use Lemma 3.18 to get a tupleā ′ and countable set C ' such that tp w (ā C /A ) = tp
Since we may gain an automorphism mapping C to C ′ , we see that also C ′ is an ℵ 0 -saturated model. Then from Remark 6.10 we get that U (ā ′ /C ′ ) ≥ β . Also A ⊂ C ′ , tp w (ā ′ /A ) = tp w (ā/A ) and we can also easily see thatā
Let D be a countable ℵ 0 -saturated model such that C ′ ∪ B ⊂ D . From countable extension we getā * such that tp We have now that U (ā * /B) ≥ α. (6.9)
Then finally from (6.9), (6.7) and Remark 6.10 we get that U (ā/B) ≥ α . By stationarity of types over ℵ 0 -saturated models (Theorem 6.5(8)) we must have that tp w (b i /A 0 ) = tp w (b j /A 0 ) for all i < j < ω 1 .
Since A 0 is countable, this contradicts ℵ 0 -stability.
Finally, as in [7] , from Proposition 6.16 we get the following result.
Theorem 6.17 Assume that (K, K ) is a finitary AEC, stable in ℵ 0 , with extension property and extensible U -rank. Then (K, K ) is simple.
We say that (K, K ) has finite U -rank, if for each finite sequenceā, sup{U (ā/A ) : A ∈ K countable and ℵ 0 -saturated } < ℵ 0 .
We can also establish the usual addition properties for U -rank, and so it is enough to check the above condition for each singleton a. As a corollary of Theorem 6.17 we get the following. Here tameness could be replaced with categoricity above the Hanf number.
Corollary 6.18 Assume that (K, K ) is a tame finitary AEC, stable in ℵ 0 , with finite U -rank. Then (K, K ) is simple.
