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Zusammenfassung
Muster sind ein bedeutender Bestandteil der objektorientierten Softwareentwiklung. Sie haben
Einuss auf alle Phasen und viele Domänen der industriellen Softwareentwiklung, unter anderem
auh auf das Gebiet der Steuerungssoftware für industrielle Anlagen. Sehr aktuelle Standards  wie
die OPC UA und die IEC 61131-3  zeigen, dass objektorientierte Modellierungstehniken auh
für die Erstellung von Steuerungssoftware bedeutsam sind. Anderseits muss Steuerungssoftware
realzeitfähig, fehlertolerant und verteilbar sein und muss zusätzlih hohen Korrektheitsansprühen
genügen, wie sie nur durh Verwendung formaler Methoden gewährleistet werden können, da fehler-
haftes Verhalten zu groÿe Risiken birgt. In dieser Arbeit wird der Ansatz verfolgt, objektorientierte
Analyse und Entwurfsmodelle, die musterbasiert mittels UML erstellt worden sind, auf der Ba-
sis des Spezikationsstils TLA [HK00℄, der auf Lamports TLA basiert [Lam94℄, zu formalisieren.
Dabei sind Analyse- und Entwurfsmuster von zentraler Bedeutung, die zur Entwiklung sog. Verfei-
nerungsmuster verwendet werden. Durh ein Verfeinerungsmuster wird ein Analysemuster an das
Anforderungen bzgl. Verteilung, Fehlertoleranz und Realzeitverhalten bestehen, durh mehrere
Entwurfsmuster verfeinert. Für ein Verfeinerungsmuster wird die korrekte Verfeinerung unter Ver-
wendung von TLA und TLA nahgewiesen. Dadurh lassen sih Sammlungen von Verfeinerungs-
mustern erstellen, die die Basis für die Entwiklung korrekter Steuerungssoftware bereitstellen.
Weiterhin werden geeignete Tehniken und Werkzeuge zur Übersetzung nah TLA und die Veri-
kation von Verfeinerungsmustern behandelt und ihre Anwendung im Rahmen der Erstellung der
Steuerungssoftware für eine Beispielanlage demonstriert.
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Kapitel 1
Einführung
In diesem Kapitel soll die Verikation objektorientierter Steuerungssoftware motiviert werden.
Dazu wird ein Überblik sowohl über den tehnishen Entwiklungsstand als auh über den Beitrag
dieser Arbeit gegeben werden.
1.1 Gegenwärtiger tehnisher Entwiklungsstand in der Si-
herheitstehnik
Bei der Kontrolle komplexer, tehnisher Prozesse, wie sie z. B. in der hemishen Industrie auftre-
ten, kommt der Informationsverarbeitung in Gestalt der Leittehnik eine entsheidende Bedeutung
zu. Deshalb ist es nur naheliegend Informatikmethoden für den Entwurf, die Implementierung und
den Betrieb leittehnisher Einrihtungen anzuwenden.
Bei diesen leittehnishen Einrihtungen spielen Realzeitsysteme, bei denen es sih um hoh-
verlässlihe korrektheitsgesiherte Softwaresysteme handelt, eine groÿe Rolle. Das Fahgebiet der
korrektheitsgesiherten Ehtzeitsysteme steht allerdings gegenwärtig erst am Anfang der Erfor-
shung. Die Ursahen für die Bedeutung dieses Gebietes liegen zum einen im steigenden Siher-
heitsbewusstsein unserer Gesellshaft, welhes auf dem Wunsh beruht, menshlihes Leben und
Umwelt zu shonen. Zum anderen liegen sie in der Tendenz zu exiblen, sih ändernden Anforde-
rungen adaptierbaren und realzeitfähigen, auf Software basierenden Steuer- und Regelgeräten und
Systemen. Diese werden für die Überwahung eingesetzt, um die Produktionsmenge und Qualität
von Gütern zu steigern. Dabei soll der Verlässlihkeit informationsverarbeitender Systeme in ho-
hem Maÿe vertraut werden können. Dies soll durh eine formelle Zulassung durh die zuständigen
Aufsihtsbehörden ermögliht werden.
Gegenwärtig wurden noh keine Lizenzen für korrektheitsgesiherte Software vergeben, weil
Software wesentlih unzuverlässiger als Hardware ist. In einer Software können im Gegensatz zur
Hardware, in der auf Vershleiÿ beruhende Fehler auftreten können, nur Entwurfsfehler auftreten,
d. h. sie sind in der Systematik des Entwurfs begründet. Diese Entwurfsfehler können nur unter
Anwendung mathematisher Korrektheitsbeweise beseitigt werden.
Bisher existieren eine Reihe praxiserprobter Methoden und Rihtlinien, die ihren Nutzen für
den Entwurf, die Verikation und die Validation unter Beweis gestellt haben. Diese versagen je-
doh, wenn die Korrektheit gröÿerer Systeme bzw. Programme mit mathematishen Methoden
nahgewiesen werden soll. Das ist der Grund dafür, dass Abnahmebehörden groÿe Zurükhaltung
bei der Erteilung von Lizenzen für softwaregesteuerte Systeme der Leittehnik üben. Das kann zu
hohen Kosten für die beteiligten Unternehmen führen, da Anlagen aus rehtlihen Gründen niht
in Betrieb genommen werden dürfen.
Die Siherheitstehniken aus den Ingenieurdisziplinen basieren auf den zufallsverteilten Aus-
fällen tehnisher Systeme, wodurh im Entwurf entstandene Fehler unberüksihtigt bleiben, weil
angenommen wird, dass sie durh Validierungsmethoden vor Auslieferung eines Produktes beseitigt
werden können.
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Noh existiert keine ausreihende Unterstützung für den Entwurf und die Implementierung kor-
rektheitsgesiherter Softwaresysteme sowie für die Durhführung korrektheitssihernder Beweise
an sih. Deswegen sind Lösungen eher individuell. Es hat sih noh keine allgemein anerkannte
Siherheitstehnik etabliert, die die Entwiklung solher Systeme ermögliht. Deswegen sind Kor-
rektheitsbeweise von Software extrem aufwändig oder gar unmöglih.
1.2 Siherheit in der Prozessautomatisierung
Der Begri der Siherheit ist in dieser Arbeit von zentraler Bedeutung, wobei die englishe Über-
setzung safety ist. Bei Wikipedia
1
ndet man folgende Denition:
Siherheit bezeihnet einen Zustand, der frei von unvertretbaren Risiken der Be-
einträhtigung ist oder als gefahrenfrei angesehen wird. . . . Anders als im angloame-
rikanishen Sprahraum wird im Deutshen normalerweise niht zwishen den beiden
Themen Seurity und Safety untershieden. Beide Begrie werden stattdessen allge-
mein unter Siherheit zusammengefasst. Während Safety den Shutz der Umgebung
vor einem Objekt, also eine Art Isolation beshreibt, handelt es sih bei Seurity um
den Shutz des Objektes vor der Umgebung. 
Der Zusammenhang zwishen der Zuverlässigkeit und der Siherheit von tehnishen Systemen
wurde shon relativ früh in der Raumfahrt- und der Luftfahrttehnik erkannt. Die Aussage, die
man erhält ist: Je zuverlässiger ein System arbeitet, desto siherer ist es. Um die Zuverlässigkeit
von Systemen zu beshreiben, hat es sih als zwekmäÿig erwiesen, Betrahtungen auf der Basis von
mathematishen bzw. statistishen Modellen vorzunehmen. Für viele Methoden zur Behandlung
der Zuverlässigkeit gibt es mittlerweile Standards.
Der Zusammenhang, der sih aus Zuverlässigkeit, Wirtshaftlihkeit und Siherheit ergibt, ist
inzwishen stärker in das Bewusstsein getreten und hat sih besonders stark auf die Genehmigung
groÿtehnisher Anlagen, wie Kernkraftwerke, Chemieanlagen und moderne Nahverkehrssysteme,
ausgewirkt.
Im Bereih der Siherheit existieren keine allgemein anerkannten Methoden. Stattdessen wird
das Problem der Siherheit anwendungsorientiert behandelt. Damit wird die Behandlung von Si-
herheitsaspekten zwangsweise sehr stark durh das jeweilige Anwendungsgebiet geprägt, wie z. B.
in der Chemie- oder Kerntehnik. Erst die Arbeit der letzten Jahre hat verdeutliht, dass sih die
Ergebnisse aus den untershiedlihen Anwendungsgebieten sehr stark ähneln bzw. sogar identishe
Siherheitsprobleme auftreten.
Zentraler Gegenstand der Betrahtungen dieser Arbeit ist der Siherheitsaspekt in der Pro-
zessdatenverarbeitung. Deswegen sei zunähst die Denition des Begris Siherheit, wie sie in
DIN/VDE 31 000, Teil 2, festgelegt wurde, genannt:
Siherheit ist eine Sahlage, bei der das Risiko niht gröÿer als das Grenzrisiko ist.
Als Grenzrisiko ist dabei das gröÿte, noh zu vertretende Risiko zu verstehen. 
Bei dieser Denition wird das Risiko zur Betrahtung herangezogen. Nah einer anderen Deni-
tion wird unter Siherheit die Fähigkeit einer Einrihtung verstanden, innerhalb einer vorgegebenen
Zeiteinheit zu reagieren. Im Gerätesiherungsgesetz (GSG) werden tehnishe Vorshriften ange-
geben, die auf einer dreistugen Gliederung der DIN/VDE-Normen beruhen. Diese Gliederung
besteht aus Grund-, Gruppen- und Anwendungsnormen. Die DIN V 19 250 legt die grundlegen-
den Siherheitsbetrahtungen für automatisierungstehnishe Shutzeinrihtungen auf Basis der
DIN/VDE 31 000 Teil 2 fest. Die IEC 61 508-1 deniert vier Siherheitsklassen, die mit SIL 1-4
(Safety Integrity Level) bezeihnet werden. In [HK99℄ wird eine Empfehlung gegeben, die unter-
shiedlihen Siherheitsklassen eine möglihst kleine Menge von Sprahkonstrukten zur Realisie-
rung von Steuerungen, eine entsprehende typishe Programmiersprahe bzw. -methode und wei-
terhin eine Verikationsmethode zuordnet. Als typishe Programmiermethoden können Ursahe-
Wirkungstabellen, Funktionspläne mit verizierten Teilsprahen, formal verizierte Teilsprahen
1
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bzw. statishe Sprahen mit siheren Konstrukten verwendet werden. Das Spektrum der Veri-
kationsmethoden reiht über sozialen Konsens, die diversitäre Rükwärtsanalyse bis zu formalen
Korrektheitsbeweisen. Das höhste Siherheitsniveau wird SIL 1 genannt. Bei diesem Siherheits-
niveau werden alle aufgezählten Verikationsmethoden verwendet. Von besonderem Interesse für
diese Arbeit ist das SIL 2, das die formale Verikation ermögliht. Eine formal verizierte Teil-
sprahe entspriht weitestgehend Modula-2, ohne dass dynamishe Konstrukte verwendet werden.
Die formale Verikation erstrekt sih allerdings nur auf Teilkonstrukte der Programmiersprahe.
1.2.1 Anforderungen des Ehtzeitbetriebes
Bei siherheitsgerihteten, rehnergestützten Automatisierungssystemen erfolgt die Verarbeitung
im Ehtzeitbetrieb, welher in DIN 44 300 wie folgt deniert wird:
Ein Betrieb eines Rehensystems, bei dem Programme zur Verarbeitung anfallender
Daten ständig betriebsbereit sind, derart dass die Verarbeitungsergebnisse innerhalb ei-
ner vorgegebenen Zeitspanne verfügbar sind. Die Daten können je nah Anwendungsfall
nah einer zeitlih zufälligen Verteilung oder zu vorbestimmten Zeitpunkten anfallen.
Die in dieser Betriebsart arbeitenden Digitalrehner haben demzufolge die Aufgabe, Programme
zu verarbeiten, die mit externen tehnishen Prozessen in Verbindung stehen. Die Ausführung der
Programme muss zeitlih mit den auftretenden Ereignissen synhronisiert werden und shritthal-
tend mit den zugehörigen Prozessen verlaufen. Deshalb sind Ehtzeitsysteme immer als in eine
gröÿere Umgebung eingebettet anzusehen und werden auh als eingebettete Systeme bezeihnet.
Der Ehtzeitbetrieb weiht von der allgemeinen Datenverarbeitung durh das explizite Hinzutreten
der Dimension Zeit ab. Dieses drükt sih in der grundlegenden Anforderung nah Rehtzeitigkeit
aus, welhe auh unter extremen Lastbedingungen erfüllt sein muss.
1.2.2 Softwaretehnik für tehnishe Systeme
Gegenwärtig ist die Softwaretehnik durh die Trends der Objekt- und Komponentenorientierung
geprägt. Diese Trends beruhen auf der Honung, das softwaretehnishe Prinzip der Wiederver-
wendung von Softwarebausteinen zu verwirklihen [Szy00℄, was auh Auswirkungen auf die Adap-
tabilität bzw. Flexibilität von objektorientierten Systemen hat. Allerdings sind die Tehniken zum
Einsatz der Objekt- und Komponentenorientierung in vershiedenen Domänen untershiedlih weit
entwikelt. So hat der Einsatz der Objekttehnologie im Bereih von Geshäftssoftware in den
letzten Jahren einen hohen Standard erreiht. Hier sind beispielsweise die Anwendung von Pro-
grammiersprahen, wie C++ oder Java, oder auh Middlewaretehnologien, wie CORBA [OPR96℄
aber auh die UML (Unied Modeling Language), zur Modellierung komplexer Systeme zu nennen.
In der Domäne der Anlagensteuerungstehnik haben objektorientierte Konzepte bisher niht die
Bedeutung gefunden, wie im Bereih von Geshäftssoftware. Dies ist einerseits auf die Shwähen
dieser Tehnologie im Bereih Realzeitverarbeitung zurükzuführen andererseits aber auh auf die
Existenz etablierter Tehniken, die Programmiersprahen auf niedrigem Abstraktionsniveau (etwa
Assembler oder imperative Sprahen oder neuentstandene Normen wie die IEC 61131-3
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) verwen-
den. Mit dem Vordringen der Objekttehnologie in den Bereih der Realzeitverarbeitung  auh
für verteilte Anwendungen  gewinnen sie auh hier stärker an Bedeutung. Ein Maÿstab hierfür
sind die jüngst erfolgten neueren Entwiklungen:
• Die Denition und Entwiklung von RT-CORBA (Real-Time Common Objet Request Bro-
ker Arhiteture) im Bereih realzeitfähiger Middleware durh die OMG (Objet Management
Group) und ihr angehörende Unternehmen [KSK03℄.
• Die Standardisierung der UML, die eine universelle Modellierungssprahe ist, durh die OMG.
Die UML kann zur Visualisierung, Spezikation und Dokumentation von Softwaresystemen
2
Bei der IEC 61131-3 handelt es sih um die einzig weltweit gültige Norm für Programmiersprahen im Bereih
der speiherprogrammierbaren Steuerungen.
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eingesetzt werden. Im April 2006 legte eine Task Fore der OMG die UML 2.1 zur Standardi-
sierung vor. Die UML liegt aktuell in der Version 2.2 als Standard vor. Gegenwärtig wird von
der OMG an der Version 2.3 gearbeitet. Die MDA (Model Driven Arhiteture) [KWB03℄
Initiative der OMG versuht, UML-basierte Modelle untershiedliher Abstraktionsniveaus
ineinander generativ oder elaborativ zu transformieren, wobei Korrektheitsaspekte bisher
häug vernahlässigt wurden, da es sih um ein junges Gebiet handelt. Forshungsergeb-
nisse, die auh formale Aspekte berüksihtigen, sind in [GH02℄ vorgestellt worden.
• Die Denition eines Standards für die UML-RT (Unied Modeling Language for Real-Time)
durh die OMG oder die Real-Time UML durh die Firma I-Logix. Durh die OMG wird ein
Prol zur Spezikation von Realzeit-Anforderungen bereitgestellt.
• Die OPC Unied Arhiteture (OPC UA) stellt einen aktuellen Standard dar, der objekt-
orientierte Tehnologien für den Bereih der Automatisierungstehnik bereitstellt [MLD09℄.
Die Modellierung erfolgt mittels UML. Für den bedeutenden Standard IEC 61131-3 ist Ende
November 2009 ein Vorshlag für eine Anpassung ershienen [Te09℄, der auf der OPC UA
beruht. Dieser Vorshlag passt gut zu den in dieser Arbeit vorgestellten Konzepten.
• Die Entwiklung von realzeitfähigen Tehnologien im Bereih der Programmiersprahe Java.
Eine besondere Herausforderung ist hierbei die realzeitfähige Speiherbereinigung (Real Time
Garbage Colletion). Hier sind insbesondere Real-Time Java von Newmonis [Nil98℄ und Em-
bedded Java von Sun zu nennen. Weiterhin ist bei Sun unter Mitwirkung namhafter Experten
aus der Industrie für Realzeitsoftware eine realzeitfähige Erweiterung von Java entwikelt wor-
den, die als Real Time Speiation for Java (RTSJ) [Wel04, Dib02℄ bezeihnet wird. Giotto
ist eine an Java angelehnte Sprahe für eingebettete Realzeitsysteme [HKMM02, HKSP02℄.
Exotasks [TABP07℄ sind ein aktuelles Folgeprojekt von Giotto. Es stellt ein taskorientiertes
Verarbeitungsmodell auf der Basis von RTJS bereit. Als RTJVM (Real Time Java Virtual
Mahine) ndet Metronrome [BCR03℄ von IBM Verwendung, die auf der Code-Basis der IBM
J9 JVM, entwikelt worden ist. Mit Metronome und einem Realzeit-Betriebssystem  etwa
dem mittlerweile als Open Soure verfügbaren Real Time Linux
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 können realzeitfähige Java
Programme auf der Basis von RTSJ ausgeführt werden, wobei gegenwärtig Antwortzeiten im
Bereih von einer Millisekunde garantiert werden können. Metronome unterstützt insbeson-
dere die realzeitfähige Garbage Colletion mit kurzen Zeitintervallen. Mit dieser interessanten
Kombination von Projekten ist als eine der ersten Anwendungen ein Helikoptermodell mit
vier Rotoren, der so genanannte Javiator [ABI
+
07℄, entwikelt worden.
• Das JEOPARD-Projekt4 (Java Environment for Parallel Realtime Development) stellt Werk-
zeuge zur plattformunabhängigen Entwiklung von Ehtzeit-Systemen für SMP Mehrkern-
Plattformen bereit [Sie08℄. Diese Werkzeuge werden die erhöhte Software-Produktivität und
Wiederverwendbarkeit, die auf Desktop-Systemen mit Mehrkernprozessoren Standard sind,
mit den speziellen Bedürfnissen von eingebetteten und Ehtzeitsystemen verbinden. Das Pro-
jekt wird aktiv zu Standards für portierbare Software in diesem Einsatzgebiet, wie etwa der
RTSJ (Real-Time Speiation for Java), beitragen.
Auh auf der Grundlage dieser Tehnologien entstandene Systeme unterliegen selbstverständlih
den Anforderungen aus dem Bereih der Siherheitstehnik, z. B. denen der SIL. Allerdings fehlen
aufgrund ihres relativ hohen Aktualitätsgrades hier anerkannte Methoden. Andererseits ersheint
gerade wegen der Möglihkeit der Wiederverwendung die Entwiklung einer Methode zur Ge-
währleistung/Verikation von Siherheitseigenshaften und sei es durh Kombination mit anderen
Methoden der Siherheitstehnik sehr verlokend, da eine kostenintensive Siherheitsüberprüfung
nur einmal vorgenommen werden muss und siherheitsgeprüfte Bausteine später in beliebigen Kon-
texten wiederbenutzt werden können.
3
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1.2.3 Verikationstehniken
Im Juli 2005 ist von Tony Hoare und J. Misra das sog. Grand Challenge Projekt [HM03℄ vorge-
shlagen worden. Es wird angegeben, dass das US-Wirtshaftsministerium einen Shaden von 20 -
60 Milliarden Dollar pro Jahr durh vermeidbare Softwarefehler für die amerikanishe Wirtshaft
shätzt. Die Autoren argumentieren, dass die Zeit reif für die Konstruktion eines Werkzeuges zur
Programmverikation ist, welhes logishe Beweise verwendet, um eine automatishe Prüfung ei-
nes als Eingabe bereitgestellten Programms vorzunehmen. Die Prototypen dieses Werkzeuges sollen
auf einer gut fundierten und vollständigen Theorie der Programmierung beruhen. Weiterhin sollen
diese durh ein breites Spektrum von Softwarekonstruktions- und Analysewerkzeugen unterstützt
werden. Alle diese Werkzeuge sollen durh eine umfangreihe experimentelle Anwendung auf groÿe
und in der Anwendung bendlihe Computerprogramme evaluiert und weiterentwikelt werden.
Das Projekt soll die wissenshaftlihe Basis zur Behebung vieler Arten von Programmierfehlern
bereitstellen, die Entwiklern und Anwendern von Software nutzen kann. Als Zeitrahmen für das
Projekt werden die nähsten beiden Dekaden dieses Jahrhunderts vorgesehen. Der Aufwand soll
auf viele Nationen verteilt werden.
Als eine formale Spezikationstehnik wird TLA (Temporal Logis of Ations) [Lam94, Lam03℄,
eine lineare Temporalzeitlogik erster Ordnung, aufgeführt. Durh Aktionen werden Zustandsüber-
gänge durh Änderungen von Zustandsvariablen speziziert. TLA erlaubt die Verikation von
Siherheits- und Lebendigkeitseigenshaften temporallogisher Spezikationen. Weiterhin ist es
möglih mit TLA Realzeiteigenshaften zu spezizieren. Zur Verikation werden durh TLA Be-
weisregeln zur Verfügung gestellt. Mit der Spezikationstehnik TLA [HK95, Her98℄ wird der
kompositionale Aufbau von TLA-Spezikationen auf der Basis von Aktionenkopplungen mittels
Konjunktion unterstützt.
Für TLA+ wird mit TLC (Temporal Logi Cheker) ein Model-Cheker zur Verfügung gestellt,
der es ermögliht, TLA-Spezikationen mit eingeshränkter Mähtigkeit mashinell zu verizieren.
TLC ist von Yuan Yu und Leslie Lamport bei DEC und Mirosoft entwikelt worden. TLC besitzt
die Fähigkeit, im Fehlerfall einer Spezikation Gegenbeispiele bereitzustellen. TLC ist bisher in
gröÿerem Umfang zur Hardwareverikation [YML99℄, z. B. für den Alpha Prozessor, verwendet
worden. Auÿerdem wird TLC bei Intel [LB03℄ für die Verikation beim Chip-Design eingesetzt.
Neue Trends zur mashinellen Verikation verwenden Tehniken des mashinellen Lernens, um
Booleshe Formeln zu verizieren. Diese sog. SAT (satisability) Solver sind in der Lage eine
Booleshe Formel auf Erfüllbarkeit zu prüfen. SAT bezeihnet auh das Booleshe Erfüllbarkeits-
problem. In der Regel müssen diese Formeln in CNF (Conjuntive Normal Form) für einen SAT
Solver als Eingabe zur Verfügung gestellt werden.
1.2.4 Korrekheitsgesiherte Steuerungssoftware
Da die gegenwärtigen Methoden zur Entwiklung von objektorientierter Steuerungssoftware für
keine, bzw. nur unzureihende Unterstützung zur Verikation bereitstellen, sheint es sinnvoll hier
Abhilfe zu shaen. Vielversprehend ersheint die Kombination von bewährten Konzepten der
objektorientierten Software-Entwiklung  wie etwa Mustern, bzw. objektorientierte Modellierung
 mit den Methoden der formalen Verikation. Der Ansatz die objektorientierte Modellierung für
die Analyse und den Entwurf von Steuerungssoftware auf der Basis von Mustern, die durh die
Spezikationssprahe TLA formalisiert werden, wird in dieser Arbeit entwikelt. Dabei werden
speziell Verfeinerungsbeziehungen zwishen Analyse- und Entwurfsmodellen betrahtet.
1.3 Beiträge der Arbeit
Das Ziel der Arbeit besteht darin eine Methode zur Korrektheitsprüfung von Entwürfen von
Steuerungssoftware zu entwikeln, die an sih domänenübergreifend ist, aber im Rahmen dieser
Arbeit auf die Leittehnik von Chemieanlagen ausgerihtet ist. Dabei soll die Anwendung objekt-
orientierter Tehniken und Methoden im Vordergrund stehen, um den Verikationsaufwand unter
dem Kosten- und Zeitaspekt tragbar zu mahen. Für dieses Problemfeld hat es sih angeboten
6
mehrere Ansätze aus den Bereihen Objektorientierung und Verikation zu kombinieren. Hier soll
das Fazit der Kombination von Methoden aus den Gebieten Verikation und objektorientierte Mo-
dellierung, welhes für die Lösung den höhsten Nutzen versprah und in dieser Arbeit Verwendung
gefunden hat, kurz umrissen werden:
• Die Beshreibung einer Arhitektur für die Erstellung von Steuerungssoftware hemieteh-
nisher Anlagen wird vorgestellt.
• Die Denition eines Analysemuster-Systems für Prozesssteuerungssoftware unter Verwendung
von UML 2.0 als Spezikationssprahe, dessen Muster verwendet werden, um das abstrakte
Softwaremodell zu spezizieren.
• Die Entwiklung eines Entwurfsmuster-Systems mit UML 2.0, das typishe Anforderungen an
Prozesssteuerungssoftware aus den Bereihen Fehlertoleranz, Realzeit und Verteilung erfüllt.
Die Muster des Entwurfsmuster-Systems werden für die Erstellung des konkreten Software-
modells verwendet.
• Die Denition des Begris des Verfeinerungsmusters in Anlehnung an [Sha03℄ wird vorge-
nommen. Dabei erfolgt die korrekte Verfeinerung eines Analysemusters auf der Basis einer
Menge von Entwurfsmustern. Weiterhin wird die Spezikation einer Sammlung von Verfei-
nerungsmustern für Prozesssteuerungssoftware unter Verwendung von UML 2.0 vorgestellt.
• Die Weiterentwiklung und Erprobung der Realzeit-Erweiterungen für TLA werden vorge-
nommen. Diese erlauben es, persistente und volatile Wartezeiten für Aktionen auf der Grund-
lage von Uhrenvariablen zu spezizieren. Dafür wird eine speziell an den TLA-Spezikations-
stil angepasste Aktion Tik zur Erhöhung von Uhrenvariablen verwendet.
• Die Entwiklung des Tools UML2TLA zur Übersetzung von verhaltensbeshreibenden Dia-
grammen aus UML 2.0 in TLA. Die Integration von UML2TLA mit bestehenden Tools
zur Verarbeitung von TLA-Spezikationen (etwa T) und des Model-Chekers TLC wird
demonstriert.
• Eine exemplarishe Verikation von ausgewählten Verfeinerungsmustern mit Unterstützung
des Model-Chekers TLC (Temporal Logi Cheker)  speziell zum Nahweis der Korrekt-
heit von Renement-Mappings  wird vorgenommen. Auÿerdem werden Handbeweise für
den Nahweis von Realzeit-Eigenshaften von Verfeinerungsmustern unter Verwendung der
Realzeit-Erweiterungen von TLA durhgeführt.
Damit liegt eine praktikable Methode vor, Bestandteile von Software mit vertretbarem Aufwand
formal korrekt zu entwikeln.
1.4 Aufbau der Arbeit
Im Kapitel 2 wird ein Überblik der Anforderungen an Steuerungssoftware und deren Arhitek-
tur gegeben. Der verteilte Regler wird als kapitelübergreifendes Beispiel eingeführt. Das Kapitel 3
dient der Einführung der Syntax, der Semantik und der Konzepte von UML. Im Kapitel 4 wird
der Musterbegri erläutert. Um die Korrektheit von Mustern zu beweisen, werden im Kapitel 5 die
Spezikationssprahe TLA und der Model-Cheker TLC vorgestellt. Im Kapitel 6 wird der kom-
positionale Spezikationsstil TLA beshrieben. Analysemuster für das abstrakte Softwaremodell
werden in Kapitel 8 entworfen. Weiterhin werden im Kapitel 7 Entwurfsmuster für das konkrete
Softwaremodell von Steuerungssoftware behandelt. Im Kapitel 9 werden Verfeinerungsmuster für
Steuerungssoftware konzipiert. Anshlieÿend werden in Kapitel 10 und Kapitel 11 die Semantik
der Bestandteile eines Verfeinerungsmusters und deren Übersetzung in TLA vorgestellt. Shlieÿ-
lih wird der Beweis der Korrektheit eines Verfeinerungsmuster in Kapitel 12 geführt. Werkzeuge,
die den Korrektheitsbeweis eines Verfeinerungsmusters unterstützen, werden in Kapitel 13 vorge-
stellt. Abshlieÿend wird in Kapitel 14 die Anwendung von Verfeinerungsmustern im Rahmen einer
Beispielanlage demonstriert. Im Ausblik werden möglihe Weiterentwiklungen für Software zur
korrekten Systemsteuerung behandelt.
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Kapitel 2
Arhitekturmodell für
Steuerungssoftware
Die Geshihte der Prozessführung im Bereih der verfahrenstehnishen Produktionsbetriebe ist
durh zwei Modellansätze geprägt [BE94℄:
• Den prozessorientierten Modellansatz, welher es gestattet, den tehnishen Prozess nah
einem Top-Down-Verfahren  einem Verfahren, das vom Abstrakten zum Speziellen vor-
geht [HF06℄  zu zerlegen. Durh entsprehende Verfeinerung gelangt man shlieÿlih zu den
sog. Grundoperationen, die man niht mehr zerlegen kann oder will. Umgekehrt lässt sih
in diesem Modell die übergeordnete Prozessführung netzförmig aus Grundbausteinen zusam-
mensetzen.
• Den anlagenorientierten Modellansatz [EKS92, Epp93, BE94℄, bei dem die Anlage und ihre
Fähigkeit zur Prozessführung im Vordergrund stehen. Hier erfolgt der Aufbau im allgemeinen
Bottom-Up. Dies ist eine Vorgehensweise, bei der aus dem Speziellen das Abstrakte erarbeitet
wird [HF06℄. Ausgangspunkte sind die Signale, die mit dem Feld ausgetausht werden sowie
die Motor- und Messstellenlisten. Darauf bauen dann Bausteine wie eine Motor- bzw. Stel-
lungsregelung auf, in denen diese Signale unabhängig vom laufenden Prozess in einer für die
sog. PLT-Stelle, die eine Shnittstelle zwishen einer leit- und einer anlagentehnishen Funk-
tionseinheit bildet, typisherweise verknüpft werden. Weiterhin kann es je nah Automatisie-
rungsgrad weitere Steuerobjekte geben. Diese werden nah ihrem Koordinationsgegenstand
als Gruppensteuerung, Teilanlagensteuerung oder Anlagensteuerung bezeihnet.
Früher standen diese beiden Alternativen unvereinbar gegenüber, während in den letzten Jah-
ren Ansätze zu einem integrierten Modell erarbeitet worden sind. Gegenwärtige Steuerungssoftware
zeihnet sih durh ihre ausgeprägte Herstellerabhängigkeit aus. Deswegen sind in den letzten Jah-
ren verstärkte Anstrengungen zur Normierung unternommen worden. Diese mündeten etwa in der
IEC 61131-3 [HK99, NGLS98, Sei03℄, die eine Sammlung von Funktionen für Steuerungssoftware
vordeniert. Sie können bei Bedarf mittels Funktionsbibliotheken realisiert werden. Die Spezi-
kation der Funktionsbausteine kann hierbei mit einer Sprahe
1
vorgenommen werden, die sih an
gefärbten Petri-Netzen orientiert und ursprünglih unter dem Namen Grafet [DAV95℄ publiziert
wurde.
In diesem Kapitel werden zunähst in der Literatur etablierte Ebenenmodelle für die Pro-
duktion vorgestellt. Diese werden anshlieÿend dafür verwendet, ein Arhitekturmodell für Steue-
rungssoftware zu entwikeln, das auh die Anwendung objektorientierter Tehniken ermögliht.
Hierzu werden sowohl die statishen als auh die dynamishen Bestandteile der Arhitektur be-
trahtet. Die dynamishen Arhitekturbestandteile legen fest, wie Bestandteile der statishen Ar-
hitektur interagieren. Von zentraler Bedeutung für das Arhitekturmodell ist der Begri des
1
Diese wird auh als Sequential Funtion Chart(SFC) bezeihnet.
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Funktionsbausteins [EKS92, Ens00℄, der eine objektorientierte Behandlung von statishen Ar-
hitekturbestandteilen für Anlagensteuerungssoftware ermögliht und auh bei den dynamishen
Bestandteilen wertvolle Unterstützung liefert. Funktionsbausteine konnten bereits mit der IEC
61131-3 behandelt werden. Die Verteilung von Funktionsbausteinen wird mit dem Standard IEC
61499 [Chr00, Pet00, Neu00℄, der ein allgemeines Modell und eine Methodik für die Beshreibung
von Funktionsblöken in einem implementationsunabhängigen Format bereitstellt, ermögliht. Die-
se Methodik, die an den Bedürfnissen von Anlagensteuerungen ausgerihtete Diagramme zur Ver-
fügung stellt, kann von Systementwiklern verwendet werden, um verteilte Steuerungssysteme zu
konstruieren. Es ist somit möglih, ein System zu denieren, das durh logish verbundene Funkti-
onsbausteine aufgebaut ist, die auf untershiedlihen Verarbeitungsknoten ablaufen. Der Standard
deniert hierfür spezielle Funktionsbausteine, die als Client und Server auf untershiedlihen Ver-
arbeitungsknoten arbeiten können.
2.1 Ebenenmodelle der Produktion
In der Literatur existieren zahlreihe Darstellungen von Ebenenmodellen der Produktion. Polke
stellt in [Pol94℄ ein Modell vor, das aus vier Ebenen besteht. Dieses Modell wird in Abbildung 2.1
mit der Unternehmensleitebene, der Produktionsleitebene, der Prozessleitebene und der Feldebe-
ne gezeigt. Die Unternehmens- und die Produktionsleitebene haben einen betriebswirtshaftlihen
Shwerpunkt und die Auswirkungen von eingeleiteten Maÿnahmen bewegen sih im Rahmen von
langfristigen Zeiträumen. Detaillierte Angaben zur Unternehmens- und Produktionsleitebene sind
der Literatur zu entnehmen, da in dieser Arbeit der Interessenshwerpunkt auf der Feld- und Pro-
zessleitebene liegt, bei denen die Reaktionszeiten im Bereih von Sekunden bzw. Millisekunden
liegen. Hier soll zur weiteren Vertiefung eine an Brak [Bra93℄, Lauber [Lau89℄, Polke [Pol94℄, Bal-
zer und Epple [BE94℄ angelehnte Gliederung der Prozessleitebene in zwei Unterebenen vorgestellt
werden, wodurh sih insgesamt folgendes Ebenenmodell ergibt:
• Unternehmensleitebene
• Produktionsleitebene
• Prozessleitebene
 Prozessführungsebene
 Prozesssiherungs-/Prozessstabilisierungsebene
• Feldebene
Abbildung 2.1: Die Ebenen der Produktion nah [Pol94℄
9
Die Unterebenen zur Prozessleitung werden zwishen der Produktionsleitebene und der Feldebene
aus Polkes Ebenenmodell eingefügt und substituieren somit die Prozessleitebene.
Im tehnishen Prozess selbst wirken mehanishe Elemente, wie z. B. Behälter, Rührer, Mixer,
Ventile, Rohre und Pumpen. Die Feldebene hat die Aufgabe  z. B. bei der Verletzung von Grenz-
werten  direkt in den tehnishen Prozess einzugreifen, was durh die Verwendung von Sensor-
und Aktorfunktionen, die physikalishe Gröÿen messen bzw. Stellgröÿen beeinussen, geshieht.
Auh wenn durh das Modell eine gewisse Übereinstimmung der räumlihen Verteilung und
Kommunikationsinfrastruktur von Komponenten einer Anlage nahegelegt wird, ist das Modell im
Wesentlihen als logishe Gliederung zu verstehen, die Funktionen auf vershiedene Abstraktionsni-
veaus verteilt. Es ist durhaus möglih, die Funktionen mehrerer Ebenen in einer Komponente, wie
z. B. einem intelligenten Sensor, zu vereinen. In Abbildung 2.1 werden die Ebenen mit ihren Funk-
tionen aufgeführt. Die Abbildung zeigt auÿerdem die in der jeweiligen Ebene verwendeten Rehner.
In den folgenden Abshnitten werden die Feldebene sowie die Unterebenen der Prozessleitebene in
umgekehrter Reihenfolge, beginnend mit der Feldebene, vertiefend erläutert.
2.1.1 Feldebene
Durh die Feldebene werden Einzelfunktionen bereitgestellt. Einzelfunktionen sind Funktionen,
die der Prozessführungsaufgabe eines Aktors oder Sensors gereht werden, also auf der untersten
Ebene der Steuerung des tehnishen Prozesses zur Anwendung kommen. Beispiele für typishe
Einzelfunktionen sind:
1. Das Einshalten einer Pumpe
2. Das Önen/Shlieÿen eines Ventils
3. Das Aktivshalten eines Reglers
2.1.2 Prozessstabilisierungsebene
In der Prozessstabilisierungsebene werden die grundlegenden Steuerungen (open/feed-bak ontrol
loops) zur Stabilisierung von Teilprozessen und Steuerungen von sog. Grundfunktionen realisiert.
Zum Verständnis der Grundfunktionen ist es wihtig zu wissen, dass häug die bloÿe Formulierung
einer Herstellvorshrift eines Produktes mit Hilfe der Einzelfunktionen aus der Feldebene niht
genug verfahrensorientiert ist. Deswegen werden von den Anlagenbetreibern stärker am Verfahren
orientierte Anweisungen benötigt. Betrahtet man den Aufbau einer Teilanlage, so sieht man,
dass in der Regel mehrere tehnishe Einrihtungen, PLT-Stellen und Anlagenteile als Gruppe
zusammen ein Ausrüstungsmodul bilden, das eine Grundfunktion bereitstellt. Beispiele hierfür
sind:
1. Das Zugeben einer Substanz
2. Das Temperieren einer Flüssigkeit
3. Das Ab- und Umpumpen einer Flüssigkeit
4. Das Inertisieren und Rühren einer Substanz
Zur Bearbeitung solher Funktionalitäten wird jeweils eine ganze Gruppe von koordininiert ar-
beitenden Grundfunktionen benötigt. Die Stabilisierungsebene empfängt einzustellende Sollwerte
von der Prozesssiherungsebene und versuht durh geeignete Modikation der Stellgröÿen von
Aktoren diese Sollwerte als Istwerte der Sensoren zu realisieren. Die Prozessstabilisierungsebene
kann Ereignisse generieren, wenn Istwerte zuvor denierte Grenzwerte unter- bzw. übershreiten.
Auÿerdem verfügt sie über Mehanismen zur periodishen Generierung von Ereignissen, um bei-
spielsweise in regelmäÿigen Abständen die Istwerte von Sensoren an die Prozesssiherungsebene zu
melden.
10
2.1.3 Prozesssiherungsebene
Die Prozesssiherungsebene überprüft Aktionen und Parameter darauf, ob sie die Siherheit einer
Teilanlage gefährden könnten. Die Prozesssiherungsebene empfängt von der hierarhish überge-
ordneten Prozessführungsebene Befehle für Aktionen und verknüpft, bzw. verriegelt Teilaktionen
abhängig vom Prozesszustand, um die Siherheit einer Teilanlage zu gewährleisten. Teilaktionen
betreen die Vorgabe von Soll- und Grenzwerten an die Prozessstabilisierungsebene. Die Kompo-
nenten der Prozesssiherungsebene werden konguriert, indem sie mit entsprehenden Parametern
geladen werden. Die Prozesssiherungsebene liest Istwerte und empfängt Ereignisse von der Pro-
zessstabilisierungsebene. Die von der Prozessstabilisierungsebene empfangenen Ereignisse werden
von der Prozesssiherungsebene als gewöhnlihe Meldungen, Warnungen oder Alarme klassiziert
und an die Prozessführungsebene weitergereiht. Zusätzlih kann sie selbst Meldungen, Warnungen
und Alarme generieren. Es bleibt festzuhalten, dass die Funktionalität der Prozesssiherungsebe-
ne mit ihren Verriegelungssteuerungen oft in intelligente Komponenten integriert oder mit der
Funktionalität anderer Ebenen zusammengefasst wird. Ein Beispiel für eine Funktion der Prozess-
siherungsebene ist eine Verriegelungssteuerung für eine Pumpensteuerung. Diese Verriegelungs-
steuerung verhindert, dass bei der Pumpe ein Unterdruk, der zu einer Zerstörung der Membran
führen kann, entsteht.
2.1.4 Prozessführungsebene
Die wihtigsten Funktionen der Prozessführungsebene sind die Operatorfunktionen Anzeigen und
Bedienen sowie die Ablaufsteuerung. Bei Störungen und Ausfällen werden Diagnosen und geeig-
nete Ausnahmebehandlungen durhgeführt. Die Prozessführungsebene empfängt Meldungen, War-
nungen und Alarme von der Prozesssiherungsebene und fragt den Prozesszustand ab. Sie führt
ein (selektives) Zustandsabbild des Prozesses und arhiviert Ereignisse und Zustandssequenzen.
Von der Prozessführungsebene werden durhzuführende Aktionen und Kongurationen für Kom-
ponenten ausgewählt. Shalttafeln, die den Zustand einer Anlage durh Bilder visualisieren, damit
die Anlagenbediener geeignete Maÿnahmen einleiten können, sind Beispiele für die Funktionalität
dieser Ebene.
2.2 Funktionsbausteine als statishe Bestandteile des Arhi-
tekturmodells
In [EKS92℄ wird das Konzept des Funktionsbausteins vorgestellt, das die Grundlage für eine soft-
waretehnishe Lösung der Problematik zur Erstellung von Steuerungssoftware bereitstellt.
In [Ens00℄ wird ein Funktionsbaustein folgendermaÿen deniert:
Ein Funktionsbaustein ist ein nah Aufgabe und Wirkung abgrenzbares Objekt. Er
dient zum einen der Beshreibung leittehnisher Funktionen und zum anderen zu deren
Realisierung. Als Beshreibungsmittel dient ein Funktionsbaustein der Beshreibung
abgeshlossener Funktionen, die durh den Wirkzusammenhang von Eingangsgröÿen,
internen Zustandsgröÿen, Parametern und Ausgangsgröÿen festgelegt wird. Als Reali-
sierungsmittel dient ein Funktionsbaustein als ein Objekt innerhalb eines Leitsystems
zur programmiertehnishen Umsetzung einer Funktion.
Eine Funktionsbaustein-Instanz ist ein konkretes Exemplar eines Funktionsbausteins mit eige-
ner Identität und eigenen Zustandsdaten.
Es ist möglih, sämtlihe Prozessführungsfunktionen in Funktionsbausteinen zu kapseln. Die
Bausteine besitzen folgende Eigenshaften:
• Der Austaush von Informationen mit anderen Funktionsbausteinen erfolgt nur über de-
nierte Ein- und Ausgangsshnittstellen, die als Konnektoren bezeihnet werden.
• Die Verwaltung von Methoden und Zustandsinformationen wird innerhalb des Bausteines
vorgenommen.
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• Die Ableitung der Eigenshaften eines Funktionsbausteines ergibt sih aus einem Typkonzept.
Aufgrund dieser Eigenshaften spriht man auh von einem objektorientierten Bausteinkonzept. In
dem in [EKS92℄ vorgestellten Konzept spielt der Typ eine wihtige Rolle, da jeder Funktionsbau-
stein einen Typ deniert. Damit werden im Typ die Methode, die Ein- und Ausgangskonnektoren
und die Datenstruktur eines Funktionsbausteins vollständig festgelegt.
Funktionsbausteine können hierarhish miteinander vershaltet bzw. verknüpft werden. Für die
Funktionseinheiten zur Prozessführung lassen sih  unabhängig von ihren speziellen  eine Reihe
gemeinsamer Eigenshaften festlegen. Der Ausgangspunkt zur Aundung dieser Eigenshaften ist
die weitgehend gleihe Arbeitsweise. Sämtlihe Prozessführungsfunktionen können nah [BE94℄ in
Bausteinen gekapselt werden.
Jeder Funktionsbaustein besitzt einen bestimmten Betriebszustand. Betriebszustände beshrei-
ben in einer stark verdihteten Form den Zustand, in dem sih eine Funktionseinheit bendet.
Weiterhin ist es möglih, für einen Funktionsbaustein geeignete Bearbeitungszustände zu denie-
ren. Funktionsbausteine stellen bestimmte Standardfunktionalitäten bereit:
• Verriegelung
• Einshaltfreigabe
• Freigabe
• Stopp
Für einen allgemeinen Funktionsbaustein lassen sih die folgenden Betriebszustände festlegen:
• Halt: Halt-Shritte sind spezielle Shritte einer Fahrweise, die aufgrund bestimmter Prozess-
ereignisse oder eines Halt-Befehles angefahren werden und nur durh einen Weiter-Befehl
wieder verlassen werden können.
• Bereit
• Fertig
• Stopp
• Lauf
• Abgebrohen
Weiterhin existieren Funktionalitäten, die es ermöglihen die folgenden Betriebszustände einzuneh-
men:
• Starten
• Anhalten
• Abbrehen
• Stoppen
• Fortsetzen
Funktionsbausteine sind zunähst als abstraktes Konzept zu verstehen. In [Ens00℄ wird auh vom
Funktionsbausteinkonzept gesprohen, das in seiner Funktionalität weiter an die Ebene der Pro-
duktion, in der es eingesetzt werden soll, angepasst werden muss. In Tabelle 2.1 wird angegeben,
durh welhe speziellen Funktionsbausteine dies für jede Ebene der Produktion zu geshehen hat.
Im Folgenden soll zunähst geklärt werden, welhe speziellen Funktionalitäten Funktionsbau-
steine zur Prozesssteuerung bzw. zur Prozessstabilisierung besitzen, bevor im Weiteren die Zuord-
nung von Funktionsbausteinen für die einzelnen Ebenen des oben vorgestellten vier Ebenenmodells
aus Abbildung 2.1 unternommen wird.
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Ebene Funktionen Zuordbarer Funktionsbaustein
Prozessführung Führen, lenken, leiten, Bild eines Anlagenelementes,
Monitoring von Teilanlagen Teilanlagensteuerung,
und Anlagen Anlagensteuerung
Prozesssiherung/ Steuern, regeln, Gruppensteuerung,
Prozessstabilisierung stabilisieren, verriegeln Verriegelungssteuerung,
Regler(Fuzzy, PID)
Feldebene Aktor- und Einzelgerätesteuerung
Sensorfunktionalitäten (Messen)
Tabelle 2.1: Die Funktionen der einzelnen Ebenen
2.2.1 Spezielle Funktionalitäten von Funktionsbausteinen
Durh Betrahtung von Beispielen kann gezeigt werden, dass jeweils eine verhältnismäÿig geringe
Anzahl von anwendungsspezishen Funktionsbausteinen ausreiht, um alle in bestimmten Gebie-
ten der Automatisierungstehnik auftretenden Programme auf abstraktem Niveau zu formulieren,
wie sie etwa im Bereih der Prozesssteuerung und Prozessstabilisierung Verwendung nden.
Tehnishe Komitees der Gesellshaft für Mess- und Automatisierungstehnik (VDI/VDE-
GMA Fahausshuss 5.3 Herstellerneutrale Kongurierung von Prozessleitsystemen) und der he-
mishen Industrie (NAMUR Arbeitsgruppe 1.2 Software-Tehnik und systemunabhängige Kon-
gurierung) haben einen Satz von 67 anwendungsspezishen Funktionsbausteinen identiziert, der
geeignet ist, den Groÿteil der in der hemishen Verfahrenstehnik auftretenden Automatisierungs-
sprahen in der graphishen FUP-Sprahe nah IEC 61131-3 zu formulieren [WA97℄. Die folgende
Liste der in der Rihtlinie VDI/VDE 3696 denierten Funktionsmodule vermittelt einen Eindruk
typisher Funktionalitäten:
1. monadishe mathematishe Funktionen. Dies sind etwa abs, os, sin exp, log, nihtlineare
statishe Interpolationsfunktion
2. Polyadishe mathematishe Funktionen, z. B. +, -, *, :
3. Vergleihe (>, <, = , ≤, ≥ . . . )
4. Booleshe Funktionen (∧, ∨, ¬)
5. Auswahlfunktionen (Min, Max, Multiplexer)
6. Tehnologishe Rehenfunktionen (Durhussmengenkorrektur,Wärmeussberehnung, Flüssig-
keitsberehnung, Flüssigkeitstandsberehnung, Berehnung gesättigten Dampfdruks, Bereh-
nung gesättigter Dampftemperatur)
7. Zähler, Zeitgeber, mono- und bistabile Elemente (Auf- und Abwärtszähler, Flusszähler, Aus-
shaltverzögerung, Einshaltverzögerung, niht retriggerbaremonostabile Kippstufe, bistabile
Kippstufe mit Rüksetzdominanz, bistabile Kippstufe mit Setzdominanz, Erkennung fallen-
der Flanken, Erkennung ansteigender Flanken, Impulsdauermodulator)
8. Prozesseingabe/-ausgabe (Analogeingabe, Binäreingabe, Impulseingabe, digitale Worteinga-
be, Analogausgabe, Binärausgabe, digitale Wortausgabe)
9. Dynamishe Elemente und Regler (Vorsteuerung, Dierenzierung mit Verzögerung, Integra-
tor, Totzeit, Universalregler (PID), Standardregler (PID) 1. sowie 2. Ordnung
Weiterhin gibt es sog. Notabshaltsysteme, die in [HK99℄ folgendermaÿen deniert sind:
Ein System, das einen Prozess überwaht und nur handelt  d. h. den Prozess in
einen statish siheren Zustand überführt (normalerweise eine Abshaltung)  wenn die
Siherheit von Menshen, Umwelt oder Investitionen gefährdet ist.
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Abbildung 2.2: Die Arhitekturbestandteile der einzelnen Prozessebenen
Ein solhes System beobahtet, ob bestimmte physikalishe Gröÿen, wie Temperaturen oder
Drüke, innerhalb vorgegebener Grenzen bleiben. Werden diese Grenzen verletzt, dann werden sog.
Notabshaltaktionen, wie das Önen oder Shlieÿen von Ventilen oder Abshalten von Motoren,
vorgenommen.
2.2.2 Steuerungssoftware für die Feldebene
Die Software für Funktionseinheiten, die Einzelfunktionen realisieren, welhe einem Aktor bzw.
Sensor fest zugeordnet sind, wird durh Funktionsbausteine, die als Einzelfunktionssteuerungen
bzw. Einzelgerätesteuerungen (s. Abbildung 2.2) bezeihnet werden, implementiert. Eine spezielle
gerätetehnishe Realisierung und die anlagentehnishen Verriegelungen müssen gegenüber einer
überlagerten Steuerung verborgen bleiben.
2.2.3 Steuerungssoftware für die Prozessstabilisierungs- und Prozesssi-
herungsebene
Für die Prozessstabilisierungsebene sind zunähst Funktionsbausteine mit Reglerfunktionalitäten
von Bedeutung. Diese Funktionsbausteine existieren in den Ausprägungen PID-Regler und Fuzzy-
Regler.
Grundfunktionen, die in der Prozessstabilisierungsebene auftreten, werden durh sog. Gruppen-
steuerungen (s. Abbildung 2.2) realisiert. Gruppensteuerungen können Verriegelungen umfassen,
welhe der Prozesssiherungsebene zuzuordnen sind. Gruppensteuerungen können auh Verriege-
lungen besitzen und übernehmen damit auh die Funktionalität der Prozesssiherungsebene. Grup-
pensteuerungen können hierarhish angeordnet werden.
14
2.2.4 Steuerungssoftware für die Prozessführungsebene
Eine verfahrenstehnishe Anlage ist nah [Pol94℄ eine Zusammenfassung mehrerer Teilanlagen
zu einer abgegrenzten tehnishen Einheit. Eine Teilanlage ist in Anlehnung an DIN 28004 Be-
standteil einer Anlage, die zumindest teilweise selbstständig betrieben werden kann und somit eine
eigenständige Funktionseinheit zur Realisierung einer tehnishen Anlage ist. Dies bedeutet, dass
Teilanlagen einen oder mehrere Verfahrensabshnitte selbstständig durhführen können. Zur Lö-
sung einer verfahrenstehnishen Aufgabe müssen die vershiedenen Grundfunktionen koordiniert
und mit entsprehenden Grundfunktionen der Prozessstabilisierungsebene versorgt werden. Wie
dies zu geshehen hat, ist Bestandteil einer auf Grundfunktionen aufbauenden Herstellvorshrift.
Die Abwiklung der Herstellvorshrift, die Überwahung und die Koordination der Grundfunkti-
onen einer Teilanlage übernimmt die sog. Teilanlagensteuerung (s. Abbildung 2.2). Dafür gibt es
zwei Möglihkeiten:
1. Die Teilanlage kann durh ihre anlagentehnishe Ausstattung nur eine einzige Herstellvor-
shrift oder einen bestimmten, vorgegebenen Satz von Herstellvorshriften abwikeln. In die-
sem Fall können diese Herstellvorshriften ohne Beshränkung der verfahrenstehnishen Fle-
xibilität der Anlage als fest vorgegebene Fähigkeiten zugeordnet werden. Typishe Beispiele
sind der Stromtrokner oder der Vakuumbandlter.
2. In einer Teilanlage können eine groÿe Anzahl untershiedliher Herstellvorshriften abge-
wikelt werden. Die Teilanlage kann niht alle auf ihr abwikelbaren Herstellvorshriften ken-
nen, oder es werden von Zeit zu Zeit neue Herstellvorshriften hinzugefügt. In solhen Fällen
muss die Herstellvorshrift für jedes Produkt bereitgestellt werden. Eine typishe Teilanlage
dieses Typs ist der Rührkesselreaktor, in dem vershiedene Produkte hergestellt werden.
Die Teilanlagensteuerung der einzelnen Anlagen ist im Sinne der Führung der Anlagen insgesamt
zu koordinieren. Dazu dient die hierarhish überlagerte Teilanlagensteuerung. Insgesamt erhält
man auf diese Weise, ausgehend von den einzelnen Aktoren einer Teilanlage, eine an der ver-
fahrenstehnishen Aufgabe orientierte hierarhishe Strukturierung der Prozessführungsaufgabe
sowie der zugehörigen Funktionseinheiten.
Analog zu Teilanlagensteuerungen sind Anlagensteuerungen für die Steuerung von Anlagen auf
der obersten Ebene der Prozessführung verantwortlih.
Funktionseinheiten zur Prozessführung werden über in ihrem Aufbau einheitlihe Bilder be-
obahtet und bedient. In den Bildern müssen die untershiedlihen Informationen über die Funkti-
onsbausteine dargestellt werden. Dazu dienen Standardbilder mit der angewählten Fahrweise, den
Führungswerten, dem Betriebszustand, dem Befehlsmodus und dem Bearbeitungszustand. Aus
solhen Bildern heraus wird auh die Handbedienung einer Teilanlage oder einer Anlage vorge-
nommen. In weiteren Bildern werden entsprehende Informationen der zu einer übergeordneten
Funktionseinheit gehörenden, untergeordneten Funktionseinheiten listenförmig zusammengefasst.
Aus solhen Bildern heraus lassen sih die untergeordneten Einheiten freigeben oder in Automatik
übernehmen. Zur Unterstützung der Fehlerdiagnose dienen weitere Bilder, in denen der Zustand
von Signalen, Verriegelungen oder Shrittbedingungen angezeigt wird.
2.3 Dynamishe Bestandteile der Arhitektur
In diesem Abshnitt sollen die dynamishen Bestandteile des vorgestellten Arhitekturmodells be-
shrieben werden. Die dynamishen Bestandteile zeigen, wie Bestandteile der statishen Arhi-
tektur miteinander zusammenwirken. Funktionsbausteine erhalten Befehle, die deren Arbeitsweise
lenken. Alle Befehle an einen Funktionsbaustein können entweder vom Anlagenfahrer oder von der
übergeordneten Funktionseinheit gegeben werden. Zu jedem Typ eines Funktionsbausteins gehört
ein spezieller Befehlssatz zur Steuerung des Ablaufs bei der Befehlsverarbeitung. Eine Reihe von
Befehlen lassen sih für alle Funktionsbausteine standardisieren. Dies sind insbesondere Befehle
zur Shaltung der Betriebszustände. Typishe Betriebszustände sind:
• Ein: Das Einshalten der angewählten Fahrweise,
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• Aus: Das Abfahren der angewählten Fahrweise und das Einnehmen des Grundzustandes,
• Halt: Das Anfahren des zum aktuellen Shritt gehörenden Halt-Shrittes,
• Weiter: Das Weiterfahren nah einem Halt,
• Auÿer Betrieb: Das Auÿer-Betrieb-Setzen der Funktionseinheit,
• In Betrieb: Das In-Betrieb-Setzen der Funktionseinheit.
Weiterhin gibt es Befehle zur Auswahl einer Fahrweise und zum Setzen von Führungswerten. Eine
Funktionseinheit zur Prozessführung besitzt auÿerdem bestimmte Befehlsmodi:
• Hand: Der Anlagenfahrer ist Befehlsgeber, das heiÿt, die Funktionseinheit nimmt Befehle nur
vom Anlagenfahrer an.
• Frei: Es ist kein Befehlsgeber deniert, das heiÿt, es werden weder vom Anlagenfahrer noh
von der übergeordneten Funktionseinheit Befehle angenommen. Bestehende Aufträge werden
jedoh weiter bearbeitet. Der Anlagenfahrer darf die Funktionseinheit in den Modus Hand
shalten, die übergeordnete Funktionseinheit ist der Befehlsgeber.
• Die übergeordnete Funktionseinheit ist Befehlsgeber, das heiÿt, Befehle werden nur von der
übergeordneten Funktionseinheit angenommen.
Ein Befehl startet, modiziert, unterbriht oder beendet in einem empfangenden Funktions-
baustein einen Auftrag. Zu jedem Typ einer Funktionseinheit gehört ein spezieller Befehlssatz zur
Initiierung und Steuerung des Ablaufes von Aufträgen. Ein Auftrag besteht aus der einzustellenden
Fahrweise und den zugehörigen Führungswerten. Fahrweisen sind alternativ einstellbare Funktions-
abläufe einer Funktionseinheit. Zu jeder Fahrweise gehört ein fester Satz von Führungswerten, die
vorgegebenen Stell- bzw. Sollwerten entsprehen und für die Steuerung von Funktionsbausteinen
und Funktionseinheiten benötigt werden. Solhe Führungswerte besitzen bestimmte physikalishe
Einheiten. In der Regel werden Führungswerte durh den Anlagenfahrer oder die übergeordnete
Funktionseinheit auftragsbezogen gesetzt. Es ist jedoh auh möglih, einer Funktionseinheit per
Befehl mitzuteilen, dass für den auszuführenden Auftrag Führungswerte über gesonderte Eingänge
der Funktionseinheit gesetzt werden.
Bei einer genaueren Betrahtung der verfahrensorientierten Abläufe stellt man shnell fest,
dass innerhalb eines Ablaufs durhaus untershiedlihe Vorgehensweisen realisiert werden müssen.
Innerhalb einer Fahrweise kann jede Grundfunktion durh Bedienung oder als Reaktion auf Ereig-
nisse (z. B. Störungen) vershiedene Betriebszustände einnehmen. Diese Betriebszustände müssen
beispielsweise beim Entwurf des zugehörigen SFC berüksihtigt werden. Einzelne alternativ wähl-
bare Funktionen einer Funktionseinheit werden als Fahrweisen einer Grundfunktion bezeihnet.
Die gesamte Funktionalität einer Teilanlage ist durh die Fahrweisen aller ihrer Grundfunktionen
gegeben.
In einem hierarhishen Prozessleitsystem erteilen übergeordnete Funktionsbaustein-Instanzen
untergeordneten Funktionsbaustein-Instanzen Befehle. Die untergeordneten Funktionsbaustein-
Instanzen führen diese Befehle in eigener Regie aus und überwahen selbst die ordnungsgemäÿe
Ausführung. Sie zeigen der übergeordneten Funktionsbaustein-Instanz den Status der Ausfüh-
rung und alle zur Beurteilung ihrer Arbeitsweise wihtigen Zustände an. Eine bemerkenswerte
Eigenshaft des Modells ist es, dass die Befehle konsequent nahrihtenorientiert ausgegeben wer-
den. Ein Befehl, der von der übergeordneten Funktionsbaustein-Instanz an die untergeordnete
Funktionsbaustein-Instanz geshikt wird, kann von dieser akzeptiert oder abgewiesen werden.
Die übergeordnete Funktionsbaustein-Instanz erhält eine Quittung über Akzeptanz oder Niht-
akzeptanz des Befehls. Danah wird der Befehl von der untergeordneten Einheit tehnologish
abgewikelt. In diesem vereinfahten Modell erhält der übergeordnete Baustein keine explizite
Nahriht über den Stand der Abwiklung und die Beendigung des Auftrages, der von dem Befehl
ausgelöst wurde. Der übergeordnete Baustein muss sih bei Bedarf durh eine Statusabfrage über
den Stand der Verarbeitung informieren.
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Wie bereits in den einzelnen Unterebenen der Prozessleitung deniert, können Störungen bzw.
Warnungen auftreten. Funktionseinheiten zur Prozessführung überprüfen Befehle auf ihre Zuver-
lässigkeit, Eingangswerte auf einzuhaltende Grenzwerte, das Ansprehen von Verriegelungsbedin-
gungen und den bestimmungsgemäÿen Verlauf, der von ihnen einzustellenden Prozesszustände.
Treten Abweihungen auf, dann setzen die Funktionseinheiten entsprehende Meldungen bzw. War-
nungen ab und informieren die zugehörige übergeordnete Funktionseinheit über die aufgetretene
Störung. Eine wihtige Störung liegt vor, wenn die untergeordnete Funktionseinheit ihre Aufträge
niht mehr ordnungsgemäÿ abwikeln kann. Gründe dafür können sein:
• Die Funktionseinheit ist auf Handbetrieb eingestellt.
• Die Funktionseinheit ist gestört.
• Die Funktionseinheit ist auÿer Betrieb.
Die von Funktionsbausteinen bzw. Reglern generierten Meldungen bzw. Warnungen werden
an Funktionsbausteine oder an sog. Bilder einer Anlage, die sih z. B. im Kontrollraum benden,
weitergeleitet.
2.3.1 Beispiele für die praktishe Eignung des Arhitekturmodells
Bei der Vorstellung einer Arhitektur bleibt natürlih die Frage oen, ob sie den Bedürfnissen und
Anforderungen praktisher Steuerungssysteme gereht wird. Die Frage der Eignung soll hier kurz
erörtert werden.
In [ME99℄ wird über die Anwendung von standardisierten Funktionsbausteinen und der Be-
dienoberähen von Leitsystemen mit einem Toolkit berihtet. Der Artikel beshreibt ein Projekt,
in dem die folgenden Funktionalitäten als grundlegend (Grundfunktionselemente) angesehen wer-
den:
• Die Ansteuerung eines einfahen Motors ist möglih.
• Die Ansteuerung muss mit zwei Drehzahlen und in zwei Drehrihtungen erfolgen können.
• Das Ansteuern eines Frequenzumrihters, der eingehende Frequenzen in Drehzahlen eines
Motors umrihtet, wird unterstützt.
• Die Funktionalität zur Ansteuerung eines Auf-/Zu-Ventils (Aktoransteuerung, wiederum Ein-
zelgerätesteuerung) wird angeboten.
• Die Ansteuerung eines Regelventils (Aktor einer Einzelgerätesteuerung) muss möglih sein.
• Das sensornahe Einlesen und Verarbeiten (Diskretisieren eines Analogwertes) wird angeboten.
• Die Regler (z. B. PID oder Fuzzy) werden unterstützt.
• Die Dosierungsfunktionalitäten werden durh spezielle Einzelgerätesteuerungen von Aktoren
unterstützt.
Alle diese Funktionsbausteine verfügen über folgende Eigenshaften:
• Die Ansteuerung der entsprehenden Aktoren wird vorgenommen.
• Die Auswertung aller Rükmeldungen wird vorgenommen.
• Die Auswertung von Leittehnikstörungen (wie etwa Drahtbruh, Baugruppenfehler et.)
wird durhgeführt.
• Die Verknüpfungseingänge (Verriegelung, Freigabe und weitere Funktionen) werden ausge-
wertet.
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• Eine Shnittstelle zu einer überlagerten Grundfunktion und die dafür notwendige Verwaltung
des Zugris per Hand oder Automatik werden unterstützt.
• Die Bedienung der Motorbausteine erfolgt vor Ort und die Siherheitsshalter der Motorbau-
steine werden ausgewertet.
In [EH99℄ wird der Einsatz eines Prozessleitsystems mit Grundfunktionsfahrweisen in einer
Bath-Anwendung vorgestellt, die die Anwendung einer ähnlihen Steuerung bei der Bayer AG be-
shreibt. Anzumerken bleibt, dass die einzelnen Übergangsstatuskennungen als parallele Ketten in
einem SFC-Plan realisiert werden. Untershiedlihe Fahrweisen einer Grundfunktion, wie z. B. die
Dosierung von einem Produkt A mit einem Produkt B, werden in untershiedlihen SFC-Plänen
projektiert. Fahrweisen des gleihen Typs sollen in vershiedene Projekte hineinkopiert werden.
In einer Arhitektur, wie sie hier vorgestellt worden ist, lassen sih bestimmte Mehanismen zur
wiederkehrenden Lösung von Problemen, die aus Anforderungen resultieren, identizieren. Derar-
tige Problemlösungen werden als Muster bezeihnet, die im folgenden Kapitel genauer betrahtet
werden sollen. Von speziellem Interesse werden im weiteren Verlauf Muster für Steuerungssoftware
sein [Rie00, Mey00℄.
2.4 OPC Unied Arhiteture
Die OPC Unied Arhiteture (OPC UA) ist die neuste aller Spezikationen der OPC Foundation.
Die erste Version der OPC UA wurde 2006 nah einigen Jahren Spezikationsarbeit verabshie-
det. Anfang 2009 wurde eine stark überarbeitete Version, an der a. 30 Unternehmen mitgewirkt
haben [MLD09℄, veröentliht.
Abbildung 2.3: Die Struktur der OPC UA (entnommen aus Wikipedia)
Im Folgenden werden einige interessante Eigenshaften der OPC UA kurz vorgestellt. Die Ska-
lierbarkeit von Embedded-Controllern bis zu Mainframes wird unterstützt. Der Kommunikations-
stak der OPC UA beruht auf einer portablen ANSI-C-Implementierung. Es ist möglih den Stak
sowohl für den Multithreaded-Betrieb als auh für den Singlethreaded/Singletask-Betrieb zu kom-
pilieren, was für die Portierung in eingebetteten Geräten von Bedeutung ist. Es wird eine eigene
Seurity-Implementierung, die auf den neuesten Standards beruht, bereitgestellt. Für jeden Ser-
vie gibt es kongurierbare Timeouts. Die eziente Übertragung von groÿen Datenpaketen wird
unterstützt.
Der Kommunikationsstak ist eine von vielen Neuerungen. Die Arhitektur der OPC UA ist eine
Servie-orientierte Arhitektur (SOA) und in mehrere logishe Ebenen aufgeteilt (s. Abbildung 2.3).
Sämtlihe von der OPC UA denierten Base-Servies sind abstrakte Methodenbeshreibungen, die
unabhängig vom Protokoll sind. Sie bilden die Basis für die gesamte Funktionalität der OPC
18
UA. Die Transportshiht setzt diese Methoden in ein Protokoll um, d. h. sie serialisiert bzw.
deserialisiert die Daten und versendet diese über das Netz. Gegenwärtig sind zwei vershiedene
Protokolle dafür vorgesehen. Zunähst gibt es ein auf Webservies basierendes Protokoll. Zusätzlih
existiert ein binäres, hoh optimiertes und performantes TCP-Protokoll. Weitere Protokolle können
bei Bedarf hinzugefügt werden. Damit wird die Kommunikation zwishen einem OPC-UA-Client
mit einem OPC-UA-Server unterstützt.
Die Spezikation der OPC UA besitzt die folgenden Bestandteile:
• Konzepte (Conepts)
• Siherheitsmodell (Seurity Model)
• Adressraum-Modell (Address Spae Model)
• Dienste (Servie)
• Informationsmodell (Information Model)
• Datenzugri (Data aess) und historisierter Datenzugri (Historial Data Aess)
• Alarme und Bedingungen (Alarms and Conditions)
• Programme (Programs)
Das OPC-Informationsmodell ist ein vollvermashtes Netzwerk aus Knoten (Nodes), das es ermög-
liht, alle Arten von Metainformationen und Diagnoseinformationen zu übertragen. Ein Knoten
ist mit einem Objekt in der objektorientierten Programmierung vergleihbar. Ein Knoten besitzt
in der Regel Attribute, die gelesen werden können (Data Aess (DA)), Operationen, die aufgeru-
fen werden können, und Events, die vershikt werden können. Solhe Knoten stellen sowohl die
Nutzdaten als auh alle anderen Arten von Metadaten zur Verfügung. Der auf diese Weise mo-
dellierte Adressraum beinhaltet somit auh ein Typmodell, das sämtlihe Datentypen beshreibt.
Ein Programm beshreibt eine komplexe zustandsbehaftete Funktionalität. Das Informationsmo-
dell bildet die Grundlage für die Spezikation der übrigen Modelle. Um Informationsmodelle sowie
Programme zu spezizieren, wird UML verwendet. Dafür wird auf einige der Diagramme aus Ka-
pitel 3 zurükgegrien. Selbstverständlih ist auh die OPC UA selbst mittels der UML modelliert.
Das Adressraum-Modell beshreibt, welhe Objekte im Adressraum eines OPC-UA-Servers exis-
tieren.
OPC-UA-Spezikationen sind keine reinen Anwenderspezikationen. Vielmehr wird ein gene-
risher Rahmen für Anwenderspezikationen bereitgestellt. Umfangreihe Bestandteile beshreiben
UA-Interna, die vom Kommunikationsstak behandelt werden. Diese sind von besonderem Inter-
esse für die Entwiklung eines eigenen UA-Staks oder dessen Portierung. Für die Anwendungs-
entwiklung, die OPC UA verwendet, greift man auf die OPC-UA-API zurük. Interessant für
Anwendungsentwikler sind jedoh speziell das Adressraum-Modell, die Dienste und das Informa-
tionsmodell. Für eine eigenständige Anwendung ist es erforderlih, ein neues Informationsmodell
zu entwerfen.
Andere bedeutende Standards, wie MIMOSA (Mahinery Information Management Open Sys-
tems Alliane) und IEC 61131, bauen auf der OPC UA auf oder werden gegenwärtig an diese
angepasst. Mit dem OPC UA Information Model für IEC 61131-3 [Te09℄ der Version 0.09.1 liegt
eine frühe Fassung für einen sehr wihtigen Standard im Bereih der Automatisierungstehnik vor,
der OPC UA und damit auh UML verwendet.
2.5 Beispielanlage zur Entwiklung von Steuerungssoftware
In diesem Abshnitt wird eine Anlage zur Produktion von Grundstoen von Gummibärhen 
nämlih der Gelatine  als Beispiel vorgestellt. Die Software, die zur Steuerung dieser Anlage
verwendet wird, wird den Leser durh die gesamte Arbeit begleiten.
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Gelatine, der wihtigste Grundsto für die Herstellung von Gummibärhen ist ein hohreines
Protein, das durh die partielle Hydrolyse von kollagenem Eiweiÿ hergestellt wird. Ausgangsma-
terial zur Produktion von Gelatine ist die dike Haut des Shweins, die sog. Shwarte, oder Rin-
derhaut
2
. Aus diesen Tierbestandteilen wird das Eiweiÿ herausgelöst und zu Gelatine verarbeitet.
Der hemishe Prozess zur Erzeugung der Gelatine ist mehrstug.
Zunähst erfahren die oben genannten Rohstoe eine spezielle Vorbehandlung mit Säuren oder
Laugen. Dadurh wird das Eiweiÿ aufgeshlossen, bevor es aus dem Rohmaterial herausgelöst wird.
Die so entstandene Lösung wird nun mit Warmwasser versetzt und durhläuft einen mehrstugen
Extraktionsprozess, in dem Gelatine mit untershiedliher Gelierfestigkeit gewonnen wird. Die ers-
ten Abzüge, die bei niedrigsten Temperaturen gewonnen werden, ergeben höhste Gelierfestigkeit
der dabei ausgeshmolzenen Gelatine. Diese fällt etwa in einer fünfprozentigen Lösung an. Anshlie-
ÿend an den ersten Extraktionsvorgang wird die verbliebene teilextrahierte Lösung mit frishem
Warmwasser höherer Temperatur angesetzt und nohmals extrahiert. Dies wird so oft fortgesetzt,
bis der letzte Rest der Gelatine bei Siedetemperaturen in Lösung gegangen ist. Das gesamte Ver-
fahren besteht aus den Verfahrensshritten des Befüllens, des Erhitzens und des Abpumpens, die
sequentiell naheinander abfolgen. Natürlih ist es möglih, dass die drei Verfahrensshritte mehr-
fah hintereinander stattnden.
Die letzten Verarbeitungsshritte bei der Gelatineproduktion sind das Reinigen, das Erhitzen
und das Troknen. Hierbei werden Fettspuren, Kollagenfasern und Salzreste aus der Gelatinelösung
entfernt. Die gereinigten Lösungen jeder Gelierfestigkeit werden bei Temperaturen bis zu 140 Grad
Celsius sterilisiert und zum Erstarren gebraht. Dieses Gel wird getroknet und grob gemahlen.
Damit ist der Gewinnungsprozess abgeshlossen.
In der linken Hälfte der Abbildung 2.4 ist der Aufbau unserer Anlage zur Herstellung von
Gelatine auszugsweise angegeben. Eine der Teilanlagen dient der beshriebenen Extraktion der
Gelatine aus den Rohstoen. Dazu verfügt die Teilanlage über mehrere Behälter. Wir betrahten
nur einen Behälter B1, der für eine Extraktion der Gelatine verwendet wird. Der Bediener kann von
seinen Steuerpulten die Produktion beeinussen und erhält über die Bilder Informationen bzgl. des
Verarbeitungszustandes der Anlage, z. B. über die Temperatur, die im Kessel zur Teilextraktion
herrsht.
Die Teilanlagensteuerung unterstützt sowohl den Hand- als auh den Automatikbetrieb. Der Ex-
traktionsvorgang kann korrekt fertiggestellt, durh Fehler abgebrohen und angehalten werden. Die
Teilanlagensteuerung kooperiert ihrerseits mit mehreren Gruppensteuerungen und einem Regler.
Die erste Gruppensteuerung steuert das Befüllen des Behälters, die zweite das Abpumpen des Gela-
tinegels mit der Membranpumpe P1. Im Feld benden sih zahlreihe Sensoren und Aktoren, deren
Software durh die Gruppensteuerungen und den Regler kontrolliert wird. Bei periodishen Rege-
lungen sind der Regler, die Einzelgerätesteuerung des Aktors und die Einzelgerätesteuerung des
Sensors räumlih voneinander entfernt. Die Sensoren und Aktoren greifen direkt in den Prozess ein,
welher die Regelstreke enthält, während der Regler auf einer entfernten Hardware-Komponente
installiert ist. Eine ähnlihe Anlage, bei der Reaktionszeiten allerdings für den Ausfall der Kühlung
der Anlage von Bedeutung sind, ist in [HGK98℄ beshrieben. Der Behälter B1 muss permanent
erwärmt werden, um die Temperatur stabil zu halten. Dazu wird erhitztes Wasser, das durh das
Ventil V2 geleitet wird, verwendet. Durh einen Motor wird das Ventil geönet bzw. geshlossen.
Die Kombination aus Ventil V2 und Motor M1 ist ein Aktor. Der Sensor TIS  im Folgenden
Sensor genannt  ermittelt permanent die Temperatur der Flüssigkeit im Behälter B1. Ein PID-
Regler ist vorgesehen, um die Temperatur von B1 in einem bestimmten Bereih zu halten. Mit der
Membranpumpe P1 wird die extrahierte Lösung aus dem Behälter gepumpt. Diese Membranpum-
pe darf nur in bestimmten Zuständen angefahren werden, um zu verhindern, dass beim Abkühlen
der Membran ein Unterdruk entsteht, der zur Perforation bzw. Überdehnung führen kann. Um
dies auszushlieÿen, wird eine Membransteuerung verwendet, die die Membran positioniert. Sollte
dennoh ein Anfahren der Membranpumpe erfolgen, wird eine Verriegelung der Membranpumpe
durh eine Verriegelungssteuerung vorgenommen.
An die Steuerungssoftware der Anlage bestehen niht-funktionale Anforderungen bzgl. der Ver-
teilung, Realzeitfähigkeit und Fehlertoleranz. Zunähst werden die Verteilungsanforderungen be-
2
Auh die Knohen von Shweinen und Rindern sind geeignet.
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Abbildung 2.4: Die Anlage des Beispiels mit der zugehörigen Steuerungssoftware
handelt. Die Gruppensteuerung zum Einfüllen ist von der Sensorsteuerung S1 räumlih entfernt.
Auÿerdem benden sih die Gruppensteueuerung zum Abpumpen und ihre Aktorsteuerung A1 an
vershiedenen Positionen. Auh die Sensorsteuerung S2 und die Aktorsteuerung A2 sind niht di-
rekt bei dem Regler für die Temperatur positioniert, sodass für die Kommunikation eine räumlihe
Distanz überbrükt werden muss. Der Austaush von Informationen und Anweisungen zwishen
dem Bild und den einzelnen Steuerungen muss transaktional erfolgen. Dies ist erforderlih, da An-
weisungen durh den Bediener der Anlage entweder ganz oder gar niht ausgeführt werden müssen,
um zu vermeiden, dass unvollständige Steuerungsbefehle zu sinnlosem Verhalten der Anlage füh-
ren können. Auÿerdem ist dies auh für die Protokollierung der Anweisungen in einer Datenbank
relevant.
An alle Einzelgeräte-, Gruppen- und die Teilanlagensteuerungen bestehen Realzeitanforderun-
gen, da Ergebnisse in vorgegeben Zeiten verarbeitet und Berehnungen in genau denierten Zeit-
räumen abgeshlossen werden müssen.
Um siherzustellen, dass die Membran der Pumpe keinesfalls beshädigt wird, muss die Verrie-
gelungssteuerung, die mit der Gruppensteuerung zum Abpumpen zusammenwirkt, fehlertolerant
ausgelegt werden. Das bedeutet, dass ein Ausfall der Gruppensteuerung und der Verriegelungs-
steuerung mit hoher Wahrsheinlihkeit verhindert werden muss.
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Kapitel 3
Unied Modeling Language (UML)
Die UML (Unied Modeling Language) ist eine standardisierte Modellierungssprahe, deren Syntax
und Semantik durh ein Metamodell deniert ist. Die UML liegt gegenwärtig in der standardisierten
Version 2.2 vor. Diese Arbeit bezieht sih auf die Version 2.0 [OMG03℄. Als Modellierungssprahe
stellt UML 2.0 umfangreihe Konstrukte zur Spezikation von Software bereit. Die Ausführung von
UML 2.0 Modellen wird unterstützt, indem Ations eingeführt werden. Auh in xUML (exeutable
UML), das ein UML-Prol für ausführbare UML Modelle deniert [MB02, MTAL98, MTAL99℄,
steht die Ausführbarkeit der Modelle im Vordergrund. Ein Prol ist ein Metamodell für eine be-
stimmte Domäne und gibt an, wie Elemente der UML für einen bestimmten Zwek kombiniert
werden. UML 2.0 Modelle sind gut geeignet, um automatish Quellode aus ihnen zu generieren.
Weiterhin wird die Modellierung von Realzeitsystemen und eingebetteten Systemen besser un-
terstützt. Zunähst wird kurz die Semantik eines objektorientierten Softwaresystems behandelt.
Anshlieÿend werden grundlegende Begrie vorgestellt und an einem Beispiel verdeutliht. Zuletzt
wird auf die einzelnen Diagramme der UML eingegangen.
3.1 Grundlegende Semantik objektorientierter Software
In einem objektorientierten System interagieren Objekte, um Daten zu verarbeiten. Jedes Objekt
hat eine eindeutige Identität. Objekte werden zur Laufzeit erzeugt und zerstört. Ein Objekt besitzt
Instanzvariablen. Den Instanzvariablen werden zur Laufzeit Werte zugewiesen. Objektvariablen
sind bestimmte Instanzvariablen, deren Werte Referenzen auf andere Objekte repräsentieren. Ob-
jekte rufen zur Laufzeit Operationen auf sih selbst oder auf anderen Objekten auf, um bestimmte
Dienste in Anspruh zu nehmen. Der Begri der Operation abstrahiert von einer konkreten Im-
plementierung. Ist die Implementierung einer Operation gemeint, so wird stattdessen von einer
Methode gesprohen. In Operationen werden die Werte von Instanz- und Objektvariablen modi-
ziert bzw. gelesen, Berehnungen durhgeführt, Operationen auf anderen Objekten aufgerufen
und Objekte zerstört bzw. erzeugt. Der Aufruf von Operationen geshieht durh den Versand von
Nahrihten. Eine Nahriht besteht aus dem Namen der aufzurufenden Operation und Argument-
werten. Nahrihten ermöglihen die Kommunikation von vershiedenen Objekten, transportieren
Argumentwerte von einem Objekt zum anderen und liefern bei Beendigung der aufgerufenen Ope-
ration Rükgabewerte an das aufrufende Objekt zurük.
Klassen beshreiben shablonenhaft die Struktur und das Verhalten von Objekten, die Instanzen
dieser Klasse sind. Eine Klasse besitzt einen eindeutigen Klassennamen. Klassen besitzen Attribute
mit einem Namen und einem Typ, die die Instanzvariablen eines Objektes beshreiben. Weiterhin
besitzen Klassen Operationen, die die Signatur und das Verhalten der Dienste eines Objektes
beshreiben. Die Signatur einer Operation besteht aus den Operationsnamen, den Argumenten
und dem Rükgabetyp. Jedes Argument besitzt einen Namen und einen Typ.
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3.1.1 Abstrakter Regler als ein objektorientiertes Beispielsystem
In diesem Abshnitt soll am Beispiel eines abstrakten Reglers die grundlegende Arbeitsweise ei-
nes objektorientierten Softwaresystems erläutert werden. Ein abstrakter Regler besteht aus einer
Klasse abstratController für den Regler, einer Klasse abstratAtor für den Aktor und einer Klas-
se abstratSensor für den Sensor (s. Abbildung 3.1). Die Sensorklasse abstratSensor besitzt ein
Attribut x, auf das mit der Operation getValue zugegrien wird, um den im Sensor gemessenen
Istwert auszulesen. Die Klasse abstratAtor für den Aktor besitzt ein Attribut y, welhes den
aktuellen Stellwert repräsentiert und durh die Operation setValue gesetzt wird. Die Reglerklas-
se abstratController besitzt die Attribute x und y, um den Stellwert und den Istwert aufzunehmen.
Sie verfügt auÿerdem über die Operationen loop und ompute. Die Operation loop wird einmalig
aufgerufen, um in die Regelshleife zu gelangen. Die Operation ompute wird verwendet, um den
neuen Stellwert zu berehnen. Zur Laufzeit besitzt ein Reglerobjekt eine Referenz auf ein Aktorob-
jekt und eine Referenz auf ein Sensorobjekt. Die Operation loop wird einmalig angestoÿen. In der
Operation loop wird die Operation getValue des Sensorobjektes aufgerufen, die den Istwert zurük-
liefert, welher in der Instanzvariable x abgelegt wird. Anshlieÿend wird die Operation ompute
aufgerufen, um den neuen Stellwert zu ermitteln, der in der Instanzvariable y abgelegt wird. Zuletzt
wird mit einer getValue-Nahriht an das Aktorobjekt der neue Stellwert gesetzt.
3.2 Grundlegende Begrie der objektorientierten Software-
Modellierung
In diesem Abshnitt werden Denitionen für die zentralen Begrie der UML angegeben und in
Tabelle 3.1 in einer Übersiht aufgeführt.
Zentral ist der Begri des Objektes. Ein Objekt ist eine konkret vorhandene und agierende
Einheit mit eigener Identität und denierten Grenzen, die einen eigenen Status und ein Verhalten
kapselt [HK05, Stö05℄. Ein Objekt besitzt Instanzvariablen, die Werte annehmen und Objektvaria-
blen, die andere Objekte referenzieren. Die Identität eines Objektes ist von seinen Instanzvariablen
unabhängig und niht veränderbar. Die Werte dieser Variablen beziehen sih auf das individuelle
Objekt. In einem Objekt sind Dienste in Form von Operationen vorhanden, die von anderen Ob-
jekten aufgerufen werden können.
Ein Attribut beshreibt eine Instanzvariable, die in einem Objekt enthalten ist und für die jedes
Objekt einen individuellen Wert aufweist. Ein Attribut besteht aus einem Namen, einem Typ und
einer Sihtbarkeit. Die Sihtbarkeit beshreibt die Zugreifbarkeit eines Attributes. Eine durh ein
Attribut beshriebene Instanzvariable ist vollständig unter der Kontrolle des Objektes, zu dem sie
gehört und hat auÿerhalb dieses Objektes keine eigene Identität.
Operationen sind Dienste, die von einem Objekt angefordert werden können. Sie werden durh
ihre Signatur, die sih aus dem Operationsnamen, den Parametern mit ihren Namen und Typen
und einem gegebenenfalls vorhandenem Rükgabetyp zusammensetzt, beshrieben.
Durh eine Klasse werden die Attribute und die Operationen zu einer Shablone für eine Menge
von Objekten zusammengeführt. Eine Klasse ist die Denition der Attribute, Operationen und der
Semantik für eine Menge von Objekten. Alle Objekte einer Klasse entsprehen dieser Denition.
Durh eine Assoziation wird eine Relation zwishen zwei Klassen angegeben.
Um Beziehungen zwishen zwei Objekten zu verstehen, ist der Begri des Links relevant. Ein
Link ist eine Instanz einer Assoziation und repräsentiert somit eine Referenz auf ein anderes Objekt.
Eine Objektvariable nimmt zur Laufzeit einen oder mehrere Links auf.
Jetzt soll die Verarbeitung in einem Objekt betrahtet werden. Hier ist der Begri der Ation für
das Verständnis der Verarbeitungsshritte eines Objektes wesentlih. Eine Ation ist ein atomarer
Verarbeitungsshritt, der innerhalb eines Objektes ausgeführt wird. Ein solher Verarbeitungs-
shritt kann untershiedlihe Auswirkungen besitzen. Zu den möglihen Auswirkungen gehören die
Änderung der Werte von Instanz- bzw. Objektvariablen, der Aufruf bzw. die Entgegennahme einer
Operation oder die Antwort auf einen Operationsaufruf.
Ations besitzen Pins, um parameterähnlih Werte und Objekte als Eingaben entgegenzu-
nehmen bzw. bei der Verarbeitung entstandene Objekte und Werte als Ausgaben zur weiteren
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Verarbeitung über Objektüsse weiterzureihen.
Ein Objektuss beshreibt die Weiterleitung eines Objektes zwishen zwei Ations über Pins.
Die Weiterleitung von Kontrollinformation in Form von Token zwishen zwei Ations zur Ge-
währleistung einer bestimmten Reihenfolge geshieht durh einen Kontrolluss.
Durh eine Aktivität (engl. ativity) wird auf der Basis von Kontroll- und Objektüssen die
Ausführungsreihenfolge von einer Menge von Ations, die in der Aktivität modelliert sind, festge-
legt.
Wesentlih für ein Objekt sind dessen Zustände und wie Übergänge zwishen diesen erfolgen.
Ein Zustand deniert eine bestimmte Situation, in der sih ein Objekt bendet. Hierbei wird in
Kontrollzustand, Datenzustand, Zustand der Ereigniswarteshlange und Lebenszykluszustand un-
tershieden. Der Datenzustand gibt an, welhe Werte die Instanzvariablen und Objektvariablen
eines Objektes besitzen. Der Kontrollzustand beshreibt, welhe Ereignisse von einem Objekt zum
gegenwärtigen Zeitpunkt verarbeitet werden können. Der Zustand der Ereigniswarteshlange gibt
an, welhe Ereignisse von einem Objekt empfangen worden sind. Weiterhin wird der Lebenszy-
kluszustand deniert, der angibt, ob ein Objekt gegenwärtig inaktiv, aktiv oder terminiert ist. Der
Zustand eines Objektes wird aus dem Daten-, dem Kontroll-, dem Lebenszykluszustand und dem
Zustand der Ereigniswarteshlange gebildet.
Ein Ereignis ist der Aufruf einer Operation, das Eintreen eines Signals oder der Ablauf ei-
ner Frist. Ereignisse werden in der Ereigniswarteshlange bis zum Zeitpunkt ihrer Verarbeitung
zwishengespeihert, damit eingehende Ereignisse die augenbliklih stattndende Verarbeitung
niht unterbrehen. Ereignisse enthalten Datenwerte in vordenierten Parametern. Solhe Ereig-
nisse können in einem Objekt zu einem beliebigen Zeitpunkt auftreten. Ereignisse werden entweder
durh bestimmte Ations aus einem anderen Objekt ausgelöst, die den Aufruf einer Operation bzw.
die Versendung eines Signals bewirken oder durh den Ablauf einer im selben Objekt spezizierten
Frist verursaht.
Eine Transition ist ein Zustandsübergang, der durh ein Ereignis verursaht wird, das als Aus-
löser (engl. Trigger) bezeihnet wird, falls eine bestimmte an der Transition modellierte Bedingung
erfüllt ist. Transitionen, die keinen Auslöser besitzen, werden als triggerless bezeihnet. Transi-
tionen sind der wihtigste Ausgangspunkt für die Ausführung einer Menge von Ations. Beim
Shalten einer Transition wird eine an dieser modellierte Aktivität ausgeführt, was wiederum zur
Ausführung ihrer Ations in der durh die Objekt- und Kontrollüsse festgelegten Reihenfolge
führt.
Abshlieÿend sollen die Begrie, die die Kooperation von Objekten durh Interaktion behan-
deln, eingeführt werden.
Eine Nahriht (engl. message) ist ein Mehanismus mit dem Objekte untereinander kommu-
nizieren. Mit einer Nahriht wird ein Objekt aufgefordert eine Operation auszuführen oder eine
Information durh ein Signal entgegenzunehmen. Eine Nahriht besteht aus einem Namen und
einer Liste von Argumenten und wird an genau einen Empfänger versendet. Der Sender einer
Nahriht erhält gegebenenfalls eine Antwort.
Durh einen Ereignisauftritt wird das Auftreten einer Ation in einem bestimmten Objekt
zu einem denierten Verarbeitungszeitpunkt eines Objektes bezeihnet, d. h. jede Ausführung
einer Ation führt zu einem Ereignisauftritt, der einem bestimmten Objekt zugeordnet werden
kann. Ereignisse und Ereignisauftritte haben trotz des ähnlihen Namens nihts miteinander zu
tun.
Um die Abfolge der Ereignisauftritte der Objekte eines objektorientierten Systems anzugeben,
wird der Begri des Traes verwendet. Ein Trae ist eine Sequenz von Ereignisauftritten.
3.2.1 Begrie am Beispiel des abstrakten Reglers
Die Klasse Controller, die in Abbildung 3.1 gezeigt ist, beshreibt die Struktur von Reglerob-
jekten. Sie besitzt das Attribut x, um den Istwert aufzunehmen, während der Stellwert durh
das Attribut y repräsentiert wird. Die Operation loop, die keinen Rükgabewert besitzt, und die
Operation ompute enthalten alle Verarbeitungsshritte des Reglers. Die Klasse Controller besitzt
Assoziationen zur Klasse Sensor und zur Klasse Ator der Multiplizität eins, d. h. zur Laufzeit
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Begri Denition
Objekt Eine konkret vorhandene und agierende Einheit mit eigener Identität und denierten Gren-
zen, die einen Status und ein Verhalten kapselt [HK05℄. Die Begrie des Objektes und der
Instanz sind synonym. Ein Objekt besitzt Instanzvariablen, die Werte annehmen und Ob-
jektvariablen, die andere Objekte referenzieren. Die Werte dieser Variablen beziehen sih auf
das individuelle Objekt. In einem Objekt sind Operationen vorhanden, die anderen Objekten
Dienste bereitstellen. Jedes Objekt hat eine eigene von seinen Instanzvariablen unabhängige,
niht veränderbare Identität.
Attribut Ein Attribut beshreibt eine Instanzvariable, die in einem Objekt enthalten ist und für das
jedes Objekt einen individuellen Wert aufweist. Ein Attribut besteht aus einem Namen,
einem Typ und einer Sihtbarkeit. Die Sihtbarkeit beshreibt die Zugreifbarkeit eines Attri-
butes. Ein Attribut ist vollständig unter der Kontrolle des Objektes, das es beshreibt und
hat auÿerhalb dieses Objektes keine eigene Identität.
Operation Operationen sind Dienste, die von einem Objekt angefordert werden können. Sie werden
beshrieben durh ihre Signatur, die aus dem Operationsnamen, der Sihtbarkeit, den Para-
metern und einem gegebenenfalls vorhandenem Rükgabetyp besteht.
Klasse Eine Klasse ist die Denition der Attribute, Operationen und der Semantik für eine Menge
von Objekten. Alle Objekte einer Klasse entsprehen dieser Denition.
Assoziation Eine Assoziation beshreibt eine Relation zwishen zwei Klassen.
Link Ein Link ist die Instanz einer Assoziation und repräsentiert eine Referenz auf ein anderes
Objekt. Eine Objektvariable nimmt einen Link in einem Objekt auf.
Ation Eine Ation ist ein atomarer Verarbeitungsshritt eines Objektes, der die Werte von Attribu-
ten oder Links verändert oder den Aufruf bzw. die Entgegennahme einer Operation oder die
Antwort auf einen Operationsaufruf zur Folge hat. Aktionen besitzen Parameter, um Werte
entgegenzunehmen bzw. weiterzugeben.
Pin Ein Pin ist ein Ein- oder Ausgabeparameter einer Ation über den Werte entgegengenommen
bzw. weitergeleitet werden.
Objektuss Ein Objektuss beshreibt die Weiterleitung eines Objektes zwishen zwei Ations über Pins.
Kontroll-
uss
Ein Kontrolluss beshreibt die Weiterleitung von Kontrollinformation in Form von Token
zwishen zwei Ations zur Gewährleistung einer bestimmten Ausführungsreihenfolge.
Aktivität Eine Aktivität (engl. ativity) beshreibt auf der Basis von Kontroll- und Objektüssen die
Ausführungsreihenfolge einer Menge von Ations, die in der Aktivität modelliert sind.
Zustand Ein Zustand deniert eine bestimmte Situation, in der sih ein Objekt bendet. Hier wird
der Kontrollzustand, der Datenzustand und der Zustand der Ereigniswarteshlange unter-
shieden. Der Datenzustand gibt an, welhe Werte die Instanzvariablen und Objektvaria-
blen eines Objektes besitzen. Der Kontrollzustand beshreibt, welhe Ereignisse von einem
Objekt zum gegenwärtigen Zeitpunkt verarbeitet werden können. Der Zustand der Ereig-
niswarteshlange gibt an, welhe Ereignisse von einem Objekt empfangen worden sind und
dies für den Empfang weiterer Ereignisse blokiert ist. Der Lebenszykluszustand gibt an,
ob ein Objekt augenbliklih inaktiv, aktiv oder terminiert ist. Der Zustand eines Objektes
besteht aus dem Daten-, dem Kontroll-, dem Lebenszykluszustand und dem Zustand der
Ereigniswarteshlange.
Ereignis Ein Ereignis ist der Aufruf einer Operation, das Eintreen eines Signals oder der Ablauf einer
Frist. Ereignisse werden in der Ereigniswarteshlange bis zum Zeitpunkt ihrer Verarbeitung
zwishengespeihert.
Transition Eine Transition ist ein Zustandsübergang, der durh ein Ereignis, das als Auslöser (engl.
Trigger) bezeihnet wird, verursaht wird, falls eine bestimmte an der Transition modellier-
te Bedingung erfüllt ist. Transitionen, die keinen Auslöser besitzen, werden als triggerless
bezeihnet. Beim Shalten einer Transition können Aktivitäten ausgeführt werden, die wie-
derum die Ausführung ihrer Ations verursahen.
Nahriht Eine Nahriht (engl. message) ist ein Mehanismus mit dem Objekte untereinander kom-
munizieren. Mit einer Nahriht wird ein Objekt aufgefordert eine Operation auszuführen
oder Information durh ein Signal entgegenzunehmen. Eine Nahriht besteht aus einem Na-
men sowie einer Liste von Argumenten und wird an genau einen Empfänger versendet. Der
Sender einer Nahriht erhält gegebenenfalls eine Antwort.
Ereignis-
auftritt
Durh einen Ereignisauftritt (engl. EventOurrene) wird das Auftreten einer Ation in
einem Objekt zu einem denierten Verarbeitungszeitpunkt des Objektes bezeihnet.
Trae Ein Trae ist eine Sequenz von Ereignisauftritten < E1, E2 . . . , En >.
Tabelle 3.1: Die zentralen Begrie der UML
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steht ein Controller-Objekt mit genau einem Sensor- und einem Aktorobjekt in Beziehung. Um
die Verarbeitung durh ein Reglerobjekt zu starten, muss eine loop Nahriht an das Reglerobjekt
gesendet werden. Ein Reglerobjekt besitzt diverse Kontrollzustände, die bei der Ausführung der
Regelshleife immer wieder betreten werden. Die Regelshleife wird durh einen einmaligen Aufruf
der parameterlosen loop Operation betreten. Dieser Aufruf verursaht ein entsprehendes Ereignis,
das den Zustand der Ereigniswarteshlange modiziert und eine Transition vom Zustand init in
den Zustand wait auslöst. Der Kontrollzustand stopped wird zur Unterbrehung der Regelshleife in
einem Reglerobjekt betreten. Die Kontrollzustände, die in einem Reglerobjekt in der Regelshleife
immer wieder betreten werden, heiÿen Idle, waitSensor, valuesComputed und setValueCalled. Zwi-
shen diesen Zuständen gibt es jeweils triggerless Transitionen an denen eine Aktivität speziziert
ist. Die Aktivität getValue zwishen den Zuständen Idle und waitSensor dient der Ermittlung des
Istwertes aus den Instanzvariablen x und y, die den Datenzustand des Reglerobjektes repräsentie-
ren. Durh die Aktivität ompute zwishen den Zuständen waitSensor und valuesComputed wird
der neue Stellwert aus dem Istwert und dem alten Stellwert für das Aktorobjekt berehnet. Die
Aktivität setValue, die zwishen den Zuständen valuesComputed und setValueCalled ausgeführt
wird, setzt den neuen Stellwert. Die Aktivität ompute enthält die Ations lese x-Wert, lese y-
Wert, um die Instanzvariablen x und y auszulesen, deren Werte in den Pins der Ation für die
Objektüsse zur Verfügung gestellt werden. Weiterhin gibt es die Ation berehne neuen y-Wert,
um den neuen Stellwert zu berehnen und eine Ation shreibe y-Wert, um diesen in die Instanz-
variable x zu shreiben. Durh die Kontroll- und Objektüsse zwishen diesen Ations wird die
oben beshriebene Reihenfolge, in der diese ausgeführt werden, angegeben. Die Ausführung jeder
der oben angegebenen Ations in einem Reglerobjekt repräsentiert somit einen Ereignisauftritt.
Der Trae der Aktivität ompute des Reglerobjektes besteht aus den Ereignisauftritten der fol-
genden Ations < lese x−Wert, lese y −Wert, berechne neuen y −Wert, schreibe y −Wert >.
abstract
Sensor
x : Real
getValue()
abstract
Actor
y : Real
setValue()
abstract
Controller
x : Real
y : Real
loop()
compute()
1
1


1
1


Klassenname
Attribut
Operation
Klasse
gerichtete
Assoziation Multiplizität
Abbildung 3.1: Das Klassendiagramm eines abstrakten Controllers
3.3 Ations
Im Metamodell von UML 2.0 wird in den Pakages Invoation Ations, Read and Write Ations
und Complete Ations des UML Metamodells die Semantik von zahlreihen, vershiedenen Typen
von Ations deniert, von denen die wihtigsten in den folgenden Abshnitten vorgestellt werden.
Hierbei wird jeweils angegeben, welhe Zustandsarten durh die Ation betroen sind.
3.3.1 Kommunikationsbezogene Ations
Kommunikationsbezogene Ations entstammen in UML 2.0 dem Pakage InvoationAtions. Es
gibt zahlreihe Typen kommunikationsbezogener Ations. Hier werden CallOperationAtions und
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SendObjetAtions behandelt.
Eine CallOperationAtion ist eine Ation, die eine Operationsaufruf-Anfrage an ein Zielobjekt
weiterleitet, wo sie den Aufruf einer passenden Operation auslöst. Die Voraussetzung hierfür ist,
dass die Parameter der Ation mit den Parametern der Operation bezüglih der Anzahl und de-
ren Typ verträglih sind. Dies entspriht dem Aufruf einer Operation auf einem anderen Objekt.
Eine aufgerufene Operation wird selbst wiederum durh eine Folge von Ations aus einer oder
mehreren Aktivitäten im aufgerufenen Objekt umgesetzt. Diese dienen der Verarbeitung des Ope-
rationsaufrufes, der Ermittlung des Ergebnisses und dessen Rükübertragung. Die Argumentwerte
der Ation stehen für die Ausführung der aufgerufenen Operation zur Verfügung. Wenn die A-
tion als synhron speziziert ist, wird die Ausführung der CallOperationAtion angehalten bis der
Aufruf abgeshlossen ist und die Übertragung der Antwort mit den Ergebnissen zum Aufrufer
stattgefunden hat.
Alle Werte, die als Bestandteil der Rükübertragung von Ergebnissen aus dem aufgerufenen Ob-
jekt zurükgeliefert werden, werden an den Ausgabepins der CallOperationAtion, die das Ergebnis
entgegennehmen, bereitgestellt. Nah der Übertragung der Antwort, ist die Ausführung einer Call-
OperationAtion abgeshlossen. CallOperationAtions modizieren den Zustand der Ereigniswar-
teshlange des Sender- und des Empfängerobjektes. Im Senderobjekt wird eine Blokierung vorge-
nommen, damit keine weiteren Ereignisse entgegengenommen werden können. Im Empfängerobjekt
wird die Ereigniswarteshlange mit einem entsprehenden Ereignis gefüllt. Eine CallOperation-
Ation modiziert den Datenzustand, den Zustand der Ereigniswarteshlange des Senderobjektes
und den Zustand der Ereigniswarteshlange des Empfängerobjektes.
Eine SendObjetAtion überträgt ein sog. Signal-Objekt an das Zielobjekt, indem eine Transiti-
on, die als Auslöser das Signal besitzt, ausgelöst und gegebenenfalls die Ausführung einer Aktivität
im Zielobjekt gestartet wird. Die Werte der Attribute des Aufruf-Objektes stehen für die weitere
Verarbeitung im aufgerufenen Objekt zur Verfügung. Das aufrufende Objekt setzt seine Verar-
beitung augenbliklih fort. Jede Antwortnahriht wird ignoriert und niht an das aufrufende
Objekt weitergeleitet. Durh eine SendObjetAtion wird der Zustand der Ereigniswarteshlange
des Empfängerobjektes modiziert. Durh eine CallOperationAtion wird eine Modikation am
Datenzustand und dem Zustand der Ereigniswarteshlange des Senderobjektes sowie am Zustand
der Ereigniswarteshlange des Empfängerobjektes vorgenommen.
3.3.2 Lese- und shreiborientierte Ations
Objekte, Attribute und Links besitzen Werte, die für Ations zugreifbar sind. Links referenzieren
Objekte mit ihren Enden und können angelegt, erzeugt sowie zerstört werden. Sämtlihe dieser
Eigenshaften werden durh untershiedlihe Ations behandelt. Lese- und shreiborientierte A-
tions (Read Write Ations) lassen sih in StruturalFeatureAtions und LinkAtions untergliedern
und modizieren den Datenzustand eines Objektes. StruturalFeatureAtions dienen dem lesenden
und shreibenden Zugri auf Instanzvariablen. LinkAtions ermöglihen den lesenden und shrei-
benden Zugri auf Objektvariablen, deren Assoziationen in einem Klassendiagramm speziziert
worden sind.
Die Bedeutung einer ReadStruturalFeatureAtion besteht darin, den Wert eines Attributes
an einem Ausgabepin zur Verfügung zu stellen. Sollten mehrere Werte vorhanden sein, so werden
diese unter Beibehaltung der denierten Ordnung ausgelesen. Aus Gründen der besseren Lesbarkeit
wird die Bezeihnung ReadAttributeAtion verwendet, falls ein Attribut gelesen werden soll. Diese
Bezeihnung stammt noh aus der UML 1.5.
Um einem Attribut Werte zuzuweisen, wird eine AddStruturalFeatureValueAtion verwendet.
Die Interpretation einer solhen Ation besteht darin, einer Instanzvariablen bzw. einem Link einen
Wert zuzuweisen, um den Datenzustand eines Objektes zu modizieren. Wiederum soll aus Grün-
den der besseren Lesbarkeit die BezeihnungWriteAttributeAtion verwendet, falls einem Attribut
ein Wert zugewiesen werden soll. Diese Bezeihnung wurde ursprünglih in der UML 1.5 verwendet.
Dies ist sinnvoll, da Links in der Arbeit niht modiziert werden. Eine RemoveStruturalFeature-
ValueAtion erlaubt es den Wert einer Instanzvariablen zu entfernen.
Eine CreateLinkAtion dient der Erzeugung eines Links, wodurh eine Referenz zwishen zwei
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Objekten hergestellt wird. Diese Ation besitzt keinen Rükgabewert für den Fall der Erzeugung
eines Links, weil Links niht als Werte zwishen Ations übertragen werden dürfen. Die Semantik
dieser Ation ist in bestimmten Fällen undeniert. Der wihtigste Fall hierfür ist die Übershreitung
der Multiplizität an einem Assoziationsende, wenn mit der Ation ein neuer Link angelegt werden
soll.
Mit einer DestroyLinkAtion wird die Zerstörung eines Links einer Objektvariable vorgenom-
men, d. h. eine Referenz auf ein Objekt wird beseitigt.
Eine ReadLinkAtion ist eine Ation mit der über eine Assoziation in eine vorgegebene Rihtung
navigiert wird, um die Objekte an einem bestimmten Ende eines Links zu erhalten. Die Ation
erhält über einen Eingabepin das Objekt von dem ausgegangen wird. Der Ausgabepin der Ation
erhält als Ergebnis die Objekte, die an der Assoziation teilnehmen. Somit werden Referenzen auf
Objekte, die Links einer bestimmten Assoziation sind, bereitgestellt. Die Semantik ist für den Fall,
dass in eine niht zulässige Rihtung navigiert wird, undeniert.
3.3.3 Berehnungsbezogene Ations
Berehnungsbezogene Ations (engl. Computation Ations) transformieren eine Menge von Einga-
bewerten in eine Menge von Ausgabewerten durh den Aufruf einer primitiven Funktion und mo-
dizieren den Datenzustand eines Objektes auf der Basis von Berehnungen. Primitive Funktionen
repräsentieren Abbildungen von Mengen mit Eingabewerten auf eine Menge von Ausgabewerten.
Das Ergebnis des Aufrufes einer primitiven Funktion hängt nur von den Eingabewerten der Funk-
tion ab und hat keine weitere Auswirkung als die Berehnung der Ausgabewerte. Eine primitive
Funktion nimmt keine Interaktionen mit anderen Objekten vor. Typishe primitive Funktionen
enthalten Booleshe und arithmetishe Operationen sowie Funktionen auf Zeihenketten.
Eine ApplyFuntionAtion ist ein wihtiger Repräsentant dieses Ationtyps. Die Semantik einer
ApplyFuntionAtion besteht aus der Übergabe von Eingabewerten an den Eingabepins und dem
Aufruf einer primitiven Funktion, die Ausgabewerte in Abhängigkeit von den Eingabewerten und
der jeweiligen Funktion berehnet, um sie an den Ausgabepins der Ation zur Verfügung zu stellen.
3.3.4 Objektbezogene Ations
In diesem Abshnitt werden die Ations des Pakages Complete Ations des UML 2.0 Metamo-
dells behandelt. AeptEvent- und AeptCallAtions sind Ations, die für sie geeignete Ereignisse
aus der Ereigniswarteshlange eines Objektes entfernen und diese sukzessiv leeren, wodurh der
Zustand der Ereigniswarteshlange modiziert wird und die Ereignisse für eine Änderung des
Kontrollzustandes bereitgestellt werden. Diese Ereigniswarteshlange puert Ereignisse, die zum
gegenwärtigen Zeitpunkt niht durh ein Objekt verarbeitet werden können, d. h. diese Ations
können ausgeführt werden, sobald ein passendes Ereignis in der Warteshlange eines Objektes
vorliegt.
AeptEventAtions sind nah [BHK04℄ immer ausführbar, wenn keine entsprehenden Kontroll-
ussbedingungen vorliegen und die zugehörige Aktivität gerade ausgeführt wird. Das bedeutet, eine
derartige Ation kann beliebig oft ausgeführt werden, solange die zugehörige Aktivität ausgeführt
wird. Eine AeptEventAtion entfernt asynhrone Ereignisse und Ereignisse ohne Rükgabepara-
meter aus der Ereigniswarteshlange, um sofort eine parameterlose Rükantwort (engl. reply) zu
liefern.
Eine AeptCallAtion ndet Verwendung, um einen synhronen Operationsaufruf aus der Er-
eigniswarteshlange eines Empfängerobjektes entgegen zu nehmen. Zusätzlih zu den normalen
Parametern der Operation erzeugt die Ation ein Token, das später verwendet wird, um einer
ReplyAtion Informationen bereitzustellen, welhe die Kontrolle an den Aufrufer zurükliefert.
Durh eine ReplyAtion wird die Ausführung einer Operation, die durh eine CallOperation-
Ation begonnen wurde, abgeshlossen. Eine ReplyAtion ist eine Ation, die eine Menge von Rük-
gabewerten und ein Token, das Informationen bzgl. der Rüklieferung repräsentiert und von der
zuvor aufgerufenen AeptCallAtion erzeugt wurde, enthält. Die ReplyAtion liefert die Werte an
den Aufrufer zurük, um die Ausführung eines Operationsaufrufes abzushlieÿen, wobei der Daten-
zustand des Empfängerobjektes verändert wird. Im Anshluss an eine AeptCallAtion [BHK04℄
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ist die Ausführung maximal einer zugehörigen ReplyAtion gestattet. Wird diese niht vorgenom-
men, bleibt das aufrufende Objekt mögliherweise blokiert.
Eine CreateObjetAtion dient der Erzeugung eines neuen Objektes einer bestimmten Klasse,
wodurh der Lebenszykluszustand eines Objektes auf aktiv gesetzt wird. Die Klasse des zu erzeu-
genden Objektes muss an einem Eingabepin zur Verfügung gestellt werden. Das durh die Ation
erzeugte neue Objekt wird an einem Ausgabepin bereitgestellt.
Eine DestroyObjetAtion zerstört ein Objekt. Das zu zerstörende Objekt wird an einen Ein-
gabepin der Ation übergeben. Der Lebenszykluszustand eines bestehenden Objektes wird hierbei
auf terminiert gesetzt.
3.4 Diagramme der UML
In diesem Abshnitt werden die für diese Arbeit relevanten Diagramme der UML vorgestellt.
3.4.1 Klassendiagramme
Klassendiagramme sind die grundlegenden Diagramme zur Beshreibung statisher Modellelemente
in der UML. Durh Klassendiagramme wird die Modellierung von Klassen und deren Beziehungen
untereinander unterstützt. Klassen werden durh Rehteke mit Abshnitten dargestellt. Für eine
Klasse ist die Modellierung von Attributen mit Namen, Typ und Sihtbarkeit sowie von Opera-
tionen mit dem Namen, der Parameterliste und dem Rükgabewert in bestimmten Abshnitten
möglih. In Abbildung 3.1 ist das Klassendiagramm mit den Klassen abstratController, abstrat-
Sensor und abstratAtor, die einen abstrakten Regler bilden, gezeigt. Die Klasse abstratController
besitzt die Attribute x und y vom Typ Real. Weiterhin sind die Operationen ompute und loop
modelliert. Die Assoziation zwishen den Klassen abstratController und abstratSensor in Abbil-
dung 3.1 wird durh eine gerihtete Kante zwishen den Klassen repräsentiert, die an den Assozia-
tionsenden jeweils eine der beiden Klassen besitzt. Gleihes gilt für die Assoziation zwishen den
Klassen abstratController und abstratAtor. Das Assoziationsende besitzt eine Multiplizität, die
angibt, wie viele Objekte durh die Assoziation in Beziehung gesetzt werden dürfen. Hier ist die
Multiplizität an den Assoziationsenden jeweils eins, was bedeutet, dass zur Ausführungszeit ein
Objekt der Klasse abstratController mit einem Objekt der Klasse abstratAtor und einem Ob-
jekt der Klasse abstratSensor über Links verbunden sind. Assoziationen können mit einem Pfeil
versehen werden, um anzugeben, dass nur eine Referenz von einem bestimmten Objekt auf ein
anderes vorhanden ist, man also nur von einem bestimmten Objekt zu einem anderen navigieren
kann.
3.4.2 Aktivitäten
Ations werden untereinander durh Aktivitäten koordiniert [Bo03℄. Die UML erlaubt es Akti-
vitäten mit untershiedliher Mähtigkeit zu spezizieren. Die in dieser Arbeit relevanten Basi-
Ativities stellen den grundlegenden Sprahumfang bereit, umAtions sequentiell oder in Abhängig-
keit von Bedingungen auszuführen sowie Daten und Kontrollinformation zwishen Ations weiter-
zugeben. Aktivitäten bestehen aus Aktionsknoten (engl. ation node), die jeweils eine zugeordnete
Ation, wie sie im Abshnitt 3.3 detailliert vorgestellt wurden, besitzen. Somit bündeln Aktivitäten
Ations, die den Datenzustand, den Lebenszykluszustand, den Zustand der Ereigniswarteshlange
und den Kontrollzustand des eigenen oder eines fremden Objektes verändern können.
Es gibt noh zwei weitere Knotenarten. Kontrollknoten, wie Entsheidungen, leiten Kontroll-
und Datenwerte durh das Aktivitätsdiagramm. Objektknoten nehmen Objekte bzw. Datenwerte
temporär auf.
Eine gerihtete Objektusskante modelliert den Objektuss zwishen zwei Aktionsknoten. Ob-
jektusskanten verbinden Objektknoten mit Aktionsknoten, um Objekte zur Verarbeitung bereit-
zustellen oder zur folgenden Ation weiterzuleiten. Ein Aktionsknoten kann ein- und ausgehende
Kontroll- oder Objektusskanten besitzen. Für die Verbindung mit ein- und ausgehenden Objekt-
usskanten werden Pins als kleine Rehteke an dem Symbol eines Aktionsknotens modelliert, um
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die Weiterleitung eines Objektes durh einen Objektuss zu spezizieren. Die Pins einer Ation
werden mit den Pins des zugehörigen Aktionsknotens verbunden. Durh die Denition einer Ation
wird angenommen, dass die Pins geordnet sind.
Durh einen Aktionsknoten wird ähnlih wie bei Petrinetzen eine Synhronisation von Kontroll-
und Objektüssen ermögliht. Eine Ation, die einem Aktionsknoten zugeordnet ist, wird erst dann
ausgeführt, wenn alle eingehenden Kontroll- und Datenüsse aufgetreten sind. Bei der Beendigung
der Ation werden die ausgehenden Daten- und Kontrollüsse ausgelöst, indem Ausgangspins mit
neuen Werten belegt und neue Token für die ausgehenden Kontrollüsse bereitgestellt werden. Die
neuen Werte für Objektüsse werden bei der Verarbeitung durh die zugeordnete Ation erzeugt.
In Abbildung 3.2 ist eine Aktivität, die die Berehnung der Stellgröÿe für den abstrakten Regler
speziziert, angegeben. In der Abbildung sind die Aktionsknoten lese x-Wert, lese y-Wert, berehne
neuen y-Wert und shreibe y-Wert gezeigt. Die Aktionsknoten lese x-Wert und lese y-Wert besitzen
jeweils eine Zuordnung zu einer ReadAttributeAtion. Dem Aktionsknoten berehne neuen y-Wert
ist eine ApplyFuntionAtion und dem Aktionsknoten shreibe y-Wert ist eineWriteAttributeAtion
zugeordnet. In Abbildung 3.2 sind die Objektknoten x-Wert, y-Wert und neuer y-Wert vom Typ
Wert vorhanden. Eine gerihtete Kontrollusskante modelliert einen Kontrolluss zwishen zwei
Aktionsknoten. Diese gibt an, dass ein Verarbeitungsshritt niht beginnen darf, bevor ein anderer
beendet worden ist. So darf die Ation lese y-Wert erst ausgeführt werden, nahdem die Ation
lese x-Wert ausgeführt wurde. Der Objektknoten x-Wert leitet ein Wertobjekt von der Ation lese
x-Wert zur Ation berehne neuen y-Wert über Objektusskanten weiter.
3.4.3 Statehart-Diagramme
Statehart-Diagramme werden zur Spezikation der Kontrollzustände jedes einzelnen Objektes
einer bestimmten Klasse deniert. Statehart-Diagramme haben ihren Ursprung in den von Ha-
rel [Har87℄ entwikelten Stateharts. Im Folgenden wird zunähst die Zustandsmashine beshrie-
ben, bevor auf Kontrollzustände eingegangen wird.
Zustandsmashine
Die Verarbeitung von Ereignissen und die Auswahl von Transitionen wird in UML 2.0 von der sog.
Zustandsmashine (engl. state mahine) vorgenommen. Ereignisse, die an ein Objekt übergeben
werden, werden zunähst in der Ereignis-Warteshlange der Zustandsmashine gepuert. Grundle-
gend für die Verarbeitung von Ereignissen durh die Zustandsmashine ist die Run-To-Completion
Semantik, die angibt, dass zu einem Zeitpunkt jeweils nur ein Ereignis verarbeitet wird. Damit
darf eine einmal begonnene Ereignisverarbeitung niht durh ein neu aufgetretenes Ereignis unter-
brohen werden und zwishenzeitlih eingehende Ereignisse werden in der Ereigniswarteshlange
gepuert.
Darstellung von Zuständen und Transitionen in Statehart-Diagrammen
Zustände in Statehart-Diagrammen gehören zu den Kontrollzuständen eines Objektes. Wenn im
Folgenden in diesem Abshnitt der Begri Zustand verwendet wird, ist immer ein Kontrollzustand
gemeint. Sämtlihe Kontrollzustände eines Objektes bilden dessen Kontrollzustandsraum. Ein sol-
her Zustand ist während der Ausführung entweder aktiv oder inaktiv. Ein Zustand wird aktiv,
wenn er als Ergebnis einer Transition betreten wurde und inaktiv, wenn er durh eine Transiti-
on verlassen wird. Ein Zustand wird durh ein Objekt für eine bestimmte Verweildauer betreten.
Durh eine Selbsttransition kann ein Zustand verlassen und erneut betreten werden.
Die aktive Zustandskonguration gibt an, welhe Zustände und Unterzustände in einem State-
hart zu einem bestimmten Zeitpunkt aktiv sind. Mit dem Begri aktiver Kontrollzustand soll der
gegenwärtig besuhte Kontrollzustand bezeihnet werden.
Die Notation von Zuständen erfolgt in UML durh Rehteke mit abgerundeten Kanten. Bei
einem Zustand sind bestimmte Abshnitte spezizierbar:
• Ein Abshnitt, in dem ein eindeutiger Name vergeben wird.
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Abbildung 3.2: Die Aktivität ompute zur Berehnung einer neuen Stellgröÿe
• Ein Abshnitt, der mit dem Shlüsselwort entry gekennzeihnet ist, durh den eine Aktivität
deniert werden kann, die sofort beim Betreten des Zustandes ausgeführt wird. Zusätzlih ein
Abshnitt, der mit dem Shlüsselwort exit beshriftet ist und in dem eine Aktivität deniert
werden kann, die beim Verlassen des Zustandes ausgeführt wird. Die Spezikation beider
Abshnitte ist niht notwendig.
• Ein Abshnitt, der mit dem Shlüsselwort do gekennzeihnet ist und welher eine Aktivität
enthält, die ausgeführt wird, solange ein Objekt sih in einem bestimmten Zustand bendet.
Die Beendigung dieser Aktivität kann bei entsprehender Modellierung das Verlassen eines
Zustandes verursahen. Auh die Spezikation dieses Abshnitts ist optional.
Eine Transition besteht in UML 2.0 aus einer gerihteten Kante von einem Ausgangszustand in
einen Zielzustand, die ein Auslöse-Ereignis (engl. Trigger), eine Bedingung und eine Aktivität
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besitzen darf. Transitionen werden mit der syntaktishen Erweiterung Trigger[Guard℄/Ativity
versehen. In UML gibt es vier voneinander vershiedene Ereignistypen. Ein Change Event wird
ausgelöst, sobald eine zuvor denierte Bedingung erfüllt wird. Ein Call Event wird durh die
Ausführung einer CallOperationAtion, also einem Operationsaufruf auf einem fremden Objekt,
verursaht. Wird eine SendSignalAtion ausgeführt, so wird ein Signal Event erzeugt, das an das
Empfängerobjekt weitergeleitet wird. Timed Events erlauben es, Zeiten für eine Transition zu
spezizieren. Eine Transition shaltet, sobald das als Auslöser spezizierte Ereignis auftritt und die
an der Transition angegebene Bedingung erfüllt ist. Triggerless Transitionen, für die kein Ereignis
als Auslöser speziziert worden ist, dürfen shalten, sobald ein sog. Completion Event erzeugt
wurde und die spezizierte Bedingung erfüllt ist. Ursahen für die Erzeugung eines Completion
Events sind die Beendigung einer Aktivität, die im do-Abshnitt eines Zustandes speziziert worden
ist oder die Beendigung der Entry-Aktivität, falls keine Aktivität im do-Abshnitt vorhanden ist.
Completion Events werden bevorzugt ausgeliefert und verarbeitet, sodass keine Verklemmungen
auftreten können. In Abbildung 3.3 ist das Statehart-Diagramm des abstrakten Reglers mit den
Zuständen init, wait, stopped, waitSensor, valuesComputed, waitAtuator gezeigt. Die Transition
zwishen den Zuständen waitAtuator und wait ist triggerless.
Das Shalten einer Transition führt dazu, dass zunähst der Ausgangszustand unter Ausfüh-
rung einer eventuell vorhandenen Exit-Aktivität verlassen und die an der Transition spezizierte
Aktivität ausgeführt wird. Anshlieÿend wird der spezizierte Zielzustand unter Ausführung einer
eventuell vorhandenen Entry-Aktivität betreten. Ein solher Zustandswehsel unter Ausführung
von Aktivitäten und ihren Ations wird als Run-To-Completion-Shritt (RTC-Shritt) [Dou04℄
bezeihnet. Der vollständige RTC-Shritt modiziert somit den Kontrollzustand des betrahteten
Objektes. Durh die Ations in den Aktivitäten können der Daten-, der Lebenszykluszustand und
der Zustand der Ereigniswarteshlange verändert werden. In Abbildung 3.4 wird der RTC-Shritt
zwishen den Zuständen waitSensor und valuesComputed skizziert. Sobald ein Ereignis auftritt,
wird erstens die Exit-Aktivität des Zustandes waitSensor, die keine Ations enthält, abgearbeitet.
Zweitens werden die Ations aus der Ativity ompute an der Transition ausgeführt. Hierbei shal-
ten die Ations lese x-Wert, lese y-Wert, berehne neuen y-Wert und shreibe y-Wert, die hier
mit 2.1 bis 2.4 nummeriert sind, naheinander. Drittens ndet der Wehsel in den neuen Kon-
trollzustand valuesComputes statt. Abshlieÿend wird eine potentiell vorhandene Entry-Aktivität
ausgeführt. Um Konikte beim Shalten von Completion Transitions zu vermeiden, empehlt die
UML 2.0 Spezikation, dass die Completion Transitions, die vom gleihen Zustand ausgehen, über
vershiedene Bedingungen verfügen müssen.
Pseudo- und Endzustände
Pseudo-Zustände sind Zustände für die die Verweildauer mit null deniert ist, d. h. sie werden
betreten und augenbliklih wieder verlassen. Daher dürfen Pseudo-Zustände keinen do-Abshnitt
besitzen, in dem eine Aktivität deniert worden ist.
Ein Startzustand wird durh einen shwarz ausgefüllten Kreis dargestellt und ist der Einstiegs-
punkt eines Stateharts. Es ist nur ein Startzustand zulässig, der nur eine ausgehende Transition
besitzt, die sofort nah dem Betreten des Startzustands ausgelöst wird.
Historienzustände (engl. history states) werden zur Modellierung in geshahtelten Zuständen
verwendet, um den zuletzt besuhten Unterzustand zwishenzuspeihern. Es werden tiefe (engl.
deep history state) und ahe (engl. shallow history state) Historienzustände untershieden. Tiefe
Historienzustände können den zuletzt besuhten Unterzustand in beliebiger Tiefe zwishenspei-
hern, während das Gedähtnis von ahen Historienzuständen nur bis zur obersten Verfeine-
rungsstufe reiht. Beim Verlassen eines geshahtelten Zustandes, für den ein Historienzustand
speziziert worden ist, wird der zuletzt besuhte Unterzustand durh den Historienzustand fest-
gehalten. Um den zuletzt besuhten Unterzustand eines zusammengesetzten Zustandes wieder zu
betreten, wird eine Transition auf den Historienzustand modelliert. Das Shalten dieser Transition
bewirkt, dass der zuletzt besuhte Zustand wieder betreten wird. In Abbildung 3.5 besitzt der Zu-
stand S1 einen Historienzustand, der durh eine Transition von S4 aus betreten wird. Endzustände
denieren das Ende des Verhaltens eines Stateharts. Endzustände sind keine Pseudozustände, da
ein Objekt in einem Endzustand verweilen darf. Es sind mehrere Endzustände in einem Statehart
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Abbildung 3.4: Ein RTC-Shritt in einem Statehart
erlaubt.
Zusammengesetzte Zustände
Zusammengesetzte Zustände (engl. omposite states) gestatten die Einführung von Unterzustän-
den bei einem Zustand. Dadurh entstehen Hierarhien von Zuständen [Mar07℄. Zusammengesetzte
Zustände lassen sih in geshahtelte (engl. nested states) und nebenläuge Zustände (engl. on-
urrent states) unterteilen.
Ein geshahtelter Zustand besitzt eine Zustandsregion, in der Unterzustände in beliebiger
Tiefe speziziert werden können. Geshahtelte Zustände entsprehen den ODER-Zuständen aus
Statehart-Diagrammen. Wird durh eine Transition ein geshahtelter Zustand betreten, so wird
gleihzeitig genau ein Unterzustand betreten. Wird ein Unterzustand durh eine Transition verlas-
sen, so wird auh der geshahtelte Zustand, in dem er sih bendet, verlassen. Wird ein Unterzu-
stand eines geshahtelten Zustandes betreten, dann wird auh der geshahtelte Zustand betreten.
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Abbildung 3.5: Ein beispielhafter geshahtelter Zustand
In Abbildung 3.5 ist der Zustand S1 ein geshahtelter Zustand, der durh eine Transition in den
Zustand S2 betreten wird.
Nebenläuge Zustände besitzen mehr als eine Zustandsregion, in denen jeweils ein Subzustand
gleihzeitig aktiv ist. Nebenläuge Zustände sind auh als UND-Zustände aus Harel Stateharts
bekannt [Har87℄. Beim Betreten eines nebenläugen Zustandes durh eine Transition wird die
Verarbeitung in allen Zustandsregionen zum gleihen Zeitpunkt begonnen. Das Verlassen eines ne-
benläugen Zustandes durh eine Transition führt dazu, dass die Verarbeitung in allen Zustands-
regionen beendet wird. Statehart-Diagramme, die keine zusammengesetzten Zustände enthalten,
werden als ah bezeihnet.
3.4.4 Interaktionsdiagramme
Interaktionen werden in UML 2.0 als Sequenz- und als Kommunikationsdiagramme (früher Kol-
laborationsdiagramme) modelliert. Sequenzdiagramme, auf die sih diese Arbeit konzentriert, ha-
ben ihren Ursprung in den Message Sequene Charts (MSC) [Hau01℄. MSCs unterstützen die Be-
shreibung des Zusammenwirkens mehrerer Objekte durh Szenarien. Interaktionen geben unter
Berüksihtigung der zeitlihen Ordnung an, wie Objekte durh den Austaush von Nahrihten
zusammenwirken. Die Darstellung wird in der Praxis durh ausführbare Beispielabläufe vorgenom-
men. Shwerpunktmäÿig wird mit Sequenzdiagrammen somit nur das partielle Systemverhalten
beshrieben. In dieser Arbeit werden auh vollständige Systemabläufe behandelt.
Interaktionen bestehen aus vershiedenen Objekten, Lebenslinien, Nahrihten und Ereignis-
auftritten. In Abbildung 3.6 ist ein Sequenzdiagramm angegeben, das die Interaktion zwishen den
Objekten des zuvor beshriebenen abstrakten Reglers speziziert.
Interaktionen konzentrieren sih auf den Austaush von Informationen mittels Nahrihten
zwishen Objekten. Ein Objekt besitzt einen Bezeihner und den Namen seiner Klasse.
Eine Lebenslinie repräsentiert genau einen individuellen Teilnehmer bzw. ein Objekt in einer
Interaktion. Die Lebenslinie (innerhalb einer Interaktion) wählt aus dem Sequenzdiagramm nur
die Ereignisauftritte aus, die ein bestimmtes Objekt betreen. Die Anordnung von Ereignisauf-
tritten entlang einer Lebenslinie ist signikant, um die Reihenfolge in der diese Ereignisauftritte
stattnden, anzugeben. Jeder Ereignisauftritt wird durh eine Ation ausgelöst, wodurh auh für
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die Ausführung der Ations eine Ordnung innerhalb eines Objektes vorgegeben wird.
Eine Nahriht besteht aus einem Ereignisauftritt, die den Versand der Nahriht auslöst, und
einem Ereignisauftritt, der den Empfang der Nahriht angibt.
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Abbildung 3.6: Ein Sequenzdiagramm eines abstrakten Reglers
Eine Nahriht, wie der getValue-Aufruf von O1 nah O2 in Abbildung 3.6 (durh Kreise mit
1 und 2 markiert), wird als eine gerihtete Kante zwishen den Lebenslinien zweier Instanzen
dargestellt, wobei eine Nahriht vom Sender zum Empfänger übertragen wird. Diese Nahriht
speziziert den Aufruf der getValue-Operation und den zugehörigen Beginn ihrer Ausführung.
Bei einem Operationsaufruf besitzt die Nahriht dieselben Argumente wie die aufzurufende
Operation. Wenn die Nahriht einen Operationsaufruf repräsentiert, sind die Argumente der Nah-
riht die Werte an den Eingabepins der CallOperationAtion auf der Lebenslinie des Senders. Diese
werden als die Argumente des CallEvents, das als Folge des Operationsaufrufes erzeugt wird, im
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Empfängerobjekt durh eine AeptCallAtion bereitgestellt.
Wenn eine Nahriht ein Signal repräsentiert, sind die Argumente der Nahriht die Werte
der Eingabepins der SendObjetAtion auf der Lebenslinie des Senderobjektes. Im Empfängerob-
jekt sind die Argumente dann im neu erzeugten Signal Event verfügbar und werden durh eine
AeptEventAtion bereitgestellt.
Für den Fall, dass die Nahriht durh eine CallOperationAtion ausgelöst wird, gibt es norma-
lerweise eine Rükantwort (engl. reply message) vom Objekt der durh die Nahriht aufgerufenen
Lebenslinie zurük zu der Lebenslinie, die den Versand der Nahriht verursaht hat. Anshlieÿend
wird die Verarbeitung auf der Lebenslinie des Senders fortgesetzt.
Es ist möglih, andere Sequenzdiagramme in einem Sequenzdiagramm zu referenzieren, wofür
das Shlüsselwort ref verwendet wird.
Die Ereignisauftritte eines Sequenzdiagramms und deren Reihenfolge können formal durh einen
Trae angegeben werden [HS03℄.
Ein Trae kann partiell oder total sein. Durh einen totalen Trae werden sämtlihe Ereignisauf-
tritte eines Sequenzdiagramms angegeben. Ein partieller Trae heiÿt auh Sub-Trae und besteht
nur aus einer Teilsequenz der Ereignisauftritte des totalen Traes eines Sequenzdiagramms. Ein
Trae beshreibt die Historie des Nahrihtenaustaushes, der zu einem Systemablauf gehört. Der
Trae einer einzelnen Nahriht besteht aus dem Paar, das aus den Ereignisauftritten der Call-
OperationAtion und dem Ereignisauftritt der AeptCallAtion zusammengesetzt ist.
3.4.5 Behandlung von Zeiten in UML 2.0 und im UML RT Prole
In UML 2.0 sind zusätzlih Timing-Diagramme eingeführt worden. Auÿerdem hat sih die Behand-
lung von Zeiten für Sequenzdiagramme gegenüber vorherigen UML Versionen verändert.
Zeiten in Sequenzdiagrammen
Die Behandlung von Zeiten in Sequenzdiagrammen erfolgt mit Hilfe der Objet Constraint Lan-
guage (OCL) durh die Angabe von OCL-Constraints, mit deren Hilfe Zeitpunkte, Zeitdauern,
Zeitdauerintervalle und Zeitdauerbedingungen speziziert werden [JRH
+
03℄, wie in Abbildung 3.6
dargestellt. Zeitpunkte werden als kleine waagerehte Strihe auf einer Lebenslinie oder als waa-
gerehte Geraden am linken Rand des Diagramms speziziert, wie in Abbildung 3.6 durh die
Zier 3 im Kreis angegeben. Zeitdauern werden als positive Zahl notiert. Zwei Zeitdauern werden
durh geshweifte Klammern und zwei Auslassungspunkte verknüpft, um ein Intervall von mög-
lihen Zeitdauern anzugeben, wie die Zeitdauer 0 . . . tabsCallSensor , die mit der Zier 4 im Kreis
gekennzeihnet ist. Solhe Intervalle dürfen in einem Sequenzdiagramm an jeder beliebigen Stel-
le aufgetragen werden, wodurh sie zu einer Zeitdauerbedingung werden. Speziell wird die Dauer
einer Nahriht als die Zeitdauer zwishen den beiden Ereignisauftritten des Versendens und des
Empfangs angegeben, wie für die getValue-Nahriht in Abbildung 3.6 gezeigt.
UML-Prol für Realzeit
Ein UML-Prol (engl. prole) ist ein Metamodell einer bestimmten Domäne. Um ein Prole zu
denieren, wird eine zusammengehörige Menge von UML-Stereotypen verwendet, die mit Tagged
Values wie folgt versehen sind: Stereotypen und Tagged Values gehören zu den Erweiterungsmeha-
<<Stereotyp>>
{TaggedValue=(wert)}
nismen der UML. Ein Stereotyp ist eine Spezialisierung einer Klasse aus dem Metamodell der UML
und gestattet eine leihte Anpassung an die jeweilige Domäne. Stereotypen werden typisherweise
durh Verwendung von doppelten Spitzklammern
1
notiert. Tagged Values sind Eigenshaftsname-
1
Guillemets
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Wert Paare. Tagged Values werden mit Stereotypen kombiniert, um anzugeben welhe zusätzlihen
Informationen zu einem Stereotypen gehören. Ein Constraint ist eine benutzerdenierte Regel, die
für eine bestimmte Domäne sinnvoll ist. Um die Tagged Values eines Stereotypen mit Werten zu
versehen, werden Constraints verwendet. Zusätzlih kann ein Prole eine Modellbibliothek enthal-
ten, die zur Domäne gehört. Das sog. RT UML Prole  auh als das UML Prole for Shedulability,
Performane and Time bekannt  wurde als Antwort auf einen RFP der Real-Time Analysis and
Design Arbeitsgruppe der OMG eingereiht. Der Zwek des Prols besteht darin, eine gemein-
same standardisierte Art und Weise für die Spezikation von Realzeit-Eigenshaften, wie etwa der
Rehtzeitigkeit, anzugeben. In [Dou04℄ äuÿert Douglass, der Mitglied der Real-Time Analysis and
Design Arbeitsgruppe ist, Folgendes zum Zwek des Prols:
Speially, we wanted to be able to dene a standard way for users to annotate
their models with timely information and then allow performane analysis tools read
those models and perform quantitative analysis on them.
Zur besseren Verständlihkeit ist das Prol in Subprole unterteilt worden. Es gibt Subprole
zur Modellierung von Ressouren (RTRessoureModeling), zur Nebenläugkeit (RTConurreny)
und zur Zeitmodellierung (RTTimeModeling) in Realzeitsystemen. Weiterhin gibt es Subprole für
die Leistungsanalyse (Performane Analysis Prole) und die Analyse des Shedulings (Shedulabi-
lity Analysis Prole).
Durh das Time Modeling Subprole werden Stereotypen und Tagged Values für die Model-
lierung von Zeiten und der zugehörigen Konzepte angegeben. Das Subprol erlaubt es, zeitbehaf-
tete Informationen mit der Ausführung von Ations in Beziehung zu setzen, wobei das Stereotyp
<<RTation>> verwendet wird. Das Tag RTstart gibt die Zeit an, nah der eine Ation gestar-
tet wird. Diese Zeit wird hier als minimale Wartezeit interpretiert, nah deren Verstreihen die
Ausführung einer Ation beginnen muss. Mit dem Tag RTend wird die Zeit angegeben, nah der
die Ation abgeshlossen sein muss. Diese Zeit wird als die maximale Wartezeit interpretiert, nah
der eine Ation abgeshlossen sein muss. Alternativ ist die Verwendung des Tags RTduration mög-
lih, das die Zeitdierenz zwishen dem Tag RTstart und dem Tag RTend angibt:
{RTend− Rtstart < RTduration}
In Abbildung 3.6 ist für jede Ation des abstrakten Reglers ein Constraint angegeben, um
die minimale und die maximale Wartezeit festzulegen. So wird für die Ation lese y -Wert das
Tag RTstart auf 0 und das Tag RTend auf tReadCx gesetzt.
3.4.6 Zusammenwirken der einzelnen UML-Diagramme
In Abbildung 3.7 wird das Zusammenwirken der einzelnen Objekte eines Sequenzdiagramms ange-
geben, wobei auh die Interna eines Objektes nohmals skizziert werden.
Durh den gerade in einem Objekt aktiven Kontrollzustand und das Eintreen eines Ereignis-
ses sowie der Erfüllung einer Bedingung wird eine Transition ausgewählt. Beim Shalten dieser
Transition wird deren Aktivität mit ihren Ations ausgeführt. Diese Ations modizieren ihrer-
seits den Datenzustand, den Zustand der Ereigniswarteshlange und den Lebenszykluszustand.
Ations sind auh das Mittel, um durh Nahrihten Ereignisse in die Ereigniswarteshlange eines
anderen Objektes einzufügen. Damit wird auh indirekt der Kontrollzustand des anderen Objektes
beeinträhtigt. Das Auftreten jeder Ation entspriht einem Ereignisauftritt.
3.5 Softwareentwiklungsprozesse zur Erstellung korrekter Steue-
rungssoftware
ROPES (Rapid Objet Oriented Proess for Embedded Systems) ist ein bekannter Softwareent-
wiklungsprozess (SEP) und beshreibt die gesamte Projektentwiklung durh einen iterativen
Softwareprozess [Dou99℄. Die typishen Entwiklungsphasen Analyse, Design, Implementierung
und Test werden in einzelne Teilphasen gegliedert, wie in Abbildung 3.8 gezeigt. In jeder Teilphase
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Abbildung 3.7: Das Zusammenwirken der UML-Diagramme
werden konkrete Arbeitsergebnisse erstellt, die als Artefakte nah deren Beendigung vorliegen. Die
Artefakte der Phasen und Teilphasen werden imWesentlihen durh UML-Diagramme beshrieben.
Die wesentlihen Artefakte sind das Analyse-Objektmodell, das Design-Objektmodell, die An-
wendungskomponenten sowie die getestete Anwendung. Darüber hinaus wird sihtbar, dass auh
weitere Artefakte auf die einzelnen Aktivitäten Einuss haben. Alle Phasen von ROPES und de-
ren Artefakte werden in [Dou99, Dou04℄ ausführlih behandelt und sollen hier nur kurz vorgestellt
werden. Hier wird ein Shwerpunkt auf die Phase der Analyse und des Designs gelegt, da diese
Phasen für die Entwiklung von Verfeinerungsmustern besonders wihtig sind.
Die Analyse dient der Identikation der essentiellen Eigenshaften eines Projekts, wobei alle
notwendigen Bedingungen zusammengetragen werden, die jede potentielle Implementierung erfül-
len muss. Dabei wird niht auf eine bestimmte Lösung hingearbeitet. Nah ROPES unterteilt sih
die Analyse in die Teilphasen Anforderungsanalyse, Systemanalyse und Objektanalyse, von denen
im Folgenden die Objektanalyse detaillierter betrahtet wird.
Bei der Anforderungsanalyse werden die Kundenvorgaben über das Verhalten und die Ziele eines
Systems gesammelt und für die Objektanalyse zur Verfügung gestellt. Als Ergebnis der Anforde-
rungsanalyse werden Use Cases (Anwendungsfälle) erstellt. In der Anforderungsanalyse werden
weiterhin die besonders im Bereih der Steuerungssoftware wihtigen zeitlihen Bedingungen an
das Gesamtsystem und die Shnittstellen zu anderen Systemen deniert. Auh Hazards werden
ermittelt, die einen Zustand bzw. eine Menge von Bedingungen eines Systems und seiner Umge-
bung beshreiben, die unausweihlih zu einem Unfall  etwa durh Freisetzung von Energie oder
gefährlihen Stoen  führen.
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Die Systemanalyse konzentriert sih nur auf funktionale Einheiten und niht etwa auf später zu
programmierende Objekte oder Klassen. Aufwendige Systeme werden in groÿe Organisationseinhei-
ten aufgeteilt und komplexe Spezikationen des Verhaltens der Einheiten erzeugt und analysiert.
Weiterhin erfolgt dadurh eine Aufteilung des Systems in einen elektronishen, einen mehani-
shen sowie einen softwaretehnishen Bereih sowie die Denition der Shnittstellen zwishen den
Bereihen.
Das Ziel der Objektanalyse ist es die innere Struktur eines Systems herauszubilden. Dabei
werden Objekte und Klassen sowie deren Beziehungen untereinander deniert und gegebenenfalls
zu Domänen, d. h. eigenständigen Bereihen des Systems zusammengefasst. Die Anwendungsfälle
werden herangezogen, um die Methoden und Attribute der Klassen zu ermitteln und die wihtig-
sten Verhaltensweisen anzugeben. Die gefundenen Mehanismen können mittels der Szenarien auf
Korrektheit getestet werden. Um Aussagen über das Objektverhalten mahen zu können, sind evtl.
vorhandene Stateharts auf die Klassen aufzuspalten. Auÿerdem werden den einzelnen Klassen die
zeitlihen Bedingungen zugeordnet. Das Ergebnis dieser Teilphase ist das Analyse-Objektmodell,
das alle wihtigen Charakteristika einer korrekten Lösung identiziert.
In der Designphase steht die konkrete Umsetzung im Vordergrund. Erst in dieser Teilphase
wird deniert, wie bestimmte Bestandteile entworfen und für die jeweiligen Arbeitsbedingungen
optimiert werden. Bei ROPES wird laut [Dou99, Dou04℄ das Design in die drei Teilphasen Arhi-
tekturdesign, mehanistishes Design und detailliertes Design zerlegt. In jeder dieser Teilphasen
wird ein bestimmter Bestandteil des gesamten Design-Objektmodells erstellt.
Beim Arhitekturdesign werden generelle Eigenshaften, die für die meisten Teile des Systems
gelten, speziziert und Arhitekturmuster zur Fehlerbehandlung, Siherheitsverarbeitung und Feh-
lertoleranz angegeben. Ferner erfolgt die Identikation der Nebenläugkeiten eines Systems durh
die Charakterisierung einzelner Threads.
Beim mehanistishen Design werden Verfeinerungen der Kooperation zwishen den Objekten
vorgenommen. Zu diesem Zwek werden dem Designmodell notwendige neue Objekte hinzugefügt.
Zum Beispiel benötigt ein Controller, der viele ankommende Nahrihten mittels des Colletion-
Iterator-Patterns verarbeiten soll, ein zusätzlihes Colletion- und ein Iterator-Objekt.
Die unterste Ebene des Designs ist das detaillierte Design, welhes sih den internen Strukturen
und dem Verhalten der einzelnen Klassen zuwendet.
Das detaillierte Design beinhaltet die Spezikationen für die Invarianten mit Vor- und Nahbe-
dingungen der einzelnen Operationen, die genauen Typen und die Gültigkeitsbereihe von Attribu-
ten sowie die Behandlung von Ausnahmen. Es ist möglih, komplizierte Algorithmen als Pseudo-
ode innerhalb des Designmodells zu vermerken. Als Ergebnis erhält man das Design-Objektmodell,
das eine spezielle und geeignete Lösung deniert.
Bei der Implementierung wird das erstellte UML-Modell aus der Designphase in Quellode für
ein ausführbares Programm übersetzt. Dieser Vorgang erfolgt routiniert, da in der Designphase
exakte Vorgaben gemaht wurden. Die Implementierung kann manuell oder auf der Basis von
generatorbasierten Tehniken  wie etwa MDA [KWB03℄  erfolgen.
Besonders ezient erfolgt die Implementierung, wenn die Zielsprahe objektorientiert ist. Die
Verwendung einer niht objektorientierten Zielsprahe verursaht in der Regel einen Mehraufwand.
Die letzte Phase der Entwiklung ist die Testphase zur Fehlerbehebung. Bestimmte Testfälle,
die nah auÿen hin sihtbare Ergebnisse erzeugen und sih in erster Linie aus den Szenarien der
Analysephase ergeben, kommen in einem Test bei der Applikation zur Anwendung.
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Kapitel 4
Muster
Muster sind seit vielen Jahren ein bedeutender Trend der objektorientierten Softwaretehnik. Aus-
gehend von der Phase des Entwurfs bei dem sog. Entwurfsmuster  hier hat insbesondere die Gang
of Four
1
grundlegende Arbeit geleistet  eine groÿe Rolle spielen [GHJV93℄, hat sih dieser Trend
auf viele Gebiete der Softwareerstellung ausgeweitet. Gegenwärtig sind Entwurfsmuster für Real-
zeitsysteme Gegenstand der Forshung [SSRB00, BHS07b, DG08℄. Auÿerdem haben auh Muster
für die Analysephase im Softwareentwiklungsprozess, die zunähst von M. Fowler als Analyse-
muster vorgestellt worden sind [Fow99℄, deutlih an Popularität gewonnen. Shlieÿlih hat B. P.
Douglass Verhaltensmuster für objektorientierte Realzeitsysteme entwikelt [Dou99℄. In diesem
Kapitel werden der Stand der Forshung zu Mustern sowie deren Terminologie und Beziehungen
aus der bestehenden Literatur vorgestellt. Dazu wird zunähst eine Klassikation des Musterbe-
gris vorgenommen. Anshlieÿend wird dargestellt, wie Muster in dieser Arbeit - speziell unter
Verwendung der UML - beshrieben werden. Abshlieÿend werden die Begrie des Musterkatalogs,
des Mustersystems und der Mustersprahe ausführlih erörtert.
4.1 Klassikation von Mustern
Im Folgenden soll der Begri des Musters genauer untersuht werden und einige Denitionen aus
der Literatur vorgestellt werden, welhe in Tabelle 4.1 mit ihrer Quelle angegeben sind. Zunähst
wird der Begri des Musters [RZ96℄ im Allgemeinen betrahtet. Danah besteht ein Muster aus
der Abstraktion von einer bestimmten Form, welhe wiederholt in bestimmten und niht will-
kürlihen Kontexten auftritt (s. Denition 1 in Tabelle 4.1). Diese Denition weist einen höheren
Freiheitsgrad auf als andere in der Literatur vorkommende Denitionen. Die ursprünglihe Muster-
denition nah Alexander [AIS
+
77℄ sieht ein Muster als eine zusammengesetzte dreiteilige Regel,
die eine Beziehung zwishen einem bestimmten Kontext, einem Problem und einer Lösung angibt
(s. Denition 2 in Tabelle 4.1). Hier tauhen die drei Begrie Kontext, Problem und Lösung auf.
Diese Begrie werden in [Lea00℄ von Doug Lea folgendermaÿen erklärt:
• Der Begri des Kontextes bezieht sih auf eine wiederkehrende Menge von Situationen, in
denen ein Muster anwendbar ist.
• Der Begri des Problems bezieht sih auf eine Menge von Kräften, Zielen und Bedingungen,
die in diesem Kontext auftreten.
• Die Lösung bezieht sih auf eine kanonishe Form des Entwurfs oder eine Entwurfsregel, die
man anwenden kann, um diese Kräfte umzusetzen.
Unter Kraft wird die allgemeine Art von Kriterium verstanden, die Software-Ingenieure verwenden,
um ihre Entwürfe und Implementierungen zu rehtfertigen. Muster lösen auh eine koniktbehaf-
tete Menge von Zielen und Bedingungen, die in jedem Artefakt, das man ershat, aufeinander
1
Die Gruppe bestehend aus E. Gamma, R. Helm, R. Johnson und J. Vlissides
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Begri Denition
1. Muster allgemein Ein Muster ist die Abstraktion von einer konkreten
[RZ96℄ Form, die wiederholt in einem spezishen, niht willkür-
lihen Kontext auftritt.
2. Muster allgemein Jedes Muster ist eine dreiteilige Regel,
[AIS
+
77℄ die eine Beziehung zwishen einem bestimmten Kontext,
einem Problem und einer Lösung ausdrükt.
3. Form Die Form eines Musters besteht aus einer Anzahl von
[RZ96℄ sihtbaren und untersheidbaren Komponenten und de-
ren Beziehungen.
4. Konzeptionelles Muster Ein konzeptionelles Muster (Analysemuster)
[RZ96℄ ist ein Muster, dessen Form durh die Begrie und die
Konzepte einer Anwendungsdomäne beshrieben wird.
5. Analysemuster Analysemuster
1
sind Gruppen von Konzepten,
[Fow99℄ die eine gebräuhlihe Struktur in der
Geshäftsmodellierung darstellen. Diese können entweder
für nur genau einen Bereih relevant sein oder auh
mehrere Bereihe umfassen.
6. Arhitekturmuster Ein Arhitekturmuster spiegelt ein grundsätzlihes
[BMR
+
98℄ Strukturierungsprinzip von Softwaresystemen wider.
Es beshreibt eine Menge vordenierter Subsysteme,
speziziert deren jeweiligen Zuständigkeitsbereih und
enthält Regeln zur Organisation der Beziehungen zwi-
shen den Subsystemen.
7. Entwurfsmuster Ein Entwurfsmuster beshreibt ein Shema zur
[GHJV93℄ Verfeinerung von Subsystemen oder Komponenten
eines Softwaresystems oder den Beziehungen zwishen
ihnen. Es beshreibt eine häug auftretende Struktur
(und das zugehörige Verhalten) von miteinander
kommunizierenden Komponenten, die ein allgemeines
Entwurfsproblem in einem speziellen Kontext lösen.
8. Verhaltensmuster Verhaltensmuster strukturieren keine Objekte, sondern
[Dou99℄ Zustände und Transitionen. Trotzdem lassen sih
die gleihen Prinzipien, wie bei den Objekten anwenden.
Verhaltensmuster sind Sammlungen von Zuständen und
Zustandsübergängen, die allgemein genug sind, um ein
oder mehrere Analyse- bzw. Entwurfsprobleme zu lösen.
9. Interaktionsmuster Bei der Siht von auÿen wirkt ein Interaktions-/
[GB98℄ Entwurfsmuster wie eine parametrisierte Kollaboration.
UML-Metamodell Als eine Kollaboration  also dem Kontext für eine Men-
ge von Interaktionen  stellt ein Muster eine Menge von
Abstraktionen dar, deren Struktur und deren Verhalten
zusammenwirken, um eine nützlihe Funktion auszufüh-
ren.
Tabelle 4.1: Die Denitionen von Begrien aus dem Musterumfeld.
1
Analysemuster werden bei der objektorientierten Analyse während der Softwareent-
wiklung eingesetzt.
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treen. Diese Kräfte stammen beispielsweise aus den Bereihen Korrektheit, Ressouren, Struk-
tur, Konstruktion und Benutzung. Wenn man den Begri der Korrektheit eines Musters genauer
untersuht, stöÿt man in der Literatur shlieÿlih auf folgende Aspekte [Lea00℄:
• Vollständigkeit und Korrektheit einer Lösung
• statishe und dynamishe Typsiherheit
• Multithreaded Safety und Liveness
• Fehlertoleranz und Transaktionsfähigkeit
• Siherheit und Robustheit
Im Weiteren soll kurz der Begri der Form eines Musters nah [RZ96℄ genauer analysiert werden
(s. Denition 3 in Tabelle 4.1). Der Begri der Form eines Musters wird durh seine Repräsentation
aus einer Menge untersheidbarer Komponenten und deren Beziehungen deniert. Damit hat ein
Muster sowohl strukturelle als auh Verhaltensaspekte. Weiterhin kann nah [RZ96℄ die Form eines
Musters formalisiert werden, aber niht dessen Kontext. Bei Mustern untersheidet man je nah
zugehörigem Abstraktionsniveau und der Entwiklungsphase des Softwareentwiklungsprozesses, in
der sie verwendet werden, zwishen untershiedlihen Arten. Andere Untersheidungsmöglihkeiten
 wie z. B. nah der Musterkörnung und der Musterbeshreibung  werden in [QC99℄ aufgeführt.
In Tabelle 4.2 wird eine an entwiklungsphasenorientierte Klassikation von Mustern, die sih
stark nah [RZ96℄ rihtet, angegeben. Die Tabelle gibt die Muster aus den drei wihtigsten Pha-
sen des objektorientierten Softwareentwiklungsprozesses  nämlih der Anforderungsanalyse, dem
Entwurf und der Implementierung  wieder. Durh die Spalten wird zwishen strukturellen und
verhaltensorientierten Aspekten eines Musters untershieden.
Entwiklungsphase der
Software
Struktur eines Musters Internes Verhalten einer
Musterklasse
Anforderungsanalyse Analysemuster bzw. konzeptionelle
Muster
Verhaltensmuster einzelner
Klassen von Analysemus-
tern
Entwurf Arhitektur & Entwurfsmuster Muster, die das Verhalten
(Diese gliedern sih nah [GHJV93℄ einzelner Klassen von Ent-
in strutural, behavioral u. reatio-
nal.)
wurfsmustern beshreiben.
Implementierung Idiome (im Text erklärt) z. B. zur
Erzeugung u. Zerstörung von Ob-
jekten
Verhaltenbeshreibung von
Implementationsklassen
Tabelle 4.2: Die Klassikation von Mustern nah Phasen des Entwiklungsprozesses
Nah dieser Klassizierung von Mustern wird nun die Anforderungsanalyse betrahtet. Um
etwas Sinnvolles zu entwerfen, ist ein konzeptionelles Modell der Anwendungsdomäne notwen-
dig, an dem sih die Weiterentwiklung einer Software orientiert [Ja82℄. Dafür ist es zunähst
niht erforderlih, dass das Modell der Anwendungsdomäne formal ist. Für gewöhnlih besteht ein
solhes Modell aus einer Menge von Spezikationen. Zwishen diesen Spezikationen bestehen Be-
ziehungen, welhe auf den Konzepten und Begrien der zugehörigen Anwendungsdomäne beruhen,
d. h. es sollte die Sprahe der Anwendungsdomäne und der an der Entwiklung beteiligten Perso-
nen verwendet werden. Muster sollten die Sprahe des Anwendungsfeldes mit den Begrien und
Bestandteilen, die in dem konzeptionellen Modell der Anwendungsdomäne Verwendung nden, in
Beziehung setzen. Es werden daher in [RZ96℄ konzeptionelle Muster eingeführt (s. Denition 4 in
Tabelle 4.1), deren Form durh die Begrie und Konzepte einer Anwendungsdomäne vorgegeben
werden. Fowler [Fow99℄ deniert erstmals Analysemuster für die objektorientierte Modellierung
betriebswirtshaftliher Software (s. Denition 5 in Tabelle 4.1), die der Idee wie konzeptionelle
Muster für die Domäne der Geshäftssoftware entsprehen. Konzeptionelle Muster beeinussen die
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Wahrnehmung des zugehörigen Anwendungsgebietes. Deshalb sollten konzeptionelle Muster auf
ein beshränktes Anwendungsgebiet ausgerihtet sein. Eine besondere Herausforderung besteht
darin, ein geeignetes Abstraktionsniveau zu nden. In dieser Arbeit soll der Begri Analysemuster
weiterverwendet werden.
Auh beim Entwurf von Software nden Muster Anwendung. Dies sind Entwurfs- und Arhitek-
turmuster. Entwurfsmuster werden originär von Bek und Cunningham [BC87℄ sowie in Gamma's
Dissertation vorgestellt. Das erste Buh [GHJV93℄ zum Thema der Entwurfsmuster wurde von der
legendären Viererbande (Gang of Four) publiziert. In [GHJV93℄, [BMR
+
96℄ und [SSRB00℄ nden
sih Denitionen für diese Arten von Mustern. Arhitekturmuster sind Shablonen für konkrete
Softwarearhitekturen (s. Denition 6 in Tabelle 4.1). Durh sie werden systemweite, strukturelle
Eigenshaften einer Anwendung vorgegeben und beeinussen die Arhitektur der Subsysteme. Ar-
hitekturmuster beeinussen im Rahmen von Grundsatzentsheidungen den Entwurf eines Soft-
waresystems. Ihre Auswahl ndet in der Phase des Grobentwurfs statt. Entwurfsmuster hingegen
sind Muster, die sih auf einem mittleren Abstraktionsniveau benden (s. Denition 7 in Tabelle
4.1). Ihr Anteil am Umfang innerhalb der Arhitektur eines Softwaresystems, den sie beeinussen,
ist geringer, weil sie während des Feinentwurfs verwendet werden. Sie sind aber im Allgemeinen un-
abhängig von einer speziellen Programmiersprahe und einem speziellen Programmierparadigma.
Wird ein Entwurfsmuster angewendet, so führt dies zu keinen Auswirkungen auf die grundsätz-
lihe Struktur des Softwaresystems, kann aber von groÿer Bedeutung für die Arhitektur eines
Subsystems sein. Entwurfsmuster sind in dieser Arbeit später von groÿer Bedeutung. Bei den Ent-
wurfsmustern hat Gamma [GHJV93℄ eine detailliertere Gliederung in Erzeugungsmuster (reational
patterns), strukturelle Muster (strutural patterns) und verhaltensorientierte Muster (behavioral
patterns) vorgenommen. Hierbei gestatten Erzeugungsmuster es tehnishe Details vom Instantiie-
rungsvorgang zu abstrahieren. Wenn man ein komplexes, objektorientiertes System entwirft, muss
man sih auf zusammengesetzte Objekte, die klassenbasierte Vererbung besitzen, konzentrieren.
Erzeugungsmuster werden verwendet, um die Instantiierung zu delegieren bzw. vom Verhalten zu
abstrahieren und Instantiierungs sowie Kompositionsdetails zu verbergen.
Strukturelle Muster konzentrieren sih auf die Komposition von Klassen und Objekten zu grö-
ÿeren Strukturen. Sie behandeln Laufzeitkompositionen, die einen dynamisheren Charakter als
mehrfahe Vererbung besitzen, Objet sharing sowie Shnittstellenanpassung und das dynamishe
Hinzufügen von Verantwortlihkeiten zu Objekten. Verhaltensorientierte Muster behandeln die
Verkapselung von Algorithmen sowie die Verwaltung oder Delegation der Verantwortlihkeiten
zwishen Objekten. Sie konzentrieren sih mehr auf die Kommunikation und die Interaktion von
Objekten, die dynamishen Shnittstellen, die Objektkomposition und die Objektabhängigkeiten.
Im Bereih der Entwurfsmuster für objektorientierte Systeme hat Douglass [Dou99, Dou04℄ zahl-
reihe Publikationen erstellt.
Da neben strukturellen Aspekten auh Verhaltensaspekte durh Muster abgedekt können wer-
den sollen, ist es nahe liegend, auh Verhaltensmuster [Dou99℄ zu denieren (s. Denition 8 in
Tabelle 4.1). Verhaltensmuster strukturieren das Verhalten von Objekten als Sammlungen von Zu-
ständen und deren Transitionen. Wenn diese von allgemeiner Natur sind, lassen sih durh ihre
Anwendung Probleme bei der Analyse und beim Entwurf von Software lösen. Ein Muster, das
Verhaltensmuster einzelner Klassen kombiniert, erzwingt bestimmte Interaktionen.
Shlieÿlih kann auh die Interaktion von Objekten beim Entwurf und zur Laufzeit in Muster
gefasst werden. Da Diagramme zur Darstellung von Interaktionen noh relativ neu sind und erst
durh die UML an Popularität gewinnen, hat sih noh keine allgemein akzeptierte Bezeihnung
etabliert. Im Folgenden sollen solhe Muster als Interaktionsmuster [Esk99℄ bezeihnet werden, die
beispielsweise durh ein Sequenzdiagramm dargestellt werden können. In Interaktionsmustern wer-
den also strukturelle Aspekte mit Verhaltensaspekten vereint. Für die Implementierung existieren
ebenfalls Muster, die als Implementierungsmuster bzw. Idiome bezeihnet werden. Idiome sind sih
wiederholende Konstrukte aus vershiedenen Programmiersprahen, die etwa eine Aufgabe bzw.
einen kleinen Algorithmus repräsentieren. Sie sind kein Bestandteil einer speziellen Programmier-
sprahe. Beispiele für Idiome sind Endlosshleifen, Inkrementierungen von Zählern oder ein Swap
zwishen zwei Variablen. Idiome spielen in dieser Arbeit aber eine untergeordnete Rolle. Weiterhin
gilt nah [RZ96℄:
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Coneptual patterns logially preede design patterns whih logially preede pro-
gramming patterns. 
Dies stimmt auh mit der Orientierung an den Entwiklungsphasen aus Tabelle 4.2 und der zugehö-
rigen Abstraktion überein. Doug Lea weist in [Lea00℄ auÿerdem darauf hin, dass zwishen Mustern
und einigen Gebieten der modernen Softwaretehnik  wie domänenspezishe Arhitekturen und
Wiederverwendung bei der Softwareentwiklung  ein enger Zusammenhang besteht.
4.2 Musterbeshreibung
Die Beshreibung von Mustern ist stark durh die Entwiklung der für die Spezikation zur Ver-
fügung stehenden Sprahen geprägt worden. Die ursprünglihe bei Alexander verwendete Form
beshreibt ein Muster in Textform. Gemäÿ seiner oben genannten Musterdenition umfasst die-
se einen Namen und jeweils einen Abshnitt, in dem der Kontext, das Problem und die Lösung
erläutert werden.
Für das Reglermuster, das eine Lösung für ein typishes Regelungsproblem ist, werden diese
Abshnitte hier angegeben:
• Name: Reglermuster
• Kontext: In tehnishen Systemen wird die Einhaltung bestimmter Zustände benötigt, um
die Siherheit und Eektivität einer Anlage zu gewährleisten.
• Problem: Istwerte eines tehnishen Systems müssen mit vorgegebenen Sollwerten verglihen
und korrigiert werden, um bestimmte Zustände einzuhalten.
• Lösung: Durh das Reglermuster werden Sensorobjekte und Aktorobjekte mit einem Reg-
lerobjekt in Beziehung gesetzt. Durh das Reglerobjekt können bestimmte Regelstrategien
realisiert werden, um die Regeldierenz möglihst klein zu halten. Stellgröÿen werden an sog.
Aktorobjekte weitergegeben, um die Sollwerte einzuhalten.
Quibeldey-Cirkel stellt in [QC99℄ vor, wie hypertextartige Dokumente zur Musterbeshreibung
verwendet werden können. Als Hypertextsprahen nden hier HTML und XML Verwendung.
Durh Bushmann werden in [GHJV93℄ auÿerdem auh Klassendiagramme verwendet. Die von
Bushmann mitentwikelten Interaktionsdiagramme treten zum ersten Mal in [BMR
+
96℄ in Form
von Sequenzdiagrammen zur Musterbeshreibung auf. Die UML setzt zur Musterbeshreibung ur-
sprünglih auf Klassendiagramme. In dieser Arbeit soll das Konzept von Bushmann [BMR
+
96℄
der Anwendung von Sequenzdiagrammen zur Spezikation von Interaktionsmustern eingesetzt wer-
den. Deshalb sollen die zu einer Kollaboration von Objekten gehörigen typishen Interaktionen, wie
auh shon bei Bushmann durh Sequenzdiagramme geshehen, speziziert werden. Es ist klar,
dass typishe Interaktionen niht immer vollständig sein können. Zusätzlih sollen Analyse- und
Entwurfsmuster auf die gleihe Art und Weise dargestellt werden. Um die strukturellen Bestandtei-
le der Lösung, die ein Muster liefert, zu beshreiben werden Klassendiagramme eingesetzt; während
für die dynamishe Interaktion zwishen den Instanzen der Lösung eines Musters Interaktionsdia-
gramme  genauer Sequenzdiagramme  verwendet werden. Im Folgenden wird die Beshreibung
mittels dieser Diagramme detaillierter erläutert. Klassendiagramme geben eine kompakte Über-
siht über die Strukturen eines Musters. In den Klassendiagrammen werden die Klassen eines
Musters ebenso, wie die Vererbungs-, Assoziations+, Aggregations- und Kompositionsbeziehungen
sowie die Rollen von Objekten angegeben. Auÿerdem werden für die entsprehenden Beziehungen
Multiplizitäten modelliert. Am Beispiel des Musters in Abbildung 3.1 erkennt man ein Klassen-
diagramm, das zur Spezikation des Reglermusters verwendet wird. Es besteht aus den Klassen
abstratController, abstratAtor, abstratSensor. Die Klasse abstratController enthält die Opera-
tionen loop() und ompute(), um Verantwortlihkeiten für die Klasse anzugeben. Diese Operationen
sollen der Reihe nah kurz vorgestellt werden:
• loop() repräsentiert die Regelshleife, die kontinuierlih durhlaufen wird.
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• ompute() behandelt die Berehnung des neuen Stellwertes.
Die Klasse abstratAtor stellt die abstrakte Form eines Aktors dar. Ein abstrakter Aktor verfügt
über die abstrakte Operation setValue(), mit der der Wert des Aktors gesetzt werden kann. Die
Klasse abstratSensor ist ähnlih aufgebaut, sie besitzt eine Operation getValue(), mit der Werte
aus einem abstraktem Sensor ausgelesen werden können. Weiterhin können in einem abstraktem
Sensor die vom Sensor eingelesenen Werte mit dem Attribut x festgehalten werden. Abstrakte
Regler, wie die der Klasse abstratController, stehen mit abstrakten Aktoren und Sensoren in
Beziehung, was durh Assoziationen im Klassendiagramm ausgedrükt wird. Weiterhin können bei
der Musterbeshreibung Beziehungen mit Rollen versehen werden. Klassen können mit Stereotypen
bzw. Eigenshaften attributiert werden. Dynamishe Aspekte werden durh Interaktionen mit Hilfe
von Sequenzdiagrammen speziziert.
Zur Beshreibung von Verhaltensmustern (auh Zustandsmuster genannt), die das Verhalten
von Objekten strukturieren, wird eine an Statehart-Diagrammen der UML angelehnte Notati-
on verwendet, die auh in [Dou99℄ Anwendung fand. Abbildung 3.3 zeigt das UML-Statehart
zur Klasse abstratController, das aus mehreren Zuständen, die in einem Kreis angeordnet sind,
aufgebaut ist.
4.3 Mustersammlungen und Mustersysteme
Muster, wie sie oben vorgestellt wurden, stehen niht für sih allein, sondern treten in Sammlungen
auf. Musterkataloge, Mustersysteme und Mustersprahen stellen Möglihkeiten dar, Muster für
einen Bereih bzw. eine Wissensdomäne zu kollektionieren.
Zunähst werden Musterkataloge kurz betrahtet. In einem Musterkatalog werden Muster ver-
hältnismäÿig lose gesammelt (s. Denition 1 in Tabelle 4.1). Ein Musterkatalog fügt einen kleinen
Teil von Struktur und Organisation zu einer Mustersammlung zusammen, geht aber gewöhnlih
niht weit darüber hinaus, nur die oensihtlihen Strukturen und Beziehungen aufzuzeigen, wenn
er überhaupt darauf eingeht.
In einem Mustersystem sind neben der Ansammlung von Mustern auh der Sahverhalt, wie
sie sih gegenseitig ergänzen, von Interesse. Das erste Mustersystem wurde von Bushmann et. al.
in [BMR
+
96℄ vorgestellt. Diese Abhängigkeiten und die gegenseitige Ergänzung werden in Form
von Beziehungen zwishen den einzelnen Mustern eines Mustersystems angegeben. Ein Muster-
system hat also einen klaren Shwerpunkt bei der Verbindung bzw. Verknüpfung von Mustern.
In [BMR
+
96℄ wird die Denition eines Mustersystems zunähst für Softwarearhitekturen angege-
ben (s. Denition 2 in Tabelle 4.1). Neben der Sammlung von Mustern für Software-Arhitektur
werden auh Rihtlinien für ihre Implementierung, ihre Kombination sowie ihre praktishe Ver-
wendung in der Software-Entwiklung erläutert.
Nah [BMR
+
96℄ versteht man unter einem Mustersystem eine zusammenhängende Menge von
Mustern, die in Beziehung stehen, um die Konstruktion und Evolution von vollständigen Arhitek-
turen zu unterstützen. Es ist niht nur durh in Beziehung stehende Gruppen und Untergruppen
auf vershiedenen Granularitätsebenen organisiert, sondern es beshreibt auh die vielen Bezie-
hungen zwishen Mustern und deren Gruppierungen und wie sie kombiniert und zusammengesetzt
werden können, um komplexere Probleme zu lösen. Die Muster in einem Mustersystem sollten in
einem konsistenten und zusammenhängendem Stil beshrieben werden und sollten eine ausreihend
breite Grundmenge von Problemen und Lösungen überdeken, um zu ermöglihen entsheidende
Teile von Arhitekturen zu bauen. Ein Hauptinteresse für die Verwendung von Mustersystemen
liegt in der Unterstützung der Entwiklung von Softwaresystemen, die eine hohe Qualität besitzen.
Um das Ziel zu erreihen, das ein Mustersystem auh Rihtlinien für die Implementierung und
Kombination von Mustern enthalten muss, sollte ein Mustersystem nah [BMR
+
96℄ den folgenden
Anforderungen  die um Verikationsaspekte erweitert wurden, um im Rahmen dieser Arbeit zu
gelten  genügen:
• Die Anzahl der Muster sollte ausreihend groÿ sein, um die notwendige Anzahl von Kombi-
nationen für die anforderungsgerehte Erstellung einer Software zur Verfügung zu stellen.
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• Alle Muster sollten auf einheitlihe Art und Weise beshrieben werden. Die Struktur dieser
Beshreibung muss sowohl die Kernaussage eines Musters umfassen als auh eine präzise
Aussage seiner Details ermöglihen.
• Die vielfältigen Beziehungen zwishen den Mustern sollten aufzeigt werden. Für jedes Muster
muss das Mustersystem beispielsweise klarstellen, welhe anderen Muster es verfeinert, welhe
es oen legt, mit welhen Mustern es kombiniert werden kann, welhe Benutzungsbeziehungen
(Uses-Relation) bestehen und welhe Alternativen es zu ihm gibt. Dies sollte auh für die
Beziehungen zwishen Mustern untershiedliher Typen gelten.
• Seine Bestandteile sollten geeignet angeordnet sein. Ein Benutzer sollte in der Lage, sein
shnell das Muster zu nden, das ihm bei seinen konkreten Analyse- und Entwurfsproblemen
hilft. Auÿerdem sollte ein Benutzer alternative Lösungen für sein Problem nden können, die
von anderen Mustern geprägt sind.
• Die Entwiklung der Software eines Systems sollte unterstützt werden. Ein Mustersystem
sollte zeigen, wie man seine Muster anwendet.
• Die Denition und Instantiierung von Beziehungen zu Mustern aus fremden Mustersystemen,
die Wissen aus anderen Domänen aufnehmen, sollte unterstützt werden.
• Es sollte seine eigene Evolution unterstützen. Im Zuge der Weiterentwiklung einer Domäne
wird sih auh ein Mustersystem weiterentwikeln. Existierende Muster werden sih ändern,
ihre Beshreibung wird verbessert, neue oder fehlende Muster werden hinzugefügt, existie-
rende Muster veralten und werden entfernt. Weiterhin werden neue Beziehungen eingeführt
bzw. existierende verändert oder gelösht.
• Geeignete Softwareprozesse zur Änderung, Einführung und Löshung von Mustern, bzw.
Festlegung von Beziehungen zwishen ihnen sollten bereitgestellt werden, bzw. sollte der
Entwiklungsphasen-gerehte Einsatz seiner Muster unterstützt werden.
• Es sollte die Verikation von Softwaremodellen unterstützen bzw. forieren, indem innerhalb
des Systems bestimmte Beziehungen als korrekt nahgewiesen werden, bzw. bei Benutzung
von Mustern aus dem System bestimmte Eigenshaften leiht nahgewiesen werden können.
Ein weiterer Begri, der in diesem Zusammenhang von Bedeutung ist, ist der der Mustersprahe
(engl. pattern language), der von Alexander [AIS
+
77℄ geprägt wurde (s. Denition 3 in Tabelle 4.1).
Bei dieser Denition stehen Beziehungen zwishen Mustern innerhalb des gleihen Kontextes im
Vordergrund. Auh an eine Klassizierung der Muster in Kategorien wird gedaht. Ein Mustersys-
tem fügt einem Musterkatalog tiefe Struktur, reihe Musterinteraktion und Einheitlihkeit hinzu.
Beide Mustersysteme und Mustersprahen formen kohärente und eng verwobene Muster, um die
Probleme in einer speziellen Domäne zu beshreiben und zu lösen. Aber eine Mustersprahe ist ro-
buster, umfassender und vollständiger als ein Mustersystem. Der Hauptuntershied besteht darin,
dass Mustersprahen idealerweise vollständig (engl. omputational omplete) sind, indem sie alle
möglihen Kombinationen und Variationen benutzen, um vollständige Arhitekturen aufzuzeigen.
In der Praxis kann es jedoh sehr shwierig sein, den Untershied zwishen einem Mustersystem
und einer Mustersprahe herauszunden.
Auh in [QC99℄ werden Musterkataloge gegen Mustersprahen abgegrenzt. Während Muster-
systeme eine zusammenhängende Sammlung von Mustern über ein relativ breites Thema sind,
sollte eine Mustersprahe mehr als nur über ein breites Thema verfügen. Eine Mustersprahe
korrespondiert letztlih in einer Sammlung, die auf einer zentralen Denkweise beruht und die ei-
ne Art Mega-Pattern bildet. Die gesamte Sprahe bildet somit ein grundlegendes, gemeinsames
Problem mit einem zugehörigen Kontext, den Kräften, der Lösung sowie dem resultierenden Kon-
text und einem Entwurfshandbuh (in dem jedes Muster auf einer Ebene adressiert wird). Diese
zwekorientierte Kohärenz ist es, die der Mustersprahe die Bedeutung einer Hülle gibt. Ein Mus-
tersystem besitzt niht notwendigerweise alle diese Bestandteile. Es kann sih auf ein breiteres
oder engeres Thema konzentrieren, hat aber niht notwendigerweise eine klare Aufgabe oder eine
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Agenda und kann auf viele Weisen dazu führen, dass die Beziehungen zwishen Mustern shwerer
zu nden sind, bzw. dass einige wihtige Lüken im Problemraum ungefüllt bleiben (womit man
keine vollständige Lösung bzw. Hülle erhält). Aber der vielleiht gröÿte Untershied zwishen Mus-
tersprahen und Mustersystemen besteht darin, dass Mustersprahen niht auf einmal festgelegt
werden. Sie entwikeln sih stattdessen stükweise aus Mustersystemen durh stetige Evolution
(auh ein Mustersystem erwähst aus einem Musterkatalog). Genauso wie Mustersprahen helfen,
vollständige Arhitekturen wahsen zu lassen, können Mustersysteme dazu dienen, um inkrementell
in vollständige Mustersprahen überzugehen.
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Kapitel 5
Temporal Logi of Ations (TLA)
TLA ist eine von Leslie Lamport [Lam91b, Lam94℄ entwikelte Sprahe, die auf einer linearen
Temporalzeitlogik erster Ordnung und Zermelo-Fränkel Mengentheorie beruht. In diesem Kapitel
werden grundlegende Begrie aus TLA kurz angegeben. Die Syntax und Semantik von TLA wird in
[Lam91a, Lam92℄, [Lam94, Lam95b℄ und [Her98℄ vorgestellt. In Abbildung 5.1 wird eine Übersiht
der Syntax und Semantik von TLA angegeben. Die Syntax von TLA deniert Formeln, Prädikate
und Zustandsfunktionen. Eine Formel enthält einen unären oder binären, logishen bzw. temporalen
Operator. Ein Prädikat ist ein Boolesher Ausdruk, der Konstanten und Variablen enthält oder
in dem der binäre Enabled-Operator vorkommt. Eine Zustandsfunktion ist ein niht-Boolesher
Ausdruk, der sih aus Konstanten und Variablen zusammensetzt.
TLA-Formeln beziehen sih auf Modelle in der Form von Zustandstransitionssystemen (engl.
State-Transition-System, abgekürzt STS). Ein STS wird durh ein Tripel (S, S0, N) deniert. Hier-
bei gibt S den Zustandsraum an, der die Menge der möglihen Zustände deniert. S0 gibt die Menge
der Initialzustände des Modells mit S0 ⊆ S an. Die Zustandsübergangsrelation N beshreibt die
Transitionen zwishen den Zuständen. Der Zustandsraum wird durh die Zustandsvariablen einer
TLA-Spezikation deniert. Ein Zustand ist eine Belegung von Zustandsvariablen mit geeigneten
Werten. Der Ablauf, der einem System zugrunde liegt, entspriht einer unendlih langen Zustands-
folge. Eine solhe Zustandsfolge wird auh als Verhalten bezeihnet:
σ = 〈s0, s1, s2, . . .〉
Treten dieselben Zustände direkt aufeinanderfolgend in dieser Zustandsfolge auf, so spriht man
von Stottershritten. Mit einer Zustandsfolge, deren Ende aus einer unendlihen Anzahl von Stot-
tershritten besteht, wird die Terminierung eines beliebigen Systems beshrieben. Eine unendlihe
Zustandsfolge, in der ab einer bestimmten Stelle nur noh Stottershritte sn auftreten, hat somit
folgendes Aussehen:
σ = 〈s0, s1, s2, . . . sn, sn, . . .〉
Im Folgenden wird die Spezikation von Modellen auf der Grundlage von Zuständen und Zustands-
folgen erörtert.
5.1 Siherheitseigenshaften
Siherheitseigenshaften (engl. safety properties) geben den Rahmen vor, in dem sih ein System
bewegen darf. Korrektes Verhalten beshreibt die Menge erlaubten Verhaltens ohne ein Verhalten
zu erzwingen. Siherheitseigenshaften werden auf der Basis des STS eines Systems als Zustands-
folgen des spezizierten Systems beshrieben. Die Transitionen geben dabei keine Zwänge, sondern
Möglihkeiten zum Shalten vor. Das Stottern des Systems an einer bestimmten Stelle, ohne dass
eine Transition stattndet, ist jederzeit möglih. Die Verletzung einer Siherheitseigenshaft in ei-
nem Systemablauf kann in einem endlihen Teilstük der zugehörigen Zustandsfolge aufgedekt
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Syntax
〈formula〉
∆
= 〈predicate〉 | 2[〈action〉]〈state function〉 | ¬〈formula〉
| 〈formula〉 ∧ 〈formula〉 | 2 〈formula〉
〈action〉
∆
= boolean-valued expression ontaining onstant symbols,
variables, and primed variables
〈predicate〉
∆
= 〈action〉 with no primed variables | Enabled〈action〉
〈state function〉
∆
= nonboolean expression ontaining onstant symbols and variables
Semantis
s[[F ]]
∆
= F (∀ v ∈ Var : s[[v]]/v) σ[[T ∧ U ]]
∆
= σ[[T ]] ∧ σ[[U ]]
s[[π]]t
∆
= π(∀ v ∈ Var : s[[v]]/v, t[[v]]/v′) σ[[¬T ]]
∆
= ¬σ[[T ]]
|= π
∆
= ∀s, t ∈ St : s[[π]]t |= F
∆
= ∀σ ∈ St∞ : σ[[F ]]
s[[Enabled π]]
∆
= ∃t ∈ St : s[[π]]t
〈s0, s1, . . .〉[[2T ]]
∆
= ∀n ∈ Nat : 〈sn, sn+1, . . .〉[[T ]]
〈s0, s1, . . .〉[[π]]
∆
= s0[[π]]s1
Additional notation
F ′
∆
= F (∀ v ∈ Var : v′/v) 3T
∆
= ¬2¬T
[π]w
∆
= π ∨ (w′ = w) T ; U
∆
= 2(T ⇒ 3U)
〈π〉w
∆
= π ∧ (w′ 6= w) WFw(π)
∆
= 23 〈π〉w ∨ 23¬Enabled〈π〉w
Unchanged w
∆
= w′ = w SFw(π)
∆
= 23 〈π〉w ∨32¬Enabled〈π〉w
where F is a 〈state function〉 s, s0, s1, . . . are states
π is an 〈action〉 or 〈predicate〉 σ is a behavior
T and U are 〈formula〉 s (∀ v ∈ Var : . . . /v, . . . /v′) denotes substitution
w is a 〈state function〉 for all variables v
Abbildung 5.1: Die Logik TLA (entnommen aus [Lam94℄ mit geänderten Bezeihnern)
werden. Jetzt wird die Semantik der für Siherheitseigenshaften relevanten temporalen Formeln
und Operatoren vorgestellt. Die Wertebelegung einer Zustandsvariable x im Zustand s wird durh
s[[x℄℄ angegeben. Die Semantik einer Zustandsfunktion in einem Zustand s wird durh die Bereh-
nung des Funktionswertes unter der Variablenbelegung aus dem Zustand s deniert:
s[[f ]] = f(∃ ′v′ ∈ V ar : s[[v]]/v)
Um Transitionen zwishen Zuständen zu spezizieren, ist der Begri der Aktion von Bedeutung.
Eine Aktion ist eine Funktion, die einen Booleshen Wert s[[A℄℄t einem Zustandspaar zuweist.
Hierbei wird s als gegenwärtiger und t als nahfolgender Zustand betrahtet. Der gegenwärtige
Zustand wird durh einen Variablennamen v angegeben, der jeweils durh s[[v℄℄ zu substituieren
ist. Der nahfolgende Zustand wird durh gestrihene Variablennamen v' notiert, die durh t[[v℄℄
substituiert werden. Die Semantik wird formal durh folgenden Ausdruk festgelegt:
s[[A]]t = A(∀ ′v′ ∈ V ar : s[[v]]/v, t[[v]]/v′)
Ein Paar von Zuständen s, t heiÿt ein A-Shritt, gdw. s[[A℄℄t wahr ist. Wird durh die Aktion
A eine atomare Operation eines Programms dargestellt, dann ist das Paar s, t ein A-Shritt, wenn
der Zustand t bei der Ausführung der Operation im Zustand s erreiht wird. Aktionen denieren
Transitionsklassen, da von einem Zustand aus mehrere Transitionen möglih sind. Aktionende-
nitionen dürfen typisierte Datenparameter p besitzen. Damit gilt der Ausdruk ∃p : α(p) für eine
Aktion α. Für die Anwendung des Aktionsbegris auf Zustandsfolgen 〈s0, s1, s2, . . .〉 deniert man,
dass [[A℄℄ wahr ist, wenn das Zustandspaar s0, s1 ein A-Shritt ist:
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〈s0, s1, . . .〉[[A]]
∆
=s0[[A]]s1
Eine Aktion A heiÿt gültig notiert durh |= A, wenn jeder Shritt ein A-Shritt ist, oder formal:
|= A
∆
=∀s, t ∈ St : s[[A]]t
Mit dem temporalen 2 Operator wird zugesihert, dass eine Formel F für alle sn gilt:
〈s0, s1, . . .〉[[2F ]]
∆
=∀n ∈ Nat : 〈sn, sn+1, . . .〉[[F ]]
Ein Verhalten erfüllt F ∧G, wenn sowohl F als auh G erfüllt sind:
σ[[F ∧G]]
∆
=σ[[F ]] ∧ σ[[G]]
Ein Verhalten erfüllt ¬F , wenn F niht erfüllt wird:
σ[[¬F ]]
∆
=¬σ[[F ]]
Eine temporale Formel F wird gültig genannt, notiert durh |= F , wenn sie für jedes möglihe
Verhalten gilt. Durh St∞ wird jedes möglihe Verhalten angegeben:
|= F
∆
=∀σ ∈ St∞ : σ[[F ]]
Eine Aktion A ist in einem gegenwärtig vorliegenden Zustand s shaltbereit (english enabled),
wenn von diesem Zustand aus ein Zustandsübergang möglih ist, der dieser Aktion entspriht, was
im Folgenden formal aufgeführt ist:
s[[EnabledA]]t
∆
=∃t ∈ St : s[[A]]t
Ein Aktionen- oder ein Stottershritt wird verkürzt mit [A]f notiert:
[A]f
∆
=A ∨ (f ′ = f)
Hierbei gibt f das Tupel der Bezeihner aller in einer Spezikation verwendeten Variablen an. 〈A〉f
notiert einen ehten Aktionenshritt, ohne einen Stottershritt zuzulassen:
〈A〉f
∆
=A ∧ (f ′ 6= f)
Mit dem Shlüsselwort Unchanged f
∆
=f ′ = f wird markiert, welhe Zustandsvariablen eines Ak-
tionenshrittes niht verändert werden. Für einen eingeshränkten Sprahumfang von TLA, der
nur Siherheitseigenshaften betrit, ist an der Universität Dortmund ein Simulationswerkzeug
entwikelt worden [Gra93℄.
5.2 Lebendigkeitseigenshaften
Der gewünshte Fortshritt in einem System wird durh Lebendigkeitseigenshaften (engl. liveness
properties) beshrieben. Durh sie werden keine Aktionen erlaubt oder verboten, sondern sie for-
ieren, dass sih ein System in bestimmte Rihtungen bewegt und bestimmte Zustände einnimmt,
wenn das aufgrund der Siherheitseigenshaften möglih ist. Eine E-Mail, die abgeshikt wird,
muss irgendwann bei ihrem Empfänger ankommen und ist damit ein Beispiel für eine Lebendig-
keitsanforderung. Siherheits- und Lebendigkeitsanforderungen stehen miteinander in Beziehung.
Um die Verletzung einer Lebendigkeitseigenshaft in einem Systemablauf aufzudeken, kann es
erforderlih sein, den vollständigen  mögliherweise unendlihen  Systemablauf unter Einbezie-
hung des zukünftigen Ablaufs zu untersuhen. TLA deniert den 3Operator (eventually) und den
;Operator (Leads-To) auf der Grundlage des temporalen 2Operators:
3F
∆
= ¬2¬F
Mit dem Leads-To-Operator wird speziziert, dass  wenn eine bestimmte Formel F gültig ist 
irgendwann in der Zukunft eine Eigenshaft G gilt:
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F ; G
∆
= 2(F ⇒ 3G)
Die shwahe Fairness (durh WF abgekürzt) erzwingt Zustandsfolgen, in denen unendlih viele
Zustandsübergänge einer Ausführung der Aktion 〈A〉f entsprehen oder in denen die Aktion A in
unendlih vielen Zuständen niht shaltbereit ist:
WFf (A)
∆
= 23〈A〉f ∨ 23¬Enabled〈A〉f
Durh die starke Fairness (Abkürzung SF) werden Zustandsfolgen erzwungen, in denen unendlih
viele Zustandsübergänge einer Ausführung der Aktion 〈A〉f entsprehen oder in denen die Aktion
〈A〉f nur in endlih vielen Zuständen shaltbar ist:
SFf (A)
∆
= 23〈A〉f ∨32¬Enabled〈A〉f
Eine Lebendigkeitseigenshaft garantiert, dass erwünshte Zustände erreiht werden.
In einem nebenläugen System untersheidet man zwishen shwaher und starker Fairness.
Shwahe Fairness (engl. weak fairness, justie) bedeutet, dass eine Aktion ausgeführt werden
muss, wenn die Ausführung dieser ab einem bestimmten Zeitpunkt immer möglih ist. Anders:
Wird eine Aktion nur endlih oft ausgeführt, so ist diese in einem Verhalten unendlih oft niht
ausführbar. Es versihert, dass die Aktion shlieÿlih ausgeführt wird oder deren Ausführung 
wenn auh nur für eine bestimmte Zeitspanne  unmöglih wird.
Starke Fairness (engl. strong fairness, ompassion) bedeutet, dass eine Aktion ausgeführt werden
muss, wenn die Ausführung dieser unendlih oft möglih ist. Anders: Wird eine Aktion nur endlih
Syntax
〈general formula〉
∆
= 〈formula〉 | ∃ 〈variable〉 : 〈general formula〉
| ∃ 〈rigid variable〉 : 〈general formula〉
| 〈general formula〉 ∧ 〈general formula〉
| ¬〈general formula〉
〈formula〉
∆
= a simple TLA formula (siehe Abbildung 5.1)
Semantis
〈s0, s1, . . . 〉 =w 〈t0, t1, . . . 〉
∆
= ∀ n ∈ Nat : ∀ v ∈ Var \ {w} : sn[[v]] = tn[[v]]
♮〈s0, s1, s2, . . . 〉
∆
= if ∀n ∈ Nat : sn = s0
then 〈s0, s0, s0, . . . 〉
else if s1 = s0 then ♮〈s1, s2, s3, . . . 〉
else 〈s0〉 ◦ ♮〈s1, s2, . . . 〉
σ[[∃ w : T ]]
∆
= ∃ ρ, τ ∈ St∞ : (♮σ = ♮ρ) ∧ (ρ =w τ) ∧ τ [[T ]]
σ[[∃ c : T ]]
∆
= ∃c ∈ Val : σ[[T ]]
Proof Rules
E1. ⊢ T (f/w)⇒ ∃ w : T E2. T ⇒ U
w does not our free in U
(∃ w : T ) ⇒ U
F1. ⊢ T (e/c)⇒ ∃ c : T F2. T ⇒ U
 does not our free in U
(∃ c : T ) ⇒ U
where w is a 〈variable〉 T , U are 〈general formula〉s
f is a state funtion s, s0, t0, s1, t1, . . . are states
 is a 〈rigid variable〉 σ is a behavior
e is a onstant expression ◦ denotes onatenation of sequenes
Abbildung 5.2: Die Quantoren in TLA (entnommen aus [Lam94℄ mit geänderten Bezeihnern)
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oft ausgeführt, so ist diese in einem Verhalten nur endlih oft ausführbar. Es versihert, dass die
Aktion shlieÿlih ausgeführt wird oder, dass deren Ausführung shlieÿlih für immer unmöglih
wird.
Ist ein Verhalten stark fair bezüglih einer Aktion, so ist es auh shwah fair für diese Aktion.
5.3 Kanonishe Formel
Insgesamt wird ein System durh eine temporale Formel speziziert, in der die Siherheitseigen-
shaften und die Lebendigkeitseigenshaften miteinander konjugiert werden. Diese temporale For-
mel wird als kanonishe Formel bezeihnet. Die Siherheitseigenshaften werden aus den Initialzu-
ständen und der mit dem always-Operator umshlossenen Disjunktion der Aktionen speziziert.
Die Zustandsvariablen des Systems werden als Zustandsfunktion angeben, die bei einem Stotter-
shritt niht geändert wird. Die Einführung neuer Lebendigkeitseigenshaften führt häug auh zur
Einführung neuer Siherheitseigenshaften. Nah einem Vorshlag aus [AS85℄ kann man Leben-
digkeitsanforderungen indirekt durh Fairnessanforderungen an Aktionen spezizieren (s. Abbil-
dung 5.1). Daher werden Fairnessanforderungen in der kanonishen Formel für jede Aktion separat
speziziert:
Sys = Init ∧2[A1 ∨ . . . ∨An]f ∧WF/SF (A1) ∧ . . .WF/SF (An)
5.4 Beweisregeln für TLA
TLA stellt auÿer Syntax und Semantik Shlussregeln zum Beweis von Theoremen bereit, die in
Abbildung 5.3 angegeben sind. Zusätzlih werden spezielle Quantoren deniert (s. Abbildung 5.2).
Die Regeln STL1-STL6, die Lattie Regel und die grundlegenden Regeln TLA1 und TLA2
stellen ein relativ vollständiges Beweissystem für den Beweis von Systemen zur Verfügung, die
mittels TLA speziziert worden sind.
Die Regel TLA1 stellt das Induktionsprinzip bereit, um die Formel 2P zu beweisen. Hierdurh
wird die Tatsahe zugesihert, dass ein Prädikat P immer wahr ist, wenn P initial gilt und durh
jeden Shritt für den P wahr ist P wahr bleibt. Die Regel TLA2 folgt unmittelbar aus der Gültigkeit
von STL4 und STL5.
Zum Nahweis einer Invarianzeigenshaft 2I eines Systems wird die Regel INV1 eingesetzt. Die
Hypothese sihert zu, dass ein [π]w -Shritt I niht falsizieren kann. Durh die Konklusion wird
zugesihert, dass wenn I initial gilt und jeder Shritt ein [π]w -Shritt ist, I immer wahr ist.
Die Regel TLA1 stellt das Induktionsprinzip, um die Formel P zu beweisen, bereit. Hierdurh
wird die Tatsahe zugesihert, dass ein Prädikat P immer wahr ist, wenn P initial gilt und durh
jeden Shritt für den P wahr ist P wahr bleibt.
Aus der Gültigkeit von STL4 und STL5 folgt unmittelbar die Regel TLA2. Die Regeln WF1
und SF1 bilden die Basis für Beweise von Lebendigkeitseigenshaften. Jede dieser Regeln besitzt
jeweils drei Prämissen.
Die Regel WF1 wird angewendet, um die Leads-To-Eigenshaft F ; G aus einer shwahen
Fairnessbedingung WFw(A) nahzuweisen.
In der Regel SF1 sind die ersten beiden Prämissen mit denen der Regel WF1 identish. Nur
die dritte Prämisse (s. Abbildung 5.3) wird modiziert. Dies ist notwendig, da die starke Fairness
fordert, dass die Aktion α auh ausgeführt wird, wenn sie niht kontinuierlih shaltbereit ist. Dafür
ist die Prämisse F ⇒ Enabled 〈α〉w aus der WF1 Regel zu stark. Stattdessen wird die Prämisse
aus (5.1) verwendet. T bezeihnet hierbei eine temporallogishe Formel, etwa eine Invariante bzw.
eine Fairnessangabe.
2F ∧ 2[π]w ∧ 2T ⇒ 3Enabled 〈α〉w (5.1)
Die Lattie Regel gestattet den Beweis einer Leads-To-Eigenshaft durh Verwendung einer
fundierten Relation. Eine Relation ≺ ⊆ S × S auf einer Menge S heiÿt fundiert, wenn es keine
unendlihe Folge d0 ≺ d1 ≺ d2 . . . gibt. Fundierte Relationen sind irreexiv und antisymmetrish.
Ein Beispiel für eine fundierte Relation ist etwa (N, <). Das Vorliegen einer solhen fundierten
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Relation ist eine Prämisse für die Lattie Regel. Die zusätzlihe Prämisse der Lattie Regel enthält
die Formel H. Die Prämisse drükt aus, dass man entweder U erreiht hat oder sih in der Relation
vorwärts bewegt hat. Die Prämisse wird häug durh die wiederholte Anwendung der WF1 bzw.
SF1 Regel bewiesen.
Für einen Verfeinerungsbeweis wird eine Zustandsabbildung zwishen den Zuständen des Fein-
und des Grobsystems angegeben. Das Initialisierungsprädikat des Feinsystems muss das Initiali-
sierungsprädikat des Grobsystems implizieren. Jeder 〈A〉f -Shritt einer Aktion des Feinsystems
führt entweder zu einem Shritt des Grobsystems oder zu einem Stottershritt. Zum Nahweis
der Korrektheit der Verfeinerung werden Invariantenbeweise durhgeführt. Verfeinerungsbeweise
werden detaillierter in Abshnitt 5.5 behandelt. Die Regeln WF2 und SF2 ermöglihen bei Ver-
feinerungen zu beweisen, dass Fairnessanforderungen, die im verfeinerten System gelten, auh auf
das Grobsystem übertragen werden können.
The Rules of Simple Temporal Logi
STL1. T provable by
propositional logi
2T
STL4. T ⇒ U
2T ⇒ 2U
STL7. ⊢ 232T ≡ 32T
STL2. ⊢ 2T ⇒ T STL5. ⊢ 2(T ∧ U) ≡ (2T ) ∧ (2U)
STL3. ⊢ 22T ≡ 2T STL6. ⊢ (32T ) ∧ (32U) ≡ 32(T ∧ U)
LATTICE. ≻ a well-founded partial order on a set S
T ∧ (c ∈ S) ⇒ (Hc ; (U ∨ ∃d ∈ S : (c ≻ d) ∧Hd))
T ⇒ ((∃c ∈ S : Hc) ; U)
The Basi Rules of TLA
TLA1. F ∧ (w′ = w) ⇒ F ′
2F ≡ F ∧2[F ⇒ F ′]w
TLA2. F ∧ [α]w ⇒ G ∧ [β]u
2F ∧ 2[α]w ⇒ 2G ∧ 2[β]u
Additional Rules
INV1. I ∧ [π]w ⇒ I ′
I ∧ 2[π]w ⇒ 2I
INV2. ⊢ 2I ⇒ (2[π]w ≡ 2[π ∧ I ∧ I ′]w)
WF1.
F ∧ [π]w ⇒ (F ′ ∨G′)
F ∧ 〈π ∧ α〉w ⇒ G
′
F ⇒ Enabled 〈α〉w
2[π]w ∧WFw(α) ⇒ (F ; G)
WF2.
〈π ∧ β〉w ⇒ 〈λ〉u
F ∧ F ′ ∧ 〈π ∧ α〉w ∧ Enabled 〈λ〉u ⇒ β
F ∧ Enabled 〈λ〉u ⇒ Enabled 〈α〉w
2[π ∧ ¬β]w ∧WFw(α) ∧ 2T
∧32Enabled 〈λ〉u ⇒ 32F
2[π]w ∧WFw(α) ∧ 2T ⇒ WFu(λ)
SF1.
F ∧ [π]w ⇒ (F ′ ∨G′)
F ∧ 〈π ∧ α〉w ⇒ G′
2F ∧2[π]w ∧ 2T ⇒ 3Enabled 〈α〉w
2[π]w ∧ SFw(α) ∧ 2T ⇒ (F ; G)
SF2.
〈π ∧ β〉w ⇒ 〈λ〉u
F ∧ F ′ ∧ 〈π ∧ α〉w ⇒ β
F ∧ Enabled 〈λ〉u ⇒ Enabled 〈α〉w
2[π ∧ ¬β]w ∧ SFw(α) ∧ 2T
∧ 23Enabled 〈λ〉u ⇒ 32F
2[π]w ∧ SFw(α) ∧ 2T ⇒ SFu(λ)
where T , U , Hc are TLA formulas F , G, I are prediates
α, β, π, λ are ations w, u are state funtions
Abbildung 5.3: Die Axiome und Beweisregeln von TLA (entnommen aus [Lam94℄ mit geänderten
Bezeihnern)
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5.5 Verfeinerung von TLA-Spezikationen
Der Softwareprozess bei der Entwiklung von Programmen verläuft mittels shrittweiser Verfei-
nerung. Bereits Wirth [Wir71℄ weist daraufhin, dass beim Programmentwurf aufeinanderfolgende
Sequenzen von Verfeinerungsshritten ausgeführt werden. Durh jeden Verfeinerungsshritt werden
Entwurfsentsheidungen impliziert, die aus einem abstrakteren Programm shlieÿlih zur Imple-
mentierung führen.
Der Begri der Verfeinerung ist seitdem von zahlreihen Wissenshaftlern erforsht und von
Programmen auf Spezikationen mit untershiedlihen funktionalen und niht-funktionalen Ei-
genshaften übertragen worden. Der Begri der Datenverfeinerung, der die Verfeinerung von ab-
strakten Datentypen in sequentiellen Programmen behandelt, geht auf Guttag [Gut97℄ und Nip-
kov [Nip86℄ zurük. Von besonderem Interesse ist die Korrektheit der Verfeinerung von einem
abstrakten Programm in ein konkretes Programm und deren Nahweis. Der Nahweis der Kor-
rektheit einer Verfeinerung steht in engem Zusammenhang mit der Beobahtung der Belegung
mit Werten, die die Variablen des konkreten Programms bei dessen Ausführung annehmen. Die
Korrektheit einer Verfeinerung wird in [GM93℄ folgendermaÿen deniert:
Given two programs, one alled onrete and the other alled abstrat, the onrete
program implements (or renes) the abstrat program whenever the use of the onrete
program does not lead to an observation whih is not also an observation of the abstrat
program.
Broy untersheidet in [BS01℄ die Glass-Box- und die Blak-Box Verfeinerung. Die Blak-Box-
Siht zeihnet sih dadurh aus, dass nur die Interaktion einer Komponente mit ihrer Umgebung
betrahtet wird. In der Glass-Box Siht werden hingegen auh ihre Interna, wie die Zustandssiht
und ihre Struktur, beshrieben. Eine gute Einführung und Abgrenzung der vershiedenen Kalküle
zur Verfeinerung und deren Beweistehniken, die auh die historishe Entwiklung umfasst, wird
in [dRE98℄ gegeben.
5.5.1 Verfeinerung nah Abadi und Lamport
Im Folgenden wird der von M. Abadi und L. Lamport geprägte und für diese Arbeit grundlegende
Verfeinerungsbegri [AL90, AL91a, AL88℄, der auh die für verteilte Systeme wihtige Nebenläu-
gkeit umfasst, vorgestellt. Dort wird auf die Transitivität von korrekten Verfeinerungsshritten
hingewiesen, die von einer abstrakten Spezikation S0 über eine Folge von nahweisbar korrekten
Entwurfsshritten sj über die Spezikationen Sj zur Spezikation Sn führen:
S0 → S1 → Sj → . . .→ Sn
Im Folgenden wird durh das Quadrupel S1 = (Σ1;F1;N1;L1) die konkrete Spezikation eines
Systems notiert und mit S2 = (Σ2;F2;N2;L2) die abstrakte Spezikation eines Systems angegeben.
Mit Σ1 wird der Zustandsraum von S1 bezeihnet. F1 bezeihnet die Menge der Initialzustände
von S1. N1 notiert die Zustandsübergangsrelation Σ1×Σ1 von S1. Die Lebendigkeitseigenshaften
von S1 werden mit L1 angegeben. Die Bezeihnungen für die Spezikation S2 gelten analog.
Für den Zustandsraum Σ einer Spezikation gilt: ΣI × ΣE , wobei mit ΣI die internen (oder
unsihtbaren) Variablen einer Spezikation notiert und die externen Variablen einer Spezikation
mit ΣE angegeben werden. Mit ΠE wird die Projektion ΠE : ΣI × ΣE → ΣE notiert.
Zur Durhführung von Verfeinerungsbeweisen werden die Eigenshaften von Zustandsabbil-
dungen (durh eine Funktion mit Zustandsmengen im Bild- und Wertebereih) zwishen den Zu-
ständen von S1 und S2 untersuht. Lamport und Abadi beweisen in [AL91a℄ einen Satz, der
aussagt, dass sobald eine Funktion f : S1 7→ S2 mit den Eigenshaften eines Renement Mappings
(s. Abbildung 5.4) existiert, S1 ⇒ S2 eine korrekte Verfeinerung ist und S2 durh S1 korrekt im-
plementiert wird. Weiterhin wird eine Existenzaussage bezüglih der Existenz von f gemaht. Diese
Funktion f existiert gdw. S1 ⇒ S2 gilt und die später aufgeführten Voraussetzungen erfüllt sind.
Im Folgenden seien f : Σ1 → Σ2 sowie die Systeme für S1 und S2 gegeben. Die Zustandsabbildung
f muss folgende vier Eigenshaften (R1-R4) erfüllen, damit sie ein Renement Mapping ist:
55
f
d
0
1
2
3
4 5
d d
d d
d
a
a
a
a
0
1
2
3
Abbildung 5.4: Ein Renement Mapping
• R1: Die externen Zustandskomponenten von S1 werden durh die Funktion f niht verändert,
oder für alle s ∈ Σ1 gilt ΠE(f(s)) ∈ ΠE(s). Das Renement-Mapping belässt somit die
externen Variablen unverändert und berüksihtigt nur die internen Variablen.
• R2: Die Initialzustandstreue, d. h. Initialzustände von S1, werden auf Initialzustände von S2
abgebildet mit formaler Notation f(F1) ⊆ F2.
• R3: Die Transitionstreue, d. h. wenn 〈s, t〉 ∈ N1 dann ist 〈f(s), f(t)〉 ∈ N2 oder f(s) = f(t).
Die Funktion f bildet Aktionen aus N1 auf Stottershritte oder Aktionen aus N2 ab. Jede
Transition aus dem verfeinerten System wird auf eine Transition oder einen Stottershritt
des abstrakten Systems abgebildet.
• R4: Die f-Bilder von Abläufen von S1 entsprehen den Fairnessanforderungen von L2.
Für den Satz aus [AL91a℄ gelten die nahfolgend angegebenen Voraussetzungen. Die Spezikation
S1 ist mahine losed. Das bedeutet, dass durh jede zusätzlihe Eigenshaft, die zur Spezikation
von Lebendigkeitseigenshaften benutzt wird, keine neue Siherheitseigenshaft für das STS von S2
eingeführt wird. Das STS speziziert also soviel wie möglih. Dies ist garantiert, wenn nur starke
und shwahe Fairness zur Spezikation der Lebendigkeitseigenshaften von Aktionen verwendet
werden.
Die Spezikation S2 besitzt nur einen endlihen niht-sihtbaren Niht-Determinismus. Für jede
endlihe Anzahl von Shritten, die ein auÿen sihtbares S2 beshriebenes Verhalten annehmen kann,
gibt es nur eine endlihe Anzahl von Auswahlmöglihkeiten für die internen Zustandskomponenten.
Diese Eigenshaft wird mit FIN (Finite Invisible Non-Determinism) bezeihnet.
Die Spezikation S2 ist intern kontinuierlih. Für jedes vollständige Verhalten, das niht erlaubt
ist, kann bestimmt werden, dass es niht erlaubt ist, indem nur die extern sihtbaren Komponen-
ten und ein Teil des vollständigen Verhaltens betrahtet werden. Diese Eigenshaft wird mit IC
(Internally Continuous) abgekürzt.
Sind diese Voraussetzungen erfüllt, lässt sih immer ein Renement Mapping für den Beweis
Shp1 ⇒ S2 angegeben.
Nah [AL91a℄ ist die Existenz eines Renement Mappings eine hinreihende aber niht notwen-
dige Bedingung für die Existenz einer korrekten Verfeinerung. Es gibt bestimmte Situationen bei
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denen kein Renement Mapping f zwishen S2 und S1 existiert. Wenn in S1 die Anzahl der bis-
her betroenen Transitionen zwishengespeihert wird, oder werden in S1 niht-deterministishe
Entsheidungen früher getroen als in S2, oder aber wenn in S1 abstrakter modelliert wird als
in S2, lässt sih kein Renement-Mapping nden. In diesen Fällen ist es möglih eine erweiterte
Spezikation Shp1 , welhe durh die Einführung künstliher Hilfsvariablen in den Zustandsraum
von S1 erzeugt wird, anzugeben. Durh die Einführung von Hilfsvariablen wird die ursprünglihe
Spezikation von S1 niht verändert, da die Variablen nur in einer Zwishenebene für die Verfei-
nerungsbeweise existieren. Es wird zwishen Historien-, Prophezeiungs- und Stotterhilfsvariablen
untershieden. Historienvariablen sammeln in der Art eines Logbuhs Informationen über den bishe-
rigen Systemablauf. Sie besitzen einen Read-Only Charakter, d. h. vorgefallene Ereignisse werden
dokumentiert. Prophezeiungsvariablen stellen bereits gegenwärtig Informationen über zu einem
späteren Zeitpunkt niht-deterministish gewählte Alternativen zur Verfügung. Dadurh werden
niht-deterministishe Auswahlvorgänge zeitlih nah vorn vershoben. Stotterhilfsvariablen wer-
den selten verwendet, um in einem Stottershritt eines Systems einen ehten Zustandsübergang
einzufügen. Das STS zu Shp1 wird aus S1 durh die Einführung zusätzliher Prophezeiungs- und
Historienvariablen gebildet.
5.5.2 Durhführung von Verfeinerungsbeweisen
Zum Beweis der Bedingungen R1, R2 und R3 werden jeweils nur einzelne Zustände und Zustands-
paare untersuht. Der Nahweis der Eigenshaften von R4 zieht die Betrahtung ganzer Zustands-
folgen nah sih. Praktish sind für den Beweis die Namen von Zustandsvariablen zu verändern,
neue Zustandsvariablen einzuführen oder die Namen umzubenennen. Zum Beweis werden in der
Regel Invarianten verwendet, die es erlauben zu beweisen, ob eine Aktion die Eigenshaft R3 erfüllt.
Die Beweisstrukturen sind sehr breit und betreen jede Aktion des Grob- und des Feinsystems.
TikGS(t : Real)
∆
= ! Aktion Tik des Grobsystems für Zeitshritt
LET
TimerProg(ation, timerVariable)
∆
=
IF(enabled(ation))
THEN timerVariable + now
′
- now
ELSE timerVariable
IN
∧ now ′ = t
∧ now ′ > now
∧ now ′ ≤ now + ǫ
∧ enabled(Dequeue) ⇒ now ′ ≤ now + (tDequeue - TimerDequeue)
. . .
∧ timerDequeue ′ = TimerProg(Dequeue, timerDequeue)
. . .;
Abbildung 5.5: Das IF-THEN-ELSE und das LET-IN Konstrukt
5.6 Spezikationssprahe TLA+
Um TLA-Formeln in einer Spezikation zu verwenden, wurde die Spezikationssprahe TLA+
entwikelt. TLA+ beruht stärker auf mathematishen Formalismen als auf den typishen Notati-
onen einer Programmiersprahe, wie in [LB03℄ betont wird. TLA+ ist im Gegensatz zu anderen
Spezikationssprahen grundsätzlih niht typisiert. TLA+ erlaubt zunähst die Verwendung der
temporalen Operatoren aus TLA. Zusätzlih wurden das IF-THEN-ELSE (ITE) Konstrukt, das
CASE-Konstrukt und das LET-IN-Konstrukt aufgenommen.
Die ersten beiden Konstrukte entsprehen den in Programmiersprahen üblihen Falluntershei-
dungen. Das LET-IN-Konstrukt erlaubt die Bindung von Symbolen an Denitionen, wobei später
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in einer Spezikation auftretende Symbole textuell durh ihre Denition ersetzt werden. Die Ab-
bildung 5.5 zeigt, wie in der Aktion Tik das Symbol TimerProgress als ein Operator mit einem
ITE Konstrukt deniert wird. In der Bedingung wird geprüft, ob die als Parameter übergebene
Aktion ation shaltbereit ist. Ergibt die Auswertung der Bedingung wahr ist das Ergebnis die
Summe timerV ariable+ now′ − now, sonst ist es der Wert des Parameters timerDequeue.
Weiterhin wird der CHOOSE Operator unterstützt, der in der Logik auh als Hilberts ǫ-
Operator bekannt ist [Lam03℄. Dieser Operator erlaubt die Spezikation eines eindeutig denier-
ten Wertes und ist bei der abstrakten Denition von Datenstrukturen sehr nützlih. Der Ausdruk
x = CHOOSE n : n ∈ {1, 2, 3} selektiert einen Wert für x aus der Menge {1, 2, 3}. TLA+ erlaubt
es Funktionen  wie in der Mathematik  zu spezizieren. Eine Funktion f hat einen Wertebereih,
der mit DOMAIN notiert wird und ermögliht es einem Element x des Wertebereihs, den Wert
f [x] zuzuordnen. Der Ausdruk [fexcept![c] = e] entspriht der Funktion fˆ , die identish zu f ist,
auÿer dass fˆ [c] = e gilt. Allgemein kann man [fexcept![c1] = e1; . . . ; ![cn] = en] angeben, um in f
die Werte c1 bis cn durh e1 bis en zu ersetzen. Datenstrukturen, wie Felder und Rekords, werden
in TLA+ auf der Basis von Funktionen behandelt. Ein Rekord mit den Komponenten comp1 und
comp2 wird durh [comp1 7→ val1; comp2 7→ val2] angegeben, wobei val1 und val2 die Werte der
Komponenten angeben. Für die Änderung einzelner Komponenten des Rekords gibt es wiederum
einen Ausdruk mit dem exept Shlüsselwort. So wird durh [r except!.c1 = e1, . . . , !.cn = en]
das Rekord r, in dem die Komponenten c1 bis cn durh die Werte e1 bis en modiziert worden
sind, angegeben.
Weiterhin werden TLA+-Spezikation auf der Basis von Modulen strukturiert, um die Er-
stellung umfangreiherer Spezikationen zu unterstützen. In Abbildung 5.6 wird eine typishe
TLA+-Spezikation am Beispiel eines Aktors gezeigt. Die TLA+-Spezikation importiert das Mo-
dul TLC. Sie besitzt die Zustandsvariablen x, sAtor, qu. Mit dem Initialisierungsprädikat INIT
werden die Zustandsvariablen qu, x und sAtor initialisiert. Weiterhin besitzt das Modul die vier
Aktionen enqueue, dequeue, proess, setValueReply. In der Zustandsübergangsrelation Next wird
die Disjunktion der Aktionen gebildet. Die Invariante Inv gibt an, dass sAtor die Werte
′′init′′,
′′enqueued′′, ′′dequeued′′ und ′′processed′′ annehmen darf. Die Spezikation Spe wird durh Kon-
junktion von INIT, der Zustandsübergangsrelation Next und den Fairnesseigenshaften gebildet.
5.7 Model-Cheking
Eine andere Methode zur Verikation der Spezikation eines Systems  neben der in Abshnitt 5.3
vorgestellten Deduktion mittels Beweisregeln  stellt das Model-Cheking dar, bei dem die Korrekt-
heit eines Systems niht durh Handbeweise, sondern im Wesentlihen durh Rehnerunterstützung
nahgewiesen wird [GV08℄. Auh für das Model-Cheking werden Spezikationen auf der Basis
von endlihen Zustandstransitionssystemen verwendet. Ebenso lassen sih mit Model-Cheking
Siherheits- und Lebendigkeitseigenshaften sowie korrekte Verfeinerung nahweisen. Weiterhin
existieren Model-Cheker, die die Verikation von Realzeiteigenshaften vornehmen können. Ei-
ne gute Einführung zum Thema Model-Cheking wird in [CGP00℄ gegeben. Das Model-Cheking
Problem wird dort folgendermaÿen deniert:
Given a Kripke struture M = (S, R, L) that represents a nite-state onurrent
system and a temporal logi formula f expressing some desired speiation, nd the
set of all states in S that satisfy f {s ∈ S | M, s |= f}. 
Eingrie durh an der Verikation beteiligte Personen sind beim praktishen Einsatz des Model-
Cheking zur Analyse der Verikationsergebnisse  etwa um Fehlerausgaben zu behandeln  not-
wendig.
Das wesentlihe Problem beim Model-Cheking besteht in der Explosion des Zustandsraumes,
dessen Gröÿe vom kartesishen Produkt | A1 | × | A2 | × . . .× | An | der beteiligten Komponenten
abhängt und somit exponentiell in Abhängigkeit von der Anzahl der Variablen des spezizierten
Systems anwahsen kann. In der Literatur [BBAF
+
01℄ werden Maÿnahmen gegen das Problem
der Zustandsraumexplosion aufgeführt. Hier werden die Tehniken zur Datenabstraktion bzw. Ein-
shränkung der Zustände angegeben, die für TLC relevant sind.
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MODULE Ator
EXTENDS TLC, Sequenes
CONSTANT
m
VARIABLES
x, sAtor, qu
INIT
∆
=
∧ qu = << >>
∧ x = 0
∧ sAtor = "init"
ACTIONS
enqueue(message)
∆
=
∧ sAtor = "init"
∧ sAtor ′ ="enqueued"
∧ qu ′ = append(qu, value)
∧ UNCHANGED x
dequeue()
∆
=
∧ sAtor = "enqueued"
∧ sAtor ′ = "dequeued"
∧ x ′ = head(qu)
∧ qu ′ = tail(qu)
proess()
∆
=
∧ sAtor = "dequeued"
∧ sAtor ′ = "proessed"
∧ UNCHANGED 〈qu, x〉
setValueCallReply()
∆
=
∧ sAtor = "proessed"
∧ sAtor ′ = "init"
∧ UNCHANGED 〈qu, x〉
Inv
∆
= sAtor = "init" ∨ sAtor = "enqueued" ∨ sAtor = "dequeued" ∨ sAtor = "proessed"
Next
∆
= ∃ message ∈ m : ∨ proess
∨ enqueue(message)
∨ dequeue
∨ setValueCallReply
vars = 〈 〈 x, state, qu 〉 〉
Spe
∆
= INIT ∧ 2 [Next℄
vars
∧ WF
vars
(enqueue) ∧ WF
vars
(dequeue) ∧ WF
vars
(proess)
∧ WF
vars
(setValueCallReply)
Abbildung 5.6: Das Modul Ator
5.7.1 Ansätze und Werkzeuge für Model-Cheking
Zur Durhführung des Model-Cheking existieren zahlreihe Werkzeuge, die als Model-Cheker be-
zeihnet werden. ZahlreiheWerkzeuge für Model-Cheking werden in [BBAF
+
01℄ vorgestellt. SMV
(Symboli Model Veriation) und NuSMV sind Model-Cheker, die von E. Clarke und Emerson
in Stanford entwikelt wurden. Beide beruhen auf der Eingabesprahe CTL (Computational Tree
Logi). NuSMV und SMV bieten Simulationsunterstüzung. SMV ist im WWW unter der URL
http://www.s.mu.edu/modelhek/smv.html verfügbar. Die Homepage für den Model-Cheker
NuSMV ist http://nusmv.irst.it.it.
Spin ist ein Model-Cheker, der von G. Holzmann bei den Bell Labs entwikelt wurde und über
die der Programmiersprahe C ähnlihe Eingabesprahe Promela verfügt. Spin stellt Simulations-
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unterstüzung bereit. Spin ist im WWW unter der URL http://netlib.bell-labs.om/ netlib/spin/-
whatisspin.html vorhanden. Für die Übersetzung von TLA in Promela ist an der Universität
Dortmund das Werkzeug TLA2PC [RKK05℄ entwikelt worden.
Der Model-Cheker Uppaal ist in Århus gebaut worden und verfügt über die Möglihkeit zur
Spezikation von Realzeiteigenshaften. Die Eingabe erfolgt über einen grashen Editor. Der
Model-Cheker ist im WWW unter der URL http://www.uppaal.om verfügbar.
Der Model-Cheker COSPAN besitzt die Eingabesprahe S/R, die auf Bühi-Automaten be-
ruht. COSPAN ist ein kommerzielles Produkt der Bell Labs.
Viele dieser Werkzeuge benutzen zur Zustandsrepräsentation optimierte Datenstrukturen, die
auf sog. Binary Deision Diagrams (BDD) beruhen. Diese Datenstruktur erlaubt eine kompakte
Darstellung eines Binärbaums, auf die ezient zugegrien werden kann.
5.7.2 Temporal Logi Cheker (TLC)
Der Model-Cheker TLC, der von Yuan Yu bei Compaq entwikelt wurde [YML99℄ und gegenwärtig
von Mirosoft weiterentwikelt wird, unterstützt die Verikation von TLA+-Spezikationen. Der
vollständig in Java implementierte Model-Cheker ist gegenwärtig über Lamports Homepage
1
in
der Version 2.001 verfügbar. Für dasWerkzeug ist in [Lam03℄ eine gute Einführung vorhanden. TLC
ist entwikelt worden, da die Eingabesprahen der existierenden Model Cheker  etwa COSPAN
mit S/R  wegen groÿer semantisher Untershiede niht geeignet waren TLA+-Spezikationen zu
übersetzen.
Diese Probleme sind durh TLC behoben worden. TLC ist nah [YML99℄ niht dafür kon-
struiert worden, vollständige Systeme zu verizieren, sondern um Entwurfsprozesse durh formale
Verikation zu unterstützen:
The systems that interest us, are too large and ompliated to be ompletely veried
by model heking. They may ontain errors that an be found only by formal reasoning.
We want to apply a model heker to nite-state models of the high-level design, both
to ath simple design errors and to help us write a proof. Our experiene suggests
that using a model heker to debug proof assertions an speed the proof proess. The
speiation language must therefore be well suited to formal reasoning.
TLC soll die Aufwände reduzieren, die entstehen, um Entwurfssprahen zur Verikation in TLA+
zu übersetzen. Es wird deshalb folgendes Ziel in [YML99℄ formuliert:
We want to hek the atual speiation of a system, written by its designers.
Getting engineers to speify and hek their design while they are developing it should
improve the entire design proess. It will also eliminate the eort of debugging a trans-
lation from the design to the model heker's language. Engineers will write these spe-
iations only in a language powerful enough to express the wide range of abstrations
that they normally use.
5.7.3 Von TLC unterstützte Funktionalität
TLC unterstützt die Spezikationssprahe TLA+ mit einigen Einshränkungen, die in [Lam03℄
vorgestellt werden. TLC kann nur TLA+-Spezikationen überprüfen, die eine kanonishe For-
mel besitzen und in denen keine universelle temporale Quantikation auftritt [KSH07℄. Weiterhin
unterstützt TLC niht die präzise Semantik des CHOOSE-Operators, da diese sehr mähtig ist.
Auÿerdem untersheidet sih die Behandlung von Zeihenketten, die in TLA+ als Funktionen be-
handelt werden. Bei TLC sind Zeihenketten primitive Werte. Durh TLC werden die Verikation
von Invarianten, die Verikation der Shritt-Simulation bei einem Renement-Mapping sowie der
Nahweis von Lebendigkeitseigenshaften für eine TLA+-Spezikation unterstützt. Die Erkennung
1
www.lamport.org
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von Deadloks wird angeboten, die einen Zustand beshreiben, in dem in der Zustandsübergangs-
relation Next keine Aktion mehr enabled ist und auh kein Stottershritt mehr möglih ist. Wei-
terhin werden TLA+-Teilmodule für TLC angeboten, die den Nahweis von Realzeiteigenshaften
unterstützen.
TLA-Spezifikation
VARIABLES
CONSTANTS
Init== ...
Inv1 == ...
StateFunction == ...
ACTIONS
Next == ...
Liveness == ...
P1 == ...
Spec == Init /\ [Next] /\ Livenessv
Konfiguration
CONSTANT
INVARIANT Inv1
PROPERTY P1
CONSTRAINT
SPECIFICATION Spec
Bildschirmausgaben:
Traces
Gegenbeispiele
Fehlerwahrscheinlichkeiten
Anzahl der besuchten Zustände
TLC
Abbildung 5.7: Die Arhitekturbestandteile der einzelnen Ebenen von TLC
Als Eingabe erhält TLC eine TLA+-Spezikation und eine Kongurationsbeshreibung, wie sie
in Abbildung 5.7 angegeben sind. In der Kongurationsbeshreibung werden alle Eigenshaften,
die für die TLA+-Spezikation mit TLC nahgewiesen werden sollen, angegeben. Die TLA+-
Spezikation enthält die Variablendenitionen, die kanonishe Formel mit dem Initialisierungs-
prädikat und der Zustandsübergangsrelation, die Denition von Invarianten sowie die Lebendig-
keitseigenshaften. TLA+-Spezikationen beshreiben niht notwendigerweise endlihe Zustands-
transitionssysteme. Für TLC wird die Anzahl der Zustände durh die Auswahl eines Modells
begrenzt, indem Konstanten in der Kongurationsbeshreibung festgelegt werden, die etwa die
möglihen Parameter für eine Aktion oder die Länge einer Warteshlange festlegen. Wie durh
die gestrihelten Doppelpfeile in Abbildung 5.7 gezeigt, werden die Konstanten sowohl in der
TLA+-Spezikation als auh in der Kongurationsbeshreibung angegeben. Mit dem Shlüsselwort
SPECIFICATION wird der Bezeihner für die kanonishe Formel in der Kongurationsbeshrei-
bung deklariert, falls diese Lebendigkeitseigenshaften besitzt. Alternativ hierfür können die Shlüs-
selworte INIT zur Deklaration des Initialisierungsprädikates und das Shlüsselwort NEXT zur
Deklaration der Zustandsübergangsrelation verwendet werden, wenn die kanonishe Formel keine
Lebendigkeitseigenshaften enthält. Mit dem Shlüsselwort PROPERTY wird in der Kongurati-
onsbeshreibung eine Eigenshaft P1 deklariert, die durh die zu verizierende TLA+-Spezikation
Spe impliziert werden muss. Die Siherheitseigenshaften von P1 werden durh die Konjunktion
ImpliedInit∧ [ImpliedAction]pvars angegeben. Die Lebendigkeitseigenshaften werden durh Im-
pliedTemporal notiert:
Spec ≡ Init ∧2[Next]vars ∧ Temporal
Prop ≡ ImpliedInit ∧ 2[ImpliedAction]pvars ∧ ImpliedT emporal
Der Nahweis dieser Eigenshaft Prop wird für die zugehörigen Siherheitseigenshaften, die durh
die Siherheitseigenshaften von Spe impliziert werden müssen, und die Lebendigkeitseigenshaf-
ten, die durh Spe impliziert werden müssen, getrennt durhgeführt:
Init ∧2[Next]vars ⇒ ImpliedInit∧ 2[ImpliedAction]pvars
Spec⇒ ImpliedT emporal
Alternativ können Invarianten in der angegeben Kongurationsbeshreibung, die in der TLA+-

Spezikation deniert sind, durh das Shlüsselwort INVARIANT  gefolgt von dem Bezeihner
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eines Zustandsprädikates  deklariert werden. Das Shlüsselwort CONSTRAINT erlaubt die Ein-
shränkung der Zustände einer TLA-Spezikation durh ein Zustandsprädikat. Jeder Zustand, der
erreiht wird, muss dieses Zustandsprädikat erfüllen. Jeder Zustand, der die folgende Formel erfüllt,
heiÿt erreihbar:
Init ∧ 2[Next]vars ∧ 2Constr
Mit einer Einshränkung wird die Menge der erreihbaren Zustände begrenzt. Die Shlüsselwörter
INVARIANT, PROPERTY und CONSTRAINT können auh im Plural formuliert werden, womit
jeweils mehrere Eigenshaften bzw. Einshränkungen in einer durh Kommata separierten Liste
angegeben werden. Im Verlauf des Model-Cheking werden von TLC Ausgaben erzeugt. Falls al-
le in der Kongurationsbeshreibung angegebenen Temporalformeln beim Model-Cheking erfüllt
sind, gibt TLC eine entsprehend Meldung und die Anzahl der erreihten Zustände aus. Falls eine
Siherheitseigenshaft niht erfüllt wird, gibt TLC die Zustandsfolge (Trae) bis zu dem Zustand
aus, in dem die Siherheitseigenshaft verletzt ist. Für den Fall der Verletzung einer Lebendigkeits-
eigenshaft wird ein Gegenbeispiel ausgegeben.
5.7.4 Arbeitsweise von TLC
Zur Durhführung des Model-Cheking werden von TLC zwei Datenstrukturen verwaltet, nämlih
ein gerihteter Graph Graph, der eine Untermenge aller erreihbaren Zustände enthält, die TLC
bisher gefunden hat, und einer Warteshlange qu, die alle Zustände aus Graph enthält, deren Nah-
folgezustände noh niht besuht worden sind. Im Folgenden wird der Algorithmus, den TLC beim
Model-Cheking verfolgt, kurz beshrieben. TLC generiert zunähst die Initialzustände, die sih
aus dem Initialisierungsprädikat ergeben, und trägt sie in qu und Graph ein, wenn die Invarianten
und die implizierten Initialisierungsprädikate (ImpliedInit) aller Einshränkungen erfüllt sind. Für
jeden Initialzustand s, der auÿerdem diese Eigenshaft erfüllt, wird weiterhin eine Eigenkante s→ s
in Graph eingefügt.
Die Zustandsübergangsrelation wird durh TLC so umgeformt, dass sie aus einer Disjunktion
Nextmax aus so vielen Subaktionen wie möglih zusammengesetzt ist. Anshlieÿend werden ein oder
mehrere Worker Threads  mögliherweise parallel  ausgeführt, von denen jeder den folgenden
Subalgorithmus ausführt:
1. Zustand s = Head(qu) zuweisen.
2. Für jede Subaktion Ai aus Nextmax wird der nähste Zustand t generiert, sodass s, t |= Ai
gilt. Existiert kein neuer Zustand t für alle Aktionen Ai der umgeshriebenen Zustandsüber-
gangsrelation, liegt ein Deadlok vor, der mit einem Trae über die bisher besuhten Zustände
ausgegeben wird. Für jeden hierdurh generierten Zustand t wird Folgendes durhgeführt:
• Es wird geprüft, ob alle Invarianten und ImpliedAtion für den Shritt s → t gelten.
Wenn niht, hält TLC an und eine Fehlermeldung wird ausgegeben.
• Wenn die Constraints im Zustand t erfüllt sind und die Aktiononstraints für den Shritt
s→ t erfüllt sind, wird die Kante s→ t inGraph eingefügt. Wenn t /∈ Graph gilt, werden
t und t→ t in Graph eingefügt.
In Abbildung 5.8 ist der Ablauf des Model-Cheking für die TLA+-Beispielspezikation aus
Abbildung 5.6 gezeigt. Die Konguration von TLC für diese Spezikation ist in Abbildung 5.7 an-
gegeben. Diese enthält neben der Deklaration der Spezikation Spe die Deklaration der Invariante
Inv. Weiterhin wird die Konstante m angegeben, die nur den Wert d1 annehmen darf.
Bei der Verikation dieses TLA+-Moduls werden die vier Zustände s1 bis s4 erzeugt und als
Knoten in qu und Graph eingefügt. Auÿerdem werden die Kanten s1 → s2, s2 → s3, s3 → s4
naheinander in Graph aufgenommen. Zunähst wird der Initialzustand s1 ermittelt und in qu
eingefügt.
Es wird geprüft, ob Inv gilt. Da die Spezikation keine Constraints enthält, entfällt deren
Prüfung. Als Folgezustand wird s2 berehnet und in qu eingefügt. Es wird wiederum geprüft, ob
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< x = 0,
       qu = <<>>,
      state = ’’init’’>
< x = 0,
   qu = <<d1>>,
state=’’enqueued’’>
< x = d1,
   qu = <<>>,
state=’’dequeued’’>
< x = d1,
   qu = <<>>,
state=’’processed’’>
64-Bit FP 64-Bit FP 64-Bit FP64-Bit FP
s1 s2 s3 s4
Graph Kante Zustand
Fingerprint
Abbildung 5.8: Die Ausführung von TLC am Beispiel von AtorMod
Inv gilt. Da Inv gilt wird s1 → s2 in Graph eingefügt. Die Berehnung von s3 erfolgt ebenso.
Da s4 ein Zustand ohne Nahfolger ist, terminiert der Algorithmus nah dessen Berehnung. Eine
Terminierung der Berehnung von Graph erfolgt nur, wenn die Menge der erreihbaren Zustände
endlih ist. Ist die Menge der erreihbaren Zustände unendlih, läuft TLC endlos weiter, bis alle
Ressouren verbrauht sind oder eine Unterbrehung durh den Anwender erfolgt. Mittels der
Denition von Konstanten lässt sih die Anzahl der erreihten Zustände reduzieren. Dies entspriht
der Idee der Datenabstraktion. Auh mit der Angabe von Einshränkungen (Constraints) lässt sih
die Anzahl der erreihbaren Zustände reduzieren.
TLC verwendet eine explizite Zustandsrepräsentation anstatt BDDs, einer auf Binärbäumen
beruhenden Datenstruktur. Jeder Zustand besitzt einen 64-Bit Fingerprint, wie in Abbildung 5.8
durh die Oktaeder gezeigt. Die Zugrie auf Zustände werden niht über den Hauptspeiher vor-
genommen, sondern bei jedem Zugri eines Zustandes erfolgt ein Plattenzugri. Lamport weist
in [YML99℄ daraufhin, dass TLC der einzige Model-Cheker ist, der über eine solhe Zustandsver-
waltung verfügt.
Zur Durhführung von Verfeinerungsbeweisen wird in [Lam03℄ das neu geshaene INSTANCE
Shlüsselwort verwendet, mit dem die Instantiierung eines Modules, das als Feinsystem verwendet
wird, möglih ist. Z. B. wird durh:
INSTANCE Ator sAtor ← x
das Beispielmodul Ator instantiiert und die Zustandsvariable sAtor durh die Zustandsvariable
x substituiert.
Für TLC sind einige Hilfsmodule vorhanden, die teilweise direkt in Java programmiert sind,
und durh das Shlüsselwort extends in eine TLA+-Spezikation importiert werden. Mit den
Modulen Naturals und Integer werden natürlihe und ganze Zahlen unterstützt. Mit dem Modul
Strings wird die Verarbeitung von Zeihenketten ermögliht. Das Modul Sequenes, das Sequenzen
endliher Länge und ist für die Beshreibung von Stateharts sehr nützlih. So wird die Sequenz
der Zahlen 3, 2, 1 durh 〈1, 2, 3〉 dargestellt. Die leere Sequene wird durh << >> dargestellt. Es
gibt Operatoren, um den Anfang (head), den Rumpf (tail) und die Verkettung (◦) einer Sequene
zu bilden [Lam03℄. Mit dem Operator SubSeq werden Teilsequenzen einer vorgegebenen Länge aus
einer Sequene gebildet. Auh das in [YML99℄ erwähnte Modul Reals wird in der gegenwärtigen
Version unterstützt. TLC ist auh ein Modul, das nützlihe Hilfsroutinen zum Debugging  etwa
die Ausgabe eines Variablenwertes während des Model-Cheking einer Spezikation  besitzt. Wei-
terhin werden Module für grundlegende Datenstrukturen, wie Mengen und Bags, bereitgestellt.
Abshlieÿend soll das Modul MCRealTime genannt werden, das Aktionen und temporale Formeln,
die in TLA+ speziziert sind, für die Verikation von Realzeiteigenshaften anbietet.
Wenn die Lebendigkeitsanforderungen SFvar(A1) ∧ SFvar(A2) ∧ . . . ∧ SFvar(An) vorliegen,
werden diese durh TLC folgendermaÿen expandiert:
63
(32¬Enabled〈A1〉var ∨ 23〈A1〉var) ∨ . . . ∨ (32¬Enabled〈An〉var ∨ 23〈An〉var)
Für das Model-Cheking wird dieser Ausdruk in disjunktive Normalform übersetzt, womit 2n
Disjunkte entstehen. Dabei wird das Model-Cheking bei vielen Lebendigkeitsanforderungen mit
starker Fairness ershwert. Bei shwaher Fairness liegt dieses Problem niht vor, weil
WFvar(A) == 23(¬Enabled〈A〉var ∨ 〈A〉var) gilt. Daher sollte starke Fairness für Aktionen in
TLC nur, wenn es absolut nötig ist, verwendet werden.
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Kapitel 6
Compositional Temporal Logi of
Ations (TLA)
In diesem Kapitel werden zunähst die Möglihkeiten vorgestellt, um die Korrektheit von Mustern
auf der Grundlage der formalen Spezikationssprahe TLA [HK94a, HK94b, HK95, Her98, HK00℄
zu behandeln. Die Sprahe TLA ist eine Weiterentwiklung von TLA, die an der Universität
Dortmund entwikelt wurde. TLA ist zunähst niht kompositional, auh wenn bereits vor ei-
nigen Jahren entsprehende Erweiterungen vorgeshlagen worden sind. Mittels temporaler Logik
formulierte Aussagen beshreiben Siherheits- und Lebendigkeitseigenshaften eines Zustandstran-
sitionssystems, das zur Modellierung eines existierenden Systems verwendet werden kann. In der
Spezikationssprahe TLA wird TLA um Konstrukte zur Prozesskomposition ergänzt, die eine
Verwandtshaft zu den in der Spezikationssprahe LOTOS eingesetzten Prozesskonstrukten be-
sitzen. Mit TLA liegt niht der einzige Ansatz zur kompositionalen Erweiterung von TLA vor.
Mit der objektorientierten Spezikationssprahe DisCo2000
1
[JKS91℄ von der Universität Tampere
existiert ein verwandter Ansatz, der ebenfalls auf TLA basiert.
In TLA ndet die Bildung von Prozessen und die Spezikation von Realzeiteigenshaften
besondere Beahtung, da diese für Steuerungssoftware besonders relevant sind. Weiterhin wird
darauf eingegangen, wie die korrekte Verfeinerung zwishen Spezikationen und Implementierungen
nahgewiesen werden kann, um die Korrektheit von Verfeinerungsmustern zu verizieren.
6.1 Syntax von TLA
Mit TLA spezizierte Systeme werden aus Prozessen zusammengesetzt. Ein Prozess wird durh ein
STS modelliert, dessen Struktur mittels eines Prozesstyps unter Verwendung einer programmier-
sprahen-ähnlihen Semantik angegeben wird. In Abbildung 6.1 wird beispielhaft der Prozesstyp
abstratAtor, der das Objekt einer abstrakten Regler-Task modelliert, angegeben. Dieser arbeitet
in einem Regelkreis mit einem Sensor und einem Aktor zusammen. Der Header eines Prozesses
besteht aus dem Shlüsselwort PROCESS, dem Prozesstypnamen  hier abstratAtor  und ei-
ner Liste von generishen Parametern. Mit dem Importkonstrukt ist es möglih, die Inklusion von
anderen Modulen  etwa einer Queue zur Aufnahme von Nahrihten  mit zusätzlihen Symbol-
denitionen anzugeben.
Der Zustandsraum eines Prozesses wird durh die Variablen, die im VARIABLES Abshnitt
der Abbildung 6.1 angegeben werden, aufgespannt. Der Zustandsraum eines Prozesstyps abstrat-
Ator besteht demnah aus den Variablen y, sAtor und qu. Die Zustandsvariable y vom Datentyp
Real modelliert den Wert eines Aktors. Die Zustandsvariable sAtor modelliert den Kontrollzu-
stand eines Prozesses vom Typ abstratAtor. Mit der Zustandsvariable qu wird eine Warteshlange
für die Abarbeitung von Aufrufen an ein Objekt modelliert.
1
http://diso.s.tut./index.html
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PROCESS abstratAtor
IMPORT TLC, Sequenes, Naturals
VARIABLES
y : INTEGER;
sAtor : {"init", "enqueued", "dequeued", "proessed"};
qu : SEQUENCE OF INTEGER;
INIT
∆
=
∧ qu = << >>
∧ y = 0
∧ sAtor = "init"
ACTIONS
enqueue(value : INTEGER)
∆
=
∧ sAtor = "init"
∧ sAtor ′ ="enqueued"
∧ qu ′ = append(qu, value)
∧ UNCHANGED y;
dequeue(EO: String)
∆
=
∧ sAtor = "enqueued"
∧ sAtor ′ = "dequeued"
∧ y ′ = head(qu)
∧ qu ′ = tail(qu);
proess()
∆
=
∧ sAtor = "dequeued"
∧ sAtor ′ = "proessed"
∧ UNCHANGED 〈qu, y〉;
setValueCallReply(value : INTEGER)
∆
=
∧ sAtor = "proessed"
∧ sAtor ′ = "init"
∧ UNCHANGED 〈qu, y〉;
WF : enqueue, dequeue, proess, setValueCallReply;
END abstratAtor
Abbildung 6.1: Der Prozesstyp abstratAtor
Ein Prädikat, dem das Shlüsselwort INIT vorangestellt wird, gibt die Menge der Initialzu-
stände eines Prozesses an. Die Queue des Sensors wird initial auf den Wert << >> (leere Queue)
gesetzt und die Zustandsvariable sAtor auf
′′init′′.
Der Abshnitt der Aktionendenitionen wird durh das Shlüsselwort ACTIONS eingeleitet.
Im Prozesstyp abstratAtor sind das die Aktionen enqueue, dequeue, proess und setValueCall-
Reply. Die Variablen und Aktionen beshreiben das Zustandstransitionssystem eines beliebigen
Aktors, der Werte für die Stellgröÿe vom Regler erhält.
Die Aktionen enqueue und dequeue dienen dem Einfügen und Entfernen von Nahrihten aus
der Queue. Beim Shalten der Aktion dequeue wird auh die Zustandsvariable y auf den aktuellen
Wert gesetzt. Die Aktion setVallCallReply liefert eine parameterlose Antwort an den Aufrufer.
Mit dem Initialisierungsprädikat und den Aktionendenitionen werden die Siherheitseigen-
shaften des Prozesses setValueCallReply beshrieben. Weiterhin besteht eine Lebendigkeitsanfor-
derung an die Aktion proess dieses Prozesses, die mit dem Shlüsselwort WF gekennzeihnet ist
und die Behandlung der Aktion proess mit shwaher Fairness vorshreibt.
In Abbildung 6.2 wird auÿerdem der Prozesstyp SequeneDiagram gezeigt, der verwendet wird,
um das Verhalten von Sequenzdiagrammen mit dem im Abshnitt 3.4.4 vorgestellten Sprahumfang
zu spezizieren. Dieser besitzt den Prozessparameter SetOfTraes, um zulässige Traes anzugeben.
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Initialisiert wird die Zustandsvariable urrentTrae mit der leeren Sequene << >> im Initialisie-
rungsprädikat des Prozesses. Der Prozess besitzt diese Aktion permittedAtionOfSD, um zu prüfen,
ob ein einzelner Ereignisauftritt einer UML-Ation durh den Trae zulässig ist. Um den durh
eine Ation bereitgestellten Ereignisauftritt entgegenzunehmen, besitzt die Aktion den Parameter
EO.
PROCESS SequeneDiagram(SetOfTraes : SUBSET(Sequene))
IMPORT Sequenes;
CONSTANT
MaxTraeLength
∆
= 10 ! onstant defining maximal length of a trae
setOfPossibleTraes
∆
= ! ompute the transitive losure of SetOfTraes
UNION { {SubSeq(d, 1, 2) : d ∈ SetOfTraes},
{SubSeq(d, 1, 3) : d ∈ SetOfTraes}, ...
{SubSeq(d, 1, MaxTraeLength) : d ∈ SetOfTraes}};
VARIABLES
urrentTrae : Sequene;
INIT
∆
= urrentTrae = << >>;
ACTIONS
permittedAtionOfSD(EO : EventOurrene)
∆
=
urrentTrae ◦ EO ∈ setOfPossibleTraes ∧
urrentTrae
′ = urrentTrae ◦ EO;
END
Abbildung 6.2: Der Prozesstyp SequeneDiagram
Ähnlih wie in LOTOS [Hog89℄ unterstützt TLA die Komposition von Systemen aus Prozes-
sen. Die Prozesse interagieren durh gemeinsame Aktionen (engl. Joint Ations). Mittels Aktio-
nenparametern von gemeinsamen Aktionen wird der Datenaustaush zwishen einzelnen Prozessen
modelliert. Die Variablen eines Prozesses sind privat, auf sie kann daher niht durh einen fremden
Prozess zugegrien werden.
Auh das STS eines Systems wird durh einen Prozesstyp speziziert. Der aus den Variablen
aller Prozesse gebildete Vektor bildet den Systemzustand. Ein Systemverhalten ist eine Sequenz aus
Systemzuständen, die den einzelnen Systemaktionen entsprehen. Jede Systemaktion wird durh
die logishe Konjunktion von Prozessaktionen gebildet. In einer solhen Konjunktion wird jeder
Prozess entweder durh eine tatsählihe Prozessaktion oder durh die Pseudo-Aktion stutter
einbezogen, die angibt, dass ein Prozess bei der betrahteten Systemaktion keine Zustandsänderung
vornimmt.
Es liegen somit drei Fälle für das Shalten von gemeinsamen Aktionen vor:
• Die Aktionen untershiedliher Prozesse shalten synhron. Die SystemaktionActionDequeue
shaltet beispielsweise, falls der Parameterwert für EO dies zulässt, wobei die Aktionen
abstActor.dequeue und sd.permittedActionOfSD gemeinsam shalten.
• Die Blokade von Aktionen aus anderen Prozessen ndet statt, wenn gekoppelte Aktionen
niht shalten können. Falls z. B. die Parameterwerte der Aktionen abstActor.dequeue und
sd.permittedActionOfSD für EO niht übereinstimmen, kann eine Blokade der System-
aktion ActionDequeue erfolgen.
• Das Shalten von zu untershiedlihen Prozessen gehörenden Aktionen erfolgt ohne gegensei-
tige Interaktion, weil Prozesse stottern. Für den Fall, dass die Aktionen abstActor.dequeue
und sd.permittedActionOfSD gemeinsam shalten, stottert der Prozess aT .
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Die in Abbildung 6.3 angegebene Spezikation AtorComposition modelliert ein System, das
aus den Prozessen Ator und abstratTask des abstrakten Regelkreises zusammengesetzt ist. In
dem Teil des Prozesses, der durh das Shlüsselwort PROCESSES eingeleitet wird, erfolgt eine
Deklaration der einzelnen Prozesse des Systems.
PROCESS AtorComposition
PROCESSES
aT : abstratTask(k1); ! abstrakte Task
abstAtor : abstratAtor(); ! abstrakter Aktor
sd : permittedAtionOfSD; ! Prozess für Sequenzdiagramm
ACTIONS
SetValueCallAtor(value : INTEGER, EO : EventOurrene)
∆
= ! SysAt to model
getValue all
∧ aT.ationSetValueCall(value, EO)
∧ abstAtor.enqueue(value)
∧ sd.permittedAtionOfSD(EO);
AtorDequeue(EO : EventOurrene)
∆
= ! SysAt modelling dequeuing in sensor
proess
∧ aT.stutter
∧ abstAtor.dequeue(EO)
∧ sd.permittedAtionOfSD(EO);
AtorProess(EO : EventOurrene)
∆
= ! SysAt to model sensor proessing
∧ aT.stutter
∧ abstAtor.proess()
∧ sd.stutter;
getCallAtorReply(value : INTEGER, EO : EventOurrene)
∆
= ! SysAt to model
sensor reply
∧ aT.enqueue(value)
∧ abstAtor.setValueCallReply(value, EO)
∧ sd.permittedAtionOfSD(EO);
END AtorComposition
Abbildung 6.3: Der Prozesstyp AtorComposition als Beispiel zur Komposition von Prozessen
So ist der Prozess aT eine Instanz des Prozesses abstratTask und der Prozess abstAtor ist
eine Instanz des Prozesses abstratAtor. Im Abshnitt ACTIONS dieses Prozesses werden die
Systemaktionen durh Konjunktionen von Prozessaktionen deklariert. So werden die lokalen Pro-
zessaktionen proess der Prozesse aS und aT zur Systemaktion AtorProess zusammengeshaltet,
während der Prozess abstratTask einen Stottershritt unternimmt.
Durh die Spezikationstehnik TLA wird das Superpositionsprinzip unterstützt, das garan-
tiert, dass eine Eigenshaft, die durh ein System oder ein Subsystem erfüllt wird, auh eine Ei-
genshaft von jedem System ist, das den Prozess oder das Subsystem enthält [KSJ88℄. Dies ist
notwendig für die Strukturierung der Verikation in Subsystem-Implikationen. In Bezug auf Si-
herheitseigenshaften, die nur Initialzustände und Zustandstransitionen einshränken, wird Su-
perposition relativ einfah garantiert, weil die Zustandsvariablen privat für jeden Prozess gelten
und niht durh fremde Prozesse zugreifbar sind.
In Bezug auf Lebendigkeitseigenshaften ist die Behandlung der Superposition komplizierter.
In einem System können Prozessaktionen mit den Aktionen anderer Prozesse gekoppelt werden.
Somit kann die Umgebung eines Prozesses eine Prozessaktion blokieren und aufgrund der Blokade
können die Fairnessannahmen für diese Prozessaktion verletzt werden, weil diese Prozessaktion
wegen ihrer Kopplung mit anderen Aktionen niht shalten kann. Im Gegensatz zu TLA, bei dem
Fairnessanforderungen direkt in die kanonishe Formel übernommen werden, benutzt TLA nur
bedingte Fairnessanforderungen, die eine Einshränkung bzgl. der Fairnessanforderungen an eine
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Prozessaktion bilden. Die WF/SF-Konstrukte von TLA beziehen sih auf Zeiträume, in denen eine
Prozessaktion sowohl shaltbereit ist als auh niht durh die Umgebung des Prozesses blokiert
wird. Somit können Blokierungen von Aktionen durh Prozesse der Umgebung keine Verletzung
der Fairnesseigenshaften einer Prozessaktion herbeiführen. Beispielsweise hat die Prozessaktion
proess nur die Lebendigkeitsanforderung, dass sie immer wieder ausgeführt werden muss und der
Prozess abstAt hat nur die Lebendigkeitsanforderung, dass die Aktion proess ebenfalls immer
wieder ausgeführt und niht zu oft blokiert wird.
Einerseits unterstützt die Einshränkung von Lebendigkeitseigenshaften auf die bedingte Fair-
ness direkt die Superposition. Andererseits sind bedingte Fairnessannahmen manhmal niht hin-
reihend, um absolute Lebendigkeitseigenshaften auszudrüken, die von besonderem Interesse für
den Systementwurf sind. Deshalb muss diesem Sahverhalt besondere Beahtung gewidmet werden.
Häug können absolute Lebendigkeitseigenshaften durh Verwendung einer zusätzlihen Bedin-
gung verhindern, dass die Umgebung des Prozesses die fairen Aktionen zu oft blokiert.
6.2 Semantik von TLA
In TLA beshreiben kanonishe Formeln die Siherheits- und Lebendigkeitseigenshaften von Zu-
standstransitionssystemen. Mit Inferenzregeln wird die syntaktishe Deduktion von gültigen For-
meln zum Beweis von Siherheits- und Verfeinerungseigenshaften unterstützt. In TLA werden
die Begrie und Beweistehniken aus TLA übernommen. Es ist eine Erweiterung von TLA, die
den expliziten Begri des Prozesses, des Prozesstyps und der Prozesskomposition kennt, wobei der
Superpositionsharakter der Komposition von besonderem Interesse ist. Oensihtlih ist das un-
tershiedlihe Ersheinungsbild von TLA- und TLA-Spezikationen, weil in TLA die kanonishen
Formeln niht explizit aufgeführt werden.
Die TLA-Formel, die einer Prozessinstanz entspriht, hängt von den Parameterbelegungen und
der Denition des Prozesstyps ab. Die Parameter der Prozesstypen sind generish. Es gilt die
üblihe Konvention, dass die formalen Vorkommen von Parametern in der Spezikation ersetzt
werden. Für Prozesstyp-Denitionen gibt es die beiden Formen zur Spezikation von einfahen
Prozessen und von Systemen. In beiden Fällen können die TLA-Formeln der Prozessinstanzen in
aher Form angegeben werden und beziehen sih direkt auf die Denitionen von Prädikaten und
Aktionen der jeweiligen Prozesstypen.
Für die Verdeutlihung eines einfahen Prozesstyps sei abstAt eine Prozessinstanz des Prozess-
typs abstratAtor aus Abbildung 6.1. Die folgende TLA-Formel
̂abstAct stimmt mit abstAtor
überein. Hierbei geben die Symbole INIT und die Aktionen des Prozesses enqueue, dequeue, proess,
setValueCallReply und abstAtor an:
̂abstAct = INIT ∧ 2 [
∃ value ∈ Real :: enqueue(value) ∨
∃ cEO ∈ EO :: dequeue(cEO) ∨
∃ cEO ∈ EO :: process(cEO) ∨
∃ value ∈ Real, ∃ cEO ∈ EO :: setV alueCallReply(value, cEO)](sActor,y,qu) ∧
∀ cEO ∈ EO :: WF(y,sActor,qu)(process ∧ cEO ∈ eprocess)
Mit
̂abstAct wird eine gewöhnlihe TLA-Formel angegeben, die die Siherheits- und Leben-
digkeitseigenshaften eines Zustandstransitionssystems mit den Zustandsvariablen y, sAtor und
qu beshreibt. Bis auf die letzte Zeile beziehen sih alle Zeilen auf Siherheitseigenshaften des
Prozesses und denieren die Initialzustände und die Zustandsübergangsrelation des STS. In der
letzten Zeile wird die Lebendigkeit durh Fairnessannahmen der Zustandsübergangsrelation hin-
zugenommen, wie am Ende des Abshnitts 6.1 bereits erläutert. Um Spezikationen, die wi-
dersprühlihe Fairnessangaben besitzen können und die die Nihterfüllbarkeit der Spezikation
zur Folge haben, auszushlieÿen, werden so genannte Umgebungsbereitmengen-Variablen einge-
führt, wodurh direkt das Superpositionsprinzip unterstützt wird. Verletzungen der Fairnessan-
forderungen würden die Superposition beeinträhtigen. Während sih Fairness-Operationen ge-
wöhnlih direkt auf die Aktionen der Zustandsübergangsrelation beziehen, wird die shwahe Fair-
ness niht auf die Aktion proess, sondern auf eine Sub-Relation nämlih auf die bedingte Aktion
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process(cEO) ∧ cEO ∈ eprocess bezogen, in der die zusätzlihe Umgebungsbereitmengen-Variable
eprocess adressiert wird. Es wird angenommen, dass für jede faire Aktion eines Prozesses eine derar-
tige Umgebungsbereitmengen-Variable existiert. Die Variable wird zwishen dem Prozess und ihrer
Umgebung geteilt. Sie wird durh die Umgebung geshrieben und durh den Prozess gelesen. Sie
agiert als eine Abstraktion der Prozessumgebung und gibt die gegenwärtige Shaltbereitshaft der
Umgebung für die Aktion an. Der Wert der Variablen ist die Menge der Werte von Aktionenpa-
rametern, für die die Umgebung gegenwärtig die Shaltung der Aktion zulässt. Für den Fall, dass
die Umgebungsbereitmengen-Variable eprocess leer ist, wird angenommen, dass die Umgebung die
Aktion proess unter jeder möglihen Parametrierung blokiert. Im Gegensatz dazu beshreibt die
TLA-Formel
̂abstAct ∧ abstActeprocess = cEOType  wobei EOType die Menge aller möglihen
Parametrierungen des Aktionenparameters EO angibt  ein STS, das den Prozess abstAt in ei-
ner Umgebung modelliert, die immer Zustandstransitionen toleriert, die durh die Aktion proess
ausgelöst werden.
Die TLA-Formel eines Systems wird an einer Erweiterung des Beispiels erklärt. Dazu wird auf
den Prozesstyp abstratAtor aus Abbildung 10.5 Bezug genommen. Wie bereits angegeben, werden
Instanzen dieses Prozesstyps aus je drei Prozessinstanzen gebildet. Weil alle anderen Prozesse auÿer
abstratAtor keine Lebendigkeitseigenshaften ausdrüken, beziehen sih Fairnessannahmen nur
auf die Aktionen von abstratAtor. Im Folgenden sei aC : ActorComposition eine Instanz dieses
Systemtyps. Diese entspriht folgender kanonisher TLA-Formel a˜C:
a˜C = aT.INIT ∧ sd.INIT ∧ abstAct.INIT ∧
2[
∃ cEO ∈ EO :: permittedActionOfSD(cEO)
∃ cEO ∈ EO, ∃ value ∈ Real :: actionSetV alueCall(cEO, value)
∃ value ∈ Real :: enqueue(value)∨
∃ cEO ∈ EO :: dequeue(cEO) ∨
∃ cEO ∈ EO :: process(cEO) ∨
∃ cEO ∈ EO :: setV alueCallReply(cEO)](x,y,sync,qu,sActor,qu) ∧ ∀ cEO ∈ EO ::
WF(aT.x,...,aT.state,abstAct.sActor,...,abstAct.qu,sd.currentTrace)(process(cEO) ∧ cEO ∈ eprocess)
Die Formel a˜C referenziert die Denitionen der initialen Prädikate der Prozessinstanzen. Somit
steht abstAt.INIT für das Initialisierungsprädikat von abstratAtor. Des Weiteren verwendet a˜C
die Aktionendenitionen des Prozesstyps abstratComposition, welhe Konjunktionen von Prozess-
aktionen sind. Das sind hier sd.permittedActionOfSD(cEO), . . . , abstActor.process(cEO). Weil
die Aktion AtorProess die faire Prozessaktion abstAtor.proess enthält, wird sie auh durh ein
Fairness-Statement begleitet. Die letzte Zeile der Formel a˜C gibt eine shwahe Fairnessanforde-
rung für die Systemaktion AtorProess an. Wie in einfahen Prozessen, ist die Fairnessannahme
durh eine Umgebungsbereitmengen-Variable bedingt, wobei das Symbol eprocess diese zugehörige
Umgebungsbereitmengen-Variable für die Systemaktion AtorProess notiert.
Für die Argumentation bzgl. der Prozesskompositionen werden niht nur TLA-Formeln der
Form aC verwendet. Weiterhin existiert eine TLA-Formel, die eine Konjunktion der TLA-Formeln
des Prozesses ist, der sie bildet. Somit ist die kompositionale Formel:
S˜WS = ̂abstractTask ∧ ŜD ∧ ̂abtractActor ∧ SCC ∧
2 (abstAct.eprocess = {cEO ∈ cEOType , ∃ value ∈ V alueType ::
Enabled(abstAct.process(cEO)) ∧ . . . ∧ Enabled(sd.possibleMessageOfSD(cEO, value))}
Zusätzlih zur Formel des Prozesses, durh den sie gebildet wird, fügt die kompositionale Formel
zwei Invarianten zusammen. Die so genannte Kopplungsbedingung SCC drükt die Siherheits-
bedingungen aus, die sih aus der speziellen Aktionenkopplung eines Systems ergeben. So wird
zum Beispiel im Hinblik auf die Aktion abstAtor.proess(EO) angegeben, dass diese Aktion in
Kombination mit dem gleihzeitigen Shalten der Aktionen sd.permittedAtionOfSD(EO) auftritt.
Die letzte Invariante deniert die Umgebungsbereitmengen-Variable abstAct.eprocess des Prozes-
ses abstAtor als Zustandsfunktion. Die Aktion proess des Prozesses abstAtor wird durh die
Umgebung von abstAtor für den Parameterwert EO toleriert, genau dann wenn die Umgebung
von SWS die Systemaktion AtorProess zulässt und alle anderen Prozesse von SWS, die mit dem
Prozess abstAtor über die Systemaktion AtorProess gekoppelt sind, shaltbereit sind.
Auÿer der Syntax und der oben angegebenen TLA-Transformationsregeln beinhaltet die TLA-
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Sprahdenition einige Restriktionen, die sih auf den Inhalt von Systemaktionen  speziell bezüg-
lih des Auftretens von fairen Aktionen  beziehen. Diese Bedingungen drüken die Annahmen aus,
dass faire Aktionen disjunkt sind und jede faire Aktion in genau einer Systemktion auftritt. Unter
diesen Bedingungen kann man beweisen, dass die kompositionale TLA-Formel einer Systeminstanz
äquivalent zur direkten kanonishen Formel der Systeminstanz ist. Somit gilt nah [HK00℄ immer
âC ⇔ a˜C. Auÿerdem bedeutet dies, dass eine kompositionale Formel a˜C in eine Prozessformel âC
umgewandelt werden kann.
Aus der Äquivalenz der komposionalen Formel mit der direkten kanonishen Formel einer Sys-
teminstanz kann durh Inferenz geshlossen werden, dass die kompositionale Formel frei von Wi-
dersprühen ist. In Kombination mit der kompositionalen Formel, die die Formel des sie bildenden
Prozesses verbindet, kann geshlossen werden, dass durh die Prozesskomposition die konsistente
Konjunktion der Prozesse impliziert wird. Daher impliziert eine Systemformel die Formel jedes sie
bildenden Prozesses. Das bedeutet, dass die Prozesskomposition idealen Superpositionsharakter
besitzt, weil die Siherheits- und Lebendigkeitseigenshaften des Prozesses auh Eigenshaften des
sie beinhaltenden Prozesses sind. Weil die logishe Konjunktion kommutativ und assoziativ ist,
kann die Superposition niht nur auf einzelne Prozesse sondern auh auf Subsysteme angewendet
werden.
Superposition erleihtert somit die formale Verikation von Systemeigenshaften. Um zu zeigen,
dass ein System die Eigenshaften besitzt, die durh eine TLA-Formel ausgedrükt werden, ist es
ausreihend, ein Subsystem Sys von S zu nden, für das die TLA-Formel Sys⇒ P  wobei P eine
Eigenshaft angibt  gezeigt werden kann. Diese Implikation bildet ein Theorem. Hierdurh ist die
breite Anwendbarkeit von Theoremen gewährleistet, die bestimmte Eigenshaften verizieren.
6.3 Behandlung von Zeiten in TLA
Abadi und Lamport haben Zeiten und Timer (Realzeit-Uhren) in TLA [Lam03℄, [AL91b℄ ein-
geführt. Die dort vorgestellten Ansätze unterstützen allerdings keine Kompositionalität. Die we-
sentlihe Idee der Behandlung von Realzeit in TLA-Prozessen [HK97a℄, [HK97b℄ besteht in der
Verwendung einer reellwertigen Zustandsvariablen, deren Wert von einer Aktion Tik in kleinen
Shritten hohgezählt wird. Weiterhin können minimale und maximaleWartezeiten für das Shalten
von Aktionen modelliert werden, wobei prinzipiell gilt, dass Wartezeiten in Zuständen konsumiert
werden. In einer realzeitfähigen TLA-Spezikation wird jede Aktion mit einem entsprehenden
Shlüsselwort versehen. Diese Shlüsselwörter und die zugehörigen Denitionen werden in den
nahfolgenden Abshnitten vorgestellt.
6.3.1 Globale Zustandsvariable now
Um Realzeitmehanismen wie Zeitgeber zu spezizieren, wird die globale Zustandsvariable now
verwendet. Hierbei bedeutet die Eigenshaft global, dass auf die Zustandsvariable auh aus anderen
Prozessen zugegrien werden darf. Sie kann in jedem Prozess in der Initialisierungsbedingung sowie
den einzelnen Aktionen verwendet werden. Die Zustandsvariable now ist vom Datentyp Real und
wird im Initialisierungsprädikat stets auf den Wert null initialisiert.
6.3.2 Aktion Tik
Die globale Uhrenvariable now wird durh eine Aktion Tik in kleinen Shritten und lebendig in-
krementiert. Das Zeitraster, welhes durh Shaltfolgen der Aktion Tik vorgegeben wird, kann
beliebig fein eingestellt werden. Die Tik Aktionen jedes Prozesses werden miteinander gekoppelt.
Für Zeitshritte der Aktion Tik wird eine obere Shranke (lokresolution) angegeben. Hierdurh
wird garantiert, dass die Zeit in ausreihend kleinen Shritten fortshreitet. Auf die Zustandsvaria-
ble now darf nur durh die Aktion Tik eines Prozesses zugegrien werden. Für die Aktion Tik
wird immer starke Fairness gefordert.
Die Aktion Tik ist auh für die Modellierung kontinuierliher Vorgänge von Bedeutung [HGK98℄.
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6.3.3 Zeno-Verhalten
Durh explizite Uhren modellierte Realzeiteigenshaften unterliegen der Gefahr, so genanntes Zeno-
Verhalten zu beshreiben. Der Begri geht auf den griehishen Philosophen Zeno zurük, der das
Paradoxon aufgestellt hat, dass ein Pfeil zunähst die erste Hälfte zum Ziel, dann das nähste
Viertel der Distanz, anshlieÿend das nähste Ahtel usw. zurüklegt, was dazu führt, dass das Ziel
niht in endliher Zeit erreiht wird.
Bei einer TLA-Spezikation liegt Zeno-Verhalten vor, wenn eine Uhrenvariable einen bestimmten
Wert niemals übershreitet bzw. immer unterhalb einer Zeitshranke bleibt, was zur physikalishen
Interpretation führt, dass die Zeit stehen bleibt. Ein Beispiel für Zeno-Verhalten ist ein Timer, des-
sen Wert sih von 0.9 auf 0.99 und anshlieÿend auf 0.999 usw. erhöht, aber niemals 1 erreiht.
Dieses in der Realität niht erfüllbare Verhalten kann z. B. dadurh auftreten, dass eine Aktion
A im geforderten Zeitintervall [tmin, tmax], das die minimalen und maximalen Wartezeiten einer
Spezikation angibt, niemals shaltbar ist. Um Zeno-Verhalten auszushlieÿen, mahen Abadi und
Lamport [AL91b℄ tmin und tmax niht von der aktuellen Zeit now, sondern von speziellen Timern
abhängig. Diese Timer shreiten nur fort, wenn die Aktion A shaltbar ist. Die Timer können
sih somit der oberen Zeitshranke nur annähern, wenn die Aktion A shaltbar ist. Dadurh wird
Zeno-Verhalten ausgeshlossen.
Lamport shlieÿt in [Lam03℄ Zeno-Verhalten einer TLA-Spezikation dadurh aus, dass die Le-
bendigkeitseigenshaften der kanonishen Formel, die die Zustandsübergangsrelation Next besitzt,
mit der Fairnessanforderung
NZ == ∀r ∈ R :WFnow(Next ∧ (now
′ > r))
konjugiert wird. Dadurh wird sihergestellt, dass die durh die Uhrenvariable now beshriebene
Zeit über alle Grenzen wähst.
Eine Zeno-Spezikation besitzt ein endlihes Verhalten, das die Siherheitseigenshaften erfüllt,
aber niht auf ein unendlihes Verhalten, das sowohl die Siherheitseigenshaften als auh NZ
erfüllt, übertragen werden kann. Eine Spezikation, die Zeno-Verhalten zeigt, ist vermutlih niht
korrekt, weil die Bedingungen, die zur Begrenzung der Zeit führen, das System auf unbeabsihtigte
Weise einshränken. Mit Non-Zeno wird eine Spezikation bezeihnet, die kein Zeno-Verhalten
zeigt.
6.3.4 Aktionen mit minimaler Wartezeit
Das Konstrukt MIN TIME stellt siher, dass eine Aktion erst shaltet, wenn sie mindestens über
einen bestimmten Zeitraum hinweg shaltbereit war. Hierdurh wird garantiert, dass zwishen dem
Betreten und Verlassen eines Zustandes bestimmte zeitlihe Mindestabstände vorliegen (minimale
Verweildauer). Bei der Spezikation müssen diese Zeiten als persistent oder volatil (veränderlih)
speziziert werden. Bei einer volatilen, minimalen Wartezeit wird für eine Aktion a das folgende
Konstrukt, das in [HK97a, HK97b℄ deniert wird, für die Aktion verwendet:
V MIN TIME a : mt
Dies bedeutet, wenn a shaltet, war es für einen Zeitraum der Länge mt ohne zwishenzeitlihes
Shalten shaltbereit.
Die Übersetzung des Konstruktes in ahes TLA wird in Abbildung 6.4 gezeigt. Es werden
die Aktionen a, at und Tik angegeben. Die Aktion at, an die keine Realzeitanforderungen
gestellt werden, besitzt die Shaltbedingung atenab und den Shritt atnext. Für die Aktion a
existieren Anforderungen bzgl. der minimalen Wartezeit. Die Bezeihner aenab und anext geben
die Shaltbedingung und den Shritt der Aktion a an. Mit vta wird ein Feld bezeihnet, das für
jede Belegung des Parameters p der Aktion a speihert, für wie viele Zeiteinheiten die Aktion
mit der Parameterbelegung seit dem Initialzustand oder der letzten Shaltung der Aktion a(p)
shaltbereit war. Die Aktion a(p) darf nur ausgeführt werden, wenn vta[p] ≥ mt gilt. Bei jeder
Ausführung von a(p) wird vta(p) auf null zurükgesetzt, da der Zeitraum, bis zu dem a erneut shal-
ten darf, von vorne beginnt. Das geshieht durh Zuweisung von null an vta(p) mit dem Konstrukt
72
pta′ = [vta;Except p 7→ 0]. In der Aktion Tik wird der Wert von vta[p℄ um die Gröÿe des Zeit-
shritts t−now erhöht, wenn die Aktion a(p) shaltbar ist. Ansonsten stottert die Zustandsvariable
vta[p]. Neben der Shaltbedingung aenab von a wird auh die Umgebungsbereitmengen-Variable
ea berüksihtigt, die angibt, ob die Shaltung der Aktion a(p) durh die mit ihr gekoppelten Ak-
tionen aus anderen Prozessen toleriert wird. Der Wert von vta[p℄ zeigt den Zeitraum an, den die
Aktion a(p) seit ihrer letzten Shaltung oder seit dem Initialzustand shaltbar war.
Die Spezikation einer persistenten, minimalen Wartezeit für die Aktion a fordert, dass a ins-
gesamt über Zeiträume, deren Summe mt beträgt, shaltbereit war, auh wenn zwishenzeitlih
Unterbrehungen der Shaltbereitshaft aufgetreten sind. Dazu wird das folgende Konstrukt ver-
wendet:
P MIN TIME a : mt
Die Umsetzung des P MIN TIME Konstruktes wirkt sih nur auf die Aktion Tik aus. In
Abbildung 6.5 ist gezeigt, wie die Aktion Tik für eine persistente, minimale Wartezeit modiziert
wird. Dazu bleibt im ELSE-Zweig der IF-Anweisung die Zustandsvariable pta, die als Zeitgeber
für die persistente Wartezeit fungiert, unverändert, auh wenn die Aktion zwishenzeitlih niht
shaltbereit ist.
PROCESS RT1
VARIABLES
v : type;
now : Real; ! Uhrenvariable
vta : [ptype 7→ Real℄; ! Zeitgeber
CONST lokresolution
∆
= r; ! Maximale Gröÿe f. Zeitshritt
INIT
∆
= vip(v, now) ∧
now = 0 ∧
vta = [p ∈ ptype 7→ 0℄;
ACTIONS
Tik( t : Real)
∆
= ! Zeitshritt
t > now ∧
t ≤ now + lokresolution ∧
vta
′ = [p ∈ ptype 7→ IF (aenab(v, now, p) ∧ p ∈ e
a
)
THEN vta[p℄ + t - now
ELSE 0 ∧
now
′ = t ∧
v
′ = v;
at( p : ptype)
∆
=
atenab(v, now, p) ∧ ! Shaltbedingung f. at
v
′ = atnext(v, now, p); ∧ ! Neuer Wert für Zustandsvariable v
UNCHANGED 〈now, vta〉 ; ! now und vta stottern
a( p : ptype)
∆
=
aenab(v, now, p) ∧ ! Shaltbedingung f. a
vta[p℄ > mt ∧
v
′ = anext(v, now, p) ∧ ! Neuer Wert für Zustandsvariable v
now
′ = now ∧
vta
′ = [vta; Exept p 7→ 0℄; ! Rüksetzen des Timers
SF : Tik;
END
Abbildung 6.4: Prozesstyp RT1 als Beispiel für volatile, minimale Wartezeiten
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Tik( t : Real)
∆
= ! Zeitshritt
t > now ∧
t ≤ now + lokresolution ∧
pta
′ = [p ∈ ptype 7→ IF (aenab(v, now, p) ∧ p ∈ e
a
)
THEN pta[p℄ + t - now
ELSE pta[p℄ ∧
now
′ = t ∧
v
′ = v;
Abbildung 6.5: Die Aktion Tik für persistente, minimale Wartezeiten
6.3.5 Aktionen mit maximaler Wartezeit
Das Konstrukt MAX TIME wird verwendet, um das Shalten einer Aktion zu erzwingen, wenn
diese über einen bestimmten Zeitraum hindurh shaltbereit war. Hierdurh wird sihergestellt,
dass die Verweildauer in einem Zustand eine maximale Frist niht übershreitet. Auh hier müssen
bei der Spezikation die Wartezeiten als persistent oder volatil angegeben werden. Bei einer vola-
PROCESS RT2
VARIABLES
v : type;
now : Real; ! Uhrenvariable
vta : [ptype 7→ Real℄; ! Uhrenvariable
CONST lokresolution
∆
= r; ! Maximale Gröÿe f. Zeitshritt
INIT
∆
= vip(v, now) ∧
now = 0 ∧
vta = [ p ∈ ptype 7→ 0℄;
ACTIONS
Tik( t : Real)
∆
= ! Zeitshritt
LET ti(p : ptype)
∆
= IF (aenab(v,now,p) ∧ p ∈ e
a
)
THEN vta[p℄ + t - now
ELSE 0
IN
t > now ∧
t ≤ now + lokresolution ∧
(∀ p ∈ ptype :: ti(p) < mt) ∧
vta
′ = [p ∈ ptype 7→ ti(p)℄ ∧
now
′ = t ∧
v
′ = v;
a( p : ptype)
∆
=
aenab(v, now, p) ∧ ! Shaltbedingung f. aenab
v
′ = anext(v, now, p) ∧ ! Neuer Wert für Zustandsvariable v
now
′ = now ∧
vta
′ = [vta; Exept p 7→ 0℄; ! Rüksetzen des Timers
at( p : ptype)
∆
=
atenab(v, now, p) ∧ ! Shaltbedingung f. atenab
v
′ = atnext(v, now, p) ∧ ! Neuer Wert für Zustandsvariable v
UNCHANGED 〈now, vta〉;! now und vta stottern
SF : Tik; ! starke Fairness für Tik
SF : a; ! starke Fairness für a
END
Abbildung 6.6: Der Prozesstyp RT2 als Beispiel für volatile, maximale Wartezeiten
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tilen, maximalen Wartezeit mt wird folgendes Konstrukt (vgl. [HK97a, HK97b℄) für die Aktion a
verwendet:
V MAX TIME a : mt
In Abbildung 6.6 wird die Übersetzung des Konstruktes in ahes TLA angegeben. Die Aktionen
at und a sind unverändert. Um die Aktion Tik übersihtlih zu halten, führen wir einen akti-
onslokalen Bezeihner ti(p) ein, der den Wert enthält, auf den der Zeitgeber vta[p℄ in Tik gesetzt
wird. Durh die Bedingung ∀p ∈ ptype :: ti(p) < mt wird sihergestellt, dass nur Zeitshritte auf-
treten nah denen vta einen Wert besitzt, der kleiner als mt ist. Somit ist die maximal erlaubte
Zeit, die die Aktion a shaltbereit ist ohne geshaltet zu haben, immer kleiner als mt. Durh die
starke Fairness der Aktion a ist sihergestellt, dass a(p) tatsählih shaltet, was zum Ausshluss
von Zeno-Verhalten beiträgt.
Eine persistente, maximale Wartezeit mt für die Aktion a wird mit folgendem Konstrukt spe-
ziziert:
P MAX TIME a : mt
Für dieses Shlüsselwort gilt, dass die Summe aller Zeitperiodendauern, in denen a enabled ist,
aber zwishenzeitlih niht feuerte, kleiner mt ist.
Tik( t : Real)
∆
= ! Zeitshritt
LET ti(p : ptype)
∆
= IF (aenab(v,now,p) ∧ p ∈ e
a
)
THEN pta[p℄ + t - now
ELSE pta[p℄
IN
t > now ∧
t ≤ now + lokresolution ∧
(∀ p ∈ ptype :: ti(p) < mt) ∧
pta
′ = [p ∈ ptype 7→ ti(p)℄ ∧
now
′ = t ∧
v
′ = v;
Abbildung 6.7: Die Aktion Tik für persistente, maximale Wartezeiten
Um die persistente, maximale Wartezeit zu realisieren, muss wiederum nur die Aktion Tik
modiziert werden, die in Abbildung 6.7 angegeben ist. Mit dem Konstrukt P MAX TIME wird
starke Fairness für a festgelegt.
6.3.6 Unmittelbar shaltende Aktionen
Mit dem Shlüsselwort immediate wird angegeben, dass eine Aktion unverzüglih ohne eine War-
tezeit shaltet. Damit ist der Ausdruk immediate a mit P MAX TIME a : 0 gleihbedeutend.
6.3.7 Konsistenzbedingungen an realzeitbehaftete TLA-Spezikationen
Bei der Erstellung von Realzeitspezikationen in TLA sind Konsistenzbedingungen für wohlge-
formte TLA-Realzeitspezikationen zu beahten, die sih darauf beziehen, ob widersprühlihe
minimale und maximale Wartezeiten für eine einzelne Aktionen a speziziert worden sind:
• In einer TLA-Spezikation dürfen für die Aktion a niht zugleih persistente und volatile
Wartezeiten speziziert werden.
• Ist für die Aktion a ein MIN TIME-Konstrukt mit der Wartezeit tmin und ein MAX TIME-
Konstrukt mit der Wartezeit tmax speziziert worden, so muss tmin < tmax sein.
• Die Aktion a ist immer nur für eine endlihe Anzahl von Parameterbelegungen p shaltbar.
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6.4 Vererbung von TLA-Spezikationen mit Extends
Durh das Shlüsselwort Extends wird ein Konstrukt eingeführt, das Vererbung aus der Objekt-
orientierung auf die Vererbung von Prozesstypen überträgt [RK03℄. Das Shlüsselwort wird direkt
nah dem Prozessnamen verwendet, um anzugeben, dass ein Prozesstyp von einem oder mehreren
anderen Prozesstypen erbt. Beispielsweise sei die folgende Spezikation eines Prozesstypen gezeigt:
PROCESS onreteController EXTENDS
abstratController
Diese gibt an, dass der Prozesstyp onreteController vom Prozesstyp abstratController erbt. Bei
der Vererbung von Prozesstypen erbt ein Unterprozesstyp alle Zustandsvariablen eines Oberpro-
zesstyps. Treten Namenskonikte durh bereits existierende Zustandsvariablen im Oberprozesstyp
auf, werden diese durh eine resultierende Zustandsvariable aufgelöst. Dies ist nur zulässig, wenn
die Zustandsvariable des Oberprozesstyps den gleihen Datentyp wie die entsprehende Zustands-
variable des Unterprozesstyps besitzt. Der Unterprozesstyp besitzt eine resultierende Menge von
Aktionen, die durh die Vereinigung der Menge der Aktionen mit der Menge des Oberprozess-
typs gebildet wird. Das Konstrukt unterstützt das Überladen von Aktionen durh Vereinigung
der Mengen der Aktionenparameter und Konjunktion der Vorbedingungen und Eekte einer Ak-
tion, wovon aber in dieser Arbeit kein Gebrauh gemaht wird. Zusätzlih darf ein Prozesstyp
interne Aktionen besitzen, die niht weitervererbt werden. Bzgl. der Siherheitseigenshaften ist
jede Instanz des Unterprozesstyps eine korrekte Instanz des Oberprozesstyps. Die Vererbung von
Fairness- und Realzeitkonstrukten wird in [RK03℄ explizit ausgeshlossen. Diese müssen in die-
ser Arbeit redeniert werden, um Konikte auszushlieÿen. In dieser Arbeit sollen Fairness und
Realzeiteigenshaften stattdessen in eigenen Prozesstypen angegeben werden. Das resultierende
Initialisierungsprädikat des Unterprozesstyps wird durh die Konjunktion der Initialisierungsprä-
dikate von Ober- und Unterprozesstyp gebildet.
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Kapitel 7
Muster für das konkrete
Softwaremodell
In diesem Kapitel werden Entwurfsmuster für das konkrete Softwaremodell vorgestellt. Die hier
angegebenen Entwurfsmuster dienen dem Entwurf von Steuerungssoftware und verfeinern die Mus-
ter von abstrakten Softwaremodellen. Zunähst werden naheinander die beteiligten Domänen für
den Entwurf von Steuerungssoftware vorgestellt. Anshlieÿend wird jedes einzelne Entwurfsmus-
ter im Kontext seiner Domäne  teilweise unter Berüksihtigung von interessanten strukturellen
Aspekten und Verhaltensaspekten  vorgestellt. Ein Teil des Entwurfsmuster-Systems ist in [Dra00℄
vorgestellt worden.
7.1 Struktur des Entwurfsmuster-Systems
Steuerungen können durh verteilte, objektorientierte Realzeitsoftware-Systeme erstellt werden.
Verteilte, objektorientierte Realzeitsysteme benötigen deshalb Entwurfsmuster aus den drei Do-
mänen Realzeit-Verarbeitung, verteilte Verarbeitung sowie Fehlertoleranz. Diese Entwurfsmuster
können in Form eines Entwurfsmuster-Systems angegeben werden.
Die Begründung für diese Verwendung von Entwurfsmustern ist in den durh die Software
gestellten, niht-funktionalen Anforderungen zu sehen. Selbstverständlih ist klar, dass Siher-
heitsanforderungen, die an Steuerungssoftware für tehnishe Anlagen gestellt werden, in geeignete
Realzeitanforderungen umgesetzt werden müssen. Hierfür existieren bereits erprobte Entwurfs-
muster. Weiterhin ist Steuerungssoftware häug verteilt, was sih u. a. an dem in diesem Kontext
verwendeten Terminus der DCS (Distributed Control System) [Hal08℄ für Anlagensteuerungen
erkennen lässt. Letztlih wird von Steuerungen der Anlagen auh gefordert, dass sie im Fall des
Ausfalls von Funktionen bzw. des Auftretens von Fehlfunktionen auh fehlertolerantes Verhalten
zeigen, was bedeutet, dass auftretende Fehler abgefangen werden müssen. Im Folgenden sollen die
drei Domänen jeweils einzeln vorgestellt werden, wobei zunähst die Eigenshaften sowie das Spek-
trum der vorhandenen Entwurfsmuster für jede Domäne aufgezeigt wird. Anshlieÿend werden die
einzelnen Entwurfsmuster mit ihren untereinander vorhandenen Beziehungen vorgestellt.
Auÿerdem ist es hier bemerkenswert, dass es Entwurfsmuster gibt, die mehreren Domänen 
in der Regel zwei  angehören. Dies sind speziell Entwurfsmuster, die den Entwurf von verteilter,
objektorientierter Realzeit-Software erlauben. Auh dieser Sahverhalt soll berüksihtigt werden.
7.2 Verteilte Verarbeitung mit Entwurfsmustern
In diesem Abshnitt werden Entwurfsmuster zur verteilten Verarbeitung vorgestellt. Zunähst wer-
den Anforderungen und Eigenshaften der verteilten Verarbeitung angegeben, bevor in Tabelle 7.1
eine Übersiht der Entwurfsmuster zur verteilten Verarbeitung angegeben wird.
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Ein erweiterter Katalog von Eigenshaften eines verteilten Systems wird in [PSW96℄ angege-
ben, der u. a. Entferntheit, Nebenläugkeit, lokale Zustandsbetrahtung, partiellen Systemausfall,
Asynhronität und Autonomie, nennt. Einige wihtige Begrie sollen hier kurz angeführt werden.
Die Entferntheit gibt an, dass Komponenten eines verteilten Systems räumlih voneinander ge-
trennt sind, was bedeutet, dass Wehselwirkungen entweder entfernt oder lokal auftreten können.
Dabei sind Fragen zur Verzögerung und zur Zuverlässigkeit zu berüksihtigen. In der Beispiel-
anlage aus Abshnitt 2.5 sind eine Anlagen- und eine Teilanlagensteuerung räumlih voneinander
entfernt.
Die Nebenläugkeit gibt an, dass eine Komponente parallel zu einer anderen ausgeführt werden
kann. Dafür müssen die Komponenten niht notwendigerweise räumlih voneinander getrennt sein,
sondern zur Verarbeitung kann auh ein Mehrkernprozessor an einem Ort verwendet werden. Bei
der Beispielanlage aus Abshnitt 2.5 laufen der Regler und die Einzelgerätesteuerungen für den
Sensor und den Aktor parallel an vershiedenen Orten ab.
Die Autonomie gibt an, dass Funktionalitäten zum Management und zur Steuerung eines ver-
teilten Systems auf autonome Komponenten (Autoritäten) verteilt sein dürfen, wobei keine Au-
torität eine übergeordnete Gesamtkontrolle besitzen darf. Inkonsistenzen zwishen den einzelnen
Einheiten müssen vermieden werden.
Die Autoren [PSW96℄ geben auÿerdem an, dass die oene, verteilte Verarbeitung darauf aus-
gerihtet ist Systeme zu modellieren und zu entwikeln, die Oenheit, Integration, Modularität,
Siherstellung von Dienstqualität, Siherheit und Transparenz als Eigenshaften besitzen. Auh
hier sollen einige wihtige Eigenshaften kurz beshrieben werden.
Die Oenheit befasst sih einerseits mit der Portierbarkeit von Komponenten auf vershiedene
Ausführungsknoten, was bedeutet, dass diese Komponenten auf diesen Knoten ohne Modikation
ausgeführt werden können.
Die Integration befasst sih mit dem Zusammenshluss vershiedener Komponenten und Sys-
teme zu einem Ganzen. Hier wird auÿerdem die Integration von Teilsystemen mit vershiedenen
Arhitekturen unterstützt.
Die Modularität ist eine Eigenshaft aus dem Bereih des Software-Engineering, die Teilsysteme
autonom, jedoh als in Beziehung stehend, modelliert. Jede einzelne Steuerung aus Abshnitt 2.5
repräsentiert ein Modul.
Die Siherstellung der Dienstqualität bezeihnet die Einhaltung einer Menge von Dienstanfor-
derungen an das Systemverhalten. Diese Eigenshaft umfasst beispielsweise die Realisierung der
Timeliness (also Rehtzeitigkeit) von Ereignissen, die Verfügbarkeit und Zuverlässigkeit entfern-
ter Ressouren und Wehselwirkungen sowie die Bereitstellung einer gewissen Fehlertoleranz beim
Ausfall von Teilsystemen, die insbesondere bei sehr groÿen verteilten Systemen von Bedeutung ist.
Bei der Kommunikation von Steuerungen, wie sie in Abshnitt 2.5 behandelt werden, muss eine
bestimmte Dienstqualität eingehalten werden.
Siherheitsanforderungen entstehen insbesondere durh die Entferntheit von Prozessen und
Wehselwirkungen sowie durh die Mobilität eines Systems.
Transparenz ist eine zentrale Anforderung, um die Erstellung von verteilten Systemen zu er-
leihtern. Transparenz umfasst u. a. das Verbergen von Implementierungsdetails, d. h. bei der
Integration von neuen Systemen und Ressouren sollte das ggf. auftretende Abweihen von System-
arhitekturen und -parametern dem Anwender verborgen bleiben und die Verteilungstransparenz,
d. h. tehnishe Details sollen bei der Realisierung von Verteiltheit möglihst ebenso verborgen
bleiben. Transparenz kann auf viele Funktionalitäten bezogen werden, wie Zugristranspararenz,
Ortstransparenz und Abarbeitungstransparenz. Für die Anlagensteuerung aus Abshnitt 2.5 ist
die Verarbeitung der Gruppen- und Einzelgerätesteuerungen transparent.
Nun soll eine kurze Übersiht der Entwurfsmuster aus Tabelle 7.1 gegeben werden, bevor diese
jeweils in einem eigenen Abshnitt vorgestellt werden.
Die Entferntheit in einem verteilten System wird durh das Proxy- und das Broker-Muster
unterstützt. Das Proxy-Muster erlaubt es, einen lokalen Stellvertreter für ein Objekt in einem
entfernten Adressraum festzulegen, welher mit dem entfernten Objekt kommuniziert. Das Broker-
Muster ermögliht die Weiterleitung von Objektadressen zur Laufzeit, auh wenn die beteilig-
ten Objekte an einem Kommunikationsvorgang vorher niht bekannt waren. Auÿerdem unterstüt-
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Entwurfsmustername Entwurfsmusterbeshreibung Beziehung zu anderen Domänen
Proxy Bildet Stellvertreter eines Ob-
jektes in fremden Adressräumen.
Keine
Broker Dient als Vermittler von Objekt-
adressen zur Laufzeit.
Realzeit-Broker [CS02℄
Rendezvous Dient der Synhronization von
Aufrufen eines Objektes.
Keine
Distributed Ob-
server
Beobahtet Ereignisquellen. Fehlertolerante Verarbeitung
Verteilte Transakti-
on
Verwendet Transaktionsmeha-
nismen, wie z. B. das Zwei-
Phasen-Commit.
Keine
Asynhronous
Command
Unterstützt asynhron und ent-
fernt abgesetzte Kommandos.
Keine
Tabelle 7.1: Die Entwurfsmuster zur verteilten Verarbeitung
zen Broker die föderative Namensverwaltung und die Evolution in einem verteilten System. Das
Distributed Observer-Muster erlaubt die Beobahtung von untershiedlihen und auf mehrere Kno-
ten verteilte Signalquellen. Somit werden die Entferntheit und die Verteilungstransparenz unter-
stützt. Bei der verteilten Verarbeitung müssen aufgrund der Nebenläugkeit auh Synhronisations-
aspekte berüksihtigt werden, was mit dem Rendezvous-Muster  auh Semaphormuster genannt
 geshieht. Die Autonomie wird durh Transaktionen gewährleistet, welhe ACID-Eigenshaften
auh für verteilte Systeme siherstellen und damit auh die Transparenz bewahren. ACID ist eine
Abkürzung, die die Atomarität, Konsistenz, Isolation und Persistenz für Transaktionen umfasst.
Die Asynhronität von Befehlen für QoS-Angaben wird durh das Asynhronous-Command-Muster
unterstützt.
7.2.1 Proxy-Muster mit Shwerpunkt auf dem Remote-Proxy
Die grundsätzlihe Idee des Proxy-Musters besteht darin, einem tatsählihen Objekt ein Stellver-
treter-Objekt vorzulagern. Das Stellvertreter-Objekt nimmt die Aufrufe von Methoden entgegen
und führt je nah Verwendungszwek des Proxys eine eigenständige Verarbeitung durh. Anshlie-
ÿend wird der Methodenaufruf an das eigentlihe Objekt weitergeleitet, damit dies die erforderlihe
Verarbeitung durhführen kann. Für das Proxy-Muster existieren zahlreihe Varianten, die auh
kombiniert  z. B. in modernen Appliation Servern wie WebSphere von IBM  eingesetzt werden.
Eine wihtige Variante unterstützt das Cahing, um Daten vorzuhalten, die bereits vom tatsäh-
lihen Objekt bereitgestellt worden sind. Auÿerdem wird häug die Protokollierung von Aufrufen
vorgenommen. Ist die Siherheit des tatsählihen Objektes von Bedeutung, wird das Proxy-Objekt
dazu verwendet, das eigentlihe Objekt vor unberehtigten Zugrien zu shützen. Weiterhin werden
Proxy-Objekte zur Synhronisation von Zugrien auf das tatsählihe Objekt verwendet, um Syn-
hronisationsprobleme zu vermeiden. In dieser Arbeit ist speziell das so genannte Remote-Proxy
von Interesse, das die Kommunikation zwishen Objekten über die Grenzen von Adressräumen
hinweg unterstützt.
Kontext: Bei der Kommunikation von Objekten aus untershiedlihen Adressräumen treten
vielfältige Problemstellungen auf.
Problem: Ein direkter Zugri ist zwar häug möglih, neigt aber bei der Implementierung zu
Leistungs-, Siherheits-, Transparenz- und Flexibiltätsproblemen, weil die Lösung zu kompliziert
ist. Von einer Lösung erwartet man Folgendes:
• Ein Klient kann in einer vertretbaren Laufzeit und siher auf einen entfernten Server zugrei-
fen. Weiterhin soll der Klient Kenntnisse über die Zugriskosten und die Transportzeiten
beim Zugri auf einen Server besitzen.
• Der Klient soll transparent und möglihst einfah auf den Dienst eines entfernten Servers
79
zugreifen können.
Lösung: Das Remote-Proxy ist ein bewährtes Kernkonzept des verteilten Aufrufes von Methoden
und wird beim Remote Proedure Call (RPC) oder bei der Remote Method Invoation (RMI) in
Java verwendet. Das Proxy-Muster ist anwendbar, wenn eine normale Referenz oder Zeiger niht
angebraht oder unmöglih sind, wenn etwa ein Objekt in einem anderen Thread oder Prozessor
untergebraht ist. Dieses Entwurfsmuster entkoppelt einen Klienten von seinen Servern, indem ein
lokales Proxy als Stellvertreter für den entfernt zugreifbaren Server verwendet wird. Dadurh ent-
steht die geforderte Transparenz eines Aufrufes von einem Klient an einen Server. Die Entkopplung
von Klient und Server trägt dazu bei, dass Klient und Server in untershiedlihen Adressräumen
untergebraht sein können. Im Proxy wird, wenn nötig geprüft, ob der Klient die Berehtigung für
einen Zugri besitzt. In Abbildung 7.1 wird das zugehörige Sequenzdiagramm gezeigt. Es enthält
ein Objekt in der Rolle eines Klienten und ein Objekt in der Rolle eines Servers. Alle Aufrufe eines
Dienstes durh den Klienten werden vom lokalen Proxy an den Server weitergeleitet. Das Proxy
kann dann Aufrufe an den ursprünglihen Server weiterleiten oder es kann einer asynhronen Strate-
gie folgen, die periodish oder in Episoden aktualisierte Werte vom Server abruft. In Abbildung 7.1
wird gezeigt wie der aufgerufene Dienst durh Weiterleitung der Servie-Nahriht weitergegeben
wird.
Beispiel: In der Beispielanlage aus Abbildung 2.4 werden Remote-Proxys zur Kommunikation
für alle niht an einem Ort bendlihen Steuerungen verwendet. Speziell werden zwei Remote-
Proxys zur Kommunikation des Reglers mit seiner Aktor- und seiner Sensorsteuerung verwendet.
In der OPC UA wird das Proxy-Muster verwendet, um Objektknoten zu verbinden [MLD09℄.
sd Proxy
O1 : Client O2 : Proxy O3 : Server
service
Message1
Abbildung 7.1: Ein typishes Sequenzdiagramm des Proxys
Der primäre Nahteil des Proxy-Musters besteht darin, dass ein potentieller Leistungsverlust
auftreten kann. Eine andere Shwähe besteht in der Kopplung zwishen den Proxy-Objekten und
dem Server. Das Proxy muss wissen, wie man den Server ndet, daher muss es niht nur die
operationelle Syntax für den Datenaufruf, sondern auh den Platz des Servers kennen sowie in
der Lage sein, Aufrufe über ein zugrunde liegendes Kommunikationsprotokoll weiterzuleiten. Das
Proxy-Muster kann durh Verwendung des Broker-Musters ausgearbeitet werden, um eine stärkere
Entkopplung von möglihen Servern zu erzielen.
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7.2.2 Broker-Muster
In diesem Abshnitt wird das Broker-Muster vorgestellt.
Kontext: Ein verteiltes und unter Umständen heterogenes System, in dem voneinander unab-
hängige Komponenten zusammenarbeiten, ist die Ausgangssituation.
Problem: Ein verteiltes Software-System besteht aus einer Menge von zusammenwirkenden,
voneinander entkoppelten Komponenten, die sih an untershiedlihen Orten benden können. Ein
derartiges System kann über eine hohe Komplexität verfügen, trotzdem verfügt es über eine hohe
Flexibilität, Wart- und Änderbarkeit. Da die verteilten Komponenten miteinander kommunizieren
müssen, ist ein grundlegender Kommunikationsmehanismus notwendig (z. B. RMI). Weiterhin
müssen die Klienten wissen, wo sih die Server benden. Dienste für das Hinzufügen, Auswehseln,
Aktivieren und Suhen von Komponenten sind erforderlih. Anwendungen, die auf diese Dienste
zugreifen, sollten niht von systemspezishen Details abhängen.
Lösung: Das Broker-Muster ist ein um weitere Funktionalitäten ausgearbeitetes Proxy-Muster,
welhes die Entkopplung der Klienten von den Servern unternimmt. Ein Objekt-Broker hat die Auf-
gabe des Wissensvermittlers über den Aufenthaltsort anderer Objekte. Der Objekt-Broker kann
dieses Wissen a priori (zur Übersetzungszeit) besitzen oder es dynamish zur Laufzeit erwerben,
wenn sih Objekte registrieren, oder aber es kann eine Kombination aus Compile- und Laufzeit-
informationen vorliegen. Der Hauptvorteil des Broker-Musters besteht darin, dass es möglih ist
ein Proxy-Muster zu verwenden, wobei der Aufenthaltsort zur Übersetzungszeit niht bekannt ist.
Dies maht es besonders für Mehrprozessor-Systeme interessant.
Die arhitektonishen Komponenten aus denen das Broker-Muster zusammengesetzt ist, sind
der Objekt-Broker, der Klient und die Server-Subsysteme. Es passiert selten, dass ein Broker
einen isolierten Klienten und Server hat. Wenn das Broker-Muster benutzt wird, ist es als eine
Entwurfsentsheidung von groÿer Bedeutung und sehr nützlih.
In fehlertoleranten und siherheitskritishen Systemen kann der Broker eine groÿe Bedeutung
zur Bewahrung der Systemintegrität spielen. So kann der Broker z. B. einen Wathdog enthalten,
der Verbindungen mit allen siherheitsrelevanten Subsystemen aufreht erhält. Wenn ein Subsystem
instabil wird oder abstürzt, kann der Objekt-Broker Siherheitsaktionen initiieren, wie eine Anlage
herunterfahren oder das Hereinfahren von Steuerstäben in den Kern eines Reaktors vornehmen.
Derzeit benden sih Realzeit-Broker für Java [CS02, Sh02, KSKC03℄, die auf dem Real-Time
Corba Standard der OMG beruhen, in der Entwiklung.
7.2.3 Reoverable Distributed Observer Muster
Dieses Entwurtsmuster ist eine Variante des Observer Musters für Software mit Verteilungs- und
Fehlertoleranzanforderungen und wird in [ID96℄ vorgestellt. Das Entwurfsmuster ist bei IBM
für den Entwurf des Otopus Shedulers verwendet worden. Weiterhin ist es beim Entwurf des
Distributed Lok Mangers für das Calysto File System zur Anwendung gekommen.
Kontext: In einem verteilten System kooperieren Anwendungen, die auf untershiedlihen Kno-
ten bzw. auf vershiedenen Prozessoren ausgeführt werden. Die Konsistenz der Daten ist von beson-
derem Interesse. Hierbei sind Fehlertoleranz- und Performaneanforderungen zu berüksihtigen.
Problem: Jede auf einem Knoten ausgeführte Anwendung besitzt einen Teilzustand. Der Ge-
samtzustand wird durh die einzelnen Teilzustände auf den Knoten gebildet. Dieser muss perma-
nent neu ermittelt und an die einzelnen Knoten propagiert werden. Dabei muss berüksihtigt
werden, dass Knoten fehlerbedingt ausfallen können. Auÿerdem muss berüksihtigt werden, mit
welher Strategie die einzelnen Anwendungen über Zustandsänderungen benahrihtigt werden.
Lösung: Das Entwurfsmuster bietet Entwurfsalternativen bzgl. der Gewährleistung der Da-
tenkonsistenz und der Fehlertoleranz. Auf jedem Knoten gibt es einen lokalen Zustandsmanager
(LSM), der den lokalen Zustand verwaltet. Auf einem ausgezeihnetem Knoten bendet sih der
globale Zustandsmanager (GSM). Die lokalen und der globale Zustandsmanager kommunizieren
miteinander, um sih gegenseitig über Zustandsänderungen zu informieren. Weiterhin gibt es auf
jedem Knoten eine Komponente, die der Fehlerbehandlung dient. Diese wird als Loal Failure
Handler (LFH) bezeihnet. Zusätzlih gibt es eine zentrale Komponente zur Fehlerbehandlung, die
Global Failure Handler (GFH) genannt wird. Der GFH prüft in regelmäÿigen Abständen mittels
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der hekMembers-Nahriht, ob die LFH auf den einzelnen Knoten noh arbeiten. Darauf ant-
wortet jeder funktionstühtige LFH mit der isAlive-Nahriht an den GFH. Erfolgt diese Antwort
niht nimmt der GFH an, dass der entsprehende LSM bzw. GSM ausgefallen ist. Daraufhin wird
eine Rekonguration des verteilten Programms eingeleitet, bei dem ein neuer globaler Zustand
ermittelt wird. Für den Fall, dass der GFH selbst ausfällt, muss ein neuer GFH auf einem noh
funktionsbereitem Knoten erzeugt werden. Hierbei wählen die LFH einen GFH aus.
Bei dem Entwurfsmuster existieren Variationsmöglihkeiten bzgl. starker und shwaher Kon-
sistenz. Der Untershied zwishen starker und shwaher Konsistenz wirkt sih darauf aus, wie
bei einer Zustandsänderung, die durh eine Anwendung ausgelöst wird, die Datenkonsistenz si-
hergestellt wird. Im Falle von shwaher Konsistenz wird zuerst ein LSM aktualisiert und die
Zustandsänderung wird erst anshlieÿend an den GSM propagiert. Bei starker Konsistenz wird je-
de Zustandsänderung zunähst an den GSM weitergeleitet und dieser benahrihtigt anshlieÿend
jeden LSM über die Zustandsänderung.
Im Sequenzdiagramm aus Abbildung 7.2 wird speziell die Interaktion der Komponenten zur Si-
herstellung der Datenkonsistenz bei shwaher Konsistenz betrahtet. Tritt durh eine Anwendung
eine Veränderung auf, wird der LSM des zugehörigen Knotens informiert. Der LSM informiert den
GSM über die Änderung des Datenzustandes durh die notifyGSM -Nahriht. Auf dem GSM wird
anshlieÿend die update-Nahriht aufgerufen, die den globalen Zustand aktualisiert. Anshlieÿend
werden die LSM über die vorangegangenen Zustandsänderungen bzw. den neuen globalen Zustand
informiert. Dafür wird auf dem GSM die Operation notifyLSM aufgerufen, die anshlieÿend die
set-Nahrihten an die lokalen LSM versendet.
Die Leistungsaspekte des Musters werden durh das Cahing des globalen Zustandes im LSM
und die Frequenz, mit der die Operation notifyGSM vom LSM aufgerufen wird, vorgegeben. Für
strenge Konsistenz wird die Operation notifyGSM synhron für Zustandsmodikationen jedes ein-
zelnen LSM aufgerufen. Bei shwaher Konsistenz wird die Operation notifyGSM erst mit einiger
Verzögerung aufgerufen.
Das Reoverable Distributed Observer Muster hat die folgenden Vorteile:
• Es nimmt Interaktionen zwishen den Komponenten eines verteilten Systems, die einen ge-
meinsamen Zustand besitzen, unter Berüksihtigung der Performane vor.
• Es verbessert die Wiederverwendbarkeit und Modularität von verteilten, fehlertoleranten
Komponenten, die einen gemeinsamen Zustand besitzen.
Beispiel: Bei der Beispielanlage aus Abbildung 2.4 kann das Reoverable Distributed Observer
Pattern zur Kommunikation der Gruppensteuerung zum Abpumpen mit der zugehörigen Verrie-
gelungssteuerung verwendet werden.
7.2.4 Transaktionsmuster
Kontext: In verteilten Systemen kann es vorkommen, dass das Ergebnis einer Verarbeitung mehr
als einen Knoten betrit, bzw. dass durh die Verarbeitung Daten auf mehr als einem Knoten
betroen sind.
Problem: Häug ist es so, dass Anforderungen an die Konsistenz der Verarbeitung gestellt
werden. So muss etwa bei einer verteilten Verarbeitung auf jedem Knoten ein bestimmter Shritt
ausgeführt werden, um die Konsistenz der gesamten Verarbeitung zu gewährleisten. Sollte auf einem
Knoten der entsprehende Shritt niht durhgeführt werden können, darf die gesamte Verarbei-
tung niht stattnden. Auh die Nebenläugkeit zu anderen stattndenden Verarbeitungen muss
berüksihtigt werden. Weiterhin muss die Dauerhaftigkeit der durh die Verarbeitung ausgelösten
Änderungen sihergestellt werden.
Lösung: Hierzu wird zunähst der Begri der Transaktion behandelt. Eine Transaktion ist eine
Sequenz von Operationen, die den Zustand eines Objektes oder einer Sammlung von Objekten auf
eine wohl denierte Weise ändert. Transaktionen sind deshalb nützlih, weil sie Aussagen darüber
mahen, wie der Zustand eines Objektes vor, während und nah einer Verarbeitung durh ein Ob-
jekt auszusehen hat. Manhmal gibt es auh Aussagen, die niht in Bezug zu den Objekten einer
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Abbildung 7.2: Das Sequenzdiagramm des Reoverable Distributor Observer Musters
Transaktion stehen. Entwurfsmuster für Transaktionen treten in untershiedlihen Ersheinungs-
formen auf. Diese sind nah [Gra99a, MK04℄ ACID, Composite, Zwei-Phasen-Commit und Audit
Trail. Eine ACID-Transaktion  also eine Transaktion mit ACID-Eigenshaften  stellt siher, dass
eine Transaktion niemals eine unerwartete oder inkonsistente Ausgabe erzeugt. Grundlegend ist der
Gedanke, dass eine Transaktion die sog. ACID-Eigenshaften erhalten muss. Diese sind Atomarität,
Konsistenz, Isolation und Persistenz (Durability), die hier kurz vorgestellt werden:
• Atomarität stellt siher, dass die Zustandsänderungen, welhe an einen Objekt erfolgen, durh
eine Transaktion atomar sind, was bedeutet, dass sie entweder genau einmal oder gar niht
geshehen.
• Konsistenz gewährleistet, dass eine Transaktion eine korrekte Transformation des Objekt-
zustandes ist. Bei Beginn und nah einer Transaktion erfüllen die Objekte, auf denen eine
Transaktion gearbeitet hat, sämtlihe Integritätsbedingungen.
• Isolation stellt siher, dass die Ausführungsreihenfolge dieser anderen Transaktionen völlig
egal ist, obwohl eine Transaktion nebenläug zu anderen Transaktionen ausgeführt werden
kann.
• Persistenz legt die Zustandsänderungen einer Transaktion, die erfolgreih beendet wird, dau-
erhaft fest.
In komplexen Anwendungen ist es oftmals erforderlih, Transaktionen aus einfaheren ACID-
Transaktionen zusammenzusetzen, die als eigenständige Komponenten dienen und für die voll-
ständige Transaktion bereitstehen. Um die Atomarität zu gewährleisten, ist hier ein verteiltes
Commit-Protokoll erforderlih. Ein sehr bekanntes Verfahren ist das so genannte Zwei-Phasen-
Commit (2PC) [LKK93, CDK05℄. Bei diesem Verfahren wird in der ersten Phase des Protokolls,
die auh als Abstimmungsphase bezeihnet wird, durh einen Koordinator die Zustimmung oder
Ablehnung zur Festshreibung der Datenänderungen sämtliher beteiligter Prozesse eingeholt. Der
Koordinator ist in der Regel der Prozess, der eine Festshreibung einleitet. Damit der Koordinator
Commit entsheiden darf, muss die Voraussetzung, dass alle Teilnehmer zustimmen, erfüllt sein.
Sollte dies niht der Fall sein, d. h. mindestens ein Teilnehmer stimmt niht zu, muss der Koordi-
nator auf Abort (Zurüksetzen) entsheiden. Auf der Grundlage dieses gemeinsamen Ergebnisses
werden entweder alle Teiltransaktionen zum erfolgreihen Abshluss geführt, bei dem die zwishen-
zeitlih gesperrten Ressouren auh wieder freigegeben werden, oder die gesamte Transaktion wird
zurükgesetzt.
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Im Folgenden soll das Transaktionsmuster für das Zwei-Phasen-Commit durh zwei Sequenz-
diagramme, die in den Abbildungen 7.3 und 7.4 gezeigt sind, näher beshrieben werden. Das
Sequenzdiagramm des Entwurfsmusters besteht aus den anshlieÿend beshriebenen Objekten:
• Die übergeordnete Transaktionslogik, bei der eine Klasse auf der obersten Ebene die gesamte
Logik einer Transaktion übernimmt. Diese wird durh O1 repräsentiert.
• Der Transaktionskoordinator nimmt als Objekt  hier O2  die Koordination der einzelnen
Teiltransaktionen einer Gesamttransaktion vor. Dieser ermittelt, ob alle Teiltransaktionen
korrekt abgeshlossen worden sind, wodurh ein Commit ausgelöst wird, oder ob infolge
einer Ablehnung einer Teiltransaktion ein Abort auftritt.
• Die Teiltransaktionen werden selbständig auf jedem Knoten ausgeführt. Jede Instanz dieser
Klasse ist verantwortlih für die Ausführung einer lokalen Teiltransaktion auf einem Knoten
eines verteilten Systems. Häug ist es jedoh so, dass die Teiltransaktionen niht so entworfen
wurden, dass sie mit dem Zwei-Phasen-Commit arbeiten können, sodass Wrapper eingesetzt
werden müssen. Der Wrapper ndet Anwendung, wenn eine existierende Klasse verwendet
werden soll, deren Shnittstelle niht der benötigten Shnittstelle entspriht. Wrapper sind
Hüllklassen und kapseln ein bestimmtes Verhalten ein. Die Transaktionswrapper ermöglihen
es, dass Transaktionsobjekte mit dem Zwei-Phasen-Commit-Protokoll arbeiten, indem sie die
Logik, die dieses Protokoll erfordert, bereitstellen. In dem Sequenzdiagramm sind O3 und O5
Wrapperobjekte für die einzelnen Teiltransaktionen, die jeweils eine lokale Kapsel für eine
Teiltransaktion bilden.
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Abbildung 7.3: Ein beispielhaftes Sequenzdiagramm des Transaktionsmusters (Commit)
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Abbildung 7.4: Ein beispielhaftes Sequenzdiagramm des Transaktionsmusters (Abort)
• Die Objekte für die beiden lokalen Teiltransaktionen auf den Knoten werden hier mit O4
und O6 bezeihnet. Die Teiltransaktionen können auh als Komponententransaktionen an-
gesehen werden.
Die Teiltransaktionen registrieren sih beim Koordinatorobjektmit asynhronen register -Aufruf-
en aus untershiedlihen Threads. Die Objekte, die die register -Methode des Koordinatorobjektes
aufrufen, laufen unabhängig weiter.
Durh die übergeordnete Transaktionslogik wird ein startTransation-Aufruf an das Koordi-
natorobjekt abgesetzt, um eine Transaktion zu beginnen. Das Koordinatorobjekt setzt seinerseits
prepareCommit-Aufrufe an die Transaktionswrapper der Teiltransaktionen ab. Die Wrapper leiten
die prepareCommit-Aufrufe an die Teiltransktionen weiter. Die Aufrufe an die Teiltransaktionen
erfolgen  wenn möglih  nebenläug, sonst erfolgen die Aufrufe sequentiell. Jede Teiltransak-
tion antwortet mit einem Return, ob sie bereit ist an der Transaktion teilzunehmen oder niht.
Stimmt eine Teiltransaktion dem prepareCommit zu, muss sie sih für einen ommit-Aufruf be-
reithalten. Für den Fall, dass alle Teiltransaktionen an der gesamten Transaktion teilnehmen (s.
Abbildung 7.3), wird durh das Koordinatorobjekt ein ommit-Aufruf an alle Transaktionswrapper
abgesetzt, welher an die jeweiligen Teiltransaktionen weitergeleitet wird.
Falls eine Teiltransaktion niht bereit ist an der Transaktion teilzunehmen, wird  wie in Ab-
bildung 7.4 für die erste Teiltransaktion gezeigt  wird ein Abbruh der gesamten Transaktion
eingeleitet. Dafür sendet der Transaktionskoordinator jeweils eine abort-Nahriht an die Objekte
der Transaktionswrapper, die diese an die Teiltransaktionen weiterleiten. Die Teiltransaktionen
nehmen dann ihren lokalen Abbruh vor.
Das Transaktionsmuster muss eine Kompensation des Ausfalls eines Koordinatorobjektes un-
terstützen. Dafür wird der Status jeder in Bearbeitung bendlihen Transaktion in einer Datei
abgelegt. Dieser wird beim erneuten Start des Koordinatorobjektes zur Wiederherstellung des vor-
herigen Zustandes verwendet.
Beispiel: Um in der Beispielanlage aus Abbildung 2.4 die niht-funktionalen Anforderungen zur
transaktionsgesiherten Kommunikation zwishen dem Bild und der Teilanlagen- bzw. der Anla-
gensteuerung zu realisieren, wird dieses Entwurfsmuster verwendet. Die Verwendung von verteilten
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Transaktionen mit einem Zwei-Phasen-Commit-Protokoll für die Steuerung von Feldgeräten wird
in [SSS09℄ vorgestellt.
7.2.5 Rendezvous-Muster
Die Synhronisation ist ein zentrales Problem bei der Koordination sowie von nebenläugen als
auh verteilten Komponenten [CDK05℄. Es gibt zahlreihe bekannte Ansätze zur Behandlung
der Synhronisation aus dem Bereih der Kommunikation von sowie für Threads Sperren zu or-
ganisieren [FB04℄, Semaphore, Monitore, Mutexe et. Sperren blokieren Threads, da diese in
einen Wartezustand versetzt werden. Algorithmen, die ohne Blokierungen arbeiten, werden als
lok-free bezeihnet und sind in Mehrprozessorsystemen von besonderer Bedeutung [HS08℄. In
diesem Abshnitt wird wegen seiner allgemeinen Anwendbarkeit das Rendezvous-Muster vorge-
stellt [Dou99, Dou04℄. Ein Rendezvous-Muster kann sowohl lokal, d. h. im selben Adressraum 
etwa bei einem Mehrprozessorsystem  als auh verteilt angewendet werden [Arj07℄.
Kontext: In verteilten Systemen arbeiten zahlreihe Komponenten in untershiedlihen Kon-
trollüssen nebenläug miteinander zusammen und greifen auf gemeinsame Daten zu.
Problem: Oft müssen Ergebnisse zwishen Komponenten synhronisiert werden, bevor eine
weitere Bearbeitung erfolgen kann, weil Verarbeitungsshritte voneinander abhängen oder zum
rihtigen Zeitpunkt auf Daten zugrien werden muss. Es existieren vershiedene Strategien, das
Zusammenwirken zu koordinieren. Eine Komponente kann beliebig lange auf eine andere warten.
Die Wartezeit kann aber auh begrenzt sein, sodass nah Ablauf einer Frist, die Verarbeitung
fortgesetzt wird. Weiterhin ist es möglih, dass die Komponente ihre Verarbeitung sofort fortsetzt,
falls eine andere niht augenbliklih zur Verfügung steht.
Lösung: Im Bereih der Betriebssysteme sind die klassishen Lösungen hierfür Semaphore und
Rendezvous-Objekte. Synhronisationsmaÿnahmen können sowohl im ASM als auh im KSM als
Entwurfsmuster angewendet werden. Rendezvous-Objekte nden, z. B. bei der Synhronization
von Realzeit-Tasks Verwendung.
Ein Rendezvous bezieht sih auf die Synhronisation von nebenläugen Tasks. Die üblihere
Benutzung des Begris Rendezvous bezieht sih auf die Synhronization von mehreren Tasks. Das
Rendezvous von zwei Tasks wird bilaterales Rendezvous genannt. Formal gesehen ist ein Rendez-
vous ein Mittel, um die Vorbedingungen der partizipierenden Tasks zu erzwingen. Dieses Ent-
wurfsmuster besteht aus einem koordinierenden, passiven Objekt (Rendezvous-Objekt genannt),
Klienten, die sih synhronisieren müssen, und beidseitigen Sperrsemaphoren. Sperrsemaphore ver-
anlassen die Threads zum Warten, bis sämtlihe ihrer Vorbedingungen erfüllt sind. Dies wird durh
das Rendezvous-Objekt in Zusammenarbeit mit einem Poliy-Objekt geprüft. Durh ein Poliy-
Objekt wird festgelegt, welhe Strategie für das Rendezvous verwendet wird. Eine bekannte Stra-
tegie ist das zeitbehaftete Rendezvous, bei dem ein Thread nah Ablauf einer Frist selbstständig
weiterläuft. Bei der Thread Barrier Strategie [OW04℄ werden die beteiligten Threads solange blo-
kiert, bis eine bestimmte Anzahl von ihnen registriert ist, danah wird die Blokade aufgehoben.
Die Cyli Barrier Strategie ist eine Variante des Thread Barriers, bei der die Barriere (hier das
Rendezvous-Objekt) beliebig oft wiederverwendet werden kann. Durh Bedingungsvariablen ist es
möglih Datenüsse zu synhronisieren, indem geprüft wird, ob eine denierte Bedingung einge-
treten ist.
Das Entwurfsmuster besteht aus den folgenden Objekten:
• Ein Thread-Objekt des Entwurfsmusters ist ein normales Objekt, das in einem asynhronen
Thread operiert. Es ruft die wait()-Methode des Rendezvous-Objekts auf und bleibt solange
gesperrt, bis das zugehörige Sperrobjekt (ein Objekt der Klasse Lok), eine Antwort auf den
wait()-Aufruf die Kontrolle zurük an das Thread-Objekt gibt, damit dieses seine Verarbei-
tung fortsetzen kann.
• Das Rendezvous-Objekt koordiniert den Synhronisationsprozess und vershmilzt die beid-
seitigen Semaphore zu Klienten-Threadobjekten. Jedes Rendezvous-Objekt handhabt typi-
sherweise einen einzelnen Synhronisationspunkt. Jeder an dem Rendezvous teilnehmende
Thread hat eine Assoziation mit der Rendezvous-Klasse, sodass deren wait()-Operation auf-
gerufen werden kann. Das Rendezvous-Objekt behandelt die Koordination der Sperrobjekte
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return
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          lock
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Abbildung 7.5: Ein typishes Sequenzdiagramm des Rendezvous-Musters
und stellt mit Hilfe eines Poliy-Objektes, das die ausgewählte Sperrstrategie enthält, fest,
ob alle Sperren im Sperrzustand sind. Wenn dies eintritt, wird allen Sperrobjekten signali-
siert, dass sie die von ihnen blokierten Threads freigeben und in den niht gesperrt Zustand
übergehen.
• Ein Sperrobjekt hat zwei Zustände: gesperrt und niht gesperrt (der initiale Zustand). Wenn
ein Thread Objekt die wait Operation auf dem Rendezvous aufruft, wird die ObjektID ver-
wendet, um das passende Sperrobjekt auszuwählen und seinen Zustand zu ändern. Jeder Kli-
ent hat sein eigenes Sperrobjekt, das erzeugt wird, wenn das Rendezvous initial angelegt wird.
Sperren können auf zahlreihe Weisen implementiert werden. Die gebräuhlihsten sind das
busy-wait und das sleep-wait. Beim busy-wait Ansatz bendet sih die lok -Operation in einer
Shleife bis die Synhronisationsbedingung (alle am Rendezvous beteiligten Threads warten)
erfüllt ist. Die Shlafe-Warten Lösung setzt den Klient Thread shlafend in Abhängigkeit
vom Betriebssystem Ereignis. Dieses Betriebssystem Ereignis wird durh das Betriebssystem
angefragt, wenn die Vorbedingungen erfüllt sind.
In Abbildung 7.5 ein Sequenzdiagramm angegeben, das beispielhaft die Anwendung des Rendez-
vous-Musters zeigt. Das Objekt O1 ist eine Gruppensteuerung zum Befüllen eines Behälters, die in
einem eigenen Thread abläuft. Durh das Objekt O2 wird eine Gruppensteuerung zum Abpumpen
eines Behälters modelliert. Zwishen diesen beiden Objekten ist eine Synhronisation erforderlih.
Hierfür wird das Rendezvous Objekt O3 verwendet, das mit dem Poliy-Objekt O6 zusammen-
arbeitet, um festzustellen, ob die Voraussetzungen für ein Rendezvous erfüllt sind. Die Objekte
O1 und O2 rufen jeweils die wait-Operation auf dem Objekt O3 auf. Die Sperrobjekte O4 und
O5, welhe von O3 erzeugt werden, unterstützen das Rendezvous-Objekt, um die Sperrung von
O1 und O2 aufrehtzuerhalten, die durh zwei lok()-Aufrufe von O3 erzeugt wurde. Sind die
Voraussetzungen für das Rendezvous erfüllt, ruft O3 auf jedem Sperrobjekt unlok auf und die
Sperrobjekte heben durh Antworten auf den wait-Aufruf die Blokierung der Objekte aus den
Threads auf.
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Begri Denition
Task-Exeution-Time Die Task-Exeution-Time ist die CPU-Zeit, die benötigt
wird, um ein Modul oder eine Task auszuführen. Die Aus-
führungszeit für den shlehtesten Fall wird als Worst Case
Exeution Time (WCET) bezeihnet [Mar07℄.
Taskperiode Die Taskperiode ist das Zeitintervall zwishen zwei Taskauf-
rufen. Wenn man sagt, dass die Task t eine Taskperiode von
10 ms hat, bedeutet dies, dass die Task alle 10ms initiiert
und abgeshlossen sein muss.
Task-Deadline Die Task besitzt einen Beendigungszeitpunkt D. Ein der-
artiger Beendigungszeitpunkt D heiÿt Task-Deadline. Der
voreingestellte Wert für eine Task-Deadline ist das Ende
einer Taskperiode.
Slak-Time oder Laxity Für den Fall, dass die Task-Exeution-Time vor der Task-
Deadline abgeshlossen ist, verbleibt eine Zeitdierenz
zwishen dem Endpunkt der Task-Exeution-Time und
der Task-Deadline. Diese wird als Slak-Time oder Laxi-
ty [Mar07℄ bezeihnet.
Taskrate Die Taskrate ist der reziproke Wert der Taskperiode. In
einem festem Zeitintervall t ist die Ausführungsrate einer
Task t/T, wobei T die Taskperiode ist.
Jitter Der Jitter beshreibt das Zeitintervall, in dem eine Task
zu jedem Zeitpunkt gestartet werden kann, aber vor dem
Ende der Deadline beendet sein muss. Damit ist die Task-
Deadline Taskausführungszeit plus erlaubtem Jitter.
Transport-Lag Der Transport-Lag ist ein Begri aus der Systemtheorie
bzw. Regelungstehnik und bezeihnet die verstrihene Zeit
zwishen der aktuellen Messung eines Wertes durh einen
Sensor und dem Empfang eines Wertes am Eingang eines
Aktors. Der Transport-Lag ist für die Stabilität eines Reg-
lers von Bedeutung.
Tabelle 7.2: Die Begrie aus dem Bereih der Realzeit-Verarbeitung
7.3 Realzeit-Verarbeitung mit Entwurfsmustern
In diesem Abshnitt werden zunähst grundlegende Begrie der Realzeitverarbeitung eingeführt.
Weiterhin dient er der Vorstellung von Entwurfsmustern, die die Erstellung von Realzeitsoftware
ermöglihen.
Realzeitverarbeitung ist eng verwoben mit dem Begri der Task, die eine Aufgabe ausführt und
der dafür eine genau denierte Zeit vorgegeben wird, aber die Aufgabe auh in dieser Zeit versehen
muss.
Für den Bereih der Realzeit-Software sheint es zunähst sinnvoll zu sein, eine Denition des
Begries Realzeit-System nah dem Oxford Ditionary of Computing anzugeben:
Any System [software℄ in whih time at whih output is produed is signiant.
This is usually beause the input orresponds to some movement in the physial world
and the output has to relate to the same movement. The lag from input time to output
time must be suiently small for aeptable timeliness. 
Diese Denition gibt uns ein intuitives Verständnis dieser Art von Software bei der Zeit eine
kritishe Ressoure ist. Weiterhin bleibt festzuhalten, dass zwishen Soft- und Hard Realtime-
Systems untershieden werden kann. Der Untershied besteht in der Art, wie sih das Auftreten
eines Fehlers, der eine Zeitshranke verletzt, äuÿert. Bei Hard Real-Time Systems kann ein Fehler,
der eine Zeitshranke verletzt, katastrophale Auswirkungen nah sih ziehen und ist damit niht
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Entwurfsmustername Entwurfsmusterbeshreibung Beziehung zu anderen
Domänen
Task-Muster Legt als grundlegendes Muster
für Realzeit-Software die peri-
odishe oder spontane Ausfüh-
rung einer Verarbeitung fest und
regelt die dafür bereitgestellten
Ressouren.
Keine
Asynhronous Commands s. Beshreibung in Abshnitt 7.2 Verteilte Verarbeitung
Tabelle 7.3: Die Entwurfsmuster zur Realzeit-Verarbeitung
tolerierbar. Im Gegensatz hierzu bleibt bei Soft Real-Time Systems ein solher Fehler ohne ernste
Auswirkungen und kann toleriert werden. Hiernah lassen sih auh Anforderungen an Realzeit-
Software klassizieren. Die Masse der Anforderungen ist aber eher weih, sodass oft die Hard-
Realtime-Anforderungen nur einen kleineren Teil ausmahen. In der Tabelle 7.2 sind einige weitere
Denitionen für wihtige Begrie aus der Domäne der Realzeitverarbeitung angegeben worden.
In Tabelle 7.3 sind Entwurfsmuster für die Realzeitverarbeitung aufgeführt. Die für die Realzeit-
Verarbeitung grundlegende Task wird durh das Task-Muster repräsentiert, das periodishe und
spontane Ausführung zulässt, für die Task-Raten und Deadlines festgelegt werden können.
7.3.1 Task-Muster
Dieser Abshnitt gibt eine Übersiht zum Begri der Task, der für Realzeitsysteme von groÿer
Bedeutung ist. Tasks werden häug in Realzeit-Software angewendet.
Kontext: In Realzeitsystemen existieren nah [Dou99℄ zahlreihe Kontrollüsse, die nebenläug
ausgeführt werden. Ein Thread setzt sih aus einer Menge sequentiell ausgeführter Aktionen, die
eine zusammenhängende Funktionalität und eine bestimmte Priorität besitzt, zusammen.
Problem: Die Aktionen einer Task können durhaus zu vielen Objekten gehören. Es ist also
eine Einheit zu nden, die sih aus mehreren Bestandteilen zusammensetzen kann. Dabei sind die
zu den einzelnen Bestandteilen gehörenden strukturellen und verhaltensorientierten Aspekte zu
berüksihtigen, die mit der UML selbstverständlih auf untershiedlihe Arten dargestellt werden
können.
Lösung: Die gesamte Umgebung
1
eines solhen Threads wird als Task bezeihnet. In einer
einzelnen Task kollaborieren in der Regel zahlreihe Objekte miteinander. Die Darstellung der
strukturellen Aspekte einer Task werden im Klassendiagramm aus Abbildung 7.6 vorgestellt.
Weiterhin muss auh der Synhronisation von Tasks Aufmerksamkeit geshenkt werden. Da-
für werden auh so genannte Taskdiagramme [Dou99℄ eingeführt, die ein Klassendiagramm an-
geben, welhes vollständig aus aktiven Klassen besteht. In Abbildung 7.7 wird zunähst als Bei-
spiel ein später noh erläutertes Klassendiagramm für den verteilten, entfernten Regler gezeigt,
dessen Task-Diagramm in Abbildung 7.8 angegeben wird. Das Task-Diagramm besteht aus den
aktiven Klassen periodiTask, Sensor und Ator. Anforderungen, die die Dienstqualität beshrei-
ben  wie Sheduling-Poliy, Taskperiode und Deadlines  können in diesem Diagramm durh
OCL-Constraints dargestellt werden.
Betrahtet man die verhaltensorientierten Aspekte einer Task, ist es selbstverständlih, dass
State- und Ativity-Charts verwendet werden können. Ein Statehart kann das Verhalten des zu
einer Task gehörenden Threads beshreiben, dabei muss wiederum die Synhronisation berüksih-
tigt werden.
Wie sieht nun die Task-Struktur einer verteilten Realzeitanwendung aus? Zunähst müssen
Threads für Tasks deniert werden. Anshlieÿend werden jedem Thread einer Task entsprehende
Objekte hinzugefügt. Die Art und Weise, wie die Threads deniert und Objekte hinzugefügt wer-
den, hängt sehr stark von den konkreten Anforderungen bzw. Randbedingungen der Software ab.
1
Die gesamte Umgebung kann aus mehreren Objekten bestehen.
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Abbildung 7.6: Das Klassendiagramm einer Task
Am Beispiel des entfernten, verteilten Reglers aus Abbildung 7.7 soll dieses Vorgehen erläutert
werden. Die Klasse periodiTask modelliert den Regler. Die Klasse SensorProxy repräsentiert das
Proxy eines Sensors. Diese Klasse entspriht dem Proxy-Muster aus [GHJV93, BMR
+
96℄. Ebenso
modelliert die Klasse AtorProxy das Proxy eines Aktors. Instanzen dieser drei Klassen werden
am Ort des Reglers erzeugt. Die Klasse Sensor modelliert die Software eines Sensors, der eine
physikalishe Gröÿe misst. Dementsprehend modelliert die Klasse Ator die Software des Ak-
tors, der Änderungen an der Stellgröÿe vornimmt. Die Klassen SensorAdapter und AtorAdapter
modellieren die Adapterobjekte für den Sensor und den Aktor. Diese Klassen lassen sih auf das
Adapter-Muster aus [GHJV93, BMR
+
96℄ zurükführen. Sie benden sih jeweils am Ort des Sen-
sors bzw. des Aktors. Die Klassen werden im Klassendiagramm durh gerihtete Assoziationen im
Klassendiagramm verbunden.
Man identiziert bei dem entfernten, verteilten Regler die drei aktiven Klassen: periodiTask,
Sensor und Ator, wie im Taskdiagramm in Abbildung 7.8 angegeben. Die Proxyobjekte gehö-
ren jeweils zum Thread der periodiTask. Die Adapterobjekte werden jeweils dem Sensor- bzw.
Atorthread zugeordnet.
Weiterhin können Tasks für Ereignisquellen oder Senken deniert werden. Hierbei werden ent-
weder Ereignisse gruppiert, die einer gemeinsamen Quelle entstammen, oder aber der Zugri auf
eine Shnittstelle durh eine Task bearbeitet. Wenn kein sehr komplexes System vorliegt, können
Einzelereignisse lose verarbeitet werden. So kann für jedes interne oder externe Ereignis eine eigene
Task deniert werden. Wenn eine Reihe von Shritten sequentiell durhgeführt wird, können die
eigenen Aktionen in einem eigenen, einzelnen Thread einer Task zusammengefasst werden. Bei dem
Beispiel des entfernten verteilten Reglers ist die Ereignisquelle der Sensor und die Ereignissenke
der Aktor für die jeweils eine eigenständige Task vorgesehen ist.
Auÿerdem maht es häug Sinn intensive Verarbeitungsvorgänge in einer Task zu kapseln.
Das kann beispielsweise das Einfügen, das Entfernen oder die Filterung von Daten sein. Hierfür
kann eine eigenständige Task, die etwa im Hintergrund arbeitet, verwendet werden. Ein weiteres
wihtiges Kriterium ist die Kohärenz von Informationen einer Task. Diese Gruppierung kann an-
gewendet werden, wenn die zusammenhängenden Daten in der Domäne des Benutzers verwendet
werden. Hierzu werden die korrespondierenden Objekte in die Task eingefügt. Weiterhin sind bei
der Konstruktion von Tasks natürlih zeitlihe Charakteristiken von Bedeutung. Wenn Daten mit
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Abbildung 7.7: Das Klassendiagramm des objektorientierten Entwurfes eines verteilten, entfernten
Reglers
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Abbildung 7.8: Das Taskdiagramm des objektorientierten Entwurfes eines verteilten, entfernten
Reglers
einer bestimmten Rate ankommen, kann eine periodishe Task diese aufnehmen und weiterleiten,
falls erforderlih. Aperiodishe Ereignisse können durh einen Interrupthandler verarbeitet und an
entsprehende Objekte weitergeleitet werden.
Das letzte Kriterium für die Bildung von sinnvollen Tasks liegt für den Fall von Fehlertoleranz
und Siherheitsanforderungen vor. So ist es, sinnvoll innerhalb von Tasks, Siherheitsprüfungen,
bzw. siherheitsrelevante Informationen zu verarbeiten als eigenständig festzulegen. Ein Zusam-
menlegung von verarbeitungs- und siherheitsrelevantem Code sollte auf jeden Fall vermieden wer-
den. Tasks, die siherheitsrelevante Informationen verarbeiten, sind etwa Wathdogs, aber auh
Alarme sollten in selbstständigen Tasks verarbeitet werden.
Zum gegenwärtigen Zeitpunkt sind mehrere Industrie-Standards verfügbar, die sih mit objekt-
orientierter Realzeit-Software auseinandersetzen. Beispiele hierfür sind Realzeit-Java von Newmo-
nis und RT-Java von der RT-Java Working Group. Jeder dieser Standards kennt Klassen, die dem
Begri der Task folgen. RT-Java kennt weiterhin die Realzeitaktivität, die aus einer oder mehre-
ren Realzeit-Tasks zusammengesetzt wird. Zwishen diesen Tasks bestehen typishe Beziehungen,
die durh das Anwendungsgebiet vorgegeben werden. Beispiele für Realzeit-Tasks sind eine Vi-
deokonferenzsitzung, ein interaktives Videospiel, ein Fax-Modem Gerätetreiber oder ein Roboter-
sd Task
O1 : periodisches Ereignis O2 : PeriodischeTask O3 : Arbeitsklasse
work
doThis
start
Abbildung 7.9: Sequenzdiagramm einer Task
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Controller. Die Tasks für einen Roboter-Controller können beispielsweise aus jeweils einer Task für
einen Roboter-Arm et. bestehen.
Weil Realzeit-Java Programme unter den untershiedlihsten Bedingungen ausführbar sein sol-
len, ist es erforderlih jede Aktivität vor ihrer Ausführung zu kongurieren. Der Kongurationspro-
zess besteht darin zu bestimmen, wie viel CPU-Zeit und Speiher für eine vorgegebene Arbeitslast
auf einer bestimmten Plattform benötigt werden. Das Ergebnis einer Konguration besteht aus
der Darstellung der Ressourenanforderungen einer Aktivität, d. h. welher Anteil an CPU-Zeit,
der benötigte Speiherbedarf und die Rate mit der Speiher alloziert bzw. reyled wird. Diese
werden jeweils als gewünsht bzw. notwendig eingestuft. Prinzipiell besteht die Anforderung, dass
die Rate, mit der Speiher von Tasks einer Aktivität verbrauht wird, von den anderen Tasks einer
Aktivität wieder freigegeben werden muss.
Die Konguration einer Aktivität führt zu einer Ressourenverhandlung mit dem Realzeitkern
des zugrundeliegenden Betriebssystems in deren Verlauf ein Ressourenbudget ausgehandelt wird.
Die Aktivität antwortet auf das vorgeshlagene Budget mit einer Annahme oder einer Ablehnung,
was sih daran orientiert, ob ihr das Budget akzeptierbar ersheint.
Wenn neue Aktivitäten in das System eingeführt bzw. existierende gelösht werden, muss die
systemweite Ressourenzuordnung mögliherweise revidiert werden. Auÿerdem kann jede Aktivität
zur Laufzeit eine Veränderung ihres Budgets anstoÿen, genauso wie der Kern des Betriebssystems
eine solhe Neuverhandlung auslösen kann.
Eine RT-Java-Task besitzt nah [J C00℄ die nahfolgend aufgeführten Operationen:
• Die Operation urrentTask liefert eine Referenz auf die gegenwärtig ausgeführte Task.
• Operationen zur Festlegung von Prioritäten.
• Die Operation CoreTask.abort unterbriht die gegenwärtig laufende work() Operation.
• Die Operation CoreTask.join blokiert die gegenwärtig laufende Task, bis die einzufügende
Task beendet ist.
• Die Operation CoreTask.resume kann eine gegenwärtig suspendierte Task durh Erhöhen
ihrer Priorität wieder zum Leben erweken.
• Die OperationCoreTask.setPriority ermögliht die Einstellung der Priorität einer gegenwärtig
laufenden Task.
• Die Operation CoreTask.sleep legt eine Task für eine minimale Zeit shlafen. Diese minimale
Zeit wird als Parameter übergeben.
• Die Operation CoreTask.start startet die work -Operation einer Task.
• Die Operation CoreTask.stop erlaubt es, dass eine gerade ausgeführte Taskähnlih wie bei
abort  angehalten wird. Auÿerdem können noh einige Nahbehandlungen bei der Task
vorgenommen werden.
• Die OperationCoreTask.suspend setzt die Priorität der gegenwärtig laufenden Task möglihst
niedrig.
• Die Operation CoreTask.work enthält die von der Task zu entrihtende Arbeit bzw. deren
Algorithmus.
Die Abbildung 7.9 zeigt in einem Sequenzdiagramm exemplarish, wie die Interaktionen einer Task
aussehen. Die Task wird durh ein periodishes Ereignis (hier O1 ) gestartet. Anshlieÿend beginnt
die Verarbeitung in der Task, was durh den work Operationsaufruf auf das Objet O2, das hier
eine periodishe Task ist, beshrieben ist. Mit dem doThis Aufruf kann O2 Verarbeitungsshritte
an ein Objekt O3 auslagern.
Realzeit-Tasks können in untershiedlihe Typen, die für vershiedene Anwendungen benötigt
werden, klassiziert werden, die im Klassendiagramm aus Abbildung 7.6 angegeben werden:
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• Periodishe Tasks werden regelmäÿig für eine bestimmte Ausführungszeit wieder aufgerufen.
Ausführungszeit und Periode werden durh den Anwendungsprogrammierer und anshlieÿen-
der Verhandlung mit dem Kern des Realzeit-Betriebssystems festgelegt. In RT-Java wird eine
periodishe Task durh ein periodi Event Objekt gestartet.
• Sporadishe Tasks werden durh externe Ereignisse aufgerufen, die in einem bestimmten
Zeitraum bearbeitet werden müssen. Für sporadishe Tasks werden vorab Ressouren reser-
viert. Der Ursprung eines Ereignisses, das die Task auslöst, ist bei Realzeit-Java und RT-Java
softwarebasiert.
• Spontane Tasks werden als Ergebnis einer dynamishen Bedingung aufgerufen. Der Ursprung
für eine spontane Task muss durh Software ausgelöst werden. Für spontane Tasks werden
vorab im Gegensatz zu sporadishen Tasks keine Ressouren reserviert, d. h. der Kern be-
stimmt während der Ausführungszeit, ob genügend Ressouren zur Verfügung stehen, um
eine Anfrage zu bedienen. Ist dies der Fall, wird die Task zur gegenwärtigen Arbeitslast
hinzugefügt, ansonsten wird sie abgewiesen.
Beispiel: Zur Umsetzung der Realzeitanforderungen der Beispielanlage aus Abbildung 2.4 wird
jede separate Steuerung durh Tasks realisiert. Tasks werden auh im Rahmen des Informations-
modells der IEC 61131-3 [Te09℄ verwendet, um Steuerungssoftware zu realisieren.
7.4 Entwurfsmuster für die fehlertolerante Verarbeitung
In diesem Abshnitt sollen Grundlagen der Fehlertoleranz kurz umrissen werden, bevor Entwurfs-
muster, die die fehlertolerante Verarbeitung ermöglihen, angegeben werden. Die Denitionen sind
aus [Eh90℄ und [LT90℄ entnommen und wurden zur Beshreibung von Softwareeigenshaften an-
gepasst.
In Tabelle 7.4 werden einige für diese Arbeit wihtige Begrie aus dem Gebiet der Fehlertole-
ranz angegeben. Grundlegend ist der Begri des Fehlers, welher das Betreten eines niht erlaubten
Zustandes bzw. die Nihtverfügbarkeit einer Funktion angibt. Es gibt eine Vielzahl von Fehlern.
In dieser Arbeit sind insbesondere Spezikations- und Betriebsfehler von Interesse. Fehler in der
Spezikation und deren Umsetzung sollen durh Einsatz von TLA zur Verikation von Software
vermieden werden, während Betriebsfehler sinnvollerweise in der Software speziziert werden müs-
sen, was durh Angabe bestimmter Zustände, die im Fehlerfall eingenommen und durh Einleitung
bestimmter Maÿnahmen wieder verlassen werden können, vorgenommen werden kann. Insgesamt
sollen durh diese Maÿnahmen zur Korrektheitssiherung Fehler beim Entwurf vermieden werden.
Dies führt dazu, dass ein Softwaresystem fehlertolerant wird, was bedeutet, dass auh beim Ausfall
von Komponenten die Funktionalität eines Systems erhalten bleibt.
Die Tabelle 7.5 gibt eine Übersiht von Entwurfsmustern an, die bei der fehlertoleranten Ver-
arbeitung zum Einsatz kommen. Für das Aufspüren von Betriebsfehlern können das Wathdog-
und das Master-Slave-Muster eingesetzt werden. Das Wathdog-Muster erlaubt eine Prüfung von
Systemfunktionalitäten bzw. Systemausgaben in periodish wiederkehrenden Zeiträumen und er-
mögliht die Entdekung bzw. das Aufspüren von Betriebsfehlern. Sollte ein Fehler vorliegen kön-
nen entsprehende Maÿnahmen zur Fehlerbehebung bzw. zum Reovery eingeleitet werden. Durh
das Master-Slave-Muster hingegen können Betriebsfehler durh die Verwendung von Redundanz
entdekt werden. Die Muster für Vor- und Rükwärtsbehebung gestatten es, Betriebsfehler, die
während der Bearbeitung eingetreten sind, zu beheben. Die vertikale Fehlereingrenzung ist ein
Arhitekturmuster, das es erlaubt, Fehler zwishen Shihten einzugrenzen.
7.4.1 Master-Slave-Muster
Kontext: Ein Entwurfsmuster, das sih mit Fehlertoleranz befasst und auh im Hardwarebereih
zum Einsatz kommt, ist das Master-Slave Muster. Es kann unter anderem dazu eingesetzt werden,
um den Entwurf von fehlertoleranten Systemen zu ermöglihen Andere Anwendungsfelder liegen
im Bereih der Unterstützung von Parallelverarbeitung.
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Bezeihnung Denition
Fehler Fehlzustände, die einen unzulässigen Zustand einer Komponen-
te bezeihnen oder Funktionsausfällen, die eine unzulässige bzw.
aussetzende Funktion einer Komponente beshreiben. Es gibt un-
tershiedlihe Ursahen von Fehlern, welhe im Entwurf (Spezi-
kation, Implementierung, Dokumentation), der Herstellung und
dem Betrieb (Störung, Vershleiÿ, zufällige physikalishe Fehler,
Bedienung, Wartung) liegen.
Spezikationsfehler Unvollständigkeiten, Abweihungen oder Widersprühe bei der
Überführung von Benutzeranforderungen in eine formale, verbale
Software-Spezikation.
Fehlertoleranz Fähigkeit eines Systems  auh mit einer begrenzten Anzahl feh-
lerhafter Komponenten  seine spezizierte Funktion zu erfüllen.
Betriebsfehler Diese erzeugen während der Nutzungsphase eines Softwaresystems
einen fehlerhaften Zustand in einem vormals fehlerfreien System.
Ein solher Fehler tritt erst bei der Inbetriebnahme eines Systems
auf.
Fehlervermeidung Verbesserung der Zuverlässigkeit durh Perfektionierung der kon-
struktiven Maÿnahmen, um das Auftreten von Fehlern von vorn-
herein zu vermeiden. Dies lässt sih durh sorgfältigeren Entwurf,
eine erhöhte Anzahl von Tests und Verbesserungen vor Inbetrieb-
nahme, Verwendung von geeigneten Materialien und verbesserten
Herstellungstehniken erreihen.
Fehlermodell Strukturierung eines Systems in Komponenten und Angabe der
Fehlermöglihkeiten der einzelnen Komponenten, zumindest in
qualitativer Form.
Menge zu tolerierender
Fehler
Die Menge zu tolerierender Fehler gibt an, welhe und wie viele
Fehler des Fehlermodells zu tolerieren sind. Auh der Fall, in dem
kein Fehler auftritt, wird selbstverständlih toleriert.
Tabelle 7.4: Die Denitionen für das Gebiet der fehlertoleranten Verarbeitung
Problem: Kann eine Aufgabe in mehrere Teilaufgaben zerlegt werden, deren Verarbeitung
voneinander unabhängig erfolgt, so kann dieses Muster verwendet werden. Anshlieÿend müssen
die Lösungen der Teilaufgaben wieder zusammengeführt werden. Bei der Konstruktion eines solhen
Systems ist das softwaretehnishe Prinzip Separation of Conerns zu beahten. Weiterhin ist der
korrekten Koordination der Teilergebnisse Beahtung zu shenken, die entsprehend kombiniert
werden müssen, um eine Lösung zu erhalten.
Lösung: Im Folgenden soll eine Lösung dieses Problems betrahtet werden. Ein Master erhält
von einem Klienten einen Auftrag zur Ausführung eines Dienstes. Er delegiert die Ausführung
dieses Auftrages einfah an eine feste Zahl von Komponenten, die eine identishe Funktionalität
Entwurfsmustername Entwurfsmusterbeshreibung Beziehung zu Mustern an-
derer Domänen
Wathdog Nimmt die Prüfung der Sys-
temfunktionalität in regelmäÿi-
gen Zyklen vor.
Keine
Master-Slave Redundante Verarbeitung, um
Fehler zu entdeken.
Keine
Reoverable Distributed
Observer
fehlertolerante Siherstellung der
Datenkonsistenz
Verteilte Verarbeitung
Tabelle 7.5: Entwurfsmuster zur fehlertoleranten Verarbeitung
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aufweisen und den Auftrag unabhängig voneinander bearbeiten. Durh jede dieser Komponenten
wird ein Slave repräsentiert. Einem potentiellen Klienten, welher den Master um die Bearbei-
tung einer Aufgabe bittet, liefert der Master das Ergebnis des Klienten zurük, der als erster ein
Ergebnis liefert. Dies sihert die Fehlertoleranz, da der Klient ein gültiges Ergebnis erhält, wenn
wenigstens ein Slave ein Ergebnis für seine Aufgabe ermittelt hat. Falls kein Slave ein Ergebnis
liefert, wird durh den Slave eine Fehlerbehandlung eingeleitet, die unter Umständen dem Klienten
durh einen Fehlerwert angezeigt wird. Um zu ermitteln, ob ein Klient sein Ergebnis zu einem gül-
tigen Zeitpunkt abgeliefert hat, können Zeitshranken eingesetzt werden. Besonderes Augenmerk
ist der Stabilität des Masters selbst zu widmen, der die zentrale Komponente repräsentiert, deren
Ausfall shwer zu kompensieren ist. Zur Garantie der Stabilität dieses Entwurfsmusters kann das
Wathdog-Muster verwendet werden.
7.4.2 Wathdog-Muster
Ein Wathdog ist ein häug verwendetes Konzept in eingebetteten Realzeitsystemen [Dou99℄. Es
ist ein Subsystem, das Nahrihten von anderen Subsystemen auf einer periodishen oder shlüs-
selbasierten Grundlage untersuht. Wenn ein Dienst des Wathdogs zu spät oder auÿerhalb der
Reihenfolge auftritt, führt der Wathdog einige Korrekturaktionen, wie das Rüksetzen, Herunter-
fahren, Alarmieren oder Initiieren eines ausgefeilteren Reoverymehanismus des Systems, durh.
Wathdogs sind sehr einfahe Softwarekomponenten und werden oft durh Hardware realisiert, um
sie vor Softwarefehlern zu shützen. Manhmal führen Software Wathdogs weitergehende Aktivitä-
ten durh. Solhe Wathdogs werden periodish aufgerufen und führen eine eingebaute Sammlung
von Tests durh, wie z. B. CRC Prüfungen über ausführbarem Code, Prüfungen des Arbeitsspei-
hers, Überprüfung von Anzeihen auf Stakoverows. Obwohl dies keine Wathdogs im klassishen
Sinne sind, sind sie einfah zu implementieren und werden in vielen siherheitskritishen Umge-
bungen benötigt. Der Vorteil der Verwendung von Wathdogs liegt in der billigen und einfahen
Implementierung, die keine komplizierte Hardware- oder Softwareunterstützung erfordert. Den-
noh haben viele Systeme keine einfahe Antwort auf die Entdekung eines Systemfehlers. Der
Hauptnahteil dieses Entwurfsmusters besteht darin, dass es zu einfah strukturiert ist, um eine
komplexe Fehlerbehandlung bzw. ein Fault-Reovery herzustellen.
Beispiel: In der Beipielanlage aus Abbildung 2.4 wird das Wathdog-Muster verwendet, um
siherzustellen, dass die Verriegelungssteuerung gewährleisten kann, dass die Membranpumpe niht
beshädigt wird.
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Kapitel 8
Analysemuster für das abstrakte
Softwaremodell
Bei der Konstruktion von Steuerungssoftware ist es naheliegend, sih an etablierten Prozessmo-
dellen  wie etwa dem RUP (Rational Unied Proess)  für die Softwareentwiklung zu orientieren.
Diese beginnen in der Regel mit der Entwiklungsphase der Anforderungsanalyse, in der Anfor-
derungen an ein Softwaresystem in abstrakter Form festgehalten werden. Anforderungen können
in funktionaler und niht-funktionaler Form vorliegen. Möglihe niht-funktionale Anforderungen
sind Beshreibungen zur geforderten Antwortzeit, zur erwarteten Performanz, zur gewünshten
Verteilung und zur erforderlihen Fehlertoleranz. An die Entwiklungsphase der Anforderungsana-
lyse shlieÿt sih der Entwurf an, in dem eine Arhitektur, die sämtlihe Anforderungen erfüllt,
entwikelt wird. Objektorientierte Modellierungssprahen ermöglihen es, für beide Phasen Mo-
delle zu entwikeln, die auf den gleihen Konzepten beruhen und die Wiederverwendung  z. B.
durh Verwendung von Mustern  unterstützen.
Erfahrungen zeigen, dass sih die Modelle der Anforderungsanalyse und des Entwurfs auf ei-
nem anderen Abstraktionsniveau bewegen. Im abstrakten Softwaremodell (ASM), das sih auf
einem logishen bzw. abstraktem Niveau bewegt, sollen die funktionalen Anforderungen und die
Realzeit-Anforderungen an eine Steuerungssoftware speziziert werden. Im konkreten Software
Modell (KSM) hingegen, das sih auf konkretem tehnishen Niveau bendet, sollen zusätzlih die
niht-funktionalen Anforderungen der Steuerungssoftware berüksihtigt werden.
In diesem Kapitel liegt der Shwerpunkt auf dem Entwurf eines Analysemuster-System von
Software für das Fahgebiet der Steuerungstehnik, das den Modellierer bei der Erstellung des ASM
durh Bereitstellung eines Mustersystems von Analysemustern unterstützt. Ein Analysemuster-
System für eine verteilte Fertigungszelle ist in [Mis99℄ behandelt worden. Dazu wird der Begri des
Analysemuster-Systems kurz vorgestellt. Anshlieÿend wird gezeigt, wie man ein Analysemuster-
System für Steuerungssoftware aus dem erörterten Arhitekturmodell ableitet. Im Folgenden wird
die Struktur dieses Analysemuster-Systems mit den Beziehungen der Analysemuster vorgestellt
und anshlieÿend werden die einzelnen Muster erörtert.
8.1 Analysemuster-System für Prozesssteuerungs-Software
Im Gegensatz zur existierenden Literatur wird im Folgenden der Begri des Mustersystems auh
auf Analysemuster und deren Beziehungen ausgedehnt. Dies wird als Analysemuster-System be-
zeihnet. Es ist aus Kapitel 4 bekannt, dass bei einem Analysemuster [RZ96℄ die Form durh die
Begrie und die Konzepte einer Anwendungsdomäne beshrieben wird.
Bisher in der Literatur existierende Ansätze, die Mustersysteme beshreiben [BMR
+
96℄, be-
ziehen sih auf Mustersysteme, die aus Entwurfsmustern bestehen. Hierfür soll statt dessen in
dieser Arbeit der Begri des Entwurfsmuster-Systems verwendet werden. Entwurfsmuster-Systeme
werden im folgenden Kapitel behandelt.
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Das wihtigste Ziel für die Entwiklung eines Analysemuster-Systems sollte darin bestehen,
eine problemnahe, abstrakte und logishe Darstellung von Problemlösungen für den Modellierer
bereitzustellen, wie sie bei der Anforderungsanalyse erforderlih sind. Man erreiht dieses Ziel,
indem man die Struktur und das Verhalten der logishen und problembezogenen Vorgabe durh
das Muster festhält. Analysemuster-Systeme erlauben es, Analysewissen aufzunehmen und zwi-
shen Modellierern zu propagieren. Ein Analysemuster-System besteht aus einer Sammlung von
Analysemustern und legt auÿerdem die Beziehungen der Analysemuster untereinander fest. Sowohl
die Analysemuster als auh deren Beziehungen müssen geeignet dokumentiert werden, wobei die
Dokumentationskonzepte des Kapitels 4 Verwendung nden. Es können durhaus untershiedlihe
Arten von Beziehungen auftreten, wie z. B. Benutzt-Beziehungen sowie Beziehungen, die die Kom-
binierbarkeit von Analysemustern angeben. Ein typishes Beispiel für ein Analysemuster aus der
Domäne der Steuerungssoftware ist das Reglermuster, das  wie bereits in Kapitel 3 beshrieben
wurde  aus einem Regler, einem Aktor und einem Sensor besteht. Bei der Analyse der Domäne
für Steuerungssoftware ergibt sih, dass dieses Muster häug in Beziehung zu anderen Steuerungen
steht.
Die Struktur der Lösung, die ein Analysemuster anbietet, wird durh ein Klassendiagramm
speziziert, während das im zeitlihen Ablauf auftretende Geshehen durh Interaktions- und Ver-
haltensmuster festgehalten wird. Interaktionsmuster spezizieren die Interaktion von Objekten, die
Instanzen aus dem Klassendiagramm sind und deren Verhalten durh Verhaltensmuster beshrie-
ben wird. Bei der Modellierung von komplexeren Problemen können Interaktionsmuster kombiniert
werden, wobei auh Überlappungen zwishen den Interaktionsmustern auftreten können.
8.2 Analysemuster-System und Domänenmodell
Im Folgenden soll zunähst eine an einer Top-Down-Vorgehensweise angelehnte Struktur für Steue-
rungssoftware angegeben werden, die sih an den Ebenen des Kapitels 2 über die Arhitektur von
Steuerungssoftware orientiert. Das Ziel bestand darin, ein abstraktes Analysemuster-System für
die Arhitektur von Steuerungssoftware zu nden. Aus den funktionalen Anforderungen und der
Arhitektur von Systemen zur Prozesssteuerung, wie sie im Kapitel 2 vorgestellt wurden, wer-
den Analysemuster identiziert, deren Form durh die Domäne der Steuerungstehnik vorgegeben
wird und diese in möglihst weitem Umfang überdeken. Dies sollte nah folgenden Prinzipien
geshehen:
• Eine Konzentration auf die systembezogenen Funktionalitäten soll vorgenommen werden,
welhe sih an der Struktur des Domänenmodells orientiert.
• Die Umsetzung der Elemente des Domänenmodells in ein Analysemuster-System soll unter-
stützt werden.
• Die Systembildung durh Musterkombination soll unterstützt werden.
Abbildung 8.1 zeigt ein Paketdiagramm, das angibt, wie die Ebenen des Arhitekturmodells durh
Pakete strukturiert werden können. Pakete werden zur Funktions- bzw. Informationskohäsion ver-
wendet. Bei der funktionalen Kohäsion werden alle Pakete, die einem ähnlihen Zwek dienen, also
funktional kohäsiv sind, zusammengefasst. Alle Bestandteile (Entitäten bzw. Klassen) des Arhi-
tekturmodells, die untereinander stark und nah auÿen hin shwah gekoppelt sind, können durh
ein Paket zusammengefasst werden. Das Paketdiagramm in Abbildung 8.1 gibt an, dass die Pakete
der Feldebene, der Prozesssiherung, der Prozessstabilisierung und der Prozessleitung jeweils als
ein Modell mit dem Stereotyp <<model>> speziziert werden. Dieses UML-Stereotyp gibt an,
dass die im zugehörigen Paket enthaltenen Modelle auf einem hohen Abstraktionsniveau modelliert
sind.
Die Entitäten der einzelnen Arhitekturebenen werden anshlieÿend in Steuerungsobjekte um-
gesetzt, die in den Paketen der einzelnen Ebenen modelliert werden. Zwishen den Paketen werden
entsprehend ihrer Position in der Hierarhie der Arhitektur Abhängigkeiten angegeben, die mit
dem <<aess>>-Stereotyp versehen werden. Mit dem <<aess>>-Stereotyp gekennzeihnete
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Abhängigkeiten zwishen Paketen ermöglihen es zu beshreiben, dass ein Paket auf ein anderes
zugreifen kann, aber dessen Inhalt niht importiert. Mit einer <<aess>>-Abhängigkeit kann
aber ausgedrükt werden, dass Elemente des zugreifenden Pakets jede Art von Beziehung mit den
Bestandteilen des zugegrienen Paketes eingehen können. Abshlieÿend gibt es ein Paket, das ebe-
nenübergreifende Entitäten und Funktionalitäten besitzt, die keiner Ebene eindeutig zugeordnet
werden können, aber für jede Ebene wertvolle Unterstützung liefern. Alle übrigen Pakete, die den
einzelnen Ebenen zugeordnet werden, greifen auf dieses Paket zu. Die Denition der Pakete und
deren Abhängigkeiten unterstützen die Bildung eines Analysemuster-Systems.
Zur Unterstützung der Systembildung durh Musterkombination sollen weitere Beziehungen
eingeführt werden. Dafür soll die Arhitektur nah Beziehungen zwishen Mustern untersuht wer-
den. Auh diese Beziehungen sollen anshlieÿend im Analysemuster-System dokumentiert werden.
Die Beziehungen zwishen den Mustern eines Systems können durhaus untershiedliher Natur
sein und beispielsweise beshreiben, wie Muster gekoppelt bzw. kombiniert werden. Für die Kopp-
lung von Analysemustern sind, wie aus dem Kapitel 4 bekannt, die beiden Möglihkeiten der losen
Kopplung und Überlappung von Mustern vorhanden. Die Kopplungsproblematik ist besonders in
Diagrammen, die die Interaktion von Mustern beshreiben, von Bedeutung. In der vorgestellten
Arhitektur können durhaus Beziehungen zwishen Steuerungsobjekten untershiedliher Arhi-
tekturebenen auftreten, was speziell an den Shnittstellen zwishen den Ebenen geshieht.
Prozessführungsebene
Prozesssicherungsebene
Prozessstabilisierungsebene
Feldebene
Ebenenübergreifende
Entitäten
<<access>>
<<access>>
<<access>>
<<access>>
<<access>>
<<access>>
<<access>>
<<model>>
<<model>>
<<model>>
<<model>>
Abbildung 8.1: Ein Paketdiagramm zur Strukturierung der Ebenen
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8.3 Struktur des Analysemuster-Systems
Um die Struktur des Analysemuster-Systems zu beshreiben, ist es notwendig weitere Abstrakti-
onsebenen in das Paketdiagramm aus Abbildung 8.1 einzuziehen, die sih aus einer Bottom-Up
orientierten Vorgehensweise ergeben, wie es in Abbildung 8.2 geshehen ist. Pakete, die Analyse-
Prozessführung
Feldebene
Prozessicherung
Reglermuster
Einzelgerätesteuerungen/
Gruppensteuerungs-
Muster
Prozessstabilisierung
Gruppensteuerungen/
Teilanlagensteuerungs-
Muster
Teilanlagensteuerungen/
Anlagensteuerungs-
Muster
Bild/
Funktionsbaustein
Funktionsbaustein/
Verriegelung
Auftrag/
Fahrweise/
Führungswert
<<imports>>
<<imports>>
<<imports>>
<<imports>>
<<imports>>
<<imports>>
<<overlaps>>
<<overlaps>>
<<overlaps>>
<<overlaps>>
<<overlaps>>
<<overlaps>>
<<imports>>
Abbildung 8.2: Das Analysemuster-System mit seinen Mustern und deren Beziehungen
muster enthalten, werden mit dem <<analysis pattern>> Stereotypen versehen und entsprehen
somit einem Muster des Analysemuster-Systems. Es werden zahlreihe Analysemuster, die die
wihtigsten Aspekte der Analyse von Steuerungssoftware abdeken, angegeben. Zur Erfassung der
Beziehungen innerhalb des Analysemuster-Systems und der Analysemuster sowie der Arhitektur-
ebenen werden die folgenden Abhängigkeiten aufgeführt:
• Wird ein Analysemuster mit seinen Klassen in das Paket einer Arhitekturebene über-
nommen, so wird dies durh eine Abhängigkeit durh das<<import>>-Stereotyp angegeben.
• Überlappen sih die Funktionalitäten vershiedener Analysemuster, weil in beiden gleihe
Funktionalitäten durh dasselbe Objekt bereitgestellt werden, wird das<<overlaps>>-Stereo-
typ verwendet.
Die <<imports>>-Abhängigkeiten erweitern die Semantik von <<aess>>-Abhängigkeiten so,
dass damit auh der Import von Elementen aus einem fremden Paket in das Paket, von dem
die Abhängigkeit ausgeht, möglih ist. Für Pakete kann die Sihtbarkeit ihres Inhalts nah auÿen
angegeben werden. Dies geshieht durh Kennzeihnung des Klassennamens mit einem Präx + für
öentlih, - für privat und # für proteted. Damit können Bestandteile des Inhalts als öentlih
bzw. niht öentlih angegeben werden. Hat ein Paket eine <<aess>>- bzw. <<imports>>-
Abhängigkeit zu einem anderen Paket, dann sind alle öentlih sihtbaren Elemente dieses anderen
Paketes innerhalb des zugreifenden Paketes sihtbar. Beziehungen zwishen den einzelnen Mustern
werden durh Abhängigkeiten angegeben, die mit Stereotypen versehen werden. Transitivität wird
bei <<imports>>-Abhängigkeiten niht unterstützt.
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Orientiert man sih an [QC99℄, der die Kombinationsmöglihkeiten von Mustern diskutiert, kön-
nen sih Muster sowohl überlappen als auh lose miteinander kombiniert werden. Daher wird das
<<overlaps>>-Stereotyp neu eingeführt. Dieser bezieht sih niht bloÿ auf den Zugri, Im- bzw.
Export von Entitäten aus anderen Paketen, sondern auh dieses Stereotyp zieht Anforderungen
an den Aufbau von Interaktionsmustern nah sih. Besteht eine derartige Abhängigkeitsbeziehung
zwishen zwei Paketen, so bedeutet das, dass zwishen den beiden zugehörigen Mustern Überlap-
pungen bestehen können, indem beispielsweise Interaktionsdiagramme über Objekte der gleihen
Klassen verfügen bzw. Objekte sogar identish sind, d. h., dass in den zugehörigen Interaktionsmus-
tern Objekte mit demselben Verhalten, die mögliherweise sogar dem gleihen Verhaltensmuster
unterliegen (bei gleiher Identität als identisher Objektbezeihner), auftreten können. Es bietet
sih an solhe Objekte mit dem <<global>>-Stereotyp zu versehen, das angibt, dass die Objekte
eines Sequenzdiagramms auh in anderen Sequenzdiagrammen Verwendung nden können.
Nahdem die Struktur der Pakete und deren Beziehungen vorgestellt worden sind, sollen im
Folgenden die einzelnen Muster mit ihren Beziehungen in der Abbildung 8.2 behandelt werden. In
der Abbildung werden aus Gründen der Übersihtlihkeit nur die wihtigsten Überlappungsmög-
lihkeiten aufgeführt. Zur Beshreibung der Ebenen des Arhitekturmodells werden die Pakete aus
dem Arhitekturmodell verwendet, die die Namen der entsprehenden Ebenen enthalten. Wenn
ein Muster eindeutig einer Ebene zugeordnet werden kann, wird das zugehörige Paket durh eine
<<import>>-Abhängigkeit mit dem entsprehenden Paket versehen.
8.4 Analysemuster für die Domäne
In diesem Abshnitt werden die einzelnen Muster des Analysemuster-Systems vorgestellt. Zunähst
wird eine Übersiht aller Analysemuster angegeben. Jedes Analysemuster wird dann in einem se-
paraten Abshnitt betrahtet. Dabei enthält das Shema zur Musterbeshreibung neben den in
Kapitel 4 genannten Bestandteilen Kontext, Problem, Lösung zusätzlih die optionalen Kompo-
nenten Beispiel und Überlappung. Das Beispiel gibt eine möglihe Verwendung im Rahmen der
Steuerungssoftware aus der Beispielanlage des Kapitels 2 an. Falls bei dem Analysemuster Über-
lappungen zu anderen Analysemuster existieren, werden diese unter Überlappung angegeben. Im
Folgenden werden die Analysemuster kurz aufgeführt bevor, jedes in einem eigenen Abshnitt
ausführlih erläutert wird:
• Das Einzelgerätesteuerungen/Gruppensteuerungs-Muster, das innerhalb der Prozesssihe-
rungsebene Verwendung ndet, behandelt das Zusammenspiel von Einzelgerätesteuerungen
und deren übergeordneten Gruppensteuerungen.
• Das Auftrag/Fahrweise/Führungswert-Muster hält das Zusammenwirken von Auftrag, zuge-
ordneten Fahrweisen und Führungswerten fest.
• Das Gruppensteuerungen/Teilanlagensteuerungs-Muster beshreibt die Kooperation von Grup-
pensteuerungen und Teilanlagensteuerungen, die auf der Prozessführungsebene zur Anwen-
dung kommen.
• Das Teilanlagensteuerungen/Anlagensteuerungs-Muster, das ebenfalls auf der Prozessführungs-
ebene Anwendung ndet, modelliert, wie Anlagensteuerungen mit Teilanlagensteuerungen
zusammenwirken.
• Das Funktionsbaustein/Verriegelungs-Muster speziziert die Zusammenarbeit von Funkti-
onsbausteinen und Verriegelungen, die die Siherheit in Anlagensteuerungen gewährleisten.
Dieses Muster ndet Verwendung in der Prozessstabilisierungsebene.
• Das Reglermuster, welhes zur Prozessstabilisierungsebene gehört, stabilisiert die Zustände
von Teilen der Feldebene unter Verwendung untershiedliher Regelstrategien (z. B. als PID-
oder Fuzzy-Regler) stabilisiert. Das Muster kann sih mit dem Einzelgerätesteuerungsmuster
überlappen.
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• Das Bild/Funktionsbaustein-Muster, das der Prozessführungsebene zugeordnet wird, nimmt
die Anzeige von Zuständen bzw. Störungen von Funktionsbausteinen in Bedienpulten, Steuer-
ständen und Konsolen vor.
• Das Auftrag/Befehl/Funktionsbaustein-Muster hält das Zusammenwirken von Aufträgen und
Befehlen in Funktionsbausteinen fest.
• Dierenzierer und Integrierer [Unb92℄ sind klassishe Bausteine aus der Regelungs- und An-
lagensteuerungstehnik, für die hier ebenfalls Analysemuster angegeben werden sollen.
8.4.1 Auftrag/Fahrweise/Führungswert-Muster
Dieser Abshnitt dient der Vorstellung des Auftrag/Fahrweise/Führungswert-Musters. Bei der
Kommunikation zwishen Funktionsbausteinen müssen häug Informationen bezüglih bestimmter
Fahrweisen an die Steuerungen von Anlagenteilen, die auh Führungswerte enthalten, übermittelt
werden.
Kontext: In Funktionsbausteinen werden Aufträge durh Befehle gestartet. Diese Aufträge
sind für die weitere Verarbeitung durh Funktionsbausteine von Bedeutung.
Problem: Wie können Aufträge, die aus Fahrweisen und Führungswerten zusammengesetzt
sind, modelliert werden?
Lösung: Da Führungswerte mit den Fahrweisen in einem Auftrag zusammengefasst werden,
bietet sih die Komposition der Klasse Fahrweise und der Klasse Führungswert durh die Klas-
se Auftrag an (s. Abbildung 8.3). Für jeden Auftrag sind sowohl die Klasse Führungswert als
auh die Klasse Führungswert mit geeigneten Werten parametrisiert. Die Klasse Auftrag besitzt
die Attribute Name, Datum und Auslöser, um einen Auftrag zu identizieren. Somit kann jede
Fahrweise mit ihren entsprehenden Führungswerten in Verbindung gebraht werden, die auh als
Parameter zur Verfügung gestellt werden können. Das Muster konzentriert sih auf die strukturelle
Beshreibung von Daten, sodass hier kein Sequenzdiagramm angegeben wird.
Beispiel: Wenn in der Beispielanlage aus Abbildung 2.4 etwa ein Auftrag zum Troknen bzw.
Mahlen gestellt wird, müssen Führungswerte für die Körnung bzw. Trokentemperatur bereitge-
stellt werden.
Überlappung: keine
+setzeWert()
+holeWert()
-name : String
-wert : Integer
-typ : String
Führungswert
+start()
+stop()
+setzeFührungswert()
+setzeFahrweise()
-name : String
-datum : Date
-auslöser : String
Auftrag
+setzeModus()
-modus : Integer
Fahrweise
1..1
0..*
1..1
0..*
Abbildung 8.3: Das Klassendiagramm des Auftrag/Fahrweise/Führungswert-Musters
8.4.2 Teilanlagensteuerungen/Anlagensteuerungs-Muster
Dieser Abshnitt behandelt das Teilanlagensteuerung/Anlagensteuerungs-Muster.
Kontext: Anlagensteuerungen untershiedliher, tehnisher Ebenen arbeiten ebenenübergrei-
fend zusammen.
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Problem: Die Steuerung einer Anlage steht mit den ihr zugeordneten Teilanlagensteuerungen
in Beziehung, um die geforderte Funktionalität bereitzustellen. Teilanlagensteuerungen werden
von ihren Anlagensteuerungen mit Führungswerten und Fahrweisen versorgt, während Teilanla-
gensteuerungen Informationen bzgl. ihres Bearbeitungszustands an die übergeordnete Teilanlagen-
steuerung liefern. Zustandsinformationen können entsprehend für Teilanlagensteuerungen aufge-
arbeitet werden. Auh Teilanlagensteuerungen erben die Eigenshaften von Funktionsbausteinen.
Lösung: Die Lösung hat eine groÿe Ähnlihkeit mit dem Gruppensteuerungen/Teilanlagensteue-
rungs-Muster und wird daher hier niht weiter betrahtet (s. Abbildung 8.4).
Beispiel: Bei der Beispielanlage, die in Abbildung 2.4 gezeigt wird, ist das Zusammenwirken
der Anlagensteuerung zur Herstellung von Gummibärhen mit der Teilanlagensteuerung für die Ex-
traktion der Gelatine ein Beispiel zur Anwendung des Teilanlagensteuerungen/Anlagensteuerungs-
Muster.
Überlappung: Diese besteht wegen gemeinsamer Teilanlagensteuerungen zum Gruppensteue-
rungen/Teilanlagensteuerungs-Muster. Da dieses Muster wihtige Informationen bzgl. der Verar-
beitung in einer Anlage bereitstellen kann, besteht eine Überlappung zum Bild/Funktionsbaustein-
Muster.
8.4.3 Gruppensteuerungen/Teilanlagensteuerungs-Muster
In diesem Abshnitt wird das Gruppensteuerungen/Teilanlagensteuerungs-Muster vorgestellt.
Kontext: Gruppensteuerungen arbeiten ebenenübergreifend zusammen. Zwishen Gruppen-
und Teilanlagensteuerungen werden Informationen ausgetausht.
Problem: Die Steuerung einer Teilanlage steht mit den ihr zugeordneten Gruppensteuerungen
in Beziehung, um die geforderte Funktionalität bereitzustellen. Dazu werden Gruppensteuerungen
von ihren Teilanlagensteuerungen mit Führungswerten und Fahrweisen versorgt, während Grup-
pensteuerungen Informationen bzgl. ihres Bearbeitungszustands an die übergeordnete Teilanlagen-
steuerung liefern. Zustandsinformationen können von den Gruppensteuerungen für die Teilanlagen-
steuerungen bereitgestellt werden.
Lösung: Funktionsbausteine und Gruppensteuerungen besitzen den gleihen zuvor beim Einzel-
gerätesteuerungen/Gruppensteuerungs-Muster beshriebenen Aufbau und die gleihen Beziehungen.
Klassen für Teilanlagensteuerungen sind Unterklassen der abstrakten Klasse Funktionsbaustein.
Auh Klassen für Teilanlagensteuerungen verfügen über Shwellwerte und Attribute sowie über
entsprehende Operationen, um auf diese Attribute zuzugreifen (s. Abbildung 8.5). Zwishen der
Klasse Teilanlagensteuerung und der Klasse Gruppensteuerung wird eine Assoziation mit dem Na-
men istUntergeordnet modelliert. Die Multiplizitäten dieser Assoziation erlauben, dass beliebig vie-
le Gruppensteuerungen mit einer Teilanlagensteuerung in Beziehung stehen. Gruppensteuerungen
-ein/aus : Boolean
-befehlsmodus  : Boolean
-fahrweise : Integer
-aktiv/halt : Boolean
Funktionsbaustein
+setzeSollwert()
+starteAuftrag()
+beendeAuftrag ()
-sollwert : Double
-istwert : Double
Teilanlagensteuerung
Anlagensteuerung
-steuert1
-gehörtZu1..*
Abbildung 8.4: Das Teilanlagensteuerungen/Anlagensteuerungs-Muster
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nehmen an dieser Assoziation in der Rolle istUntergeordnet und Teilanlagensteuerungen in der
Rolle führt teil.
Beispiel: Die Beispielanlage in Abbildung 2.4 enthält eine Teilanlagensteuerung für die Ex-
traktion der Gelatine, die mit der Gruppensteuerung zum Abpumpen zusammenarbeitet. Dabei
taushen Teilanlagensteuerung und Gruppensteuerung Informationen untereinander aus. Dies ist
ein Beispiel für die Anwendung des Gruppensteuerungen/Teilanlagensteuerungs-Musters.
Überlappung: Bei einer gemeinsamen Gruppensteuerung existiert eine Überlappung mit dem
Einzelgerätesteuerungen/Gruppensteuerungs-Muster. Da dieses Muster wihtige Informationen bzgl.
des Zustandes der Verarbeitung in einer Anlage bereitstellen kann, besteht hier auh eine Über-
lappung zum Bild/Funktionsbaustein-Muster.
-inhalt : String
-datum : Date
-typ : String
-ursprung : String
Störung/Warnung
-ein/aus : Boolean
-befehlsmodus  : Boolean
-fahrweise : Integer
-aktiv/halt : Boolean
Funktionsbaustein
+setzeSollwert()
+leseIstwert()
-sollwertr : Double
Gruppensteuerung
+setzeSollwert()
+starteAuftrag()
+beendeAuftrag()
-sollwert : Double
-istwert : Double
Teilanlagensteuerung
+gehörtZu
1..* 1
+gruppe
1..*
+steuert
1
Abbildung 8.5: Das Gruppensteuerungen/Teilanlagensteuerungs-Muster
8.4.4 Einzelgerätesteuerungen/Gruppensteuerungs-Muster
Dieser Abshnitt behandelt das Einzelgerätesteuerungen/Gruppensteuerungs-Muster.
Kontext: Anlagensteuerungen untershiedliher tehnisher Ebenen arbeiten ebenenübergrei-
fend zusammen. Zwishen Feldebene und Prozesssiherungs- bzw. Prozesssteuerungsebene werden
Informationen ausgetausht.
Problem: Jede Einzelgerätesteuerung kann mit Führungswerten durh die ihr zugeordnete
Gruppensteuerung versorgt werden. Sensoren liefern insbesondere Messergebnisse zur Verarbeitung
an die ihnen übergeordneten Gruppensteuerungen und ist es möglih, dass eine Gruppensteuerung
Messergebnisse bei den ihr untergeordneten Sensoren erfragt. Diese Messergebnisse werden in den
Gruppensteuerungen zur weiteren Verarbeitung verwendet. Die Verarbeitung innerhalb der Grup-
pensteuerung wird durh ihre Fahrweisen vorgegeben. Als Ergebnis der Verarbeitung werden neue
Zustände von den Gruppensteuerungen eingenommen und es wird auf die Einstellung von Aktoren,
die der Gruppensteuerung untergeordnet sind, eingewirkt. Es ist selbstverständlih möglih, dass
Einzelgeräte Störungen bzw. Fehler an die ihnen übergeordneten Gruppensteuerungen melden.
Lösung: Das Muster ist im Klassendiagramm in Abbildung 8.6 dargestellt. Einzelgeräte- und
Gruppensteuerungen sind Instanzen der abstrakten Klasse Funktionsbaustein. Die Klasse Funkti-
onsbaustein besitzt die folgenden Attribute:
• Ein/Aus, um den Betriebszustand eines Funktionsbausteins zu modellieren.
• Befehlsmodus, um den Modus für die Eingabe von Befehlen an einen Funktionsbaustein zu
spezizieren.
• Fahrweise, das eine Referenz auf die aktuell angewählte Fahrweise darstellt.
• Aktiv/Halt gibt an, ob der Funktionsbaustein aktiviert ist oder angehalten wurde.
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-inhalt : String
-datum : Date
-typ : String
-ursprung : String
Störung/Warnung
-ein/aus : Boolean
-befehlsmodus  : Boolean
-fahrweise : Integer
-aktiv/halt : Boolean
Funktionsbaustein
+setzeSollwert()
+leseIstwert ()
-sollwertr : Double
Einzelgerätesteuerung
+setzeSollwert ()
+starteAuftrag()
+beendeAuftrag ()
-sollwert : Double
-istwert : Double
Gruppensteuerung
SensorsteuerungAktorsteuerung
-gehörtZu
1..* 1
-gehörtZu
1..*
-steuert
1
Abbildung 8.6: Das Einzelgerätesteuerungen/Gruppensteuerungs-Muster
Weiterhin besitzt die Klasse Funktionsbaustein die Operation meldeStörung/Warnung, durh die
Störungen bzw. Warnungen an einen Funktionsbaustein gemeldet werden können. Einzelgeräte-
steuerungen und Gruppensteuerungen sind Unterklassen der Klasse Funktionsbaustein. Einzelge-
rätesteuerungen sind wiederum abstrakte Klassen, während Gruppensteuerungen bereits konkrete
Klassen sind. Gruppensteuerungen besitzen Shwellwerte und Zustandsvariablen als Attribute so-
wie Operationen, um auf diese Shwellwerte und Zustandsvariablen lesend zuzugreifen, bzw. um
sie mit Werten zu shreiben.
Einzelgerätesteuerungen sind ähnlih aufgebaut mit der Ausnahme, dass sie in dieser Arbeit
keine Shwellwerte besitzen sollen. Abstrakte Klassen für Einzelgerätesteuerungen sind Oberklassen
von Aktorsteuerungen und Sensorsteuerungen, die konkrete Klassen sind. Zwishen der Klasse
Einzelgerätesteuerung und der Klasse Gruppensteuerung wird eine bidirektionale Assoziationen
mit dem Namen SteuerungFeld modelliert. Einzelgerätesteuerungen besitzen im Rahmen dieser
Assoziation die Rolle istUntergeordnet, während Objekte der Klasse Gruppensteuerung in der Rolle
steuert an der Assoziation teilnehmen.
Beispiel: In der Beispielanlage aus Abbildung 2.4 ist die Gruppensteuerung, die für das Ab-
pumpen des Gelatine-Gels verwendet wird und mit der Pumpensteuerung zusammenwirkt, ein
Beispiel für die Anwendung des Einzelgerätesteuerungen/Gruppensteuerungs-Musters. Die Grup-
pensteuerung für das Abpumpen arbeitet sehr eng mit ihren Einzelgeräten zusammen. Auh in
werden [MLD09℄ werden Lüftersteuerungen zu Einzelgerätesteuerungen gruppiert. Im Informa-
tionsmodell der IEC 61131-3 [Te09℄ werden abstrakte Funktionsbausteine als sog. CtrlFuntion-
Bloks verwendet, die jeweils eine spezielle Funktionalität bereitstellen. Ein CtrlFuntionBlok wird
ebenfalls als eine abstrakte Klasse modelliert.
Überlappung: Da Verriegelungen häug auf der Ebene von Einzelgeräte- bzw. Gruppensteu-
erungen arbeiten, sind Überlappungen mit dem Funktionsbaustein/Verriegelungs-Muster möglih.
Die Voraussetzung hierfür ist die Existenz von sinnvollen Verriegelungsbedingungen.
8.4.5 Funktionsbaustein/Verriegelungs-Muster
In diesem Abshnitt wird das Funktionsbaustein/Verriegelungs-Muster vorgestellt.
Kontext: Um die Siherheit von Anlagen zu gewährleisten, müssen bestimmte Vorkehrungen
getroen werden, bei Gefährdungen bestimmte Anlagenteile auÿer Betrieb zu nehmen.
Problem: Für Funktionsbausteine werden durh Prozesse Situationen festgelegt, in denen Si-
herheitsbedingungen verletzt werden, z. B. beim Erreihen bzw. Übershreiten von Shwell- bzw.
Verrieglungswerten. Verriegelungen können unter diesen Bedingungen Abshaltungen durhführen.
Lösung: Jede Instanz der abstrakten Klasse Funktionsbaustein kann mit Verriegelungsobjekten
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in Beziehung stehen. Verriegelungen werden jedoh häug in der Feldebene und in der Prozess-
stabilisierungsebene eingesetzt, sodass bei diesem Muster Einzelgerätesteuerungen und Gruppen-
steuerungen Unterklassen der abstrakten Klasse Funktionsbaustein sind. Verriegelungsobjekte wer-
den durh Instanzen von Einzelgerätesteuerungen über Veränderungen von Werten informiert und
überprüfen durh Operationen, ob durh Verletzung von Shwellwerten, die in Attributen der
Assoziationsklasse Shwellwert festgehalten werden, Verriegelungsbedingungen eingetreten sind.
Dadurh können Verriegelungsaktionen ausgelöst werden, die die Abshaltung bzw. Deaktivierung
von tehnishen Funktionseinheiten vornehmen und diese in einen siheren Zustand überführen,
indem sie den Zustand von Funktionsbausteinen (z. B. Gruppensteuerungen) beeinussen.
Beispiel: In der Beispielanlage aus Abbildung 2.4 wird die Steuerung für die Membranpumpe
verriegelt, falls die Membranpumpe aus einem gefährlihen Zustand, wie etwa plötzlihe Abküh-
lung, angefahren wird.
Überlappung: Wie in Abshnitt 8.4.4 beshrieben, können diese mit dem Einzelgerätesteuer-
ungen/Gruppensteuerungs-Muster auftreten.
8.4.6 Reglermuster
In diesem Abshnitt erfolgt die Vorstellung des Regler-Musters.
Kontext: In tehnishen Systemen wird die stabile Einhaltung bestimmter Zustände benötigt,
um Stabilität, Siherheit und Eektivität einer Anlage zu gewährleisten.
Problem: Istwerte eines tehnishen Systems müssen mit vorgegebenen Sollwerten verglihen
und korrigiert werden, um bestimmte Zustände einzuhalten. Zur Aufrehterhaltung der Stabilität
bzw. von bestimmten voreingestellten Sollzuständen in einem tehnishen System werden Reg-
ler verwendet. Es gibt untershiedlihe Regelstrategien, um die Regeldierenz zwishen Soll- und
Istwert möglihst klein zu halten. Die bekannteste ist der bewährte PID-Regler, der sih an der
klassishen Regelungstheorie orientiert. In den letzten Jahren sind aber auh verstärkt Regler, die
Fuzzy-Logik verwenden, zur Anwendung gekommen.
Lösung: Zwishen Reglerobjekten, die Instanzen der abstrakten Klasse Funktionsbaustein sind,
und Einzelgerätesteuerungen, die für Sensoren und Aktoren verwendet werden, gibt es entspre-
hende Assoziationen.
Beispiel: Der Regler, der in der Beispielanlage aus Abbildung 2.4 zur Stabilisierung der Tem-
peratur für die Extraktion verwendet wird, zeigt beispielhaft die Verwendung des Regler-Musters.
Ein weiteres Beispiel wird in [MLD09℄ durh eine Regelung für einen Lüfter abgegeben.
Überlappung: keine
8.4.7 Bild/Funktionsbaustein-Muster
In diesem Abshnitt wird das Bild/Funktionsbaustein-Muster behandelt.
Kontext: In tehnishen Anlagen muss der Zustand von einzelnen Komponenten visualisiert
werden.
Problem: In Leitwarten und Steuerständen wird der Bearbeitungszustand von Teilanlagen-
steuerungen, Anlagensteuerungen und auh Gruppensteuerungen durh Bilder visualisiert. Die
Visualisierung umfasst neben dem aktuellen Bearbeitungszustand die Anzeige von aufgetretenen
Störungen bzw. Warnungen. Diese Informationen werden von Anlagensteuerern zur Führung der
Anlage verwendet.
Lösung: Das Klassendiagramm in Abbildung 8.7 skizziert die Lösung. Die Klasse Bild dient
der Anzeige von Warnungen/Störungen. Die Klasse Bearbeitungszustand gibt Informationen zum
gegenwärtigen Bearbeitungszustand eines Funktionsbausteines. Beim Betrieb von Funktionsbau-
steinen  speziell von Anlagen und Teilanlagensteuerungen  können Störungen bzw. Warnungen,
die den Bearbeitungszustand betreen, auftreten. Sollten beim Betrieb von Instanzen der Klasse
Funktionsbaustein Störungen bzw. Warnungen erzeugt werden, so werden diese mit ihren zuge-
hörigen Bildern und Funktionsbausteinen assoziiert. Dies ermögliht die Anzeige von Störungs-
/Warnungsinhalten im zugehörigen Bild des Anlagenbestandteils. Ein Bild visualisiert also den
Bearbeitungszustand eines Funktionsbaustein, wie etwa speziell einer Teilanalagensteuerung.
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Funktionsbaustein
ein/aus : boolean
befehlsmodus : boolean
fahrweise : integer
aktiv/halt : boolean
setzeWarnung()
Störung/Warnung
inhalt : text
datum
typ
ursprung
setzeInhalt()
erzeugeWarnung()
11..n 
Bearbeitungszustand
zustandsvariable1
setzeZustand()
holeZustand()
1
1


Bild
bauteil1 : text
bauteil2 : text
ausgabeWarnungBauteil1()
rücksetzenBild()
1..n
1


11
Abbildung 8.7: Das Bild/Funktionsbaustein-Muster
Im Allgemeinen identiziert Jae [JLHM91, Lev95℄ drei Fragen in der Anforderungsspezikation
für jeden Datenbestandteil eines Bildes, das für einen Menshen angezeigt werden soll:
• Welhes Ereignis verursaht den Eintrag eines Items?
• Kann oder sollte die Anzeige jemals aktualisiert werden, sobald der Datenbestandteil ange-
zeigt worden ist? Wenn dies der Fall ist, welhe Ereignisse sollten diese Aktualisierung verur-
sahen? Ereignisse, die Updates auslösen, können sein: Externe Beobahtungen, Verstreihen
von Zeit, Aktionen, die durh den beobahtenden Operator vorgenommen und Aktionen, die
durh andere Operatoren ausgelöst werden.
• Welhe Vorgänge führen zum Vershwinden eines Ereignisses? Zusätzlih zu den Daten kann
der Computer die Labels (sowie Menüs oder Software gestützte Labels oder Knöpfe), die mit
den Operatoraktionen assoziiert werden, kontrollieren.
Beispiel: In der Beispielanlage aus Abbildung 2.4 kann der Anlagenbediener die Tempera-
tur und andere physikalishe Gröÿen, die bei der Extraktion der Gelatine von Bedeutung sind,
beobahten. Dies ist ein Beispiel für die Verwendung des Bild/Funktionsbaustein-Musters.
Überlappung: Diese bestehen zu Analysemustern, die geeignete Informationen für Anlagen-
bediener bereitstellen können. Hierfür kommen das Gruppensteuerungen/Teilanlagensteuerungs-
Muster und das Teilanlagensteuerungen/Anlagensteuerungs-Muster in Betraht.
8.4.8 Auftrag/Befehl/Funktionsbaustein-Muster
Wenn die in Abbildung 2.4 gezeigte Anlagensteuerung einen Auftrag bzw. einen Befehl an die ihr
untergeordnete Teilanlagensteuerung zur Extraktion absetzt, ndet das Auftrag/Befehl/Funktions-
baustein-Muster Verwendung.
+startAuftrag()
+stopAuftrag()
-name : String
-datum : Date
-typ : String
Befehl
+start()
+stop()
+setzeFührungswert ()
+setzeFahrweise()
-name : String
-datum : Date
-auslöser : String
Auftrag
1 1
Abbildung 8.8: Das Auftrag/Befehl/Funktionsbaustein-Muster
106
Kontext: Miteinander in Verbindung stehende Funktionsbausteine taushen Befehle unterei-
nander aus.
Problem: Übergeordnete Funktionseinheiten oder Anlagenbediener verursahen durh Befehle
die Abarbeitung von Aufträgen in Funktionsbausteinen. Befehle haben einen Namen, einen Typ,
ein Startdatum und einen Ziel-Funktionsbaustein. Befehle werden in Aufträge umgewandelt, die
anshlieÿend an den Zielfunktionsbaustein weitergereiht werden.
Lösung Es werden zwei Klassen für Befehle und Aufträge eingeführt (s. Abbildung 8.8). Die-
se beiden Klassen werden durh eine Assoziation verbunden. Die Klasse Befehl besitzt die oben
beshriebenen Attribute. Die Klasse Auftrag übernimmt die Attributwerte der Klasse Befehl und
erhält im Attribut Auslöser zusätzlih eine Referenz auf den Befehl.
Beispiel: Ein Beispiel für einen Befehl mit einem Auftrag ist etwa ein Aufruf zum Starten des
Extraktionsvorgangs zur Gelatine Herstellung.
Überlappung: keine
Sensorsteuerung
+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-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Abbildung 8.9: Das Sensor/Dierenzierer-Muster
8.4.9 Sensor/Dierenzierer-Muster
Der Abshnitt dient der Vorstellung des Sensor-Dierenzierer-Musters.
Kontext: Signale müssen regelungstehnish verarbeitet werden.
Problem: Bestimmte eingehende Signale müssen dierenziert werden. In der Regelungstehnik
wird hierfür das so genannte D-Glied [Unb92℄ verwendet. Ein D-Glied ermittelt als Ausgangssignal
die Steigung eines Eingangssignals. Häug wird das Ausgangssignal um einen bestimmten Faktor
verstärkt; dann spriht man vom PD-Glied. Praktishe Problemstellungen hierfür sind Filter, die
den Anstieg eines Signals erkennen müssen.
Lösung Es wird eine Klasse Dierenzierer (s. Abbildung 8.9) eingeführt, die eine Methode
enthält, die als Argument das Eingangssignal entgegennimmt und als Rükgabewert das Aus-
gangssignal liefert. Die Datentypen des Eingangs- und des Ausgangssignals sind reellwertig.
Beispiel: In der Beispielanlage existiert keine sinnvolle Verwendung für dieses Analysemuster.
Überlappung: keine
8.4.10 Sensor/Integrierer-Muster
In diesem Abshnitt wird das Sensor-Integrierer-Muster vorgestellt.
Kontext: Signale eines Sensors müssen regelungstehnish verarbeitet werden.
Problem: Bestimmte eingehende Signale eines Sensors müssen integriert werden. Hierfür wird
in der Regelungstehnik das sog. Integral bzw. I-Glied [Unb92℄ bereitgestellt. Auh hier beim I-
Glied wird häug eine Verstärkung um einen proportionalen Faktor vorgenommen. Ein praktishes
Problem hierfür ist die Summierung eines Eingangssignals über einen bestimmten Zeitraum.
Lösung Eine Klasse Integrierer (s. Abbildung 8.10) wird eingeführt, die eine Methode enthält,
die als Argument das Eingangssignal entgegennimmt und als Rükgabewert das Ausgangssignal
liefert. Die Datentypen des Eingangs- und des Ausgangssignals sind Real.
Beispiel: In der Beispielanlage gibt es keine sinnvolle Verwendung für dieses Analysemuster.
Überlappung: keine
8.5 Verhaltensmuster für Analysemuster
Bei der Erforshung von Mustern standen bisher strukturelle Beziehungen zwishen einzelnen Klas-
sen im Vordergrund. Einige Wissenshaftler [BCS00, Dou99, Fow99℄ haben bisher auf Verhaltens-
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Abbildung 8.10: Das Integrierer-Muster
templates bzw. auf die Existenz von wiederkehrenden Strukturen in Bezug auf Verhalten bei objekt-
orientierter Software hingewiesen. Verhaltensmuster beshreiben wiederverwendbare Shablonen
für das Verhalten von Klassen. Bei der Analyse von Steuerungssoftware für die hemietehnishe
Beispielanlage aus Abshnitt 2.5 werden die in diesem Abshnitt aufgeführten Verhaltensmuster,
die typish für das Verhalten von Steuerungssoftware sind, vorgestellt. Ähnlih wie bei OPC-UA-
Programmen [MLD09℄ werden Statehart-Diagramme zur Modellierung verwendet.
8.5.1 Verhalten des abstrakten Funktionsbausteins
In diesem Abshnitt wird ein Verhaltensmuster für die abstrakte Klasse Funktionsbaustein vorge-
stellt. Funktionsbausteine nehmen in Abhängigkeit zum aktuellen Bearbeitungszustand bestimmte
Zustände ein. Diese ergeben sih aus dem Funktionsbaustein-Konzept und müssen bei Bedarf in
Anwendungen dieses Konzeptes entsprehend verfeinert werden. Das Muster besteht, wie in Ab-
bildung 8.11 durh ein Statehart-Diagramm gezeigt, aus einem Hauptzustand, in dem jede Verar-
beitung eines Funktionsbausteines festgehalten wird. Im Folgenden soll jeder Zustand kurz erklärt
werden. Der Zustand Bereit wird eingenommen, sobald ein Funktionbaustein fertig konguriert und
betriebsbereit ist. Der Zustand Laufend wird eingenommen, wenn das Ereignis starteVerarbeitung
auftritt. In diesem Zustand ndet die normale Verarbeitung des Funktionsbausteines in der gerade
gewählten Fahrweise statt. Deswegen kann dieser Zustand beliebig um weitere Unterzustände ver-
feinert werden. Typisherweise besteht dieser Unterzustand selbst aus den zwei Unterzuständen
Hand und Automatik zwishen denen durh das Ereignis um gewehselt werden kann. Im Zustand
Automatik wird die gegenwärtig ausgewählte Fahrweise automatish abgefahren, während sie im
Zustand Hand per manueller Steuerung abläuft. Weiterhin kann es beim Betrieb eines Funktions-
bausteines sein, dass bestimmte Störungssituationen auftreten, wie Fehlermeldungen oder Alarme.
In diesem Fall wird aus dem Zustand Laufend in den Zustand Abgebrohen übergegangen, sobald
das Ereignis abbrehen auftritt. In diesem Zustand kann eine weitere Fehlerbehandlung vorgenom-
men werden. Sobald diese abgeshlossen ist, kann mit dem Ereignis fortsetzen die ursprünglihe
Verarbeitung fortgeführt werden. Natürlih ist es aufgrund beliebiger Umstände, wie z. B. Gefahren
oder anderer Beeinträhtigungen des Betriebsablaufs, manhmal notwendig die Verarbeitung des
Betriebsablaufs im Funktionsbaustein anzuhalten. Tritt das Ereignis anhalten im Bearbeitungs-
zustand Laufend ein, so wird dieser Zustand betreten. Im günstigsten Falle wird die Bearbeitung
eines Funktionsbausteins durh nihts, also weder externe noh interne Einüsse, beeinträhtigt. In
diesem Fall wird nah der Fertigstellung der Verarbeitung durh das Ereignis beenden in den Zu-
stand Fertig übergegangen, wonah die Zustandsmashine auh automatish terminiert wird. In der
Beispielanlage zur Herstellung von Gelatine aus Abshnitt 2.5 sind die Anlagen-, die Teilanlagen-
und die Gruppensteuerungen Funktionsbausteine, die eine gewisse Komplexität aufweisen. Das
Verhaltensmuster aus Abbildung 8.11 ist daher in jeder dieser Steuerungen anwendbar. Natürlih
müssen für jede Steuerung entsprehende Anpassungen vorgenommen werden.
Dieses abstrakte Verhaltensmuster ist bei allen Anlagen-, Teilanlagen-, Gruppen- und Einzelge-
rätesteuerungen anwendbar. Speziell die Teilanlagensteuerung der Teilanlage zur Extraktion kann
sowohl im Hand- bzw. Automatikbetrieb arbeiten. Natürlih kann der Ablauf der Teilanlagensteu-
erung angehalten, durh Fehler abgebrohen und erfolgreih beendet (im Sinne einer korrekten
Fertigstellung) werden.
108
sm
Funktionsbaustein
Automatik
Abgebrochen
Fertig
Halt
Hand
Laufend
beenden
anhalten
neu starten
neu starten
abbrechen
fortsetzen
weiter
Verarbeitung
beendet
um Bereit
starteVerarbeitung
Abbildung 8.11: Das Verhaltensmuster der Klasse Funktionsbaustein
8.5.2 Zustandsmuster der zyklishen Fahrweise
Für die Unterzustände der Zustände Laufend.Automatik bzw. Laufend.Hand können beliebige
Fahrweisen gewählt werden. Einige typishe Fahrweisen werden in den folgenden Abshnitten kurz
vorgestellt. Bei der zyklishen Fahrweise werden bestimmte Teilfahrweisen bzw. Teilabläufe in zy-
klishen Wiederholungen wieder angestoÿen. Im Folgenden werden die Unterzustände des Haupzu-
standes zyklishe Fahrweise erläutert. Vom Initialzustand wird in den Unterzustand Fahrweise
1 übergegangen. Manhmal ist es notwendig explizite Initialiserungszustände anzugeben. In Ab-
bildung 8.12 werden die Unterzustände Fahrweise 1,..., Fahrweise M jeweils beim Auftreten des
Ereignisses weiter eingenommen. Bendet man sih im Zustand Fahrweise M und das Ereignis
weiter tritt auf, wird der Zyklus ein weiteres Mal durhlaufen. In den Unterzuständen können
weitere Aktivitäten bzw. Aktionen modelliert werden. Für den Fall, dass es notwendig ist, explizite
Terminierungszustände anzugeben, kann der Zyklus an bestimmten Stellen verlassen werden. Hier
kann das in einem Unterzustand geshehen.
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Abbildung 8.12: Das Verhaltensmuster der Klasse zyklishe Fahrweise
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Abbildung 8.13: Eine sequentielle Fahrweise
8.5.3 Zustandsmuster der sequentiellen Fahrweise
Eine weitere Möglihkeit die Teilshritte einer Fahrweise anzugeben, besteht darin diese sequentiell
anzuordnen. Auh diese soll hier kurz beshrieben werden. Die Abbildung 8.13 gibt ein Statehart-
Diagramm des Musters an. Der Initialzustand gibt den Anfangszustand einer Verarbeitung vor. Die
Teilzustände Fahrweise Teil 1 bis Fahrweise Teil M geben die einzelnen Teile einer Fahrweise an,
die sequentiell durhlaufen werden. Die Teilzustände können dabei entweder aus einzelnen Shrit-
ten oder wiederum aus Teilfahrweisen bestehen. Zustandsübergänge nden immer statt, wenn das
Ereignis weiter auftritt. Der Endzustand gibt die Beendigung einer Verarbeitung an. Er wird be-
treten, wenn der letzte Teil der Fahrweise bearbeitet worden ist und das Ereignis stop eintritt.
Ein Beispiel für die Anwendung dieses Zustandsmuster ist sie Teilanlagensteuerung zur Extrak-
tion der Gelatine aus Abshnitt 2.5. Die Verfahrensbestandteile des Befüllens des Behälters, des
Erhitzens mit Temperaturregelung und des Abpumpens müssen in sequentieller Reihenfolge mit
geeigneten Parametern ausgeführt werden. Zur Beshreibung des Verhaltens der Teilanlagensteue-
rung ist das Zustandsmuster der sequentiellen Fahrweise geeignet, da jeder Verfahrensbestandteil
einer Teilfahrweise entspriht.
In der Beispielanlage aus Abshnitt 2.5 werden von der Teilanlagensteuerung zur Extrakti-
on sequentiell die Verfahrensshritte des Befüllens des Behälters, dem Erhitzen der Lösung und
dem Abpumpen durhlaufen. Die Teilanlagensteuerung zur Extraktion ist somit ein Beispiel zur
sequentiellen Fahrweise.
8.5.4 Zustandsmuster der explizit angestoÿenen Fahrweise
Weiterhin kann ein Funktionsbaustein in der Lage sein alternativ, eine von mehreren Fahrweisen
zu bearbeiten. Dazu muss es möglih sein eine Fahrweise explizit auszuwählen bzw. anzustoÿen.
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Abbildung 8.14: Eine explizit angestoÿene Fahrweise
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Bei einem solhen Muster, das in Abbildung 8.14 durh ein Statehart-Diagramm gezeigt ist, lie-
gen Transitionen aus dem Hauptzustand auf die einzelnen Unterzustände vor, die zur Auswahl
mit entsprehenden Ereignissen versorgt werden müssen. Der Initialzustand wird am Anfang einer
Verarbeitung eingenommen. Die Teilzustände Fahrweise 1 bis Fahrweise M geben alternative Fahr-
weisen an, die entsprehend ausgewählt werden müssen. Zustandsübergänge nden immer statt,
wenn das Ereignis weiter auftritt. Der Endzustand gibt die Beendigung einer Verarbeitung an.
Er wird betreten, wenn die ausgewählte Fahrweise bearbeitet worden ist und das Ereignis stop
eintritt.
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Abbildung 8.15: Das Warten-Zustandsmuster
8.5.5 Warten-Zustandsmuster
Die einzelnen Shritte von Fahrweisen bestehen typisherweise auh aus bestimmten Zustands-
mustern. Interessant sind hier das Warten-Zustandsmuster, das in diesem Abshnitt beshrieben
wird. Beim Warten-Muster wird ein Wartezustand aus einer Teilfahrweise heraus betreten, der
verlassen wird, sobald ein bestimmtes Ergebnis abgeliefert wurde. Hier werden die Zustände dieses
Zustandsmusters (s. Abbildung 8.15) aufgeführt: Im Zustand Vorbedingung FW1 werden möglihe
Vorbedingungen für den Teil 1 einer Fahrweise geprüft. Sind die Prüfungen abgeshlossen, wird
der Teil 1 einer Fahrweise durhgeführt. Wenn notwendig, werden für die Bearbeitung externe
Quellen/Komponenten aufgerufen, die bestimmte Resultate zurükliefern sollen. Werden externe
Ergebnisse erwartet, so führt das zur Einnahme eines Blokierungszustandes, in dem gewartet wird.
Dieser kann anshlieÿend verlassen werden, um den Teil 2 einer Fahrweise zu bearbeiten. Ist dies
geshehen wird eine Nahbedingung geprüft.
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Kapitel 9
Musterverfeinerung
In diesem Kapitel wird gezeigt, wie Analysemuster des Analysemuster-Systems beim Entwurf durh
Entwurfsmuster aus dem Entwurfsmuster-System verfeinert werden können. Die Analysemuster im
ASM spezizieren funktionale Anforderungen auf abstraktem Niveau. Dies führt zu Musterkom-
binationen im KSM, die sih aus Analysemustern sowie zur korrekten Verfeinerung verwende-
ten Entwurfsmustern zusammensetzen. Ein Paar, das durh ein Analysemuster sowie eine solhe
Entwurfsmuster-Kombination  also einer Menge von Entwurfsmustern  gebildet wird, soll im Fol-
genden als Verfeinerungsmuster bezeihnet werden. Bei der Anwendung von Verfeinerungsmustern
zur Entwiklung von Steuerungssoftware werden bestimmte Ziele verfolgt:
• Die Entwiklung von Steuerungssoftware soll sih an den für diese Domäne gültigen Ab-
straktionen orientieren und diese einem Entwikler von Steuerungssoftware leiht anwendbar
bereitstellen.
• Die Organisation der gemeinsamen Umsetzung von funktionalen und niht-funktionalen An-
forderungen soll unterstützt werden.
• Der korrekheitsgesiherte Entwurf wird unterstützt, indem für jedes Analysemuster eine ge-
eignete Entwurfsmuster-Kombination bereitgestellt wird. Die Anforderungen und bestimmte
Annahmen, die für die Analysemuster formuliert werden, müssen durh die Spezikationen
der verwendeten Entwurfsmuster erfüllt werden.
• Es sollen wiederverwendbare Beziehungen zwishen Mustern, die sih auf untershiedlihen
Abstraktionsniveaus benden, dokumentiert werden.
Zunähst wird der Begri des Verfeinerungsmusters deniert, der in [Gra99b℄ eingeführt wur-
de. Mittlerweile haben auh andere Autoren wie N. Shankar [Sha03℄, der Verfeinerungsmuster
als mittelfristiges Forshungsziel nennt, und C. Pons [Pon06℄ den Begri verwendet. Weiterhin
werden niht-funktionale Anforderungen an Analysemuster untersuht und danah sinnvolle Ver-
feinerungsmuster für die Domäne der Steuerungssoftware vorgestellt. Abshlieÿend wird auf die
korrekte Anwendung von Verfeinerungsmustern bei der Softwareentwiklung durh Beshreibung
eines Prozessmodells eingegangen.
9.1 Verfeinerungsmuster
In diesem Abshnitt soll der Begri des Verfeinerungsmusters genauer deniert werden. Um zu einer
systematishen Aufzählung von Verfeinerungsmustern zu gelangen, wird danah für jedes Analyse-
muster des Analysemuster-Systems untersuht, welhe konkreten niht-funktionalen Anforderun-
gen bzgl. Realzeit, Entferntheit und Fehlertoleranz an ein Analysemuster bestehen können, die
durh eine Entwurfsmuster-Kombination umgesetzt werden. Abshlieÿend werden in diesem Ab-
shnitt einige Vorshläge für derartige Verfeinerungsmuster in einem Musterkatalog (s. Tabelle 9.1
und 9.2) angegeben, der beshreibt, wie jedes individuelle Verfeinerungsmuster aufgebaut ist. Pons
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beshreibt in [Pon06℄ eine gute Motivation für die Erforshung von Verfeinerungsmustern, nahdem
sie die Grundlagen der formalen Verfeinerung vorgestellt hat:
This renement mahinery is present in most formal speiation languages suh
as Objet-Z [6℄, [21℄, B [10℄, and the renement alulus [2℄. Besides, some restrited
forms of programming languages an also be formally rened [4℄. But, in the standard
speiation language UML [14℄, the renement mahinery has not reahed a mature
state yet. Being UML a language widely used in software development, any eort ma-
de towards inreasing the robustness of the UML renement mahinery beomes a
valuable task whih will also ontribute to the improvement of MDD (Model Driven
Development). 
Für die Formalisierung von UML-Diagrammen wird in [Pon06℄ Objet-Z verwendet. Der dort be-
shriebene Ansatz, der von Pons selbst als formal nah informal harakterisiert wird, ist umgekehrt
in Bezug auf die Formalisierung zu dem, der in dieser Arbeit verwendet wird, da in dieser Arbeit in-
formale UMLMuster auf der Basis von TLA formalisiert werden. Bei dem Ansatz von Pons werden
stattdessen Verfeinerungsmuster aus Objet-Z  einer auf objektorientierten Konzepten beruhen-
den formalen Spezikationssprahe  in sog. UML-Verfeinerungsmuster übertragen. Als Ursahe
hierfür wird angegeben, dass in UML-Spezikationen Verfeinerung oft niht explizit speziziert
wird, sondern in den Modellen verstekt ist. Dies wird als verstekte Verfeinerung (engl. hidden
renement) bezeihnet. Als Nahteil des Ansatzes von Pons ist allerdings die geringe Verbreitung
von Objekt-Z in industriellen Projekten zu nennen. Auÿerdem ershwert die frühe Formalisierung
die Kommunikation mit den Anwendern, die in frühen Projektphasen involviert sind.
Der Begri des Verfeinerungsmuster wird in [Sha03℄ wie folgt beshrieben:
A halfway house between transformational and posit-and-prove an be envisaged,
where ertain patterns of model and renement an be aptured and used in the on-
strution of renements. This is a more pragmati idea than transformational rene-
ment in that the pattern might not guarantee the orretness of the renement. Instead
M2 would be onstruted from M1 by appliation of a pattern and the orretness of
the renement would be proved in the usual posit-and-prove way. Ideally the pattern
should provide muh of the anillary properties (e.g., invariants, tatis) required to
omplete the proof, or at least an indiation of what kinds of properties might be nee-
ded. The aim of using suh patterns is to minimize veriation eort when applying
renement. A researh goal is to identify suh patterns through a range of ase studies
and supporting the appliation of the patterns with tools. 
Die Idee dieser Beshreibung wird für die in dieser Arbeit gültige Denition verwendet. Ein Ver-
feinerungsmuster setzt sih aus mehreren Bestandteilen zusammen:
• Einem Analysemuster, das die funktionalen Anforderungen beshreibt und dessen Klassen
Verhaltensmuster besitzen. Dieses Analysemuster entsprihtM1 aus der Denition von Shan-
kar.
• Einer Menge von niht-funktionalen Anforderungen bzgl. Realzeit, Entferntheit oder Feh-
lertoleranz an das Analysemuster, die durh UML-Constraints oder UML-Notizen in den
Diagrammen des Analysemusters speziziert werden.
• Einer verfeinernden Musterkombination, die in Abhängigkeit vom gerade betrahteten Domä-
nenausshnitt das verfeinerte Analysemuster enthalten kann und zusätzlih aus einem oder
mehreren Entwurfsmustern zusammengesetzt ist. Diese Musterkombination muss die funk-
tionalen und niht-funktionalen Anforderungen erfüllen, die an das Analysemuster bestehen.
Diese Entwurfsmuster-Kombination entspriht M2.
• Einer oder mehreren Annahmen, die vorgegebene Siherheits-, Lebendigkeits- oder Realzeit-
Eigenshaften der Entwurfsmuster-Kombination beshreiben und auh in den UML-Diagram-
men der Entwurfsmuster-Kombination eines Verfeinerungsmusters angegeben werden.
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Abbildung 9.1: Die Darstellung eines Verfeinerungsmusters durh Pakete
Als ein Beispiel für Verfeinerungsmuster wird die Verfeinerung des Analysemusters Bild/Funktions-
baustein herangezogen. Es wird angenommen, dass der Funktionsbaustein eine Einzelgerätesteu-
erung repräsentiert, an den Anforderungen bzgl. der Realzeit und der Fehlertoleranz bestehen.
Zur korrekten Verfeinerung wird zur Erfüllung der Realzeit-Anforderungen das Entwurfsmuster
der periodishen Task verwendet. Weiterhin wird zur Erfüllung der Anforderungen bzgl. der Feh-
lertoleranz das Wathdog Muster verwendet. Insgesamt ergibt sih das Verfeinerungsmuster der
periodishen, überwahten Einzelgerätesteuerung.
9.2 Verfeinerungsmuster-Katalog
In diesem Abshnitt werden konkrete Vorshläge für Verfeinerungsmuster gemaht und in einem
Katalog aufgeführt. Dabei ist zu berüksihtigen, dass durh ein Verfeinerungsmuster häug Ent-
wurfsprobleme bzgl. untershiedliher, niht-funktionaler Anforderungen gelöst werden müssen,
wodurh eine Kombination mehrerer Entwurfsmuster zustande kommt.
Zur Verfeinerung von Klassen werden im OOD nah [Kai99℄ und [Hawai99℄ Analyseklassen
ersetzt bzw. zusammengefügt. UML stellt leider nur eingeshränkte Mittel zur Verfügung, um Ver-
feinerungen zwishen Diagrammen zu spezizieren [Pon06℄. So existieren keine standardisierten
Konstrukte, um die Semantik einer formalen Verfeinerung zwishen Modellen auf vershiedenen
Abstraktionsebenen zu spezizieren. Speziell gilt dies für die untershiedlihen Diagrammarten zur
Verhaltensspezikation. Eine Ausnahme bilden Statehart-Diagramme, die es gestatten Zustände
aus Klassen zu vererben und damit eine Verfeinerung auszudrüken. Allerdings ist oensihtlih,
dass die Verfeinerung untershiedliher Diagramme grash auh nur kompliziert darzustellen ist.
In diesem Abshnitt werden Abhängigkeiten mit dem<<rene>>-Stereotyp verwendet, um Verfei-
nerungen zwishen dem Klassendiagramm eines Analysemusters und dem Klassendiagramm einer
Entwurfsmuster-Kombination darzustellen, wie in Abbildung 9.1 gezeigt. Dazu müssen sih die
Klassendiagramme jeweils in einem Paket benden.
Dabei speziziert P1 ein Paket (Pakage), das durh das Paket P2 verfeinert wird. Die Klassen-
diagramme des Analysemusters und der Entwurfsmuster-Kombination werden jeweils im Rahmen
eines Paketes angegeben. Wenn durh das Paket ein Analysemuster speziziert wird, erhält es
den Stereotyp << analysis pattern>>. Weiterhin wird mit dem Stereotyp << design pattern
ombination >> ausgedrükt, dass das Paket eine Entwurfsmuster-Kombination enthält. Jetzt
werden die folgenden Analysemuster aus P1 nah Verfeinerungen durh Realzeit-, Verteilungs-
und Fehlertoleranzanforderungen untersuht:
• das Reglermuster aus Abshnitt 8.4.6
• das Sensor/Dierenzierer-Muster aus Abshnitt 8.4.9
• das Sensor/Integrierer-Muster aus Abshnitt 8.4.10
• das Einzelgerätesteuerungen/Gruppensteuerungs-Muster aus Abshnitt 8.4.4
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• das Gruppensteuerungen/Teilanlagensteuerungs-Muster aus Abshnitt 8.4.3
• das Teilanlagensteuerungen/Anlagensteuerungs-Muster aus Abshnitt 8.4.2
• das Gruppensteuerung/Verriegelungs-Muster aus Abshnitt 8.4.5
Zur Präsentation des Verfeinerungsmuster-Katalogs wird jedes so entstehende Verfeinerungs-
muster in einer der folgenden Tabellen aufgeführt. Die Tabelle 9.1 enthält Verfeinerungsmuster mit
Anforderungen bzgl. der Verteilung und der Realzeit. Im Gegensatz dazu enthält die Tabelle 9.2
Anforderungen bzgl. der Fehlertoleranz und der Realzeit. Für Verfeinerungen, die durh Real-
zeitanforderungen bedingt sind, wird keine separate Tabelle angegeben. Die Angabe der Verfeine-
rungsmuster in einer Tabelle erfolgt nah folgendem Shema: Der Name eines Verfeinerungsmusters
steht jeweils in der linken Spalte der jeweiligen Tabelle und wird durh Verkettung von beshreiben-
den Eigenshaften (meistens mit Hilfe von Adjektiven) der verfeinernden Entwurfsmuster gefolgt
vom Namen des Analysemuster gebildet, das in der mittleren Spalte steht. In der rehten Spalte
werden die einzelnen Muster der Entwurfsmuster-Kombination, die die Entwurfsprobleme lösen,
aufgeführt. Die einzelnen Verfeinerungsmuster des Katalogs werden im Folgenden vorgestellt.
Name des Verfeinerungsmus-
ters
Zu verfeinerndes Analyse-
muster aus dem Analyse-
muster-System
Zur Verfeinerung verwendete
Entwurfsmuster
Verteilter Regler Regler Proxys jeweils bei Aktoren und
Sensoren, periodishe Reglertask
Vermittelte Regelung Regler RT-Broker jeweils bei Aktoren,
Sensoren und periodisher Reg-
lertask
Verteilte Einzelgerätesteue-
rungen/Gruppensteuerung
Einzelgerätesteuerungen/
Gruppensteuerung
Proxy, periodishe Task
Verteilte Gruppensteue-
rungen/Teilanlagensteuerung
Gruppensteuerungen/
Teilanlagensteuerung
Proxy, periodishe Task
Verteilte Teilanlagensteue-
rungen/Anlagensteuerung
Teilanlagensteuerungen/
Anlagensteuerung
Proxy, periodishe Task
Verteilter bzw. vermittelter Sensor/Dierenzierer Proxy/RT-Broker u. periodishe
Dierenzierer mit Einzelge-
rätesteuerung
Tasks
Verteilter bzw. vermittelter
Integrierer mit Einzelgeräte-
steuerung
Sensor/Integrierer Proxy/RT-Broker u. periodishe
Tasks
Vermittelte Einzelgerätesteue-
rungen/Gruppensteuerung
Einzelgerätesteuerungen/
Gruppensteuerung
RT-Broker, periodishe Task
Vermittelte Gruppensteue-
rungen/Teilanlagensteuerung
Gruppensteuerungen/
Teilanlagensteuerung
RT-Broker, periodishe Task
Vermittelte Teilanlagensteue-
rungen/Anlagensteuerung
Teilanlagensteuerungen/
Anlagensteuerung
RT-Broker, periodishe Task
Periodishe, entfernte bzw.
vermittelte Beobahtung
Allgemeiner
Bild/Funktionsbaustein
Proxy/RT-Broker, periodishe
Task
Transaktionsgesiherter Bild/
Funktionsbaustein
Bild/Funktionsbaustein Sporadishe Bild-Task mit
Transaktionssteuerungsobjekten
Transaktionsgesiherter, ver- Verriegelter Bild/Funk- Transaktionsmuster, jeweils spo-
riegelter Bild/Funktionsbau- tionsbaustein radishe Task für
stein Bild und Funktionsbaustein
Periodishe Funktionalität Funktionsbaustein Periodishe Task
Sporadishe Funktionalität Funktionsbaustein Sporadishe Task
Tabelle 9.1: Der Verfeinerungsmuster-Katalog für Realzeit- und Verteilungsanforderungen
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Name des Verfeinerungsmus-
ters
Zu verfeinerndes Analyse-
muster aus dem Analyse-
muster-System
Zur Verfeinerung verwendete
Entwurfsmuster
Periodishe, überwahte Ein-
zelgerätesteuerung
Einzelgerätesteuerung/
Bild
Wathdog, periodishe Task
Überwahte Gruppensteue-
rung
Gruppensteuerung/Bild Wathdog, periodishe Task
Periodishe, überwahte
Gruppensteuerung
Gruppensteuerung/Bild Wathdog, periodishe Task
Sporadishe bzw. periodishe,
überwahte Teilanlagen-
steuerung
Teilanlagensteuerung/
Bild
Wathdog, periodishe oder spo-
radishe Task
Sporadishe bzw. periodishe,
überwahte Anlagensteuerung
Anlagensteuerung/Bild Wathdog, sporadishe bzw. pe-
riodishe Task
Redundante
Einzelgerätesteue-
rungen/Gruppensteuerung
Einzelgerätesteuerungen/
Gruppensteuerung
Master-Slave Entwurfsmuster
und entsprehende Tasks
Redundante Gruppensteue-
rungen/Teilanlagensteuerung
Gruppensteuerungen/
Teilanlagensteuerung
Master-Slave Entwurfsmuster
und entsprehende Tasks
Redundante Teilanlagensteue-
rungen/Anlagensteuerung
Teilanlagensteuerungen/
Anlagensteuerung
Master-Slave Entwurfsmuster
und entsprehende Tasks
Redundante Regelung Regler Master-Slave Entwurfsmuster
und entsprehende Tasks
Fehlertolerante Gruppensteue-
rung mit Verriegelung
Gruppensteuerung periodishe Task, Master Slave
Fehlertolerante, verriegelte
Einzelgerätesteuerungen/
Gruppensteuerung
Gruppensteuerung/Ver-
riegelung
Periodishe Task für GS spon-
tane für Verriegelung
Tabelle 9.2: Der Verfeinerungsmuster-Katalog für Realzeit- und Fehlertoleranzanforderungen
9.2.1 Verfeinerung von Analysemustern mit Realzeitanforderungen
In diesem Abshnitt werden die Verfeinerungen von Analysemustern mit Realzeitanforderungen
angegeben. Sie bilden die Basis für spätere Verfeinerungen durh Verteilungs- bzw. Fehlertoleranz-
anforderungen. Falls beim Entwurf eine Task verwendet wird, wird folgende Konvention für den
Typ der Task verwendet:
• Für den Fall, dass eine periodishe Task verwendet wird, wird die Abkürzung pTask für die
Bezeihnung der Klasse verwendet.
• Falls eine sporadishe Task zur Verwendung kommt, wird die Klasse mit sTask abgekürzt.
• Wenn oen ist, welher Typ einer Task zur Verwendung kommt, wird die Bezeihnung Task
verwendet.
Beim Analysemuster des Reglers ist es erforderlih eine periodishe Task zur Verfeinerung der
Reglerklasse einzusetzen, wie in Abbildung 9.2 gezeigt. Diese liest in regelmäÿigen Zeitabstän-
den Istwerte der Sensoren ein und liefert Stellwerte an den Aktor, um die zeitlihen Anforde-
rungen an das Analysemuster zu erfüllen. Generell wird hier festgelegt, dass für eine Reglertask
eine periodishe Task verwendet wird, um die niht-funktionalen Anforderungen an einen Regler
umzusetzen. Auh die Steuerungen von Aktoren und Sensoren müssen wegen existierender Real-
zeitanforderungen durh Tasks verfeinert werden. Wie diese Verfeinerung aussieht, hängt stark von
den tehnishen Randbedingungen ab. Es muss die Entwurfsentsheidung getroen werden, ob eine
periodishe oder eine sporadishe Task verwendet wird.
116
pTask
Task
Task
Regler
Aktor
Sensor
<<refine>>
<<analysis pattern>>
<<design pattern combination>>
Abbildung 9.2: Die Verfeinerung des Reglers durh Realzeitanforderungen
Für das Analysemuster des Sensor/Dierenzierers bzw. des Sensor/Integrierers (siehe Ab-
shnitt 8.4.9 und 8.4.10) ist es erforderlih, dass der Dierenzierer bzw. Integrierer durh eine
periodishe Task verfeinert wird, da entsprehend den Anforderungen eingehende Messwerte in
wiederkehrenden Intervallen verarbeitet werden müssen, um die Funktionalität eines Integrierers
bzw. Dierenzierers zu erbringen. Dies wird in Abbildung 9.3 für beide Analysemuster gezeigt,
indem zur Verfeinerung der Dierenziererklasse bzw. der Integriererklasse jeweils eine periodishe
Task verwendet wird, was auh in den folgenden Abshnitten erfolgt. Für Einzelgerätesteuerungen
gelten bzgl. der tehnishen Randbedingungen ähnlihe Überlegungen wie beim Regler.
Beim Einzelgerätesteuerungen/Gruppensteuerungs-Muster wird abhängig von den Anforderun-
gen  d. h. im Rahmen einer Entwurfsentsheidung  festgelegt, dass die Gruppensteuerung durh
eine periodishe Task verfeinert wird, um die Realzeit-Anforderungen zu realisieren. Der linke Teil
der Abbildung 9.4 zeigt die Verfeinerung dieses Analysemusters.
Für diese periodishen Tasks sind die Zykluszeiten entsprehend den zeitlihen Anforderungen
an das Analysemuster zu wählen. Für Einzelgerätesteuerungen von Aktoren und Sensoren gelten
bzgl. der tehnishen Randbedingungen die o. g. Überlegungen. Es soll aber oen bleiben, welher
Typ einer Task verwendet wird.
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Abbildung 9.3: Die Verfeinerung des Integrierers und des Dierenzierers durh Realzeitanforderun-
gen
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Abbildung 9.4: Die Verfeinerung des Einzelgeräte-/Gruppensteuerungsmusters durh Tasks
Weiterhin muss das Gruppensteuerungen/Teilanlagensteuerungs-Muster durh Tasks verfei-
nert werden. Dabei werden sowohl die Analyseklassen Teilanlagensteuerung als auh die ihr zu-
geordneten Gruppensteuerungen wegen der Realzeitanforderungen an das Analysemuster jeweils
durh eine Task verfeinert. Beim Entwurf muss entshieden werden, welher Typ einer Task ver-
wendet wird. So muss die Task einer Teilanlagensteuerung periodish ihre untergeordneten Grup-
pensteuerungen aufrufen, während die Gruppensteuerung ihrerseits ihre zugeordneten Einzelge-
rätesteuerungen überwaht (s. Abbildung 9.5). Daher wird festgelegt, dass Teilanlagensteuerun-
gen durh eine periodishe Task realisiert werden. Wie beim Gruppensteuerungen/Teilanlagen-
steuerungs-Muster wird beim Analysemuster der Teilanlagensteuerungen/Anlagensteuerung vor-
gegangen, wofür kein Diagramm angegeben wird, wobei Anlagensteuerungen durh Anwendung
einer periodishen Task realisiert werden.
In Abbildung 9.5 wird die Verfeinerung des Bild/Funktionsbaustein-Musters gezeigt. Für Bilder
wird angenommen, dass sie durh eine sporadishe Task verfeinert werden. Für den Funktionsbau-
stein bleibt es oen, welher Typ einer Task verwendet wird.
Auh an das Analysemuster des verriegelten Funktionsbausteines bestehen Realzeitanforderun-
gen bzgl. des Verriegelungsobjekts, da eine Verriegelung innerhalb eines bestimmten Zeitraumes
vorgenommen werden muss. Deshalb ist es erforderlih, das Verriegelungsobjekt durh eine spo-
radishe Task zu verfeinern, da nur durh die so vorab bereitgestellten Ressouren eine Garantie
für eine zeitgerehte Verriegelung gegeben werden kann. Das Objekt der periodishen Task der
Gruppensteuerung ruft bei Werteänderungen das Objekt der Klasse sporadishe Task des Verrie-
gelungsobjektes auf, um die Verriegelungsbedingung zu prüfen.
Bild Funktionsbaustein
Task Task
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Abbildung 9.5: Die Verfeinerung des Bild/Funktionsbaustein-Musters
9.2.2 Verfeinerung von Analysemustern mit Verteilungsanforderungen
Steuerungssoftware ist in der Regel verteilt. Als Lokationen zur Verteilung von Steuerungssoftware
kommen folgende Hardware-Komponenten in Frage:
• Sensoren und Aktoren, die prozessnah sind und in denen Einzelgerätesteuerungen ausgeführt
werden.
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• Mikro-Controller oder kleinere Leitrehner, die noh prozessnah sind und zur Ausführung von
Gruppensteuerungen, von periodishen Regelungen und von Integrierern bzw. von Dierenzierern
dienen.
• Leitstationen für Teilanlagen- und Anlagensteuerungen, die prozessfern sind.
• Prozessferne Bedienpulte und Leitstände mit Bildern einer Anlage, welhe zur Visualisierung
des Zustands von Anlagen bzw. deren Bestandteilen verwendet werden.
pTask
Task
pTaskProxy
Proxy
Regler
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Abbildung 9.6: Das Verfeinerungsmuster verteilter Regler
Im Folgenden soll für eine derartige Verteilung von Steuerungssoftware untersuht werden,
welhe Analysemuster niht-funktionale Anforderungen bzgl. der Verteilung besitzen.
Beim Analysemuster des Reglers sind die Einzelgerätesteuerung des Aktors, die Einzelgeräte-
steuerung des Sensors und die Reglersoftware voneinander entfernt. Sensor und Aktor greifen di-
rekt in den Prozess ein, welher die Regelstreke enthält, während der Regler auf einer entfernten
Hardware-Komponente installiert ist. Bei der Verfeinerung wird die Entferntheit durh die Verwen-
dung eines Proxy-Musters zur Kommunikation des Reglers mit dem Aktor bzw. mit dem Sensor
umgesetzt. Das dadurh entstandene Verfeinerungsmuster wird als verteilter Regler bezeihnet und
ist in Abbildung 9.6 gezeigt. Für den Fall, dass vershiedene Kommunikationspartner für Sensor-
oder Aktorsteuerungen in Frage kommen, wird das Broker-Muster zur Verfeinerung verwendet.
Falls diese Entwurfsentsheidung getroen wird, soll das dadurh entstehende Verfeinerungsmus-
ter vermittelter Regler genannt werden.
Auh bei den Analysemustern Sensor/Dierenzierer bzw. Sensor/Integrierer wird, da die Ein-
zelgerätesteuerung vom Integrierer bzw. dem Dierenzierer entfernt ist, ein Proxy-Muster zur Kom-
munikation zwishen den Komponenten aufgenommen. Dies wird in Abbildung 9.7 gezeigt. Die Ein-
zelgerätesteuerung wird häug prozessnah eingesetzt, während sih der Integrierer/Dierenzierer
an einem anderen Ort bendet. Dadurh entstehen zwei Verfeinerungsmuster, die als verteilter
Sensor/Dierenzierer bzw. verteilter Sensor/Integrierer bezeihnet werden.
Das Gruppensteuerungen/Teilanlagensteuerungs-Muster besitzt Anforderungen bzgl. der Ent-
ferntheit, weil Teilanlagensteuerungen prozessfern und Gruppensteuerungen prozessnah eingesetzt
werden. Soll eine Teilanlagensteuerung mit einer fest zugewiesenen Gruppensteuerung kommuni-
zieren, wird ein Proxy-Muster zur Verfeinerung eingesetzt, das als lokaler Stellvertreter der Grup-
pensteuerung dient.
Soll es der Teilanlagensteuerung dagegen erlaubt sein auf Gruppensteuerungen dynamish zu-
zugreifen, wird eine Verfeinerung mit dem Broker-Muster vorgenommen. Dieses Verfeinerungs-
muster, das als vermitteltes Gruppensteuerungen/Teilanlagensteuerungs-Muster bezeihnet wird,
ist in Abbildung 9.8 angegeben. Als zentralen Bestandteil erkennt man den realzeitfähigen RT-
Broker [BHS07b℄, der über Proxy Objekte mit den Tasks, die für die Gruppensteuerung und An-
lagensteuerung eingeführt worden sind, kommuniziert.
Beim Einzelgerätesteurungen/Gruppensteuerungs-Muster benden sih mehrere Einzelgeräte-
steuerungen und die Gruppensteuerung an untershiedlihen Orten. Die Einzelgerätesteuerungen
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Abbildung 9.7: Die Verfeinerungsmuster verteilter Integrierer bzw. Dierenzierer
werden auf prozessnahen Aktoren bzw. Sensoren ausgeführt, während sih die Gruppensteuerung
auf einem kleinen Leitrehner bendet. Besteht die niht-funktionale Anforderung, dass die Grup-
pensteuerung mit einer ihr fest zugeordneten Einzelgerätesteuerung kommunizieren soll, kann hier-
für ein Proxy-Muster zur Verfeinerung verwendet werden, welhes zwishen die Gruppensteuerung
sowie die Einzelgerätesteuerungen eingefügt wird, was in Abbildung 9.9 gezeigt ist. Das Proxy-
Objekt ist passiv und wird im Rahmen der Task der Gruppensteuerung instantiiert und aufgerufen.
Dieses Proxy-Muster dient der Gruppensteuerung als lokaler Stellvertreter für eine Einzelgeräte-
steuerung. Besteht hingegen die Anforderung, dass die Gruppensteuerung dynamish auf mehrere
Einzelgeräte zugreifen soll, wird statt des Proxy-Musters ein Broker-Muster zur Verfeinerung ver-
wendet, bei dem der Kommunikationspartner dynamish anhand von bestimmten Eigenshaften
ausgewählt wird.
Wie in den beiden zuvor beshriebenen Fällen wird auh beim Teilanlagensteuerungen/Anlagen-
steuerungs-Muster vorgegangen, wofür kein separates Diagramm angegeben wird.
Das Bild/Funktionsbaustein Muster ermögliht es, dass die in einem Funktionsbaustein ab-
laufende Steuerungssoftware und das zur Beobahtung auf einem Leitstand eingesetzte Bild (Ab-
bildung einer tehnishen Funktionalität mit Zustandsinformationen, wie physikalishen Gröÿen)
miteinander kommunizieren. Daher ergeben sih in Abhängigkeit von der exakten Funktionalität
des Bildes zusätzlihe niht-funktionale Anforderungen in Bezug auf die Entferntheit.
Besteht die Anforderung, dass ein Bild fest mit einem zugeordneten Funktionsbaustein  z. B.
einer Teilanlagensteuerung  zu Kommunikationszweken verbunden ist, wird ein Proxy-Muster
zwishen das Bild und den Funktionsbaustein eingefügt. Auf diese Weise entsteht das Verfeine-
rungsmuster verteilter Bild/Funktionsbaustein, das in Abbildung 9.10 gezeigt ist. Wenn ein Bild
Informationen mit einem oder mehreren Funktionsbausteinen austaushen soll, wird zur Verfeine-
rung das Broker-Muster zwishen das Bild und den Funktionsbaustein geshaltet. Manhmal be-
steht die Anforderung, dass Anweisungen oder Befehle des Bildes an mehrere Funktionsbausteine
im Rahmen einer Transaktion übertragen werden müssen, um siherzustellen, dass die Informatio-
nen aus einer Anlage auh den Bediener erreihen. Dies bedeutet, dass entweder alle Bilder mit den
RT-BrokerProxy Proxy sTaskpTask
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TeilanlagensteuerungGruppensteuerung
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Abbildung 9.8: Das Verfeinerungsmuster vermitteltes Gruppensteuerungen/Teilanlagensteuerungs-
Muster
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Abbildung 9.9: Die Verfeinerungsmuster für verteilte Einzelgeräte-, Gruppen-, und Teilanlagen-
steuerungen
passenden Informationen versorgt werden oder gar keines. Weiterhin ist es in diesem Zusammen-
hang relevant, dass die Informationen in einer Datenbank persistiert werden, um im Fehlerfall den
Verursaher ermitteln zu können. Um diese Anforderung zu erfüllen, wird ein Transaktionsmuster
zwishen das Bild und den Funktionsbaustein inkludiert. Dadurh entsteht ein Verfeinerungsmus-
ter, das als transaktionsgesiherter Bild/Funktionsbaustein bezeihnet wird.
9.2.3 Verfeinerung von Analysemustern mit Fehlertoleranzanforderun-
gen
Steuerungssoftware besitzt Fehlertoleranzanforderungen, um Ausfälle zu vermeiden bzw. fehler-
haftes Verhalten zu vermeiden. Bei Analysemustern liegen Fehlertoleranzanforderungen in Be-
zug auf die Stabilität sowie die Redundanz vor. In diesem Abshnitt werden die Analysemuster
des Analysemuster-Systems nah Fehlertoleranzanforderungen untersuht. Das Analysemuster des
Reglers stellt häug hohe Anforderungen an dessen Stabilität. Der Regler wird deshalb durh einen
Wathdog verfeinert, um dessen Funktion in wiederkehrenden Intervallen zu überprüfen. Fällt der
Regler aus, werden entsprehende Reovery-Maÿnahmen eingeleitet. Für den Wathdog wird eine
eigenständige periodishe Task zur zyklishen Prüfung verwendet, da die Prüfung auh bei niht
funktionstühtiger Regler-Task erfolgen muss. Dieses Verfeinerungsmuster wird gesiherter Regler
genannt und ist in Abbildung 9.11 angegeben.
Auh beim Einzelgerätesteuerungen/Gruppensteuerungs-Muster bestehen hohe Anforderungen
an die Stabilität der Gruppensteuerung. Ein Wathdog wird zur Verfeinerung des Reglers einge-
setzt, um zu wiederkehrenden Zeitpunkten die Funktionalität einer Gruppensteuerung zu überwa-
hen. Natürlih wird auh der Wathdog durh eine Task realisiert, da er immer wieder in zeitlihen
Abständen ausgeführt werden muss. Ist die Funktionalität der Gruppensteuerung beeinträhtigt,
werden Maÿnahmen zum Reovery der Gruppensteuerung eingeleitet. Dieses Verfeinerungsmuster
wird in der linken Hälfte der Abbildung 9.13 gezeigt.
Ebenso ist für das Gruppensteuerungen/Teilanlagensteuerungs-Muster die Stabilität der Teil-
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Abbildung 9.10: Das Verfeinerungsmuster verteilter Bild/Funktionsbaustein
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Abbildung 9.11: Das Verfeinerungsmuster gesiherter Regler
anlagensteuerung von hoher Bedeutung, da ihr Ausfall sämtlihe zugeordneten Teilanlagensteue-
rungen betreen würde. Deswegen wird dieses Muster ebenfalls durh einen Wathdog zur zyklish
wiederkehrenden Funktionsprüfung der Teilanlagensteuerung verfeinert, der im Fehlerfall entspre-
hende Maÿnahmen einleitet. In der rehten Hälfte der Abbildung 9.13 ist dieses Verfeinerungs-
muster angegeben.
Gleihermaÿen kann das Teilanlagensteuerungen/Anlagensteuerungs-Muster behandelt werden,
um fehlertolerante Verarbeitung durhzuführen, wofür keine separate Abbildung angegeben wird.
Das dadurh entstehende Verfeinerungsmuster heiÿt gesiherte Teilanlagensteuerungen/Anlagen-
steuerung, das hier in keiner Abbildung angeben ist.
Falls für das Bild/Funktionsbausteins-Muster Fehlertoleranzanforderungen vorliegen, ist es mög-
lih die Bild-Klasse durh einen Wathdog zu überwahen. Das dadurh entstandene Verfeine-
rungsmuster wird als überwahter Bild/Funktionsbaustein bezeihnet und ist in Abbildung 9.12
aufgeführt.
Nun sollen Analysemuster auf Redundanzanforderungen untersuht werden. Beim Einzelgeräte-
steuerungen/Gruppensteuerungs-Muster wird bei Redundanzanforderungen die Gruppensteuerung
durh ein Master-Slave-Muster verfeinert. Zur Realisierung des Masters wird die Task der Gruppen-
steuerung verwendet. So können mehrere parallel geshaltete Einzelgerätesteuerungen als Slaves
Verarbeitungsergebnisse erzeugen, die durh den Master kontrolliert werden. Die Instanzen der
Slave Klasse werden im Rahmen der Task für die Gruppensteuerung gebildet und aufgerufen. Auf
diese Weise entsteht das Verfeinerungsmuster redundante Einzelgerätesteuerungen/Gruppensteue-
rung, das in Abbildung 9.14 auf der linken Seite gezeigt ist.
Genauso können beim Teilanlagensteuerungen/Anlagensteuerungs-Muster Redundanzanforde-
rungen bestehen. In diesem Fall wird die Teilanlagensteuerung durh das Master-Slave-Muster
verfeinert, wodurh mehrere Gruppensteuerungen parallel geshaltet werden, deren Arbeitsergeb-
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Abbildung 9.12: Das Verfeinerungsmuster überwahtes Bild
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Abbildung 9.13: Die Verfeinerungsmuster zur überwahten Einzelgeräte-, Gruppen- und Teilan-
lagensteuerung
nisse durh einen neu hinzugenommenen Master überprüft werden. Gleihermaÿen kann eine solhe
Verfeinerung auh für das Teilanlagensteuerungen/Anlagensteuerungs-Muster eingesetzt werden.
Zur Verfeinerung eines verriegelter Funktionsbausteinmusters, werden zunähst sporadishe
Tasks für den Funktionsbaustein, der eine Einzelgeräte-, Gruppen- oder eine Teilanlagensteuerung
ist, verwendet. Damit die Verriegelungsbedingung ausgewertet werden kann, ist es möglih, dass
mehrere Funktionsbausteine zur Anwendung kommen. Beispielsweise können die Werte aus mehre-
ren Einzelgerätesteuerungen von Bedeutung sein. Auÿerdem wird für die Verfeinerung der Klasse
des Verriegelungsobjektes selbst eine sporadishe Task benutzt. Weiterhin kommt das Entwurfs-
muster Reoverable Distributed Observer aus Abshnitt 7.2.3 bei der Verfeinerung zur Verwendung,
das siherstellt, dass der globale Zustand der beteiligten Funktionsbausteine im Verriegelungsob-
jekt bereitgestellt wird. Die Objekte des globalen und der lokalen Zustandsmanager werden jeweils
durh die Task für die Verriegelung und die Task der Gruppensteuerung erzeugt und aufgerufen. In
Abbildung 9.15 werden die beteiligten Klassen und ihre Verfeinerungen durh zwei Paketdiagramme
angegeben.
9.3 fROPES als Softwareentwiklungsprozess zur Verwendung
von Verfeinerungsmustern
Wie bereits eingehend erläutert, sind Verfeinerungsmuster Bausteine, die Unterstützung leisten,
um Arhitekturen in Fertigbauweise zu erstellen. Durh die Anwendung der Verfeinerungsmuster
wird sihergestellt, dass die funktionalen und niht-funktionalen Anforderungen aus der Anforde-
rungsanalyse vollständig und korrekt beim Entwurf berüksihtigt werden. Damit werden früh-
zeitig Entwurfsfehler ausgeshlossen, deren Behebung in späteren Phasen sehr kostenintensiv ist.
In diesem Abshnitt wird fROPES (formal ROPES) als Erweiterung des Softwareprozesses RO-
PES [Dou99, Dou04℄, der bereits aus Abshnitt 3.5 bekannt ist, vorgestellt.
<<refine>>
Einzelgerätesteuerung Gruppensteuerung
SlaveTask
<<analysis pattern>>
<<design pattern combination>>
Master pTask
Gruppensteuerung Teilanlagensteuerung
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Task Slave
<<design pattern combination>>
<<analysis pattern>>
Master pTask
SlaveTask Task Slave
Abbildung 9.14: Die Verfeinerungsmuster mit Redundanzanforderungen
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Abbildung 9.15: Das Verfeinerungsmuster verteilte, fehlertolerante Verriegelung
Am Anfang stehen die Modellierung, die Formalisierung und der Nahweis der Korrektheit
eines Verfeinerungsmusters, wie sie in den folgenden Kapiteln auf der Basis von TLA demonstriert
wird. Die Verfeinerungsmuster werden in einen Katalog aufgenommen und für die Entwiklung der
Anwendung einer bestimmten Domäne bereitgestellt.
Die Musterauswahl ist ein Problem, das für die Wiederverwendung von Entwurfsmustern spe-
ziell für Softwarearhitekturen bereits bekannt ist [Zdu07℄. Hierfür existieren Entsheidungshilfen,
die sih auh für Verfeinerungsmuster heranziehen lassen. Die Entsheidungshilfen umfassen die
Berüksihtigung von funktionalen Anforderungen, Qualitätszielen, existierenden Mustervarianten
und die Beziehungen zwishen den Mustern (s. Kapitel 4). Eine gute Vorgehensweise besteht da-
rin, die Kriterien für die Bestimmung von Musterkandidaten und die Alternativen zwishen ihnen
zu dokumentieren, um zu einer Entsheidung über die Anwendung eines Musters zu gelangen.
Dadurh lassen sih Muster zu denen Beziehungen bestehen leihter ausshlieÿen.
Voraussetzung für die Verwendung von Verfeinerungsmustern ist, dass die funktionalen und
niht-funktionalen Anforderungen in strukturierter Form vorliegen. Die Auswahl eines Verfeine-
rungsmusters erfolgt grundsätzlih auf der Basis des Domänenwissens. Um ein Verfeinerungsmus-
ter anzuwenden, wird aus dem Verfeinerungsmuster-Katalog unter Berüksihtigung der Anforde-
rungen ein geeignetes Verfeinerungsmuster ausgewählt, wie in Abbildung 9.16 angegeben. Dabei
müssen existierende Bedingungen bzgl. Siherheit, Lebendigkeit und Realzeit überprüft werden.
Speziell bei der Überprüfung der Realzeitbedingungen muss sihergestellt werden, dass das ausge-
wählte Verfeinerungsmuster diese erfüllen kann.
Besonderes Augenmerk muss auf die Kombinierbarkeit der Verfeinerungsmuster gelegt werden.
Da zwishen den Verfeinerungsmustern Überlappungen bestehen, die sih aus den Beziehungen
zwishen den Analysemustern ergeben (s. Kapitel 8), kann man die Entwurfsmodelle der jeweiligen
Verfeinerungsmuster leiht kombinieren. Damit geben die Beziehungen zwishen den Analysemus-
tern wihtige Hinweise darauf, welhe Analysemuster miteinander kombiniert werden können. Diese
Erkenntnis soll auh für die Kombinierbarkeit von Verfeinerungsmustern ausgenutzt werden. Man
erkennt, dass die Domäne  in dieser Arbeit also das Gebiet der Anlagensteuerung  besonderen
Einuss darauf hat, wie sih die Verfeinerungsmuster kombinieren lassen. Ein Analysemuster be-
steht in der Regel aus mindestens zwei Analyseklassen. Die Entwurfsmuster-Kombination besteht
aus mehreren Klassen. Die Überlappungen manifestieren sih dadurh, dass zwei in Beziehung
stehende Verfeinerungsmuster eine oder mehrere gemeinsame Analyseklassen besitzen. Eine sol-
he Klasse wird als überlappende Analyseklasse bezeihnet. Da die beim Entwurf eingeführten
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Entwurfsklassen identish sind, fallen diese im Entwurfsmodell zusammen. Die Korrektheitseigen-
shaften beider Verfeinerungsmuster übertragen sih auf die Entwurfsmodelle, was zu korrekt ver-
feinerten Entwurfsmodellen führt, da korrekte Verfeinerung durh die Verfeinerungsmuster nah-
gewiesen worden ist. Dabei wird durh die Kompositionalität von TLA die Verikation eines
Verfeinerungsmusters optimal unterstützt.
Da die Korrektheit eines Verfeinerungsmusters bereits nahgewiesen worden ist, erhält man 
mit verhältnismäÿig wenig Benutzerinteraktion  ein korrektes Design-Modell mit einer Entwurfs-
muster-Kombination, für das kein formaler Nahweis mehr durhgeführt werden muss. Durh die
Anwendung von Verfeinerungsmustern wird somit die Anzahl der Beweise reduziert, die notwendig
sind, um die Korrektheit zu demonstrieren.
Die Entwurfsmuster-Kombination eines Verfeinerungsmusters muss instantiiert werden, um kor-
rekte Entwürfe für Steuerungssoftware zu erhalten, die später in robusten Implementierungen von
Steuerungssoftware  etwa durh die Anwendung von generatorbasiertenMDA-Tehniken [KWB03℄
 resultieren. Dieses Vorgehen ist ähnlih zu der in [Tai07℄ beshriebenen Instantiierung von Ent-
wurfsmustern. Analysemuster hingegen werden niht instantiiert, da sie nur der Beshreibung der
Charakteristika einer Lösung dienen.
Die UML-Modelle der Entwurfsmuster-Kombination des Verfeinerungsmusters werden anshlie-
ÿend für den Entwurf der Steuerungssoftware verwendet. Aus diesem Entwurf wird der Programm-
ode  wie in ROPES  manuell oder generativ mit dem MDA-Ansatz gewonnen. Falls ein ge-
nerativer Ansatz verfolgt wird, werden die UML-Modelle direkt als Eingabe für den Generator
eingesetzt. Bei der Umsetzung in den Programmode können immer noh Programmier- bzw. Ge-
nerierungsfehler entstehen. Abshlieÿend wird die korrekt entworfene Steuerungssoftware in den
Produktivbetrieb gebraht.
Auÿerdem ist die Verwendung der Linearisierbarkeit zu bedenken. Linearisierbarkeit [HW90℄ ist
ein Korrektheitskriterium für nebenläuge Objekte. Es beruht auf der Illusion, dass jede Operati-
on auf einem Objekt augenbliklih ohne Zeitverbrauh  quasi atomar  ausgeführt wird und das
Ergebnis äquivalent zu einer sequentiellen Ausführung ist. Deswegen ist diese Eigenshaft bei Mehr-
kernprozessoren von Bedeutung. Linearisierbarkeit [HS08℄ ist kompositional, d. h., ist eine Kompo-
nente linearisierbar, überträgt sih diese Eigenshaft auf die Komposition. Da die Analysemuster
eines Verfeinerungsmusters rein sequentiell arbeiten, ist Linearisierbarkeit für die Entwurfsmuster-
Kombination wihtig. Linearisierbare Entwurfsmuster-Kombinationen sind eine Möglihkeit, die
Komposition von Verfeinerungsmustern zu garantieren. Allerdings sind hierfür zusätzlihe Beweise
notwendig, die nah [HS08℄ im Stil von Assume-Guarantee Beweisen geführt werden können. Auh
hier ist die Kompositionalität von TLA für die Verikation von Interesse.
Das vorgeshlagene Vorgehen ist eine wesentlihe Verbesserung zu existierenden Softwarepro-
zessen wie etwa ROPES, bei denen Analysemodelle in vielen Iterationen transformiert werden und
häug sogar in Vergessenheit geraten. Die Analysemodelle sind aber wihtig, da sie die funktionalen
und niht-funktionalen Anforderungen für spätere Phasen bereitstellen. Auh in den Transformati-
onsshritten vom Analyse- zum Entwurfsmodell wird umfangreihe und komplexe Arbeit geleistet.
Allerdings geht auh hier das Wissen über durhgeführte Transformationen oft wegen mangelnder
Dokumentation bzw. Formalisierung verloren. Gründe hierfür sind auh in Veränderungen der Pro-
jektorganisation, z. B. dem Wehsel von Mitarbeitern, zu sehen. Häug erfolgt die Transformation
ohne Verwendung bzw. Verständnis der formalen Verfeinerung, sodass niht sihergestellt ist, dass
der Entwurf alle Anforderungen korrekt und vollständig berüksihtigt. Daraus resultieren Fehler,
die durh teure Maÿnahmen zur Qualitätssiherung erst in späteren Phasen des Entwiklungspro-
zesses entdekt werden. Mögliherweise treten Fehler auh erst beim Betrieb der Software auf und
verursahen groÿe Probleme. Die Wiederverwendung von Bestandteilen der Analysemodelle und
den korrekt verfeinerten Entwurfsmodellen einer Domäne auf der Grundlage von Verfeinerungs-
mustern bietet das Potential, die Fehlerhäugkeit bei Steuerungssoftware zu reduzieren. Weiterhin
können Entwurfsentsheidungen bei der Wartung aus dem Design der Steuerungssoftware zurük
bis zu den Anforderungen vollzogen werden.
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Abbildung 9.16: Die Anwendung von Verfeinerungsmustern mit fROPES
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Kapitel 10
Übersetzung eines Analysemusters
nah TLA
In den letzten Jahren sind zahlreihe Ansätze zur semantishen Fundierung der UML publiziert
worden. Diese basieren auf den untershiedlihsten formalen Methoden. Da man davon ausgeht,
dass a. 500 vershiedene Ansätze für formale Methoden [Mes02℄ existieren, können nur die für die
Arbeit relevanten Ansätze vorgestellt werden.
Zentrales Problem bei der Formalisierung der UML ist die unzureihende Beshreibung ihrer
Semantik. Auf diese Problematik wird in [DH04a℄ hingewiesen und als Ursahe hierfür die groÿe
Anzahl von Teilsprahen, aus denen die UML besteht, genannt. Harel hat mittlerweile eine For-
malisierung der Semantik von Statehart-Diagrammen in [DH04b℄ angegeben. Eine Formalisierung
der UML 1.3 Zustandsmashine für Model-Cheking wird in [LP99℄ behandelt, um die Verika-
tion auf der Basis von Spin [BBAF
+
01℄ vorzunehmen. Für die Zustandsmashine wird in [DL99℄
eine operationale Semantik deniert. Eine Formalisierung der Zustandsmashine auf der Basis von
algebraishen Methoden wird in [RACH00℄ angegeben. Die Formalisierung von Sequenzdiagram-
men auf der Basis von MSCs wird in [HS03℄ vorgestellt. In [Web97℄ wird die Transformation von
UML-Diagrammen in die auf Mengenoperationen basierende Spezikationssprahe Z vorgestellt.
Speziell wird auf Klassen-, Statehart-, und Sequenzdiagramme eingegangen. Auh Lano und Bi-
arregui [KL99℄ beshreiben die Übersetzung von UML-Diagrammen in die Spezikationssprahe
Z sowie in der objektorientierten Realzeit-Spezikationssprahe VDM++. Giehse [GTB
+
03℄ be-
shreibt eine Formalisierung von Statehart-Diagrammen auf der Basis von CTL. Auÿerdem wird
bei diesem Ansatz musterbasiert vorgegangen. Allerdings wird die Verfeinerung niht betrahtet.
Für die Verikation wird der Model-Cheker SMV [BBAF
+
01℄ von der Carnegie Melon Universi-
ty eingesetzt. Shaefer und Merz haben das Werkzeug Hugo [SKM01℄, das die Übersetzung von
Statehart-Diagrammen für Spin unterstützt, vorgestellt.
Mittlerweile gibt es groÿe, internationale Projekte wie das Omega Projekt
1
[GH04a℄, in dem an
einer Formalisierung auf der Basis von Abstrat State Mahines (ASM) gearbeitet wird [FW04℄.
Zur Verikation wird der Theorem-Beweiser PVS [HvdZ05℄ eingesetzt.
Herrmann und Kraemer verwenden UML-Aktivitätsdiagramme zur Spezikation von Diensten
und deren Kollaborationen im Rahmen von Servie orientierten Arhitekturen (SOA) [KH07b,
KBH07℄. Die Aktivitätsdiagramme besitzen den semantishen Umfang von StruturedAtivities,
IntermediateAtivities und CompleteAtivities aus dem Metamodell der UML [OMG03℄. Zur For-
malisierung der Aktivitätsdiagramme wird TLA verwendet. Die Formalisierung ermögliht es,
Siherheits- und Lebendigkeitseigenshaften einer Dienstspezikation zu verizieren. Durh Mo-
delltransformation werden die Aktivitätsdiagramme in UML Zustandsmashinen übersetzt. Aus
den Zustandsmashinen wird anshlieÿend ausführbarer Java Code generiert, der z. B. auf der Java
EE 5 [BR07℄ Plattform ausgeführt werden kann. Zur Formalisierung der UML Zustandsmashinen
ist ein TLA-Spezikationsstil  nämlih TLA/e [KHB06℄  entwikelt worden. Der Spezikati-
onsstil ist eine ausführbare Form von TLA. Eine Zustandsmashine wird durh einen TLA/e
1
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Prozess formalisiert. Der Spezikationsstil unterstützt Signale und die Denition von Eingangs-
und Ausgangswarteshlangen sowie von Hilfsvariablen, etwa um die aktuelle Position in einer War-
teshlange anzugeben. Für jede Warteshlange werden Enqueue und Dequeue Aktionen deniert.
Jede Zustandsmashine besitzt eine Zustandsvariable state, die einen Zustand aus einer Menge der
Zustände eines Stateharts annehmen darf. Transitionen und Ations werden durh so genannte
interne Aktionen umgesetzt. Diese bestehen bei Transitionen aus mehreren Subaktionen. Die erste
Subaktionen prüft, ob ein Trigger ausgelöst worden ist und ob der Ausgangszustand zur Tran-
sition passt. Eine weitere Subaktion nimmt die Änderung des Kontrollzustandes vor. Weiterhin
gibt es jeweils Subaktionen zur Behandlung der Warteshlangen und zur Weiterleitung von Sig-
nalen zwishen den Zustandsmashinen. Abshlieÿend nimmt eine Subaktion Änderungen an den
Hilfsvariablen vor. In Systemprozessen werden die internen Aktionen miteinander gekoppelt. Wenn
Zustandsmashinen miteinander kommunizieren, werden die Aktionen zum Einfügen und Entfernen
von Signalen miteinander gekoppelt. Insgesamt lässt sih durh die TLA/e eine Formalisierung
der Implementierung einer Zustandsmashine erreihen. Mit der Formalisierung von Aktivitäten
und Zustandsmashinen auf der Basis TLA ist es möglih, Verfeinerungsbeweise zwishen beiden
Diagrammarten, die sih auf untershiedlihem Abstraktionsniveau benden, durhzuführen. Wei-
terhin wird der Spezikationsstil TLA/ [KH07a℄ eingeführt, der es ermögliht Aktivitäten, die
das dynamishe Verhalten von Kollaborationen beshreiben, auf der Basis von TLA-Prozessen
und Prozesskopplungen zu formalisieren. Zur Übersetzung der Aktivitäten in TLA werden Pro-
duktionsregeln und TLA-Prozesse verwendet.
Auh bei der Formalisierung von Entwurfsmustern sind substantielle Fortshritte erzielt worden,
wie sie etwa in [TN03, Tai07℄ vorgestellt werden. Darin stellt T. Taibi die Formalisierung von
Entwurfsmustern auf der Basis der Balaned Pattern Speiation Language (BPSL) vor. Ein Teil
dieser Sprahe verwendet Prädikatenlogik für die Formalisierung der strukturellen Aspekte und
wird mit SBPSL bezeihnet. Zusätzlih gibt es eine Subsprahe BBPSL, die TLA-Formeln zur
Spezikation des Verhaltens von Entwurfsmustern einsetzt. Es wird beispielhaft die Komposition
von Objekten bzw. das Anlegen von Links zwishen Objekten untersuht. Der Ansatz beshränkt
sih allerdings nur auf Entwurfsmuster und betrahtet keine Analysemuster. Verhaltensdiagramme
der UML werden niht betrahtet. Die formale Verfeinerung von Entwurfsmustern mit TLA wird
in [THNMN09℄ behandelt.
In den nun folgenden Abshnitten dieses Kapitel wird die Übersetzung von Verfeinerungsmus-
tern aus den Beispielen in TLA behandelt, damit der Nahweis der Korrektheit eines Verfeine-
rungsmusters auf einer formalen Basis durhgeführt werden kann. Die Übersetzung von UML-
Diagrammen in TLA ist bereits umfangreih in [GHK00℄ und [GH04b℄ vorgestellt worden. Die Se-
mantik wird als operationale Semantik auf der Grundlage von Zustandstransitionssystemen (STS)
(s. Kapitel 5) deniert [GHK99b, GHK99a℄. In Abshnitt 10.1 werden die Prinzipien der Über-
setzung von Mustern, die mit UML-Diagrammen speziziert worden sind, nah TLA vorgestellt.
Anshlieÿend wird in Abshnitt 10.2 das Analysemuster Regler mit seinen Diagrammen und den
niht-funktionalen Anforderungen präsentiert. Der Abshnitt 10.3 zeigt die Übersetzung dieses
Analysemusters nah TLA.
10.1 Grundstruktur der Transformation von Mustern nah
TLA
In diesem Abshnitt wird die Grundstruktur für die Übersetzung der Analysemuster und Entwurfs-
muster eines Verfeinerungsmusters nah TLA beshrieben. Aufgrund der semantishen Mähtig-
keit der UML ist es im Rahmen dieser Arbeit niht möglih, eine Übersetzung sämtliher UML-
Diagramme mit ihren umfangreihen Konstrukten nah TLA anzugeben. Stattdessen wird der
Umfang der zu übersetzenden Sprahelemente auf den für die Spezikation der Verfeinerungs-
muster verwendeten Konstrukte eingeshränkt. Für die Übersetzung weiterer Konstrukte sei auf
die shon im vorherigen Abshnitt vorgestellte Literatur verwiesen. Weitere Übersetzungsdetails
werden in den folgenden Abshnitten des Kapitels näher erläutert.
Zur Erläuterung der Übersetzung wird als Beispiel der Aktor mit seinen UML-Diagrammen
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Abbildung 10.1: Das Klassendiagramm eines Aktors und ein typishes Sequenzdiagramm
herangezogen. In Abbildung 10.1 ist oben das Klassendiagramm des abstrakten Aktors gezeigt.
Darunter ist ein typishes Sequenzdiagramm angegeben. In dem Sequenzdiagramm wird gezeigt,
wie eine setValue-Nahriht vom abstratController -Objekt an das Aktorobjekt gesendet wird. Das
Statehart-Diagramm der Klasse des Aktors wird in Abbildung 10.2 gezeigt. Es besteht aus den
Zuständen init und proessed, zwishen denen eine Transition modelliert ist, die bei einem set-
Value-Aufruf ausgeführt wird. An dieser Transition bendet sih eine Aktivität, die das Shreiben
eines neuen Stellwertes modelliert. Diese Aktivität besteht aus der UML-Ation writey, die einen
eingehenden Objektuss val besitzt. Dieser Objektuss enthält den eingehendenWert und stellt ihn
der Aktion zur Verfügung. Zwishen den Zuständen proessed und init ist eine weitere triggerless
Transition speziziert, an der eine Aktivität modelliert ist. Bevor der Zustand proessed verlassen
wird, wird die Aktivität der Transition ausgeführt, die die UML-ReplyAtion reply enthält. Diese
UML-Ation beantwortet den setValue-Aufruf an die Klasse abstratAtor.
Zur Erläuterung der Übersetzung werden zunähst Klassen und Statehart-Diagramme betrah-
tet. Bei den Statehart-Diagrammen werden zuerst Zustände und dann Transitionen übersetzt. Da
Transitionen Aktivitäten mit UML-Ations enthalten, wird deren Übersetzung im Kontext einer
Transition beshrieben. Abshlieÿend werden Sequenzdiagramme behandelt. Ausgangspunkt der
Übersetzung ist eine Klasse, die in einem Muster verwendet wird. Für jede Klasse, deren Verhalten
mit einem ihr zugeordneten Statehart-Diagramm speziziert ist, wird ein eigenständiger TLA-
Prozesstyp eingeführt, um die Semantik der Klasse durh TLA zu denieren. Zur Übersetzung der
Klasse abstratAtor wird der Prozesstyp abstratAtor in Abbildung 10.1, der shon aus Kapitel 6
bekannt ist (durh Shraur hinter dem Objekt abstratAtor angedeutet), verwendet. Weiterhin
wird in Abbildung 10.3 ein Zustandsübergangsdiagramm mit den Zuständen s0, s1, . . . , s6 angege-
ben, das verwendet wird, um das abstrakte Prinzip der Übersetzung durh ein STS zu erläutern.
Ein Zustand wird durh einen Kreis mit einem Bezeihner und einer Menge von Zustandsvariablen
sowie deren Werten angegeben. Die Übergänge zwishen den Zuständen werden durh gerihtete
Kanten mit dem Namen der Aktion, die zu einem Zustandsübergang führt, angegeben. Lamport
verwendet in [Lam95a℄ sog. Prädikat-, Aktionsdiagramme, um TLA-Spezikationen grash dar-
zustellen. Später werden die textuellen Spezikationen der zugehörigen TLA-Prozesse in den Ab-
bildungen 10.4 und 10.5 gezeigt. Die Aktionen dieser Prozesse führen zu den Transitionen zwishen
den Zuständen in Abbildung 10.3.
Wenn eine Klasse Attribute besitzt, werden diese auf Zustandsvariablen des Prozesses mit
demselben Datentyp abgebildet. Der Prozesstyp abstratAtor besitzt die Zustandsvariable y vom
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sm Actor
init
processed
setValueCall/
setValue
/ reply reply
Zug. Aktivität
val : INT
Zug. Aktivität
writey
Abbildung 10.2: Das Statehart-Diagramm eines Aktors mit einer Ation
Typ INTEGER, um den Stellwert zu modellieren und repräsentiert den Datenzustand.
Bei der Übersetzung von Stateharts werden ausshlieÿlih ahe, d. h. Stateharts, die aus
einfahen Zuständen (Simple States im UML Metamodell) bestehen, betrahtet. In der Literatur
existieren zahlreihe auf Graphgrammatiken (z. B. [GPP98℄) beruhende Verfahren, um zusammen-
gesetzte bzw. nebenläuge Zustände in ahe Stateharts zu transformieren. Um die Zustände des
Stateharts, die den Kontrollzustand eines Objektes bilden, zu übersetzen, wird eine zusätzlihe
Zustandsvariable mit dem Bezeihner state aufgenommen, die als Datentyp die Menge, die aus den
Bezeihnern der einzelnen Kontrollzustände besteht, besitzt. Diese Zustandsvariable ist in jedem
Zustand der Abbildung 10.3 enthalten.
Weiterhin muss die Warteshlange eines Stateharts bei der Übersetzung berüksihtigt werden,
da der Zustand der Warteshlange von groÿer Bedeutung ist. Die Warteshlange eines Stateharts
wird durh eine Zustandsvariable mit dem Bezeihner qu vom Datentyp SEQUENCE OF INTEGER
modelliert. Durh Aktionen zum Einfügen enqueue und Entfernen dequeue
2
von Elementen der
Warteshlange erfolgt eine Modikation der Warteshlange. Die Zustandsvariable qu ist daher in
jedem Zustand der Abbildung 10.3 enthalten. Da der Trigger einer Transition zur Konsumierung
eines Ereignisses aus der Warteshlange führt, muss ein Element vom Kopf der Warteshlange
entfernt werden und zur weiteren Verarbeitung bereitgestellt werden. Der Zugri auf die Warte-
shlange wird durh die zusätzlihe Booleshe Zustandsvariable syn synhronisiert. Das STS und
der Prozesstyp abstratAtor enthalten diese beiden Aktionen. Um Aufrufe und deren Verarbeitung
durh die Warteshlange zu modellieren, erhält die Zustandsvariable state die Werte enqueued
und dequeued.
Die Übersetzung von Transitionen gestaltet sih komplexer, da diese Zustände, Ereignisse, Be-
dingungen und Aktivitäten miteinander in Beziehung setzen. Das kann dazu führen, dass eine
Transition den Daten,- den Kontroll- sowie den Zustand der Warteshlange modiziert. Für den
Guard, den Ausgangs- sowie den Zielzustand einer Transition eines ahen Statehart-Diagramms,
wird eine separate, parameterlose TLA-Aktion in den Prozesstyp der Klasse zur Modellierung des
entsprehenden Zustandsübergangs eingeführt. Dadurh wird die Semantik einer Transition eines
Stateharts auf der Basis der Transitionsklassen einer TLA-Aktion deniert. Wegen der Run-To-
Completion Semantik (s. Abshnitt 3.4.3) der Zustandsmashine eines Stateharts darf eine einmal
gestartete Verarbeitung dieser Aktion niht unterbrohen werden. Dies wird durh Prüfung der Zu-
standsvariable syn in der Vorbedingung einer zu einer Transition gehörigen Aktion gewährleistet.
Weiterhin wird in der Vorbedingung der TLA-Aktion der Ausgangszustand sowie gegebenenfalls
ein Guard als Prädikat speziziert. Weil ein Trigger zur Konsumierung eines Ereignisses aus der
Warteshlange führt, ist als Ausgangszustand nur ein Zustand zulässig, indem die Zustandsvariable
state den Wert dequeued besitzt. Bei einer Transition, die keinen Trigger besitzt, sind auh Vor-
gängerzustände zulässig, bei denen state niht den Wert dequeued besitzt. In der Abbildung 10.3
2
In Abhängigkeit von der Spezikation kann es durhaus sinnvoll sein mehrere dequeue Aktionen mit vershie-
denen Aktionenparametern zu verwenden. Alternativ ist ein generisher Aktionenparameter message denkbar.
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< state = ’’init’’,
qu = << >>,
y = 0,
valueO1  = 0,
sync = FALSE,
existsO1 = FALSE,
ctrlStartActReply =FALSE,
ctrlEndActReply = FALSE,
currTrace =<<>>
 >
< state = ’’enqueued’’,
qu = << x>>,
y = 0,
valueO1  = 0,
sync = FALSE,
existsO1 = FALSE,
ctrlStartActReply = FALSE,
ctrlEndActReply = FALSE,
currTrace =<<>>
 >
enqueue(val)
< state = ’’dequeued’’,
qu = << >>,
y = 0,
valueO1 = val,
sync = FALSE,
existsO1 = TRUE,
ctrlStartActReply = FALSE,
ctrlEndActReply = FALSE,
currTrace =<<’’O1.deq’’>>
 >
 < state = ’’dequeued’’,
qu = << >>,
y = valueO1,
valueO1  = val,
sync = TRUE,
existsO1 = TRUE,
ctrlStartActReply = FALSE,
ctrlEndActReply = FALSE,
currTrace =<<’’O1.deq’’,
’’O1.write’’>>
>
deque
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)
initToProcess
< state = ’’processed’,
qu = << >>,
y = valueO1,
valueO1  = val,
sync = FALSE,
existsO1 = FALSE,
ctrlStartActReply = FALSE,
ctrlEndActReply = FALSE,
currTrace =<<’’O1.deq’’,
’’O1.write’’>>
>
actionWritey(cEO)
< state = ’’processed’’,
qu = << >>,
y = valueO1,
valueO1  = val,
sync = TRUE,
existsO1 = FALSE,
ctrlStartActReply = TRUE,
ctrlEndActReply = FALSE,
currTrace =<<’’O1.deq’’,
’’O1.write’’, ’’O1.reply’’>>
 >
< state = ’’init’’,
qu = << >>,
y = valueO1,
valueO1  = val,
sync = FALSE,
existsO1 = FALSE,
ctrlStartActReply = FALSE,
ctrlEndActReply = FALSE,
currTrace =<<>>
>
proce
sse
dTo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actionReply(cEO, val)
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’
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’’init’’ :
< state : {’’init’’,…}
qu : SEQUENCE OF INTEGER;
y :INTEGER;
valueO1 : INTEGER;
sync : BOOLEAN;
existsO1 : BOOLEAN;
ctrlStartActReply : BOOLEAN;
ctrlEndActReply : BOOLEAN;
currTrace : SUBSET OF
SEQUENCE
>
Zustandstyp
Abbildung 10.3: Das STS des Aktors
entspriht die parameterlose Aktion initToProessed der Übersetzung der Transition vom Zustand
init in den Zustand proessed des Statehart-Diagramms. In der Vorbedingung dieser Aktion
wird geprüft, ob die Zustandsvariable state den Wert dequeued hat und ob ein Ereignis vorliegt.
Man erkennt, dass s2 ein Vorgängerzustand ist, bei dem state den Wert dequeued besitzt. Im
Eekt der Aktion wird die Zustandsvariable syn auf TRUE gesetzt, um die RTC-Semantik zu
garantieren.
Für den Fall, dass an einer Transition keine Aktivität modelliert ist, wird in der Aktion auh der
neue Zielzustand der Zustandsvariable state zugewiesen. Falls eine Transition eine UML-Aktivität
mit UML-Ations enthält  wie bei der gerade betrahteten Transition zwishen den Zuständen
init und proessed  ergeben sih Ergänzungen für die Übersetzung, die nun betrahtet wer-
den. Für die Kontroll- und Objektüsse von Aktivitäten werden zusätzlihe Zustandsvariablen in
den zugehörigen Prozesstyp aufgenommen. Diese modellieren einerseits die Existenz eines Flusses
und im Falle eines Objekusses auh die Werte, die an UML-Ations übergeben und von diesen
weitergereiht werden. Die zur Übersetzung der Ation eingeführte Aktion stellt für die Boole-
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shen Zustandsvariablen der eingehenden Kontroll- bzw. Objektüsse einer Aktivität geeignete
Werte bereit. Für die Übersetzung von UML-Ations werden eigenständige TLA-Aktionen auf-
genommen, die deren Semantik festlegen. Was eine derartige Aktion konkret tut, hängt von der
Semantik ihrer UML-Ation ab. Möglih sind Modikationen des Datenzustandes und des Zustan-
des der Warteshlange des betrahteten Objektes. Natürlih sind Veränderungen der für Kontroll-
und Objektüsse eingeführten Zustandsvariablen möglih. Falls es sih um kommunikationsorien-
tierte Ations bzw. ReplyAtions handelt, werden Aktionenparameter mit geeigneten Datentypen
aufgenommen. Die Aktionenparameter werden verwendet, um Werte zwishen den Prozessen, die
Objekte repräsentieren, zu übertragen. Weiterhin besitzt jede Aktion einen Parameter EO vom
Typ CEO, um den zur Ation gehörigen Ereignisauftritt zu modellieren. Der Parameter wird in
der Vorbedingung der Aktion mit einem Wert belegt. Die abshlieÿende
3
Aktion einer Aktivität
nimmt die Transition in den Zielzustand vor.
In den Prozesstyp abstratAtor wird zur Übersetzung der UML-Ation writey die Aktion
ationWritey aufgenommen. Zusätzlih werden zwei Zustandsvariablen  nämlih die Variablen ex-
istsO1 und valueO1  aufgenommen. Dabei gibt die Booleshe Zustandsvariable existsO1 an, ob
ein Objektuss vorliegt. Die Zustandsvariable valueO1 vom Typ INTEGER nimmt den Wert des
Objektusses auf. Die UML-Ation ationWritey wird durh die Zustandsfolge s3
actionWritey
−−−−−−−−−→ s4
übersetzt. Man erkennt, dass der Wert der Zustandsvariable valueO1 der Zustandsvariable y zu-
gewiesen wird. Durh die Zustandsfolge s1
dequeue
−−−−−→ s2
initToProcessed
−−−−−−−−−−−→ s3
actionWritey
−−−−−−−−−→ s4 wird
damit insgesamt die Übersetzung der Transition des Statehart-Diagramms zwishen init und
proessed angegeben.
Mittels der Zustandsfolge s4
processedToInit
−−−−−−−−−−−→ s5
actionReply
−−−−−−−−→ s6 wird die triggerless Statehart
Transition zwishen proessed und init übersetzt. Durh die Aktion ationReply, die zur Über-
setzung in den Prozesstyp abstratAtor aufgenommen wird, wird die Antwort des Aufrufes an den
Aktor modelliert. Durh die Zustandsfolge s5
actionReply
−−−−−−−−→ s6 wird somit die Übersetzung der UML-
Ation ationReply angegeben. Zunähst werden zwei zusätzlihe Booleshe Zustandsvariablen 
nämlih die Variablen trlStartAtReply und trlEndAtReply  aufgenommen, die den Start- und
den Endknoten für den Kontrolluss modellieren und angeben, ob ein Kontrolluss existiert bzw.
die Ausführung einer UML-Ation abgeshlossen ist. In der Aktion ationReply wird geprüft, ob
der Kontrolluss trlStartAtReply, der zur Ausführung der Aktion notwendig ist, existiert. Im
Eekt werden die Zustandsvariablen syn und trlStartAtReply zurük auf FALSE gesetzt. Wei-
terhin wird die Zustandsvariable trlEndAtReply, die angibt, ob die UML-Ation beendet worden
ist, auf TRUE gesetzt.
Ein Sequenzdiagramm stellt Informationen darüber bereit, von welhen Klassen Objekte in-
stantiiert werden und wie diese Objekte durh den Austaush von Nahrihten miteinander in-
teragieren. Zur Übersetzung von Sequenzdiagrammen wird ein eigenständiger Prozesstyp mit dem
Bezeihner SequeneDiagram hinzugenommen, der die zulässigen Traes eines Sequenzdiagramms
aus Prozessparametern berehnet. Dieser Prozesstyp ist bereits in Kapitel 6 vorgestellt worden.
Ein solher Prozesstyp verfügt über eine spezielle Aktion  mit permittedAtionOfSD bezeihnet 
, die prüft, ob die Ausführung der Aktion eines Objektprozesses durh den totalen Trae des Se-
quenzdiagramms zugelassen wird. In dem Prozesstyp gibt es eine Zustandsvariable urrentTrae,
die auh in den Zuständen aus Abbildung 10.3 (abgekürzt durh urrTrae) gezeigt wird. Die-
se Zustandsvariable wird verwendet, um alle bisherigen Ereignisauftritte in einer TLA Sequene
aufzunehmen.
Ein Objektprozess ist eine Instanz eines Prozesstyps, der zur Übersetzung einer Klasse einge-
führt worden ist. Durh einen Objektprozess wird das Verhalten eines Objektes beshrieben, wie es
in einem Sequenzdiagramm angegeben wird. Das Prinzip für die Kopplung von separaten Objekt-
prozessen besteht darin, für zwei Objektprozesse, die miteinander interagieren, eine gemeinsame
Systemaktion zu spezizieren, die die Aktionen der beiden Objektprozesse miteinander koppelt.
Zusätzlih ist die Aktion permittedAtionOfSD Bestandteil der Kopplung, um siherzustellen, dass
eine Interaktion der zugehörigen Objekte durh das Sequenzdiagramm speziziert worden ist. In
der zugehörigen Systemaktion stottern die übrigen Objektprozesse. Prozesslokale Aktionen eines
3
Dies entsheidet sih daran, ob die zugehörige Ation mit einem Endzustand verbunden ist.
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PROCESS abstratAtor
IMPORT TLC, Sequenes, Naturals
VARIABLES
state : {"init", "enqueued", "dequeued", "proessed"}; ! Kontrollzustand
qu : SEQUENCE OF INTEGER; ! Warteshlange
y, valueO1 : INTEGER;
syn, existsO1, trlStartAtReply, trlEndAtReply : BOOLEAN;
INIT
∆
= ∧ state = "init"
∧ qu = << >>
∧ y = 0
∧ valueO1 = 0
∧ existsO1 = FALSE
∧ trlStartAtReply = FALSE
∧ trlEndAtReply = FALSE
∧ syn = FALSE
ACTIONS
! Aktion zum Einfügen und Entfernen aus der Queue
enqueue(value : INTEGER)
∆
= ∧ state = "init"
∧ state ′ = "enqueued"
∧ qu ′ = append(qu, value)
∧ UNCHANGED 〈y, valueO1, trlStartAtReply, trlEndAtReply〉;
dequeue(EO : EO)
∆
= ∧ state = "enqueued" ∧ EO = "ator.dequeue" ∧ ¬syn
∧ state ′ = "dequeued"
∧ qu ′ = tail(qu)
∧ valueO1 ′ = head(qu)
∧ existsO1 ′ = TRUE
∧ UNCHANGED 〈y, trlStartAtReply, trlEndAtReply〉;
! Übersetzung d. Transition zw. proessed und init mit der Aktion ationReply
initToProessed()
∆
= ∧ state = "dequeued" ∧ existsO1 = FALSE ∧ ¬syn
∧ syn ′ = TRUE
∧ trlStartAtReply ′ = TRUE ! bereite die triggerless Trans vor
∧ UNCHANGED 〈qu,y, valueO1, existsO1, trlEndAtReply〉;
ationWritey(EO : EO)
∆
= ∧ state = "dequeued" ∧ existsO1 = TRUE ∧ EO = "ator.ationWritey"
∧ state ′ = "proessed"
∧ y ′ = valueO1
∧ syn ′ = FALSE
∧ existsO1 ′ = FALSE
∧ UNCHANGED 〈qu, trlStartAtReply, trlEndAtReply〉;
! Übersetzung d. Transition zw. proessed und init mit der Aktion ationReply
proessedToInit()
∆
= ∧ state = "proessed" ∧ trlEndAtReply = TRUE ∧ ¬syn
∧ syn ′ = TRUE
∧ trlStartAtReply ′ = FALSE
∧ UNCHANGED 〈qu, y, valueO1, existsO1, trlStartAtReply〉;
ationReply(EO : EO)
∆
= ∧ EO = "ator.ationReply" ∧ state = "proessed"
∧ state ′ = "init"
∧ syn ′ = FALSE
∧ trlStartAtReply ′ = FALSE
∧ trlEndAtReply ′ = TRUE
∧ UNCHANGED 〈qu, y, valueO1, existsO1〉;
END abstratAtor
Abbildung 10.4: Der Prozesstyp Ator
133
Objektprozesses werden  falls notwendig  stattdessen nur mit der Aktion permittedAtionOfSD
des Prozesstyps Aktion SequeneDiagram gekoppelt, während alle übrigen Objektprozesse stottern.
Dies wird in Abbildung 10.5 durh den Systemprozesstyp AtorComposition, der bereits in Kapi-
tel 6 vorgestellt wurde, für das Sequenzdiagramm aus Abbildung 10.1 gezeigt. In diesem Prozesstyp
wird neben den beiden Objektprozessen abstAtor und aT der Prozess sd vom Typ Sequene-
Diagram instantiiert. Bei der Systemaktion SetValueCallAtor, die den setValue-Aufruf an den
Aktor modelliert, erkennt man, dass die enqueue Aktion des Prozesses abstAtor, die setValue-
Aktion des Prozesses aT und die des Prozesses sd miteinander gekoppelt werden. Die System-
aktionen AtorInitToProessed und AtorProessedToInit koppeln Aktionen, die für Transitionen
eingeführt worden sind. Derartige Aktionen sind rein prozesslokal, sodass alle übrigen Prozesse
stottern. In der Systemaktion AtionReply in Abbildung 10.5 wird gezeigt, wie die Aktionen a-
tionReply, permittedAtionOfSD und enqueue aller drei Prozesse gemeinsam shalten. Ebenso wird
die Systemaktion AtorWritey für die Kopplung der Aktionen ationWritey und permittedAtion-
OfSD verwendet.
PROCESS AtorComposition
PROCESSES
aT : abstratTask(k1); ! abstrakte Task
abstAtor : abstratAtor(); ! abstrakter Aktor
sd : SequeneDiagram({<< . . . >>}); ! Prozess für Sequenzdiagramm
ACTIONS
SetValueCallAtor(EO : EO, value : INTEGER)
∆
= ! SysAt to model
setValue all
∧ aT.ationSetValueCall(value, EO)
∧ abstAtor.enqueue(value)
∧ sd.permittedAtionOfSD(EO);
AtorDequeue(EO : EO)
∆
= ! SysAt modelling dequeuing in sensor proess
∧ aT.stutter
∧ abstAtor.dequeue(EO)
∧ sd.permittedAtionOfSD(EO);
AtorWritey(EO : EO)
∆
= ! SysAt for ation writey
∧ aT.stutter
∧ abstAtor.ationWritey(EO)
∧ sd.permittedAtionOfSD(EO);
AtorInitToProess()
∆
= ! SysAt for transition proess
∧ aT.stutter
∧ abstAtor.initToProessed();
∧ sd.stutter;
AtorProessedToInit()
∆
= ! Transition proessed to init
∧ aT.stutter
∧ abstAtor.proessedToInit()
∧ sd.stutter;
AtorAtionReply(EO : EO)
∆
= ! SysAt to model ator reply
∧ aT.enqueue()
∧ abstAtor.ationReply(EO)
∧ sd.permittedAtionOfSD(EO);
END abstratComposition
Abbildung 10.5: Der Prozesstyp AtorComposition als Beispiel zur Komposition von Prozessen
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10.2 Vollständige Spezikation des Analysemusters Regler
In diesem Abshnitt wird eine vollständige Spezikation des Analysemusters Regler vorgestellt.
Durh dieses Muster werden die Charakteristika aller möglihen Lösungen, wie sie beim Entwurf
erarbeitet werden, festgehalten. Erstmals werden hier auh die niht-funktionalen Eigenshaften
angegeben. In Abbildung 3.1 ist bereits das Klassendiagramm des Analysemusters für den ab-
strakten Regler angegeben, das hier aus Gründen der besseren Übersihtlihkeit in Abbildung 10.6
nohmal gezeigt wird. Die Klassen abstratController und abstratSensor sind über eine gerihtete
Assoziation mit der Multiplizität 1 an den jeweiligen Assoziationsenden miteinander verbunden.
Zur Modellierung der Interaktionen der Objekte des Analysemusters ist in Abbildung 3.6 ein
Sequenzdiagramm vorgestellt worden, das ein Objekt O1 der Klasse abstratController, ein Ob-
jekt O2 der Klasse abstratSensor und ein Objekt 03 der Klasse abstratAtor enthält. Dieses
Sequenzdiagramm wird nohmals in Abbildung 10.7 ausshnittweise gezeigt, weil es für das Ver-
ständnis dieses Abshnitts wihtig ist. Die Anzahl der gezeigten Objekte wird aber auf O1 und O2
beshränkt.
Für jede Klasse des Klassendiagramms aus Abbildung 10.6 ist ein Statehart-Diagramm mo-
delliert worden. In Abbildung 10.8 wird nohmal das Statehart-Diagramm der Klasse abstrat-
Controller gezeigt, das shon in Abbildung 3.3 vorgestellt wurde. Man erkennt die Regelshleife,
die aus dem Zyklus der Zustände wait, waitSensor, valuesComputed und waitAtuator besteht.
Besonders interessant ist die Transition zwishen den Zuständen waitSensor und valuesComputed,
die die Aktivität ompute besitzt. Auh diese wird nohmals in Abbildung 10.9 gezeigt, um die
Übersetzung der Aktionen vorzunehmen.
Als nähstes wird das Statehart-Diagramm der Klasse abstratSensor, das in Abbildung 10.10
gezeigt ist, beshrieben. Der Grundzustand Init wird nah der Erzeugung eines Objektes dieser
Klasse erreiht, wobei die Initialisierung dieses Objektes erfolgt. Aus diesem Zustand kann ein Zu-
standsübergang in den Endzustand erfolgen, wenn das Sensorobjekt gelösht wird. Eine Transition
vom Zustand Init in den Zustand proessed ndet nah Ablauf der Wartezeit tgetV alueCall statt,
wenn das Ereignis getValueCall auftritt und die Verarbeitung der ApplyFuntionAtion proess
stattgefunden hat.
Nah Verstreihen der Wartezeit treturn kann eine Transition von proessed in den Zustand
init stattnden, nahdem die ReplyAtion return den Istwert aus dem Sensorobjekt zurük an das
Objekt O1 der Klasse abstratController übertragen hat. Der Zustand Timeout kann bei einer
Zeitübershreitung durh eine Transition wiederum aus dem Zustand proessed betreten werden,
sobald die Wartezeit tProcessTimeout verstrihen ist. Dieser Zustand wird eingenommen, wenn ei-
ne Zeitübershreitung aufgetreten ist. Anshlieÿend ndet aus diesem Zustand eine Transition in
den Zustand init statt, nahdem die ReplyAtion return mit dem Wert Timeout und dem Ver-
streihen der Wartezeit treturn ausgeführt worden ist. Der Zustand error kann im Fehlerfall durh
eine Transition aus dem Zustand proessed betreten werden, nahdem die Wartezeit tProcessError
verstrihen ist. Anshlieÿend erfolgt eine Transition von proessed in den Zustand init, nahdem
die ReplyAtion return mit dem Wert Error nah Verstreihen der Wartezeit treturn ausgeführt
worden ist.
Das Statehart-Diagramm der Klasse abstratAtor ist in Abbildung 10.2 angegeben.
Im Folgenden werden die niht-funktionalen Eigenshaften des Analysemusters des untersuh-
abstract
Sensor
x : Real
getValue()
abstract
Controller
x : Real
y : Real
loop()
compute()
11
Abbildung 10.6: Das Klassendiagramm eines abstrakten Controllers ohne Aktor
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SD abstract
Controller
O1 :
abstractController
O2 :
abstractSensor
 actionComputeNewy
 actionReadx
 actionReplyGetValueCall
 actionAcceptGetValueCall
 actionReady
 actionReadx
 actionWritey
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCcomputeNewy,’ms}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCReady,’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taSactionReadx,’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taSgetValueReply,’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taSAcceptGetValueCall,
’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCWritey,’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCReadx,’ms)}
Nachricht
{0..tabsCallSensor}
{0..tabsReplySensor}
{0..tabsReplyActor}
{0..tabsCallActor}
Zeitdauerbedingung  actionGetValueCall
 actionAcceptCall
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCCallGet,’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCAcceptGet,’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCAcceptSet,’ms)}
<<Rtaction>>
{Rtstart=(0,’ms’)
Rtend=taCCallSet,’ms)}
getValue
 actionReply
Abbildung 10.7: Das Sequenzdiagramm eines abstrakten Reglers
sm
abstractController
waitActuator
wait
waitSensor
valuesComputed
/ getValue
/ compute/ setValue(val)
init
stopped
stop
restart
end
loop
Abbildung 10.8: Das Statehart-Diagramm eines abstratControllers
ten Verfeinerungsmusters aufgeführt. Dies geshieht für Realzeitanforderungen
4
unter Verwendung
von Parameter- bzw. Realzeitbedingungen, die aus Ungleihungen mit Parametern gebildet wer-
den. Dabei werden entweder Zeiten für einzelne Verarbeitungsshritte deniert oder es werden
Summen von Zeiten für ganze Folgen einzelner Verarbeitungsshritte angegeben. Eine typishe
niht-funktionale Anforderung für einen Regler ist, dass die Regelshleife periodish in bestimmten
Fristen durhlaufen werden muss, wobei der Istwert zur Berehnung des Stellwertes verwendet
4
Eine Anforderung ist eine Bedingung, die ein System erfüllen muss.
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actionWritey
actionReady
actionReadx
O1 :
Controller
X-Wert : Wert
Neuer y-Wert
: Wert
actionComputeNewy
Y-Wert : Wert
Abbildung 10.9: Die Aktivität ompute zur Berehnung einer neuen Stellgröÿe
sm
abstractSensor
timeout
init
error
processed
/ returnError/ returnTimeout
getValue / process / returnValue
Abbildung 10.10: Das Statehart-Diagramm der Klasse abstratSensor
wird. Eine Verletzung der Fristen kann shwerwiegende Folgen haben.
Die Formalisierung der zulässigen niht-funktionalen Eigenshaften verfolgt zwei Ziele:
1. Es werden Randbedingungen bzw. Charakteristiken für alle möglihen Lösungen angegeben.
Damit wird ein Rahmen vorgegeben, in dem sih die zulässigen niht-funktionalen Anforde-
rungen bewegen dürfen. Bei der Anwendung eines Verfeinerungsmusters nah der Anforde-
rungsanalyse kann leiht entshieden werden, ob ein Verfeinerungsmuster für die ermittelten
niht-funktionalen Anforderungen geeignet ist. Natürlih sind diese Randbedingungen nur
sinnvoll, wenn sie zu den typishen niht-funktionalen Anforderungen passen. Es ist davon
auszugehen, dass diese typishen Anforderungen durh häuge Anwendung von klassishen
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iterativen Softwareprozessen wie etwa ROPES [Dou99, KGC07℄ bekannt sind. Konrad geht
sogar noh einen Shritt weiter und formuliert wiederum Muster für diese Realzeitbedingun-
gen [KGC07℄. Softwareprozesse zur Anwendung von Verfeinerungsmustern werden in Kapi-
tel 14 behandelt.
2. Für den Nahweis von bestimmten Teilen der korrekten Verfeinerung eines Entwurfes wird
auh ein formales, abstraktes Modell für die niht-funktionalen Eigenshaften eines Analyse-
musters zur Verfügung gestellt.
Siherheit/Zuverlässigkeit:
(S1) Mindestens jeder zweite Aufruf der setValue-Operation als auh der getValue-Operation
ist niht fehlerbehaftet (weder ein Fehler noh eine Zeitübershreitung tritt auf) und führt
zu einer korrekten Übertragung eines Wertes an das Sensor- bzw. Aktorobjekt. Dies ist zur
Gewährleistung der Regelgüte erforderlih, da sonst der Regler niht mehr sinnvoll auf die
Regelstreke eingreifen kann.
Umgebung: Die Umgebung blokiert die Aktionen enqueue, getValueCall, setValueCall des Reg-
lerprozesses sowie die Aktionen enqueue und return des Aktors und des Sensors nie.
Lebendigkeit:
(L1) Auf jeden Aufruf der getValue-Operation des Reglers an den Sensor folgt irgendwann
eine Antwort (Return) des Sensors, die den aktuellen Istwert überträgt, d. h. es ist kein
Fehler oder eine Zeitverletzung aufgetreten. Ist dies niht der Fall, rehnet der Regler mit
veralteten Istwerten. Passiert dies oftmals hintereinander wird die Funktion der Regelung
beeinträhtigt.
(L2) Auf jeden Aufruf der setValue-Operation des Reglers an den Aktor folgt irgendwann
eine Antwort (Return) des Aktors, bei der zuvor der Stellwert aktualisiert worden ist. Sonst
ist die Funktion der Regelung niht mehr gewährleistet.
Parameterbedingungen: keine
Realzeit:
Die Realzeitanforderungen spezizieren, welhe Zeiten die einzelnen Verarbeitungsshritte
des abstrakten Reglers benötigen. Zur Spezikation werden Parameter verwendet, deren Be-
nennung durh den Präx t und den indizierten Namen der Ation notiert wird. Weiterhin
werden Ungleihungen verwendet, in denen Summen von Wartezeiten berehnet werden. Die
konkreten Werte dieser Parameter werden durh Realzeitanforderungen festgelegt, die beim
Requirements-Engineering ermittelt worden sind. Die Realzeitanforderungen des abstrakten
Reglers werden später verwendet, um zu überprüfen, ob eine korrekte Verfeinerung durh die
im Entwurf verwendete Entwurfsmuster-Kombination möglih ist.
Die Eigenshaften (R1)-(R4) denieren die Verarbeitungszeiten der Aktionen der Aktivität
ompute aus Abbildung 10.9. Da Verteilungsanforderungen vorliegen, müssen neben dem Fall
der normalen Verarbeitung, bei dem ein korrekter Regelungszykus durhgeführt wird, auh
das Verhalten im Fehlerfall bzw. bei Zeitverletzungen betrahtet werden. Mit der Realzeit-
eigenshaft (R5) wird die Antwortzeit für die Übertragung des Istwertes vom Sensor zum
Regler durh eine Ungleihung angegeben. Der Fehlerfall zeihnet sih durh ein fehlerhaf-
tes Verhalten während des Regelvorganges  etwa, dass der Sensor niht erreihbar ist 
aus. Durh (R6) werden mehrere Realzeitbedingungen durh Ungleihungen formuliert. Eine
Zeitverletzung tritt auf, wenn die Übertragung eines Wertes niht in den vorgesehenen Fris-
ten erfolgt. Mit (R7) werden die Eigenshaften für den Fall einer Zeitverletzung angegeben.
Die Eigenshaften (R8-R11) behandeln den Aktor. Mit der zentralen Eigenshaft (R12) wird
die typishe Anforderung an einen Regler nah einer denierten Periodendauer/Zykluszeit
festgehalten.
(R1) taCReadx (s. Abbildung 10.9 u. 10.7) bezeihnet die Zeit, die die Ation ationReadx
zum Auslesen des Attributes x benötigt.
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(R2) Mit taCReady (s. Abbildung 10.9 u. 10.7) wird die Zeit angegeben, die die Ation a-
tionReady zum Auslesen des Attributes y benötigt.
(R3) taCComputeNewy (s. Abbildung 10.9 u. 10.7) notiert die Zeit, die die Ation ation-
ComputeNewy brauht, um einen neuen Stellwert zu errehnen.
(R4) taCWritey (s. Abbildung 10.9 u. 10.7) bezeihnet die Zeit, die die Ation ationWritey
benötigt, um den neuen Stellwert in das Attribut y zu shreiben.
(R5) Für den Fall der normalen Verarbeitung, d. h. es tritt weder ein Fehler noh eine Zeit-
übershreitung auf, wird mit tabstSensor die maximal zulässige Antwortzeit für die Ermittlung
des Istwertes des Sensors deniert. Diese ist eine obere Shranke für die Summe aus der Zeit
zur Verarbeitung des Aufrufes durh die Warteshlange, der Ermittlung des gegenwärtigen
Istwertes und dessen Rüklieferung: tabstSensor ≥ taSenqueue + taSdequeue + taSactionReadx +
taSgetV alueReply .
Dabei bezeihnen taSenqueue, taSdequeue die Wartezeiten zum Einfügen in die bzw. Entfernen
eines Aufrufes aus der Warteshlange. Beide Zeiten können niht aus den UML-Diagrammen
abgelesen werden. Mit taSactionReadx wird die Wartezeit zum Auslesen des abstrakten Sensors
notiert, wie sie in Abbildung 10.9 als Constraint für die zugehörige UML-Ation speziziert
ist. Weiterhin wird mit taSgetV alueReply die Wartezeit zum Beantworten eines getValueCall -
Aufrufes bezeihnet, die in Abbildung 10.9 für die UML-Ation ationReplyGetValueCall
angegeben wird.
(R6) Der Fehlerfall ist komplizierter als die normale Verarbeitung, da Fehler in allen UML-
Ations  nämlih beim Einfügen und Entfernen des Aufrufs bzw. beim Lesen des Wertes  in
sämtlihen Kombinationen auftreten können. Damit die Regelung niht für einen zu groÿen
Zeitraum ausfällt und Instabilitäten auftreten gilt, dass die Summe der Zeit zur Ermittlung
des gegenwärtigen Istwertes und dessen Rüklieferung im Fehlerfall höhstens so groÿ wie
die gesamte Verarbeitungszeit des abstrakten Sensors ist. Die maximale Wartezeit für den
Fehlerfall tMaxError wird wie folgt deniert:
tMaxError = taSenqueueError+taSdequeueError+taSactionReadxError+taSReplyGetV alueCallError
Dabei bezeihnet taSenqueueError die Wartezeit für einen Fehler, der beim Einfügen des Auf-
rufes in die Warteshlange auftritt. Mit taSdequeueError wird ein Fehler notiert, der beim
Entfernen des Aufrufs auf der Warteshlange auftritt. Für die Wartezeit, die bei einem Fehler
beim Auslesen desWertes durh die UML-Ation ationReadx auftritt, wird taSactionReadxError
angegeben. Shlieÿlih notiert taSReplyGetV alueCallError die Wartezeit für die Weiterleitung
eines fehlerhaften getVallCall -Aufrufes. Es werden Vereinfahungen vorgenommen, um die
Komplexität der Berehnungen für Realzeitbedingungen zu reduzieren. Die Annahmen sind
praktish sinnvoll, denn beim Einfügen oder Entfernen von Aufrufen aus der Warteshlange
im normalen bzw. im Fehlerfall sind keine Untershiede zu erwarten. Ähnlihes gilt für das
Auslesen eines Wertes. Daher wird Folgendes gefordert:
taSenqueueError ≤ taSenqueue
taSdequeueError ≤ taSdequeue
taSactionReadxError ≤ taSactionReadx
taSReplyGetV alueCallError ≤ taSReplyGetV alueCall
(R7) Auh für den Fall einer Zeitübershreitung wird gefordert, dass die Summe der Zeit
zur Ermittlung des gegenwärtigen Istwertes und dessen Rüklieferung so groÿ ist wie die ge-
samte Verarbeitungszeit des abstrakten Sensors. Auh bei Zeitübershreitungen können alle
Kombinationen auftreten. tMaxTimeout, durh das die maximale Wartezeit im Timeout-Fall
notiert wird, ist wie folgt deniert:
tMaxTimeout = taSenqueueTimeout + taSdequeueTimeout + taSactionReadxTimeout +
taSReplyGetV alueCallT imeout
Die Wartezeit taSenqueueTimeout bezeihnet eine Zeitverletzung beim Einfügen in die War-
teshlange. Mit taSdequeueTimeout wird die Wartezeit beim Entfernen aus der Warteshlange
notiert. Durh taSactionReadxTimeout wird in diesem Kontext eine Wartezeit angegeben, die bei
einer Zeitübershreitung entsteht, welhe beim Auslesen des Istwertes auftritt. Abshlieÿend
bezeihnet taSReplyGetV alueCallT imeout die Wartezeit für eine Zeitübershreitung bei der Rük-
lieferung des Istwertes an das Objekt abstratController. Es wird Folgendes gefordert:
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taSenqueueTimeout ≤ taSenqueue
taSdequeueTimeout ≤ taSdequeue
taSactionReadxTimeout ≤ taSactionReadx
taSReplyGetV alueCallT imeout ≤ taSReplyGetV alueCall
(R8-R11) Die Wartezeiten für den Zugri auf den Aktor werden niht weiter betrahtet. Al-
lerdings sind diese denen für den Zugri auf den Sensor ähnlih.
(R12) Die Gesamtzeit für den Durhlauf einer Regelperiode setzt sih aus den Zeiten für
den Start der Regelperiode r, der Kommunikation mit dem Sensor tabstSensor , der Ver-
arbeitungszeit der eingelesenen Werte taCactionReadx, taCactionReady, taCactionComputeNewy,
tacCactionWritey und der Kommunikationszeit mit dem Aktor tabstActor zusammen.
10.3 Übersetzung des Analysemusters Regler nah TLA
In diesem Abshnitt wird die Übersetzung des Analysemusters Regler nah TLA beshrieben,
die  wie in Abbildung 10.11 gezeigt  aus den Prozessen abstratController, abstratSensor und
abstratAtor besteht. Die Abbildung zeigt auh die Kopplung zur Übersetzung von CallOperation-
und ReplyAtions in vershiedenen Prozessen und die in diese eingeführten TLA-Aktionen. Zur
Darstellung der Kopplung durh eine Systemaktion werden die in den Prozessen enthaltenen Akti-
onen durh Linien verbunden. Ein ausgefüllter Kreis auf einer Linie bedeutet, dass die zugehörige
Aktion Bestandteil der Kopplung ist. Man erkennt, dass die Aktion ationGetValueCall des Pro-
zesses abstratController mit der Aktion enqueue des Prozesses abstratSensor gekoppelt ist. Da-
durh wird eine CallOperationAtion formalisiert. Weiterhin wird die Aktion ationGetValueReply
des Prozesses abstratSensor mit der Aktion enqueue des Prozesses abstratController gekoppelt.
Zunähst wird die Übersetzung der Klasse abstratController und anshlieÿend die der Klasse
abstratSensor betrahtet, die durh genau einen eigenständigen TLA-Prozess übersetzt werden.
Für die Übersetzung der Klasse abstratAtor wird auf Abshnitt 10.1 verwiesen. Abshlieÿend
wird die Transformation des Sequenzdiagramms des Analysemusters aus Abbildung 10.7 in einen
TLA-Systemprozess angegeben. Das TLA-System, das bei der Übersetzung der Klassen des Ana-
lysemusters entsteht, wird im Folgenden als Grobsystem des Verfeinerungsmusters bezeihnet.
10.3.1 Übersetzung der Klasse abstratController nah TLA
Im Folgenden wird der Header des Prozesstyps abstratController, der zur Übersetzung der Klasse
abstratController aus Abbildung 10.6 erzeugt worden ist, angegeben. Für die Attribute x und y
dieser Klasse wird eine Zustandsvariable mit dem gleihen Bezeihner x bzw. y und dem gleihen
Datentyp Real in den TLA-Prozess, der die Klasse abstratController übersetzt, eingeführt, um
den Datenzustand eines Objektes dieser Klasse zu repräsentieren.
Zur Übersetzung von Kontrollüssen und Objektknoten werden jeweils eigenständige Zustands-
variablen eingeführt.
Für die Kontrollüsse der in Abbildung 10.9 beshriebenen Aktivität ompute werden zwei
Booleshe Zustandsvariablen, nämlih trlStartAtReadx und trlStartAtReadx, in den Prozess
abstratController aufgenommen, die jeweils angeben, ob der entsprehende Kontrolluss existiert.
Der Kontrolluss vom Startknoten zur Ation ationReadx (s. Abbildung 10.9) wird durh die Zu-
standsvariable trlStartAtReadx repräsentiert. Für den Kontrolluss zwishen den beiden Ations
ationReadx und ationReady wird die Zustandsvariable trlAtReadxAtReady eingeführt.
PROCESS abstratController
IMPORT
Sequene;
CONSTANT
k : Integer;
VARIABLES
x,y : Real; ! y für den Stellwert und x für den Istwert
qu : Sequene of Message; ! Zustand der Ereigniswarteshlange
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syn : Boolean; ! Synhronisationsvariable für nebenläufigen Zugriff
trlStartAtReadx, trlAtReadxAtReady : Boolean; ! existiert KF
state : {"init", "waitSensor", "getReturnReeived", "getReturnDequeued","valuesComputed",
"waitAtuator", "setReturnReeived", "stopped", "wait"}; ! Kontrollzustand
existsO1, existsO2, existsO3 : Boolean; ! Existenz der Objektflüsse O1, O2 u. O3
valueO1, valueO2, valueO3 : Real; ! Übersetzung d. Objektknoten O1, O2, O3
Um einen Objektknoten, der über Eingangs- und Ausgangspins mit einer Ation durh Ob-
jektüsse verbunden ist, zu übersetzen, werden zwei separate Zustandsvariablen in den Prozess
aufgenommen. Deshalb werden die Zustandsvariablen, die zur Übersetzung der Objektknoten x-
Wert, y-Wert und Neuer y-Wert aus dem Aktivitätsdiagramm der Abbildung 10.9 eingeführt wor-
den sind, angegeben. Hierbei wird angenommen, dass jeder Objektknoten als zugeordneten Typ
eine Klasse besitzt, die nur über ein einziges Attribut eines Basisdatentyps verfügt. Dadurh wird
ein Objektuss zu einem Datenuss. Zunähst wird eine weitere Booleshe Zustandsvariable ein-
geführt, die im Beispiel den Bezeihner existsO1 besitzt, um anzugeben, ob der entsprehende
Objektknoten mit einem gültigen Datenwert gefüllt ist.
Die zweite Zustandsvariable mit dem Bezeihner valueO1 vom Typ Real, die in dem Objekt-
knoten abgelegt wird, nimmt den Wert dieses Datums auf. Die drei für die Objektknoten neu
eingeführten Zustandsvariablen valueO1, valueO2 und valueO3 bilden eine Erweiterung des Da-
tenzustands.
Durh die Zustandsvariablen x und y werden die Attribute repräsentiert. Mit den Zustandsva-
riablen syn und qu wird die Warteshlange und deren Synhronisation übersetzt. Der Kontroll-
zustand eines Statehart-Diagramms wird durh die Zustandsvariable state übersetzt. Die Boo-
leshen Zustandsvariablen trlStartAtReadx, trlAtReadxAtReady, existsO1, existsO2, existsO3
Process
abstractSensor
Process
abstractController
Process
abstractActor
Process
SequenceDiagram
enqueue
enqueue
enqueue
enqueue
actionGetValueCall
actionSetValueCall
possibleMessageOfSD
actionGetValueReply
actionSetValueReply
Abbildung 10.11: Die Prozesse des Analysemuster-Systems und deren Kopplung
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repräsentieren die Existenz eines Kontroll- bzw. Objektusses. Weiterhin repräsentieren die Zu-
standsvariablen valueO1, valueO2 und valueO3 die Inhalte der Objektüsse.
INIT
∆
= ∧ x = 0
∧ y = 0
∧ syn = FALSE
∧ qu = << >>
∧ state = "init"
∧ trlStartAtReadx = TRUE
∧ trlAtReadxAtReady = FALSE
∧ existsO1 = FALSE
∧ existsO2 = FALSE
∧ existsO3 = FALSE
∧ valueO1 = 0
∧ valueO2 = 0
∧ valueO3 = 0;
Das Initialisierungsprädikat INIT beshreibt die Menge der Initialzustände des Prozesses abstrat-
Controller, die nur ein Element  nämlih den Zustand init des Statehart-Diagramms  enthält.
Zunähst wird der Zustandsvariablen state der Wert init zugewiesen. Weiterhin werden in diesem
Initialisierungsprädikat die übrigen Zustandsvariablen für den Zustand der Ereigniswarteshlange,
für den Datenzustand sowie für die Kontroll- bzw Objektüsse initialisiert. Hierzu werden die
Zustandsvariablen x und y auf 0 sowie qu auf die leere Sequenz << >> gesetzt.
Weiterhin wird der Zustandsvariable trlStartAtReadx der Wert TRUE zugewiesen. Die Zu-
standsvariablen trlAtReadxAtReady, existsO1, existsO2 und existsO3 werden auf FALSE ge-
setzt, was bedeutet, dass keiner der Kontrollüsse existiert. Die Zustandsvariablen valueO1, val-
ueO2 und valueO3 werden auf 0 gesetzt, da im Initialzustand keiner der Objektknoten mit einem
Wert belegt ist.
Für die Objektknoten O2 und O3 der Aktivität ompute werden zusätzlih die Zustandsvari-
ablen existsO2, valueO2, existsO3 und valueO3 aufgenommen.
Auh die Puerung von Ereignissen mittels einer Warteshlange zur weiteren Verarbeitung,
wie sie in Abshnitt 3.4.3 bei der Vorstellung der Zustandsmashine erläutert worden ist, muss
berüksihtigt werden. Hierfür wird die Zustandsvariable qu vom Datentyp Sequene im Prozess
verwendet.
Der Kontrollzustand des Statehart-Diagramms der Klasse abstratController wird in die TLA-
Zustandsvariable mit dem Bezeihner state übersetzt, die alle Zustandsnamen des zugehörigen
Statehart-Diagramms annehmen kann. Zusätzlih zu den in Abbildung 10.8 ersihtlihen Zustän-
den gibt es Zustände, die für das Einfügen und Entfernen von Aufrufen aus der Warteshlange
erforderlih sind.
Zum Einfügen eines Ereignisses in die Warteshlange wird die enqueue Aktion verwendet. Um
die Synhronisation eines Objekts bei nebenläugem Zugri zu modellieren, wird die Zustandsvaria-
ble syn eingeführt, welhe eine Blokierung des TLA-Prozesses des abstratController Objektes,
das die Zustandsmashine repräsentiert, vornehmen kann.
Nun wird die Übersetzung der Transitionen des Statehart-Diagramms des Beispielmusters
betrahtet. Der Prozess in Abshnitt A.1 des Anhangs enthält die zur Übersetzung sämtliher
Ations und Transitionen eingeführten TLA-Aktionen.
Transitionen eines Stateharts modizieren den Kontrollzustand eines Objektes. Die Überset-
zung einer Transition eines Objektes erfolgt im Rahmen der Beispielmuster durh eine eigen-
ständige, parameterlose TLA-Aktion, d. h. die Semantik einer Transition aus einem Statehart-
Diagramm wird auf der Basis einer TLA-Aktion festgelegt, die zu einer Änderung der Zustands-
variable state führt. Grundsätzlih wird bei der Übersetzung zwishen triggerless Transitionen und
Transitionen, die mit einem Trigger behaftet sind, untershieden.
Unten wird die Übersetzung der triggerless Transition waitSensorToValuesComputed aus dem
Statehart-Diagramm der Abbildung 10.8 gezeigt. In der Vorbedingung erfolgt im ersten Konjunkt
die Prüfung, ob der gegenwärtige Kontrollzustand mit dem Ausgangszustand valueDequeued der
Transition übereinstimmt. Im Eekt der Aktion wird im zweiten Konjunkt die Zustandsvariable
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state, die den Kontrollzustand eines Objektes repräsentiert, auf den Zielzustand valuesComputed
der Transition gesetzt. Den Zustandsvariablen, die angeben, ob ein Kontrolluss für eine Ation,
welhe mit einem Startknoten verbunden ist  hier ist das die Zustandsvariable trlStartAtReadx 
wird im dritten Konjunkt derWahrheitswert TRUE zugewiesen. Alle übrigen Zustandsvariablen der
Aktion bleiben unverändert. Die Aktionen waitToStopped und stoppedToWait sind Übersetzungen
für Transitionen, die dem gleihen Prinzip unterliegen.
waitSensorToValuesComputed
∆
= ! Transition waitSensor → valuesComputed
∧ state = ′ ′valueDequeued ′ ′ ! Prüfung des aktuellen Kontrollzustandes
∧ state ′ = ′ ′ValuesComputed ′ ′ ! Der Folgezustand wird gesetzt
∧ trlStartAtReadx ′ = TRUE !
∧ UNCHANGED 〈x, y〉
∧ UNCHANGED 〈qu, syn, trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, existsO3, valueO1, valueO2, valueO3〉;
Die Übersetzung der mit einem Trigger behafteten Transition loop, die beim Betreten der Re-
gelshleife ausgeführt wird, wird unten betrahtet. Im ersten Konjunkt der Vorbedingung wird
geprüft, ob der gegenwärtige Kontrollzustand init ist. Im zweiten Konjunkt erfolgt eine Prüfung,
um festzustellen, ob am Anfang der Warteshlange eine Nahriht vom Typ loop enthalten ist. Im
Eekt der Aktion wird die Nahriht aus der Ereigniswarteshlange im dritten Konjunkt entfernt.
Das Setzen des Kontrollzustandes auf den Zielzustand wait der Transition erfolgt im vierten Kon-
junkt. Die letzten beiden Konjunkte geben an, dass die übrigen Zustandsvariablen niht verändert
werden.
loop
∆
= ∧ state = ′ ′init ′ ′
∧ head(qu) = ′ ′loop ′ ′
∧ qu ′ = tail(qu)
∧ state1 ′ = ′ ′wait ′ ′
∧ trlStartAtReadx = TRUE
∧ UNCHANGED 〈x, y, syn,trlStartAtReadx, trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, valueO1, existsO2, valueO2, existsO3, valueO3〉;
Für die hier beshriebene Übersetzung einer Transition gibt es aus Gründen der Vereinfahung
eine Ausnahme. Wenn die Aktivität einer Transition nur aus einer einzelnen Ation besteht, welhe
nur einen eingehenden und einen ausgehenden Kontrolluss besitzt, werden die beiden Aktionen,
die für die Übersetzung der Transition und der Ation eingeführt worden sind, in der Übersetzung
der Transition zusammengefasst. Ein Beispiel hierfür ist die Aktivität aus Abbildung 10.2, die nur
ein Ation besitzt. Dies ist möglih, da die Ation  wenn die Transition stattndet  sofort und
ohne Abhängigkeiten von anderen Ations ausgeführt wird. Da diese Situation bei der Modellie-
rung sehr häug auftritt, soll diese zusätzlihe Komplexität durh unnötige Zustandsvariablen für
Kontrollüsse bei der Übersetzung vermieden werden. Dieser Ausnahmefall wird später bei der
Übersetzung der UML-Diagramme der Entwurfsmuster angewendet. Für die Übersetzung jeder
UML-Ation dieses Analysemusters wird eine neue TLA-Aktion eingeführt. Diese Aktionen er-
halten Parameter zur Kopplung mit dem Prozess SequeneDiagram, um zu prüfen, ob das Shalten
zulässig ist. Zunähst werden lese- und shreiborientierte Ations des Beispielmusters behandelt.
Lese- und shreiborientierte Ations werden durh TLA-Aktionen übersetzt, die die Zustandsva-
riablen, welhe die Attribute oder Objektüsse eines Objektknotens repräsentieren, modizieren.
In jeder dieser Aktionen wird im ersten Konjunkt durh Auswertung der Zustandsvariable syn
geprüft, ob das zugehörige Objekt bereits durh einen anderen Aufruf blokiert ist.
Nahfolgend ist die Aktion ationReadx aus dem Aktivitätsdiagramm der Aktivität ompute
speziziert. Das erste Konjunkt der Aktion dient der Prüfung der Zustandsvariablen syn, um
siherzustellen, dass keine Verletzung der RTC-Semantik durh eine niht zulässige nebenläuge
Modikation erfolgt. Dies ist nur bei den Übersetzungen der Ations notwendig. Im zweiten Kon-
junkt der Vorbedingung wird geprüft, ob der eingehende Kontrolluss existiert. Dies ist der Fall,
wenn die Zustandsvariable trlStartAtReadx TRUE ist. Der Parameter urrentEventOurene
wird im dritten Konjunkt der Aktion mit dem Wert O1.ationReadx belegt, um siherzustellen,
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dass die Aktion im Rahmen des Traes des Sequenzdiagramms shalten darf. Die Zustandsvariable
valueO1 wird im vierten Konjunkt auf den Wert der Zustandsvariable x gesetzt, die das Attribut x
repräsentiert. Im fünftem Konjunkt wird die Zustandsvariable trlStartAtReadx für den eingehen-
den Kontrolluss auf FALSE gesetzt, um ein nohmaliges Shalten der Aktion zu verhindern. Im
sehsten Konjunkt wird die Zustandsvariable existsO1 für den ausgehenden Objektuss auf TRUE
gesetzt. Der Zustandsvariable trlAtReadxAtReady für den ausgehenden Kontrolluss wird im
siebten Konjunkt hingegen der Wahrheitswert TRUE zugewiesen. Die übrigen Zustandsvariablen
bleiben unverändert. Die Übersetzung der Aktion ationReady erfolgt nah dem gleihen Prinzip.
ationReadx(urrentEventOurene : String)
∆
=
∧ ¬syn ! ¬ bedeutet niht durh RTC zulässig bzw. niht blokiert
∧ trlStartAtReadx = TRUE ! Pruefung der eingehenden ZV
∧ urrentEventOurene = "O1.ationReadx"
∧ valueO1 ′ = x ∧ ! Setzen der ZV eines ausgehenden OF
∧ trlStartAtReadx ′ = FALSE ! Rueksetzen der ZV
∧ existsO1 ′ = TRUE ! Setzen der ausgehenden ZV
∧ trlAtReadxAtReady ′ = TRUE ! Setzen d. ZV d. ausg. KF
∧ UNCHANGED state
∧ UNCHANGED 〈x, y, qu, syn〉
∧ UNCHANGED 〈existsO2, existsO3, valueO2, valueO3〉;
actionWritey
actionReady
actionReadx
O1
X-Wert
Neuery-Wert
actionComputeNewy
Y-Wert
Bei der Übersetzung der WriteAttributeAtion ationWritey, die im Anshluss gezeigt ist, wird
in der Vorbedingung der Aktion ationWritey im zweiten Konjunkt ermittelt, ob der ObjektussO3
existiert, indem der Wert der zugehörigen Zustandsvariablen existsO3 geprüft wird. Der Parameter
urrentEventOurene wird mit dem Bezeihner des Ereignisauftritts O1.ationWritey belegt.
Die Zustandsvariable existsO3 für den eingehenden Kontrolluss wird im vierten Konjunkt auf
FALSE gesetzt, damit die Aktion niht ein weiteres Mal shalten darf. Im fünften Konjunkt wird
die Zustandsvariable für y auf den Wert der Zustandsvariable valueO3 des Objektknotens gesetzt.
Im sehsten Konjunkt wird die Zustandsvariable state auf den Nahfolgezustand valueComputed
gesetzt, damit die nahfolgenden Aktionen shaltbereit werden.
ationWritey(urrentEventOurrene : String)
∆
= ! Aktion shreibt
in ZV des Attributes y
∧ ¬syn ! durh RTC zulässig ?
∧ existsO3 = TRUE ! Prüfung der Boole. ZV des eing. OF
∧ urrentEventOurrene = ′ ′O1.ationWritey ′ ′
∧ existsO3 ′ = FALSE ! Rueksetzen der Boole. ZV des eing. OF
∧ y ′ = valueO3 ! Setzen der ZV für y
∧ state ′ = ′ ′valueComputed ′ ′ ! Setzen des nahfolg. Kontrollzust.
∧ UNCHANGED 〈x, qu, syn, state〉
∧ UNCHANGED 〈trlStartAtReadx〉
∧ UNCHANGED 〈trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, valueO1, valueO2, valueO3〉;
actionWritey
actionReady
actionReadx
O1
X-Wert
Neuer y-Wert
actionComputeNewy
Y-Wert
Jetzt soll die Übersetzung der ApplyFuntionAtion ationComputeNewy, die unten aufgeführt
ist, betrahtet werden. Die Idee zur Übersetzung besteht darin, eine TLA-Funktion zur Bereh-
nung des Funktionswertes auf der Basis der an den Eingabepins von Objektüssen bereitgestellten
Argumentwerte zu verwenden. Dies ist hier die im Folgenden aufgeführte TLA-Funktion om-
puteNewy. Im Rahmen der Vorbedingung erfolgt die Prüfung auf die Existenz der eingehenden
Kontrollüsse mittels Auswertung der Zustandsvariablen existsO1 und existsO2 im zweiten und
dritten Konjunkt. Der Aktionenparameter urrentEventOurene wird mit dem Bezeihner des
Ereignisauftritts O1.ationComputeNew im vierten Konjunkt belegt, um das Shalten dieser Ak-
tion zu einem durh das Sequenzdiagramm zugelassenen Zeitpunkt zu ermöglihen. Der Funktion
omputeNewy werden als Argumente die Werte der Zustandsvariablen valueO1, valueO2 überge-
ben. Das Ergebnis des Funktionsaufrufs der Funktion omputeNewy wird der Zustandsvariable
valueO3 im vierten Konjunkt zugewiesen. Abshlieÿend werden die Zustandsvariablen existsO1,
existsO2, existsO3 in den Konjunkten fünf bis sieben auf TRUE bzw. FALSE gesetzt. Die übrigen
Zustandsvariablen werden durh die Aktion niht verändert.
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ationComputeNewy(urrentEventOurene : String)
∆
= ! Aktion
berehnet neuen Funktionswert
∧ ¬syn ! durh RTC zulässig ?
∧ existsO1 = TRUE
∧ existsO2 = TRUE
∧ urrentEventOurene = ′ ′O1.ationComputeNewy ′ ′
∧ valueO3 ′ = omputeNewy[valueO1, valueO2℄
∧ existsO1 ′ = FALSE
∧ existsO2 ′ = FALSE
∧ existsO3 ′ = TRUE
∧ UNCHANGED 〈qu, syn, state〉
∧ UNCHANGED 〈trlAtReadxAtReady〉
∧ UNCHANGED 〈trlStartAtReadx〉
∧ UNCHANGED 〈valueO1, valueO2〉;
actionWritey
actionReady
actionReadx
O1
X-Wert
Neuery-Wert
actionComputeNewy
Y-Wert
Nun soll die Übersetzung der unten angegebenen CallOperationAtion ationGetValueCall be-
trahtet werden. In der Vorbedingung der Aktion ationGetValueCall wird geprüft, ob die Zu-
standsvariable syn auf FALSE gesetzt und das Objekt niht blokiert ist. Im zweiten Konjunkt
wird ausgewertet, ob sih das Objekt in dem Kontrollzustand wait bendet. Hierbei sieht man die
Zusammenfassung einer Transition und einer Ation in eine TLA-Aktion. Im Rahmen der Para-
meterbelegung werden alle Aktionenparameter, die für einen Operationsaufruf eingeführt worden
sind, mit den Werten der Zustandsvariablen belegt, die die eingehenden Objektüsse repräsentie-
ren. Der Aktionsparameter urrentEventOurene wird mit dem Wert O1.ationGetValueCall
im dritten Konjunkt belegt, um die notwendigen Informationen für die Auswertung des Traes des
Sequenzdiagramms bereitzustellen. Im Eekt der Aktion erfolgt das Setzen der Zustandsvariable
syn im fünften Konjunkt auf TRUE, um das Objekt zu blokieren, damit die RTC-Semantik ge-
währleistet ist. Weiterhin wird in der Aktion die Zustandsvariable state auf den Nahfolgezustand
waitSensor gesetzt.
ationGetValueCall(urrentEventOurene : String)
∆
= !
parameterlose Aktion getValueCall für Operationsaufruf
∧ ¬syn
∧ state = ′ ′wait ′ ′
∧ urrentEventOurene = ′ ′O1.ationGetValueCall ′ ′
∧ state ′ = ′ ′waitSensor ′ ′
∧ syn ′ = TRUE
∧ UNCHANGED 〈x, y, qu, trlStartAtReadx, trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, existsO3, valueO1, valueO2, valueO3〉;
Die im Folgenden angegebene Aktion enqueue nimmt ein eingehendes Ereignis mit seinen Wer-
ten über einen Aktionenparameter entgegen, um es in die Warteshlange einzufügen. Die Warte-
shlange besitzt den Typ SEQUENCE OF REAL. Dies ist der Fall beim Einfügen von Operations-
aufrufen und Antworten auf Operationsaufrufe. Für ein durh eine Nahriht übertragenes Ereignis
wird eine Aktion enqueue mit dem Aktionenparameter val vom Typ REAL bereitgestellt.
enqueue(val : Real)
∆
= ! Aktion zum Einfuegen von Ereignissen in
die Ereigniswarteshlange
∧ state = ′ ′waitSensor ′ ′ ∨ state = ′ ′waitAtuator ′ ′
∧ state ′ = IF state = ′ ′waitSensor ′ ′
THEN
′ ′
getEnqueued
′ ′
ELSE IF state = ′ ′waitAtuator ′ ′
THEN
′ ′
returnEnqueued
′ ′
ELSE state
∧ qu ′ = IF state = ′ ′waitSensor ′ ′
THEN Append(qu, value)
ELSE qu
∧ UNCHANGED 〈x, y, qu, trlStartAtReadx, trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, existsO3, valueO1, valueO2, valueO3〉;
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Mit der unten angegebenen dequeue Aktion werden Operationsaufrufe mit ihren Werten aus
der Warteshlange entfernt. In der Aktion wird durh eine Falluntersheidung geprüft, ob im Vor-
gängerzustand state =′′ getEnqueued′′ gilt. In diesem Fall bendet sih in der Warteshlange ein
neuer getValue-Aufruf. Ist dies niht der Fall ist die Warteshlange durh eine Rükantwort gefüllt
worden, sodass die Verarbeitung von vorne beginnen kann.
dequeue
∆
=
∧ state = "getEnqueued" ∨ state = "returnEnqueued"
∧ state ′ = IF state = "getEnqueued" ! getValue Call in Warteshlange
THEN "valueDequeued" ! Zielzustand valueDequeued
ELSE "init" ! Sonst Antwort zurük nah init
∧ x ′ = Head(qu).val
∧ qu ′ = Tail(qu)
∧ syn ′ = FALSE
∧ UNCHANGED 〈x, y, trlStartAtReadx, trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, existsO3, valueO1, valueO2, valueO3〉;
10.3.2 TLA-Übersetzung der Realzeitanforderungen für die Klasse
abstratController
Jede für eine Transition eingeführte Aktion ist mit den Zeiten entsprehend der Modellie-
rung aus den Stateharts zu versehen. Zur Spezikation dieser Wartezeiten wird der Prozesstyp
abstContrTimes aus Abbildung 10.12 verwendet. Zunähst werden in dem Prozesstyp sämtlihe
Aktionen deklariert, für die Wartezeiten speziziert werden. Die Wartezeiten sämtliher Aktionen
des Prozesstyps abstratController sind in diesem Prozesstyp angegeben. Aktionen, die Transiti-
onen modellieren  wie etwa waitSensorToValuesComputed , shalten unmittelbar. Anshlieÿend
werden die maximalen, persistenten Wartezeiten für jede Aktion, die zu einer UML-Ation gehört,
mit einem P MAX TIME Konstrukt angegeben.
10.3.3 Übersetzung der Klasse abstratSensor
Der TLA-Prozess aus Abbildung 10.13 gibt die Übersetzung der Klasse abstratSensor an, die
die Zustandsvariablen x, sSensor und qu enthält. Die Zustandsvariable x modelliert den Istwert.
Durh die Zustandsvariable sSensor wird der Kontrollzustand beshrieben. Shlieÿlih modelliert
die Zustandsvariable qu die Warteshlange der Klasse abstratSensor. Mit dem Initialisierungsprä-
dikat INIT werden die Zustandsvariablen für den Daten- und Kontrollzustand und den Zustand
der Ereigniswarteshlange initialisiert. Die Aktion enqueue nimmt einen Aufruf der CallOperation-
Ation getValueCall des abstratController Objektes entgegen, während die Aktion dequeue einen
Aufruf aus der Warteshlange entfernt. Die Aktion proess modelliert einen Verarbeitungsvorgang
im Sensorobjekt. Auh die Übersetzung der ReplyAtion ationGetValueCallReply aus dem Sen-
sorobjekt O2 wird in Abbildung 10.13 gezeigt. Diese Aktion fasst wiederum die Übersetzung einer
Ation und einer Transition zusammen. Bei dieser ReplyAtion werden zusätzlihe Aktionenpara-
meter aufgenommen, um das Ergebnis des Operationsaufrufes zurükzuliefern. In der Vorbedin-
gung wird zunähst geprüft, ob der eingehende Kontrolluss existiert. Anshlieÿend wird durh
die Auswertung der Zustandsvariablen des Kontrollzustandes state auf den Wert proessed ge-
setzt. Speziell wird der Aktionenparameter valueO1_Pin1 im dritten Konjunkt mit dem Wert
der Zustandsvariable x belegt. Der Parameter urrentEventOurene wird mit dem Bezeihner
O2.ationGetValueCallReply des zugehörigen Ereignisauftritts belegt. Im Eekt erfolgt das Set-
zen der Zustandsvariablen state auf den Nahfolgezustand init, damit die Aktion niht noh
einmal shaltbereit wird. Die Aktionen enqueueError, dequeueError und proessError spezizie-
ren Fehler, die beim Einfügen bzw. Entfernen von Aufrufen aus der Warteshlange im Rahmen der
Verarbeitung auftreten. Dementsprehend werden die Aktionen timeoutError, timeoutDequeue und
timeoutProess dazu verwendet, das Verhalten bei Zeitübershreitungen bei der Kommunikation
zwishen dem Objekt abstratController und dem Objekt abstratSensor zu modellieren.
Als nähstes wird auf die Übersetzung des Sequenzdiagramms des Beispiel-Analysemusters aus
Abbildung 10.7 eingegangen. Dieses Sequenzdiagramm beshreibt die Kopplung der objektlokalen
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PROCESS abstContrTimes
ACTIONS
waitSensorToValuesComputed;
waitToStopped;
stoppedToWait;
ationReadx;
ationReady;
ationWritey;
ationComputeNewy;
ationGetValueCall;
ationSetValueCall;
enqueue;
dequeue;
! Die Wartezeiten an den Aktionen
IMMEDIATE waitSensorToValuesComputed;
IMMEDIATE waitToStopped;
IMMEDIATE stoppedToWait;
P MAX TIME ationReadx : tationReadx;
P MAX TIME ationReady : tationReady;
P MAX TIME ationWritey : tationWritey;
P MAX TIME ationComputeNewy : tationComputeNewy;
P MAX TIME ationGetValueCall : tationSetValueCall;
P MAX TIME ationSetValueCall : tationSetValueCall;
P MAX TIME enqueue : tenqueue;
P MAX TIME dequeue : tdequeue;
END abstContrTimes
Abbildung 10.12: Der TLA-Prozesstyp abstContrTimes
Aktionen der bereits vorgestellten Objektprozesse.
Zur Übersetzung eines Sequenzdiagramms des Beispielmusters wird ein neuer Systemprozess
eingeführt, der Prozessinstanzen sämtliher im Sequenzdiagramm spezizierter Objekte sowie eine
Prozessinstanz des Prozesses SequeneDiagram enthält.
Der Prozesstyp SequeneDiagram in Abbildung 10.14 wird verwendet, um das Sequenzdia-
gramm aus Abbildung 10.7, das alle Interaktionen und Ereignisauftritte der Objekte eines Reglers
beshreibt, zu modellieren. Erfolgt ein Ereignisauftritt (s. Abshnitt 3.4.4) an der Lifeline eines
Objektes, der mit der Ausführung einer UML-Ation durh das Objekt übereinstimmt, muss auf
dessen Zulässigkeit im Rahmen des totalen Traes eines Sequenzdiagramms geprüft werden. Die
TLA-Aktionen, die für UML-Ations eingeführt worden sind, stellen über den Aktionenparame-
ter EO ihren Ereignisauftritt mit der Syntax Objektname.Aktionsname bereit. Abfolgen von
Ereignisauftritten werden durh Traes beshrieben, wobei die Ereignisauftritte nah ihrem zeit-
lihen Auftreten innerhalb des Sequenzdiagramms in einem Trae angeordnet sind. Durh einen
totalen Trae werden alle Ereignisauftritte eines Sequenzdiagramms entsprehend ihrer zeitlihen
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PROCESS abstratSensor
IMPORT Sequene;
VARIABLES
state : {"init", "enqueued", "dequeued", "proessed", "returned", "Error", "Timeout"};
qu : Sequene;
x : Real;
Init
∆
=
ACTIONS
enqueue(m : Message)
∆
= ! Einfuegen einer Anfrage
∧ state = "init"
∧ state ′ = "enqueued"
∧ qu ′ = Append( qu, m)
∧ UNCHANGED x;
dequeue(urrentEventOurene : String)
∆
= ! Entfernen einer Anfrage
∧ state = "enqueued"
∧ urrentEventOurene = "O2.Dequeue"
∧ state ′ = "dequeued"
∧ qu ′ = Tail(qu)
∧ x ′ = Head(qu);
enqueueError(urrentEventOurene : String)
∆
= ! Fehler beim Einfuegen
∧ state = "enqueued"
∧ urrentEventOurene = "O2.EnqueueError"
∧ state ′ = "Error"
∧ UNCHANGED 〈qu, x〉;
enqueueTimeout(urrentEventOurene : String)
∆
= ! Zeituebershreitung beim Einfuegen
dequeueError(urrentEventOurene : String)
∆
= ! Fehler beim Entfernen
∧ state = "dequeued"
∧ urrentEventOurene = "O2.DequeueError"
∧ state ′ = "Error"
∧ UNCHANGED 〈qu, x〉;
dequeueTimeout(urrentEventOurene : String)
∆
= . . . s.
proess(urrentEventOurene : String)
∆
=
∧ state = "dequeued"
∧ urrentEventOurene = "O2.proessed"
∧ state ′ = "proessed"
∧ UNCHANGED 〈qu, x〉;
proessError(urrentEventOurene : String)
∆
=
∧ state = "proessed"
∧ state ′ = "Error"
∧ urrentEventOurene = "O2.ProessError"
∧ UNCHANGED 〈qu, x〉;
allTimeout(urrentEventOurene : String)
∆
= . . . s. Anhang
allError(urrentEventOurene : String)
∆
=
getValueReply(data : Real; urrentEventOurene : String)
∆
=
∧ (state = "returned" ∨ state = "Error" ∨ state = "Timeout")
∧ urrentEventOurene = "O2.ationGetValueReply"
∧ data = IF state = "returned"
THEN x
ELSE IF state = "Error"
THEN "Error"
ELSE "Timeout"
∧ x ′ = 0;
END
Abbildung 10.13: Der Prozesstyp abstratSensor
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Abfolge beshrieben
5
. Ein partieller Trae [HS03℄ enthält nur eine Teilstük der Ereignisauftritte
eines Sequenzdiagramms. Die Idee für Übersetzung eines Sequenzdiagramms besteht darin, dass
vor der Ausführung einer Aktion, geprüft wird, ob ihr zugehöriger Ereignisauftritt zum gegenwär-
tigen Zeitpunkt durh das Sequenzdiagramm erlaubt ist. Um zu prüfen, ob eine UML-Ation im
Kontext eines betrahteten Sequenzdiagramms ausgeführt werden darf, wird ein partieller Trae
urrentTrae aufgebaut, der bei der Ausführung der zugehörigen TLA-Aktion um deren Ereig-
nisauftritt erweitert wird. Dabei ist zu garantieren, dass eine Aktion nur ausgeführt werden darf,
wenn die Verkettung von urrentTrae und dem Ereignisauftritt einer Aktion ein Anfangsstük des
totalen Traes des Sequenzdiagramms ist.
Der Prozesstyp SequeneDiagram verfügt über den Prozessparameter SetOfTraes, der mit der
Menge, die die Sequenz des totalen Traes des Sequenzdiagramms eines Systems enthält, para-
metriert wird. Damit wird eine Sequene, die alle Ereignisauftritte in der rihtigen Reihenfolge
enthält, an den Prozess übergeben. Durh die Konstante setOfPossibleTraes wird die Menge al-
ler zulässigen Subtraes (auh partieller Trae genannt) des totalen Traes unter Verwendung des
TLA-Operators SubSeq [Lam03℄, der Teilsequenzen parametrierbarer Länge einer Sequene bil-
det, ermittelt. Dazu werden dem Operator eine Sequenz 〈S1, . . . , Sn〉 und zwei Argumente m und
n übergeben. Dabei gibt m das m-te und n das n-te Element der Sequenz an. Mit dem Ope-
rator SubSeq wird dann die Sequenz 〈S[m], S[m + 1], . . . , S[n]〉 berehnet. Falls m < 1 ist oder
n > Len(s), ist das Ergebnis niht deniert, es sei denn die Länge der Sequenz ist null. Mit dem
Operator UNION wird die Vereinigungsmenge aller zulässigen Traes konstruiert, indem die Traes
untershiedliher Länge, zu einer Menge vereinigt werden.
Der Zustandsvariablen urrentTrae wird der gegenwärtige Subtrae der Ausführung des Se-
quenzdiagramms, der bereits abgearbeitet worden ist, zugewiesen. Initialisiert wird die Zustandsva-
riable urrentTrae mit der leeren Sequene << >> im Initialisierungsprädikat des Prozesses. Der
Prozess besitzt die Aktion permittedAtionOfSD, um zu prüfen, ob eine einzelner zu einer Ation
gehöriger Ereignisauftritt durh den Trae zulässig ist. Um den durh eine Ation bereitgestell-
ten Ereignisauftritt entgegenzunehmen, besitzt die Aktion den Parameter urrentEventOurrene.
Durh den Booleshen Operator startSequene mit den Parametern sot und d wird geprüft, ob die
Aktion shalten darf. Der Parameter sot gibt alle zulässigen Traes an, während durh den Pa-
rameter d die Verkettung des urrentTrae mit einem neuen Ereignisauftritt beshrieben wird.
Falls die Verkettung des durh den Aktionenparameter bereitgestellten Ereignisauftritts mit der
Zustandsvariable urrentTrae in der Menge setOfPossibleTraes enthalten ist, gibt der Operator
TRUE zurük und die Aktion permittedAtionOfSD darf shalten. Der aktuelle Trae, welher
durh die Verkettung des bisherigen Traes mit dem neuen Ereignisauftritt entsteht, wird der
Zustandsvariable urrentTrae zugewiesen.
10.3.4 Wartezeiten des Prozesstyps abstratSensor
Auh für den Prozesstyp abstratSensor müssen Wartezeiten speziziert werden. Diese werden in
dem Prozesstyp abstSensorTimes, der in Abbildung 10.15 gezeigt wird, angegeben. Zunähst wer-
den die Aktionen enqueue bis proess deklariert. Anshlieÿend werden für diese Aktionen enqueue,
dequeue, enqueueError, enqueueTimeout, dequeueError, dequeueTimeout, proess die maximalen,
persistenten Wartezeiten speziziert.
10.3.5 Kopplung der TLA-Prozesse des Analysemusters
Die Abbildung 10.16 zeigt den Systemprozesstyp AbstratPatternProess des Analysemusters. Der
PROCESSES Abshnitt des Prozesses AbstratPatternProess deklariert Instanzen sämtliher
Objektprozesse, deren Objekte in dem Sequenzdiagramm auftreten. Dies sind die Prozesse O1, O2,
O3 und sd der Prozesstypen abstratController, abstratSensor, abstratAtor, SequeneDiagram.
Der Bezeihner eines Prozesses entspriht dem des Objektprozesses, der verwendete Prozesstyp
5
Bei den hier gezeigten Sequenzdiagrammen erhält man den totalen Trae durh notieren der Ereignisauftritte
unter Beahtung ihrer Reihenfolge innerhalb des Diagramms. Für umfangreihe Semantik der Sequenzdiagramme
gelten in der Arbeit entsprehende Einshränkungen
149
PROCESS SequeneDiagram(SetOfTraes : SUBSET(Sequene))
! e.g. SetOfTraes is:
!(<<
′ ′
O1.Loop
′ ′
,
′ ′
O2.ationAeptCallLoop
′ ′
,
′ ′
O1.ationGetValue
′ ′
,
!
′ ′
O2.dequeue
′ ′
,
′ ′
O2.ationGetValueReply
′ ′
,
′ ′
O1.dequeue
′ ′
,
!
′ ′
O1.ationSetValue
′ ′
,
′ ′
O2.dequeue
′ ′
,
!
′ ′
O3.ationSetValueReply
′ ′
, . . ., ′ ′O1.dequeue ′ ′ >>)
CONSTANT
MaxTraeLength
∆
= 50;
startSequene(sot, d)
∆
=
∃ s ∈ sot : SubSeq(sot, 1, length(d)) = d;
! ompute the transitive losure of SetOfTraes
! setOfPossibleTraes is:
! { <<
′ ′
O1.Loop
′ ′
>>, <<
′ ′
O1.Loop
′ ′
,
′ ′
O2.ationAeptCallLoop
′ ′
>>
! <<
′ ′
O1.Loop
′ ′
,
′ ′
O2.ationAeptCallLoop
′ ′
,
′ ′
O1.ationGetValue
′ ′
>>,
! <<
′ ′
O1.Loop
′ ′
,
′ ′
O2.ationAeptCallLoop
′ ′
,
′ ′
O1.ationGetValue
′ ′
,
′ ′
O2.dequeue
′ ′
>>,
! ... }
setOfPossibleTraes
∆
= UNION { {SubSeq(d, 1, 2) : d ∈ setOfTraes},
{SubSeq(d, 1, 3) : d ∈ setOfTraes}, ...
{SubSeq(d, 1, MaxTraeLength) : d ∈ setOfTraes}};
VARIABLES
urrentTrae : Sequene;
INIT
∆
= urrentTrae = << >>;
ACTIONS
permittedAtionOfSD(EO : EventOurrene)
∆
=
startSequene(setOfPossibleTraes, urrentTtrae ◦ EO) ∧
urrentTrae
′ = urrentTrae ◦ urrentEventOurrene;
END
Abbildung 10.14: Der Prozesstyp SequeneDiagram
dem zur Übersetzung der Klasse des Objektes eingeführten Prozesstyp. Der Prozess TO1 ist ei-
ne Instanz des Prozesstyps abstContrTimes, um die Realzeitanforderungen des Prozesses O1 zu
behandeln. TO2 ist eine Instanz des Prozesstyps abstSensorTimes der in Abbildung 10.15 an-
gegeben ist. Der Prozess TO3 enthält die Realzeitanforderungen für den Aktor. Weiterhin wird
eine Prozessinstanz sd des wiederverwendbaren Prozesstyps SequeneDiagram eingebunden. Dieser
Prozess wird bei seiner Instantiierung mit der TLA-Sequene sämtliher Ereignisauftritte parame-
triert. Ein Ereignisauftritt wird durh eine Zeihenkette  bestehend aus dem Objektnamen  und
dem Bezeihner der zugehörigen UML-Ation übersetzt. So bezeihnet O1.ationGetValue die
Ausführung der CallOperationAtion ationGetValue. Um den Trae der zulässigen Ereignisauf-
tritte des Sequenzdiagramms zu kodieren, wird eine Sequene der zulässigen Ereignisauftritte des
Sequenzdiagramms gebildet. Der Prozessparameter ompleteTrae des wiederverwendbaren Pro-
zesses SequeneDiagram, der wie zuvor beshrieben aus dem Sequenzdiagramm berehnet worden
ist, wird mit dem resultierenden totalen Trae des Sequenzdiagramms des Musters parametriert.
Die Reihenfolge, in der diese Ereignisauftritte in einem Trae angeordnet werden, entspriht der
durh das Sequenzdiagramm vorgegebenen Reihenfolge.
Nun soll der Aufbau der Systemaktionen des Prozesstyps AbstratPatternProess  geordnet
nah den gekoppelten Prozessen  betrahtet werden. Der Prozesstyp enthält zahlreihe System-
aktionen, die daher nur auszugsweise durh die wihtigsten Repräsentanten für jede Art  also z.
B. Transition, CallOperationAtion, ReadAttributeAtion  einer Systemaktion dargestellt wer-
den. Der Prozess ist vollständig in Anhang B.1 angegeben. Die zur Übersetzung von Transitionen
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PROCESS abstSensorTimes
ACTIONS
enqueue;
dequeue;
enqueueError;
enqueueTimeout;
dequeueError;
proess;
P MAX TIME enqueue : taSenqueue;
P MAX TIME dequeue : tasDequeue;
P MAX TIME enqueueError : taSenqueueError;
P MAX TIME enqueueTimeout : taSenqueueTimeout;
P MAX TIME dequeueError : tdequeueError;
P MAX TIME dequeueTimeout : taSdequeueTimeout;
P MAX TIME proess : taSProess;
END
Abbildung 10.15: Der Prozesstyp abstSensorTimes
eingeführten Aktionen, wie die Aktion waitSensorToValuesComputed, werden in der Systemaktion
aus Abbildung 10.16 gekoppelt. In der Systemaktion waitSensorToValuesComputed shaltet nur
die Aktion waitSensorToValuesComputed des Prozesses O1, während alle anderen Prozesse stot-
tern. Die Kopplungen der Aktionen, die für die übrigen Transitionen eingeführt werden  z. B.
waitToStopped , erfolgen nah dem gleihen Prinzip.
Auh für jede Übersetzung einer UML-Ation wird eine eigenständige Systemaktion einge-
führt. Für die Aktionen von objektlokaler Bedeutung sind das die Systemaktionen ationReadx,
ationReady, ationWritey und ationComputeNewy. Bei der Systemaktion ationReadx shalten
die Aktionen ationReadx des Prozesses O1 und die Aktion permittedAtionOfSD des Prozesses
sd gemeinsam, während alle übrigen Prozesse einen Stottershritt vornehmen. Dabei sind die spe-
zizierten Wartezeiten aus TO1 zu berüksihtigen. Durh den gemeinsamen Aktionenparameter
urrentEventOurene wird sihergestellt, dass die Systemaktion nur shaltet, wenn dies durh
das Sequenzdiagramm des Analysemusters speziziert ist. Das Kopplungsprinzip für die System-
aktionen ationReady und ationReadx ist identish.
Die Systemaktion ationWritey wird  wie in Abbildung 10.17 gezeigt  gekoppelt, indem die
Aktion ationWritey des Prozesses O1, die Wartezeiten für ationWritey aus TO1 und die Aktion
sd.permittedAtionOfSD aus sd konjugiert werden. Beim Shalten der Systemaktion ationWritey
stottern die übrigen Prozesse.
Bei der CallOperationAtion ationGetValueCall werden in der Systemaktion getCallValue-
Sensor, die zur Übersetzung der Ation eingeführte Aktion des Prozesses O1, in dem die Ation
speziziert ist, mit der Aktion enqueue des Empfängerprozesses O2, der ebenfalls im Sequenzdia-
gramm angegeben wird, und der Aktion permittedAtionOfSD des Prozesses sd gekoppelt. Wei-
terhin werden in der Systemaktion die Aktion ationSetValueCall des Prozesses TO1 und die
Aktion enqueue des Prozesses TO2 gekoppelt, um die Aktionen mit ihren persistenten, maximalen
Wartezeiten zu versehen. Alle anderen Objektprozesse nehmen in dieser Systemaktion einen Stot-
tershritt vor. Die Systemaktion besitzt die Parameter urrentEventOurrene und den Parameter
value aus der Übersetzung der CallOperationAtion, um Daten von dem aufgerufenen Objekt zu
übertragen.
Aufgrund der Symmetrie von Sensor- und Aktoraufrufen werden die für die Interaktion des
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PROCESS AbstratPatternProess
! vollständige Spezifikation in Anhang B
PROCESSES
O1 : abstratController(k); ! Prozessinstanz v. abstratController
TO1 : abstContrTimes; ! Prozessinstanz v. abstratSensor
O2 : abstratSensor(); ! Prozessinstanz v. abstratSensor
TO2 : abstSensorTimes; ! Prozessinstanz v. abstSensorTimes
O3 : abstratAtor(); ! Prozessinstanz v. abstratAtor
TO3 : abstSensorTimes; ! im Anhang B
sd : SequeneDiagram(<<
′ ′
O1.Loop
′ ′
,
′ ′
O2.ationAeptCallLoop
′ ′
,
′ ′
O1.ationGetValue
′ ′
,
′ ′
O2.dequeue
′ ′
,
′ ′
O2.ationGetValueReply
′ ′
,
′ ′
O1.dequeue
′ ′
,
′ ′
O1.ationSetValue
′ ′
,
′ ′
O2.dequeue
′ ′
,
′ ′
O3.ationSetValueReply
′ ′
, . . ., ′ ′O1.dequeue ′ ′ >>); ! Prozessinstanz von
! SequeneDiagram
waitSensorToValuesComputed
∆
= ! Kopplung Transition waitSensor → ValuesComputed
∧ O1.waitSensorToValuesComputed
∧ TO1.stutter
∧ O2.stutter
∧ TO2.stutter
∧ O3.stutter
∧ TO3.stutter
∧ sd.stutter;
waitToStopped
∆
= . . . ! Kopplung Transition wait → stopped
ationReadx(urrentEventOurene : String)
∆
= ! SysAt f. ationReadx
∧ O1.ationReadx(urrentEventOurene)
∧ TO1.ationReadx
∧ O2.stutter
∧ TO2.stutter
∧ O3.stutter
∧ TO3.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ationReady(urrentEventOurene : String)
∆
= . . . ! ! SysAt ationReady
ationWritey(urrentEventOurene : String)
∆
= . . . ! SysAt ationWritey
ationComputeNewy(urrentEventOurene : String)
∆
= ! SysAt f. ationComputeNewy
∧ O1.ationComputeNewy(urrentEventOurene)
∧ TO1.ationComputeNewy
∧ O2.stutter
∧ TO2.stutter
∧ O3.stutter
∧ TO3.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
getCallValueSensor(urrentEventOurene : String; val : Real)
∆
= ! SysAt for getValue
∧ O1.ationGetValueCall(value, urrentEventOurene)
∧ TO1.ationGetValueCall
∧ O2.enqueue(value)
∧ TO2.enqueue
∧ O3.stutter
∧ TO3.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
Tik(r : Real)
∆
= . . . ! SysAt Tik
. . .
END
Abbildung 10.16: Die wesentlihen Systemaktionen für die Transitionen des Prozesstyps
AbstratPatternProess
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ationWritey(urrentEventOurene : String)
∆
= ! SysAt ationWritey
∧ O1.ationWritey(urrentEventOurene)
∧ TO1.ationWritey
∧ O2.stutter
∧ TO2.stutter
∧ O3.stutter
∧ TO3.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
Abbildung 10.17: Die Systemaktion ationWritey
Tik(r : R)
∆
=
∧ O1.Tik(r)
∧ TO1.stutter
∧ O1.Tik(r)
∧ TO2.stutter
∧ O1.Tik(r)
∧ TO3.stutter
∧ sd.stutter;
Abbildung 10.18: Die Systemaktion Tik
Controllers mit dem Aktor eingeführten Systemaktionen hier niht erläutert, denn sie werden nah
den gleihen Prinzipien übersetzt.
10.3.6 Aktion Tik des Grobsystems
Durh die Aktion Tik wird die Uhrenvariable now jedes TLA-Prozesses in kleinen Shritten
und lebendig inkrementiert. Das Zeitraster, welhes durh Shaltfolgen der Aktion Tik vorgege-
ben wird, kann beliebig fein mit der Konstante lokresolution eingestellt werden. Die Tik Akti-
onen jedes Prozesses werden miteinander gekoppelt. Hierdurh wird gewährleistet, dass die Zeit in
ausreihend kleinen Shritten fortshreitet. Die im Prozesstyp AbstratPatternProess angegebene
Aktion Tik konjugiert die Tik Aktionen der Prozesse O1, O2 und O3 des Grobsystems. Die voll-
ständige Konjunktion der Teilaktionen zu einer Systemaktion ist in Abbildung 10.18 angegeben.
Beim Shalten der Aktion nehmen die übrigen Prozesse einen Stottershritt vor.
In Abbildung 10.19 ist exemplarish die Aktion Tik des Prozesstyps abstratSensor gezeigt.
Diese Aktion speziziert das Voranshreiten der Timervariablen für die Aktionen dieses Grob-
systems  nämlih timerEnqueue, timerDequeue, timerProess, timerReturn, timerEnqueueError,
timerDequeueError, timerProessError  für die einzelnen P MAX TIME Konstrukte der Ak-
tionen sowie der Uhrenvariablen now. Die Aktion besitzt Implikationen als Vorbedingungen. Falls
eine Aktion shaltbereit muss daraus folgen, dass die Zeitvariable now' kleiner oder gleih der
Summe aus now und der Dierenz aus der persistenten, maximalen Wartezeit sowie der Timerva-
riable ist. Die Implikationen verhindern, dass now einen Wert übershreitet, der das Shalten einer
Aktion erfordert, ohne dass diese eine Gelegenheit zum Shalten hatte. Somit wird die zugehörige
Aktion zum Shalten gezwungen, bevor Tik die Zustandsvariable now weiter erhöhen darf. Die
Implikation ist als Vorbedingung erfüllt, wenn die zugehörige Aktion niht shaltbereit ist. Bei-
spielsweise soll dies für das sehste Konjunkt der Aktion Tik betrahtet werden. Für die linke
Seite der Implikation ergibt sih der Ausdruk enabled(Process). Der Ausdruk auf der rehten
Seite der Implikation now′ ≤ now + (tProcess − T imerProcess) gibt an, dass bei einer Shalt-
bereitshaft von Process now' kleiner als die Summe aus now und der Dierenz der maximalen,
persistenten Wartezeit tProess sowie der Timervariablen TimerProess ist. Die übrigen Implika-
tionen sind nah demselben Shema aufgebaut. Die Timervariablen für die Zeitübershreitungen
stehen im Anhang B.1. Für die Aktion wird starke Fairness speziziert.
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Tik(t : Real)
∆
= ! Aktion Tik des Grobsystems für Zeitshritt
LET
TimerProg(ation, timerVariable)
∆
=
IF(enabled(ation))
THEN timerVariable + now
′
- now
ELSE timerVariable
IN
∧ now ′ = t
∧ now ′ > now
∧ now ′ ≤ now + ǫ
∧ ∀ [d ∈ Data℄ :: enabled(Enqueue(d)) ⇒ now ′ ≤ now + (tEnqueue - timerEnqueue[d℄)
∧ enabled(Dequeue) ⇒ now ′ ≤ now + (tDequeue - TimerDequeue)
∧ enabled(Proess) ⇒ now ′ ≤ now + (tProess - TimerProess)
∧ ∀ [d ∈ Data℄ :: enabled(Return(d)) ⇒ now ′ ≤ now + (tReturn - timerReturn[d℄)
∧ enabled(EnqueueError) ⇒ now ′ ≤ now + (tEnqueueError - TimerEnqueueError)
∧ enabled(DequeueError) ⇒ now ′ ≤ now + (tDequeueError - TimerDequeueError)
∧ enabled(ProessError) ⇒ now ′ ≤ now + (tProessError - TimerProessError)
∧ ∀ [d ∈ Data℄ :: timerEnqueue[d℄ ′ = TimerProgress(Enqueue(d), timerEnqueue) ! gt
1
∧ timerDequeue ′ = TimerProg(Dequeue, timerDequeue) ! gt
2
∧ timerProess ′ = TimerProg(Enqueue(d), timerProess) ! gt
3
∧ timerReturn ′ = TimerProg(Proess, timerReturn) ! gt
4
∧ timerEnqueueError ′ = TimerProg(Return(d), timerEnqueueError) ! gt
5
∧ timerDequeueError ′ = TimerProg(EnqueueError, timerDequeueError) ! gt
6
∧ timerProessError ′ = TimerProg(ProessError, timerProessError) ! gt
7
∧ UNCHANGED 〈state, qu, x〉;
Abbildung 10.19: Die Aktion Tik des Prozesstyps abstratSensor
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Kapitel 11
Übersetzung einer
Entwurfsmuster-Kombination nah
TLA
In diesem Kapitel wird ausführlih die Übersetzung der Entwurfsmuster-Kombination in TLA er-
örtert. Dazu wird in Abshnitt 11.1 zunähst eine detaillierte UML Spezikation der Entwurfsmuster-
Kombination angegeben. In Abshnitt 11.2 wird die Formalisierung der Entwurfsmuster-Kombination
behandelt. Die Übersetzung orientiert sih an den in Abshnitt 10.1 angegebenen Prinzipien.
Hierbei wird deutlih, dass objektorientierte Software-Modelle eine groÿe semantishe Lüke zu
den formalen Modellierungssprahen  wie etwa TLA  aufweisen. Dies führt zu umfangreihen
TLA-Spezikationen.
11.1 Objektorientierter Entwurf der Entwurfsmuster-Kombination
In Abbildung 11.1 wird das Klassendiagramm für den objektorientierten Entwurf (OOD) des Ver-
feinerungsmusters, das die Klassen und Assoziationen der verwendeten Entwurfsmuster sowie die
aus dem Klassendiagramm des Analysemuster entnommenen Klassen beshreibt, gezeigt. Die Klas-
se periodiTask besitzt die privaten Attribute x und y. Das Attribute x modelliert den Istwert und
das Attribut y den Stellwert.
Sensor
x : Real
getValue()
Actor
y : Real
setValue()
SensorAdapter
x : Real
getValue()
11 1
ActorAdapter
y : Real
setValue() 11 
SensorProxy
x : Real
getValue()
11 
ActorProxy
y : Real
setValue() 11 1
periodicTask
x : Real
y : Real
loop()
sleep()
awake()
interrupt()
resume()
stop()
1
1


1
1


Abbildung 11.1: Das Klassendiagramm des objektorientierten Entwurfes des Verfeinerungsmusters
verteilter, entfernter Regler
Die öentlihe Operation loop dient dem Start der Regelshleife. Eine weitere öentlihe Ope-
ration sleep, mit der ein Objekt dieser Klasse durh einen Eingabeparameter für einen bestimmten
Zeitraum in einen inaktiven Zustand  der keine Betriebssystem-Ressouren benötigt  versetzt
wird. Mit dem Aufruf der öentlihen Operation awake wird der inaktive Zustand beendet und die
Bearbeitung der Regelshleife fortgesetzt. Durh die öentlihe Operation interrupt ist eine Unter-
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Abbildung 11.2: Das Sequenzdiagramm der Entwurfsmuster-Kombination
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brehung der Abarbeitung der Regelshleife des Objektes O1 möglih. Die öentlihe Operation
resume führt zur Fortsetzung einer durh einen Interruptaufruf unterbrohenen periodishen Task.
Durh die Operation resume wird der Regelablauf durh die Task fortgesetzt. Mit der Operation
sleep wird die periodishe Task vorübergehend angehalten. Nah Empfang der Nahriht awake
wird die periodishe Task, die vorübergehend durh Aufruf von sleep angehalten worden ist, fort-
gesetzt. Durh die Operation sleep wird bei Bedarf die Durhlaufzeit der Regelshleife angepasst.
Dies ist sinnvoll, wenn es erforderlih ist die Regelzeit zu beeinträhtigen. Interrupts hingegen
treten auf, wenn andere ablaufende Tasks Rehenzeit beanspruhen, etwa wenn Alarme oder Not-
signale dringende Reaktionen erfordern. Die Klasse SensorProxy enthält das private Attribut x
und die öentlihe Operation getValue, die den erhaltenen Istwert zurükliefert. Sie entspriht dem
Proxy-Muster aus [GHJV93, BMR
+
96℄.
Die Klasse SensorAdapter enthält das private Attribut x und die öentlihe Operation getValue,
die den erhaltenen Istwert zurükliefert. Sie geht auf das Adapter-Muster [GHJV93, BMR
+
96℄
zurük. Die Klasse Sensor modelliert die Software eines Sensors, der eine physikalishe Gröÿe misst.
Sie besitzt ein privates Attribut x zur Aufnahme des Istwertes und eine öentlihe Operation
getValue zum Auslesen des Istwertes. Die Klassen AtorProxy und AtorAdapter, die zwishen der
periodishen Task des Reglers und der Klasse Ator modelliert sind, sind ähnlih zu den bisher
beshriebenen Klassen für die Kommunikation  mit der Ausnahme, dass ein neuer Stellwert in
den Aktor geshrieben wird  und werden daher niht explizit beshrieben.
Die Klassen sind durh gerihtete Assoziationen im Klassendiagramm verbunden. Zwishen der
Klasse periodiTask und der Klasse SensorProxy existiert eine gerihtete Assoziation. Die Multi-
plizität ist an beiden Assoziationsenden eins. Zwishen der Klasse SensorProxy und der Klasse
SensorAdapter gibt es eine weitere gerihtete Assoziation. Auh an Assoziationsenden dieser Klas-
sen ist die Multiplizität eins. Zwishen der Klasse SensorAdapter und der Klasse Sensor gibt es
ebenfalls eine gerihtete Assoziation. Die Multiplizität an beiden Assoziationsenden ist auh hier
jeweils eins. Die Assoziationen zwishen der Klasse periodiTask und der Klasse Aktor sind sym-
metrish.
Zur Beshreibung der Interaktionen von Objekten des OOD des Verfeinerungsmusters ist in
Abbildung 11.2 ein Sequenzdiagramm angegeben, das ein Objekt O1 der Klasse periodiTask, ein
Objekt O2 der Klasse SensorProxy, ein Objekt O3 der Klasse SensorAdapter, ein Objekt O4 der
Klasse Sensor, ein Objekt O5 der Klasse AtorProxy, ein Objekt O6 der Klasse AtorAdapter und
ein Objekt O7 der Klasse Ator enthält. Das Sequenzdiagramm referenziert zwei weitere Sequenz-
diagramme  nämlih SensorInteration und AtorInteration , die bestimmte Interaktionen im
Detail angeben. In Abbildung 11.3 ist das Sequenzdiagramm SensorInteration, das die Interaktio-
nen zwishen einem SensorProxy-Objekt, einem SensorAdapter -Objekt und einem Sensor -Objekt
angibt, gezeigt. Dabei werden die einzelnen Ations der beteiligten Objekte und deren Wartezeiten
speziziert. Die anshlieÿenden Erläuterungen ergeben sih aus dem Zusammenspiel der Diagram-
me.
Die folgenden Nahrihten werden bei Interaktionen zwishen den Objekten ausgetausht. Die
synhrone Nahriht getValue zwishen O1 und O2 repräsentiert einen Aufruf der Operation get-
Value auf O2. Mit dem DurationConstraint tProxy wird angegeben, dass die Ausführungszeit dieser
Nahriht kleiner tProxy ist. Die synhrone Nahriht getValue zwishen O2 und O3 modelliert den
Aufruf der Operation getValue auf dem Objekt O3. Es handelt sih bei dem Regler um ein verteiltes
System, da das Task-Objekt mit den beiden Proxy-Objekten in einem eigenständigen Adressraum
abläuft, während sih die Sensor-Task und die Aktor-Task und ihre Adapter-Objekte jeweils in
einem anderen Adressraum benden. Mit der synhronen getValue-Nahriht zwishen O3 und O4
wird der Aufruf der getValue-Operation auf O4 modelliert.
Für jede Klasse des Klassendiagramms aus Abbildung 11.1 wird ein Statehart-Diagramm mo-
delliert. In Abbildung 11.4 wird das Statehart-Diagramm der Klasse periodiTask gezeigt. Die
Zustände init, wait, stopped, waitSensor, valuesComputed und waitAtuator entsprehen den Zu-
ständen des periodishen Reglers des Analysemusters und werden daher niht noh einmal erläutert.
Im Folgenden werden die zusätzlihen Zustände, die ein Objekt der Klasse periodiTask ein-
nimmt, erklärt. In den Zustand sleep1 gelangt das Objekt, das sih im Zustand waitSensor bendet,
sobald ein sleep-Aufruf vorgenommen wird. Dieser Zustand wird verlassen, wenn ein awake-Aufruf
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Abbildung 11.3: Das Sequenzdiagramm der Interaktionen vom SensorProxy bis zum Sensor
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Abbildung 11.4: Das Statehart-Diagramm der Klasse periodiTask
an das Objekt abgesetzt wird. Der Zustand interrupt1 eines periodiTask -Objektes wird betreten,
wenn ein interrupt-Aufruf an das Objekt abgesetzt wird und es sih im Zustand waitSensor ben-
det. Der Zustand sleep2 wird durh einen sleep-Aufruf betreten, wenn sih das Objekt im Zustand
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Abbildung 11.5: Das Statehart-Diagramm der Klasse SensorProxy
valuesComputed bendet und verlassen, wenn ein awake-Aufruf an das Objekt abgesetzt wird. In
den Zustand interrupt2 gelangt das Objekt, wenn es sih im Zustand valuesComputed bendet und
ein interrupt-Aufruf erfolgt. Wenn sih das Objekt im Zustand waitAtuator bendet und ein sleep-
Aufruf erfolgt, ndet ein Übergang in den Zustand sleep3 statt. Der Zustand interrupt3 wird aus
dem Zustand waitAtuator betreten, wenn ein interrupt-Aufruf erfolgt. Durh einen resume-Aufruf
wird dieser Zustand wieder verlassen.
Im Anhang C.1 ist das Statehart-Diagrammder Klasse SensorAdapter angegeben. Abshlieÿend
wird in Anhang C.2 das Statehart-Diagramm der Klasse Sensor angegeben.
Das Statehart-Diagramm der Klasse SensorProxy ist in Abbildung 11.5 gezeigt. Im Anshluss
an die Erzeugung eines solhen Objektes wird der Zustand init eingenommen. Nah einem get-
Value-Aufruf wird der Zustand proessed betreten. Aus diesem Zustand führen drei Transitionen,
die bestimmen, ob der Zweig der normalen bzw. der fehlerbehafteten Verarbeitung oder der Zweig
mit einer Zeitübershreitung durhlaufen wird. Man erkennt, dass die beiden letzten Zweige symme-
trish sind. Die Auswahl des nähsten Zustandes erfolgt niht-deterministish, weil die Transitionen
weder über ein Ereignis noh über eine Bedingung verfügen. Damit ist auh die Auswahl des Zwei-
ges niht determiniert. Für den normalen Fall wird zunähst der Zustand readyForCall betreten.
Anshlieÿend wird ein getValue-Aufruf an den SensorAdapter abgesetzt und der Zustand alled
betreten. Sobald eine Rükantwort erfolgt, wird der Zustand verlassen und mit einer ReplyAtion
das Ergebnis an die periodiTask zurükgeleitet. Für den Fehlerzweig ist die Behandlung kompli-
zierter. Zunähst wird der Zustand readyForError betreten. Fehler können noh vor dem Absetzen
des Aufrufs (Transition von readyForError nah Error) und nah dem Absetzen des getValue-
Aufrufes abgesetzt werden. Für den Fall, dass ein Fehler nah dem Absetzen des Aufrufes erfolgt,
muss untershieden werden, ob der Fehler auÿerhalb des SensorProxys oder nah dem Empfang
der Antwort auftritt. Dafür sind die übrigen Zustände und Transitionen vorhanden. In jedem Fall
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Variablenname Beshreibung der Wartezeit
tcCactionReadx Zeit zum Lesen des Attributes x im Controller
tcCactionReady Zeit zum Lesen des Attributes y im Controller
tcCactionComputeNewy Zeit zum Berehnen eines neuen Funktionswertes für y
tcCactionWritey Zeit zum Lesen des Attributes y im Controller.
tcCDequeue Zeit zum Entfernen eines Aufrufes aus der Warteshlange des Con-
trollers
tcCCallInterrupt Zeit für einen interrupt-Aufruf des Controller -Objektes
tcCCallResume Zeit für einen resume-Aufruf des Controller -Objektes
tcCallSleep Zeit, um einen sleep-Aufruf auf einem Controller durhzuführen
tcCCallAwake Zeit für den Aufruf eines awake auf einem Controller
tcCSetV alueCall Zeit für einen setValueCall -Aufruf des Controller
tProxyEnqueue Zeit, um einen getValueCall -Aufruf bzw. das zugehörige Return in
die Warteshlange aufzunehmen
tProxyDequeue Zeit zum Entfernen eines getValueCall -Aufrufes aus der Warteshlan-
ge
tProxyProcess Zeit zur Verarbeitung eines getValueCall -Aufrufes im SensorProxy
tProxyGetV alueCall Zeit zum Aufruf eines getValueCall auf dem SensorAdapter Objekt
tProxyGetV alueCallReply Zeit zum Einfügen des Returns eines getValueCall -Aufrufes in die
Warteshlange
tProxyTimeout1 Zeit bis zum Auftreten eines Timeouts (TO) vor einem getValueCall
tProxyTimeout2 Zeit für das Auftreten eines TO bei einem getValueCall
tProxyTimeout3 Zeit bis zum Auftreten eines TO, nahdem ein getValueCall -Return
in die Warteshlange eingefügt wurde
tProxyTimeout4 Zeit für das Auftreten einer Zeitübershreitung, nahdem ein get-
ValueCall -Return aus der Warteshlange entfernt wurde
tProxyError1 Zeit zum Auftreten eines Fehlers, noh bevor ein getValueCall abge-
setzt wurde
tProxyError2 Zeit für das Auftreten einer Fehlers, nahdem ein getValueCall abge-
setzt wurde
tProxyError3 Zeit zur Verarbeitung bis zum Auftreten eines Fehlers nahdem ein
getValueCall -Return in die Warteshlange eingefügt wurde
tProxyError4 Zeit für das Auftreten eines Fehlers nahdem ein getValueCall -Return
aus der Warteshlange entfernt wurde
tProxySetCall1 Zeit, um den Zweig zur weiteren Verarbeitung zu wählen
tProxySetCall2 Zeit für die Auswahl des Fehlerzweiges
tProxySetCall3 Zeit, um den Zweig für eine Zeitübershreitung zu wählen
tAdapterEnqueue Zeit zum Einfügen eines getValue-Aufrufes bzw. Returns in die
SensorAdapter -Warteshlange.
tAdapterDequeue Zeit zum Entfernen eines Aufrufes aus der SensorAdapter -
Warteshlange
tAdapterProcess Zeit zur Verarbeitung eines getValueCall -Aufrufes im SensorAdapter -
Objekt
tAdapterGetV alueCallReply Zeit für die Rükgabe des getValueCall des Adapters
tSensorEnqueue Zeit zum Einfügen eines Aufrufes getValueCall in die Warteshlange
des Sensors
tSensorDequeue Zeit zum Entfernen eines Aufrufes aus der Warteshlange
tSensorProcess Zeit zur Verarbeitung eines getValueCall -Aufrufes im Sensor
tSensorGetV alueReply Zeit zur Rükgabe des getValueCall -Aufrufes durh den Sensor
Tabelle 11.1: Die Denition der Variablen für die Wartezeiten aus der Entwurfsmuster-Kombination
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erfolgt eine Antwort an die periodiTask.
Realzeit:
Bei den Entwurfsmodellen geben die Bedingungen für die Realzeit harakteristishe Realzeit-
Eigenshaften der Entwurfsmodelle an. Ohne die genaue Spezikation dieser Eigenshaften
ist kein Realzeit-Verfeinerungsbeweis, wie er in Kapitel 12 vorgestellt wird, für ein Verfei-
nerungsmuster durhführbar. Wiederum sind die Eigenshaften aus den UML-Diagrammen
ablesbar. Hierbei notieren die Summenzeihen Wartezeiten, die durh mehrfahe Ausführung
einer Aktion aufsummiert werden. Die Zeiten in der Tabelle 11.1 werden in Übereinstimmung
mit den UML-Diagrammen deniert. Die Wartezeiten für die periodishe Task werden mit
dem Präx C versehen.
Mit (R1)-(R4) werden die Eigenshaften für die Ations eines Controllers angegeben, die
der Berehnung eines neuen Stellwertes dienen. Dafür werden sie mit den Eigenshaften des
abstratControllers aus Abshnitt 10.2 in Beziehung gesetzt.
Durh (R5)-(R7) werden Bedingungen für die maximale Anzahl der sleep- bzw. interrupt-
Aufrufe formuliert, da derartige Aufrufe natürlih Verzögerungen bewirken, die Einuss auf
die Erfüllung von Realzeiteigenshaften haben. Es ist wiederum erforderlih, diese mit den
Eigenshaften des abstratControllers aus Abshnitt 10.2 zu verbinden.
Durh (R8)-(R10) werden die Eigenshaften eines SensorProxys und eines SensorAdapters
für den Fall der normalen Verarbeitung (R8), einer Zeitverletzung (R9) und der fehlerbehaf-
teten Verarbeitung (R10) beshrieben.
(R1) Die Bedingung taCactionReadx ≥ tcCactionReadx bedeutet, dass die Wartezeit für das
Auslesen im abstratController -Objekt mindestens so groÿ wie in der periodiTask ist.
(R2) taCactionReady ≥ tcCactionReady Diese Bedingung gibt an, dass die Wartezeit für das
Auslesen im abstratController -Objekt mindestens so groÿ wie in der periodiTask ist.
(R3) taCactionComputeNewy ≥ tcCactionComputeNewy Durh diese Bedingung wird speziziert,
dass die Wartezeit für die UML-Ation aCationComputeNewy des abstratController -Objektes
mindestens so groÿ ist, wie die Wartezeit der zugehörigen Ation des periodiTask -Objektes.
(R4) taCactionWritey ≥ tcCactionWritey Ebenso ist die Wartezeit der UML-Ation ationWritey
des abstratController -Objektes mindestens so groÿ, wie bei der zugehörigen Ation des
periodiTask -Objektes.
(R5) Mit der im Folgenden angegebenen Bedingung wird festgelegt, dass nur eine begrenzte
Anzahl von sleep- bzw. interrupt-Aufrufen an ein periodiTask -Objekt im Zustand wait-
Sensor zulässig ist: taCgetV alueCall ≥
∑
tcCcallInterrupt+2∗
∑
tcCdequeue+
∑
tcCcallResume+∑
tcCcallSleep +
∑
tcCcallAwake + tcCgetV alueCall
(R6) Durh diese Bedingung wird festgelegt, dass nur eine begrenzte Anzahl von sleep-
bzw. interrupt-Aufrufen an ein periodiTask -Objekt im Zustand valuesComputed zulässig ist:
taCcompute ≥
∑
tcCinterrupt+2∗
∑
tcCdequeue+
∑
tcCcallResume+
∑
tcCcallSleep+
∑
tcCcallAwake
(R7) Durh diese Bedingung wird festgelegt, dass nur eine begrenzte Anzahl von sleep-
Aufrufen an ein periodiTask -Objekt im Zustand waitAtuator zulässig ist: taCsetV alueCall ≥∑
tcCcallInterrupt + 2 ∗
∑
tcCdequeue +
∑
tcCcallResume +
∑
tcCcallSleep +
∑
tcCcallAwake +
tcCsetV alueCall
(R8) Jetzt soll das Proxy-Objekt betrahtet werden. Die Summe aus der Vorverarbeitungs-
und der Aufrufzeit des Proxys sowie der vollständigen Verarbeitungszeit des Adapters und
des Sensors ist im Falle der normalen Verarbeitung höhstens so groÿ wie die Verarbeitungs-
zeit des abstrakten Sensors tabstSensorProcess:
Es wird zusammengefasst:
1. Die Zeit tFromProxyToAdpapter gibt die Zeit für den getValue-Aufruf vom Proxy zum
Sensor und zurük an. tFromProxyToAdpapter = 2 ∗ tadapterEnqueue +2 ∗ tadapterDequeue +
tadapterProcess + tadapterGetV alueCall + tsensorEnqueue + tsensorDequeue + tsensorProcess +
tsensorGetV alueReply + tadapterGetV alueCallReply
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2. Die Zeit tproxyToProcess = tproxyEnqueue + tproxyDequeue + tproxyProcess gibt die Summe
der Zeiten an, die für die Verarbeitung im Proxy benötigt werden.
Insgesamt gilt: taSProcess ≥ 2 ∗ tproxyEnqueue + tproxyEnqueueGetV alueCall + tproxySetCall1 +
tproxyGetV alueCall + tproxyEnqueue + tproxyDequeue + tproxyGetV alueCallReply
(R9) Im Timeout-Fall ist die Summe aus der Verarbeitungszeit des Proxys und der Zeit für
die Erkennung und Behandlung eines Timeouts höhstens so groÿ wie die Verarbeitungszeit
des abstrakten Sensors:
tprocessTimeout = tproxySetCall3 + tFromProxyToAdpapter
taSProcessTimeout ≥ tTimeout1
taSProcessTimeout ≥ tprocessTimeout + tTimeout2
taSProcessTimeout ≥ tprocessTimeout + tTimeout3 + tproxyEnqueue
taSProcessTimeout ≥ tprocessTimeout + tTimeout4 + tproxyEnqueue + tproxyDequeue
(R10) Im Fehler-Fall ist die Summe aus der Verarbeitungszeit des Proxys und der Zeit für
die Fehlerbehandlung höhstens so groÿ wie die Verarbeitungszeit des abstrakten Sensors:
tprocessError = tproxySetCall2 + tFromProxyToAdpapter
taSprocessError ≥ tError1
taSprocessError ≥ tprocessError + tError2
taSprocessError ≥ tprocessError + tError3 + tproxyEnqueue
taSprocessError ≥ tprocessError + tError4 + tproxyEnqueue + tproxyDequeue
Lebendigkeit:
Im Gegensatz zum abstrakten Controller sind die Lebendigkeitsanforderungen komplexer, da
mehr Objekte an der Verarbeitung beteiligt sind. Die Anforderungen werden für jedes Objekt
angegeben.
(L1) Auf jeden getValueCall der periodishen Task eines Reglers folgt ein Return eines Sensor-
Proxys. Das bedeutet, auf einen getValueCall -Aufruf von O1 folgt irgendwann ein Return
von O2.
(L2) Nah jedem getValueCall eines SensorProxys an einen SensorAdapter folgt ein Return.
Somit folgt auf einen getValueCall -Aufruf von O2 an O3 shlieÿlih eine Antwort von O3.
(L3) Jeder getValueCall eines SensorAdapters an einen Sensor wird durh ein Return beant-
wortet. Das bedeutet, dass auf einen getValueCall-Aufruf von O3 an O4 letztlih ein Return
durh O4 abgesetzt wird.
(L4) Auf jeden setValueCall der periodishen Task eines Reglers folgt ein Return eines Ator-
Proxys. Auh ein setValueCall zwishen O1 und O5 darf niht unbeantwortet bleiben.
(L5) Nah jedem setValueCall eines AtorProxys an einen AtorAdapter folgt ein Return, d.
h. auh ein setValueCall zwishen O5 und O6 muss beantwortet werden.
(L6) Jeder setValueCall eines AtorAdapters an einen Aktor wird durh ein Return beant-
wortet. Shlieÿlih erfolgt auh auf einen setValueCall von O6 an O7 ein Return.
11.2 Übersetzung der Entwurfsmuster-Kombination zum Ver-
feinerungsmuster des verteilten Reglers nah TLA
In diesem Abshnitt werden die Übersetzungen der einzelnen Diagramme des OOD zum Verfeine-
rungsmuster des verteilten Reglers angegeben, die  ausgehend vom Sequenzdiagramm  erstellt
werden. In Abbildung 11.6 werden die zur Übersetzung eingeführten Prozesse aufgeführt.
Der Prozesstyp onreteController übersetzt die Klasse periodiTask. Der Prozesstyp Sensor
übersetzt den konkreten Sensor des Regelkreises. Zwishen dem Prozesstyp onreteController
und dem Prozesstyp Sensor werden die Prozesstypen SensorProxy und SensorAdapter eingeführt,
um jeweils ein Objekt der Klasse SensorProxy bzw. SensorAdapter zu übersetzen. Auh bei den
Entwurfsmustern wird der Prozesstyp SequeneDiagram verwendet, um zu prüfen, ob die Aktionen
eines Prozesses zum gegenwärtigen Zeitpunkt shalten dürfen. Das erste Subsystem, das als Subsys-
temController bezeihnet wird, bilden die Prozesstypen onreteController und SequeneDiagram.
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Abbildung 11.6: Die Prozesse für die Übersetzung der Entwurfsmuster-Kombination und deren
Kopplung
VARIABLES
. . .
ontrollerState : { "init", "stopped", "wait", "waitSensor", "getReturnReeived",
"getReturnDequed", "valuesComputed", "waitAtuator", "setReturnReeived",
"s1", "s2", "s3", "s4", "s5", "s6", "s7", "s8", "s9", "s10", "s11", "s12" };
. . .
Abbildung 11.7: Die Zustandsvariable ontrollerState des Prozesses onreteController
Das zweite Subsystem, SubsystemSensor, wird aus den Prozesstypen SensorProxy, SensorAdapter,
Sensor und SequeneDiagram komponiert, die im Verlauf dieses und des nähsten Kapitels ausführ-
lih betrahtet werden. Die Abbildung 11.6 zeigt, dass jeweils die Aktionen enqueue, getValueCall
und isPermittedMessageOfSD in einer Systemaktion miteinander gekoppelt werden.
Es handelt sih hierbei um ein verteiltes System, da das Objekt periodiTask mit den Proxy-
Objekten einen Adressraum bildet, während sih die Sensor-Task und die Aktor-Task jeweils in
einem anderen Adressraum benden.
Es wird davon ausgegangen, dass die Implementierung des Controllers in einer realzeitfähigen
objektorientierten Programmiersprahe  etwa Java  erfolgt. Der Code wird in einer realzeitfähigen
virtuellen Mashine ausgeführt, die wiederum auf einem realzeitfähigem Betriebssystem abläuft.
Unterbrehungen sind niht an allen beliebigen Stellen zulässig, da dadurh harte Realzeitanfor-
derungen verletzt werden können. Realzeit-Betriebssysteme  wie etwa RT-Linux gestatten es,
die Verarbeitung von Unterbrehungen zu verhindern bzw. auf spätere Zeitpunkte zu vershie-
ben [Abb02℄, um die Deadlines der gegenwärtigen Verarbeitung einer Task niht zu gefährden.
Für die Klasse Ator wird der Prozesstyp Ator zur Übersetzung eingeführt. Zur Kommu-
nikation zwishen dem Prozess SensorAdapter und onreteController werden die Prozesstypen
AtorProxy und AtorAdapter aufgenommen, um jeweils ein Objekt der Klasse AtorProxy bzw.
AtorAdapter zu übersetzen. Die Prozesstypen AtorProxy, AtorAdapter, Ator und SequeneDia-
gram bilden das dritte Subsystem, SubsystemAktor. Diese Prozesstypen werden im weiteren Verlauf
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der Arbeit niht weiter betrahtet. Das TLA-System, das bei der Übersetzung der Klassen der
Entwurfsmuster-Kombination nah TLA entsteht, wird im Folgenden als Feinsystem bezeihnet.
Das zugehörige Grobsystem, das durh die TLA-Prozesse für das Analysemuster gebildet wird,
wurde in Abshnitt 10.3 vorgestellt.
11.2.1 Übersetzung der Klasse periodiTask nah TLA
Im Folgenden wird auf die Übersetzung eines Objektes der Klasse periodiTask durh den Prozess-
typ onreteController eingegangen. Da der Prozesstyp ein ähnlihes Verhalten wie der Prozess-
typ abstratController besitzt, erbt der Prozesstyp onreteController vom Prozesstyp abstrat-
Controller sämtlihe Aktionen und Zustandsvariablen. Dafür wird das EXTENDS Shlüsselwort
im Header des Prozesstyps verwendet.
Die Zustandsvariable ontrollerState enthält  neben den bereits bekannten Zuständen für die
Zustandsvariable aus dem Prozess abstratController  weitere Zustände, wie in Abbildung 11.7
gezeigt. Die zusätzlih eingeführten Zustände besitzen die Bezeihner s1 bis s12.
Der Prozesstyp onreteController besitzt zusätzlihe Aktionen zur Modellierung der Unterbre-
hung und dem Versetzen einer Task in einen Shlafzustand, die auh in Abbildung 11.8 gezeigt
werden. Bei der Spezikation der Aktionen sind die Zustandsvariablen, die unverändert bleiben,
aus Platzgründen niht immer vollständig angegeben und werden durh Punkte abgekürzt. Bei der
Aktion enqInterrupt sind die unveränderten Zustandsvariablen exemplarish angegeben.
Durh die Aktionen enqInterrupt und deqInterrupt werden das Einfügen und das Entfernen von
Unterbrehungsereignissen aus der Warteshlange modelliert, die an die Klasse onreteController
abgesetzt werden. Unterbrehungen der zyklishen Verarbeitung der Klasse periodiTask sind nur
aus den Zuständen waitSensor, valuesComputed und waitAtuator möglih, wobei jeweils die
Zustände s1, s2, s5, s6, s9, s10 betreten werden.
Die Aktionen enqResume und deqResume modellieren das Einfügen und das Entfernen von
Ereignissen zur Fortsetzung der Verarbeitung einer Task, wenn die Verarbeitung zuvor unterbro-
hen wurde. Diese Aktionen dürfen daher nur shalten, falls die Zustandsvariable state einen der
Werte s2, s3, s6, s7, s10, s11 angenommen hat. Die Aktionen sleep und awake model-
lieren Aufrufe zum Shlafen und zum Aufweken einer Task. Eine Shaltung der Aktion sleep ist
nur bei Zuständen möglih, für die die Zustandsvariable state den Wert waitSensor, values-
Computed bzw. waitAtuator hat. Die Aktion awake darf hingegen nur bei den Zuständen, für
die state ∈ {′′s4′′,′′ s8′′,′′ s12′′} gilt, shalten. Keine der hier vorgestellten Aktionen dieses Prozess-
typs hat einen Aktionenparameter, d. h. es erfolgt keine Kopplung mit einer Aktion eines anderen
Prozesses des SubsystemSensor.
11.2.2 Übersetzung der Klasse Sensor nah TLA
In diesem Abshnitt wird die Übersetzung eines Objektes der Klasse Sensor behandelt. Die Klas-
se Sensor ist eine Verfeinerung der Klasse abstratSensor, die in Abshnitt 10.2 vorgestellt worden
ist. Der Prozesstyp Sensor hat einen ähnlihen Aufbau wie der Prozesstyp abstratSensor in Bezug
auf die normale Verarbeitung. Allerdings werden keine Aktionen für die fehlerbehaftete Verarbei-
tung und die Zeitverletzungen speziziert, da diese im Prozesstyp SensorProxy behandelt werden.
In Abbildung 11.9 wird der Prozesstyp, der die Klasse Sensor übersetzt, gezeigt. Dieser Prozess-
typ besitzt die Zustandsvariablen sSensor, qu und x, um den Kontrollzustand, die Warteshlange
und das Attribut x zu modellieren. Weiterhin wird das Initialisierungsprädikat INIT in der Abbil-
dung 11.9 gezeigt, das die Zustandsvariable x auf null setzt.
Die Aktion enqueue, die auh in Abbildung 11.9 gezeigt ist, nimmt den getValue-Aufruf des Pro-
zesses SensorAdapter entgegen. Die Aktion dequeue mit dem Parameter urrentEventOurrene
entfernt einen getValueCall -Aufruf aus der Warteshlange und weist das Ergebnis der Zustands-
variablen x zu. Weiterhin ändert sih der Wert der Zustandsvariablen sSensor von enqueued auf
dequeued.
Die Aktion proess modelliert die Verarbeitung durh das Sensor -Objekt. Sie besitzt den Pa-
rameter urrentEventOurrene, der mit der Zeihenkette O4.ationProess belegt wird.
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PROCESS onreteController EXTENDS
abstratController
ACTIONS
enqInterrupt(message : InterruptMessage)
∆
= ! Interruptaufruf in die Queue aufnehmen
∧ state = "waitSensor" ∨ state = "valuesComputed" ∨ state = "waitAtuator"
∧ state ′ = IF state = "waitSensor"
THEN "s1"
ELSE IF state = "valuesComputed"
THEN "s5"
ELSE "s9"
∧ qu ′ = Append(qu, message)
∧ UNCHANGED 〈x, y, syn, trlStartAtReadx, trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, existsO3, valueO1, valueO2, valueO3〉;
deqInterrupt
∆
= ! Entferne Interruptaufruf aus der Queue
∧ state = "s1" ∨ state = "s5" ∨ state = "s9"
∧ head(qu) = ′ ′interrupt ′ ′
∧ state ′ = IF state = "s1"
THEN "s2"
ELSE IF state = "s5"
THEN "s6"
ELSE "s10"
∧ qu ′ = Tail(qu)
∧ UNCHANGED 〈x, y, syn, trlStartAtReadx, trlAtReadxAtReady . . . 〉;
enqResume(message : ResumeMessage) = ! Resumeaufruf in die Queue entgegennehmen
∧ state = "s2" ∨ state = "s6" ∨ state = "s10"
∧ state ′ = IF state = "s2"
THEN "s3"
ELSE IF state = "s6"
THEN "s7"
ELSE "s11"
∧ qu ′ = Append(qu, message)
∧ UNCHANGED 〈x, y, syn, trlStartAtReadx, trlAtReadxAtReady, . . . 〉;
deqResume
∆
= ! Resumeaufruf aus der Queue entfernen
∧ state = "s3" ∨ state = "s7" ∨ state = "s11"
∧ head(qu) = ′ ′resume ′ ′
∧ state ′ = IF state = "s3"
THEN "waitSensor"
ELSE IF state = "s7"
THEN "valuesComputed"
ELSE "waitAtuator"
∧ qu ′ = Tail(qu)
∧ UNCHANGED 〈x, y, syn, trlStartAtReadx, trlAtReadxAtReady, . . . 〉;
sleep
∆
= . . . ! Versetzen einer periodishen Task in den Shlafzustand
awake
∆
= ! Aufweken einer periodishen Task
∧ state = "s4" ∨ state = "s8" ∨ state = "s12"
∧ state ′ = IF state = "s4"
THEN "waitSensor"
ELSE IF state = "s8"
THEN "valuesComputed"
ELSE "waitAtuator"
∧ UNCHANGED 〈x, y, qu, syn, trlStartAtReadx, trlAtReadxAtReady, . . . 〉;
END onreteController
Abbildung 11.8: Der Prozesstyp onreteController
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PROCESS Sensor
IMPORT Sequene;
VARIABLES
sSensor : {"init"," enqueued", "dequeued", "proessed"};
qu : Sequene OF Real;
x : Real;
INIT
∆
=
∧ sSensor = "init"
∧ qu = << >>
∧ x = 0;
ACTIONS
enqueue(m : message)
∆
= ! Einfügen des getValue-Aufrufes in die Queue
∧ sSensor = "init"
∧ sSensor ′ ="enqueued"
∧ qu ′ = append(qu, value)
∧ UNCHANGED x;
dequeue(urrentEventOurrene : String)
∆
= ! Entfernen des
getValue-Aufrufes aus der Queue
∧ urrentEventOurrene = "O4.ationDequeue"
∧ sSensor = "enqueued"
∧ sSensor ′ = "dequeued"
∧ qu ′ = tail(qu)
∧ UNCHANGED x;
proess(urrentEventOurrene : String)
∆
= ! Ermittlung des Sensorwertes
∧ urrentEventOurrene = "O4.ationProess"
∧ sSensor = "dequeued"
∧ sSensor ′ = "proessed"
∧ x ′ = 5*x
∧ UNCHANGED qu;
getValueCallReply(value : Real; urrentEventOurrene : String)
∆
= ! Rükübtr. Sensorwert
∧ urrentEventOurrene = "O4.ationGetValueCallReply"
∧ x = value
∧ sSensor = "proessed"
∧ sSensor ′ = "init"
∧ UNCHANGED 〈x, qu〉;
END Sensor
Abbildung 11.9: Der Prozesstyp Sensor
Durh die Aktion getValueCallReply, welhe ebenfalls in Abbildung 11.9 aufgeführt ist, wird die
Antwort des Sensor -Objektes an ein SensorAdapter -Objekt modelliert. Auh diese Aktion besitzt
den Aktionenparameter urrentEventOurrene, der mit der Zeihenkette O4.getValueCallReply
belegt wird. Weiterhin besitzt die Aktion den Parameter value, um den Istwert des Sensor -
Objektes weiterzureihen. Die persistenten Wartezeiten für die Aktionen des Prozesstyps Sen-
sor werden durh den Prozesstyp SensorTimes aus Abbildung 11.11 (s. Anhang D.1) angegeben.
Zunähst werden die Aktionen des Prozesstyps deklariert. Für die Aktion enqueue wird die ma-
ximale, persistente Wartezeit tSensorEnqueue deniert. Auh die Denition der maximalen, per-
sistenten Wartezeit tSensorDequeue für die Aktion dequeue wird angegeben. Für die Aktionen
proess und getValueCallReply werden die maximalen, persistenten Wartezeiten tSensorProess
und tSensorGetValueCallReply deniert.
11.2.3 Übersetzung der Klasse SensorAdapter nah TLA
Das Statehart-Diagramm eines Objektes der Klasse SensorAdapter ist aus Platzgründen in Ab-
bildung C.1 des Anhangs gezeigt.
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PROCESS SensorAdapter ! Spezifikation des Prozesstyps SensorAdapter
IMPORT Sequene;
VARIABLES
sAdapter : {"init","enqueued","dequeued", "proessed", "alled",
"returnEnqueued", "returnDequeued"};
qu : Sequene OF Real;
x : Real;
INIT
∆
= ! Initialisierungsprädikat
∧ sAdapter = "init";
∧ qu = << >>
∧ x = 0;
ACTIONS
enqueue(m : message)
∆
= ! nimmt getValue-Aufruf entgegen
∧ sAdapter = "init"
∧ sAdapter ′ ="enqueued"
∧ qu ′ = append(qu, value)
∧ UNCHANGED 〈x〉;
dequeue(urrentEventOurene : String)
∆
= ! entfernt getValue-Aufruf aus der Queue
∧ urrentEventOurene = "O3.ationDequeue"
∧ sAdapter = "enqueued"
∧ sAdapter ′ = "dequeued"
∧ qu ′ = tail(qu)
∧ x ′ = head(qu);
proess(urrentEventOurene : String)
∆
= ! Verarbeitung im Adapter
∧ urrentEventOurene = "O3.ationProess"
∧ sAdapter = "dequeued"
∧ sAdapter ′ = "proessed"
∧ UNCHANGED 〈qu, x〉;
getValueCall(urrentEventOurene : String, value : Real)
∆
= ! getValue Aufruf an Proxy
∧ urrentEventOurene = "O3.ationGetValueCall"
∧ sAdapter = "proessed"
∧ sAdapter ′ = "alled"
∧ UNCHANGED 〈qu, x〉
getValueCallReply(value : Real; urrentEventOurene : String)
∆
=
∧ urrentEventOurene = "O3.ationGetValueCallReply"
∧ value = head(qu)
∧ sAdapter = "alled"
∧ sAdapter ′ = "init"
∧ qu ′ = tail(qu)
∧ UNCHANGED 〈qu, x〉;
END SensorAdapter
Abbildung 11.10: Der Prozesstyp SensorAdapter
Der Prozesstyp SensorAdapter aus Abbildung 11.10 besitzt die Zustandsvariablen sAdapter, qu
und x. Die Zustandsvariable qu hat den Datentyp Sequene. Die Zustandsvariable sAdapter darf
untershiedlihe Werte aus der Menge annehmen, welhe den Kontrollzuständen des Statehart-
Diagramms eines SensorAdapter -Objektes entsprehen. Im Initialisierungsprädikat INIT wird die
Zustandsvariable x auf null gesetzt. Weiterhin wird die Zustandsvariable qu durh die leere Sequene
<< >> initialisiert. Die Zustandsvariable sAdapter wird auf den Zustand init, der dem Zustand
init des Statehart-Diagramms entspriht, gesetzt.
Die Aktionen enqueue und dequeue aus Abbildung 11.10 behandeln den Zugri auf die War-
teshlange qu eines SensorAdapter -Objektes. Die Aktion enqueue hat den Aktionenparameter m
vom Datentyp message, um einen getValue-Aufruf entgegenzunehmen. Hierbei wird kein konkreter
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PROCESS SensorTimes
ACTIONS
enqueue;
dequeue;
proess;
getValueCallReply;
P MAX TIME enqueue : tSensorEnqueue;
P MAX TIME dequeue : tSensorDequeue;
P MAX TIME proess : tSensorProess;
P MAX TIME getValueCallReply : tSensorGetValueCallReply;
END SensorTimes
Abbildung 11.11: Die Wartezeiten des Prozesstyps Sensor
Wert übergeben, da ein getValue-Aufruf prinzipiell parameterlos ist. Beim Shalten der Aktion
wird die Zustandsvariable sAdapter von init auf enqueued gesetzt. Die Aktion dequeue besitzt
den Aktionenparameter urrentEventOurrene, der mit dem Wert O3.ationDequeue belegt
wird, um siherzustellen, dass die Warteshlange zum durh das Sequenzdiagramm vorgegebenen
Zeitpunkt geleert wird. In der Aktion wird die Zustandsvariable sAdapter von enqueued auf
dequeued gesetzt. Auÿerdem wird die Warteshlange mit der Tail -Operation geleert. Durh die
Aktion proess in Abbildung 11.10 wird der Verarbeitungsvorgang im SensorAdapter -Objekt mo-
delliert. Das Shalten der Aktion führt dazu, dass sih der Wert der Zustandsvariable sAdapter
von dequeued auf proessed ändert. Der Aktionenparameter urrentEventOurene wird mit
dem Wert O3.ationProess belegt. Die Zustandsvariablen qu und x werden niht verändert.
Die Aktion getValueCall speziziert den Aufruf getValueCall an ein Sensor -Objekt. Die Aktion
besitzt den Aktionenparameter urrentEventOurene, der mit demWert O3.ationGetValueCall
belegt wird. Beim Shalten der Aktion getValueCall ändert sih die Zustandsvariable sAdapter vom
Wert proessed auf den Wert alled. Da der getValue-Aufruf keinen Wert an das SensorProxy-
Objekt überträgt, ist kein zweiter Aktionenparameter notwendig. Die Aktion getValueCallReply,
die der Übermittlung des Istwertes aus dem Sensor dient, besitzt die zwei Aktionenparameter
urrentEventOurene und value. Der Aktionenparameter value überträgt den Istwert zurük an
das SensorProxy-Objekt. Nahdem die Aktion geshaltet hat, wird der Wert der Zustandsvariable
sAdapter von alled auf init gesetzt. Durh die Aktion getValueReply wird die Antwort auf den
getValueCallReply-Aufruf an das SensorProxy-Objekt modelliert.
11.2.4 Wartezeiten des Prozesstyps SensorAdapter
Da an ein SensorAdapter -Objekt Realzeitanforderungen bestehen, müssen P MAX TIME Kon-
strukte speziziert werden. Die maximalen, persistenten Wartezeiten des Prozesstyps Sensor-
Adapter werden in Abbildung 11.12 durh den Prozesstyp SensorAdapterTimes (s. Anhang D.2)
angegeben. Zuerst werden die Aktionen des Prozesstyps SensorAdapter deklariert, bevor die per-
sistenten, maximalen Wartezeiten für die einzelnen Aktionen aufgeführt werden.
11.2.5 Übersetzung der Klasse SensorProxy nah TLA
Nun soll die Übersetzung eines Objektes der Klasse SensorProxy behandelt werden. Die Klasse
SensorProxy ist verhältnismäÿig komplex, da sie auh Fehler und Zeitübershreitungen, die bei
der Kommunikation zwishen onreteController und Sensor -Objekten auftreten können, behan-
delt. Deshalb wird ihre TLA-Spezikation in mehrere Abbildungen zerlegt. Die Abbildung 11.13
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PROCESS SensorAdapterTimes
ACTIONS
enqueue;
dequeue;
. . .
P MAX TIME enqueue : tAdapterEnqueue;
P MAX TIME dequeue : tAdapterDequeue;
P MAX TIME proess : tAdapterProess;
P MAX TIME getValueCall : tAdapterGetValueCall;
P MAX TIME getValueCallReply : tAdapterGetValueCallReply;
END SensorAdapterTimes
Abbildung 11.12: Die persistenten, maximalen Wartezeiten des SensorAdapter
zeigt den Prozess SensorProxy, der zur Übersetzung eingeführt wird. Der Prozess enthält die Zu-
standsvariable x zur Aufnahme des Istwertes des Sensor -Objektes. Die Zustandsvariable qu vom
Datentyp Sequene wird zur Modellierung der Warteshlange eingeführt. Die Zustandsvariable
sProxy besitzt als Datentyp eine Menge, die alle Kontrollzustände aus dem in Abbildung 11.5 ge-
zeigten Statehart-Diagramm enthält. Dies sind beispielsweise die Zustände init, readyForCall
und alled. Es wird angenommen, dass ein SensorProxy-Objekt zu einem bestimmten Zeitpunkt
nur Aufrufe von einem anderen Objekt erhält. Daher wird auf die Einführung einer Zustandsva-
riable zur Synhronisation verzihtet. Durh das Initialisierungsprädikat wird die Zustandsvariable
sProxy auf init, die Sequene qu auf << >> und die Zustandsvariable x auf null gesetzt.
Mit Ausnahme der Aktion enqueue besitzen alle Aktionen den Parameter urrentEventOur-
rene, um siherzustellen, dass jede Ausführung einer Aktion konform mit dem Trae des Sequenz-
diagramms geshieht. Durh die Aktionen enqueue und dequeue aus der Abbildung 11.13 werden
Zugrie auf die Warteshlange des Statehart-Diagramms modelliert, die Aufrufe entgegennehmen
und für die weitere Verarbeitung bereitstellen. Die Aktion enqueue nimmt sowohl die Aufrufe vom
periodiTask -Objekt  durh den Prozess onreteController übersetzt  als auh die Rükant-
worten auf einen getValueCall eines SensorAdapter -Prozesses entgegen. Nah dem Shalten der
Aktion ändert sih der Wert der Zustandsvariable sProxy von init auf allEnqueued und die
Warteshlange qu ist gefüllt. Für die Rükantwort und den Fehlerfall ergeben sih abweihende
Belegungen.
Die Aktion dequeue entfernt Aufrufe des onreteController -Objektes und Antworten des Sensor-
Adapter -Objektes aus der Warteshlange. Durh die Shaltung der Aktion wird der Wert der Zu-
standsvariable sProxy von allEnqueued auf allDequeued gesetzt. Auh hier sind im Fehlerfall
abweihende Belegungen möglih.
Zur Modellierung der von einem SensorProxy durhgeführten Verarbeitung, wie etwa dem Auf-
nden eines Kommunikationspartners, wird die Aktion proess, die in Abbildung 11.14 gezeigt ist,
verwendet. Sie ändert beim Shalten den Wert der Zustandsvariable sProxy von allDequeued auf
proessed. Die Aktion ist nur shaltbereit, wenn der Aktionenparameter urrentEventOurene
mit dem Wert O2.ationProess belegt wird.
Die Aktionen setCall1, setCall2 und setCall3 beeinussen, ob der Zweig zur normalen Verar-
beitung, zur Fehlerbehandlung bzw. zur Behandlung einer Zeitübershreitung betreten wird. Die
Abbildung 11.15 zeigt exemplarish die Aktion setCall1 bei deren Shalten der Wert der Zustands-
variable sProxy von proessed auf readyForCall gesetzt wird. Damit die Aktion shalten darf
muss der Aktionenparameter urrentEventOurene mit dem Wert O2.ationSetCall1 belegt
werden. Die Aktionen setCall2 und setCall3 sind sehr ähnlih aufgebaut. Bei der Aktion setCall2,
die den Fehlerfall modelliert, wird beispielsweise der Wert der Zustandsvariable sProxy von pro-
essed auf readyForError gesetzt.
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PROCESS SensorProxy
IMPORT Sequene;
VARIABLES
sProxy : {"init", "allEnqueued", "allDequeued", "proessed", "readyForCall","alled",
"returnEnqueued", "returnDequeued", "readyForError","alledError","returnEnqError",
"Error", "returnDeqError", "readyForTimeout", "alledTimeout", "returnEnqTimeout",
"returnDeqTimeout", "Timeout"};
qu : Sequene;
x : Real;
INIT
∆
=
∧ sProxy = "init"
∧ qu = << >>
∧ x = 0;
ACTIONS
enqueue(value : Real)
∆
=
∧ (sProxy = "init" ∨ sProxy =
"alled" ∨ sProxy = "alledError" ∨ sProxy = "alledTimeout")
∧ sProxy ′ = IF ("sProxy" = "alledTimeout")
THEN "returnEnqTimeout"
ELSE IF ("sProxy" = "alled")
THEN "returnEnqueued"
ELSE IF ("sProxy" = "alledError")
THEN "returnEnqError"
ELSE "allEnqueued"
∧ qu ′ = Append(qu, value)
∧ UNCHANGED x;
dequeue(urrentEventOurene : String)
∆
=
∧ urrentEventOurene = "O2.ationDequeue"
∧ sProxy = ("allEnqueued" ∨ sProxy = "returnEnqueued" ∨ sProxy = "returnEnqError" ∨
sProxy = "returnEnqTimeout")
∧ sProxy ′ = IF (sProxy = "allEnqueued")
THEN "allDequeued"
ELSE IF sProxy = "returnEnqueued"
THEN "returnDequeued"
ELSE IF (sProxy = "returnEnqError")
THEN "returnDeqError"
ELSE "returnDeqTimeout"
∧ qu ′ = tail(qu)
∧ x ′ = head(qu);
getValueCall(urrentEventOurene : String)
∆
= . . . s. Text
getValueCallReply(value : Real; urrentEventOurene : String)
∆
= . . . s. Text
proess(urrentEventOurene : String)
∆
= . . . s. Text
setCall1(urrentEventOurene : String)
∆
= . . . s. Text
setCall2(urrentEventOurene : String)
∆
= . . . s. Anhang
error1(urrentEventOurene : String)
∆
= . . . s. Text
error2(urrentEventOurene : String)
∆
= . . . s. Text
error3(urrentEventOurene : String)
∆
= . . . s. Anhang
error4(urrentEventOurene : String)
∆
= . . . s. Anhang
timeout1(urrentEventOurene : String)
∆
= . . . s. Anhang
. . .
END SensorProxy
Abbildung 11.13: Der Prozesstyp SensorProxy
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proess(urrentEventOurene : String)
∆
=
∧ urrentEventOurene = "O2.ationProess"
∧ sProxy = "allDequeued"
∧ sProxy ′ = "proessed"
∧ UNCHANGED 〈qu, x〉;
Abbildung 11.14: Die Aktion proess des Prozesstyps SensorAdapter
setCall1(urrentEventOurene : String)
∆
=
∧ urrentEventOurene = "O2.ationSetCall1"
∧ sProxy = "proessed"
∧ sProxy ′ = "readyForCall"
∧ UNCHANGED 〈qu, x〉;
Abbildung 11.15: Die Aktion getValueCall
Die Aktion getValueCall aus Abbildung 11.16 modelliert den getValue-Aufruf des SensorProxy-
Prozesses an den Prozess SensorAdapter. Die Aktion ist für die Werte alled, readyForTimeout
und readyForError der Zustandsvariable sProxy shaltbereit. Die Aktion besitzt die Aktionenpa-
rameter value und urrentEventOurene. Der Aktionenparameter value wird mit dem Wert der
Zustandsvariablen x belegt, während die Belegung des Aktionenparameters urrentEventOurene
mit dem Wert O2.ationCall erfolgt. In Abhängigkeit vom Zustand vor dem Shalten ändert sih
der Wert der Zustandsvariable sProxy auf alled, alledError oder alledTimeout.
getValueCall(value : Real; urrentEventOurene : String)
∆
=
∧ urrentEventOurene = "O2.ationCall"
∧ (sProxy = "readyForTimeout" ∨ sProxy = "readyForError" ∨ sProxy = "readyForCall")
∧ value = x
∧ sProxy ′ = IF (sProxy = "readyForTimeout")
THEN "alledTimeout"
ELSE IF (sProxy = "readyForError")
THEN "alledError"
ELSE "alled"
∧ UNCHANGED 〈qu, x〉;
Abbildung 11.16: Die Aktion getValueCall
Die Aktion getValueCallReply aus Abbildung 11.17 hingegen modelliert die Rüklieferung des
Sensorwertes an den onreteController. Zunähst besitzt die Aktion die Aktionenparameter value
und urrentEventOurene. Die Aktion darf shalten, wenn die Zustandsvariable sProxy den Wert
Timeout, den Wert returnDeqTimeout, den Wert Error, den WertreturnDequeued oder den
Wert returnDeqError besitzt. Die Aktionenparameter value und urrentEventOurene werden
jeweils mit dem Wert von x  also dem Istwert des Sensor Objektes bzw. O2.ationGetValueCall-
Reply  belegt.
Das Verhalten im Fehlerfall wird durh die Aktionen error1, error2, error3 und error4 model-
liert. Die Aktion error1 beshreibt einen Fehler, der noh vor dem getValue-Operationsaufruf 
nämlih aus dem Zustand readyForError  auftritt. Durh die Aktion error2 wird ein Fehler des
Zustands mit state =′′ error2′′ modelliert, der unmittelbar vor dem getValueCall auftritt. Mit den
Aktionen error3 und error4 werden Fehler speziziert, die nah dem Empfang des Returns auf die
getValue-Nahriht eintreen. Es existieren ähnlihe Aktionen für Zeitübershreitungen  nämlih
timeout1 bis timeout4 , die hier aus Platzgründen niht näher betrahtet werden.
Nun soll in Abbildung 11.18 exemplarish die Aktion error1 angegeben werden. Sie wird shalt-
bereit, wenn die Zustandsvariable sProxy den Wert readyForError hat. Der Aktionenparameter
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getValueCallReply(value : Real; urrentEventOurene : String)
∆
=
∧ urrentEventOurene = "O2.ationGetValueCallReply"
∧ value = x
∧ sProxy = "Timeout" ∨ sProxy = "returnDeqTimeout" ∨ sProxy = "returnDequeued"
∨ sProxy = "Error" ∨ sProxy = "returnDeqError"
∧ sProxy ′ = "init"
∧ UNCHANGED 〈qu, x〉;
Abbildung 11.17: Die Aktion getValueCallReply
urrentEventOurene dieser Aktion wird mit O2.error1 belegt. Nah dem Shalten der Aktion
ändert sih der Wert der Zustandsvariable sProxy von readyForError auf Error.
11.2.6 Prozesstyp SensorProxyTimes
Auh der Prozesstyp SensorProxy benötigt persistente, maximale Wartezeiten, um seine Realzeit-
anforderungen zu erfüllen. Der in Abbildung 11.19 gezeigte Prozesstyp (s. Anhang D.3) enthält die
Spezikation dieser Wartezeiten. Der Abshnitt ACTIONS enthält zunähst die Deklaration der
einzelnen Aktionen. Anshlieÿend werden für jede betroene Aktion die maximalen, persistenten
Wartezeiten speziziert.
11.2.7 Kopplung der Prozesse des SubsystemSensor
Das SubsystemSensor koppelt drei TLA-Prozesse, die den Klassen des objektorientierten Entwurfs
entsprehen, einen Prozess, der für das Sequenzdiagramm eingeführt worden ist und drei weitere
TLA-Prozesse, die Wartezeiten an Aktionen spezizieren. Zur Kopplung der Prozesse wird der
Prozesstyp onreteCompositionOfSub1 eingeführt. Der Prozesstyp kann hier aufgrund der hohen
Komplexität der Kopplungen nur in Auszügen angegeben werden, wobei die besonders interessanten
Systemaktionen betrahtet werden. Die vollständige Spezikation ist in Anhang D.4 angegeben. In
Abbildung 11.20 ist der Header des Prozesstyps gezeigt.
Zunähst wird der Abshnitt PROCESSES betrahtet. Durh den Prozess O1 wird die peri-
odishe Task modelliert. Die Klasse SensorProxy wird durh den Prozess O2 speziziert und die
Klasse SensorAdapter wird durh den Proess O3 modelliert. Der Prozess O4 shlieÿlih speziziert
den konkreten Sensor.
Nun sollen die Systemaktionen, die der Kopplung der einzelnen Prozessaktionen dienen, be-
handelt werden. Alle im Folgenden beshriebenen Systemaktionen enthalten ein Konjunkt mit der
Aktion permittedAtionOfSD des Prozesses sd, die den Aktionenparameter urrentEventOurene
besitzt, damit sihergestellt ist, dass sie nur im Rahmen der zulässigen Traes ausgeführt wer-
den. Dieser Sahverhalt wirkt sih auh auf den Aufbau der jeweiligen Systemaktion aus, da auh
sie den Aktionenparameter urrentEventOurene erhält. Durh die Systemaktion ProxyDequeue
wird die gemeinsame Shaltung der Aktion dequeue des Prozesses O2 sowie der Aktion permitted-
AtionOfSD unter Einhaltung der Zeiten des Prozesses TO2 beshrieben, während die übrigen
Prozesse stottern. Die prozesslokale Aktion proess in der Systemaktion ProxyProess und die Ak-
tion permittedAtionOfSD shalten gleihzeitig unter Berüksihtigung der Wartezeiten von TO2
error1(urrentEventOurene : String)
∆
=
∧ urrentEventOurene = "O2.error1"
∧ sProxy = "readyForError"
∧ sProxy ′ = "Error"
UNCHANGED 〈qu, x〉;
Abbildung 11.18: Die Aktion error1
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PROCESS SensorProxyTimes
ACTIONS
enqueue;
. . .
P MAX TIME enqueue : tProxyEnqueue;
P MAX TIME dequeue : tProxyDequeue;
P MAX TIME proess : tProxyProess;
P MAX TIME getValueCall : tProxyGetValueCall;
P MAX TIME getValueCallReply : tProxyGetValueCallReply;
P MAX TIME error1 : tProxyError1;
P MAX TIME error2 : tProxyError2;
P MAX TIME error3 : tProxyError3;
P MAX TIME error4 : tProxyError4;
! Alle übrigen maximalen, persistenten Wartezeiten s. Anhang
END SensorProxyTimes
Abbildung 11.19: Die persistenten Wartezeiten des Prozesstyps SensorProxy
für die Aktion proess, während die übrigen Prozesse ebenfalls stottern. In der Systemaktion set-
Call1 wird die Aktion setCall1 des Prozesses O2 mit der Aktion permittedAtionOfSD gekoppelt.
Hierbei müssen die Wartezeiten aus TO2 berüksihtigt werden. Shlieÿlih soll die Systemakti-
on CallToAdapter betrahtet werden, die den getValue-Aufruf vom SensorProxy-Objekt an das
SensorAdapter -Objekt beshreibt. Die Aktion getValueCall des Prozesses O2, die Aktion enqueue
des Prozesses O3 sowie die Aktion permittedAtionOfSD des Prozesses sd shalten gemeinsam un-
ter Berüksihtigung der Zeiten aus den Prozessen TO2 und TO3, während die Prozesse O4 und
TO4 stottern.
Die Systemaktionen für Fehler und Zeitübershreitungen  etwa ProxyTimeout1 bzw. Proxy-
Error1  sind auh in Anhang E.1 angegeben. Dabei wird die Spezikation der Systemaktionen,
die Zeitübershreitungen betreen, in völliger Symmetrie mit den Aktionen, die Fehler spezizie-
ren, vorgenommen. In der Abbildung 11.22 hingegen werden Systemaktionen für die Aktionen des
PROCESS onreteCompositionOfSub1
PROCESSES
! O1 : onreteController; für das Subsystem zunähst niht relevant
O2 : SensorProxy;
TO2 : SensorProxyTimes;
O3 : SensorAdapter;
TO3 : SensorAdapterTimes;
O4 : Sensor;
TO4 : SensorTimes;
sd : SequeneDiagram(<<
′ ′
O2.dequeue
′ ′
,
′ ′
O2.ationProess
′ ′
,
′ ′
O2.ationGetValueCall
′ ′
,
′ ′
O3.enqueue
′ ′
,
′ ′
O3.ationProess
′ ′
,
′ ′
O3.ationGetValueCall
′ ′
,
′ ′
O4.dequeue
′ ′
,
′ ′
O4.ationProess
′ ′
,
′ ′
O4.ationGetValueCallReply
′ ′
,
′ ′
O3.dequeue
′ ′
,
′ ′
O3.ationGetValueCallReply
′ ′
,
′ ′
O2.dequeue
′ ′
,
′ ′
O2.ationGetValueCallReply
′ ′
>>);
ACTIONS . . .
Abbildung 11.20: Der Prozesstyp onreteCompositionOfSub1
173
ProxyDequeue(urrentEventOurene : String)
∆
= ! dequeue Aktion
d. Proxys
∧ O2.dequeue(urrentEventOurene)
∧ TO2.dequeue
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyProess(urrentEventOurene : String)
∆
= ! proess Aktion
d. Proxys
∧ O2.proess(urrentEventOurene)
∧ TO2.proess
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
setCall1(urrentEventOurene : String)
∆
= ! setCall1 Aktion des
Proxys
∧ O2.setCall1(urrentEventOurene)
∧ TO2.setCall1
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
CallToAdapter(val : Real; urrentEventOurene : String)
∆
= !
getValue Aufruf des SensorAdapters
∧ O2.getallValueCall(value, urrentEventOurene)
∧ TO2.getValueCall
∧ O3.enqueue(value)
∧ TO3.getValueCall
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
. . .
Abbildung 11.21: Eine Zusammenstellung von Systemaktionen zur niht-fehlerbehafteten Verar-
beitung durh den Prozesstyp SensorProxy
Prozesses SensorAdapter gezeigt. Die Systemaktion AdapterProess shaltet nur, falls die Aktion
proess des Prozesses O3 und die Aktion permittedAtionOfSD des Prozesses sd gemeinsam shal-
ten, wobei die Wartezeit aus TO3 für die Aktion proess berüksihtigt werden muss. Die übrigen
Prozesses stottern. Die Systemaktion CallToSensor besitzt einen komplizierteren Aufbau, da sie
den getValue-Aufruf an den Sensor -Prozess weiterleitet, wofür die Aktion getValueCall des Prozes-
ses O3, die Aktion enqueue des ProzessesO4 und die Aktion permittedAtionOfSD des Prozesses sd
unter Berüksihtigung der Wartezeiten aus den ProzessenTO3 und TO4 gemeinsam shalten müs-
sen. Alle übrigen Aktionen stottern. Die Aktion ReturnFromAdapter modelliert die Übertragung
des Istwertes an den SensorProxy-Prozess. Der Aufbau der Systemaktion ReturnFromAdapter, die
den Sensorwert zurük an den Prozess SensorProxy überträgt, ist dem der Systemaktion CallTo-
Sensor sehr ähnlih, wobei im Wesentlihen die prozesslokalen Aktionen getValueCallReply des
Prozesses O3, enqueue des Prozesses O2 und permittedAtionOfSD des Prozesses sd beteiligt sind.
Auh hierbei sind wiederum Wartezeiten zu berüksihtigen.
Die Abbildung 11.23 zeigt zwei interessante Systemaktionen für die Verarbeitung durh den Pro-
zesstyp Sensor. Die Systemaktion SensorProess shaltet, wenn die prozesslokale Aktion proess
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. . . AdapterProess(urrentEventOurene : String)
∆
= !
Verarbeitung des Adapters
∧ O2.stutter
∧ TO2.stutter
∧ O3.proess(urrentEventOurene)
∧ TO3.proess
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
CallToSensor(value : Real; urrentEventOurene : String)
∆
= !
Aufruf des Sensors
∧ O2.stutter
∧ TO2.stutter
∧ O3.getValueCall(value, urrentEventOurene)
∧ TO3.getValueCall
∧ O4.enqueue(value)
∧ TO4.enqueue
∧ sd.permittedAtionOfSD(urrentEventOurene);
ReturnFromAdapter(value : Real; urrentEventOurene : String)
∆
= !
Adapterantwort
∧ O2.enqueue(value)
∧ TO2.enqueue
∧ O3.getValueCallReply(value, urrentEventOurene)
∧ TO3.return
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
Abbildung 11.22: Eine Auswahl von Systemaktionen für den Prozesstyp Adapter
des Prozesses O4 und die prozesslokale Aktion permittedAtionOfSD shalten, wobei die Warte-
zeiten an die Aktion proess aus dem Prozess TO4 eingehalten werden müssen. Beim Shalten
dieser Systemaktion stottern die übrigen Prozesse. Die Shaltung der Systemaktion ReturnFrom-
Sensor, welhe die Rükübertragung des Sensorwertes an den Prozess SensorAdapter modelliert,
erfolgt gemeinsam mit den prozesslokalen Aktionen getValueCallReply von O4, enqueue von O3
und permittedAtionOfSD von sd. Dabei müssen natürlih die in den Prozessen TO3 und TO4 spe-
zizierten Wartezeiten für die prozesslokalen Aktionen enqueue und getValueCallReply eingehalten
werden. In diesem Fall stottern die übrigen Prozesse.
11.2.8 Aktion TikFS des Feinsystems
In Abbildung 11.25 ist die Aktion TikFS des SubsystemSensor gezeigt, die sih durh die Kopplung
(s. Abbildung 11.24) der Tik -Aktionen der Prozesstypen SensorProxy, SensorAdapter und Sensor
ergibt.
Die Aktion TikFS sorgt für das Fortshreiten sämtliher Timervariablen und der Uhren-
variablen now. Die Uhrenvariable now darf beim Shalten von TikFS höhstens um ǫ anstei-
gen. Die Aktion enthält für jede Aktion des SubsystemSensor eine Timervariable. Der Name einer
Timervariablen setzt sih aus dem Präx Timer, dem Prozessnamen und dem Aktionennamen zu-
sammen. So bezeihnet die Zustandsvariable TimerProxyProess die Timervariable für die Aktion
proess des Prozesses SensorProxy. Die übrigen Zustandsvariablen des SubsystemSensor, wie etwa
proxyxx, proxyxqu, proxyxs, werden durh die Aktion TikFS niht verändert. Die maximalen, per-
sistenten Wartezeiten werden, wie vorher in den Prozessspezikationen deniert, verwendet. Durh
ein Konstrukt der Form:
enabled(ProxyDequeue) ⇒ now ′ ≤ now + (tProxyDequeue - TimerProxyDequeue)
, welhes hier exemplarish an der Aktion ProxyDequeue vorgestellt wird, ist sihergestellt, dass die
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Zustandsvariable now niht über den Wert der persistenten, maximalen Wartezeit tProxyDequeue
steigt. Durh ein Konstrukt der Form:
TimerProxyProess
′ = TimerProgress(ProxyProess, TimerProxyProess)
wird sihergestellt, dass die Timervariable TimerProxyDequeue um now' - now erhöht wird. Dabei
wird wieder das LET-IN Konstrukt, das in Abshnitt 5.6 vorgestellt worden ist, verwendet. Für
die Aktion TikFS wird starke Fairness SF(TikFS) speziziert.
SensorProess(urrentEventOurene : String)
∆
= ! Verarbeitung
des Sensors
∧ O2.stutter
∧ TO2.stutter
∧ O3.stutter
∧ TO3.stutter
∧ O4.proess(urrentEventOurene)
∧ TO4.proess
∧ sd.permittedAtionOfSD(urrentEventOurene);
ReturnFromSensor(value : Real; urrentEventOurene : String)
∆
= !
Antwort des Sensors
∧ O2.stutter
∧ TO2.stutter
∧ O3.enqueue(value)
∧ TO3.enqueue
∧ O4.getValueCallReply(value, urrentEventOurene)
∧ TO4.getValueCallReply
∧ sd.permittedAtionOfSD(urrentEventOurene);
. . .
Abbildung 11.23: Einige ausgewählte Systemaktionen für den Prozesstyp Sensor
TikFS(t: Real)
∆
=
∧ O2.stutter
∧ TO2.Tik(t)
∧ O3.stutter
∧ TO3.Tik(t)
∧ O4.stutter
∧ TO4.Tik(t)
∧ sd.stutter;
Abbildung 11.24: Die Aktion TikFS
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TikFS(t : Real)
∆
=
LET
TimerProg(ation, timerVariable)
∆
=
IF(enabled(ation))
THEN timerVariable + now
′
- now
ELSE timerVariable
IN
∧ now ′ = t
∧ now ′ > now
∧ now ′ ≤ now + ǫ ! Hilfskonstrukt, um Zeno-Verhalten auszushlieÿen
∧ [d ∈ Data℄ :: enabled(CallToProxy(d)) ⇒ now ′ ≤ now + (tProxyEnqueue -
TimerCallToProxy[d℄)
∧ enabled(ProxyDequeue) ⇒ now ′ ≤ now + (tProxyDequeue - TimerProxyDequeue)
∧ enabled(ProxyProess) ⇒ now ′ ≤ now + (tProxyProess - TimerProxyProess)
∧ enabled(setCall3) ⇒ now ′ ≤ now + (tsetCall3 - TimerSetCall3)
∧ ∀ [d ∈ Data℄ :: enabled(CallToAdapter(d)) ⇒ now ′ ≤ now +
(tCallToAdapter - TimerCallToAdapter[d℄)
∧ enabled(AdapterDequeue) ⇒ now ′ ≤ now + (tAdapterDequeue - TimerAdapterDequeue)
∧ enabled(AdapterProess) ⇒ now ′ ≤ now + (tAdapterProess - TimerAdapterProess)
∧ ∀ [d ∈ Data℄ :: enabled(CallToSensor(d)) ⇒ now ′ ≤ now + (tCallToSensor -
TimerCallToSensor[d℄)
∧ enabled(SensorDequeue) ⇒ now ′ ≤ now + (tSensorDequeue - TimerSensorDequeue)
∧ enabled(SensorProess)) ⇒ now ′ ≤ now + (tSensorProess - TimerSensorProess)
∧ ∀ [d ∈ Data℄ :: enabled(ReturnSensor(d)) ⇒ now ′ ≤ now +
(tReturnSensor - TimerReturnSensor[d℄)
∧ ∀ [d ∈ Data℄ :: enabled(ReturnAdapter(d)) ⇒ now ′ ≤ now +
(tReturnAdapter - TimerReturnAdapter[d℄)
∧ ∀ [d ∈ Data℄ :: enabled(ReturnProxy[d℄) ⇒ now ′ ≤ now +
(tReturnProxy - TimerReturnProxy[d})
∧ enabled(ProxyError1) ⇒ now ′ ≤ now + (tProxyError1 - TimerProxyError1)
∧ enabled(ProxyError2) ⇒ now ′ ≤ now + (tProxyError2 - TimerProxyError2)
∧ enabled(ProxyError3) ⇒ now ′ ≤ now + (tProxyError3 - TimerProxyError3)
∧ enabled(ProxyError4) ⇒ now ′ ≤ now + (tProxyError4 - TimerProxyError4)
∧ ∀ [d ∈ Data℄ :: TimerCallToProxy[d℄ ′ = TimerProg(CallToProxy(d), TimerCallToProxy[d℄) ! ft
1
∧ TimerProxyDequeue ′ = TimerProg(ProxyDequeue, TimerProxyDequeue) ! ft
2
∧ TimerProxyProess ′ = TimerProg(ProxyProess, TimerProxyProess) ! ft
3
∧ TimerSetCall1 ′ = = TimerProg(setCall1, TimerSetCall1) ! ft
4
∧ ∀ [d ∈ Data℄ :: TimerCallToAdapter[d℄ ′ = TimerProg(CallToAdapter(d),
TimerCallToAdapter[d℄) ! ft
5
∧ TimerAdapterDequeue ′ = TimerProg(AdapterDequeue, TimerAdapterDequeue) ! ft
6
∧ ∀ [d ∈ Data℄ :: TimerCallToSensor[d℄ ′ = TimerProg(CallToSensor(d), TimerCallToSensor[d℄) ! ft
7
∧ TimerSensorDequeue ′ = TimerProg(SensorDequeue, TimerSensorDequeue) ! ft
8
∧ TimerSensorProess ′ = TimerProg(SensorProess, TimerSensorProess) ! ft
9
∧ ∀ [d ∈ Data℄ :: TimerReturnSensor[d℄ ′ = TimerProg(ReturnSensor(d), TimerReturnSensor[d℄) ! ft
9
∧ ∀ [d ∈ Data℄ :: TimerReturnAdapter[d℄ ′ = TimerProg(ReturnAdapter(d), TimerReturnAdapter) ! ft
10
∧ ∀ [d ∈ Data℄ :: TimerReturnProxy[d℄ ′ = TimerProg(ReturnProxy(d), TimerReturnProxy[d℄) ! ft
11
∧ TimerSetCall2 ′ = TimerProg(setCall2, TimerSetCall2) ! ft
12
∧ TimerProxyError1 ′ = TimerProg(ProxyError1,TimerProxyError) ! ft
13
∧ TimerProxyError2 ′ = TimerProg(ProxyError2,TimerProxyError) ! ft
14
∧ TimerProxyError3 ′ = TimerProg(ProxyError3,TimerProxyError) ! ft
15
∧ TimerProxyError4 ′ = TimerProg(ProxyError4,TimerProxyError) ! ft
16
∧ UNCHANGED 〈sProxy, Proxyqu, Proxyx, sAdapter, Adapterqu, Adapterx, sSensor, Sensorqu, Sensorx〉
∧ UNCHANGED 〈x, y, qu, syn〉;
Abbildung 11.25: Die Aktion TikFS des Feinsystems
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Kapitel 12
Korrektheitsbeweis eines
Verfeinerungsmusters
Im Rahmen dieses Projekts sind einige Verfeinerungsmuster veriziert und publiziert worden
[GHK00, GH04b℄.
Einer dieser Beweise, die Verikation eines entfernten, verteilten Reglermusters unter Verwen-
dung der vorgestellten Werkzeuge und Beweistehniken, wird in diesem Kapitel in Auszügen vor-
gestellt. Dazu wird die korrekte Verfeinerung für das SubsystemSensor in Abshnitt 12.1 und das
SubsystemController in Abshnitt 12.2 bewiesen. Das SubsystemAktor wird niht näher betrahtet.
Anshlieÿend werden in Abshnitt 12.3 Handbeweise durhgeführt, um die Korrektheit der
Verfeinerung der persistenten Wartezeiten der Aktionen des Analysemusters durh die Aktionen
des Entwurfsmusters zu garantieren. In Abshnitt 12.4 wird der Ausshluss von Zeno-Verhalten
für die Tik Aktion als Handbeweis gezeigt. Die Beweise sind  soweit möglih  zusätzlih mit
dem Model Cheker TLC nahgeprüft worden. TLC eignet sih sehr gut, um Invarianten zu nden,
bzw. deren Korrektheit nahzuweisen.
12.1 Nahweis der Verfeinerung des SubsystemSensor
In diesem Abshnitt wird auf den Beweis der korrekten Verfeinerung des Verhaltens der Klasse
abstratSensor durh das Verhalten des SubsystemSensor  bestehend aus den Prozessen der Klas-
sen SensorProxy, SensorAdapter und Sensor  eingegangen. Da reale Verfeinerungsbeweise niht
direkt geführt werden können, weil in der Feinsystemspezikation für eine Verikation notwendiges
Wissen über dauerhafte Systemeigenshaften nur implizit deniert wird, müssen zunähst geeig-
nete Invarianten gefunden werden. Eine Invariante beshreibt dabei die für einen Beweis relevanten
Systemeigenshaften. Sie ist speziell bei den Siherheitseigenshaften für den Beweis einer Implika-
tion Inv∧AF ⇒ AG  also einer Siherheitseigenshaft  notwendig. Hierbei bezeihnet Inv eine
Invariante, AG eine Grobsystem-Aktion und AF eine Feinsystem-Aktion. Auh bei den Lebendig-
keitsbeweisen sind Invarianten von groÿer Bedeutung. Da häug Implikationsbeweise notwendig
sind, sollen kurz grundlegende Beweismethoden abgegeben werden. Es gilt (A⇒ B)⇔ (¬A ∨B).
Der Beweis von A⇒ B∧C wird in die Teilbeweise A⇒ B und A⇒ C, der Beweis von A∨B ⇒ C
zerfällt in die Beweise A ⇒ C und B ⇒ C. Natürlih sind auh Kombinationen der beiden Fälle
möglih. Für die Invarianten muss gezeigt werden, dass das Initialisierungsprädikat Init die Invari-
ante Inv impliziert also Init⇒ Inv. Weiterhin muss unter Anwendung der Beweisregel TLA INV1
die Implikation Inv ∧ Next ⇒ Inv′ gezeigt werden, wobei Next die Disjunktion aller Aktionen
bezeihnet. Durh die Beweisregeln von TLA werden viele Beweise, die sih auf Zustände bzw.
Zustandspaare beziehen, auf prädikatenlogishe Beweise zurükgeführt.
Zum Nahweis der Verfeinerung des Prozesses abstratSensor durh das SubsystemSensor wer-
den zunähst die Invarianten Inv0, Inv1, Inv2 und Inv3 bewiesen. In diesen Beweisen wird gezeigt,
dass die Invarianzeigenshaften von der Initialbedingung des SubsystemSensor erfüllt werden. Da-
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nah werden die Invarianzeigenshaften durh vollständige Induktion für jede Aktion nahgewiesen.
Die Aktionen werden durh die Kopplung der Aktionen der Teilprozesse gebildet, wie sie in den
Systemaktionen des vorherigen Kapitels beshrieben sind. Die Zustandsvariablen in den Aktionen
erhalten zusätzlih ein Präx, das dem Prozessnamen entspriht. Es erfolgen auh Anpassungen der
Variablennamen, um Namenskonikte zu vermeiden. So entspriht die Zustandsvariable proxyxss
der Zustandsvariablen sProxy des Prozesses SensorProxy.
Anshlieÿend wird die Verfeinerungsabbildung RM1 zwishen den Zustandsvariablen des Sub-
systemSensor, der Entwurfsmuster-Kombination und den Zustandsvariablen des Prozesses abstrat-
Sensor vorgestellt und der Verfeinerungsbeweis durhgeführt. Die Invarianten- und Verfeinerungs-
beweise in TLA tendieren zu umfangreihen, ahen Beweisstrukturen. Es gibt viele Möglihkeiten
Invarianten zu strukturieren. In dieser Arbeit wird die Strategie verfolgt, die Anzahl der Invarianten
zu minimieren und jeweils eine, allerdings komplexe Invariante pro TLA-Prozess anzugeben. In-
teressant ist die Struktur der Invarianten. Jede Invariante eines Prozesses besteht aus Disjunkten,
die auh Zustandsvariablen aus anderen Prozessen enthält. Durh Existenzquantizierung wird
die Anzahl der Disjunkte reduziert, falls ähnlihe Disjunkte existieren, die sih nur um den Wert
einer Variable untershieden. Hierzu werden gebundene Variablen in die Invariante aufgenommen.
Damit lässt sih eine Invariante signikant zusammenfassen. Weiterhin werden zusätzlihe Opera-
toren und Funktionen eingeführt, um die Invarianten lesbarer zu gestalten. Zunähst werden in den
Abshnitten 12.1.1 bis 12.1.4 die Invarianten Inv0, Inv1, Inv2 und Inv3 für den SubsystemSensor
bewiesen. Diese werden in Abshnitt 12.1.5 zum Nahweis der korrekten Verfeinerung benötigt.
12.1.1 Beweis der Invariante Inv0
Die Invariante Inv0 aus Abbildung 12.1 behandelt die Wertebelegung der Zustandsvariablen ur-
rentTrae des Prozesstyps SequeneDiagram. Bei dieser Zustandsvariablen wird mit jedem Shalten
einer Aktion des SubsystemSensor der aktuelle Trae um einen weiteren Ereignisauftritt verlängert.
Ein Ereignisauftritt gibt dabei an, welhe UML-Ation durh ein Sequenzdiagramm gestattet ist.
Sie wird durh eine Zeihenkette, bestehend aus dem Objektnamen und dem Namen der UML-
Ation speziziert (s. Abshnitt 10.3.3). Die Invariante Inv0 nimmt eine Sonderrolle ein, weil sie die
Ereignisauftritte aller Objekte behandelt und angibt welhe Traes zulässig sind. Die Invariante ist
daher sehr wihtig für den Beweis der übrigen Invarianten Inv1, Inv2, Inv3. In der Invariante wer-
den die Sequenzen durh Funktionsaufrufe berehnet. Die Funktion fProxy, die in Abbildung 12.2
gezeigt wird, dient beispielsweise der Berehnung des Traes für den Prozess SensorProxy. Die
Funktion erhält als Parameter die Menge aller möglihen Werte der Zustandsvariable proxyxss des
Prozesses Sensor. Der Rükgabeparameter ist die Sequene, die zu dem Trae des entsprehenden
Zustandes gehört. Über Falluntersheidungen wird die zugehörige Sequene ermittelt. So wird für
das Argument allDequeued die Sequene SubSeq(sonet, 1, 1) zurükgeliefert. Mit sonet (set of
non error traes) wird die Menge der zulässigen Traes für normale Verarbeitung notiert. Alternativ
wird durh soet (set of error traes) die Menge der zulässigen Traes für den Fehlerfall angegeben.
Die Operatoren adapterTraeOr und sensorTraeOr berehnen die Traes für den SensorAdapter
sowie den Sensor.
Durh Existenzquantizierung (E1) wird die Anzahl der Disjunkte von Inv0 reduziert, weil
eine gebundene Variable Werte aus einer Menge annehmen darf. Deshalb wird die gebundene
Variable x eingeführt, die die beiden möglihen Werte der Zustandsvariablen proxyxss  nämlih
alled und alledError  annehmen darf. Die Disjunkte (D1) bis (D13) von Inv0 beshreiben,
wie die Zustandsvariable urrentTrae bei der normalen Verarbeitung durh das SubsystemSensor
aufgebaut wird, d. h. es treten weder Fehler noh Zeitverletzungen auf. Im Gegensatz dazu wird
durh die Disjunkte (D14) bis (D17) die Behandlung im Fehlerfall beshrieben. Nun sollen die
Disjunkte im Einzelnen erläutert werden. Die Disjunkte (D1) bis (D5) beshreiben die Zustände und
Transitionen bis zum getValue-Aufruf des Prozesses SensorProxy. Das Disjunkt (D6) beshreibt
den Zustand aus dem ein getValue-Aufruf an den Prozess SensorAdapter erfolgen kann. Durh das
Disjunkt (D7) wird der Zustand, der nah dem Shalten der Aktionen des Prozesses SensorAdapter
gilt, beshrieben. Das Disjunkt (D8) speziziert den Zustand nah dem getValue-Aufruf an den
Prozess Sensor. Die Disjunkte (D9) und (D10) stellen eine Beziehung zwishen den Zuständen
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Inv0
∆
=
(E1) ∃ x ∈ {"alled", "alledError"} :
(D1) (aSxsSensor ="init" ∧ urrentTrae = << >> ) ∨
(D2) (proxyxss = "allEnqueued" ∧ urrentTrae = << >> ) ∨
(D3) (proxyxss = "allDequeued" ∧ urrentTrae = fProxy["allDequeued"℄) ∨
(D4) (proxyxss = "proessed" ∧ urrentTrae = fProxy["proessed"℄) ∨
(D5) (proxyxss = "readyForCall" ∧ urrentTrae = fProxy["readyForCall"℄) ∨
(D6) (proxyxss = x ∧ adapterxsAdapter = "enqueued" ∧ adapTraeOr(x, "enqueued") ) ∨
(D7) (proxyxss = x ∧ adapterxsAdapter = "dequeued" ∧ adapTraeOr(x,"dequeued")) ∨
(D8) (proxyxss = x ∧ aSxsSensor = "enqueued" ∧ sensorTraeOr(x,"enqueued")) ∨
(D9) (proxyxss = x ∧ aSxsSensor = "dequeued" ∧ sensorTraeOr(x,"dequeued")) ∨
(D10) (proxyxss = x ∧ aSxsSensor = "proessed" ∧ sensorTraeOr(x,"proessed")) ∨
(D11) (proxyxss = x ∧ adapterxsAdapter = "returnEnqueued"
∧ adapTraeOr(x,"returnEnqueued")) ∨
(D12) (proxyxss = "returnEnqueued" ∧ urrentTrae = fProxy["returnEnqueued"℄) ∨
(D13) (proxyxss = "returnDequeued" ∧ urrentTrae = fProxy["returnDequeued"℄) ∨
(D14) (proxyxss = "readyForError" ∧ urrentTrae = fProxy["readyForError"℄) ∨
(D15) (proxyxss = "returnEnqError" ∧ urrentTrae = fProxy["returnEnqError"℄) ∨
(D16) (proxyxss = "returnDeqError" ∧ urrentTrae = fProxy["returnDeqError"℄) ∨
(D17) (proxyxss = "Error" ∧ urrentTrae = fProxy["Error"℄)
Abbildung 12.1: Die Invariante Inv0
und Transitionen her, die durh separate Sensor -Aktionen zustande kommen. Durh die Disjunkte
(D11) und (D12) wird die Beziehung zwishen den Zuständen und Transitionen für die Rükgabe
des Istwertes durh den Sensor und den Prozess SensorAdapter speziziert. Die Disjunkte (D13)
bis (D17) wiederum setzen Zustände und Transitionen in Bezug, die durh Aktionen des Prozesses
SensorProxy betreten werden. Speziell werden durh die Disjunkte (D14) bis (D17) Zustände
und Transitionen für die Fehlerbehandlung in Beziehung gesetzt. Das Disjunkt (D17) gibt für die
Zustandsvariable urrentTrae die möglihen Sequenzen im Fehlerfall an. Für Zeitübershreitungen
werden entsprehende Disjunkte aufgenommen. Der Beweis der Invariante Inv0 wird hier nur
angedeutet. Im folgenden Abshnitt wird ein detaillierterer Beweis gezeigt.
fProxy
∆
= [ p ∈ {"allEnqueued", "allDequeued", "proessed", "readyForCall",
"readyForError", "alled, "alledError", "returnEnqueued",
"returnDequeued", "returnEnqError", "returnDeqError", "Error"}
7→
IF p = "allDequeued"
THEN SubSeq(sonet, 1, 1) !
ELSE IF p = "proessed"
THEN SubSeq(sonet, 1, 2) !
ELSE IF p = "readyForCall"
THEN SubSeq(sonet, 1, 3)
ELSE IF p = "alled"
THEN SubSeq(sonet, 1, 4)
ELSE IF p = "readyForError"
THEN SubSeq(soet, 1, 3)
. . .
ELSE IF p = "returnEnqueued"
THEN SubSeq(sonet, 1, 10)
ELSE IF p = "returnDequeued"
THEN SubSeq(sonet, 1, 11)
ELSE << >>
Abbildung 12.2: Die Funktion fProxy
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12.1.2 Invariante Inv1 und deren Beweis
Die Invariante Inv1 aus Abbildung 12.3 ist ein Zustandsprädikat, das alle Zustände des Prozesses
SensorProxy beshreibt. Die einzelnen Disjunkte der Invariante Inv1 werden mit (D1) bis (D14)
bezeihnet. Mit den Disjunkten (D1) und (D2) wird das Verhalten bei einem Aufruf aus dem
SensorProxy-Prozess an den SensorAdapter -Prozess beshrieben, indem entsprehende Zustände
und Transitionen in Beziehung gesetzt werden. Die Disjunkte (D3) bis (D9) sowie (D14) beshreiben
die normale Verarbeitung durh die Aktionen des Prozesses SensorProxy, die Disjunkte (D10) bis
(D13) das Verhalten im Fehlerfall. Die Disjunkte (D10) und (D11) beshreiben das Einfügen und
Entfernen von Aufrufen im Fehlerfall. Abshlieÿend werden durh die Disjunkte (D12) und (D13)
Fehlerzustände beshrieben. Das Verhalten im Fall einer Zeitübershreitung wird in der Invariante
Inv1 niht berüksihtigt.
Im Folgenden wird die Invarianzeigenshaft 2Inv1 zunähst für das Initialisierungsprädikat
und dann für die einzelnen Aktionen des SubsystemSensor nahgewiesen. In der Invariante ndet
der Operator oneCallInQueue mit dem Argument qu Verwendung, der in Abbildung 12.4 gezeigt
ist. Dieser Operator prüft, ob genau ein Aufruf in der Warteshlange vorhanden ist.
Inv1
∆
=
(D1-D2) proxyxss = "alled" ∨ proxyxss = "alledError" ∨
(D3) ((proxyxss = "init" ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D4) (proxyxss = "allEnqueued" ∧ proxyxx = 0 ∧ oneCallInQueue(proxyxqu) ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D5) (proxyxss = "allDequeued" ∧ proxyxx ∈ Data ∧ proxyxqu = << >> ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D6) (proxyxss = "proessed" ∧ proxyxx ∈ Data ∧ proxyxqu = << >> ∧
adapterxsAdapter = "init" ∧ adapterxx = 0 ∧ adapterxqu = << >> ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D7) (proxyxss = "readyForCall" ∧ proxyxx ∈ Data ∧ proxyxqu = << >> ∧
adapterxsAdapter = "init" ∧ adapterxx = 0 ∧ adapterxqu = << >> ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ adapterxx = 0 ∧ aSxx = 0) ∨
(D8) (proxyxss = "readyForError" ∧ proxyxx ∈ Data ∧ proxyxqu = << >> ∧
adapterxsAdapter = "init" ∧ aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D9) (proxyxss = "returnEnqueued" ∧ proxyxx ∈ Data ∧ oneCallInQueue(proxyxqu) ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D10) (proxyxss = "returnDeqError" ∧ proxyxx ∈ Data ∧ oneCallInQueue(proxyxqu) ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D11) (proxyxss = "returnEnqError" ∧ proxyxx ∈ Data ∧ oneCallInQueue(proxyxqu) ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0) ∨
(D12) (proxyxss = "Error" ∧ proxyxx ∈ Data ∧ (proxyxqu = << >> ∨
proxyxqu = <<"Error">> ) ∧ adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧
adapterxx = 0 ∧ aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx=0) ∨
(D13) (proxyxss = "Error" ∧ proxyxx = 0 ∧ (proxyxqu =
<< >> ∨ proxyxqu = <<"Error">> ∨ oneCallInQueue(proxyxqu)) ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx=0) ∨
(D14) (proxyxss = "returnDequeued" ∧ proxyxx ∈ Data ∧ proxyxqu = << >> ∧
adapterxsAdapter = "init" ∧ adapterxqu = << >> ∧ adapterxx = 0 ∧
aSxsSensor = "init" ∧ aSxqu = << >> ∧ aSxx = 0)))
Abbildung 12.3: Die Invariante Inv1
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oneCallInQueue(qu)
∆
= Head(qu) ∈ Data ∧ Tail(qu) = << >>
Abbildung 12.4: Der Operator oneCallInQueue
Das Initialisierungsprädikat Init des gesamten SubsystemSensor muss Inv1 implizieren, al-
so (12.1) gelten.
Init⇒ Inv1(D3) (12.1)
Dies gilt wegen des Disjunktes (D3) in der folgenden Implikation:
∧ proxyxx = 0 ∧ proxyxx = 0
∧ proxyxqu = << >> ∧ proxyxqu = << >>
∧ proxyxss = "init" ∧ proxyxss = "init"
∧ adapterxx = 0 ∧ adapterxx = 0
∧ adapterxqu = << >> ⇒ ∧ adapterxqu = << >>
∧ adapterxsAdapter = "init" ∧ adapterxsAdapter = "init"
∧ aSxqu = << >> ∧ aSxqu = << >>
∧ aSxx = 0 ∧ aSxx = 0
∧ aSxsSensor = "init" ∧ aSxsSensor = "init"
∧ urrentTrae = << >>
∧ hqu = << >>; ! Hilfsvariable für Refinement-Mapping
Weiterhin muss für alle Aktionen Ai von SubsystemSensor Ai ∧ Inv1 ⇒ Inv1′ nahgewie-
sen werden. Bei der Aktion valueToProxy aus Abbildung 12.5 wird dies gezeigt. Hier ist für alle
(Di) i ∈ {1, 2, . . . , 14} \ {3} die linke Seite der Implikation falsh, weil diese Disjunkte alle
im Widerspruh zur Shaltbedingung enabled(valueToProxy(d)) stehen. Damit gilt trivialerweise
∃d ∈ V alueToProxy(d) ∧ Inv1(Di) ⇒ ∃ d ∈ Data Inv1′(Di).
Das Disjunkt (D3) der Invariante Inv1 führt zum Shalten der Aktion (s. (12.2)), da die Vorbe-
dingung erfüllt wird. Nah dem Shalten der Aktion gilt das Disjunkt (D4) von Inv1, da die Aktion
die Eekte proxyxss′ =′′ callEnqueued′′ und proxyxqu′ = Append(proxyxqu, d) besitzt. Da das
Disjunkt (D4) von Inv1 gültig ist, gilt auh Inv1 '(D4).
∃d ∈ Data : V alueToProxy(d)(K1) ∧ Inv1(D3) ⇒ ∃d ∈ Data : Inv1′(D4) (12.2)
Die TLA Regel INV2 ndet Verwendung, um eine weitere Invariante zum Beweis  hier Inv0
 heranzuziehen. Die Aktion ProxyDequeue aus Abbildung 12.6 ist bei den drei Disjunkten (D4),
(D9) und (D11) von Inv1 shaltbereit. Alle anderen Disjunkte (Di) i ∈ {1, 2, . . . , 14} \ {4, 9, 11}
erfüllen die Shaltbedingung niht. Aus der Invariante Inv1 erkennt man, sobald die Aktion durh
das Disjunkt (D4) von Inv1 shaltbereit wird, ist nah dem Shalten von ProxyDequeue (D5) von
Inv1 erfüllt. Wenn durh (D9) von Inv1 die Aktion shaltbereit wird, ist nah dem Shalten (D14)
von Inv1 erfüllt. Für den Fall, dass (D11) von Inv1 vor dem Shalten erfüllt ist, gilt nah dem
Shalten (D10). Daher gelten die Implikationen (12.3), (12.4) und (12.5) unter der Annahme, dass
(D2), (D12) und (D15) von Inv0 gültig sind.
ProxyDequeue(K1,K2,K3) ∧ Inv0(D2) ∧ Inv1(D4) ⇒ Inv1′(D5) (12.3)
ProxyDequeue(K1,K2,K3) ∧ Inv0(D12) ∧ Inv1(D9) ⇒ Inv1′(D14) (12.4)
ProxyDequeue(K1,K2,K3) ∧ Inv0(D15) ∧ Inv1(D11) ⇒ Inv1′(D10) (12.5)
Die Aktion ProxyProess aus Abbildung 12.7 wird mittels des Disjunktes (D5) der Invariante
Inv1 shaltbereit.
Nah dem Shalten der Aktion gilt:
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ValueToProxy(d : Data)
∆
=
∧ proxyxss = "init"
∧ proxyxss ′ = "allEnqueued"
∧ proxyxqu ′ = Append(proxyxqu, d)
∧ hqu ′ = Append(proxyxqu, d)
∧ UNCHANGED proxyxx
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED urrentTrae;
Abbildung 12.5: Die Aktion ValueToProxy
ProxyProcess(K1,K2,K3) ∧ Inv0(D3) ∧ Inv1(D5) ⇒ Inv1′(D6) (12.6)
Bei den übrigen Disjunkten von Inv1 ist  mit Ausnahme von (D5)  die linke Seite der Implika-
tion (12.6) falsh, weshalb die Implikation gültig ist.
Die Aktion setCall1, die in Abbildung 12.8 gezeigt ist, wird durh das Disjunkt (D6) von Inv1
und das Disjunkt (D4) von Inv0 shaltbereit. Durh die linke Seite der Implikation gilt  dann
unter Anwendung der TLA Regel INV2  nah dem Shalten Inv1′(D7) also:
setCall1(K1,K2,K3) ∧ Inv0(D4) ∧ Inv1(D6) ⇒ Inv1′(D7) (12.7)
Für alle übrigen Disjunkte mit Ausnahme von (D6) von Inv1 ist die linke Seite der Implikation
(12.7) falsh.
Das Disjunkt (D6) von Inv1 bewirkt, dass die Aktion setCall2 gemäÿ Abbildung 12.9 shalt-
bereit wird. Im Anshluss an das Shalten von setCall2 gilt (D8). Die Aktion setCall2 wird durh
das Disjunkt (D6) von Inv1 und das Disjunkt (D4) von Inv0 shaltbereit. Nah dem Shalten der
Aktion gilt dann Inv1′(D8), also:
setCall2(K1,K2,K3) ∧ Inv0(D4) ∧ Inv1(D6) ⇒ Inv1′(D8) (12.8)
Bei den übrigen Disjunkten (Di) i ∈ {1 . . . 14} \ {6} ist die linke Seite der Implikation (12.8)
niht erfüllt.
ProxyDequeue(EO : String)
∆
=
∧ EO = "O2.ationDequeue"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ (proxyxss = "allEnqueued" ∨ proxyxss = "returnEnqueued"
∨ proxyxss = "returnEnqError" ∨ proxyxss = "returnEnqTimeout")
∧ proxyxss ′ = IF(proxyxss = "allEnqueued")
THEN "allDequeued"
ELSE IF proxyxss = "returnEnqueued"
THEN "returnDequeued"
ELSE IF proxyxss = "returnEnqError"
THEN "returnDeqError"
ELSE "returnDeqTimeout"
∧ proxyxx ′ = Head(proxyxqu)
∧ proxyxqu ′ = Tail(proxyxqu)
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANFGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.6: Die Aktion ProxyDequeue
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ProxyProess(EO : String)
∆
=
∧ EO = "O2.ationProess"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "allDequeued"
∧ proxyxss ′ = "proessed"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxqu, proxyxx, proxyxss〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.7: Die Aktion ProxyProess
setCall1(EO : String)
∆
=
∧ EO = "O2.ationSetCall1"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "proessed"
∧ proxyxss ′ = "readyForCall"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.8: Die Aktion setCall1
Durh das Disjunkt (D8) von Inv1 wird die Aktion ProxyError1 aus der Abbildung 12.10
shaltbereit. Nah dem Shalten gilt Inv1′(D12).
ProxyError1(K1,K2,K3) ∧ Inv0(D14) ∧ Inv1(D8) ⇒ Inv1′(D12) (12.9)
Für alle übrigen Disjunkte (Di) i ∈ {1, . . . , 14}\{8} ist die linke Seite der Implikation (12.9) niht
erfüllt.
Die in Abbildung 12.11 gezeigte Aktion ProxyError3 wird shaltbereit, wenn Inv1(D11) gilt.
Nah dem Shalten der Aktion gilt das Disjunkt (D12) oder (D13) von Inv1.
ProxyError3(K1,K2,K3) ∧ Inv0(D15) ∧ Inv1(D11) ⇒ Inv1′(D12 oder D13) (12.10)
Für alle übrigen Disjunkte (Di) i ∈ {1, . . . , 14}\{11} ist die linke Seite der Implikation falsh.
Bei der in Abbildung 12.12 gezeigten Aktion ProxyError4 führt das Disjunkt (D11) von Inv1
zur Shaltbereitshaft. Nah dem Shalten der Aktion gilt das Disjunkt (D12) oder (D13) von Inv1.
setCall2(EO : String)
∆
=
∧ EO = "O2.ationSetCall2"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "proessed"
∧ proxyxss ′ = "readyForError"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.9: Die Aktion setCall2
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ProxyError1(EO : String)
∆
=
∧ EO = "O2.ationError1"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "readyForError"
∧ aSxqu ′ = << >>
∧ aSxsSensor ′ = "init"
∧ aSxx ′ = 0
∧ adapterxsAdapter ′ = "init"
∧ adapterxqu ′ = << >>
∧ adapterxx ′ = 0
∧ proxyxss ′ = "Error"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED hqu;
Abbildung 12.10: Die Aktion ProxyError1
ProxyError3(EO : String)
∆
=
∧ EO = "O2.ationError3"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "returnEnqError"
∧ proxyxss ′ = "Error"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.11: Die Aktion ProxyError3
ProxyError4(K1,K2,K3) ∧ Inv0(D16) ∧ Inv1(D10) ⇒ Inv1′(D12 oder D13) (12.11)
Für alle übrigen Disjunkte (Di) i ∈ {1, . . . , 14} \ {10} von Inv1 ist die linke Seite der Impli-
kation (12.11) falsh.
Die Argumentation bzgl. der Korrektheit der Invariante Inv1 wird für die Aktionen Proxy-
Timeout1, ProxyTimeout2, ProxyTimeout3 und ProxyTimeout4 wegen der Symmetrie von den
Error -Aktionen zu den Timeout-Aktionen niht wiederholt.
Sämtlihe SensorAdapter -Aktionen Akti mit Ausnahme der Aktion enqueue des Prozesses
SensorAdapter bewirken, dass Inv1 ∧ Akti ⇒ Inv1′ gilt. Wegen Inv1 ∧ Akti = False wird keine
der Aktionen durh Inv1 shaltbereit.
Auh alle Aktionen Akti des Prozesses Sensor bewirken, dass Inv1 ∧ Akti ⇒ Inv
′
gilt, da
Inv1 ∧Akti = False und keine der Aktionen durh Inv1 shaltbereit werden kann.
12.1.3 Beweis der Invariante Inv2
In diesem Abshnitt wird die Invarianzeigenshaft 2Inv2 der Invariante Inv2 aus Abbildung 12.13
bewiesen. Hierfür sind die Werte unmittelbar vor bzw. nah dem Shalten einer Aktion des Prozes-
ses SensorAdapter von besonderem Interesse. Mit dem Existenzquantor in (E1) wird die Variable
y, die die Werte ReadyForCall und ReadyForError annehmen darf, in dem folgenden Disjunkt
(D6) gebunden. Durh den Existenzquantor (E2) wird die Variable x in den Disjunkten (D7) bis
(D10) gebunden. Sie darf die Werte alledError und Error annehmen. Durh das Disjunkt (D6)
wird der Zustand vor dem Shalten der Aktion ValueToAdapter angegeben. Mit den Disjunkten
(D7) bis (D10) werden die Zustandsänderungen durh die Aktionen des Prozesses SensorAdapter
verursaht, wenn für die Zustandsvariable des SensorProxy-Prozesses proxyxss =′′ called′′ bzw.
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ProxyError4(EO : String)
∆
=
∧ EO = "O2.ationError4"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "returnDeqError"
∧ proxyxss ′ = "Error"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.12: Die Aktion ProxyError4
proxyxss =′′ calledError′′ gilt. Weiterhin wird mit dem Disjunkt (D8) der Zustand vor dem Shal-
ten der Aktion AdapterDequeue bei dem der Aufruf in die Warteshlange des Prozesses Sensor-
Adapter aufgenommen worden ist, beshrieben. Durh das Disjunkt (D9) wird der getValue-Aufruf
an den Prozess Sensor speziziert, der durh die Aktion ValueToSensor vorgenommen wird. Das
Disjunkt (D10) behandelt die Zustandsänderung, die durh die Aktion ReturnFromAdapter des
Prozesses SensorAdapter verursaht wird.
Es muss Inv2 für das Initialisierungsprädikat Init erfüllt sein, was wegen (D5) von Inv2 in
(12.12) gilt.
Init⇒ Inv2(D5) (12.12)
Inv2
∆
=
(D1-D2) ∨ (proxyxss = "ReadyForError" ∨ proxyxss = "returnEnqError"
(D3-D5) ∨ proxyxss = "returnEnqueud" ∨ proxyxss = "Error" ∨ aSxsSensor = "init")
(E1) ∨ ∃ y ∈ {"ReadyForCall", "ReadyForError"} :
(E2) ∨ ∃ x ∈ {"alled", "alledError"} :
(D6) ∨ (proxyxss = y ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "init" ∧ adapterxx = 0 ∧ adapterxqu = << >> ∧
aSxsSensor = "init" ∧ aSxx = 0 ∧ aSxqu = << >>)
(D7) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "enqueued" ∧ adapterxx = 0 ∧ oneCallInQueue(adapterxqu) ∧
aSxsSensor = "init" ∧ aSxx = 0 ∧ aSxqu = << >>)
(D8) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "dequeued" ∧ adapterxx ∈ Data ∧ adapterxqu = << >> ∧
aSxsSensor = "init" ∧ aSxx = 0 ∧ aSxqu = << >>)
(D9) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "alled" ∧ adapterxx ∈ Data ∧ adapterxqu = << >>
(D10) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "returnEnqueued" ∧ adapterxx ∈ Data ∧
oneCallInQueue(adapterxqu) ∧ aSxsSensor = "init" ∧ aSxx = 0 ∧ aSxqu = << >>))
Abbildung 12.13: Die Invariante Inv2
Die Aktion ProxyError2 aus Abbildung 12.14, wird mittels der Disjunkte (D7), D(8), (D9) und
(D10) der Invariante Inv2 shaltbereit, falls x =′′ calledError′′ gilt. In allen Fällen gilt nah dem
Shalten dieser Aktion (D4) von Inv2.
ProxyError2(K1,K2,K3) ∧ Inv0(D6) ∧ Inv2(D7) ⇒ Inv2(D4) (12.13)
ProxyError2(K1,K2,K3) ∧ Inv0(D7) ∧ Inv2(D8) ⇒ Inv2(D4) (12.14)
ProxyError2(K1,K2,K3) ∧ Inv0(D8) ∧ Inv2(D9) ⇒ Inv2(D4) (12.15)
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ProxyError2
∆
=
∧ EO = "O2.ationError2"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "alledError"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ aSxqu ′ = << >>
∧ aSxsSensor ′ = "init"
∧ aSxx ′ = 0
∧ adapterxsAdapter ′ = "init"
∧ adapterxqu ′ = << >>
∧ adapterxx ′ = 0
∧ proxyxqu ′ = Append(proxyxqu, "Error")
∧ proxyxss ′ = "Error"
∧ UNCHANGED proxyxx
∧ UNCHANGED hqu;
Abbildung 12.14: Die Aktion ProxyError2
ValueToAdapter(d : Data, EO : String)
∆
=
∧ EO = "O2.ationCall"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ (proxyxss = "readyForCall" ∨
proxyxss = "readyForError" ∨
proxyxss = "readyForTimeout")
∧ adapterxsAdapter = "init"
∧ adapterxsAdapter ′ = "enqueued"
∧ adapterxqu ′ = Append(adapterxqu, d)
∧ proxyxss ′ = IF proxyxss = "readyForTimeout"
THEN "alledTimeout"
ELSE IF proxyxss = "readyForError"
THEN "alledError"
ELSE "alled"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED adapterxx
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.15: Die Aktion ValueToAdapter
ProxyError2(K1,K2,K3) ∧ Inv0(D11) ∧ Inv2(D10) ⇒ Inv2(D4) (12.16)
Bei den übrigen Disjunkten (Di) i ∈ {1, . . . , 10} \ {7, 8, 9, 10} von Inv2 ist die linke Seite der
Implikationen (12.13), (12.14), (12.15), (12.16) falsh.
Die in der Abbildung 12.15 angegebene Aktion ValueToAdapter wird durh das Disjunkt (D6)
von Inv2 für alle Belegungen der Variable x shaltbereit.
∃d ∈ Data : V alueToAdapter(d)(K1,K2,K3,K4) ∧ Inv0(D5, D14) ∧ Inv2(D6) ⇒ Inv2′(D7)
(12.17)
Die Aktion AdapterDequeue (s. Abbildung 12.16) ist bei der Invariante Inv2 für das Disjunkt
(D7) shaltbereit. Nah dem Shalten der Aktion AdapterDequeue gilt Inv2′(D8).
AdapterDequeue(K1,K2,K3) ∧ Inv0(D6) ∧ Inv2(D7) ⇒ Inv2′(D8) (12.18)
187
AdapterDequeue(EO : String)
∆
=
∧ EO = "O3.ationDequeue"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ adapterxsAdapter = "enqueued"
∧ adapterxsAdapter ′ = "dequeued"
∧ adapterxx ′ = Head( adapterxqu )
∧ adapterxqu ′ = Tail( adapterxqu )
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxss, proxyxqu,proxyxx〉
∧ UNCHANGED 〈aSxsSensor, aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.16: Die Aktion AdapterDequeue
Bei der in Abbildung 12.17 gezeigten Aktion ValueToSensor verursaht das Disjunkt (D8), das
Shalten der Aktion. Falls (D8) vor dem Shalten gilt, gilt nah dem Shalten (D9) von Inv2.
∃d ∈ Data : V alueToSensor(d)(K1,K2,K3,K4) ∧ Inv0(D8) ∧ Inv2(D8)
⇒ ∃d ∈ Data : Inv2′(D9)
(12.19)
Für alle übrigen Disjunkte (Di) i ∈ {1, . . . , 10} \ {8} ist die linke Seite der Implikation falsh.
Die in der Abbildung 12.18 angegebene Aktion ReturnFromAdapter wird durh das Disjunkt
(D10) von Inv2 shaltbereit. Falls das Disjunkt (D10) von Inv2 das Shalten ausgelöst hat, gilt
nah dem Shalten das Disjunkt (D2) oder das Disjunkt (D3).
∃ d ∈ Data : ReturnFromAdapter(d)(K1,K2,K3,K4) ∧ Inv0(D11) ∧ Inv2(D10)
⇒ ∃ d ∈ Data : Inv2′(D2 oder D3)
(12.20)
Für alle übrigen Disjunkte (Di) i ∈ {1, . . . , 10}\{10} ist die linke Seite der Implikation (12.20)
falsh.
Sämtlihe SensorProxy-Aktionen Akti  mit Ausnahme der Aktionen ValueToAdapter und
ProxyError2  bewirken, dass Inv2 ∧ Akti ⇒ Inv1
′
, da keine der Aktionen durh Inv2 shalten
darf, weil die linke Seite der Implikation falsh ist.
Die Aktion ValueToSensor, die mit dem Prozess Sensor in Verbindung steht, wird als einzige
durh die Invariante Inv2 shaltbereit.
ValueToSensor(d : Data, EO : String)
∆
=
∧ EO = "O3.ationCall"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ adapterxsAdapter = "dequeued"
∧ aSxsSensor = "init"
∧ aSxsSensor ′ = "enqueued"
∧ aSxqu ′ = Append( aSxqu,d )
∧ adapterxsAdapter ′ = "alled"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxss, proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxqu, adapterxx〉
∧ UNCHANGED aSxx
∧ UNCHANGED hqu;
Abbildung 12.17: Die Aktion ValueToSensor
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ReturnFromAdapter(d : Data, EO : String)
∆
=
∧ EO = "O3.ationReturn"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ d = Head( adapterxqu)
∧ adapterxsAdapter = "returnEnqueued"
∧ adapterxsAdapter ′ = "init"
∧ adapterxx ′ = 0
∧ adapterxqu ′ = Tail(adapterxqu)
∧ proxyxqu ′ = Append(proxyxqu, d)
∧ proxyxss ′ = IF proxyxss = "alled"
THEN "returnEnqueued"
ELSE IF proxyxss = "alledError"
THEN "returnEnqError"
ELSE "returnEnqTimeout"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED proxyxx
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.18: Die Aktion ReturnFromAdapter
12.1.4 Invariante Inv3 und deren Beweis
In diesem Abshnitt soll die Korrektheit der Invariante Inv3 (s. Abbildung 12.20) also 2Inv3
gezeigt werden. Die Invariante Inv3 besteht aus 18 Disjunkten. Die Disjunkte (D1) bis (D11) set-
zen alle Zustände und Transitionen in Beziehung, die durh Aktionen des Prozesses SensorProxy
auftreten. Durh die Disjunkte (D12) bis (D14) werden die Zustände speziziert, die durh die
Aktionen des Prozesses SensorAdapter betreten werden, wenn proxyxss =′′ called′′ gilt. Der Exis-
tenzquantor in (E1) beshreibt die zulässigen Werte für die Zustandsvariable proxyxs mittels der
gebundenen Variable x. Durh das Disjunkt (D15) werden die Zustände, die vor dem Shalten der
Aktion ValueToSensor gelten, beshrieben. Das Disjunkt (D16) beshreibt die Zustände in denen
der getValue-Aufruf in der Warteshlange des Sensor -Prozesses enthalten ist, die vor dem Shal-
ten der Aktion SensorDequeue gelten. Durh das Disjunkt (D17) werden die Zustände, die vor
dem Shalten der Aktion SensorProess gelten, speziziert. Durh das Disjunkt (D18), werden die
möglihen Zustände behandelt, die vor dem Shalten der Aktion ReturnFromSensor gelten.
Für das Initialisierungsprädikat Init muss gelten, dass Inv3 impliziert wird. Dies gilt trivialer-
weise wegen (D15) in (12.21).
Init⇒ Inv3(D15) (12.21)
Die Aktion ProxyError2, die in Abbildung 12.14 gezeigt ist, wird durh die Disjunkte (D16),
SensorDequeue(EO : String)
∆
=
∧ EO = "O4.ationDequeue"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ aSxsSensor = "enqueued"
∧ aSxsSensor ′ = "dequeued"
∧ aSxqu ′ = Tail(aSxqu)
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxqu, proxyxss, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED aSxx
∧ UNCHANGED hqu;
Abbildung 12.19: Die Aktion SensorDequeue
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Inv3
∆
=
(D1-3) ∨ proxyxss = "init" ∨ proxyxss = "allEnqueued" ∨ proxyxss = "allDequeued"
(D4-D6) ∨ proxyxss = "proessed" ∨ proxyxss = "readyForCall" ∨ proxyxss = "readyForError"
(D7-D8) ∨ proxyxss = "returnEnqError" ∨ proxyxss = "returnDeqError"
(D9-D11) ∨ proxyxss = "returnDequeued" ∨ proxyxss = "Error" ∨ proxyxss = "returnEnqueued"
(D12-D13)∨ adapterxsAdapter = "enqueued" ∨ adapterxsAdapter = "dequeued"
(D14) ∨ adapterxsAdapter = "returnEnqueued"
(E1) ∨ ∃ x ∈ {"alled", "alledError"} :
(D15) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "dequeued" ∧ adapterxx ∈ Data ∧ adapterxqu = << >> ∧
aSxsSensor = "init" ∧ aSxx = 0 ∧ aSxqu = << >>))
(D16) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "alled" ∧ adapterxx ∈ Data ∧ adapterxqu = << >> ∧
aSxsSensor = "enqueued" ∧ aSxx = 0 ∧ oneCallInQueue(aSxqu))
(D17) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "alled" ∧ adapterxx ∈ Data ∧ adapterxqu = << >> ∧
aSxsSensor = "dequeued" ∧ aSxx ∈ Data ∧ aSxqu = << >>)
(D18) ∨ (proxyxss = x ∧ proxyxx = 0 ∧ proxyxqu = << >> ∧
adapterxsAdapter = "alled" ∧ adapterxx ∈ Data ∧ adapterxqu = << >> ∧
aSxsSensor = "proessed" ∧ aSxx ∈ Data ∧ aSxqu = << >> ))
Abbildung 12.20: Die Invariante Inv3
D(17), (D18) shaltbereit. In allen Fällen gilt nah dem Shalten das Disjunkt (D10) von Inv2.
ProxyError2(K1,K2,K3) ∧ Inv0(D8) ∧ Inv3(D16) ⇒ Inv3′(D10) (12.22)
ProxyError2(K1,K2,K3) ∧ Inv0(D9) ∧ Inv3(D17) ⇒ Inv3′(D10) (12.23)
ProxyError2(K1,K2,K3) ∧ Inv0(D10) ∧ Inv3(D18) ⇒ Inv3′(D10) (12.24)
Für alle übrigen Disjunkte (Di) i ∈ {1, . . . , 18} \ {16, 17, 18} ist die linke Seite der Implikationen
(12.22), (12.35), (12.36) falsh.
Die in Abbildung 12.19 dargestellte Aktion SensorDequeue kann shalten, sobald das Disjunkt
(D16) von Inv3 gilt. Nah dem Shalten von SensorProess gilt das Disjunkt (D17) von Inv3.
SensorDequeue(K1,K2,K3) ∧ Inv0(D8) ∧ Inv3(D16) ⇒ Inv3′(D17) (12.25)
Mit Ausnahme des Disjunktes (D16) von Inv3 ist die linke Seite der Implikation (12.25) niht
erfüllbar.
Die in Abbildung 12.21 dargestellte Aktion SensorProess wird shaltbereit, sobald das Disjunkt
(D17) von Inv3 gilt. Nah dem Shalten von SensorProess gilt das Disjunkt (D18) von Inv3.
SensorProcess(K1,K2,K3) ∧ Inv0(D9) ∧ Inv3(D17) ⇒ Inv3′(D18) (12.26)
SensorProess(EO : String)
∆
=
∧ EO = "O4.ationProess"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ aSxsSensor = "dequeued"
∧ aSxsSensor ′ = "proessed"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxss, proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxx〉
∧ UNCHANGED hqu;
Abbildung 12.21: Die Aktion SensorProess
190
Für alle übrigen Disjunkte  auÿer dem Disjunkt (D17)  ist die linke Seite der Implikation (12.26)
falsh.
ReturnFromSensor(d : Data, EO : String)
∆
=
∧ EO = "O4.ationReturn"
∧ d = aSxx
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ aSxsSensor = "proessed"
∧ adapterxsAdapter = "alled"
∧ aSxsSensor ′ = "init"
∧ aSxx ′ = 0
∧ adapterxqu ′ = Append( adapterxqu, d)
∧ adapterxsAdapter ′ = "returnEnqueued"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxss, proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxx, aSxqu〉;
∧ UNCHANGED hqu;
Abbildung 12.22: Die Aktion ValueFromSensor
Bei der in Abbildung 12.22 gezeigten Aktion ReturnFromSensor führt das Disjunkt (D18) von
Inv3 zur Shaltbereitshaft. Nah dem Shalten der Aktion gilt dann das Disjunkt (D14) von Inv3 :
ReturnFromSensor(K1,K2,K3,K4,K5) ∧ Inv0(D10) ∧ Inv3(D18) ⇒ Inv3′(D14) (12.27)
Die Invariante bewirkt durh die Disjunkte (D1) bis D(11) von Inv3, dass sämtlihe Sensor-
Proxy-Aktionen shaltbereit werden können.
Alle Aktionen des Prozesses SensorAdapter werden durh die Invariante Inv3 wegen der Dis-
junkte (D12) bis (D14) shaltbereit.
12.1.5 Beweis der Verfeinerung für SubsystemSensor
Nun soll die Verfeinerung des Feinsystems SubsystemSensor mit den Prozessen SensorProxy,
SensorAdapter und Sensor aus Abshnitt 11.2 und dem Grobsystem  bestehend aus dem Prozess
abstratSensor aus Abshnitt 10.2  betrahtet werden.
Um zu zeigen, dass ein Feinsystem FS ein Grobsystem GS implementiert, muss FS ⇒ GS
gezeigt werden (s. Kapitel 5), wobeiGS die Formel vonGS beshreibt, in der alle Zustandsvariablen
durh entsprehende Zustandsfunktionen auf den Zustandsvariablen von FS substituiert werden.
Dies beweist die Shrittsimulation InitFS ⇒ InitGS und NextFS ⇒ NextGS. Für jede Aktion
des Feinsystems muss gezeigt werden, dass sie eine Aktion des Grobsystems impliziert bzw. zu
einem Stottershritt führt. Die verwendeten Zustandsfunktionen nennt man  wie in Abshnitt 5.5
angegeben  ein Renement Mapping (Verfeinerungsabbildung).
Im Folgenden ist die Verfeinerungsabbildung RM1 zwishen den Zustandsvariablen des Sub-
systemSensor und dem Prozess abstratSensor durh die Zustandsfunktionen ox, ostate, oqu und
ourrentTrae angegeben. Bei der Zustandsfunktion oqu wird die Historienvariable hqu, die den ur-
sprünglih an den Prozess SensorProxy übergebenen Aufruf enthält, für die spätere Verarbeitung
zwishengespeihert. Die Zustandsfunktion oqu erhält in Abhängigkeit vom Zustand den Wert hqu
bzw. << >>.
ox
∆
= proxyxx
ostate
∆
=
(R1)CASE proxyxss = "init" ∧ aSxsSensor ="init" ∧ aSxsSensor = "init"
→ "init"
(R2)CASE proxyxss = "allEnqueued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "enqueued"
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(R3)CASE proxyxss = "allDequeued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "enqueued"
(R4)CASE proxyxss = "proessed" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "enqueued"
(R5)CASE proxyxss = "readyForCall" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "enqueued"
(R6)CASE proxyxss = "alled" ∧ adapterxsAdapter = "enqueued" ∧ aSxsSensor = "init"
→ "enqueued"
(R7)CASE proxyxss = "alled" ∧ adapterxsAdapter = "dequeued" ∧ aSxsSensor = "init"
→ "enqueued"
(R8)CASE proxyxss = "alled" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "enqueued"
→ "enqueued"
(R9)CASE proxyxss = "alled" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "dequeued"
→ "dequeued"
(R10)CASE proxyxss = "alled" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "proessed"
→ "proessed"
(R11)CASE proxyxss = "alled" ∧ adapterxsAdapter = "returnEnqueued" ∧ aSxsSensor = "init"
→ "proessed"
(R12)CASE proxyxss = "returnEnqueued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "proessed"
(R13)CASE proxyxss = "returnDequeued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "proessed"
(R14)CASE proxyxss = "readyForError" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "enqueued"
(R15)CASE proxyxss = "alledError" ∧ adapterxsAdapter = "enqueued" ∧ aSxsSensor = "init"
→ "enqueued"
(R16)CASE proxyxss = "alledError" ∧ adapterxsAdapter = "dequeued" ∧ aSxsSensor = "init"
→ "enqueued"
(R17)CASE proxyxss = "alledError" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "enqueued"
→ "enqueued"
(R18)CASE proxyxss = "alledError" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "dequeued"
→ "dequeued"
(R19)CASE proxyxss = "alledError" ∧ adapterxsAdapter = "alled"
∧ aSxsSensor = "proessed"
→ "proessed"
(R20)CASE proxyxss = "alledError" ∧ adapterxsAdapter = "returnEnqueued"
∧ aSxsSensor = "init" → "proessed"
(R21)CASE proxyxss = "returnDeqError" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "proessed"
(R22)CASE proxyxss = "returnEnqError" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "proessed"
(R23)CASE proxyxss = "Error" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init"
→ "Error"
oqu
∆
= IF(aSxsSensor = "dequeued" ∨ aSxsSensor = "proessed")
THEN << >>
ELSE IF(proxyxss = "allEnqueued" ∨ proxyxss = "allDequeued" ∨
proxyxss = "proessed" ∨ proxyxss = "readyForCall" ∨
proxyxss = "alled" ∨ adapterxsAdapter = "dequeued" ∨
adapterxsAdapter = "alled" ∨ proxyxss = "alledError" )
THEN hqu
ELSE << >>
ourrentTrae
∆
= im Anhang D.6 angegeben
Die Tabelle 12.1 gibt die Zustände der normalen Verarbeitung an, für die 〈N〉f gilt. Die Stot-
tershritte werden separat im Text erläutert. Jede Zeile dieser Tabelle setzt einen Zustand des
Feinsystems mit einem Zustand des Grobsystems in Beziehung. Dazu wird jede Zeile numme-
riert. Anshlieÿend werden die Feinsystem-Aktionen, für die der behandelte Zustand eine Vor-
bzw. Nahbedingung bildet, angegeben. In der folgenden Spalte wird die Wertebelegung für die
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Zustandsvariablen des betrahteten Zustandes angegeben. Die folgende Spalte gibt die Nummer
des Falles für die Abbildung der Zustandsfunktion ostate an. Für den zugehörigen Zustand des
Grobsystems werden in der folgenden Spalte die Aktionen, für die der betrahtete Zustand ei-
ne Vor- bzw. Nahbedingung ist, angegeben. In der letzten Spalte werden die Wertebelegungen
der Zustandsvariablen für den zugehörigen Zustand des Grobsystems angegeben. Für die Werte-
belegungen der Zustandsvariable urrentTrae und der Zustandsfunktion ourrentTrae werden
Abkürzungen eingeführt, da diese Traes sehr lang sind. Für das Feinsystem werden diese Traes
mit den Bezeihnern ft1 bis ft11 bezeihnet. Ebenso werden für das Grobsystem die Traes gt1 bis
gt11 eingeführt.
Die Tabelle 12.2 besitzt den gleihen Aufbau wie die Tabelle 12.1, behandelt aber die fehler-
behaftete Verarbeitung. Auf der Basis der Tabellen werden die Argumentationen für den Beweis
der Implikation einer Grobsystem-Aktion durh eine Feinsystem-Aktion geführt. Die Tabelle 12.2
Nr. Bed.
f. FS-
Aktion
Wertebelegung der Zustandsva-
riablen des FS
ostate Bed.
f. GS-
Aktion
Wertebelegung der Zu-
standsvariablen des GS
1 VB
Proxy-
Enqueue


proxyxss =′′ init′′
proxyxqu =<<>>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ init′′
aSxsSensor =′′ init′′
aSxqu =<<>>
currentT race = ft1


(R1) VB En-
queue


ostate =′′ init′′
oqu =<<>>
ox = rand(1)
ocurrentT race = gt1


2 NB
Proxy-
Enqueue
VB
Proxy-
Dequeue


proxyxss =′′ enqueued′′
proxyxqu =<< d >>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ init′′
aSxsSensor =′′ init′′
aSxqu =<<>>
currentT race = ft2


(R2) NB En-
queue
VB De-
queue


ostate =′′ enqueued′′
oqu =<< d >>
ox = rand(1)
ocurrentT race = gt2


3 NB
Sensor-
Dequeue
VB
Sensor-
Proess


proxyxss =′′ called′′
proxyxqu =<<>>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ init′′
aSxsSensor =′′ init′′
aSxqu =<<>>
currentT race = ft3


(R3) VB
Proess
NB De-
queue


ostate =′′ dequeued′′
oqu =<< >>
ox = rand(1)
ocurrentT race = gt3


4 NB
Sensor-
Proess


proxyxss =′′ called′′
proxyxqu =<<>>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ called′′
aSxsSensor =′′ processed′′
aSxqu =<<>>
currentT race = ft4


(R10) NB
Proess


ostate =′′ processed′′
oqu =<< d >>
ox = d
ocurrentT race = gt4


Tabelle 12.1: Die wesentlihen Zustände der normalen Verarbeitung und deren Abbildung
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Nr. Bed.
f. FS-
Aktion
Wertebelegung der Zustandsvari-
ablen des FS
ostate Bed.
f. GS-
Aktion
Wertebelegung der Zu-
standsvariablen des GS
1 VB
Proxy-
Error1


proxyxss =′′ readyForError′′
proxyxqu =<<>>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ init′′
aSxsSensor =′′ init′′
aSxqu =<<>>
currentT race = ft6


(R14) VB
Enqueue-
Error


ostate =′′ enqueued′′
oqu =<< >>
ox = rand(1)
ocurrentT race = gt6


2 VB
Proxy-
Error2


proxyxss =′′ calledError′′
proxyxqu =<<>>
proxyxx = 0
adapterxqu =<<>> ∨
<< d >>
adapterxsAdapter = s1
aSxsSensor = s2
aSxqu =<<>> ∨ << d >>
currentT race = ft7


(R15)-
(R20)


ostate = s3
oqu =<<>>
ox = rand(1)
ocurrentT race = gt7


3 VB
Proxy-
Error3


proxyxss =′′ returnEnqError′′
proxyxqu =<< d >>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ init′′
aSxsSensor =′′ init′′
aSxqu =<<>>
currentT race = ft8


(R22) VB
Proess-
Error


ostate =′′ processed′′
oqu =<<>>
ox = rand(1)
ocurrentT race = gt8


4 VB
Proxy-
Error4


proxyxss =′′ returnDeqError′′
proxyxqu =<>>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ init′′
aSxsSensor =′′ init′′
aSxqu =<<>>
currentT race = ft9


(R21) VB
Proess-
Error


ostate =′′ processed′′
oqu =<<>>
ox = rand(1)
ocurrentT race = gt9


5 NB
Proxy-
Error1
bis
Proxy-
Error4


proxyxss =′′ Error′′
proxyxqu =<>>
proxyxx = 0
adapterxqu =<<>>
adapterxsAdapter =′′ init′′
aSxsSensor =′′ init′′
aSxqu =<<>>
currentT race = ft11


(R23) NB En-
queue-
Error,
De-
queue-
Error,
Proess-
Error


ostate =′′ Error′′
oqu =<<>>
ox = 0
ocurrentT race = gt11


Tabelle 12.2: Die wesentlihen Zustände der fehlerbehafteten Verarbeitung und deren Abbildung
enthält die Mengen s1, s2 und s3. Mit s1 wird die Menge aller Werte der Zustandsvariable adapter-
xsAdapter mit Ausnahme von init angegeben. Die Menge s2 enthält alle Werte der Zustandsvaria-
ble aSxsSensor. Weiterhin wird die Menge s3 durh s3 = {′′enqueued′′,′′ dequeued′′,′′ processed′′}
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deniert.
Die Korrektheit der Verfeinerungsabbildung für die Initialzustände des Feinsystems und des
Grobsystems InitFS ⇒ InitGS ergibt sih aus der ersten Zeile der Tabelle 12.1. Zunähst soll die
korrekte Verfeinerung durh die Aktionen des Prozesses SensorProxy bewiesen werden.
Zunähst soll an der Aktion ValueToProxy des SubsystemSensor ein Beweisshritt eines Ver-
feinerungsbeweises demonstriert werden. Dabei muss gezeigt werden, dass ein Shalten der Aktion
ValueToProxy die Aktion enqueue des Grobsystems mit dem denierten Renement Mapping RM1
impliziert. Für den Beweisshritt werden die bereits bewiesenen Invarianten Inv0 und Inv1 aus den
Abshnitten 12.1.1 und 12.1.2 herangezogen. Die Aktion ValueToProxy wird durh das Disjunkt
(D3) von Inv1 shaltbereit. Bei (D3) von Inv1 gilt aber proxyxss =′′ init′′ ∧ aSxsSensor =′′
init′′ ∧ aSxsSensor =′′ init′′. Mit dem Fall (R1) der Zustandsfunktion ostate ergibt sih tri-
vialerweise für ostate der Wert
′′init′′, damit wird die Aktion Enqueue shaltbereit. Die übrigen
Zustandsfunktionen oqu und ox sind für das Shalten niht relevant. Nah dem Shalten der Aktion
ValueToProxy gilt das Disjunkt (D4) der Invariante Inv1 bei dem proxyxss =′′ callEnqueued′′ ist.
Für dieses Disjunkt gilt der Fall (R2) der Zustandsfunktion ostate, womit sih ostate =′′ enqueued′′
ergibt, was auh nah dem Shalten von Enqueue gilt. Weiterhin ist nah den Shalten von Enqueue
oqu =<< d >>, was für proxyxss =′′ callEnqueued′′ durh die Zustandsfunktion oqu gegeben
ist. Die Zustandsfunktion ox ist für diesen Beweisshritt niht relevant, da die Zustandsvariablen
proxyxx und x niht durh die beteiligten Aktionen geändert werden. Damit ist die Gültigkeit
der Implikation gezeigt. Die Implikation (12.28) entspriht einem Zustandsübergang von Zeile 1 in
Zeile 2 der Tabelle 12.1.
∃ d ∈ Data : V alueToProxy(d) ∧ Inv0(D1) ∧ Inv1(D3) ⇒ ∃ d ∈ Data : Enqueue(d)
(12.28)
Nun soll die Aktion ProxyDequeue betrahtet werden. Die Aktion wird durh die Disjunkte
(D4), (D9) und (D11) von Inv1 shaltbereit. Nah dem Shalten gilt dann eines der Disjunkte
(D5), (D10) oder (D14) von Inv1. Die Implikation (12.29) gibt einen Stottershritt an:

ostate =′′ enqueued′′
oqu =<< d >>
ox = 0
ocurrentT race = t1

⇒


ostate =′′ enqueued′′
oqu =<< d >>
ox = 0
ocurrentT race = t1

 womit (12.29) erfüllt ist.
ProxyDequeue ∧ Inv0(D2, D12, D15) ∧ Inv1(D4, D9, D11) ⇒ [NextGS]vars (12.29)
Vor dem Shalten der Aktion ProxyProess muss (D3) von Inv0 und (D5) von Inv1 erfüllt sein.
Wie in Implikation (12.30) angegeben, handelt es sih im Grobsystem um einen Stottershritt,
wodurh die Implikation (12.30) gilt.
∃ cEO ∈ EO : ProxyProcess(cEO) ∧ Inv0(D3) ∧ Inv1(D5) ⇒ [NextGS]vars (12.30)
Die Aktion setCall1 wird durh das Disjunkt (D6) von Inv1 shaltbereit und wird auf einen
Stottershritt im Grobsystem, wie in der Implikation (12.31) gezeigt, abgebildet.
∃ cEO ∈ EO : setCall1(cEO) ∧ Inv0(D4) ∧ Inv1(D6) ⇒ [NextGS]vars (12.31)
Jetzt werden die Aktionen des Fehlerzweiges betrahtet, deren Zustände in Tabelle 12.2 ange-
geben sind. Die gleihe Argumentation wie für die Aktion setCall1 gilt für die Aktion setCall2,
wie in (12.32) angegeben. Die Vorbedingungen der Aktion ProxyError1 bilden das Disjunkt (D14)
von Inv0 und das Disjunkt (D8) von Inv1. Durh die Implikation (12.33) wird der Übergang von
Zeile 1 in Zeile 5 der Tabelle 12.2 angegeben, der durh die Aktion EnqueueError des Grobsystems
ausgelöst wird. Vor dem Shalten ist (D8) von Inv1 gültig, wodurh die Implikation (12.33) wegen
(R23) gilt.
∃ cEO ∈ EO : setCall2(cEO) ∧ Inv0(D4) ∧ Inv1(D6) ⇒ [NextGS]vars (12.32)
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∃ cEO ∈ EO : ProxyError1(cEO) ∧ Inv0(D14) ∧ Inv1(D8)
⇒ EnqueueError
(12.33)
Die Aktion ProxyError2 wird sowohl durh Disjunkte der Invariante Inv1 als auh der Invari-
ante Inv2 shaltbereit. Für die Invariante Inv2 sind das die Disjunkte (D7), (D8), (D9) und (D10),
wenn gleihzeitig eines der Disjunkte (D6), (D7) bzw. (D8) von Inv0 erfüllt ist. Für diesen Fall
impliziert die Aktion ProxyError2 die Aktion EnqueueError des Grobsystems, wie in Implikati-
on (12.34) angegeben. Die Implikation (12.34) beshreibt einen Übergang von Zeile 2 in Zeile 5 der
Tabelle 12.2.
∃ cEO ∈ EO : ProxyError2(cEO) ∧ Inv0(D6, D7, D8, D11) ∧ Inv2(D7, D8, D9, D10)
⇒ EnqueueError
(12.34)
Für die Disjunkte der Invariante Inv3 werden mehrere Grobsystemaktionen  nämlih Dequeue-
Error und ProessError  impliziert, wenn eines der Disjunkte (D9) und (D10) von Inv0 erfüllt
ist.
Weiterhin beshreibt die Implikation (12.35) ebenso einen Übergang von Zeile 2 in Zeile 5 der
Tabelle 12.2.
∃ cEO ∈ EO : ProxyError2(cEO) ∧ Inv0(D9) ∧ Inv3(D17)
⇒ DequeueError
(12.35)
Abshlieÿend wird durh die Implikation (12.36) auh ein Übergang von Zeile 2 in Zeile 5 der
Tabelle 12.2 angegeben.
∃ cEO ∈ EO : ProxyError2(cEO) ∧ Inv0(D10) ∧ Inv3(D18)
⇒ ProcessError
(12.36)
Die Aktion ProxyError3 wird durh das Disjunkt (D15) von Inv0 und das Disjunkt (D11) von
Inv1, wie in Implikation (12.37) gezeigt, shaltbereit. Somit impliziert diese Aktion die Grobsys-
temaktion ProessError. Die Implikation gibt einen Zustandsübergang von Zeile 3 in Zeile 5 der
Tabelle 12.2 an.
∃ cEO ∈ EO : ProxyError3(cEO) ∧ Inv0(D15) ∧ Inv1(D11) ⇒ ProcessError (12.37)
Mit der Implikation (12.38) wird der Zustandsübergang von Zeile 4 in Zeile 5 der Tabelle 12.2
beshrieben.
∃ cEO ∈ EO : ProxyError4(cEO) ∧ Inv0(D16) ∧ Inv1(D10)
⇒ ProcessError
(12.38)
Jetzt wird die Korrektheit der Verfeinerung für die Aktionen des Prozesses SensorAdapter unter
Verwendung der Invarianten gezeigt.
Die Aktionen ValueToAdapter, AdapterDequeue und ValueToSensor führen zu einem Stotter-
shritt, wie in den Implikationen (12.39), (12.40) und (12.41) angegeben, sodass die Verfeinerung
erfüllt ist.
∃ cEO ∈ EO, ∃ d ∈ Data :
V alueToAdapter(cEO, d) ∧ Inv0(D5, D14) ∧ Inv2(D6) ⇒ [NextGS]vars
(12.39)
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∃ cEO ∈ EO : AdapterDequeue(cEO) ∧ Inv0(D6) ∧ Inv2(D7) ⇒ [NextGS]vars (12.40)
∃ cEO ∈ EO, ∃ d ∈ Data : V alueToSensor(cEO, d) ∧ Inv0(D8) ∧ Inv2(D8)
⇒ [NextGS]vars
(12.41)
Mit der Vorbedingung Inv0(D10) und Inv2(D11) wird die Aktion ReturnFromAdapter shalt-
bereit und führt zu einem Stottershritt im Grobsystem.
∃ cEO ∈ EO, ∃ d ∈ Data : ReturnFromAdapter(cEO, d) ∧ Inv0(D11) ∧ Inv2(D10)
⇒ [NextGS]vars
(12.42)
Nun soll für die Aktionen des Prozesses Sensor die korrekte Verfeinerung unter Verwendung
der Invarianten Inv0 und Inv3 nahgewiesen werden.
Die Aktion SensorDequeue wird durh das Disjunkt (D16) der Invariante Inv3 shaltbereit. Die
Implikation (12.43) gibt einen Übergang von Zeile 2 in Zeile 3 aus der Tabelle 12.1 an.
∃ cEO ∈ EO : SensorDequeue(cEO) ∧ Inv0(D8) ∧ Inv3(D16) ⇒ Dequeue (12.43)
Die Aktion SensorProess impliziert die Aktion Proess des Grobsystems. Die Implikation (12.44)
gibt einen Zustandsübergang von Zeile 3 in Zeile 4 der Tabelle 12.1 an.
∃ cEO ∈ EO : SensorProcess(cEO) ∧ Inv0(D9) ∧ Inv3(D17) ⇒ Process (12.44)
Durh die Implikation (12.45) wird ein Stottershritt angegeben.
∃ cEO ∈ EO, ∃ d ∈ Data : ReturnFromSensor(cEO, d) ∧ Inv0(D10) ∧ Inv3(D18)
⇒ [NextGS]vars
(12.45)
12.2 Nahweis der Verfeinerung des SubsystemController
Für dieses Subsystem muss nahgewiesen werden, dass der in Abshnitt 11.2.1 spezizierte TLA-
Prozess eine korrekte Verfeinerung des Prozesses abstratController, der in Kapitel 10 erläutert und
in Anhang B.1 gezeigt wird, ist. Es muss also abstractController⇒ concreteController gelten.
Hier soll kurz die Idee der Verfeinerungsabbildung, die die Grundlage für die mashinelle Veri-
kation durh den TLC gebildet hat, angeben werden. Die Abbildung 12.23 zeigt zwölf Zustands-
funktionen. Die Zustandsvariablen x, y syn und qu werden auf sih selbst abgebildet. Die Zu-
standsvariablen, die für Kontrollzustände und Objektüsse eingeführt worden sind, werden eben-
falls auf sih selbst abgebildet. Wesentlihe Untershiede gibt es nur bei der Zustandsfunktion
ostate, da die Zustände s1 bis s12 zusätzlih aufgenommen worden sind. Die Zustandsfunktion
bildet Werte der Zustandsvariablen state des Feinsystems auf Werte der Zustandsvariablen state
des Grobsystems ab. Alle Werte, die sih um den Wert waitSensor der Zustandsvariable state
gruppieren  nämlih s1 bis s4  werden auf diesen Wert abgebildet. Für den Fall der Werte
s5 bis s8 werden diese auf den Wert valuesComputed der Zustandsvariablen state abgebildet.
Shlieÿlih werden die Werte s9 bis s12 der Zustandsvariable state auf den Wert waitAtuator
des Grobsystems abgebildet.
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ox = x
oy = y
oqu = IF state = "s1" ∨ state = "s2" . . . state = "s12"
THEN << >>
ELSE qu
oCtrlStartAtReadx
∆
= trlStartAtReadx
oCtrlAtReadxAtReady
∆
= trlAtReadxAtReady
oExistsO1
∆
= existsO1
oValueO1
∆
= valueO1
oExistsO2
∆
= existsO2
oValueO2
∆
= valueO2
oExistsO3
∆
= existsO3
oValueO3
∆
= existsO3
ostate
∆
=
CASE state = "init"
CASE state = "init" → "init"
CASE state = "stopped" → "stopped"
CASE state = "s1" → "waitSensor"
CASE state = "s2" → "waitSensor"
CASE state = "s3" → "waitSensor"
CASE state = "s4" → "waitSensor"
CASE state = "s5" → "valuesComputed"
CASE state = "s6" → "valuesComputed"
CASE state = "s7" → "valuesComputed"
CASE state = "s8" → "valuesComputed"
CASE state = "s9" → "waitAtuator"
CASE state = "s10" → "waitAtuator"
CASE state = "s11" → "waitAtuator"
CASE state = "s12" → "waitAtuator"
CASE state = "wait" → "wait"
CASE state = "waitSensor" → "waitSensor"
CASE state = "getEnqueued" → "getEnqueued"
CASE state = "valueDequeued" → "valueDequeued"
CASE state = "valuesComputed" → "valuesComputed"
CASE state = "waitAtuator" → "waitAtuator"
CASE state = "returnEnqueued" → "returnEnqueued"
Abbildung 12.23: Die Zustandsfunktionen für die Zustandsabbildung RM2 zwishen dem
SubsystemSensor und dem abstratController
Die Bildshirmausgabe von TLC nah der Durhführung des Verfeinerungsbeweises für das
Verfeinerungsmuster ist im Folgenden aufgeführt:
Model heking ompleted. No error has been found. Estimates of the probability
that TLC did not hek all reahable states beause two distint states had the same
ngerprint: alulated (optimisti): 2.282462413516484E-15 based on the atual nger-
prints: 9.967922017819474E-15 429 states generated, 152 distint states found, 0 states
left on queue. The depth of the omplete state graph searh is 14.
Dies ist unter Verwendung von TLC für drei Datenwerte auf einem Rehner mit einem AMD
Athlon 64 X2 3800+ Prozessor und 1.0 GB Arbeitsspeiher für die Sun JVM der Version 1.5 in
30 Sekunden vorgenommen worden. Insgesamt wurden für den Verfeinerungsbeweis durh TLC
429 Zustände erzeugt, von denen 152 Zustände untersheidbar waren. Die Tiefe bei der Suhe im
Zustandsgraphen beträgt 14.
Die vollständige Spezikation dieses Subsystems ist, wie sie für TLC verwendet worden ist, im
Anhang D.5 angegeben. Zur Verikation einer Verfeinerung wird das INSTANCE Shlüsselwort
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aus TLC verwendet, um das Grobsystem, das hier durh den Prozess abstratController gebildet
wird, zu instantiieren. Durh AT wird somit eine Instanz des Prozesses abstratController beshrie-
ben, in der die Zustandsvariablen x, y, state, qu, syn durh die Zustandsfunktionen ox, oy, ostate,
oqu und osyn substituiert werden. Die Zustandsfunktionen aus Abbildung 12.23 werden dazu
in die Spezikation des Feinsystems aufgenommen. Um zu prüfen, ob die kanonishe Formel Spe
des Feinsystems die kanonishe Formel GSpe des Grobsystems impliziert, muss eine Property in
der Spezikation aufgenommen werden, die anshlieÿend durh Eintrag in die Kongurationsdatei
mittels TLC veriziert wird.
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12.3 Verfeinerungsbeweis der Tik-Aktionen des Grob- und
des Feinsystems
In diesem Abshnitt wird die Verfeinerung der Tik -Aktionen, die durh die Tik -Aktionen der
einzelnen Prozesses gebildet werden, betrahtet. Um die Korrektheit der Verfeinerung unter Ein-
beziehung der Wartezeiten von Aktionen zu beweisen, ist zu zeigen, dass TikFS eine korrekte
Verfeinerung von TikGS ist. Dieser Beweis wird niht mit der Unterstützung des Model-Chekers
TLC durhgeführt, sondern wird manuell vorgenommen, weil die vorliegende TLC Version einen
Ausdruk der Form:
enabled(T imerAktioni)⇒ now′ ≤ now + (gti − T imerAktioni)
niht unterstützt. Allerdings wird in [Lam05℄ beshrieben, wie man Realzeitbeweise mit TLC durh-
führt, wobei Lamport die Tauglihkeit von TLC für Realzeitbeweise beshreibt. Die Aktion TikGS
des Grobsystems ist in Abbildung 10.18 aufgeführt. Die Aktion erhöht die Uhrenvariable now mit
jedem Shalten um höhstens ǫ, das die Auösung zur Erhöhung von now angibt. Zusätzlih wird
die Hilfsvariable z eingeführt, die später verwendet wird, um zu beweisen, dass kein Zeno-Verhalten
vorliegt. Weiterhin erhöht die Aktion TikGS für jede Aktion mit einer persistenten, maximalen
Wartezeit des Grobsystems eine eigenständige Timervariable, die nur bis zu dem Wert des jeweili-
gen P MAX TIME Ausdruks, der hier jeweils für jede Aktion durh eine Konstante gti angegeben
wird, ansteigen darf.
Um zu zeigen, dass T ickFS ⇒ T ickGS gilt, muss eine Verfeinerungsabbildung für den Implika-
tionsbeweis konstruiert werden. Diese wird auf der Basis von zusätzlihen Hilfsvariablen  nämlih
h1, ...h10  , die in der Aktion TikFS des Feinsystems aus Abbildung 11.25 berehnet werden,
deniert. In einer Hilfsvariablen werden die Zeiten, in denen mehrere Feinsystem-Aktionen shalt-
bereit sind, aufsummiert. Die Abbildung 12.24 zeigt exemplarish die Hilfsvariablen h1 und h2.
Die übrigen Hilfsvariablen werden im Anhang E.1 angegeben. Eine Hilfsvariable liefert somit einen
summierten Beitrag zur Wartezeit des Timers einer Grobsystemaktion, wie man am etwa Beispiel
der Hilfsvariable h2 sieht, die alle Zeiten für shaltbereite Aktionen der normalen Verarbeitung,
bis der getValue-Aufruf den Sensor -Prozess erreiht, aufsummiert. Für diese Hilfsvariablen, die
Shaltzeiten mehrerer Aktionen des Feinsystems addieren, wird im Fall von THEN, die Hilfsvaria-
ble hi jeweils um hi−now+now′ erhöht. Die Zustandsfunktionen, die die Verfeinerungsabbildung
denieren, sind in der Tabelle 12.3 angegeben. Die Timervariablen des Feinsystems werden als
interne Variablen betrahtet, die keinen direkten Einuss auf die Verfeinerung haben.
h1
′ = IF(enabled(ProxyEnqueue(d)) ∨ enabled(ProxyDequeue)
∨ enabled(ProxyProess) ∨ enabled(setCall1) ∨
∨ enabled(getValueCall(d)) ∨ enabled(AdapterDequeue) ∨
∨ enabled(AdapterProess) ∨ enabled(getValueCall(d) ∨
∨ SensorDequeue))
THEN h1 + (now
′
- now)
∧ ELSE h1
h2
′ = IF(enabled(SensorDequeue))
THEN h2 + (now
′
- now)
∧ ELSE h2
. . .
Abbildung 12.24: Die Hilfsvariablen h1 und h2 für Timervariablen
Im Folgenden werden die Implikationen einiger ausgewählter Konjunkte bewiesen. Die ersten
vier Konjunkte der Aktionen TikFS und TikGS stimmen überein, womit die Implikation tri-
vialerweise gilt. Die IF-THEN-ELSE Ausdrüke, die die zusätzlih eingeführten Hilfsvariablen
erhöhen, implizieren IF-THEN-ELSEAusdrüke, die zur Erhöhung der Timervariablen des Grob-
systems führen. Die Timervariablen des Feinsystems, die zu shaltbereiten Feinsystem-Aktionen
gehören, liefern einen Beitrag zu den Werten der Hilfsvariablen. Sie führen zu Stottershritten
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Urbild der Zustandsfunktion aus T ickFS Bild der Zustandsfunktion aus T ickGS
now now
z z
h1 timerEnqueue[d℄
h2 timerDequeue
h3 timerProess
h4 timerDequeueError
h5 timerEnqueueError
h6 timerProessError
h7 timerDequeueTimeout
h8 timerEnqueueTimeout
h9 timerProessTimeout
h10 timerReturn[d℄
Tabelle 12.3: Die Zustandsfunktionen der zeitbehafteten Variablen des Feinsystems auf die zeitbe-
hafteten Variablen des Grobsystems
des Grobsystems, da zwar die Zeit voranshreitet, aber im Grobsystem keine Aktion shaltet. Für
Ausdrüke der Form enabled(T imerAktioni) ⇒ now′ ≤ now + (gti − T imerAktioni) gilt die im
folgenden Beispiel aufgeführte Beweisidee unter der Voraussetzung (12.46), wobei die Summe al-
le Zeiten der shaltbereiten Aktionen des Feinsystems bis der getValueCall den Sensor -Prozess
erreiht, angibt:
gt1 ≥
7∑
i=0
fti (12.46)
Weiterhin gilt trivialerweise (12.47), da jede Feinsystem Aktion einen positiven Beitrag oder null
liefert:
gt1 ≥
7∑
i=0
fti ≥
6∑
i=0
fti ≥
5∑
i=0
fti . . . ≥
1∑
i=0
fti (12.47)
Für den Ausdruk enabled(V alueToProxy) gilt:
h1 ≤ ft1oder − h1 ≥ −ft1 (12.48)
Der Spezialfall für die erste Aktion ist:
h1 ≤
7∑
i=0
fti ⇔ −h1 ≥ −
7∑
i=0
fti (12.49)
Um zu vermeiden, dass TikFS den Wert von now über einen Wert erhöht, der die maximale
Verweildauer von ProxyDequeue übersteigt, ist in TikFS das folgende Konjunkt speziziert:
enabled(ProxyDequeue)⇒ now′ ≤ now + (ft2 − T imerProxyDequeue) (12.50)
Wird zusätzlih ft1 ≥ tV alueToProxy addiert und wieder subtrahiert gilt:
now′ ≤ now + (ft1 + ft2 − (T imerProxyDequeue+ tV alueToProxy)) (12.51)
Für h1 gilt aber:
h1 ≤ T imerProxyDequeue+ tV alueToProxy ⇔
−h1 ≥ −(T imerProxyDequeue+ tV alueToProxy)
(12.52)
Wird h1 in (12.50) eingesetzt, ergibt sih für das Feinsystem:
now′ ≤ now + (ft1 + ft2 − h1) (12.53)
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Die Ungleihung (12.53) impliziert mit (12.47)
enabled(Enqueue(d))⇒ now′ ≤ now + (gt1 − timerEnqueue[d]), (12.54)
in TikGS, da h1 auf TimerEnqueue durh eine Zustandsfunktion abgebildet wird, wie sie in Tabelle
12.3 gezeigt ist. Die übrigen Hilfsvariablen werden nah dem selben Prinzip bewiesen.
12.4 Ausshluss des Zeno-Verhaltens von Tik
In diesem Abshnitt soll gezeigt werden, dass die Uhrenvariable now über alle Grenzen steigen
kann und kein Zeno-Verhalten, wie in Kapitel 6.3.3 beshrieben, auftritt. Hierfür sind Beweise
mit der Lattie Regel erforderlih. Um diese durhzuführen werden in der Regel auh SF1 bzw.
WF1 Beweise durhgeführt, um zu zeigen, dass man sih in einer Zustandsfolge wegen starker bzw.
shwaher Fairnessannahmen weiterbewegt. Dadurh entsteht eine Vershahtelung von Lattie
und WF1 bzw. SF1 Beweisen. Häug werden solhe Beweise rekursiv geführt. Zunähst wird jetzt
das Diskretisierungsintervall Hi deniert (12.55):
Hi ≡ z + (i− 1) ∗ ǫ > t ≥ z + (i− 2) ∗ ǫ (12.55)
Dann wird ein rekursiv angesetzter Lattie-Beweis verwendet (12.56).
c ∈ N ⇒ (Hc ; (now > t ∨ ∃d ∈ N : (c > d) ∧Hd))
∃c ∈ N : Hc ; now > t
(12.56)
Die SF1-Regel wird benutzt, um den Lattie zu beweisen. Im Folgenden sei P = Hi und
Q = Hi−1 ∨Hi−2
Hi ∧ [N ]f ⇒ (H ′i ∨ (H
′
i−1 ∨H
′
i−2))
Hi ∧ 〈N ∧ T ick(z)〉f ⇒ H ′i−1 ∨H
′
i−2
Hi ∧ [N ]f ⇒ 3Enabled 〈T ick(z)〉f
2[N ]f ∧ SF(T ick(z)) ⇒ (Hi ; (Hi−1 ∨Hi−2))
(12.57)
Die erste Prämisse folgt aus den Konjunkten von Tik now′ = t, now < z, z′ = t + ǫ und
now′ ≤ now + ǫ, damit ergibt sih z′ < z + 2 ∗ ǫ. Die zweite Prämisse ist trivial, da ein Shalten
von Tik(z) zu Hi−1∨Hi−2 führt. Für die dritte Prämisse werden die Denitionen (12.58), (12.59)
und (12.60) benötigt. Mit (12.58) wird die Menge aller Aktionen deniert, die im gegenwärtig
betrahteten Diskretisierungsintervall liegen. Hierbei bezeihnet MAk die persistente, maximale
Wartezeit der Aktion Ak. Mit τAk wird die Timervariable der Aktion Ak bezeihnet.
ST = {Ak| k ∈ Aktionenindex :: now +MAk − τAk < z} (12.58)
Enabled〈T ick(z)〉 ⇔ ∀Ai ∈ ST :: ¬Enabled(Ai) ∨ ST = ∅ (12.59)
¬Enabled〈T ick(z)〉 ⇔ ∃Ai ∈ ST :: Enabled(Ai) ∧ ST 6= ∅ (12.60)
Die dritte Prämisse wird mit der Lattie-Regel unter Verwendung von (12.58), (12.59) und (12.60)
bewiesen. Mit der Lattie-Regel ergibt sih:
c ∈ N ⇒ (|ST | = c ; Enabled〈T ick(z)〉 ∨ ∃d ∈ N : (c > d) ∧ |ST | = d)
∃c ∈ N : |ST | = c ; Enabled〈T ick(z)〉
(12.61)
Zum Beweis der Lattie-Regel wird die WF1-Regel herangezogen. Auh hierfür werden Denitionen
für P und Q, die in (12.62) und (12.63) angegeben sind, benötigt.
P = |ST | = c ∧ ¬Enabled〈T ick(z)〉 (12.62)
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Q = |ST | < c ∨ Enabled〈T ick(z)〉 (12.63)
Damit ergibt sih (12.64)
|ST | = c ∧ [N ]w ⇒ (P ′ ∨Q′)
P ∧ 〈N ∧Ak〉f ⇒ Q′
P ⇒ 3Enabled 〈Ak〉f
2[N ]f ∧WFf (Ak)⇒ (P ; Q)
(12.64)
Die erste Prämisse ergibt sih aus der Invariante (12.65):
¬Enabled〈T ick(z)〉 ⇒ ∀z > z :: ¬Enabled〈T ick(z)〉 (12.65)
Die zweite Prämisse folgt aus der Denition von P und Q. Die dritte Prämisse ergibt sih aus der
Denition von ST . Damit ist Zeno-Verhalten für Tik ausgeshlossen.
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Kapitel 13
Werkzeugunterstützung zur
Verikation von
Verfeinerungsmustern
In diesem Kapitel wird die Werkzeugunterstützung zur Modellierung und Verikation von Verfeine-
rungsmustern behandelt. Diese ist notwendig, da die manuelle Übersetzung von UML-Diagrammen
in TLA sehr zeitaufwändig ist. Hierfür ist das Werkzeug UML2TLA entwikelt worden, das die
für diese Arbeit relevanten UML-Konstrukte (s. Kapitel 10) in TLA übersetzt. Elipse
1
ist ein in
der Industrie weit verbreitetes Entwiklungswerkzeug für vershiedene Sprahen. Elipse-basierte
UML-Editoren, die auf einem UML2 Metamodell beruhen, sind mittlerweile sehr weit verbreitet
und bilden die Grundlage für eine Transformation von UML nah TLA mit UML2TLA. In einer
früheren Version ist ein Prototyp für UML2TLA mit dem UML Werkzeug Rational Rose und
Visual Basi Skripten unter Verwendung des Rose Extensibility Interfae (REI) entwikelt wor-
den. Bereits existierende Werkzeuge  wie IBM Rational Software Arhitet, T und eTLA+ 
erlauben es, eine leistungsfähige und integrierte Umgebung für die Erstellung und Verikation von
Verfeinerungsmustern zu konstruieren.
In Abshnitt 13.1 wird zunähst ein kurzer Überblik über die Gesamtarhitektur gegeben. Das
Elipse-basierte kommerzielle Werkzeug IBM Rational Software Arhitekt(RSA) zur Modellierung
mit UML wird kurz in Abshnitt 13.2 eingeführt. Anshlieÿend wird in Abshnitt 13.3 dasWerkzeug
UML2TLA vorgestellt. Der Spezikationstextberehner T wird in Abshnitt 13.4 behandelt.
Die Übersetzung von TLA nah TLA+ unter Verwendung von eTLA und Elipse wird im letzten
Abshnitt betrahtet.
13.1 Überblik über die Gesamtarhitektur
Beim Key Projekt [BHS07a, ABB
+
00℄ sind grundlegende Ziele für die Einwiklung vonWerkzeugen
für die formale Verikation, die auh im industriellen Kontext verwendet werden sollen, formuliert
worden:
1. Tools for formal software speiation and veriation must be integrated into industrial
software engineering proedures.
2. User interfaes of these tools must omply with state-of-the-art software engineering tools.
3. The neessary amount of training in formal methods must be minimized. Moreover, teh-
niques formal software speiation and veriation must be teahable in a strutured manner
. . .
1
www.elipse.org
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4. It must be possible to give realisti estimations of the ost of eah step in formal software
speiation and veriation depending on the type of software and the degree of formaliza-
tion.
Die Gesamtarhitektur für die Übersetzung von Verfeinerungsmustern nah TLA beruht auf
der Integration der Werkzeuge RSA, UML2TLA, T, Elipse, eTLA und TLC mit Elipse als
Integrationsplattform und ist in Abbildung 13.1 angegeben. Gerihtete Kanten geben Informati-
onsüsse zwishen den Werkzeugen an. Das Werkzeug IBM RSA, das ein kommerziell verwendetes
CASE-Tool ist, bildet mit seinen Editoren für die einzelnen UML-Diagramme die Benutzershnitt-
stelle zur Modellierung von Verfeinerungsmustern mit UML-Diagrammen und stellt die Funktiona-
lität zur Ablage von Modellen bereit. Der Modell-Übersetzer UML2TLA nimmt eine Übersetzung
der UML-Diagramme eines Analysemusters bzw. von Entwurfsmustern in TLA vor, indem Trans-
formationen auf den relevanten UML Konstrukten durhgeführt werden. Als Ergebnis der Trans-
formationen werden die erzeugten TLA-Prozesse als Dateien ausgegeben. Weiterhin unterstützt
UML2TLA durh Ausgabe von Zustandsvariablen und deren Typen einen Zustandsfunktions-
Editor und einen Regeleditor, die beide unter Verwendung des eTLA-Plugins für Elipse [GVZ05℄
realisiert werden. Dies erlaubt es TLA+-Spezikationen zu erstellen und durh TLC zu verizieren.
Mit dem Zustandsfunktions-Editor lassen sih Zustandsfunktionen erstellen, die Abbildungen zwi-
shen den Zustandsvariablen eines Analysemusters und der Entwurfsmuster beshreiben. Weiterhin
unterstützt der Regeleditor die Erstellung von Regeln, die als Gleihungen bzw. Ungleihungen auf
der Basis der Parameterbedingungen für die Realzeitanforderungen bzw. die Realzeitanforderun-
gen der Muster formuliert werden. Der Spezikationstextberehner T erlaubt die Umformung
eines TLA-Subsystems mit mehreren TLA-Prozessen in einen ahen TLA-Prozess, der in einer
Datei bereitgestellt wird. Dieser TLA-Prozess wird nah einigen Modikationen mit Elipse und
dem eTLA-Plugin, die den TLA-Prozess in ein TLA+-Modul überführen, als Eingabe für den
Model-Cheker TLC verwendet. In den folgenden Abshnitten werden die einzelnen Werkzeuge
detaillierter vorgestellt.
13.2 IBM Rational Software Arhitet
RSA, das auf Elipse basiert, ist ein von IBM entwikeltes Modellierungswerkzeug für UML mit
groÿem Funktionsumfang. Von besonderem Interesse sind die Diagrammeditoren für Klassen-,
Statehart-, Aktivitäts- und Interaktionsdiagramme, die umfangreih alle UML-Konstrukte unter-
stützen. In Abbildung 13.2 ist gezeigt, wie ein Aktivitätsdiagramm mit RSA erstellt wird. In der
rehten Tool-Bar erkennt man die Bedienelemente zur Erstellung, der vom Standard unterstützten
UML-Ations, wie sie in Kapitel 3 vorgestellt worden sind. Die erstellten Modelle können in einem
Repository abgelegt und in untershiedlihen Formaten  etwa XMI (XML Metadata Interfae) 
abgelegt werden. Weiterhin bietet RSA Java Bibliotheken zur Traversierung und Transformation
der Modelle an.
Mit dem Elipse Modelling Projekt liegt ein ähnlihes Open-Soure Tool der Elipse Foundation
vor, das im Moment aber noh relativ instabil ist, da es sih in der Inkubationsphase bendet. Beide
Werkzeuge verwenden die gleihen objektorientierten Frameworks.
13.3 Modell-Übersetzer UML2TLA
Der Modell-Übersetzer unterstützt den Modellierer bei der Umwandlung von UML-Diagrammen
in TLA-Prozesse und vermeidet die aufwändige und fehleranfällige manuelle Transformation von
UML-Diagrammen in TLA. Der Modellübersetzer (in [MB02℄ wird ein solhes Werkzeug auh
Modell-Compiler genannt) greift zur Generierung auf das UML-Repository von RSA zu, um aus
den UML-Diagrammen die TLA-Prozesse zu erzeugen. UML2TLA ist mit Java entwikelt wor-
den und maht intensiven Gebrauh von den Elipse Projekten EMF (Elipse Modelling Frame-
work) und UML2, die es gestatten UML-Modelle als Datenstrukturen in Elipse bereitzustellen
und zu traversieren. Weiterhin können UML-Modelle auf der Basis von XMI als Dateien einge-
lesen und gespeihert werden. Für die Transformation wird im Model Repository nah Klassen,
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Abbildung 13.1: Die Werkzeuge zur Verikation
Statehart-Diagrammen, Aktivitätsdiagrammen und Sequenzdiagrammen gesuht. Bei der Trans-
formation muss zwishen einer strukturellen und einer Instantiierungsphase untershieden werden.
In der strukturellen Phase wird jede Klasse mit ihrem Statehart-Diagramm und ihren Aktivitäten
übersetzt, wobei jeweils jede Klasse eines Musters einen Ausgangspunkt für die Übersetzung nah
TLA bildet. Dabei wird für jede Klasse ein TLA-Prozess mit dem Namen der Klasse erzeugt.
Weiterhin werden die Klassenattribute in Zustandsvariablen übersetzt. Anshlieÿend wird für jede
Klasse das zugehörige Statehart-Diagramm ermittelt. Dieses wird nah Zuständen und Transi-
tionen durhsuht. Dies hat den Zwek die Kontrollzustände und die Aktionen für Transitionen
zwishen den Kontrollzuständen für den zugehörigen TLA-Prozess zu erzeugen. Bei der Über-
setzung einer Transition ist eine vorhandene Aktivität zu berüksihtigen. In diesen Aktivitäten
werden die Aktionen und Flüsse ermittelt. Für die Flüsse werden entsprehende Zustandsvariablen
in den TLA-Prozess der zugehörigen Klasse aufgenommen. Jede Aktion wird entsprehend ihres
Typs und ihrer ein- und ausgehenden Pins  wie in Kapitel beshrieben 10  in eine TLA-Aktion
übersetzt. Im Rahmen der Instantiierungsphase, deren Ausgangspunkt das Sequenzdiagramm eines
Musters ist, wird der TLA-Systemprozess eines Musters erzeugt. Dazu wird nah dem Sequenz-
diagramm gesuht, das die Instantiierung und die Interaktion der Objekte speziziert. Für jedes
Objekt wird ein Prozess des Prozesstyps der Klasse instantiiert. Die Nahrihten und Aktivierungs-
zonen aus dem Sequenzdiagramm werden ermittelt und verwendet, um in den Systemaktionen die
einzelnen Prozessaktionen miteinander zu koppeln.
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Abbildung 13.2: Ein Editor des IBM Rational Software Arhitet
Weiterhin kann vor der Übersetzung angegeben werden, ob die Realzeit- und Lebendigkeitsei-
genshaften einer Aktion berüksihtigt werden sollen. Für jede Aktion kann angegeben werden,
ob Einträge in eine durh das Werkzeug generierte Tik -Aktion eingefügt und bestimmte TLA-
spezishe Spezikations-Shlüsselwörter erzeugt werden. In der Dialogbox zur Spezikation von
Lebendigkeits- und Realzeiteigenshaften ist es möglih vorzugeben, ob die generierte TLA-Aktion
Realzeit- oder Lebendigkeitseigenshaften besitzt. Es kann dabei speziziert werden, ob für die ge-
nerierte Aktion persistente oder volatile Wartezeiten vorliegen und ob es sih um maximale bzw.
minimale Wartezeiten handelt. Soll die generierte TLA-Aktion Fairnessanforderungen besitzen,
ist es möglih zwishen starker und shwaher Fairness auszuwählen. Auÿerdem wird für eine ge-
nerierte TLA-Aktion speziziert, ob bereits Konjunkte in der TLA-Aktion Tik erzeugt werden.
Weiterhin stellt UML2TLA einen Zustandsfunktions-Editor sowie einen Regeleditor bereit,
um die Spezikation von Verfeinerungsmustern zu erleihtern.
13.4 Spezikationstextberehner T
Der Spezikationstextberehner wird verwendet, um die vom Modell-Übersetzer UML2TLA ge-
nerierten TLA-Prozesse eines TLA-Subsystems zu einem TLA-Prozess für die Verikation zu-
sammenzufassen. Die wesentlihe Funktionalität des Werkzeuges T besteht nah [Hey95, Mes02℄
in der direkten Überführung des Ergebnisses der Anwendung einer TLA-Spezikationsoperation
in eine ahe TLA-Spezikation. Dies entbindet den Entwikler von der zeitaufwendigen und ggf.
fehlerträhtigen Aufgabe der manuellen Umformung der TLA-Spezikationstexte. Das Werkzeug
T unterstützt TLA-Prozessoperationen  wie etwa die Prozesskomposition und die Prozess-
verfeinerung , die ausführlih in [Mes02℄ vorgestellt werden. Syntax- und Typprüfungen aller
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Abbildung 13.3: Der Regeleditor
Elemente (ahe Prozesse, Spezikationsoperationen, Datentypmodule) und die Prüfung der sta-
tishen Semantik von Spezikationsoperationen (etwa Existenz von Verfeinerungvariablen) werden
unterstützt. Da das Werkzeug bathorientiert ist, eignet es sih sehr gut als Bakendwerkzeug.
Das Werkzeug erhält als Eingabe eine oder mehrere Dateien mit TLA-Subsystemen und TLA-
Prozessen und erzeugt daraus eine Datei mit einem ahen TLA-Prozess.
13.5 Editoren für Zustandsfunktionen und Regeln
Der Zustandsfunktions-Editor dient zur Angabe von Zustandsfunktionen für Verfeinerungsmuster,
in denen Zustandsvariablen der Muster auftreten. Der Zustandsfunktions-Editor erlaubt die Spezi-
kation von Zustandsfunktionen durh die Angabe von IF-THEN-ELSE- und CASE-Konstrukten,
um zwishen den Zustandsvariablen eines Analysemusters und den Zustandsvariablen von Ent-
wurfsmustern Abbildungen anzugeben. Um die Falluntersheidungen der Zustandsfunktionen an-
zugeben, werden Booleshe Operatoren und prädikatenlogishe Formeln verwendet. Der Editor
beruht auf dem eTLA+-Plugin für Elipse und verwendet die von UML2TLA bereitgestellten
Zustandsvariablen.
Der Regeleditor erlaubt die Spezikation von zeitbehafteten Regeln eines Verfeinerungsmus-
ters, um maximale und minimale Wartezeiten von Transitionen bzw. Ations anzugeben. Die Re-
geln können unter Anwendung von Booleshen sowie arithmetishen Operatoren, Relationszeihen
und Variablen formuliert werden. Bei der Verwendung eines Verfeinerungsmusters wird TLC als
prädikatenlogisher Tashenrehner eingesetzt, um die Regeln auszuwerten. Dies ist durh Anga-
be des ASSUME Statements [Lam03℄ möglih, das die Auswertung von Formeln unterstützt. Die
Benutzershnittstelle des Regeleditors ist in Abbildung 13.3 angegeben.
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13.6 Übersetzung von TLA nah TLA+ mit Elipse und
dem TLA-Editor eTLA
Bei der Übersetzung von TLA nah TLA+ ist zu beahten, dass TLA+ niht typisiert ist. Des-
halb müssen alle Typangaben bei der Denition von Zustandsvariablen und Aktionenparametern
entfernt werden. Weiterhin ist zu beahten, dass die Prozessheader von TLA in TLA+ niht er-
laubt sind. Deshalb müssen diese entfernt und durh das ShlüsselwortMODULE ersetzt werden.
Ebenso muss das Shlüsselwort END am Ende eines TLA-Prozesses entfernt und stattdessen Bin-
destrihe eingefügt werden. Das Semikolon, das in TLA am Ende der Denition einer Zustandsva-
riablen bzw. Aktionendenition verwendet wird, muss ebenfalls entfernt werden. Shlieÿlih muss
eine kanonishe Formel in das TLA+-Modul aufgenommen werden. Für diese einfahen syntak-
tishen Ersetzungen ist das Elipse Monkey Projekt ausreihend. Dieses Projekt unterstützt die
Erstellung und die Ausführung von einfahen Skripten zur Bearbeitung von Spezikationstexten
2
.
2
http://wiki.elipse.org/Elipse_Monkey
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Kapitel 14
Anwendung der Verfeinerungsmuster
auf Steuerungssoftware
In diesem Kapitel wird die Anwendung der Verfeinerungsmuster, die in Kapitel 9 vorgestellt worden
sind, für die Konstruktion der Steuerungssoftware der Beispielanlage aus Kapitel 2 betrahtet. Dazu
werden in Abshnitt 14.1 zunähst die Analysemuster betrahtet, die die Anforderungen für Steue-
rungssoftware reektieren. In Orientierung an der Struktur des Ebenenmodells aus Abshnitt 2.1
werden dann die verwendeten Verfeinerungsmuster betrahtet. Der Abshnitt 14.1.1 behandelt die
Verfeinerungsmuster, die für das Zusammenwirken der Prozessleitebene und der Prozessführungs-
ebene ausgewählt werden. In Abshnitt 14.1.2 wird auf die Verfeinerungsmuster für die Kooperation
der Prozessführungsebene und der Prozesssiherungsebene eingegangen. Abshlieÿend wird in Ab-
shnitt 14.1.3 auf die Verfeinerungsmuster für die Kooperation der Prozesssiherungsebene und der
Feldebene eingegangen.
14.1 Anwendung der Verfeinerungsmuster auf die Beispiel-
anlage
In Abbildung 14.1 wird das vollständige ASM der Steuerungssoftware mit den Analysemustern für
die Steuerungssoftware der Beispielanlage gezeigt. Dadurh werden die funktionalen Anforderungen
an die Steuerungssoftware speziziert. In der Abbildung wird der Begri Analysemuster durh die
BezeihnungAM abgekürzt. Die Analysemuster sind vonAM1 bisAM7 nummeriert. Mit dem Ana-
lysemuster AM1 wird ein Bild/Funktionsbaustein-Muster (s. Abshnitt 8.4.7) angegeben. Das Ana-
lysemuster AM2 ist ein Teilanlagensteuerungen/Anlagensteuerungs-Muster, das in Abshnitt 8.4.2
vorgestellt worden ist. Für das Analysemuster AM3 wird das Gruppensteuerungen/Teilanlagen-
steuerungs-Muster aus Abshnitt 8.4.3 drei Mal angewendet, da der Teilanlagensteuerung zwei
Gruppensteuerungen und ein Regler untergeordnet sind. Das Analysemuster AM4 ist ein Einzelge-
rätesteuerungen/Gruppensteuerungs-Muster, das für die Steuerung des Einfüllvorgangs verwendet
wird. Auh bei dem Analysemuster AM5 wird ein Einzelgerätesteuerungen/Gruppensteuerungs-
Muster verwendet, um das Abpumpen der Lösung zu steuern. Um die Membranpumpe vor Be-
shädigungen zu bewahren, ndet für das Analysemuster AM6 das Funktionsbaustein/Verriege-
lungs-Muster Verwendung, das bereits aus Abshnitt 8.4.5 bekannt ist. An dieses Muster wer-
den Fehlertoleranzanforderungen gestellt. Das Analysemuster AM7 entspriht dem wohlbekanntem
Reglermuster aus Abshnitt 8.4.6, das verwendet wird, um die Temperatur der Gelatine-Lösung
zu stabilisieren. In den folgenden drei Abshnitten wird für jede Ebene der Steuerungssoftware
erläutert, wie auf der Basis der niht-funktionalen Anforderungen an die Analysemuster Verfei-
nerungsmuster ausgewählt werden, um zu einem korrekten Entwurf der Steuerungssoftware zu
gelangen. An alle Analysemuster bestehen niht-funktionale Anforderungen bzgl. der Verteilung
und der Realzeitfähigkeit.
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Abbildung 14.1: Die Beispielanlage mit Steuerungssoftware
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Abbildung 14.2: Das ASM der Beispielanlage mit den Analysemustern
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14.1.1 Anwendung der Verfeinerungsmuster in der Prozessführungsebe-
ne
Zunähst wird das verteilte Bild/Funktionsbaustein-Muster zur Verfeinerung des Analysemusters
verwendet, um siherzustellen, dass relevante Informationen zeitnah beim Bediener der Anlage
eintreen. Dies ist darauf zurükzuführen, dass Verteilungs- und Realzeitanforderungen bestehen.
Durh die Anwendung dieses Verfeinerungsmusters ergibt sih das in der Abbildung 14.3 angege-
bene Design. Um die Realzeitanforderungen für das Bild und den Funktionsbaustein, der in diesem
Fall eine Teilanlagensteuerung repräsentiert, zu erfüllen, werden zwei sporadishe Tasks verwen-
det. Da Transaktionssiherheit gefordert ist, werden entsprehend dem Verfeinerungsmuster ein
Transaktionskoordinator und zwei Wrapper eingesetzt. Realzeitbedingungen, die sih aus den An-
forderungen ergeben, sind zu prüfen, um siherzustellen, dass das Verfeinerungsmuster anwendbar
ist.
sTask Transaktionskoordinator sTask
1 1 1 1
Wrapper
1 1
Wrapper
1 1
Abbildung 14.3: Das Design des Bild/Funktionsbaustein-Musters
14.1.2 Anwendung der Verfeinerungsmuster für die Kooperation der
Prozessführungsebene und der Prozessstabilisierungsebene
An das Analysemuster AM2 aus der Abbildung 14.2, bei dem eine Anlagensteuerung mit einer
untergeordneten Teilanlagensteuerung kooperiert, werden Realzeit- und Verteilungsanforderungen
gestellt. Daher wird das verteilte Teilanlagensteuerungen/Anlagensteuerungs-Musters zur Verfei-
nerung von AM2 herangezogen. In der Abbildung 14.4 wird die Entwurfsmuster-Kombination
angegeben, die sih durh die Anwendung dieses Verfeinerungsmusters ergibt. Für jede Steuerung
wird jeweils eine sporadishe Task eingesetzt. Um die Verteilungsanforderungen zu gewährleisten,
wird das Proxy-Muster verwendet. Selbstverständlih sind die Realzeitbedingungen gemäÿ den
Anforderungen zu prüfen. Es besteht eine Überlappung bei der sporadishen Task für die Anla-
gensteuerung, wie in den Abbildungen 14.3 und 14.4 zu erkennen ist.
Bei der korrekten Umsetzung der Steuerungssoftware für die Teilanlagensteuerung mit ih-
ren Gruppensteuerungen, die mit AM3 in Abbildung 14.2 bezeihnet wird, hilft das verteilte
Gruppensteuerungen/Teilanlagensteuerungs-Muster, an das nah Abshnitt 2.5 wiederum Realzeit-
und Verteilungsanforderungen bestehen, weil sämtlihe Steuerungen räumlih voneinander entfernt
sind. Dabei kooperiert die Teilanlagensteuerung mit zwei untergeordneten Gruppensteuerungen
und dem Regler. In der Abbildung 14.5 wird die Entwurfsmuster-Kombination gezeigt, die aus vier
Tasks und drei Proxy Klassen besteht. Um diese Entwurfsmuster-Kombination zu erhalten, wird
das Verfeinerungsmuster wiederholt angewendet. Wegen der hohen Realzeitanforderungen an die
Gruppensteuerungen, die prozessnäher sind als die bisher behandelten Steuerungen der höheren
Ebenen, werden periodishe Tasks verwendet, die in fest vorgegebenen Zeitintervallen Verarbei-
tungen durhführen. Da die Gruppensteuerungen räumlih entfernt von ihrer Teilanlagensteuerung
positioniert sind, wird mehrfah das Proxy-Muster herangezogen, das für die Kommunikation zwi-
shen der Teilanlagensteuerung und den Gruppensteuerungen gebrauht wird. Natürlih ist die
Erfüllung der Realzeiteigenshaften durh Prüfung von Bedingungen nahzuweisen. Eine Überlap-
pung zwishen den Ebenen ergibt sih für die sporadishe Task, die für die Teilanlagensteuerung
sTask Proxy sTask
1 1 1 1
Abbildung 14.4: Das Design der Anlagensteuerung mit ihrer Teilanlagensteuerung
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Abbildung 14.5: Das Design der Teilananlagensteuerung mit ihren Gruppensteuerungen
eingeführt worden ist. Dies erkennt man anhand der Abbildungen 14.4 und 14.5.
14.1.3 Anwendung der Verfeinerungsmuster für die Kooperation der
Prozessstabilisierungsebene und der Feldebene
In Abshnitt 2.5 sind Anforderungen bzgl. der Verteilung und der Fehlertoleranz an die Gruppen-
steuerungen, den Regler und die Einzelgerätesteuerungen dieser beiden Ebenen formuliert worden.
Die Gruppensteuerung zum Einfüllen ist von der Sensorsteuerung S1 räumlih entfernt, da sih
der Sensor direkt am Behälter B1 bendet. Auÿerdem benden sih die Gruppensteueuerung zum
Abpumpen und ihre Aktorsteuerung A1 an vershiedenen Positionen. Auh die Sensorsteuerung
S2 und die Aktorsteuerung A2 sind niht direkt bei dem Regler für die Temperatur positioniert,
sodass für die Kommunikation eine räumlihe Distanz überbrükt werden muss.
pTask
Proxy sTask
1 1
Proxy sTask
1 11 1
1 1
Abbildung 14.6: Das Design für die Einzelgerätesteuerung und die Gruppensteuerung zur Behäl-
terbefüllung
Zur korrekten Realisierung des Zusammenwirkens von Einzelgeräte- und Gruppensteuerungen
ndet das verteilte Einzelgerätesteuerungen/Gruppensteuerungs-MusterVerfeinerungsmuster zwei-
malige Verwendung zur Verfeinerung der Analysemuster AM4 und AM5. Die erste Anwendung
dieses Verfeinerungsmusters betrit die Gruppensteuerung für das Befüllen von B1 und die Ein-
zelgerätesteuerung für das zugehörige Ventil. Die zugehörige Entwurfsmuster-Kombination ist in
Abbildung 14.6 gezeigt. Man erkennt, dass zwei sporadishe und eine periodishe Task verwendet
werden. Zwei Proxy-Objekte dienen der Kommunikation der Steuerungen.
Weiterhin wird dasselbe Verfeinerungsmuster für die Gruppensteuerung zum Abpumpen der
Gelatine und die Einzelgerätesteuerung für das Auslassventil  also AM5  verwendet. In Abbil-
dung 14.7 ist die zugehörige Entwurfsmuster-Kombination angegeben. Für die Gruppensteuerung
wird eine periodishe Task und für die Einzelgerätesteuerung eine sporadishe Task verwendet, um
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die Realzeitanforderungen zu erfüllen. Zur Unterstützung der Kommunikation dient wiederum das
Proxy Muster.
pTask Proxy sTask
1 1 1 1
Abbildung 14.7: Das Design für die Einzelgerätesteuerung und die Gruppensteuerung zum Ab-
pumpen
14.1.4 Anwendung der Verfeinerungsmuster innerhalb der Prozesssihe-
rungsebene
Um siherzustellen, dass die Membran der Pumpe keinesfalls beshädigt wird, muss die Verrie-
gelungssteuerung, die mit der Gruppensteuerung zum Abpumpen zusammenwirkt, fehlertolerant
ausgelegt werden (s. AM6 ). Das bedeutet, dass ein Ausfall der Verriegelungssteuerung mit hoher
Wahrsheinlihkeit verhindert wird. Daher wird das Verfeinerungsmuster fehlertolerante Verriege-
lung mit einem Wathdog Muster verwendet (alternativ ist natürlih ein Reoverable Distributed
Observer Muster möglih). In Abbildung 14.8 ist der zugehörige Entwurf, der einen Wathdog
mit einer eigenen periodishen Task verwendet, angegeben. Die Task des Wathdogs prüft in pe-
riodishen Zeitabständen, ob die Task für die Verriegelungssteuerung noh aktiv ist. Prüfungen
für die Realzeitbedingungen haben zum Gegenstand, dass eine Reaktion der Verriegelungssteue-
rung shnell genug erfolgen muss, damit die Zerstörung der Membranpumpe ausgeshlossen wird.
Den Ausfall der Verriegelungstask muss der Wathdog erkennen und innerhalb der vorgegebenen
Reaktionszeit einen Neustart vornehmen.
pTask Verriegelungstask
pTask
1 1
1
1
Abbildung 14.8: Das Design der Verriegelungssteuerung
Das Verfeinerungsmuster des verteilten Reglers wird zur korrekten Realisierung des Analyse-
musters AM7 verwendet, das die Temperatur des Behälters B1 stabilisiert. Das zugehörige Design
des verteilten Reglers ist bereits ausführlih in den vorherigen Abshnitten vorgestellt worden.
Abshlieÿend wird festgestellt, dass auh in dieser Ebene Überlappungen zu den Verfeinerungs-
mustern der Steuerungen der hierarhish höher angeordneten Steuerungen existieren. Die peri-
odishen Tasks aus den Abbildungen 14.6, 14.7 und 14.8 und der periodishen Task des Reglers
entsprehen den in Abbildung 14.5 angegebenen periodishen Tasks.
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Kapitel 15
Ausblik
In der Arbeit sind Verfeinerungsmuster für objektorientierte Steuerungssoftware vorgestellt wor-
den. Dabei sind alle Aspekte von der Modellierung mit UML, der Übersetzung in TLA bis zur
Verikation und dem Model-Cheking der formalen Modelle untersuht worden. Ein Shwerpunkt
lag auf dem Nahweis der Korrektheit von Verfeinerungsmustern auh unter Berüksihtigung von
Realzeitanforderungen.
Im Bereih der Steuerungssoftware liegt mit OPC UA ein neuer Standard vor, der es ermögliht
verteilte Arhitekturen für Steuerungssoftware zu realisieren. Hierfür existieren seit kurzem eini-
ge frei verfügbare Implementierungen des OPC-UA-Staks auf der Basis von Java bzw. C#. Die
Informationsmodelle der OPC UA [MLD09℄ und das OPC-UA-Informationsmodell für IEC 61131-
3 [Te09℄ bilden eine interessante Ausgangsposition für die Anwendung bzw. Weiterentwiklung der
Verfeinerungsmuster dieser Arbeit. Natürlih ist dabei auh die Verwendbarkeit der Analyse- und
Entwurfsmuster zu betrahten. Ebenso sind die sog. Programme aus OPC UA, die mit Statehart-
Diagrammen erstellt werden, für weitere Forshungen im Bereih der Steuerungssoftware von Inter-
esse. Zusätzlih ist der Bereih der Alarme und Bedingungen (Alarms and Conditions) bedeutsam,
da dort siherheitskritishe Funktionalität veriziert werden kann. Für IEC 61131-3 werden Pro-
gramme aus OPC UA erst für spätere Versionen des Standards (gegenwärtig liegt Version 0.09 vor)
erwartet bzw. in Aussiht gestellt.
Siherlih ist es sinnvoll, auh andere Domänen als den Bereih der Steuerungssoftware nah
Verfeinerungsmustern zu untersuhen. Damit würde das Konzept durh die Anforderungen ande-
rer Fahgebiete konsolidiert bzw. weiterentwikelt werden. Z. B. liegt für das ebenfalls tehnish
orientierte Gebiet der Energieinformatik [WSA07℄ eine Domäne vor, die sih mit dem Einsatz
der Informationstehnik in der Energiewirtshaft auseinandersetzt. Ein UML-Prol names CIM
(Common Information Infrastruture) [UG07℄ ist bereits standardisiert (IEC-61970) worden.
Lamport hat auh die Verwendung von TLC zur Verikation von Realzeiteigenshaften vorge-
shlagen [Lam05℄. TLC ist durhaus geeignet, um Realzeiteigenshaften zu verizieren. Von Lam-
port durhgeführte Messungen zeigen, dass TLC mit Model-Chekern für Realzeitanforderungen,
wie etwa Uppaal, konkurrieren kann. An Stelle der in dieser Arbeit verwendeten Verikation der
Realzeiteigenshaften von Verfeinerungsmustern mittels Handbeweisen könnte die Verikation mit
dem Model-Cheker TLC automatisiert werden, indem etwa bestimmte Shablonen für das Model-
Cheking dieser Eigenshaften bereitgestellt werden.
Natürlih sind alle Forshungsansätze, die die mashinelle Verikation von Verfeinerungsmus-
tern unterstützen können, von groÿer Bedeutung. Hierbei sind alle Ansätze, die zur Beshleunigung
der Verikation führen, besonders interessant. In den letzten Jahren haben sog. SAT Solver Interes-
se hervorgerufen. SAT Solver sind in der Lage, komplexe, Booleshe Gleihungen, die aus sehr vielen
Booleshen Variablen bestehen und in konjunktiver Normalform (CNF) speziziert sind, auf ihre
Erfüllbarkeit zu prüfen. Auf diesem Gebiet sind nah [MP05, Mar09℄ beahtlihe Verbesserungen
erzielt worden. Die Übersetzung von temporallogishen Konstrukten, die für TLA-Spezikationen
eines Verfeinerungsmusters verwendet werden, in Booleshe Formeln ist hierfür notwendig. Au-
ÿerdem erlangt auh die Anwendung von Mehrkernprozessoren für das Model-Cheking zuneh-
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mende Bedeutung [Hol08, VBBB09℄. TLC unterstützt bereits Java Multi-Threading. Allerdings
werden Loks in Threads eingesetzt, die zu Blokaden führen. Lok-free Algorithmen bieten einen
interessanten Ausweg. Da TLC mit Java realisiert worden ist, sind auh Neuerungen der Java
Tehnologie, wie das ForkJoin Framework aus Java 7 [DME09℄ von Interesse.
Auh Erweiterungen der Spezikationssprahe TLA können für die Weiterentwiklung der
Konzepte dieser Arbeit von Bedeutung sein. Die TLA 2003 Version unterstützt die Vererbung
von Prozesstypen mit dem Shlüsselwort EXTENDS [RK03℄. Für Verfeinerungsmuster, die ob-
jektorientierte Vererbung verwenden, entsteht dadurh eine interessante Erweiterungsmöglihkeit.
Auh die Anwendung der in [Mes02℄ vorgestellten Operatoren zur Verfeinerung von Prozessen ist
von Interesse.
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Anhang A
TLA-Spezikationen der
Analysemusterkombination
A.1 TLA-Spezikationen des Prozesses abstratController
PROCESS abstratController
IMPORT
Sequene;
CONSTANT
k : Integer;
VARIABLES
x,y : Real; ! y für den Stellwert und x für den Istwert
qu : queue; ! Zustand der Ereigniswarteshlange
syn : Boolean; ! Synhronisationsvariable für nebenläufigen Zugriff
trlStartAtReadx, trlAtReadxAtReady : Boolean; ! ZV für eingeh. KF
state : {"init", "stopped", "wait", "waitSensor", "getReturnReeived", "getReturnDequeued",
"valuesComputed", "waitAtuator","setReturnReeived"}; ! Kontrollzustand
O1_Exists, existsO2, existsO3 : Boolean; ! Existenz der Objektflüsse O1, O2 und O3
valueO1, valueO2, valueO3 : Real; ! Übersetzung der Objektknoten O1, O2, O3 zur Wertablage
INIT
∆
= . . . s. Text
ACTIONS
! Die Übersetzung der Transitionen
loop
∆
= . . .
waitSensorToValuesComputed
∆
= . . . ! Transition wait waitSensor→ ValuesComputed Aktion
wait waitSensor → ValuesComputed Aktion s. waitToStopped
∆
= !
!Transition wait → stopped Aktion s. Text stoppedToWait
∆
= !
Transition stopped → wait Aktion s. Text
∧ state = ′ ′stopped ′ ′
∧ state ′ = ′ ′init ′ ′
∧ UNCHANGED 〈x, y, qu, syn, trlStartAtReadx, trlAtReadxAtReady〉
∧ UNCHANGED 〈 existsO1, existsO2, existsO3, valueO1, valueO2, valueO3〉;
! Die Übersetzung der Ations
ationReadx(urrentEventOurrene : String)
∆
= . . . ! Aktion s.Text
ationWritey(urrentEventOurrene : String)
∆
= . . . ! Aktion s. Text
ationComputeNewy(urrentEventOurene : String)
∆
= . . . ! Aktion s. Text
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ationGetValueCall(urrentEventOurene : String)
∆
= . . . ! Aktion s. Text
ationReady(urrentEventOurene : String)
∆
= ! Übersetzung der Ation Ready
∧ ¬syn
∧ trlStartAtReadx = TRUE ! Prüfung der eingehenden ZV
∧ urrentEventOurene = "O1.ationReadx"
∧ valueO1 ′ = x ∧ ! Setzen der ZV eines ausgehenden OF
∧ trlStartAtReadx ′ = FALSE
∧ existsO1 ′ = TRUE ! Setzen der ausgehenden ZV
∧ trlAtReadxAtReady ′ = TRUE ! Setzen der ZV des ausgehenden KF
∧ UNCHANGED 〈 x,y, qu, syn, state, existsO2, existsO3, valueO2, valueO3〉;
omputeNewy
∆
= [p1 ∈ Real, p2 ∈ Real 7→ k*p1℄
ationSetValueCall(val : Real; urrentEventOurene : String) = ! Ation setValueCall
∧ state = ′ ′valuesComputed ′ ′
∧ state ′ = ′ ′waitAtuator ′ ′
∧ urrentEventOurene = ′ ′O1.ationSetValueCall ′ ′
∧ val = x
∧ syn ′ = TRUE
∧ UNCHANGED 〈qu, x, y, syn, trlStartAtReadx, trlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, existsO3, valueO1, valueO2, valueO3〉;
enqueue(val : Real)
∆
= . . .
dequeue
∆
= . . .
END
219
220
Anhang B
TLA-Spezikationen der
Analysemusterkombination
B.1 TLC-Spezikation des Moduls abstratController
MODULE abstratContr
EXTENDS Naturals, Sequenes, TLC, Reals
VARIABLES ostate,
oqu,
ox,
oy,
osyn,
oCtrlStartAtReadx,
oCtrlAtReadxAtReady,
oValueO1,
oValueO2,
oValueO3,
oExistsO1,
oExistsO2,
oExistsO3
Init
∆
= ∧ ostate = "init"
∧ ox = 0
∧ oy = 0
∧ osyn = FALSE
∧ oqu = << >>
∧ oCtrlAtReadxAtReady = FALSE
∧ oCtrlStartAtReadx = FALSE
∧ oValueO1 = 0
∧ oExistsO1 = FALSE
∧ oValueO2 = 0
∧ oExistsO2 = FALSE
∧ oValueO3 = 0
∧ oExistsO3 = FALSE
stop
∆
=
∧ ostate = "init"
∧ ostate ′ = "stopped"
∧ UNCHANGED 〈ox, oy, oqu, osyn〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
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∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
restart
∆
=
∧ ostate = "stopped"
∧ ostate ′ = "init"
∧ UNCHANGED 〈ox, oy, oqu, osyn〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
loop
∆
=
∧ ostate = "init"
∧ ostate ′ = "wait"
∧ UNCHANGED 〈ox, oy, oqu, osyn〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
getValueCall
∆
=
∧ ostate = "wait"
∧ ostate ′ = "waitSensor"
∧ osyn ′ = TRUE
∧ UNCHANGED 〈ox, oy, oqu rangle:
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
ompute
∆
=
∧ ostate = "valueDequeued"
∧ oCtrlStartAtReadx = TRUE
∧ UNCHANGED 〈ox, oqu, osyn〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
ationReadx(urrentEventOurene)
∆
=
∧ ¬osyn
∧ oCtrlStartAtReadx = TRUE
∧ ourrentEventOurene = "O1.ationReadx"
∧ oValueO1 ′ = ox
∧ oCtrlStartAtReadx ′ = FALSE
∧ oExistsO1 ′ = TRUE
∧ oCtrlAtReadxAtReady ′ = TRUE
∧ UNCHANGED 〈ox, oqu, osyn〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
ationReady(urrentEventOurene)
∆
=
∧ ¬osyn
∧ oCtrlStartAtReadx = TRUE
∧ ourrentEventOurene = "O1.ationReady"
∧ oValueO1 ′ = ox
∧ oCtrlStartAtReadx ′ = FALSE
∧ oExistsO1 ′ = TRUE
∧ oCtrlAtReadxAtReady ′ = TRUE
∧ UNCHANGED 〈ox, oy, oqu, osyn〉
∧ UNCHANGED 〈oCtrlStartAtReadx〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
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ationWritey(urrentEventOurrene)
∧ ¬osyn
∧ oExistsO3 = TRUE
∧ ourrentEventOurrene = "O1.ationWritey"
∧ oExistsO3 ′ = FALSE
∧ oy ′ = oValueO3
∧ ostate ′ = "valuesComputed"
∧ UNCHANGED 〈ox, oy, oqu, osyn〉
∧ UNCHANGED 〈oExistsO1, oExistsO2〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
∧ UNCHANGED 〈oCtrlStartAtReadx, oCtrlAtReadxAtReady〉
ationSetValueCall(valueO1_Pin1, urrentEventOurene)
∆
=
∧ ¬osyn
∧ ostate = "valuesComputed"
∧ oValueO1_Pin1 = x
∧ urrentEventOurene = "O1.ationSetValueCall"
∧ oExistsO1 ′ = FALSE
∧ osyn ′ = TRUE
∧ ostate ′ = "waitAtuator"
∧ UNCHANGED 〈ox, oy, oqu, osyn 〉
∧ UNCHANGED 〈oCtrlStartAtReadx, oCtrlAtReadxAtReady〉
∧ UNCHANGED 〈oExistsO1, oExistsO2〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
omputeNewy
∆
= [p1 ∈ Real, p2 ∈ Real 7→ p1]
ationComputeNewy(urrentEventOurene)
∆
= !!ationComputeNewy
∆
=
∧ ¬osyn
∧ oExistsO1 = TRUE
∧ oExistsO2 = TRUE
∧ urrentEventOurene = "O1.ationComputeNewy"
∧ oValueO3 ′ = omputeNewy[oValueO1, oValueO2℄
∧ oExistsO1 ′ = FALSE
∧ oExistsO2 ′ = FALSE
∧ oExistsO3 ′ = TRUE
∧ UNCHANGED 〈oValueO1, oValueO2, osyn〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
setValueCall(value)
∆
=
∧ ostate = "valuesComputed"
∧ ostate ′ = "waitAtuator"
∧ osyn ′ = TRUE
∧ UNCHANGED 〈ox, oy, oqu 〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
enqueue(value)
∆
=
∧ ostate = "waitSensor" ∨ ostate = "waitAtuator"
∧ ostate ′ = IF ostate = "waitSensor"
THEN "getEnqueued"
ELSE IF ostate = "waitAtuator"
THEN "returnEnqueued"
ELSE ostate
∧ osyn ′ = FALSE
∧ oqu ′ = IF ostate = "waitSensor"
THEN Append(oqu, value)
ELSE oqu
∧ UNCHANGED 〈ox, oy 〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
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∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
dequeue
∆
=
∧ ostate = "getEnqueued" ∨ ostate = "returnEnqueued"
∧ ostate ′ = IF ostate = "getEnqueued"
THEN "valueDequeued"
ELSE "init"
∧ oqu ′ = Tail(oqu)
∧ ox ′ = Head(oqu).val
∧ UNCHANGED 〈oy, osyn 〉
∧ UNCHANGED 〈oCtrlAtReadxAtReady, oCtrlStartAtReadx〉
∧ UNCHANGED 〈oExistsO1, oExistsO2, oExistsO3〉
∧ UNCHANGED 〈oValueO1, oValueO2, oValueO3〉
AFair
∆
= ∃ value ∈ Data : ∃ proc ∈ Operation :
∧ WF
vars
(loop)
∧ WF
vars
(dequeue)
∧ WF
vars
(stop)
∧ WF
vars
(ompute)
∧ WF
vars
(restart)
∧ WF
vars
(getValueCall)
∧ WF
vars
(setValueCall([op 7→ pro, val 7→ value℄))
∧ WF
vars
(enqueue([op 7→ pro, val 7→ value℄))
Next
∆
= ∃ value ∈ Data : ∃ proc ∈ Operation :
∨ loop
∨ dequeue
∨ stop
∨ ompute
∨ restart
∨ getValueCall
∨ setValueCall([op 7→ pro, val 7→ value℄)
∨ enqueue([op 7→ pro, val 7→ value℄)
vars
∆
= <<ostate, oqu, ox, oy, osyn, oCtrlAtReadxAtReady,
oValueO1, oValueO2, oExistsO1, oExistsO2, oExistsO2,
oExistsO3, oValueO3, oCtrlStartAtReadx>>
Spe
∆
= Init ∧ 2[Next℄
vars
B.2 TLC-Spezikation des Moduls abstratSensor
MODULE abstratSensor
EXTENDS Naturals, TLC, Sequenes
VARIABLES
x,
state,
qu
CONSTANTS Data
Init
∆
= ∧ state = "init"
∧ x = 0
∧ qu = << >>
CallEnqueue(d)
∆
= ∧ state = "init"
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∧ state ′ = "enqueued"
∧ qu ′ = Append( qu, d)
∧ UNCHANGED x
Dequeue
∆
= ∧ state = "enqueued"
∧ state ′ = "dequeued"
∧ x ′ = Head(qu)
∧ qu ′ = Tail(qu)
Proess
∆
= ∧ state = "dequeued"
∧ state ′ = "proessed"
∧ UNCHANGED 〈x, qu〉
EnqueueError
∆
= ∧ state = "enqueued"
∧ state ′ = "Error"
∧ UNCHANGED 〈x, qu〉
DequeueError
∆
= ∧ state = "dequeued"
∧ state ′ = "Error"
∧ UNCHANGED 〈x, qu〉
ProessError
∆
= ∧ state = "proessed"
∧ state ′ = "Error"
∧ UNCHANGED 〈x, qu〉
EnqueueTimeout
∆
= ∧ state = "enqueued"
∧ state ′ = "Timeout"
∧ UNCHANGED 〈x, qu〉
ProessTimeout
∆
= ∧ state = "proessed"
∧ state ′ = "Timeout"
∧ UNCHANGED 〈x, qu〉
DequeueTimeout
∆
= ∧ state = "dequeued"
∧ state ′ = "Timeout"
∧ UNCHANGED 〈x, qu〉
Return(d)
∆
= ∧ (state = "proessed" ∨ state = "Error" ∨ state = "Timeout")
∧ d = IF state = "returned"
THEN x
ELSE IF state = "Error"
THEN "Error"
ELSE "Timeout"
∧ x ′ = 0
∧ state ′ = "init"
∧ UNCHANGED qu
Next
∆
= ∨ ∃ d ∈ Data : Return(d)
∨ CallEnqueue(d)
∨ Proess
∨ Dequeue
∨ Return(d)
∨ ProessError
∨ DequeueError
∨ EnqueueError
∨ EnqueueTimeout
∨ DequeueTimeout
∨ ProessTimeout
vars1
∆
= <<state, qu, x>>
Fair
∆
= ∀ d ∈ Data : WF
vars1
(Return(d))
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∧ WF
vars1
(CallEnqueue(d))
∧ WF
vars1
(Proess)
∧ WF
vars1
(Dequeue)
∧ WF
vars1
(ProessReturn)
∧ WF
vars1
(ProessError)
∧ WF
vars1
(DequeueError)
∧ WF
vars1
(EnqueueError)
∧ WF
vars1
(ProessTimeout)
∧ WF
vars1
(allTimeout)
∧ WF
vars1
(allError)
Spe
∆
= Init ∧ 2[Next℄
vars1
∧ Fair
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Anhang C
UML Spezikationen der
Entwurfsmuster-Kombination
In diesem Anhang werden die Statehart-Diagramme der Klassen SensorAdapter (s. Abbildung C.1)
und Sensor (s. Abbildung C.2) angegeben.
C.1 Statehart-Diagramm der Klasse SensorAdapter
sm adapter
init
process
called
getValue
/ getValue
/ reply
Abbildung C.1: Statehart-Diagramm eines SensorAdapter
C.2 Statehart-Diagramm der Klasse Sensor
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sm sensor
init
process
getValue
/ reply
Abbildung C.2: Statehart-Diagramm eines Sensor
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Anhang D
TLA-Spezikationen der
Entwurfsmuster-Kombination
D.1 Prozesstyp SensorTimes
PROCESS SensorTimes
ACTIONS
enqueue;
dequeue;
proess;
getValueCallReply;
P MAX TIME enqueue : tSensorEnqueue;
P MAX TIME dequeue : tSensorDequeue;
P MAX TIME proess : tSensorProess;
P MAX TIME getValueCallReply : tSensorGetValueCallReply;
END SensorTimes
D.2 Prozesstyp SensorAdapterTimes
PROCESS SensorAdapterTimes
ACTIONS
enqueue;
dequeue;
proess;
getValueCall;
getValueCallReply;
P MAX TIME enqueue : tAdapterEnqueue;
P MAX TIME dequeue : tAdapterDequeue;
P MAX TIME proess : tAdapterProess;
P MAX TIME getValueCall : tAdapterGetValueCall;
P MAX TIME getValueCallReply : tAdapterGetValueCallReply;
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END SensorAdapterTimes
D.3 Prozesstyp SensorProxyTimes
PROCESS SensorProxyTimes
ACTIONS
enqueue;
dequeue;
proess;
getValueCall;
getValueCallReply;
error1;
error2;
error3;
error4;
timeout1;
timeout2;
timeout3;
timeout4;
P MAX TIME enqueue : tProxyEnqueue;
P MAX TIME dequeue : tProxyDequeue;
P MAX TIME proess : tProxyProess;
P MAX TIME getValueCall : tProxyGetValueCall;
P MAX TIME getValueCallReply : tProxyGetValueCallReply;
P MAX TIME error1 : tProxyError1;
P MAX TIME error2 : tProxyError2;
P MAX TIME error3 : tProxyError3;
P MAX TIME error4 : tProxyError4;
P MAX TIME timeout1 : tProxyTimeout1;
P MAX TIME timeout2 : tProxyTimeout2;
P MAX TIME timeout3 : tProxyTimeout3;
P MAX TIME timeout4 : tProxyTimeout4;
END SensorProxyTimes
D.4 Prozesstyp onreteCompositionOfSub1
PROCESS onreteCompositionOfSub1
PROCESSES
! O1 : onreteControler;
O2 : SensorProxy;
TO2 : SensorProxyTimes;
O3 : SensorAdapter;
TO3 : AdapterTimes;
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O4 : Sensor;
TO4 : SensorTimes;
sd : SequeneDiagram(<<
′ ′
O2.dequeue
′ ′
,
′ ′
O2.ationProess
′ ′
,
′ ′
O2.ationGetValueCall
′ ′
,
′ ′
O3.enqueue
′ ′
,
′ ′
O3.ationProess
′ ′
,
′ ′
O3.ationGetValueCall
′ ′
,
′ ′
O4.dequeue
′ ′
,
′ ′
O4.ationProess
′ ′
,
′ ′
O4.ationGetValueCallReply
′ ′
,
′ ′
O3.dequeue
′ ′
,
′ ′
O3.ationGetValueCallReply
′ ′
,
′ ′
O2.dequeue
′ ′
,
′ ′
O2.ationGetValueCallReply
′ ′
>>);
ACTIONS
ProxyDequeue(urrentEventOurene : String)
∆
= ! dequeue
Systemaktion d. Proxys
∧ O2.dequeue(urrentEventOurene)
∧ TO2.dequeue
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyProess(urrentEventOurene : String)
∆
= ! proess
Systemaktion d. Proxys
∧ O2.proess(urrentEventOurene)
∧ TO2.proess
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
setCall1(urrentEventOurene : String)
∆
= ! setCall1
Systemaktion des Proxys
∧ O2.setCall1(urrentEventOurene)
∧ TO2.setCall1
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
setCall2(urrentEventOurene : String)
∆
= ! setCall1
Systemaktion des Proxys
∧ O2.setCall2(urrentEventOurene)
∧ TO2.setCall2
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
setCall3(urrentEventOurene : String)
∆
= ! setCall1
Systemaktion des Proxys
∧ O2.setCall2(urrentEventOurene)
∧ TO2.setCall2
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyError1
∆
= ! ProxyError1 Systemaktion d. Proxys
∧ O2.proxyError1(urrentEventOurene)
∧ TO2.proxyError1
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∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyError2
∆
= ! ProxyError2 Systemaktion d. Proxys
∧ O2.proxyError2(urrentEventOurene)
∧ TO2.proxyError2
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyError3
∆
= ! ProxyError3 Systemaktion d. Proxys
∧ O2.proxyError3(urrentEventOurene)
∧ TO2.proxyError3
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyError4
∆
= ! ProxyError4 Systemaktion d. Proxys
∧ O2.proxyError4(urrentEventOurene)
∧ TO2.proxyError4
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyTimeout1
∆
= ! ProxyTimeout1 Systemaktion d. Proxys
∧ O2.proxyTimeout1(urrentEventOurene)
∧ TO2.proxyTimeout1
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyTimeout2
∆
= ! ProxyTimeout2 Systemaktion d. Proxys
∧ O2.proxyTimeout2(urrentEventOurene)
∧ TO2.proxyTimeout2
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyTimeout3
∆
= ! ProxyTimeout3 Systemaktion d. Proxys
∧ O2.proxyTimeout3(urrentEventOurene)
∧ TO2.proxyTimeout3
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
ProxyTimeout4
∆
= ! ProxyTimeout4 Systemaktion d. Proxys
∧ O2.proxyTimeout3(urrentEventOurene)
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∧ TO2.proxyTimeout4
∧ O3.stutter
∧ TO3.stutter
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
CallToAdapter(val : Real; urrentEventOurene : String)
∆
= !
getValue Aufruf des Adapters
∧ O2.getallValueCall(value, urrentEventOurene)
∧ TO2.getValueCall
∧ O3.enqueue(value)
∧ TO3.getValueCall
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
AdapterProess(urrentEventOurene : String)
∆
= ! Verarbeitung
des Adapters
∧ O2.stutter
∧ TO2.stutter
∧ O3.proess(urrentEventOurene)
∧ TO3.proess
∧ O4.stutter
∧ TO4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
CallToSensor(val : Real; urrentEventOurene : String)
∆
= !
Aufruf des Sensors
∧ O2.stutter
∧ TO2.stutter
∧ O3.getValueCall(value, urrentEventOurene)
∧ TO3.getValueCall
∧ O4.enqueue(value)
∧ TO4.enqueue
∧ sd.permittedAtionOfSD(urrentEventOurene);
ReturnFromAdapter(val : Real; urrentEventOurene : String)
∆
= !
Adapterantwort
∧ O1.stutter
∧ TO1.stutter
∧ O2.enqueue(value)
∧ TO2.enqueue
∧ O3.getValueCallReply(value, urrentEventOurene)
∧ TO3.return
∧ O4.stutter
∧ sd.permittedAtionOfSD(urrentEventOurene);
SensorDequeue(urrentEventOurene : String)
∆
= . . . !
Entfernung aus Sensorqueue s. Anhang
∧ O2.stutter
∧ TO2.stutter
∧ O3.stutter
∧ TO3.stutter
∧ O4.dequeue(urrentEventOurene)
∧ TO4.dequeue
∧ sd.permittedAtionOfSD(urrentEventOurene);
SensorProess(urrentEventOurene : String)
∆
= ! Verarbeitung
des Sensors
∧ O2.stutter
∧ TO2.stutter
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∧ O3.stutter
∧ TO3.stutter
∧ O4.proess(urrentEventOurene)
∧ TO4.proess
∧ sd.permittedAtionOfSD(urrentEventOurene);
ReturnFromSensor(val : Real; urrentEventOurene : String)
∆
= !
Antwort des Sensors
∧ O2.stutter
∧ TO2.stutter
∧ O3.enqueue(value)
∧ TO3.enqueue
∧ O4.getValueCallReply(value, urrentEventOurene)
∧ TO4.getValueCallReply
∧ sd.permittedAtionOfSD(urrentEventOurene);
END onreteCompositionOfSub1
D.5 TLC-Spezikation des Prozesstyps onreteController
MODULE onreteController
EXTENDS Naturals, Sequenes, TLC
CONSTANTS Data, Operation
VARIABLES
x,
y,
syn,
qu,
state,
trlAtReadxAtReady,
existsO1,
existsO2,
existsO3,
valueO1,
valueO2,
valueO3
ox
∆
= x
oCtrlAtReadxAtReady
∆
= trlAtReadxAtReady
oExistsO1
∆
= existsO1
oValueO1
∆
= valueO1
oExistsO2
∆
= existsO2
oValueO2
∆
= valueO2
oExistsO3
∆
= existsO3
oValueO3
∆
= valueO3
ostate
∆
=
CASE state = "init" ∧ state = "init" → "init"
2 state = "stopped" → "stopped"
2 state = "s1" → "waitSensor"
2 state = "s2" → "waitSensor"
2 state = "s3" → "waitSensor"
2 state = "s4" → "waitSensor"
2 state = "s5" → "valuesComputed"
2 state = "s6" → "valuesComputed"
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2 state = "s7" → "valuesComputed"
2 state = "s8" → "valuesComputed"
2 state = "s9" → "waitAtuator"
2 state = "s10" → "waitAtuator"
2 state = "s11" → "waitAtuator"
2 state = "s12" → "waitAtuator"
2 state = "wait" → "wait"
2 state = "waitSensor" → "waitSensor"
2 state = "getEnqueued" → "getEnqueued"
2 state = "valueDequeued" → "valueDequeued"
2 state = "valuesComputed" → "valuesComputed"
2 state = "waitAtuator" → "waitAtuator"
2 state = "returnEnqueued" → "returnEnqueued"
oy
∆
= y
osyn
∆
= syn
oqu
∆
= IF state = "s1" ∨ state = "s2" ∨ state = "s3" ∨ state = "s4" ∨
state = "s5" ∨ state = "s6" ∨ state = "s7" ∨ state ="s8" ∨
state = "s9" ∨ state = "s10" ∨ state = "s11" ∨ state = "s12"
THEN << >>
ELSE qu
Init
∆
= ∧ x = 0
∧ y = 0
∧ syn = FALSE
∧ state = "init"
∧ qu = << >>
∧ trlAtReadxAtReady = FALSE
∧ valueO1 = 0
∧ existsO1 = FALSE
∧ valueO2 = 0
∧ existsO2 = FALSE
∧ valueO3 = 0
∧ existsO3 = FALSE
stop
∆
=
∧ state = "init"
∧ state ′ = "stopped"
∧ UNCHANGED 〈x, y, qu, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
restart
∆
=
∧ state = "stopped"
∧ state ′ = "init"
∧ UNCHANGED 〈x, y, qu, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
loop
∆
=
∧ state = "init"
∧ state ′ = "wait"
∧ UNCHANGED 〈x, y, qu, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
enqInterrupt(message)
∆
=
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∧ state = "waitSensor" ∨ state = "valuesComputed" ∨ state = "waitAtuator"
∧ state ′ = IF state = "waitSensor"
THEN "s1"
ELSE IF state = "valuesComputed"
THEN "s5"
ELSE "s9"
∧ qu ′ = Append(qu, message)
∧ UNCHANGED 〈x, y, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
deqInterrupt
∆
=
∧ state = "s1" ∨ state = "s5" ∨ state = "s9"
∧ state ′ = IF state = "s1"
THEN "s2"
ELSE IF state = "s5"
THEN "s6"
ELSE "s10"
∧ qu ′ = Tail(qu)
∧ UNCHANGED x
∧ UNCHANGED y
∧ UNCHANGED syn
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
enqResume(message)
∆
=
∧ state = "s2" ∨ state = "s6" ∨ state = "s10"
∧ state ′ = IF state = "s2"
THEN "s3"
ELSE IF state = "s6"
THEN "s7"
ELSE "s11"
∧ qu ′ = Append(qu, message)
∧ UNCHANGED x
∧ UNCHANGED y
∧ UNCHANGED syn
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
deqResume
∆
=
∧ state = "s3" ∨ state = "s7" ∨ state = "s11"
∧ state ′ = IF state = "s3"
THEN "waitSensor"
ELSE IF state = "s7"
THEN "valuesComputed"
ELSE "waitAtuator"
∧ qu ′ = Tail(qu)
∧ UNCHANGED 〈x, y, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
sleep
∆
=
∧ state = "waitSensor" ∨ state = "waitAtuator" ∨ state = "valuesComputed"
∧ state ′ = IF state = "waitSensor"
THEN "s4"
ELSE IF state = "valuesComputed"
THEN "s8"
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ELSE "s12"
∧ UNCHANGED 〈x, y, qu, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
awake
∆
=
∧ state = "s4" ∨ state = "s8" ∨ state = "s12"
∧ state ′ = IF state = "s4"
THEN "waitSensor"
ELSE IF state = "s8"
THEN "valuesComputed"
ELSE "waitAtuator"
∧ UNCHANGED 〈x, y, qu, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
getValueCall
∆
=
∧ state = "wait"
∧ state ′ = "waitSensor"
∧ syn ′ = TRUE
! ∧ value = [op 7→ "getValue", val 7→ oy℄
∧ UNCHANGED 〈x, y, qu rangle:
∧ UNCHANGED 〈otrlAtReadxAtReady〉
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
setValueCall(value)
∆
=
∧ state = "valuesComputed"
∧ state ′ = "waitAtuator"
∧ syn ′ = TRUE
! ∧ value = [op 7→ "setValue", val 7→ oy℄
∧ UNCHANGED 〈x, y, qu, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
getEnqueue(value)
∆
=
∧ state = "waitSensor"
∧ state ′ = "getEnqueued"
∧ syn ′ = FALSE
∧ qu ′ = Append(qu, value)
∧ UNCHANGED 〈x, y〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
setEnqueue(value)
∆
=
∧ state = "waitAtuator"
∧ state ′ = "returnEnqueued"
∧ syn ′ = FALSE
! ∧ qu ′ = Append(qu, [op 7→ "none", val 7→ value℄)
∧ qu ′ = Append(qu, value)
∧ UNCHANGED 〈x, y〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
getDequeue
∆
=
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∧ state = "getEnqueued"
∧ state ′ = "valueDequeued"
∧ qu ′ = Tail(qu)
∧ x ′ = Head(qu)
! ∧ x ′ = Head(qu).val
∧ UNCHANGED 〈y, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
setDequeue
∆
=
∧ state = "returnEnqueued"
∧ state ′ = "init"
! ∧ qu ′ = Append(qu, [op 7→ "none", val 7→ value℄)
∧ qu ′ = Tail(qu)
∧ x ′ = Head(qu)
! ∧ x ′ = Head(qu).val
∧ UNCHANGED 〈y, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
ompute
∆
=
∧ state = "valueDequeued"
∧ state ′ = "valuesComputed"
∧ y ′ = x
∧ UNCHANGED 〈x, qu, syn〉
∧ UNCHANGED trlAtReadxAtReady
∧ UNCHANGED 〈existsO1, existsO2, existsO3〉
∧ UNCHANGED 〈valueO1, valueO2, valueO3〉
Next
∆
= ∨ ∃ message ∈ Operation :
∨ stop
∨ restart
∨ loop
∨ deqInterrupt
∨ deqResume
∨ getValueCall
∨ getDequeue
∨ setDequeue
∨ ompute
∨ enqResume(message)
∨ enqInterrupt(message)
∨ ∃ value ∈ Data : getEnqueue([op 7→ message, val 7→ value℄)
∨ setEnqueue([op 7→ message, val 7→ value℄)
∨ setValueCall(value)
vars
∆
= <<x, y, syn, qu, state>>
CFair
∆
= ∀ message ∈ Operation : ∀ value ∈ Data :
∧ WF
vars
(stop)
∧ WF
vars
(restart)
∧ WF
vars
(loop)
∧ WF
vars
(deqInterrupt)
∧ WF
vars
(deqResume)
∧ WF
vars
(getValueCall)
∧ WF
vars
(setValueCall(value))
∧ WF
vars
(getDequeue)
∧ WF
vars
(setDequeue)
∧ WF
vars
(ompute)
∧ WF
vars
(enqResume(message))
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∧ WF
vars
(enqInterrupt(message))
∧ WF
vars
(getEnqueue([op 7→ message, val 7→ value℄))
∧ WF
vars
(setEnqueue([op 7→ message, val 7→ value℄))
Spe
∆
= Init ∧ 2 [Next℄
vars
∧ CFair
AT
∆
= INSTANCE abstratContr2 x ← ox, y ←oy, state ← ostate, qu
← oqu, syn ← osyn
D.6 TLC-Spezikation für das SubsystemSensor
MODULE SubsystemSensor
EXTENDS Naturals, Sequenes, TLC, PrintValues
CONSTANTS Data, EO, EOA, States
VARIABLES
urrentTrae,
aSxx,
aSxsSensor,
aSxqu,
adapterxx,
adapterxqu,
adapterxsAdapter,
proxyxx,
proxyxqu,
proxyxss,
hqu
ox
∆
= proxyxx
ostate
∆
= CASE proxyxss = "init" ∧ aSxsSensor = "init" ∧ aSxsSensor = "init" →
"init"
2 proxyxss = "allEnqueued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"enqueued"
2 proxyxss = "allDequeued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"enqueued"
2 proxyxss = "proessed" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"enqueued"
2 proxyxss = "readyForCall" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"enqueued"
2 proxyxss = "alled" ∧ adapterxsAdapter = "enqueued" ∧ aSxsSensor = "init" →
"enqueued"
2 proxyxss = "alled" ∧ adapterxsAdapter = "dequeued" ∧ aSxsSensor = "init" →
"enqueued"
2 proxyxss = "alled" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "enqueued" →
"enqueued"
2 proxyxss = "alled" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "dequeued" →
"dequeued"
2 proxyxss = "alled" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "proessed" →
"proessed"
2 proxyxss = "alled" ∧ adapterxsAdapter = "returnEnqueued" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "returnEnqueued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "returnDequeued" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "readyForError" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "alledError" ∧ adapterxsAdapter = "enqueued" ∧ aSxsSensor = "init" →
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"proessed"
2 proxyxss = "alledError" ∧ adapterxsAdapter = "dequeued" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "alledError" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "enqueued" →
"proessed"
2 proxyxss = "alledError" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "dequeued" →
"proessed"
2 proxyxss = "alledError" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "proessed" →
"proessed"
2 proxyxss = "alledError" ∧ adapterxsAdapter = "returnEnqueued" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "returnDeqError" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "returnEnqError" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "Error" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"Error"
2 proxyxss = "readyForTimeout" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"dequeued"
2 proxyxss = "alledTimeout" ∧ adapterxsAdapter = "enqueued" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "alledTimeout" ∧ adapterxsAdapter = "dequeued" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "alledTimeout" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "enqueued" →
"proessed"
2 proxyxss = "alledTimeout" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "dequeued" →
"proessed"
2 proxyxss = "alledTimeout" ∧ adapterxsAdapter = "alled" ∧ aSxsSensor = "proessed" →
"proessed"
2 proxyxss = "alledTimeout" ∧ adapterxsAdapter = "returnEnqueued" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "returnDeqTimeout" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "returnEnqTimeout" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"proessed"
2 proxyxss = "Timeout" ∧ adapterxsAdapter = "init" ∧ aSxsSensor = "init" →
"Timeout"
oqu
∆
= IF(aSxsSensor = "dequeued" ∨ aSxsSensor = "proessed")
THEN << >>
ELSE IF(proxyxss = "allEnqueued" ∨ proxyxss = "allDequeued" ∨
proxyxss = "proessed" ∨ proxyxss = "readyForCall" ∨
proxyxss = "alled" ∨ adapterxsAdapter = "dequeued" ∨
adapterxsAdapter = "alled" ∨ proxyxss = "alledError")
THEN hqu
ELSE << >>
ourrentTrae
∆
= CASE urrentTrae = << >> → << >>
2 urrentTrae = << "O2.ationDequeue">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationError1">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall", "O3.ationDequeue">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue">> →
<<"O2.dequeue">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
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"O3.ationDequeue", "O3.ationCall", "O4.ationDequeue">> → <<"O2.dequeue">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue",
"O4.ationProess" >> → <<"O2.dequeue", "O2.proess">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue",
"O4.ationProess", "O4.ationReturn" >> → <<"O2.dequeue", "O2.proess">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue",
"O4.ationProess", "O4.ationReturn" >> → <<"O2.dequeue", "O2.proess">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall1",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue",
"O4.ationProess", "O4.ationReturn", "O3.ationReturn" >> →
<<"O2.dequeue", "O2.proess">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2">>
→ << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall">> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationError1">> → <<"O2.enqueueError">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue" >> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O2.ationDequeue" >> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O2.ationError2" >> → <<"O2.enqueueError">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue", "O2.ationError2" >> → <<"O2.enqueueError">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall" >> → << >>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O2.ationError2" >> →
<<"O2.enqueueError">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue" >>
→ <<"O2.dequeue">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue",
"O2.ationError2" >> → <<"O2.dequeue", "O2.dequeueError">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue",
"O4.ationProess" >> → <<"O2.dequeue", "O2.proess">>
2 urrentTrae = << "O2.ationDequeue", "O2.ationProess", "O2.ationSetCall2",
"O2.ationCall", "O3.ationDequeue", "O3.ationCall", "O4.ationDequeue",
"O4.ationProess", "O2.ationError2" >> → <<"O2.dequeue", "O2.proess",
"O2.proessError">>
ProxyDequeue(EO)
∆
=
∧ EO = "O2.ationDequeue"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ (proxyxss = "allEnqueued" ∨ proxyxss = "returnEnqueued"
∨ proxyxss = "returnEnqError" ∨ proxyxss = "returnEnqTimeout")
∧ proxyxss ′ = IF(proxyxss = "allEnqueued")
THEN "allDequeued"
ELSE IF proxyxss = "returnEnqueued"
THEN "returnDequeued"
ELSE IF proxyxss = "returnEnqError"
THEN "returnDeqError"
ELSE "returnDeqTimeout"
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∧ proxyxqu ′ = Tail(proxyxqu)
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED aSxqu
∧ UNCHANGED aSxsSensor
∧ UNCHANGED aSxx
∧ UNCHANGED adapterxsAdapter
∧ UNCHANGED adapterxqu
∧ UNCHANGED adapterxx
∧ UNCHANGED proxyxx
∧ UNCHANGED hqu
ProxyProess(EO)
∆
=
∧ EO = "O2.ationProess"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "allDequeued"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss ′ = "proessed"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
setCall1(EO)
∆
=
∧ EO = "O2.ationSetCall1"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss = "proessed"
∧ proxyxss ′ = "readyForCall"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
setCall2(EO)
∆
=
∧ EO = "O2.ationSetCall2"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "proessed"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss ′ = "readyForError"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
setCall3(EO)
∆
=
∧ EO = "O2.ationSetCall2"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "proessed"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss ′ = "readyForTimeout"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
ProxyError1(EO)
∆
=
∧ EO = "O2.ationError1"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "readyForError"
∧ urrentTrae ′ = Append(urrentTrae, EO)
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∧ aSxqu ′ = << >>
∧ aSxsSensor ′ = "init"
∧ aSxx ′ = 0
∧ adapterxsAdapter ′ = "init"
∧ adapterxqu ′ = << >>
∧ adapterxx ′ = 0
∧ proxyxss ′ = "Error"
∧ UNCHANGED proxyxqu
∧ UNCHANGED proxyxx
∧ UNCHANGED hqu
ProxyTimeout1(EO)
∆
=
∧ EO = "O2.ationTimeout1"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "readyForTimeout"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ aSxqu ′ = << >>
∧ aSxsSensor ′ = "init"
∧ aSxx ′ = 0
∧ adapterxsAdapter ′ = "init"
∧ adapterxqu ′ = << >>
∧ adapterxx ′ = 0
∧ proxyxss ′ = "Timeout"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED hqu
ProxyError2(EO)
∆
=
∧ EO = "O2.ationError2"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss = "alledError"
∧ proxyxss ′ = "Error"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ aSxqu ′ = << >>
∧ aSxsSensor ′ = "init"
∧ aSxx ′ = 0
∧ adapterxsAdapter ′ = "init"
∧ adapterxqu ′ = << >>
∧ adapterxx ′ = 0
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED hqu
ProxyTimeout2(EO)
∆
=
∧ EO = "O2.ationTimeout2"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "alledTimeout"
∧ aSxqu ′ = << >>
∧ aSxsSensor ′ = "init"
∧ aSxx ′ = 0
∧ adapterxsAdapter ′ = "init"
∧ adapterxqu ′ = << >>
∧ adapterxx ′ = 0
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss ′ = "Timeout"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED hqu
ProxyError3(EO)
∆
=
∧ EO = "O2.ationError3"
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∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss = "returnEnqError"
∧ proxyxss ′ = "Error"
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
ProxyTimeout3(EO)
∆
=
∧ EO = "O2.ationTimeout3"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ proxyxss = "returnEnqTimeout"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss ′ = "Timeout"
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED 〈proxyxqu, proxyxx〉
∧ UNCHANGED hqu
ProxyError4(EO)
∆
=
∧ EO = "O2.ationError4"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss = "returnDeqError"
∧ proxyxss ′ = "Error"
∧ proxyxx = 0
∧ UNCHANGED proxyxqu
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
ProxyTimeout4(EO)
∆
=
∧ EO = "O2.ationTimeout4"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ proxyxss = "returnDeqTimeout"
∧ proxyxss ′ = "Timeout"
∧ proxyxx = "Timeout"
∧ UNCHANGED proxyxqu
∧ UNCHANGED 〈adapterxsAdapter, adapterxqu, adapterxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
ValueToAdapter(d, EO)
∆
=
∧ EO = "O2.ationCall"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ adapterxsAdapter = "init"
∧ adapterxsAdapter ′ = "enqueued"
∧ adapterxqu ′ = Append(adapterxqu, d)
∧ (proxyxss = "readyForTimeout" ∨ proxyxss = "readyForError" ∨
proxyxss = "readyForCall") ! readyForCall
∧ proxyxss ′ = IF proxyxss = "readyForError"
THEN "alledError"
ELSE "alled"
∧ UNCHANGED aSxqu
∧ UNCHANGED aSxsSensor
∧ UNCHANGED aSxx
∧ UNCHANGED proxyxqu
∧ UNCHANGED proxyxx
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∧ UNCHANGED adapterxx
∧ UNCHANGED hqu
AdapterDequeue(EO)
∆
=
∧ EO = "O3.ationDequeue"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ adapterxsAdapter = "enqueued"
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ adapterxsAdapter ′ = "dequeued"
∧ adapterxx ′ = Head( adapterxqu )
∧ adapterxqu ′ = Tail( adapterxqu )
∧ UNCHANGED 〈proxyxss, proxyxqu, proxyxx〉
∧ UNCHANGED 〈aSxqu, aSxsSensor, aSxx〉
∧ UNCHANGED hqu
ValueToSensor(d, EO)
∆
=
∧ aSxsSensor = "init"
∧ aSxsSensor ′ = "enqueued"
∧ aSxqu ′ = Append(aSxqu,d)
∧ adapterxsAdapter = "dequeued"
∧ adapterxsAdapter ′ = "alled"
∧ EO = "O3.ationCall"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxss, proxyxqu, proxyxx〉
∧ UNCHANGED 〈adapterxqu, adapterxx〉
∧ UNCHANGED aSxx
∧ UNCHANGED hqu
SensorDequeue(EO)
∆
=
∧ EO = "O4.ationDequeue"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ aSxsSensor = "enqueued"
∧ aSxsSensor ′ = "dequeued"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ UNCHANGED 〈proxyxx, proxyxqu, proxyxss〉
∧ UNCHANGED 〈adapterxx, adapterxsAdapter, adapterxqu〉
∧ UNCHANGED 〈aSxx, aSxqu〉
∧ UNCHANGED hqu
ReturnFromAdapter(d, EO)
∆
=
∧ adapterxsAdapter = "returnEnqueued"
∧ EO = "O3.ationReturn"
∧ Append(urrentTrae, EO) ∈ setOfPossibleTraes
∧ d = Head( adapterxqu)
∧ urrentTrae ′ = Append(urrentTrae, EO)
∧ adapterxsAdapter ′ = "init"
∧ adapterxx ′ = 0
∧ adapterxqu ′ = Tail(adapterxqu)
∧ proxyxqu ′ = Append(proxyxqu, d)
∧ proxyxss ′ = IF proxyxss = "alled"
THEN "returnEnqueued"
ELSE IF proxyxss = "alledError"
THEN "returnDeqError"
ELSE "returnDeqTimeout"
∧ UNCHANGED proxyxx
∧ UNCHANGED aSxqu
∧ UNCHANGED aSxsSensor
∧ UNCHANGED aSxx
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∧ UNCHANGED hqu
vars
∆
= << aSxsSensor, adapterxx, adapterxqu, aSxx, aSxqu,
adapterxsAdapter, proxyxx, proxyxqu, proxyxss, urrentTrae>>
Next
∆
= ∨ ∃ EO ∈ EO : ∨ ProxyDequeue(EO)
∨ ProxyProess(EO)
∨ AdapterDequeue(EO)
∨ SensorDequeue(EO)
∨ SensorProess(EO)
∨ setCall1(EO)
∨ setCall2(EO)
∨ ProxyError1(EO)
∨ ProxyError2(EO)
∨ ProxyError3(EO)
∨ ProxyError4(EO)
∨ ∃ d ∈ Data :
∨ ValueToProxy(d, EO)
∨ ValueToAdapter(d, EO)
∨ ValueToSensor(d, EO)
∨ ReturnFromSensor(d, EO)
∨ ReturnFromProxy(d, EO)
∨ ReturnFromAdapter(d, EO)
Liveness1
∆
= ∧ ∀ EO ∈ EO :
∧ WF
vars
(ProxyDequeue(EO))
∧ WF
vars
(ProxyProess(EO))
∧ WF
vars
(setCall1(EO))
∧ WF
vars
(setCall2(EO))
∧ WF
vars
(AdapterDequeue(EO))
∧ WF
vars
(SensorDequeue(EO))
∧ WF
vars
(SensorProess(EO))
∧ WF
vars
(ProxyError1(EO))
∧ WF
vars
(ProxyError2(EO))
∧ WF
vars
(ProxyError3(EO))
∧ WF
vars
(ProxyError4(EO))
∧ ∀ d ∈ Data : ∧ WF
vars
(ValueToAdapter(d, EO))
∧ WF
vars
(ValueToProxy(d, EO))
∧ WF
vars
(ReturnFromSensor(d, EO))
∧ WF
vars
(ReturnFromProxy(d, EO))
∧ WF
vars
(ReturnFromAdapter(d, EO))
∧ WF
vars
(ValueToSensor(d, EO))
AP
∆
= INSTANCE abstratProxy x ← ox, qu ←oqu, state ← ostate
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Anhang E
Zeitbeweise
E.1 Hilfsvariablen der Aktion Tik
. . .
h3
′ = IF(enabled(SensorProess) ∨
enabled(ReturnFromSensor) ∨
enabled(ReturnFromAdapter))
THEN h3 + (now
′
- now)
∧ ELSE h3
h4
′ = IF(enabled(ProxyError1) ∧ timerProxyError1 = 0)
THEN h4 + h1 + (now
′
- now)
ELSE IF(enabled(ProxyError1) ∧ timerProxyError1 > 0)
THEN h4 + (now
′
- now)
∧ ELSE h4
h5
′ = IF(enabled(ProxyError2) ∧ timerProxyError2 = 0)
THEN h1 + h2 + h3 + h5 + (now
′
- now)
ELSE IF(enabled(ProxyError2) ∧ timerProxyError2 > 0)
THEN h5 + (now
′
- now)
∧ ELSE h5
h6
′ = IF(enabled(ProxyError3) ∧ timerProxyError3 = 0)
THEN h1 + h2 + h3 + h6 + (now
′
- now)
ELSE IF(enabled(ProxyError3) ∧ timerProxyError3 > 0)
THEN h6 + (now
′
- now)
∧ ELSE h6
h7
′ = IF(enabled(ProxyDequeue))
THEN h7 + (now
′
- now)
∧ ELSE h7
h8
′ = IF(enabled(ProxyError4) ∧ timerProxyError4 = 0)
THEN h1 + h2 + h3 + h7 + h8 (now
′
- now)
ELSE IF(enabled(ProxyError4) ∧ timerProxyError4 > 0)
THEN h8 + (now
′
- now)
∧ ELSE h8
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