Variable timestep algorithm for molecular dynamics simulation of non-equilibrium processes by Marks, Nigel & Robinson, M.
Variable timestep algorithm for molecular dynamics simulation of
non-equilibrium processes
Nigel A. Marks1,2 , Marc Robinson2
1Discipline of Physics and Astronomy, Curtin University, GPO Box U1987, Perth WA 6845, Australia
2Nanochemistry Research Institute, Curtin University, GPO Box U1987, Perth WA 6845, Australia
Abstract
A simple, yet robust variable timestep algorithm is developed for use in molecular dynamics simulations
of energetic processes. Single-particle Kepler orbits are studied to study the relationship between trajectory
properties and the critical timestep for constant integration error. Over a wide variety of conditions the
magnitude of the maximum force is found to correlate linearly with the inverse critical timestep. Other
quantities used in the literature such as the time derivative of the force and the product of the velocity and
force also show reasonable correlations, but not to the same extent. Application of the corresponding metric
||Fmax||∆t in molecular dynamics simulation of radiation damage in graphite shows that the scheme is both
straightforward to implement and effective. In tests on a 1 keV cascade the timestep varies by over two
orders of magnitude with minimal loss of energy conservation.
1. Introduction
Selecting the integration timestep ∆t in a Molec-
ular Dynamics (MD) simulation is an important yet
imprecise exercise. Typically one chooses a value of
∆t such that the conserved quantity fluctuates by
only a “small” amount and does not exhibit lin-
ear drift with time. The conserved quantity Etot is
in turn dependent on both the ensemble employed
and the details of any thermostats or barostats;
for an NVE simulation Etot is simply the sum of
the kinetic and potential energy, while for NVT or
NPT simulations employing the Nosé-Hoover ap-
proach Etot is a generalized quantity encompassing
the physical and fictitious degrees of freedom. Re-
gardless of the ensemble, one unavoidable aspect of
an MD simulation is that Etot can never be con-
served exactly for finite ∆t, and hence in phase
space the computed trajectories will always oscillate
to some degree around the true solution. If only on
pragmatic grounds, the MD practitioner must come
to terms with this unnerving characteristic, albeit
supported by the assurance that in many equilib-
rium situations the discretely integrated trajecto-
ries will generate the correct ensemble averages.
The importance of appropriately selecting the
timestep comes to the fore in highly non-
equilibrium simulations of radiation damage cas-
cades and ion implantation. In such situations the
correct value of ∆t is impossible to determine in
advance since the degree of integration precision
required will depend on unknown impact param-
eters for highly energetic encounters. Since using
a fixed timestep makes the wallclock time intolera-
bly long, the only practical solution is to employ
a variable timestep in which ∆t is decreased or
increased as circumstances dictate. The difficulty
then becomes how to choose ∆t for an arbitrary
situation. Historically, a substantial number of em-
pirical variable timestep algorithms have been de-
veloped, many of which lie undocumented within
in-house codes. The recent article by Stuart et al.
[1] provides an excellent summary of the field, and
the diverse range of references, several of which are
rather obscure, are testament to the non-systematic
manner in which variable step algorithms have been
developed. Stuart et al. discuss how the general
approach has been the development of ad hoc se-
lection rules in which various quantities such as the
magnitude of the force F or its time derivative Ḟ
are assumed to correlate well with numerical inte-
gration errors. They further note that a common
approach is to chose the timestep such that ||Ḟ||∆t
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is approximately constant, adding the caveat that
in practice it is extremely difficult to find corre-
lations strong enough to allow efficient prediction
of the timestep. Their own method differs signifi-
cantly to most approaches, involving an energy dif-
fusion constant which is specified by the user and
controls drift in the conserved quantity. Other met-
rics employed in the literature include the maxi-
mum velocity or the product of the velocity and
force [2] or even a combination of the potential and
kinetic energy [3]. The MD packages LAMMPS [4]
and DL POLY [5] employ yet another approach in
which the user specifies a maximum distance that
an atom can move in one timestep and ∆t is ad-
justed accordingly. However, a simple thought ex-
periment for a fast head-on collision shows that this
approach cannot be automatic since the user will
need to make ad-hoc adjustments to the parameter
when the incident energy increases.
The present work arose from radiation damage
simulations in graphite performed using an in-house
MD package implementing the environment depen-
dent interaction potential (EDIP) for carbon [6, 7].
The results, reported in detail elsewhere [8], were
dependent on the availability of a robust variable
timestep algorithm that could cope with primary
knock-on atoms spanning a wide energy range.
Having surveyed the literature it became appar-
ent that there was no simple algorithm and/or rou-
tine which enabled the MD user to “set-and-forget”
the variable timestep and have confidence that the
result was not dependent on empirical parameters
and/or functional forms. Our approach was to re-
visit the very simplest of MD systems, the single-
particle Kepler case, and search for simple correla-
tions which could be exploited in an N -body sim-
ulation. Having identifed a suitable metric we im-
plemented the algorithm in the EDIP package and
immediately found good results. Due to the ease of
coding and the conceptual simplicity we anticipate
that this approach will be valuable in other situa-
tions where energetic particles are modelled using
MD.
2. Methodology
The single particle simulations were performed
with a small MATLAB script using the Verlet in-
tegrator. Trajectories were followed in the (x, y)
plane using reduced units, employing a central
gravitional-type force of magnitude F = −1/r2 di-
rected towards the origin. As shown in Figure 1(a),
the initial conditions place the particle at (x0,0)
with a velocity in the y-direction of (0,v0). The con-
dition for circular motion is met when v0
√
x0 = 1,
with the simplest case being the unit circle for
which x0=v0=1. Large values of v0 exceeding the
escape velocity generate hyperbolic orbits, while
bound orbits are generally elliptical in shape, with
the origin at one of the foci. These elliptical or-
bits form the primary source of information for this
study.
Figure 1(b) shows the time variation in the ki-
netic, potential and total energy for the elliptical
orbit shown in panel (a). The initial conditions are





































Figure 1: (a) Single particle elliptical trajectory for an object
circulating about the origin under an inverse-square force
law; the orange line indicates a circular orbit. (b) Potential
energy (PE), kinetic energy (KE) and total energy (Etot) as
a function of time for the single particle trajectory in (a)
with x0=1, v0=0.9 and ∆t=0.1. All quantities in reduced
units. (c) Close-up view of the total energy (Etot) in panel
(b) demonstrating oscillations of magnitude ∆E.
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orbits are shown, with the kinetic and potential
energy exhibiting familiar oscillations, namely the
highest kinetic energy and most negative potential
energy at perihelion, and vice-versa at aphelion.
The most important detail is the total energy Etot,
i.e. the sum of the kinetic and potential energies.
In panel (b) Etot appears to be constant but in fact
exhibits small oscillations as shown in Figure 1(c).
We quantify these oscillations by defining a quan-
tity ∆E equal to the maximum variation in Etot
throughout an orbit, noting that after a complete
orbit the instantaneous value of Etot has returned
to its initial value. One of the central ideas in this
work is to generate a range of trajectory sets with
different values of ∆E and to utilize this informa-
tion to extract a critical timestep corresponding to
constant error integration.
The observation in Figure 1(c) that Etot is pre-
cisely conserved after a complete orbit reflects the
symplectic nature of the Verlet integrator; even if
the calculation is run for very many orbits the same
behaviour remains. This is not the case, however,
for non-symplectic integrators such as predictor-
corrector methods, which do not exhibit long-term
stability and Etot drifts over time. Symplectic
integrators have long-time stability due to time-
reversability and conservation of phase-space vol-
ume; the latter is difficult to appreciate without
reference to the Liouville formulation, but time-
reversibility can be easily grasped by consideration
of the standard Verlet form, in which positions are
updated according to the expression:
x(t+∆t) = 2x(t)− x(t−∆t) + (∆t)2a(t)
and the local error in the position has order (∆t)4.
Determining the velocities is optional using the Ver-
let method with regards the trajectory, but obvi-
ously essential for calculating kinetic energy; here





and the local error has order (∆t)2. Accordingly,
the local error in the conserved quantity Etot has
order (∆t)4 since the kinetic energy depends on the
velocity-squared and the potential energy is a func-
tion of position. One of the most subtle aspects of
integrators is how the global error, defined as the
accumulated local error over multiple integration
steps, varies with time. As noted above, for a sym-
plectic integrator the global error does not linearly
increase with time, but within an individual orbit it
clearly varies as quantified by ∆E. While in prin-
ciple it may be possible to analytically derive the
global error based on the details of the integrator,
trajectory and timestep, we find it more straightfor-
ward to employ a numerical approach. Finally, we
note that the results are equally applicable to the
Velocity-Verlet method as both integrators gener-
ate identical trajectories.
3. Results
3.1. Single Particle System
The starting point for our approach is the un-
derlying relationship between ∆E and ∆t. Here,
the critical link is a power-law dependence as illus-
trated in Figure 2. Trajectories were generated for
a circular orbit with x0=v0=1 and an elliptical orbit
with x0=1 and v0=0.95. Ten different values of ∆t
were used, equally spaced betwen 0.01 and 0.1. The
straight line on the log-log plot demonstrates that
∆E ∝ (∆t)2 for the elliptical orbit and ∆E ∝ (∆t)4
for the circular case. Regardless of the value of x0
or v0, elliptical orbits always have a quadratic de-
pendence on the timestep, even when ∆t is substan-
tially smaller. Only for the special case of circular
orbits is the quartic behavior seen. In this work
we will make particular use of the quadratic depen-
dence for elliptical orbits, since these trajectories
can be considered representative for an arbitrary
interaction in an MD simulation, although equally




















Figure 2: Maximum global error ∆E as a function of
timestep ∆t for circular orbits (red circles) and elliptical or-
bits (blue squares) in the Kepler problem of Figure 1. Ini-
tial conditions are (x0,v0)=(1,1) and (x0,v0)=(1,0.95) re-
spectively. The constant slope indicates that ∆E varies as
the timestep squared for elliptical orbits, and as the fourth
power for circular orbits.
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The fact that the maximum global error de-
pends quadratically on the timestep is a fundamen-
tal property of the integrator that is by no means
obvious since the global error involves sequential
addition of small errors which progressively accu-
mulate and cancel throughout the orbit. To test
that this behavior is not specific to the Kepler case,
we also considered a Hookes Law central force (i.e.
F = −r) which similarly produces closed orbits
that are either circular or elliptical depending on
the initial conditions. As for the Kepler case, the
global error exhibits quadratic and quartic depen-
dency on the timestep for elliptical and circular or-
bits, respectively. As a final test, we also explored a
central force for which the orbits are not closed, but
instead precess about the origin. Even for a hypo-
thetical force law of F = −1/r1.5 the relationship
between ∆E and ∆t remains the same, confirming
that the quadratic/quartic behaviour is a funda-
mental property of the integrator and not tied to
any particular detail of the interaction.
Having established that for a general orbit ∆E
depends quadratically on ∆t, we now exploit this
property to define a critical timestep δtcrit corre-
sponding to integration with constant ∆E. The
approach is demonstrated graphically in Figure 3
where ∆E is plotted for three elliptical orbits and
a variety of timesteps; the solid lines are quadratic
fits to the data. The horizontal dashed line de-
notes an arbitrarily chosen integration error, here
1 × 10−3, and the vertical lines identify the cor-











Figure 3: Graphical illustration of the scheme to extract
the critical timestep δtcrit corresponding to integration with
constant global error. Horizontal dashed line indicates the
desired error, here chosen as 1 × 10−3, while vertical lines
denotes the corresponding values of δtcrit. The solid points
represent three different elliptical orbits, all with x0 = 1 and







































Figure 4: (a) Maximum velocity vmax throughout an orbit
for a suite of elliptical trajectories as a function of initial
velocity v0 and initial position x0. (b,d) Same as (a) but for
maximum acceleration and its time derivative. (c) Critical
timestep δtcrit for the indicated trajectories.
straightforward to determine δtcrit for an orbit char-
acterized by a particular (x0, v0) since only a small
number of values of ∆t are required to accurately
determine the coefficient of the quadratic function;
throughout we use five points. Note that the δtcrit
values cannot be absolute since they depend on the
integration error threshold. In fact, the meaningful
quantity is the relative value of δtcrit as these ra-
tios are independent of the threshold selected. For
clarity we will employ a threshold of 1 × 10−3 in
the remainder of this manuscript, but the values of
δtcrit can be easily rescaled for a different threshold
using the appropriate multiplicative factor.
The next step in our approach is to simulate a
large suite of elliptical trajectories spanning a wide
range of parameter space. For each combination
of (x0,v0) the critical timestep is determined and
various trajectory parameters are extracted. Ex-
amples of the latter include the maximum veloc-
ity, vmax, the maximum acceleration, amax, and the
maximum value of the time deriviative of the accel-
eration, ȧmax. All of these quantities can be easily
determined in an MD simulation, and hence any
correlation between these quantities and the criti-
cal timestep is immensely useful. Figure 4 presents
a subset of the entire suite of trajectories, showing
the dependence of all four quantities as a function
of velocity and for three different initial positions.
The general relationship between the various quan-
tities can be easily appreciated, with highly ellipti-










































Figure 5: Correlation between various trajectory quantities and the inverse critical timestep δtcrit for constant error integration.
(a) Maximum acceleration, showing a strong linear variation with inverse timstep, (b) Product of velocity and acceleration,
showing a near-linear correlation with inverse timestep (c) Velocity, showing a highly non-linear correlation with inverse timstep,
and (d) Time derivative of acceleration, showing a polynomial correlation with inverse timstep.
ȧmax and small critical timesteps, and conversely
for orbits with lower eccentricity. Trajectories close
to a circular orbit (defined as |v0
√
x0 − 1| < 0.05)
were omitted from the data suite, as these points
were clear outliers in the search for correlations.
In total, the set of initial conditions spanned 19
velocities (all shown in Figure 4) and 6 positions,
with x0=0.65, 0.70 and 0.9 in addition to the three
values shown in the figure. These parameters gen-
erated a broad data set, with the critical timestep
spanning more than two orders of magnitude, and
even greater varation in ȧmax.
To extract correlations from the data set we
explored numerous dependencies of the trajectory
quantities on the critical timestep. Since the highly
elliptical orbits are the most significant for mod-
elling radiation damage processes, we found it help-
ful to plot vmax, amax, etc, as a function of the in-
verse critical timestep as this emphasises the very
small timesteps which create the greatest difficul-
ties in a close-approach energetic collision. Four
graphs from this analysis are shown in Figure 5,
demonstrating the correlation between various tra-
jectory quantities and 1/δtcrit. It is immediately
clear in Figure 5(c) that the velocity vmax does not
correlate linearly with the inverse timestep which
explains why the ∆t ∝ 1/v algorithm employed in
Ref. [2] did not work particularly well. In the same
work, the 1/v relation was empirically augmented
by a second expression where ∆t ∝ 1/Fv, and inter-
estingly, our data provides a post-hoc justification
for this choice. In Figure 5(b) we see that the prod-
uct of maximum velocity and acceleration correlates
reasonably well with inverse critical timestep, and
while the relationship is not exactly linear, it is suf-
ficiently close to explain why the algorithm used
in Ref. [2] was successful. Panel (d) in Figure 5
provides an assessment of the ||Ḟ||∆t metric dis-
cussed earlier. While there is a reasonable correla-
tion, it is not particularly linear and contains a clear
quadratic component which reduces its usefullness
for timestep prediction. By far the best correlation
is seen in Figure 5(a) where the maximum accelera-
tion shows strong linear correlation with the inverse
critical timestep over a wide range of conditions,
spanning more than two orders of magnitude. This
relationship immediately suggests that the timestep
∆t in an MD simulation should be inversely propor-
tional to the maximum force, or equivalently, that
||F||∆t should be approximately constant.
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3.2. N -Body System
Having identified a suitable relationship between
the timestep and trajectory quantities, we tested
and applied the algorithm in our MD package im-
plementing the EDIP potential for carbon [6, 7].
The EDIP approach comprises two-body and three-
body interactions mediated by a bond-order-like
coordination term. Long-range aspherical terms
in the latter allow EDIP to accurately describe
the pathway between graphite and diamond, en-
abling an accurate desription of liquid, amorphous
and crystalline forms of carbon, including nanodi-
amonds [9], nanotubes [10], glassy carbon [11] and
carbon onions [12, 13]. To describe close-approach
interactions present in a radiation damage cascade
the EDIP potential smoothly switches across to the
Ziegler-Biersack-Littmark (ZBL) pair potential [14]
as first employed in [15, 16] and described in detail
in [8]. All calculations were performed in an NVE
ensemble and the Verlet integrator was used.
Two categories of testing were performed, a sim-
ple two-atom collision with an impact parameter
of zero, and a complete simulation of a radiation
damage cascade in graphite. Calculations were per-
formed in reduced units, with energies in eV and
lengths in Angstroms. Masses were reduced by the
mass of a 12C atom. The cascade simulation con-
tained 88,704 atoms in an orthorhombic supercell
measuring approximately 90 Å along each side and
initially at 300 K. A primary knock-on atom (PKA)
was initiated with an off-axis orientation and an
initial kinetic energy of 1 keV. The atom selected
as PKA was chosen to avoid interactions with the
boundaries and with the initial direction oriented
towards the centre of the cell. Atomic motions were
followed for 5 ps, more than sufficient to capture the
cascade due to the high rate of energy transfer to
the graphite lattice.
Inspection of the two types of systems quickly
established that the product of the force and the
timestep was indeed a useful metric for determin-
ing ∆t. With the two-atom system it was partic-
ularly straightforward to determined that a prod-
uct of 0.2 resulted in good energy conservation
when one atom was directed towards the other with
high velocity. As soon as the metric exceeded this
value the timestep was halved, and hence the pe-
riod of high force was automatically associated with
a small value of ∆t and accurate integration fol-
lowed. For the cascade system it is necessary for the
timestep to also increase, and here the timestep was
increased by 50% if the product of the timestep and
the maximum force on any atom was below 0.04 for
more than 100 steps. This gradual approach to in-
creasing the timestep was adopted to avoid frequent
disruptions to the integrator which break its sym-
plectic nature and generate drift in the conserved
quantity.
Figure 6 shows a time series of images for the
1 keV cascade, demonstrating the fractal-like char-
acter of the trajectories as discussed in detail in
[8]. The PKA is initiated in the bottom-right re-
gion of Figure 6(a) and is directed towards the top-
left corner. At the instant shown in panel (a) the
first heavy collision has just occurred and the cas-
cade has split into two sub-cascades. At t=0.016 ps
[Figure 6(b)], the more energetic upper branch is
about to undergo further branching, the results of
which are more or less complete by t=0.039 ps [Fig-
ure 6(c)]. Further evolution of the cascade results
in annealing of some transient defects and end-of-
range motion of energetic atoms as shown in the
final structure seen in Figure 6(d).
Figure 7 plots the variation in the timestep and
the total energy throughout the cascade and pro-
vides an instructive demonstration of the algo-
rithm. Each heavy collision results in a sharp drop
Figure 6: Time evolution of a 1 keV radiation damage cas-
cade in graphite employing the variable timestep algorithm
developed in this work. The initial PKA direction is off-axis
and orientated towards the top-left of panel (a). Most of the
atoms remain on their lattice sites and are not shown. Blue
squares and red circles denote vacancy and interstitials de-
termined using a threshold of 0.9 Å. The blue and red lines



























Figure 7: Variation in the timestep and total energy as a
function of simulation time for the 1 keV graphite cascade
shown in Figure 6. The logarthmic scale on the horizontal
axis emphasizes how the timestep cycles down and up mul-
tiple times early in the cascade, before trending consistently
upwards as thermal equilibrium is reached. The lower panel
shown how the conserved quantity, Etot varies throughout
the cascade, with small shifts occuring during the highly en-
ergetic collisions with small impact parameters.
in timestep that can be easily correlated with a
branching point in Figure 6. For example, the ini-
tial collision at 0.002 ps occurs just moments before
the image shown in Figure 6(a) where the two sub-
cascades are initiated. An extremely small timestep
of 0.0022 fs is required to integrate this interaction,
but once the collision is complete the timestep grad-
ually increases. Subsequently the timestep contin-
ues to rise and fall with collisions around times of
0.01, 0.02 and 0.028 ps. The collision around 0.01 ps
can be inferred by comparing panels (b) and (d) in
Figure 6, and the latter collisions are similarly evi-
dent in panel (c). Once the kinetic energy has beeen
sufficiently dispersed by the branching behaviour,
the timestep becomes much larger and plateaus at
0.22 fs. At this point the system is close to thermal
equilibrium with a temperature only slightly above
300 K.
The lower panel in Figure 7 shows how the total
energy of the system varies throughout the cascade.
Initially the total energy is −645413.850 eV, and at
the conclusion of the cascade differs by only 0.1 eV.
Almost all of this change occurs as a result of a
minor integration error during the first heavy im-
pact, and even then the change is acceptably small.
From ∼0.01 ps onwards the total energy shifts by
only small amounts and linear drift is never present.
The shift during the first collision during which
Etot rises and then falls to a new value different
to the original is characteristic of a timestep which
is slightly too large. This behavior was observed
during tests on the two-atom: when the timestep is
larger there is a major shift in Etot as a result of the
collision, while for even larger timestep the system
effectively explodes. Viewed with hindsight, this
particular simulation could have benefitted from a
slightly smaller timestep (and perhaps a transition
at an earlier time), but this would require more
complex programming that the almost trivially sim-
ple threshold-based approach.
Two software improvements immediately present
themselves to make superior use of the ||Fmax||∆t
metric and make the energy conservation even bet-
ter still. The simplest concept provides the MD
package with the ability to “rewind” the simula-
tion a small number of timesteps, perhaps five or
ten, so that when the metric exceeds the threshold
the simulation can be taken back to a slightly ear-
lier state. With such an approach the entire close-
approach trajectory can then be followed with a
timestep optimal for the conditions. While in prin-
ciple straightforward, the downside is the complex-
ity of the coding and the associated memory man-
agement, and to a lesser extent the non-linearity of
the output. A more elegant approach would involve
tracking the metric as a function of time, comput-
ing first and perhaps even second derivatives. This
would enable forward estimatation of future values
of the metric and hence reduction of the timestep
before it exceeds the acceptable range.
Looking to other chemical species, there are two
useful extensions which would have high utility in
MD packages such as LAMMPS or DL POLY. The
first involves finding appropriate critical threshold
values for other single-component systems. Though
the establishment of these quantities lies beyond the
present scope, the ideal situation would be a sim-
ple rule suitable for any atomic mass. Given the
role of acceleration in the Verlet algorithm, the first
possibility to explore is that the thresholds simply
scale with the atomic mass. This hypothesis can
be tested using both the single-particle Kepler or-
bits for a variety of reduced masses as well as MD
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simulations of energetic events in materials such as
silicon and pure metals. The second extension, in-
volving multi-component species, is more compli-
cated since single-particle Kepler orbits no longer
apply. One possibility is to study a two-particle
Kepler-type system in which both particles orbit
around the centre of mass. Should simple linear re-
lations be observed such as in Figure 5(a), then the
reduced mass of the system may well be the appro-
priate quantity for scaling the thresholds. Such a
rule could then easily be tested empirically on large-
scale MD systems as for the single-species case. Fi-
nally, we note that since multi-component systems
contain 1
2
s(s+1) combinations (where s is the num-
ber of species), the least agressive (i.e. most conser-
vative) constraint on ∆t would need be adopted for
the entire system.
4. Summary
A method for estimating the timestep in a molec-
ular dynamics (MD) simulation employing Verlet-
type integration has been developed. Using the
observation that the maximum global error varies
quadratically with the timestep, single particle Ke-
pler orbits are used to develop the concept of a
critical timestep δtcrit corresponding to constant in-
tegration error. A large suite of elliptical orbits
are used to identify correlations between the criti-
cal timestep and quantities which can be extracted
from an MD trajectory. The maximum force dur-
ing an orbit is found to correlate linearly with the
inverse critical timestep, superior to another re-
lationships used in the MD literature to estimate
the timestep, such as velocity, the force-velocity
product and the time derivative of the accelera-
tion. Implementation of the variable timestep met-
ric ||Fmax||∆t in an MD package leads to a simple
and effective scheme for describing radiation dam-
age in graphite. With minimal coding complexity,
the timestep is varied up and down over a range
spanning two orders of magnitude, enabling accu-
rate simulations of cascade evolution and minimal
shifts in the conserved quantity. Such an algorithm
and can be easily implemented in commonly used
packages. Looking beyond the present work, fur-
ther improvements can be envisaged in which the
time derivative of the metric is calculated by finite
difference to anticipate a close encounter and the
determination of suitable thresholds for particles of
arbitrary mass.
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