This paper investigates the problem of robust H ∞ control for linear systems. First, the statefeedback closed-loop control algorithm is designed. Second, by employing the geometric progression theory, a modified augmented Lyapunov-Krasovskii functional (LKF) with the geometric integral interval is established. Then, parameter uncertainties and the derivative of the delay are flexibly described by introducing the convex combination skill. This technique can eliminate the unnecessary enlargement of the LKF derivative estimation, which gives less conservatism. In addition, the designed controller can ensure that the linear systems are globally asymptotically stable with a guaranteed H ∞ performance in the presence of a disturbance input and parameter uncertainties. A liquid monopropellant rocket motor with a pressure feeding system is evaluated in a simulation example. It shows that this proposed state-feedback control approach achieves the expected results for linear systems in the sense of the prescribed H ∞ performance.
Introduction
Time delays are often encountered in many dynamic systems, such as communication networks, chemical systems and aeronautical dynamics. Naturally, delays are sometimes time-varying, which commonly brings a negative influence on systems, causing either poor performance or even instability [1] [2] [3] [4] . Various methods have been developed in recent years for stability analysis and synthesis of delayed systems. These investigations into the stability conditions for time-delayed systems are commonly classified into either delay-independent or delay-dependent criteria. As much of the work into delay has demonstrated, the delay-dependent criteria are more useful for reducing the conservatism [5, 6] .
Delay partitioning skills have been developed recently that can dramatically improve the stability conditions [7, 8] . Less conservative stability conditions can be derived for a thinner separated subinterval [7] . In [9, 10] , a new delay partition method was developed by using the geometric sequence theory to deal with the interval time-varying delay and mixed delays, respectively. This geometric sequence division (GSD) approach can efficiently analyse the stability of the delayed Takagi-Sugeno fuzzy systems with less conservatism. In [8] , by further dividing primarily separated segments into secondary-level segments, good stability results are presented. However, this design requires too many adjustable parameters that need to be determined. Thus, it costs extra computation work.
Nowadays, there are two potential strategies to improve the stability criteria: LyapunovKrasovskii functional (LKF) construction and the estimation of its time derivative [11, 12] . Various investigations into the construction of the LKF have been proposed to derive the stability conditions for delayed systems. In [13] , a discretized LKF was constructed by dividing the delay interval into multiple segments. Then, by using the discretized and augmented LKF together, a delay-partitioning LKF is proposed in [14] [15] [16] [17] , which is related to all the subintervals in the delay interval and augmented terms based on the systems. This kind of LKF improves the results. In fact, by applying the same LKF, a better result may be obtained if well-developed inequalities and techniques are used for the estimation of the LKF derivative. Therefore, it is another important means of reducing conservatism with respect to the precise estimation. Three main approaches are employed: the free-weighting matrix [18, 19] , the Jensen inequality [20, 21] and the convex optimization method, as well as their combinations [22] [23] [24] [25] . However, in recent developments some terms have been neglected due to the derivative of the LKF being estimated, which may lead to conservative conditions. So, the question of how to estimate the upper bound of the LKF derivative with less conservatism is a hot topic and full of challenges.
Over the past few decades, complex mathematical modelling with higher order has frequently been used in many engineering applications, which may cause nonlinearity in dynamic systems [26, 27] . Parameter uncertainties and disturbance loading inevitably occur in physical systems. A number of studies were developed to control uncertain systems [28, 29] . In recent developments, H ∞ related control methods have been widely investigated to overcome the input disturbance [30, 31] . Based on the H ∞ performance theory, some studies are proposed in the case of external disturbance to design a suitable controller [32] [33] [34] [35] [36] .
In this paper, the performance of robust H ∞ control for a linear system is investigated. Delay-dependent stability results are derived such that the delayed linear system is globally asymptotically stable, and can be stabilized with the external disturbance corresponding to the guaranteed H ∞ performance. The main contributions of this paper include the following.
(i) A linear system with time-varying delays, parameter uncertainties and disturbances is investigated related to the robust H ∞ stabilization problems. New delay-dependent criteria with differentiable and non-differentiable time-varying delays are derived for stability and robustness analyses. (ii) A geometric sequence-based delay-partitioning method is employed to separate the interval [h 0 , h N ] into several unequal segments. Comparing with some existing equivalently partitioning methods, the proposed LKF is modified with geometric integral intervals and the matrix dimensions of the augmented LKF are simplified. For the control of linear systems with disturbance load and uncertainties, the expected H ∞ performance can be obtained. (iii) A convex combination skill is introduced not only to overcome parameter uncertainties, but also to deal with the derivative of the time-varying delay. Based on a convex combination approach, the derivative of the LKF is estimated without using extra inequalities and constraint conditions. So unnecessary enlargement is avoidable. Notations. R n is the n-dimensional Euclidean space. P > (≥)0 means that the matrix P is positive (semi-positive) definite. I n (0 n ) is the identity (zero) matrix with n-dimensions; A T denotes the transpose and He(A) = A + A T . The symbol * denotes the elements below the main diagonal of a symmetric block matrix.
• is the Euclidean norm in R n .
Problem statements and preliminaries
We consider a dynamic system that can be described as follows:
where x(t) ∈ R n is the state vector; A(t), A d (t) ∈ R m×n are the real matrices with appropriate dimensions; h(t) is the time-varying delay; ω(t) ∈ R k is the disturbance input which belongs to
The time-varying delay h(t) is considered as the following two cases.
Case 2.2. h(t) is a continuous function satisfying
3)
The state-feedback controller is formed as
Therefore, the compact form of the closed loop is given bẏ
Considering the uncertainties that exist in the system, the parameters are represented as
, which are not exactly known and might be taken from an interval
Then the parameters with uncertainties satisfy
Definition 2.3. Given a scalar ρ > 0, if there exists a control law for the dynamic system (2.5) (i) such that when ω(t) = 0 system (2.5) is asymptotically stable and (ii) under zero initial conditions, the output z(t) satisfies z(t) 2 
If the above two conditions are satisfied, the dynamic system (2.5) is said to be asymptotically stable with a guaranteed H ∞ performance ρ.
Some lemmas are employed for the design implementation as follows.
Lemma 2.4 ([37], free-matrix-based integral inequality). Let r
be symmetric matrices, and T 2 ∈ R 3n×3n , S 1 , S 2 ∈ R 3n×n 
then it holds that 
Lemma 2.5 ([8], extended reciprocal convex combination (RCC)). For any vectors f
then the following inequality holds:
Lemma 2.6 ([38], auxiliary function-based integral inequality). For a symmetric positive matrix h ∈ R n×n and differentiable function r
: [γ − , γ + ] → R n , then
the next double integral inequality holds
where
.
Lemma 2.7 ([39], Finsler's lemma).
Let η ∈ R n , Θ = Θ T ∈ R n×n , and D ∈ R m×n with rank(D) < n. The following statements are equivalent:
Main results
The GSD-based delay-partitioning method is applied in figure 1 .
For any integral N ≥ 1, the delay interval [h 0 , h N ] is separated into N unequal geometric subintervals as
where Figure 1 . Delay-partitioning approach using GSD.
The augmented vector is defined as
Next, the new delay-dependent stability criteria with H ∞ performance ρ are given for system (2.5). 
, such that the following linear matrix inequalities (LMIs) hold:
where 
. . Proof. For any t ≥ 0, there should exist an integer k ∈ {1, . . . , N}, such that h(t) ∈ S k . The LKF is as follows: where
In the case of μ 1 ≤ḣ(t) ≤ μ 2 , for any 1 (t) ≥ 0, 2 (t) ≥ 0 satisfying 1 (t) + 2 (t) = 1, letḣ(t) =
Remark 3.2.
In the proposed LKF, V 1 (x t ) contains slack variables by using the augmented state vectors, which gives more flexibility with respect to the adjustable partition number. Here V 2 (x t ), V 3 (x t ) and V 4 (x t ) are novelly constructed using the GSD expression with unfixed integral intervals. In the second and third terms of the V 2 (x t ), the time-varying delay h(t) is used in the upper and lower bound of the integral forms. By using the convex combination method, when dealing with the derivative of the LKF, these integral forms can be estimated without unnecessary enlargement comparing with the conventional approaches. Thus, the new proposed LKF can provide less conservative results. 
The derivative of the Lyapunov functional V(x t , k)| h(t)∈S k along the trajectory of the system described in (2.5) is given aṡ
The derivative of V 3 (x t , k) is deduced aṡ
Using lemmas 2.4 and 2.5, the third term of (3.10) is derived as
Ξ 1 and Ξ 2 are defined in theorem 3.1. Then, it follows from (3.10) and (3.11) thaṫ
The derivative of V 4 (x t ) is deduced aṡ Using lemma 2.6, the last two terms are deduced as
Then it is derived aṡ
Under the zero-initial condition, it is apparent that V(x(t))| t=0 = 0. Let
Therefore, the following inequality holds:
Using the augmented vector (3.3) with the simplification expression (3.2), system (2.5) is represented as 19) where Υ o is defined in theorem 3.1. Hence, the asymptotic stability condition for system (2.5) is expressed as
Consequently, by means of lemma 2.6, there exists a matrix U with appropriate dimensions such that (3.20) is equivalent to
As a result, the derivatives of the newly proposed Lyapunov functionals are deduced aṡ 2 for sufficiently small ξ > 0. Hence system (2.5) is ensured of being globally asymptotically stable with the guaranteed H ∞ performance given in definition 2.3. This completes the proof. i = 1, . . . , N) ,Û ∈ R (2N)n×(2N) n , symmetric matrices T 1 , T 3 ∈ R 3n×3n , matrices T 2 ∈ R 3n×3n , S 1 , S 2 ∈ R 3n×n , J ∈ R n×n and U ∈ R (4N+5)n×n , such that the following LMIs hold:
where Ω ks 1 s 2 is modified toΩ k by changing Ω 2ks 1 s 2 and Ω 1s toΩ 1 andΩ 2 as follows:
. . .
. .
).
Υ o and the design of controller gain K are given in theorem 3.1.
Proof. For system (2.5), modify the Lyapunov functionals (3.6) by amending V 1 (x t ) and
Then, following a similar process to the proof of theorem 3.1, the asymptotic stability condition with H ∞ performance ρ for system (2.5) is equivalent to
This completes the proof.
Remark 3.4. Although the expected results are obtained in this proposed work, the application of the delay partitioning approach leads to a high complexity. Meanwhile, the partition number N can be increased to reduce the conservatism. But this causes an extra computational load. How to choose an appropriate number N and how to reduce the complexity are full of challenges. The trade-off will be the subject of future works.
Numerical example
A liquid monopropellant rocket motor with a pressure feeding system is considered in this section. The dynamic model of the rocket motor was originally given in [40] . Then, this practical and complex system is further investigated in [36, 41] . The feeding system and combustion chamber equations in the absence of steady flow are linearized aṡ
where x 1 (t), x 2 (t), x 3 (t) and x 4 (t) are the non-dimensional instantaneous pressure in the combustion chamber, the instantaneous mass flow upstream of the capacitance, the instantaneous mass rate of injected propellant and the instantaneous pressure at the place in the feeding line, respectively. h N is the state-steady operation delay. u(t), ω 2 (t) and ω 4 (t) are the control input and the disturbance inputs, respectively. Considering the numerical values σ = 1, ψ = 0.5, J 1 = 2, J 2 = 1, J 3 = 1, the parameter matrices of system (4.1) are given as
By using the Matlab-based LMI toolbox [42] , different methods are considered to compare with existing results. The maximum values of h N are given in table 1 with h 0 = 0 and ρ = 0.5302.
In table 1, according to a differentiable function h(t) satisfying (2.2), theorem 3.1 shows a less conservative result than the developments in [36, 41] . Referring to remark 4.1, and considering the case of a continuous function h(t) satisfying (2.3) given in case 2.2, these two works [36, 41] did not provide any further information. However, theorem 3.3 is derived to show a good result. It means that the designed control method can overcome the time-varying delay h(t) with an unknown derivative bound. Remark 4.1. Both the lower and upper bounds of delay h(t) are considered in cases 2.1 and 2.2. Actually, case 2.1 is a special circumstance of case 2.2, which means less conservative results are obtained by using case 2.1 for a differentiable function of h(t). However, case 2.2 is employed to overcome some scenarios in which h(t) is not differentiable [43] .
For a time-varying delay, that is, h(t) = 0.5 + 0.5 sin(t), considering ρ = 0.5302, h 0 = 0 and h N = 1.0812, the state response of systems (2.1) is shown in figure 2 . Now considering the disturbance ω(t) = cos(t)e −0.1t with h N = 1.0812, the guaranteed H ∞ performance is solved as γ = 0.5302 using the LMIs, then the gain matrix K is designed as
The guaranteed H ∞ performance is displayed in figure 3 . We consider ±20% parameter uncertainties with regard to (2.6), that is,
. Then, to ensure global asymptotic stability based on the obtained maximum value partition number N = 4, which is 30% less than the equivalent partitioning method. Hence, the decision variables are decreased and the entire computational load can be reduced. In addition, if the common ratio = 1, the number of subintervals will be N × a 1 . So the length of each segment becomes equal. Then previously developed studies using the equivalent partition method in [7, 18] can be considered as a special case of this development.
Conclusion
In this paper, robust H ∞ control for linear systems with disturbance and uncertainties is proposed. In terms of the geometric progression method, the modified LKF is developed with less slack variables. The decision variables are dramatically reduced due to the GSD approach. Then the designed state-feedback controller can successfully nullify the effect of the disturbance input and parameter uncertainties. In addition, by employing the convex combination skill parameter uncertainties, the derivatives of delay are flexibly described. This technique can reduce the unnecessary enlargement of the LKF derivative estimation. Finally, a liquid monopropellant rocket motor with a pressure feeding system is applied to illustrate that the implemented control algorithm can ensure that the pressure feeding system is globally asymptotically stable with a guaranteed H ∞ performance with disturbance and uncertainties. Owing to the complex dynamics of the unstable system, the control of the perturbed nonlinear unstable systems is full of challenges. This recently became a hot topic. Future works will thus focus on the robust H ∞ control of unstable systems with stochastic uncertainties.
