We investigate relations between the ranks of marginals of multipartite quantum states. These are the Schmidt ranks across all possible bipartitions and constitute a natural quantification of multipartite entanglement dimensionality. We show that there exist inequalities constraining the possible distribution of ranks. This is analogous to the case of von Neumann entropy (α-Rényi entropy for α = 1), where nontrivial inequalities constraining the distribution of entropies (such as e.g. strong subadditivity) are known. It was also recently discovered that all other α-Rényi entropies for α ∈ (0, 1) ∪ (1, ∞) satisfy only one trivial linear inequality (non-negativity) and the distribution of entropies for α ∈ (0, 1) is completely unconstrained beyond non-negativity. Our result resolves an important open question by showing that also the case of α = 0 (logarithm of the rank) is restricted by nontrivial linear relations and thus the cases of von Neumann entropy (i.e., α = 1) and 0-Rényi entropy are exceptionally interesting measures of entanglement in the multipartite setting.
I. INTRODUCTION
Entanglement is ubiquitous in multi-party quantum systems; today it is recognized to play a fundamental role as a resource in quantum information theory. Therefore there have been intensive investigations into quantifying this resource in an operational way (cf. [1] for a recent review). Apart from its applications in metrology and communication it is also necessary for exponential speedup in quantum computation [2] . Many continuous measures of entanglement however may be polynomially small in the size of the system while still admitting an exponential speedup [3] . In this scenario the Schmidt rank constitutes a natural measure of bipartite entanglement, but more importantly in terms of a resource theory it reveals the minimum entanglement dimensionality required to create a state via stochastic local operations and classical communication (SLOCC) [4] . The Schmidt rank is the number of non-zero terms in the Schmidt decomposition of |ψ AB , or more simply, the minimum number of terms in a decomposition of |ψ AB = r i=1 |α i A |β i B into a sum of product vectors. Equivalently, it is the rank of the reduced density matrix ψ A := Tr B |ψ ψ|.
Recently, this idea has been generalized to the multipartite setting by the introduction of the rank vector [5, 6] . The rank vector is a list of the Schmidt ranks across each possible bipartition of the state. Each element of this vector constitutes an SLOCC monotone and it can be used to reveal the dimensionality of genuine multipartite entanglement. For example, a tripartite state |ψ ABC has three bipartitions, A : BC, B : AC and AB : C, giving three different ranks: r A , r B and r AB . It is then natural to ask what relations these ranks must satisfy. For example, the inequality
is a simple consequence of the relation
where supp(σ) denotes the support of the density matrix σ. In [5] it is shown that for tripartite pure states this is the only relevant constraint on the ranks, however, it is conjectured that for four and more parties there are further inequalities. Finding these would not only reveal a great amount of structure in multipartite Hilbert spaces, but also give a rich set of constraints for distributing entanglement in multipartite systems in the flavour of generalized monogamy relations. For example, the inequality above makes an interesting physical statement: The product of the entanglement dimensionality of A with BC and the entanglement dimensionality of B with AC, is an upper bound to the entanglement dimensionality of C with AB.
An at first glance quite separate research topic is the study of entropy inequalities, which is important in both classical [7] [8] [9] and quantum [10] [11] [12] information theory. Given a multipartite system, how do the entropies of the different subsystems relate to each other? For the case of the von Neumann entropy, S(ρ) = − Tr ρ log ρ, they must satisfy the well-known strong subadditivity and weak monotonicity relations [13] 
For four-party pure states these are the only constraints [10] , but it is a major open question to determine whether or not further inequalities exist for five or more parties [14, 15] . The von Neumann entropy is a special case of the family of quantum Rényi entropies. For α ∈ (0, 1) ∪ (1, ∞) the α-Rényi entropy, S α , of a quantum state, ρ, is defined by
where the logarithm is taken to base 2. The von Neumann entropy is the α = 1 Rényi entropy, in the sense that lim α→1 S α (ρ) = S(ρ). Recently, all (linear) entropy inequalities for the Rényi entropy were found for α ∈ (0, 1) ∪ (1, ∞) [16] . The surprising result was that the only such inequality for these entropies is non-negativity: S α (ρ A ) ≥ 0. In [16] the special case α = 0 is also posed as an open question, where S 0 is defined by
Since the 0-entropy is nothing but the logarithm of the rank of a state, it is clear that 0-entropy inequalities and rank inequalities are essentially equivalent. Notice that inequality (1) corresponds exactly to
so the 0-entropy case is already more complex than that of α = 0, 1 as it obeys subadditivity. It is natural to ask whether or not the 0-entropy also satisfies strong subadditivity; in fact, it is easy to see that it does not (but cf. also our results below): a counterexample is given by the purification |ψ ABCD of
which has r A = 2, r ABC = 5, and r AB = r AC = 3, hence S 0 (A) + S 0 (ABC) ≤ S 0 (AB) + S 0 (AC). However, are there any other further inequalities?
In this paper we address this question, raised in both [5] and [16] , by proving two new inequalities for the ranks of a four-party quantum state (section III), after introducing a framework adapted to studying the question of universal inequalities in section II. Interestingly, the key ingredient in our proofs is the strong subadditivity of the von Neumann entropy. We then construct some states with interesting ranks, which violate some other inequalities, including one conjectured in [5] (section IV). Finally, we present another inequality, which, if true, would complete the picture in the four-party case. We have so far been unable to find a general proof of this inequality, or a counterexample for that matter, but we present a proof for certain special cases (section V). We conclude in section VI, referring several open problems to the attention of the reader.
II. THE SET OF RANK VECTORS
Given an n-party pure quantum state |ψ X1...Xn , there are 2 n−1 − 1 ways to bipartition the parties X 1 , . . . , X n in a non-trivial way. We define the rank vector of |ψ to be the vector in N 2 n−1 −1 which lists the Schmidt ranks of |ψ across each of these bipartitions (in some fixed order) [17] . For example, the four-party state |ψ ABCD has rank vector
Similarly, the 0-entropy vector of |ψ ABCD is v ψ = (log r A , log r B , log r C , log r D , log r AB , log r AC , log r AD ) (10) We are interested in determining which vectors are rank/0-entropy vectors. Therefore, we define a set Σ n which is the set of all n-party rank vectors. More precisely,
and in a completely analogous way we define Ω n to be the set of all n-party 0-entropy vectors. For 0 < α ≤ 1 it is known that, for any number of parties, the closure of the set of α-entropy vectors is a convex cone (i.e. it is closed under addition and multiplication by positive real scalars) [16] . This means that it can be characterized only in terms of the linear inequalities between the α-entropy of different parts of system. Since Ω n is a discrete set it is clearly not a cone. However, the results of [5] imply that Ω 3 is the intersection of a cone with the set of log-integer points. In particular, let C be the closed cone defined by
and let log N 3 denote the set of log-integer points, then Ω 3 = C ∩ log N 3 . For example, if a, b, c ∈ N are such that (log a, log b, log c) ∈ C with a ≤ b ≤ c then by taking the state
and removing appropriate terms from the sum, we can arrive at a state with rank vector (a, b, c).
It turns out that a similar statement does not hold for Ω n with n ≥ 4. However, it is true that Ω n is still closed under addition, and hence also multiplication by positive integer scalars. For, if |ψ and |φ have 0-entropy vectors v ψ and v φ respectively, then the state |ψ ⊗ |φ has 0-entropy vector v ψ + v φ . This is one reason why we will be principally concerned with inequalities which are linear in the 0-entropies of a state, and therefore geometric in the ranks.
Remark. The theory outlined above has a classical counterpart, which has been studied in the past: Namely, to the joint distribution P [n] of n discrete random variables X 1 , . . . , X n , associate for each subset I ⊂ [n] the cardinality s I of the support of P I , which is the marginal distribution of X I = (X i : i ∈ I), so that log s I = H 0 (X I ) is the classical 0-Rényi entropy of the variables X I . Another way of looking at it is to observe that s I is precisely the size of the projection of the support of P [n] onto the coordinates I.
By introducing the (n + 1)-party purification
we see that the s I , I ⊂ [n] are precisely the Schmidt ranks r I of this state, so that the classical case actually appears a special case of the quantum one, for states of the form (14) . What are the inequalities satisfied by the s I of a generic distribution? By the above observation, any constraint on the quantum ranks must necessarily hold for the classical supports, for instance submultiplicativity s I . ∪J ≤ s I s J . But there is evidently more, such as monotonicity, i.e. s I ≤ s J for all I ⊂ J, which does not hold for the quantum ranks r I . Further, for each J ⊂ [n] and each 1 ≤ k ≤ |J| the following inequality holds [18] s (
where the product is taken over all subsets I ⊂ J of size k. Theorem 2 below shows that the case |J| = 3, k = 2 is true also for quantum ranks.
III. NEW RANK INEQUALITIES
In this section we prove two new inequalities for the ranks of a four-party state.
Theorem 1. Let |ψ ABCD be a four-party quantum state. Then r A ≤ r AB r AC .
Proof. By (2) we see that projecting H A onto supp(ψ A ) does not change |ψ ABCD . Consequently we may assume, without loss of generality, that the single-party density matrix ψ A has full rank, i.e. r A = d A . The Schmidt decomposition across the A : BCD partition then gives us
is an orthonormal basis of H A , the states |β i are also orthonormal, and λ i > 0 for all i. Consider the operator ψ
It is an invertible linear map on H A . Therefore the operator X := ψ where 1 1 B denotes the identity on H B , is a local invertible linear map on H ABCD , which will not change any of the ranks. Let |ψ
The von Neumann entropy of the reduced state ψ ′ A is log d A = log r A . The strong subadditivity of von Neumann entropy (3) then gives
where we have used the fact that for any density matrix ρ with rank r, S(ρ) ≤ log r. Taking the exponential of each side of this inequality gives the result. Proof. We follow the proof above, but this time we take the entropy inequality (3) and add to it the further inequality
which is derived from (4) by taking the B system to be trivial. This yields
Again, taking exponentials gives the result.
We have given a simple proof of each of the inequalities above. However, the crucial ingredient underpinning these proofs is the strong subadditivity of von Neumann entropy. This is a very famous, and highly non-trivial result. Although many proofs of strong subadditivity are known (e.g. [13, [19] [20] [21] ), none provides any intuition regarding the ranks we consider. Furthermore, the argument we have employed is limited by the fact that by a local invertible filtering one can make only one reduced state equal to the maximally mixed state; indeed, if it were possible to find, for given |ψ ABCD , another state |ψ
with the same Schmidt ranks for all bipartite partitions, but such that ψ ′ A and ψ ′ D are maximally mixed on their respective subsystems, then strong subadditivity (3) and weak monotonicity (4) would hold for S 0 -and we know that already to be false. It would, therefore, be desirable to give direct, self-contained proofs of Theorems 1 and 2. We are able to do so for the former.
Direct proof of Theorem 1. We begin with some preliminaries. Suppose that |ψ AB is a bipartite quantum state, and fix orthonormal bases {|i A } dA i=1 and {|i B } dB i=1 of H A and H B . Then, for some complex α ij , we can write
where we define |α i B := dB j=1 α ij |j B . Now let M : H A → H B be the linear map such that M |i A = |α i B . Then we can write
where |φ
|i A |i A is the (unnormalized) maximally entangled state between two copies of H A .
We wish to calculate the reduced density matrix ψ B := Tr A ψ, which we can do as follows
From this we can conclude that the rank of |ψ AB across the A : B partition is rank M . We now return to the problem at hand, in which we have a four-party state |ψ ABCD . Taking the Schmidt decomposition across the AB : CD partition gives
where {|η k AB } 
By the argument above, this gives
Now consider the following observation
which implies
Notice that if we could replace rank(1 1 C ) by a term less than or equal to r AB then we would be done. This is what the following lemma allows us to do. In order to make use of this lemma, we first observe that S 1 , . . . , S rAB are orthogonal under the HilbertSchmidt inner product. Indeed, since {|θ k CD } rAB k=1 are mutually orthogonal states, for i = j we have
Let K, P and |φ CC be given by Lemma 3. Then we can easily construct a linear map V CD :
Then we can write the following:
This implies
and we are done.
IV. EXTREMAL STATES
Having established two further inequalities for the ranks of multiparty states, it is natural to ask whether there are any more. At this point it is useful to switch to the perspective of the 0-Rényi entropy, by taking the logarithm of the ranks. In this scenario, our inequalities become linear constraints on the set of possible entropy vectors.
Focusing on the four-party case, we have the following constraints:
and all inequalities by permuting the names of the parties, and more generally by substituting pairwise disjoint subsets of parties for A, B, C.
We can use symbolic computation software, for instance LRS [22] to find the extremal rays of the cone determined by these inequalities. We obtain eight families of rays (up to permuting the parties) spanned by the vectors listed below. If we can find states with 0-entropy vectors on, or arbitrarily close to these rays, then we can conclude that there are no more linear inequalities. Unfortunately, we were only able to do so for the first six families. Consider the following states:
where, in the second state, addition takes place modulo 3. These states have rank vectors:
from which it follows that their 0-entropy vectors lie on rays 1 and 2. Now consider the states:
,
Here, we have used some notation that requires explanation. As before, the state φ
Where a system is missing from a state, it is assumed to be present, but in an unentangled pure state.
Finally, the orthogonal sum of two states, denoted |ψ ⊕ |η , is the superposition of |ψ and |η embedded in orthogonal parts of the local Hilbert spaces. For example,
and we could have
Notice that if states |ψ and |η have rank vectors r ψ and r η , then |ψ ⊕ |η has rank vector r ψ + r η . Using this fact, we can see that states |ψ 3 , . . . , |ψ 6 have rank vectors:
It is clear that for large d, the leading term in each component will dominate, and for the 0-entropy (once we have taken the log) only the leading exponent matters. More precisely, let v ψ be the 0-entropy vector of state |ψ . Then, lim d→∞ 1 log d v ψi is the ith vector in the table above, for each i = 3, 4, 5, 6. For these four rays, we were unable to find states with 0-entropy vectors actually on the ray. Interestingly, in the case of ray 3, it is easy to see that such a state cannot be found. This is because, for any state |ψ on the ray, S 0 (AD) = 0, which implies that the rank across the AD : BC partition is 1, so we can write |ψ ABCD = |η AD |θ BC . It follows that r AB = r A r B and so S 0 (AB) = S 0 (A) + S 0 (B), which does not hold for a state on ray 3. Similarly, one can show that it is not possible to find states on ray 6, but we do not know this for rays 4 and 5.
Remark. Notice that for large enough d, |ψ 3 , |ψ 4 , |ψ 5 and |ψ 6 all violate the inequality
which had been conjectured in [5] . Furthermore, all four provide further counterexamples to strong subadditivity.
V. ANOTHER INEQUALITY?
In the previous section we took our known inequalities for the 0-entropy, and computed the corresponding set of extremal rays. We then demonstrated that 6 of the 8 families of these extremal rays can be approximated by 0-entropy vectors. However, we were unable to find such a construction for rays 7 and 8. Now we apply the process in reverse. We have found 6 families of 0-entropy vectors which are extremal rays. We can again use the LRS software to compute the set of inequalities to which they correspond. It turns out that this set is just the known inequalities, with one further inequality added, which we present as an hypothesis. Hypothesis 1. Let |ψ ABCD be a four-party quantum state. Then r BC ≤ r AB r AC .
If we could prove this hypothesis, then we would have a complete picture of the four-party linear inequalities for the 0-entropy.
Before presenting some partial results towards this hypothesis, we first write it in a different form.
Hypothesis 2. Let R 1 , . . . , R K be m 1 × n 1 complex matrices, and let S 1 , . . . , S K be m 2 × n 2 complex matrices. Then
Lemma 4. Hypothesis 1 is equivalent to Hypothesis 2.
Proof. 2 =⇒ 1: Let |ψ ABCD be a four-party quantum state, and let us write it in the same way as (23):
Now, instead of considering R k , S k as linear maps, we consider them as matrices written in the standard bases. From eq. (25) we have
Further, by using the identity (
, we can write
from which it follows that
Hypothesis 2 then implies r BC ≤ r AB r AC for |ψ . 1 =⇒ 2: Suppose that Hypothesis 2 is false. Then there exist matrices
Consider the quantum state
For this state we have
and, since r AB = dim span{(1 1 C ⊗ S k ) |φ + CC : 1 ≤ k ≤ K}, we have r AB ≤ K. Putting this together we have a state |ψ for which
so Hypothesis 1 must also be false.
Theorem 5. Let |ψ ABCD be a four-party quantum state, with r AB ≤ 2. Then r BC ≤ r AB r AC .
Proof. By the argument above, it suffices to prove Hypothesis 2 for the cases K = 1 and K = 2.
, using the fact that the row rank and the column rank of a matrix are the same, and equal to its rank. K = 2: Let M = R 1 ⊗ S 1 + R 2 ⊗ S 2 , where R 1 , R 2 are m 1 × n 1 complex matrices, and S 1 , S 2 are m 2 × n 2 complex matrices. This means we can write
where M ij = (R 1 ) ij S 1 + (R 2 ) ij S 2 . We refer to the matrices M ij as the 'blocks' of M . Let M Γ denote the partial transpose of M , which is the matrix obtained by taking the transpose of each block of M . We aim to show that rank M Γ ≤ 2 rank M . Notice the following:
(i) Let U := span{S 1 , S 2 }. Then U is a 2-dimensional vector space of matrices, and M ij ∈ U for all i, j.
(ii) Let V := C (S 1 |S 2 ), where C (A) denotes the span of the columns of matrix A, and S 1 |S 2 is a shorthand for the block matrix (S 1 |S 2 ). Then every column of each M ij is in V .
(iii) Suppose that T 1 , T 2 are linearly independent blocks of M . Then clearly we have span{T 1 , T 2 } = U . Further, by applying elementary column operations we obtain
In particular, we must have dim V ≤ rank T 1 + rank T 2 , and hence rank T i ≥ 1 2 dim V for at least one value of i.
(iv) Each row of M Γ is in the space V ⊕ V ⊕ . . . ⊕ V (where there are n 1 copies of V ) and so, for example,
Suppose that E is an n 1 × n 1 invertible matrix, and let 1 1 be the n 2 × n 2 identity matrix. Then,
we choose to, we can replace M with M (E ⊗ 1 1) for any invertible E. In the case where E performs elementary column operations, the effect of (E ⊗ 1 1) acting on M on the right is to perform block-wise column operations on M . (By an analogous argument, we may also perform block-wise row operations on M .)
Suppose that M 11 and M 12 are linearly independent matrices. Then, for all j ≥ 3, M 1j ∈ span{M 11 , M 12 } = U , and by applying block-wise column operations we may assume (as far as the ranks are concerned) that M has the form
Let
and consider the following inequalities, which hold for arbitrary block matrices:
Applying the second inequality to M Γ , and using the same argument as comment (iv) above, we obtain
Applying the first inequality to M we obtain
Therefore, if M is a counterexample to Hypothesis 2, i.e. rank M Γ > 2 rank M , then M ′ is also a counterexample.
Suppose, for contradiction, that a counterexample to Hypothesis 2 exists, with K = 2. Let M be a minimal such counterexample, in the sense that m 1 + n 1 takes the smallest possible value. By the argument above we may assume that M 11 and M 12 are not linearly independent. Further, by applying block-wise row and column operations, we may assume that no two blocks of M in the same row are linearly independent. Now, M must contain 2 linearly independent blocks, or else it would be possible to write M = R ⊗ S, which implies rank M Γ = rank M . Suppose T 1 , T 2 are linearly independent blocks. By comment (iii) above, we may assume that rank T 1 ≥ 1 2 dim V . By swapping block-wise rows and columns, we may also assume that T 1 is M 11 . Since each row has only one linearly independent block, using further block-wise column operations, we can assume the matrix has the form
Now,
where M ′ is the part of the matrix below the blocks of zeroes. Also,
Since rank M Γ > 2 rank M , this gives
and so
which is a contradiction to the assumption that M was a minimal counterexample. Hence there can be no counterexample and the theorem is proved.
VI. CONCLUSIONS
We have introduced the problem of determining the universal inequalities between the ranks of partial traces of a general n-party pure state. Specifically, taking logarithms, the linear inequalities between the 0-Rényi entropies became the object of our study, and we showed that by using strong subadditivity for the von Neumann entropy we can derive two new inequalities for the ranks.
The search for further inequalities lead, in the case of n = 4 parties, to several interesting families of states, and an hypothetical third inequality, which if true, would result in a complete description of the linear inequalities for the 0-Rényi entropy. However, a proof or refutation of this hypothesis remains the major open problem of our work.
Note that we were able to give purely algebraic proofs for all the inequalities we found, except Theorem 2; to go beyond statements derived from strong subadditivity, it seems fruitful to develop an algebraic proof of Theorem 2, too, but this has eluded us so far.
Returning to the basic setup of section II, we also note that it is far from clear in which sense Ω n , the set of 0-entropy vectors, is best described by linear inequalities. Obviously, Ω n is not a cone since it is a discrete set (a certain subset of log N 2 n−1 −1 ), so this is a valid and important question. Possible answers are suggested by the case n = 3, where we observed that the closed cone C 3 generated by Ω 3 has the property that Ω 3 = C 3 ∩ log N 3 . The analogue of this is not true for general n. However, could it be at least the case that every log-integer point in the interior of C n is in Ω n ? Or if not that, every interior log-integer point of sufficiently large norm? Any such statement would provide at least partial justification for focusing on the linear inequalities, and we refer them to the careful attention of the reader.
Finally, we close this discussion with a suggestion for further extension of our theory: While here we considered the Schmidt rank only for all bipartitions, tensor rank is a natural multi-party generalization (see [23] and [24] for the general concept, and [25] for its appearance in quantum information), so we might be tempted to associate to each state vector |ψ a vector of tensor ranks, one for each partition of the ground set [n] into arbitrarily many parts. Their number is known as the Bell number. It is a very interesting, yet wide-open problem, to find the universal inequalities between the tensor ranks of the various partitions of the n parties.
