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I
“Uno entra en la primera habitacio´n de una mansio´n y esta´ en
la oscuridad, en una oscuridad completa. Vas tropezando y gol-
peando los muebles, pero poco a poco aprendes do´nde esta´ cada
elemento del mobiliario. Al fin, tras unos meses, encuentras el
interruptor de la luz y de repente todo esta´ iluminado, puedes
ver exactamente do´nde esta´s. Entonces vas a la siguiente habi-
tacio´n y vuelves a pasar meses en las tinieblas. As´ı, cada uno
de estos progresos, aunque a veces son muy ra´pidos y se realizan
en un solo d´ıa o dos, son la culminacio´n de meses preceden-
tes de tropezones en la oscuridad, sin los que el avance ser´ıa
imposible.”
Andrew Wiles
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Introduccio´n
En esta Tesis se desarrolla un motor virtual de sistemas ha-
miltonianos conservativos basado en C++, un conjunto de li-
brer´ıas de C++ que dotara´ al usuario de las herramientas ne-
cesarias para realizar, con el poder de co´mputo necesario, simu-
laciones de casi cualquier sistema conservativo de la meca´nica
cla´sica. El usuario podra´ ver en una pantalla gra´fica la solucio´n
a las ecuaciones del movimiento y la dina´mica del sistema, se
incluye un programa que corre en cualquier compilador de C++
y que le pide al usuario ciertos datos de entrada para producir
una ventana gra´fica con el contenido recie´n mencionado.
En el primer cap´ıtulo se describe con exactitud lo que en esta
Tesis se da a entender con Sistema Hamiltoniano Conservativo,
el cua´l puede o´ no presentar ligaduras, estas ligaduras pueden ser
holono´micas o´ no holono´micas, tambie´n se definen a estos dos
tipos de ligaduras. Se escriben las ecuaciones de Euler-Lagrange
para un Sistema Hamiltoniano Conservativo en R3 con 3 grados
de libertad (1 punto), pero con la peculiaridad de que se to-
ma en cuenta un sistema coordenado ortogonal arbitrario y las
ecuaciones de Euler-Lagrange se dejan en te´rminos muy genera-
les, mediante los factores de escala y el potencial conservativo
asociado al sistema; se toman estas ecuaciones del movimiento
y se analiza la existencia y unicidad de su solucio´n, usando los
teoremas de Peano y Picard.
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Como se explica´ en el cap´ıtulo 4: “El proceso de animacio´n”;
obtener las integrales del movimimento y realizar la animacio´n
para N part´ıculas o para 1 part´ıcula es lo mismo; tomando en
cuenta que el motor se restringe a Sistemas Hamiltonianos sin
potenciales de interaccio´n entre sus partes, por ejemplo, en el
caso del pe´ndulo doble en 2-D: este sistema esta compuesta de
2 part´ıculas, pero no existe un potencial de interaccio´n entre
ellas, solo un par de ligaduras que se presenta´n como las varillas
r´ıgidas que unen al origen con la primer part´ıcula y a la primer
part´ıcula con la segunda part´ıcula; los efectos de masa y energ´ıa
de estas varillas se ignoran en el tip´ıco problema del pe´ndulo
doble.
En el segundo cap´ıtulo se analiza, en R2, la colisio´n elastica
entre dos discos r´ıgidos y entre un disco r´ıgido con una pared
que se idealiza como inamovible. El motivo de este cap´ıtulo es
la animacio´n de uno de los casos de estudio que esta destinado
a presentarse en la disertacio´n de tesis de maestr´ıa: el choque
ela´stico de N discos r´ıgidos confinados a una caja cuadrada; en
dos casos, cuando no existe una fuerza neta actuando sobre el
sistema y cuando el sistema esta sumergido en el campo gravi-
tacional de la tierra bajo la aproximacio´n Newtoniana de que la
tierra es plana, no esfe´rica.
En el tercer cap´ıtulo se disen˜a un algoritmo que obtiene las
integrales del movimiento de un Sistema Hamiltoniano Conser-
vativo que esta compuesto por 1 part´ıcula. Se intenta linealizar
el sistema, bajo ciertos criterios el algoritmo evaluara´ cuando el
sistema linealizado presentara´ soluciones asinto´ticamente estab-
kes, cuando no lo haga el algoritmo trabajara´ con el sistema no
lineal, arrojando una solucio´n en series de potencias.
En el cuarto cap´ıtulo se disen˜ un algoritmo para la anima-
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cio´n del Sistema Hamiltoniano Conservativo compuesto por 1
part´ıcula, dado que ya se tienen las integrales del movimiento.
El siguiente material de apoyo: [2] , [5] ; sirvio´ como ins-
piracio´n y me ayudo a que las ideas fluyera´n con mas ra´pidez;
invito a quien sea que este leyendo la tesis en estos momentos a
que vaya a estas referencias y les eche un vistazo, presentan un
vistazo al extenso mundo de aplicacio´n pra´ctica donde todas las
ideas que se desarrollaron en esta tesis pueden hallar un lugar.
Quiero aclarar, con riesgo de sonar altanero, les aseguro no es
mi intencio´n, la presente tesis es original y no se parece en lo
ma´s min´ımo a las referencias que hago alusio´n en este texto.
VIII
Cap´ıtulo 1
Sistemas Hamiltonianos
Conservativos
1.1. Sistemas Hamiltonianos Conservativos
Empecemos por considerar los siguientes dos tipos de siste-
mas
1.- Sistemas compuestos por “N”part´ıculas cla´sicas puntua-
les, para
N = 1, 2, 3, ...,m; siendo m algu´n nu´mero entero mayor a 0.
2.- Sistemas compuestos por “N”cuerpos r´ıgidos que no pre-
sentan movimiento rotacional, para N = 1, 2, 3, ...,m; siendo m
algu´n nu´mero entero mayor a 0 ; limitemos nuestra discusio´n a
cuerpos r´ıgidos representados por discos y pol´ıgonos convexos
en 2 dimensiones y por esferas en 3 dimensiones.
Para cuando el sistema es de N = 1 part´ıcula, su dina´mica
puede ser descrita usando un ma´ximo de 2 grados de libertad
en R2 y un ma´ximo de 3 grados de libertad en R3. La dina´mica
de N = 1 cuerpo r´ıgido que no presenta movimiento rotacional
puede ser descrita usando el mismo nu´mero de grados de liber-
tad que el nu´mero de grados de 1 part´ıcula puntual. Existen
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sistemas y dina´micas con un nu´mero infinito contable de gra-
dos de libertad e inclusive con un nu´mero infinito no contable
de grados de libertad, pero en la presente tesis se contemplan
u´nicamente sistemas con N grados de libertad, con N <∞.
Para continuar con la discusio´n de lo que es un sistema ha-
miltoniano conservativo, se considerara´ por el momento, u´nica-
mente el caso de un sistema de “N”part´ıculas cla´sicas puntuales,
pues es casi el mismo sistema que el de “N”cuerpos r´ıgidos que
no rotan.
Un sistema conservativo es aquel en el cua´l todas las fuerzas
que actu´an sobre el sistema, internas y externas (excepto posi-
bles fuerzas de constren˜imiento), son derivables de potenciales
escalares que dependen u´nicamente de la posicio´n; alternativa-
mente, podemos definir a un sistema conservativo como aquel
donde se conoce la energ´ıa potencial total del sistema y esta solo
depende de las coordenadas generalizadas, incluyendo la asocia-
da a una posible interaccio´n entre diferentes part´ıculas del sis-
tema. En un sistema, sea conservativo o no, hay que considerar
si se presentan restricciones holono´micas o no holono´micas.
Digamos que se tiene un sistema de “N”part´ıculas y con-
sideremos una funcio´n “F”de las coordenadas generalizadas y
posiblemente del tiempo
F (r1, r2, ..., rN , t) = 0 (1.1)
Toda restriccio´n que posea el sistema que pueda ser pues-
ta de la forma (1.1), se le denomina restriccio´n holono´mica; si
existe una restriccio´n que no puede ser puesta en la forma (1.1)
entonces se le denomina restriccio´n no holono´mica, [1].
Sea un sistema conservativo que puede ser descrito por “N”puntos
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en el plano, consideremos ciertas condiciones iniciales para este
sistema; si estamos interesados en obtener la evolucio´n tempo-
ral de este sistema, al menos desde un punto de vista teo´rico,
tenemos 2 caminos
1.- Investigar que fuerzas actu´an en el sistema, despue´s usar
las leyes de Newton para deducir lo que se conoce como ecuacio-
nes del movimiento: un sistema de ecuaciones diferenciales que
contienen la dina´mica del sistema; finalmente resolver el sistema
de ecuaciones diferenciales.
2.- Investigar la energ´ıa potencial del sistema y usar el princi-
pio de mı´nima accio´n para deducir las ecuaciones del movimien-
to de Euler-Lagrange; tambie´n se necesita de el escalar “energ´ıa
cine´tica”, pero este se deduce directamente usando las coorde-
nadas generalizadas.
Se optara´ por usar el camino 2 en lo que resta de este cap´ıtu-
lo y lo que resta de la tesis, adema´s se considerara´n u´nicamente
sistemas conservativos no relativistas y sin restricciones no ho-
lono´micas.
Finalmente decimos que un Sistema Hamiltoniano Conserva-
tivo es un sistema conservativo donde sus ecuaciones del movi-
miento pueden ser obtenidas mediante la aplicacio´n del Princi-
pio de Hamilton como Principio de Mı´nima Accio´n 1,2.
Hay cierto tipo de restricciones no holono´micas que de pre-
sentarse en un sistema, impiden la aplicacio´n del Principio de
Mı´nima Accio´n en su versio´n conocida como Principio de Hamil-
ton, existen variantes del Principio de Mı´nima Accio´n diferentes
al Principio de Hamilton, [3].
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1.2. Ecuaciones de Euler-Lagrange
La dina´mica de un sistema Hamiltoniano conservativo sin res-
tricciones no-holono´micas en R3 esta completamente determina-
da por las ecuaciones de Euler-Lagrange, cuando se obtienen es-
tas ecuaciones mediante el Principio de Hamilton y un potencial
total del sistema que no depende de las velocidades generaliza-
das; las ecuaciones de Euler-Lagrange del sistema descrito son
d
dt
(
∂L
∂q˙i
)
=
∂L
∂qi
i = 1, 2, 3. (1.2)
L =
m
2
~˙r · ~˙r − V (~r) (1.3)
donde el vector posicio´n en coordenadas cartesianas es
~r =
(
x(q1, q2, q3), y(q1, q2, q3), z(q1, q2, q3)
)
(1.4)
y {q1, q2, q3} es el sistema coordenado ortogonal que el usuario
quiera usar, esto es, el usuario debera´ proveer las coordenadas
cartesianas como funciones de {q1, q2, q3}. Se especificara´ una
sola vez, pero hagamos notar que el vector velocidad se repre-
sentara´ como: ~˙r = ∂t~r.
Si queremos estudiar la evolucio´n temporal de una part´ıcula
puntual, solo necesitamos especificar unas condiciones iniciales,
un potencial V (~r) y las funciones coordenadas; si decidimos usar
coordenadas cartesianas, las funciones coordenadas son
x(x, y, z)y(x, y, z)
z(x, y, z)

 =

xy
z

 (1.5)
Hallemos las ecuaciones del movimiento de una part´ıcula pun-
tual sujeta a un potencial V (~r) y en un sistema coordenado or-
togonal arbitrario {q1, q2, q3}. Digamos que la eleccio´n de este
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sistema ya toma en cuenta dentro de sus funciones coordena-
das la eleccio´n de nuestro origen o´ el querer posiblemente rotar
fijamente al sistema.
El primer paso sera hallar el vector velocidad usando de base
los vectores unitarios “qˆi”, i = 1, 2, 3. Para el sistema ortogonal
{q1, q2, q3}, si ~rc es el vector posicio´n en coordenadas cartesianas,
los vectores unitarios se definen como 1
qˆi =
1
hi
∂~rc
∂qi
donde hi =
∥∥∥∥∥∂~rc∂qi
∥∥∥∥∥ (1.6)
a “hi”se le denomina factor de escala, que en general sera una
funcio´n de las coordenadas generalizadas: hi(q1, q2, q3). Usando
la regla de la cadena, derivemos respecto al tiempo a ~rc
~˙rc =
∑
i
(
∂x
∂qi
∂qi
∂t
,
∂y
∂qi
∂qi
∂t
,
∂z
∂qi
∂qi
∂t
)
(1.7)
Se empezara a usar la siguiente notacio´n: ∂x
∂qi
= ∂qix; similar-
mente para “y”o´ “z”, o cualquier otra funcio´n. Ahora veamos lo
siguiente
~˙rc ≡ ~˙r1 + ~˙r2 + ~˙r3 (1.8)
~˙r1 = q˙1
(
∂q1x, ∂q1y, ∂q1z
)
= q˙1
(
h1qˆ1
)
(1.9)
~˙r2 = q˙2
(
∂q2x, ∂q2y, ∂q2z
)
= q˙2
(
h2qˆ2
)
(1.10)
~˙r3 = q˙3
(
∂q3x, ∂q3y, ∂q3z
)
= q˙3
(
h3qˆ3
)
(1.11)
Usando (1.8-1.11), obtenemos el vector velocidad en un sis-
tema coordenado ortogonal arbitrario
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~˙r = h1q˙1qˆ1 + h2q˙2qˆ2 + h3q˙3qˆ3 (1.12)
La Lagrangiana (1.3) toma la siguiente forma
L =
m
2
∑
j
(
hj q˙j
)2
− V (~r) (1.13)
Luego, veamos que
∂L
∂q˙i
= mh2i q˙i (1.14)
d
dt
(
∂L
∂q˙i
)
= 2mhih˙iq˙i +mh
2
i q¨i (1.15)
∂L
∂qi
=
m
2
∑
j
(
∂qih
2
j
)
q˙2j − ∂qiV (1.16)
Por lo tanto, las ecuaciones del movimiento son
q¨i =
1
2h2i
∑
j
(
∂qih
2
j
)
q˙2j −
[
2h˙iq˙i
hi
+
∂qiV
mh2i
]
i = 1, 2, 3. (1.17)
1.3. Existencia y unicidad de soluciones a las
ecuaciones del movimiento en coordena-
das curvil´ıneas, en R3
En la forma que se encuentran las ecuaciones del movimiento
en (1.17) lucen muy complejas, hagamos algo al respecto para
simplificar la expresio´n y que nos servira´ para investigar las solu-
ciones de las ecuaciones del movimiento. Empecemos por hacer
la sustitucio´n: εi = q˙i; por lo tanto
6
h˙i =
∑
j
∂hi
∂qj
∂qj
∂t
=
∑
j
εj∂qjhi (1.18)
Entonces, las ecuaciones del movimiento pasan a ser
q˙i = εi i = 1, 2, 3. (1.19)
ε˙i =
1
2h2i
∑
j
(
∂qih
2
j
)
ε2j−
[
2εi
hi
(∑
j
εj∂qjhi
)
+
∂qiV
mh2i
]
i = 1, 2, 3.
(1.20)
Ahora enunciemos el teorema de existencia de Peano [4] y el
teorema de existencia y unicidad de Picard [8]. Dadas las con-
diciones correctas, el teorema de Peano establece una solucio´n
para un sistema de ecuaciones diferenciales de primer orden. El
teorema de Picard establece la unicidad de la solucio´n.
Teorema 1 Teorema de existencia de Peano.
Sea 1) (y, t) ∈ Rn × R ∋ n ∈ N.
2) f : A ⊆ Rn+1−→Rn ∋ A = Dominio(f), es una vecin-
dad de (y, t).
3) f es continua en B ⊆ A, posiblemente A = B.
Si definimos un problema de valor inicial como
dy
dt
= f(t,y) , y(t0) = y0 (1.21)
Entonces (1.21) tiene al menos una solucio´n definida sobre B.
Teorema 2 Teorema de existencia y unicidad de Picard.
Sea 1) Se cumple el teorema de existencia de Peano para alguna
funcio´n f : A ⊆ Rn+1−→Rn.
2) f cumple la condicio´n de Lipschitz de primer orden:
‖ f(x, t)− f(y, t) ‖≤ α0 ‖ x− y ‖. A “α0”se le denomina
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constante de Lipschitz.
Entonces el sistema de ecuaciones diferenciales definido en (1.21)
tiene una u´nica solucio´n en el intervalo definido mediante: |
t− t0 |< d; donde
d = min(a, b
B0
) y B0 = sup ‖ f(x, t) ‖.
Veamos que sucede con el sistema de 6 ecuaciones diferencia-
les definido por (1.19-1.20), dadas ciertas condiciones iniciales.
Definamos las siguientes funciones escalares
fi
(
q1, q2, q3, ε1, ε2, ε3, t
)
=
1
2h2i
∑
j
[
ε2j∂qih
2
j−4εiεjhi∂qjhi
]
−
∂qiV
mh2i
(1.22)
Claro que la variable “t”no aparece expl´ıcitamente en las fun-
ciones fi, pero para que sirva a nuestro propo´sito, las fi si las
consideramos como funciones de “t”. Ahora definamos los si-
guientes vectores abstractos en R6 y en coordenadas cartesianas
dy
dt
=


q˙1
q˙2
q˙3
ε˙1
ε˙2
ε˙3


(1.23)
F
(
q1, q2, q3, ε1, ε2, ε3, t
)
=


q1
q2
q3
f1
(
q1, q2, q3, ε1, ε2, ε3, t
)
f2
(
q1, q2, q3, ε1, ε2, ε3, t
)
f3
(
q1, q2, q3, ε1, ε2, ε3, t
)


(1.24)
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Para conocer de manera expl´ıcita a las funciones fi en te´rmi-
nos de las qi, necesitamos conocer a los factores de escala hi y al
potencial V como funciones de qi a su vez, pero esto solo es posi-
ble hasta elegir un especif´ıco sistema ortogonal “{q1, q2, q3}”; ya
que nosotros deseamos como meta final construir un algoritmo
que use la CPU que resuelva las ecuaciones del movimiento pa-
ra cualquier sistema coordenado ortogonal “{q1, q2, q3}”de R
3,
no se podra codificar dentro del algoritmo la existencia (mu-
cho menos la unicidad) de la solucio´n del problema inicial, se
necesitara´ que el usuario presente un sistema “{q1, q2, q3}”lo su-
ficientemente bien comportado. Veamos que sucede por ejemplo
en coordenadas cil´ındricas, las funciones coordenadas en dicho
sistema son 
x(ρ, θ, z)y(ρ, θ, z)
z(ρ, θ, z)

 =

ρcosθρsenθ
z

 (1.25)
con ρ ∈ [0,∞), θ ∈ [0, 2π) y z ∈ (−∞,+∞). Usando (1.6),
tenemos que
hρ = 1 , ρˆ = (cosθ, senθ, 0) (1.26)
hθ = ρ , θˆ = (−senθ, cosθ, 0) (1.27)
hz = 1 , zˆ = (0, 0, 1) (1.28)
Ahora obtengamos expl´ıcitamente para coordenadas cil´ındri-
cas, las funciones escalares definidas en (1.22)
fρ
(
ρ, θ, z, ε1, ε2, ε3, t
)
=
∑
j
ε2j∂ρh
2
j −
∂ρV
m
= 2ρε2θ −
∂ρV
m
(1.29)
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fθ
(
ρ, θ, z, ε1, ε2, ε3, t
)
= −
1
2ρ
∑
j
4εiεj∂qjρ−
∂θV
mρ2
= −
1
2ρ
4ερεθ −
∂θV
mρ2
(1.30)
fz
(
ρ, θ, z, ε1, ε2, ε3, t
)
=
∑
j
ε2j∂zh
2
j −
∂qiV
mh2i
= −
∂zV
m
(1.31)
Entonces, de (1.24), tenemos que
F
(
ρ, θ, z, ε1, ε2, ε3, t
)
=


ρ
θ
z
2ρε2θ −
∂ρV
m
− 12ρ4ερεθ −
∂θV
mρ2
−∂zV
m


(1.32)
Sin contar el te´rmino potencial en (1.32), se tienen puros
te´rminos que son polinomios o´ multiplicacio´n de polinomios cual-
quier polinomio de orden finito es infinitamente diferenciable, lo
que abarca continuidad y condicio´n Lipschitz, esto es, todo po-
linomio de orden finito satisface la condicio´n Lipschitz.
Si el sistema estudiado en cil´ındricas esta sumergido en un
potencial cuando menos continuo, entonces las funciones esca-
lares fi (componentes 4,5 y 6 de F ) son continuas, excepto fθ en
el origen (fθ se indetermina en el origen, por otro lado, la suma
de funciones continuas es una funcio´n continua); luego, conti-
nuidad de las componentes de una funcio´n vectorial, implica
continuidad de la funcio´n vectorial; por lo tanto, por el Teorema
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de Peano, existe al menos una solucio´n al sistema definido en
(1.19) y (1.20).
Si el potencial V satisface la condicio´n Lipschitz y adema´s
(checar fθ) los te´rminos “
∂θV
mρ2
”y “− 12ρ4ερεθ”satisfacen por si mis-
mos la condicio´n Lipschitz, entonces la funcio´n vectorial F defi-
nida en (1.32) satisface la condicio´n Lipschitz [6]; por lo tanto,
por el Teorema de Picard, existe una solucio´n u´nica al sistema
definido en (1.19) y (1.20).
La dina´mica de la mayor´ıa de los sistemas meca´nicos esta
contenida en un sistema de ecuaciones diferenciales que se intu-
ye muy complejo para ser resuelto en forma cerrada, a veces se
desea investigar la existencia de soluciones u´nicas a las ecuacio-
nes del movimiento, esto se puede hacer usando los Teoremas
de Peano y Picard, de una manera igual a la que se hizo para
las coordenadas cil´ındricas (un sistema meca´nico que tiene un
origen y un sistema coordenado ide´nticos al origen y sistema
coordenado cil´ındrico).
11
Cap´ıtulo 2
Colisiones Ela´sticas
2.1. Colisiones Ela´sticas
2.1.1. Colisio´n Ela´stica de dos discos r´ıgidos en R2
Primer caso: Potencial externo nulo
Se puede definir la dina´mica y colisio´n de dos discos r´ıgidos
definiendo a sus centros como dos part´ıculas puntuales con los
vectores posicio´n “r1, r2”y usando el siguiente potencial de in-
teraccio´n
U(r) =
{
∞ r ≤ a+ b
0 r > a+ b
(2.1)
donde r = r1 − r2, r =‖ r ‖ y “a, b”son los radios del disco
1 y 2. Nos estaremos refiriendo a discos r´ıgidos, pero estaremos
tratandolos matema´ticamente como part´ıculas puntuales con el
potencial de interaccio´n definido en (2.1).
Aunque es ma´s simple describir los efectos de una colisio´n
en el centro de masa del sistema “(CM)”; las mediciones y ex-
perimentos se hacen usualmente en el sistema de laboratorio
“(LAB)”, donde el observador esta en reposo, por eso se ob-
tendra´n los vectores posicio´n y velocidad de cada disco r´ıgido
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despue´s de la colisio´n.
Es importante aclarar los siguientes dos puntos
• Dependera´ de las condiciones iniciales de cada dis-
co del sistema, para que ocurra una colisio´n entre los dos
discos.
• Se estara´ trabajando asumiendo que ocurrira´ una
colisio´n, esto es, se asumira´ que las condiciones inicia-
les son las necesarias para que ocurra la colisio´n, pero
sin especificar cuales son, solo obteniendo las relaciones
importantes en funcio´n de ciertas condiciones iniciales
arbitrarias.
Se usara´ la siguiente notacio´n (es una lista de datos no ex-
haustiva):
• “r1cm”sera el vector posicio´n del centro del disco 1 antes
del choque y visto desde el centro de masa, “r1”sera el vector
posicio´n del centro disco 1 antes del choque y visto desde el
sistema de laboratorio; “r∗1cm”y “r∗1”, para despue´s del choque.
Similarmente para el disco 2.
• Se tendra´n masas “m1 y m2”, velocidades antes del choque
“v1, v2, v1cm y v2cm”y velocidades despue´s del choque “v∗1,
v∗2, v∗1cm y v∗2cm”; supongamos que los discos no vuelven a
colisionar despue´s de un primer choque.
• El momento lineal de los discos antes del choque sera “p1,
p2, p1cm y p2cm”, el momento lineal de los discos despue´s del
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choque sera “p∗1, p∗2, p∗1cm y p∗2cm”.
• “R”sera el vector posicio´n del centro de masa respecto
al sistema de laboratorio y “V ”sera la velocidad del centro de
masa respecto al sistema de laboratorio.
En una primera instancia, consideremos al centro de masa
como sistema de referencia
R =
m1
mT
r1 +
m2
mT
r2 (2.2)
dondeR es el vector posicio´n del centro de masa en el (LAB).
Tomando en cuenta lo siguiente: r = r1 − r2, r˙ = v y mT =
m1+m2; antes de la colisio´n, los vectores posicio´n de los centros
de los discos en el (LAB) se pueden reescribir como
r1 =
m1 +m2
mT
r1 +
m2
mT
r2 −
m2
mT
r2 (2.3)
r2 =
m1 +m2
mT
r2 +
m1
mT
r1 −
m1
mT
r1 (2.4)
r1 = R+
m2
mT
r (2.5)
r2 = R−
m1
mT
r (2.6)
y entonces
v1 = V +
m2
mT
v (2.7)
v2 = V −
m1
mT
v (2.8)
14
donde V es la velocidad del centro de masa en el (LAB).
Ya que estamos en un caso libre de fuerzas externas, no existe
un movimiento acelerado del centro de masa respecto al (LAB),
por lo tanto, el centro de masa por si mismo es un sistema de
referencia inercial. Usando la regla de adicio´n para velocidades
de la meca´nica Newtoniana, se deduce el siguiente u´til resultado
v = v1 − v2 = v1cm − v2cm (2.9)
Por lo tanto, en el sistema de referencia (CM) tenemos que
v1cm =
m2
mT
v (2.10)
v2cm = −
m1
mT
v (2.11)
Sea µ = m1m2
mT
, vemos que para antes de la colisio´n
p1cm = m1v1cm = µv (2.12)
p2cm = m2v2cm = −µv (2.13)
Por lo tanto, en el centro de masa el momento total es cero;
pTcm = p1cm + p2cm = 0. Podemos tambie´n escribir
p1cm = µvvˆ (2.14)
p2cm = −µvvˆ (2.15)
donde v = vvˆ.
Despue´s del choque ela´stico entre los dos discos, se conserva
el momento lineal total y la energ´ıa cine´tica del sistema; por
otro lado, en ausencia de fuerzas externas la energ´ıa total es la
energ´ıa cine´tica total; por lo tanto tenemos lo siguiente
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p∗Tcm = p∗1cm + p∗2cm = 0 (2.16)
Ecm =
(µv)2
2m1
+
(µv)2
2m2
=
µv2
2
(2.17)
con
p∗1cm = µvvˆ∗ (2.18)
p∗2cm = −µvvˆ∗ (2.19)
siendo ±vˆ∗ el vector unitario direccio´n de los momentos li-
neales despue´s de la colisio´n (+vˆ∗ para p∗1cm y −vˆ∗ para p∗2cm).
Ahora definamos al angu´lo “χ”de la siguiente manera
vˆ · vˆ∗ = cosχ (2.20)
Hasta el momento solo dijimos que no existen fuerzas exter-
nas actuando sobre el sistema, pero no se ha hablado sobre un
posible potencial de interaccio´n, pero solo consideraremos co-
mo u´nico potencial de interaccio´n al que define al sistema de
discos r´ıgidos (2.1), entonces para asegurar la conservacio´n del
momento, tenemos que el angu´lo definido en (2.20) tiene que ser
el siguiente
χ = π − 2φ (2.21)
donde φ es el angu´lo entre el momento lineal antes de la
colisio´n de cualquiera de los dos discos y la l´ınea recta que cruza
el centro de ambos discos al momento de la colisio´n.
Como se dijo al principio, usualmente las mediciones se ha-
cen en el sistema de laboratorio, pero (2.21) es el angu´lo entre el
momento lineal antes de la colisio´n y el momento lineal despue´s
de la colisio´n, el mismo para ambos discos, respecto al centro
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de masa. Como se vera a continuacio´n, necesitaremos (2.21) pa-
ra obtener los momentos lineales de cada disco despue´s de la
colisio´n respecto al (LAB).
Consideremos al sistema de laboratorio como sistema de refe-
rencia, usando (2.7) y (2.8), tenemos que los momentos lineales
de los discos respecto al (LAB) son
p1 = m1V + µvvˆ (2.22)
p2 = m2V − µvvˆ (2.23)
Por conservacio´n del momento lineal del sistema, la velocidad
del centro de masa no cambia a causa de la colisio´n, por lo tanto,
despue´s del choque
p∗1 = m1V + µvvˆ∗ (2.24)
p∗2 = m2V − µvvˆ∗ (2.25)
donde
V =
m1
mT
v1 +
m2
mT
v2 (2.26)
Todos los datos importantes del sistema antes de la colisio´n
de los dos discos se pueden obtener mediante las te´cnicas de la
meca´nica cla´sica, incluyendo vˆ; entonces, usando (2.20) y (2.21),
podemos obtener vˆ∗, rotando vˆ en χ grados; siM representa la
matriz de rotacio´n de puntos en R2, o de puntos en R3 dejando
uno de los 3 ejes cartesianos fijo, entonces
vˆ∗ =Mχvˆ =
(
cosχ −senχ
senχ cosχ
)
vˆ (2.27)
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Ahora hay que obtener la velocidad relativa de dos disco r´ıgi-
dos para nuestro primer caso libre de fuerzas externas. Usando
coordenadas cartesianas, primero tenemos que las integrales del
movimiento de los discos r´ıgidos antes de la colisio´n, son
x1(t) = a1t+ b1 (2.28)
y1(t) = c1t+ d1 (2.29)
x2(t) = a2t+ b2 (2.30)
y2(t) = c2t+ d2 (2.31)
donde “a1, a2, b1, b2, c1, c2, d1, d2”son las condiciones iniciales;
si t∗ es el valor del tiempo o instante en el cua´l sucede la colisio´n,
entonces las relaciones (2.28-2.31) son va´lidas en el intervalo:
t ∈ [0, t∗]. Los vectores posicio´n y velocidad de los discos, son
r1(t) =
〈
a1t+ b1, c1t+ d1
〉
(2.32)
r2(t) =
〈
a2t+ b2, c2t+ d2
〉
(2.33)
v1(t) =
〈
a1, c1
〉
(2.34)
v2(t) =
〈
a2, c2
〉
(2.35)
t ∈ [0, t∗].
La velocidad relativa (2.9), es
v(t) =
〈
a1 − a2, c1 − c2
〉
(2.36)
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notese´ que v(t) en (2.36) es una funcio´n constante. Tambie´n
tenemos
‖v‖ = v =
√
(a1 − a2)2 + (c1 − c2)2 (2.37)
vˆ =
1
v
〈
a1 − a2, c1 − c2
〉
(2.38)
Recordemos que ±vˆ , son las direcciones de los momentos
lineales de cada disco antes de la colisio´n en el (C.M); para
obtener ±vˆ∗, que son las direcciones de los momentos lineales
de cada disco despue´s de la colisio´n en el (C.M), usamos (2.27)
vˆ∗ =
1
v
(
cosχ −senχ
senχ cosχ
)(
a1 − a2
c1 − c2
)
(2.39)
vˆ∗ =
1
v
(
(a1 − a2)cosχ− (c1 − c2)senχ
(a1 − a2)senχ+ (c1 − c2)cosχ
)
(2.40)
ya con (2.40); podemos obtener respecto al sistema de labo-
ratorio, el vector velocidad de cada disco despue´s de la colisio´n,
usando (2.24) y (2.25), tenemos que
v∗1 = V +
m2
mT
(
(a1 − a2)cosχ− (c1 − c2)senχ
(a1 − a2)senχ+ (c1 − c2)cosχ
)
(2.41)
v∗2 = V −
m1
mT
(
(a1 − a2)cosχ− (c1 − c2)senχ
(a1 − a2)senχ+ (c1 − c2)cosχ
)
(2.42)
Simplificando un poco, se introducen las siguientes constantes
φ0 =
1
mT
[
m1a1 +m2a2 +m2(a1 − a2)cosχ−m2(c1 − c2)senχ
]
(2.43)
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φ1 =
1
mT
[
m1c1 +m2c2 +m2(a1 − a2)senχ+m2(c1 − c2)cosχ
]
(2.44)
σ0 =
1
mT
[
m1a1 +m2a2 −m1(a1 − a2)cosχ+m1(c1 − c2)senχ
]
(2.45)
σ1 =
1
mT
[
m1c1 +m2c2 −m1(a1 − a2)senχ−m1(c1 − c2)cosχ
]
(2.46)
Representando al vector velocidad de cada disco despue´s de
la colisio´n, como un vector columna, tenemos que
v∗1 =
(
φ0
φ1
)
(2.47)
v∗2 =
(
σ0
σ1
)
(2.48)
Nuevamente como vectores columna, el vector posicio´n de
cada disco despue´s de la colisio´n, es
r∗1 =
(
φ0t+ e0
φ1t+ e1
)
(2.49)
r∗2 =
(
σ0t+ f0
σ1t+ f1
)
(2.50)
donde “e0, e1, f0, f1”vendr´ıan a ser las nuevas condiciones ini-
ciales ; las relaciones (2.47-2.50) son va´lidas en el intervalo tem-
poral: t ∈ [t∗,∞), suponiendo que ya no existan colisiones a
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futuro. Las trayectorias de los discos “r∗1 y r∗2”definidas des-
de el instante de la colisio´n y para cualquier tiempo posterior,
deben coincidir en el instante de la colisio´n, con las trayectorias
de los discos “r1 y r2”definidas para todo instante antes de la
colisio´n.
Las relaciones (2.32-2.35) y (2.47-2.50) caracterizan por com-
pleto la dina´mica de dos discos r´ıgidos antes y despue´s de la
colisio´n, siendo iguales en el instante “t∗”de la colisio´n; para el
caso libre de fuerzas externas.
Segundo caso: El potencial gravitatorio de la Tierra como potencial
externo
Se va a suponer que los dos discos r´ıgidos estan sumergidos
en el potencial gravitatorio de la Tierra bajo la aproximacio´n
“mgh”, donde “h”es la altura vertical de cada disco en un mo-
mento arbitrario de sus trayectorias. Tomemos una vecindad A
(subconjunto) del cascaron esfe´rico de la tierra, que sea lo sufi-
cientemente “pequen˜a”como para considerarla aproximadamen-
te plana (como si A fuera un subconjunto del espacio Eucl´ıdeo
R
2); la aproximacio´n que estamos tomando implica que el sis-
tema de referencia de laboratorio a considerar para el sistema
de los dos discos r´ıgidos pertenece a alguna vecindad igual a la
vecindad A ya descrita.
Ya que no hay potencial de interaccio´n entre los discos r´ıgidos,
es fa´cil hallar la dina´mica de los dos discos antes del choque este,
pues esta esta desacoplada. Usando coordenadas cartesianas, los
vectores posicio´n de los discos antes de una primer colisio´n en
el (LAB), son
r1(t) =
〈
x1(t), y1(t)
〉
(2.51)
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r2(t) =
〈
x2(t), y2(t)
〉
(2.52)
Las lagrangianas de cada disco son
L1 =
m1
2
(
x˙21 + y˙
2
1
)
−mgy1 (2.53)
L2 =
m2
2
(
x˙22 + y˙
2
2
)
−mgy2 (2.54)
Usando las siguientes condiciones iniciales:
r1(0) = (a0, a1), r˙1(0) = (a2, a3), r2(0) = (b0, b1), r˙2(0) =
(b2, b3), donde “a0, a1, a2, a3, b0, b1, b2, b3”son constantes; se pue-
de deducir que las integrales del movimiento antes de la primer
colisio´n en el sistema de laboratorio, son
x1(t) = a2t+ a0 (2.55)
y1(t) = −
g
2
t2 + a3t+ a1 (2.56)
x˙1(t) = a2 (2.57)
y˙1(t) = −gt+ a3 (2.58)
x2(t) = b2t+ b0 (2.59)
y2(t) = −
g
2
t2 + b3t+ b1 (2.60)
x˙2(t) = b2 (2.61)
y˙2(t) = −gt+ b3 (2.62)
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Falta hallar las trayectorias y las velocidades de los discos
despue´s de la colisio´n, en el sistema de laboratorio.
Sean “ρ1, ρ2”los radios del disco 1 y 2 respectivamente, to-
mando en cuenta que
• r1 − r2 = r y ‖ r ‖= r.
Si se asume una colisio´n ela´stica, esta sucedera´ cuando r ≤
ρ1+ρ2; naturalmente que suceda´ o´ no la colisio´n dependera´ de las
condiciones iniciales “ai, bi; i = 0, 1, 2, 3”. Se usara´n las te´cnicas
de las secciones 1 y 2 para obtener las trayectorias y velocidades
de los discos despue´s de la colisio´n.
Pero primero necesitamos hacer un ca´lculo necesario: imagi-
nemos un vector “A”que inicia en el origen de un sistema coor-
denado rotatorio “S”(con eje de rotacio´n definido por el vector
unitario arbitrario nˆ) y termina en algu´n punto arbitrario del
plano, obtengamos la derivada temporal de A pero respecto a
otro sistema de referencia “O”, tal que O esta fijo; despue´s de
hacer este ca´lculo se haran ciertas aclaraciones antes de obtener
las trayectorias deseadas.
Tomemos otro vector r respecto a S, que va del origen de S
tambie´n a un punto arbitrario en el plano, el vector r estara´ ro-
tando respecto al eje definido por nˆ. Tomando una rotacio´n
infinitesimal, el vector r rota en “dφ”grados respecto al eje nˆ
en un cierto tiempo dt, matema´ticamente esto quiere decir lo
siguiente
r(t+ dt) = r + dr (2.63)
‖dr‖ = dr = (rsenθ)dφ (2.64)
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siendo “dr”perpendicular a nˆ y a r. Por otro lado, veamos
lo siguiente
‖nˆ× r‖ = rsenθ (2.65)
Hagamos la siguiente sustitucio´n
α = nˆ× r (2.66)
Notorioamente, “α y αˆ”son vectores perpendiculares a nˆ y
r, por lo tanto
dr = drαˆ = (rsenθ)dφαˆ = dφnˆ× r (2.67)
dr
dt
=
dφnˆ× r
dt
(2.68)
dr
dt
= ω × r (2.69)
donde ω = dφ
dt
nˆ.
Ahora tomemos la derivada temporal de un vector arbitrario
A ∈ R3 respecto a O, pero usando a la representacio´n de A en
S, entonces
dA
dt
O
=
d
dt
[
ASxsx + A
S
y sy + A
S
z sz
]
= [A˙Sxsx + A˙
S
y sy + A˙
S
z sz] + [A
S
x s˙x + A
S
y s˙y + A
S
z s˙z]
(2.70)
entonces, por (2.69), tenemos que
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[A˙Sxsx + A˙
S
y sy + A˙
S
z sz] + [A
S
x s˙x + A
S
y s˙y + A
S
z s˙z]
=
dA
dt
S
+ ω × [ASxsx + A
S
y sy + A
S
z sz]
=
dA
dt
S
+ ω ×A
(2.71)
dA
dt
O
=
dA
dt
S
+ ω ×A (2.72)
(2.72) es el resultado deseado, ahora hagamos algunas acla-
raciones.
• (1) El centro de masa ya no es un sistema de referen-
cia inercial, pues este esta siendo acelerado debido al potencial
gravitatorio “mgh”; sin embargo este sistema de referencia no
esta rotando, solo se esta trasladando, por lo tanto: si tenemos
cierto punto arbitrario “P”definido en el sistema de referencia
fijo “O”donde estan sumergidos los discos, mediante el vector
“r”; adema´s decimos que el vector “R”define al centro de masa
respecto al sistema O y por u´ltimo decimos que el punto P es
definido mediante el vector rcm respecto al sistema de referen-
cia del centro de masa; entonces usando el resultado en (2.72),
podemos establecer de inmediato lo siguiente
dr
dt
=
dR
dt
+
drcm
dt
(2.73)
donde (2.73) es la regla de adicio´n de velocidades de la meca´ni-
ca Newtoniana que se cumple en sistemas de referencia inercia-
les.
Calculando el centro de masa de algun sistema f´ısico que sea
de tal manera que, el centro de masa del sistema actu´e como
un sistema de referencia no rotatorio pero no inercial y despue´s
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usando (2.72), llegamos a un resultado au´n ma´s interesante: para
sistemas de referencia que no presenten movimiento rotacional,
aunque sean no inerciales por causa de alguna aceleracio´n que
afecte el movimiento traslacional del sistema, se cumple de cual-
quier manera la regla de adicio´n de velocidades de la meca´nica
Newtoniana para sistemas de referencia inerciales.
• (2) Usando las expresiones para las velocidades descritas
de (2.55) a (2.62), notamos que au´n que el centro de masa es
un sistema de referencia no inercial, la velocidad relativa v =
v1 − v2 = v1cm − v2cm ; se mantiene constante.
De (1), (2) y usando lo visto en la seccio´n 1; a pesar de que
existe el potencial “mgh”actuando sobre los discos, el momen-
to lineal de cada disco en el centro de masa es constante y el
momento total es igual a cero
p1cm = µvvˆ , p2cm = −µvvˆ ; con µ =
m1m2
m1 +m2
. (2.74)
Esto quiere decir que, respecto al centro de masa como sis-
tema de referencia, en cualquier punto de la trayectoria de los
discos antes de la colisio´n, el momento lineal de cada uno de los
discos tendra´ la misma direccio´n.
Como en el primer caso (potencial externo nulo), sean
p∗1cm = µvvˆ∗ , p∗2cm = −µvvˆ∗, (2.75)
los momentos lineales de los discos despue´s de la colisio´n;
siendo
vˆ · vˆ∗ = cosχ, (2.76)
por conservacio´n del momento lineal despue´s de un choque
ela´stico, tenemos que
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χ = π − 2φ (2.77)
donde φ es el angu´lo entre el momento lineal antes de la
colisio´n de cualquiera de los dos discos y la l´ınea recta que cruza
el centro de ambos discos al momento de la colisio´n.
Usando de (2.55) a (2.62), el vector posicio´n y el vector velo-
cidad de cada disco antes de la colisio´n, respecto al sistema de
laboratorio, son
r1(t) =
〈
a2t+ a0,−
g
2
t2 + a3t+ a1
〉
(2.78)
r2(t) =
〈
b2t+ b0,−
g
2
t2 + b3t+ b1
〉
(2.79)
v1(t) =
〈
a2,−gt+ a3
〉
(2.80)
v2(t) =
〈
b2,−gt+ b3
〉
(2.81)
Por lo tanto
v(t) = v1(t)− v2(t) =
〈
a2 − b2, a3 − b3
〉
(2.82)
Se nota´ que v(t) es constante, adema´s
‖ v ‖=
√
(a2 − b2)2 + (a3 − b3)2 (2.83)
vˆ =
〈
k1, k2
〉
(2.84)
donde
k1 =
a2 − b2√
(a2 − b2)2 + (a3 − b3)2
(2.85)
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k2 =
a3 − b3√
(a2 − b2)2 + (a3 − b3)2
(2.86)
Luego, el angu´lo entre vˆ y vˆ∗ ya se conoce y es “χ = π−2φ”;
entonces
vˆ∗ =Mχvˆ =
〈
k1cosχ− k2senχ, k1senχ+ k2cosχ
〉
(2.87)
Entonces, tenemos lo siguiente
µvvˆ∗ = µv
〈
k1cosχ− k2senχ, k1senχ+ k2cosχ
〉
= µ
〈
(a2 − b2)cosχ− (a3 − b3)senχ , (a2 − b2)senχ+ (a3 − b3)cosχ
〉
(2.88)
Luego, la velocidad del centro de masa desde el sistema de
laboratorio es
V =
m1
m1 +m2
v1 +
m2
m1 +m2
v2 (2.89)
Entonces de (2.80) y (2.81)
V =
〈m1a2 +m2b2
m1 +m2
, −gt+
m1a3 +m2b3
m1 +m2
〉
(2.90)
Luego de (2.24) y (2.25)
v∗1 = V +
µ
m1
vvˆ∗ (2.91)
v∗2 = V −
µ
m2
vvˆ∗ (2.92)
Por lo tanto el vector velocidad de cada uno de los discos
despue´s de la colisio´n, en el sistema de laboratorio, es
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v∗1 =
〈
ε0 +
µχ0
m1
, −gt+ ε1 +
µχ1
m1
〉
(2.93)
v∗2 =
〈
ε0 −
µχ0
m2
, −gt+ ε1 −
µχ1
m2
〉
(2.94)
Donde
ε0 =
m1a2 +m2b2
m1 +m2
(2.95)
ε1 =
m1a3 +m2b3
m1 +m2
(2.96)
χ0 = (a2 − b2)cosχ− (a3 − b3)senχ (2.97)
χ1 = (a2 − b2)senχ+ (a3 − b3)cosχ (2.98)
Entonces, el vector posicio´n de cada uno de los discos despue´s
de la colisio´n, en el sistema de laboratorio, es
r∗1 =
〈[
ε0 +
µχ0
m1
]
t+ f0 , −
g
2
t2 +
[
ε1 +
µχ1
m1
]
t+ f1
〉
(2.99)
r∗2 =
〈[
ε0 −
µχ0
m2
]
t+ h0 , −
g
2
t2 +
[
ε1 −
µχ1
m2
]
t+ h1
〉
(2.100)
2.1.2. Colisio´n Ela´stica de un disco r´ıgido contra una
pared en R2.
En esta seccio´n se vera como proceder en el caso de que una
part´ıcula cla´sica colisione contra una pared, con part´ıcula nos
estaremos refiriendo nuevamente a un disco r´ıgido y el vector
posicio´n de la part´ıcula sera´ el vector posicio´n del centro del
disco r´ıgido.
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Como un primer caso para la pared, idealicemos a la pared
como inamovible y definida por algu´n segmento de cierta longi-
tud “ℓ0”de alguna l´ınea recta definida por algun par de puntos
de R2. Considerando como sistema total estudiado en la coli-
sio´n u´nicamente a la part´ıcula, despue´s de la colisio´n de la
part´ıcula contra la pared no se conservara´ el momento lineal.
Este caso ideal puede explicarse considerando que el efecto que
tendra´ la pared sobre la part´ıcula es ejercer un impulso en ella;
este impulso “J” se define como
J =
∫
∆t
F dt =
∫
∆t
dP = P (t2)− P (t1) (2.101)
donde ∆t ≪ 1 segundo y “P (t2) = P2nˆ∗” siendo el momen-
to lineal de la part´ıcula despue´s de la colisio´n contra la pared
y “P (t1) = P1nˆ” el momento lineal de la part´ıcula antes de la
colisio´n contra la pared (nˆ y nˆ∗ son vectores unitarios). Se ve cla-
ramente en (2.101) que si existe una fuerza impulsiva actuando
sobre la part´ıcula durante la colisio´n, entonces no se conservara
el momento lineal. Sin embargo, la conservacio´n de la energ´ıa
cine´tica antes y despue´s del choque de una part´ıcula contra una
pared, es algo que si seguimos exigiendo.
La naturaleza de la fuerza impulsiva dependera´ de la pared en
s´ı; pero en este caso ideal, debido a que se exige la conservacio´n
de la energ´ıa cine´tica, necesitamos obligatoriamente la siguiente
condicio´n
P1 = P2 (2.102)
ya que se habla de una fuerza impulsiva no nula, necesitamos
tambie´n que
nˆ = −nˆ∗ (2.103)
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Con (2.102) y (2.103) queda definida por completa la colisio´n
de un disco r´ıgido contra una pared idealmente inamovible.
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Cap´ıtulo 3
Un algoritmo computacional
para las integrales del
movimiento
3.1. Linearizacio´n de las ecuaciones del mo-
vimiento bajo cualquier sistema coorde-
nado ortogonal.
El motivo de esta seccio´n es ahorrarle a la CPU la mayor
cantidad de operaciones posibles, todo lo que podamos simplifi-
car o´ trabajar antes de co´dificarle las ecuaciones del movimiento
al CPU o definir el algoritmo, sera de gran ayuda para ahorrar
tiempo de compu´to.
Cuando se dice “las ecuaciones del movimiento optimizadas
para su uso en una CPU ”, nos referimos a que las pondremos
en una forma que ahorrara´ tiempo de co´mputo.
Ahora, volvamos a las ecuaciones del movimiento en la forma
de (1.17).
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q¨i =
1
2h2i
∑
j
q˙2i
(
∂qih
2
j
)
−
[
2q˙i
hi
(∑
j
q˙j∂qjhi
)
+
∂qiV
mh2i
]
i = 1, 2, 3.
(3.1)
Ahora, imaginemos este otro sistema de ecuaciones diferen-
ciales, en forma vectorial y totalmente ajeno a las ecuaciones del
movimiento por el momento
q¨ =Kq˙ + F~1 (3.2)
Donde “K y F ”son funciones matriciales que dependen u´ni-
camente de las coordenadas generalizadas “qi”y no de las veloci-
dades generalizadas “q˙i”. Adema´s, tenemos la siguiente notacio´n
q¨ =

q¨1q¨2
q¨3

 , q˙ =

q˙1q˙2
q˙3

 , ~1 =

11
1

 (3.3)
¿Podremos poner las ecuaciones del movimiento (3.1), en una
forma vectorial como (3.2) ? ; la respuesta es afirmativa, mien-
tras hagamos una aproximacio´n que consta de velocidades gene-
ralizadas pequen˜as. Este es el principal objetivo de la presente
seccio´n.
Hay dos razones por las cuales se desea poner a las ecuacio-
nes del movimiento en la forma de (3.2), la primera es que este
u´ltimo sistema puede ser convertido en un sistema de ecuacio-
nes diferenciales de primer orden, pero adaptado a una forma
en la cua´l sera´ muy fa´cil aplicar una linealizacin del sistema, es
de notarse que (3.2) sigue siento un sistema de ecuaciones di-
ferenciales no lineal. La segunda razo´n es, que hay una enorme
ventaja en tiempo de compu´to de (3.2) respecto a (3.1) en cuanto
a su implementacio´n en algu´n algoritmo computacional ya con
un sistema ortogonal de coordenadas espec´ıfico {q1, q2, q3}. Se
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mencionara´ la aproximacio´n cuando sea el momento necesario,
por el momento supongamos que la masa es constante y redefi-
namos el potencial a: 1
m
V −→ V ; entonces, tomando en cuenta
que
h˙i =
∑
j
q˙j∂qjhi , ∂qih
2
j = 2hj∂qihj (3.4)
Pongamos (3.1) de la siguiente forma
q¨i =
1
h2i
∑
j
[
q˙2i
(
hj∂qihj
)
−2hiq˙i
(
q˙j∂qjhi
)
−
1
3
∂qiV
]
i = 1, 2, 3.
(3.5)
Definamos los siguientes s´ımbolos
βij = q˙
2
i
(
hj∂qihj
)
− 2q˙iq˙j
(
hi∂qjhi
)
i = 1, 2, 3. (3.6)
Vij =
1
3
∂qiV i = 1, 2, 3. (3.7)
Hablamos de s´ımbolos, no de tensores, por que por el mo-
mento no nos interesan sus propiedades de transformacio´n. Es-
cribamos las ecuaciones del movimiento en una forma vectorial
muy compacta 

h21q¨1
h22q¨2
h23q¨3

 =
∑
j


β1j − V1j
β2j − V2j
β3j − V3j

 (3.8)
Veamos lo siguiente
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∑
j


β1j − V1j
β2j − V2j
β3j − V3j

 =
∑
j


β1j
β2j
β3j

−
∑
j


V1j
V2j
V3j

 ≡ ~β − ~V (3.9)
Trabajemos un poco en el vector ~β, expandamos la suma para
este vector
~β =


q˙21h1∂q1h1 − 2q˙1q˙1h1∂q1h1 + q˙
2
1h2∂q1h2 − 2q˙1q˙2h1∂q2h1 + q˙
2
1h3∂q1h3 − 2q˙1q˙3h1∂
q˙22h1∂q2h1 − 2q˙2q˙1h2∂q1h2 + q˙
2
2h2∂q2h2 − 2q˙2q˙2h2∂q2h2 + q˙
2
2h3∂q2h3 − 2q˙2q˙3h2∂
q˙23h1∂q3h1 − 2q˙3q˙1h3∂q1h3 + q˙
2
3h2∂q3h2 − 2q˙3q˙2h3∂q2h3 + q˙
2
3h3∂q3h3 − 2q˙3q˙3h3∂
(3.10)
~β =


−q˙21h1∂q1h1 + q˙
2
1h2∂q1h2 + q˙
2
1h3∂q1h3 − 2q˙1h1
[
q˙2∂q2h1 + q˙3∂q3h1
]
−q˙22h2∂q2h2 + q˙
2
2h1∂q2h1 + q˙
2
2h3∂q2h3 − 2q˙2h2
[
q˙1∂q1h2 + q˙3∂q3h2
]
−q˙23h3∂q3h3 + q˙
2
3h1∂q3h1 + q˙
2
3h2∂q3h2 − 2q˙3h3
[
q˙1∂q1h3 + q˙2∂q2h3
]


(3.11)
Observemos el te´rmino entre corchetes del vector en (3.11) y
usemos la regla de la cadena de la siguiente manera
dhi
dt
=
∑
j
dqj
dt
∂hi
∂qj
=
∑
j
q˙j∂qjhi (3.12)
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~β =


−q˙21h1∂q1h1 + q˙
2
1h2∂q1h2 + q˙
2
1h3∂q1h3 − 2q˙1h1
[
− q˙1∂q1h1 +
∑
j q˙j∂qjh1
]
−q˙22h2∂q2h2 + q˙
2
2h1∂q2h1 + q˙
2
2h3∂q2h3 − 2q˙2h2
[
− q˙2∂q2h2 +
∑
j q˙j∂qjh2
]
−q˙23h3∂q3h3 + q˙
2
3h1∂q3h1 + q˙
2
3h2∂q3h2 − 2q˙3h3
[
− q˙3∂q3h3 +
∑
j q˙j∂qjh3
]


(3.13)
~β =


−q˙21h1∂q1h1 + q˙
2
1h2∂q1h2 + q˙
2
1h3∂q1h3 − 2q˙1h1
[
− q˙1∂q1h1 + h˙1
]
−q˙22h2∂q2h2 + q˙
2
2h1∂q2h1 + q˙
2
2h3∂q2h3 − 2q˙2h2
[
− q˙2∂q2h2 + h˙2
]
−q˙23h3∂q3h3 + q˙
2
3h1∂q3h1 + q˙
2
3h2∂q3h2 − 2q˙3h3
[
− q˙3∂q3h3 + h˙3
]


(3.14)
~β =


q˙21h1∂q1h1 + q˙
2
1h2∂q1h2 + q˙
2
1h3∂q1h3 − 2q˙1h˙1h1
q˙22h1∂q2h1 + q˙
2
2h2∂q2h2 + q˙
2
2h3∂q2h3 − 2q˙2h˙2h2
q˙23h1∂q3h1 + q˙
2
3h2∂q3h2 + q˙
2
3h3∂q3h3 − 2q˙3h˙3h3

 (3.15)
Luego, usemos lo siguiente
hi∂ωhi = hi
∂hi
∂ω
=
1
2
∂h2i
∂ω
=
1
2
∂ωh
2
i (3.16)
Y expresemos el vector ~β de la siguiente manera
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2~β =


q˙1
[
q˙1∂q1h
2
1 + q˙1∂q1h
2
2 + q˙1∂q1h
2
3 − 2∂th
2
1
]
q˙2
[
q˙2∂q2h
2
1 + q˙2∂q2h
2
2 + q˙2∂q2h
2
3 − 2∂th
2
2
]
q˙3
[
q˙3∂q3h
2
1 + q˙3∂q3h
2
2 + q˙3∂q3h
2
3 − 2∂th
2
3
]


≡


q˙1β1
q˙2β2
q˙3β3

− 2


q˙1∂th
2
1
q˙2∂th
2
2
q˙3∂th
2
3


=
[β1 0 00 β2 0
0 0 β3

− 2 ∂
∂t

h21 0 00 h22 0
0 0 h23

] ·

q˙1q˙2
q˙3

 ≡ (B − 2H˙1)q˙
(3.17)
donde
B =

β1 0 00 β2 0
0 0 β3

 , H1 =

h21 0 00 h22 0
0 0 h23

 , q˙ =

q˙1q˙2
q˙3


β1 = q˙1
[
∂q1h
2
1 + ∂q1h
2
2 + ∂q1h
2
3
]
β2 = q˙2
[
∂q2h
2
1 + ∂q2h
2
2 + ∂q2h
2
3
]
β3 = q˙3
[
∂q3h
2
1 + ∂q3h
2
2 + ∂q3h
2
3
]
(3.18)
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Si se ponen los te´rminos expl´ıcitamente en la matriz B se
sale del margen de la hoja, por eso se opto´ por ponerse as´ı.
Trabajaremos en la matriz “B”, pero primero definamos a las
siguientes matrices
H2 =

h22 0 00 h23 0
0 0 h21

 , H3 =

h23 0 00 h21 0
0 0 h22

 (3.19)
recordando tambie´n la definicio´n de H1 en (3.18). Ahora de-
finamos a estas otras matrices
Q˙ =

q˙1 0 00 q˙2 0
0 0 q˙3

 , Q∂ =

∂q1 0 00 ∂q2 0
0 0 ∂q3

 (3.20)
Definamos tambie´n
Hω =H1 +H2 +H3 , HQ = Q∂Hω (3.21)
Notese´ que “Q∂”es una matriz operador. Usando las defini-
ciones en (3.18), (3.19), (3.20) y (3.21); escribamos la matriz B
de la siguiente forma
B = Q˙HQ (3.22)
Entonces, de (3.17), el vector ~β puede ser escrito de la si-
guiente manera
~β =
1
2
[
Q˙HQ − 2H˙1
]
q˙ (3.23)
Los factores de escala “hi”casi nunca son igual a “0”, en coor-
denadas cartesianas los factores de escala son iguales a 1. Por
otro lado, las matrices “H i”son diagonales y su determinante es
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el producto de los elementos en su diagonal (de echo los u´nicos
no nulos). Entonces
Det
[
H1
]
= Det
[
H2
]
= Det
[
H3
]
=
(
h1h2h3
)2
= D0 (3.24)
Dependiendo del sistema coordenado, puede haber subcon-
juntos del plano donde D0 = 0; esto es, donde ‘hi”si sean nulos,
por ejemplo en cil´ındricas: “hθ = ρ = 0, para ρ = 0”. Al estudiar
un sistema meca´nico en part´ıcular, el usuario debera´ suprimir
por su cuenta los puntos donde las coordenadas sean tal, que al
menos uno de los factores de escala se anulen, de otro modo el
algoritmo computacional que se explica en la siguiente seccio´n
falla, pues como se vera a continuacio´n, requerimos que exista
la inversa de
la matriz H1 y si D0 = 0 entonces la matriz no es invertible.
Es virtualmente imposible disen˜ar un algoritmo que sea capaz
de determinar los “ceros”de los factores de escala de manera
automa´tica para cualquier sistema coordenado ortogonal. Otro
caso es, dado un sistema coordenado en part´ıcular, determinar
los “ceros”de los factores de escala. El algoritmo de la siguiente
seccio´n le dejara´ dicho trabajo al usuario, o en su eleccio´n, omitir
los puntos del plano donde los factores de escala se anulen.
De (3.24) y de lo explicado respecto a los factores de escala,
conclu´ımos que H1 es invertible y su inversa es
H−11 =


1
h21
0 0
0 1
h22
0
0 0 1
h23

 (3.25)
Luego, si tenemos que
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q¨ =


q¨1
q¨2
q¨3

 (3.26)
De (3.8), las ecuaciones del movimiento toman la siguiente
forma
H1q¨ =
1
2
[
Q˙HQ − 2H˙1
]
q˙ − ~V (3.27)
En (3.9) se define al vector ~V . Entonces
q¨ =
1
2
H−11
[
Q˙HQ − 2H˙1
]
q˙ −H−11 ~V (3.28)
Ahora definamos a las siguientes matrices
V =

∂q1V 0 00 ∂q2V 0
0 0 ∂q3V

 , Q˙−1 =


1
q˙1
0 0
0 1
q˙2
0
0 0 1
q˙3

 , ~1 =

11
1


(3.29)
Nuevamente hay que omitir los puntos donde Det
[
Q˙
−1
]
= 0
o´ donde alguna magnitud de alguna de las velocidades genera-
lizadas se anule. Recordemos que “V”es el potencial total del
sistema que se vaya a estudiar. Usando (3.29) podemos poner a
las ecuaciones del movimiento de la siguiente forma
q¨ =
1
2
H−11
[
Q˙HQ − 2V Q˙
−1
− 2H˙1
]
q˙ (3.30)
Es interesante notar que si tenemos un sistema meca´nico que
queremos estudiar y el origen del marco de referencia que elegi-
mos coincide con el origen en coordenadas cartesianas, entonces
(3.30) coincide con las usuales ecuaciones del movimiento de la
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meca´nica Newtoniana; usando las definiciones en (3.29), (3.25),
(3.21), (3.20) y las definiciones de las matrices “H i”en (3.19) y
(3.18);
las ecuaciones del movimiento toman la siguiente forma en coor-
denadas cartesianas
HQ = H˙ i = 03x3 , H i =H
−1
i =

1 0 00 1 0
0 0 1

 = I , i = 1, 2, 3
(3.31)
q¨ =
1
2
I
[
Q˙03x3 − 2V Q˙
−1
− 03x3
]
q˙ (3.32)
q¨ = −IV Q˙
−1
q˙ = −IV~1 = −~V (3.33)


x¨
y¨
z¨

 = −


∂xV
∂yV
∂zV

 ~¨rc = −∇V (x, y, z) (3.34)
Ha llegado el momento de hacer nuestra primera “aproxi-
macio´n teo´rica”, osea, sin tomar en cuenta que el algoritmo
computacional de la siguiente seccio´n aproxima las soluciones
como series de potencias truncadas.
Hay l´ımites para lo que una computadora puede hacer, ya
sea simbo´licamente o´ nu´mericamente. Las ecuaciones del movi-
miento fueron puestas en la forma de (3.30) para un manejo ma´s
eficiente del a´lgebra, pero siguen siendo las mismas ecuaciones
del movimiento que en (3.1), las cuales son muy complejas pa-
ra ser resueltas de forma cerrada en la mayor´ıa de los casos y
sistemas coordenados.
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La aproximacio´n que asumiremos es la siguiente: la veloci-
dad del objeto representado por las coordenadas gene-
ralizadas es muy pequen˜a, y por lo tanto q˙i < 1m/s. Ma´s
adelante haremos uso de la aproximacio´n.
Algo importante es que el producto de matrices diagonales
es conmutable; el objeto que esta entre pare´ntesis rectangulares
en la relacio´n (3.30) es una matriz diagonal, tambie´n lo esH−11 ,
por lo tanto, podemos multiplicar (3.30) por la izquierda con
Q˙
−1
de la siguiente manera
Q˙
−1
q¨ =
1
2
Q˙
−1
H−11
[
Q˙HQ − 2V Q˙
−1
− 2H˙1
]
q˙ (3.35)
Q˙
−1
q¨ =
1
2
H−11
[
Q˙HQ − 2V Q˙
−1
− 2H˙1
]
~1 (3.36)
Veamos lo siguiente
d(Ln[f(x)])
dx
=
1
f(x)
df
dx
(3.37)
Entonces
q¨i
q˙i
=
1
q˙i
dq˙i
dt
=
d(Ln[q˙i])
dt
(3.38)
Ahora veamos el siguiente objeto
Q˙
−1
q¨ =


q¨1
q˙1
q¨2
q˙2
q¨3
q˙3

 =
∂
∂t


Ln[q˙1]
Ln[q˙2]
Ln[q˙3]

 (3.39)
La funcio´n logaritmo natural tiene una expansio´n en serie de
potencias de la siguiente manera
42
Ln (x) = −
∞∑
k=1
(−1)k
k
(x− 1)k x ∈ (0, 2) (3.40)
Por lo tanto, para nuestra aproximacio´n: 0m/s < q˙i < 1m/s
y el te´rmino “Ln[qi]”, se puede usar la expansio´n de (3.40). Pero,
digamos que las velocidades generalizadas son lo suficientemen-
te pequen˜as como para poder aproximar te´rminos cuadra´ticos
con te´rminos lineales “q˙2i ≈ q˙i”. En otras palabras, una aproxi-
macio´n pequen˜a, pero no lo suficiente como para despreciar por
completo el te´rmino cuadra´tico “ q˙2i ”, por lo tanto
Ln (q˙i) = −
∞∑
k=1
(−1)k
k
(q˙i−1)
k ≈ (q˙i−1)−
1
2
(q˙2i−4q˙i+4) ≈
3
2
q˙i−
3
2
(3.41)
Por lo tanto
Q˙
−1
q¨ ≈
∂
∂t


(
3
2 q˙1 −
3
2
)
(
3
2 q˙2 −
3
2
)
(
3
2 q˙3 −
3
2
)


=
5
2
q¨ (3.42)
De (3.30) y con la aproximacio´n “q˙2i ≈ q˙i o´ (3.42)”; recordan-
do que las matrices diagonales tienen producto conmutativo, las
ecuaciones del movimiento toman la siguiente forma
Q˙
−1
q¨ =
1
2
H−11
[
Q˙HQ − 2V Q˙
−1
− 2H˙1
]
Q˙
−1
q˙ (3.43)
3q¨ =H−11 Q˙HQ~1− 2H
−1
1 V Q˙
−1
~1− 2H−11 H˙1~1 (3.44)
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Notemos, que usando q˙2i ≈ q˙i, de (3.20) tenemos lo siguiente
Q˙
2
≈ Q˙ , q˙iq¨i = q˙i
∂q˙i
∂t
=
1
2
∂q˙2i
∂t
≈
1
2
∂q˙i
∂t
=
1
2
q¨i (3.45)
Entonces, de (3.44) y (3.45), veamos que
3H1Q˙q¨ =H1H
−1
1 Q˙
2
HQ~1−2H1H
−1
1 V Q˙Q˙
−1
~1−2Q˙H1H
−1
1 H˙1~1
(3.46)
3
2
H1q¨ = Q˙HQ~1− 2V~1− 2Q˙H˙1~1 (3.47)
3H1q¨ =
[
2HQ − 4H˙1
]
q˙ − 4V~1 (3.48)
Expandiendo el sistema de ecuaciones diferenciales, tenemos
que
3h21q¨1 =
[
2∂q1(h
2
1 + h
2
2 + h
2
3)− 4h˙
2
1
]
q˙1 − 4∂q1V
3h22q¨2 =
[
2∂q2(h
2
1 + h
2
2 + h
2
3)− 4h˙
2
2
]
q˙2 − 4∂q2V
3h23q¨3 =
[
2∂q3(h
2
1 + h
2
2 + h
2
3)− 4h˙
3
1
]
q˙3 − 4∂q3V
(3.49)
Usando nuevamente la aproximacio´n (3.42), pongamos a las
ecuaciones del movimiento de la siguiente forma
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3h21
q¨1
q˙1
=
15
2
h21q¨1 =
[
2∂q1(h
2
1 + h
2
2 + h
2
3)− 4h˙
2
1
]
− 4
1
q˙1
∂q1V
3h22
q¨2
q˙2
=
15
2
h22q¨2 =
[
2∂q2(h
2
1 + h
2
2 + h
2
3)− 4h˙
2
2
]
− 4
1
q˙2
∂q2V
3h23
q¨3
q˙3
=
15
2
h23q¨3 =
[
2∂q3(h
2
1 + h
2
2 + h
2
3)− 4h˙
3
1
]
− 4
1
q˙3
∂q3V
(3.50)
La funcio´n “f(x) = 1
x
”tiene una expansio´n en serie de poten-
cias de la siguiente manera
1
x
= 1 +
∞∑
k=1
(−1)k(−1 + x)k x ∈ (0, 1] (3.51)
Por lo tanto, para nuestra aproximacio´n: 0m/s < q˙i < 1m/s
se puede usar la expansio´n de (3.51)
Entonces
1
q˙i
= 1 +
∞∑
k=1
(−1)k(−1 + q˙i)
k ≈ (2− q˙i) q˙i ∈ (0, 1] (3.52)
Y las ecuaciones del movimiento toman la siguiente forma
15
2
h21q¨1 =
[
2∂q1(h
2
1 + h
2
2 + h
2
3)− 4h˙
2
1
]
+ 4q˙1∂q1V − 8∂q1V
15
2
h22q¨2 =
[
2∂q2(h
2
1 + h
2
2 + h
2
3)− 4h˙
2
2
]
+ 4q˙2∂q2V − 8∂q2V
15
2
h23q¨3 =
[
2∂q3(h
2
1 + h
2
2 + h
2
3)− 4h˙
2
3
]
+ 4q˙3∂q3V − 8∂q3V
(3.53)
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Las ecuaciones del movimiento en (3.53) tienen casi la misma
forma deseada que (3.2), excepto por los te´rminos “ h˙2i = ∂t(h
2
i )
”, que en general seran funciones de las coordenadas y de las
velocidades generalizadas; au´n no es visible que (3.53) tenga
la misma forma que (3.2), pero si la tiene. Recordando que
las funciones coordenadas son las coordenadas cartesianas co-
mo funciones de “{q1, q2, q3}”, prestemosle atencio´n al siguiente
te´rmino
h˙2i =
∂
∂t
∥∥∥∥∥∂~rc∂qi
∥∥∥∥∥
2
=
∂
∂t
[(
∂x
∂qi
)2
+
(
∂y
∂qi
)2
+
(
∂z
∂qi
)2]
=
∂
∂t
∑
k
(
∂xk
∂qi
)2
(3.54)
h˙2i = 2
∑
k
∂xk
∂qi
∂
∂t
(
∂xk
∂qi
)
, k = 1, 2, 3. , xk = x, y, z.
(3.55)
Y aqu´ı el paso crucial: “ supongamos que las funciones coor-
denadas son
de clase C1 y que las velocidades generalizadas tambie´n son fun-
ciones
continuas. ”
Entonces, estamos realmente usando 2 restricciones, veloci-
dades generalizadas pequen˜as y funciones coordenadas
con derivadas parciales continuas. Sera importante recor-
dar, que el algoritmo y la presente tesis esta´n disen˜ados solo
para sistemas meca´nicos que hagan uso de un sistema coorde-
nado con estas caracter´ısticas. Siendo de esta manera, podemos
poner (3.55) de la siguiente manera
h˙2i = 2
∑
k
∂xk
∂qi
∂
∂qi
(
∂xk
∂t
)
(3.56)
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Desarrollando ma´s a (3.56) y usando la regla de la cadena
para las funciones coordenadas “xk(q1, q2, q3)”, tenemos lo si-
guiente
h˙2i = 2
∑
k
∂xk
∂qi
∂
∂qi
[∑
j
∂qj
∂t
∂xk
∂qj
]
, j = 1, 2, 3. (3.57)
h˙2i = 2
∑
k , j
∂xk
∂qi
∂
∂qi
[
q˙j
∂xk
∂qj
]
(3.58)
h˙2i = 2
∑
k , j
(
∂xk
∂qi
[
∂q˙j
∂qi
∂xk
∂qj
+ q˙j
∂2xk
∂qi∂qj
])
(3.59)
h˙2i = 2
∑
k , j
q˙j
[
∂xk
∂qi
∂2xk
∂qi∂qj
]
(3.60)
Si definimos que
xki =
∂xk
∂qi
(3.61)
Entonces, haciendo uso de que las funciones xk son de clase
C1, tenemos que
h˙2i =
1
2
∑
k , j
q˙j
[
xki
∂x2ki
∂qj
]
(3.62)
Se incluye en el ape´ndice (B.1), una demostracio´n de que
(3.55) y (3.62) son ide´nticos para 3 de los sistemas coordenados
ortogonales ma´s usados: coordenadas cartesianas, coordenadas
cil´ındricas y coordenadas esfe´ricas.
El te´rmino “ h˙2i ”(3.62) aparece en cada una de las 3 ecua-
ciones del movimiento de manera independiente, salvo por el
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“−4”que lo esta multiplicando. En (3.62) ya se alcanzan a ver
parte de los te´rminos matriciales que andamos buscando. Ex-
pandamos “ h˙2i ”como si fueran los u´nicos integrantes de las 3
ecuaciones del movimiento, para apreciar bien el te´rmino matri-
cial
h˙21 =
1
2
∑
k
[
q˙1
∂x2k1
∂q1
+ q˙2
∂x2k1
∂q2
+ q˙3
∂x2k1
∂q3
]
h˙22 =
1
2
∑
k
[
q˙1
∂x2k2
∂q1
+ q˙2
∂x2k2
∂q2
+ q˙3
∂x2k2
∂q3
]
h˙23 =
1
2
∑
k
[
q˙1
∂x2k3
∂q1
+ q˙2
∂x2k3
∂q2
+ q˙3
∂x2k3
∂q3
]
(3.63)


h˙21
h˙22
h˙23

 =
1
2
∑
k


∂x2k1
∂q1
∂x2k1
∂q2
∂x2k1
∂q3
∂x2k2
∂q1
∂x2k2
∂q2
∂x2k2
∂q3
∂x2k3
∂q1
∂x2k3
∂q2
∂x2k3
∂q3




q˙1
q˙2
q˙3

 (3.64)
Volvamos a (3.53), pero reescribamos las ecuaciones del mo-
vimiento de la siguiente manera
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15h21q¨1 =
[
8q˙1∂q1V − 8h˙
2
1
]
+
[
4∂q1(h
2
1 + h
2
2 + h
2
3)− 16∂q1V
]
15h22q¨2 =
[
8q˙2∂q2V − 8h˙
2
2
]
+
[
4∂q2(h
2
1 + h
2
2 + h
2
3)− 16∂q2V
]
15h23q¨3 =
[
8q˙3∂q3V − 8h˙
2
3
]
+
[
4∂q3(h
2
1 + h
2
2 + h
2
3)− 16∂q3V
]
(3.65)
Definamos a las siguientes matrices
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J(q1, q2, q3) =


8
15h21
0 0
0 8
15h22
0
0 0 8
15h23


U (q1, q2, q3) =


∂q1V 0 0
0 ∂q2V 0
0 0 ∂q3V


K(q1, q2, q3) =
1
2
∑
k


∂x2k1
∂q1
∂x2k1
∂q2
∂x2k1
∂q3
∂x2k2
∂q1
∂x2k2
∂q2
∂x2k2
∂q3
∂x2k3
∂q1
∂x2k3
∂q2
∂x2k3
∂q3


Ω(q1, q2, q3) = U (q1, q2, q3)−K(q1, q2, q3)
(3.66)
F (q1, q2, q3) =


F1 0 0
0 F2 0
0 0 F3


donde : Fi =
4
15h2i
∂qi
(
h21 + h
2
2 + h
2
3 − 4V
)
(3.67)
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Es importante notar que las matrices “Ω , J y F ”no depen-
den de las velocidades generalizadas.
De (3.65), (3.66) y (3.67); sea M = ΩJ , las ecuaciones del
movimiento toman la siguiente forma
~¨q = ΩJ~˙q + F~1 (3.68)
~¨q =M~˙q + F~1 (3.69)
Las ecuaciones del movimiento en (3.68) y (3.69) tienen un
equivalente sistema de ecuaciones diferenciales de primer orden,
hagamos las siguientes sustituciones
~ε =


q˙1
q˙2
q˙3

 ≡


ε1
ε2
ε3

 (3.70)
d~α
dt
=


q˙1
q˙2
q˙3
ε˙1
ε˙2
ε˙3


(3.71)
51
~E(q1, q2, q3, ε1, ε2, ε3) =M~ε+ F~1 ≡


E1
E2
E3

 (3.72)
~ζ(q1, q2, q3, ε1, ε2, ε3) =


ε1
ε2
ε3
E1
E2
E3


≡


ζ1
ζ2
ζ3
ζ4
ζ5
ζ6


(3.73)
Entonces, el sistema de ecuaciones diferenciales de primer
orden equivalente a (3.68), es
d~α
dt
= ~ζ(q1, q2, q3, ε1, ε2, ε3) (3.74)
Se hizo una gran simplificacio´n, sin embargo las ecuaciones
del movimiento en la forma de (3.68) o´ (3.74), es un sistema
de ecuaciones diferenciales homoge´neo, pero no lineal y dif´ıcil
de resolver; la ecuacio´n diferencial es respecto al tiempo y los
coeficientes matriciales son funciones de las coordenadas, no del
tiempo. Vamos a aproximar el sistema, aplicando una linealiza-
cio´n de (3.74), pero hay que ir definiendo una serie de conceptos
y enunciar un importante teorema al mismo tiempo3.
Definicio´n 1 Punto fijo.
Sea un sistema de ecuaciones diferenciales de primer orden como
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(3.74),
si : ∃ζ0 = (ζ10, ζ20, ζ30, ζ40, ζ50, ζ60) ∋
~ζ(ζ0) = 0 ; entonces “ζ0 ”
es un punto fijo de (3.74).
Si el sistema meca´nico original de segundo orden tiene la
posicio´n inicial
~q = (a0, b0, c0); entonces de (3.67), (3.71),(3.72) y (3.73), se ve
que el sistema (3.74) tiene el siguiente punto fijo
ζ0 = (a0, b0, c0, 0, 0, 0) , ~ζ(ζ0) =


0
0
0
0
0
0


,
d~α
dt
= ~ζ(ζ0) = ~0
(3.75)
Recordando que debemos evitar usar condiciones iniciales,
as´ı como restringir el ana´lisis del sistema, donde los factores de
escala se anulen, por ejemplo, uno de los factores de escala en
coordenadas cil´ındricas se anula en el origen.
Ahora hagamos una expansio´n de Taylor a primer orden alre-
dedor del punto fijo, de los campos escalares en R6 ζi(q1, q2, q3, ε1, ε2, ε3),
4,
del sistema (3.74), para i = 1, 2, 3, 4, 5, 6
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ζi(q1, q2, q3, ε1, ε2, ε3) ≈ ζi(ζ0) +
k=6∑
k=1
ηk
∂ζi
∂ηk
(ζ0) , tal que :
ηk = q1 , q2 , q3, ε1 , ε2 , ε3 . Para k = 1, 2, 3, 4, 5, 6.
(3.76)
Por lo tanto
ζ1(q1, q2, q3, ε1, ε2, ε3) ≈ ε1 (3.77)
ζ2(q1, q2, q3, ε1, ε2, ε3) ≈ ε2 (3.78)
ζ3(q1, q2, q3, ε1, ε2, ε3) ≈ ε3 (3.79)
ζ4(q1, q2, q3, ε1, ε2, ε3) ≈
k=6∑
k=1
ηk
∂ζ4
∂ηk
(ζ0) (3.80)
ζ5(q1, q2, q3, ε1, ε2, ε3) ≈
k=6∑
k=1
ηk
∂ζ5
∂ηk
(ζ0) (3.81)
ζ6(q1, q2, q3, ε1, ε2, ε3) ≈
k=6∑
k=1
ηk
∂ζ6
∂ηk
(ζ0) (3.82)
Necesitaremos varios te´rminos, empecemos con los siguientes
h2i =
∑
k
(
∂xk
∂qi
)2
=
∑
k
(
xki
)2
(3.83)
54
M~ε =
[
U −K
]
J~ε ≡


M1
M2
M3


=
8
15


ε1
∂q1V
h21
ε2
∂q2V
h22
ε3
∂q3V
h23


−
4
15
∑
k


ε1
h21
∂x2k1
∂q1
+ ε2
h22
∂x2k1
∂q2
+ ε3
h23
∂x2k1
∂q3
ε1
h21
∂x2k2
∂q1
+ ε2
h22
∂x2k2
∂q2
+ ε3
h23
∂x2k2
∂q3
ε1
h21
∂x2k3
∂q1
+ ε2
h22
∂x2k3
∂q2
+ ε3
h23
∂x2k3
∂q3


Mi =
8
15h2i
∂qiV −
4
15
∑
j
εj
h2j
∂h2i
∂qj
(3.84)
Entonces, de (3.67)
Ei = Mi + Fi =
8
15h2i
∂qiV −
4
15
∑
j
εj
h2j
∂h2i
∂qj
+
4
15h2i
∂qi
(
h21 + h
2
2 + h
2
3 − 4V
)
Ei =
4
15h2i
∂qi
(
h21 + h
2
2 + h
2
3 − 2V )−
4
15
∑
j
εj
h2j
∂h2i
∂qj
(3.85)
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E1 =
4
15h21
∂q1
(
[1− ε1]h
2
1 + h
2
2 + h
2
3 − 2V
)
−
4
15
[
ε2
h22
∂h21
∂q2
+
ε3
h23
∂h21
∂q3
]
E2 =
4
15h22
∂q2
(
h21 + [1− ε2]h
2
2 + h
2
3 − 2V
)
−
4
15
[
ε1
h21
∂h22
∂q1
+
ε3
h23
∂h22
∂q3
]
E3 =
4
15h23
∂q3
(
h21 + h
2
2 + [1− ε3]h
2
3 − 2V
)
−
4
15
[
ε1
h21
∂h23
∂q1
+
ε2
h22
∂h23
∂q2
]
(3.86)
De acuerdo a la expansio´n de Taylor (3.76) y a las expresiones
(3.77)-(3.82)
ζi(q1, q2, q3, ε1, ε2, ε3) ≈
r=3∑
r=1
[
qr
∂ζi
∂qr
(ζ0) + εr
∂ζi
∂εr
(ζ0)
]
qr = q1, q2, q3.
εr = ε1, ε2, ε3.
(3.87)
necesitamos derivar las cantidades ζi = Ei, i = 4, 5, 6; respec-
to
a “εr y qr”. Primero listemos unas cantidades y notacio´n u´tiles,
haciendo uso de esta otra abreviacio´n :xki =
∂xk
∂qi
∂qj
(
h−2i
)
= −2
∂qjhi
h3i
= −4
∑
k xki
(
∂qjxki
)
(∑
k x
2
ki
)2 ≡ D−2ji (3.88)
∂qj
(
h2i
)
= ∂qj
(∑
k
x2ki
)
≡ D2ji (3.89)
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∂qr∂qj
(
h2i
)
= ∂qr∂qj
(∑
k
x2ki
)
≡ D2rji (3.90)
G1 =
(
[1− ε1]h
2
1 + h
2
2 + h
2
3 − 2V
)
(3.91)
G2 =
(
h21 + [1− ε2]h
2
2 + h
2
3 − 2V
)
(3.92)
G3 =
(
h21 + h
2
2 + [1− ε3]h
2
3 − 2V
)
(3.93)
Notese´ que al derivar ζi = Ei, i = 4, 5, 6, respecto a qj; apare-
cera´n las cantidadesGi y las podremos poner en te´rmino de estas
otras cantidades D2ji y D
2
rji. Despue´s de derivar ζi, necesitamos
evaluar esta derivada en el punto fijo ζ0; pero esta evaluacio´n so-
lo se puede hacer especificando de manera expl´ıcita los factores
de escala, en otras palabras, ya que el usuario elija un sistema
coordenado ortogonal.
Cuando el algoritmo que se explicara´ en la siguiente seccio´n
se ejecute mediante un programa de C++, se hara´ la evaluacio´n
totalmente en te´rminos de D−2ji , D
2
ji y D
2
rji y del te´rmino poten-
cial restante. Por lo pronto, se dejara´ expresada cada derivada de
los campos escalares ζi en la forma ide´ntica que tomara´ el algo-
ritmo para su posterior evaluacio´n en el punto fijo, acto seguido
el algoritmo desarrollara la serie de Taylor de primer orden y
obtendra´ el sistema lineal asociado a (3.74).
Un detalle de suma importancia, el algoritmo obtendra´ las
integrales del movimiento mediante una linealizacio´n del siste-
ma original u´nicamente cuando el punto fijo sea un punto de
equilibrio estable, de acuerdo a un resultado derivado del teo-
rema de Lyapunov, esto se cumple si la matriz Jacobiana del
sistema tiene eigenvalores estrictamente con parte real negativa.
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Supongamos que
J0”es la matriz jacobiana evaluada en el punto fijo de la trans-
formacio´n vectorial ~ζ(q1, q2, q3, ε1, ε2, ε3) del sistema no lineal
(3.74), digamos que ~ζ es de clase C1. Digamos que el sistema
lineal asociado a (3.74), es
~˙x = J0~x (3.94)
Teorema 3 Si la matriz J0 en (3.94) tiene todos sus eigenvalo-
res con parte real estrictamente negativa, entonces el punto fijo
es un punto de equilibrio asinto´ticamente estable para el sistema
no lineal (3.74).
El Teorema 1 es un caso part´ıcular del teorema de Poincare´-
Lyapunov, se cita una referencia a la demostracio´n de este u´ltimo
[?]
Teorema 4 Teorema de Poincare´-Lyapunov.
Sea un sistema de ecuaciones diferenciales como (3.74). Si los
eigenvalores de la matriz Jacobiana de la transformacio´n ~ζ eva-
luada en un punto fijo no son iguales a cero o´ ide´nticamente
nu´meros imaginarios puros, entonces las trayectorias del sis-
tema no lineal respecto al punto fijo se comportan de manera
similar a las trayectorias del sistema lineal asociado.
Esto es, si no se cumplen las condiciones del Teorema 1; no
podremos asegurar que nuestro sistema de ecuaciones diferencial
linealizado sea una buena aproximacio´n del sistema de ecuacio-
nes diferenciales no lineal. Cua´ndo no se cumplan las condi-
ciones del teorema, el algoritmo trabajara´ con el sistema no
lineal directamente, obtendra´ las integrales del movimiento me-
diante una expansio´n en series de potencias de las coordenadas
generalizadas respecto al tiempo; esto es, se asumira´ analiticidad
de las coordenadas generalizadas.
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Ahora las derivadas que necesitamos
∂q1E1 =
4
15
[
∂q1G1
(
D−211
)
+
∂2q1q1G1
h21
· · ·
· · · − ε2
(
D221D
−2
12 +
D2121
h22
)
− ε3
(
D231D
−2
13 +
D2131
h23
)] (3.95)
∂q2E1 =
4
15
[
∂q1G1
(
D−221
)
+
∂2q2q1G1
h21
· · ·
· · · − ε2
(
D221D
−2
22 +
D2221
h22
)
− ε3
(
D231D
−2
23 +
D2231
h23
)] (3.96)
∂q3E1 =
4
15
[
∂q1G1
(
D−231
)
+
∂2q3q1G1
h21
· · ·
· · · − ε2
(
D221D
−2
32 +
D2321
h22
)
− ε3
(
D231D
−2
33 +
D2331
h23
)] (3.97)
∂q1E2 =
4
15
[
∂q2G2
(
D−212
)
+
∂2q1q2G2
h22
· · ·
· · · − ε1
(
D212D
−2
11 +
D2112
h21
)
− ε3
(
D232D
−2
13 +
D2132
h23
)] (3.98)
∂q2E2 =
4
15
[
∂q2G2
(
D−222
)
+
∂2q2q2G2
h22
· · ·
· · · − ε1
(
D212D
−2
21 +
D2212
h21
)
− ε3
(
D232D
−2
23 +
D2232
h23
)] (3.99)
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∂q3E2 =
4
15
[
∂q2G2
(
D−232
)
+
∂2q3q2G2
h22
· · ·
· · · − ε1
(
D212D
−2
31 +
D2312
h21
)
− ε3
(
D232D
−2
33 +
D2332
h23
)] (3.100)
∂q1E3 =
4
15
[
∂q3G3
(
D−213
)
+
∂2q1q3G3
h23
· · ·
· · · − ε1
(
D213D
−2
11 +
D2113
h21
)
− ε2
(
D223D
−2
12 +
D2123
h22
)] (3.101)
∂q2E3 =
4
15
[
∂q3G3
(
D−223
)
+
∂2q2q3G3
h23
· · ·
· · · − ε1
(
D213D
−2
21 +
D2213
h21
)
− ε2
(
D223D
−2
22 +
D2223
h22
)] (3.102)
∂q3E3 =
4
15
[
∂q3G3
(
D−233
)
+
∂2q3q3G3
h23
· · ·
· · · − ε1
(
D213D
−2
31 +
D2313
h21
)
− ε2
(
D223D
−2
32 +
D2323
h22
)] (3.103)
∂ε1E1 =
−4
15h21
∂q1h
2
1 (3.104)
∂ε2E1 =
−4
15h22
∂q2h
2
1 (3.105)
∂ε3E1 =
−4
15h23
∂q3h
2
1 (3.106)
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∂ε1E2 =
−4
15h21
∂q1h
2
2 (3.107)
∂ε2E2 =
−4
15h22
∂q2h
2
2 (3.108)
∂ε3E2 =
−4
15h23
∂q3h
2
2 (3.109)
∂ε1E3 =
−4
15h21
∂q1h
2
3 (3.110)
∂ε2E3 =
−4
15h22
∂q2h
2
3 (3.111)
∂ε3E3 =
−4
15h23
∂q3h
2
3 (3.112)
Usando (3.88)-(3.112), se evaluara´ la expansio´n de Taylor a
primer orden de (3.80), (3.81) y (3.82); mediante (3.87); la ex-
pansio´n de (3.77), (3.78) y (3.79) ya esta simplificada.
Recordando que el punto fijo es “ ζ0 = (a0, b0, c0, 0, 0, 0) ”,
podemos simplificar au´n ma´s las expresiones (3.95) a (3.103),
evaluando para las εi, dejando solo pendientes las qi, las cua´les
se evaluara´n para cada sistema diferente al momento de la simu-
lacio´n que quiera hacer el usuario y de acuerdo a sus condiciones
iniciales
∂q1E1 =
4
15
[
∂q1G1
(
D−211
)
+
∂2q1q1G1
h21
]
(3.113)
∂q2E1 =
4
15
[
∂q1G1
(
D−221
)
+
∂2q2q1G1
h21
]
(3.114)
∂q3E1 =
4
15
[
∂q1G1
(
D−231
)
+
∂2q3q1G1
h21
]
(3.115)
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∂q1E2 =
4
15
[
∂q2G2
(
D−212
)
+
∂2q1q2G2
h22
]
(3.116)
∂q2E2 =
4
15
[
∂q2G2
(
D−222
)
+
∂2q2q2G2
h22
]
(3.117)
∂q3E2 =
4
15
[
∂q2G2
(
D−232
)
+
∂2q3q2G2
h22
]
(3.118)
∂q1E3 =
4
15
[
∂q3G3
(
D−213
)
+
∂2q1q3G3
h23
]
(3.119)
∂q2E3 =
4
15
[
∂q3G3
(
D−223
)
+
∂2q2q3G3
h23
]
(3.120)
∂q3E3 =
4
15
[
∂q3G3
(
D−233
)
+
∂2q3q3G3
h23
]
(3.121)
Donde despue´s de evaluar εi = 0, lasGi valen lo mismo (3.91)-
(3.93)
G1 = G2 = G3 =
(
h21 + h
2
2 + h
2
3 − 2V
)
(3.122)
De (3.87), las expansiones de Taylor para los campos escalares
ζ4, ζ5, y ζ6, son
ζ4(q1, q2, q3, ε1, ε2, ε3) = q1
∂ζ4
∂q1
(ζ0) + q2
∂ζ4
∂q2
(ζ0) + q3
∂ζ4
∂q3
(ζ0) · · ·
· · ·+ ε1
∂ζ4
∂ε1
(ζ0) + ε2
∂ζ4
∂ε2
(ζ0) + ε3
∂ζ4
∂ε3
(ζ0)
(3.123)
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ζ5(q1, q2, q3, ε1, ε2, ε3) = q1
∂ζ5
∂q1
(ζ0) + q2
∂ζ5
∂q2
(ζ0) + q3
∂ζ5
∂q3
(ζ0) · · ·
· · ·+ ε1
∂ζ5
∂ε1
(ζ0) + ε2
∂ζ5
∂ε2
(ζ0) + ε3
∂ζ5
∂ε3
(ζ0)
(3.124)
ζ6(q1, q2, q3, ε1, ε2, ε3) = q1
∂ζ6
∂q1
(ζ0) + q2
∂ζ6
∂q2
(ζ0) + q3
∂ζ6
∂q3
(ζ0) · · ·
· · ·+ ε1
∂ζ6
∂ε1
(ζ0) + ε2
∂ζ6
∂ε2
(ζ0) + ε3
∂ζ6
∂ε3
(ζ0)
(3.125)
El sistema de ecuaciones diferenciales que obtenemos, es
X˙ζ = JζXζ (3.126)
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Xζ =


q1
q2
q3
ε1
ε2
ε3


Jζ0 =


∂ζ1
∂q1
(ζ0)
∂ζ1
∂q2
(ζ0)
∂ζ1
∂q3
(ζ0)
∂ζ1
∂ε1
(ζ0)
∂ζ1
∂ε2
(ζ0)
∂ζ1
∂ε3
(ζ0)
∂ζ2
∂q1
(ζ0)
∂ζ2
∂q2
(ζ0)
∂ζ2
∂q3
(ζ0)
∂ζ2
∂ε1
(ζ0)
∂ζ2
∂ε2
(ζ0)
∂ζ2
∂ε3
(ζ0)
∂ζ3
∂q1
(ζ0)
∂ζ3
∂q2
(ζ0)
∂ζ3
∂q3
(ζ0)
∂ζ3
∂ε1
(ζ0)
∂ζ3
∂ε2
(ζ0)
∂ζ3
∂ε3
(ζ0)
∂ζ4
∂q1
(ζ0)
∂ζ4
∂q2
(ζ0)
∂ζ4
∂q3
(ζ0)
∂ζ4
∂ε1
(ζ0)
∂ζ4
∂ε2
(ζ0)
∂ζ4
∂ε3
(ζ0)
∂ζ5
∂q1
(ζ0)
∂ζ5
∂q2
(ζ0)
∂ζ5
∂q3
(ζ0)
∂ζ5
∂ε1
(ζ0)
∂ζ5
∂ε2
(ζ0)
∂ζ5
∂ε3
(ζ0)
∂ζ6
∂q1
(ζ0)
∂ζ6
∂q2
(ζ0)
∂ζ6
∂q3
(ζ0)
∂ζ6
∂ε1
(ζ0)
∂ζ6
∂ε2
(ζ0)
∂ζ6
∂ε3
(ζ0)


(3.127)
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Jζ0 =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
∂ζ4
∂q1
(ζ0)
∂ζ4
∂q2
(ζ0)
∂ζ4
∂q3
(ζ0)
∂ζ4
∂ε1
(ζ0)
∂ζ4
∂ε2
(ζ0)
∂ζ4
∂ε3
(ζ0)
∂ζ5
∂q1
(ζ0)
∂ζ5
∂q2
(ζ0)
∂ζ5
∂q3
(ζ0)
∂ζ5
∂ε1
(ζ0)
∂ζ5
∂ε2
(ζ0)
∂ζ5
∂ε3
(ζ0)
∂ζ6
∂q1
(ζ0)
∂ζ6
∂q2
(ζ0)
∂ζ6
∂q3
(ζ0)
∂ζ6
∂ε1
(ζ0)
∂ζ6
∂ε2
(ζ0)
∂ζ6
∂ε3
(ζ0)


(3.128)
Donde “ J ζ0 ”es la matriz Jacobiana de la transformacio´n
vectorial
“ ~ζ(q1, q2, q3, ε1, ε2, ε3) ”, siendo el Jacobiano evaluado en el pun-
to fijo ζ0.
Los elementos de la matriz Jacobiana que quedan indeter-
minados hasta estudiar un sistema meca´nico particular, se eva-
luara´n con (3.104) a (3.122), pero este proceso estara´ sumergido
en el algoritmo que se explicara´ en la siguiente seccio´n; por lo
pronto digamos que los elementos de la matriz Jacobiana ya
evaluados en el punto fijo son “ Jij ”y procedamos a resolver el
sistema lineal
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

q˙1
q˙2
q˙3
ε˙1
ε˙2
ε˙3


=


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
J41 J42 J43 J44 J45 J46
J51 J52 J53 J54 J55 J56
J61 J62 J63 J64 J65 J66




q1
q2
q3
ε1
ε2
ε3


(3.129)
El sistema de ecuaciones diferenciales que va a resolver el
algoritmo es (3.129). Pudieramos pensar en factorizar la matriz
Jacobiana como un producto de dos matrices triangulares para
las cuales la obtencio´n de los eigenvalores es automa´tica, esto se
hara´ cua´ndo ya se sepa si se tienen soluciones asinto´ticamente
estables, para proceder solo a la solucio´n mediante un me´todo
computacionalmente barato.
El polinomio caracter´ıstico de la matriz Jacobiana de (3.129),
es
P (λ) = Det
[
Jζ0 − λI
]
(3.130)
Despue´s de suficiente a´lgebra y factorizando te´rminos para
facilitarle el trabajo a la CPU cuando tenga que evaluar un
sistema meca´nico part´ıcular (las sumas cuestan menos tiempo
de co´mputo que las multiplicaciones), tenemos que
P (λ) = λ6 −D5λ
5 +D4λ
4 +D3λ
3 +D2λ
2 +D1λ+D0 (3.131)
Donde las constantes “ Di ”valen lo siguiente
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D5 = J55 + J66
D4 = J55J66 − J44 − J63 − J41
D3 = J44(J55 + J66 + J63)− J43J64 − (J53 − J52)J65 + J55J63 · · ·
· · ·+ J41(J55 + J66)
D2 = J44[J53J65 − J55(J63 + J66)] + J43(J64J55 − J54J65) · · ·
· · ·+ J52(J63 − J44J65)− J62J53 + J42J54J65 − J41(J55J66 − J63) · · ·
· · · − J43J61 + J41J52 − J42J51
D1 = J52(J43J64 − J44J63) + J53(J44J62 − J42J64)− J43J62J54 · · ·
· · ·+ J42J54J63 + J66(J42J51 − J41J52)− J65(J43J51 − J41J53)
D0 = J41(J53J62 − J52J63) + J42(J51J63 − J61J53) · · ·
· · ·+ J43(J52J61 − J51J62)
(3.132)
No podemos ir mas lejos de (3.131) y (3.132) para hallar los
eigenvalores de la matriz Jacobiana del sistema (3.129), las de-
rivadas de los campos escalares ζi, i = 4, 5, 6, que necesitamos
evaluar en el punto fijo; estan en te´rminos de los factores de
escala del sistema coordenado ortogonal. No se ha elegido ni si-
quiera un potencial o sistema meca´nico a estudiar, pues hay que
recordar que se desea un algoritmo que funcione para cualquier
sistema ortogonal.
Pero supongamos que el usuario ya tiene un sistema meca´nico
en mente y el sistema coordenado que desea usar, el algoritmo
de la siguiente seccio´n toma en cuenta todo el trabajo teo´rico ya
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hecho y empezara´ con el trabajo de hallar los 6 eigenvalores “
λi, i = 1, 2, 3, 4, 5, 6”; de la matriz jacobiana del sistema (3.129),
usando directamente (3.131) y (3.132).
Supongamos que ya tenemos los eigenvalores de la matriz
Jacobiana en (3.129) y son λi. Puede suceder que existan ei-
genvalores que se repitan, pero primero supongamos que no hay
eigenvalores repetidos y que todos son nu´meros reales, en cuyo
caso la solucio´n general de (3.129), es
Xζ(t) =
i=6∑
i=1
ci~kie
λit (3.133)
donde ci son las condiciones iniciales ~q(t = 0) y ~˙q(t = 0); ~ki
es un vector propio correspondiente al valor propio λi.
Ahora supongamos que existen k ≤ 6 eigenvalores “λk”, cada
uno de multiplicidad mk; si por otro lado existe un nu´mero n0
de eigenvalores que no se repiten, naturalmente se tiene que
tener que: n0 +
∑
kmk = 6. Luego, de cada eigenvalor λk con
multiplicidad mk se pueden extraer las siguientes mk soluciones
linealmente independientes
Xmk1(t) =
~k11e
λkt
Xmk2(t) =
~k21te
λkt + ~k22e
λkt
...
Xmkmk(t) =
~kmk1
tmk−1
(mk − 1)!
eλkt + ~kmk2
tmk−2
(mk − 2)!
eλkt + · · ·+ ~kmkmke
λkt
(3.134)
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De esta manera, sumandose las soluciones de (3.134) para
cada λk y las soluciones de los n0 eigenvalores no repetidos, ob-
tenemos las 6 soluciones linealmente independientes de (3.129)
que necesitamos; recordando que si existen eigenvalores comple-
jos, estos tienen que venir en pares conjugados, entonces para
los eigenvalores del tipo: λ± = α ± iβ; se pueden extraer las
siguientes dos soluciones reales y linealmente independientes
X−(t) = [ ~B1cos(βt)− ~B2sen(βt)]e
αt
X+(t) = [ ~B2cos(βt) + ~B1sen(βt)]e
αt
(3.135)
donde
~B1 = Re
[
~k+
]
~B2 = Im
[
~k+
] (3.136)
siendo ~k+ el eigenvector asociado al eigenvalor complejo λ+ =
α + iβ.
Por lo tanto, teniendo los eigenvalores de la matriz Jacobiana
de (3.129); (3.133), (3.134) y (3.135), reunen toda la informacio´n
que necesitamos para construir las 6 soluciones linealmente inde-
pendientes de (3.129) y por lo tanto las 3 soluciones linealmente
independientes del sistema meca´nico original.
Se procedera´ a plantear las soluciones (3.133), (3.134) y (3.135),
solo cuando tengamos un punto de equilibrio asinto´ticamente es-
table; de otro modo se propondra´ una solucio´n en forma de series
de potencias en el sistema no lineal. El polinomio caracter´ısti-
co (3.131), de la matriz Jacobiana de 6× 6 asociada al sistema
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lineal de primer orden, tiene exactamente 6 ra´ıces (Teorema fun-
damental del A´lgebra); el algoritmo calculara´ directamente en
una rutina de C++ los determinantes de Hurwitz [7] asocia-
dos a este polinomio caracter´ıstico P (λ) y mediante el criterio
de estabilidad de Hurwitz [7] determinara´ si el polinomio posee
u´nicamente ra´ıces “λi”con parte real estrictamente negativa, de
ser as´ı el caso, por el teorema de Poincare´-Lyapunov podremos
asegurar que nuestras soluciones se comportara´n asinto´ticamen-
te estables.
Lo interesante de los determinantes de Hurwitz asociados a
un arbitrario polinomio, es que sus te´rminos son u´nicamente
coeficientes del polinomio y por lo tanto esto provee un proce-
dimiento algor´ıtmico para checar la naturaleza de las ra´ıces del
polinomio.
3.2. Un algoritmo para las integrales del mo-
vimiento cuando el esquema de lineali-
zacio´n falla.
Supongamos que el usuario tiene cierto sistema meca´nico que
quiere estudiar y ya eligio´ el sistema coordenado que quiere usar.
Despue´s de que el usario provee las funciones coordenadas y las
condiciones iniciales del sistema, el algoritmo arranca y avienta
las integrales del movimiento en una primera instancia, antes
de continuar con la animacio´n del sistema. El algoritmo para la
animacio´n se explica en el siguiente cap´ıtulo.
Se explicara´ de manera muy general el algoritmo, pero se
adjuntara´ a la tesis la implementacio´n del algoritmo de esta
seccio´n mediante un co´digo de C++, que se guardara´ como una
librer´ıa.
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Teniendo el sistema meca´nico a estudiar, sus coordenadas
y sus condiciones iniciales, el algoritmo arrancara´ calculando
la matriz Jacobiana de la transformacio´n vectorial ~ζ en (3.74),
luego sucedera´ alguna de las siguientes dos cosas
1. La matriz Jacobiana tendra´ todos sus eigenvalores con par-
te real negativa, en cuyo caso se opta por la linearizacio´n
del sistema y se procedera´ a establecer las 6 soluciones in-
dependientes a (3.126) mediante (3.133), (3.134) y (3.135);
obteniendo tambie´n las 3 soluciones del sistema meca´nico
original.
2. La matriz Jacobiana no tiene todos sus eigenvalores con
parte real negativa y por lo tanto no se tendra´n soluciones
asinto´ticamente estables, en cuyo caso se propondra´ una
solucio´n en forma de serie de potencias para cada una de
las integrales del movimiento: qi(t). La solucio´n propues-
ta se insertara´ en (3.65), que son exactamente las mismas
ecuaciones que (3.74), pero debido a que el algoritmo tra-
bajara´ con series, computacionalmente es mejor usar las
ecuaciones del movimiento en la forma de (3.65) y evitar
la mayor cantidad posible de divisio´n de series, que es un
algoritmo costoso.
Si sucede el punto nu´mero 1) ya no hay ma´s por hacer, ahora
supongamos que sucede el punto 2). Reescribamos las ecuaciones
de (3.65) nuevamente en esta seccio´n, por simple comodidad
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15h21q¨1 = 8q˙1∂q1V − 8h˙
2
1 + 4∂q1G
15h22q¨2 = 8q˙2∂q2V − 8h˙
2
2 + 4∂q2G
15h23q¨3 = 8q˙3∂q3V − 8h˙
2
3 + 4∂q3G
G(q1, q2, q3) = h
2
1 + h
2
2 + h
2
3 − 16V
(3.137)
En el parrafo que esta inmediatamente arriba de la ecuacio´n
(3.41), se dice lo siguiente: Se hace una aproximacio´n pequen˜a,
pero no lo suficientemente pequen˜a como para despreciar por
completo el te´rmino cuadra´tico, teniendo entonces que “ q˙2i ≈ q˙i
”. Pero las ecuaciones en la forma de (3.137), se siguen viendo
muy feas au´n con la aproximacio´n mencionada, as´ı que en este
punto, en el caso de que el esquema de linealizacio´n falle para las
ecuaciones del movimiento (debido a que no se podra´n tener so-
luciones asinto´ticamente estables), haremos la aproximacio´n de
que las velocidades generalizadas ahora si son lo suficientemente
pequen˜as como para tener:
q˙2i ≈ 0 (3.138)
A partir de este momento, seguiremos bajo la aproximacio´n
establecida en (3.138). Notemos que
h˙2i =
dh2i
dt
= 2hi
3∑
j=1
∂qj
∂t
∂hi
∂qj
= 2hi
3∑
j=1
q˙j
∂hi
∂qj
(3.139)
Entonces, usando (3.138), tenemos que
q˙1q˙2q˙3h˙
2
i ≈ 0 (3.140)
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Y las ecuaciones del movimiento las podemos poner en la
siguiente forma
q˙1q˙2q˙3
(
15h2i q¨i
)
= 8q˙1q˙2q˙3q˙i∂qiV − 8q˙1q˙2q˙3h˙
2
i + 4q˙1q˙2q˙3∂q1G
(3.141)
q˙1q˙2q˙3
(
15h2i q¨i
)
= 4q˙1q˙2q˙3∂q1G (3.142)
15h2i q¨i − 4∂q1G = 0 (3.143)
Usando el valor de “G”en (3.137), las ecuaciones del movi-
miento en el l´ımite “q˙i ≪ 1”, toman la siguiente forma
15h21q¨1 − 4∂q1(h
2
1 + h
2
2 + h
2
3 − 16V ) = 0
15h22q¨2 − 4∂q2(h
2
1 + h
2
2 + h
2
3 − 16V ) = 0
15h23q¨3 − 4∂q3(h
2
1 + h
2
2 + h
2
3 − 16V ) = 0
(3.144)
Es bueno recordar que la librer´ıa GiNaC para el manejo de
a´lgebra simbo´lica, incluye una rutina que es capaz de calcular la
derivada (cuando existe) de todas las funciones trascendentales,
por ejemplo: sen(x), cos(x), ex; esta rutina tambie´n es capaz de
calcular derivadas de funciones compuestas como las siguientes:
g(x) = 1
f(x) , h(x) = f(x)u(x); como comentario final, la misma
rutina puede calcular la derivada de polinomios arbitrarios de
orden finito con coeficientes en R. Dadas las coordenadas carte-
sianadas como funciones de las coordenadas generalizadas (estas
funciones coordenadas sera´n datos de entrada del usuario), el al-
goritmo calculara´ con ayuda de la librer´ıa GiNaC, las siguientes
cantidades
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Ni(q1, q2, q3) = 15h
2
i , Ri(q1, q2, q3) = 4∂qi(h
2
1 + h
2
2 + h
2
3 − 16V )
(3.145)
Las dos cantidades en (3.145) sera´n funciones de las qi −→
N1(qi, q2, q3) y Ri(q1, q2, q3). Es rar´ısimo que existan sistemas
coordenados donde las funciones coordenadas cartesianas, no se
puedan separar como una suma de productos de 3 funciones
xi(q1, q2, q3) 6=
∑
i
fi(q1)ui(q2)wi(q3) (3.146)
donde xi = x, y, z. Por ejemplo, en el caso del pe´ndulo doble
en R2 si es viable; se tienen 2 grados de libertad “θ1,θ2”; pero
las funciones coordenadas x(1,2)i = x1,2, y1,2, de cada pe´ndulo del
sistema compuesto del pe´ndulo doble, son
x1(θ1, θ2) = ℓ1sen(θ1)
y1(θ1, θ2) = ℓ1cos(θ1)
(3.147)
x2(θ1, θ2) = ℓ1sen(θ1) + ℓ2sen(θ1 − θ2)
x2(θ1, θ2) = ℓ1sen(θ1) + ℓ2
[
sen(θ1)cos(θ2)− cos(θ1)sen(θ2)
]
y2(θ1, θ2) = ℓ1cos(θ1) + ℓ2cos(θ1 − θ2)
y2(θ1, θ2) = ℓ1cos(θ1) + ℓ2
[
cos(θ1)cos(θ2) + sen(θ1)sen(θ2)
]
(3.148)
A partir de este momento, y se volvera´ a mencionar en el
algoritmo del cap´ıtulo 5, se exigira´ que el usuario se restringa´ a
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sistemas coordenados donde las funciones coordenadas cartesia-
nas se puedan poner de la siguiente manera
xi(q1, q2, q3) =
∑
i
fi(q1)ui(q2)wi(q3) (3.149)
Es claro que en el caso del pe´ndulo doble, las funciones coor-
denadas cartesianas que debe proveer el usuario como dato de
entrada y as´ı generar nuestro abstracto sistema coordenado en
este caso, si satisfacen la condicio´n (3.154). Los sistemas coor-
denados ma´s comunes como el cil´ındrico y el esfe´rico tambie´n
satisfacen (3.154).
La razo´n por la cua´l se exige (3.149), es para poder hacer
una triple expansio´n de Taylor de las funciones Ni(q1, q2, q3) y
Ri(q1, q2, q3) en (3.145), donde esta expansio´n triple en realidad
va a ser el producto de 3 expansiones de Taylor de una sola
variable. Si se cumple (3.149) para el sistema coordenado de
nuestra eleccio´n, entonces tambie´n se cumplira´ para las funcio-
nes Ni(q1, q2, q3) y Ri(q1, q2, q3); las ecuaciones del movimiento
son
N1(q1, q2, q3)q¨1 = R1(q1, q2, q3)
N2(q1, q2, q3)q¨2 = R2(q1, q2, q3)
N3(q1, q2, q3)q¨3 = R3(q1, q2, q3)
(3.150)
La expansion Taylor de una funcio´n de una variable real,
alrededor de un cierto punto “a”, es
f(q) =
∞∑
k=0
(q − a)k
k!
dkf
dqk
∣∣∣∣∣
q=a
(3.151)
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Entonces, tomando en cuenta la expansio´n en el punto:
(q1, q2, q3) = (a, b, c); tenemos que
Ni(q1, q2, q3) ≡
∑
ℓ
[
Ti(q1)Ui(q2)Wi(q3)
]
ℓ
=
∑
ℓ
[
∞∑
m,n,k=0
(q1 − a)
m(q2 − b)
n(q3 − c)
k
m!n!k!
T
(m)
i (a)U
(n)
i (b)W
(k)
i (c)
]
ℓ
(3.152)
Ri(q1, q2, q3) ≡
∑
ℓ
[
Pi(q1)Qi(q2)Si(q3)
]
ℓ
=
∑
ℓ
[
∞∑
m,n,k=0
(q1 − a)
m(q2 − b)
n(q3 − c)
k
m!n!k!
P
(m)
i (a)Q
(n)
i (b)S
(k)
i (c)
]
ℓ
(3.153)
donde la suma sobre “ℓ”hace referencia a la cantidad de pro-
ductos de tres funciones en los que cada “Ni(q1, q2, q3)”se des-
compone.
Ahora si propongamos las siguientes soluciones en forma de
series de potencias para las coordenadas generalizadas y para
las velocidades generalizadas
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q1(t) = d0 +
∞∑
r=0
ar
r + 1
tr+1
q2(t) = e0 +
∞∑
r=0
br
r + 1
tr+1
q3(t) = f0 +
∞∑
r=0
cr
r + 1
tr+1
(3.154)
donde “d0, e0 y f0”; son la condicio´n inicial de las qi (que
nos determinan la condicio´n inicial del vector posicio´n en coor-
denadas cartesianas). Observando (3.154) y (3.152) o´ (3.153),
notamos que nos conviene hacer la triple expansio´n de Taylor
alrededor del punto que viene a ser la condicio´n inicial para la
posicio´n. Por otro lado, tenemos
q˙1(t) = a0 +
∞∑
r=1
art
r
q˙2(t) = b0 +
∞∑
r=1
brt
r
q˙3(t) = c0 +
∞∑
r=1
crt
r
(3.155)
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q¨1(t) =
∞∑
r=1
rart
r−1
q¨2(t) =
∞∑
r=1
rbrt
r−1
q¨3(t) =
∞∑
r=1
rcrt
r−1
(3.156)
En el caso r 6= 0, las constantes “ar,br y cr”, se deben de
obtener de una manipulacio´n adecuada de las ecuaciones del
movimiento; las cua´les tambie´n haremos coincidir con las con-
diciones iniciales.
Hay que insertar (3.154) y (3.156) en (3.150), pero una vez
que (3.150) este en te´rminos que son u´nicamente series de las
“qi”, en otras palabras, se tendra´n series dentro de otras series.
Dejar las ecuaciones del movimiento en la siguiente forma
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∑
m,n,k,r
[Am,n,k]t
r = 0
∑
m,n,k,r
[Bm,n,k]t
r = 0
∑
m,n,k,r
[Cm,n,k]t
r = 0
(3.157)
es un trabajo a´lgebraico excepcional si se hace a mano; pero
es lo que necesitamos hacer, si deseamos que nuestras ecuaciones
del movimiento se cumplan para todo el valor “t”o´ dominio de
la integral del movimiento “~x(t)posicio´n”.
Las ecuaciones del movimiento a como estan en la forma de
(3.157), con las cantidades constantes “Am,n,k, Bm,n,k y Cm,n,k”;
son una combinacio´n de ma´s te´rminos entre los cuales vienen las
constantes que se tienen que determinar: “ar,br y cr”. Las ecua-
ciones diferenciales del movimiento pasan a ser un sistema de 3
ecuaciones a´lgebraicas con 3 inco´gnitas. Observemos en (3.154)
que al determinar “ar,br y cr”, determinamos por completo las
soluciones a las ecuaciones del movimiento que estamos buscan-
do: “q1(t), q2(t) y q3(t)”.
En una u´ltima instancia, resolver un sistema a´lgebraico de 3
ecuaciones con 3 inco´gnitas es un procedimiento algor´ıtmico, si
se presta suficiente atencio´n se ve que se requiere u´nicamente de
una secuencia de pasos bien establecidos y que fa´cilmente pueden
ser seguidos por una CPU; no hay necesidad de que la CPU sea
creativa. Esta secuencia de pasos se codifica directamente en la
rutina C++ que se va implementar.
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El algoritmo que se disen˜o para encontrar las integrales del
movimiento, toma en cuenta todo el cap´ıtulo 4; primero se
decide si el sistema de ecuaciones diferenciales del movimiento
es linealizable: se usa el criterio de Hurtwiz para un polinomio
arbitrario, pero con el polinomio caracter´ıstico en (3.131), que
esta asociado a la matriz Jacobiana del sistema lineal asociado a
las ecuaciones del movimiento; luego, tomando en cuenta el teo-
rema de Poincare´-Lyapunov, se decide si las soluciones se
comportara´n asinto´ticamente estables (eigenvalores de la matriz
Jacobiana con parte real estrictamente negativa). Si no se tienen
soluciones asinto´ticamente estables, se abandona el esquema de
linealizacio´n y el algoritmo arrojara´ las soluciones descritas en
(3.154) (despue´s de que el algoritmo halla hecho el descomunal
trabajo a´lgebraico de obtener las constantes “ar,br y cr”).
Este cap´ıtulo te´rmina entonces con la explicacio´n de como
el algoritmo obtendra´ las ecuaciones del movimiento mediante
una rutina en C++, se puede proceder al cap´ıtulo 5 teniendo en
mente que ya se obtuvieron las integrales del movimiento.
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Cap´ıtulo 4
El proceso de Animacio´n.
4.1. Discretizacio´n de las integrales del mo-
vimiento.
Si “~x(t)”representa el vector posicio´n de la dina´mica de una
part´ıcula puntual en cierto intervalo de tiempo, este vector sera
una funcio´n en general al menos continua, durante el interva-
lo de tiempo que dure la dina´mica; la posicio´n de la part´ıcula
estara´ representada por una curva contenida en R2 o´ R3.
Digamos que tenemos el vector posicio´n ~x(t) de cierta part´ıcu-
la movie´ndose en R3 y A ⊂ R3 es el conjunto de puntos que
definen a la dina´mica completa de ~x(t); cla´sicamente A es un
conjunto no contable. Si deseamos simular en una computado-
ra la dina´mica de ~x(t) tenemos un problema de inmediato: es
imposible gra´ficar un conjunto no contable o´ continuo de puntos
en una computadora.
Toda CPU sobre la faz de la tierra traza curvas continuas
mediante una aproximacio´n, esta aproximacio´n consta en esencia
de los siguientes tres puntos
• 1.- Sea A ⊂ R3 el conjunto de puntos que definen la
dina´mica completa de cierta part´ıcula.
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• 2.- Se escoge algu´n subconjunto finito de puntos
“B∗ = {~xi / ~xi = ~x(ti) , i = 0, 1, ..., N.}”del conjunto conti-
nuo “A”.
• 3.- Se unen con segmentos rectil´ıneos los puntos deB∗, ob-
teniendo as´ı una aproximacio´n de la dina´mica real de la part´ıcu-
la.
Es importante remarcar el siguiente punto: El trabajo reali-
zado en la presente tesis y el co´digo de las librer´ıas del motor
gra´fico, todo esta basado teniendo en cuenta esta aproximacio´n.
Sucede algo similar para el vector velocidad
~v =
d~x
dt
(4.1)
La velocidad es tambie´n en general una curva continua, pero
el vector velocidad esta completamente definido por el vector
posicio´n mediante la relacio´n (4.1), al hacer una aproximacio´n
para la trayectoria de una part´ıcula estamos aproximando de
manera indirecta a su velocidad de la siguiente manera:
Hacemos que la part´ıcula cruce “N”segmentos con movimien-
to rectil´ıneo uniforme.
Hay que recordar tambie´n que los vectores unitarios relacio-
nados a cierto sistema coordenado ortogonal son en general no
constantes, pero en coordenadas cartesianas si lo son. Aunque
el motor virtual usa coordenadas generalizadas para resolver las
ecuaciones del movimiento, la animacio´n se hace usando el vector
posicio´n en coordenadas cartesianas, por este motivo, el algorit-
mo para la animacio´n, usara´ el hecho de aproximar u´nicamente
las velocidades escalares “v¯x, v¯y y v¯z”; que son las componentes
del vector velocidad en coordenadas cartesianas.
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Se hace uso de aproximar las cantidades escalares “v¯i”de la
siguiente manera
dxi
dt
≈ v¯i
v¯i =
xi(t+∆t)− xi(t)
∆t
(4.2)
donde “xi = x, y, z”y “v¯i = v¯x, v¯y, v¯z”. Se nota que
v¯i −→
dxi
dt
si ∆t −→ 0. (4.3)
4.2. Un algoritmo para la animacio´n de un
Sistema Hamiltoniano Conservativo.
Se explicara´ el concepto de animacio´n por computadora con
los siguientes tres puntos
• 1. Se tiene un conjunto de objetos que se desea animar, se
tienen “N”diapositivas, {D1, D2, ..., DN} ; en cada diapositiva
se tendra´ a los objetos en diferentes posiciones.
• 2. La transicio´n Di −→ Di+1, desde i = 1 hasta i = N − 1
y de manera ininterrumpida; es lo que compone la animacio´n.
• 3. Entre ma´s grande sea el nu´mero “N ”de diapositivas
y mas pequen˜o sea el intervalo de tiempo “∆ti”que duran las
transiciones Di −→ Di+1, ma´s fluida sera´ la animacio´n.
Se puede idealizar una animacio´n perfectamente flu´ıda de
N puntos en R3, en el siguiente l´ımite continuo: Sea D =
{Dx(t)/x(t) : R
N −→ R3}, el conjunto de todas las diapositivas
que conforman la animacio´n y “x(t)”un vector en RN cuyas en-
tradas son los N puntos a trazarse, que no son otra cosa mas que
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N curvas en R3 parametrizadas por la variable continua “t”; de
esta manera, podemos decir que Dx(t) representa el conjunto de
N curvas movie´ndose en R3.
Si asumimos que el tiempo es una variable continua en la
naturaleza, salta a la vista que una animacio´n por computadora
nunca podra´ ser perfectamente flu´ıda, pues necesitar´ıamos un
disco duro con una cantidad infinita continua de espacio para
simplemente almacenar todas las diapositivas que necesitamos.
Se explicara´ un algoritmo que es capaz de generar la anima-
cio´n de un Sistema Hamiltoniano Conservativo que consta de 1
part´ıcula puntual, se tomara´ en cuenta que ya se tienen las
integrales del movimiento de dicha part´ıcula, ya sea por me´todos
del cap´ıtulo 4 o por que el usuario ya las ten´ıa a su disposicio´n.
Aunque se explica´ para 1 part´ıcula en R3 (3 grados de libertad),
el algoritmo funciona para cualquier cantidad finita de grados
de libertad; se explica´ para 1 part´ıcula para que se entienda con
profundidad el algoritmo y por que generar la animacio´n de N
part´ıculas o´ N cuerpos r´ıgidos es simplemente “meter las inte-
grales del movimiento de N-1 part´ıculas en el ciclo que genera
la animacio´n de 1 part´ıcula”.
Hay muchas maneras de generar una animacio´n por compu-
tadora, algunas toman en cuenta controlar la velocidad de la
animacio´n y otras no. Nosotros estamos interesados en repre-
sentar la dina´mica de un cierto sistema meca´nico y las leyes de
la Meca´nica Newtoniana nos dictan que velocidad deben llevar
las partes de dicho sistema (el motor no lidiara´ con situaciones
relativistas), por lo tanto, debemos exigir como parte de nues-
tro proceso de animacio´n, poder controlar la velocidad de los
objetos “movie´ndose”en pantalla.
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Controlar la velocidad de cierta animacio´n por computadora
es complicado, pues la velocidad a la que se traza la trayectoria
de un punto en pantalla depende del hardware de la CPU. Sin
embargo, se encontro´ una manera aproximada de resolver este
problema; de esta manera, el algoritmo que se presentara´ en la
siguiente seccio´n no depende del hardware de la CPU.
4.2.1. El algoritmo.
El algoritmo para animar a 1 part´ıcula puntual, estara´ descri-
to en una serie de instrucciones numeradas. Con este algoritmo
tambie´n se puede representar la animacio´n de un Sistema Ha-
miltoniano Conservativo (sistema descrito en el cap´ıtulo 2),
as´ı como se uso para realizar la animacio´n del caso de estudio
presentado en esta tesis.
1. Se toma en cuenta para el algoritmo que ya se conocen
las cantidades “qi(t)”, pero tambe´n necesitamos el vector
posicio´n de la part´ıcula, digamos “~r(t)”, para generar la
animacio´n; esto se menciona por que el vector posicio´n en
general es diferente a:
~q = q1qˆ1 + q2qˆ2 + q3qˆ3;
por ejemplo en cil´ındricas (ρ,θ,z) es:
~r(t) = ρρˆ+ zzˆ.
En cartesianas (x,y,z) es simplemente:
~r(t) = xxˆ+ yyˆ + zzˆ.
Por lo tanto: usaremos el vector posicio´n en coordenadas
cartesianas, poniendo a las coordenadas cartesianas como
funciones de las qi(t) que ya se conocen, antes de empezar
la animacio´n.
2. Ya que el motor virtual se restringe a la meca´nica de New-
ton, el usuario debe comprender que no debe usar velo-
cidades iniciales relativistas o´ tratar de resolver sistemas
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cla´sicos en el l´ımite relativista con el motor virtual. Luego,
se tendra´ un conjunto de “N”puntos de la curva ~x(t),
X = {x1,x2, ...,xN}, con xi = x(ti). El nu´mero de dia-
positivas que conformaran la animacio´n sera´ “N”, D =
{D1, D2, ..., DN}; la diapositiva Di corresponde a la posi-
cio´n de la part´ıcula al tiempo ti.
3. La longitud de arco entre xi y xi+1, es si =
∫ xi+1
xi
ds; si los
“N”puntos los elegimos de tal manera que no esten igual-
mente espaciados en la curva, si 6= si+1; i = 1, 2, ..., N − 1;
entonces podemos optar por dejar fijo el intervalo tempo-
ral que corresponde a la duracio´n de una transicio´n entre
diapositivas: Di −→ Di+1, i = 1, 2, ..., N−1. Esto aparente-
mente causa conflicto con el hecho de querer controlar la ve-
locidad de animacio´n, pero recordemos que estamos hacien-
do una aproximacio´n, la part´ıcula cruzara´ “N”segmentos
rectil´ıneos de diferente longitud con velocidad uniforme (pe-
ro con un valor diferente para la velocidad en cada segmen-
to), en lugar de “1”curva donde la velocidad posiblemente
tenga un valor diferente en cada punto del continuo.
4. La distancia de arco “si”que viaja la part´ıcula de “xi a
xi+1”, lo hace en un intervalo de tiempo digamos “∆ti”.
Como mencionamos en el punto anterior, si los N puntos a
elegir, no estan igualmente espaciados sobre la curva, po-
demos optar por “∆ti = ∆ti+1”.
5. Una pel´ıcula contempora´nea es en realidad un conjunto
grande de fotograf´ıas que hacen una transicio´n a una velo-
cidad de 60 fotograf´ıas por segundo (tener 60 diapositivas
hace que se tengan en realidad 59 transiciones); en gene-
ral, se tiene un intervalo de tiempo de 1/59 seg para las
transiciones. Ya que las pel´ıculas se ven ante el ojo humano
como una animacio´n flu´ıda, usaremos lo mencionado sobre
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las pel´ıculas como un estandar para decir que las animacio-
nes del motor son lo suficientemente flu´ıdas: para nuestro
conjunto de N diapositivas, tendremos asociados N-1 dis-
tancias de arco “S = {s1, s2, ..., sN−1}”
y N-1 intervalos de tiempo “∆ = {∆t1,∆t2, ...,∆tN−1}”;
donde seleccionaremos “si 6= si+1; i = 1, 2, ..., N − 1”de tal
manera
que: “∆ti = ∆ti+1 = 1/60 seg ; i = 1, 2, ..., N − 1”.
6. Considerando cada arco y cada segmento rectil´ıneo, se tra-
zara´ la distancia eucl´ıdeana entre xi y xi+1 −→ ℓi =‖
xi+1−xi ‖, en vez de su distancia de arco si. Si la condicio´n
inicial es “~x(0)”, se espera que tanto la longitud eucl´ıdea-
na inicial “ℓ0 =‖ x(
1
60) − x(0) ‖”; como el resto de las
longitudes eucl´ıdeanas “L = {ℓ0, ℓ1, ..., ℓN−1}”; sean lo sufi-
cientemente pequen˜as. La animacio´n debe dar la apariencia
de que la part´ıcula se esta desplazando continuamente, en
vez de estarse
teletransporta´ndo entre posiciones consecutivas muy aleja-
das entre s´ı; si se llegara´ a presentar dicha situacio´n, se
dejara´ a consideracio´n del usuario si quiere arreglarlo, pero
lo que se tiene que hacer es elegir un intervalo de tiempo
mas pequen˜o que el estandar de ∆t = 1/60 seg. Uno de
los datos de entrada que pedira´ aquel programa que haga
uso de la librer´ıa del motor, es precisamente este intervalo
temporal “∆t”. Notese´ que no importa mucho si la integral
del movimiento “~x(t)(posicio´n)”es creciente o´ decreciente;
pue´s nos interesan ma´s las distancias eucl´ıdeanas entre dos
puntos sucesivos ~xi y ~xi+1, que los puntos en s´ı. Debido a
que no estamos en ningu´n tipo de re´gimen relativista, la
part´ıcula no podra´ moverse lo suficientemente ra´pido co-
mo para que las distancias “ℓi”entre puntos sucesivos ~xi y
~xi+1, sean tan grandes que arruinen la animacio´n, aunque
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individualmente los puntos ~xi tengas valores grandes.
7. Como se menciono en el punto nu´mero 1, usaremos al vector
posicio´n en coordenadas cartesianas, siendo las coordenadas
cartesianas funciones de las coordenadas generalizadas
~r(t) = x(t)xˆ+ y(t)yˆ + z(t)zˆ;
donde
x(t) −→ x
(
q1(t), q2(t), q3(t)
)
xˆ.
y(t) −→ y
(
q1(t), q2(t), q3(t)
)
yˆ.
z(t) −→ z
(
q1(t), q2(t), q3(t)
)
zˆ.
8. Aprovechando que los vectores unitarios en coordenadas
cartesianas son constantes, el vector velocidad se aproxi-
mara´ en cada arco “si”o´ segmento eucl´ıdeano “ℓi”de
la siguiente manera
~v(ti) ≈ v¯(ti) = v¯x(ti)xˆ+ v¯y(ti)yˆ + v¯z(ti)zˆ;
donde
v¯x(ti) ≈
x(ti+∆ti)−x(ti)
∆ti
.
v¯y(ti) ≈
y(ti+∆ti)−y(ti)
∆ti
.
v¯z(ti) ≈
z(ti+∆ti)−z(ti)
∆ti
.
Claro que ∆ti = ∆ti+1. Se usara´ esta aproximacio´n para to-
dos los segmentos, excepto para el primero, donde tenemos
que usar las condiciones iniciales.
9. Recordemos que en este punto del motor, ya se tienen las
integrales del movimiento; sin embargo, al correr algu´n pro-
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grama que haga uso de la librer´ıa del motor, se ejecutara´n
los 2 algoritmos principales del motor virtual de manera
seguida: 1)El algoritmo para obtener las integrales del mo-
vimiento, ya explicado en el cap´ıtulo 4 de la tesis. 2)El
algoritmo para realizar la animacio´n del sistema, que esta
siendo explicado en esta serie de pasos numerados.
10. Por otro lado, el programa en pantalla preguntara´ si se
desea usar la rutina que se incluye para las integrales del
movimiento o´ si el usuario prefiere introducir por su cuenta
las integrales del movimiento previamente calculadas por
algun otro medio; el programa tambie´n preguntara´ si se
desea realizar la animacio´n en pantalla o´ terminar la eje-
cucio´n del programa con el calculo de las integrales del
movimiento. Independientemente de que decisio´n tome el
usuario, respecto a si usar o´ no alguna de las 2 rutinas
principales del motor, el usuario siempre debera´ introducir
ciertos datos de entrada; si se decide ignorar algu´n algorit-
mo del motor, simplemente se ignoraran los datos de entra-
da que no se usen. Los datos de entrada que el usuario
debera´ ingresar al momento de ejecutar el programa, son
• (1) Las letras que van a identificar a las coordenadas
generalizadas, comunmente denotadas como “{q1, q2, q3}”;
pero digamos que usamos las letras “{u, v, w}”.
• (2) Tambie´n, para cada part´ıcula puntual que compo-
ne el sistema, se requieren las coordenadas cartesianas en
funcio´n de las coordenadas generalizadas “{u, v, w}”. En
el caso de los cuerpos rig´ıdos, estos son modelados como
part´ıculas puntuales que tienen un vector posicio´n que va
del origen del sistema de referencia al centro de masa del
cuerpo rig´ıdo (recordemos que el motor se restringe al caso
sin movimiento rotacional), el motor no hace el ca´lculo del
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centro de masa del cuerpo rig´ıdo, sea el cuerpo que sea, el
usuario debe conocer este dato en una primera instancia
para proporcionar las coordenadas cartesianas del vector
posicio´n mencionado con anterioridad.
• (3) La energ´ıa potencial del sistema ‘V (~r)”, sea 1 part´ıcu-
la o muchas. Este potencial debe ser conservativo, debido
al tipo de sistemas que se abordan en el motor virtual.
• (4) Las condiciones iniciales del sistema.
• (5) El intervalo de tiempo “∆t”que va a durar la tran-
sicio´n entre diferentes diapositivas de la animacio´n.
• (6)La duracio´n temporal de la animacio´n.
11. Una vez que el programa es ejecutado y los datos de entra-
da ingresados por el usuario, tendremos por ejemplo, que si
se desea que la animacio´n dure 10seg y tomando en cuenta
un intervalo de transicio´n entre diapositivas de ∆t = 1/60,
entonces el algoritmo dividira´ al fragmento de curva com-
prendido en el intervalo de tiempo “[0, 10]”, en 600 segmen-
tos rectil´ıneos o´ 601 puntos del rango de la funcio´n “~x(t)”;
X = {x(0),x(1/60),x(2/60)...,x(600/60)}; donde x(0) es
la condicio´n inicial. Puede ser que la duracio´n establecida
por el usuario, digamos “T0”, para la animacio´n; no sea
divisible por “∆t”, por esta razo´n en realidad la anima-
cio´n se va a detener en alguna iteracio´n “m ∈ N”, tal que
“m∆t ≥ T0”.
12. Siguiendo con el mismo ejemplo (duracio´n de la animacio´n
T0 = 10seg y ∆t = 1/60), a cada punto del conjunto X, se
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le asociara´ una diapositiva; tendremos el siguiente conjunto
de diapositivas:
D = {D0, D1, ..., D600}. Para la transicio´n inicial: D0 −→
D1; la part´ıcula pasa de la posicio´n x(0) a la x(1/60), con
cierto valor inicial de la velocidad “v0”, donde: ~v(0) =
〈vx(0), vy(0), vz(0)〉 y v0 =‖ ~v(0) ‖. Para las transiciones:
Di −→ Di+1; i = 1, 2, ..., 599; la part´ıcula pasa de la po-
sicio´n x(i/60) a la x(i/60 + 1/60), con cierto valor de la
velocidad “vi”, donde: ~v(ti) ≈ v¯(ti); donde vi =‖ v¯(ti) ‖.
El te´rmino “v¯(ti)”es el mismo que aparece en el punto 8 de
la explicacio´n del algoritmo.
13. Analizando bien el punto nu´mero 12 y recordando que una
CPU es incapaz de entender el concepto de continuo, vemos
que en realidad ya se esta tomando en cuenta la velocidad
de la part´ıcula en la animacio´n, hasta cierta aproximacio´n:
a la transicio´n de diapositivas Di −→ Di+1 le corresponde
una longitud rectil´ınea “ℓi”que viajara´ la part´ıcula; teniendo
un conjunto D de 600 diapositivas, existira´ un conjunto de
599 longitudes asociadas a cada transicio´n de diapositivas
L = {ℓ0, ℓ1, ..., ℓ599}; pero teniendo un intervalo de tiempo
“∆t” igual para cada transicio´n Di −→ Di+1, se tendra´ que
aunque cada “ℓi”sea una distancia eucl´ıdeana muy pequen˜a,
en general “ℓi 6= ℓi+1”. En el L´ımite continuo ∆t −→ 0,
adema´s tendr´ıamos que en vez de asociar un valor cons-
tante “vi”para la velocidad de cada segmento rectil´ıneo del
conjunto de segmentos que aproximan a la curva que traza
la part´ıcula L, se le asocia un valor diferente a la velocidad
en cada punto de la trayectoria continua y curvil´ınea de la
part´ıcula; teniendo al vector “~v(t)”en lugar del conjunto de
valores de la velocidad V = {v0, v1, ..., v599}, siendo “v0”la
magnitud del vector velocidad en su condicio´n inicial.
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14. Resumiendo los 13 pasos anteriores, tendremos los siguien-
tes conjuntos:
X = {x(0),x(1/60),x(2/60)...,x(600/60)}.
D = {D0, D1, ..., D600}.
L = {ℓ0, ℓ1, ..., ℓ599}.
V = {v0, v1, ..., v599}.
Estos conjuntos representan informacio´n que el algoritmo
obtiene antes de iniciar la animacio´n y desplegarla en pan-
talla, esta informacio´n es guardada en una serie de arre-
glos correspondientes en cierta rutina de C++; luego esta
misma rutina genera la animacio´n de la part´ıcula, usando
estos arreglos de una manera muy sencilla: ya se tiene la
posicio´n en la cual trazar a la part´ıcula, simplemente se
inicializa un crono´metro que al momento de llegar al valor
preestablecido “∆t”nos indica que se debe efectuar la tran-
sicio´n de diapositivas “Di −→ Di+1”; se reestablece el valor
del crono´metro a t = 0seg despue´s de cada transicio´n. La
animacio´n termina cuando se realiza la u´ltima transicio´n
“D599 −→ D600”; suponiendo que exista un total de 600
diapositivas.
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Cap´ıtulo 5
Perspectivas y conclusiones
Durante el desarrollo de la tesis se estuvieron buscando diver-
sos caminos y metodolog´ıas para llegar al resultado esperado, en
el trayecto se obtuvieron importantes cosas y logros originales
que no se vislumbraron en ningu´n otro trabajo de investigacio´n
similar, se enumeran a continuacio´n los 2 logros ma´s importantes
1. Teniendo un sistema meca´nico con un nu´mero finito de gra-
dos de libertad, se logro´ desarrollar un algoritmo que con-
trolara´ la velocidad de la animacio´n del sistema y que a su
vez fuera independiente del hardware del CPU que se use
para la animacio´n; claro que el ojo humano no es capaz
de apreciar velocidades relativistas, pero el motor no trata
con re´gimenes relativistas, mientras los sitemas meca´nicos
que el usuario desee simular se mantengan en la meca´nica
Newtoniana, la animacio´n desplegara´ en pantalla no solo la
posicio´n del sistema, si no tambie´n lo hara´ a la velocidad
que nos dicta la meca´nica Newtoniana. Este punto fue de
suma importancia para el proyecto, ya que no se espera´ que
todos los usuarios tengan el mismo poder de co´mputo dis-
ponible, de tal manera que el presente proyecto pueda ser
usado por cualquier estudiante con un gusto por la fis´ıca
y que desee simular diversos y entretenidos sistemas que
no demanden mucho poder de co´mputo; pero que tambie´n
93
pueda ser usado en la investigacio´n.
2. Pero aparte, se logro´ codificar en las librer´ıas, la capacidad
de que el usuario elija el sistema coordenado ortogonal
de R3 de su preferencia; para resolver las ecuaciones del
movimiento.
3. Se descubrio´ que en el l´ımite de baja velocidad, es posible
linealizar el sistema de las ecuaciones del movimiento de
un Sistema Hamiltoniano Conservativo en cualquier siste-
ma coordenado ortogonal. Se cubrio´ la situacio´n cuando el
sistema linealizado presenta un punto de equilibrio asinto´ti-
camente estable y cuando esto falla, el algoritmo procede
con el sistema no lineal directamente.
En la Investigacio´n a realizar en el doctorado, se espera´ am-
pliar las te´cnica del presente trabajo a diversos sistemas con un
nu´mero de grados de libertad infinito-continuo; como por ejem-
plo flu´ıdos Newtonianos y aportar nuevas metodolog´ıas y mejo-
ras en tiempos de co´mputo. Se dejo un trabajo de investigacio´n
inconcluso, que pudo ser publicado en la revista asociada al Con-
greso Europeo de Computacio´n ESCO 2014, que se realizo en
la Repu´blica Checa, Pilsen; sin embargo si se viajo a presentar
un Poster a dicho congreso. Este trabajo trataba sobre un muy
part´ıcular sistema con un nu´mero de grados de libertad infinito-
continuo: un pe´ndulo en 2-D con un lazo deformable de area
finita; el t´ıpico pe´ndulo, pero en vez de estar unido a una varilla
r´ıgida de masa despreciable, esta unido a un lazo deformable de
area finita y con cierta distribuciz’on de masa; se tomara´ este
trabajo y se completara´ en el Doctorado. Una de las cosas in-
teresantes de este trabajo es que involucra´ resolver un par de
ecuaciones diferenciales parciales sobre una regio´n que tiene 3
fronteras rectangulares y 1 frontera curvil´ınea.
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Se caracterizara´ el tipo de sistemas continuos que se estu-
diara´n y que el motor podra´ simular a futuro, una vez hecho
esto, se espera´ crear conceptos y metodolog´ıas para optimizar
al ma´ximo el tiempo de compu´to de la modelacio´n del siste-
ma continuo a considerar. La investigacio´n de Doctorado empe-
zara´ donde concluyo la de Maestr´ıa.
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