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Permasalahan mengenai penjadwalan ujian di perguruan 
tinggi masih menjadi topik menarik untuk diteliti. Karena 
dalam ilmu komputer, optimasi penjadwalan ujian merupakan 
salah satu permasalahan NP-hard dimana belum ada 
algoritma eksak yang bisa menyelesaikannya dalam waktu 
polinomial. Selain itu pembuatan jadwal ujian dengan 
memastikan tidak ada satupun mahasiswa yang harus 
menempuh ujian dua mata kuliah dalam waktu yang sama,  
jumlah peserta ujian yang dijadwalkan tidak melebihi kapasitas 
ruang ujian, serta penentuan ruangan ujian bukanlah 
pekerjaan yang mudah, karena membutuhkan waktu yang 
cukup lama.  
Pada Tugas akhir ini dihasilkan sebuah Aplikasi penjadwalan 
ujian berbasis website dengan menggunakan bahasa 
pemograman PHP yang dapat menghasilkan jadwal ujian 
secara otomatis dengan menggunakan metode hyper heuristic 
berbasis great deluge. 
Hasil dari tugas akhir in menunjukkan bahwa algoritma graph 





jadwal ujian yang lebih optimal dibandingkan dengan 
penjadwalan manual, penjadwalan menggunakan algoritma 
hill climbing dan algoritma simulated annealing dibuktikan 
dengan menghasilkan nilai proximity cost yang lebih rendah 
yaitu 29.41 sedangkan proximity cost yang dihasilkan dari 
penjadwalan ujian secara manual, menggunakan algoritma hill 
climbing dan algoritma simulated annealing berturut-turut 
adalah 51.15, 35.18 dan 35.84. 
 
Kata kunci : penjadwalan ujian, penjadwalan otomatis, 
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The problem of scheduling exam in college is still an interesting 
topic to be studied. Because in computer science, exam 
scheduling optimization is one of the NP-hard issues where 
there is no exact algorithm that can solve it in polynomial time. 
In addition, the preparation of the exam schedule to ensure that 
no student who has to take the exam of two courses in the same 
time and the number of test participants that scheduled are not 
exceed the capacity of the exam room, are not easy things to do, 
because it takes quite a long time. 
In this final project generated an exam scheduling application 
website using PHP programming language that can generate 
test schedule automatically by using hyper heuristic method 
based on great deluge.   
The results of this final project show that the graph colouring – 
great deluge algorithm can be used to schedule a more optimal 
tes schedule compared to manual scheduling, scheduling using 
hill climbing algorithm and simulated annealing algorithm is 
proved by producing lower of proximity cost of 29.41 while 





climbing algorithm and simulated annealing algorithms 
respectively are 51.15, 35.18 and 35.84.  
Keywords: exam scheduling, automatic exam scheduling, 
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 BAB I  
PENDAHULUAN 
Dalam bab ini akan dijelaskan gambaran umum mengenai tugas 
akhir yang diangkat. Hal tersebut meliputi latar belakang 
masalah, perumusan masalah, batasan tugas akhir, tujuan tugas 
akhir, dan relevan atau manfaat kegiatan tugas akhir. Selain itu, 
akan dijelaskan pula relevansi tugas akhir dengan laboratorium 
penelitian penulis. 
1.1. Latar Belakang 
Ujian merupakan salah satu alat pengukur mutu atau capaian 
yang krusial dalam sebuah proses pembelajaran. Dalam dunia 
perkuliahan, alat pengukur mutu atau capaian tersebut dapat 
dijadikan faktor penentu keberhasilan mahasiswa pada suatu 
mata kuliah. Hal tersebut menunjukkan pentingnya eksistensi 
ujian sebagai syarat baku kelulusan mahasiswa. Keberhasilan 
mahasiswa dalam ujian tidak hanya dipengaruhi oleh faktor 
internal dari pihak mahasiswa, namun juga dipengaruhi oleh  
faktor eksternal dari pihak kampus. Faktor eksternal tersebut 
seringkali kurang diperhatikan, padahal sebenarnya faktor ini 
memiliki peranan yang besar. Faktor eksternal yang harus 
disediakan pihak kampus salah satunya adalah support system 
yang optimal bagi mahasiswa.  
Terwujudnya jadwal ujian yang memadai dilakukan melalui 
optimasi penjadwalan ujian dengan memperhatikan berbagai 
faktor yang mempengaruhinya. Hal tersebut diharapkan dapat 
berkorelasi positif dengan hasil capaian mahasiswa dalam ujian, 
salah satunya adalah mahasiswa menjadi memiliki waktu yang 
cukup untuk belajar sehingga dapat mempersiapkan ujian 
dengan lebih baik. Namun, pembuatan jadwal ujian yang 
optimal ini memiliki kendala. Hingga saat ini, pembuatan 
jadwal ujian masih dilakukan secara manual. Sehingga selain 
harus memastikan satu mahasiswa tidak memiliki lebih dari 
satu jadwal ujian dalam waktu yang bersamaan, pembuatan 





peserta ujian yang dijadwalkan pada hari tersebut tidak 
melebihi kapasitas ruang ujian yang ada. Jumlah ujian yang 
dijalani mahasiswa juga menjadi pertimbangan karena semakin 
banyak jumlah ujian yang dijalani oleh satu mahasiswa dalam 
satu hari juga dapat berimbas nyata pada hasil ujian yang 
didapat. Dalam kasus lebih dari satu ujian pada hari yang sama,  
jeda antar ujian juga menjadi pertimbangan penting agar 
mahasiswa memiliki waktu cukup untuk belajar sebelum ujian 
selanjutnya dilaksanakan. Kompleksitas jadwal yang rumit 
dengan beberapa variable yang memiliki keterkaitan 
menjadikan proses pembuatan jadwal ujian bukanlah hal yang 
mudah dan membutuhkan waktu yang tidak sedikit. 
Pada tugas akhir ini, metode hyper-heuristic berbasis pada 
algoritma great deluge akan digunakan untuk optimasi 
penjadwalan ujian, yang meliputi penjadwalan waktu dan ruang 
ujian. Metode hyper-heuristic dipilih karena merupakan metode 
baru yang lebih generic dibanding metode meta-heuristic. 
Sehingga judul yang diangkat dalam penelitian ini adalah 
“Optimasi Penjadwalan  Waktu Dan Ruang Ujian Otomatis 
Dengan Menggunakan Metode Hyper Heuristic Berbasis 
Algoritma Great Deluge” dengan studi kasus di Departemen 
Sistem Informasi dan Departemen Teknik Industri. Dengan 
adanya penelitian ini, diharapkan optimasi penjadwalan dapat 
di implementasikan sehingga dapat memudahkan pihak 
manajemen kampus dalam pembuatan penjadwalan dan 
membawa manfaat bagi mahasiswa dalam mencapai hasil 
pembelajaran yang maksimal. Selain itu pada penelitian ini juga 
membandingkan dua algoritma yang berbeda yaitu algoritma 
Great Deluge dan algoritma pada penelitian sebelumnya[1] 
yaitu Simulated Annealing untuk menunjukkan algoritma mana 
yang lebih optimal. 
1.2. Perumusan Masalah 
Berdasarkan uraian latar belakang yang telah dijelaskan, maka 





1. Bagaimana membuat model matematis untuk 
permasalahan penjadwalan (waktu dan ruang) ujian di 
Departemen Teknik Industri dan Departemen Sistem 
Informasi, Institut Teknologi Sepuluh Nopember 
Surabaya? 
2. Bagaimana menerapkan metode hyper-heuristic  berbasis 
algoritma great deluge untuk menyelesaikan 
permasalahan penjadwalan (waktu dan ruang) ujian? 
3. .Bagaimana perbandingan hasil penjadwalan ujian 
menggunakan algoritma great deluge dengan algoritma 
simulated annealing serta penjadwalan secara manual? 
1.3. Batasan Pengerjaan Tugas Akhir 
Batasan pemasalahan dalam tugas akhir ini, yaitu : 
1. Data yang digunakan dalam tugas akhir ini yaitu data 
mahasiswa peserta dan data mata kuliah yang diujikan 
pada semester genap tahun 2016 – 2017 Departemen 
Sistem Informasi dan data mata kuliah yang diujikan 
pada UAS semester ganjil tahun 2017 – 2018 di 
Departemen Teknik Industri, Institut Teknologi Sepuluh 
Nopember Surabaya. 
2. Hasil dari tugas akhir ini adalah sebuah aplikasi 
penjadwalan ujian otomatis yang dibangun dengan 
bahasa pemrograman PHP. 
3. Tugas akhir ini berfokus pada penjadwalan berbasis 
waktu ujian dan lokasi ruang ujian. 
1.4. Tujuan Tugas Akhir 
Tujuan yang hendak dicapai dalam pengerjaan tugas akhir ini 
adalah: 
1. Membuat model matematis untuk permasalahan 
penjadwalan ujian di Departemen Teknik Industri dan 
Departemen Sistem Informasi, Institut Teknologi 
Sepuluh Nopember Surabaya. 
2. Mengetahui hasil implementasi metode hyper-heuristic 





penjadwalan ujian Departemen Teknik Industri dan 
Departemen Sistem Informasi, Institut Teknologi 
Sepuluh Nopember Surabaya. 
3. Mengetahui perbandingan hasil kinerja pendawalan ujian 
dengan menggunakan metode hyper-heuristic berbasis 
algoritma great deluge dengan algoritma simulated 
annealing serta secara manual. 
1.5. Manfaat Tugas Akhir 
Manfaat yang diberikan dengan adanya tugas akhir ini adalah 
sebagai berikut: 
1. Manfaat Teoritis 
a. Dapat menambah khasanah keilmuan dalam bidang 
sistem informasi khususnya bidang optimasi 
penjadwalan ujian kuliah perguruan tinggi. 
b. Menambah referensi penelitian terkait implementasi 
metode hyper-heuristic berbasis algoritma great 
deluge. 
2. Manfaat Praktis 
a. Bagi Pihak Departemen Teknik Industri dan 
Departemen Sistem Informasi Institut Teknologi 
Sepuluh Nopember Surabaya  
Tugas akhir ini diharapkan dapat membantu 
Departemen Teknik Industri dan Departemen Sistem 
Informasi, Institut Teknologi Sepuluh Nopember 
Surabaya untuk membuat jadwal ujian secara 
otomatis sehingga dapat menghemat waktu dan dapat 
menghasilkan jadwal ujian yang optimal bagi 
mahasiswa. 
b. Bagi Mahasiswa 
Tugas akhir ini diharapkan dapat membantu 
mahasiswa memperoleh nilai yang maksimal dalam 
ujian. Mahasiswa dapat memperoleh jadwal ujian 
yang optimal, dalam satu hari mahasiswa diharapkan 
dapat mengikuti satu ujian saja sehingga lebih fokus 





c. Bagi Penelitian Berikutnya 
Tugas akhir ini diharapkan dapat memberikan 
motivasi bagi peneliti lain untuk melakukan 
pengembangan terhadap studi mengenai penjadwalan 
ujian dengan menggunakan algoritma atau 
pendekatan lainnya. 
1.6. Relevansi 
Topik tugas akhir ini yaitu mengenai optimasi penjadwalan 
ujian yang memiliki relevansi dengan mata kuliah yang 
dipelajari sebelumnya yaitu Riset Operasi Lanjut. Selain itu, 
Topik tersebut sesuai dengan bidang ilmu riset operasi yang 
menjadi cakupan research roadmap pada laboratorium 
Rekayasa Data dan Inteligensi Bisnis (RDIB) yaitu 
Optimizations.  
 
Gambar 1.1 Research roadmap laboratorium RDIB 
  
 Decision Support 
System 
 System Modelling 
and Analysis 
 Knowledge Management 
System 
 Expert Locating System 
 Ontology 





Knowledge Management Intelligent System 





Load (ETL) System 
Data Warehouse (DW), 





 Web Analytic 
 Forecasting 
 Expert System 
 Artificial Neural Network 
 Fuzzy Logic 
 Genetic Algorithm 
 Intelligent Agent 











 BAB II 
TINJAUAN PUSTAKA 
Sebelum melakukan pengerjaan tugas akhir, penulis melakukan 
tinjauan pustaka dari beberapa penelitian sebelumnya dan dasar 
teori yang sesuai dengan topik tugas akhir. 
2.1. Penelitian Terdahulu 
Pada sub bab ini akan diterangkan mengenai beberapa 
penelitian terdahulu yang telah dilakukan dan memiliki 
relevansi dengan tugas akhir ini. Penelitian terdahulu tersebut 
dapat dilihat pada tabel 2.1, 2.2, 2.3 dan 2.4. 
Tabel 2.1 Penelitian terdahulu (1) 
Nama Peneliti Dian Kusumawardani, Ahmad Muklason [1] 
Tahun Penelitian 2017 
Judul Penelitian Optimasi Penjdawalan Ujian Otomatis 
Dengan Menggunakan Algoritma Greedy – 
Simulated Annealing – Hyper Heuristic (Studi 
Kasus : Departemen Sistem Informasi, ITS) 
Diskripsi Umum 
Penelitian  
Paper ini membahas tentang penjadwalan ujian 
otomatis di lembaga pendidikan, yaitu 
Departemen Sistem Infomasi, Institut 
Teknologi Sepuluh Nopember. Di dalam paper 
ini penulis menggunakan algoritma greedy – 
simulated annealing – hyper heuristic yang 
dibangun dengan menggunakan bahasa 
pemograman java. 
Penelitian ini melakukan uji coba algoritma 
simulated annealing dengan mengubah jumlah 
iterasi dan koefisien penurunan suhu, serta  
penentuan low level heuristic pada algoritma 
heuristic. Dan hasil dari uji coba tersebut 
menunjukkan bahwa iterasi yang mampu 
memberikan hasil fungsi tujuan terbaik yaitu 





level heuristic, metode swap yang sangat 
mempengaruhi hasil akhir dan fungsi tujuan. 
Untuk koefisien penurunan suhu, koefisien 
yang lebih kecil dapat mengahasilkan jadwal 
dengan cepat, namun kurang optimal 
dibandingkan dengan koefisien yang lebih 
besar. 
Hasil dari penelitian ini menunjukkan bahwa 
algoritma greedy – simulated annealing – 
hyper heuristic lebih optimal dibandingkan 
dengan penjadwalan manual, dilihat dari nilai 
proximity cost yang lebih baik. Dimana jadwal 
yang dibuat secara manual menghasilkan 
proximity cost sebesar 39,570 , sedangkan 
hasil penelitian ini menghasilkan proximity 




Pada tugas akhir ini melanjutkan penelitian 
dari paper ini, yaitu menggunakan metode 
hyper heuristic algoritma great deluge untuk 
penjadwalan otomatis dengan modifikasi 
algoritma dan dataset, disertai dengan 
pengalokasian ruang ujian. 
 
Tabel 2.2 Penelitian terdahulu (2) 
Nama Peneliti Ahmad Muklason [2] 
Tahun Penelitian 2017 
Judul Penelitian Solver Penjadwal Ujian Otomatis dengan 




Studi ini membahas tentang usulan metode 
baru mengenai permasalahan penjadwalan 
ujian yaitu metode heuristic sekuensial 





graf yang digabung dengan metode hyper-
heuristic. 
Hasil dari penelitian ini menunjukkan bahwa 
metode yang di usulkan sangat efektif dalam 
memecahkan permalahan penjadwalan ujian di 
universitas atau institut, selain itu metode ini 
juga lebih unggul dibandingkan dengan 
penelitian sebelumnya yang menggunakan 
metode lain. Diharapkan penilitian selanjutnya 
dapat melakukan uji coba algoritma pada kasus 
yang nyata dilapangan, serta juga melibatkan 
penjadwalan ruang dan pengawas ujian. 
Keterkaitan 
Penelitian 
Pendekatan algoritma yang digunakan menjadi 
referensi untuk diterapkan dalam pengerjaan 
penelitian ini, yaitu menggunakan algoritma 
great deluge dan algoritma graph coloring. 
 
Tabel 2.3 Penelitian terdahulu (3) 
Nama Peneliti Ashis kumar Mandal, M N M Kahar [3] 
Tahun Penelitian 2015 
Judul Penelitian Solving Examination Timetabling Problem 




Penelitian ini menyelesaikan permasalahan 
penjadwalan ujian menggunakan pendekatan 
partial exam assignment dengan algoritma 
great deluge. Dalam pendekatan ini, ujian di 
urutkan berdasarkan grafik dan hanya ujian 
yang dipilih yang dijadwalkan terlebih dahulu 
dan kemudian diperbaiki dengan menggunakan 
algoritma great deluge. Seluruh proses 
berlanjut sampai semua ujian telah 
dijadwalkan. Dalam penelitian ini penulis 
menggunakan dataset benchmark Toronto. 
Hasil percobaan menunjukkan bahwa 





pendekatan state-of-the-art menghasilkan 
solusi yang kompetitif untuk semua kasus.  
Keterkaitan 
Penelitian 
Pendekatan algoritma yang digunakan menjadi 
referensi untuk diterapkan dalam pengerjaan 
penelitian ini, yaitu menggunakan algoritma 
graph coloruing dan algoritma great deluge. 
 
Tabel 2.4 Penelitian terdahulu (4) 
Nama Peneliti Salwani Abdullah [4] 
Tahun Penelitian 2006 
Judul Penelitian Heuristic Aproaches for University 
Timetabling Problems 
Penjelasan Singkat Studi ini membahas tentang pendekatan 
algoritma heuristic dalam menyelesaikan 
penjadwalan di universitas, baik itu 
penjadwalan kuliah maupun penjadwalan 
ujian. Selain itu penulis juga memberikan 
pendekatan baru untuk pejadwalan ujian 
dengan mengimplementasikan large 
neighbourhood search. Penelitian ini 
menunjukkan bahwa metode tersebut sangat 
efektif dalam menghasilkan solusi berkualiatas 
tinggi dengan mengorbankan waktu 
komputasi. Selain itu peneliti juga melakukan 
pendekatan multi-start, dimana dalam 
pendekatan tersebut menggabungkan antara 
dua algoritma heuristic yaitu great deluge dan 
simulated annealing. Hasil dari pendekatan 
multi-start ini hanya memperoleh satu hasil 
terbaik, namun hasil yang didapatkan layak dan 
berkualitas serta metode ini dapat mengurangi 









Algoritma yang digunakan dalam tugas akhir 
ini mengadopsi dari penelitian ini yaitu 
algoritma great deluge dengan metode 
heuristic, serta memberikan pemahaman 
mengenai penjadwalan ujian. 
 
2.2. Dasar Teori 
Pada sub bab ini akan dijabarkan mengenai dasar teori yang 
digunakan untuk mendukung pengerjaan tugas akhir ini. 
2.2.1. Penjadwalan Ujian  
Penjadwalan adalah suatu kegiatan mengalokasikan sumber 
daya yang terikat oleh kendala-kendala agar dapat ditempat 
pada ruang waktu, sehingga dapat memenuhi sedekat mungkin 
tujuan yang diinginkan [5]. Dalam definisi umum penjadwalan 
adalah mengalokasikan suatu peristiwa dengan sumber yang 
terbatas untuk memenuhi kendala (batasan) yang ditetapkan. 
Menurut [6], batasan dalam penyusunan jadwal ujian dibedakan 
menjadi dua yaitu hard constraint dan soft constraint.  Hard 
constraint merupakan batasan yang harus terpenuhi untuk 
menyusun jadwal ujian, misalnya yaitu dalam satu waktu tidak 
diperbolehkan mahasiswa mengikuti dua ujian mata kuliah 
sekaligus. Sedangkan untuk soft constraint yaitu batasan yang 
tidak harus terpenuhi, namun sebisa mungkin dapat terpenuhi. 
Masalah penjadwalan secara umum terdiri dari set peristiwa (E) 
seperti kuliah, ujian, dosen, laboratorium; set jumlah slot waktu 
(T) dan set batasan (C). Kendala umum yang sering terjadi pada 
penjadwalan adalah : (i) tidak ada 2 peristiwa yang dijadwalkan 
dalam satu waktu yang sama dan tempat yang sama. (ii) harus 
tersedia sumber daya yang memadai untuk semua peristiwa 
yang dijadwalkan untuk setiap timeslot[4]. Penjadwalan ujian 





tersedia sedemikian terbatas  sehingga tidak ada konflik dan 
bentrokan (Carter dan Laporte, 1996)[7]. 
Penjadwalan ujian pada universitas merupakan suatu masalah 
yang komplek, karena melibatkan banyak orang, dimana setiap 
univesitas kebanyakan memiliki mahasiswa yang tidak sedikit. 
Oleh karena itu perlu dikembangkannnya sistem yang dapat 
mempermudah untuk melakukan penjadwalan ujian otomatis 
sehingga dapat digunakan di institusi Pendidikan seluruh dunia 
agar kualitas jadwal yang dihasilkan dapat memenuhi semua 
batasan yang ada.  
Carter dkk. (1994)[8] mengemukakan bahwa tantangan 
mendasar dalam pembuatan jadwal ujian yaitu jumlah timeslot 
yang sedikit, sehingga dapat menimbulkan konflik dan untuk 
memenuhi beberapa constraint lainnya. Dimana konflik 
tersebut yang akan menjadi hard constraint sedangkan 
constraint lainya sebagai soft constraint. 
Burke dkk (1996)[9] melakukan survey mengenai kendala 
dalam pembuatan jadwal ujian di 56 universitas didunia dan 
hasilnya sangat bervariasi dari universitas satu dengan 
universitas lainnya. Beberapa contoh hard constraintnya adalah 
: 
 Ujian dengan jumlah mahasiswa terbanyak harus 
dijadwalkan lebih awal agar dapat memberi lebih banyak 
waktu untuk yang lainnya. 
 Ujian tertentu harus dilakukan diruangan tertentu, 
misalnya laboratorium. 
 Jumlah kapasitas tempat duduk diruangan tidak kurang 
dari jumlah mahasiswa yang ujian. 
 Tidak ada mahasiswa yang harus mengikuti dua ujian 
secara bersamaan. 
 Mata kuliah pararel dijadwalkan diwaktu yang sama. 
Sedangkan untuk soft constraintnya yaitu : 
 Mahasiswa tidak dijadwalkan untuk mengikuti ujian 





 Mahasiswa tidak dijadwalkan mengikuti ujian dalam dua 
timeslot yang berurutan. 
Dari beberapa pendapat diatas dapat disimpulkan bahwa tujuan 
utama dari penjadwalan ujian yaitu menjamin bahwa semua 
mahasiswa dapat melakukan ujian sesuai dengan kewajiban 
mata kuliah yang diambilnya. Namun dalam pembuatan jadwal 
juga harus memperhatikan beberapa sumber daya yang terkait 
yaitu ruangan, timeslot, dan lainnya. Untuk mencapai itu 
semua, beberapa constraint harus dipenuhi dan tingkat 
pemenuhan tersebut dapat menentukan kualitas jadwal yang 
dibuat, semakin banyak constraint yang terpenuhi maka 
semakin baik pula kualitas jadwal yang dibuat[4]. 
Menurut teori kompleksitas komputasi, permasalahan 
penjadwalan ujian diklasifikasikan sebagai NP-complete 
problem[10]. Dimana belum ada algoritma eksak yang dapat 
menemukan solusi optimal dalam waktu polinomial. Oleh 
sebab itulah, permasalahan ini masih menjadi permasalahan 
yang menarik untuk dikaji. Benchmark dataset untuk 
permasalahan penjadwalan ujian ini menggunakan Dataset 
yang umum digunakan adalah Carter dataset dan International 
Timetabling Competition 2007 dataset[11].  
Pada tugas akhir ini, dataset yang akan digunakan adalah data 
peserta dan data mata kuliah yang diujikan pada ujian semester 
genap tahun ajaran 2016 – 2017 Departemen Sistem Informasi 
dan semester ganjil tahun ajaran 2017 – 2018 di Departemen 
Teknik Industri, Institut Teknologi Sepuluh Nopember 
Surabaya. 
2.2.2. Algoritma Great Deluge 
Great deluge merupakan algoritma metaheuristic local search 
yang dikembangkan oleh Dueck [3]. Algoritma ini merancang 
sebuah mekanisme untuk menghindari optima lokal dan 
berusaha memberikan pencarian solusi yang lebih luas [12] 
dengan menerima solusi terburuk yaitu apabila fungsi penalty 





terpilih akan diterima secara otomatis namun apabila diatas 
batas maka akan ditolak. Batas awal  ditetapkan lebih tinggi dari 
biaya solusi awal dan akan dikurangi secara bertahap melalui 
proses perbaikan. 
Algoritma ini membutuhkan dua parameter yaitu jumlah waktu 
komputasi yang diinginkan oleh pengguna dan perkiraan 
kualitas solusi yang dibutuhkan pengguna. Gambar 2.1 
merupakan pesudo-code dari algoritma great deluge dalam 
penjadwalan ujian[4]. 
 









2.2.3. Algoritma Graph Colouring 
Graph colouring merupakan algoritma yang berkaitan dengan 
mewarnai simpul dari graf tertentu dengan menggunakan 
sejumlah warna tertentu. Dalam model graph colouring, simpul 
mewakili ujian, warna mewakili slot dan edges mewakili 
konflik antara ujian satu dengan ujian yang lainnya. Dimana 
setiap  simpul grafik harus diwarnai dengan p sehingga tidak 
ada dua simpul yang menghubungkan dua edge dengan warna 
yang sama. Grafik di modelkan dengan G = (V, E) dimana 
terdiri dari sekumpulan simpul V = {v1, v2, …, vn) dan 
sekumpulan dari edge[4]. 
 
Gambar 2.2 Graf tidak terarah G =(V,E) 
Dari gambar di atas menunjukkan bahwa : 
1. Derajat simpul adalah jumlah sisi yang menghubungkan 
dua simpul. Contohnya pada gambar X, vertex v1  
memiliki derajat 3, yaitu (v1,v2), (v1,v3),(v1,v4). 
2. Jumlah grafik bewarna merupakan jumlah minimum 
warna yang diperlukan untuk mewarnai sampul, 
sehingga tidak ada 2 simpul yang dihubungkan oleh edge 







Gambar 2.3 Model graf sederhana penjadwalan mata kuliah 
Dari gambar 3, kita dapat melihat bahwa terdapat lima mata 
kuliah yaitu A, B, C, D dan E. salah satu tujuan yang mungkin 
yaitu mencari minimum jumlah timeslot yang dibutuhkan untuk 
menjadwalkan lima mata kuliah. Garis yang menunjukkan 
antara mata kuliah satu dengan yang lainnya menunjukkan 
bahwa dua matakuliah tersebut terdapat bentrok sehingga kedua 
mata kuliah tersebut tidak dapat dijadwalkan bersamaan. 
Sebagai contoh dari gambar 3 yaitu mata kuliah B tidak bisa 
dijadwalkan bersamaan dengan mata kuliah A dan D. dari 
gambar diatas menunjukkan bahwa terdapat 3 warna dalam 
pewarnaan simpul yaitu biru, kuning dan merah. Dimana 
jumlah warna tersebut, menunjukkan jumlah timeslot[4]. 
Terdapat banyak teknik pengurutan heuristik berurutan dalam 
menghasilkan solusi awal. Grafik pendekatan yang banyak 
digunakan adalah sebagia berikut [3] : 
 Largest degree (LD) : teknik ini mengurutkan ujian 
berdasarkan jumlah konflik terbesar ujian. 
 Largest weighted degree (LWD) : heuristik ini 
mengurutkan ujian berdasarkan jumlah siswa yang 
berkonflik yaitu jadwal ujian dengan jumlah siswa yang 





 Largest enrollment (LE) : ujian dengan pendaftar ujian 
terbanyak dijadwalkan terlebih dahulu. 
 Saturation degree (SD) : heuristik ini mengurutkan ujian 
berdasarkan jumlah sisa waktu yang tersisa, ujian dengan 
periode sedikit diberikan prioritas yang lebih tinggi untuk 
dijadwalkan terlebih dahulu. 
2.2.4. Algoritma Greedy 
Algoritma greedy merupakan algoritma populaer yang sering 
digunakan dalam menyelesaikan permasalahan optimasi 
dengan mencari solusi paling optimal. Prinsip kerja dari 
algoritma greedy yaitu dengan memilih langkah solusi yang 
terbaik tanpa memperhatikan langkah solusi selanjutnya. 
Sehingga dalam setiap langkahnya dipilih kepurtusan yang 
terbaik pada saat itu saja (local optimum) dengan harapan setiap 
langkah tersebut dapat mengarahkan kepada solusi global 
optimum[13]. Pada algoritma greedy terdapat 5 komponen yang 
perlu diperhatikan, antara lain[14] : 
1. Himpunan kandidat (C) 
Himpunan kandidat merupakan kumpulan kandidat 
elemen yang nantinya akan membentuk solusi. 
2. Himpunan solusi (S) 
Himpunan solusi merupakan kumpulan dari elemen-
elemen yang merupakan solusi terbaik dalam setiap 
langkah. 
3. Fungsi seleksi 
Fungsi seleksi merupakan fungsi untuk memilik kandidat 
terbaik dalam setiap langkahnya untuk dimasukkan ke 
dalam solusi untuk mendapatkan optimum global. 
4. Fungsi kelayakan 
Fungsi kelayakan merupakan fungsi yang digunakan 
untuk menentukan apakah sebuah kandidat layak 
dimasukkan kedalam solusi. 
5. Fungsi tujuan 






Kelemahan dari algoritma greedy yaitu solusi optimal global 
belum tentu menjadi solusi optimum yang terbaik, namun sub-
optimum atau pseudo-optimum. Hal ini dikarenakan algoritma 
greedy tidak melakukan pengecekan menyeluruh terhadap 
solusi yang ada. Oleh karena itu, penggunaan algoritma perlu 
digabungkan dengan algoritma yang lain untuk mendapatkan 
solusi yang lebih optimal. 
2.2.5. Algoritma Hyper-Heuristic 
Hyper-heuritic adalah proses menggunakan meta-heuristic 
untuk memilih (meta) heuristik untuk memecahkan masalah 
(Burke dkk, 2003c). Secara umum hyper-heuristic adalah 
sebuah kumpulan pendekatan atau metode yang memiliki 
tujuan untuk otomasi suatu proses dengan menggunakan 
machine learning untuk memilih dan mengkombinasikan 
heuristic yang lebih sederhana atau menghasilkan heuristic baru 
dengan komponen heuristic yang sudah ada, sehingga 
menghasilkan heuristik yang bersifat general yang dapat 
digunakan untuk menyelesaikan kumpulan permasalahan yang 
berbeda[11]. Hyper-heuristic merupakan heuristik tingkat 
tinggi yang dapat memodifikasi solusinya secara tidak langsung 
dengan menggunakan beberapa heuristik tingkat rendah 
berdasarkan mekanisme pembelajaran[4].  
Gambar 2.5 menunjukkan framework dari hyper-heuristic [15]. 
Pada framework ini algoritma hyper-heuristic menggunakan 
problem domain barrier untuk menghubungkan antara low level 
heuristic dan hyper-heuristic, sehingga hyper-heuristic tidak 






Gambar 2.4 Framework Hyper-heuristic 
Dengan adanya search space yang lebih tinggi ini, algoritma 
hyper-heuristic tidak bergantung pada problem domain tertentu 
saja sehingga tidak diperlukan parameter tuning secara manual 
untuk setiap problem domain. Hal ini dikarenakan algoritma 
hyper-heuristic sudah mampu melakukan mekanisme 
parameter tuning secara otomatis [2]. 
2.2.6. Algoritma Knapsack Problem 
Knapsack problem merupakan permasalahan optimasi 
kombinatorial dimana terdapat n item yang mungkin dapat 
dimasukkan ke dalam karung. Setiap item i memiliki bobot wi  
dan value vi. dimana wi ≥ 0 dan vi ≥ 0. Terdapat batas W pada 
berat total item yang dapat dimasukkan ke dalam karung. 
Tujuannya adalah untuk memilih item yang dapat dimasukkan 
ke dalam karung dengan nilai total yang maksimal [16]. 
Knapsack problem dapat di rumuskan sebagai zero-one 






xi= {0,  jika tidak
1,  jika item i dimasukkan dalam karung 
 
(1) 






Dan batasan (3) : 






i = 1,2,3,… , n 






 BAB III 
METODOLOGI PENELITIAN 
Pada bab ini akan dijelaskan mengenai alur metodologi yang 
akan dilakukan dalam tugas akhir ini. Metodologi ini juga 
digunakan sebagai pedoman untuk melaksanakan tugas akhir 
agar terarah dan sistematis. Gambar 3.1 menunjukkan 
metodologi tugas akhir yang digunakan. 
3.1. Metodologi Penelitian 
Diagram Metodologi dari Tugas Akhir ini dapat dilihat pada 
gambar 3.1. 
3.1.1. Identifikasi Masalah 
Tahap identifikasi masalah merupakan tahap untuk memahami 
permasalahan di Departemen Teknik Industri dan Departemen 
Sistem Informasi, Institut Teknologi Sepuluh Nopember 
Surabaya mengenai penjadwalan ujian dimana penjadwalan 
ujian masih dilakukan secara manual dan masih sering 
diperlukan banyak revisi untuk mendapatkan jadwal yang tepat, 
selain itu pada tahap ini juga menentukan tujuan dan batas 
penelitian tugas akhir yang dikerjakan. Serta studi literatur 
mengenai penelitian-penelitian sebelumnya dan pendekatan-
pendekatan yang diperlukan untuk memecahkan permasalahan 
penjadwalan ujian.    
3.1.2. Penyiapan Data 
Pada tahap penyiapan data, dilakukan pengumpulan data-data 
awal yang diperlukan dalam pengerjaan tugas akhir yaitu 
dengan melakukan wawancara kepada Effi Latiffianti, ST., 
M.Sc selaku Sekretaris Program Studi Sarjana (S1)  
Departemen Teknik Industri. Data yang didapatkan dari hasil 
wawancara adalah data peserta, data mata kuliah dan data ruang 
ujian yang diujikan pada Ujian Akhir Semester (UAS) pada 
semester ganjil tahun 2017/2018 di Departemen Teknik Industri 





Sarjana (S1) dan data UTS dan UAS pada semester genap 
2016/2017 Departemen Sistem Informasi Institut Teknologi 
Sepuluh Nopember Surabaya program studi Sarjana (S1) yang 
didapatkan dari penelitian sebelumnya [1].  
 






3.1.3. Praproses Data 
Tahap ini merupakan tahap untuk memahami data yang 
diperoleh, yaitu memahami tipe datanya, variabel-variabel yang 
melekat pada data, dan jumlah data. Tahap selanjutnya adalah 
mempersiapkan data final yang akan digunakan untuk proses 
pemodelan. Data final yang dimaksud adalah data yang telah 
melalui tahap ini sehingga menjadi data yang berkualitas baik 
dan dapat diolah. Format data yang digunakan akan disesuaikan 
dengan Carter Dataset, dimana data yang semula berbentuk file 
excel akan diubah menjadi file dengan ekstensi .txt. Keluaran 
dari tahap ini adalah sebuah data final berformat Carter Dataset 
yang akan digunakan pada tahap berikutnya. Gambar 6 
merupakan contoh dari format carter dataset, (atas) merupakan 
carter dataset dengan format .crs yang menunjukkan mata 
kuliah dengan jumlah mahasiswa yang mengambilnya, 
sedangkan gambar 6 (kiri) merupakan  carter dataset dengan 
format .stu yang menunjukkan mata kuliah kuliah yang diambil 
mahasiswa i.  
 







Tahap pemodelan adalah tahap pembuatan model matematis 
dari permasalahan penjadwalan ujian yang ada di Departemen 
Teknik Industri dan Departemen Sistem Informasi, Institut 
Teknologi Sepuluh Nopember Surabaya. Model yang dibuat 
harus memperhatikan beberapa variabel seperti : variabel 
keputusan, fungsi tujuan, dan batasan. Setelah model dibuat, 
maka dapat dilanjutkan ke tahap perancangan algoritma. 
3.1.5. Perancangan Algoritma 
Pada tahap perancangan algoritma dilakukan penerapan 
algoritma graph colouring, great deluge berbasis hyper 
heuristic untuk penentuan timeslot yang optimal. Selanjutnya 
hasil yang didapatkan dari algoritma sebelumnya diolah lagi 
menggunakan algoritma knapsack problem untuk pembagian 
ruang ujian. Semua algoritma tersebut diimplementasikan 
dengan menggunakan bahasa pemograman Hypertext 
Prepocessor (PHP) yang berfungsi untuk menjadwalkan Ujian 
Tengah Semester (UTS) dan Ujian Akhir Semester (UAS) di 
Departemen Teknik Industri dan Departemen Sistem Informasi, 
Institut Teknologi Sepuluh Nopember Surabaya. Input yang 
digunakan untuk aplikasi berbasis web penjadwalan ujian ini 
adalah data peserta, data mata kuliah dan data ruang kelas yang 
diujikan. Sedangkan output yang dihasilkan adalah jadwal 
(waktu dan ruang) ujian. 
3.1.6. Uji Coba dan Analisis Performa Algoritma 
Pada tahap uji coba algoritma dan analisis performa algoritma, 
dilakukan evaluasi terhadap hasil pemodelan yang dihasilkan 
oleh aplikasi berbasis web penjadwalan ujian. Apabila hasilnya 
sudah memenuhi semua hard constraints dan dapat 
meminimalkan jumlah pelanggaran terhadap soft constraints, 
maka dapat beralih ke proses selanjutnya. Tetapi jika hasilnya 
belum optimal, maka dapat dilakukan peninjauan kembali 
terhadap model yang didapatkan. Selain itu pada tahap ini juga 
dilakukan evaluasi terhadap hasil penjadwalan ujian yang 





ujian yang optimal dengan menyediakan waktu istirahat yang 
cukup bagi mahasiswa, artinya mahasiswa dapat memperoleh 
jadwal ujian yang tersebar / terdistribusi dengan baik. Disini 
digunakan nilai proximity untuk mengukur kualitas jadwal yang 
dihasilkan. Semakin rendah nilai proximitinya, maka dapat 
dikatakan bahwa semakin baik pula performa dari algoritma 
yang digunakan.  
3.1.7. Analisis Jadwal Ujian 
Pada tahap analisis jadwal ujian, penulis melakukan 
perbandingan antara hasil penjadwalan dengan algoritma great 
deluge dibandingkan dengan penjadwalan secara manual dan 
penjadwalan dengan metode dari penelitian sebelumnya : 
simulated annealing. Serta apakah jadwal yang dihasilkan 
sudah memenuhi semua hard constraints dan soft constraints 
yang ada. 
3.1.8. Penyusunan Buku Tugas Akhir 
Tahap ini merupakan tahap pendokumentasian hasil tugas akhir 
serta analisis terhadap hasil akhir dari penelitian. Keluaran dari 
tahap ini adalah buku tugas akhir. Buku tugas akhir ini 












 BAB IV 
PERANCANGAN 
Dalam bab mengenai tahap perancangan dari penelitian tugas 
akhir. Bab ini berisikan hasil pengumpulan data, praproses data, 
serta pengolahan dan pemodelan data. 
4.1. Hasil Pengumpulan Data 
Data yang digunakan dalam pengerjaan tugas akhir ini adalah 
data peserta, data mata kuliah dan data ruang ujian pada 
semester ganjil tahun ajaran 2017/2018 di Departemen Teknik 
Industri dan semester genap tahun ajaran 2016/2017 di 
Departemen Sistem Informasi, Institut Teknologi Sepuluh 
Nopember Surabaya program studi Sarjana (S1). 
Tabel 4.1 Ringkasan data 
Jumlah Mata Kuliah  41 
Jumlah  Mahasiswa 687 
Jumlah Kelas 12 
Jumlah Sesi 15 
 
4.1.1. Data Peserta Ujian 
Data peserta ujian mahasiwa Departemen Teknik Industri pada 
semester ganjil tahun ajaran 2017/2018 sebesar 687 mahasiswa. 
Data yang diperoleh berupa NRP mahasiswa, mata kuliah yang 
diambil beserta jumlah SKS dan kelasnya. 
Tabel 4.2 Potongan data peserta ujian 
NRP Mata Kuliah Sks Kelas 
2510100082 Analisa Keputusan 3 A 
Kerja Praktek 2 A 
Perancangan Fasilitas 3 B 





NRP Mata Kuliah Sks Kelas 
2511100027 Computer Integrated 
Manufacturing 
3 A 
Faal dan Biomenikanika Kerja 3 A 
Pemeliharaan dan Teknik 
Keandalan 
3 B 
Penelitian Operasional II 3 B 
Perancangan Fasilitas 3 B 
Perencanaan Industri II 3 B 
Technopreneurship 3 12 
Teknik Pengendalian Kualitas 3 B 
2511100172 Kerja Praktek 2 A 
Perencanaan Industri II 3 D 
Tugas Akhir 6 A 
 
4.1.2. Data Mata Kuliah 
Data mata kuliah berisikan semua mata kuliah yang dibuka pada 
semester ganjil tahun ajaran 2017/2018 serta jumlah peserta 
didik yang mengambil mata kuliah tersebut. 




Analisa Keputusan 24 
Analisa Produktivitas 20 
Analisis dan Estimasi Biaya 178 
Aplikasi Ergonomi Industri 22 
Computer Integrated Manufacturing 10 
Data Mining 22 
Ergo Safety 24 
Ergonomi Industri 183 








Makro Ergonomi 20 
Manajemen Distribusi 24 
Manajemen Lingkungan Industri 22 
Manajemen Pengetahuan 23 
Manajemen Persediaan dan Pengadaan 22 
Manajemen Resiko Korporat 23 
Matematika Optimasi 207 
Mekanika Teknik 25 
Menggambar Teknik 194 
Metodologi Penyelesaian Masalah 23 
Metodologi Sistem Dinamik 12 
Otomasi Industri 189 
Pemeliharaan dan Teknik Keandalan 152 
Penelitian Operasional II 144 
Pengantar Ilmu Ekonomi 200 
Pengantar Teknik dan Sistem Industri 202 
Pengetahuan Bahan Teknik 194 
Perancangan dan Pengembangan Produk 134 
Perancangan Fasilitas 142 
Perancangan Sistem Informasi Bisnis 160 
Perencanaan dan Pengendalian Produksi 170 
Perencanaan Industri II 147 
Permodelan Sistem Berbasis Agen 18 
Proses Manufaktur 107 
Rekayasa Proses Bisnis 22 
Simulasi Diskrit Terapan 14 
Six Sigma 22 








Supply Chain Management 25 
Teknik Pengendalian Kualitas 141 
Teori Permainan 16 
Termodinamika 94 
 
4.1.3. Data Ruang Ujian 
Data ruang ujian meliputi nama ruang yang digunakan untuk 
ujian beserta kapasitasnya. 





1 IE - 101 40 - 45 mhs 
2 IE - 102 40 - 45 mhs 
3 IE - 103 40 - 45 mhs 
4 IE - 104 40 - 45 mhs 
5 IE - 105 40 - 45 mhs 
6 IE - 106 40 mhs 
7 IE - 108 40 mhs 





10 Lab. MM 40 - 45 mhs 
11 IE - 303 D 15 
12 IE - 302 120 
 
4.2. Pra-Proses Data 
Pada tahap pra-proses data, dilakukan pengolahan data hasil 





sebagai data masukan untuk aplikasi penjadwalan ujian 
otomatis. Hasil pra-proses data berupa file .stu, .crs dan .room.  
4.2.1. Data CRS 
Data .crs berisikan data kode mata kuliah dan jumlah peserta 
ujian pada setiap mata kuliah. Data ini didapatkan dari data 
mata kuliah yang telah dijelaskan pada sub-bab 4.1.2. dimana 
dari data tersebut dilakukan pengkodean mata kuliah dengan 
format urutan numerik 4 digit. 
Tabel 4.5 Konversi kode mata kuliah 
Mata Kuliah Kode MK 
Analisa Keputusan 0001 
Analisa Produktivitas 0002 
Analisis dan Estimasi Biaya 0003 
Aplikasi Ergonomi Industri 0004 
Computer Integrated Manufacturing 0005 
Data Mining 0006 
Ergo Safety 0007 
Ergonomi Industri 0008 
Faal dan Biomenikanika Kerja 0009 
Makro Ergonomi 0010 
Manajemen Distribusi 0011 
Manajemen Lingkungan Industri 0012 
Manajemen Pengetahuan 0013 
Manajemen Persediaan dan Pengadaan 0014 
Manajemen Resiko Korporat 0015 
Matematika Optimasi 0016 
Mekanika Teknik 0017 
Menggambar Teknik 0018 
Metodologi Penyelesaian Masalah 0019 





Mata Kuliah Kode MK 
Otomasi Industri 0021 
Pemeliharaan dan Teknik Keandalan 0022 
Penelitian Operasional II 0023 
Pengantar Ilmu Ekonomi 0024 
Pengantar Teknik dan Sistem Industri 0025 
Pengetahuan Bahan Teknik 0026 
Perancangan dan Pengembangan Produk 0027 
Perancangan Fasilitas 0028 
Perancangan Sistem Informasi Bisnis 0029 
Perencanaan dan Pengendalian Produksi 0030 
Perencanaan Industri II 0031 
Permodelan Sistem Berbasis Agen 0032 
Proses Manufaktur 0033 
Rekayasa Proses Bisnis 0034 
Simulasi Diskrit Terapan 0035 
Six Sigma 0036 
Statistik Industri II 0037 
Supply Chain Management 0038 
Teknik Pengendalian Kualitas 0039 
Teori Permainan 0040 
Termodinamika 0041 
 
Data hasil pengkodean mata kuliah dan jumlah peserta ujian 
setiap mata kuliah disimpan dalam file dengan format .crs. data 
kode mata kuliah dan jumlah peserta ujian dipisahkan dengan 
menggunakan spasi. Portongan dari file dengan format .crs 






Gambar 4.1 Potongan file .crs 
4.2.2. Data STU 
Data STU merupakan data yang berisikan mata kuliah yang 
diambil oleh setiap mahasiswa. Data ini didapatkan dari data 
mahasiswa yang telah dijelaskan pada sub-bab 4.1.1.  dengan 
menggunakan bantuan Pivot Table pada Microsoft Excel. 
Sehingga menghasilkan tabel seperti pada tabel 4.6. 
Tabel 4.6 Potongan Hasil Pivot Tabel Data Peserta Ujian 
NRP 0001 0002 0003 0004 0005 0006 
2514100007   1   1 
2514100008 1 1    1 
2514100009      1 
2514100010  1     
2514100011 1      
2514100012       
2514100013  1     






Pada  tabel 4.6.  menunjukkan hasil  Pivot Table data peserta 
ujian, dimana kolom pertama berisikan NRP peserta ujian, 
kolom kedua dan seterusnya pada header berisikan kode mata 
kuliah. Perpotongan NRP peserta ujian dengan mata kuliah 
menunjukkan bahwa peserta ujian tersebut mengambil mata 
kuliah tersebut atau tidak. Angka 1 menunjukkan bahwa peserta 
ujian dengan NRP Y mengambil mata kuliah X. Didalam file 
.stu angka 1 pada Pivot Table diganti dengan kode mata kuliah, 
sedangkan NRP mahasiswa diwakili dengan nomor baris. 
Potongan file .stu dapat dilihat pada gambar 4.2. 
 
Gambar 4.2 Potongan file .stu 
4.2.3. Data ROOM 
Data pada file .room berisikan kapasitas pada setiap ruang ujian 
dan nomor baris pada file .room menunjukkan ruang yang 





yang telah dijelaskan pada sub-bab 4.1.3.. Potongan dari file 
.room dapat dilihat pada gambar 4.3. 
 
Gambar 4.3 Potongan file .room 
4.3. Formulasi Fungsi Tujuan 
Pada penjadwalan ujian yang dibahas pada tugas akhir ini 
terdapat hard constraint dan soft constrain yang perlu dipenuhi. 
Pada bagian ini dilakukan pemodelan matematika untuk seluruh 
constrain yang dimiliki. 
4.3.1. Variabel Keputusan 
Variabel keputusan dari permasalahan penjadwalan ujian 
digunakan untuk memenuhi batasan yang ditentukan 
sebelumnya, yaitu memastikan bahwa setiap mata kuliah 
terjadwal (4) mata kuliah i menunjukkan mata kuliah pararel, 
demo final project dan ujian praktikum. Mata kuliah pararel 
merupakan mata kuliah i(kelas A), i(kelas B), dst. dijadikan satu 
yaitu mata kuliah i. 
Xitr{0,  jika tidak








Xit = Mata kuliah i yang dijadwalkan pada timeslot t 
i = {1,2,3, …, n} adalah urutan mata kuliah 
t = {1,2,3, …, k} adalah urutan slot ujian yang tersedia 
r = {1,2,3, …, k} adalah urutan ruang ujian 
4.3.2. Batasan 
Terdapat beberapa batasan (hard contrains) yang perlu 
diperhatikan agar dapat menghasilkan solusi yang feasible. 
Yang pertama yaitu setiap mata kuliah harus dijadwalkan sesuai 
dengan slot yang tersedia, dinyatakan pada persamaan (5) 
dimana 𝑋𝑖𝑡 merupakan mata kuliah ke i yang dijadwalkan pada 
slot ke t. 









Selanjutnya yaitu jadwal yang dibuat tidak ada mahasiswa yang 
mengambil dua mata kuliah yang saling bentrok satu sama lain, 
yang dimodelkan dengan persamaan (6) 







1,  jika 𝑡𝑖=𝑡𝑗  
(6) 
ti = slot ujian mata kuliah i 
Cij = jumlah mahasiswa yang mengikuti matakuliah i dan j 
Vij = vector yang menunjukkan apakah mata kuliah i dan mata 
kuliah j dijadwalkan pada timeslot (hari dan jam) yang sama. 
n = Jumlah mata kuliah. 
Batasan yang ketiga yaitu jumlah mahasiswa peserta ujian tidak 





pada persamaan (7) dimana Si merupakan jumlah mahasiswa 
peserta ujian untuk mata kuliah ke-i. 





Batasan yang keempat merupakan batasan bahwa jumlah 
mahasiswa peserta ujian tidak melebihi kapasitas setiap ruang 
ujian yang ditunjukkan pada persamaan (8) Dimana Ri 
merupakan kapasitas ruangan i pada timeslot t. 





4.3.3. Fungsi Tujuan 
Fungsi tujuan dari permasalahan penjadwalan ujian untuk 
memastikan bahwa jadwal yang dihasilkan optimal atau tidak 
yaitu dengan meminimalkan proximy cost, P, yang dinyatakan 
dalam persamaan matematis (9). 








𝑊|𝑡𝑗−𝑡𝑖| =  {0,  jika |𝑡𝑗−𝑡𝑖|>5




Cij = jumlah mahasiswa yang mengikut matakuliah i dan j 
𝑊|𝑡𝑗−𝑡𝑖| = 𝑏𝑜𝑏𝑜𝑡 𝑠𝑒𝑙𝑖𝑠𝑖ℎ 𝑠𝑙𝑜𝑡 𝑢𝑗𝑖𝑎𝑛 𝑚𝑎𝑡𝑎𝑘𝑢𝑙𝑖𝑎ℎ 𝑖 𝑑𝑎𝑛 𝑗 





4.3.4. Matriks Konflik (Cij) 
Matriks Cij  menunjukkan matriks dua dimensi dengan jumlah 
baris dan jumlah kolom sebanyak jumlah mata kuliah yaitu 41 
mata kuliah. Matriks ini berfungsi untuk mengetahui 
matakuliah mana saja yang berpotensi bertabrakan saat 
dijadwalkan. Perpotongan antar baris dan kolom menunjukkan 
jumlah mahasiswa yang mengambil mata kuliah i dan mata 
kuliah j.   potongan matriks  konflik dapat dilihat pada tabel 4.7.  
Tabel 4.7 Matriks Konflik 
 
4.3.5. Matriks Bobot Selisih Slot (W) 
Matriks bobot selisih slot merupakan matriks dua dimensi 
dengan jumlah baris dan jumlah kolom sesuai dengan jumlah 
mata kuliah yang di ujikan. Matriks ini digunakan untuk 
mencari nilai proximity cost . Potongan matriks bobot selisih 






Tabel 4.8 Matriks Selisih Bobot Slot 
 
4.4. Implementasi Algoritma Graph Colouring   
Algoritma graph colouring digunakan untuk menghasilkan 
jadwal baru sebagai initial solution berdasarkan data praproses 
yang telah dimasukkan. Jadwal baru ini selanjutnya dioptimasi 
dengan menggunakan algoritma great deluge.   
4.5. Implementasi Algoritma Great Deluge 
Implementasi algoritma great deluge digunakan untuk 
mengoptimasi initial solution yang telah dihasilkan oleh 
algoritma sebelumnya. Pada  algoritma great deluge 
menggunakan dua metode untuk pengoptimasian jadwal, yaitu 
dengan cara mengganti slot mata kuliah secara acak dan 











 BAB V 
IMPLEMENTASI 
Pada bab ini membahas mengenai proses pembuatan solver 
penjadwalan ujian otomatis dengan menggunakan Bahasa 
pemograman Hypertext Prepocessor (PHP).  
5.1. Membaca Input File 
Terdapat tiga macam input file yang digunakan sebagai 
masukan data awal yaitu file dengan format .crs , .stu, dan 
.room. Pada potongan kode 5.1 menunjukkan bahwa file crs 
disimpan ke dalam variabel $txt_filecrs setelah itu dilakukan 
pemisahan pada setiap baris dan dimasukkan ke dalam array 
$rowscrs.  
 
Kode 5.1 Membaca file 
5.1.1. File CRS 
File dengan format .crs berisi data mata kuliah beserta jumlah 
peserta ujian pada masing-masing mata kuliah. Pada potongan 





dimasukkan ke dalam array $kapasitas, sedangkan $i 
menunjukkan urutan mata kuliah.  
 
 
Kode 5.2 Membaca file crs 
5.1.2. File STU 
File dengan format .stu berisi data mata kuliah yang diambil 
oleh setiap masing-masing mahasiswa. Pada potongan kode 5.3 
dilakukan pemisahan antar mata kuliah didalam setiap baris, 
selanjutnya mata kuliah tersebut dimasukkan ke dalam array 
dua dimensi, dimana dimensi pertama menunjukkan mahasiswa 
peserta ujian dan dimensi kedua menunjukkan mata kuliah yang 
diambil oleh mahasiswa peserta ujian tersebut. 
 
Kode 5.3. Membaca file stu 
5.1.3. File ROOM 
File dengan format .room berisi kapasitas masing-masing tiap 
ruang. Didalam potongan kode 5.4 menunjukkan bahwa 
kapasitas tiap ruang di masukkan ke dalam array $kapruang. 
Setelah itu dilakukan perhitungan kapasitas ruang total seperti 







Kode 5.5. Menghitung kapasitas total ruang 
5.2. Pembuatan Matriks Konflik 
Konflik matriks digunakan untuk mengetahui jumlah 
mahasiswa yang mengikuti dua mata kuliah. Matriks konflik 
terdiri dari dua dimensi dengan panjang dimensi masing-masing 
sesuai dengan jumlah mata kuliah hasil dari pembacaan file .stu.  
 
Kode 5.6. Membuat konflik matriks 
5.3. Penerapan Algoritma Graph Colouring 
Algortma graph colouring digunakan untuk mencari initial 
solution yang nantinya akan menjadi masukkan untuk optimasi 
yang dilakukan algoritma great deluge. Didalam pengerjaan 
tugas akhir ini penulis menggunakan teknik heuristik Largest 
Degree yaitu mengurutkan mata kuliah berdasarkan jumlah 





konflik terbesar. Untuk menentukan mata kuliah yang konflik 
dengan mata kuliah lain dapat dilihat pada potongan kode 5.7. 
Array $jadwal menunjukkan array dua dimensi dengan jumlah 
baris sebanyak jumlah mata kuliah, sedangkan jumlah kolom 
sesuai dengan banyak konflik dengan mata kuliah lain. Setelah 
itu dilakukan pengurutan jumlah konflik yang terbesar dengan 
fungsi rsort pada Bahasa pemograman PHP. 
 
Kode 5.7. Jadwal konflik 
Untuk menentukan suatu mata kuliah dijadwalkan pada slot 
waktu tertentu digunakan dua macam function yaitu function 
cekSlot dan cekRoom. Function cekSlot digunakan untuk 
membandingkan suatu mata kuliah tidak bentrok dengan mata 






Kode 5.8. Method cekSlot 
Function cekRoom digunakan untuk memastikan bahwa jumlah 
mahasiswa peserta ujian dalam satu slot waktu tidak melebihi 
jumlah kapasitas seluruh ruangan. Pada potongan kode 5.9 
menunjukkan apabila jumlah mahasiswa peserta ujian suatu 
mata kuliah lebih sedikit dari jumlah kapasitas pada suatu slot 
makan mata kuliah tersebut dimasukkan ke dalam slot tersebut 
dan kapasitas pada slot tersebut akan dikurangi sejumlah 
mahasiswa peserta ujian mata kuliah tersebut. 
 
Kode 5.9. Method cekRoom 
Function explore pada potongan kode AAA digunakan untuk 
membuat jadwal awal dengan memasukkan nomor slot pada 
setiap mata kuliah. Apabila suatu mata kuliah telah memenuhi 
kedua function cekSlot dan cekRoom maka suatu mata kuliah 
dapat dijadwalkan pada slot tersebut. Sedangkan jika mata 
kuliah tidak memenuhi kedua function diatas maka dilakukan 







Kode 5.10. Method explore 
5.4. Penerapan Algoritma Great Deluge 
Penerapan algoritma great deluge bertujuan untuk melakukan 
optimasi initial solution yang telah didapat dari algoritma graph 
colouring. Beberapa variabel yang perlu diinisialisasi pada 
algoritma great deluge yaitu nilai proximity dari initial solution 
(fs), nilai proximity yang diinginkan (D), jumlah iterasi (I), level 
(B) dan pengurangan level (deltaB). Untuk level diinisiasikan 
sama dengan nilai proximity initial solution. 
 
Kode 5.11. Method Great Deluge 
Jadwal yang telah dihasilkan dari algoritma graph colouring  
akan diubah untuk mendapat jadwal yang paling optimal. Untuk 





pendekatan low level heuristic yaitu random move dan random 
swap. 
 
Kode 5.12. Pemilihan low level heuristic 
Function move yaitu mengubah jadwal sebelumnya dengan 
memindahkan salah satu mata kuliah acak ke slot waktu secara 
acak. Selanjutnya dilakukan pengecekan pada function 
GDcekSlot dan cekRoom untuk memastikan bahwa jadwal 
yang baru tidak bentrok dan tidak melebihi kapasitas ruang. 
 
Kode 5.13. Method move 
Function swap digunakan untuk mengubah jadwal dengan 
mengambil mata kuliah secara acak lalu ditukar timeslotnya. 
Didalam function swap, jadwal yang telah ditukar dibandingkan 
dengan menggunakan function GDcekSlot dan cekRoom untuk 







Kode 5.14. Method swap 
Jadwal yang telah diubah dengan menggunakan dua pendekatan 
low level heuristic move dan swap selanjutnya akan 
dibandingkan dengan nilai proximity jadwal terbaik 
sebelumnya, apabila nilai jadwal yang baru kurang dari nilai 
proximity jadwal terbaik sebelumnya atau kurang dari level, 






Kode 5.15. Great Deluge 
5.5. Penerapan Algoritma Knapsack Problem 
Algoritma Knapsack Problem digunakan untuk membagi lokasi 
ujian per ruangan dalam setiap slot. Pada penelitian ini suatu 
ruangan ujian dapat ditempati oleh peserta ujian dengan 
beberapa mata kuliah yang berbeda, sehingga pada potongan 
kode 5.16 menunjukkan bahwa apabila suatu ruang ujian masih 







Kode 5.16. Method bagiKelas 
5.6. Tampilan Aplikasi 
Berikut ini meruapakan tampilan aplikasi yang dihasilkan dari 
proses implementasi kode pada sub-bab sebelumnya. 
5.6.1. Halaman Utama 
Pada halaman utama aplikasi, pengguna di haruskan melakukan 
upload beberapa file dan mengisikan jumlah slot waktu yang 
dinginkan. File yang harus di upload  berupa file dengan format 
.crs, .stu dan .room. tampilan halaman utama aplikasi dapat 







Gambar 5.1 Tampilan Halaman Utama Aplikasi 
5.6.2. Halaman Hasil Penjadwalan 
Halaman ini menampilkan hasil dari penjadwalan ujian yang 
telah mendapat input data dari halaman utama. Terdapat 4 kotak 
hijau yang menampilkan jumlah mata kuliah yang di ujikan, 
jumlaha mahasiswa peserta ujian, jumlah slot waktu yang 
diinginkan dan jumlah ruang ujian. Selain itu pada halaman 
hasil penjadwalan juga terdapat nilai proximity cost yang 
menunjukkan seberapa optimal jadwal yang telah di optimasi 






Gambar 5.2 Halaman Hasil Penjadwalan (1) 
Halaman hasil penjadwalan juga menampilkan jadwal ujian 
dengan tanpa ruang (gambar 5.2) dan jadwal ujian dengan 
menggunakan ruang (gambar 5.3). 
 
Gambar 5.3 Halaman Hasil Penjadwalan (2) 
5.6.3. Output File Aplikasi 
Hasil luaran yang didapatkan dari hasil optimasi penjadwalan 
ujian disimpan dalam bentuk txt. Terdapat dua luaran file txt 
yaitu file yang berisikan informasi mengenai optimasi 








Gambar 5.4 Output file Aplikasi (1) 
Pada file kedua, data yang didapat berupa hari ujian, jam ujian 
mata kuliah ujian dan ruang ujian. 
 
 












 BAB VI 
HASIL DAN PEMBAHASAN 
Bab  ini menjelaskan tetntang hasil yang didapatkan dari 
pengerjaan tugas akhir ini serta pembahasan secara keseluruhan 
yang didapatkan dari penilitian. 
6.1. Data Uji Coba  
Data yang digunakan dalam pengerjaan tugas akhir ini adalah 
data  mahasiswa peserta ujian, mata kuliah yang diujikan dan 
ruang ujian Departemen Teknik Industri, Institut Teknologi 
Sepuluh Nopember Surabaya pada semester ganjil tahun ajaran 
2017/2018. Pada data ini diketahui terdapat 687 mahasiswa, 41 
mata kuliah dan 12 ruang ujian. 
6.2. Lingkungan Uji Coba 
Lingkungan uji coba yang digunakan dalam penilitian ini terdiri 
dari perangkat keras dan perangkat lunak. Spesifikasi kriteria 
perangkat keras yang digunakan ini dapat dilihat pada tabel 6.1.  
Tabel 6.1 Spesifikasi perangkat keras 
Perangkat Keras Spesifikasi 
Jenis Laptop 
Processor Intel(R) Core(TM) i5-4200U 
CPU @ 1.60GHz 2.30 GHz 
RAM 4.00 GB 
Hardisk 1 TB 
Sedangkan untuk spesifikasi perangkat lunak yang digunakan 
dalam penlitian ini, ditunjukkan pada tabel 6.2. 
Tabel 6.2 Spesifikasi perangkat lunak 
Perangkat Lunak Spesifikasi 
Sistem Operasi Windows 10 
Bahasa Pemograman PHP 
Tools XAMPP, Notepad++, Microsoft 





6.3.  Fungsi Tujuan dari Jadwal Manual 
Fungsi tujuan yang digunakan dalam pengerjaan tugas akhir ini 
yaitu meminimalkan nilai proximity cost. Nilai proximity cost 
dapat dihitung dengan menggunakan persamaan matematika 
yang sudah dijelaskan pada sub-bab 4.3.3, sebagai berikut : 








Dari hasil perhitungan, diketahui bahwa nilai proximity cost 
jadwal yang dibuat secara manual yaitu 51.1499. Namun pada 
jadwal yang dibuat secara manual masih terdapat jadwal yang 
bertabrakan, dimana terdapat beberapa mahasiswa yang harus 
melakukan lebih dari satu ujian dalam waktu bersamaan. Jadwal 
manual dapat dilihat pada lampiran A.  
Gambar 6.1 Permasalahan pada jadwal manual 
Tabel 6.3 Jadwal bentrok 
No Mata Kuliah 1 Mata Kuliah 2 Mahasiswa 
1 Analisis dan 
Estimasi Biaya 
Makro Ergonomi 2513100150 
















No Mata Kuliah 1 Mata Kuliah 2 Mahasiswa 











Perancangan Fasilitas 2514100113 










Gambar 6.2 menunjukkan hasil penjadwalan manual yang telah 
dibuat oleh Departemen Teknik Industri, Institut Teknologi 
Sepuluh Nopember.  
 
Gambar 6.2 Hasil Penjadwalan Ujian Manual 
6.4. Hasil Uji Coba Initial Solution 
Pada penelitian ini dalam menemukan jadwal awal sebagai 





graph colouring. Kedua algoritma tersebut dibandingkan mana 
yang dapat memenuhi seluruh batasan yang ada.  
Algoritma greedy membuat inisiasi solusi dengan 
menjadwalkan mata kuliah berdasarkan urutan dari file .crs, 
sedangkan algoritma graph colouring  menggunakan teknik 
heuristik Largest Degree dalam menjadwalkan inisiasi solusi, 
yaitu dengan menjadwalkan mata kuliah berdasarkan jumlah 
konflik terbesar. 
Jadwal yang dihasilkan oleh algoritma greedy tidak terjadwal 
sepenuhnya, terdapat beberapa mata kuliah yang belum 
terjadwal. Hasil dari penjadwalan algoritma graph colouring 
semua mata kuliah terjadwal semua pada timeslot yang ada. 
Hasil penjadwalan ujian menggunakan algoritma graph 
colouring dapat dilihat pada lampiran B dan lampiran D. 
Perbandingan jadwal ujian hasil penjadwalan manual, algoritma 
greedy dan algoritma graph colouring dapat dilihat pada tabel 
6.4. 




Manual Greedy Graph 
0001 3 1 10 
0002 2 2 13 
0003 9 1 10 
0004 8 3 9 
0005 5 15 2 
0006 12 4 15 
s0007 12 4 15 
0008 1 2 5 
0009 5 8 6 
0010 9 15 14 







Manual Greedy Graph 
0012 6 5 12 
0013 12 3 2 
0014 1 7 6 
0015 9 15 14 
0016 15 4 6 
0017 12 14 9 
0018 1 1 5 
0019 6 6 12 
0020 5 8 11 
0021 5 5 3 
0022 4 9 5 
0023 8 10 7 
0024 7 6 7 
0025 2 7 4 
0026 3 15 2 
0027 5 8 12 
0028 6 11 9 
0029 13 12 1 
0030 11 13 4 
0031 7 14 3 
0032 9 15 8 
0033 8 15 1 
0034 6 6 12 
0035 10 13 4 
0036 5 11 11 
0037 10 tidak terjadwal 2 
0038 13 tidak terjadwal 8 
0039 12 tidak terjadwal 11 







Manual Greedy Graph 
0041 14 tidak terjadwal 8 
Proximity cost yang dihasilkan oleh algoritma graph colouring 
sebesar 56.5997. Hal ini menunjukkan bahwa hasil penjadwalan 
inisiasi solusi menggunakan algoritma graph colouring lebih 
baik daripada penjadwalan manual dan penjadwalan 
menggunakan algoritma greedy, karena semua mata kuliah 
terjadwal dan tidak ada mata kuliah yang saling bertabrakan, 
meskipun nilai proximity cost lebih tinggi daripada penjadwalan 
manual. Hasil penjadwalan dengan algoritma graph colouring 
dapat dilihat pada tabel 6.5. Tabel tersebut menggambarkan 
penjadwalan mata kuliah di setiap sesi dan hari. Angka dalam 
tabel merepresentasikan kode mata kuliah sesuai dengan yang 
ada pada tabel 4.5. 
Tabel 6.5 Hasil Penjadwalan Ujian Menggunakan Graph Colouring 
 
6.5. Hasil Uji Coba Algoritma Great Deluge  
Algoritma great deluge digunakan untuk melakukan optimasi 
pada jadwal yang telah di inisiasi sebelumnya. Beberapa 
parameter yang diperlukan dalam menjalankan algoritma great 
deluge dapat dilihat pada gambar 6.5. 
Tabel 6.6 Parameter great deluge 
Level Proximity initial solution 
Iterasi 1000 - 1000000 





LLH Random move dan random swap 
Nilai parameter level diiniasi sama dengan nilai proximity cost  
jadwal awal. Jumlah iterasi, nilai D dan low level heuristic 
mengacu pada penelitian[1]. Uji coba dilakukan sebanyak 
sebelas kali dikarenakan algoritma great deluge merupakan 
algoritma yang bersifat skokastik sehingga tidak dapat 
menghasilkan solusi pasti karena melibatkan probabilitas. 
6.5.1. Skenario Uji Coba 1 : Perubahan Iterasi 
Pada skenario uji coba pertama dilakukan pengubahan jumlah 
iterasi untuk mengetahui apakah jumlah iterasi mempengaruhi 
fungsi tujuan akhir. Dalam penelitian ini penulis melakukan uji 
coba dengan mengubah nilai iterasi menjadi 1000, 10000, 
100000 dan 1000000. Setiap satu nilai iterasi dilakukan uji coba 
sebanyak sebelas kali. Pada skenario uji coba satu 
menggunakan low level heuristic random move dan swap. 
6.5.1.1. Iterasi 1000 
Pada uji coba ini nilai parameter I diubah menjadi 1000 yang 
berarti algoritma melakukan iterasi sebanyak 1000 kali. Uji 






Gambar 6.3 Grafik Proximity Cost Untuk Iterasi 1000 
Grafik hasil uji coba skenario satu dengan nilai iterasi 1000 
dapat dilihat pada gambar 6.3. Dari hasil tersebut didapatkan 
nilai fungsi tujuan sebesar 33.66 sebagai nilai fungsi tujuan 
terbaik dan 35.53 sebagai rata-rata nilai fungsi tujuan uji coba 
ini. 
6.5.1.2. Iterasi 10000 
Pada uji coba ini algoritma melakukan iterasi sebanyak 10000 
kali untuk melihat pengaruhnya terhadap fungsi tujuan serta 
jadwal yang dihasilkan. Hasil proximity cost dengan melakukan 
iterasi 10000 dapat dilihat pada gambar 6.3. 
Dari sebelas kali percobaan didapatkan hasil dengan nilai fungsi 
tujuan terbaik yaitu 30.54 pada percobaan ke-empat sedangkan 
untuk rata-rat uji coba ini yaitu sebesar 31.81. Nilai fungsi 
tujuan yang didapat pada percobaan ini lebih baik dibandingkan 





































Gambar 6.4 Grafik Proximity Cost Untuk Iterasi 10000 
6.5.1.3. Iterasi 100000 
Pada uji coba ini nilai parameter I diubah menjadi 100000 untuk 
melihat pengaruhnya terhadap fungsi tujuan serta jadwal yang 
dihasilkan. 
 
Gambar 6.5  Grafik Proximity Cost Untuk Iterasi 100000 
Hasil yang didapatkan pada percobaan ini yaitu 29.80 sebagai 
nilai proximity cost yang paling rendah dan rata-rata nilai fungsi 




























































menunjukkan bahwa uji coba algoritma dengan iterasi 100000 
lebih baik dibanding dengan iterasi 1000 dan 10000. 
6.5.1.4. Iterasi 1000000 
Pada uji coba ini algoritma melakukan iterasi sebanyak 
1000000 kali dengan dilakukan sebelas kali percobaan untuk 
melihat pengaruhnya terhadap fungsi tujuan serta jadwal yang 
dihasilkan. 
 
Gambar 6.6 Grafik Proximity Cost Untuk Iterasi 1000000 
Dari hasil tersebut didapatkan nilai fungsi tujuan sebesar 29.41 
sebagai nilai proximity cost terbaik dan 29.84 sebagai rata-rata 
nilai fungsi tujuan uji coba ini. Rata-rata tersebut menunjukkan 
bahwa iterasi 1000000 lebih baik dibandingkan dengan iterasi-
iterasi sebelumnya. 
6.5.1.5. Perbandingan Hasil Uji Coba Skenario 1 
Hasil uji coba skenario 1 dengan melakukan pengubahan 
jumlah iterasi 1000, 10000, 100000 dan 1000000 dapat dilihat 




































Tabel 6.7 Perbandingan Hasil Uji Coba Skenario 1 
Uji 
Coba 
1000 10000 100000 1000000 
1 34.84 32.16 31.32 29.47 
2 33.66 32.14 31.64 29.50 
3 34.52 31.93 30.84 29.97 
4 38.68 31.93 29.80 30.48 
5 38.95 32.14 30.38 29.92 
6 34.90 32.22 29.94 29.84 
7 35.73 30.54 30.57 29.53 
8 34.66 31.73 31.23 29.90 
9 34.85 32.29 30.31 30.37 
10 35.76 30.82 30.31 29.41 
11 34.25 31.95 30.87 29.84 
MAX 38.95 32.29 31.64 30.48 
MIN 33.66 30.54 29.80 29.41 
AVE 35.53 31.81 30.66 29.84 
Dari hasil percobaan skenario 1 didapatkan bahwa iterasi 
dengan jumlah 1000000 menghasilkan nilai rata-rata yang 
paling baik. Proximity cost dengan nilai 29.41 merupakan nilai 
proximity cost terbaik dari 44 kali percobaan uji skenario 1. 
Dapat disimpulkan bahwa jumlah iterasi didalam algoritma 
great deluge mempengaruhi nilai fungsi tujuan akhir, semakin 





banyak jumlah iterasi maka hasil yang didapatkan juga semakin 
baik. Pada gambar 6.5 menunjukkan bahwa jumlah iterasi pada 
algoritma great deluge dapat mempengaruhi nilai fungsi tujuan 
akhir 
 
Gambar 6.8 Grafik Perbandingan Hasil Uji Coba Skenario 1 
Hasil jadwal dengan fungsi tujuan terbaik dari setiap iterasi 
pada skenario 1 dapat dilihat pada tabel 6.8. 
 







1000 33.664 10 13 10 9 8 15 15 15 15 14 9 12 2 6 14 6 
12 2 12 14 4 5 7 7 11 15 14 9 1 4 3 8 1 12 
4 11 2 8 13 13 8 
10000 30.543 10 13 15 9 2 9 15 10 15 14 13 12 9 10 14 
6 1 15 12 11 13 5 7 9 5 1 9 14 1 4 3 8 4 12 
15 11 2 8 11 7 8 
100000 29.798 10 14 11 9 8 9 11 15 2 7 13 12 9 10 7 6 14 
6 12 15 4 5 15 10 1 15 10 7 1 4 3 8 9 12 2 























1000000 29.41 3 10 10 7 13 14 14 15 12 13 7 4 14 3 13 
12 8 11 4 6 1 5 15 5 2 15 14 7 9 11 1 13 4 
4 15 2 6 8 2 10 3 
6.5.2. Skenario Uji Coba 2 : Pemilihan Low Level 
Heuristic 
Pada penelitian ini implementasi algoritma great deluge 
menggunakan 2 metode low level heuristic yaitu metode move 
dengan cara mengubah slot waktu suatu mata kuliah ke timeslot 
lain secara acak dan metode swap dengan cara memilih dua 
mata kuliah secara acak lalu menukar slot mata kuliah tersebut. 
Skenario uji coba 2 dilakukan dengan mengubah pemilihan 
metode low level heuristic yaitu metode move saja, metode 
swap saja dan random yaitu menggabungkan metode move dan 
metode swap. Dalam percobaan ini dilakukan uji coba sebanyak 
masing-masing 11 kali. 
6.5.2.1. Low Level Heuristic : Move 
Pada uji coba ini jadwal dioptimasi dengan menggunakan 
metode move saja. Percobaan dilakukan sebanyak 11 kali 






Gambar 6.9 Grafik Proximity Cost LLH Move 
Dari 11 kali hasil percobaan didapatkan nilai proximity cost 
sebesar 30.55 sebagai nilai fungsi tujuan terbaik. Sedangkan 
rata-rata terbaik dalam menggunakan low level heuristic move 
yaitu 31.20. 
6.5.2.2. Low Level Heuristic : Swap 
Pada uji coba ini jadwal dioptimasi dengan menggunakan 
metode swap saja. Percobaa dilakukan sebanyak 11 kali dengan 
jumlah iterasi 10000. Dari hasil uji coba didapatkan bahwa 
tidak ada perubahan nilai proximity cost karena jadwal yang di 
optimasi dengan metode swap tidak berubah. Sehingga jadwal 







































Gambar 6.10 Grafik Proximity Cost LLH Swap 
6.5.2.3. Low Level Heuristic : Move dan Swap  
Pada uji coba ini jadwal dioptimasi dengan menggunakan 
metode move saja. Percobaa dilakukan sebanyak 11 kali dengan 
jumlah iterasi yang berbeda-beda.  
 
Gambar 6.11 Grafik Proximity Cost LLH Move dan Swap 
Dari hasil uji coba menggunakan gabungan metode move dan 
swap didapatkan nilai fungsi tujuan terbaik dengan proximity 

















































cost sebesar 30.54. Sedangkan rata-rata terbaik dalam 
melakukan optimasi jadwal yaitu sebesar 31.80 
6.5.2.4. Perbandingan hasil Uji Coba Skenario 2 
Iterasi yang digunakan dalam membandingkan uji skenario 2 
yaitu menggunakan iterasi 10000 dan masing-masing dilakukan 
percobaan sebanyak 11 kali. 
Tabel 6.9 perbandingan hasil percobaan skenario 2 
Percobaan Move Swap Random 
1 30.65 56.60 32.16 
2 30.64 56.60 32.14 
3 30.85 56.60 31.93 
4 31.13 56.60 31.93 
5 31.62 56.60 32.14 
6 30.83 56.60 32.22 
7 30.55 56.60 30.54 
8 31.06 56.60 31.73 
9 31.43 56.60 32.29 
10 31.03 56.60 30.82 
11 33.47 56.60 31.95 
MAX 33.47 56.60 32.29 
MIN 30.55 56.60 30.54 
AVE 31.20 56.60 31.81 
 
Dari hasil percobaan yang telah dilakukan menunjukkan bahwa 
metode move menghasilkan fungsi tujuan yang lebih baik 
dibanding dengan metode swap dan random. Pada gambar 6.11 
menunjukkan bahwa metode random lebih stabil dibanding 






Gambar 6.12 Grafik Box Plot Skenario 2 
Perbandingan proximity cost pada skenario 2 dapat dilihat pada 
gambar grafik berikut. 
 
Gambar 6.13 Grafik Perbanidngan Hasil Uji Coba Skenario 2 
6.5.3. Skenario Uji Coba 3 : Perubahan Waktu 
Pada skenario uji coba ketiga dilakukan pengoptimasian dengan 
mengubah waktu ekseskusi. Pada pengujian ini algoritma akan 
























coba skenario 3 merupakan hasil yang didapatkan pada saat 
akhir waktu yang telah ditentukan.  
6.5.3.1. Perubahan waktu 1 menit 
Pada uji coba ini jadwal dioptimasi dengan menggunakan 
waktu eksekusi program selam 1 menit. Percobaan dilakukan 
sebanyak 11 kali. 
 
Gambar 6.14 Grafik Proximity Cost Dengan Waktu Eksekusi 1 Menit 
Dari 11 kali hasil percobaan didapatkan nilai proximity cost 
sebesar 30.36 sebagai nilai fungsi tujuan terbaik. Sedangkan 
rata-rata terbaik fungsi tujuan akhirs dengan waktu eksekusi 1 
menit sebesar 32.20.  
6.5.3.2. Perubahan waktu 5 menit 
Pada uji coba ini dilakukan optimasi jadwal dengan 
menggunakan waktu eksekusi selama 5 menit. Percobaan 




































Gambar 6.15 Grafik Proximity Cost Dengan Waktu Eksekusi 5 Menit 
Dari hasil uji coba menjalankan algoritma great deluge 
menggunakan waktu eksekusi 5 menit menghasilkan nilai 
fungsi tujuan terbaik dengan proximity cost sebesar 29.33. 
Sedangkan rata-rata terbaik dalam melakukan optimasi jadwal 
ujian  yaitu sebesar 30.45.  
6.5.3.3. Perubahan waktu 10 menit 
Dalam percobaan ini dilakukan uji coba sebanyak 11 kali 
dengan waktu eksekusi selama 10 menit. Nilai rata-rata  
proximity yang didapatkan dari hasil percobaan dengan waktu 
eksekusi selama 10 menit yaitu 30.26. Dari rata-rata tersebut 
menunjukkan bahwa iterasi dengan waktu eksekusi 10 menit 
lebih baik dibanding dengan waktu eksekusi 1 menit dan 5 






































Gambar 6.16 Grafik Proximity Cost Dengan Waktu Eksekusi 10 Menit 
6.5.3.4. Perbandingan Hasil Uji Coba Skenario 3 
Dari beberapa hasil percobaan dengan perubahan waktu 
eksekusi 5 menit, 10 menit, dan 30 menit. Masing-masing 
dilakukan percobaan sebanyak 11 kali. 
Tabel 6.10 Perbandingan Hasil Percobaan Skenario 3 
Percobaan 1 mnt 5 mnt 10 mnt 
1 33.73 34.81 29.82 
2 30.36 29.64 30.14 
3 31.51 30.26 30.43 
4 31.43 29.94 30.89 
5 32.76 29.23 29.95 
6 31.51 30.68 30.07 
7 31.08 29.71 30.05 
8 34.94 29.74 30.20 
9 31.40 30.89 30.39 
10 33.98 29.97 30.63 
11 31.49 30.13 30.36 
MAX 34.94 34.81 30.89 
MIN 30.36 29.23 29.82 




































Pada percobaan diatas dapat dilihat bahwa semakin lama waktu 
eksekusi program maka semakin baik pula nilai fungsi tujuan 
akhir yang dihasilkan serta data yang dihasilkan lebih stabil. 
 
Gambar 6.17 Grafik Box Plot Skenario 3 
Perbandingan proximity cost pada skenario 2 dapat dilihat pada 
gambar grafik berikut. 
 

























6.5.4. Pembahasan Hasil Skenario Uji Coba 
1. Pemilihan jumlah iterasi pada pengoptimasian jadwal 
dengan menggunakan algoritma great deluge memiliki 
pengaruh terhadap nilai fungsi tujuan akhir, semakin 
banyak jumlah iterasi maka hasil fungsi tujuan akhir yang 
didapatkan semakin baik. 
2. Pemilihan low level heuristic memiliki pengaruh dalam 
melakukan optimasi jadwal. Dari uji coba yang dilakukan 
method move lebih baik dibandingkan dengan method 
swap dan random move dan swap. 
3. Pemilihan waktu eksekusi program dijalankan pada 
optimasi great deluge dapat mempengaruhi hasil nilai 
fungsi tujuan, semakin lama waktu eksekusi semakin 
baik nilai fungsi tujuan yang dihasilkan. 
6.6. Perbandingan dengan Algoritma Lain 
Pada uji coba ini algoritma great deluge akan dibandingkan 
dengan algoritma optimasi lain yaitu hill climbing dan 
simulated annealing. Percobaan dilakukan sebanyak 11 kali 
dengan jumlah iterasi sebanyak 1000000 iterasi. Uji coba ini 
dilakukan untuk menentukan perbandingan kinerja algoritma 
dalam menentukan solusi terbaik dalam jumlah iterasi tertentu. 








1 32.27 31.49 29.47 
2 35.99 33.94 29.50 
3 33.53 33.65 29.97 
4 37.98 34.46 30.48 
5 34.50 37.15 29.92 
6 34.54 37.04 29.84 
7 37.69 33.25 29.53 
8 40.84 39.59 29.90 
9 37.09 36.33 30.37 





11 34.82 35.07 29.84 
MAX 40.84 39.59 30.48 
MIN 32.27 31.49 29.41 
AVE 35.84 35.18 29.84 
 
Dari hasil percobaan diatas dapat disimpulkan bahwa algoritma 
great deluge memiliki nilai fungsi tujuan akhir terbaik diband 
ingkan dengan algoritma optimasi lainnya. Sedangkan 
algoritma simulated annealing lebih baik dibanding dengan 
algoritma hill climbing. Pada gambar 6.13 grafik blox pot 
menunjukkan bahwa algoritma great deluge memiliki 
penyebaran data yang kecil dan lebih stabil dibanding dengan 
algoritma lainnya. Hasil penjadwalan ujian menggunakan 
algoritma great deluge dapat dilihat pada Lampiran C dan 
lampiran E. 
 
Gambar 6.19 Grafik Box Plot Perbandingan Algoritma Optimasi 
Perbandingan proximity cost yang dihasilkan pada setiap 






Gambar 6.20 Grafik Perbandingan Algoritma Optimasi 
6.7. Penjadwalan Ujian Departemen Sistem Informasi 
Data masukan yang digunakan untuk menjadwalkan ujian pada 
Departemen Sistem Informasi didapakan dari penelitian [1]. 
Didalam tugas akhir ini dilakukan uji coba penjadwalan ujian 
pada Departemen Sistem Informasi menggunakan algoritma 
great deluge yang akan dibandingkan dengan algoritma pada 
penelitian sebelumnya [1] yaitu algoritma simulated annealing. 
6.7.1. Algoritma Great Deluge 
Dalam percobaan ini, penjadwalan ujian pada Departemen 
Sistem Informasi dilakukan percobaan sebanyak lima kali dan 
setiap percobaan dilakukan iterasi sebanyak 1000000 kali 
























Gambar 6.21 Grafik Proximity Cost Algoritma Great Deluge Pada 
Departemen Sistem Informasi 
Dari gambar diatas menunjukkan bahwa proximity cost terbaik 
pada percobaan ini yaitu 35.42 dengan rata-rata nilai proximity 
cost sebesar 38.87. 
6.7.2. Algoritma Simulated Annealing  
Uji Coba yang dilakukan dalam penjadwalan ujian dengan 
menggunakan algoritma simulated annealing dilakukan 

































Gambar 6.22 Grafik Proximity Cost Algoritma Simulated Annealing 
Pada Departemen Sistem Informasi 
 
Dari hasil percobaan penjadwalan ujian menggunakan 
algoritma simulated annealing pada Departemen Sistem 
Informasi didapatkan hasil nilai proximity terbaik yaitu 35.42 
dengan rata-rata nilai proximity sebesar 51.66. Hal ini 
menunjukkan bahwa penjadwalan ujian dengan algoritma 
simulated annealing pada Departemen Sistem Informasi tidak 
lebih baik dibandingkan dengan penjadwalan mengguanakan 
algoritma great deluge. 
6.7.3. Perbandingan Algoritma Great Deluge dan 
Simulated Annealing 
Hasil perbandingan percobaan penjadwalan ujian 
menggunakan algoritma great deluge dan algoritma simulated 
annealing dapat dilihat pada tabel berikut. 











































2 36.07 49.49 
3 37.52 53.26 
4 38.24 53.68 
5 37.08 48.67 
MAX 38.24 53.68 
MIN 35.42 48.67 
AVG 36.87 51.66 
Dari hasil percobaan diatas dapat disimpulkan bahwa algoritma 
great deluge memliki nilai fungsi tujuan akhir terbaik dibanding 
dengan algoritma simulated annealing yaitu dengan nilai rata-
rata proximity cost sebesar 36.87 dan menghasilkan nilai 
proximity terbaik sebesar 35.42. Perbandingan proximity cost 
yang dihasilkan pada setiap algoritma optimasi dapat dilihat 
pada gambar grafik berikut. 
 
Gambar 6.23 Grafik Perbandingan Proximity Algoritma Great Deluge 

























Pada gambar 6.24 menunjukkan hasil box plot dari 
perbandingan hasil dari optimasi penjadwalan ujian  
menggunakan algoritma great deluge dan simulated annealing. 
 
 
Gambar 6.24 Grafik Box Plot Perbandingan Algoritma Great Deluge 
dan Simulated Annealing 
6.8. Penjadwalan Ruang Ujian 
Pada tugas akhir ini penjadwalan ruang ujian di asumsikan 
bahwa semua mata kuliah yang di ujikan memiliki durasi waktu 
yang sama. Dua mata kuliah atau lebih dapat dijadwalkan dalam 
satu ruang ujian apabila kapasitas ruang ujian masih 
mencukupi. 
6.8.1. Penjadwalan Ruang Ujian Hasil Initial Solution 
Penjadwalan ruang ujian hasil dari initial solution dapat dilihat 
pada tabel 6.14, untuk potongan tampilan di aplikasi dapat 
dilihat pada tabel 6.13. Tabel tersebut menggambarkan 
penjadwalan mata kuliah di setiap sesi dan ruang ujian. Angka 
dalam tabel merepresentasikan kode mata kuliah sesuai dengan 
yang ada pada tabel 4.5. Untuk hasil penjadwalan waktu dan 
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6.8.2. Penjadwalan Ruang Ujian Hasil Algoritma 
Great Deluge 
Penjadwalan ruang ujian hasil dari optimasi algoritma great 
deluge dengan nilai proximity yang paling baik yatiu 29.41 
dapat dilihat pada tabel 6.16, untuk potongan tampilan di 
aplikasi dapat dilihat pada tabel 6.15 . Tabel tersebut 
menggambarkan penjadwalan mata kuliah di setiap sesi dan 
ruang ujian. Angka dalam tabel merepresentasikan kode mata 
kuliah sesuai dengan yang ada pada tabel 4.5. Untuk hasil 
penjadwalan waktu dan ruang ujian initial solution dapat dilihat 





Tabel 6.15 Potongan Tampilan Hasil Penjadwalan Ruang Pada Jadwal 
Hasil Optimasi Great Deluge 
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 BAB VII 
SARAN DAN KESIMPULAN 
7.1. Kesimpulan 
Berdasarkan hasil penelitian yang telah dilakukan, maka dapa 
disimpulkan bahwa : 
1. Algoritma graph colouring - great deluge dapat 
digunakan untuk membuat jadwal ujian yang lebih 
optimal di Departemen Teknik Industri, Institut 
Teknologi Sepuluh Nopember dengan menggunakan 
15 slot waktu ujian. 
2. Dari perbandingan uji coba yang telah dilakukan 
diketahui bahwa algoritma great deluge dengan 
proximity cost rata-rata 29.41 lebih baik dibanding 
dengan penjadwalan manual, algoritma hill climbing 
dan algoritma simulated annealing dengan nilai 
proximity cost berturut-turut 51.15, 35.18 dan 35.84. 
3. Optimasi penjadwalan waktu dan ruang ujian otomatis 
menggunakan algoritma graph colouring - great deluge 
memudahkan dalam melakukan perubahan jadwal. 
 
7.2. Saran 
Saran yang diberikan berdasarkan hasil pengerjaan tugas akhir 
untuk penelitian selanjutnya antara lain : 
1. Pada pengerjaan tugas akhir ini, dalam implementasi 
algoritma graph colouring hanya menggunakan satu 
pendekatan saja, yaitu Largest Degree. Sehingga pada 
penelitian selanjutnya diharapkan dapat menggunakan 
pendekatan pengurutan yang lain yaitu Largest 
weighted degree, Largest enrollment dan Saturation 
degree. 
2. Penelitian selanjutnya dapat menggunakan soft 





yang memiliki durasi waktu ujian yang berbeda dapat 
dijadwalkan pada ruang yang berbeda. 
3. Pada pemilihan low level heuristic bisa ditambahkan 
dengan metode lain seperti metode random move two 
atau kempe chain, untuk mengetahui pengaruh kinerja 
algoritma serta hasil akhir nilai fungsi tujuan. 
4. Membuat visualisai jadwal setiap mahasiswa, sehingga 
memudahkan mahasiswa dalam melihat jadwal ujian. 
5. Menambahkan fitur download agar jadwal ujian yang 
dihasilkan dapat disimpan dalam bentuk pdf untuk  
kemudian dapat dicetak. 
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Agen IE - 102 
10.30-
12.30 
Data Mining IE - 101 
Ergo Safety IE - 101 
Ergo Safety IE - 102 
Manajemen Pengetahuan IE - 102 
Perancangan dan 
Pengembangan Produk IE - 102 
Perancangan dan 
Pengembangan Produk IE - 103 
Perancangan dan 
Pengembangan Produk IE - 104 
Perancangan dan 
Pengembangan Produk IE - 105 
13.30-
15.30 
Ergonomi Industri IE - 101 
Ergonomi Industri IE - 102 
Ergonomi Industri IE - 103 





Hari Jam Mata Kuliah Ruang 
Ergonomi Industri IE - 105 
Penelitian Operasional II IE - 105 
Penelitian Operasional II IE - 106 
Penelitian Operasional II IE - 108 
Penelitian Operasional II IE - 109 
Pengetahuan Bahan Teknik IE - 109 
Pengetahuan Bahan Teknik 
Auditorium 
Sinarmas 





























LAMPIRAN E : Visualisasi Hasil Optimasi Jadwal UAS 
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