The bulk formulae (BF) commonly used to estimate the net longwave radiation at the ocean surface (LWT •) often give dissimilar results for given surface parameters. Because the differences are climatologically significant amounts of energy, it is important to understand the sources of these differences. We present an evaluation of the most widely used BF, in terms of the assumptions made in each, the climatic 
INTRODUCTION
The net radiation budget at the ocean surface, i.e., the differ- In order to attain the desired'_+ 10 W/m 2 accuracy in the net surface heat budget, it is important to know and to understand the uncertainties in the individual components that make up the surface heat budget. Gautier et al. [1980] have described a technique for deducing the net solar radiation at the surface from satellite measurements. Preliminary results from their method have led to claims that, with adequate calibration data sets, it may be possible to determine the monthly mean solar flux to within +_ 10 W/m 2. However, there is no similar or comparable technique of estimating the net IR flux at the surface. It seems that meteorologists and oceanographers will continue to rely on bulk formulae to estimate the net IR flux for some time to come.
In this paper we present a systematic evaluation of the bulk formulae used to determine the net IR flux at the ocean surface, based on comparison of their results with IR fluxes computed from the full radiative transfer equation (RTE) and zonally averaged atmospheric data. We emphasize the sensitivity of the net IR radiation to variations in the atmospheric column above the surface. We do not assert that the IR fluxes obtained from the radiative transfer calculations are "truth" or that the bulk formulae results which differ from the radiative calculations results are incorrect. However, we believe that the RTE solutions accurately reflect the changes in radiative fluxes that result from perturbations of the input variables, and we feel it is proper to prefer those bulk formulae that reproduce the trends of the changes over those which do not. Section 2 summarizes the bulk formulae we have chosen for investigation. We provide a brief review of the physics of the radiative transfer equation in section 3 and the method used in the investigation in section 4. Section 5 presents our clear sky IR results, and sections 6 and 7 present our results concerning the effects of cloudiness and inversion on net IR flux at the ocean surface. We conclude in section 8 with a discussion of these results and a summary of their implications for data requirements for improved estimates of the ocean net IR flux.
BULK FORMULAE
The net IR flux at the surface (LWT{) is the difference between the upward IR radiation (LWD emitted by the surface and the downward IR radiation (LW$) from the atmosphere' LWI,=LWI-LW, The upward flux can be adequately given by saTs 4, where s is the emissivity of the surface, a is the Stefan-Boltzmann constant, and Ts. is the temperature of the emitting surface. The physics is simply blackbody radiation, but there can be significant differences between Ts. and the sea surface temperature T s measured by a bucket or intake temperature (see, e.g., Miyakoda and Rosati [1982] ). Furthermore, estimates of • vary from 0.93 to 1.0 (see, e.g., Anderson [1952] ). The calculation of the downflux is much more complicated, as will become clear in our discussion of the RTE (section 3). However, all the bulk 80øN 70øN 60øN 50øN 40øN 30øN 20øN 10øN 5øN formulae assume that the clear sky downflux, and hence the net IR flux, can be determined from some combination of T•, To (the near-surface air temperature), and ea (the near-surface water vapor pressure).
When T• = T• = T, the bulk formulae for clear sky conditions generally assume the form LWT• = Io(T) = gat ½f(%) 
A similar correction term was added to the Brunt formula to yield the formula used by Clark and to the Efimova formula to yield the formula used by Bunker. CORR(T) is strictly Similarly, different formulae may be applied to the same set of observations with comparable success. Anderson fitted four bulk formulae, among them a Brunt-type and an Efimovatype formula, to his observations of LWT• made at Lake Hefner, Oklahoma. He found, for the atmospheric conditions at Lake Hefner (3 mbar < e• < 30 mbar), that the differences in LWT• estimated from the resultant formulae were small, in fact, smaller than the scatter of the observations. Anderson chose an Efimova-type straight line fit because of its simplicity.
•a(T• '• -T•'•) and is approximated either as CORR(T•) -4eaT• •(T• -T•)
•.' Clearly, because the bulk formulae are obtained by statistical fitting of a large number of observations, individual observations will often not fall on the regression line. Departures can be substantial ['e.g., Anderson, 1952] Budyko [1974] to conclude that the formulae may be useful for estimates of large-area, long-term means but are probably not suitable for comparison with specific measurements of short duration (a few days) at a given site. Anderson [1952] has also emphasized this same point, based simply on the data scatter about his parameterization curve.
RADIATIVE TRANSFER CALCULATIONS
The radiative transfer equation (RTE) states that the energy radiated by a parcel of material in a particular frequency interval and particular direction (denoted by an increment of solid angle around the direction) is the sum of the energy transmitted through the parcel and the energy emitted from within the parcel, in that frequency interval and direction. The total radiation is obtained by integrating over all solid angles and frequencies. The physics of radiative transfer is well understood conceptually, and the radiative properties of most of the constituents of the atmosphere are well known. However, the radiative calculations become extremely involved when, as in the atmosphere, many constituents are present and the radiative properties of the atmosphere vary in space and time. Approximations must be made to simplify the calculations if •;he radiative solution is to be obtained efficiently and repeatedly for changing conditions, as it must be in atmospheric circulation and climate models. The reader is referred to Tiwari [1978] for an excellent critical review of the different line and band models for infrared absorption. The RTE calculation procedure described here was developed for use in the three-dimensional global climate model at the Goddard Institute for Space Studies [Hansen et al., 1983] .
The calculations evaluate the effects of changes in atmospheric temperature, humidity, cloud, aerosol distribution, and chemical composition. Longwave radiation calculations include all the major absorption bands of CO2, HaO, and 03 as well as the weaker bands of COa, NaO, and CH,•. The continuum absorption by water vapor, including the self-broadening dimer "e-type" absorption, is also evaluated. It is difficult to obtain the information necessary to compare our RTE solution directly with atmospheric radiation observations because the atmospheric column is seldom adequately sampled at a time when direct radiation measurements are being made. 
where/z = cos 0. The first terms on the right-hand side of (6) and (7) are the transmitted IR irradiances given by Lambert's law [Liou, 1980] , and the second terms are the IR irradiances emitted in the layer:
• • 600
•.. 800 "'.. In the cloudy sky calculations, cloud optical thicknesses re,, are specified for layers in which clouds are assumed to be present. We take the size of water droplets to be 10 #m and that of ice particles to be 25 #m. The specified %.n is taken to be the optical thickness in the visible spectrum, at 0.55 #m.
The optical thicknesses at other wavelengths (or frequencies)
are obtained from Mie scattering cross sections relative to that at 0.55 #m. These "cloudy" absorption coefficients are then 
METHOD
The lack of global observations of net IR radiation at the surface contemporaneous with observations of vertical profiles of temperature, humidity, and cloud radiative properties prevents us from a direct investigation of the sensitivity of LWT• and evaluation of the bulk formulae. The radiative transfer model, in which atmospheric structure and composition can be independently specified, provides us with an alternate means to carry out our investigation.
We evaluate the net IR radiation at the ocean surface as determined by the radiative transfer equations (section 3) and by the bulk formulae listed in Table la Units are in watts per square meter. where ps(= 1000 mbar) is the surface pressure and 7 (=0.622) is the ratio of molecular weight of water to the molecular weight of dry air. Similarly, when the atmospheric column is hot or wet, the increased downflux results in a reduced LWT$. The reverse is true when the conditions are cold or dry. Given these two standard deviation perturbation profiles, Table 2 Table 3 shows ALW for the eight bulk formulae listed in Table la (Tables 6 and 7 To isolate the effect of clouds on the instantaneous LWT$, we assume that the temperature and humidity profiles in the atmosphere are the same as those used in the clear sky investigation. In this way, we do not address the issue of cloud feedback on the atmospheric structure and consequently on L WTi. Rather, we focus on what L WT$ might be when a cloud is present in the atmospheric column in which the temperature and humidity profiles are known.
CLEAR SKY RESULTS

RTE Results for Clear Sky
RTE Results for Mean Cloudy Sky Conditions
In this section we use the RTE to investigate the sensitivity of the net longwave radiation at the surface to a hypothetical cloud of given optical thickness occupying one layer in the model (between consecutive symbols in Figures 4-6) . Not all the 10 cloud forms can be modeled as a one-layer cloud. The towering cumulonimbus, for example, extends from the condensation level near the surface to the tropopause. However, deep clouds are generally optically black, and their effect on LW•$ at the surface may be closely given by an optically thick one-layer cloud with the same cloud base conditions. • 400-- In the coming years we shall rely on satellite-derived observations for information about the atmosphere and the oceans. Our results illustrate the levels of accuracy required of satellite-derived observations of temperature, specific humidity, and cloud properties in the atmosphere to attain a specified accuracy in LWt$. In order to obtain accuracy of q-10 W/m 2 in the net longwave radiation at the ocean surface, our results (cf. Figure 5) indicate that the minimum accuracy requirements are q-2 K for temperature observations and q-1 g/kg for specific humidity observations at each pressure level, but especially below 500 mbar.
The increasing sophistication of satellite retrieval techniques has made the accuracy requirements for temperature nearly attainable. For water vapor the situation is more difficult. It is generally claimed (see, e.g., Staelin et al. [1976] ) that the total water vapor amount in the atmospheric column, i.e., the precipitable water, can be measured to within q-1 g/cm 2. Our results show that this level of accuracy is not adequate. Es-pecially in the presence of typical low or middle clouds, it is essential to have the distribution, in particular between the surface and cloud base, of specific humidity known to + 1 g/kg in order to obtain LW]'$ to + 10 W/m e.
Our calculations show that uncertainties in LW]'• due to lack of knowledge about cloud properties is larger than that due to expected uncertainties in temperature or humidity. We need information not only about the fraction of cloud cover, but also about the cloud optical thickness and vertical distribution. The International Satellite Cloud Climatology Project (ISCCP) [Schiffer and Rossow, 1983 ] is now under way to document the global distribution and variation of cloud radiative properties. This data set, when completed, will give us vital information to study the radiative balance at the ocean 
