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SUMMARY
The key kinematic earthquake source parameters: rupture velocity, duration and area, shed
light on earthquake dynamics, provide direct constraints on stress drop, and have implications
for seismic hazard. However, for moderate and small earthquakes, these parameters are usually
poorly constrained due to limitations of the standard analysis methods. Numerical experiments
by Kaneko and Shearer demonstrated that standard spectral fitting techniques can lead to
roughly one order of magnitude variation in stress-drop estimates that do not reflect the
actual rupture properties even for simple crack models. We utilize these models to explore an
alternative approach where we estimate the rupture area directly. For the suite of models, the
area averaged static stress drop is nearly constant for models with the same underlying friction
law, yet corner-frequency-based stress-drop estimates vary by a factor of 5–10 even for noise-
free data. Alternatively, we simulated inversions for the rupture area as parametrized by the
second moments of the slip distribution. A natural estimate for the rupture area derived from
the second moments is A = πLcWc, where Lc and Wc are the characteristic rupture length and
width. This definition yields estimates of stress drop that vary by only 10 per cent between the
models but are slightly larger than the true area averaged values. We simulate inversions for the
second moments for the various models and find that the area can be estimated well when there
are at least 15 available measurements of apparent duration at a variety of take-off angles. The
improvement compared to azimuthally averaged corner-frequency-based approaches results
from the second moments accounting for directivity and removing the assumption of a circular
rupture area, both of which bias the standard approach. We also develop a new method that
determines the minimum and maximum values of rupture area that are consistent with a
particular data set at the 95 per cent confidence level. For the Kaneko and Shearer models
with 20+ randomly distributed observations and ∼ 10 per cent noise levels, we find that the
maximum and minimum bounds on rupture area typically vary by a factor of two and that the
minimum stress drop is often more tightly constrained than the maximum.
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1 INTRODUCTION
Since the pioneering work of Brune (1970) and Madariaga (1976),
seismologists have attempted to map the observable effects of source
finiteness for small earthquakes into information about the rupture
area and then onto an estimate of the static stress change averaged
over the rupture surface (Abercrombie 1995; Ide et al. 2003; Prieto
et al. 2004; Abercrombie & Rice 2005; Shearer et al. 2006; Allmann
& Shearer 2007, 2009; Yamada et al. 2010). Countless studies
have reported estimates of static stress drop, σ , using expressions
derived by Eshelby (1957) for an elliptical crack in a homogeneous
elastic medium of the form:
σ = C(a, b, ν) M0
bS
, (1)
where M0 is seismic moment, S the rupture area and C a constant
of order unity that depends on the shape of the rupture ellipse
with major axis a and minor axis b and the Poisson ratio, ν, of
the medium (see also Keilis-Borok 1957). Eq. (1) is somewhat
daunting when dealing with real data because it relies on knowing
not only the rupture area but also its smallest dimension, in this
case the minor axis b. The Brune and Madariaga models avoided this
difficulty by having a simple circular rupture patch (a= b) resulting
in the straightforward connection to the observable average corner
frequency fc through the usual expressions:
σ = 7
16
M0
a3
, fc = κ β
a
(2)
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where κ is a constant that is specific to a particular dynamic model.
Even if the crack models were an accurate representation of real
earthquakes, the stress-drop estimates derived from real data have
considerable estimation error because the observable quantity, fc
is cubed. Relatively small measurement errors (factor of two) can
yield an order of magnitude uncertainty in stress drop. Boatwright
(1984a,b) demonstrated that much of the scatter in static stress-drop
estimates could be removed for small earthquakes by independently
constraining source geometry rather than by applying the Brune
formulae, but this has rarely been done in practice for earthquakes
smaller than magnitude 6.
We use a suite of 16 dynamic rupture models of simple crack like
ruptures from Kaneko & Shearer (2014, 2015) to explore the limits
of stress-drop resolution from far-field observables. The models are
simple in that they are all crack-like ruptures with uniform initial
stress and friction properties, but they illustrate the effects of basic
geometrical variations on far-field body waves. Some models have
a circular geometry and some are elliptical with a 2:1 aspect ratio.
The rupture velocity, stress drop and epicentre location also vary
(Fig. 1 and Table 1) to provide a range of kinematic realizations
of ruptures with the same length. As a result of the differences in
kinematics, the models have different durations (Fig. 2) and corner
frequencies (Table 1). Table 1 and Fig. 3 show five estimates of
stress drop for each model. Two are calculated directly from the
change in shear traction along the fault in the numerical model
and are known as the area averaged (σ A) and energy averaged
(σ E) stress drops (Noda et al. 2013). They represent the actual
physical stress drop on the fault surface. Table 1 also shows three
ways of estimating stress drop using the far-field body waves. The
corner-frequency-derived stress drop for P and S waves (σ f Pc and
σ f Sc ) uses eq. (2) with fc averaged over the focal sphere for P
and S waves, respectively, and a uniform value of κ as one would
do in a typical observational study. These values of σ fc show the
expected factor of eight scatter (Fig. 3) even with perfectly known
values of fc. In comparison, the estimates derived from the second
moments of the rupture (defined later), σ 2, are tightly clustered
for a given value of the true stress drop. The inherent difficulty
in estimating stress drop even for simple crack models using the
corner-frequency method in part reflects the variation in rupture
duration for the different types of models as well as from the effects
of directivity which do not average simply in all cases. The second
moment estimates account for these features of the rupture and
produce much more consistent estimates regardless of the details of
the rupture. The second moment estimates are slightly higher than
the area averaged estimates because their weighted average nature
characterizes a smaller area than the total rupture area (Fig. 1,
Table 1).
2 THEORY: THE SECOND MOMENTS
REPRESENTATION AND STRESS DROP
The simplest model-free description of an earthquake rupture that
contains information on the width of the slip distribution and hence
on the stress drop is the second moments. There is considerable
background literature on second moments. In general they describe
the overall kinematic properties of a rupture that are well con-
strained by the far-field waveforms. For a more detailed theoreti-
cal background and examples in various settings, see: Backus &
Mulcahy (1976a,b); Backus (1977a,b); Doornbos (1982a,b); Silver
(1983); Gusev & Pavlov (1988); Bukchin (1995); Das & Kostrov
(1997); McGuire et al. (2001); Cle´ve´de´ et al. (2004). They have
also been used to analyse rupture dynamics simulations (Ampuero
& Ben-Zion 2008; Dempsey & Suckale 2016). Here we give a
brief introduction with a focus on the quantification of rupture area
for a generic slip distribution and the relationship between second
moments and the corner frequency of a far-field body wave. For
an earthquake with a constant moment tensor such that the spatial
variations in moment-rate are described by:
M˙(r , t) = Mˆ f˙ (r , t). (3)
The second moments are defined as:
μˆ
(2,0) = ∫ ∫ f˙ (r , t)(r − r 0)(r − r 0)dV dt
μˆ(0,2) = ∫ ∫ f˙ (r , t)(t − t0)(t − t0)dV dt
μˆ
(1,1) = ∫ ∫ f˙ (r , t)(r − r 0)(t − t0)dV dt,
(4)
where f˙ (r , t) is a scalar function that describes the spatial and tem-
poral distribution of moment release (McGuire et al. 2001), and r 0
and t0 denote the centroid location and time (i.e. the first moments),
respectively. The hat denotes that these are central moments taken
about the centroid. The integrals are taken over the entire source
volume and earthquake duration (Backus 1977a,b; McGuire et al.
2001). When f˙ (r , t) is integrated over the volume of the source, it
is known as the moment-rate or source time function (STF) M˙(t).
The second spatial moment μˆ(2,0) , is related to the spatial extent
of the rupture area, the second temporal moment μˆ(0,2) is related to
the duration of rupture, and the mixed moment μˆ(1,1) is related to
rupture propagation.
The characteristic rupture duration τ c, rupture length Lc and
average propagation velocity of the instantaneous spatial centroid v0
are defined following Backus & Mulcahy (1976a), Backus (1977a),
Silver & Jordan (1983), Silver (1983) and McGuire et al. (2001):
xc(nˆ) = 2
√
nˆT μˆ(2,0)nˆ
τc = 2
√
μˆ(0,2)
vc = Lc/τc
v0 = μˆ(1,1)/μˆ(0,2),
(5)
where xc is the spatial extent of the rupture in the direction nˆ and Lc
is the maximum value of xc (i.e. corresponding to the largest eigen-
value of μˆ(2,0) ). Wc corresponds to the second largest eigenvalue,
for example, the rupture width. The second moments can either be
calculated in three spatial dimensions (10 unknowns) or along a 2-D
fault-plane (six unknowns) if the mechanism is known.
In general the characteristic dimensions give an idea of the region
that contributed substantially to moment-release and the relative im-
portance of directivity in the rupture. Fig. 1 shows examples of the
characteristic rupture length and width calculated for three of the
crack models. For each model, we show two ellipses, one with
semimajor/minor axes equal to Lc/2 and Wc/2 and a larger one with
semimajor and minor axes equal to Lc and Wc where the orientation
of the ellipse is determined by the eigenvectors of μˆ2,0. The exact
relationship between Lc, Wc and the total rupture dimension de-
pends on the particular slip distribution as they represent weighted
averages that are sensitive to the details of the distribution. For the
crack models with uniform stress drop, the smaller ellipse captures
the region with highest slip, while the larger ellipse approximates
the total rupture area (Fig. 1). While the three models in Fig. 1 are
characterized by nearly identical stress drops and rupture lengths,
their variability is captured by the differences in rupture width Wc,
duration τ c, and directivity v0 (Table 1).
The fundamental problems in using the corner-frequency method
to estimate stress drop are that it does not estimate Wc and that it
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Figure 1. Examples of the slip (top) and peak slip-rate (bottom) distributions for three of the models in Table 1. The slip colourbar is in metres and the slip-rate
colourbar is in metres per second. Each panel has two white ellipses. The smaller ellipse has semi-major and semi-minor axes corresponding to Lc/2 and Wc/2,
respectively. The outer ellipse has semi-major and semi-minor axes corresponding to Lc and Wc, respectively. The epicentre for the Symmetric Circular models
is in the centre (dark blue slip-rate) while for the Asymmetric Circle and Asymmetric Ellipse models it is on the left-hand edge of the ellipse (dark blue colours
in slip-rate). The white arrows have a length and orientation given by the second moments (e.g. v0τ c defined later).
Table 1. The dynamic models of Kaneko & Shearer (2014, 2015) used in this study. σA, σE, σ f Sc , σ f Pc , σ 2 and σ d denote the area averaged stress
drop, the energy stress drop, the stress-drop estimate using the average S-wave corner frequency (assuming a constant κs = 0.25), the stress-drop estimate using
the average P-wave corner frequency (assuming a constant κp = 0.30), the estimate using the second moments (assuming area = πLcWc), and the prescribed
dynamic stress drop, respectively. The seismic moments are in units of 1015 Nm. The semi-major axes (e.g. half the rupture length) of all models is 600 m and
the semi-minor axis (e.g. half the rupture width) is either 600 m for the circular models or 337 m for the elliptical models. α = √3β = 5.0 km s−1. The second
moment estimates of Lc and Wc are thus slightly smaller than the total dimensions of the rupture. The second moment quantities Lc, Wc, τ c and v0 are defined
in Section 2.
Model M0 Lc Wc v0 τ c f¯ Sc σ f Sc f¯
P
c σ f Pc
σA σE σ 2 σ d
(m) (m) (km s−1) (s) (Hz) (MPa) (Hz) (MPa) (MPa) (MPa) (MPa) (MPa)
AsymCirc0.6 2.3 545 531 1.3 0.30 0.96 2.3 1.01 1.6 4.5 4.5 6.1 4.0
SymCirc0.6 2.4 535 534 0.0 0.16 1.20 4.9 1.44 4.9 4.7 4.8 6.9 4.0
SymCirc0.9 2.5 534 531 0.0 0.13 1.25 5.7 1.83 10.2 4.8 5.0 7.2 4.0
AsymCirc0.9 2.4 545 530 1.6 0.21 1.35 6.9 1.40 4.4 4.5 4.6 6.5 4.0
AsymEll0.7 0.93 545 301 1.8 0.25 0.91 0.8 0.91 0.5 4.4 4.5 6.2 4.0
AsymEll0.9 0.97 545 300 2.2 0.20 1.25 2.2 1.20 1.1 4.6 4.7 6.4 4.0
AsymEll1.3 1.0 537 301 2.7 0.15 1.49 3.9 1.68 3.2 4.7 4.8 6.7 4.0
AsymEll1.6 1.0 536 301 2.9 0.13 1.59 4.8 2.02 5.7 4.8 4.9 7.0 4.0
AsymCircVr06σ2 1.1 543 530 1.3 0.30 0.91 1.0 0.96 0.7 2.3 2.3 3.1 2.0
AsymCircVr06σ8 4.7 553 536 1.3 0.30 1.06 6.4 1.25 6.1 9 9 12.0 8.0
AsymEllVr16σ2 0.5 535 300 2.9 0.13 1.59 2.4 2.02 2.9 2.4 2.5 3.5 2.0
AsymEllVr16σ8 2.1 541 306 2.9 0.13 1.59 10.0 2.02 11.9 9.6 9.8 13.8 8.0
AsymEllVr09σ2 0.48 545 299 2.2 0.20 1.25 1.1 1.20 0.6 2.3 2.3 3.2 2.0
AsymEllVr09σ8 2.0 551 305 2.2 0.20 1.25 4.6 1.20 2.4 9.2 9.3 12.8 8.0
SymCirc0.9σ2 1.2 531 530 0.0 0.13 1.25 2.8 1.83 5.1 2.4 2.5 3.6 2.0
SymCirc0.9σ8 5.1 544 535 0.0 0.13 1.25 11.7 1.83 21.1 9.4 9.8 14.0 8.0
incorrectly maps variations in τ c and v0 into variations in rupture
area (Table 1). The first eight models in Table 1 have the same
underlying friction law and very similar values of σ A (4.5–4.8
MPa). However, even for noise-free data, if one uses the values of fc
averaged over the focal sphere for S waves and the usual formulae
with a constant κ (e.g. eq. 2), the resulting stress drop estimates
range over a factor of eight from 0.8 to 6.9 MPa. In contrast when
the second moment estimates of Lc and Wc for a particular model
are used in the original Eshelby stress drop formulae (e.g. eq.1) with
a rupture area given by:
S = πLcWc, (6)
(e.g. the larger ellipses in Fig. 1), the estimated stress drop (σ 2)
for all seven models varies only from 6.2 to 7.2 MPa. The second
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Figure 2. Potency rate functions for the three models is given in Fig. 1. The
circles denote the centroid time of each model and the bar through each
denotes twice the square root of the variance of the potency rate function
(e.g. τ c defined later) for each model.
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Figure 3. Comparison of stress-drop estimates derived directly from the
dynamic models with those derived from the far-field moment-rate functions.
All models in Table 1 are plotted. The estimates derived from the second
moments are calculated with eq. (1) using S = πLcWc and b = Wc, while
the fcS and fc
P
estimates are calculated using eq. (2) with the S- or P-wave
corner frequency averaged over the entire focal sphere (assuming κs = 0.25
and κp = 0.30) following Kaneko & Shearer (2014, 2015). The blue and
yellow lines give the best fit to the σ 2 and σ f Sc values, respectively.
moment derived estimates are slightly higher than the true area
averaged values because this definition of rupture area is slightly
smaller than the true area (Fig. 1). However, using an approach based
on eqs (1) and (6) would allow an interpretation of stress drop in
terms of crack models without the order of magnitude scatter that is
inherent in the traditional fc approach (e.g. eq. 2). Fig. 3 shows the
effectiveness of the σ 2 approach for all of the models in Table 1,
which include a range of underlying σ A values.
2.1 The relationship between fc and the second moments
Silver (1983) compared the low-frequency amplitude spectrum of
the far-field moment-rate function for both the Brune model and
a Taylor series expansion based on polynomial moments. For the
Brune model, the spectrum is given by:

ˆ(rˆ, f ) = 1
1 +
(
f
fc
)2 . (7)
Silver (1983) and Doornbos (1982a) both showed that a truncated
Taylor expansion around zero frequency leads to the equation for
the amplitude spectrum

ˆ(rˆ, f ) = 1 − 1
2
f 2μ(0,2)(s), (8)
where
μ(0,2)(s) = μˆ(0,2) − 2s · μˆ(1,1) + sT · μˆ(2,0) · s (9)
denotes the second temporal moment of the STF observed with a
particular slowness vector s (see Silver (1983) and McGuire (2004)
for details). Applying a Taylor expansion to the Brune model and
truncating after second order gives an apparent equivalence between
the corner frequency and the apparent duration of the far-field mo-
ment rate function at a particular slowness:
fc =
√
2
1√
μ(0,2)(s)
, (10)
which is eq. (5) of Silver (1983). Eq. (8) implies an equivalence
between measurements of the curvature of the spectrum made in
the frequency domain and the duration of the moment-rate function
made in the time domain. Eq. (8) is essentially a property of any
non-negative function. However, there are multiple approximations
involved in reaching eq. (10) due to the truncation of various Taylor
series, which particularly for the Brune model limits the validity
of (10) to frequencies below the corner frequency. Perhaps more-
importantly (10) does not account for how fc is measured in practice,
which involves fitting a two parameter (fc and n) model to a range
of frequencies that extends well above fc. We find that in practice
for the crack models in Table 1 this approximation is not accurate.
Silver (1983) found that μ(0,2)(s) is more directly related to rupture
area than fc due to the sensitivity of spectral fitting to rapid varia-
tions in moment rate. Fig. 4 shows a direct comparison of the two
sides of eq. (10) for a distribution of locations on the focal sphere
for both P and S waves. While there is a positive correlation, it is
not linear over the whole focal sphere and there is a scale factor of
approximately five that is missing between the two sides of eq. (10).
In fact, there are fundamental differences in the pattern of azimuthal
variations over the focal sphere in fc and μ(0,2)(s) shown in Fig. 5
for one of the unilateral rupture models. There is considerably more
structure in the fc values than in τc(s) = 2
√
μ(0,2)(s). Fig. 5 high-
lights one of the inherent difficulties in the fc approach to stress
drop. An equally important source of error is that the value of fc
determined for a particular data set depends strongly on having full
and uniform coverage of the focal sphere. Hence, the variation in
the estimates of σ seen in Table 1 are a lower bound that can
easily be exceeded with non-ideal sampling of the variations in fc
or simple measurement error of fc.
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Figure 4. A plot of eq. (10) for the P and S waves from the first eight dynamic models in Table 1. Each point represents a different location on the focal sphere.
The colourbar denotes the ratio of the rupture velocity of the model to the shear wave speed.
3 EST IMATING THE SECOND
MOMENTS
A number of algorithms have been developed to estimate the second
moments, and here we follow the approach in McGuire (2004) and
McGuire (2017) that utilizes the variations in the observed far-
field moment rate functions to set up the inverse problem for the
second moments. In general the inverse problem for the second
moments can be posed as a simple linear inversion based on eq. (9).
However, if the station distribution is suboptimal, this could result
in unphysical estimates for the second moments (Das & Kostrov
1997). We enforce the constraint that the source region have non-
negative volume (McGuire et al. 2001) which is accomplished by
enforcing the matrix inequality:
[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0, (11)
where ≥0 indicates that the matrix is required to be positive semi-
definite. Because of this physical constraint, estimating the second
moments is most easily done with convex optimization algorithms
that can enforce matrix inequality constraints (Vandenberghe &
Boyd 1996).
Given a vector of measurements b, consisting of μ(0,2)(s) values
at different stations and phases, that are linearly related to a vector
x containing the six independent elements of the second moments,
eq. (9) becomes Ax = b. Finding the best estimate of the second
moments involves solving the least-squares problem for x subject to
eq. (11). To take advantage of convex optimization techniques, the
problem is stated as a linear objective function and a set of Linear
Matrix Inequalities (LMI) given by:
minimize c
subject to
[
c (Ax − b)T
Ax − b I N
]
≥ 0 ,
and
[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0 ,
and μˆ(0,2) ≤ max(b)
(12)
where I N is the identity matrix with dimension equal to the number
of measurements, N (McGuire 2017). The equivalence between the
linear least-squares problem and the above can be seen by calculat-
ing the eigenvalues of the N + 1 by N + 1 matrix, which are non-
negative when the matrix is positive semi-definite. This restatement
of the problem is known as using Schur complements to represent a
nonlinear constraint as LMI (Vandenberghe & Boyd 1996). The last
equation ensures that the estimate of the second temporal moment
is smaller than the largest measurement of μ(0,2)(s), which should
be true for any data set that contains stations with good azimuthal
coverage.
The LMI system in eq. (12) thus gives the optimal estimate
of Lc and Wc and hence rupture area. Figs 6 and 7 show results
of inversions using this scheme for two of the dynamic rupture
models. In each example, a number of synthetic data sets were
generated by randomly sampling the focal sphere for P and S-wave
measurements of μ(0,2)(s) and adding Gaussian noise proportional
to the true duration of the model rupture (N(0, 0.1τ c)). Figs 6
and 7 show the inversion results as a function of the number of
observations in each synthetic data set. For data sets as small as
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Figure 5. Variations in corner frequency (fc) and apparent duration (τc(s)) over the focal sphere for AsymmEllip1.6. The corner-frequency colourbars are in
Hertz and the apparent duration colourbars are in seconds.
15 observations, there is considerable scatter around the true values
that results from incomplete coverage of the focal sphere. Data sets
with about 30 or more measurements have a very good recovery of
the true values. Of particular interest for the stress-drop problem is
the ability to differentiate the values of Wc and area between Figs 6
and 7. For data sets with N ≥ 30, the Wc estimates in Fig. 7 are
significantly smaller than those in Fig. 6 as one would expect from
the models (Fig. 1). This more accurate representation of rupture
area is what allows the σ 2 estimates to be more accurate than the
σ fc estimates of stress drop.
4 DETERMINING UPPER AND LOWER
BOUNDS ON RUPTURE AREA
To evaluate the uncertainty in rupture area, and hence stress drop,
we use a new approach that seeks to determine the upper and lower
bounds on rupture area that are permissible for a given data set.
Studies using second moments have often used approaches such
Jackknife and Bootstrap techniques to evaluate the uncertainties in
the characteristic rupture quantities (McGuire 2017). For determin-
ing maximum and minimum bounds on rupture area, this is not an
ideal approach because of the trade-offs between the elements of x .
Here we develop a new approach based on χ 2 confidence bounds.
The definition of the χ 2 statistic:
χ 2 =
N∑
i
(bi − bˆi )2
σ 2i
(13)
requires knowledge of the measurement uncertainty σ i. In practice,
say for the Empirical Green’s Function (EGF) approach in McGuire
(2017), this uncertainty is not well known. We use the standard as-
sumption that the misfit to the data set for the optimal estimate of
the second moments corresponds to a reasonable estimate of the
average value of σ = σ i and that it is constant among all measure-
ments. Some observational studies are starting to use multiple EGF
events on the same main shock as a way to estimate the uncertainties
at an individual station. Given this estimate of σ and the number
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Figure 6. Inversion results from synthetic data sets for model AsymmCirc0.9 The solid lines give the true value of each quantity. Each circle represents and
individual inversion result from a synthetic data set of randomly distributed P and S waves with the total number of observations in the data set as the x-axis.
For the Area plot, circles represent the upper bound and x’s represent the lower bound at 95 per cent confidence.
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of degrees of freedom in the estimation problem, we utilize tables
of χ 2 values to specify the misfit that would correspond to a given
confidence level. We then determine the minimum or maximum
rupture area that is consistent with the chosen confidence level.
To determine the maximum rupture area using convex optimiza-
tion, we solve a determinant maximization problem (Vandenberghe
& Boyd 1996)
maximize
∣∣∣μ(2,0) ∣∣∣
subject to
[
σ 2χ 2c (Ax − b)T
Ax − b I N
]
≥ 0
and
[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0 ,
and μˆ(0,2) ≤ max(b)
(14)
where χ 2c denotes the value of χ
2 for a particular confidence level
c. Solving (14) provides a upper bound on rupture area and hence
a lower bound on stress drop. The problem specified by eq. (14)
is convex and hence can be solved by a variety of algorithms. Un-
fortunately, the opposite problem, namely to minimize LcWc is not
convex and hence is not a tractable approach to determining an up-
per bound on σ . This is also true for simply trying to minimizeWc.
However, there are a number of related problems which are convex
and allow the allowable range of rupture areas to be investigated.
All of the following are convex problems that can be easily solved:
(i) minimize Lc.
(ii) maximize Wc.
(iii) minimize L2c + W 2c .
(iv) maximize L2c + W 2c .
(v) maximize Lc.
To approximate a lower bound on rupture area, we solve the
problem:
minimize L2c + W2c
subject to
[
σ 2χ 2c (Ax − b)T
Ax − b I N
]
≥ 0
and
[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0 ,
and μˆ(0,2) ≤ max(b)
(15)
While this is not a precise lower bound on S that one would like to use
in eq. (1), it provides a rough estimate of the minimum rupture area
at a given confidence level. For both the minimum and maximum
area inversions we used CVX, a Matlab package for specifying and
solving convex programs (Grant and Boyd, 2008, 2014).
We demonstrate the bounds from solving eqs (14) and (15) for
the Asymmetric Circular and Asymmetric Ellipse models in Figs 8
and 9 which have very similar values of σ 2 using the true values
of Lc and Wc (6.5 and 7.0 MPa, respectively) despite having rupture
widths that vary by almost a factor of two. For data sets with N ≥
25, the upper and lower 95 per cent confidence bounds are within a
factor of two and the optimal estimate approximates the true value.
Even with realistic noise added and imperfect station coverage, the
range in permissible stress-drop values for σ 2 is only a factor of 2.
This is substantially less than the factor of 8 variation in the optimal
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Figure 8. The best-fit (blue), minimum rupture area (cyan) and maximum
rupture area (red) inversion results for the AsymmCirc 0.9β model. Each
point shows the average of 150 realizations of the synthetic data set made
by randomly choosing stations and assigning them to be P or S waves and
adding Gaussian noise (N(0,0.1τ c)) to the apparent duration measurements.
The optimization problems in eqs (13) and (14) were solved assuming Ndf
= N − 3.
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Figure 9. The same as Fig. 8 but for the ASymmEll 1.6β model
estimate that is inherent in the fc method even when using perfect
data and perfect averaging over the whole focal sphere (Table 1).
4.1 Appropriate choice of the number of degrees of
freedom
One subtle aspect of the method presented in eqs (13) and (14) is
the specification of the number of degrees of freedom in the esti-
mation problem. For the 2-D fault case a simple answer would be
that Ndf = N − 6 because of the six independent elements of the
second moments on a 2-D fault. This turns out to be an underes-
timate because the additional LMIs in eqs (13) and (14) (e.g. the
non-negative volume constraint) effectively reduce the dimension
of the model space. Fig. 10 shows the results from 10 000 synthetic
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Figure 10. The fraction of synthetic data sets that have misfits less than the
expected 95 per cent confidence level compared to the assumed number of
degrees of freedom.
data sets derived from the first seven models in Table 1. For each
data set, synthetic noise was added similar to Figs 8 and 9 and the
best estimate of the second moments was determined. The fraction
of best-fit models with a misfit less than the 95 per cent confidence
limit is shown compared to the assumed Ndf for various possible
values (e.g. Ndf = N − 1, Ndf = N − 2, ...). We find that the ap-
propriate choice of Ndf = N − 3 is the largest value that accurately
reproduces the misfit statistics. This value was used in Figs 8 and 9.
Hence, the LMIs in eqs (13) and (14) have the effect of reducing
the dimension of the model space by about 3. This points out the
advantageous features of using the second moments for estimating
stress drop. Despite being a general representation that can be uti-
lized with eq. (1), they have a limited number of free parameters and
allow for specific tests on the upper and lower bounds of possible
rupture areas.
5 PLACING FAR FIELD CONSTRAINTS
ON RUPTURE VELOCITY
An equally interesting quantity to estimate for rupture dynamics
is the velocity with which the rupture front propagates across the
fault, Vr. Vr is inherently difficult to resolve with far-field data
because of the intermixing of rupture geometry and rise time in
controlling the P and S wave pulse shapes. The second moments
are related to Vr, but not in a unique way. For a uniform slip rupture
with instantaneous rise time, they are directly related in the case
of an exactly bilateral rupture (Vc = Lc/τ c = 2Vr) or a perfectly
unilateral rupture (|v0| = Vr) (McGuire et al. 2002). Even simple
crack models like those used here deviate from these ideal cases, but
since the 16 models in Table 1 are either nearly perfectly bilateral or
unilateral they approximate these relationships as shown in Fig. 11.
These relationships place two lower bounds on Vr for an arbitrary
slip distribution.
Vr ≥ |v0|
Vr ≥ 12 Lcτc .
(16)
Owing to the weighted average nature of the second moments and
the inherent uncertainties in estimating them with typical data sets,
these inequalities likely would not identify events where only a
fraction of the rupture may have been super-shear. However, Fig. 11
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Figure 11. Comparison of the prescribed rupture velocity in the model
versus the value of Vc from the model’s second moments. Lines with a slope
of 1 and 2 show the expected values for perfectly unilateral and bilateral
ruptures respectively. Each of the 16 models is shown with a circle colour
coded by its value of the directivity ratio (|v0| ∗ τc)/Lc. The shear wave
speed in the models is 2887 m s−1.
indicates that estimating the second moments is a plausible way to
constrain Vr for smooth unilateral ruptures.
One potential use of applying the second moment method to small
earthquakes would be to identify portions of major faults that pro-
duce supershear ruptures and correlate that with fault-zone geology
as has been done for large earthquakes and in numerical models
(e.g. Robinson et al. 2010; Bruhat & Dunham 2016). Kaneko &
Shearer (2014, 2015) point out that for supershear ruptures such
as in Fig. 5, there are rapid variations in the far-field S-wave pulse
shape near the forward rupture direction. In general, the measure-
ments of μ(0,2)(s) vary more smoothly over the focal sphere than
those of fc or n even for the supershear case (Fig. 5). Figs 12 and 13
compare how the measurable quantities τc(s), fc, and n change in the
forward and backward direction between a subshear (Vr = 0.9β) and
super-shear (Vr = 1.3β) case that are otherwise identical. In both
cases τc(s) measurements vary smoothly for both P and S waves
and the change in Vr is manifest as a change in the minimum and
maximum values of τc(s). In contrast, the values of fc and n derived
from spectral fitting show much more rapid variations due to the
rapid variations in pulse shape near the forward direction (Figs 12
and 13). The fc variations can be somewhat reduced by calculating
fc as the peak of the far-field S-wave velocity spectrum that has been
smoothed to reduce the influence of rupture velocity (Figs 12 and
13).
After Brune’s initial paper, there was considerable debate about
the relationship between P- and S-wave corner frequencies and
which should be expected to be higher (Savage 1972; Molnar et al.
1973; Dahlen 1974; Savage 1974; Hanks 1981). Silver (1983)
showed that in general, τc(s) = 2
√
μ(0,2)(s), should be longer for
S waves than P waves as a basic consequence of source kinemat-
ics and that their ratio should not be used to differentiate between
dynamic models. Figs 12 and 13 indicate that the ratio of τc(s) for
the P wave to τc(s) for the S wave might be a powerful way to iden-
tify supershear ruptures. This ratio is significantly lower (∼0.75)
in the forward direction for the supershear case than the subshear
case (∼1.1). Stated another way, for the supershear case, the sta-
tions with the shortest source time functions (smallest τc(s)) should
Downloaded from https://academic.oup.com/gji/article-abstract/214/3/2224/5026624
by MBL WHOI Library user
on 10 August 2018
Estimating Stress Drop Using Second Moments 2233
c
(P-wave)
30°
60°
90°
R
up
tu
re
 d
ire
ct
io
n
0.10 0.32
150°
120°
90°
Ba
ck
w
ar
d 
di
re
ct
io
n
c
(S-wave)
30°
60°
90°
0.10 0.32
150°
120°
90°
c
(P)/
c
(S)
30°
60°
90°
0.75 1.27
150°
120°
90°
f
c
 S-wave (Hz)
30°
60°
90°
0.90 5.80
150°
120°
90°
f
c
 S-wave Vel (Hz)
30°
60°
90°
0.90 5.80
150°
120°
90°
n S-wave
30°
60°
90°
1.50 3.50
150°
120°
90°
Figure 12. Variations of τc(s) = 2
√
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Figure 13. Variations of τc(s) = 2 ∗
√
μ(0,2)(s) for the P and S waves over the focal sphere, and the ratio of those two quantities for the asymmetric elliptical
rupture models with Vr = 1.3β. Also shown are the values of fc for the S wave calculated from spectral fitting and calculated as the peak of the smoothed
velocity spectrum, and the fall-off exponent n derived from spectral fitting.
have values of this ratio that are significantly less than 1.0. This
suggests a supershear diagnostic that does not require any inversion
for the second moments or the fitting of a spectral model to high
frequencies. Fig. 14 shows the variation of this ratio for each of the
three models in Fig. 1 as a function of the apparent duration of the
S wave. For the circular models, there is a simple decrease in this
ratio, τc(s) (P wave)/τc(s)(S wave), with increasing τc(s) (S wave).
For the unilateral, but subshear ruptures this general trend exists
albeit with some small variations. However, for the unilateral, su-
pershear case there is a clear separation of the points into a second
regime in the forward direction that has extremely small values of
this ratio (∼0.7) (Fig.14). Similar plots for all 16 models in Table 1
show that only the supershear cases show the type of distribution
seen in the right-hand panel of Fig. 14 with very low values of τc(s)
(P wave)/τc(s) (S wave) at the shortest measured values of τc(s). As
Fig. 14 is simply a plot of measurements, this could be a powerful,
model-free, diagnostic for identifying supershear ruptures.
6 CONCLUS IONS
Seismological studies of static stress drop for small and moderate
earthquakes have been plagued with multiple orders of magnitude
of estimation uncertainty for decades. The vast majority of these
studies have relied on eq. (2) or slightly modified forms of the
corner-frequency model. As Fig. 3 shows, the simplifying assump-
tions in this approach produce about 1 order of magnitude in scatter
even for perfect measurements on ideal crack-like ruptures. Given
the difficulty in estimating fc from real data sets, the non-crack com-
plexities of real ruptures and the f 3c term in eq. (2), it is clear that
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much of the observational scatter is due to the basic properties of the
method rather than true earthquake variations. We have proposed
a different approach for estimating stress drop that is based on the
original (more general) eqs (1) and (6), and the second moments
inversion scheme. This approach eliminates much of the scatter
produced by over simplified models of the source (Fig. 3). We have
also developed extensions to the second moment inversion method
that specifically determine the 95 per cent confidence bounds on
rupture area for a given data set and hence provide upper and lower
bounds on stress drop in addition to the optimal value. We find that
for the crack models, the upper and lower bounds are often asym-
metric with the lower bound being tighter than the upper bound due
to the inherent difficulty in ruling out small values of rupture width.
With the next generation recording systems for microearthquakes
that enable dense sampling of the wavefield, as well as ever better
regional networks, modern data sets are now sufficient to implement
this approach and constrain rupture area to a factor of two or bet-
ter for moderate earthquakes (Fan & McGuire 2018). The second
moment method also provides lower bound constraints on rupture
velocity that can prove useful, particularly for unilateral ruptures.
We have also identified a measurement scheme that may be par-
ticularly useful in identifying supershear ruptures. We suggest that
given the dense station distributions of many modern earthquake
data sets, a shift towards using the second moment method might
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greatly improve the usefulness of seismic studies of moderate earth-
quake stress drops in terms of reflecting real variations in fault-zone
properties rather than estimation errors.
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