We examine singleand multiple-beta models, using monthly data for 1970 to 1989. The models capture much of thepredictability for many countries.
The Models
The usual objective of empirical work on international asset pricing models is to explain differences in average returns. Average returns are estimates of unconditional expected returns, formed using no information about the current state of the economy. However, asset pricing models may also be interpreted as statements about expected returns conditional on currently available information. We focus on the ability of beta pricing models to capture the predictability of international equity market returns through conditional expected risk premia and conditional betas.
Beta pricing models to describe expected returns across countries have been developed by a number of authors, who show that the models require strong assumptions. We assume that the national equity markets are perfectly integrated in a global economy, with no barriers to extranational equity investments, no transactions or information costs, and no taxes. Such extreme assumptions are unlikely to provide a good approximation to the actual complexity of international investments. Our approach is to see how far one can go in capturing equity market predictability by using such a simple framework. The results are encouraging, and we expect that further refinements of the models should produce even better explanatory power. If we assume rational expectations, actual returns differ from their conditional expected values in the model by an error term that is orthogonal to the conditioning information. The conditioning information, Qt-1, is assumed to be public knowledge at time t -1. Predictability of returns is attributed to the correlation between expected returns and the current information. Following previous studies, the information, Qt-1, is persistent over time, and the expected returns inherit this persistence. We model expected returns as functions of betas and risk premia. Therefore, predictability should arise because betas or risk premia are correlated with the information variables. We assume that conditional expected returns can be written as conditional second moments of national equity market returns move over time in association with lagged variables [e.g., King, Sentana, and Wadhwani (1990), Harvey (1991) ]. Other studies find evidence of time-varying betas for international asset returns [e.g., Giovannini and Jorion (1987, 1989) , Mark (1985) ]. We therefore allow for time variation in both the expected risk premia and the conditional betas.
Let Qt-= {Zt-l, Zi-1, i = 1,...,n}, where Zt-I represents our global information variables and Zi-1, our local information variables for country i. We assume globally integrated capital markets, which implies that the risk premia should not be country-specific. We therefore restrict the risk premia in (2) to depend only on the global variables, Zt-1. Exploratory regressions, described here, suggest that the local market information variables are related to country-specific betas. In the interest of parsimony, therefore, we assume that the betas are functions only of the local market information and model the predictable variance, using Equation ( 
where XQ) and f3Q) are evaluated at the means. The first term captures the contribution of the local information to the predictable variance of country i's return, and the second term captures the contribution of the global information. Market integration can be interpreted as implying that ax/az = 0 in the first term. The assumption that the betas depend only on the local market information implies that 8af/ AZ = 0 in the second term. By setting a93/aZ = 0, we are ignoring what should be the smaller of the coefficients that scale the variance in the second term of (4). This occurs because the square of an average risk premium is a small number compared with the square of an average beta. The term that we retain should capture the dominant effect of the global information variables on the predictable variation.
Methodology
To estimate the fraction of the predictable variation that a beta pricing model captures, we use a regression of the excess country return, r,t, on the information variables as a base case. Returns are measured in a common currency, which we choose to be the U. The variance ratio VR1 measures the fraction of the predictable variance in the return attributed to the model. We estimate the model by first defining the following error terms for each country i: Ulit = (rit -Zt-Ai) (6a) 2 We also report results where the conditional variance of the expected return is formed by regressing the country return on both the global and the local information variables.
3 Linear approximations for betas are used by Campbell (1987) and Shanken (1990), among others.
A problem common to all such approaches, including ours, is that the information set used in the empirical work is implicitly assumed to represent all publicly available information. Our "unrestricted" regression for the predictable variation does not nest the expected return predicted by the model, as would normally be the situation for hypothesis tests. The large number of product terms would make such an approach unwieldy here. 
u22t= (F't-(6b)
u6 it= (u42)VRli -u5 .
The parameters are {O,, a,, VR1,, y, 63, Kj}, where the first three parameters are scalars. The parameter a, is the difference between the unconditional mean return and the unconditional mean of the model fitted return. It therefore measures an "average pricing error," analogous to the traditional a measure of performance. If the model is well specified, ai should be zero. The model implies the orthogonality conditions4 E(ul,tZt-1, u2,tZt-l, u3,tZt 1, U4it, u5it, u6,t) = 0. The ratio VR2 measures the predictable variation in the return that is not captured by the model. The difference between the returns and the model expected returns should have the property that their expected values, given all of the 4As a check, we reestimated the model for a number of cases, forcing the error term in the conditional beta equation (6c) to be orthogonal to the global instruments, Z,_,, instead of the local instruments. The results were broadly similar.
The system is estimated separately for each country in order to keep the size of the problem tractable. As the system is exactly identified, the point estimates of the parameters are the same as they would be if the same system was estimated jointly across the countries. We use L = 7 global information variables, so the number of moment conditions in a model with K = 5 factors is 80. We also have seven local market information variables for each country, and 239 monthly return observations. We are unable to estimate system (6) using all of the variables, as the number of orthogonality conditions would exceed the number of observations. 
Global economic risk variables
We construct a set of variables to represent global economic risks. Our approach is to choose variables a priori and to investigate their importance with simple, factor model regressions. Then we study the pricing of the most important risks. Summary statistics for the variables are presented in Table 1 ; details about the data sources and definitions are provided in the Appendix.
WDRET is the U.S. dollar return of the MSCI world equity market in excess of a short-term interest rate. Asset pricing models usually include a role for a "market portfolio" as a measure of risk. Harvey (1991) studies the risk premium associated with conditional covariances of returns with the world stock return index and concludes that it partially explains the differential performance of the U.S. and Japanese stock markets. The world equity market index is a value-weighted combination of the country returns.7 dG1OFX is the log first difference in the trade-weighted U.S. dollar prices of the currencies of 10 industrialized countries. The G-10 countries are defined as the G-7 (not including the United States), plus the Netherlands, Belgium, Sweden, and Switzerland. The G-7 countries are Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States. This series is from the International Monetary Fund (IMF), as reported by Citibase. A positive change (dGlOFX > 0) indicates a depreciation of the dollar. In Adler and Dumas (1983, Equation 14), the theoretical exchange risk factor depends on exchange rates, consumer price index changes, and risk tolerance in each country. This factor is difficult to replicate empirically, so Dumas and Solnik (1992) break it down into separate variables for each country. We use a single aggregate measure as a parsimonious alternative to the approach of Dumas and Solnik (1992). Previous studies examine the pricing of exchange risks in national equity markets. They find little evidence that exchange risks are priced on average, but there is some evidence for time-varying currency risk premia.8 A unique feature of our study is to use a global measure of exchange risk in a multicountry asset pricing model. G7UI is the unexpected component of a monthly global inflation measure. The G-7 inflation rate is a weighted average of the percentage changes in the consumer price indices (CPI) in the G-7 countries, using the relative shares of the total real, gross domestic product (GDP) as the weights. An inflation state variable could arise in a multibeta model if inflation has real effects, in the general sense that global inflation is correlated with marginal utility. For example, higher inflation may signal higher levels of economic uncertainty, which make consumers worse off. If national equity market returns differ in their exposure to changes in the global inflation outlook, there may be an inflation risk premium in global equity markets.9 7 MSCI attempts to avoid the double counting of firms whose equity is traded on the stock markets of more than one country. of domestic long-term over short-term, low-risk bonds. The lagged world index return is replaced with the lagged return of the national stock market index. These variables represent information specific to the domestic markets, to the extent that the global aggregates are not sufficient for the local market information. Of course, the distinction between national market information and global information is artificial, because the information sets of investors overlap in more complicated ways. We choose this design on the basis of data availability, parsimony, and empirical tractability. Our data sources and definitions are provided in the Appendix.12 Table 1 presents monthly summary statistics of the world information variables.
Since the predetermined variables follow previous empirical work, there is a natural concern about predictability uncovered through collective "data snooping" by a series of researchers. Solnik (1993) uses a set of country-specific instruments similar to a subset of ours and argues that step-ahead tests provide evidence that the predictive ability of the instruments is economically significant. Such results increase our confidence that the predictability is an economic phenomenon.13 Table 2 summarizes factor models, where each national equity market return is regressed over time on the eight global risk factors. We use 60-month rolling regressions as a simple way to approximate a factor model with time-varying betas.14 The right-hand column of Table 2 presents the average of the adjusted R2's of the rolling regressions for each country. By this measure the global risk factors explain, ex post, 14 to 80 percent of the variance over the 1975-1989 period. In separate regressions, we found that the world market portfolio is by 12 We studied one other variable, a lagged measure of volatility for the S&P 500 stock market index, constructed from daily returns in the fashion of French, Schwert, and Stambaugh (1987). This variable was also studied by Cutler, Poterba, and Summers (1990). We found that the lagged volatility had no marginal explanatory power for our sample of monthly returns. 13 The direction of any bias due to data snooping is not clear. On the one hand, the ability of beta pricing models to explain the predictability has not been a criterion for the choice of the lagged information variables. Spurious predictability of the returns, as would be implied by data snooping, should therefore be difficult to "explain" using the models. On the other hand, we choose the global risk variables following previous studies. Most of the previous studies used the factors in unconditional models and did not focus on predictability. Data snooping biases in the risk factors should therefore not be strongly correlated with those in the predetermined variables. However, there must be some correlation between the returns and the factors, which implies that any datasnooping bias may not be independent across the two. Table 2 The proportion of times that the right-tail probability value was less than 10% for the statistic testing whether the beta coefficients are equal to zero or equal across all countries, based on rolling time far the most important factor in this sense. It alone explains 5 to 71 percent of the ex post variance, depending on the country. We use the regressions in Table 2 to delete a subset of our initial risk factors from the subsequent analysis. If there is a variable whose betas are not different across the countries or different from zero, then that variable will not be priced. The bottom row of Table 2 presents tests of the hypothesis that the betas for each global risk variable are zero in all of the countries and of the hypothesis that they are equal across the countries. The first number is the fraction of the 60-month regressions in which a Wald test rejects the hypothesis that the betas are equal to zero for all countries, using a 10 percent significance level. The second number is the fraction of the 60-month regressions in which the test rejects the hypothesis that the betas are jointly equal across the countries but not necessarily equal to zero. If the null hypotheses are true, then we expect to reject in 10 percent of the cases. We calculate an approximate standard error for the fraction rejected, given 179 trials, as equal to 0.143.15 To include a risk variable in our model, we require that the fraction rejected in Table 2 be at least two standard errors above the expected fraction of 0.10. This leads us to drop the variables G7UI, G7IP, and dTED.
Empirical Results

Preliminary regressions
Table 3 summarizes regressions that use the lagged world information variables to predict the excess country returns. The apparent predictable variation measured by the adjusted R2's ranges across the countries, from virtually zero to over 10 percent. Table 4 shows the marginal explanatory power of additional lagged variables. The first three columns report R2's for regressions of the returns on the global information variables, augmented with either the local versions of the information variables or with the lagged values of the rolling regression betas from Table 2 . 16 The fourth column of the table presents F-tests for the incremental explanatory power of the local information variables, given the global variables. They are significant at the 5 percent level for 7 of the 18 countries, which provides some evidence that local information is important.17 A joint heteroskedasticity-consistent Wald test for all 18 countries produces a test statistic of 180.1. The right-tail p value from the x2 distribution is less than .001. The beta pricing model assumes that expected returns are determined by conditional betas, which are country specific, and by expected risk premia, which are global measures. If conditional betas " Each joint test based on one rolling regression, using a test of size a, is viewed as generating a binomial trial. If these trials were independent, then the variance of the fraction rejected in n trials is approximately given by a(1 -a)/n. But the rolling regressions are not independent, because of the overlapping data. The variance of the fraction rejected, ph is adjusted for the overlap as follows. Assuming that the underlying data are independent across the months, then the autocovariance of the p,'s that is induced by overlapping data is Cov(p,, p,1) = [(60 -j)/60]Var(p,) if j <60, and zero otherwise. We construct the covariance matrix of the vector of the p,'s and find the standard error of p for 179 trials, using the 60-month regression approach and a = .10, to be .143. 16 The rolling regression betas for time t -1 are not strictly predetermined to the extent that publication lags and data revisions imply that the economic series were not actually available to market participants at time t -1. We therefore estimated these regressions with betas lagged back two months. Also, for the first 60 months of the sample, the betas are constant. The "world" regressions are time-series regressions of each country's excess return on the set of lagged world instruments. The "world" instrumental variables are the following: a constant, a dummy variable for the month of January, the lagged Morgan Stanley Capital International world return minus the CRSP 30-day bill, the dividend yield on the Morgan Stanley Capital International world equity index, the difference between the 90-day Eurodollar rate and the CRSP three-month bill yield, the difference between the U.S. 10-year Treasury-bond yield and the CRSP three-month bill yield, and the CRSP 30-day Treasury-bill yield. The "world + local" regressions include the additional instrumental variables, which are the lagged excess return of the local equity market, the dividend yield for the local equity market, the difference between the long-term and short-term interest rates in the country and the local shortterm interest rate.
The "world + local + 1 beta" regressions use the same regressors as the "world + local" are approximately constant, then predictable variation should be captured by global variables. If time variation in the betas is important, then local information may enter through the betas. Table 4 shows that the lagged betas deliver an increase in the explanatory power of the regressions. Their incremental forecast power is comparable to the local versions of the information variables. This suggests that the betas may capture information about the future returns, similar to the local variables.
In the fifth and sixth columns of Table 4 the incremental explanatory power of the local information variables is illustrated, in regressions which include both the lagged betas and the global variables. In the fifth column the lagged beta for each country with respect to the world market index is used. The sixth column introduces betas for all five of the global risk factors. An F-test examines the marginal explanatory power of the local variables. Their marginal impact is reduced, although not completely eliminated, when the lagged betas are included. Overall, the regressions provide some support for our specification of the empirical asset pricing model, in which we assume that local information variables enter through the betas. Of course, the regressions are only suggestive of how such a model will actually perform.
Explaining predictability
using global economic risk factors Table 5 addresses the extent to which the models can explain predictable variation in the country returns. The table reports for each country the average pricing error, a,, its standard error, the variance ratios and their standard errors, and some analysis of the predictability that remains in the model pricing errors.
Panel A of Table 5 summarizes the single-factor model, in which the world market portfolio is the factor. The average pricing error is smaller than the average excess return for all countries and is more than two standard errors from zero in only three cases. However, the standard errors are large. Regressing the pricing errors over time on the lagged global information variables, the adjusted R2's are negative for 10 of the 18 countries. Regressing the pricing errors on the local regressions, in addition to the beta coefficient from a regression of the asset return on the excess world market return from t -62 to t -2.
The "world + local + 5 betas" regressions use the same regressors as the "world + local" regressions, in addition to the beta coefficients from a regression of the asset return on five world risk factors from t -62 to t -2. The risk factors are the excess world market return, the log change in a U.S. dollar versus G-10 currency index, the change in long-term expected G-7 inflation, the log change in the price of oil and the G-7 real interest rate. The risk factors are the excess world market return, the log change in a U.S. dollar versus G-10 currency index, the change in long-term expected G-7 inflation minus the Treasury-bill return, the change in the price of oil minus the Treasury-bill return and the G-7 real interest rate. Mimicking portfolios for the last four factors are formed with the technique of Breeden, Gibbons, and Litzenberger (1989). The following system is estimated for each asset i: Table 5 show results for two-factor models, in which the exchange risk variable is a second factor. Since the exchange risk variable is not an excess return, we construct a mimicking port-'Joint tests would be preferred in order to account for correlation across the countries. However, with 80 orthogonality conditions per country in the five-factor model and only 236 time-series observations, we are unable to provide joint tests. We leave it to the reader to make these judgments informally. Table 5 summarize the five-factor models. The world excess return WDRET is used directly as a factor, while mimicking portfolios are used for the variables G7RTB, dOIL, dG7ELT, and dGlOFX. In panel D the modified BGL mimicking portfolios are used, and in panel E the Fama-MacBeth portfolios are used. The statistics point to a fairly dramatic improvement in the fit of the model relative to the single-factor models. Only 1 of the 36 average pricing errors, ai, is more than two standard errors from zero. Thirty-one of the 36 VR1's are larger than the corresponding VR2's, and only 3 of 36 VR2's are more than two standard errors greater than zero. The regressions of the model residuals on the lagged world and on the 9 The variable dGlOFX approximates an excess return when the trade weights are known and a tradeweighted combination of foreign currency deposit rates is close to the U.S. bill rate. We therefore estimated a two-factor model in which we used dGlOFX directly instead of a mimicking portfolio. The results were broadly similar. 20 Both the BGL and the cross-sectional regression approach have the disadvantage that the estimation of system (6) does not account for the fact that mimicking portfolios were formed in a previous step. See Wheatley (1989) for an analysis of this problem. We experimented with GMM systems in which mimicking portfolio weights were estimated simultaneously with the other model parameters, but we found the systems empirically intractable.
lagged local market variables show little evidence of remaining predictability. These results show that the five-factor models can capture much of the predictable variation in most of the country returns. There are a few countries, however, where the models have difficulties. Austria and Italy are two cases where there is apparent predictability that the models do not capture well. 21 Finally, Table 5 shows a Wald test of the hypothesis that the conditional betas may be regarded as constant over time, where the alternative is the linear model.22 The test rejects constant betas in the one-factor model at the 5 percent level, for 8 of the 18 countries. For the two-beta models, the tests reject in 9 to 13 countries. In the fivebeta models, constant betas are rejected in all but 1 of the 36 cases. Therefore, time variation in conditional betas appears to be statistically significant in our model.23
The importance of changing betas
Although statistical tests reject the hypothesis that the conditional betas are constant, this does not provide a measure of how important movements in the betas are for explaining return predictability. We investigate this question by estimating the following decomposition:
Var{ E('X I Z) } = E(:) 'Var{ E(X I Z) } E(F) + E(X)'Var{J(Z)}E(X)
+ 0.
The left-hand side of (9) is the predictable variation that is captured by the model. The first term on the right-hand side is the part attributed to movements in expected risk premia. The second term is the part attributed to time variation in the betas. The term 0 represents interaction effects that arise because the expected risk premia and betas may be correlated through time. Ferson and Harvey (1991) used a similar decomposition in domestic data, which they estimated with a multistep regression procedure. We employ the GMM to consistently estimate the decomposition (9). We start with the first three equations of system (6). Two additional equations are added to the system to identify parameters for the unconditional means of the betas and of the risk premia. A third equation identifies the unconditional means of the products of the 21 We estimated versions of the models in which the variance ratios used projections of returns on both the global and the local information variables in the denominator. Not surprisingly, these larger models produced less precise results. There was evidence that a five-factor model performs better than a one-or two-factor model, but the overall performance of the models was worse.
betas and risk premia. The variances are constructed as the means of the products minus the products of the means. A fourth equation defines a parameter equal to the ratio of the first term on the righthand side of (9) to the left-hand side of (9). This is the fraction of the model predicted variance of return that is attributed to variation in expected risk premia. A complementary ratio, calculated in a separate estimation, measures the fraction that is attributed to variation in betas. The notes to Table 6 display the equations in detail. Table 6 shows that there is only a small direct contribution of timevarying betas to the model variation in expected country returns. Most of the predictable variation that is captured by our model is attributed to movements in the global risk premia.24 There are, however, sizable interaction effects. The sum of the direct beta and risk premia effects is less than 1.0 for most of the countries. This implies that the betas and the expected risk premia are positively related for those countries, which has an interesting interpretation. If the expected risk premia are countercyclical in the aggregate, the estimates suggest that the sensitivity to the global risk factors are higher for most of the countries in a weak global economy.25 Apparent exceptions are Japan and Germany, where the point estimates suggest that the betas are lower in a weak global economy. Table 7 shows some regressions to further check the specification of the models. In the first two panels, the pricing errors for each country are regressed on dummy variables, indicating one of three currency market regimes. They are the 1970:2-1973:2 period of fixed exchange rates, the "dirty float" period from 1973:3 to 1980:12, and the subsequent period of more flexible exchange rates. Of course, the use of three fixed regimes for each country is a dramatic simplification, but it could still be informative to see if the average pricing errors are significantly different in these three regimes. The first panel shows results for the one-factor model, in which the coefficient on a dummy variable exceeds two standard errors for five of the countries. The second panel summarizes the five-factor model, using the BGL mimicking portfolios. There are only two cases of coefficients that are more than two standard errors from zero, and none exceed 2.5 standard errors. There is little evidence of misspecification associated with the currency regimes. 24 Ferson and Harvey (1991) find similar results for portfolios of U.S. stocks. To assess the importance of the functional form of the betas for this result, we estimated single-factor models in which the squares of the local information variables are included in the beta equations. The results are similar to the first panel of Table 6.   2 See Harvey, Solnik, and Zhou (1992) for evidence that the expected risk premium on the world market index, which we use in the one-factor model, is countercyclical. Table 6 The role of changing risk and changing risk premia in the predictable variation in international equity returns. The following system is estimated for each asset i: The risk factors are the excess world market return, the log change in a U.S. dollar versus G-10 currency index, the change in long-term expected G-7 inflation minus the Treasury-bill return, the change in the price of oil minus the Treasury-bill return and the G-7 real interest rate. Mimicking portfolios for the last four factors are formed with a technique similar to Breeden, Gibbons, and Litzenberger (1989). The following system is estimated for each asset i: The currency regime periods are similar to periods of different capital control restrictions in Japan. In the third panel of Table 7 the pricing errors for Japan are regressed on dummy variables, indicating different capital control regimes. The first is the 1970:2-1973:12 period, in which most capital flows were not officially allowed. The second is the 1974:1-1980:12 period, when capital flows were severely restricted.26 A dummy variable coefficient is significant in the onefactor model but not in the five-factor model. This is additional evidence that systematic errors in a one-factor asset pricing model can be reduced by moving to a five-factor model.
Diagnostics
Proportion of variance
We conducted a number of further experiments to check the sensitivity of our results to the econometric methods. We estimated predictable variance ratios using cross-sectional regression techniques similar to Ferson and Harvey (1991), as described in the Appendix. We found that the results were broadly similar. For example, in only 3 of the 18 countries were the fractions of the predictable variance explained by the five-factor model smaller than the fraction unexplained. The average value of the ratio VR1 across the countries was 0.67 in the one-factor model and 0.93 in the five-factor model. Repeating this analysis while using the first and second halves of the sample provided no strong evidence that the models perform better in the second half. The VR1's in the one-factor model were slightly higher in the first half of the sample.27
We also examined the time series of the adjusted R2's from the rolling regressions of the country returns on the global risk variables, and we saw no tendency for them to increase over the sample period. The correlation between the ratios VR1 from the five-factor model 26 Capital controls in Japan were actually relaxed in a series of steps, which raises the possibility that a more detailed analysis could detect their effects [see, for example, Bonser-Neal et al. (1990)]. 27 We repeated this analysis, using the local instrument set to capture the predictable variation in the returns, and the overall impressions were similar. In the one-factor (five-factor) model the ratio VR2 was larger than the ratio VR1 for 11 (15) of the countries, and the average of the VR2's was greater than the VR1's. We also repeated the analysis, using the world instrument set augmented by the lagged betas, and the results were similar. We checked the sensitivity to using an alternative beta estimation technique. We estimated the betas as the slope coefficients in rolling regressions that included both the risk factors and the lagged instruments Z,, on the right-hand side. When we used these rolling betas conditioned on Z,_,, we found a slight decline in the average of the VR1's in the single-beta model. With five factors, however, the variance ratios were slightly more favorable to the models. and the average adjusted R2's is 0.7. On average, a country for which the factor model regressions have higher explanatory power is a country for which the beta pricing model explains more of the predictability in returns. When we examined the relation between the VR1's and the R2's of the predictive regressions, we found virtually no relation.
To assess the sensitivity of the results to the currency of denomination, we reestimated system (6) for a number of the cases, using returns denominated in local currency units, in excess of a local shortterm interest rate, as described in the Appendix. The overall results for those cases are not dramatically different.
Concluding Remarks
Using global risk factors to model returns across countries implies some strong assumptions. Such a model ignores, for example, the costs of extranational investment and information problems. Our model assumes that expected returns are determined by countryspecific betas and global risk premia. We allowed the betas to vary over time with local market information variables. Assuming market integration, we forced the risk premia to depend only on global information variables. Despite these restrictions, our evidence suggests that the models can capture much of the predictable variation in a sample of returns for 18 countries. Models that incorporate additional considerations should produce even better explanatory power.
We showed how to estimate the predictable variance of returns that is explained by an asset pricing model jointly with the other parameters of the model. This approach avoids many of the econometric problems of multistep procedures and is flexible enough to address other research questions. We used the approach to estimate the contributions of time-varying betas and time-varying risk premia to the predictability in returns. We found that the largest component is the time-varying risk premia. instruments for the conditional betas in month t are obtained by regressing the excess country returns on the risk factors and using the time series for months t -60 to t -1. The second step is a crosssectional regression for each month t of the asset returns on the predetermined betas: where PQ I Zt-,) stands for the linear projection onto Zt-, and Varf } is the variance.
The CSR approach presents certain econometric problems. One problem is measurement errors in the betas, which can bias the second step, cross-sectional regressions. Shanken (1992) provides a review and analysis of the large-sample issues, assuming that the betas are constant parameters. Amsler and Schmidt (1985) provide evidence on the small-sample properties of the time-series averages of crosssectional regression estimators. Little is known, however, about the finite-sample properties of CSR approaches for conditional asset pricing.
Connor and Uhlaner (1989) show that an iterated version of the CSR methodology can deliver consistent estimates of the risk premia under certain assumptions.29 We use a two-stage version of the FamaMacBeth regressions. Specifically, we use the estimated risk premia from the first-stage, cross-sectional regressions in a second stage as proxies for the risk factors. We calculate a new set of rolling regression betas for the country returns on these factors, and we use these second-round betas in a second stage of cross-sectional regressions to estimate a new set of risk premia. Our results are based on these second-round cross-sectional regressions.30
The world risk factors WDRET is the arithmetic return on the Morgan Stanley Capital International world equity index, including dividends, minus the Ibbotson Associates one-month U.S. Treasury bill rate. dTED is the difference between the 90-day Eurodollar yield (Citibase FYUR3M) and the 90-day Treasury-bill yield (Citibase FYGM3 secondary market, converted from discount to true yield to maturity). dGlOFX is the difference in the trade-weighted dollar prices of foreign exchange for 10 industrialized countries (Citibase FXG10).
G7UI is derived from a time-series model applied to an aggregate G-7 inflation rate. The G-7 inflation rate is constructed by weighting the individual countries' inflation rates (Citibase: PC6CA, PC6FR, PC6IT, PC6JA, PC6UK, PC6WG, and ZUNEW) by their shares in the previous quarter's real U.S. dollar G-7 gross domestic product. These weights change through time. The time-series model is ARIMA(0, 1, 2) (0, 1, 2) and the parameters estimates are 29 They assume there is a factor structure with constant loadings. 30 Connor and Uhlaner (1989) show that iterated Fama-MacBeth estimates suffer from the same rotational indeterminacy as does factor analysis. Therefore, a cost of our approach is that we are unable to isolate the pricing effects of specific factors in a multiple-beta model. The parameters are estimated with 250 monthly observations. The X 2 test for significance of the first six residual autocorrelations has a p value of .111, and the corresponding statistic for the first 12 autocorrelations has a p value of .275. dG7ELT is the result of projecting the four-year moving average of G-7 inflation on the lagged global information variables specified below. dOIL is the natural log of the average U. 
