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Abstract: This paper presents necessary and sufficient conditions for the existence of a real
root of maximal multiplicity in the spectrum of a linear time-invariant single-delay equation of
retarded type. We also prove that this root is always strictly dominant, and hence determines
the asymptotic behavior of the system. These results are based on improved a priori bounds on
the imaginary part of roots on the complex right half-plane.
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1. INTRODUCTION
Systems with time delays are useful models in a wide range
of scientific and technological domains such as biology,
chemistry, economics, physics, or engineering, the presence
of the delays usually coming from propagation phenomena,
such as of material, energy, or information, with a finite
propagation speed. Due to their numerous applications,
these kinds of systems have been the subject of much
attention by researchers in several fields, in particular since
the 1950s and 1960s. We refer to Gu et al. (2003); Hale and
Verduyn Lunel (1993); Michiels and Niculescu (2007) for
details on time-delay systems and their applications.
In this paper, we consider linear time-invariant equations
with a single delay of the form
y(n)(t) + an−1y(n−1)(t) + · · ·+ a0y(t)
+ αn−1y(n−1)(t− τ) + · · ·+ α0y(t− τ) = 0,
(1)
where n is a positive integer, the coefficients ak and αk are
real numbers for k ∈ {0, . . . , n − 1}, and the delay τ is a
positive real number. Equation (1) is said to be of retarded
type since the derivative of highest order only appears in
the non-delayed term y(n)(t).
The stability analysis of equations of the form (1) and
more general time-delay systems has attracted much re-
search effort and is an active field (see, e.g., Chen et al.
(1995); Gu et al. (2003); Michiels and Niculescu (2007);
Olgac and Sipahi (2002); Sipahi et al. (2011); Li et al.
(2017)). In the delay-free situation, i.e., when αk = 0
for every k ∈ {0, . . . , n − 1}, the stability of (1) can
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be studied through spectral methods by considering the
corresponding characteristic polynomial, whose complex
roots determine the asymptotic behavior of solutions of
the system. Under the presence of delays, the asymptotic
behavior of (1) is also determined by the complex roots
of some characteristic function ∆ : C→ C (see, e.g., Hale
and Verduyn Lunel (1993); Michiels and Niculescu (2007);
Mori et al. (1982)), defined for s ∈ C by
∆(s) = sn +
n−1∑
k=0
aks
k + e−sτ
n−1∑
k=0
αks
k. (2)
Functions of the form (2) are particular instances of
quasipolynomials, defined as follows.
Definition 1. A quasipolynomial is an entire function Q
which can be written under the form
Q
(
s;λ0, (aj0)
d0
j=0, . . . , λ`, (aj`)
d`
j=0
)
=
∑`
k=0
pk(s)e
−λks,
where ` is a positive integer, λ0, . . . , λ` are pairwise distinct
real numbers, and, for k ∈ {0, . . . , `}, adkk 6= 0 and pk
is the polynomial pk(s) =
∑dk
j=0 ajks
j of degree dk. The
integer D = `+
∑`
k=0 dk is called the degree of Q.
When λ0 = 0 and λ1, . . . , λ` are positive, the above general
quasipolynomial is the characteristic equation of a linear
time-invariant delayed equation with delays λ1, . . . , λ`. A
classical result on quasipolynomials provided in (Po´lya and
Szego˝, 1998, Problem 206.2) (which holds independently
on the sign of λk), known as the Po´lya–Szego˝ bound,
implies that, given a quasipolynomial Q of degree D ≥ 0,
the multiplicity of any root of Q does not exceed D. For
the quasipolynomial ∆ from (2), this means that any
of its roots has multiplicity at most 2n. Recent works
such as Boussaada and Niculescu (2016a,b) have provided
characterizations of multiple roots of quasipolynomials
using approaches based on Birkhoff and Vandermonde
matrices.
Similarly to the delay-free case, the quasipolynomial ∆ is
useful for the stability analysis of (1). Indeed, all solutions
of (1) converge exponentially fast to 0 if and only if
Re s < 0 for every s ∈ C such that ∆(s) = 0, and the
asymptotic behavior of solutions of (1) is determined by
the real number γ0 = sup{Re s | s ∈ C, ∆(s) = 0},
called the spectral abscissa of ∆. However, contrarily to the
delay-free case, (2) has infinitely many roots. Designing
a general criterion in terms of the coefficients ak, αk for
k ∈ {0, . . . , n−1} and the delay τ ensuring that all roots of
∆ have negative real part is a difficult problem (see Hayes
(1950) for some early results in the case n = 1), which
is in contrast with the delay-free case in which Routh–
Hurwitz criterion provides a stability test in terms of the
coefficients of the characteristic polynomial.
The spectral abscissa of ∆ is related to the notion of
dominant root, defined as follows.
Definition 2. Let Q : C → C and s0 ∈ C be such that
Q(s0) = 0. We say that s0 is a dominant (respectively,
strictly dominant) root of Q if, for every s ∈ C \ {s0}
such that Q(s) = 0, one has Re s ≤ Re s0 (respectively,
Re s < Re s0).
Dominant roots may not exist for a given function of a
complex variable, but they always exist for functions of the
form (2), as a consequence, for instance, of the fact that ∆
has finitely many roots on any vertical strip in the complex
plane (see, e.g., (Hale and Verduyn Lunel, 1993, Chapter
1, Lemma 4.1)). Notice also that exponential stability of
(1) is equivalent to the dominant root of ∆ having negative
real part.
It turns out that, for quasipolynomials, the notions of real
roots of high multiplicity and dominance are often related
(see, e.g., Boussaada and Niculescu (2016b); Boussaada
et al. (2019, 2018)), in the sense that real roots of high
multiplicity tend to be dominant, a property usually
referred to as multiplicity-induced dominance (MID for
short). MID has been shown to hold, for instance, in the
case n = 2 and α1 = 0 in Boussaada et al. (2018), proving
dominance thanks to a suitable factorization of ∆ when
it admits a root of multiplicity 3; and in the case n = 2
and α1 6= 0 in Boussaada et al. (2019), using Cauchy’s
argument principle to prove dominance of the multiple
root.
Another motivation for considering roots of high multiplic-
ity is the fact that, for delay-free systems with an affine
constraint on their coefficients, the spectral abscissa is
minimized on a polynomial with a single root of maxi-
mal multiplicity (see Blondel et al. (2012); Chen (1979)).
Similar properties of spectral abscissa minimization on
multiple roots have also been observed for some time-delay
systems in Michiels et al. (2002); Ramı´rez et al. (2016);
Vanbiervliet et al. (2008). Hence, the interest in inves-
tigating multiple roots does not rely on the multiplicity
itself, but rather on its connection with the dominance of
this root, and the corresponding applications in stability
analysis and control design.
The main goal of this paper is to investigate whether
MID holds for the quasipolynomial ∆ from (2) when
assigning a root with maximal multiplicity. More precisely,
the questions we address in this paper are the following.
(Q1) Is it possible to choose a0, . . . , an−1, α0, . . . , αn−1 ∈
R in such a way that a given real number s0 is a
root of multiplicity 2n of ∆?
(Q2) Under the above choice, is s0 (strictly) dominant?
Our main result, Theorem 7, provides affirmative answers
to both questions. Question (Q1) can be addressed in a
straightforward manner, whereas the answer to (Q2) relies
on a sharp a priori bound on the imaginary part of roots
of ∆ with nonnegative real part, established in Lemma 5.
The paper is organized as follows. Notations used in the
paper are standard. Section 2 provides a detailed study
of (1) and (2) in the case n = 2, its main result being
necessary and sufficient conditions for the existence of a
root of maximal multiplicity and the proof of strict domi-
nance of this root. Notice that this case has already been
considered in Boussaada et al. (2019), but using a different
strategy for addressing (Q2), based on an application of
Cauchy’s argument principle to a suitable contour. As it
will be clear below, our approach allows for a simpler and
easier dominance proof. Our main result is presented in
Section 3, which extends the analysis of Section 2 to any
positive integer n. For the brevity of the paper, the full
proof is not provided here, but it can be obtained by
the same arguments as those provided in Section 2 and
will be presented in details in an extended version of this
paper. Finally, Section 4 presents an example illustrating
our main result.
2. MOTIVATING EXAMPLE: SECOND-ORDER
CASE
Consider (2) with n = 2, i.e.,
∆(s) = s2 + a1s+ a0 + e
−sτ (α1s+ α0), (3)
and recall that the degree of ∆ is at most 4. The main
result we will prove concerning this quasipolynomial is the
following.
Theorem 3. Consider the quasipolynomial ∆ given by (3)
and let s0 ∈ R.
(a) The number s0 is a root of multiplicity 4 of ∆ if and
only if the coefficients a0, a1, α0, α1, the root s0 and
the delay τ satisfy the relations
a1 = −4
τ
− 2s0, a0 = 6
τ2
+
4
τ
s0 + s
2
0, (4a)
α1 = −2
τ
es0τ , α0 =
2
τ
es0τ
(
s0 − 3
τ
)
. (4b)
(b) If (4) is satisfied, then s0 is a strictly dominant root
of ∆.
Remark 4. The expressions of a1, a0, α1, α0 in (4) are
singular with respect to τ as τ → 0. If one is interested in
studying the behavior of the roots of ∆ as τ → 0 when (4)
is satisfied, one may consider instead the quasipolynomial
s 7→ τ2∆(s), which has the same roots as ∆ but whose
coefficients are regular with respect to τ .
Notice that, up to a translation and a scaling of the
spectrum represented by the change of variables z = τ(s−
s0), one may reduce to the case s0 = 0 and τ = 1, in which
(4) reduces to
a1 = −4, a0 = 6, α1 = −2, α0 = −6,
yielding the quasipolynomial
∆̂(z) = z2 − 4z + 6− e−z(2z + 6). (5)
An important ingredient for the proof of (3) is the fol-
lowing result, which provides an a priori bound on the
imaginary part of the roots of ∆̂ on the closed right half-
plane.
Lemma 5. Let z0 be a root of ∆̂ with Re z0 ≥ 0. Then
|Im z0| < 2pi.
Proof. Let σ = Re z0, ω = Im z0, and
A0 =
(
0 1
−6 4
)
, A1 =
(
0 0
6 2
)
. (6)
Notice that ∆̂(z) = det(z Id−A0−A1e−z) for every z ∈ C.
Hence the root z0 of ∆̂ is an eigenvalue of the matrix
A0 + A1e
−z0 , and thus |z0| ≤ ρ(A0 + A1e−z0). Since, by
Gelfand’s formula, one has ρ(M) = infn∈N‖Mn‖1/n for
every square matrix M and every submultiplicative norm
‖·‖, one obtains in particular that
ω4 ≤ ‖(A0 +A1e−z0)2‖22, (7)
where ‖·‖2 denotes the Frobenius norm. Since
(A0 +A1e
−z0)2
=
(
6e−z0 − 6 2e−z0 + 4
(6e−z0 − 6)(2e−z0 + 4) (2e−z0 + 4)2 + 6e−z0 − 6
)
,
it follows from (7) that
ω4 ≤ 36|e−z0 − 1|2 + 4|e−z0 + 2|2
+ 144|e−z0 − 1|2|e−z0 + 2|2
+ |(2e−z0 + 4)2 + 6e−z0 − 6|2,
from where we obtain that
0 ≤ − 992e−2σ cos2 ω + (464e−2σ − 192)e−σ cosω
+ 728 + 1164e−2σ + 160e−4σ − ω4. (8)
The right-hand side of the above inequality can be seen as
a real polynomial of degree 2 in the variable e−σ cosω with
negative leading coefficient, and hence the above inequality
is satisfied only if the discriminant of the corresponding
second-degree polynomial is non-negative, i.e.,
(464e−2σ−192)2+3968(728+1164e−2σ+160e−4σ−ω4) ≥ 0,
which implies that
ω4 ≤ 728 + 1164e−2σ + 160e−4σ + (464e
−2σ − 192)2
3968
,
and, since σ ≥ 0, we obtain the bound
|ω| ≤ 4
√
64190
31
< 6.75.
Assume, to obtain a contradiction, that 2pi ≤ |ω| < 6.75.
Then cosω ∈ (0.893, 1] and, using further that |464e−2σ −
192| ≤ 272 and e−σ ≤ 1, it follows from (8) that |ω| ≤
4
√
1532.94 < 2pi, yielding the required contradiction. Hence
|ω| < 2pi.
Remark 6. The inequality
|z0| ≤ ρ(A0 +A1e−z0) (9)
on roots z0 of ∆̂ used in the proof of Lemma 5 is a
classical inequality for time-delay systems of retarded
type (see, e.g., (Michiels and Niculescu, 2007, Proposition
1.10)). However, manipulating and extracting information
directly from this inequality is usually a difficult task
since it involves the computation of the spectral radius of
A0 +A1e
−z0 as a function of z0. Several works use instead
the fact that the spectral radius is a lower bound on any
submultiplicative matrix norm ‖·‖ and consider, instead of
(9), the coarser inequality
|z0| ≤ ‖A0 +A1e−z0‖, (10)
choosing typically easier-to-compute norms, such as the
1 norm, the Frobenius norm, or the ∞ norm. However,
(10) is usually much coarser than (9). As an illustration,
Table 1 provide numerical values for the best bounds on
|Im z0| that one may have using (9) and (10) for z0 ∈ C
with Re z0 ≥ 0.
Table 1. Numerical bounds on |Im z0| for com-
plex numbers z0 with Re z0 ≥ 0 satisfying (9)
and (10) for three different choices of norms.
Inequality Numerical bound on |Im z0|
(9) 5.9763
(10) with the 1 norm 10.4520
(10) with the Frobenius norm 10.6304
(10) with the ∞ norm 11.4720
It follows from the analysis of Table 1 that it is not possible
to obtain the conclusion of Lemma 5 only from (10) with
the above choices of norms. This is what motivates the
strategy used in the proof of Lemma 5, which relies on
Gelfand’s formula for the spectral radius to obtain from
(9) the inequalities
|z0|n ≤ ‖(A0 +A1e−z0)n‖, (11)
for any submultiplicative norm ‖·‖ and any n ∈ N. For
n = 1, (11) reduces to (10) but, for larger n, (11), while
still coarser than (9), is usually sharper than (10) (even
though this may not always be the case; see, e.g., (Kato,
1995, Chapter 1, Remark 4.2)). We represent in Figure 1
the boundary of the sets of z0 ∈ C satisfying inequality
(9) involving the spectral radius (solid line) and inequality
(11) with n = 2 for the 1, Frobenius, and ∞ norms
(dashed, dotted, and dash-dotted lines), using the matrices
A0 and A1 from (6). The sets themselves are on the left-
hand side of the represented boundaries. We also represent,
in Table 2, numerical bounds on |Im z0| obtained using (11)
with n = 2 and same choices of norms as before.
Table 2. Numerical bounds on |Im z0| for com-
plex numbers z0 with Re z0 ≥ 0 satisfying (11)
for n = 2 and three different choices of norms.
Inequality Numerical bound on |Im z0|
(11) with the 1 norm 6.4630
(11) with the Frobenius norm 6.0803
(11) with the ∞ norm 7.8163
Comparing Table 1 with Table 2, one verifies that the
bounds obtained from (11) with n = 2 are sharper than
the ones from (10), and (11) with n = 2 and the Frobenius
norm is sufficient to prove Lemma 5, justifying the strategy
of our proof.
In addition to the above strategies based on (9) and
inequalities between the spectral radius and matrix norms,
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Fig. 1. (a) Boundaries of the sets of z0 ∈ C satisfying (9) and (11) for n = 2 and three different choices of norms. (b)
Detail of the curves from (a) in the region {z ∈ C | |Re z| ≤ 0.5 and 5 ≤ Im z ≤ 9}.
there are also other techniques to obtain a priori bounds
on roots of quasipolynomials of the form (2), such as
those used in Mori and Kokame (1989) and their improved
versions in Wang (1992) and Tissir and Hmamed (1996).
As a consequence of the bound by T. Mori and H. Kokame,
one obtains that, if z0 ∈ C is a root of ∆̂ with nonnegative
real part, then
|Im z0| ≤ µ(−iA0) + ‖A1‖, (12)
where ‖·‖ denotes a matrix norm induced by a vector
norm and µ is defined for a square matrix M by µ(M) =
limε→0 1ε (‖Id +εM‖−1). The improved bound by E. Tissir
and A. Hmamed implies that
|Im z0| ≤ µ(−iA0) + max
0≤θ≤2pi
µ(A1e
iθ). (13)
Numerical values of these bounds with A0 and A1 given
by (6) and using the 1, 2, and ∞ norms are presented in
Table 3 (note that one can no longer use the Frobenius
norm since it is not induced by any vector norm). We
remark that none of these bounds can be used to obtain
the conclusion of Lemma 5.
Table 3. Bounds on |Im z0| obtained from (12)
and (13) with three different choices of norms
Inequality Bound on |Im z0|
(12) with the 1 norm 12
(12) with the 2 norm 9.8246
(12) with the ∞ norm 14
(13) with the 1 norm 12
(13) with the 2 norm 7.6623
(13) with the ∞ norm 14
The above a priori bounds are far from forming an ex-
haustive list. Obtaining sharper bounds is an active re-
search topic with important practical implications (see,
e.g., Cardeliquio et al. (2020) for recent developments on
this topic).
Proof of Theorem 3. Let us denote by ∆˜ the quasipoly-
nomial obtained by multiplying ∆ by τ2 and performing
the change of variables z = τ(s− s0), i.e.,
∆˜(z) = τ2∆
(
s0 +
z
τ
)
= z2+b1z+b0+e
−z(β1z+β0), (14)
where
b1 = (a1 + 2s0)τ, b0 = (s
2
0 + a1s0 + a0)τ
2,
β1 = α1τe
−s0τ , β0 = (α0 + α1s0)τ2e−s0τ .
(15)
Note that s0 is a root of multiplicity 4 of ∆ if and only if
0 is a root of multiplicity 4 of ∆˜. Recalling that the degree
of the quasipolynomial ∆˜ is 4, 0 is a root of multiplicity 4
if and only if ∆˜(k)(0) = 0 for k ∈ {0, 1, 2, 3}. We compute
∆˜′(z) = 2z + b1 + e−z(−β1z − β0 + β1),
∆˜′′(z) = 2 + e−z(β1z + β0 − 2β1),
∆˜′′′(z) = e−z(−β1z − β0 + 3β1),
and one then obtains that 0 is a root of multiplicity 4 of
∆˜ if and only if
b0 + β0 = 0, b1 − β0 + β1 = 0,
β0 − 2β1 = −2, −β0 + 3β1 = 0.
The unique solution of the above system is given by
b1 = −4, b0 = 6, β1 = −2, and β0 = −6. Using (15), one
immediately verifies that these conditions are equivalent
to (4), concluding the proof of (a). Moreover, under these
conditions, one has ∆˜ = ∆̂, where ∆̂ is defined in (5).
To prove (b), note that ∆̂ can be written as
∆̂(z) = z4
∫ 1
0
t(t− 1)2e−zt dt, (16)
as one immediately verifies integrating by parts. Let s be
a root of ∆ with s 6= s0. Then z = τ(s− s0) is a root of ∆̂
with z 6= 0, and thus∫ 1
0
t(t− 1)2e−σt cos(ωt) dt = 0, (17)
∫ 1
0
t(t− 1)2e−σt sin(ωt) dt = 0, (18)
where σ = Re z and ω = Im z. Since ∆̂ is a quasipolyno-
mial with real coefficients, one may assume with no loss of
generality that ω ≥ 0.
We have ω > 0, since, if ω = 0, then (17) is in contradiction
with the fact that t 7→ t(t − 1)2e−σt is strictly positive in
(0, 1). We also have ω > pi, since, if ω ≤ pi, then t 7→ t(t−
1)2e−σt sin(ωt) is strictly positive in (0, 1). Assume, to
obtain a contradiction, that σ ≥ 0. Then, by Lemma 5,
we obtain that pi < ω < 2pi. By performing a suitable
linear combination of (17) and (18), we have∫ 1
0
t(t− 1)2e−σt sin (ω (t− 12)) dt = 0.
Decomposing this integral in the intervals (0, 12 ) and (
1
2 , 1)
and performing the changes of variables t¯ = 12 − t and
tˆ = t− 12 in these intervals, respectively, we obtain∫ 1
2
0
(
1
4 − t2
)
sin(ωt) (sinh(σt) + 2t cosh(σt)) dt = 0,
where sinh and cosh denote hyperbolic sine and cosine,
respectively. Since pi < ω < 2pi and σ ≥ 0, the function
t 7→ ( 14 − t2) sin(ωt) (sinh(σt) + 2t cosh(σt)) is strictly
positive in
(
0, 12
)
, contradicting the above equality and
thus concluding the proof of (b).
3. MAIN RESULT
The main result of the paper is the following theorem
providing conditions for the maximal multiplicity of a root
of ∆ and establishing the dominance of this root. Recall
that the maximal multiplicity of any root of ∆ is 2n.
Theorem 7. Consider the quasipolynomial ∆ given by (2)
and let s0 ∈ R.
(a) The number s0 is a root of multiplicity 2n of ∆ if and
only if, for every k ∈ {0, . . . , n− 1},
ak =
(
n
k
)
(−s0)n−k
+ (−1)n−kn!
n−1∑
j=k
(
j
k
)(
2n− j − 1
n− 1
)
sj−k0
j!τn−j
,
αk = (−1)n−1es0τ
n−1∑
j=k
(−1)j−k(2n− j − 1)!
k!(j − k)!(n− j − 1)!
sj−k0
τn−j
.
(19)
(b) If (19) is satisfied, then s0 is a strictly dominant root
of ∆.
By considering the first equation in (19) with k = n − 1,
one also obtains a simple expression for s0 in terms of τ
and an−1.
Corollary 8. Let s0 ∈ R, ∆ be the quasipolynomial given
by (2), and assume that the coefficients of ∆ are given by
(19). Then
s0 = −an−1
n
− n
τ
.
The complete proof of Theorem 7 is provided in an
extended version of this paper and follows the same lines
of the proof of Theorem 3. After a suitable change of
variables in order to reduce to the case s0 = 0 and τ = 1,
explicit computations of ∆(k)(z) for k ∈ {0, . . . , 2n − 1}
allow computing the coefficients a0, . . . , an−1, α0, . . . , αn−1
ensuring maximal multiplicity. Dominance of s0 can be
established by adapting the arguments from Section 2.
4. ILLUSTRATIVE EXAMPLE
Consider the case n = 3 and τ = 2.5. We choose s0 = −0.5
as a root of multiplicity 6 for ∆. Then, by Theorem 7, the
coefficients a0, a1, a2, α0, α1, α2 are given by
a0 = −1.735, a1 = 2.91, a2 = −2.1,
α0 ≈ 1.736219, α1 ≈ 1.443984, α2 ≈ 0.3438058.
Figure 2(a) shows the roots of ∆ within the region {s ∈ C |
−5 ≤ Re s ≤ 1, −30 ≤ Im s ≤ 30}, computed numerically
using Python cxroots package, which implements numer-
ical methods described in Kravanja and Van Barel (2000).
We also highlight the existence of algorithms for efficient
numerical computations of roots of quasipolynomials, such
as QPmR from Vyhl´ıdal and Z´ıtek (2009). We observe in
Figure 2(a) the presence of the multiple root s0 = −0.5 as
well as other roots dominated by s0. Figure 2(b) illustrates
the stability of (1) with the above choice of coefficients by
representing four particular solutions, obtained with the
initial conditions y0,i for i ∈ {1, 2, 3, 4} given by
y0,1(t) = 1, y0,2(t) = −t,
y0,3(t) = − t
2
4
, y0,4(t) = − 1
6ω2
sin(ωt),
with ω = 2pi.
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