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UNIVERSAL TODA BRACKETS OF RING SPECTRA
STEFFEN SAGAVE
Abstract. We construct and examine the universal Toda bracket of a highly
structured ring spectrum R. This invariant of R is a cohomology class in the
Mac Lane cohomology of the graded ring of homotopy groups of R which carries
information about R and the category of R-module spectra. It determines for
example all triple Toda brackets of R and the first obstruction to realizing a
module over the homotopy groups of R by an R-module spectrum.
For periodic ring spectra, we study the corresponding theory of higher
universal Toda brackets. The real and complex K-theory spectra serve as our
main examples.
1. Introduction
In this paper, we study a question about highly structured ring spectra. More
specifically, we construct a cohomological invariant γR of a ring spectrum R, called
its universal Toda bracket, and examine which information about R is encoded
in γR.
We use the term ring spectrum for what is called an S-algebra in [14], a symmetric
ring spectrum in [19], or an orthogonal ring spectrum in [30]. A ring spectrum R
has an associated module category Mod-R, which is a stable model category and
has a triangulated homotopy category Ho(Mod-R).
For an object X of Ho(Mod-R), its stable homotopy groups π∗(X) form a
graded π∗(R)-module. One of our aims is to understand the resulting functor
π∗(−) : Ho(Mod-R)→ Mod-π∗(R) better. Particularly, we want to examine under
which conditions a π∗(R)-module M is realizable, that is, arises as the homotopy
groups of an R-module spectrum.
There is an obstruction theory associated to this problem, with obstructions
κi(M) ∈ Ext
i,2−i
π∗(R)
(M,M) for i ≥ 3. The first obstruction κ3(M) is always defined
and unique. It vanishes if and only if M is a retract of a realizable module. For
i ≥ 4, κi(M) is only defined if κi−1(M) vanishes, and there are choices involved.
We examine these obstructions and show how they depend on the structure of R.
The obstruction theory is the special case of an obstruction theory for realizabil-
ity in a triangulated category T described in [6, Appendix A]. In this generality,
it can be used to find out whether a module over the graded endomorphism ring
T (N,N)∗ of a compact object N can be realized as T (N,X)∗ for some object X
of T . An algebraic instance of this problem is to realize a module over the coho-
mology of a differential graded algebra A as the cohomology of a differential graded
A-module.
Because of this analogy between ring spectra and differential graded algebras, the
following result is a motivation for our work: for a differential graded algebra A over
a field k, Benson, Krause, and Schwede [6] study a class γA ∈ HH
3,−1
k (H
∗(A)) in the
Hochschild cohomology of the cohomology ring of A. It determines by evaluation
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all triple (matric) Massey products of H∗(A). Moreover, via the map
−⊗L idM : HH
3,−1
k (H
∗(A))→ Ext3,−1
H∗(A)(M,M),
it determines the first realizability obstruction κ3(M) for every H
∗(A)-module M .
We develop a similar theory for ring spectra. Though the obstruction theory
for the realizability problem takes place completely in triangulated categories, the
definition of a cohomology class with that property needs information from an
underlying ‘model’. In the case of the differential graded algebra A, the A∞-
structure of H∗(A) can be used to define γA [6, Remark 7.4]. In the case of ring
spectra, there is no such A∞-structure. The appropriate replacement is to use that
choosing representatives in the model category of maps in the homotopy category
is in general not associative with respect to the composition. This non-associativity
leads to obstructions which assemble to a well defined cohomology class.
The formulation of our main results uses Mac Lane cohomology groups, denoted
by HML. We define this cohomology theory for graded rings using the normal-
ized cohomology of categories [5]. Its ungraded version is equivalent to Mac Lane’s
original definition [22]. This theory is, for various reasons, an appropriate replace-
ment of the Hochschild cohomology used in [6]. One reason is that one can, similar
to Hochschild cohomology, evaluate a representing cocycle on a sequence of com-
posable maps. If the sequence of maps is a complex, it makes sense to ask the
evaluation to be an element of the Toda bracket of the complex.
One main result is the following special case of Theorem 8.1:
Theorem 1.1. Let R be a ring spectrum. Then there exists a well defined co-
homology class γR ∈ HML
3,−1(π∗(R)) which, by evaluation, determines all triple
matric Toda brackets of π∗(R). For a π∗(R)-module M which admits a resolution
by finitely generated free π∗(R)-modules, the product idM ∪γR ∈ Ext
3,−1
π∗(R)
(M,M) is
the first realizability obstruction κ3(M).
The term universal Toda bracket for such a cohomology class, as well as the
usage of cohomology of categories, are motivated by Baues’ study of universal Toda
brackets for subcategories of the homotopy category of topological spaces [2, 3]. The
recent preprint [4] is concerned with a class similar to the γR of the last theorem,
but studies different properties, namely a relation to “quadratic pair algebras”.
Theorem 1.1 applies for example to the realK-theory spectrum KO. As KO has
non-vanishing triple Toda brackets, γKO is non-trivial. Moreover, the obstructions
determined by γKO detect the non-realizable π∗(KO)-module (π∗(KO))⊗Z/2. We
discuss in Remark 8.5 how this contradicts a claim of Wolbert [43, Theorems 20
and 21].
The proof of Theorem 1.1 divides into two parts. In Section 5, we give a general
construction of the universal Toda bracket of a small subcategory of the homotopy
category of a stable model category. Specializing to the subcategory of finitely
generated free modules in Ho(Mod-R), this defines γR. Theorem 4.15 shows how
a cohomology class which determines Toda brackets also determines the obstruc-
tions κ3.
Many examples of ring spectra have the property that their ring of homotopy
groups is concentrated in degrees divisible by n for some n ≥ 2. Then all realiz-
ability obstructions κ3 vanish for degree reasons. The first realizability obstruction
not vanishing for degree reasons is determined by a higher universal Toda bracket,
which we also introduce in Theorem 8.1.
The higher universal Toda bracket of a ring spectrum R becomes particularly
nice if π∗(R) is a graded Laurent polynomial ring on a central generator of degree n.
In this case, the higher universal Toda bracket γn+2R can be defined as an element of
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HMLn+2(π0(R)). As in Theorem 1.1, it determines (n+2)-fold Toda brackets and
realizability obstructions κn+2. But now there is a better chance to actually identify
γn+2R , since computations of (ungraded) Mac Lane-cohomology groups are known
in relevant cases. For example, the universal Toda bracket γ4KU of the complex K-
theory spectrum KU is an element of HML4(Z) ∼= Z/2. We prove in Proposition
8.15 that it is the non-zero element.
The calculation of γ4KU is a consequence of a different kind of information de-
tected by universal Toda brackets. The Toda brackets of a ring spectrum R can be
considered as higher order information about zero divisors in π∗(R) and its matrix
rings. It turns out that the universal Toda bracket also knows about the units of
R and its matrix rings.
To make the slogan precise, recall that for a ring spectrum R and q ≥ 1, there is a
path connected space BGLq R. It is the classifying space of the topological monoid
given by the invertible path components of the mapping space MapR(R
q, Rq). The
algebraic K-theory of R can be built from the spaces BGLq R [40, 14].
If π∗(R) is concentrated in degrees divisible by n for some n ≥ 1, we know that
πk(BGLq R) = 0 for 1 < k < n+1. The following corollary follows from Corollary
8.11 and Theorem 8.7. It is related to [21], see also [3, Example 4.9, Theorem 3.10].
Corollary 1.2. Let R be a ring spectrum such that π∗(R) is a Laurent polynomial
ring on a central generator in degree n. The restriction map
HMLn+2(π0(R))→ H
n+2(π1(BGLq R), πn+1(BGLq R))
sends γn+2R to the first k-invariant of BGLq R not vanishing for dimensional rea-
sons.
Moreover, with an additional assumption on HMLn+1(π0(R)), we interpret the
vanishing of γn+2R in terms of algebraic K-theory in Proposition 8.14.
Organization. The main results can be found in Section 8. There we also discuss
the examples mentioned in the introduction.
In the second section, we briefly review cohomology of categories and Mac Lane
cohomology, including a version for graded rings, and define the cup product used in
Theorem 1.1. In the third section, we explain the obstruction theory for realizability
in triangulated categories. The fourth section is devoted to (higher) Toda brackets
in triangulated categories. We explain how Toda brackets determine realizability
obstructions.
The fifth section is the technical backbone of this paper. We give a general
construction of the universal Toda bracket in the framework of stable topological
model categories. Section 6 features a comparison of different definitions of Toda
brackets. In Section 7, we show how universal Toda brackets are related to k-
invariants of classifying spaces. The Appendix consists of a brief discussion of
topological model categories and provides a technical result needed in Section 5.
Acknowledgments. This paper is the revised version of my Ph.D. thesis at the
University of Bonn [33]. I would like to thank my adviser Stefan Schwede, who
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2. Mac Lane cohomology
We review the definition of Mac Lane cohomology via cohomology of categories
and introduce a cup pairing between the Mac Lane cohomology of a graded ring Λ
and a group of Λ-module homomorphisms. As a reference for Mac Lane cohomology,
we recommend the last chapter of Loday’s book [28, Chapter 13].
2.1. Cohomology of categories and HML. Let C be a small category. A C-
bimodule is a functor D : Cop × C → Ab. For a map f : X → Y in C, we denote the
abelian group D(X,Y ) by Df . For maps g : X
′ → X , h : Y → Y ′, and f : X → Y ,
the C-bimodule structure induces actions g∗ : Df → Dfg and h∗ : Df → Dhf . If A
is a ring and C is the category of A-modules, the bifunctor HomA(−,−) provides
an example for a C-bimodule.
To define the cohomology a category C with coefficients in a C-bimodule D we
consider the cochain complex C∗(C, D) with
Cn(C, D) =
{
{c : Nn(C)→
∐
g∈Mor(C)Dg | c(g1, . . . , gn) ∈ Dg1···gn} for n ≥ 1
{c : Ob(C)→
∐
X∈Ob(C)D(X,X) | c(X) ∈ D(X,X)} for n = 0.
Here N(C) is the nerve of C, so an element of Nn(C) is a sequence (g1, . . . , gn) of
n composable maps in C. The abelian group structure on Cn(C, D) is given by the
pointwise addition in Dg. For n > 1, the differential δ : C
n−1(C, D)→ Cn(C, D) is
(δc)(g1, . . . , gn) =(g1)∗c(g2, . . . , gn) +
n∑
i=1
(−1)ic(g1, . . . , gigi+1, . . . , gn)
+ (−1)n+1(gn)
∗c(g1, . . . , gn−1).
For n = 1, it is (δc)(g1 : X1 → X0) = (g1)∗c(X1) − (g1)
∗c(X0). It is easy to verify
δ2 = 0.
Definition 2.2. [5, Definition 1.4] The cohomology H∗(C, D) of the category C with
coefficients in the C-bimodule D is the cohomology of (C∗(C, D), δ).
There is a normalized version of this. A category is pointed if it has a preferred
zero object ∗, i.e., ∗ is both initial and terminal. A zero morphism in a pointed
category is a map which factors through the zero object. If C is a pointed category,
a C-bimodule D is normalized if D(∗, X) = 0 = D(X, ∗) holds for all objects X .
For a pointed category C and a normalized C-bimodule D, we consider the sub-
group C
n
(C, D) = {c ∈ Cn(C, D)|c(g1, . . . , gn) = 0 if gi is zero for some i} of nor-
malized cochains in Cn(C, D). As D is normalized, C
∗
(C, D) is a subcomplex of
C∗(C, D). By [3, Theorem 1.1], the inclusion C
∗
(C, D) → C∗(C, D) induces an
isomorphism in cohomology. Therefore, we can assume representing cochains to
be normalized as soon as we consider the cohomology of a pointed category with
coefficients in a normalized bimodule.
Cohomology of categories has good naturality properties. If F : C → D is a
functor and D a D-bimodule, there is an induced C-bimodule F ∗D, and F induces
maps F ∗ : C∗(D, D)→ C∗(C, F ∗D) and F ∗ : H∗(D, D)→ H∗(C, F ∗D). The latter
map is an isomorphism if F is an equivalence of categories [5, Theorem 1.11].
For a ring A, we denote the category of finitely generated free right A-modules
by F (A). To avoid set theoretic problems, we assume F (A) to be small, i.e., we
require it to contain only one element from each isomorphism class of objects. The
category F (A) is pointed by the trivial module, and for an A-bimodule M , the
functor HomA(−,−⊗A M) is a normalized F (A)-module.
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Definition 2.3. Let A be a ring and let M be an A-bimodule. The Mac Lane
cohomology of A with coefficients in M is defined by
HMLs(A,M) = Hs(F (A),HomA(−,−⊗A M)).
If M equals A, we adopt the convention HMLs(A) = HMLs(A,A).
Mac Lane cohomology was originally defined by Mac Lane in 1956 [29]. Jibladze
and Pirashvili [22] proved the equivalence of Mac Lane’s definition to the one we use.
Mac Lane cohomology is also isomorphic to Ext-groups in the abelian categoryF(A)
of functors from F (A) to Mod-A (see [22]) and to topological Hochschild cohomology
(see [9] for the definition and [31] or [34, Theorem 6.7] for the equivalence). The
computation of Mac Lane cohomology is known for many examples, including the
cases HML∗(Fp) (see [15]) and HML
∗(Z) (see [16]) we encounter in Section 8.
For later use we prove
Lemma 2.4. Let A be a ring, let M and P be A-modules with P projective, let
I : F (A) → Mod-A be the inclusion functor and let T : F (A) → Mod-A be any
functor. For i ≥ 1, there is an isomorphism
Hi(F (A),HomA(I(−)⊕ P, T (−)⊕M)) ∼= H
i(F (A),HomA(−, T (−))).
Proof. By [22, Corollary 3.11], this translates to a statement about the Ext-group
ExtiF(A)(I(−) ⊕ P, T (−) ⊕ M). Since the constant functor represented by P is
projective in F(A), it cancels out in the first variable. As I is reduced, i.e., I(0) = 0,
it has a projective resolution by reduced functors. Since there is only the trivial map
from a reduced functor to the constant functor M , the M cancels out as well. 
2.5. Mac Lane cohomology of graded rings. If Λ is a graded ring, the mor-
phisms between graded Λ-modulesM andN form a graded abelian group by setting
HomiΛ(M,N) = HomΛ(M,N [i]) = HomΛ(M,N)−i.
Definition 2.6. A graded ring, a graded abelian group, or a graded module is
n-sparse if it is concentrated in degrees divisible by n. A full subcategory C of
Mod-Λ is n-split if for each pair of objectsM and N in C, the graded abelian group
HomΛ(M,N)∗ is n-sparse.
For a graded ring Λ, let F (Λ) be the category of finitely generated free graded
right Λ-modules. The objects of F (Λ) are finite sums of shifted copies of the free
module of rank 1. If Λ is n-sparse for n ≥ 1, the full subcategory of F (Λ) given by
the n-sparse Λ-modules is denoted by F (Λ, n). For n = 1, we have F (Λ) = F (Λ, n).
The category F (Λ, n) is an example of an n-split subcategory of Mod-Λ.
Definition 2.7. Let Λ be an n-sparse graded ring, and let M be a graded right
Λ-module. The graded n-split Mac Lane cohomology of Λ with coefficients in M is
defined by
HMLsn−sp(Λ,M) = H
s(F (Λ, n),HomΛ(−,−⊗Λ M)).
If M = Λ[t], a t-fold shift of Λ for some t ∈ Z, we adopt the convention
HMLs,tn−sp(Λ) = HML
s
n−sp(Λ,Λ[t]).
If n = 1, we drop ‘1−sp’ from the notation and write HMLs(Λ,M) or HMLs,t(Λ).
The graded Mac Lane cohomology is related to the ungraded theory. If Λ is
n-sparse, the functor −⊗Λ0 Λ: F (Λ0)→ F (Λ, n) satisfies
(−⊗Λ0 Λ)
∗HomΛ(−,−⊗Λ Λ[−n]) ∼= HomΛ0(−,−⊗Λ0 Λn)
and therefore induces a restriction map HML∗,−nn−sp(Λ)→ HML
∗(Λ0,Λn).
6 STEFFEN SAGAVE
A central unit u of degree n in Λ is a homogeneous element u of degree n which
is a unit and is central in the graded sense. If Λ has a central unit, − ⊗Λ0 Λ is an
equivalence of categories, and Λn is isomorphic to Λ0 as Λ0-bimodules. This proves
Lemma 2.8. Let Λ be an n-sparse graded ring with a central unit u of degree n.
Then the restriction induces an isomorphism HML∗,−nn−sp(Λ)→ HML
∗(Λ0).
2.9. Relation to group cohomology. We review some well known maps from
Mac Lane cohomology to group cohomology.
For an object X in a category C, we denote its group of automorphisms by
Aut(X). The category with a single object X and Hom(X,X) = Aut(X) is denoted
by Aut(X). It comes with a canonical inclusion functor Aut(X) → C. If D is an
Aut(X)-bimodule, the automorphism group Aut(X) acts via the conjugation action
gx = (g−1)∗(g∗(x)) from the left on the abelian group D(X,X).
Proposition 2.10. Let C be a small category, let X be an object of C, and let D
be a C-bimodule. The inclusion functor F : Aut(X)→ C induces a restriction map
Θ: H∗(C, D)→ H∗(Aut(X), F ∗D)
∼=
−→ H∗(Aut(X), D(X,X))
from the cohomology of C with coefficients in D to the cohomology of the group
Aut(X) with coefficients in the Aut(X)-module D(X,X).
Proof. The first map is the restriction along the inclusion. The second map is anal-
ogous to the Mac Lane isomorphism between the Hochschild homology of a group
ring and group homology [28, Proposition 7.4.2]. On a cochain c, the isomorphism
is given by (ϕ(c))(g1, . . . , gn) = (g
−1
n · · · g
−1
1 )
∗c(g1, . . . , gn). 
When A is a ring and M is an A-bimodule, we write as usual GLq A for the
group of invertible (q× q)-matrices, which acts on the abelian group MatqM of all
(q× q)-matrices with entries in M by conjugation. The last proposition specializes
to Mac Lane cohomology for graded and ungraded rings:
Corollary 2.11. Let Λ be an n-sparse graded ring, let A be a ring, and let M be
an A-bimodule. For q ≥ 1, there are restriction maps
HML∗,−nn−sp(Λ)→ H
∗(GLq Λ0,Matq Λn) and HML
∗(A,M)→ H∗(GLq A,MatqM).
If A = Λ0 and M = Λn, the first map factors through the second map and the
restriction HML∗,−nn−sp(Λ)→ HML
∗(Λ0,Λn).
2.12. The Cup-product. In the following, Ext-groups are understood in the sense
of Yoneda. For a graded ring Λ, shifting of modules gives rise to a bigrading on
Ext, that is, Exts,t(M,N) = Exts(M,N [t]).
Construction 2.13. Let Λ be an n-sparse graded ring. Let M and N be Λ-
modules such that M admits a resolution by objects in F (Λ, n). Then there is a
well defined map
HomΛ(M,N)×HML
s,t
n−sp(Λ)→ Ext
s,t
Λ (M,N), (f, γ) 7→ f ∪ γ
which we refer to as the cup product. It is bilinear and natural in the sense that
(gf) ∪ γ = g∗(f ∪ γ) holds for composable maps of Λ-modules f and g.
To define the cup product, we choose a resolution · · · → M1
λ1−→ M0
λ0−→ M of
M by objects Mi of F (Λ, n) and a normalized cocycle
c ∈ C
s
(F (Λ, n),HomΛ(−,−⊗Λ Λ[t]))
representing the cohomology class γ ∈ HMLs,tn−sp(Λ).
Since δ(c) = 0 and the λi form a resolution, evaluating δ(c) on (λ1, . . . , λs+1)
yields λ0[t]c(λ1, . . . , λs)λs+1 = (−1)
sλ0[t]λ1[t]c(λ2, . . . , λs+1) = 0. This implies that
there is a dotted arrow τ such that diagram of Figure 1 commutes.
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Ms+1
λs+1
// Ms
c(λ1,...,λs)

))SS
SSS
SSS
S
λs
++XXXX
XXXXX
XXXXX
XXXXX
X
0 // kerλs−1
τ
||x
x
x
x
x
x
x
**TTT
TTTT
TTTT
TT
// Ms−1
λs−1
// . . . λ1 //M0
λ0 // M // 0.
M0[t]
λ0[t]

0
M [t]
Figure 1. Defining the cup product
If Ψ ∈ Exts,0Λ (M, kerλs−1) denotes the Yoneda class of the extension
0→ kerλs−1 →Ms−1 → · · · →M0 →M → 0,
we define f ∪ γ to be (−1)
n(n+3)
2 ((f [t])τ)∗(Ψ) ∈ Ext
s,t
Λ (M,N). The mysterious sign
is built in to cancel out with another sign arising in Lemma 4.12. (This will keep
signs out of the statements of the main results.)
The bilinearity and the naturality with respect to composition of maps are ob-
vious. In Lemma 2.16 and Lemma 2.17 we show that the Ext-class of f ∪γ doesn’t
depend on the choice of the cocycle representing γ and the resolution of M .
Remark 2.14. If E is a graded k-algebra over a field k, the tensor product of a
right module with a bimodule has a left derived functor
−⊗L − : HomE(P,Q)×HH
s,t
k (E)→ Ext
s,t
E (P,Q).
Our cup-product should be thought of as similar to this. The relation becomes
clearer when HML∗ is defined via Ext-groups in the category F(A) of functors
F (A)→ Mod-A. We sketch the ungraded case.
The self-extensions Ext∗F(A)(I, I) in F(A) of the inclusion functor I are isomor-
phic to HML∗(A) [22]. We can enlarge F (A) by a bigger small additive subcategory
C of Mod-A that containsM without changing the Ext-group [22, §2 and Corollary
3.11]. Evaluating an element of ExtC(I, I) on M gives an element of Ext
∗
A(M,M),
and inspecting the proof of the isomorphism Ext∗F(A)(I, I)
∼= HML∗(A) [22, Theo-
rem B], we see that this recovers the cup-product. We do not go into the details as
we only use the description of the product given above.
Lemma 2.15. Let 0 → M ′
g
−→ Mn−1 → · · · → M0 → M be an exact sequence
in Mod-Λ representing a class Ψ ∈ ExtnΛ(M,M
′). Assume that M0, . . . ,Mn−1 are
free. For maps f : M ′ → N and h : Mn−1 → N , we have (f + hg)∗(Ψ) = f∗(Ψ).
Proof. This statement becomes trivial with Ext defined via projective resolutions.

Lemma 2.16. The cup product of Construction 2.13 does not depend on the choice
of the cocycle representing γ.
Proof. It is enough to show that the extension associated to a coboundary represents
the trivial element in Exts,tΛ (M,N). Let b ∈ C
s−1
(F (Λ, n),HomΛ(−,−⊗ΛΛ[t])) be
a normalized cochain. Evaluating δ(b) on (λ1, . . . , λs) yields λ0[t]δ(b)(λ1, . . . , λs) =
(−1)sλ0[t]b(λ1, . . . , λs−1)λs. Hence the τ associated to c = δ(b) extends to Ms−1,
so ((f [t])τ)∗(Ψ) = 0 by the last lemma. 
Lemma 2.17. The cup product of Construction 2.13 does not depend on the choice
of the resolution of M .
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Proof. Suppose we are given another resolution . . .
λ′1−→M ′0
λ′0−→M of M by objects
of F (Λ, n). Then there exist maps αi : M
′
i →Mi with λiαi = αi−1λ
′
i and λ0α0 = λ
′
0.
The problem is that in general (λ′0[t])(c(λ
′
1, . . . , λ
′
s)) = (λ0[t])(c(λ1, . . . , λs))αs does
not hold. As we are only interested in the induced maps on Ext-groups, it suffices
to show that the two maps give rise to maps τ, τ ′ : kerλ′s−1 → M [t] which induce
the same map Exts,0Λ (M, kerλ
′
s−1)→ Ext
s,t
Λ (M,N).
Using λiαi = αi−1λ
′
i and the definition of δ, we obtain the equation
0 = (δc)(α0, λ
′
1, . . . , λ
′
s) + (−1)
s(δc)(λ1, . . . , λs, αs)
+
s−1∑
i=1
(−1)i(δc)(λ1, . . . , λi, αi, λ
′
i+1, . . . , λ
′
s)
= α0[t]c(λ
′
1, . . . , λ
′
s)− c(λ1, . . . , λs)αs + λ1[t]g + hλ
′
s
in which h : M ′s−1 → M0[t] and g : M
′
s → M1[t] are maps we don’t need to know
explicitly. Composing with λ0[t] and applying Lemma 2.15 completes the proof. 
3. Realizability in triangulated categories
In this section we give a quick review of the obstruction theory for realizability
in triangulated categories described in [6, Appendix A]. The necessary background
on triangulated categories can be found in Weibel’s book [41].
Let T be a triangulated category, which we always assume to have infinite co-
products. An object N of T is compact if the functor T (N,−) preserves arbitrary
coproducts. For objects X and Y of T , we write T (X,Y )∗ for the graded abelian
group whose degree k part is T (X [k], Y ).
We fix a compact object N in T . Under composition, Λ := T (N,N)∗ becomes a
graded ring, and T (N,X)∗ is a right Λ-module for every object X . The resulting
functor T (N,−) : T → Mod-Λ from T to graded Λ-modules maps distinguished tri-
angles in T to long exact sequences. Furthermore, it preserves arbitrary coproducts
since N is compact, and it commutes with the shift of T and Mod-Λ.
Definition 3.1. In the above context, a Λ-module M is called realizable if there is
an object X in T such that T (N,X)∗ ∼=M .
The following example for this situation is studied in [6]. Let A be a differential
graded algebra over a field k, and let T = D(A) be the derived category of dg
A-modules. If N is the free module of rank 1, we have T (N,N)−∗ = H
∗(A). The
realizability question amounts to whether a graded module over the cohomology
ring H∗(A) is the cohomology of a dg A-module. In Section 8, we will address the
corresponding question for a ring spectrum R: when is a module over the homotopy
groups of R the homotopy of an R-module spectrum?
3.2. Realizability obstructions. Let T , N and Λ be as above. An object of
T is called N -free if it is a sum of shifted copies of N . We note that T (N,−)∗
restricts to an equivalence between the full subcategory of N -free objects in T and
the category of free Λ-modules.
Definition 3.3. [6, Definition A.6] For k ≥ 1, an N -exact k-Postnikov system for
a Λ-module M consists of an epimorphism T (N,X0)∗ →M and a diagram
Yk−1
πk−1

Yk−2
πk−2

_
αk−1
oo Yk−3
_
αk−2
oo Y2
π2

Y1
π1

_α2oo Y0 = X0
_α1oo
Xk
ιk
<<yyyyyyyy
Xk−1
ιk−1
;;vvvvvvvvv
Xk−2
ιk−2
;;wwwwwwww
...
X2
ι2
>>||||||||
X1
ι1
::vvvvvvvvv
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such that all arrows of the form
_oo denote morphisms of degree 1, all triangles
are distinguished triangles in T , and each object Xi is N -free. Moreover, the maps
dj = πj−1ιj with j ≥ 2 and d1 = ι1 are required to induce an exact sequence
T (N,Xk)∗
(dk)∗
−−−→ T (N,Xk−1)
(dk−1)∗
−−−−−→ . . .
(d1)∗
−−−→ T (N,X0)∗ →M → 0.
An N -exact Postnikov system is a collection of distinguished triangles as above
which extends infinitely to the left.
Proposition A.19 of [6] shows that a Λ-module M is realizable if there exists
an N -exact Postnikov system of M . By realizing the first two steps of a free
resolution ofM , one can easily see that N -exact 2-Postnikov systems exist for every
M . Therefore, the realizability problem can be attacked by extending Postnikov
systems stepwise to the left.
By [6, Lemma A.12(iii)], every N -exact k-Postnikov system of M induces an
exact sequence
T (N,X1)∗[1− k]
(d1)∗
−−−→ T (N,X0)∗[1− k]
α∗−−→ T (N, Yk−1)∗
(πk−1)∗
−−−−−→ T (N,Xk−1)∗
(dk−1)∗
−−−−−→ T (N,Xk−2)∗
of Λ-modules, where the map α : X0[1− k] = Y0[1 − k] → Yk−1 is the composition
αk−1 · · ·α1. Hence there is an exact sequence
0→M [1− k]
ηk−1
−−−→ T (N, Yk−1)∗
(πk−1)∗
−−−−−→ T (N,Xk−1)∗
(dk−1)∗
−−−−−→ . . .
. . .
(d2)∗
−−−→ T (N,X1)∗
(d1)∗
−−−→ T (N,X0)∗ →M → 0.
(3.4)
of Λ-modules. Its Yoneda class is denoted by κk+1(M) ∈ Ext
k+1,k−1
Λ (M,M) and is
called the obstruction class associated to the Postnikov system because of
Lemma 3.5. [6, Lemma A.18] If the class κk+1(M) of an N -exact k-Postnikov
system of M is trivial, then there exists an N -exact (k + 1)-Postnikov system for
M whose underlying (k − 1)-Postnikov system agrees with that of the given one.
The class κ3(M) is always defined and unique [6, Proposition 3.4(ii)]. If the
higher obstructions κi(M) for i ≥ 4 are defined, they may depend on the choice of
the Postnikov system.
3.6. A criterion for uniqueness of obstruction classes. To compare the ob-
struction classes of different Postnikov systems, we need
Definition 3.7. Let (Xj , Yj , αj , ιj , πj ,M) and (X
′
j , Y
′
j , α
′
j , ι
′
j , π
′
j ,M) be two N -
exact k-Postnikov systems for M . A morphism between them consists of maps
fj : Xj → X
′
j and gj : Yj → Y
′
j such that fk−1dk = d
′
kfk and the following commu-
tativity relations hold for 1 ≤ j ≤ k − 1:
gj−1ιj = ι
′
jfj (gj [1])αj = α
′
jgj−1 fjπj = π
′
jgj .
More generally, for 1 ≤ l ≤ k, an l-map of N -exact k-Postnikov systems for M is a
map of the underlying N -exact l-Postnikov systems.
A map between two N -exact k-Postnikov systems induces a map of the long
exact sequences representing the obstruction classes, and this map is idM on the
outer terms. So the obstruction classes of two Postnikov systems coincide if there
is a map between them. Note that this does not need the relation gk−1ιk = ι
′
kfk,
which therefore wasn’t required in Definition 3.7. To produce such maps, we use
Lemma 3.8. Suppose we are given an l-map between two N -exact k-Postnikov
systems with 1 ≤ l < k. There is an element in Extl,1−lΛ (M,M) whose vanishing
implies the existence of an (l + 1)-map between the Postnikov systems.
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Proof. Since both (T (N,Xi)∗, (di)∗) and (T (N,X
′
i)∗, (d
′
i)∗) are exact complexes of
free Λ-modules, we can find a fl+1 : Xl+1 → X
′
l+1 with fldl+1 = d
′
l+1fl+1.
Let us assume for a moment our map of Postnikov systems satisfies gl−1ιl = ι
′
lfl.
Then we could find a gl : Yl → Y
′
l such that (fl, gl−1, gl[1]) is a map between the
distinguished triangles (−πl[1], αl, ιl) and (−π
′
l[1], α
′
l, ι
′
l). The maps fl+1 and gl
would complete the required data of an (l + 1)-map.
In general, ϕ = ι′lfl− gl−1ιl ∈ T (Xl, Y
′
l−1) is non-zero. By applying T (Xl,−) to
the triangle (π′l,−α
′
l[−1],−ι
′
l[−1]) we see that there is a ψ ∈ T (Xl, Y
′
l−2[−1]) with
(α′l−1)∗(ψ) = ϕ.
If we apply T (N,−)∗ to T (Xl, Y
′
l−2[−1]) and use [6, Lemma A.12(i)-(ii)], ψ
defines a class in Extl,1−lΛ (M,M). The vanishing of this Ext-group implies the
existence of a ρ ∈ T (Xl−1, Y
′
l−2[−1]) with ρdl = ψ.
Now we can change our map of Postnikov systems by replacing gl−1 by gl−1 =
gl−1 + (α
′
l−1[−1])ρπl−1. The gl−1 satisfies the required relations. In addition,
gl−1ιl = gl−1ιl + (α
′
l−1[−1])ρdl = gl−1ιl + ϕ = ι
′
lfl
holds, and the modified l-map extends to an (l+1)-map by the argument above. 
Recall that a graded abelian group or a graded ring is n-sparse if it is concen-
trated in degrees divisible by n.
Corollary 3.9. Suppose that Λ = T (N,N)∗ is n-sparse and M is an n-sparse
Λ-module. Then there exists an N -exact (n + 1)-Postnikov system of M , and all
N -exact (n + 1)-Postnikov systems of M give rise to the same obstruction class
κn+2(M) ∈ Ext
n+2,−n
Λ (M,M).
Proof. The groups Extl+1,1−lΛ (M,M) vanish for 2 ≤ l ≤ n because of the sparseness
of Λ andM . Hence there is an N -exact (n+1)-Postnikov system for M by Lemma
3.5. Similarly, Lemma 3.8 and the vanishing of Extl,1−lΛ (M,M) for 2 ≤ l ≤ n
provide the existence of a map between two N -exact (n+1)-Postnikov systems for
M . This implies the uniqueness of the obstruction class κn+2(M). 
4. Toda brackets and realizability
We recall the definition of Toda brackets in triangulated categories and show
how they are related to the realizability obstructions of the last section.
4.1. Definition of higher Toda brackets. Cohen’s definition [11, §2] of higher
Toda brackets can be interpreted in the context of triangulated categories. We
follow Shipley [35, Appendix A] in doing so.
Definition 4.2. [35, Definition A.1] Let T be a triangulated category and let
Xn−1
λn−1
−−−→ Xn−2
λn−2
−−−→ . . .
λ1−→ X0
be (n− 1) composable maps in T . An n-filtered object X ∈ {λ1, . . . , λn−1} consists
of a sequence of maps ∗ = F0X
i0−→ F1X
i1−→ . . .
in−→ FnX = X and choices
of distinguished triangles FjX
ij
−→ Fj+1X
pj+1
−−−→ Xj [j]
dj
−→ (FjX)[1] such that
(pj [1])(dj) = λj [j].
The maps X0 ∼= F1X → X and X = FnX
pn
−→ Xn−1[n − 1] are denoted by σ
′
X
and σX .
Our definition differs from [35, Definition A.1] in that we require the objects
Xj [j] to be the cones of the maps ij , rather than to be isomorphic to the cones.
This does not make a difference since triangles isomorphic to distinguished triangles
are distinguished again.
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For a map λ1 : X1 → X0 in T , the cone C of λ1 is part of a distinguished triangle
X1 → X0 → C → X1[1]. With the filtration ∗ → X0 → C, it is a 2-filtered object
in {λ1}.
If there exists an n-filtered object X ∈ {λ1, . . . , λn−1}, each twofold composition
λiλi+1 has to be zero since it can be written as a composition of maps which
contains two consecutive maps in a distinguished triangle.
Though a filtered object consists of similar data as a Postnikov system, we
emphasize the difference: a filtered object starts from a fixed complex of maps, while
a Postnikov system starts from a module and is assumed to have some underlying
resolution. Lemma 4.12 shows how in special cases a filtered object gives rise to a
Postnikov system.
We will construct filtered objects using
Lemma 4.3. [35, Lemma A.4] Let λi : Xi → Xi−1 be a sequence of composable
maps in a triangulated category T . An n-filtered object X ∈ {λ2, . . . , λn} with a
map α : X → X0 gives rise to an (n + 1)-filtered object Cα ∈ {ασ
′
X , λ2, . . . , λn},
and an n-filtered object X ∈ {λ1, . . . , λn−1} with a map α : Xn[n − 1] → X gives
rise to an (n+ 1)-filtered object Cα ∈ {λ1, . . . , λn−1, (σXα)[−n+ 1]}.
Proof. The first part uses the octahedral axiom. The second part is immediate. 
Definition 4.4. [35, Definition A.2] Let T be a triangulated category. A map
γ ∈ T (Xn[n− 2], X0) lies in the n-fold Toda bracket of
Xn
λn−−→ Xn−1
λn−1
−−−→ . . .
λ1−→ X0
if there exist an (n− 1)-filtered object X ∈ {λ2, . . . , λn−1} and maps γ0 : X → X0
and γn : Xn[n − 2] → X such that γ = γ0γn holds and the two triangles in the
following diagram commute:
X1
σ′X

λ1
%%K
KK
KK
KK
KK
KK
Xn[n− 2]
γn
//
λn[n−2] ''OO
OOO
OOO
OOO
X
σX

γ0
// X0
Xn−1[n− 2]
We write 〈λ1, . . . , λn〉 ⊆ T (Xn[n− 2], X0) for the possibly empty set of all those γ.
We refer to Remark 6.2 for a discussion of other definitions of Toda brackets.
For n = 3, this defines the triple Toda bracket 〈λ1, λ2, λ3〉. The cone of λ2
serves as the 2-filtered object. The set 〈λ1, λ2, λ3〉 is non-empty iff λ1λ2 = 0 =
λ2λ3. It is easy to check that two elements of 〈λ1, λ2, λ3〉 differ by an element
of the set (λ1)∗(T (X3[1], X1)) + (λ3[1])
∗(T (X2[1], X0)), which we refer to as the
indeterminacy of the Toda bracket.
Remark 4.5. In the situation of (λ1, λ2, λ3) with λ1λ2 = 0 = λ2λ3, there are two
more equivalent definitions of 〈λ1, λ2, λ3〉 which involve distinguished triangles con-
taining λ1 or λ3 instead of λ2. By choosing distinguished triangles in the horizontal
lines and appropriate extensions, one builds the commutative diagram of Figure 2.
Considering the middle line as a filtered object, one sees that ǫ2τ3 ∈ 〈λ1, λ2, λ3〉 in
the sense of Definition 4.4 above. Starting with the upper line, one can first choose
ǫ3. Since ǫ2τ3 is a choice for extending λ1ǫ3 to X3[1], this is an equivalent definition
not involving C2. A third definition uses the distinguished triangle in the lower
line.
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X3
τ3[−1]




λ3 // X2
ι3 // C3
ǫ3




π3 // X3[1]
τ3




−λ3[1]
// X2[1]
C2[−1]
ǫ2[−1]




−π2[−1]
// X2
τ2[−1]




λ2 // X1
ι2 // C2
ǫ2




π2 // X2[1]
τ2




X0[−1]
−ι1[−1]
// C1[−1]
−π1[−1]
// X1
λ1 // X0
ι1 // C1.
Figure 2. Different definitions of triple Toda brackets
4.6. Existence and indeterminacy of higher Toda brackets. A sequence
(λ1, . . . , λn) of composable maps has to satisfy restrictive conditions for its Toda
bracket to be non-empty. For example, 0 ∈ 〈λ2, . . . , λn−1〉 is a necessary condition
for the existence of an (n − 1)-filtered object X ∈ {λ2, . . . , λn−1} [35, Proposition
A.5], and the additional requirement λ1λ2 = 0 = λn−1λn will in general not be
sufficient for 〈λ1, . . . , λn〉 to be non-empty. We introduce an additional assumption
to obtain non-empty Toda brackets with controllable indeterminacy.
Definition 4.7. A full subcategory U of a triangulated category T is n-split if
T (X,Y )∗ is n-sparse for all objects X and Y of U .
This is the analog to Definition 2.6 for triangulated categories. If T has a com-
pact object N for which T (N,N)∗ is n-sparse, the subcategory of sums of copies
of N which are shifted by integral multiples of n is n-split.
Lemma 4.8. Let U be an n-split subcategory of a triangulated category T with
n ≥ 2, let Xl−1
λl−1
−−−→ . . .
λ1−→ X0 be a sequence of maps in U with 2 ≤ l ≤ n − 1,
and let X ∈ {λ1, . . . , λl−1} be an l-filtered object. Then for every object Y in U , we
have T (Y [l], X) = 0 and T (X,Y [−1]) = 0.
Proof. To show the first part, we choose a map α : Y [l]→ X . Since the composition
Y [l]→ X = FlX
σX−−→ Xl−1[l − 1] is zero, α factors through Fl−1X → FlX . Using
inductively that T (Y [l], Xj[j]) = 0 for j = l − 2, . . . , 0, we obtain that α factors
through F0X → FlX . Hence α = 0 since F0X = ∗.
For the second part, we first observe that T (F1X,Y [−1]) ∼= T (X0, Y [−1]) =
0. The exact sequence T (Xj [j], Y [−1]) → T (Fj+1X,Y [−1]) → T (FjX,Y [−1]) in
which the first term is trivial for j ≤ l − 2 can be used to show the assertion by
induction. 
Lemma 4.9. Let U be an n-split subcategory of a triangulated category T . Then
a sequence Xl
λl−→ Xl−1
λl−1
−−−→ . . .
λ1−→ X0 in U with λiλi+1 = 0 admits an (l + 1)-
filtered object X ∈ {λ1, . . . , λl} if l ≤ n + 1. If l ≤ n, the (l + 1)-filtered object is
unique up to isomorphism.
Proof. The map from X0 to the cone of λ1 : X1 → X0 gives the data of a 2-filtered
object in {λ1}. Inductively, we assume that X ∈ {λ1, . . . , λj−1} is a j-filtered
object with j ≤ n and consider the solid arrow diagram
Fj−2X
ij−1
// Fj−1X
pj−1xxppp
ppp
pp
ij
// FjX
pjxxqqq
qqq
qq
Xj−2[j − 2]
Ndj−2
ggNNNNNNNN
Xj−1[j − 1]
Ndj−1
ggNNNNNNNN
_
λj−1 [j−1]
oo Xj [j − 1].
λj [j−1]
oo
β
eeK
K
K
K
UNIVERSAL TODA BRACKETS OF RING SPECTRA 13
The map (pj−1dj−1)(λj [j− 1]) is trivial as a shift of λj−1λj . Hence dj−1(λj [j− 1])
lifts along ij−1 and factors through Fj−2X . We have T (Xj−1[j−1], Fj−2X) = 0 by
the last lemma, hence dj−1(λj [j−1]) = 0. This provides the existence of the dotted
arrow β. By Lemma 4.3, the cone of β is a (j + 1)-filtered object in {λ1, . . . , λj}.
We prove uniqueness by inductively constructing isomorphisms fj : FjX → F
′
jX
compatible with all structure maps. This is trivial for the 1-filtered objects. Assume
we are given an isomorphism fj−1 : Fj−1X → F
′
j−1X . The compatibility yields
p′j−1d
′
j−1 = λj−1[j − 1] = p
′
j−1fj−1dj−1. Hence the exact sequence resulting from
applying T (Xj−1[j − 2],−) to
F ′j−2X
ι′j−1
−−−→ F ′j−1X
p′j−1
−−−→ Xj−2[j − 2]
shows that d′j−1−fj−1dj−1 is in the image of (ι
′
j−1)∗. Since T (Xj−1[j−2], Fj−2X
′)
is trivial for j ≤ n + 1 by Lemma 4.8, this implies d′j−1 = fj−1dj−1. Completing
(idXj−1 [j−1], fj−1) to a map of triangles yields the desired fj. 
Proposition 4.10. Let U be an n-split subcategory of a triangulated category T
and let
Xn+2
λn+2
−−−→ Xn+1
λn+1
−−−→ . . .
λ1−→ X0
be a sequence of maps in U with λiλi+1 = 0. Then the Toda bracket 〈λ1, . . . , λn+2〉
is defined, is non-empty, and has the indeterminacy
(λ1)∗(T (Xn+2[n], X1)) + (λn+2[n])
∗(T (Xn+1[n], X0)).
Proof. An (n+1)-filtered objectX ∈ {λ2, . . . , λn+1} exists and is unique by Lemma
4.9. To construct γn+2, we consider the exact sequence
T (Xn+1[n], X)
(σX )∗
−−−−→ T (Xn+2[n], Xn+1[n])→ T (Xn+1[n], FnX [1]).
The last term is trivial by Lemma 4.8. Hence there is a γn+2 with σXγn+2 =
λn+2[n].
To obtain γ0, we use F1X
∼=
−→ X1 and λ1 to get a map F1X → X0. It can
be extended to F2X since λ1λ2 = 0. Inductively, we can extend it to a map
γ0 : X = Fn+1X → X0: the obstruction for extending a map Fj−1X → X0 to FjX
lies in T (Xj−1[j − 2], X0), which is trivial for 3 ≤ j ≤ n+ 1.
Next we compute the indeterminacy. Since we have an exact sequence
T (Xn+2[n], FnX)
(in)∗
−−−→ T (Xn+2[n], Fn+1X)
(σX)∗
−−−−→ T (Xn+2[n], Xn+1[n]),
we know that two different choices of γn+2 differ by an element in the image of (in)∗.
Using the same argument as in Lemma 4.8, we see that every map Xn+2[n]→ FnX
factors through σ′X : X1
∼= F1X → FnX . Therefore, the possible difference is in
the image of (σ′X)∗, and after composing with any choice for γ0 we obtain that this
part of the indeterminacy is (λ1)∗T (Xn+2[n], X1).
To examine the other part of the indeterminacy, we first construct an auxiliary
n-filtered object F ′nX ∈ {λ3[1], . . . , λn+1[1]}. For 0 ≤ j ≤ n, we define F
′
jX to be
part of a distinguished triangle X1 → Fj+1X → F
′
jX .
The exact sequence
T (F ′nX,X0)→ T (X,X0)→ T (X1, X0)
shows that the difference γ0 of two choices for γ0 is in the image of T (F
′
nX,X0).
Since T (F ′n−1X,X0) vanishes by Lemma 4.8, there is an ω : Xn+1[n] → X0 with
ωσX = γ0. If we apply (γn+2)
∗ to ωσX , we see that this part of the indeterminacy
is given by (λn+2)
∗(T (Xn+1[n], X0)). 
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4.11. Relation to realizability obstructions. In this section we exhibit the
link between Toda brackets and realizability obstructions. More precisely, we use
the cup product of Construction 2.13 to turn the slogan ‘the Toda brackets of the
resolution are realizability obstructions’ into a theorem. The first step is the relation
between filtered objects in the sense of Definition 4.2 and Postnikov systems in the
sense of Definition 3.3.
Lemma 4.12. Let Xn
λn−−→ Xn−1
λn−1
−−−→ . . .
λ1−→ X0 be a sequence of maps in T such
that each Xi is N -free and T (N,−) maps it to an exact sequence of Λ-modules. Let
M be the cokernel of the map (λ1)∗ : T (N,X1)∗ → T (N,X0). An (n + 1)-filtered
object X ∈ {λ1, . . . , λn} determines all data of an N -exact (n+1)-Postnikov system
of M except the map Xn+1 → Yn by setting Yl = (Fl+1)[−l] for 0 ≤ l ≤ n and
πl = (−1)
lpl+1[−l], ιl = (−1)
ldl[−l], and αl = (−1)
l+1il[−l+ 1]
for 1 ≤ l ≤ n. Then α = (−1)
n(n+3)
2 σ′X [−n], and the (−1)(λi)∗ form the underlying
resolution of the Postnikov system.
Proof. The triangles (αl, ιl, πl) are distinguished since the (dl, pl+1, il) are. The
signs needed for this imply πl−1ιl = −λl as well as the sign relating α = αn · · ·α1
to σ′X = in · · · i1. 
Before stating the main theorem of this section, we explain why the Mac Lane
cohomology groups of Definition 2.7 provide an appropriate tool for the systematic
study of Toda brackets.
Definition 4.13. Let T be a triangulated category with a compact object N such
that Λ = T (N,N)∗ is n-sparse. FT (N,n) is defined to be the full subcategory of
T given by finite sums of copies of N which are shifted by integral multiples of n.
The functor T (N,−)∗ induces an equivalence between FT (N,n) and the cate-
gory F (Λ, n). This equivalence induces an isomorphism between the Mac Lane-
cohomology group HML∗,−nn−sp(Λ) and the normalized cohomology of FT (N,n) with
coefficients in T (−,−)n
Suppose we are given a sequence of composable maps (λ′1, . . . , λ
′
n+2) in F (Λ, n)
with λi+1λi = 0 for all i. We define the Toda bracket 〈λ
′
1, . . . , λ
′
n+2〉 of this sequence
of maps in Mod-Λ to be the Toda bracket of the sequence (λ1, . . . , λn+2) in FT (N,n)
associated to it under the equivalence T (N,−)∗. If T is the derived category of
a dga A, this defines Toda brackets in the cohomology ring H∗(A) via the Toda
brackets in the derived category D(A). One can check that this recovers the usual
notion of Massey products.
Remark 4.14. In the situation above, the indeterminacy of 〈λ1, . . . , λn+2〉 is
(λ1)∗(T (Xn+2[n], X1)) + (λn+2[n])
∗(T (Xn+1[n], X0)) by Proposition 4.10. Now
suppose we are given a normalized cocycle c representing a cohomology class γ ∈
Hn+2(FT (N,n), T (−,−)n). Then c(λ1, . . . , λn+2) ∈ T (Xn+2[n], X0). If we change
c by adding a coboundary δ(b), the evaluation on (λ1, . . . , λn+2) changes by an
element of (λ1)∗(T (Xn+2[n], X1)) + (λn+2[n])
∗(T (Xn+1[n], X0)).
Hence the evaluation of a cohomology class has the same indeterminacy as the
(n + 2)-fold Toda bracket. Consequently, it makes sense to ask the evaluation
of a cohomology class γ ∈ HMLn+2,−nn−sp (Λ) on a complex of n-split Λ-modules
(λ′1, . . . , λ
′
n+2) to be the Toda bracket 〈λ
′
1, . . . , λ
′
n+2〉 without having to mention
indeterminacies. In other words, the indeterminacy of Toda brackets is built into
the cohomology of categories. For n = 3, this observation was used for the study
of (triple) universal Toda brackets in [3].
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Theorem 4.15. Let T be a triangulated category, and let N be a compact object
such that Λ = T (N,N)∗ is n-sparse. Let M be a Λ-module admitting a resolution
. . .
λ′1−→M0
λ′0−→M → 0
by finitely generated free n-sparse Λ-modules. Let γ ∈ HMLn+2,−nn−sp (Λ) be a cohomol-
ogy class such that the evaluation γ(λ′1, . . . , λ
′
n+2) is the Toda bracket 〈λ
′
1, . . . , λ
′
n+2〉.
Then the product idM ∪γ ∈ Ext
n+2,−n
Λ (M,M) coincides with the unique obstruction
class κn+2(M) of Corollary 3.9.
Proof. We denote the realization of the resolution of M by N -free objects by
Xn+2
λn+2
−−−→ Xn+1
λn+1
−−−→ . . .
λ1−→ X0,
so (λi)∗ = λ
′
i. By Lemma 4.9, there is a unique n-filtered object Z ∈ {λ2, . . . , λn}.
Since the (n+ 1)-fold Toda bracket of (λ1, . . . , λn+1) contains only zero for degree
reasons, we can find maps α : Z → X0 and β : Xn+1[n − 1] → Z with σZβ =
λn+1[n− 1] and ασ
′
Z = λ1 such that αβ = 0 ∈ 〈λ1, . . . , λn−1〉.
We use α and β to find distinguished triangles
Z
α
−→ X0 → Y
ω
−→ Z[1] and Xn+1[n− 1]
β
−→ Z
ι
−→ X → Xn+1[n].
Lemma 4.3 tells us that X is an (n+ 1)-filtered object in {λ2, . . . , λn+1} and that
Y is an (n+ 1)-filtered object in {λ1, . . . , λn}.
The Toda bracket of (λ1, . . . , λn+2) is non-empty by Proposition 4.10. It can
be defined using the n-filtered object X . Hence there are maps γ0 : X → X0 and
γn+2 : Xn+2[n]→ X with γ0σ
′
X = λ1 and σXγn+2 = λn+2[n] such that γ
′ = γ0γn+2
is an element of 〈λ1, . . . , λn+2〉. Looking at the triangle defining X , we see that
γ0 can be constructed by extending α : Z → X0 to a map X → X0. The relation
γ0ι = α implies the existence of the map ρ in the following commutative diagram:
Xn+2[n]
λn+2[n]

γn+2
{{ww
ww
ww
ww
w
Z
=

ι // X
γ0

// Xn+1[n]
β[1]
//
ρ




Z[1]
=

Z
α // X0
σ′Y // Y
ω // Z[1].
Here we use that the map X0 → Y from the distinguished triangle defining Y
coincides with the map σ′Y which is part of the data of the n-filtered object Y .
Applying T (N,−)∗ to the last diagram, we obtain the following commutative
diagram of Λ-modules:
T (N,Xn+2[n])∗
γ′∗

(λn+2)∗
// T (N,Xn+1[n])∗
ρ∗

(λn+1)∗
// T (N,Xn[n])∗ // . . .
T (N,X0)∗
(σ′Y )∗ //
λ′0 ''OO
OOO
OOO
O
T (N, Y )∗
((σZ [1])ω)∗
// T (N,Xn[n])∗ // . . .
M
77ooooooooo
The lower sequence starting with M in this diagram represents idM ∪γ up to sign.
Inspecting (3.4) and Lemma 4.12, we observe that it, up to signs, represents as
well the exact sequence associated to the (n + 1)-Postnikov system obtained from
Y . This uses that the map (σZ [1])ω equals the map pn+1 of the (n + 1)-filtered
object Y , and therefore the map (−1)nπn[n] of the associated Postnikov system.
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The sign of the latter map cancels with the n factors (−1) by which the maps (λi)∗
differ from the differentials of the resolution induced by the Postnikov system. The
remaining sign (−1)
n(n+3)
2 of the map σ′Y cancels with the sign built into the cup
product. 
Applications of this theorem will be given in Section 8. We point out that for
n = 1, the last theorem also leads to an interpretation of the product of a Λ-module
homomorphism f : M → M ′ with γ, provided that M satisfies the hypothesis of
the theorem: by [6, Proposition 3.4(iv) and Theorem 3.7] and the naturality of the
cup product, f ∪ γ vanishes if and only if f factors through a realizable Λ-module.
5. Construction of universal Toda brackets
As outlined in the introduction, the characteristic Hochschild cohomology class
γA of a dga A considered in [6] is a motivation for the study of the universal Toda
bracket γR of a ring spectrum R. The class γA cannot be recovered from the
derived category D(A) [6, Example 5.15]. This suggests that the construction of
γR from R will need more input than Ho(Mod-R). It turns out that the stable
model structure on the category Mod-R together with the topological enrichment
provides the necessary information.
Having the example Mod-R in mind, we construct the universal Toda bracket of
an n-split subcategory of a general stable topological model category in this sec-
tion. The applications to ring spectra and the link to the realizability obstructions
discussed above are given in Section 8.
Besides [6], Baues’ work on universal triple Toda brackets [2, 3] is another mo-
tivation for our construction (and its name). He is working mainly in an unstable
context, considering subcategories of H-group or H-cogroup objects in the homo-
topy category of topological spaces, though he points out that these constructions
generalize to ‘cofibration categories’ [2, Remark on p. 271]. We will only work
in a stable context, in order to provide the link to triangulated categories. This
also avoids certain difficulties in the unstable case arising from maps which are not
suspensions (see the correction of [3] in [2, Remark on p. 270]). We also do not use
Baues’ language of ‘linear track extensions’, as these seem to be only appropriate
for the study of triple universal Toda brackets. Nevertheless, the n = 1 case of
Proposition A.1 is basically what Baues encodes in a linear track extension.
A motivation for the actual construction of the representing cocycle is the ap-
proach of Blanc and Markl to higher homotopy operations [7]. For a directed
category Γ, the authors use the bar resolution WΓ in the sense of Boardman and
Vogt [8, III, §1] to define general higher homotopy operations. If Γ is the cate-
gory generated by n+2 composable morphisms, this specializes to the higher Toda
brackets we would like to construct. In this case,WΓ is just an (n+1)-dimensional
cube. As we are not interested in other indexing categories, we will just use the
cubes and do not make use of the bar resolution in our construction.
In what follows, we assume familiarity with model categories. Hovey’s book [18]
provides a good reference. Other than in Quillen’s original treatment of model
categories [32], we will follow Hovey in assuming our model categories to have all
small limits and colimits as well as functorial factorizations. T op will be the cate-
gory of compactly generated weak Hausdorff spaces, and T op∗ will be the pointed
version. The reason for working with these categories of spaces is that T op∗ is a
closed symmetric monoidal model category [18, Corollary 4.2.12]. We will often use
stable topological model categories that are built on T op∗. See Appendix A for a
brief review.
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5.1. Cube systems. Some notation is needed to state the next definition. Let
N(U) be the nerve of a small category U . We write di : Nn(U) → Nn−1(U) for
the ith simplicial face map, and dfri : Nn(U) → Ni(U) and d
ba
i : Nn(U) → Ni(U)
for the simplicial ‘front face’ and the ‘back face’ maps. In our notation for se-
quences of composable maps from the preceding sections, this means for example
dn−i(f1, . . . , fn) = (f1, . . . , fifi+1, . . . , fn) and d
ba
i (f1, . . . , fn) = (f1, . . . , fi). We
resist from reversing the notation for (f1, . . . , fn) to make these formulas more in-
tuitive here, since this would be inconsistent with our previous convention, which
was chosen since (f1, . . . , fn) frequently arose from a projective resolution.
For n ≥ 1, we denote the n-fold cartesian product of the unit interval by In
and define I0 to be the one point space. For ǫ ∈ {0, 1} and 1 ≤ i ≤ n, we have a
structure map
ǫi : In−1 → In, (t1, . . . , tn−1) 7→ (t1, . . . , ti−1, ǫ, ti, . . . , tn−1).
With ǫ, ω ∈ {0, 1}, these maps satisfy the relation ǫiωj−1 = ωjǫi if 1 ≤ i < j ≤ n.
We write ski I
n for the i-skeleton of In in the obvious CW-structure. When we
consider In with n ≥ 1 as a pointed space, we take (1, . . . , 1) as the basepoint.
For a stable topological model category C, we will work with the set of maps
T op(In,MapC(X,Y )). The enriched composition µ of C induces a composition
µp,q : T op(I
p,MapC(Y, Z))× T op(I
q,MapC(X,Y ))→ T op(I
q+p,MapC(X,Z)),
(b, b′) 7→ ((t1, . . . , tp+q) 7→ (x 7→ b(t1,...,tp)(b
′
(tp+1,...,tp+q)
(x)))).
The associativity of the enriched composition implies that µp,q+r(id×µq,r) and
µp+q,r(µp,q × id) correspond under the coherence isomorphism for associativity of
the 3-fold cartesian product in T op.
The zero map is a canonical basepoint for MapC(X,Y ). When a possibly different
map g : X → Y is used as the basepoint, we write (MapC(X,Y ), g) for the resulting
pointed space.
For ǫ ∈ {0, 1} and 1 ≤ i ≤ p, we have (ǫi)∗ : T op(Ip, T ) → T op(Ip−1, T ). If
1 ≤ i ≤ p+ q, these restrictions satisfy
(ǫi)∗µp,q(b, b
′) =
{
µp−1,q((ǫ
i)∗b, b′) if i ≤ p,
µp,q−1(b, (ǫ
i−p)∗b′) if i > p.
Definition 5.2. Let U be a small full subcategory of the homotopy category of a
stable topological model category C. A cube system for U consists of the following
data: for every object X of U , there is a cofibrant and fibrant object Φ(X) of C and
an isomorphism ϕX : X → Φ(X) in Ho(C). We write Φ(U) for the set of all those
objects. Furthermore, for 0 ≤ j ≤ n there are maps
bj : Nj+1(U)→
∐
X,Y ∈Φ(U)
T op(Ij ,MapC(X,Y ))
such that
(i) b0(f : X → Y ) ∈ MapC(Φ(X),Φ(Y )) and b
0(f) represents f on the model
category level, i.e., ϕ−1Y b
0(f)ϕX = f in Ho(C).
(ii) If one of the maps fi in (f1, . . . , fj+1) is a zero map, then b
j(f1, . . . , fj+1) has
the zero map in C as constant value.
(iii) For j ≥ 1 and 1 ≤ i ≤ j, bj−1dj+1−i = (1
i)∗bj .
(iv) For j ≥ 1 and 1 ≤ i ≤ j,
µi−1,j−i(b
i−1 × bj−i)(dbai × d
fr
j+1−i)∆ = (0
i)∗bj ,
where ∆ is the diagonal and µi−1,j−i is explained above.
By (iii), bj(f1, . . . , fj+1) maps the basepoint of I
j to b0(f1 · · · fj+1).
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A 0-cube system chooses maps in the model category representing maps in the
homotopy category. In general, it is not possible to arrange these choices such that
b0(f1)b
0(f2) = b
0(f1f2) holds. Nevertheless, these maps are homotopic, and unrav-
eling (ii) and (iii) shows that a 1-cube system specifies a homotopy b1(f1, f2) be-
tween them. For j ≥ 2, the bj(f1, . . . , fj+1) encode coherence homotopies between
different choices of representatives and coherence homotopies of lower degree. Fig-
ure 3 (compare [7, Figure 2.12]) illustrates the case n = 3. In the picture, we write
(fj · · · fk) for b
0(fj · · · fk) and (fj · · · fk−1) ◦ (fk · · · fl) for b
1(fj · · · fk−1, fk · · · fl).
Definition 5.3. In the situation of Definition 5.2, a pre n-cube system for U consists
of an (n− 1)-cube system for U and a map
b̂n : Nn+1(U)→
∐
X,Y ∈Φ(U)
T op(skn−1 I
n,MapC(X,Y ))
such that b̂n and the bj for j < n satisfy conditions (ii)-(iv) of Definition 5.2. This
makes sense since (iii) and (iv) only involve the behavior on skn−1 I
n.
Similar as above, b̂n(f1, . . . , fn+1) maps the basepoint to b
0(f1 · · · fn+1).
Lemma 5.4. An (n−1)-cube system for U can be extended to a pre n-cube system.
The restriction of b̂n(f1, . . . , fn+1) to the subcubes (0
i)(In−1) for 1 < i < n is
determined by the underlying (n− 2)-cube system.
Proof. Since skn−1 I
n is the union of the (n − 1)-dimensional subcubes (0i)(In−1)
and (1i)(In−1), we define the restriction of b̂n to these subcubes by
(1i)∗b̂n := bn−1dn+1−i and (0
i)∗b̂n := µi−1,n−i(b
i−1 × bn−i)(dbai × d
fr
n+1−i)∆.
It remains to check that this is well defined on the intersections.
Let 1 ≤ j < k ≤ n. On 1k(1j(In−2)) = 1j(1k−1(In−2)) we have
(1k−1)∗(1j)∗b̂n = bn−1dn−(k−1)dn+1−j = b
n−1dn−jdn+1−k = (1
j)∗(1k)∗b̂n.
Next we check the compatibility on 1k(0j(In−2)) = 0j(1k−1(In−2)). A somewhat
lengthy calculation involving the interchange formula for µp,q and (1
i)∗ mentioned
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Figure 3. A 3-cube.
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above shows that both (1k−1)∗(0j)∗b̂n and (0j)∗(1k)∗b̂n equal
µj−1,n−j−1(b
j−1 × bn−j−1)(dbaj × dn−k+1d
fr
n+1−j)∆.
The case of (0k−1)∗(1j)∗b̂n and (1j)∗(0k)∗b̂n is similar. The remaining case of
(0k−1)∗(0j)∗b̂n and (0j)∗(0k)∗b̂n follows from the associativity of the maps µp,q. 
Proposition 5.5. Let U be a small n-split subcategory of the homotopy category
of a stable topological model category C. Then there exists an n-cube system for U .
Proof. We start with choosing the representing objects Φ(X), the isomorphisms
ϕX and the representing maps b
0(f), which is always possible. Here we consider
b0(f) as an element of T op(I0,MapC(Φ(X),Φ(Y ))). For each pair of composable
maps (f1, f2), the maps b
0(f1f2) and b
0(f1)b
0(f2) are homotopic. After adjoining
and forgetting the basepoint, a homotopy (I1)+ ∧ Φ(X2) → Φ(X0) gives rise to
b1(f1, f2). This completes the 1-cube system.
Inductively, suppose we have constructed a j-cube system for j < n. By Lemma
5.4, it induces a pre (j + 1)-cube system. In order to extend b̂j+1(f1, . . . , fj+2)
from skj I
j+1 to Ij+1, it suffices to know that it represents the trivial homotopy
class in πj(MapC(Φ(Xj+2),Φ(X0)), b
0(f1 · · · fj+2)). This group is isomorphic to
[Sj ∧Xj+2, X0]
Ho(C) ∼= [Xj+2, X0]
Ho(C)
j by means of the isomorphism σ(f1···fj+2) of
Proposition A.1, and hence trivial since U is n-split. 
5.6. The universal Toda bracket. We now put the data of a cube system to-
gether to get the desired cohomology class.
Construction 5.7. Let C be a stable topological model category and let U be a
small n-split subcategory of Ho(C). Then there is a well defined cohomology class
γU ∈ H
n+2(U , [−,−]
Ho(C)
n ) which determines by evaluation all (n + 2)-fold Toda
brackets of complexes of n+ 2 composable maps in U .
We choose an n-cube system for U which is possible by Proposition 5.5, and
extend it to a pre (n + 1)-cube system by Lemma 5.4. Then we define a normal-
ized cochain c ∈ C
n+2
(U , [−,−]
Ho(C)
n ) as follows. Its evaluation on a sequence of
(n+ 2) composable maps Xn+2
fn+2
−−−→ Xn+1
fn+1
−−−→ . . .
f1
−→ X0 in U is the image
of the homotopy class of the (pointed) map b̂n+1(f1, . . . , fn+2) under the chain of
isomorphisms
[skn I
n+2, (MapC(Φ(Xn+2),Φ(X0)), b
0(f1 · · · fn+2))]
Ho(T op∗)
σ(f1 ···fn+2)

[skn I
n+1 ∧Xn+2, X0]
Ho(C)
∼=
−→ [Xn+2[n], X0]
Ho(C)
We show in Lemma 5.8 that c is a cocycle. Lemma 5.9 verifies that its cohomology
class does not depend on the choice of the cube system. In Proposition 6.1, we show
that the evaluation of c on a complex of maps in U is an element of the Toda bracket
of that complex. With the comparison of the indeterminacies in Remark 4.14, it
follows that the evaluation of the cohomology class γU of c on a complex in U yields
its Toda bracket. This is why we call the well defined cohomology class γU the
universal Toda bracket of U .
The Homotopy Addition Theorem [20] will be our tool in the proof of the next two
lemmas. We use T = {(ǫ, i)|ǫ ∈ {0, 1}, 1 ≤ i ≤ n+2} as indexing set for the (n+1)-
dimensional subcubes of In+2. It is a disjoint union of T+ = {(ǫ, i)|(−1)
n+ǫ+1 = 1}
and T− = {(ǫ, i)|(−1)
n+ǫ+1 = −1}.
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Given a pointed topological space K with abelian fundamental group and a
pointed map f : skn I
n+2 → K, the Homotopy Addition Theorem states that∑
(ǫ,i)∈T+
[(ǫi)∗f ]−
∑
(ǫ,i)∈T−
[(ǫi)∗f ] = 0.
Here [(ǫi)∗f ] is the homotopy class of the restriction of f to (ǫi)∗(skn I
n+2), or
the image of the operation of a path to the basepoint of skn I
n+2 on [(ǫ)∗f ] if
(ǫi)∗(skn I
n+2) doesn’t contain the basepoint of skn I
n+2. This is well defined since
two such paths are homotopic if n > 1 and the π1-action is trivial for n = 1 as π1
is assumed to be abelian. Our source for this formulation of the theorem is [10,
VII.9.6]. The signs result from specifying an orientation through choosing ‘even’
and ‘odd’ faces T+ and T−, compare [42].
Lemma 5.8. The cochain c of Construction 5.7 is a cocycle.
Proof. We fix a sequence of (n + 3) composable maps (f1, . . . , fn+3) in U . As in
Lemma 5.4, the pre (n+ 1)-cube system induces
e(f) = e(f1, . . . , fn+3) : skn I
n+2 → MapC(Φ(X3),Φ(X0))
with (1i)∗e(f) := (̂bn+1dn+3−i)(f1, . . . , fn+3) and
(0i)∗e(f) := (µi−1,n+2−i(̂b
i−1 × b̂n+2−i)(dbai × d
fr
n+3−i)∆)(f1, . . . , fn+3),
where b̂i is the restriction of bi if i < n+ 1.
We apply the Homotopy Addition Theorem mentioned above to this map to get
0 =
∑
(ǫ,i)∈T+
[(ǫi)∗e(f)]−
∑
(ǫ,i)∈T−
[(ǫi)∗e(f)]
in πn(MapC(Φ(Xn+3),Φ(X0)), b
0(f1 · · · fn+3)). For n = 1, this uses that C being
stable implies π1 is abelian. For 1 < i < n+ 2, the restrictions (0
i)∗e(f) extend to
maps (0i)∗(skn+1 I
n+1) as b̂i−1 = bi−1 and b̂n+2−i = bn+2−i. Hence their homotopy
classes vanish. Now we apply the isomorphism σ(f1···fn+3) to the sum and use that
σ is additive and invariant under the action of basepoint changing paths. Hence
0 = (f1)∗c(f2, . . . , fn+3) +
n+2∑
i=1
(−1)ic(f1, . . . , fifi+1, . . . , fn+3)
+ (−1)n+3(fn+3)
∗c(f1, . . . , fn+2).

Lemma 5.9. The cohomology class γU of Construction 5.7 does not depend on the
choice of a cube system.
Proof. In the first step we assume we are given a second (n − 1)-cube system
(Φ, ϕ, bj) for U . We show that it extends to an n-cube system giving the same
cohomology class.
For every object X in U , our data specifies an isomorphism Φ(X)→ Φ(X) in U .
We realize it by gX in C and its inverse by g
′
X . For f1 : X1 → X0 in U , we know
gX0b
0(f1)g
′
X1
= b0(f1) in U . Let h
0(f) : I1 → MapC(Φ(X1),Φ(X0)) be a homotopy
between them. With similar arguments as in Proposition 5.5, one can iterate the
construction to find maps
hj : Nj+1(U)→
∐
X,Y ∈U
T op(Ij+1,MapC(Φ(X),Φ(Y )))
for j < n with (01)∗hj = (gX0)∗(g
′
Xj+1
)∗bj and (11)∗hj = bj . For j = n, we
use the homotopy extension property of (skn I
n+1) \ (11)(In) → In+1 to find an
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hn whose restriction to (11)(In) defines bn. When we form the pre (n + 1)-cube
systems associated to the two cube systems, the hj assemble to a homotopy between
(gX0)∗(g
′
Xj+2
)∗b̂n+1 and b̂n+1. Hence σ associates the same cocycle to them.
Now suppose we are given two n-cube systems for U . The first part shows that
we can assume their underlying (n − 1)-cube systems to coincide. Let Tdev =
{(1, i)|1 ≤ i ≤ n + 1} ∪ {(0, 1), (0, n+ 1)}. Lemma 5.4 shows that the associated
pre (n+ 1)-cube systems can only deviate on the faces specified by Tdev.
Let A be the space obtained from skn I
n+1 by gluing for each (ǫ, i) ∈ Tdev
one copy of In ∪skn−1 In I
n along the right hand side copy of In to (ǫi)(In). Let
i : skn I
n+1 → A be the canonical inclusion and let i : skn I
n+1 → A be the injection
which maps (ǫi)In to the left copy of In in the pushout. Then the two pre cube
systems induce a map
â : Nj+2(U)→
∐
X,Y ∈U
T op(A,MapC(Φ(X),Φ(Y )))
with i∗â = b̂n+1 and i∗â = b̂n+1. By the slightly different incarnation of the
Homotopy Addition Theorem [10, VII.9.5], the evaluations on (f1, . . . , fn+2) satisfy
b̂n+1 = b̂n+1 +
∑
(ǫ,i)∈Tdev∩T+
[(ι(ǫ,i))
∗â]−
∑
(ǫ,i)∈Tdev∩T−
[(ι(ǫ,i))
∗â],
where ι(ǫ,i) : I
n∪skn−1 In I
n → A is the inclusion which belongs to (ǫ, i) ∈ Tdev. The
signs arise in the same way as in the last lemma.
Let a : Nn+1(U)→
∐
X,Y ∈U T op(I
n∪skn−1 In I
n,MapC(Φ(X),Φ(Y ))) be the map
which is bn one the right and bn on the left copy of In. Applying σb0(f1···fn+2) to
[a(f1, . . . , fn+1)] defines an (n+1)-cochain a ∈ C
n+1
(U , [−,−]
Ho(C)
n ). Next we apply
σb0(f1···fn+2) to the sum formula above to get the desired equation
c(f1, . . . , fn+2) = c(f1, . . . , fn+2) + (δa)(f1, . . . , fn+2).
As in Lemma 5.8, the orientations of the subcubes imply the signs needed for the
coboundary formula. 
The last lemma completes the proof of γU being well defined. For later use, we
prove two more lemmas closely related to this construction.
Lemma 5.10. Let G : C → D be a left Quillen functor between stable topological
model categories C and D which is compatible with the topological structure. If U
and W are small n-split subcategories of Ho(C) and Ho(D) such that G induces an
equivalence U → W and an isomorphism G∗([−,−]
Ho(D)
n ) ∼= [−,−]
Ho(C)
n , then the
induced isomorphism
G∗ : Hn+2(W , [−,−]Ho(D)n )→ H
n+2(U , [−,−]Ho(C)n )
sends γW to γU .
Proof. We apply G to the data of an n-cube system for U . This gives almost an
n-cube system for W . The only missing part is that the objects G(Φ(X)) are not
necessarily fibrant. Similarly as in Lemma 5.9, one can construct a cube system
for W such that the resulting cocycle representing γW becomes, after applying G
∗,
equivalent to that of the cube system for U . 
Lemma 5.11. Let C be a stable topological model category and let U be a small
n-split subcategory of Ho(C). If γU is trivial, then the map b
n of any n-cube system
for U can be changed such that the resulting new n-cube system has the zero cochain
as a representing cocycle. In particular, the modified n-cube system can be extended
to an (n+ 1)-cube system.
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Proof. Since γU = 0, there is an e ∈ C
n+1
(U , [−,−]
Ho(C)
n ) with δ(e) = c. We
model the n-sphere by gluing two copies of the n-cube In together along their
boundaries. For every sequence of composable maps (f1, . . . , fn+1) in U , there is
a map ê(f1, . . . , fn+1) : (I
n ∪∂In I
n) → MapC(Xn+1, X0) such that its restriction
to the left copy of In is bn(f1, . . . , fn+1) and that [σb0(f1···fn+1)(ê(f1, . . . , fn+1))] =
e(f1, . . . , fn+1). We define b
n(f1, . . . , fn+1) to be the restriction of ê(f1, . . . , fn+1) to
the right copy of In. Similarly as in Lemma 5.9, the Homotopy Addition Theorem
shows the assertion. 
6. Comparing definitions of Toda brackets
This section is devoted to the proof of
Proposition 6.1. Let C be a stable topological model category, let U be an n-split
subcategory of Ho(C), and let Xn+2
fn+2
−−−→ Xn+1
fn+1
−−−→ . . .
f1
−→ X0 be a sequence of
maps in U with fifi+1 = 0 for 1 ≤ i ≤ n+ 1. Let c be the cocycle of Construction
5.7. Its evaluation on (f1, . . . , fn+2) lies in the Toda bracket 〈f1, . . . , fn+2〉 in the
sense of Definition 4.4.
Remark 6.2. Triple Toda brackets were introduced by Toda [37, 38] to study the
stable homotopy groups of spheres. Higher Toda brackets were introduced in the
1960’s, and there are different approaches in the literature. One of them is Cohen’s
definition using filtered objects [11, §2]. We used a variant of this for triangulated
categories in Definition 4.4.
Another approach is Spanier’s definition of higher Toda brackets [36] using the
concept of a carrier. A related concept is Klaus’ definition of a pyramid [26, 3.4],
which is linked to Spanier’s definition by [26, Proposition 3.6]. The perhaps most
general approach to Toda brackets and other higher homotopy operations is that
of Blanc and Markl [7], who define them as obstructions to realizing homotopy
commutative diagrams by strictly commutative ones. Their definition of Toda
brackets is related to Spanier’s [7, Example 3.12].
In Lemma 6.3 below we will see that the evaluation of the universal Toda bracket
can be interpreted as something similar to a pyramid in the sense of Klaus. Proposi-
tion 6.1 shows that this is equivalent to the Toda bracket defined via filtered objects
in Definition 4.4. We work out the comparison as far as needed for our purposes in
some detail since we were not able to find an appropriate reference in the literature
which relates the different approaches.
For the rest of the section, we fix a U and (f1, . . . , fn+2) with fifi+1 = 0 for
1 ≤ i ≤ n + 1 as in the proposition. We also fix an n-cube system bj of U and
write b̂n+1 for the associated pre (n+ 1)-cube system and c for the cocycle defined
in Construction 5.7. For simplicity, we denote the objects Φ(X) of C chosen by the
cube system also by X . The map b˜j(f1, . . . , fj+1) : (I
j)+ ∧Xj+1 → X0 will always
be the adjoint of the map bj(f1, . . . , fj+1).
We denote by ∂˜In+1 the pointed space obtained from skn I
n+1 by collapsing all
n-dimensional subcubes (1i)(In) with 1 ≤ i ≤ n + 1 to the basepoint (1, . . . , 1).
The space ∂˜In+1 is homeomorphic to an n-sphere. Since fifi+1 = 0, the map
b̂n+1(f1, . . . , fn+2) factors through the quotient map skn I
n+1 → ∂˜In+1 and induces
c˜n+1(f1, . . . , fn+2) : ∂˜In+1 → (MapC(Xn+2, X0), 0).
Lemma 6.3. The map c˜n+1(f1, . . . , fn+2) represents the evaluation of c on the
complex (f1, . . . , fn+2) in U .
Proof. This follows from Proposition A.1. 
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Figure 4. The object F2(f2, f3).
Depending on our chosen n-cube system and (f1, . . . , fn+2), we now construct
objects Fj = Fj(f2, . . . , fj+1) in C for j ≤ n+ 1. Set
Aj = A
′
j =
∐
1≤r<s≤j+1
(Ij−1)+ ∧Xs and Bj =
∐
1≤i≤j+1
(Ij)+ ∧Xi.
The object Fj is the coequalizer of two maps h, k : Aj
∐
A′j → Bj to be described
next. For this, we think of the copies of Ij in Bj as the j + 1 subcubes (0
i)(Ij) of
Ij+1. The copies of Ij−1 in Aj are thought of as the (j − 1)-dimensional subcubes
(0s)(0r)(Ij−1) of Ij+1, and the copies of Ij−1 in A′j are thought of as the (j − 1)-
dimensional subcubes (0s)(1r)Ij−1.
The map h is given by (0r)+ ∧ Xs on the copy of (I
j−1)+ ∧ Xs in Aj indexed
by (r, s), and by (1r)+ ∧ Xs in the case of A
′
j . The map k is the trivial map to
the basepoint on A′j . On the copy of (I
j−1)+ ∧ Xs in Aj indexed by (r, s), it
is given by the product of 0s−1 and the map b˜s−r−1(fr+1, . . . , fs) using the last
(s− r − 1)-coordinates of Ij−1.
Example 6.4. The case j = 2, which becomes relevant for 4-fold Toda-brackets,
is displayed in Figure 4. In the diagram, the lines of the shape /o/o/o mark the
part which is collapsed to the basepoint. Thinking of all cubes as subcubes of I3,
we glue the 3 objects (I2)+ ∧X1, (I
2)+ ∧X2, and (I
2)+ ∧X3 (indexed by (0
i)(I2)
for 1 ≤ i ≤ 3) together along two copies of (I1)+∧X3 (indexed by (0
3)(02)(I1) and
(03)(01)(I1)) and one copy of (I1)+ ∧X2 (indexed by (0
2)(01)(I1)). Furthermore,
we collapse two copies of (I1)+ ∧ X3) (indexed by (0
3)(12)(I1) and (03)(11)(I1))
and one copy of (I1)+ ∧X2 (indexed by (0
2)(11)(I1)) to the basepoint.
Lemma 6.5. The data of the cube system induces maps
ξj : ∂˜Ij+1 ∧Xj+2 → Fj(f2, . . . , fj+1) and ζj : Fj(f2, . . . , fj+1)→ X0.
If j = n, the composition ζnξn coincides with b˜
n+1(f1, . . . , fn+2) of Lemma 6.3.
24 STEFFEN SAGAVE
Proof. We define (0i)∗ξj to be the composition of (I
j)+ ∧ Xj+2 → (I
j)+ ∧ Xi
given by the identity smashed with b˜j+1−i(fi+1, . . . , fj+2) using the last (j +1− i)
coordinates of the cube and the canonical map (Ij)+∧Xi → Bj → Fj(f2, . . . , fj+2).
Its restriction along 1k−1 is trivial for k > i since bj+1−i(fi+1, . . . , fj+2) can be
replaced by the trivial map bj−i(fi+1, . . . , fkfk+1, . . . , fj+2) there. Its restriction
along 1k is trivial for k < i as well, since these subcubes are mapped to the part of
Fj(f2, . . . , fj+1) which gets collapsed. The same arguments as in Lemma 5.4 show
that the maps for different i coincide on the intersections. Therefore, we get an
induced map ξj : ∂˜Ij+1 ∧Xj+2 → Fj(f2, . . . , fj+1).
Next we define ζj . On the copy (I
j)+∧Xi of Bj indexed by i with 1 ≤ i ≤ j+1,
we take b˜i−1(f1, . . . , fi) using the first (i− 1) coordinates of I
j . This is compatible
with the identifications of the coequalizer.
To see ζnξn = c˜
n+1(f1, . . . , fn+2), we look at its restriction to the subcube
(0i)(In). Here ζnξn is b
n+1−i(fi+1, . . . , fn+2) using the last (n + 1 − i) coordi-
nates of the cube, composed with bi−1(f1, . . . , fi) using the first (i−1)-coordinates.
This is the adjoint of the map which defines b̂n+1 on (0i)(In). 
Lemma 6.6. The object Fj+1 := Fj+1(f2, . . . , fj+2) can be constructed from Fj :=
Fj(f2, . . . , fj+1) as the mapping cylinder of the map from Fj to the cone C of
the map ξj : ∂˜Ij+1 ∧ Xj+2 → Fj . The inclusion of Fj into the mapping cylinder
therefore gives a map ιj : Fj → Fj+1.
Proof. Let I˜j+1 denote the quotient of Ij+1 obtained by collapsing the (1i)(Ij)
with 1 ≤ i ≤ j + 1 to a point. Then there is a canonical map ∂˜Ij+1 → I˜j+1, and
we can interpret I˜j+1 as a cone on ∂˜Ij+1. Hence we can model the mapping cone
of ξj by the pushout of I˜j+1 ∧Xj+2 ← ∂˜Ij+1 ∧Xj+2
ξj
−→ Fj .
To replace the map from Fj to the cone by a cofibration, we need a cylinder
object for Fj . One choice for this is (I
1)+ ∧ Fj , which amounts to adding one
additional coordinate to each (Ii)+ ∧ Xk that occurred in the construction of Fj .
We choose it to be the last coordinate. Hence the mapping cylinder of Fj → C is
weakly equivalent to the pushout of
I˜j+1 ∧Xj+2 ← ∂˜Ij+1 ∧Xj+2
((01)+∧Fj)(ξj)
−−−−−−−−−−→ (I1)+ ∧ Fj .
The pushout of this diagram is isomorphic to Fj+1 as defined above. The case j = 1
can easily be deduced from Figure 4. 
Corollary 6.7. For j ≤ n, there is a distinguished triangle
Xj+2[j]
ξj
−→ Fj(f2, . . . , fj+1)
ιj
−→ Fj+1(f2, . . . , fj+2)
πj+1
−−−→ Xj+2[j + 1]
in Ho(C).
Proof. This follows from the last lemma and the definition of the distinguished
triangles in the homotopy category of a stable model category [18, Chapter 7]. 
Lemma 6.8. For 0 ≤ j ≤ n, the map Xj+2[j]
ξj
−→ Fj(f2, . . . , fj+1)
πj
−→ Xj+1[j]
equals fj+2[j] in Ho(C).
Proof. The last lemma says that we have a cofibration sequence
Fj−1(f2, . . . , fj)
ιj−1
−−−→ Fj(f2, . . . , fj+1)
πj
−→ Xj+1[j].
Hence πj is up to homotopy the map from Fj to its quotient obtained by collapsing
every subcube (Ij)+ ∧ Xi of Bj indexed by 2 ≤ i ≤ j to the (j − 1)-dimensional
subcube along which it is glued to (Ij)+∧Xj+1. To examine the homotopy class of
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πjξj , we hence only need to know what ξj does on the subcube (I
j)∧Xj+2 indexed
by j + 1. As it is defined to be the map b0(fj+2) on that, we are done. 
Lemma 6.9. If we consider the Fj(f2, . . . , fj+1) as objects of Ho(C), the sequence
∗ → X1
ι0−→ F1(f2)
ι1−→ . . .
ιn−1
−−−→ Fn(f2, . . . , fn+1)
gives Fn(f2, . . . , fn+1) the structure of an (n+ 1)-filtered object in {f2, . . . , fn+1}.
Proof. We prove that Fj(f2, . . . , fj+1) is a (j + 1)-filtered object in {f2, . . . , fj+1}
by induction. This is clear for j = 1. Using that πj : Fj(f2, . . . , fj+1) → Xj+1[j]
plays the role of the map σX for X being the (j+1)-filtered object Fj(f2, . . . , fj+1),
we apply Lemma 4.3 and Corollary 6.7 to see that Fj+1(f2, . . . , fj+2) is a (j + 2)-
filtered object in {f2, . . . , fj+1, πjξj [−j]}. The last lemma provides the remaining
fact (πjξj)[−j] = fj+2. 
Proof of Proposition 6.1. As we have seen in Lemma 6.5, the composition ζnξn is
the map c˜n(f1, . . . , fn+2). Hence it represents the evaluation of c by Lemma 6.3.
Let σX and σ
′
X denote the structure maps of the filtered object Fn(f2, . . . , fn+1).
Lemma 6.9 implies σXξn = fn[n− 2]. The definition of ζn and the fact that σ
′
X is
the composition X1
ι(1,1,...,1)
−−−−−−→ (In+1)+ ∧ X1 → Fn(f2, . . . , fn+1) show ζnσ
′
X = f1.
Hence ξnζn is an element of 〈f1, . . . , fn+2〉. 
7. Relation to k-invariants of classifying spaces
We saw that the evaluation of the universal Toda bracket on a complex is the
Toda bracket of the complex. Since it may as well be evaluated on arbitrary se-
quences of maps, it will carry more information than just that about the Toda
bracket in general. We will now exhibit how its evaluation on a sequence of auto-
morphisms can be expressed. When we apply our theory to ring spectra in Theorem
8.7, this will give us information about the units of ring spectra (and the units of
their matrix rings), rather than only the information about zero divisors encoded
in the Toda brackets.
A motivation for this comes from Igusa’s results [21] about the first k-invariant
of the space BGL∞(QΩX+), which is related to Waldhausen’s algebraic K-theory
of spaces [40]: Igusa shows that the first k-invariant of a connected space X is de-
termined by a cohomology class kH1 (ΩX) in the cohomology of the monoid π0(ΩX)
with coefficients in H1(X), where the class k
H
1 (ΩX) is constructed from the A4-part
of the A∞-structure of ΩX [21, B, Property 1.1]. This observation is also used in
[3, Example 4.9, Theorem 3.10].
We fix a stable topological model category C, an n-split subcategory U of Ho(C)
for some n ≥ 1, and an n-cube system defining γU . We also fix an object X of
U and denote the representing cofibrant and fibrant object of C which the cube
systems chooses as well by X . Consider the topological space MapC(X,X) which
is pointed by the zero map in C. Its homotopy groups are
πi(MapC(X,X), 0)
∼= [Si,MapC(X,X)]
Ho(T op∗) ∼= [Si ∧X,X ]Ho(C) ∼= [X,X ]
Ho(C)
i .
As U is n-split, πi(MapC(X,X), 0) is concentrated in degrees divisible by n.
The enriched composition in the category C equips MapC(X,X) with the struc-
ture of a topological monoid, and we refer to the composition as the multiplication.
Under the identification above, the composition of maps in Ho(C) corresponds to
the multiplication of MapC(X,X).
The set π0(MapC(X,X)) inherits a monoid structure from MapC(X,X), and
MapC(X,X)
× denotes the union of all path components of MapC(X,X) which
are invertible with respect to the multiplication on π0(MapC(X,X)). Therefore,
MapC(X,X)
× is a group-like topological monoid.
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As the basepoint of MapC(X,X)
× we take idX , the unit of the multiplication,
since the basepoint 0 of MapC(X,X) is not in MapC(X,X)
×. There are isomor-
phisms
πi(MapC(X,X), 0)
∼= πi(MapC(X,X), idX)
∼= πi(MapC(X,X)
×, idX)
for i ≥ 1. The second isomorphism is the restriction to the path component. For
the first one, we take the isomorphism σidX of Proposition A.1 combined with an
adjunction.
A topological monoid G has a classifying space BG, defined via the bar construc-
tion. It comes with a map ω : G→ ΩBG. If the topological monoid G is group-like,
that is, the monoid π0(G) is a group, then ω is a weak equivalence. In our example
we get a space BMapC(X,X)
× with
πi(BMapC(X,X)
×) ∼=

([X,X ]Ho(C))× i = 1,
0 1 < i ≤ n,
[X,X ]
Ho(C)
n i = n+ 1.
The left action of π1(BMapC(X,X)
×) on πn+1(BMapC(X,X)
×) corresponds un-
der this isomorphism to the conjugation action g · λ = (g−1)∗(g)∗λ of [X,X ]
×
0 on
[X [n], X ]0.
Theorem 7.1. Let C be a stable topological model category, let U be a small n-split
subcategory of Ho(C), and let X be a cofibrant and fibrant object of C representing
an object in U . Then the restriction map
Θ: Hn+2(U , [−,−]Ho(C)n )→ H
n+2(π1(BMapC(X,X)
×), πn+1(BMapC(X,X)
×))
of Proposition 2.10 sends the universal Toda bracket γU to the first k-invariant of
BMapC(X,X)
× not vanishing for dimensional reasons.
We need an auxiliary lemma for the proof. Let G be a group-like topolog-
ical monoid and let ω : G → ΩBG be the map to the group completion. Let
ϕ : (Sn, pt)→ (G, g) be any map. The adjoint of ωϕ is a map from the unreduced
suspension S(Sn) to BG. It represents an element in πn+1(BG). On the other
hand, we can choose an h ∈ G such that gh is in the component of 1G. If v is a
path from gh to 1G, we get [ϕ · h]
v ∈ πn(G, 1G). This does not depend on v and
h, as G being a topological monoid implies the π1-action on πn(G) to be trivial.
Composing with ω, we get ω∗([ϕ · h]
v) ∈ πn+1(BG).
Lemma 7.2. These two ways to associate an element of πn+1(BG) to ϕ : S
n → G
are equivalent.
Proof. One can use the homotopy extension property to see that S(Sn) → BG
is homotopic to a map which sends [0, 1] × {pt} to the basepoint and represents
ω∗([ϕ · h]
v). 
Proof of Theorem 7.1. We fix a sequence of (n + 2) automorphisms (f1, . . . , fn+2)
of X in U . Let f = f1 · · · fn+2 be their composition. We write b̂
n+1
f for the map
b̂n+1(f1, . . . , fn+2) : skn I
n+1 → (MapC(X,X), b
0(f)).
By the definition of c in Construction 5.7 and the restriction map Θ in Proposi-
tion 2.10, the evaluation of Θ(γU ) on (f1, . . . , fn+2) is
(f−1)∗σb0(f)(̂b
n+1
f ) = σb0(f)b0(f−1)((̂b
n+1
f ) · b
0(f−1)) ∈ [X,X ]Ho(C)n .
We need to examine the image of the homotopy class of this map under
[X,X ]Ho(C)n
∼= [Sn, (MapC(X,X), 0)]
∼= [Sn, (MapC(X,X)
×, idX)]
∼= [Sn+1, BMapC(X,X)
×].
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Figure 5. The square . . . . . . and the associated simplex.
Choose a path v from b0(f)b0(f−1) to idX in MapC(X,X). Then
σ−1idXσb0(f)b0(f−1) [̂b
n+1
f · b
0(f−1)] = σ−1idXσidX [̂b
n+1
f · b
0(f−1)]v = [̂bn+1f · b
0(f−1)]v
holds by Proposition A.1, and the last term represents Θ(γU )(f1, . . . , fn+2).
For the next step we use Lemma 7.2. It says that the image of [̂bn+1f · b
0(f−1)]v
in πn+1(BMapC(X,X)
×) is represented by the adjoint of ωb̂n+1f considered as a
map S(skn I
n+1)→ BMapC(X,X)
×. The unreduced suspension of S(skn I
n+1) is
homotopy equivalent to ∂∆n+2, the boundary of an (n + 2)-simplex, and we will
now explain the resulting map af = a(f1, . . . , fn+2) : ∂∆
n+2 → BMapC(X,X)
×.
We denote the set of vertices of ∂∆n+2 by {1, . . . , n + 3}. Then af maps ev-
ery vertex i of ∂∆n+2 to the basepoint. The 1-simplex of ∂∆n+2 containing the
two vertices i < j is mapped to BMapC(X,X)
× using the path associated to
b0(fi · · · fj−1) via the map ω : MapC(X,X)
× → ΩBMapC(X,X)
×. Hence every
0-dimensional subcube of skn I
n+1 specifies a path from the initial to the terminal
vertex of ∂∆n+2. This path runs through the vertex containing i < j if the term
b0(fi · · · fj−1) occurs in the restriction of the cube system to that 0-dimensional
subcube.
The 2-simplices of ∂∆n+2 containing i < j < k are mapped to BMapC(X,X)
×
by the homotopy between the paths associated to b0(fi · · · fj−1), b
0(fj · · · fk−1)
and b0(fi · · · fk−1) which we get from b
1(fi · · · fj−1, fj · · · fk−1). This time, the
1-dimensional subcubes of skn I
n+1 correspond to the 2-simplices of ∂∆n+2.
The case n = 1 is displayed in Figure 5, whose right part also appears in [21,
B.2.2]. The situation gets a little bit more involved if n > 1, since an (n+ 1)-cube
has 2(n + 1) subcubes of dimension n, but the (n + 2)-simplex has only (n + 3)
sub (n + 1)-simplices. In this case, the 2(n + 1) − (n + 3) = n − 1 codimension 1
subcubes (0k)(In) of skn I
n+1 with 1 < k < n+1 do not contribute new information
to the map defined on the boundary of the (n+2)-simplex. The reason is that the
restriction of the pre (n+ 1)-cube system to these subcubes is already determined
by the underlying (n − 1)-cube system. We recall that the restriction to these
subcube is built from bk−1(f1, . . . , fk) and b
n+1−k(fk+1, . . . , fn+2). Accordingly, it
corresponds to the restriction of the map af : ∂∆
n+2 → BMapC(X,X)
× to the two
simplices with the vertices {1, . . . , k} and {k+1, . . . , n+2}. The maps on all other
n-dimensional subcubes induce maps on one of the (n+ 1)-simplices of ∂∆n+2.
The cochain (f1, . . . , fn+2) 7→ [a(f1, . . . , fn+2)] is a representing cocycle for the
first k-invariant as described by Eilenberg and Mac Lane in [13, §19]. In that
reference, the authors also give an equivalence of this definition of a k-invariant to
a more commonly used one. 
28 STEFFEN SAGAVE
7.3. Coherent vanishing of k-invariants. The last theorem says that the vanish-
ing of γU implies the vanishing of the first k-invariant of the space BMapC(X,X)
×
for every cofibrant and fibrant object X of C representing an object of U . For our
applications, we need a stronger statement in a special case.
For the rest of this section, we assume that C is a stable topological model
category in which all objects are fibrant. Furthermore, we assume the n-split sub-
category U of Ho(C) to have a fixed object X1 such that all other objects of U are
finite sums of copies of X1. Such a q-fold sum will be denoted by Xq.
We choose a cofibrant (and automatically fibrant) object of C representing X1
and denote it also by X1. Let the object Xq in U be represented by the q-fold
coproduct X1 ∨ . . . ∨ X1 of copies of X1 in C, which we also denote by Xq. The
difference between objects in Ho(C) and C will be emphasized by writing ∨ for the
coproduct in C and ⊕ for the coproduct in Ho(C).
We get maps MapC(X
q, Xq) → MapC(X
q+1, Xq+1) by adding idX1 on the last
summand. The restriction of these maps to the set of invertible path compo-
nents is multiplicative with respect to the monoid structure. Hence we get a map
tq : BMapC(X
q, Xq)× → BMapC(X
q+1, Xq+1)× for every q.
Here it is convenient to work in a setup with all objects fibrant, since the other-
wise necessary fibrant replacement of the sum Xq ∨X1 would mean that we only
get a homotopy class of maps MapC(X
q, Xq) → MapC(X
q+1, Xq+1), rather than
an actual map.
Denote the mapping telescope of BMapC(X
1, X1)× → BMapC(X
2, X2)× → . . .
by BMap∞C (X,X)
×. The vanishing of the first k-invariant of this space does not
follow from the vanishing of the first k-invariant of all spaces BMapC(X
q, Xq)× in
general, since this vanishing does not have to be compatible with the maps tq. The
next lemma provides a sufficient condition for this stronger statement.
Lemma 7.4. Let C be a stable topological model category in which all objects are
fibrant. Let U be a small n-split subcategory of Ho(C) such that
(i) there is an object X1 in U such that all objects of U are finite sums of copies
of X1,
(ii) γU ∈ H
n+2(U , [−,−]
Ho(C)
n ) vanishes,
(iii) [X,X ]
Ho(C)
i = 0 for all objects X of U if i > n, and
(iv) Hn+1(U , [(−)⊕Xq, (−)⊕Xq]
Ho(C)
n ) = 0 for all q ≥ 1.
Then the space BMap∞C (X,X)
× has a vanishing k-invariant kn+2, i.e., it has the
Eilenberg-Mac Lane space |Bπ1(BMap
∞
C (X,X)
×)| as a retract up to homotopy.
Proof. We will construct a section up to homotopy of the π1-isomorphism from
BMap∞C (X,X)
× to the Eilenberg-Mac Lane space |Bπ1(BMap
∞
C (X,X)
×)|. Con-
dition (iii) implies that it is enough to specify it on | skn+2Bπ1(BMap
∞
C (X,X)
×)|.
Since BMap∞C (X,X)
× is constructed as a mapping telescope, it is enough to define
π1-isomorphisms sq : | skn+2Bπ1(BMapC(X
q, Xq)×)| → BMapC(X
q, Xq)× with
tqsq ≃ sq+1(tq)∗.
As we have seen in the proof of the Theorem 7.1, the bj specify maps from all
(j + 1)-simplices of |Bπ1(BMap
∞
C (X,X)
×)| to BMapC(X
q, Xq)×. By the com-
patibility of the cube system, they assemble to a π1-isomorphism s
n+1
q defined on
the (n+ 1)-skeleton of |Bπ1(BMapC(X
q, Xq)×)|
In general, tqs
n+1
q ≃ s
n+1
q+1 (tq)∗ will not hold. But without loss of generality,
we can build this condition into the cube system: for all j ≤ n, we require in the
inductive construction of the cube system the map bj(f1 ⊕X
1, . . . , fj+1 ⊕X
1) to
be (− ∨X1)bj(f1, . . . , fj+1).
We could extend the sn+1q to the desired maps s
q if we knew that our cube system
extends to an (n+ 1)-cube system. By Lemma 5.11, we know that γU
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that we can change the maps bn(f1, . . . , fn+1) to achieve this. Unfortunately, the
modified bn does not have to be compatible with the tq anymore.
To fix this, we construct inductively a sequence ek ∈ C
n+1
(U , [−,−]
Ho(C)
n ) for
k ≥ 0 with δ(ek) = c. Since γU = 0, we can find e0 with δ(e0) = c. Assume we have
built ek with δ(ek) = c and consider e
0
k, e
1
k ∈ C
n+1
(U , [(−)⊕Xk+1, (−)⊕Xk+1]
Ho(C)
n )
given by
eǫk(f1, . . . , fn+1) =
{
e(f1 ⊕X
k+1, . . . , fn+1 ⊕X
k+1) if ǫ = 0,
(− ∨Xk+1)e(f1, . . . , fn+1) if ǫ = 1.
We claim δ(e0k − e
1
k) = 0. This follows from b
n being compatible and
0 = δ(eǫ0)(f1, . . . , fn+2) + c(f1 ⊕X
1, . . . , fn+1 ⊕X
1) for ǫ ∈ {1, 2},
which holds since the cochain ek with δ(ek) = c can be used to change b
n as in
Lemma 5.11. So by (iv), there is an ak with δ(ak) = e
1
k − e
0
k. Now we define ek+1
by adding δ(ak)(f1, . . . , fn+1) to ek(f1 ⊕ X
k+1, . . . , fn+1 ⊕X
k+1), and leaving ek
unchanged on sequences (f1, . . . , fn+1) not of this form. Since δ
2(ak) = 0, we have
δ(ek+1) = c. This finishes the construction of the ek.
We say that a sequence of (n + 1) composable maps (f1, . . . , fn+1) in U has
filtration k if k is the maximal integer such that there exist maps (f ′1, . . . , f
′
n+1)
with fi = f
′
i ⊕X
k. If we change our compatible n-cube system bj by the cochain
ek+1 with the procedure of Lemma 5.11, we get an n-cube system b
j
k+1 which is
compatible on all sequences of filtration up to k, and which extends to an (n+ 1)-
cube system. Since bjk+1 and b
j
k+2 coincide on the sequences of filtration up to k,
this is enough to get the desired map on the telescope. 
The hypotheses of the lemma may appear unrealistic at the first glance. Never-
theless, the probably strongest condition (iv) will reduce to the vanishing of a single
Mac Lane cohomology group when we apply it in Proposition 8.14. This is much
easier to verify as to ensure a coherent vanishing of the k-invariants by dealing with
the associated obstructions on the level of group cohomology.
8. The universal Toda bracket of a ring spectrum
We now apply the results of the preceding sections to ring spectra based on
topological spaces. These can be the S-algebras of [14], the symmetric ring spectra
of [19] (see [30] for a version based on topological spaces), or the orthogonal ring
spectra introduced in [30]. For a ring spectrum R, the module category Mod-R is a
topological model category. If C is the underlying category of spectra, −∧R : C →
Mod-R is a left Quillen functor. Hence π∗(R) = [R,R]
Ho(Mod-R)
∗
∼= [S, R]
Ho(C)
∗ , and
R is compact in Ho(Mod-R).
Recall that π∗(R) is n-sparse if it is concentrated in degrees divisible by n.
Theorem 8.1. Let R be a ring spectrum such that π∗(R) is n-sparse for some
n ≥ 1. There exists a well defined cohomology class γn+2R ∈ HML
n+2,−n
n−sp (π∗(R)).
By evaluation, it determines the (n + 2)-fold Toda bracket of every complex of
(n + 2) composable maps between finitely generated free n-sparse π∗(R)-modules.
For a π∗(R)-module M which admits a resolution by such modules, the product
idM ∪γ
n+2
R is the unique realizability obstruction κn+2(M) ∈ Ext
n+2,−n
π∗(R)
(M,M).
Proof. Let U be the full subcategory of Ho(Mod-R) given by finite sums of copies
of the free module of rank 1 which are shifted by integral multiples of n. Con-
struction 5.7 provides a cohomology class γU ∈ H
n+2(U , [−,−]n)
Ho(Mod-R). The
equivalence U → F (π∗(R), n) induces an isomorphism H
n+2(U , [−,−]
Ho(Mod-R)
n ) ∼=
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HMLn+2,−nn−sp (π∗(R)). The image of γU in the latter group defines γR. By Construc-
tion 5.7 and Theorem 4.15, it has the desired properties. 
We call γn+2R the universal Toda bracket of R. Theorem 1.1 is the n = 1 case of
the last theorem.
Remark 8.2. The restriction to modules with a resolution by finitely generated
free π∗(R)-modules can be avoided. By [22, §2 and Corollary 3.11], replacing
F (π∗(R), n) by a larger full small additive subcategory doesn’t change the coho-
mology. We choose such a D so that it consists only of free modules, and that it
contains all modules from a given free resolution of M . Then there is a subcate-
gory U in Ho(Mod-R) equivalent to D that gives rise to a γR for which idM ∪γR
is defined and equals the obstruction. However, there is no small D which works
for all M simultaneously. Hence we keep the restriction to the M as stated in the
theorem, as this seems to be the most natural choice.
The complex K-theory spectrum KU is a ring spectrum [14, VIII, Theorem 4.2]
such that π∗(KU) ∼= Z[u
±1] with u of degree 2. Its 4-fold universal Toda bracket is
an element of HML4,−22−sp(π∗(KU)), which is isomorphic to HML
4(Z) by Lemma 2.8
and therefore isomorphic to Z/2 by [16]. We compute γ4KU 6= 0 in Proposition 8.15
By [14, VIII, Theorem 4.2] or [23], the real K-theory spectrum KO is a ring
spectrum. Its graded ring of homotopy groups is given by
π∗(KO) = Z[η, ω, β
±1]/(2η, η3, ηω, ω2− 4β) with |η| = 1, |ω| = 4, and |β| = 8.
The universal Toda bracket γKO ∈ HML
3,−1(π∗(KO)) of KO is non-trivial, as
KO has non-trivial Toda brackets. For the reader’s convenience, we recall the well
known computation of the easiest example:
Lemma 8.3. The Toda bracket 〈2, η, 2〉 in π∗(KO) is defined, has trivial indeter-
minacy, and contains η2.
Proof. As 2η = 0 = η2 and π2(KO) is 2-torsion, the first two statements hold.
The ring spectra map S → KO is a πi-isomorphism for 0 ≤ i ≤ 2, so it suffices
to calculate the corresponding Toda bracket for the sphere spectrum. This can be
either taken from [38] or computed directly, following [39, Theorem 6.1]: Suppose
0 ∈ 〈2, η, 2〉. This would imply the existence of a 4-cell complex X with 2, η and 2
as attaching maps. We consider H∗(X,Z/2). Since Sq1 detects 2 and Sq2 detects
η, the existence of X implies that Sq1 Sq2 Sq1 acts non-trivially on the bottom
dimensional class in H∗(X,Z/2). But Sq1 Sq2 Sq1 = Sq2 Sq2, and Sq2 Sq2 applied
to the bottom class of H∗(X,Z/2) is trivial for dimensional reasons. 
The class γKO detects non-trivial realizability obstructions:
Lemma 8.4. The first realizability obstruction κ3 of the π∗(KO)-module π∗(KO)⊗
Z/2 does not vanish. Hence π∗(KO)⊗Z/2 cannot be the homotopy of a KO-module
spectrum.
Proof. WriteM for π∗(KO)⊗Z/2. There is a distinguished triangleKO
·2
−→ KO→
C(2)→ KO[1] in Ho(Mod-KO) which induces a long exact sequence in homotopy.
Since M is the cokernel of multiplication with 2 on π∗(KO), there is an injection
ι : M → π∗(C(2)). As the two copies of π∗(KO) in the long exact sequence are free
modules of rank one, κ3(M) vanishes if and only if ι split. Hence it is enough to
show π2(C(2)) ∼= Z/4.
From the long exact sequence, we see that π2(C(2)) is either Z/4 or Z/2⊕Z/2.
Let ρ ∈ π2(C(2)) be a lift of η ∈ π1(KO) along the epimorphism π2(C(2)) →
π1(KO). Consider
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KO[−1] // C(2)[−1]
%%K
KKK
KKK
KO[1]
τ
OO

·2
// KO[1]
ρ
OO
η
// KO
·2
// KO.
As we have observed in Remark 4.5, a map τ such that the left square commutes is
an element of 〈2, η, 2〉. Hence 2ρ = 0 would imply the contradiction 0 = τ ∈ 〈2, η, 2〉.
Therefore, ρ cannot be 2-torsion, and π2(C(2)) ∼= Z/4. 
Remark 8.5. The same argument as in the last lemma shows the corresponding
statement about the connective real K-theory spectrum. This contradicts [43,
Theorem 20]. The reason is an error in [43, 14.1]. In this construction, the author
assumes ku∗ to be flat as a ko∗-module, which does not hold. Accordingly, the
generalization [43, Theorem 21] is false as well.
8.6. Universal Toda brackets and k-invariants. Let Rq denote a cofibrant and
fibrant object of Mod-R representing the free R-module spectrum of rank q. We
write GLq R for the space MapMod-R(R
q, Rq)× considered in Section 7.3. This defi-
nition of the ‘general linear group’ of a ring spectrum R is an important ingredient
for the construction of the algebraicK-theory of R in the sense of Waldhausen [40],
if his definition is interpreted in the modern language of ring spectra [14, VI.7]. We
will encounter the algebraic K-theory of ring spectra in Proposition 8.14.
Theorem 8.7. Let R be a ring spectrum such that π∗(R) is n-sparse for some
n ≥ 1. For q ≥ 1, the restriction map
HMLn+2,−nn−sp (π∗(R))→ H
n+2(π1(BGLq R), πn+1(BGLq R))
sends the universal Toda bracket γn+2R of R to the first k-invariant of the space
BGLq R not vanishing for dimensional reasons.
Proof. Since BGLq R = BMapMod-R(R
q, Rq)×, this follows from Theorem 7.1 and
the description of the restriction map in Corollary 2.11. 
Before applying this theorem to examples, we describe the image γn+2R in the
ungraded cohomology group HMLn+2(π0(R), πn(R)).
Theorem 8.8. Let R be a ring spectrum with π∗(R) concentrated in degrees 0 and n
for some n ≥ 1. There is a universal Toda bracket γn+2R ∈ HML
n+2(π0(R), πn(R)).
It determines all (n+2)-fold Toda brackets in π∗(R) and the realizability obstruction
κn+2(M) of a π∗(R)-module M which admits a resolution by finitely generated free
n-sparse π∗(R)-modules. The restriction map
HMLn+2(π0(R), πn(R))→ H
n+2(π1(BGLq R), πn+1(BGLq R))
sends γR to the first k-invariant of BGLq R not vanishing for dimensional reasons.
Proof. The proof uses the same arguments as that of Theorem 8.1. This time, U has
the finite sums of (unshifted) copies of R as objects. It is equivalent to F (π0(R)).
The isomorphism Hn+2(U , [−,−]
Ho(C)
n ) ∼= HML
n+2(π0(R), πn(R)) induced by the
equivalence enables us to define γn+2R in the latter group. 
Proposition 8.9. Let R be a ring spectrum such that π∗(R) is n-sparse. Let R≥0
be its connective cover and let Pn(R≥0) be the first non-trivial Postnikov section
of R≥0. The restriction HML
n+2,−n
n−sp (π∗(R)) → HML
n+2(π0(R), πn(R)) sends the
universal Toda bracket of R to the one of Pn(R≥0).
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Proof. Let U be the subcategory of Ho(Mod-R) given by the finite sums of copies
of R which are shifted by integral multiples of n. The class γn+2R was defined by
applying Construction 5.7 to U . If U0 is the subcategory of U of finite unshifted
copies of R, the map from the graded to the ungraded Mac Lane cohomology is
induced by the restriction along the inclusion U0 → U .
Let U≥0 be the subcategory of Ho(Mod-R≥0) which is given by the finite sums of
unshifted copies of R≥0. The left Quillen functor − ∧R≥0 R : Mod-R≥0 → Mod-R
induces an equivalence between U≥0 and U0, since the induced map on homotopy
groups
Mod-π∗(R≥0)→ Mod-π∗(R), M 7→M ⊗π∗(R≥0) π∗(R)
restricts to an equivalence between the subcategories of unshifted copies of the free
module of rank 1. Lemma 5.10 shows that this equivalence maps the universal Toda
bracket of U0 to the one of U≥0.
A similar argument applied to − ∧R≥0 Pn(R≥0) shows that γU0 equals the uni-
versal Toda bracket of the subcategory of Ho(PnR≥0) given by the finite sums of
unshifted copies of PnR≥0. By Theorem 8.8, this is γ
n+2
PnR≥0
. 
We consider the exampleKO again. The restriction of the universal Toda bracket
γKO to HML
3(π0(KO), π1(KO)) ∼= HML
3(Z,Z/2) is γP1KO≥0 . The latter group
is Z/2 [28, Proposition 13.4.23]. We show that the image of γKO is the non-zero
element, thereby proving once more γKO 6= 0. Since P1KO≥0 ∼= P1ko ∼= P1S, this
is a statement about the sphere spectrum, and computations of Igusa [21] imply
Proposition 8.10. The universal Toda bracket γP1S of the first Postnikov section
of the sphere spectrum is the non-zero element in HML3(Z,Z/2) ∼= Z/2.
Proof. Let Hmq be the topological monoid of self homotopy equivalences of q copies
of the m-sphere. Suspension induces a map Hmq → H
m+1
q , which is (m − 1)-
connected by the Freudenthal suspension theorem.
Let BHmq be the classifying space of H
m
q . The map colimmBH
m
q → BGLq S
is a homotopy equivalence by [14, Proposition VI.8.3]. From [21] (compare also
[3, (7.6)]), we know that the first k-invariant of BHmq is non-trivial for q ≥ 4 and
m ≥ 3. The increasing connectivity of the maps in the colimit system therefore
implies that the first k-invariant of BGLq S does not vanish for q ≥ 4. Hence the
first k-invariant of BGLq P1S is non-trivial as well. By Theorem 8.8, γP1S has to
be non-trivial since the HML3(Z,Z/2) → H3(π1(BGLq P1(S)), π2(BGLq P1(S)))
sends it to this k-invariant. 
Focusing on a ring spectrum with polynomial homotopy again, Proposition 8.9
implies
Corollary 8.11. Let R be a ring spectrum with π∗(R) ∼= (π0(R))[u
±1] for a central
unit u in degree n. The isomorphism HMLn+2,−nn−sp (π∗(R)) → HML
n+2(π0(R)) of
Lemma 2.8 sends the universal Toda bracket γn+2R to the one of the first non-trivial
Postnikov section of its connective cover.
This reduces the computation of γ4KU to that of γ
4
P2ku
.
Remark 8.12. A ring spectrum R with only two homotopy groups π0(R) and
πn(R) has a first k-invariant in the group Der
n+1(π0R, πnR) ∼= THH
n+2(π0R, πnR)
[27, 12]. Since THHn+2(π0R, πnR) ∼= HML
n+2(π0R, πnR) and the universal Toda
brackets coincide with the k-invariant in the examples P1S and P2ku, we expect the
universal Toda brackets of first non-trivial Postnikov sections to coincide with these
k-invariants in general. We don’t have a proof for this. The difficult point is that
these two groups are only related by a chain of isomorphisms, and we do not know
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how to identify the k-invariant or the universal Toda bracket in the intermediate
steps.
A proof of this statement would not only be interesting for the computation of
universal Toda brackets. It would also relate the first k-invariant of a ring spectrum
R with the Toda brackets of R and the first k-invariants of the spaces BGLq R in
a very explicit way.
8.13. A relation to K-theory of ring spectra. For a connective ring spectrum
R, there is a map R → H(π0(R)) from R to the Eilenberg-Mac Lane spectrum of
π0(R) which is the identity on π0. In view of the last remark, we expect the map
R→ H(π0(R)) to split in the homotopy category of ring spectra if R has only two
non-trivial homotopy groups and a vanishing universal Toda bracket. Though we
are not able to prove this statement, the following proposition will provide a weaker
result.
We briefly recall the definition of the algebraic K-theory of a ring spectrum R,
following [14, VI]. To avoid technical difficulties, we assume our ring spectrum R to
be an S-algebra in the sense of [14]. Since all objects in the category of R-modules
are fibrant in this case, we obtain maps BGLq R → BGLq+1 R as described in
Section 7.3.
Let BGLR be the (homotopy) colimit of the spaces BGLq R with respect to
these maps. We apply Quillen’s plus construction to the space BGLR to ob-
tain (BGLR)+. For i ≥ 1, algebraic K-groups of R can be defined as Ki(R) =
πi((BGLR)
+). We will not need K0(R), which has to be defined separately. If R
is an Eilenberg-Mac Lane spectrum of a discrete ring A, this definition recovers the
algebraic K-groups K∗(A) of A in the sense of Quillen [14, VI, Theorem 4.3].
We will later need that the algebraic K-theory construction increases connec-
tivity by 1. Recall that map R → R′ of ring spectra is n-connected if the induced
map πi(R)→ πi(R
′) is an isomorphism for i < n and an epimorphism for i = n. If
R → R′ is n-connected, the induced map Ki(R) → Ki(R
′) is an isomorphism for
i ≤ n and an epimorphism for i = n+ 1. This fact is due to the appearance of the
bar construction in the definition of K(R) and can be proved in a similar way as
the corresponding statement about simplicial rings in [40, Proposition 1.1].
Proposition 8.14. Let R be a ring spectrum with homotopy groups concentrated
in degrees 0 and n. Suppose that the universal Toda bracket γn+2R of R is trivial and
that HMLn+1(π0(R), πn(R)) vanishes. Then the map Ki(R)→ Ki(π0(R)) induced
by R→ H(π0(R)) splits for all i.
Proof. It is enough to show that BGLR→ BGL(H(π0(R)) splits up to homotopy,
as this property is preserved by the plus construction. This is equivalent to the
splitting of the map BGLR→ |Bπ1(BGLR)|, since both maps are isomorphisms
on the fundamental group and map into an Eilenberg-Mac Lane space.
We show this by applying Lemma 7.4 to the category U used in the proof of
Theorem 8.8. The first three conditions are obviously satisfied. It remains to show
that Hn+1(U , [(−)⊕Rq, (−)⊕Rq]n) = 0.
The category U is equivalent to F (π0(R)). If we set A = π0(R) andM = πn(R),
this equivalence induces an isomorphism between the last cohomology group and
Hn+1(F (A),HomA((−)⊕ A
q, (− ⊗A M)⊕M
q)).
By Lemma 2.4, this is isomorphic to HMLn+1(π0(R), πn(R)) ∼= 0. 
Proposition 8.15. The universal Toda bracket of KU is the non-zero element of
HML4(Z) ∼= Z/2.
Proof. By Corollary 8.11 it is enough to prove γ4P2ku 6= 0. We assume γ
4
P2ku
= 0
and show that this leads to a contradiction.
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As HML3(Z) = 0, Proposition 8.14 would imply thatK3(P2ku)→ K3(Z) is split.
This map is onto since P2ku→ HZ is 2-connected. Since ku→ P2ku is 4-connected,
K3(ku) ∼= K3(P2ku), and our assumption implies that K3(ku) → K3(Z) is split.
As the author learned from Ch. Ausoni and J. Rognes, there is a commutative
diagram
K3(ku) // //

THH3(ku) ∼= Z

Z/48 ∼= K3(Z) // THH3(Z) ∼= Z/2
in which the upper and the right arrow are epimorphisms [1]. Here the hori-
zontal maps are the Bo¨kstedt trace maps from algebraic K-theory to topological
Hochschild homology, and the vertical maps are induced by ku → H(π0(ku)) =
H(Z). It follows that the lower map is an epimorphism as well. If the left map
was split, this would mean that Z/48 // //Z/2 factors through Z. This is the
contradiction implying γ4P2ku 6= 0. 
One may argue that it would be easier to derive γ4KU 6= 0 by calculating
k4(BGLq P2ku) 6= 0 for some q ≥ 1. Unfortunately, we don’t know how to compute
this k-invariant for q > 1. For q = 1, it is trivial. This follows for example from
the restriction HML4(Z)→ H4(Z/2,Z) being trivial.
Remark 8.16. The nth MoravaK-theory spectrum at a prime p can be represented
by a ring spectrum K(n) [27, §11]. Here ‘can be’ refers to the fact that there are
non-equivalent choices for this structure.
Since π∗(K(n)) ∼= Fp[v
±1
n ] with |vn| = 2(p
n − 1), we obtain a universal Toda
bracket γ2p
n
K(n) ∈ HML
2pn(Fp) ∼= Z/p. Hence for fixed p and varying n, the universal
Toda brackets of the K(n) are elements of HML∗(Fp) lying in the same degrees as
the multiplicative generators of the graded ring HML∗(Fp) [15].
The ring π∗(K(n)) is a graded field, that is, all π∗(K(n))-modules are free.
Hence it follows that all π∗(K(n))-modules are realizable. Therefore, we cannot
detect γ2p
n
K(n) by finding a non-vanishing realizability obstruction.
We do not know if the universal Toda bracket γ2p
n
K(n) depends on the choice of a
model for K(n), and we do also not know whether it is non-trivial or not. However,
in view of Corollary 8.11 and Remark 8.12, we expect γ2p
n
K(n) to be non-trivial, as the
connective Morava K-theory spectrum k(n) has a non-vanishing first k-invariant.
Remark 8.17. As mentioned before, Benson, Krause, and Schwede studied a char-
acteristic cohomology class γA ∈ HH
3,−1
k (H
∗(A)) for a differential graded algebra
A over a field k. Though they are only concerned with a ‘triple’ characteristic
Hochschild class, their theory easily generalizes to higher classes when we assume
H∗(A) to be n-sparse. In this case, the Hochschild cochain mn+2, which is part of
the A∞-structure of H
∗(A) [24], happens to be a Hochschild cocycle. This is easily
deduced from the A∞-relations. Similar to the triple class, the cohomology class
[mn+2] ∈ HH
n+2,−n
k (H
∗(A)) is well defined and determines all (n+ 2)-fold Massey
products in H∗(A).
One may ask whether it is possible to define the higher classes under weaker
assumptions, that is, without H∗(A) or π∗(R) being n-sparse. To some extent, this
is possible if the lower universal classes vanish. We begin by sketching the first step
in the case of a dga A. Suppose that γA = [m3] ∈ HH
3,−1
k (H
∗(A)) vanishes. Then it
is possible to find an equivalent A∞-structure (m
′
i) on H
∗(A) such that the cocycle
m3 is zero. This employs the same kind of argument as used to show that every
A∞-structure on H
∗(A) is trivial if HHn+2,−nk (H
∗(A)) = 0 for n ≥ 1 [25]. It follows
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that m′4 is a Hochschild cocycle, which can be used to define a cohomology class in
HH4,−2k (H
∗(A)). This is the candidate for the higher Hochschild class. However, it
is not unique in general.
In the case of ring spectra, Lemma 5.11 is the tool for a similar kind of argument.
If for example γR ∈ HML
3,−1(π∗(R)) vanishes, the lemma says that we can find a
1-cube system which extends to a 2-cube system. This cube system can be used
to define γ4R ∈ HML
4,−2(π∗(R)) without requiring π∗(R) to be 2-sparse. As in
the algebraic case, there may be different choices for this class γ4R. Moreover, the
relation to the Toda brackets becomes more involved since the indeterminacy is not
as easy to control as in the 2-sparse case. This also affects the obstruction theory,
as there is no unique obstruction class.
Appendix A. Discarding basepoints of mapping spaces
Let T op∗ be the category of pointed compactly generated weak Hausdorff spaces,
equipped with the usual model structure in which the weak equivalences are the
weak homotopy equivalences [18, Theorem 2.4.25].
A pointed topological model category C is a pointed model category which is
enriched, tensored, and cotensored over T op∗. This means that there are bifunctors
−∧− : T op∗ ×C → T , MapC(−,−) : C
op × C → T op∗, (−)
(−) : C × T opop∗ → C,
adjunction isomorphisms C(X,Y K) ∼= C(K ∧ X,Y ) ∼= T op∗(K,MapC(X,Y )), and
an enriched composition MapC(Y, Z) ∧ MapC(X,Y ) → MapC(X,Z). The data is
asked to satisfy the usual associativity and unit conditions. Moreover, the pushout
product axiom is required to ensure compatibility of the model structures. Details
can be found in [18, 4.2].
A stable topological model category C is a pointed topological model category in
which the suspension functor S1 ∧ − : C → C and the loop functor (−)S
1
: C → C
form a Quillen equivalence.
For an object X in a category C, we write (X ↓ C) for the category of objects
under X . If C is a model category, (X ↓ C) inherits a model structure in which a
map is a cofibration, fibration, or a weak equivalence if the underlying map in C is
one [17, Theorem 7.6.5.(1)].
Proposition A.1. Let C be a stable topological model category. For every map
g : X → Y between cofibrant and fibrant objects in C, there is an isomorphism
σg : [S
n, (MapC(X,Y ), g)]
Ho(T op∗)
∼=
−→ [Sn ∧X,Y ]Ho(C).
If h : W → X and f : Y → Z are maps between cofibrant and fibrant objects, the
isomorphisms satisfy (f∗)(σg) = (σfg)(f∗) and (h
∗)(σg) = (σhg)(h
∗). For a path w
from g to g′ in MapC(X,Y ), the isomorphisms σg and σg′ are compatible with the
isomorphism of homotopy groups induced by w, i.e., σg′(−)
w = σg. If g is the zero
map, σg is the adjunction isomorphism.
The proof needs some notation and an auxiliary lemma. If Sn is the n-sphere
in T op∗, we consider S
n
+ as an object of (S
0 ↓ T op∗). The structure map S
0 → Sn+
sends the basepoint of S0 to the ‘added’ basepoint of Sn+, and the other point to the
‘original’ basepoint of Sn. If X is an object in a pointed topological model category
C, we consider Sn+ ∧X as an object in (X ↓ C) via X
∼= S0 ∧X → Sn+ ∧X . By the
pushout product axiom, Sn+ ∧X is cofibrant if X is. If f : X → Y is another object
of (X ↓ C), we write [Sn+ ∧X, f ]
Ho(X↓C) for the set of maps from X → Sn+ ∧X to f
in the homotopy category of (X ↓ C).
The following lemma is a reformulation of the well known fact that Sn+ splits as
Sn ∨ S0 after suspension.
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Lemma A.2. Let Sn+ ∧ S
1 be a space under S1 via (S0 → Sn+) ∧ S
1, and let
Sn+1 ∨ S1 be a space under S1 via the inclusion of the second summand. Then
there is a map µ : (Sn ∧ S1) ∨ S1 → Sn+ ∧ S
1 in (S1 ↓ T op) which is a homotopy
equivalence. If p : Sn+ → S
n is the map which identifies the two basepoints of Sn+,
Sn ∧ S1
incl
−−→ (Sn ∧ S1) ∨ S1
µ
−→ Sn+ ∧ S
1 p∧S
1
−−−→ Sn ∧ S1
is the identity.
Proof. Sn is a CW-complex with one 0-cell and one n-cell. The complex Sn+∧S
1 ∼=
Sn × S1/(Sn × {s0}) has a 0-cell, an 1-cell, and an (n + 1)-cell. The attaching
map of the (n + 1)-cell of Sn+ ∧ S
1 is null-homotopic for n ≥ 1. Hence the desired
homotopy equivalence exists. If we compose with p∧S1, we collapse the 1-cell and
do not see the effect of the null-homotopy. This verifies the last assertion. 
Proof of Proposition A.1. We define a functor G : C → C by G(X) = (XS
1
)cof,
where (−)cof is the functorial cofibrant replacement. The adjunction of suspension
and loop gives a natural transformation τ : S1 ∧G(X)→ idC . Since C is stable, τX
is a weak equivalence if X is fibrant [18, Proposition 1.3.13(b)].
Let σg be the following chain of isomorphisms:
[Sn, (MapC(X,Y ), g)]
Ho(T op∗)
(i)
∼= [Sn, (MapC(S
1 ∧G(X), Y ), gτX)]
Ho(T op∗)
(ii)
∼= [Sn+, (MapC(S
1 ∧G(X), Y ), gτX , 0)]
Ho(S0↓T op∗)
(iii)
∼= [Sn+ ∧ S
1 ∧G(X), gτX ]
Ho(S1∧G(X)↓C)
(iv)
∼= [((Sn ∧ S1) ∨ S1) ∧G(X), gτX ]
Ho(S1∧G(X)↓C)
(v)
∼=[Sn ∧ S1 ∧G(X), Y ]Ho(C)
(vi)
∼= [Sn ∧X,Y ]Ho(C).
Here (i) is induced by the weak equivalence τX , (ii) is adding a basepoint, (iii) results
from the Quillen adjunction between (S0 ↓ T op∗) and (X
′ ↓ C) induced by − ∧X ′
and MapC(X
′,−) with X ′ = S1 ∧ G(X), (iv) uses the weak equivalence under S1
provided by Lemma A.2, (v) results from the Quillen adjunction between (X ′ ↓ C)
and C given by Z 7→ Z ∨X ′ and the forgetful functor (with X ′ = S1 ∧G(X)), and
(vi) is induced by τX again.
It is easy to see that the construction is natural in X and Y . It is additive since
the addition can be defined in terms of the H-cogroup structure of Sn both in the
source and the target. Let w be a path from g to g′ in MapC(X,Y ). Following its
action through (i)-(iii), it induces a homotopy of maps Sn+ ∧S
1 ∧G(X)→ Y which
is itself not a map under S1. But after applying (iv) and (v), the representing maps
become homotopic in Ho(C). If g is the zero map, σg reduces to the adjunction
isomorphism: Composing with the p of Lemma A.2 is inverse to (ii), hence Lemma
A.2 shows the assertion. 
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