Ferromagnetic systems under the influence of spin-polarized currents exhibit rich spatiotemporal dynamics at nanoscales. We study spin-transfer nano-oscillators driven by the combination of alternating and direct spin-polarized electric currents. We show here that the alternating current induces parametric instabilities on spin valves, that is, the magnetization responses at half the forcing frequency. A spatial self-organization emerges as a result of the oscillatory current, which includes dissipative solitons and Faraday-type waves. The parametric regime is described analytically by means of the Landau-Lifshitz-Gilbert-Slonczewski equation, in good agreement with micromagnetic simulations including the full dipolar field.
I. INTRODUCTION
Control of magnetization in spin valves has been the subject of intense research in recent years [1] [2] [3] [4] . In such devices, a perpendicular to plane electric current transfers spin angular momentum from one ferromagnetic film into another one. This effect is known as the spin-transfer torque [1, 5, 6] , and it can generate magnetic switching or reversals, and stable oscillatory states in the radio-frequency domain. Furthermore, the addition of an alternating electric current, in the radio-frequency domain, affects the reversal threshold through a frequency locking mechanism. The injection of combined radio-frequency and direct electric currents induces other dynamical responses, such as synchronization, chaos [7] , and stochastic resonance [8] .
Although the first predictions on current-induced dynamics were made assuming a uniform magnetization (the macrospin model), it is known that usually both switching and precessional motions are nonuniform [9, 10] . Moreover, a direct spinpolarized electric current can induce static spatially periodic textures in magnetic films [11, 12] . Vortices are a classical example of localized magnetization states [13] . In general, vortex stability is related to the geometrical properties of the sample [14] . A spatial distribution of the applied current can also modify the magnetic states. For example, the case of metallic point contact, in which the current is applied through a small metallic cross section in contact with a continuous magnetic film, exhibits nonuniform magnetization states [15] . In addition, magnetic solitonic modes in nano-oscillators have been observed [16] [17] [18] . Recently, dissipative magnetic droplet solitons were experimentally found and studied [19] , after they were theoretically predicted in Ref. [20] .
The study of spatially self-organized structures is beyond the specific case of magnetization dynamics; moreover, it is a widespread topic in nonlinear science [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . Among the large variety of patterns generated by out-of-equilibrium nonlinear systems, dissipative localized structures [21, 22, 29] have always been of great interest and extensively studied for their potential applications. In the context of spin transfer, localized states can be of great advantage, since the energy localization that they produce is independent of the geometrical properties of the system. Usually the existence of localized structures is related to a subcritical bifurcation [31] . This is, for example, the case of parametrically driven systems [29] . Parametric driving occurs when energy or momentum is injected in a system by means of a temporal modulation of one or more parameters. Hence, resonance can produce a response frequency different from the forcing frequency. The best known case is the 2:1 resonance phenomenon, where the driving frequency is close to twice the natural frequency of the system [32] . Parametric excitation of localized states arises in a wide range of physical systems. Examples include vertically oscillating layers of water, nonlinear lattices, optical fibers, Kerr-type optical parametric oscillators, the magnetization in an easyplane ferromagnet exposed to an oscillatory magnetic field, and a parametrically driven damped chain of pendula. In most cases parametric forcing is made by modulating one of those parameters on which the natural frequency of the system depends.
In the context of spin-transfer nano-oscillators, currentinduced parametric excitations were recently observed in point-contact spin-valve nanodevices [33, 34] . Point contacts inject direct and microwave currents into spin valves, thus generating oscillating spin-transfer and Oersted-field torques on magnetic moments. Both effects contribute to the parametrically excited dynamics. This inhomogeneous forcing induces a fixed vortex. As a result of inhomogeneous forcing, the dynamics of these systems corresponds to nonextended parametric systems.
In this paper, we demonstrate theoretically and numerically that a uniform alternating spin-polarized electric current can produce parametric excitation in spin-valve devices. Figure 1 shows the typical dynamical response under parametric injection, in which the magnetization oscillates at half the forcing frequency. A parametrically induced resonance occurs when the self-oscillation induced by the direct current couples with the alternating current oscillation. A minimal model describing the dynamics of the magnetization at the onset of this resonance is given. We also show that such parametrically driven spin-transfer nano-oscillators (PDSTNOs) generate self-organized magnetic structures such as dissipative solitons and Faraday-type waves. To verify the robustness of such states, we conduct micromagnetic simulations including the full dipolar field.
The paper is organized as follows. In Sec. II we investigate the effect of a time-dependent spin-polarized current under the approximation of a uniform magnetization. In Sec. III we extend our study to nonuniform magnetization dynamics. Finally, in Sec. IV we give our main conclusions and remarks.
II. PARAMETRICALLY DRIVEN SPIN-TRANSFER NANO-OSCILLATORS IN THE MACROSPIN APPROXIMATION
Let us consider a spin-valve or nanopillar device, composed by two ferromagnetic layers separated by a nonmagnetic conductor as depicted by Fig. 1(a) . One magnetic film has a fixed magnetization along the positivex axis, while the uniform magnetization of the second magnet M(t) is variable or free. The free magnetization obeys the dimensionless LandauLifshitz-Gilbert-Slonczewski (LLGS) equation [5, 35, 37] :
where m = M/M s is the normalized magnetization of the free layer, M s is its saturation magnetization, andṁ stands for the temporal derivative of m. Within the macrospin approximation, the vector m(t) is uniform. The time is rendered dimensionless using M s and the gyromagnetic constant γ , t → γ M s t. The first term of the right-hand side of Eq. (1) favors precessions around the effective field h eff :
where β stands for the easy axis coefficient (in this case the x axis), and h 0 = H 0 /M s is the normalized external magnetic along the x axis. The last term of the effective field is the demagnetization field, and it disfavors configurations along the z axis. The second term of Eq. (1) accounts for the phenomenological Gilbert damping. The spin-transfer torque is modeled in Eq. (1) with the term proportional to g. The coefficient g is defined by
where P describes the electron polarization at the interface between the magnet and the spacer, J is the current density, |e| is the modulus of the electric charge, and d is the thickness of the layer. In the spin-transfer theory of Slonczewski [5] , the coefficient g is a function of the magnetization, g = g(m ·x). Let us focus on the small applied currents and small amplitude oscillations around thex axis; in this regime we can approximate g(m ·x) ≈ g (1); this approach is known as sine approximation [37] . In a linear regime the dynamics of the magnetization can be described by only one independent variable. Indeed, assuming m 
Thus, the magnetization satisfies the equation of an oscillator.
In the case of a direct current (g = g 0 ), the stability analysis of Eq. (4) shows a stationary bifurcation at (h + 1/2) 2 + g 2 0 − (1/2) 2 = 0, and an Andronov-Hopf bifurcation at α(h + 1/2) − g 0 = 0 [1, 11] . The Andronov-Hopf instability is responsible for the self-oscillations in spintransfer nano-oscillators. Let us consider a periodic timedependent current injection. In the linear approximation, Eq. (4) is a Mathieu-type equation with a damping force. Such a model is commonly solved by means of the classical Floquet method [38] , which allows the determination of the instability regions-Arnold tongues-in parameter space. Hence, parametric resonance occurs in regions where the motion of the system is unstable with respect to driving frequencies that are different from its natural frequency. In what follows we will focus on the case where the driving frequency is close to twice the natural frequency of the system. In this case, a modal decomposition method [39] has been used to solve Mathieu-type equations. More precisely, if we assume a spin-polarized current of the form g(t) = g 0 + g 1 sin (ωt), the parametric instability region can be obtained using the following trial function (Galerkin expansion [40] ):
where the coefficients p (1) where
= a + δ, and ν = ω/2 − ω 0 represents the detuning parameter. Notice that in Eq. (6) we have considered only terms up to the order of µ 0 ∼ g 0 ∼ g 2 1 ∼ ν ∼ α and α ≪ 1. The relationship (6) is depicted by the black solid line in Fig. 2 . We have compared this curve with that given by the full numerical solution obtained with a trial function up to the fifth harmonic (gray line). These two curves are almost indistinguishable in this figure. Hence, our reduced approximation provides an excellent description of the boundaries of the parametric instability. The region inside the curve accounts for the Arnold tongue [41] . In this region, the steady magnetization state, m =x, undergoes an instability, which is saturated in a stable precessional state corresponding to a limit cycle in phase space. Figure 1(b) shows the typical temporal evolution of the magnetization components inside the Arnold tongue. The right panel in Fig. 2 illustrates the precessional and uniform states in the magnetization space. Outside this tongue, in region (1) outlined in the left panel of Fig. 2 , the precessional state persists and coexists with the stable uniform magnetization. The precessional state exhibits a saddle-node bifurcation when going from region (0) to region (1) .
The dynamics of parametrically forced systems can be decomposed into fast and slow temporal scales at the onset of their subharmonic resonance [21] . The fast scale is given by the oscillation frequency ω 0 ≈ ω/2, while the slow scale is the evolution of the oscillation envelope. The description of the PDSTNO at the onset of resonance, in terms of the oscillation amplitude, is obtained by introducing the following ansatz:
where the normalized oscillation envelope A describes the magnetization deviation from the homogeneous orientation m =x. The normalization constant m y,0
] describes the characteristic scale of oscillations. W y is a higher-order correction that depends nonlinearly on A and its complex conjugate. Introducing formula (7) in Eq. (1), linearizing W y and applying the solvability condition, we get the parametrically driven and damped nonlinear Schrödinger equation (PDNLS) without space [21, 29] :
where
) − g 0 stands for linear dissipation, and
represents the forcing amplitude. In the conservative limit µ = γ = 0, the PDNLS equation becomes the well-known nonlinear Schrödinger equation, which describes the amplitude of Hamiltonian oscillations. In the dissipative case µ,γ > 0, the balance between injection and dissipation generates attracting states, and permanent behaviors such as self-sustained precessions. Note that in this representation the solutions can be obtained analytically (see Ref. [12] and references therein). Moreover, the bifurcation diagram of the PDNLS model is the same as shown in the left panel of Fig. 2 .
The amplitude Eq. (8) can be derived using symmetry arguments. When there is no injection or dissipation, the magnetization dynamics are invariant under time reversion t → −t and temporal translation t → t + t. Hence, the amplitude A must satisfy (t,A) → (−t,Ā) and (t,A) → (t + t,Ae −i ). Then, the amplitude equation at dominant order readsȦ = ic 1 A + ic 2 |A| 2 A, where c 1 and c 2 are real constants. In the presence of dissipation and parametric forcing, the time inversion and translation symmetries are broken, respectively. Taking into account these effects, the amplitude equation
where the extra terms depend on damping and driving forces. Therefore, the dynamical behaviors exhibited by PDSTNO belong to the universality class of parametrically driven systems [21] .
It is worth noting that all the parameters of the PDNLS equation are controlled by the electric current. Furthermore, under the scaling γ ∼ µ ∼ ν ∼ |A| 2 ∼ d/dt ≪ 1 in Eq. (8), the coupling between the time-varying injection γ and the oscillation envelope A(t) is of the same order as the other physical effects. This makes the parametric forcing an efficient mechanism for controlling the magnetization dynamics.
III. PARAMETRICALLY INDUCED SPATIAL TEXTURES
Physical systems with a parametric forcing exhibit a large variety of spatially self-organized states [21] . Hence, the feasibility of PDSTNO devices to generate parametric instabilities offers a great advantage for pattern forming studies in the nanoscale domain with respect to other magnetic systems.
In the next subsections we study the inhomogeneous magnetic states m = m(r,t) induced by the alternating current. Using a simplified magnetic model and the amplitude equation approach we predict the existence of subharmonic standing waves, or Faraday-type waves, and solitons. These predictions are in agreement with our micromagnetic simulations.
A. Analytic approach to nonuniform dynamics
A minimal model can be obtained neglecting the effects of the borders and approximating the demagnetizing energy by its leading-order contribution in terms of a shape anisotropy. The last approximation is valid when the magnetization has small deformations with respect to the uniform state and the free layer thickness is small compared with lateral sizes.
For spatially varying magnetizations m(r,t), the LLGS model and the effective field h eff become [35] 
where the last term of h eff accounts for the ferromagnetic exchange, and it penalizes inhomogeneities in the magnetization. The spatial operator ∇ =ŷ∂ y +ẑ∂ z is expressed in the unit of the exchange length l ex = 2A ex /(µ 0 M 2 s ) where A ex is the exchange stiffness constant.
In this scenario the oscillation envelope A(r,t) can be described using the following ansatz in Eq. (9a):
After straightforward calculations, in a similar way to the previous section, we obtain the PDNLS equation:
where the last term of Eq. (11) accounts for the dispersion with ∇ ′ = [(2h + 1)/(2ω 0 )] 1/2 ∇. The sign of dispersion and nonlinearity renders this equation to a focusing type [36] . Notice that the Laplacian term is the leading-order spatial coupling that accounts for spatial reflection r → −r and translation r → r + r symmetries.
The amplitude equation (11) is the prototype model describing the envelope of coupled nonlinear oscillators. Furthermore the PDNLS equation allows us to relate the magnetization dynamics of PDSTNO into the same phenomenology of a wide spectrum of physical systems that ranges from nonlinear optical systems to fluids dynamics under driving forces.
The amplitude Eq. (11) is characterized by exhibiting Faraday-type waves and dissipative solitons [21] . The origin of Faraday-type waves is a spatial instability of the parallel state A = 0. As a result of this destabilization, the noise-induced perturbations are exponentially amplified in time. The growth rate σ of the small perturbations A ∼ e σ t+ik·r is obtained linearizing Eq. (11) around zero:
where k is the wave vector of the modes in which perturbations are decomposed. For alternating currents above the critical value γ c = µ, the modes with wave number |k| = √ ν grow and destabilize the uniform configuration. The zone where Faraday-type waves exist is marked as (3) in Fig. 3(a) . It is worth noting that the necessary conditions γ > µ and ν > 0 to observe Faraday-type waves, as well as their wavelength d = 2πl ex / √ ν, are completely controlled by the electric current parameters {g 1 ,g 0 ,ω}, or equivalently the PDNLS parameters {γ (g 1 ),µ(g 0 ),ν(ω)}. Figure 3(b) shows the typical wavelengths, in units of the exchange length, as a function of the detuning parameter. As this figure illustrates, for positive detuning, typical wavelengths are of order d ∼ 15l ex , which is about d Co = 52(nm) and d Py = 85(nm) for cobalt and Permalloy, respectively. Smaller wavelengths can be obtained by increasing the forcing frequency ω.
At the onset of the spatial instability and after transients, the standing wave is composed of one or a few Fourier modes, compatible with boundary conditions and having a wave number close to the critical value |k c | ≈ √ ν. Figure 3 (c) shows a typical standing wave of Eq. (11) . In general, the number of such modes, as well as the orientation of their wave vectors, depend on the nonlinear saturation mechanisms of the particular problem, material defects, and borders [42] .
This type of instability was studied in spin valves for the case of constant external field and direct spin-polarized current [11, 12] . A PDNLS model was derived [12] using an appropriate time-independent change of variables of the form A ∼ (m y + im z )/(1 + m x ). Even if the system under study in Refs. [11, 12] does not have parametric forcing, the magnetization obeys a PDNLS equation, and textures usually found in parametrically driven systems emerge [12] . This correspondence between parametric systems and spin valves with direct current was called parametric equivalence. In the parametric equivalence, the origin of the parametric injection (term γĀ) is related to anisotropy effects. The direct spinpolarized current was responsible for the dissipation term µA. It is worth noting that in the parametric equivalence most of the magnetic textures are static and periodic in space. In opposition, when an alternating current is applied, the magnetization oscillates both in space and time m y ∼ e iω0t cos(ik · r) + c.c. Since the anisotropies are fixed in usual setups, the only control parameters in the parametric equivalent system are the detuning (external magnetic field) and dissipation (the constant electric current). In our present case, the amplitude g 1 and frequency ω of the alternating current and the direct current g 0 are the control parameters associated to the parametric injection γ , detuning ν, and dissipation µ, respectively. In brief, the use of an alternating current permits a more adequate control of the parametric behaviors exhibited by the PDNLS model.
Dissipative solitons are another prominent example of spatial self-organization in macroscopic nonlinear systems. They can be described by particlelike attributes, such as position and width [43] .
The parametric forcing induces dissipative solitons that connect asymptotically the quiescent state A = 0. Figure 3(d) shows a soliton state, obtained from Eq. (11) . There is no analytic expression for this solution in PDNLS model, nevertheless they can be approximated using the variational method [44, 45] by
where λ ≡ −ν + γ 2 − µ 2 , cos(2φ 0 ) = µ/γ , a 0 = 2.166, and b 0 = 0.933. This approximation gives a characteristic amplitude a 0 λ 1/2 , and a characteristic width b
In a similar way to the Faraday-type waves wavelengths, the electric current parameters {g 1 ,g 0 ,ω} control the soliton typical lengths.
We can see from formula (13) that, at dominant order, the soliton decays exponentially to the parallel state A ∼ e − √ λ|r| → 0 far from the center of the soliton, that is, |r| ≫ λ −1/2 . Since, soliton tails connect the homogeneous state, solitons are observed only where the parallel state is stable. These zones are labeled as (0) and (1) in Fig. 3 . Hence, solitons exist for negative detuning and injection amplitudes in the range µ < γ < µ 2 + ν 2 , which corresponds to zone (1) in Fig. 3(a) .
B. Micromagnetic simulation of solitons and Faraday-type waves
To investigate the robustness of the observed textures, and to illustrate the parametric instability of spin valves, we model a 500 × 500 × 2-nm 3 Permalloy free layer sample (M s = 800 kA/m, K = 14.5 kJ/m 3 ) with a discretization of 127 × 127 × 1 cells with a Neumann boundary condition. We use an adaptive step size fifth-order Runge-Kutta scheme. The effective field includes the full demagnetization term [46] 
where the magnetic potential is
and the charge densities in the bulk ρ m = −∇ · m and at the surface σ m =n · m are the magnetic analog of electric charge densities. The density ρ m is induced by nonuniformly magnetic distributions, while σ m appears if the magnetization points towards the outward normaln at the sample borders [46] . We obtain the demagnetization field using the discrete convolution [47] between the magnetization and the demagnetization tensor. The demagnetization tensor components are generated by the function included in the OOMMF code [48, 49] . We use an external field H = 0.2M s and a direct current density J dc = 0.16 A/µm 2 ; for a polarization factor P = 0.3 we obtain the following reduced parameters: h = 0.2, β = 0.03, and g 0 = 0.01. That is, the critical value of the radio-frequency current for the parametric instability is g 1 = 0.034 (J ac = 0.55 A/µm 2 ). In this configuration the natural frequency is ω 0 = 0.53 ( 0 = 14.85 GHz) and for the detunings ν 1 = −0.004 (112 MHz below 0 ) and ν 2 = 0.075 (2 GHz above 0 ) a localized state and Faraday-type waves are expected, respectively. Fixing the effective alternate current at g 1 = 0.2 (3.22 A/µm 2 ) we obtain different spatial structures that can be seen from Figs. 4(a) and 4(b) for ν 1 and ν 2 , respectively. Hence, solitons and Faraday-type waves persist when the demagnetizing effects are included [50] . Since the magnetization is approximately in the x axis, the main demagnetization contribution at the in-plane borders is a surface magnetic charge of the form σ m = ±m ·x. Figure 5 shows the typical deviations induced by the effect of magnetic charges. (14) . Solitons persist when the sample borders and the full dipolar field are considered.
IV. CONCLUSIONS AND REMARKS
We have shown that a spin-polarized electric current, with both constant and oscillatory components, induces parametric instabilities in spin valves. In the case of macrospin approximation, additional equilibria and precessional states emerge. This scenario changes when the spatial variations of the magnetization are considered. In particular, our analysis shows that the free magnetic layer exhibits a wide class of robust self-organization phenomena observed in driven systems, such as dissipative solitons and Faraday-type waves. These states are robust when additional effects, such as the dipolar field or the sample borders, are considered. Hence, the use of alternating spin-polarized currents opens the possibility to control transitions from the parallel state to uniform precessions or dissipative solitons and Faraday-type waves.
These behaviors could open novel and fresh functionality to spin-valve devices.
