From the dynamics of gaseous stars to the incompressible Euler equations  by Donatelli, Donatella & Trivisa, Konstantina
J. Differential Equations 245 (2008) 1356–1385
www.elsevier.com/locate/jde
From the dynamics of gaseous stars
to the incompressible Euler equations
Donatella Donatelli a, Konstantina Trivisa b,∗
a Dipartimento di Matematica Pura ed Applicata, Università di L’Aquila, 67100 L’Aquila, Italy
b Department of Mathematics, University of Maryland, College Park, MD 20742-4015, USA
Received 19 July 2007; revised 29 May 2008
Available online 26 June 2008
Abstract
A model for the dynamics of gaseous stars is introduced and formulated by the Navier–Stokes–Poisson
system for compressible, reacting gases. The combined quasineutral and inviscid limit of the Navier–
Stokes–Poisson system in the torus Tn is investigated. The convergence of the Navier–Stokes–Poisson
system to the incompressible Euler equations is proven for the global weak solution and for the case of
general initial data.
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1. Introduction
Hydrodynamical processes play a central role in virtually all areas of astrophysics. The stellar
evolution is often governed by hydrodynamic models where the star is viewed as a body, which
occupies at a given time t a spatial domain Ω of Rn, n = 3. In the present context, we adopt
the macroscopic description with ρ = ρ(t, x) denoting the fluid density, u = u(t, x) the velocity
field, θ = θ(t, x) the temperature, and Z = Z(t, x) the mass fraction of the reactant.
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sent the conservation of mass, the balance of momentum and entropy, the two species chemical
kinetics equation, while the gravitational potential Ψ is determined by the Poisson equation,
∂tρ + div(ρu) = 0, (1)
∂t (ρu)+ div(ρu ⊗ u)+ ∇xp = μu + (ν +μ)∇x div u − ρ∇xΨ , (2)
∂t (ρs)+ div(ρsu)+ div
(
q
θ
)
= σ , (3)
∂t (ρZ)+ div(ρZu) = w(ρ, θ,Z)+ div(F), (4)
−λ2Ψ = ρ − 1. (5)
In the above system, s denotes the specific entropy, p stands for the pressure, q denotes
the heat flux, and σ denotes the entropy production rate. The function w = w(ρ, θ,Z) represents
the reaction rate accounting for the nuclear reactions taking place inside the star and F de-
notes the species diffusion flux. In addition, λ is the (scaled) Debye length, μ,ν are the constant
viscosity coefficients satisfying
μ> 0, ν + 2
n
μ 0. (6)
Here x ∈ Ω = Tn ⊂ Rn, denotes the spatial position in the Eulerian reference system, with
T
n = ([−π,π]|{−π,π})n representing the 3-dimensional torus. The length of the period 2π has
been chosen only for the sake of simplicity.
The system is equipped with the initial data:
ρ(0, x) = ρ0(x), u(0, x) = u0(x), θ(0, x) = θ0(x), Z(0, x) = Z0(x), x ∈ Tn. (7)
The reaction rate function ω = ω(ρ, θ,Z) can be fairly general. A typical example is given
by
w = −Kφ(θ)ρZ, (8)
with φ = φ(θ) representing the reaction function governed for instance by the Arrhenius kinetics
and K the reaction rate parameter.
The heat flux q is proportional to the spatial gradient of the temperature and is given by the
Fourier’s law: q = −k∇xθ, k > 0, (9)
with k ∈ C2[0,∞) denoting the heat conductivity coefficient, which depends on the temperature
θ in the following way,
c1
(
1 + θ3) k(θ) c2(1 + θ3) for some c1, c2 (10)
(cf. Chapter 1.2 in Gallavotti [18]).
The species diffusion flux F is a linear function of the spatial gradient of the state variable Z
and is given by the
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with d > 0 the species diffusion coefficient.
The Navier–Stokes–Poisson system (1)–(5) is a simplified non-isentropic dissipative model,
which describes the evolution of gaseous stars in astrophysics (we refer the reader to the articles
[10–14] and the references therein), the dynamics of plasma in the case where the compress-
ible reacting electron fluid interacts with each own electric field against a constant charged ion
background (see [7]), as well as the dynamic behavior of semiconductors (see [9]).
At the formal level, system (1)–(5) can be viewed as an approximation of the incompressible
Euler equations of ideal reacting fluids in the unknowns (u,p,Z) given by
div u = 0, (12)
∂tu + u · ∇xu = ∇xp, (13)
w(1, θ,Z) = 0, (14)
∂tZ + u · ∇xZ = w (15)
for x ∈ Tn and t > 0, by taking the combined quasineutral and inviscid limit (λ → 0, μ,ν → 0,
and d → 0). Note that setting λ = 0 yields ρ = 1 which makes system (1)–(5) and approximation
to a system which generalizes the incompressible Navier–Stokes equation for viscous reacting
fluid in real world. Letting the viscosity parameters μ,ν → 0 and the species diffusion d → 0
yields formally the system (12)–(15).
The main objective of this work is to justify rigorously the formal convergence of the Navier–
Stokes–Poisson system to the incompressible Euler equations for global weak solutions by
performing the combined quasineutral and inviscid limit (λ → 0, μ,ν → 0, d → 0) of the
Navier–Stokes–Poisson system for compressible reacting gases. To this end, we assume that
λ = λ(ε), μ = μ(ε), ν = ν(ε), d = d(ε)
are such that ⎧⎨
⎩
λ(ε) → 0, d(ε) → 0, as ε → 0,
μ(ε)
ε2
→ 0, ν(ε)
ε2
→ 0, as ε → 0. (16)
Here ε is proportional to the Debye length λ. In particular, without loss of generality, we take
λ = ε. We start by introducing a new variable ψε = εΨ ε and we express the Navier–Stokes–
Poisson system (1)–(5) for ε-depending state variables as follows:
∂tρ
ε + div(ρεuε)= 0, (17)
∂t
(
ρεuε
)+ div(ρεuε ⊗ uε)+ ∇xpe(ρε)
= μ(ε)uε + (ν(ε)+μ(ε))∇x div uε + div(∇xψε ⊗ ∇xψε)
− 1∇x
∣∣∇xψε∣∣2 − ∇xψε , (18)2 ε
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(
ρεsε
)+ div(ρεsεuε)+ div(qε
θε
)
= σε, (19)
∂t
(
ρεZε
)+ div(ρεZεuε)= wε + div(Fε), (20)
−εψε = ρε − 1, x ∈ Tn, t > 0. (21)
The investigation of the quasineutral limit is a well-known and challenging problem in fluid
dynamics and kinetic theory. Related results in that direction have been obtained in the context
of Vlasov–Poisson system by Brenier [3], Grenier [16] and Masmoudi [25]. For results on the
Schrödinger–Poisson system we refer the reader to Puel [27], where the Euler–Poisson system
has been investigated by Cordier and Grenier [4,5]. For the study of the combining quasilinear
and inviscid limit of the Navier–Stokes–Poisson system in the torus Tn in the isentropic case
for a single nonreacting compressible fluid we refer the reader to Wang and Jiang [30] and the
references therein. The present article handles both the full Navier–Stokes–Poisson system as
well as its generalization in the case of compressible reacting fluids.
The vanishing Mach number limit of the compressible Navier–Stokes system for global weak
solutions has been investigated by Lions and Masmoudi [23], Masmoudi [26], Hoff [19] in the
non-isentropic case, while the low Mach number limit for the full Navier–Stokes–Fourier system
has been studied by Feireisl and Novotný [15]. We remark that the quasineutral limit problem
differs substantially from the theory of singular low Mach number limit in that the limit λ → 0
in the Navier–Stokes–Poisson system is a problem of singular perturbation of a hyperbolic–
parabolic system by an operator of order two [4], while the vanishing Mach number limit of
the compressible Navier–Stokes system is the perturbation of a hyperbolic–parabolic system by
linear terms of order one [20,21].
The outline of this article is as follows: in Section 2 we present the constitutive relations and
basic structural assumptions on the state equations for the pressure, the internal energy and the
entropy. The notion of weak solution for our system is introduced in Section 3 where the main
result is also presented. The proof of the main theorem is given in Section 4 and is based on the
method of relative entropy, the use of an energy inequality and the derivation of delicate energy
estimates, which yield the convergence of the relative entropy and strong convergence results for
our approximating sequence of solutions.
2. Constitutive relations
The pressure p is assumed to be a function only of the density ρ given by
p = pe(ρ) ∈ C[0,∞)∩C1(0,∞) (22)
satisfying the following properties:⎧⎨
⎩
pe(0) = 0, p′e(ρ) a1ργ−1 − b for all ρ > 0,
pe(ρ) a2ργ + b for all ρ  0, γ  n2 .
(23)
The state equation for the specific internal energy e = e(ρ, θ) is now expressed as
ρe(ρ, θ) = 1 ρPe(ρ)+ cvρθ (24)
γ − 1
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Pe(ρ) =
ρ∫
1
pe(z)
z2
dz, (25)
and cv denotes the specific heat.
In accordance with thermodynamics, the pressure p is assumed to be an increasing function
with respect to the density
∂p
∂ρ
(ρ) = ∂pe
∂ρ
(ρ) > 0 (26)
and the internal energy an increasing function with respect to the temperature
∂e(ρ, θ)
∂θ
> 0. (27)
The specific internal energy e is related to the specific entropy s via Gibb’s relation
θDs = De + pD
(
1
ρ
)
, (28)
where D denotes the total differential.
If the motion is smooth, the entropy production rate σ is now expressed as
σ = 1
θ
[
2μ
∣∣〈∇xu〉∣∣2 + (μ+ ν)|div u|2 + k
θ
|∇xθ |2 + hKφ(θ)ρZ
]
, (29)
with h representing the difference of the stoichiometric coefficients for components appearing as
reactant and product in the reaction (cf. Chapter 1 in [31]), and 〈 〉 denoting the symmetric part
of the velocity gradient.
For a general (non-smooth) motion, however, one can only assert, in the spirit of the second
law of thermodynamics,
σ  1
θ
[
2μ
∣∣〈∇xu〉∣∣2 + (μ+ ν)|div u|2 + k
θ
|∇xθ |2 + hKφ(θ)ρZ
]
. (30)
The total energy of the system is given as
E(t) :=
∫
Tn
(
1
2
ρ|u|2 + ρe(ρ, θ)+ hρZ + 1
2
|∇xψ |2
)
dx,
or after appropriate renormalization,
E(t) :=
∫
Tn
[
1
2
ρ|u|2 + 1
γ − 1
(
ρPe(ρ)− 1
)+ cvρθ + hρZ + 12 |∇xψ |2
]
dx, (31)
and it is assumed, in accordance with physical principles, to be finite.
The above considerations motivate the following notion of a weak solution.
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3.1. Variational solutions
We present here the notion of weak solution for the system (17)–(21) which generalizes the
full Navier–Stokes–Fourier system by providing the appropriate modifications and extensions to
the framework introduced in [13] (see also [10,11,14]).
Definition 3.1. We say that a quantity {ρε,uε, θε,Zε} is a variational (weak) solution of system
(17)–(21) on (0, T )×Tn if
(a) ρε  0, θε > 0 a.a. and 0 Zε  1 on (0, T )×Tn;
(b) the quantities ρε , ρεuε , ρε|uε|2, pe(ρε), μ(ε)〈∇xuε〉, (μ(ε) + ν(ε))div uε , ρεs(ρε, θε),
ρεs(ρε, θε)uε , k(θ
ε)
θε
∇xθε , ρεe(ρε, θε), ρεZε , ρεZεuε belong to L1((0, T )×Tn);
(c) the entropy production rate σε is a non-negative measure on [0, T ] × Tn, namely σε ∈
M+([0, T ] ×Tn), such that
σε  1
θε
[
2μ(ε)
∣∣〈∇xuε〉∣∣2 + (μ(ε)+ ν(ε))∣∣div uε∣∣2]
+ 1
θε
[
k(θε)
θε
∣∣∇xθε∣∣2 + hKφ(θε)ρεZε
]
; (32)
(d) the continuity equation (17) is satisfied in the sense of renormalized solutions (cf. DiPerna
and Lions [8]):
∂t
(
ρεB
(
ρε
))+ div(ρεB(ρε)uε)+ b(ρε)div uε = 0, in D′((0, t)×Tn) (33)
for any b ∈ L∞ ∩C[0,∞), where
B(ρ) = B(1)+
ρ∫
1
b(z)
z2
dz; (34)
(e) the momentum equation (18) holds in D′((0, T ) × Tn;Rn), with the gravitational potential
ψε determined by (21);
(f) Eqs. (19), (20) hold in D′((0, T )×Tn), respectively;
(g) the total energy Eε, determined by (31) is conserved,
Eε(t) :=
∫
Tn
[
1
2
ρε
∣∣uε∣∣2 + 1
γ − 1
[(
ρεPe
(
ρε
)− 1)]dx]
+
∫
Tn
[
cvρ
εθε + hρεZε + 1
2
∣∣∇xψε∣∣2
]
dx = Eε0, (35)
in D′(0, T ).
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tropy, the existence of global-in-time variational solutions for the Cauchy problem for the system
(17)–(21) has been established in [10, Theorem 1] (see also Theorem 1, Section 2.3 in [11] and
Theorem 2.4 in [14] for different state equations for the pressure). The analysis in [10] can be
applied after some necessary modifications for handling the periodic boundary conditions in the
spirit of P.L. Lions [22], Feireisl [13].
Remark 3.2. The compatibility condition
∫
Tn
(ρε0 − 1) dx = 0 on the initial density ρε0 implies∫
Tn
(ρε − 1) dx = 0. Therefore, the total energy (31) can be expressed as
Eε(t) :=
∫
Tn
[
1
2
ρε
∣∣uε∣∣2 + a
γ − 1
[(
ρεPe
(
ρε
)− 1)− γ (ρε − 1)]]dx
+
∫
Tn
[
cvρ
εθε + hρεZε + 1
2
∣∣∇xψε∣∣2
]
dx. (36)
Thanks to the hypothesis on the pressure the term ρεP (ρε)− 1 ≈ (ρε)γ − 1.
3.2. Existence for the limiting system
In this section, we state the main existence result for the limiting system (12)–(15).
Proposition 3.3. Let the initial velocity field satisfy
u0 ∈ Hs
(
or Hs+1
)
, s >
n
2
+ 2 with div u0 = 0.
Assume also that θ0,Z0 ∈ Hs (or Hs+1), s > n2 + 2 with θ0  c > 0, 0  Z0  1. Then, there
exists 0 < T∗ < ∞, the maximal existence time and a unique smooth solution (u,p,Z) of the
incompressible Euler equation (12)–(15) on [0, T∗) with initial data (u0, θ0,p0,Z0) satisfying
for any T < T∗
‖u‖Hs + ‖∂tu‖Hs−1 + ‖∇xp‖Hs + ‖∂t∇xp‖Hs−1 + ‖Z‖Hs + ‖∂tZ‖Hs−1 M(T ).
Proof. The proof is obtained by extending the result by Beale, Kato and Majda [2] to the case
of incompressible, reacting flows. More precisely, we prove that the maximum norm of the vor-
ticity ω = ∇x × u controls the breakdown of smooth solutions of the system (12)–(15), which
generalizes the 3-D Euler equations for reacting flows. In other words, if a solution (u,Z) of the
Euler equations (12)–(15) is initially smooth and loses its regularity at some later time, then the
maximum vorticity necessarily grows without bound as the critical time approaches, this essen-
tially shows that if the vorticity remains bounded a smooth solution persists. Our argument is on
the spirit of [2] and is based on contradiction. One first claims that for some T∗
lim sup
∥∥u(t)∥∥
Hs
= ∞.t→T∗
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[2] we can start a solution at any time t1 with initial value u(t1) and this solution will be regular
for t1  t  t1 + T (C0) with T0 independent of t1. To prove the proposition, we assume that
T∗∫
0
∥∥ω(t)∥∥
L∞ dt = M0 < ∞
and show that
∥∥u(t)∥∥
Hs
 C0, t < T∗,
for some C0 contradicting the claim.
The result is obtained following similar path as in [2] starting from the vorticity equation
ωt + u · ∇xω = ω · ∇xu
obtained by taking the curl in (13) and estimate ω(t) in L2. Note that the velocity u is determined
from ω by the relation
u = −∇x ×
(∇−1x ω).
Next we derive an energy estimate for (13) in terms of ‖∇xu‖L∞ . To complete the argument
we need to obtain a time-independent estimate for ‖∇xu‖L∞, which is done using Gronwall’s
inequality, while taking into consideration that the relation between ω and u is given by the
Biot–Savart law, namely
u(x) = − 1
4π
∫
(x − y)
|x − y|3 xω(y)dy.
We refer the reader for details in [2]. Having obtained these estimates on the velocity u one
proceeds multiplying (15) by Z and obtaining similar bounds for Z and ∇xZ, noting that (15) is
a linear function with respect to Z. 
3.3. Main theorem
We start by recalling the following decomposition. For any vector field u, we denote by Pu
and Qu respectively the divergence-free part of u and the gradient part of u, namely
Qu = ∇x−1(div u), Pu = u −Qu. (37)
Theorem 3.4. Let the pressure p, the specific internal energy e, and the specific entropy s be
determined through (22), (24), (28), where the pressure p complies with the structural condi-
tion (23). Furthermore, assume that the transport coefficients μ,ν, and k satisfy (6) and (10).
Let {ρε,uε, θε,Zε}ε>0 be a sequence of variational solutions of the problem (17)–(21) in the
sense specified in Section 3 such that
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ε>0
{
Eε − θS˜ε0 −
∣∣Tn∣∣(e(1, θ)− θ
ε2
s(1, θ)
)}
< ∞ (38)
for certain positive constant θ , where
Eε(t) :=
∫
Tn
(
1
2
ρε
∣∣uε∣∣2 + ρεe(ρε, θε)+ hρεZε + 1
2
∣∣∇xψε∣∣2
)
dx,
S˜ε0 = ess lim
t→0+
∫
Tn
1
ε2
ρεs
(
ρε, θε
)
(t) dx. (39)
Assume that (16) holds true and in addition, that for the initial datum (ρε0,uε0, θε0 ,Zε0) of the
system (17)–(20) the following are satisfied as ε → 0,
ρε0 → 1 strongly in Lγ
(
T
n
)
, (40)√
ρε0u
ε
0 → u0 strongly in L2
(
T
n
)
, (41)√
ρε0Z
ε
0 → Z0 strongly in L2
(
T
n
)
, (42)
θε0 → θ0 strongly in W 1,2
(
T
n
)
, (43)
ψε0 → ψ0 strongly in W 1,2
(
T
n
)
, (44)
where u0, θ0, ∇xθ0, ∇xψ0, Z0, ∇xZ0 are given Zn periodic in x vector fields in Ws,2(Tn) with
s > n2 +2 and ψε0 = ψε(t = 0) is given by −εψε0 = ρε0 −1. Let u be a smooth solution, defined
on [0, T∗), to the incompressible Euler equations (12)–(15) with initial datum P(u0). Then, for
any 0 < T < T∗
ρε → 1 strongly in C0([0, T ];Lγ (Tn)), (45)√
ρεuε → u weakly in H−1([0, T ];L2(Tn)), (46)
P
(√
ρεuε
)→ u strongly in L∞([0, T ];L2(Tn)), (47)√
ρε0Z
ε → Z strongly in L∞([0, T ];L2(Tn)), (48)
θε → θ strongly in L2([0, T ];W 1,2(Tn)). (49)
4. Proof of the main theorem
4.1. Relative entropy
The proof of Theorem 3.4 is based on an estimate of the relative entropy functional defined
by
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2
∫ {
ρε
∣∣∣∣uε − u −L1
(
t
ε
)
V
∣∣∣∣
2
+ ρε∣∣Zε −Z∣∣2
+ 2
γ − 1
[(
ρεPe
(
ρε
)− 1)− γ (ρε − 1)]+ ∣∣∣∣∇xψε −L2
(
t
ε
)
V
∣∣∣∣
2}
dx, (50)
where
L1
(
t
ε
)
V = ∇xq cos t
ε
− ∇xψ sin t
ε
and
L2
(
t
ε
)
V = ∇xψ cos t
ε
− ∇xq sin t
ε
describe the oscillations that take place in time of the sequence of solutions and have been in-
cluded in the relative entropy (see also [16,17,24,28,29] in different settings); ∇xq and ∇xψ
solve the following linear systems
∂t∇xq + 12Q∇x · (u ⊗ ∇xq + ∇xq ⊗ u) = 0, x ∈ T
n, t > 0, (51)
∇xq|t=0 = ∇xq0 = Qu0, x ∈ Tn, (52)
and
∂t∇xψ + 12Q∇x · (u ⊗ ∇xψ + ∇xψ ⊗ u) = 0, x ∈ T
n, t > 0, (53)
∇xψ |t=0 = ∇xψ0, x ∈ Tn. (54)
Therefore, we obtain via energy method
Hε(t)Hε(t = 0)+M
t∫
0
Hε(s) ds +Rε(t), t ∈ [0, T ],
with Rε(t) → 0 as ε → 0, and Hε(t = 0) as ε → 0, which imply that Hε(t) → 0.
The existence of solutions for the oscillating systems (51)–(52) and (53)–(54) is given by the
following proposition presented in Masmoudi [25].
Proposition 4.1. Under the assumptions of Proposition 3.3, there exist a unique globally smooth
solution ∇xq to the system (51)–(52) and a unique globally smooth solution ∇xψ to the system
(53)–(54) satisfying
sup
0tT
∥∥(∇xq,∇xψ)∥∥Hs(Tn) + sup
0tT
∥∥∂t (∇xq,∇xψ)∥∥Hs−1(Tn) M(T ). (55)
Proof. For the proof we refer the reader to Masmoudi [25]. 
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nier [3]). We divide the proof into several steps.
4.2. Energy inequality and its consequences
We begin with the observation that the assumptions (40)–(44) on the initial data imply bound-
edness of the initial total energy
Eε0 M,
and hence, by virtue of (35), the total energy Eε(t) is uniformly bounded from above for a.e.
t ∈ [0, T ], which together with (36) and the convexity of the function s → sγ − 1 − γ (s − 1) for
s  0, gives (up to a subsequence) the following convergence:
ρε converges weakly-* to some ρ in L∞
([0, T ];Lγ (Tn)),√
ρεuε converges weakly-* to some J in L∞
([0, T ];L2(Tn)),√
ρεZε converges weakly-* to some G in L∞([0, T ];L2(Tn)),
∇xψε converges weakly-* to some ∇xψ in L∞
([0, T ];L2(Tn)),
and therefore in the sense of distributions.
Let u be a smooth solution of the incompressible Euler equations (12)–(15). In what follows,
we want to show that J = u.
Our first goal is to derive estimates on the sequence {ρε,uε, θε,Zε} uniform with respect to
ε > 0. We start by writing the energy equality in the form
∫
Tn
[
1
2
ρε
∣∣uε∣∣2 + (ρεe(ρε, θε)− e(1, θ))+ hρεZε + 1
2
∣∣∇xψε∣∣2
]
dx
= Eε0 −
∣∣Tn∣∣e(1, θ) (56)
to be satisfied a.a. on (0, T ). Furthermore, taking into account that∫
Tn
(
ρε − 1)dx = 0
one can express (56) as∫
Tn
1
2
ρε
∣∣uε∣∣2 dx + ∫
Tn
[
ρεe
(
ρε, θε
)− ρεe(ρε, θ)]dx
+
∫
Tn
[
ρεe
(
ρε, θ
)− (ρε − 1)∂(ρεe)
∂ρε
(1, θ)− e(1, θ)
]
dx
+
∫
n
[
hρεZε + 1
2
∣∣∇xψε∣∣2
]
dx = Eε0 −
∣∣Tn∣∣e(1, θ). (57)
T
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∫
Tn
[
ρεs
(
ρε, θε
)
(t−)− s(1, θ)(t)]dx
=
∫
Tn
[
ρεs
(
ρε, θε
)
(t−)− ρεs(ρε, θ)(t)]dx
+
∫
Tn
[
ρεs
(
ρε, θ
)
(t)− (ρε − 1)(t)∂(ρεs)
∂ρε
(1, θ)− s(1, θ)
]
dx
= σε[(0, t)×Tn]+ Sε0 − ∣∣Tn∣∣s(1, θ), (58)
where ∫
Tn
ρεs
(
ρε, θε
)
(t−) dx = ess lim
s→t−
∫
Tn
ρεs
(
ρε, θε
)
(s) dx
and
Sε0 = ess lim
t→0+
∫
Tn
ρεs
(
ρε, θε
)
(t) dx,
or, equivalently,
1
ε2
∫
Tn
[
ρεs
(
ρε, θε
)
(t−)− s(1, θ)(t)]dx = 1
ε2
σε
[
(0, t)×Tn]+ S˜ε0 − |Tn|ε2 s(1, θ). (59)
Let H=H(ρ, θ) be a function such that
H(ρ, θ) = F(ρ)+G(ρ, θ), (60)
with
F(ρ) = (ρe(ρ, θ)− θρs(ρ, θ))− (ρ − 1)∂(ρe − θρs)
∂ρ
(1, θ)
− (e(1, θ)− θs(1, θ)) (61)
and
G(ρ, θ) = ρe(ρ, θ)− ρe(ρ, θ)− θρs(ρ, θ)+ θρs(ρ, θ). (62)
We remark that H may be viewed as a density of Helmholtz’s free energy e − θs. Note that
F ′′(ρ) = 1 ∂p (ρ, θ) > 0.
ρ ∂ρ
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at ρ = 1. Similarly, a direct computation yields
∂G
∂θ
(ρ, θ) = ρ(θ − θ) ∂s
∂θ
(ρ, θ),
∂2G
∂θ2
(ρ, θ) = ρ ∂s
∂θ
(ρ, θ) > 0,
which implies that for any ρ > 0, G(ρ, ·) is a non-negative function of θ , strictly convex in a
neighborhood of θ, and attaining its global minimum at θ.
Lemma 4.2. Under hypothesis (26)–(27), the following structural properties of the function H
hold true. There are positive constants ci = ci(1, θ), i = 1, . . . ,8, such that
H(ρ, θ)
⎧⎨
⎩
F(ρ) c1|ρ − 1|2 for 1/2 < ρ < 2,
F (ρ) c2 > 0 if ρ < 1/2,
F (ρ) c3ργ for ρ  2,
(63)
H(ρ, θ)
⎧⎪⎪⎨
⎪⎪⎩
G(ρ, θ) c4|θ − θ |2 whenever 1/2 < ρ < 2, θ/2 < θ < 2θ,
G(ρ, θ) c5(|s(ρ, θ)| + 1) if 1/2 < ρ < 2, θ < θ/2,
G(ρ, θ) c6θ4 if θ  2θ,
G(ρ, θ) c7θ for 1/2 < ρ < 2, θ  2θ,
(64)
and finally,
H(ρ, θ) = F(ρ)+G(ρ, θ) c8
∣∣ρs(ρ, θ)∣∣ (65)
whenever ρ  1/2, θ  2θ or ρ  2, θ  2θ or ρ  1/2, θ  θ/2 or ρ  2, θ  θ/2.
Now multiplying (58) and (59) by −θ and adding the resulting expression to (57) yield
∫
Tn
1
2
ρε
∣∣uε∣∣2 dx + ∫
Tn
(
H(ρε, θε)(t)+ hρεZε + 1
2
∣∣∇xψε∣∣2
)
dx
+ θ
ε2
∫
Tn
[
s(1, θ)(t)− ρεs(ρε, θε)(t−)]dx + 1
ε2
θσ ε
[
(0, t)×Tn]
=
∫
Tn
[
1
2
ρε0
∣∣uε0∣∣2 + hρε0Zε0 + 12
∣∣∇xψε0 ∣∣2
]
dx
− θ(Sε0 + S˜ε0)− Mε2
(
e(1, θ)− θs(1, θ)− ε2θs(1, θ)) for a.a. t ∈ (0, T ). (66)
In accordance with (38), the quantity on the right-hand side of (66) is bounded uniformly with
respect to ε > 0. In particular, one can use (32) to obtain
μ(ε)
{〈∇xuε〉}ε>0 bounded in L2(0, T ;L2(Tn;R3×3sym )), (67)
sup
ε>0
T∫ ∫
n
∣∣∇x(θε)α∣∣2  c for any 1 α  32 , (68)
0 T
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sup
ε>0
T∫
0
∫
Tn
∣∣∇x log(θε)∣∣2 dx dt  c. (69)
Our goal now is to identify the value of ρ. Using the Poisson equation (21) and the bounded-
ness of the total energy Eε(t) we get for any ϕ ∈ L∞([0, T ];C∞0 (Tn)) that
∣∣∣∣
∫ (
ρε − 1)ϕ dx∣∣∣∣= ε
∣∣∣∣
∫
∇xψε∇xϕ dx
∣∣∣∣Mε∥∥∇xψε∥∥L2(Tn) → 0, as ε → 0. (70)
From (70) we get that
ρε → 1 in L∞([0, T ];D′(Tn)), as ε → 0. (71)
The uniqueness of the limit gives that
ρε ⇀ 1 weakly-* in L∞
([0, T ];Lγ (Tn)), as ε → 0, (72)
i.e. ρ = 1, namely the so-called quasineutrality in plasma physics. Now by using again (38)
and the Hölder inequality we obtain that ρεuε is uniformly bounded in L
2γ
γ+1 (Tn) and so (by
extracting subsequences) we get
ρεuε ⇀ J weakly-* in L∞
([0, T ];L 2γγ+1 (Tn)), as ε → 0. (73)
By using the definition of renormalized solutions (33) with b(z) = z we get that ∂tρε is bounded
in L2([0, T ];W−1, 2γγ+1 (Tn)) and so ρε goes to 1 in C0([0, T ];D′(Tn)). Moreover we have that
for any non-negative function z ∈ C0([0, T ]),
T∫
0
∫
ρε
∣∣uε∣∣2z(t) dx dt M
T∫
0
z(t) dt, (74)
T∫
0
∫
ρε
∣∣uε∣∣2z(t) dx dt = 2 sup
b∈C0([0,T ]×Tn;Rn)
T∫
0
∫ {
−1
2
b2(x, t)ρεz + b(x, t)ρεuεz
}
dx dt.
(75)
From (74) and (75) we infer that
T∫ ∫ ∣∣J (x, t)∣∣2 dx z(t) dt M
T∫
z(t) dt, (76)0 0
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we have that
div
(
ρεuε
)= ε∂tψε,
which, sending ε to 0, implies that J (x, t) is a divergence-free vector field. If we project the
momentum equation (18) on the divergence-free vector field we get
∂tP
(
ρεuε
)+ P [div(ρεuε ⊗ uε)]= μuε + P [div(∇xψε ⊗ ∇xψε)]. (77)
It follows then from (38) that
P
(
ρεuε
) ∈ L∞([0, T ];L 2γγ+1 (Tn)), ∂tP (ρεuε) ∈ L2([0, T ];H−s(Tn)), s > n2 + 1
uniformly in ε and μ. So we have that
P
(
ρεuε
)→ J strongly in C0([0, T ];D′(Tn)). (78)
The next step is to describe the oscillations in time. So we define the operator L defined on the
space H= (L2(Tn))n × {∇xϕ,ϕ ∈ H 1(Tn)} by
L
(
v
0
)
= 0 if divv = 0,
L
(∇xq
∇xϕ
)
=
(−∇xϕ
∇xq
)
.
Now we introduce the following group L(τ ) = eτL, L is an isometry in H for all τ ∈ R and
also in the space where we replace L2 with the Sobolev space Hs . For any V ∈H we denote
by L1(τ )V and by L2(τ )V the first and second component of L(τ )V , respectively. Now we
introduce the following notation:
Uε =
(
Q(ρεuε)
∇xψε
)
, V ε = L
(
− t
ε
)
Uε, (79)
Uε =
(
ρεuε
∇xψε
)
= Uε + P
(
ρεuε
0
)
, Vε = L
(
− t
ε
)
Uε. (80)
Now we apply the projector Q on Eq. (18) to obtain
∂tQ
(
ρεuε
)+Qdiv(ρεuε ⊗ uε)+ ∇xψε
ε
= μ(ε)Quε + (ν(ε)+μ(ε))∇x div uε +Qdiv(∇xψε ⊗ ∇xψε)
− 1
2
∇x
∣∣∇xψε∣∣2 − ∇xpe(ρε). (81)
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∂tQ
(
ρεuε
)+ ∇xψε
ε
= Fε, (82)
∂t∇xψε − 1
ε
Q
(
ρεuε
)= 0, (83)
with
Fε = −Qdiv(ρuε ⊗ uε)+Qdiv(∇xψε ⊗ ∇xψε)− 12∇x
∣∣∇xψε∣∣2
+μ(ε)Quε + (ν(ε)+μ(ε))∇x div uε − ∇xpe(ρε).
From (82) and (83) we get that Uε = 1
ε
LUε + (F ε,0)T , which we can rewrite as
∂tV
ε = L
(
− t
ε
)(
Fε,0
)T
.
By taking into account (66) it is easy to see that Fε is, for s  n2 + 1, bounded in
L2([0, T ];H−s(Tn)), hence V ε is bounded in L2([0, T ];H−s(Tn)) uniformly in ε and so
we get that V ε is compact in time (oscillations have been canceled). Moreover we have that
V ε ∈ L∞([0, T ];L 2γγ+1 ), uniformly in ε. Hence
V ε → V strongly in Lp([0, T ];H−s′(Tn)) for all s′ > s and 1 < p < ∞.
Let us remark that we denote by V the weak limit of Vε , namely V = J + V .
4.3. Uniform estimates of the relative entropy
Let ∇xq and ∇xψ be the smooth solution of the linear system (51)–(52) and (53)–(54), re-
spectively. We see that, for any V = (∇xq,∇xψ)T
L
(
t
ε
)
V =
(L1( tε )V
L2( tε )V
)
+
(∇xq cos tε − ∇xψ sin tε
∇xψ cos tε + ∇xq sin tε
)
.
Denote by V = u˜+ V and by V1, V2 the first and the second components of V and by
B(V,V) = B˜1(V1,V1)+ B˜2(V2,V2)
a bilinear symmetric form with B˜1 = (B1,0)T , B˜2 = (B2,0)T being two symmetric bilinear
forms defined as
B1(V1,V1) = div(V1 ⊗ V1), B2(V2,V2) = −div(V2 ⊗ V2)+ 1∇x |V2|2.2
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B(V,V) =
(
P∇x · div(u⊗ u)
0
)
+ 1
2
(
Q∇x · (u⊗ ∇xq + ∇xq ⊗ u)
Q∇x · (u⊗ ∇xψ + ∇xq ⊗ψ)
)
.
Then, by the definitions of u and V , we have that
−Vt = B(V,V). (84)
Using Eqs. (12)–(13) for u and (51)–(54) for V and (15) for Z we have
1
2
∫
Tn
|u|2 dx = 1
2
∫
Tn
|Pu0|2 dx, (85)
1
2
∫
Tn
|∇xq|2 dx = 12
∫
Tn
|∇xq0|2 dx, 12
∫
Tn
|∇xψ |2 dx = 12
∫
Tn
|∇xψ0|2 dx, (86)
1
2
∫
Tn
|Z|2 dx +K
t∫
0
∫
Tn
φ(θ)|Z|2 dx = 1
2
∫
Tn
|Z0|2 dx, (87)
1
2
∫
Tn
∣∣∣∣L
(
t
ε
)
V
∣∣∣∣
2
dx = 1
2
∫
Tn
|V |2 dx = 1
2
∫
Tn
|V0|2 dx. (88)
Our plan now, is to recover uniform estimates in ε for the relative entropy function Hε(t) defined
in (50). First of all by combing (36) with (32) we get
∫
Tn
{
1
2
ρε
∣∣uε∣∣2 + 1
γ − 1
(
ρεPe
(
ρε
)− 1 − γ (ρε − 1))+ cvρεθε + hρεZε + 12
∣∣∇xψε∣∣2
}
dx
+μ(ε)
t∫
0
∫
Tn
∣∣∇xuε∣∣2 dx dτ + (ν(ε)+μ(ε))
t∫
0
∫
Tn
∣∣div uε∣∣2 dx dτ
E(0). (89)
Next, by multiplying the combustion equation (20) by Zε we get
1
2
∫
Tn
ρε
∣∣Zε∣∣2 dx + d(ε)
t∫
0
∫
Tn
∣∣∇xZε∣∣2 dx dτ
= −
t∫ ∫
n
kφ
(
θε
)
ρε
∣∣Zε∣∣2 dx dτ + ∫
n
ρε0
∣∣Zε0∣∣2 dx. (90)0 T T
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test functions in the weak formulation of the system (17)–(21). We start with the weak formula-
tion of the equation of conservation of mass, obtaining for almost all t ,
∫
∇xψεL2
(
t
ε
)
V dx =
∫ (
∇xψεL2
(
t
ε
)
V
)
(t = 0) dx
+
t∫
0
∫
∇xψε
(
1
ε
L1
(
t
ε
)
V + ∇xψt cos τ
ε
+ ∇xqt sin τ
ε
)
dx dτ
+
t∫
0
∫
ρεuε
2
L2
(
τ
ε
)
V dx dτ. (91)
For the weak formulation of the momentum equation (18) we use first u, as test function, getting
the following equalities for almost all t ,
∫
ρεuεudx =
∫
ρεuεu(t = 0) dx +
t∫
0
∫
ρεuεut dx dτ −μ(ε)
t∫
0
∫
∇xuε∇xudx dτ
+
t∫
0
∫
ρεuε ⊗ uε∇xudx dτ +
t∫
0
∫
∇xψεψεudx dτ, (92)
and then, by using L1( tε )V we end up with∫
ρεuεL1
(
t
ε
)
V dx −
∫ (
ρεuεL1
(
t
ε
)
V
)
(t = 0) dx
−
t∫
0
∫
ρεuε ⊗ uε∇xL1
(
t
ε
)
V dx dτ + 1
γ − 1
t∫
0
∫
∇x
(
ρεPe
(
ρε
)
− 1 − γ (ρε − 1))L1
(
t
ε
)
V dx dτ + γ
γ − 1
t∫
0
∫
∇x
(
ρε − 1)L1
(
t
ε
)
V dx dτ
−
t∫
0
∫
ρεuε
(
−1
ε
L2
(
t
ε
)
V + ∇xqt cos τ
ε
− ∇xψt sin τ
ε
)
dx dτ
+μ(ε)
t∫
0
∫
∇xuε∇xL1
(
t
ε
)
V dx dτ + (ν(ε)+μ(ε))
t∫
0
∫
div uε divL1
(
t
ε
)
V dx dτ
=
t∫ ∫
∇xψεψεL1
(
t
ε
)
V dx dτ −
t∫ ∫ ∇xψε
ε
L1
(
t
ε
)
V dx dτ. (93)0 0
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get
∫
ρεZεZ dx =
∫
ρεZεZ(t = 0) dx +
t∫
0
∫
ρεuεZt dx dτ − d(ε)
t∫
0
∫
∇xZε∇xZ dx dτ
+
t∫
0
∫
ρεuεZε∇xZ dx dτ −
t∫
0
∫
Kφ
(
θε
)
ρεZεZ dx dτ. (94)
Summing up (85)–(89) and subtracting (91)–(94) we deduce the inequality
Hε(t)+
∫
ρεθε dx + μ(ε)
2
t∫
0
∫ ∣∣∣∣∇x
(
uε − u −L1
(
t
ε
)
V
)∣∣∣∣
2
dx dτ
+ ν(ε)+μ(ε)
2
t∫
0
∫ ∣∣∣∣div
(
uε − u −L1
(
t
ε
)
V
)∣∣∣∣
2
dx dτ
+ d(ε)
t∫
0
∫ ∣∣∇xZε∣∣2 dx dτ +
t∫
0
∫
Kφ
(
θε
)
ρε
∣∣Zε∣∣2 dx dτ +
t∫
0
∫
Kφ(θ)|Z|2 dx dτ
Hε(t = 0)− 1
2
∫ (
ρε0 − 1
)|u0|2 dx − 12
∫ (
ρε0 − 1
)|Z0|2 dx + 6∑
i=1
I εi (t), (95)
where
I ε1 (t) =
1
2
∫ (
ρε − 1)∣∣∇xZε∣∣2 −
t∫
0
∫
ρεuεZt dx dτ + d(ε)
t∫
0
∫
∇xZε∇xZ dx dτ
−
t∫
0
∫
ρεuεZε∇xZ dx dτ +
t∫
0
∫
Kφ
(
θε
)
ρεZεZ dx dτ,
I ε2 (t) =
1
2
∫ (
ρε − 1)∣∣∣∣u +L1
(
t
ε
)
V
∣∣∣∣
2
dx − γ
γ − 1
t∫
0
∫ (
ρε − 1)∇xL1
(
t
ε
)
V dx dτ,
I ε3 (t) = μ(ε)
t∫
0
∫ {
−∇xuε · ∇x
(
u +L1
(
t
ε
)
V
)
+
∣∣∣∣u +L1
(
t
ε
)
V
∣∣∣∣
2}
dx dτ
+ (ν(ε)+μ(ε))
t∫ ∫ {
−div uε divL1
(
t
ε
)
V +
∣∣∣∣divL1
(
t
ε
)
V
∣∣∣∣
2}
dx dτ,0
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t∫
0
∫ (
ρεPe
(
ρε
)− 1 − γ (ρε − 1))∇xL1
(
t
ε
)
V dx dτ,
I ε5 (t) = −
t∫
0
∫ {
ρεuε ⊗ uε∇x
(
u +L1
(
t
ε
)
V
)
+ ∇xψεψε
(
u +L1
(
t
ε
)
V
)}
dx dτ,
I ε6 (t) = −
t∫
0
∫ {
∇xψε
(
∇xψt cos τ
ε
+ ∇xqt sin τ
ε
)}
dx dτ
+
t∫
0
∫ {
ρεuε
(
ut + ∇xqt cos τ
ε
− ∇xψt sin τ
ε
)}
dx dτ.
Now we estimate I εi , i = 1, . . . ,6, respectively. We start with I ε1 (t). By using the Poisson equa-
tion, the estimates (85)–(88) and the smoothness of Z we arrive at
I ε1 (t) = −
ε
2
∫
ψε|Z|2 dx +√d(ε)
t∫
0
∫ √
d(ε)∇xZε∇xZ dx dτ
−
t∫
0
∫ √
ρεu
√
ρεZ∇xZ dx dτ +
t∫
0
∫
Kφ
(
θε
)
ρεZεZ dx dτ
+
t∫
0
∫
ρεuεu∇xZ dx dτ −
t∫
0
∫
Kφ(θ)ρεuεZ dx dτ
 ε
2
M(T )‖∇ψ‖L∞([0,T ];L2(Tn))
+√d(ε)∥∥√d(ε)∇xZε∥∥L∞([0,T ];L2(Tn))‖∇xZ‖L∞([0,T ];L2(Tn))
+M
t∫
0
∫ (
ρε
∣∣uε∣∣2 + ρε∣∣Zε∣∣2 + ρεZεZ + ρεuεu + ρε|Z|2)dx dτ
M
(
ε +√d(ε) )+M
t∫
0
Hε(t) dτ. (96)
For I ε2 (t) using again the Poisson equation we obtain that
I ε2 (t) = −
ε
2
∫
ψε
∣∣∣∣u +L1
(
t
ε
)
V
∣∣∣∣
2
dx + εγ
γ − 1
t∫
0
∫
ψε∇xL1
(
t
ε
)
V dx dτ
 ε
(∥∥∇xψε∥∥ ∞ 2 n +M(T ))Mε → 0, as ε → 0. (97)L ([0,T ];L (T ))
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I ε3 (t)
√
μ(ε)
(
μ(ε)
t∫
0
∫ ∣∣∇xuε∣∣2 dx dτ +M(T )(1 +√μ(ε) )
)
+√ν(ε)+μ(ε)
((
ν(ε)+μ(ε))
t∫
0
∫ ∣∣div uε∣∣2 dx dτ +M(T )(1 +√ν(ε)+μ(ε) )
)
M
(√
μ(ε)+√μ(ε)+ ν(ε) )→ 0, as ε → 0. (98)
For I ε4 (t) by using the properties (23) of the function pe(ρε) and Remark 3.2 we get
I ε4 (t) = M
t∫
0
∫ (
ρεPe
(
ρε
)− 1 − γ (ρε − 1))dx dτ. (99)
To control the term I ε5 (t) by ‖
√
ρε(uε − u −L1( τε )V )‖L2(Tn) we rewrite it as
I ε5 (t) = −
t∫
0
∫ [
ρε
(
uε − u −L1
(
t
ε
)
V
)
⊗
(
uε − u −L1
(
t
ε
)
V
)]
· ∇x
(
u +L1
(
t
ε
)
V
)
dx dτ
−
t∫
0
∫ [(
∇xψε −L2
(
t
ε
)
V
)
⊗
(
∇xψε −L2
(
t
ε
)
V
)]
· ∇x
(
u +L1
(
t
ε
)
V
)
dx dτ
− 1
2
∇x
∣∣∣∣∇xψε −L2
(
t
ε
)
V
∣∣∣∣
2(
u +L1
(
t
ε
)
V
)
dx dτ
+ I ε51(t)+ I ε52(t)+ I ε53(t)
M
(∥∥∇xu,∇2xq,∇2xψ∥∥L∞([0,T ]×Tn))
·
t∫
0
∫ {
ρε
∣∣∣∣uε − u −L1
(
t
ε
)
V
∣∣∣∣
2
+
∣∣∣∣∇xψε −L2
(
t
ε
)
V
∣∣∣∣
2}
dx dτ
+ I ε51(t)+ I ε52(t)+ I ε53(t), (100)
where I ε (t), I ε (t), I ε (t) are given by51 52 53
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t∫
0
∫ [
ρεuε
(
u +L1
(
t
ε
)
V
)
− ∇xψε ⊗L2
(
t
ε
)
V
]
∇x
(
u +L1
(
t
ε
)
V
)
dx dτ
+
t∫
0
∫ [(
u +L1
(
t
ε
)
V
)
⊗ ρεuε −
(
L2
(
t
ε
)
V ⊗ ∇xψε
)]
∇x
(
u +L1
(
t
ε
)
V
)
dx dτ
− 1
2
t∫
0
∫ [
∇x
(
∇xψεL2
(
t
ε
)
V +L2
(
t
ε
)
V∇xψε
)(
u +L2
(
t
ε
)
V
)]
dx dτ,
I ε52(t) =
t∫
0
∫ [(
u +L1
(
t
ε
)
V
)
⊗
(
u +L1
(
t
ε
)
V
)]
∇x
(
u +L1
(
t
ε
)
V
)
dx dτ
−
t∫
0
∫ (
L2
(
t
ε
)
V ⊗L2
(
t
ε
)
V
)
∇x
(
u +L1
(
t
ε
)
V
)
dx dτ
− 1
2
t∫
0
∫
∇x
(∣∣∣∣L2
(
t
ε
)
V
∣∣∣∣
2)(
u +L2
(
t
ε
)
V
)
dx dτ,
I ε53(t) =
t∫
0
∫ (
ρε − 1)(u +L1
(
t
ε
)
V
)
⊗
(
u +L1
(
t
ε
)
V
)
∇x
(
u +L1
(
t
ε
)
V
)
dx dτ.
Now we have to estimate each one of the terms I ε51(t), I
ε
52(t), I
ε
53(t). First, the term I
ε
53(t) can
be bounded as follows
I ε53(t) ε
(
T sup
0tT
∥∥∇xψε∥∥L2(Tn) +M(t))→ 0, as ε → 0. (101)
To estimate the terms I ε51(t), I
ε
52(t) we will follow the same line of arguments as [30]. Now, we
recall the following two propositions from Masmoudi [25].
Proposition 4.3. (See Masmoudi [25].) Let u be a divergence-free vector field in L∞([0, T ];
L2(Tn)) and V = (∇xq,∇xψ)T and element of L∞([0, T ];L2(Tn)). Then, we have, as ε → 0,
L
(
− t
ε
)
Aε(t) → B(V,V) weakly-* in L∞([0, T ];W−1,1(Tn)),
where Aε(t) = (Aε1(t),0)T and
Aε1(t) = div
((
u +L1
(
t
ε
)
V
)
⊗
(
u +L1
(
t
ε
)
V
))
− div
(
L2
(
t
ε
)
V ⊗L2
(
t
ε
)
V
)
+ 1
2
∇x
(∣∣∣∣L2
(
t
ε
)
V
∣∣∣∣
2)
.
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I ε52(t) = −
t∫
0
∫
L
(
− t
ε
)
Aε(t)V dx dτ
→ −
t∫
0
∫
B(V,V)V dx dτ = 0, as ε → 0. (102)
Proposition 4.4. (See Masmoudi [25].) Let u be a divergence-free vector field in Lr([0, T ];
Hs(Tn)) and V = (∇xq,∇xψ)T and element of Lr([0, T ];Hs(Tn)). Let wε be a sequence of
divergence-free vector field wε ∈ Lp([0, T ];H−s(Tn)) and Wε = (∇xgε,∇xφε)T ∈ Lp([0, T ];
H−s(Tn)), 1
r
+ 1
p
= 1. Also assume that there exist w and X = (∇xg,∇xφ)T , such that wε and
Xε = L(− t
ε
)Wε converge strongly to w and X in Lp([0, T ];H−s′(Tn)) for all s′  s > n2 + 2,
respectively. Then,
L
(
− t
ε
)
Aε(t) → B(Z,V), as ε → 0
in the sense of distributions, where
Aε(t) = B
(
L
(
t
ε
)
X ε,L
(
t
ε
)
V
)
, X ε = w˜ε +Xε, X = w˜ +X, V = u˜+ V.
Recalling the definition of renormalized solutions, one finds that div(ρεuε) and ψε are well
defined on [0, T ] ×T. Thus, we have
I ε51(t) = 2
t∫
0
∫
B
(
L
(
t
ε
)
Vε,L
(
t
ε
)
V
)
L
(
t
ε
)
V dx dτ
= 2
t∫
0
∫
L
(
− t
ε
)
B
(
L
(
t
ε
)
Vε,L
(
t
ε
)
V
)
V dx dτ. (103)
Applying Proposition 4.4 to (u,V ,wε,Wε) = (u,V ,P (ρεuε),Uε) and (w,X,Xε,X ε) =
(J,V ,V ε,Vε), we deduce that
I ε51(t) → 2
t∫
0
∫
B(V,V)V dx dτ, as ε → 0. (104)
Combining (100) with (101)–(104), we conclude that
I ε5 (t)M
t∫
Hε(τ) dτ + 2
t∫ ∫
B(V,V)V dx dτ +Rε5(t), (105)0 0
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I ε6 (t) = −
t∫
0
∫
L
(
− t
ε
)
Uε∂tV dx dτ → −
t∫
0
V∂tV dx dτ, as ε → 0. (106)
Taking into account (85) and direct calculation yields
−
∫
V∂tV dx + 2
∫
B(V,V)V dx =
∫
VB(V,V) dx + 2
∫
B(V,V)V dx = 0. (107)
Now combining (95) with (96)–(99), (105) and (106) and using the relation (107) we conclude
Hε(t)Hε(t = 0)− 1
2
∫ (
ρε0 − 1
)|u0|2 dx − 12
∫ (
ρε0 − 1
)|Z0|2 dx
+M
t∫
0
Hε(τ) dτ +Rε(t), t ∈ [0, T ], (108)
with Rε(t) → 0, as ε → 0. By the assumptions on the initial data we obtain uniform boundedness
of Hε(t = 0), so it follows for (108) that there exists a positive constant M , such that
Hε(t)M, t ∈ [0, T ]. (109)
4.4. Convergence of the relative entropy
Denoting by η(t) = lim supε→0 Hε(t) we get from (108) that
η(t) η(t = 0)+ 1
2
lim
ε→0
(∫ (
ρε0 − 1
)∣∣uε0∣∣2 dx +
∫ (
ρε0 − 1
)∣∣Zε0∣∣2 dx
)
+M
t∫
0
η(τ) dτ. (110)
Now we prove that limε→0(
∫
(ρε0 − 1)|uε0|2 dx +
∫
(ρε0 − 1)|Zε0|2 dx) = 0. In fact by taking into
account the assumption (40) and that
∫ (
Pe
(
ρε0
)− 1 − γ (ρε0 − 1))dx → 0, as ε → 0 (111)
we get the results. Now, our next aim is to prove that η(t = 0) = 0. In fact, by using the assump-
tions (40), and the following elementary inequality
|√x − 1|2 M|x − 1|γ , γ  1, for some positive constant M and any x  0, (112)
we get
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∫
ρε0
∣∣Zε0 −Z0∣∣2 dx  2
∫ ∣∣√ρε0Zε0 −Z0∣∣2 dx + 2
∫ ∣∣(1 −√ρε0 )Z0∣∣2 dx
 2
∫ ∣∣√ρε0Zε0 −Z0∣∣2 dx +M
∫ ∣∣(1 −√ρε0 )∣∣2 dx

∫ ∣∣√ρε0Zε0 −Z0∣∣2 dx
+M
∫ ∣∣(1 −√ρε0 )∣∣γ dx → 0, as ε → 0. (113)
In the same way we have
∫
ρε0
∣∣∣∣
(
uε − u −L1
(
t
ε
)
V
)
(t = 0)
∣∣∣∣
2
dx
=
∫
ρε0
∣∣uε0 − u0∣∣2 dx
 2
∫ ∣∣√ρε0uε0 − u0∣∣2 dx + 2
∫ ∣∣(1 −√ρε0 )u0∣∣2 dx
 2
∫ ∣∣√ρε0uε0 − u0∣∣2 dx +M
∫ ∣∣(1 −√ρε0 )∣∣2 dx

∫ ∣∣√ρε0uε0 − u0∣∣2 dx +M
∫ ∣∣(1 −√ρε0 )∣∣γ dx → 0, as ε → 0. (114)
From (44), (111), (113) and (114) we get that
η(t = 0) = lim
ε→0H
ε(t = 0) = 0,
which proves that η(0) = 0.
Since η(0) = 0 and limε→0(
∫
(ρε0 − 1)|uε0|2 dx +
∫
(ρε0 − 1)|Zε0|2 dx) = 0, we deduce from
(110) that η(t) ≡ 0, namely
Hε(t) → 0, t ∈ [0, T ], as ε → 0. (115)
4.5. Strong convergence of ρε , √ρεuε , √ρεZε , θε
In this section we end up with the proof of Theorem 3.4. We will be able to get strong conver-
gence results for our approximation sequence of solution of the system (17)–(20).
4.5.1. Convergence for ρε
Here we are going to prove that
ρε → 1 strongly in C0([0, T ];Lγ (Tn)). (116)
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xγ − 1 − γ (x − 1) τδ|x − 1|γ , if |x − 1| δ, x  0.
Hence,
∫ ∣∣ρε − 1∣∣γ dx  ∫
|ρε−1|δ
∣∣ρε − 1∣∣γ dx + ∫
|ρε−1|>δ
∣∣ρε − 1∣∣γ dx

∣∣Tn∣∣δγ + 1
τδ
∫ ((
ρε
)γ − 1 − γ (ρε − 1))dx

∣∣Tn∣∣δγ + 1
τδ
Hε(t), (117)
which gives the conclusion by letting first ε go to 0 and using (115) and then δ to 0.
4.5.2. Convergence for √ρεuε
Here we prove the weak convergence of
√
ρεuε to u in H−1([0, T ];L2(Tn)). Indeed, let be
ϕ ∈ H 1([0, T ];L2(Tn)), we have
∣∣∣∣∣
T∫
0
∫ (√
ρεuε − u)ϕ dx dt
∣∣∣∣∣

∣∣∣∣∣
T∫
0
∫ (√
ρεuε − u −L1
(
t
ε
)
V
)
ϕ dx dt
∣∣∣∣∣
+
∣∣∣∣∣
T∫
0
∫ (√
ρε − 1)(u +L1
(
t
ε
)
V
)
ϕ dx dt
∣∣∣∣∣
+
∣∣∣∣∣
T∫
0
∫ (
∇xq cos t
ε
− ∇xψ sin t
ε
)
ϕ dx dt
∣∣∣∣∣

T∫
0
Hε(t)‖ϕ‖L2(Tn) dt +M
T∫
0
∥∥ρε − 1∥∥
Lγ (Tn)
‖ϕ‖L2(Tn) dt
+ ε
∫ ((
∇xq sin t
ε
− ∇xψ cos t
ε
)
ϕ
)∣∣∣∣
t=T
t=0
dx
+ ε
T∫ ∫ (
∂t (ϕ∇xq) cos t
ε
− ∂t (ϕ∇xψ) sin t
ε
)
dt dx0
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T∫
0
∥∥ρε − 1∥∥
Lγ (Tn)
‖ϕ‖L2(Tn) dt +Mε → 0
+
T∫
0
Hε(t)‖ϕ‖L2(Tn) dt, as ε → 0. (118)
For the divergence-free part P(
√
ρεuε) of
√
ρεuε we get strong convergence to u in L∞([0, T ];
L2(Tn)). In order to prove that we have to take into account that P is a bounded linear map from
L2 to L2 and that P(L1( tε )V ) = 0. Thus,
sup
0tT
∥∥P (√ρεuε)− u∥∥
L2(Tn)
 sup
0tT
∥∥∥∥√ρε
(
uε − u −L1
(
t
ε
)
V
)∥∥∥∥
L2(Tn)
+ sup
0tT
∥∥∥∥(√ρε − 1)
(
u +L1
(
t
ε
)
V
)∥∥∥∥
L2(Tn)
 sup
0tT
∥∥∥∥√ρε
(
uε − u −L1
(
t
ε
)
V
)∥∥∥∥
L2(Tn)
+M sup
0tT
∥∥√ρε − 1∥∥
L2(Tn)
M sup
0tT
∥∥ρε − 1∥∥
Lγ (Tn)
→ 0 + sup
0tT
Hε(t), as ε → 0. (119)
Recalling that J is the weak-* limit of
√
ρεuε in L∞([0, T ]; )L2(Tn) we deduce from (118),
(119) and the uniqueness of the limit that J = u. The last thing we need to prove is that J = J
where for the definition of J we refer to (73). So, let as take ϕ ∈ C∞0 (Tn),
∣∣∣∣∣
T∫
0
∫
(J − J )ϕ dx dt
∣∣∣∣∣

∣∣∣∣∣
T∫
0
∫ (
J − ρεuε)ϕ dx dt
∣∣∣∣∣+
∣∣∣∣∣
T∫
0
∫ (
ρεuε −√ρεuε)ϕ dx dt
∣∣∣∣∣
+
∣∣∣∣∣
T∫
0
∫ (√
ρεuε − J )ϕ dx dt
∣∣∣∣∣

∣∣∣∣∣
T∫
0
∫ (
J − ρεuε)ϕ dx dt
∣∣∣∣∣+
T∫
0
∥∥√ρε − 1∥∥
L2(Tn)
∥∥√ρεuε∥∥
L2(Tn)‖ϕ‖L∞(Tn) dt
+
∣∣∣∣∣
T∫
0
∫ (√
ρεuε − J )ϕ dx dt
∣∣∣∣∣→ 0, as ε → 0. (120)
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Here we prove that
√
ρεZε → Z strongly in L∞([0, T ];L2(Tn)). (121)
In fact
sup
0tT
∥∥√ρεZε −Z∥∥
L2(Tn)  sup
0tT
∥∥√ρε(Zε −Z)∥∥
L2(Tn) + sup
0tT
∥∥(√ρε − 1)Z∥∥
L2(Tn)
 sup
0tT
Hε(t)+M sup
0tT
∥∥√ρε − 1∥∥
L2(Tn)
 sup
0tT
Hε(t)+M sup
0tT
∥∥√ρε − 1∥∥
Lγ (Tn)
→ 0, as ε → 0.
(122)
From the uniqueness of the limit we deduce G = Z.
4.5.4. Convergence for θε
To prove the convergence for θε we will follow the same line of arguments as in [15]. First of
all we start with some easy consequences of (66). Let as denote by |B| the Lebesgue measure of
a set B ⊂ Tn. By using (66) together with (63), we get
∣∣{ρε(t) 1/2}∣∣ c1
∫
Tn
H(ρε, θε)dx  c2. (123)
In the same way we have
∣∣{ρε(t) 2}∣∣ c1
∫
Tn
1{ρε(t)2}
(
ρε(t)
)γ
dx  c1
∫
Tn
H(ρε, θε)dx  c3. (124)
By using (123) and (124) and (64) we can estimate
∣∣{θε(t) θ/2}∪ {θε(t) 2θ}∣∣ ∣∣{ρε(t) 1/2}∪ {ρε(t) 2}∣∣
+ ∣∣{θε(t) θ/2}∩ {1/2 < ρε(t) < 2}∣∣
+ ∣∣{θε(t) 2θ}∩ {1/2 < ρε(t) < 2}∣∣
 c + c1
∫
Tn
H(ρε, θε)dx  c. (125)
In order to prove the convergence of θε we need to apply the following Poincaré inequality type
(see [13, Chapter 3]).
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0 < r 
∫
Tn
r dx,
∫
Tn
rγ dx  r for a certain γ > 1.
Then there is a constant C = C(r, r) such that
‖v‖W 1,2(Tn)  C = C(r, r)
(
‖∇xv‖2L2(Tn) +
∫
Tn
r|v|2 dx
)
for any v ∈ W 1,2(Tn).
In fact by using (69), (123), (124) and (125) we get that the hypotheses of Lemma 4.5 are
satisfied by the functions
r = 1{1/2ρε(t)2}1{θ/2θε(t)2θ}, v =
log θε − log θ
ε
,
with r, r independent of ε. So we have
{
log θε − log θ
ε
}
ε>0
bounded in L2
([0, T ];W 1,2(Tn)), (126)
hence
log θε → log θ strongly in L2([0, T ];W 1,2(Tn)). (127)
So, since the function z → log z is non-decreasing we get
θε → θ strongly in L2([0, T ] ×Tn). (128)
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