Abstract. In this paper, we study an evolutionary weighted p-Laplacian with Neumann boundary value condition in a perforated domain. We discuss the removability of the orifice for the radially symmetric steady solution, the general steady solution and for the evolutionary solution of the problem considered.
Introduction. Let Ω ⊂ R
n be a bounded domain with smooth boundary, 0 ∈ Ω. We consider the following problem in the perforated domain Ω\{0}:
1)
u(x, 0) = u 0 (x), x ∈ Ω\{0}, (1.2)
where R T = (Ω\{0}) × (0, T ), Ω\{0} can be considered as the limit of Ω\B ε , B ε is a ball with radius ε small enough, α > 0, p > 1, n ≥ 1, → ν denotes the unit outward normal to the boundary ∂Ω, and f , g and u 0 are all bounded functions satisfying some compatibility conditions. Such a problem originates from many physical backgrounds, for example non-Newtonian fluids, and has, in general, degeneracy and singularity; see [1] - [4] . Assume that u, which is appropriately smooth, is a solution of the equation (1.1) in Ω\{0} satisfying the conditions (1.2) and (1.3). The main subject of this paper is to study the asymptotic behavior of the solution u towards the origin. Exactly speaking, this paper aims to solve the following two problems. The first one is whether the limit lim u(x, t) exists, and if the limit exists, whether it can be determined uniquely by the initial and boundary value conditions (1.2), (1.3) . In the case of nonuniqueness, can we prescribe the value of u(0, t), namely u(0, t) = q(t), (1.4) so that the problem (1.1)-(1.4) always has a solution? The second one is under what conditions a solution u of the problem in the perforated domain Ω\{0} is also the solution of the corresponding problems in the domain Ω without an orifice. As for the second question, we note that on the one hand, exerting some proper boundary value conditions at the orifice, the solutions of the problem in the perforated domain can also solve the problem in the domain without an orifice. On the other hand, more importantly, there may be such a situation, in which whatever boundary value conditions at the orifice are exerted, all the solutions of the problem in the perforated domain cannot solve the problem in the domain without an orifice. That means, there are two possibilities to the orifice, removable and unremovable. The so-called unremovable orifice means that whatever boundary value condition is exerted on it, the solution of the problem in the perforated domain cannot solve the problem in the domain without an orifice. Otherwise, we say the orifice is removable. There is a rich literature concerning partial differential equations in perforated domains; see [5] - [12] . The main characteristics of these problems are that all the problems are studied on such a domain which is the limit of the remaining domain after digging out one or several small balls from it. The main interest lies in the study of the asymptotic behavior of solutions when the radii of the small balls shrink to one point. From those works, see [13] - [17] , a very important method in studying the properties of the solutions is firstly to discuss the radially symmetric steady solutions, which can be regarded as a special class of the problems in perforated domains.
Problems which are studied in a perforated domain Ω\{0} are obviously different from the problems in the domain Ω without an orifice, while they also have a close relationship. It is certain that the solution of the problem in the domain Ω without an orifice is always the solution of the problem in the corresponding perforated domain, but the contrary might not be true. As we know, if the orifice is removable, one can obtain some special characteristics of the solution by studying its radially symmetric steady solutions. On the other hand, if the orifice is unremovable, it is also much more interesting to analyze the singular properties of solutions of the problem. Therefore, it is important to discuss the properties of solutions near the orifice.
In this paper, we first discuss the radially symmetric steady solutions. By analyzing the results of the radially symmetric steady problem, we gain the existence and uniqueness of solutions and present the accurate condition whether the orifice is unremovable or removable. We also discuss the general steady solutions and the evolutionary solutions separately. We use a series of methods, such as doing the a priori estimates in a weighted space, establishing the comparison principle, etc., to gain the existence and uniqueness of the solutions for the problem. Although we can obtain the conditions whether the orifice is unremovable or removable in the case of radially symmetric steady states, we encounter some difficulties when facing the general steady states and the evolutionary case. Finally, when dealing with the above-listed difficulties, we only use the sup-solutions and sub-solutions to show that under some circumstances the origin is unremovable.
This paper is organized in the following way. Section 2 contains the discussion of the radially symmetric steady solution. Section 3 is devoted to studying the general steady solution. Finally in Section 4, the evolutionary solution is considered.
Radially symmetric steady solution.
This section is devoted to a special class of solutions, namely the radially symmetric steady solution.
Let Ω be the unit ball B, f (x) and g(x) be radially symmetric, namely, f (x) = f (|x|) and g(x) = g(|x|). Then the problem (1.1), (1.3), (1.4) can be rewritten as
where A = g(|x|) for x on ∂B, θ is a constant, and the problem in the domain without an orifice is
with boundary value condition (2.2).
Definition 2.1. A function u is said to be a solution of the problem (2.
, and u satisfies
fϕdx,
, where ∇u is the generalized gradient of u in B 1 .
for any ϕ ∈ C ∞ (B 1 ) with dist{suppϕ, 0} > 0, where ∇ * u is the generalized gradient of u in B 1 \{0}, and (2.3) holds.
But for simplicity, in the situation without confusion, we still use ∇u instead of ∇ * u later.
Existence and uniqueness.
We first consider the existence and uniqueness of the solutions for the problem (2.1)-(2.3). Proof. By a direct calculation, we get the radially symmetric form of the problem (2.1)-(2.3):
where φ p (s) = |s| p−2 s. Integrating the equation (2.5) from r to 1, we have
Hence 
It can be proved that u(|x|) is the solution of the problem (2.1)-(2.3). Therefore, there exist solutions of the problem (2.1)-(2.3). The proof of the uniqueness of the solutions is similar to that of Theorem 3.2, which can be seen later.
From the above we see that when 1 < p ≤ n + α, there is no solution of the problem (2.1)-(2.3). The proof is complete.
From the proof of Theorem 2.3, it is easy to see that Proof. Case 1. p > α + 1. Considering the problem (2.5)-(2.7), and applying the methods similar to Theorem 2.3, we obtain that
Since f is bounded, it follows that
where C 1 and C 2 both depend on the bound of f . Therefore, when p > α + 1, u is integrable on [0, r] . Recalling the condition (2.7), we have
One can verify that u(|x|) satisfies the problem (2.1)-(2.3). The proof of the uniqueness of the solutions is similar to that of Theorem 3.2, which can be seen later. Case 2. α < p ≤ α + 1. By utilizing a similar method to case 1, we see that the problem (2.1)-(2.2) admits solutions. So, in what follows, we only need to show the uniqueness of solutions. Let
Let u and v be two solutions of the problem (2.1)-(2.2). Then for every ϕ ∈ C ∞ (B) and dist{suppϕ, 0} > 0, it follows that
Notice that
and |x| α > 0, ξ ε = 1 for x ∈ F 2ε . Then we have that ∇u = ∇v a.e. in B. Combining with (2.3), we finally arrive at u = v a.e. in B.
Case 3. 1 < p ≤ α. Recalling (2.9), and noticing that |f | > 0 in a neighborhood of 0, without loss of generality, we might as well assume that f > 0 in a small neighborhood of 0. Then there exist c 1 and c 2 with c 1 > c 2 > 0 such that
2.2. Unremovable orifice. In this part, we discuss the properties of the orifice. 
where ϕ ∈ C[0, 1]. The inequality implies that u is not the solution of (2.4), (2.2).
For the case A + 1 0 r n−1 f (r)dr = 0 and 0 < α < p, we only need to prove there exists θ, such that the solution u of the problem (2.1)-(2.3) also satisfies the problem (2.4),
The proof is complete.
Remark 2.7. By Theorem 2.6, we see that the condition A + 1 0 
, we see that u is integrable in (0, 1).
General steady solution.
In this section, we consider the following problem:
in the perforated domain Ω\{0}. Here f (x) and g(x) satisfy
where h 1 and h 2 are radially symmetric and bounded functions, and M 1 and M 2 are both constants.
Definition 3.1. A function u is said to be a solution of the problem (3. In order to study the existence of solutions in the perforated domain Ω\{0}, we should first consider an approximate problem in the domain Ω\B δ , where δ > 0 is a small positive constant, namely
We call u δ the solution of the problem (3.
for any ϕ ∈ C ∞ (Ω\B δ ), dist{suppϕ, ∂B δ } > 0, 0 < β < 1, and (3.6) holds.
Lemma 3.3. There exists one and only one solution of the problem (3.4)-(3.6).
Proof. For the degeneracy of the equation (3.4), we firstly consider the homogeneous problem
where ε > 0. By the classical theories of the elliptic equations (see for example [18] ), the problem (3.8)-(3.10) admits a unique solution u εδ with
Here the function u εδ is said to be the solution of the problem (3.8)-(3.10) if for every ϕ ∈ C ∞ (Ω\B δ ) and dist{suppϕ, ∂B δ } > 0, u εδ satisfies 11) and the condition (3.10) holds.
Next we do the a priori estimates of u εδ . For simplicity, we assume that u εδ is the classical solution of the problem (3.8)-(3.10); otherwise we only need to modify the coefficients of the equation (3.8) , and then consider the modified equation.
Based on the extremum theorem, we have
where C is independent of ε. Take ϕ = u εδ − θ in (3.11). Then we have
where C is independent of ε. Furthermore, by the imbedding theorem, we also have
since p > n + α, where β 0 = 1 − n p . Combining (3.12) with (3.13), we see that there exists a convergence subsequence of {u εδ } (for simplicity we still write it as {u εδ }), a function u δ and a vector
and
The next step is to verify that u δ is the solution of the problem (3.4)-(3.6). Let ε → 0 + in (3.11). Then
In order to prove that u δ satisfies (3.7), we need only prove that for every ϕ ∈ C ∞ (Ω\B δ ) and dist{suppϕ, ∂B δ } > 0, it follows that
This combined with (3.17) gives
as ε → 0, then letting ε → 0, we arrive at
Indeed, if p ≥ 2, the above limit relation (3.18) is obvious, while if p < 2, note that
Obviously, we have I 1 → 0 as ε → 0. As for I 2 , noticing that |∇v| > √ ε, we have
as ε → 0. Summing up, (3.18) holds for any p > n + α.
Substituting the above equation into (3.19), we deduce that
that is,
Choosing v = u δ − λϕ and λ > 0 in the above inequality, we have
Letting λ → 0 + , then we have
Using the similar methods above, we obtain the inverse inequality for λ < 0. Hence
Noticing that ψ = 1 on suppϕ, then (3.16) is satisfied. Falling back to the condition (3.10) and using that u εδ tends to u δ uniformly on Ω\B δ , we see that u δ (x) = θ, which implies the condition (3.6).
Finally, we prove the uniqueness of the solutions. Let u and v be the two solutions. Then
Choosing ϕ = u − v in the above equation, it follows that
we have ∇u = ∇v, a.e. in Ω\B δ .
Thanks to the condition (3.10), we obtain
The proof is complete. In order to prove Theorem 3.2, we firstly need to establish the comparison theorem. Considering the process of constructing the approximate solutions, applying the comparison theorem of the classical solutions to the approximate problem (see Chapter 4 in [18] ), we obtain 
Utilizing the results on the domain Ω\B δ , it follows that
where N and M are both constants which depend on the bounds of f and g. Therefore N ≤ u(x) ≤ M on ∂B 1/2 . Now we consider the radially symmetric solutions of the following two problems: 
By analyzing the two radially symmetric problems above, we know that there exist σ 1 and σ 2 , such that w ( Finally, we consider the uniqueness of the solutions for the problem (3.1)-(3.3) . Let u and v be the two solutions of (3 .1) Thanks to the condition (3.3), it is easy to see that 
Evolutionary solution.
In this section, we are now in a position to investigate the evolutionary problem, namely the problem (1.1)-(1.3) with the following additional condition on x = 0: lim
where θ is a constant. 
* u is the generalized gradient of u in (Ω\{0}) × (0, T ), and the conditions (1.2) and (4.1) hold.
Existence and uniqueness.
Theorem 4.2. When p > n+α, the problem (1.1), (1.2), (1.3) and (4.1) admits a unique solution.
Firstly, we consider the problem on the domain X T = F × (0, T ), where F = Ω\B δ , δ > 0 is a constant which is small enough, and
The function u δ is said to be a solution of the problem (4.
for every test function ϕ ∈ C ∞ (X T ) with dist{suppϕ, ∂B δ } > 0, 0 < β < 1, and the conditions (4.5) and (4.4) are satisfied in the usual sense.
In order to study the existence and the uniqueness of solutions for the problem (1.1), (1.2), (1.3) and (4.1), we need the following lemma. Lemma 4.3. Assume that p > n + α, and u 0 , f , g are smooth enough.
. ii) When n + α < p < 2, u 0 is smooth enough and with compact support. Then the problem (4.2)-(4.5) admits a unique solution.
Proof. For every ε > 0, considering the approximating problem
Here u εδ0 (x) is smooth enough and approximates u δ0 (x) uniformly as ε → 0. According to the classical parabolic theory (see for example [20] ), there exists a unique 
and conditions (4.9) and (4.10) hold.
Next we do the a priori estimates of u εδ . For simplicity, we assume that u εδ is the classical solution of the problem (4.7)-(4.10). Otherwise, we need only to modify the coefficient of the equation (4.7) and then consider the modified equation.
By the extremum theorem, we have
where C is independent of ε.
By an approximating process, we take ϕ = u εδ − θ in (4.11). Then
Therefore,
We divide into two cases (p ≥ 2 and n + α < p < 2) to do the a priori estimates of 14) and in
where C is independent of ε, ξ ∈ C ∞ 0 (F ) such that ξ = 1 on F , 0 ≤ ξ ≤ 1 and |∇ξ| ≤ C/η. Here η is a positive constant which is small enough, F = {x = 0 : dist (x, ∂F ) > η}, andC is a constant which is independent of ε, δ and η.
, use Hölder's inequality, and notice that p ≥ 2; then (4.14) is obtained. To verify (4.15), let
It is easy to see that
Differentiating (4.7) with respect to t, it follows that
where v ε = ∂u εδ ∂t . Multiplying H η (v ε ) by the above equation, integrating with respect to x over F , and then integrating by parts, we have
where
Letting η → 0 + , it follows that
Using Gronwall's inequality, (4.15) is obtained. 
and ∇u εδ L ∞ (F ) are bounded uniformly. Differentiating with respect to t on both sides of (4.7) gives
It is obvious that v ε (x, t) is bounded on ∂F × (0, T ), and
It is easy to see that for every ξ = (
where C is independent of ε, and the estimate implies that (4.14) and (4.15) are both established. By (4.12)-(4.15), there exist a subsequence of {u εδ } (for simplicity, we denote it by {u εδ } itself), a function u δ and a vector
Next, we prove that u δ is a solution of the equation (4.2) with the boundary value condition (4.3). Let ε → 0 + in (4.11). For every ϕ ∈ C ∞ (X T ) with dist{suppϕ, ∂B δ } > 0,
holds. Therefore, in order to prove that u δ is the solution of (4.2) and (4.3), we only need to verify that
In other words, we want to show that for every ϕ ∈ C ∞ (X T ) with dist{suppϕ, ∂B δ } > 0,
So we have
Noticing that for any |x|
Falling back to (4.18), we arrive at
Similar to (3.18), we obtain that
follows. Similarly, if we choose λ < 0, then we obtain the inverse inequality. Therefore,
Note that ψ = 1 on suppϕ, which implies (4.17) holds. In addition, we also have (4.4) and (4.5). In fact,
For simplicity, we denote the three terms of the right-hand sides above by I 1 , I 2 , I 3 . It is clear that I 2 , I 3 → 0 as t → 0 and ε → 0 uniformly. So, it remains to consider I 1 . For a fixed δ > 0 which is appropriately small, take a smooth function η ≥ 0 with η(t) = 1 for t ∈ (0, T − 2δ), η = 0 for t ∈ (T − δ, T ] and |η (t)| ≤ C δ . Then we have 
, and u tδ , u tεδ are bounded uniformly, thus, we infer that I 1 → 0 uniformly. Therefore, we arrive at (4.5). (4.4) can also be obtained by a similar approach, but we omit it.
Finally, we prove the uniqueness of solutions. Let w and v be the two solutions of the problem (4.2)-(4.5). For every ϕ ∈ C ∞ (X T ) with dist{suppϕ, 0} > 0, we have
By an approximating process, we take where |x| α > 0 and C is independent of δ. So utilizing the equation (4.6), we can prove that u satisfies the equation (1.1) and the boundary value condition (1.3) in the sense of distribution. It is rather easy to verify (1.2), since we have known that the solution satisfies u(x, 0) = u 0 (x) locally. We only need to use the unit decompose technique to prove (1.2). Next we prove (4.1). Let w and v be the solutions of the general steady problems, of which the nonlinear boundary value conditions are M 1 and M 2 and the right sides of the equations are N 1 and N v(x) = θ holds. Using the comparison theorem we proved above, we arrive at (4.1).
