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Microscope sample of spherical snow grains reflecting a blue winter sky.




Seasonal snow cover on roads causes car accidents that lead to human suffering
and economic loss. Snow cover decreases visibility and road-tire friction.
Advanced active safety systems have been developed to cope with sudden
changes in driving conditions and have been engineered to act as quickly as
possible. These systems are heavily reliant on sensors on the exterior of the car
that can detect these changes. Snow, however, has a tendency to accumulate
and cause sensor blockage, and consequently, the sensors might not be available
when they are most needed.
The physics of how snow and ice adhere to surfaces must be understood in
order to develop measures that avoid snow accumulation. Snow and ice during
normal winter temperatures in the northern hemisphere (0◦ C to ∼ −30◦ C)
are close to the melting point of ice and are therefore thermodynamically active.
This fact in combined with small grain sizes causes ice and snow to easily
adhere to surfaces.
Mathematical models for snow adhesion are developed in this work by
studying collisions of ice particles with walls. Based on a general theory for
adhesive-elastic interactions, the threshold velocities for ice particles are cal-
culated so that particles that collide with surfaces at velocities below this
threshold will adhere to the surface they collide with. Experimental measure-
ments are also conducted on ice particles that collide with different massive
walls, and from these measurements, a collisional melting model is proposed to
model the abrupt increase in energy loss observed. The two different modeling
approaches are combined as a generalized velocity-dependent collision model
for ice particles.
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δr – Rolling displacement [m]
δr,c – Critical rolling displacement [m]
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ε – Dielectric constant
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ρp – Particle density
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Chapter 1
Introduction
1.1 Vehicle sensor contamination caused by snow
Safety systems in vehicles in recent years have extended from passive safety sys-
tems, such as airbags and seat belts to include active safety systems, Advanced
Driver Assistance Systems (ADAS). This development has led to reductions in
accidents. For example, insurance data reveal that collision-avoidance features
have reduced rear-end collisions by 37% in Sweden [1].
On-board sensors, such as cameras, lidar, and radar sensors, give input to the
ADAS [2]. The ADAS then interpret these inputs and execute tasks depending
on the situation, for example, path planning, collision avoidance, and taking
control of the vehicle [2]. ADAS is, therefore, dependent on the availability of
these sensors. This is a challenge in harsh weather conditions where deposits
of water, snow, ice, or dirt impair the performance of these sensors, causing
false input or no input at all to the ADAS. A particularly challenging problem
is sensor contamination due to winter road conditions. A recent study tested
different lidar sensors, and all the tested sensors malfunctioned during a snow
test [3].
Winter season causes snowy roads in a large area in the northern hemisphere.
For example, over 70 % of the US population lives in areas with annual snowy
regions [4]. Many drivers can therefore be affected by sensor contamination due
to the potential malfunction of safety systems. At the same time, annual winter
weather reduces visibility and decreases pavement friction, which increases the
likelihood of vehicle accidents. Snowy roads account for 24% of all weather-
related vehicle crashes in US [4]. Active safety systems for these roads are
likely to be less available at the same time as they are potentially needed
the most. The problems associated with sensor contamination increase with
the increased progress in active safety systems. Many car manufactures are
working on developing self-driving cars, which is an ADAS system where the
main functionality of the car (driving) is completely dependent on the input from
vehicle sensors. Three main scenarios of driving can cause sensor contamination
on a car on a winter road: self-contamination, third-party contamination, and
contamination due to snowfall. Self-contamination is caused by to the car
wheels lifting snow from the ground and contaminating the car itself. This type
of contamination is always present if there is a sufficiently thick snow layer on
3
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Figure 1.1: Self-contamination Figure 1.2: Third-party contamination
the road, and snow often accumulates in low air velocity regions at the rear of
the car. Third-party contamination is the driving scenario where the car of
interest is close behind another vehicle and is affected by the snowy wake of
the other vehicle. This scenario is typically the worst when the front vehicle is
larger than the car of interest, for example, a truck. For this scenario snow can
accumulate on all surfaces on the vehicle, but since self-contamination is always
present in practice, the observed difference is often that snow also tends to
adhere and accumulate at the front of the car. Visibility for the driver is often
very low. Contamination due to falling snow is the scenario of a car driven in
snowfall that is less well defined than the other two scenarios. Snow, which
consists of ice grains and pore space [5], are typically consisting of spheroid ice
particles for the other two scenarios [6] but for this scenario the snow usually
consist of complex snowflakes that can take a wide range of shapes depending
on the temperature [7]. The scenario itself is also heavily dependent on the
amount of falling snow, which can range from a light snowfall that is almost
invisible for the human eye to heavy snowfall. This thesis mainly focuses on
the first two contamination scenarios, and they are shown in Figure 1.1 and
Figure 1.2.
The prediction of possible sensor contamination given a defined driving
condition during the design and development of a new car model is important
engineering feedback. The shape and positioning of a sensor can be optimized.
Today most verification’s for harsh weather conditions, such as snow contami-
nation, are done on winter test tracks or climate wind tunnels. This requires a
complete vehicle test with finalized hardware and software and are therefore
performed in late stages of the product development. The largest part of the
development of a new car model occurs virtually, and it is costly to make major
changes to the design when the first prototypes of the car are built. For these
reasons, there is a strong need for simulation models that predict effects on
sensors during winter conditions. There is a specific need for models that can
predict where snow is likely to stick to exterior surfaces on a vehicle, and how
much snow can accumulate on a certain location on the vehicle. In recent years,
new studies have proposed different models for how these predictions can be
done. The models are often based on Computational Fluid Dynamics (CFD)
where an aerodynamic field is simulated, and particles are injected into this
field [8–11]. The particles can then be traced in time, and a collision with a
vehicle surface can be recorded as a possible impingement on a surface. These
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studies have primarily focused on aerodynamics and the multiphase interaction
of particles with a turbulent field, while little attention has been given to
material properties and the elastic-adhesive interactions in particle-wall and
particle-particle collisions for snow. These interactions for any material are
known in general to be size-dependent where small particles tend to adhere to
surfaces more than large particles. It is also well documented that the adhesive
properties of snow and ice, are temperature sensitive [12,13] i.e. the adhesive
forces increase when approaching the melting point of water.
This thesis addresses and discusses snow and ice adhesion to develop
new models that predict sensor contamination on a vehicle in winter road
conditions. Transferring challenging weather phenomena into mathematical
models that capture the underlying physics can have many positive outcomes.
The intention of the present research was primarily to predict when snow will
adhere and accumulate upon collision with surfaces. Nevertheless, with an
increased understanding of snow adhesion, the thesis also aims to address how
snow adhesion can be avoided. The results in this work are intended to be
general, enabling them to be applied to any situation where snow adheres and
accumulates on surfaces.
1.2 Aim and objectives
This thesis aims to establish mathematical models for snow adhesion. This is
achieved by addressing the following objectives
• To derive computational models for ice particle impacting on massive
walls at different velocity regimes.
• To provide a detailed analysis of how material properties affect snow
adhesion.
• To investigate what role temperature plays in the current research problem
based on snow and ice physics.
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Chapter 2
Particles in contact
Snow adhesion and the associated sensor contamination involve particles that
interact with other objects upon collision (particles or walls). These interactions
define whether a particle will stick or bounce. This chapter presents some of
the fundamental concepts for particle-particle and particle-wall interactions
and combines static interactions that depend on intermolecular forces with
dynamic interactions that depend on the collision process. This thesis uses
expressions such as ”energy loss” and ”dissipation of energy” to describe when
kinetic energy upon a collision is transferred or transformed in such a way
that the particle speed decreases and the transferred or transformed energy no
longer affects the particle.
It is worth emphasizing that this thesis focuses on macroscopic particles,
i.e. particles that are at least micrometer-sized. Some of the continuity and
macroscopic assumptions made do not apply as the particle size decreases and
approaches nanometer size.
2.1 Intermolecular interaction
Particle ability to adhere to an object generally has many sources. This ability
can be due to capillary adhesion, chemical bonding, or intermolecular forces, for
instance. Intermolecular forces are one of the most common sources of adhesion
and occur due to electrodynamic interactions between molecules and/or atoms.
These forces are often attractive but can also be repulsive. Intermolecular
forces can be divided into three different forces depending on the electron fields
in the interaction: Dipole-dipole (Keesom), Dipole-induced dipole (Debye),
and induced dipole-induced dipole (London/Dispersion) [14]. These forces
are collectively often called the van der Waals forces. The terminology is
unfortunately not consistently used in the literature and sometimes the term
”van der Waals forces” is only used for dispersion forces. No distinction is
made between the different types of forces in this thesis and all electrodynamic
intermolecular forces will be referred to as van der Waals forces.
If van der Waals forces are long-range or short-range depends upon the
perspective. In nanoscale science, they are often referred to as ”long-range”
since they act longer than an atomic bond length [15]. These forces are also
significantly longer than hydrogen bonds or chemical bonds [14]. However, it
7
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could also be argued, that for macroscopic particles (larger than nanometer-
sized) these forces are ”short-range” since they are only present when particles
are in contact. The effects of van der Waals forces grow as objects get smaller
since the ratio between surface area and the mass of a particle grows with
decreasing size. The interaction energy per unit area between two flat plates of
different materials in a medium based on the Lifshitz theory of van der Waals





where l is the separation distance, and AH is the effective Hamaker coefficient
for the two materials in the medium. For applications with air as a medium, it
is often assumed that this is similar to no medium at all (vacuum). The AH
is mainly determined by material properties and can be calculated using the
dielectric functions of the materials [16]. The adhesive force per unit area for
two rigid spheres can be estimated using the Derjaguin approximation as [14]






is the effective radius of the contact, and R1 and R2 are the radii for the two
objects in contact. For a particle-wall interaction R2 =∞ and thus R∗ = R1.
2.2 Adhesive-elastic interaction
The force in equation (2.2) is valid for completely rigid particles. However,
real particles are never completely rigid, and they deform elastically upon
contact [14]. This deformation can occur due to externally applied forces as
well as intermolecular forces that either push or pull the contact. A theory
that predicts this elastic deformation due to intermolecular forces is the JKR
model, which is an extension of the Hertz contact theory. The JKR model
was formulated by Johnson, Kendall, and Roberts (1971) and is still today
a basis for modern theories of how to model adhesion [14]. While the Hertz
model predicts a linear relation between normal contact force Fn and central
displacement δ, the JKR model predicts a nonlinear relationship. The δ is
the difference between the undeformed and deformed radius of the particle
at contact. In this model, Fn can be both attractive and repulsive, while it
is always repulsive in Hertz model. The pull-off force Fc in the JKR model,





where W is the Work of adhesion, the amount of work required to separate
two flat surfaces from contact to infinity. W can be estimated using equation
(2.1) for a fixed distance upon contact l = z0 so that W = G(z0), however,
this will then be sensitive to the choice of z0. The dielectric functions of the
materials are not always known such that AH can be calculated. Another way
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to calculate W is based on surface energies [14], for two objects with the same
material W is simply
W11 = 2γ1. (2.5)
Rules how to combine surface energies are typically applied for dissimilar
materials. Fowkes [17] has composed surface energies into dispersive and
a-scalar contributions as
γ = γd + γa, (2.6)










however, when dispersion forces are responsible for most of the interaction,







































where a is the contact radius, a0 is the contact radius at equilibrium, and δc
is the critical displacement, which is the separation distance needed for the

























where Ek is the Young modulus, and νk is the Poisson’s ratio of material k.
Equations (2.9) and (2.10) give Fn as an implicit function of δ that can only
be solved numerically. The relationship between Fn and δ is shown in Figure
2.1 where the dimensionless Fn/Fc is plotted as a function of δ/δc. Four points
of interest are highlighted in the figure: A, B, C, and D, which are ordered for
a collision in the sequence of events. Figure 2.2 shows exaggerated illustrations
of the particle deformations at these four points for a particle upon collision
with a wall. A is the initial contact point when δ = 0, and the model then
predicts an attractive contact force (Fn < 0). The particle therefore accelerates
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Figure 2.1: Contact force Fn/Fc for the JKR model as a function of central
displacement δ/δc where both quantities are plotted in dimensionless form.
Notation shows four points of interest: A - Initial contact point, B - Equilibrium
point, C- Maximum compression point, and D - Critical tear-off point.
towards the wall. At point B, which is the equilibrium point, the contact force
is zero, and after this point, the particle will experience a repulsive contact
force (Fn > 0) and subsequently decelerate. This will occur up to point C,
which is the maximum compression point, where the velocity of the particle will
be zero and the particle will start to rebound. The particle will then rebound
and accelerate from C to B and then decelerate again until point A. If there is
only energy dissipation due to adhesive-elastic interaction, there will so far be
no loss of energy for the particle since the force path going from A→ B → C
is the same as going from C → B → A. After this, the JKR model predicts
a necking stage of the contact, i.e. even though δ is negative, there is still a
contact due to a deformed contact neck and subsequently an attractive contact
force (Fn < 0) up to point D, which is the point of critical displacement when
δ = −δc. This extra force path from A to D causes energy loss Es in a collision,




















where K1 ≈ 0.936 is an integration constant, and the resulting value of the
integral is illustrated in shaded gray above line for Fn/Fc in Figure 2.1. Es
is the kinetic energy needed for a particle to rebound, and the critical impact
velocity Vs can be formulated from this equation as [19]
1
2
m∗V 2s = Es, (2.15)
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Figure 2.2: Illustration of different points of interest during a particle-wall
collision: A - Initial contact point, B - Equilibrium point with no contact force,
C - Maximum compression point, and D - Critical tear-off point.










where m1 and m2 are the mass of particles 1 and 2. The velocity Vs is the
minimum Vi needed for a particle to rebound, and a particle will adhere to the
colliding object if Vi < Vs according to the JKR model. Inserting expressions

























Two interesting observations can be made from equation (2.18). First, Vs ∝
R−5/6, which means that smaller particles will tend to stick at higher velocities.
Second, the Vs is also proportional to the interaction properties W and E
∗ as
Vs ∝W 5/6E∗−1/3. This means that Vs will increase with an increase in W or
a decrease in E∗.
The coefficient of restitution en is defined for a particle-particle or particle-
wall collision as the square root of the ratio between rebound kinetic energy










where Vi is the impact velocity and Vr is the rebound velocity. This can also
be formulated as a function of Vs [19]. For the loss caused by adhesive-elastic






For Vi < Vs, it follows that en = 0 and enwill rapidly increase towards 1 with
increasing Vi. Figure 2.3 shows en as a function of Vi/Vs.
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Figure 2.3: The coefficient of restitution en caused by intermolecular forces as
predicted by the JKR model as a function of Vi/Vs.
2.2.1 Tangential adhesive-elastic interactions
While the JKR model is a well-established theory for adhesive-elastic interac-
tions in the normal direction relative to a contact, models in the tangential
direction are not as established. Tangential interactions are especially impor-
tant for oblique impacts but can also be a major source of energy loss for
agglomerate impacts [20]. If tangential forces act on a particle in contact with
a particle or a wall it can slide or roll. This will depend on which resistance
is the lowest, and the particle will then either move at a certain tangential
velocity vt or rotate with an angular velocity Ω. The particle and the contact
will then deform. This is illustrated in Figure 2.4. A simplified approach to
modeling the resistance of adhesive particles to sliding has been proposed by
Thornton [19], where sliding is related to Fn, Fc, and the friction coefficient ft
as
Ft = ft|Fn + 2Fc|, (2.21)
where Ft is then the tangential resistance force. Theoretically, however, this
will only apply to rigid particles and a resistance force lower than Ft can
cause elastic deformation that store energy that can later be released. ft can
be viewed as a material property, but it can also be increased to model the
surface roughness of a particle. Sliding is rarely seen for adhesive particles, and
modeling of this resistance is mainly done to avoid sliding so particles instead
roll [21].
Multiple ways to model the adhesive rolling resistance of particles have been
proposed in the literature. A comprehensive model based on the asymmetric
pressure distribution at the contact point has been proposed by Dominik and
Tielens [22]. This model will hereinafter be referred to as the DT model. The
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(a) Rolling (b) Sliding
Figure 2.4: Adhesive-elastic tangential particle interactions with a wall.
DT model assumes perfect spherical particles where the critical torque for






where δr,c is the critical rolling distance. Krijt et al. [23] showed that δr,c can








In this model, ∆γγ is a material parameter that can be obtained based on
experimental data.
2.3 Plastic dissipation
Apart from losses due to intermolecular forces many other interactions can
cause an inelastic collision and thereby cause particles to adhere to a surface.
Thornton and Ning [24] have proposed an extension of the JKR model with the
plastic deformation of particles. The theory is that plastic deformation occurs
in the contact given that a limiting contact pressure py has been reached. The
deformation causes a loss in kinetic energy for a particle, and the en caused by
plastic dissipation for a particle colliding with a massive wall has been derived








where ρp is the particle density.
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2.4 Capillary adhesion
The forces in a particle-particle or particle-wall contact can drastically change
in the presence of a liquid due to capillary forces [14]. A static contact has two
main contributions to the capillary forces: the Laplace pressure contribution
and the contribution from the adhesive force inside the liquid annulus. The





where θ is the contact angle. The first term in this sum is the Laplace pressure
contribution, and the second term is the adhesive force inside the liquid annulus.
For the dynamic contact when a particle collides with another particle or a
wall, there is also a viscous damping force Fv caused by the viscosity η of the
liquid. This force is velocity-dependent. Matthewson [25] has shown based on
Reynolds lubrication theory that for a particle colliding with a wall, Fv can be
related to the particle velocity V as
Fv = 6πηR
2V h(x), (2.26)
where h(x) is a function of the separation distance x between the particle and
the wall. For an infinite wetted wall, Chan and Horn [26] have shown that
h(x) = 1/x, (2.27)
which agrees well with their experimental findings, except for very thin layers
or small separation distances. This equation diverges when x→ 0 and Fv is
often limited for x ≤ ε where ε is a certain length scale, often taken as the
particle roughness [27].
h(x) is more complex when the wetted wall is a finite size since it depends
on the meniscus geometry. Matthewson [25] has derived for a contact with a









where aw is the wetted radius of contact and equation (2.28) reduce to equation
(2.27) for aw → ∞. To estimate the associated energy loss Ev for a particle




The resulting energy loss Ev for h(x) using equation (2.27) with a limit when








To the best of our knowledge, no similar integration result has been published
for h(x) using equation (2.28).
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2.5 Particle simulations
Simulations of particles, where the intention is to track the position of a particle








In this equation symbols in bold refer to vectors in 3D where v is the particle
velocity, m is the mass of the particle, which is assumed constant, and the sum
of all Fi represents all forces acting on a particle at a specific time-step. This
force can, for example, be drag force, lift force, gravity, or contact force in a









where I is the particle inertia, Ω is the angular velocity of the particle, and
the sum of all moments Mi represents all moments acting on the particle.
Particle-particle or particle-wall interactions can be modeled with either binary
collisions, also called the hard-sphere approach, or by resolving the collision
with the soft-sphere approach [28]. The soft sphere approach is commonly
called the Discrete Element Method (DEM), which allows particles to overlap,
and the force is then expressed as functions of this overlap. δ is equivalent
to this overlap in the JKR model as defined by equation (2.9) and equation
(2.10), and thus these equations can be used directly as they are for DEM.
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Chapter 3
Physics of snow and ice
Following the international classification for seasonal snow on the ground [5],
this work defines snow as a highly porous material consisting of ice grains
and pore space. For clarity, terminology such as ”snow particle” or ”snow
grain” is avoided, and instead, individual ”pieces” of snow are referred to as
ice grains or ice particles. Particles that are in weak contact with each other
and form a cluster of particles are referred to as agglomerates. This contrasts
with the term aggregate, which will be used for clusters of ice particles strongly
bonded together by melt-freeze cycles. In the literature, it is common to
classify snow as either wet or dry, depending on if the snow is at or below its
melting temperature [29]. This is not necessarily the standard bulk melting
temperature of water (0◦C) since melting-point depression can occur caused
by ionic impurities or curvature [30]. This thesis mainly examines dry snow
defined as snow that is below its melting point. However, the usage of the word
”dry” in the classification could be challenged since liquid-water does exist on
the surface of ice at thermodynamic equilibrium for temperatures well below
the bulk melting temperature of water.
Snow is defined herein as a granular material consisting of ice particles,
and therefore, the physics of ice holds the key to understanding snow. Ice is
close to its melting point in natural weather conditions on earth, and there
are many interesting ongoing processes for ice and snow such as sintering,
sublimation, and metamorphism. A measure of how close a material is to its





where T is the material temperature, Tm is the bulk melting temperature,
both in Kelvin. A homologous temperature of 80% for ice corresponds to a
temperature of −55◦C. Intuition from our daily life might suggest that this is
a low temperature, but for a crystalline material such as ice this is regarded
as a high temperature [31]. As a comparison, a homologous temperature of
80% for iron or silver would correspond to 1174 ◦C or 714 ◦C. Ice at T = 263
K corresponds to TH = 0.96, which is an exceptionally high value of TH and
can be compared to stones heated to 1414 K, commonly called lava.
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3.1 Snow morphology
Ice crystals are formed in the troposphere through collisions of supercooled
nanometer-sized liquid droplets and aerosol particles. These particles cause the
droplets to nucleate at an elevated temperature [32]. Driven by the curvature
of these small droplets, the droplets first nucleate at temperatures around -38
◦C without aerosol particles, due to the Gibbs-Thomson effect. Once an ice
crystal has formed, it grows through deposition where surrounding water vapor
transforms into solid ice on the crystal. This occurs while the crystal falls
from the sky, and the resulting shape of the crystal is affected by the local
humidity surrounding the crystal, the air temperature, and the path of the
falling crystal. The resulting crystal is commonly referred to as a snowflake,
and due to variations in weather, these snowflakes can take many different
forms such as needles, columns, prisms, or dendrites [33].
A snowflake has a high specific surface area, and the TH for seasonal
snow covers is typically close to 100%. Therefore, a settled snowflake on the
ground is thermodynamically very active and will rapidly begin to change size
and shape, called snow metamorphism [29]. There exists two categories of
snow metamorphism for snow below its melting temperature: the equilibrium
form and the kinetic growth form. Kinetic growth occurs at a fast rate of
growth where humidity causes deposition, and the crystal takes a hexagonal
form. The equilibrium form, in contrast, occurs at slower growth rates, where
individual ice grains approach a spherical shape and can either grow or shrink
in size [29]. Since ice is so close to its melting temperature, it can easily change
phase from solid to liquid (melt) or from solid to vapor (sublimation). This
process is driven by the minimization of the energy state and is sensitive to
humidity, temperature gradients, and the curvature at the ice surface [29]. The
metamorphism for snow affects the particle size distribution expected for ice
particles in a snow cover [34], e.g. particles with a radius of 1 µm have such a
high curvature that they are expected to disappear (by sublimation) within
1 hour, while particles of 100 µm are expected to disappear in 1 year [35].
Langlois et al. [36] have studied the particle size distribution of the seasonal
snow cover in northern Canada and found that round particles were a few
hundred microns to one millimeter in size with an average diameter of 700 µm.
An infield study on road snow found similar sizes for spherical ice particles on
the ground, but it has also been found that the particles adhering to the rear
tail light of a car while driving were significantly smaller, and a peak value was
found at a diameter of 50 µm [6].
3.2 The premelting of ice
A crystalline material can start to form a disordered structure among the
top molecules at the interface between the material and the vapor (i.e. at
the surface of the material) when the material is close to its melting point.
The molecules form a distorted structure of a certain stable thickness often
called a quasi-liquid layer (QLL) with properties between solid and bulk water
liquid [37]. This phenomenon is called premelting and can occur on a surface in
contact with vapor (surface melting) or can occur at the interface between two
objects (interfacial melting). Premelting occurs for many crystalline materials,
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e.g. in ceramics [38] or ice [39], which is the focus of this chapter. As early as
1842, Michael Faraday postulated the existence of a liquid layer on ice below
its melting point and proved this experimentally [39]. This was disputed by
James Thomson who instead incorrectly accredited the experimental results to
pressure melting [40]. For a long time, the theory of premelting was overlooked
by the scientific community and new experiments were conducted in the 1950s
providing evidence of the existence of a premelted QLL on ice [13]. The
premelting of ice is currently a very active research field with many recent
studies investigating the implications of a QLL. 70% of earth is covered by
water, and premelting has been found to explain many interesting environmental
phenomena on earth such as the possibility to ice skate [40], mass charges of
thunderstorms [41], frost heave [42], and glacier movement [42].
The presence of a QLL can be explained with interfacial thermodynamics.
A derivation for the QLL thickness d in thermodynamic equilibrium will now
be presented based on the work by [41–43]. As a start, consider a solid to be
in thermodynamic equilibrium with a vapor at temperature T and pressure P .
If there is finite QLL of thickness d, the free energy per unit area of this layer
will be the sum of the free energy of the bulk and surface terms, i.e.
Gqll(T, P, d) = [ρlµl(T, P )]d+ Ftotal, (3.2)
where ρl is the density of the liquid, Ftotal is the total excess surface free energy
per unit area, and µl(T, P ) is the chemical potential of the bulk liquid. The
chemical potential of the QLL is then











In thermodynamic equilibrium, µqll is equal to the chemical potential of the
solid µs, i.e.





= µs(T, P ). (3.4)
This equation implies a difference in chemical potential between the solid and
the bulk liquid caused by the derivative of the total excess surface free energy.
This causes a displacement of phases, which can be evaluated using a Taylor
series expansion as
∆µ(T, P ) = µs(T, P )− µl(T, P ) =
qm
Tm
(Tm − T ) +
ρl − ρs
ρlρs
(Pm − P ), (3.5)
where qm is the latent heat of fusion, and ρs is the density of the solid.
Combining equation (3.4) and equation (3.5), it follows that








(Tm − T ) +
ρl − ρs
ρlρs
(Pm − P ), (3.6)
Using equation (2.1), the derivative of the total excess surface free energy per
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where AH is the effective Hamaker coefficient representing the strength of
polarization forces. Combining equation (3.6) and equation (3.7), d at thermo-







(Tm − T ) + ρl−ρsρlρs (Pm − P ))
)1/3
. (3.8)
Dash et al. [42] have used a different notation where the derivative of the excess







where σ is a constant on the order of a molecular diameter, and ∆γ is the
difference between the coefficients of dry and wetted interfaces:
∆γ = γlv + γsl − γsv, (3.10)
where subscript l is for liquid, v is for vapor, and s is for solid. Combining
equation (3.7) and (3.9), the Hamaker coefficient can be expressed as
AH = 12π∆γσ
2. (3.11)
Figure 3.1 shows the predicted d as a function of temperature together with
a dashed line indicating the molecular length of one water molecule. In this
figure, ∆γ = −0.024 J/m2 [44] was used together with σ = 2.8 Å, yielding
AH = −7.1 · 10−20 J.
The displacement ∆µ(T, P ) can increase in the presence of impurities µs
(for instance, salt [45]), by an electrostatic potential µe [43], or by damage
at the interface µD due to a collision [41]. Wåhlin and Klein-Paste [45] have
expressed the chemical potential due to salt as
µs = kbT ln(αw), (3.12)
where kb is the Boltzmann constant, and αw is the activity of the solution.
An electrostatic potential can be present when there is an ionic solution, and








where κ−1 is the Debye length, ε, is the dielectric constant, ε0, is the permittivity
of free space, and qs is the surface charge. Wettlaufer [46] has proposed that
µD can be expressed as a fraction ξ of the kinetic energy at impact, Ei, acting
over the mass ρlπa
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where ad is the maximum contact radius in the collision and is dependent on
Vi. The damage term is used to describe how microscopic and mesoscopic
changes lead to the deterioration of macroscopic material properties. With
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Figure 3.1: Calculation of the QLL thickness d on ice as a function of tempera-
ture T . The red solid line shows the calculated d. The dashed black line shows
2.8 Å, illustrating the molecular length of a water molecule.
these expressions for the chemical potentials, the displacement ∆µ(T, P ) can
be expressed in a general equation as
∆µ(T, P ) = − AH
6πρld3














(Tm − T ) +
ρl − ρs
ρlρs
(Pm − P ). (3.16)
In the same way as for equation (3.8), this equation can be solved for d given
a certain impurity and/or collisional damage. This general equation can be
used for snow when predicting how much of it will melt due to added salt or to
predict the de-icing of a surface caused by electrostatic potential.
Dash et al [41] and Wettlaufer [46] have previously shown that µD becomes
dominant in equation (3.15) already for low values of damage if there are no
impurities and no ionic solution present (µs = 0 and µe = 0), and if damage at
the interface was caused by a collision. Hence, the solution with respect to d







(Tm − T ) + ρl−ρsρlρs (Pm − P )
) . (3.17)
3.3 Sintering of ice
Sintering is a thermodynamic process in which bond strength grows over time
and is commonly observed for metals and ceramics [47]. For ice with the high
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values of TH that naturally occur in an earth environment, it is not surprising
that sintering is a commonly observed phenomenon for ice particles in contact
with each other and has been extensively studied for ice and snow [48, 49].
The sintering bond for ice forms as a grain boundary groove geometry, which
was first shown by Colbeck [48], before this it was incorrectly believed that
the geometry could be described as a concave bond similar to a liquid bridge.
This bond formation is contact-time dependent, and the speed of growth is
temperature dependent [48]. A general regime map for any sintering material
has been presented by Li et al. [50]. It describes different contact regimes. In
this work, the initial phase of sintering for short contact times was found to
be dominated by adhesive-elastic interaction (the JKR model), while longer
contact times were dominated by other contact regimes.
3.4 Higa et al experimental study
Higa et al. [51] have conducted an extensive study of ice particles colliding with
ice walls at different temperatures and for different particle sizes. The study
focused on determining en and one of the key findings in this work was that en
drastically starts to decrease for Vi above a certain threshold velocity Vc. The








eqe Vi < Vc,
(3.18)
where eqe is the so-called quasi-static, en, which means the value of en when it
seems independent of Vi. The study reported that Vc is dependent on R, and
an empirical equation has been proposed by Higa et al. [51], which is simplified
in this thesis and is expressed as





valid for T > 229K, where K1 = 7.055 · 10−7 and K2 = 0.25 are the resulting
constants based on the best fit of the experimental measurements performed in
the study by Higa et al. [51].
Chapter 4
Scientific approach
4.1 Numerical implementations for dry snow
adhesion modeling
Dry snow adhesion was studied in Paper I, by simulating ice particles and
agglomerates of ice particles colliding with massive walls in the normal direction.
In this context dry snow is referred to as ice sufficiently cold, so that premelting
can be neglected. The material properties were chosen to represent T = 261
K. The predicted premelted liquid layer at this temperature is less than two
diameters of a water molecule (Figure 3.1). Based on the regime map of sintering
mentioned in chapter 3.3, it was assumed that the collisional time and the
time of contact between ice particles were sufficiently short so that the contact
was JKR dominated. Three different scenarios of impacts were studied: single
particle, small agglomerates, and large agglomerates. The simulations were
performed in LIGGGHTS, which is an open-source software [52]. LIGGGHTS
uses a soft-sphere approach (DEM) to simulate the contact between particles
by allowing them to overlap, and contact forces are therefore expressed as
functions of overlap. The JKR model was used where the governing equations,
equation (2.9) and (2.10), were implemented into LIGGGHTS. The model was
implemented using a lookup table for Fn(δ) to speed up the simulations, a
technique used in previous studies [21]. The implementation of the model
also accounted for negative overlaps after contact, and it was verified that the
energy loss for a particle rebounding after a collision with a wall is same as
equation (2.14).
No treatment for the adhesive sliding and rolling of particles exists in
LIGGGHTS, and therefore, this was implemented. For sliding this was done
by implementing equation (2.21). A constant directional torque (CDT) model
was used for rolling to model the adhesive resistance for rolling. The CDT
model uses a resistance torque, Mr, in the opposite direction of the relative
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A challenge to use the CDT model is that fr is not well defined. Often the
value of fr is calibrated based on angle of repose experiments [53], however,
angle of repose experiments are more complex for adhesive particles since the
angle depends on the intermolecular interaction in the contact.
Dominik and Tielens [54] have derived for the DT model that the energy
lost for an adhesive particle in equilibrium contact (a ≈ a0) rolling πR∗ (which










The corresponding energy loss for the CDT model is simply the torque multiplied



























By setting equation (4.3) and equation (4.5) equal, one can derive the value fr





























In this format fr becomes dependent on R
∗, ∆γ/γ, and the adhesive-elastic
properties that define a0. This approach to calculate fr was implemented in
the code.
4.1.1 Agglomerate formation and computational setup
for agglomerates
Agglomerates of different sizes can easily form in a turbulent field with many
cohesive particles. Both small and large agglomerates were formed in Paper I
and simulated to collide with massive walls where the aim with the analysis
was to find the stick velocity for an agglomerate by varying Vi. The small
agglomerates consisted of two, three, four, and five particles, while the large
agglomerates consisted of 1000 particles. All agglomerates had a uniform
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particle size of R = 25 µm since this was reported in [6] to be the most common
size of spherical ice particles adhering to a vehicle surface in an in-field test. The
threshold was chosen so that if 90% of the particles in an agglomerate stuck to
the wall, the agglomerate was considered to stick, and the corresponding Vi was,
therefore, less or equal to Vs. Since the small agglomerates had a maximum
of five particles, all particles for the small agglomerates were included and
consequently, this threshold only applied to large agglomerates. For both
agglomerate types, it was assumed that the contact between particles was
sufficiently long so that the contact stabilized with a contact radius a = a0.
Initialization simulations were performed to achieve this numerically, where
velocity-dependent damping was introduced into this simulation so that the
particles stabilized around Fn = 0. It was assumed that small agglomerates
were formed by close packing while the large agglomerates were formed by
more loose packing. The packing of an agglomerates can be related to the





where N0 is the number of particles with no contacts, N is the number of
particles and C is the number of particle-particle contacts.
The small agglomerates were formed by placing them as closely packed
together as possible. Since these agglomerates are asymmetric, how they
are oriented in space relative to the wall will influence the energy loss in
a collision with a wall. We therefore explored the effect of asymmetry by
repeating collisions between the small agglomerates and a wall for different
orientations. The rotations were done on the two axes that are orthogonal
to the impact vector (i.e. the axes that span up the impact wall plane), and
rotations were done in steps of π/100 radians from 0 to π/2. This led to a
total of 51 orientations per axis and 1326 orientations for each agglomerate.
The large agglomerates were formed using a method similar to the one used
by Tamadondar et al. [55]. First, the particles were randomly inserted into
a large domain, then a centripetal gravity field was applied at the center of
the domain so that the particles were slowly dragged into the center. The
simulation then continued until the particles had dissipated away all kinetic
energy and stabilized the contacts.
4.2 Material properties
A considerable amount of the analyses in this thesis is depended on estimations
of material properties. These were not always trivial to obtain especially since
they can be temperature-dependent. The work of adhesion W and the effective
Young modulus E∗ of the interaction properties were particularly important
parameters since they define adhesive-elastic interactions. W was estimated
by using equation (2.7) with found literature values for surface energies as
the input. Similarly, E∗ was estimated by finding values of ν and E for each
material investigated. The ν for ice has been reported to be independent of
temperature in Gold [56], and this assumption was made in the present study.
The Young modulus for ice was calculated based on temperature dependency




10.40(1 + 1.07 · 10−3(T − 273.15) + 1.87 · 10−6(T − 273.15)2
, (4.10)
where the temperature T is in units of Kelvin. E based on equation (4.10) only
changed weakly with temperature, for example, E(263K) = 9.67 GPa, while
E(253K) = 9.98 GPa.
The parameter ∆γ/γ for ice particles was calculated based on the experi-
mental values for the critical rolling force Fcr obtained by Gundlach et al. [58]
for ice. Fcr was found to be 11.48 mN for equal-sized particles in contact with
R = 1.45µm. Fcr was related to ∆γ/γ as






and, based on this, ∆γ/γ ≈ 1 was obtained for ice particles.
Walls of the materials ice, hardened glass, steel, and ABS polymer were
studied in Paper I while walls of the materials ice, hardened glass, and ABS
polymer were studied in Paper II.
4.3 Ice particle experiments
In Paper II, en for millimeter-sized ice particles colliding with massive walls
was measured. Ice particles were created by dropping a mixture of water and
food colorant into liquid nitrogen with a syringe. This method of creating ice
particles has been used previously by Vargas et al [59]. The syringe needle
used was the smallest available, and this needle size defined the size of the
ice particles. Each particle was picked up gently using a paintbrush, and
the particles were released into a vertical metal pipe. The particles then
accelerated due to gravity and collided with the massive wall at a certain
impact velocity, Vi. The course of the collision was recorded using a high-speed
camera at 4000 frames per second, and the recording began when a laser beam
detected a particle outside the metal pipe. The experiments were performed
in a large cooling chamber where the temperature could be controlled, and a
temperature probe located 20 cm from the massive wall was used to monitor
the temperature. One standard deviation from the mean was interpreted as
temperature uncertainty. The experimental setup is shown in Figure 4.1.
The recorded sequence of images for a collision was then analyzed using
the software Fiji and the particle tracking plugin TrackMate [60]. Before
analyzing the images, the images were pre-processed in Fiji to improve particle
detection by removing gradient backgrounds, image segmentation, and filling
holes obtained from the segmentation where holes can occur because of light
reflections in particles. The particle radius of each frame in a collision sequence
was calculated by adding the pixel area of every pixel in the segmented sphere.
The overall particle radius for a collision was then calculated as the median
of the obtained radii in a collision, where the median was used instead of the
average to remove outliers caused by edge effects. Output for the trajectory
points before and after collision was taken from TrackMate. These points
were then post-processed to calculate the corresponding velocity before and
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Figure 4.1: Photograph of the experimental setup.
after collision. The uncertainty of the center position, δx, for a particle was
quantified by manually measuring the center points. The average difference
between this manual measurement and the output from TrackMate was taken
as δx. δx = 26.13 µm was obtained, which propagates to a velocity uncertainty
of δV = 4000 · 26.13 · 10−6 = 0.105 m/s. The uncertainty of the coefficient of











Paper II focused on normal collisions, and collisions recorded with a clear
tangential impact were removed from the data set.
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Chapter 5
Ice particles colliding with
massive walls
5.1 Elastic-adhesive collisions for dry snow (Pa-
per I)
The JKR model in Chapter 2.2, showed that a certain amount of energy, Es,
is required for a particle to rebound from a particle-wall collision. The theory
predicts this energy to be constant, and a certain threshold velocity, Vs, which a
particle will adhere if Vi ≤ Vs, can be calculated based on Es. The en increases
for velocities above Vs, as shown in Figure 2.3 (equation (2.20)). Figure 5.1
shows the theoretical predicted Vs for ice particles colliding with massive walls
of different materials as a function of R.
The Vs obtained for small and large agglomerate impacts increased with
increasing coordination number. The maximum Vs obtained for ice agglomerates
colliding with a polymer wall is shown in Figure 5.2 as a function of coordination
number. This trend of increasing Vs with increasing coordination number can
be explained by the increase in the possible tangential movement of particles
and, subsequently, the increased in energy loss caused by tangential interactions.
This is a substantial increase in energy loss, for example, the large agglomerate
(with 1000 particles) adhered at a velocity of 0.5 m/s which then had a kinetic
energy that was almost 80,0000 times higher than what a single ice particle
has when colliding with a polymer wall at Vs = 0.056 m/s. It is worth
emphasizing that the analysis with agglomerate impacts was sensitive to how
tangential sliding and rolling were modeled because the energy dissipation was
so dependent on tangential dissipation caused by sliding and rolling.
5.2 Collisional melting model (Paper II)
Paper II, presents the experimental measurements of ice particles colliding with
different massive walls. The reader is referred to Paper II for the results of
these measurements. The results of these measurements were used to develop
a new collisional melting model.
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Figure 5.1: Analytical Vs for single ice particles colliding with massive walls of
different materials as a function of R for T = 261K.
Wettlaufer [46] has proposed a collisional melting/fusion model for collisions
between ice particles, where the predicted QLL thickness d is dependent on the
collision. This equation was simplified for ice particles colliding with a massive
wall in the present study and the derivation is shown in Appendix A. The QLL
thickness, d, caused by an increase in premelting as a result of the damage to
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This simplified format directly shows that d is proportional to E∗2/5 and R.
Wettlaufer [46] has bounded ξ ∈ [0.1, 0.2] based on the experimental results
by Higa et al. [51]. Figure 5.3 shows the predicted d/R as a function of Vi for
an ice particle colliding with an ice wall at T = 261 K. The figure plots the
established solution presented in equation (5.1) (green dotted line) and the
general solution with contributions from intermolecular forces and the damage
contribution as shown in equations (3.15) and (3.16) (solid blue line). As can
be seen in Figure 5.3, there was a difference between the two solutions for the
lower Vi only and we could conclude that the damage term was dominant for a
sufficiently high Vi, which has previously been shown [41,46].
A previous experimental study (see Chapter 3.4) has shown that the energy
loss an ice particle colliding with a massive wall rapidly increases with increasing
Vi when Vi ≥ Vc for some critical velocity Vc [51]. The study in Paper II
confirmed this finding for ice particles with lower particle size than previously
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Figure 5.2: Maximum Vs obtained for agglomerates of ice particles colliding
with a polymer wall as a function of coordination number.
measured before (R = 0.82 mm). The empirical equation (3.18) gives that
en ∝ V − ln(Vi/V c)i , the proportionality of which is similar to en ∝ V
−1
i and
consequently, it is significantly more sensitive to changes in Vi than the plastic
dissipation model mentioned in Chapter 2.3, where en ∝ V −1/4i . Therefore,
plastic dissipation models cannot model this fast increase in energy loss with
increasing Vi. Given that these models assume relatively low TH and do not
account for any effects on melting, this is maybe not surprising. Studies have,
however, shown that en can be sensitive to high values of TH . A recent study
of steel balls colliding with a heated metal wall has shown that en started to
decrease as early as TH > 0.6 [61]. Another study of glass particles colliding
with a poly ethylene glycol substrate has reported that en fell to zero as the
substrate approached the melting point. It has also been shown that en for
micrometer-sized metal particles stops following en ∝ V −1/4i and instead follows
en ∝ V −1i at sufficiently high Vi [62].
As predicted by equation (5.1), a particle colliding with a wall at a suf-
ficiently high speed can experience locally increased premelting caused by a
shift in chemical potential. This can increase energy losses. There is a loss in
the amount of kinetic energy that causes damage at the interface ξEi. There
is also a liquid layer in the collision. The presence of this layer can cause an
energy loss due to capillary adhesion of a particle colliding with a wall (Chapter
2.4). Only viscous damping can capture the velocity dependency seen for ice
particles since the other contributions caused by capillary adhesion (i.e. the
static contact contributions) are not velocity-dependent.
An integration as shown in equation (2.29) must be performed to establish
an analytical solution for the energy loss caused by viscous damping, Ev. With
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Figure 5.3: Predicted d/R as a function of Vi for an ice particle colliding
with an ice wall at T = 261 K. The blue solid line shows the solution with
the damage term and the intermolecular term (abbreviated Vdw). The green
dotted line shows the solution with only the damage term. ξ = 0.15, was used
and the shaded area shows the variation for ξ = 0.15± 0.05
a predicted, Ev, the en caused by viscous damping can be expressed as
en =
√
Ei − Ev − ξEi
Ei
, (5.2)
where ξEi is the amount of damage at the interface. However, for a premelted
quasi-liquid layer the function h(x) in equation (2.26) is unknown, and the
liquid layer will increase in thickness up to d during the collision. It is, however,
reasonable to expect that the resulting Ev will be similar to equation (2.30)
but with another dependency on d/ε. Therefore, it was argued in paper II that
Ev ∝ (d/ε)a/b for some fraction, a/b, where a and b are unknown integers. It
was found that a/b = 3/2 best capture en ∝ V −1i using equation (5.2). η is
also unknown for the premelted liquid layer caused by the collision, but the






where G+0 is a potential energy barrier often found by experimental fitting to
experimental data [63]. Based on this, we proposed that






where C is a constant representing all linear constant terms with unit Pa· s. A
non-linear least-squares fit was performed using the experimental measurements
in Paper II as input to obtain the values for C and G+0 . This fit was done
for both T = 267 K and T = 254 K so that they could be compared, and
remarkably similar values of C and G+0 were obtained. The average values of
the unknowns were found to be C = 0.5 · 10−10 Pa·s and G+0 = 0.5 eV, and the
best fit at different temperatures only varied by 0.6% and 0.5% for C and G+0 .
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Using these values for C and G+0 , the en caused by collisional melting can be
predicted using equation (5.2) and compared to the experimental measurements.
Figure 5.4 shows the predicted en as lines for ice particles colliding with massive
walls of ice, polymer, and hardened glass. As can be seen in the figure, the
new en captures the velocity trend observed in the experiments, temperature
trends, and the difference between wall materials.
Figure 5.4: The en for ice particles with R = 0.82 mm colliding with different
massive walls as a function of Vi. Solid, dashed, and dotted lines show the
predicted en caused by collisional melting for ice particles colliding with an ice
wall, a polymer wall, and a glass wall, respectively. Marker symbols (circle,
square, and triangle) show experimental measurements for ice particles colliding
with an ice wall, a polymer wall, and a glass wall.
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5.3 Regime map for ice particles
The combined work of Papers I and II predicts that the velocity of impact
has a very nonlinear influence on the energy dissipation and the en for an ice
particle colliding with a massive wall. A regime map of en can be created by
combining the effect of adhesive-elastic interactions Paper I with the collisional
melting in Paper II. This can simply be done by combining the coefficient of
restitution from the JKR model eJKR with the coefficient of restitution from
the collisional melting ecm. Multiple coefficients of restitution can be combined





The combined en for an ice particle colliding with a massive wall is shown in
Figure 5.5.
Figure 5.5: The coefficient of restitution for ice particles upon collision with a
massive wall. The blue dashed line shows the coefficient of restitution from
adhesive-elastic interaction eJKR (using the JKR model). The green dotted
line shows the coefficient of restitution from collisional melting ecm. The black
solid line (en) shows the combined coefficient of restitution.
Particles are expected to adhere to the wall after collisions at low velocities
(Vi < Vs). The en will increase with increasing Vi up to a local maximum
and will obtain a quasi-stable value. An additional increase in Vi will cause
the en to suddenly start to decrease down to zero again. After sticking at
increased velocities, it is likely that the particles again starts to rebound due
to fragmentation, and en then becomes less well defined.
5.3.1 Effect of wall material
One of the objectives of this thesis was to analyze how the material properties
of vehicle surfaces affect snow adhesion. Two key interaction properties were
identified in the models: The work of adhesion W and the effective Young’s
modulus E∗. The proposed regime map for en that combines adhesive-elastic
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interactions with collisional melting predicts different dependencies for the
collisional energy loss with E∗. Figure 5.6 shows the combined en as a function
of Vi for ice particles colliding with different massive walls. The en was
calculated for particles with R = 100 µm at T = 261 K. The energy loss
associated with low velocity impact in a collision, Es, is proportional to
W 5/3E∗−2/3, therefore, particle-wall interactions with high E∗, e.g. when the
wall is glass, will yield low losses in a collision. In contrast, the energy loss Ev of
high-velocity impacts is proportional to E∗4/5, which means that particle-wall
interactions with low E∗, such as for a polymer wall, will have lower losses.
This gives a complex dependency on the optimal wall material for avoiding snow
accumulation since the dependency is also affected by velocity. These results
imply that it might be beneficial to have a sensor cover of different materials,
depending on where on the vehicle the sensor is located. For example, for
the radar cover at the front of a car, one would expect high-velocity collisions
similar to the speed of the vehicle, and thus a material that yields a low E∗
might be beneficial, while in the rear wake of the car, a sensor cover should
instead have a material that yields a high E∗.
Figure 5.6: The combined en for ice particles colliding with different massive
walls as a function of Vi for R = 100 µm and T = 261 K. Solid, dashed, and
dotted lines show the predicted en for ice particles colliding with an ice wall, a
polymer wall, and a glass wall, respectively.
5.3.2 Temperature dependency
The model for collisional melting in Paper II depends on temperature. Greater
melting of a liquid layer is expected at higher temperatures, and the resulting
viscous damping is predicted by the model to be higher at higher temperatures
even though the contribution from viscosity decreases with temperature. Paper I
discusses dry snow adhesion at a cold enough fixed temperature where the effects
of a liquid layer in equilibrium is assumed to be negligible. This assumption is
likely not valid for higher temperatures and a temperature dependent work of
adhesion W most likely needs to be introduced for these high temperatures. W
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will likely increase with increased temperature since there should be a thicker
premelted liquid layer at higher temperatures, especially for T > 263 K. Figure
5.7 shows en for ice particles colliding with an ice wall at different temperatures.
Since eJKR is unknown for T > 263, only T = 261 K was plotted for this
low-velocity regime. Vs is expected to increase with increasing T , causing the
range of lower velocities where en = 0 to increase and, consequently, the range
of nonzero values of en will decrease with increasing T .
Figure 5.7: The combined en for ice particles colliding with a massive ice wall
as a function of Vi for R = 100 µm. Solid, dotted, and dashed lines show the





Aim: Examine at which velocities dry ice particles and agglomerates of ice
particles are theoretically expected to stick during a normal collision with a
massive wall.
Summary: A computational framework was used combining three contact
models: The JKR model in the normal direction, the adhesive sliding model
as used by Marshall [21], and a novel rolling model, where the resistance of
rolling was assumed to be due to adhesion. The paper reports on an analytical
solution to single-particle collisions combined with simulations of small and
large agglomerates. The analysis predicts that single-ice particles are more
likely to adhere to a polymer wall than a glass or steel wall, and the effective
Young’s modulus, E∗, is an important interaction property. It was also found
that the maximum obtained stick velocity increased with increased coordination
number in an agglomerate. This was explained by the higher amount of energy
losses caused by sliding and rolling at the impact, and the increase in energy
loss is significant compared to the increased kinetic energy.
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6.2 Paper II
Aim: To study the coefficient of restitution, en, of millimeter-sized ice particles
and propose a novel collisional melting model.
Summary: Experiments on millimeter-sized ice particles colliding with massive
walls were performed. Different temperatures and different wall material
properties were used. It was found that the obtained velocity-dependency was
similar to what was obtained in another experimental study [51] for larger
particles. It was also found that the different wall materials yielded different
en, where the hardened glass had the lowest values of en, and a polymer had
the highest.
Based on the experimental results, the previous experimental study by [51],
and a study proposing a model for collisional fusion [46], a novel model for en
of ice particles was proposed, where the damping in a collision was explained
by collisional premelting of a liquid layer and viscous damping caused by
this premelted liquid layer. This model was found to capture the obtained
temperature dependency and the material dependencies obtained with the
experiments. The size dependency of en presented by Higa et al. [51] was also
captured by the novel model.
Chapter 7
Conclusions
The objectives of this study were to derive computational models for ice
particles colliding with massive walls and analyze the dependencies of material
properties and temperature. A velocity-dependent regime map for the energy
dissipation in these impacts was derived, where two dominating regimes were
identified: adhesive-elastic interactions and collisional melting. The adhesive-
elastic interactions were caused by van der Waals forces and were modeled
using the JKR model. This regime dominated at low-velocities of impact, while
collisional melting occurred at higher velocities, where damage at the interface
was caused by the collision, subsequently causing a shift in chemical potential
and an increase in the premelted liquid layer. The premelted liquid layer then
caused viscous damping of the ice particle at impact, which increased energy
dissipation at impact.
Three different wall materials were compared for the two velocity regimes in
the thesis: ice, polymer, and glass. The energy loss at impact for the adhesive-
elastic regime was expected to be the highest for ice and the lowest for glass,
and the energy loss for the collisional melting regime was expected to be the
highest for glass and the lowest for the polymer wall. This differences between
the two regimes was explained by the energy loss having different dependencies
on the effective Young’s modulus, E∗, which for the adhesive-elastic regime is
proportional to E∗−2/3, and for the collisional melting regime is proportional
to E∗3/5. These results imply that the same material can be efficient to avoid
snow accumulation and to stimulate it depending on the velocity regime of
impact at which the snow hits the surface. For example, a material with high
E∗ can be effective against snow accumulation at the rear of a car, where a
large aerodynamic wake is present, but the same material could be ineffective
at the front of the car where high velocities of impact are expected to occur.
The material properties representing the interaction in a collision between an
ice particle and a vehicle surface can also quickly change to the properties of ice
either through a buildup on an ice wall caused by deposition (a phase change
from vapor to solid ice), or through an accumulation of snow that forms an ice
wall with high roughness.
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Chapter 8
Future work
Many open research questions remain to resolve the problem of snow accumu-
lating on vehicle surfaces when driving on a snowy road. One of the obvious
problems is how the work of adhesion changes as a function of temperature for
temperatures where the premelted liquid layer can no longer be assumed to
not affect a collision. Deriving an analytical solution to this problem might
prove challenging, and a more reasonable next step would be to propose an
empirical relationship based on experimental results. It is also well known
that adhesion is roughness sensitive, which means that wall roughness should
influence the work of adhesion, however, it is not obvious how to predict this
influence without reliable experimental procedures.
This thesis only examined particles colliding with walls in a vacuum. How-
ever, a turbulent aerodynamic field surrounds a car when it moves in air at
driving speeds of 70-90 km/h. This aerodynamic field governs the transporta-
tion of particles, which defines the impact velocities, and can push/peel away
particles from surfaces that had previously adhered to the surface. This aero-
dynamic field must be incorporated into the mathematical modeling to fully
predict snow contamination on cars. Experimental data on snow contamination
on surfaces is required, so that aerodynamic simulations coupled with the
collision model for ice particles can be validated.
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Wettlaufer [46] has established an equation for the predicted liquid layer
thickness, d, caused by collisional melting (equation (3.17)). This equation was
simplified in Paper II for ice particles colliding with a massive wall by inserting
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The contact pressure that causes the damage can be expressed in terms of the
maximum contact pressure from Hertz by [46]
P = ξPd, (A.4)
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The liquid layer thickness, d, caused by damage when an ice particle collides
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PAPER I
Modeling of dry snow adhesion
during normal impact with surfaces

PAPER II
Collisional damping of spherical ice particles
