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Abstract
This is the first in a series of papers in which we study an efficient approximation scheme for solving
the Hamilton-Jacobi-Bellman equation for multi-dimensional problems in stochastic control theory.
The method is a combination of a WKB style asymptotic expansion of the value function, which
reduces the second order HJB partial differential equation to a hierarchy of first order PDEs, followed
by a numerical algorithm to solve the first few of the resulting first order PDEs. This method is
applicable to stochastic systems with a relatively large number of degrees of freedom, and does not
seem to suffer from the curse of dimensionality. Computer code implementation of the method using
modest computational resources runs essentially in real time. We apply the method to solve a general
portfolio construction problem.
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1 Introduction
The stochastic Hamilton-Jacobi-Bellman (HJB) partial differential equation is the cornerstone of
stochastic optimal control theory ([7], [23], [19]). Its solution, the value function, contains the in-
formation needed to determine the optimal policy governing the underlying dynamic optimization
problem. Analytic closed form solutions to the HJB equation are notoriously difficult to obtain, and
they are limited to problems where the underlying state dynamics has a simple form. Typically, these
solutions are only available for systems with one degree of freedom.
A variety of numerical approaches to stochastic optimal control have been studied. An approach
based on the Markov chain approximation is developed in [15]. This approach avoids referring to the
HJB equation altogether, and is, instead, based on a suitable discretization of the underlying stochastic
process. Other recent approaches, such as [8], [14], and [1], rely on ingenious discretization schemes
of the HJB equation. These numerical methods are generally limited to systems with low numbers of
degrees of freedom, as they are susceptible to the “curse of dimensionality”.
In this paper, we present a methodology for effectively solving a class of stochastic HJB equations
for systems with n degrees of freedom, where n is a moderately large number (/ 200). The solution
methodology is based on an analytic approximation to the full HJB equation which reduces it to an
infinite hierarchy of first order partial differential equations. This is accomplished by means of an
asymptotic expansion analogous to the Wentzel-Kramers-Brillouin (WKB) method used in quantum
mechanics, optics, quantitative finance, and other fields of applied science, see e.g. [2], [13]. The first
in the hierarchy of equations is the classical Hamilton-Jacobi (HJ) equation which is analogous to the
equation describing the motion of a particle on a Riemannian manifold1 subject to external forces.
Its structure is somewhat less complicated than that of the full HJB equation, and its properties have
been well understood. The solution to this equation is in essence the most likely trajectory for the
optimal control of the stochastic system. Similar ideas, within a completely different setup have been
1The language of Riemannian geometry provides a natural, albeit somewhat technical, framework for WKB expansion
of the HJB equation, and we intend to discuss it in a separate paper.
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pursued in [20] and [12]. The remaining equations are linear first order PDEs, with progressively
more complex structure of coefficient functions.
The approximate character of the solution of the HJB equation that we discuss is twofold. Firstly,
we solve the Hamilton-Jacobi equation and the first of the linear PDEs in the hierarchy only. The
WKB expansion is asymptotic, and the expectation is that these two equations capture the nature
of the actual solution close enough. The remaining members of the hierarchy are neglected as they
are believed that they contain information which does not significantly affect the shape of the solu-
tion. We refer to this approximation as the semiclassical (or eikonal) approximation in analogy with
a similar approximation in physics. Interestingly, there is a class of non-trivial stochastic optimal
control problems for which the semiclassical approximation produces the actual exact solutions. Two
examples of such problems are discussed in the paper.
Secondly, the solutions to the two leading order PDEs are constructed through numerical approx-
imations. The key element of the numerical algorithm is a suitable symplectic method of numerical
integration of Hamilton’s canonical equations, which are the characteristic equations of the HJ equa-
tion. Here, we use the powerful Sto¨rmer-Verlet (or leapfrog) method [11], [16] to construct numer-
ically the characteristics. Furthermore, we use a Newton-type search method in order to construct
the numerical solution to the HJ equation out of the characteristics. This method uses a system of
variational equations associated with Hamilton’s equations.
This work has been motivated by our study of a stochastic extension of the continuous time
version of the Markowitz mean variance portfolio optimization. The methodology developed here
should, however, provide a practical method for implementation of the resulting portfolio construc-
tion. We believe, however, that the method is of broader interest and can be applied to a class of
stochastic optimization problems outside of portfolio construction theory.
2 Portfolio construction problem and the HJB equation
We assume that the underlying source of stochasticity is a standard p-dimensional Wiener process
Z(t) ∈ Rp with independent components,
E[dZ(t)dZ(t)T] = Idt. (1)
Here, I denotes the p× p identity matrix. We let (Ω, (F )t≥0,P) denote the filtered probability space,
which is associated with the Wiener process Z .
We formulate the portfolio construction problem as the following stochastic control problem. We
consider a controlled stochastic dynamical system whose states are described by a multi-dimensional
diffusion process (X(t),W (t)), which takes values in U × R, where U ⊂ Rn is an open set. The
components Xi, i = 1, . . . , n, of X represent the prices of the individual assets in the portfolio, and
W is total value of the portfolio. We assume that n ≤ p. The allocations of each of the assets in the
portfolio are given by an (F )t≥0-adapted process ϕ(t) ∈ Rn.
The dynamics of (X,W ) is given by the system of stochastic differential equations:
dX(t) = a(X(t))dt + b(X(t))dZ(t),
X(0) = X0.
(2)
The drift and diffusion coefficients U ∋ x → a(x) ∈ Rn and U ∋ x → b(x) ∈ Matn,p(R),
respectively, satisfy the usual Ho¨lder and quadratic growth conditions, which guarantee the existence
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and uniqueness of a strong solution to this system. Note that we are not requiring the presence of
a riskless asset in the portfolio: such assumption is unrealistic and unnecessary. If one wishes to
consider a riskless asset, it is sufficient to take a suitable limit of the relevant components of a and b.
The process W is given by
dW (t) = ϕ(t)TdX(t),
W (0) = W0.
(3)
Explicitly, equation (3) reads:
dW (t) = ϕ(t)Ta(X(t))dt + ϕ(t)Tb(X(t))dZ(t). (4)
We refer to the process W as the investor’s wealth process.
We assume that the investor has a finite time horizon T and the utility function U . We shall
assume that U is a member of the HARA family of utility functions, see Appendix A for the their
definition and summary of properties. The investor’s objective is to maximize the expected utility of
his wealth at time T . We are thus led to the following cost functional:
J [ϕ] = E
[
U(W (T ))
]
, (5)
which represents the investor’s objective function.
Let
C(x) = b(x)Tb(x) (6)
denote the instantaneous covariance matrix of the price processes. For technical reasons, we shall
make the following additional assumptions on the functions a : U → Rn and b : U → Matn,p(R):
(A1) The functions a(x) and b(x) are three times continuously differentiable for all x ∈ U .
(A2) The matrix C(x) is positive definite for all x ∈ U .
In particular, the function x→ C(x)−1 is three times continuously differentiable.
Our goal thus is to find the optimal policy ϕ∗ which maximizes the expected utility if the terminal
value of W . In other words, we are seeking the ϕ∗ such that
ϕ∗ = arg sup
ϕ
E
[
U(W (T ))
]
. (7)
We solve this optimization problem by invoking stochastic dynamic programming, see eg. [7],
[23] or [19]. The key element of this approach is the value function J(t, x, w). It is determined by
two requirements:
(B1) it satisfies Bellman’s principle of optimality,
J(t,X(t),W (t)) = sup
ϕ
E
[
J(t+ dt,X(t+ dt),W (t+ dt))|Ft
]
, (8)
for all 0 ≤ t < T , and
(B2) it satisfies the terminal condition,
J(T,X(T ),W (T )) = U(W (T )). (9)
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These conditions lead to the following nonlinear PDE for the value function,
J˙ + sup
ϕ
{
aT∇xJ + ϕ
Ta∇wJ +
1
2
tr(C∇2xJ) + ϕ
TC∇2xwJ +
1
2
ϕTCϕ∇2wJ
}
= 0, (10)
namely the stochastic Hamilton-Jacobi-Bellman equation, subject to the terminal condition
J(T, x,w) = U(w). (11)
In order to solve the HJB equation, we choose ϕ = ϕ∗ which formally maximizes the expression
inside the curly parentheses above. In other words, ϕ∗ satisfies
(∇2wJ)Cϕ + a∇wJ + C∇
2
xwJ = 0.
This leads to the following condition:
ϕ∗ = −
∇2xwJ
∇2wJ
−
∇wJ
∇2wJ
C−1a, (12)
known as the first order condition. Substituting ϕ∗ back to the HJB equation yields
J˙ + aT∇xJ +
1
2
tr(C∇2xJ)−
1
2∇2wJ
(∇2xwJ + C
−1a∇wJ)
TC(∇2xwJ + C
−1a∇wJ) = 0. (13)
We solve this equation by means of the following Ansatz:
J(t, x, w) = Γ(t, x)U(w). (14)
Using Proposition A.1 we find that Γ satisfies the following non-linear PDE:
Γ˙ + aT∇xΓ +
1
2
tr(C∇2Γ) +
κ
2
(∇ log Γ + C−1a)TC(∇ log Γ + C−1a)Γ = 0, (15)
subject to the terminal condition
Γ(T, x) = 1. (16)
The constant κ depends only on the utility function and is given explicitly by (94). Since it will lead
to no ambiguity, we have suppressed the subscript x in the derivatives with respect to x.
Note that the optimal control ϕ∗ has the following expression in terms of Γ and U :
ϕ∗ =
1
AU (w)
(
∇ log Γ + C−1a
)
, (17)
where AU (w) is the absolute risk aversion coefficient of the utility U .
3 WKB expansion of the HJB equation
We shall write down the solution to equation (15) in terms of an asymptotic expansion, namely the
WKB expansion. The first few terms of this expansion yield an approximate solution which is some-
times referred as the semiclassical or eikonal approximation.
6 S. Chaiworawitkul, P. Hagan, and A. Lesniewski
The WKB asymptotic expansion is based on the assumption that the covariance matrix C is
“small” in some sense. To this end we scale the covariance matrix,
C → εC, (18)
where ε is a parameter used to keep track of the order of magnitude in terms of C. At the end of the
calculation, ε is set back to 1. Then, equation (15) takes the form:
Γ˙ + aT∇Γ +
ε
2
tr(C∇2Γ) +
εκ
2
(∇ log Γ + ε−1C−1a)TC(∇ log Γ + ε−1C−1a)Γ = 0. (19)
We seek a solution to the equation above in the form
Γ(t, x) = exp
(
1
ε S(t, x)
)
, (20)
where S(t, x) has a finite limit as ε→ 0. Substituting this Ansatz into (19), we find that the equation
for S reads
S˙ + (κ+ 1)aT∇S +
κ+ 1
2
(∇S)TC∇S +
κ
2
aTC−1a+
ε
2
tr(C∇2S) = 0. (21)
The optimal control expressed in terms of S takes the following form:
ϕ∗ =
1
AU
(
C−1a+
1
ε
∇S
)
. (22)
We assume that S has an asymptotic expansion in powers of ε,
S(t, x) = S0(t, x) + S1(t, x)ε + S2(t, x)ε2 +O(ε3). (23)
Substituting this expansion into equation (21) yields an infinite hierarchy of equations:
S˙0 +
κ+ 1
2
(∇S0)TC∇S0 + (κ+ 1)aT∇S0 +
κ
2
aTC−1a = 0,
S˙1 + (κ+ 1)(a+∇S0)TC∇S1 +
1
2
tr(C∇2S0) = 0,
S˙2 + (κ+ 1)(a+∇S0)TC∇S2 +
κ+ 1
2
(∇S1)TC∇S1 +
1
2
tr(C∇2S1) = 0,
. . . ,
(24)
where each of the Sj’s satisfies the terminal condition:
Sj(T, x) = 0, for j = 0, 1, 2, . . . . (25)
The first of these equations is non-linear in S0. Each of the subsequent equations is a linear PDE,
with coefficients that depend on the solutions of the preceding equations.
We define the variables p dual to x by
p , ∇S0, (26)
and refer to p as the canonical momenta conjugate with x. We can then write the first of the equations
(24) as
S˙0 +H(x,∇S0) = 0, (27)
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where the Hamiltonian H(x, p) is given by
H(x, p) =
1
2γ
pTC(x)p +
1
γ
pTa(x) + V (x), (28)
where
V (x) =
κ
2
a(x)TC(x)−1a(x). (29)
This non-linear PDE is the classical Hamilton-Jacobi equation, see e.g. [4], [6]. Its solution gives
the leading order approximation to the solution of the stochastic Hamilton-Jacobi-Bellman equation.
From the physics point of view, the Hamiltonian (28) describes the dynamics of a particle of mass γ
moving on a suitable Riemannian manifold in the potential V (x) and subject to an additional velocity
dependent force2. The solutions to the remaining linear equations in the hierarchy yield sub-leading
“stochastic” corrections to the classical solution:
Γ(t, x) = exp
(
1
ε S
0(t, x) + S1(t, x)
)(
1 +O(ε)
)
. (30)
This approximation is analogous to the eikonal approximation in classical optics or the semiclassical
approximation in classical mechanics.
4 Solving the WKB hierarchy
We shall now describe the methodology for solving the WKB hierarchy (24). Since each equation
in the hierarchy is a first order PDE, the appropriate approach consists in applying the method of
characteristics, see e.g. [4] and [6].
We begin by solving the Hamilton-Jacobi equation (27). To this end, we recall that its character-
istic equations are given by:
x˙(s) = ∇pH(x(s), p(s)),
p˙(s) = −∇xH(x(s), p(s)),
z˙(s) = p(s)T∇pH(x(s), p(s))−H(x(s), p(s)),
(31)
where z(s) = S0(s, x(s)). These equations are subject to the terminal condition:
x(T ) = y ,
p(T ) = 0 ,
z(T ) = 0,
(32)
where the terminal conditions for p and z are consequences of (25) and (26).
The first two of the characteristic equations (31) are canonical Hamilton’s equations associated
with the Hamiltonian H . Classic results of the theory of ordinary differential equations, see eg. [3],
guarantee the existence and uniqueness of the solution to the above terminal value problem, at least
for T sufficiently small. Furthermore, the solution depends smoothly on the terminal value y.
2Alternatively, one can interpret it as a motion on U in a magnetic field with potential −a(x) subject to the external
potential − 1
2
a(x)TC(x)−1a(x).
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In order to analyze Hamilton’s equations, assume first that κ 6= −1. They read then:
x˙ =
1
γ
(C(x)p + a(x)),
p˙ = −∇x
( 1
2γ
pTC(x)p+
1
γ
pTa(x) + V (x)
)
,
(33)
or, explicitly,
x˙ =
1
γ
(C(x)p + a(x)),
p˙i = −
1
2γ
pT
∂C(x)
∂xi
p−
1
γ
pT
∂a(x)
∂xi
−
κ
2
a(x)T
∂C(x)−1
∂xi
a(x)− κa(x)TC(x)−1
∂a(x)
∂xi
,
(34)
for i = 1, . . . , n. In Section 6 we shall describe an efficient algorithm to solve these equations
numerically.
It is now easy to write down the solution to the Hamilton-Jacobi equation. Indeed, the integral
S0(t, x(t)) = −
∫ T
t
(
p(s)Tdx(s)−H(x(s), p(s))ds
)
= −
∫ T
t
( 1
2γ
p(s)TC(x(s))p(s) − V (x(s))
)
ds
(35)
defines the solution to the Hamilton-Jacobi equation along the characteristic x(s), p(s). In order to
find the solution S0(t, x), for each x ∈ U , we eliminate y by inverting the function y → x(t).
Specifically, we write the solution x(t) in the form
x(t) = x(t, y)
= Φt(y),
(36)
which emphasizes the dependence of the trajectory on the terminal value. We have suppressed the
terminal value for p as it is always required to be zero. Then, for each t < T is a diffeomorphism of
U . We set
S0(t, x) = S0(t, x(t,Φ−1t (x))). (37)
This is the desired solution to the Hamilton-Jacobi equation.
The second equation in (24) is an inhomogeneous linear first order partial differential equations
and it can be readily solved by means of the method of characteristics. Note that, on a characteristic
(x(s), p(s)),
x˙(s) =
1
γ
(C(x(s))a(x(s)) +∇S0(s, x(s))).
Therefore, along x(s), the equation for S1 can be written as an ordinary differential equation,
d
ds
S1(s, x(s)) +
1
2
tr
(
C(x(s))∇2S0(s, x(s)))
)
= 0, (38)
and thus its solution reads:
S1(t, x(t)) =
1
2
∫ T
t
tr
(
C(x(s))∇2S0(s, x(s))
)
ds. (39)
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In analogy with (36), we write
p(t) = p(t, y)
= Ψt(y).
(40)
Then
p(t, x) , ∇xS0(t, x)
= Ψt(Φ
−1
t (x)),
(41)
and we can write S1(t, x) as
S1(t, x) =
1
2
∫ T
t
tr
(
C(x(s))∇p(s, x(s))
)
ds. (42)
Likewise, the solution to the third equation in (24) can be written explicitly as
S2(t, x(t)) =
1
2γ
∫ T
t
(∇S1(s, x(s)))TC(x(s))∇S1(s, x(s))ds
+
1
2
∫ T
t
tr
(
C(x(s))∇2S1(s, x(s))
)
ds,
(43)
along a characteristic x(s). Note that the solution requires knowledge of S1, which in turn requires
knowledge of S0. We can continue this process to solve for Sn, with the understanding that the
complexity of the solution increases in n.
Let us now consider the case of κ = −1, which corresponds to the CARA utility function. This
turns out to be a Hamilton’s canonical equations read:
x˙(s) = 0,
p˙(s) = ∇V (x(s)),
z˙(s) = V (x(s)),
where V (x) is defined by (29). Consequently,
x(s) = y,
p(s) = −∇V (y)(T − s),
z(s) = −V (y)(T − s)
and thus the solution to the Hamilton-Jacobi equation reads
S0(t, x) = −V (x)(T − t). (44)
Furthermore, we find easily that
S1(t, x) =
1
4
tr
(
C(x)∇2V (x)
)
(T − t)2,
and
S2(t, x) =
1
24
(
tr(C(x)∇2)2
)
V (x)(T − t)3
are the solutions to the second and third equations of the WKB hierarchy, respectively.
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5 Generalized Merton portfolio models
In this section we illustrate the expansion method developed above with a class of portfolio models
that are frequently discussed in the literature. Namely, we consider a portfolio of assets whose price
dynamics are of the form:
dXi(t) = µi(Xi(t))dt+ σi(Xi(t))dBi(t),
Xi(0) = X0,
(45)
i.e. the drift µi(Xi) ∈ R and σi(Xi) ∈ R are functions of Xi only. The Brownian motions Bi(t)
above are correlated,
E[dBi(t)dBj(t)] = ρijdt. (46)
This dynamics becomes a special case of (2), if we set
B(t) = Z(t)L, (47)
where Z(t) is the standard n-dimensional Brownian motion and L is the lower triangular matrix in
the Cholesky decomposition, ρ = LTL. The model specification (45) is natural if we believe that the
return and volatility of an asset are local functions of that asset’s price only, while the dependence
between the assets is a function of the portfolio. Models of this type generalize dynamic portfolio
models introduced and studied by Merton [17], [18].
The covariance matrix and its inverse in this model are given by
Cij(x) = ρijσ
i(xi)σj(xj) ,
(C(x)−1)ij =
(ρ−1)ij
σi(xi)σj(xj)
.
(48)
Hence,
V (x) =
κ
2
µ(x)TC(x)−1µ(x), (49)
and consequently,
∂
∂xi
V (x) = κ
(dµi(xi)
dxi
− µi(xi)
d log σi(xi)
dxi
) ∑
j
(C(x)−1)ijµ
j(xj). (50)
Hence, Hamilton’s equations for this model read:
x˙i =
1
γ
(
(C(x)p)i + µ
i(xi)
)
,
p˙i = −
1
γ
pi
(d log σi(xi)
dxi
(C(x)p)i +
dµi(xi)
dxi
)
− κ
(dµi(xi)
dxi
− µi(xi)
d log σi(xi)
dxi
)
(C(x)−1µ(x))i.
(51)
These equations are subject to the terminal value conditions:
x(T ) = y,
p(T ) = 0.
(52)
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Let us consider two explicit examples: (i) a portfolio of lognormal assets, and (ii) a portfolio of
mean reverting normal assets. A special feature of these examples is that the semiclassical approxi-
mations are, in fact, the exact solutions.
Optimal control of the multivariate lognormal process. As a special case of the model above, we
consider a portfolio of n assets each of which follows the lognormal process, i.e.
µi(xi) = µix
i,
σi(xi) = σix
i,
(53)
where µi and σi are constant coefficients referred to as the return and lognormal volatility, respec-
tively. This is essentially the original Merton model.
Note that, in this model,
V (x) =
κ
2
µTC−1µ (54)
is constant. Here we have set Cij = ρijσiσj , for 1 ≤ i, j ≤ n. Hamilton’s equations read:
x˙i =
1
γ
(
(C(x)p)i + µix
i
)
,
p˙i = −
1
γ
pi
( 1
xi
(C(x)p)i + µi
)
.
(55)
Since p(T ) = 0, the second of the equations has the unique solution
pi(s) = 0. (56)
Hence,
xi(s) = yie−(µi/γ)(T−t) (57)
is the unique solution to the first equation subject to the terminal condition p(T ) = y. These are the
characteristics of the Hamilton-Jacobi equation.
This implies that
S0(t, x) =
κ
2
µTC−1µ(T − t), (58)
and
Sj(t, x) = 0, (59)
for all j ≥ 1. Consequently,
ϕ∗i =
1
AU (w)
(C(x)−1µ(x))i
=
1
AU (w)
(C−1µ)i
xj
.
(60)
The semiclassical solution is exact and it coincides with Merton’s original solution.
Optimal control of the multivariate Ornstein-Uhlenbeck process. Another tractable portfolio model
arises as follows. We consider a portfolio of n assets each of which follows the Ornstein-Uhlenbeck
process, i.e. µi(x) = λi(µ¯i − xi), and σi(xi) = σi, where λi is the speed of mean reversion of asset
i, µ¯i is its mean reversion level, and σi is its instantaneous volatility. Note that in this model V (x) is
quadratic,
V (x) =
κ
2
(µ¯− x)TΛC−1Λ(µ¯ − x), (61)
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where Λ ∈ Matn(R) is the diagonal matrix with entries λi, i = 1, . . . , n.
As a result, Hamilton’s equations can be solved in closed form. Indeed, we find that they form a
linear system:
d
dt
(
x
p
)
= A
(
x
p
)
+m, (62)
where
A =
(
−γ−1Λ γ−1C
−κΛC−1Λ γ−1Λ
)
,
m =
(
γ−1Λµ¯
κΛC−1Λµ¯
)
.
(63)
The solution to the system (62) subject to the terminal conditions p(T ) = 0 and x(T ) = y reads:
(
x(s)
p(s)
)
= e−(T−s)A
((
y
0
)
+A−1m
)
−A−1m, (64)
where the exponential denotes the matrix exponential function. These are the characteristics of the
Hamilton-Jacobi equation.
This representation allows us to explicitly construct the maps Φt and Ψt in (36) and (40), re-
spectively. Indeed, they are linear in y and, consequently, Φ−1t and Ψ−1t are linear functions as well.
As a consequence of (35), S0(t, x) is an explicitly computable quadratic function of x. Since in the
current model C is independent of x, formula (42) implies that S1(t, x) is non-zero but independent
of x. Inspection of the WKB hierarchy shows immediately that
Sj(t, x) = 0, (65)
for all j ≥ 2. Consequently, we obtain the following formula for the optimal control:
ϕ∗ =
1
AU (w)
(
C−1Λ(µ¯− x) +∇S0(t, x)
)
, (66)
with no further corrections. As in the case of the lognormal model, this semiclassical solution turns
out to be exact.
6 Numerical implementation of the solution
Interesting cases for which the Hamilton-Jacobi equation (27) admits a closed form solution are
scarce. In fact, even in the case of constant covariance matrix, (27) cannot, in general, be solved
in closed form. In this section we discuss a numerical solution method for the Hamilton-Jacobi equa-
tion, and indeed (at least in principle) the entire WKB hierarchy, that is efficient and accurate for
systems with a relatively large (/ 200) number of degrees of freedom.
Let
x(t) = Φt(y),
p(t) = Ψt(y),
(67)
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denote the solution to Hamilton’s equations (31) with terminal condition (32). Our goal is to compute
S0(t, x) and S1(t, x) for all 0 ≤ t ≤ T and x ∈ U . This amounts to an effective numerical imple-
mentation of the solutions constructed in Section 4 by means of the method of characteristics. We
proceed in the following steps.
Step 1. For a given terminal value y and each t < T , compute x(t) = Φt(y) and p(t) = Ψt(y).
Step 2. Given x ∈ U and t < T find y such that x(t) = x. This is equivalent to inverting the
function y → Φt(y).
Step 3. Given x ∈ U and t < T , compute S0(t, x).
Step 4. Given x ∈ U and t < T , compute S1(t, x).
We shall now describe these steps in detail.
Step 1. In order to construct the pair (Φt,Ψt) we use the Sto¨rmer-Verlet / leapfrog method of inte-
grating Hamilton’s equations [11], [16]. Other popular numerical methods, such as Euler’s method
or the Runge-Kutta method, tend to perform poorly when applied to a Hamiltonian system. This
can be traced to the fact that these methods do not respect the underlying symplectic structure, and,
in particular, do not preserve the volume in the phase space of the system. The leapfrog method is
an ingenious way of discretizing a Hamiltonian system, so that it defines a symplectic map. As a
additional bonus, the Sto¨rmer-Verlet / leapfrog scheme is order h2 accurate.
Specifically, we discretize the time range [t, T ],
tk = t+ kh, if k = 0, 1, . . . , N, (68)
where the time step h = (T − t)/N is chosen suitably. We replace the continuous time Hamiltonian
system (31) by a discrete time dynamical system, and let xˆk and pˆk denote the approximate values of
x(tk) and p(tk), respectively. We require that xˆk and pˆk follow the numerical scheme:
pˆk− 1
2
= pˆk +
h
2
∇xH(xˆk, pˆk− 1
2
) ,
xˆk−1 = xˆk −
h
2
(
∇pH(xˆk, pˆk− 1
2
) +∇pH(xˆk−1, pˆk− 1
2
)
)
,
pˆk−1 = pˆk− 1
2
+
h
2
∇xH(xˆk−1, pˆk− 1
2
),
(69)
where we have introduced half intervals values pˆk− 1
2
. The presence of these intermediate values of
the momentum is the crux of the leapfrog method and it assures that the scheme is symplectic. Notice
that the first and second equations in (69) are implicit in pˆk− 1
2
and xˆk−1, respectively.
Calculating the derivatives yields
pˆk− 1
2
= pˆk +
h
2γ
∇a(xˆk)pˆk− 1
2
+
h
2γ
pˆT
k− 1
2
∇C(xˆk)pˆk− 1
2
+
h
2
∇V (xˆk),
xˆk−1 = xˆk −
h
2γ
(
C(xˆk) + C(xˆk−1)
)
pˆk− 1
2
−
h
2γ
(
a(xˆk) + a(xˆk−1)
)
,
pˆk−1 = pˆk− 1
2
+
h
2γ
∇a(xˆk−1)pˆk− 1
2
+
h
2γ
pˆT
k− 1
2
∇C(xˆk−1)pˆk− 1
2
+
h
2
∇V (xˆk−1).
(70)
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This system is subject to the terminal condition:
xˆN = y,
pˆN = 0.
(71)
Note that the first two relations in (70) cannot, in general, be solved explicitly for pˆk− 1
2
and xˆk−1,
respectively, and thus they need to be solved numerically. This can be efficiently accomplished, for
example by means of Newton’s method with the initial guess pˆk− 1
2
= pˆk and xˆk−1 = xˆk. Indeed, in
practice, a few iterations of Newton’s method yield a very accurate solution.
Solving this system yields an approximate flow map Φˆt. Throughout the reminder of this sec-
tion we shall suppress the hat over x, p, etc. keeping in mind that all the quantities are numerical
approximations to the true values.
Step 2. In order to carry out the next step, we develop an algorithm for inverting the flow map
Φt : U → U defined above. From the existence theory of ordinary differential equations, x and p
depend smoothly on the terminal value y. Hence, the sensitivities ∇yΦ and∇yΨ satisfy the following
system of equations:
d
dt
∇yΦ = ∇
2
pxH ∇yΦ+∇
2
ppH ∇yΨ,
d
dt
∇yΨ = −∇
2
xxH∇yΦ−∇
2
xpH ∇yΨ,
(72)
subject to the terminal condition
∇yΦ(T, y) = I,
∇yΨ(T, y) = 0.
(73)
Equations of this type are known as variational equations, see e.g. [10].
Consider now an approximation of the variational system (72), in which the second derivatives of
H are evaluated at the constant trajectory (x(t), p(t)) = (y, 0). We thus obtain the following linear
system with constant coefficients:
F˙ = Q(y)F +R(y)G,
G˙ = −U(y)F −Q(y)G,
(74)
where the matrices Q, R, and U are given explicitly by
Q(y) = (κ+ 1)∇a(y)T,
R(y) = (κ+ 1)C(y),
U(y) = ∇2V (y).
(75)
Note that Ft(y) ≡ F (t, y) is an approximation to ∇Φt(y), the gradient of the function y → Φt(y).
This linear system can be written in a more compact form as
d
dt
(
F
G
)
= M(y)
(
F
G
)
, (76)
where
M(y) =
(
Q(y) R(y)
−U(y) −Q(y)
)
, (77)
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subject to the terminal condition (
FT (y)
GT (y)
)
=
(
I
0
)
. (78)
This problem has a unique solution, namely(
Ft(y)
Gt(y)
)
= e−(T−t)M(y)
(
I
0
)
, (79)
where, as before, the exponential denotes the matrix exponential function. This solution can readily
be implemented in computer code [9].
Now, our next goal is to solve for y the equation
Φt(y)− x = 0. (80)
To this end, we use a Newton-type method. Finding the gradient ∇Φt(y) is computationally very ex-
pensive, and it may be susceptible to numerical inaccuracies. Fortunately, for convergence purposes,
it is sufficient to approximate it with Ft(y), which we have just computed explicitly. In the Ap-
pendix we justify this procedure, by proving that it converges for T sufficiently small. The following
pseudocode implements this search algorithm:
eps← 10−13
y ← x
err ← 1.0
while(err > eps)
z ← y − Ft(y)
−1(Φt(y)− x)
err ← ‖z − y‖
y ← z
(81)
The norm ‖ · ‖ above denotes the usual Euclidean norm in Rn.
Step 3. We are now ready to compute the value of S0(t, x). In Step 3 we have found y = Φ−1t (x).
Using the algorithm explained in Step 1, we construct the discrete trajectory (xtk , ptk). We write the
integral (35) as a sum of integrals over the segments [tk, tk+1],
S0(t, x) =
N−1∑
k=0
I0tk ,tk+1 . (82)
We denote the integrand in (35) by L(x(s), p(s)), and calculate each of the subintegrals according to
Simpson’s rule:
I0a,b =
∫ b
a
L(x(s), p(s))ds
≈
1
6
(
L(x(a), p(a)) + 4L(x(m), p(m)) + L(x(b), p(b))
)
(b− a),
(83)
where m = a+b2 is the midpoint between a and b.
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Step 4. We break up the integral in (42) into the sum of integrals over [tk, tk+1],
S1(t, x) =
N−1∑
k=0
I1tk ,tk+1 . (84)
Reusing the discrete trajectory (xtk , ptk) calculated in Step 3, we compute each subintegral using
Simpson’s rule:
I1a,b =
1
2
∫ b
a
tr
(
C(x(s))∇p(s, x(s))
)
ds
≈
1
6
tr
(
C(x(a))∇p(a, x(a)) + 4C(x(m))∇p(m,x(m)) + C(x(b))∇p(b, x(b))
)
(b− a).
(85)
The first order partial derivatives in ∇p in the expression above are calculated as central finite differ-
ences:
∂
∂xj
pj(tk, x(tk)) ≈
ptk+1 − ptk−1
2(xtk+1 − xtk−1)
. (86)
A The HARA family of utility functions
We let U(v) denote a utility function, i.e. a twice differentiable concave function. Recall that the
absolute risk aversion coefficient associated with U(v) is defined by
AU (v) = −
U ′′(v)
U ′(v)
, (87)
while the relative risk aversion coefficient is given by
RU (v) = −
vU ′′(v)
U ′(v)
= vAU (v) .
(88)
In this paper we consider the following four utility functions:
(1) The hyperbolic absolute risk aversion (HARA) utility,
UHARA (v; a, b, γ) =
γ
1− γ
(
a+
b
γ
v
)1−γ
. (89)
(2) The constant relative risk aversion (CRRA) utility,
UCRRA (v; γ) =
v1−γ
1− γ
. (90)
Note that γ is the (constant) relative risk aversion coefficient associated with this utility func-
tion, RU (v) = γ.
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(3) The constant absolute risk aversion (CARA) utility,
UCARA (v; γ) = −
e−γv
γ
, (91)
Note that γ is the (constant) absolute risk aversion coefficient associated with this utility func-
tion, AU (v) = γ.
(4) The logarithmic (Bernoulli) utility,
ULOG(v) = log(v). (92)
It is well known that the HARA utility includes the CRRA, CARA, and logarithmic utility func-
tions as limit cases. Indeed,
UCRRA (v; γ) = UHARA
(
v; 0, γ−γ/(1−γ), γ
)
,
UCARA (v; γ) =
1
γ
lim
c→∞
UHARA (v; 1, γ, c) ,
ULOG(v) = lim
γ→1
UCRRA (v; γ) .
The following proposition is used in Section 2.
Proposition A.1 Let U be a twice differentiable function. The ratio
−
U ′(v)2
U ′′(v)U(v)
(93)
is a constant if and only if U is a HARA utility function. In this case, its value κ is given by
κ =


(1− γ) /γ, for the HARA and CRRA utilities,
−1, for the CARA utility,
0, for the log utility.
(94)
The proof of this proposition is a straightforward calculation and we omit it.
B Convergence of the modified Newton method
The purpose of this Appendix is to prove that the Newton-type method described in Section 6 con-
verges, at least in the case if the time horizon T is sufficiently short. Our proof uses familiar tech-
niques of numerical analysis [21] and systems of ordinary differential equations [3].
We first state the following general fact.
Proposition B.1 Let B ⊂ Rn be a compact set, and let h : B → B be a twice continuously differen-
tiable function. Assume that h has a unique simple zero y∗ ∈ B,
h(y∗) = 0,
∇h(y∗) 6= 0.
(95)
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Let F : B → Matn(R) be a continuously differentiable function such that F (y)−1 exists for all
y ∈ B, and the following two conditions are satisfied. There is a 0 < δ < 1, such that
‖I− F (y)−1∇h(y)‖ ≤ δ/2, (96)
and
‖∇
(
F (y)−1
)
h(y)‖ ≤ δ/2, (97)
for all y ∈ B. Then the map
f(y) = y − F (y)−1h(y) (98)
is a contraction of B into itself.
Proof: We verify easily that conditions (96) and (97) imply that ‖∇f(y)‖ ≤ 1 − δ, uniformly in
y ∈ B. Hence, f is a contraction.
As a consequence of this proposition and the contraction principle, the sequence
y1 = f(y0)
= y0 − F (y0)
−1h(y0),
y2 = f(y1)
= y1 − F (y1)
−1h(y1),
. . . ,
(99)
where y0 ∈ B is arbitrary, converges to y∗.
Next, we shall show that the above proposition applies to our specific situation. The sequence
(99) will furnish the modified Newton method used in Section 6.
Proposition B.2 Assume that the Hamiltonian H(x, p) is three times continuously differentiable, and
let h(y) = Φt(y)−x and F (y) = Ft(x). Then, there are a T > 0 and a compact set B ∋ y such that
conditions (96) and (97) of Proposition B.1 are satisfied.
Proof: By the general theory of ordinary differential equations (see e.g. [3]), we note first that under
our assumptions, there is a T > 0 such that Φt(y) and Ψt(y) are unique solutions of the terminal
value problem (31) - (32), and they have continuous derivatives with respect to y. Furthermore, it is
clear from (79) that Ft(y) is nonzero for all y, and
max
y∈B
‖Ft(y)
−1‖ <∞, (100)
max
y∈B
‖∇
(
Ft(y)
−1
)
‖ <∞. (101)
Now, in order to prove (96), it is sufficient to prove that given an η > 0, there is a T > 0 such that
‖F (y) −∇h(y)‖ ≤ η, (102)
for all t ≤ T . Indeed,
‖I− F (y)−1∇h(y)‖ = ‖F (y)−1(F (y)−∇h(y))‖
≤ max
y∈B
‖F (y)−1‖‖F (y) −∇h(y)‖
≤ const× η.
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In order to prove (102), we set
Dt(y) =
(
∇yΦt(y)
∇yΨt(y)
)
−
(
Ft(y)
Gt(y)
)
,
and
Nt(y) =
(
∇2xpH(Φt(y),Ψt(y)) ∇
2
xpH(Φt(y),Ψt(y))
∇2xpH(Φt(y),Ψt(y)) ∇
2
xpH(Φt(y),Ψt(y))
)
.
Then Dt(y) satisfies the following system of differential equations:
D˙t(y) = Nt(y)
(
∇yΦt(y)
∇yΨt(y)
)
−M(y)
(
Ft(y)
Gt(y)
)
= M(y)Dt(y) + Et(y),
(103)
where
Et(y) = (Nt(y)−M(y))
(
∇yΦt(y)
∇yΨt(y)
)
,
subject to the terminal condition DT (y) = I. Hence
Dt(y) =
∫ t
T
e(t−s)M(y)Es(y)ds. (104)
As a consequence
‖Dt(y)‖ ≤
∫ t
T
‖e(t−s)M(y)Es(y)‖ ds
≤ const max
t≤s≤T
‖Es(y)‖T
≤ const max
(x,p)∈B×P
‖∇3H(x, p)‖T,
where the constant is independent of T . The set P is a bounded subset of Rn which contains the
trajectory of p(t), for 0 ≤ t ≤ T . Since the maximum above is finite, we conclude that ‖Dt(y)‖ ≤
constT .
Condition (97) is a consequence of (101) and the fact that we can choose B sufficiently small so
that ‖h(y)‖ is less than any given number.
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