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Let X, be a homogeneous Markov process generated by the weak infinitesimal 
operator A. Let .% be the class of functions f such that f, f e E DA , the domain 
of A. The main resuh of this paper states that forf E &‘, f (X,) can be represented 
by a stochastic integral and other terms. If the process is generated by a second 
order differential operator (with ‘poor’ coefficients possibly) on C,,“(P) then 
the process itself can be represented as the solution of an It6 stochastic differen- 
tial equation. 
1. INTRODUCTION 
Given a Brownian motion process W on a probability space (52,9, P), 
a common method of constructing a Markov process from W is through the 
highly nontrivial transformation of W defined by the It6 stochastic equation 
X, = Xi, + s” a(X,) ds + j-” 0(X,) dws, te[tll, Tl. (1-l) 
0 0 
Under certain smoothness conditions on the coefficients a(*) and a(*), the 
solution X = (X,: t E [to , T]) is a continuous Markov process on (Sz, 9, P). 
We do not state these conditions here, but refer the reader to any of the 
excellent references [4, 5, and 71 cited at the end of this paper. 
Below we shall follow the opposite tack. Our interest will focus on those 
Markov processes, defined on a space generated by a Wiener process which 
can be represented in a form similar to (1.1). For the class of functions 
s = (f:f, f” E DA) 
it will be shown that 
f(XJ = AX,) + j-st NX,) h + L’ T(S) dW, > t>o U-2) 
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where p is a function to be specified later. If A is a second order differential 
operator on Co2, then it is obvious that Z n Co2 = D, n Co2. (Co2 = C,,z(Rd) 
is the space of real bounded functions on Rd having two continuous 
derivatives and vanishing at 03.) For more general processes, it is not always 
clear which functions are in 8. In Section 5 of this paper, we will present 
an example of a Markov process more general than a diffusion (i.e., a process 
generated by a second order differential operator with smooth coefficients) 
for which there exist nontrivial functions in A%?, and which therefore has a 
representation of the form (1.2). 
The representations (1.1) and (1.2) are convenient for further analysis of 
the process X, since the whole of the It6 stochastic calculus, including the 
differential formula, is applicable in this case. In addition, when such a 
representation exists, f(X,) can be shown to satisfy an iterated logarithm law, 
and in certain instances may be differentiable at t = t, [l]. 
In applications it is frequently important to know whether a Markov 
process X can be represented as a solution of a stochastic equation, or 
whether some functional f(X,) has such a representation. In the fields of 
stochastic control and filtering theory, a Markov process X is used to model 
the evolution of the system, and meaningful results can only be achieved 
when X is in the form of a stochastic differential equation. 
Recently there has been a lot of work done on quasidiffusions (i.e., processes 
associated with poorly behaved coefficients for the second order differential 
operator). Krylov [lo] and Tanaka [I l] have shown the existence of such 
Markov processes, while Boyarsky [2] has shown the uniqueness. Once it is 
established that the second order differential operator, no matter how poor 
the coefficients, generates a Markov process Xt , then it follows from the 
main result of this paper (see Section 4), that X, can be represented as the 
solution of a stochastic differential equation. Hence, the work of [2] when 
combined with this paper establishes the major result of [12], where it is 
proven by laborious probabilistic methods that a second order differential 
operator with poor coefficients generates a Markov process which is the 
solution of a stochastic differential equation. 
2. NOTATION AND PRELIMINARY RESULTS 
(Sz, 3, P) will be the basic probability space, and T the time parameter set. 
T can be any finite or infinite subinterval of [0, co) but it will simplify matters 
without loss of generality to take T = [0, co). Let (St, t > 0) be an 
increasing family of a-subalgebras of 9, and let X = (X, , t 3 0) be a 
continuous d-dimensional Markov process on (Sz, .9, P) adapted to 
(Ft, t 3 0) with the conservative transition function P(t, x, A). Let B denote 
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the space of all bounded measurable functions f: [w” + R. Then for fe B, 
t > 0 and h > 0 the transition function satisfies 
a.e. (2.1) 
Corresponding to the transition function P(t, x, A), there is a semigroup 
defined by 
Ptf(.) = Jhd f(Y) m -9 dY) 
forfE B. In terms of this semigroup, Eq. (2.1) has the form 
ELf(& + 4 I %I = ~hf(&) a.e. (2.2) 
We shall say that a sequence if,,} in B converges weakly to f if f,, -+ f 
pointwise and the sequence (11 fn 11, n > l} of norms is bounded [5]. (Here 11 * 11 
is the usual sup norm defined by \I f II = sup,,aa If (x)1). We shall denote by 
B. the set of all f E B such that Ptf -+ f weakly as t -+ 0. Furthermore, DA 
will be the set of all f E B such that weak-limhl, [(Phf - f)/h] exists and 
belongs to Bs . If f E D, , denote weak-lim,l, [(Phf - f)/h] = Af. Then 
A: Da + B, is a closed linear operator called the weak infinitesimal operator 
of Xi and its domain D,, is weakly dense in B, [5]. Finally, it will be advan- 
tageous to single out the class of continuous functions f E D, such that 
fs E D, . We will denote this class by S. If A is a second order differential 
operator (for example where X is a diffusion or quasidiffusion) then 
aE0 n Csz = D, n Csz. On the other hand it may be that z?’ contains no 
“interesting” functions. 
LEMMA 2.1. Suppose f, f 2 E DA . Then Af 2 - 2fAf > 0. 
Proof. For each x E Rd we have 
Af “(x) - 2f (x) Af (x) = lii [ Phf 2(x)h- f2(x) - 2f (x) Pnf (x)h- f(x) 1 
= lii 
IS 
[f TY) - f “WI WY x2 4) 
Rd h 
- 2f (x) IRd 
[f(Y) - f WI w-5 x3 dY> 
h I 
= l&J If 2(Y) - 2f (x)f (Y) + f “641 fv, *9 dY) 
Rd 
[f(Y) - f h912 fv, x9 dY) 
2 0. Q.E.D. 
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We shall need the following identity for f  E DA: 
Ptf@) = f  (xl + lt PuAf (4 du, XER~, t 2 0. 
The proof may be found in Dynkin [S, Eq. 1.491. 
PROPOSITION 2.2. Let f  E D, be continuous and define 
Mt = f  Vt) - f  (XJ - s” Af KJ du> t 3 0. 
0 
Then Pt , t & t > 0) is a continuous square integrable martingale. 
Proof. f  and Af are both bounded and it follows from this that 
EMt2 < + co for each t > 0. &It is obviously Ft-measurable and continuous 
in t. To verify the martingale property, it suffices to observe that 
E [f (Xt) - f  GG> - 6 Af KJ du I e] 
= E[f (Xt) I 61- f  W,) - E [,,’ Af KJ du I Z] 
ZZZ 
E[f(Xt) I &I - f  (-K) - s” E[AfKJ I -%I du 
= Pt-sf W - f  (X,1 - j-” Pi-.4f G=J du 
.3 
= 0 a.e., 
according to Dynkin’s formula (2.3). Q.E.D. 
3. REPRFSENTATION OF FUNCTIONS OF A MARKOV PROCESS 
In Proposition 2.2 we showed that if f  E D, is continuous, then 
Mt = f  (4) - f  (Xo) - 1; Af GQ ds (3.1) 
is a continuous square integrable martingale with respect to (St, t > 0). 
According to Meyer [9], there is a unique continuous natural increasing 
process ((M)t, t > 0) such that Mt2 - (M), , t > 0, is a martingale with 
respect to (St, t > 0). We begin this section by determining the identity 
of <M). 
THEOREM 3.1. Letf E S’. Let M be the martingale dejined by Eq. (3.1). Then 
PO, = j-” [Af “&> - 2f FJ Af (-%)I 4 t > 0. 
0 
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Proof. Set Z$ = f (X,) - Ji Af (X,) ds. Then M is also a martingale and 
(M) = (M). It will therefore suffice to show that 
Yt = m - s t [-4f Y&) - 2f (W Af (-u ds 0 
is a martingale. But 
Yt = f Y-a - 2f GG) it Af (X8) ffs + (jot Af (XJ gz 
- j’ Af Y-G) ds + 2 /tf W’J Af (-G> ds 
0 0 
and f 2(X,) - si Af “(X8) ds is a martingale. Also, since 
we only have to show that 
is a martingale. We have 
- f cxt+h> Lt+’ Af tx8) dS - f txt+h) jot Af tx8) ds 
+ f (Xt) Jot Af F-J ds + Jt+‘lf (XJ Af (W A. 
= Stlfh Af (X,) Is,’ Af GG) dj ds - [Iot Af (-G) A/ Wt+h - N> 
t+h 
- 
I I M t+h t 
- M, + j-‘” Af (X,) dul Af (X,) ds. 
8 
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Now it is easily shown that 
so in order to show that E[Z,+, - 2, 1 St] = 0 it suffices to observe that 
= E [I”” Af(X,) /I’+’ Af(X,) dul ds I&]. Q.E.D. 
t s 
Now let us assume the existence of an n-dimensional Brownian motion 
process W = (W, , t 3 0) on (52, S, P) such that Ft = u( W, , 0 < s < t). 
By a result of Kunita and Watanabe [S, p. 2271, for each continuous function 
f E Da , the martingale 
Mt = f (Xt) - f PG) - ,d Af (-%) ds 
has the representation 
in terms of It8 stochastic integrals with respect to the components Wk of the 
Brownian motion W. The vk , k = 1, 2 ,..., n are nonanticipating with respect 
to W, satisfy CL1 E Ji a,a(s) ds = EMt2, t 3 0, and depend on the functionf. 
Also, W>t = c;z, &~k~(~) ds. H ence, if f E .x?, we have the representation 
f(q) = f (x0) + lt Af (X,) ds + $,/ot TJ&) dwgk, t 2 0 (3.4) 
with 
:c, .( pk2(s) ds = Lt LAf ‘6%) - 2f (x,) Af (X,)] ds, t > 0. 
This latter identity holds for all t > 0, by way of Theorem 3.1. It follows that 
a.e. P) (3.5) 
for each s > 0. Equation (3.4) is the main result of this paper. 
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4. QUASIDIFFLJSIONS 
Now let us suppose that the infinitesimal operator A of the continuous 
process X is a second order differential operator D on C,Z n B, , of the form 
Df(x) = i q(x) F + ; c”c b,,(x) a2f(x> , 
ax, ax, 
XEW. 
i=l t,3=1 
In other words, we assume that if f is bounded and twice continuously 
differentiable, then f E DA and Af = Df. From the form of D, it is obvious 
that &? n Csz = DA n C,,z. Now if we know that the coefficients ai , b, , 
i,j= 1 ,. . ., d, are such that D generates a unique Markov process, in the sense 
that D generates a unique transition operator [2], then we have the following 
result. 
THEOREM 4.1. The Markov process Xgenerated by the dzj%rentialgenerator 
D has the representation 
Xt = Xo + lot 4%) ds + Iot #(s) dws, t 3 0, 
where the nonanticipating matrix-valued function #(s, w) satisfies #(s) #T(~) = 
b(X,) a.e. (P) for each s > 0. 
Proof. Fix r > 0 and let ST be the open sphere in Rd with radius r and 
centre zero. Define the stopping time m, = inf(t > 0 1 X, $ S,). If f is twice 
continuously differentiable on P, then there is a twice continuously bounded 
differentiable functionjon Rd such that f =; Jon S, . Also notice that because 
X is continuous and X,, is finite valued, then mr t co as r t co. 
Considering the function d,(x) = xf , according to the representation (3.4), 
we can write 
&xt, = &Xo> + j-’ A&(X,) ds + i 1’ Q(s) dW,n, t>o (4.1) 
0 k=l 0 
where a’(*, *) = (6Tk(*, *)) is a nonanticipating d x n matrix-valued function. 
Repeating with the function d,(x) = X~Z, , we have 
dij(Xt) = J<j(Xo) + Jot AJsj(XJ ds + k$l ot T[‘(s) dWs (4.2) 
for some n-vector valued nonanticipating function +J( ., *). 
270 ANDERSON AND BOYARSKY 
Applying I&s differential formula [5, Vol. I, p. 2221 to Eq. (4.1), we have 
44) a,(&> = 4(X0) 4x0, 
+ k$l f C&xJ &its) + &WJ ~%s)l dW,k> (4.3) 
where W)(*, *) = W(-, *)[W(*, *)I’ (T denotes transpose). For t E [0, rnd, 
we have 
a,<x,> = x,i 
Equations (4.1), (4.2), and (4.3) can be rewritten for t E [0, m,,] as 
X,” = X,i + lot a,(X,) ds + k$l Iot S;?(s) dW,k, 
x:x2 = x,ix,i + I t {U&X,) X,i + q(X,) X,i + 4,(x,)> ds 0 
+ k$l t d?W dW,k, 
(4.4) 
(4.5) 
X,‘Xt’ = X:X; + j” {ai X,’ + u,(X,) X; + 6$)(s)} ds 
0 
+ k$l it {X;S$(s) + X$$(s)} dWSk. (4.6) 
Comparing Eqs. (4.5) and (4.6), we see that for t E [0, mJ, 
s’ {@j(s) - bi3(XJ} ds = i 1” {Xs’S$(s) + X;@(s) - T&‘+(S)} dW,S. 
0 k=l 0 
Now define the nonanticipating function 
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and observe that 
#(s, w) ty(s, w) = g::;; ;$ 
Using Eqs. (4.4) and (4.7) we then obtain 
X2 = Xoi + I” ai ds + k$l I,” $ik(S) dwsk, t > 0. 
0 
It follows from the first of these two equations that 
Xt = Xo + s” 4%) d-s + jot W dJ% t > 0 a.e. (P) 
0 
and from the latter that I,!+) #r(s) = b(X,) a.e. (P) for each s > 0. Q.E.D. 
Of course in the one dimensional case, n = d = 1, we have 
(KS))” = b(X,) a.e. (P) for each s 2 0 
and so the process X has the representation 
X, = X0 + 1’ a(X,) ds + j-’ (b(X,))1’2 dWs, t 2 0. 
0 0 
5. REPRESENTATION OF A FUNCTION OF A ~~ONDIFFIJSION PROCESS 
We conclude this article by giving an example of a Markov process, with 
infinitesimal operator A, which is not a difIussion and for which there exists 
a nontrivial function f such that the representation (3.4) is valid, i.e., f, f 2 E DA. 
Let I = [r. , rr] be a bounded interval in R. Let m(dx) be any measure on 
AY(I), the Bore1 field on 1, such that 0 < m(J) < co for all open intervals J 
with JC int(1). Then it is shown in [3, Theorem 16.561 that there exists a 
continuous Feller process X(t) on natural scale with speed measure m(dx), and 
X(t) = XOW))~ (5-l) 
where T(t) is the solution of 
l(r) = s, L*(r, Y) 4dy) = t, (5.2) 
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and L*(Y, y) is the local time of X,,(t), a Brownian motion with reflecting 
boundaries. 
Let C(I) be the space of continuous functions on 1. It is well known that 
there is a one-to-one correspondence between Feller transition functions and 
contractive semigroups on C(1). H ence, if an infinitesimal operator A 
generates a contractive semigroup, it can be uniquely associated with a Feller 
process. Let us now introduce the linear operator 
A = (d/dm)(d/dx) (5.3) 
on C(I). A functionf E C(1) belongs to D, if (Af)(x) exists for x E (Y,, , YJ and 
is continuous there, and (Af)(r,J, (Af)(r,) exist. It can be shown that A 
defined by (5.3) generates a contractive semigroup. 
In [3, Chap. 16, Sect. 121 it is shown that of all the Feller processes, the 
diffusion processes are those such that m(dx) = V(x) dx and V(x) is 
continuous and positive on I. Below, we shall exhibit an m such 
m(dx) = V(x) dx, but V( x is not continuous on I. Therefore, the Feller ) 
process generated by m through (5.3) is not a diffusion. For this process, 
we shall also exhibit anfE C(I) such thatf, fz E D, . 
Now let I = [-1, 11, and let m(dx) satisfy the following conditions on I: 
(i) m(-1) = 0, 
(ii) m is strictly increasing and continuous, 
(iii) m is continuously differentiable on I except at 0, and m’(O+), m’(O-) 
both exist, 
(iv) m’(x) > Y > 0 for all x E I, including m’(O+), m’(0). 
To ensure that the Feller process X(t) with speed measure m is measurable 
with respect to Brownian motion, we need the added assumption that v can be 
made sufficiently large. For then, by (5.2), since L*(Y, y) is a nonnegative 
function, choosing v large enough ensures that T(t) < t for t > 0. Hence 
X(t) = -J&,(W)) E 4&(t)), th e u-field generated by X0(t). Since X0(t) is a 
measurable function of an unrestricted Brownian (z(t), a,), we have 
X(t) E i%‘t , t > 0. 
There certainly exist measures m(dx) satisfying the above conditions. We 
now want to exhibit a functionfe C(I) such thatf,f2 E D, , A = (d/dm)(d/dx), 
m as described above. First we need: 
LEMMA 5.1. Let m be as above. Let f be t&e continuously d@krentiable on I. 
Iff’(0) = 0, then f” E D, . 
Proof. Let x E I, x # 0. 
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Then 
=2l& 
[f(x) + hf’(x) + ;rcn] [f’(x) + Wb)l - w9f’W 
hm’(x) , + 
by Taylor’s Formula, where 4, 7 E [x, x + h]. At x = 0, we arbitrarily choose 
m’(0) = m’(O+). Proceeding, we get 
Af2(x) = 2 \% 
h[f’(x)l” + ;f”Of’(x) + W-“(df’(x) + **- 
hm’(x) 
=2lj5 
[f’(x)12 + ;f”(S)fB) + *** 
* m’(x) 
= [2f’(X)12 
m’(x) ’ 
since f’, f” are bounded on I. Now (Af “)(x) exists everywhere on 1. It is also 
continuous everywhere on I except perhaps 0. But f ‘(0) = 0, which smoothes 
out the discontinuity of m’(x) at x = 0. Hence Af 2 E C(I). Q.E.D. 
To exhibit a function f E C(I) such thatf, f 2 E DA , Lemma 5.1 implies that 
it is sufficient forf E DA to have the property that f ‘(0) = 0. Take f (x) = x4/4. 
Then f ‘(x) = Xs and f ‘(0) = 0. It only remains to show that f (x) E D, . 
= lim 3x2h + 3xh2 + h3 3x2 
h+O hm’(x) =nz’o’ 
which is continuous everywhere on I, since Af (x) = 0 at the only point of 
discontinuity of m’(x). 
For a further example, consider 
f(x) = x7/7. 
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Thenf’(x) = 9, and 
which is a continuous function on I, since (d/4) E DA and Em,,,, [(~+h)~ + x”] 
is continuous on I. We can build up other examples in a similar manner. 
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