Abstract. The boolean hypercube is a particularly versatile network for parallel computing.
1. The mapping of tree nodes to hypercube nodes is one-to-one (i.e., the maxload of the embedding is one). 2. Each tree edge is mapped onto a hypercube path of length O(1) (i.e., the dilation of the embedding is constant). The dilation of an embedding is a lower bound on communication delay, measured by the number of links a message must traverse.
3. Each hypercube edge is used to route only O(1) tree edges (i.e., the congestion of the embedding is constant). Congestion bounds message-throughput rates, and thereby communication delay and queue sizes for holding messages in transit.
4. Only O(1) tree edges are routed through each hypercube node (i.e., the nodecongestion of the embedding is constant). Node-congestion bounds the total queue-size required at each node to hold messages in transit.
In other words, every tree can be embedded into a hypercube with expansion 1, and every other resource bounded by a constant. The embedding uses a divideand-conquer approach involving multicolor separator theorems for binary trees, and is reminiscent of earlier work [8] 3 5 grid is a subgraph of the 32-node hypercube, but it is not a subgraph of the 16-node hypercube. However, Chan [11] has recently shown that every n n2 grid can be embedded in a [log nn2-dimensional hypercube with dilation no more than 2, and has further shown that the n nk grid can be embedded one-to-one in the [lognln2 ...nk-dimensional hypercube with dilation O(k) [12] .
The (N-1)-node complete binary tree is not a subgraph of the N-node hypercube, 2 although it can be embedded with dilation 2 since the N-node two-rooted complete binary tree (see Fig. 1 ) is a subgraph of the N-node hypercube [7] , [18] . As a consequence, the (N-1)-node complete binary tree is a subgraph of the 2N-node hypercube Even more complex and computationally powerful structures can be efficiently embedded within the hypercube. For example:
1. Leighton [22] showed that meshes of two-rooted trees are subgraphs of the hypercube; and Efe [13] showed that the mesh-of-trees is a subgraph of the hypercube;
In this paper all logarithms are base 2. Both the tree and the hypercube are bipartite graphs. While the bipartite node sets for the hypercube are equal in size, they differ by a factor of 2 in the complete binary tree. 2. Stout [28] showed that pyramid graphs can be embedded with dilation 2 and minimal expansion in the hypercube. [5] when the node-congestion was not known to be O(1). Our earlier communication [5] has since led to developments along a number of different directions, some of which we mention below.
Building on an earlier version [5] , Monien and Sudborough [27] [29] showed that every N-node binary tree is a subgraph of the hypercube with O(N log N) nodes. It is not known if every binary tree is a subgraph of an O(N)-node hypercube. Mayr [26] examined parallel algorithms which efficiently compute our embeddings.
The techniques in this paper were extended to embeddings within the butterfly, and related, networks. For example, the N-node complete binary tree can be embedded with constant expansion and dilation within the butterfly network [4] and, as a consequence of results in this paper, every N-node binary tree can be embedded one-to-one with constant expansion and O(log log N) dilation and congestion within the butterfly network.
In [6] the authors applied the techniques used in this paper to construct a boundeddegree N-node graph that contains all N-node binary trees as spanning subgraphs. [25] within hypercubes must have dilation Q(log N), the worst possible. One property of the family of expander graphs is that the removal of any m nodes from an N-node expander graph, m <_ N/2, requires that at least cm edges be cut, where c > 0 is a constant independent of N. PROPOSITION 4.1. Every constant-expansion, one-to-one embedding of the family of expander graphs into the family of hypercubes requires dilation Q(log N).
Proof. In fact, we will prove that the average dilation grows as Q(log N [8] , [9] and for constructing universal graphs for trees [6] . In particular, we will use a minor variant of the decomposition lemma from [6] . As mentioned in [8] , the decomposition can be obtained in time polynomial in the size of T.
We begin with the notion of k-color bisectors. Suppose that every node of a graph G is colored with one of k colors. Further, let S be a set of nodes of G whose removal partitions the remaining nodes into two equal (to within one) subsets, both containing equal (again, to within one) numbers of nodes of each color, and such that there is no edge in G connecting a node from one subset to the other. Such a set S is called a k-color bisector of (.3 Finally, we note that every N-node binary forest has a k-color bisector of size less than k log N [8] , [9] .
The following lemma is fundamental to our result. In what follows, the depth of a node in a tree is defined to be the distance from the root to that node; the root is at depth 0. In an N-node complete binary tree, a node at depth d is said to be at level log N-d; leaves are at level 1. LEMMA 5. l. Every N-node binary tree T can be mapped (many-one) to the level-(log N-1) complete binary tree C so that (a) exactly 6 log (N/2) / 18 nodes of T are mapped onto a node of C at depth t < log N-7, and at most 60 nodes of T are mapped to any node at depth t log N-7, and no nodes of T are mapped at greater depth, and (b) any two nodes adjacent in T are mapped to nodes at most distance 3 apart in C. Furthermore, for every node of C, the numbers of nodes of T embedded within its two subtrees differ by at most 1.
Remark. Lemma 5.1 is almost identical to Lemma 1 in [6] ; the main difference being that the "exactly" in condition (a) above is replaced by "at most" in [6] . The proof remains almost identical, with the difference that whenever the proof in [6] uses bisectors of smaller size than stated in condition (a), we invoke the previous footnote to extend the bisector to the required size. By counting the number of nodes of T mapped at different depths, one can show that nodes of C at depths 0 through log N-8 are filled exactly as required, and at depth (log N-7) each remaining subgraph has less than 60 nodes. The details are straightforward and are left to the reader.
For our purposes we will need to modify the above embedding slightly. Suppose that each node of C at level (depth log N-1 -i) has maximum capacity i; i.e., at most nodes of T can be placed at a level-/node of C. The number of nodes of T placed at nodes of depth log N-8 or less of C by Lemma 5.1 exceeds their capacity. In contrast, nodes at depth log N-7 and greater in C are assigned fewer nodes of T than their capacity allows. The following lemma states that we can perturb the mapping of T slightly so that capacity constraints are satisfied at every node of C, and without greatly increasing the distances between nodes adjacent in T. LEMMA 5.2. Every N-node binary tree T can be mapped (many-one) to the level-(log N-1) complete binary tree C so that (a) at most nodes of T are mapped onto a level-i node of C, and (b) any two nodes u and v that are adjacent in T are mapped to nodes U and V in C whose least common ancestor is at most distance 8 from each of U and V.
Proof sketch. Given the embedding of Lemma 5.1, at each node of C make an ordered list of the nodes of T that are embedded there. Starting with the root, we "push" excess nodes of T down to lower levels as follows: when a node b is ready for "pushing," we fill b to capacity with the appropriate number of the "leftmost" vertices in the ordered list of nodes currently at b. The remaining nodes on the list are divided into two equal (to within 1) sublists and appended at the left end of the ordered lists for the children, b0 and bl, of b. The nodes b0 and bl are now ready to be "pushed."
To establish that the above procedure maps every node of T within C (i.e., that no nodes of T are pushed out of C), we show inductively that the total number of nodes of T assigned to the subtree rooted at any node of C cannot exceed the total capacity of the subtree. Initially, this is true at the root. Suppose this is true at node b when it is ready to be pushed. We claim that after b has been pushed, the inductive hypothesis holds at each of the subtrees rooted at b0 and bl. Before b is pushed, the number of nodes of T mapped in the subtrees rooted at b0 and bl are equal (to within one). Furthermore, equal (to within one) numbers of nodes are pushed onto b0 and b when b is pushed. The result is that the total numbers of nodes of T within the two subtrees remains equal (to within one) after b has been pushed. Therefore, if the capacity of either b0 or bl is violated after b is pushed, it must be the case that the capacity of b was violated before b was pushed; this contradicts the inductive FIa. 2. The thistle tree T5.
hypothesis.
For the second part of Lemma 5.2 we need to bound how far the push procedure can force a node of T to ripple down the tree. This is a simple calculation; the result is that the number of nodes assigned by Lemma 5.1 to depth at most g in C is less than the total capacity of nodes with depth at most g + 5. This means that a node of T will be reassigned to a node of C with depth at most 5 greater than by Lemma 5. This embedding scales to larger trees. In general, the ith leftmost node at level k (k _> 1, i _> 0) has inorder number i2 k / 2 k-1 1; its left child (the 2ith node at level k-1) has inorder number i2 k / 2 k-2 1; and its right child has inorder number We associate with each node u in the complete binary tree a path, T(U), the trace of u, which starts at the left child of u and follows the rightmost path down the tree to a leaf. It is easily seen that every node w of the tree (except along the rightmost path from the root) lies in the trace of exactly one other node u. If a node w lies in T(u), then we call u the source of node w.
The inorder numbering of a complete binary tree C of 2 n 1 nodes also has the following useful properties which can be verified in a straightforward manner.
1. The descendants of an internal node u that lie g levels below u occupy an l-dimensional subcube. The descendants that lie no more than / levels below u reside in an (g + 1)-dimensional subcube.
2. For every i, each node u at level is adjacent in the hypercube to source(u) along an edge in dimension i. Therefore, the nodes in T(u) are adjacent to u along dimensions i-1, i-2,..., 1. 3. If S is the set of descendants of u that lie at most distance m away from u, and if u is at level i of C, then the set of nodes at level j (j < i) which are in the trace of nodes in S lie within an (m / 1)-dimensional subcube. As j varies, these subcubes are disjoint but are defined by the same set of rn -+-1 dimensions for all j.
6.2. Embedding the thistle tree. We embed a height-h thistle tree into a height-h complete binary tree as follows: embed the central node of each thistle onto its counterpart in the complete binary tree, and embed the i-1 thistles connected to a central node u at height i one-to-one onto the i-1 nodes in the trace T(u).
The properties of the inorder embedding mentioned in the previous section induce an embedding of the height-h thistle tree into a 2h+l-node hypercube with dilation 2, max-load 2, and expansion 1/2. Of the two thistle-tree nodes mapped to one hypercube node, one is a central node and the other a thistle. We obtain a one-to-one embedding by first constructing a 2h+2-node hypercube by taking two cubes of half the size. The entire thistle tree lies in one of the half-size cubes. We project each thistle node over to the corresponding empty hypercube node across the matching that connects the two half-size cubes to obtain an embedding with dilation 2, expansion 1, and max-load 1.
For convenience, we fix the following notation. Let 
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We now proceed with the proof of Theorem 6.1. In the embedding c, nodes u and v adjacent in T are mapped to nodes (u) and a(v) whose central nodes are X((u)) and X((v)). The images (X((u))) and (X(c(v))) lie within a ninedimensional subcube. How far apart can the images (u) and (v) be? In the worst case, (u) (c(u)) and (v) ,(c(v)) can be distance 1 away from and -y(X((v))), respectively, so the distance between (u) and (v) can be no greater than 11.
We have to find an assignment of paths within the hypercube to tree edges such that both node-and edge-congestion in the hypercube are O(1). In the general case, suppose that we have to route tree edge (u, v) Further, suppose that /3((u)) and/(c(v)) are at levels and gv of the complete binary tree, respectively, so that (u) and U differ in dimension g, and (v) and Y differ in dimension gv. Assume that < g (the case when they are equal is covered as a simpler subcase). 4 The naive way (Fig. 4) to route edge (u, v) is to follow dimension g from (u) to U, follow images of thistle-tree edges (within a nine-dimensional subcube) to V, and finally follow dimension v to reach (v). The problem with this scheme is that the congestion along images of thistle-tree edges can be as large as (log N).
We can make both node-and edge-congestion O(1) by traversing the dimensions in a different order, in three stages. As indicated in Fig. 5 Finally, when the size N of the tree lies between 2 k+l k 2 and 2k/l, we first remove N-2 k/l -k + 2 nodes, and embed the subtree of 2 k/l k-2 nodes. Next, we use the fact [15] that within an m-dimensional hypercube m node-disjoint paths can be found to connect any m source nodes to any m sinks. By creating a sink which is vacant and sources wherever one of the removed nodes must be embedded, k + 1 additional nodes can be embedded by percolating nodes along the flow paths. This increases dilation, node-, and edge-congestion by O(1). The last node can be inserted similarly, and the overall dilation, node-, nd edge-congestion remain O(1).
[:]
7. Extensions and conclusions. This paper gives simulations of tree structures in the hypercube. The decomposition lemma (Lemma 5.2) for binary trees also provides optimal embeddings of binary trees within other networks. For example, we can show that every N-node binary tree can be embedded within an N-node complete binary tree with expansion 1 and dilation O(loglog N). By embedding a complete binary tree within the shuffle-exchange graph with expansion 1 and dilation 2, we obtain O(log log N) dilation for arbitrary trees embedded within the shuffle-exchange graph. We have not yet determined whether or not these bounds are optimal to within constant factors.
All of our results on embeddings within the hypercube extend to arbitrary graphs of bounded degree with O(1) separators. While our simulations are optimal to within constant factors, there is much room for reducing the overhead in expansion and dilation further. It would be satisfying to discover simpler ways to embed binary trees in the hypercube. For example, we do not know of any specific binary tree that cannot be embedded in the hypercube either with expansion 1 and dilation 2 or with expansion 2 and dilation 1.
