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Abstract. Trust is a crucial component for successful transactions regardless of whether they 
are executed in physical or virtual spaces. Blockchain technology is often discussed in the 
context of trust and referred to as a trust-free, trustless, or trustworthy technology. However, 
the question of how the trustworthiness of blockchain platforms should be demonstrated and 
proven to end users still remains open. While there may be some genuine trust in the block-
chain technology itself, on an application level trust in an IT artifact needs to be established. 
In this study, we examine how trust-supporting design elements may be implemented to fos-
ter an end user’s trust in a blockchain platform. We follow the design science paradigm and 
suggest a practically useful set of design elements that can help designers of blockchain plat-
forms to build more trustworthy systems. 
1. Introduction 
Trust is a crucial component for successful transactions regardless of whether they are exe-
cuted in physical or virtual spaces (e.g., online marketplaces) [1]. Blockchain technology is 
often discussed in the context of trust (which is claimed to be its main benefit [2]) and re-
ferred to as a trust-free, trustless (meaning that it eliminates need for trust between transact-
ing parties), or trustworthy (meaning that it can be trusted because of its design) technology 
[3–6]. In recent years, it has attracted much attention from academics and practitioners. More 
and more blockchain implementations have emerged spanning different areas – from widely-
spread cryptocurrencies [2] to rarer blockchain-based land registries [7] – to solve various 
real-world problems in which the presence of trust plays a crucial role.  
This is the authors’ version of the article. The printed journal version can be accessed at:  
https://ieeexplore.ieee.org/document/9199099/ 
 
Trust brought by blockchain technology is achieved by the transparent and immutable proce-
dure of creating and storing transactions in a ledger [8]. However, the question of how the 
trustworthiness of blockchain platforms should be demonstrated and proven to end users still 
remains open [8]. While there are a growing number of research articles that address the tech-
nical design of blockchain systems (focusing on system architecture) or the fit of the technol-
ogy in specific cases, there are only a few that focus on the user’s perspective [9], which is 
essential when establishing the promised trust. 
Certain factors hinder the end user’s formation of trust in blockchain-based platforms, and 
therewith mitigate the benefits the technology may offer and hold back its acceptance and us-
age [10–13]. Amongst others, these factors include lack of experience with the technology 
and lack of understanding of how blockchain systems function, privacy concerns and liability 
issues [8, 10, 11]. In contrast to existing platforms where a user trusts one service provider, 
blockchain systems require trust in the whole community of users (in case of public block-
chains) or in several service providers simultaneously (in case of consortium blockchains). 
Furthermore, there is no ‘one-size-fits-all’ blockchain technology: different design decisions 
[14] influence implementation of blockchain-based platforms and their final outcomes (e.g., 
usefulness for end users and ability to solve the addressed problems). This variety of possible 
‘configurations’ calls for more careful investigation of design alternatives and their appropri-
ateness. To leverage the benefits the technology offers and to foster its acceptance, these 
challenges must be overcome. While there may be some genuine trust in the blockchain tech-
nology itself, on an application level trust in an IT artifact needs to be established. To do this, 
trust-supporting design elements (TSDEs) can be implemented. These TSDEs represent sin-
gle features or groups of features that positively influence the trust of an end user in an IT ar-
tifact [15]. In general, TSDEs are useful for trust building regardless of technologies because 
of their purpose of trust support. However, to achieve their promise, the appropriateness of 
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particular TSDEs can be studied for particular technologies and types of applications. In this 
study, we take an exploratory approach and, using the example of a specific blockchain plat-
form called “cardossier” (which we describe later in a corresponding section), examine which 
of trust-supporting design elements may be implemented to foster an end user’s trust in a 
blockchain platform [13, 16]. Thus, we state the following research question: RQ. What trust-
supporting design elements foster trust of an end user in a blockchain platform?  
More specifically, we focus on the problem of the end user’s lack of understanding of a 
blockchain platform (for example, about its purpose, functionality, etc.), which hinders the 
formation of trust [8, 10]. The study follows the design science paradigm and aims to suggest 
a practically useful set of design elements that can help designers of blockchain platforms to 
build more trustworthy systems. It is important to note that: 1) the research is initiated as a 
result of a problem which was observed in practice and in recent studies briefly covered by 
the literature; 2) the research is carried out as part of a larger blockchain design project, 
where researchers are involved in design activities, specification of requirements, and actual 
implementation of the system; and 3) the research does not aim to find completely new 
TSDEs, but to integrate pre-existing knowledge in the context of blockchain platforms and 
observe if such knowledge is useful to address the problem of the end users’ lack of under-
standing. 
The remainder of the paper is structured as follows: In the next section, we investigate the ex-
isting body of knowledge about trust in blockchain platforms with the focus on a user’s per-
spective. Then, in the Cardossier section, we present the project and the blockchain platform 
that is our target for trust support. In the section Research Method we describe the process 
used in this research, followed by Initial Requirements, Solution Objectives and Solution 
Components. In the Design and Implementation section we describe the proposed TSDEs for 
the blockchain platform. This section is followed by Evaluation, where we present the results 
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of feedback from end users, we collected. Finally, we discuss the results of this study and 
draw conclusions. 
2. Related work 
Trust in IT artifacts 
Despite its importance, it is not easy to conceptualize trust, and there is no commonly ac-
cepted definition of it. One possible definition that reflects converging understanding is that 
trust refers to two components: 1) “positive expectations regarding the other party in a risky 
situation” [17], and 2) willingness to be vulnerable [18]. Other definitions mention the pres-
ence of uncertainty and risk, under which trust occurs. Trust plays an important role in differ-
ent contexts: interpersonal relationships, organizational behaviors, conflict management, and 
business transactions [19–23]. By its nature, trust is inter-personal. However, the concept of 
trust has been expanded to IT artifacts and in recent years has been gaining importance in IS 
and HCI research. Scholars explore trust in IT artifacts (e.g., how it is established, how it 
changes over time, what factors influence it, what design implications we may derive to build 
up trust in systems, etc.) as it is of crucial importance for the acceptance and adoption of IS 
[24]. An IT artifact can play two roles in trust relationships: 1) the role of mediator between 
two humans, a trustor and a trustee, or 2) the role of a trustee, if the IT artifact is trusted in by 
the end user [25]. In this study, we explore the latter in order to come up with design ideas to 
establish the end user’s initial trust in a blockchain platform by making it easier to under-
stand. However, we acknowledge the importance of further research into how blockchain 
platforms change the way we trust other humans and institutions. 
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In the role of trustee, an IT artifact should directly build trust1. Antecedents of trust, explored 
in IS and HCI literature, can be used to inform trust-supporting design elements in infor-
mation systems [25]. Understandability of how an information system works, transparency 
over how the output of a system was achieved, information accuracy, reliability of a system 
as well as explicit communication about system’s activities are important antecedents of trust 
in an IT system [26, 27] to resolve issues associated with lack of knowledge, experience or 
understanding of a used system. These antecedents of trust lead us in our design of TSDEs in 
order to support trust formation in a blockchain platform. 
Trust literature suggests that technology can transmit signals of trustworthiness as effectively 
as humans do [28]. Signals can help the trustor form expectations of trustee’s behavior. They 
play an especially important role in first-time or one-time interactions, in which the trustor 
does not have any previous experience of the trustee or may have made inaccurate assump-
tions about them [28]. However, the presence of trust signals in the design of a system is not, 
in itself, enough to result in high levels of its perceived trustworthiness: their reliability and 
cost structure must be taken into account [28]. Good signals are considered to be easy and 
cheap to provide for trustworthy players and difficult and costly for untrustworthy ones [28]. 
Traditionally, trust signals in e-commerce and website design include reviews from previous 
customers, trust seals, references, and many more, widely known from the marketing litera-
ture. In our study, we use the concept of signaling trustworthiness to design the TSDEs for 
our blockchain platform. 
 
1 With this argument, we follow the cited HCI and IS literature. However, we acknowledge that trust in an IT artifact 
emerges from trust in the institutions and persons behind the artifact. Indeed, we see later that ‘brands’ are important 
trust-supporting elements. As this does not change the basic design insights of this paper, we stay with the more simplis-
tic HCI and IS literature. 
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Trust in blockchain technology 
The discussion around the concept of trust in the context of blockchain technology has begun 
in design science research, HCI, and information systems in the past couple of years [6]. As 
the main benefit of the technology is claimed to be trust [2], there is a need to understand if 
and how trust relationships differ from existing concepts, and how this difference changes the 
design of systems. However, as the trust literature suggests [25], it is important to differenti-
ate between trust mediated by technology (for example, transferring bitcoins from one indi-
vidual to another without relying on a bank) and trust in the capabilities of the technology to 
fulfil its purpose (for example, trust of a bitcoin owner in the bitcoin network). The latter is a 
prerequisite for blockchain technology usage and adoption [2], and should be in place to ena-
ble trust between transacting parties mediated by technology [29]. Thus, in our study, we fo-
cus on how trust in blockchain technology may be established. 
Earlier studies suggest that blockchain may be a solution when establishing trust in cases 
where data integrity is an issue in records management, given that proper security architec-
ture and infrastructure management should be in place [3, 8, 30]. However, the establishment 
of trust by blockchain technology is affected by certain limitations. For example, there is no 
guarantee that the stored data is reliable [30], and there should be additional mechanisms for 
data quality management [31]. In general, blockchain, as an infrastructure alone, does not 
suffice to instill trust in an end user: this should be established at an application level [32]. 
For this, certain design features, like an assessment of stored information or visibility of par-
ties that provide this information, should be in place and adjusted to the certain business 
needs of an implemented platform [32]. 
Furthermore, trust in blockchain is hindered by a lack of technical understanding and experi-
ence [6, 10]. These factors, combined with the complexity of the technology and the potential 
for monetary losses due to them, cause feelings of insecurity and uncertainty among users, 
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which then lead to difficulties in building up trust in the technology [10]. Some studies con-
sider this factor to be the most significant barrier to the adoption of blockchain technology 
[33]. Though it is probably too early to properly research the adoption of the technology and 
its applications due to their immaturity and experimental character, we nevertheless 
acknowledge the existing need for additional trust support in blockchain platforms.  
Examination of the existing trust in blockchain technology [34] suggests that it is not a new 
kind of trust that is being created (or changed fundamentally), but rather a shift from trust in 
one market player to others in the blockchain ecosystems. Thus, trust in the technology 
should be understood in known terms and established by traditional mechanisms [34]. Based 
on their study [34], we can conclude that institutional trust may play an important role in trust 
formation related to blockchain technology. Institutional trust can be defined as beliefs in the 
institutional mechanisms (e.g. contracts, regulations, legal recourse, or guarantees), which 
differ from trust in specific objects [35]. The information systems research suggests to differ-
entiate between trust in technology and trust fostered by institutional mechanisms. Studies 
conclude that various institutional mechanisms (i.e., trust in seal programs) support technol-
ogy and interpersonal trusts [1, 35]. In addition, a few studies explore the relationship be-
tween familiarity with an institution and trust in IT, concluding that the familiarity with an 
institution behind IT (be it an IT provider or an online vendor) increases trust in IT [36, 37]. 
However, the role of institutional trust remains unclear when it comes to blockchain plat-
forms with their decentralized operation and governance. Does a trustless technology need to 
incorporate institutional mechanisms? What would be the institution to establish this kind of 
trust? These and many other questions related to the relationship between blockchain technol-
ogy and institutional trust should be studied further.  
Considering blockchain technology as an information system, we can differentiate between 
its three structures [38, 39]: deep structure (or also called a representation), surface structure, 
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and physical structure. ‘Deep structure’ refers to a set of characteristics that describe a real-
world system that an information system intends to model [40]. ‘Surface structure’ refers to 
the means of how a user accesses and interacts with an information system (for example, user 
interface, screens, menus, report layout). ‘Physical structure’ refers to the machinery that sup-
ports the two other structures (for example, a computer, a keyboard, a monitor, a network). 
The deep structure is accessed through the surface and the physical structures. Therefore, 
while the deep structure remains unchanged, the surface and the physical structures can be 
replaced or altered. In the example of an information system, which we refer to in this study, 
these three structures can be described as follows: (1) the deep structure is a trustful represen-
tation of a vehicle’s history; (2) the surface structure includes interfaces through which a user 
accesses a vehicle’s history; (3) the physical structure includes the device (a computer, a mo-
bile phone) as well as the network which stores and transmits the necessary data about a vehi-
cle’s history. While the physical structure of a blockchain-based system brings inherent trust-
building characteristics (such as immutability, reliability due to decentralized operation, 
transparency over transactions), the surface structure of a system can be used to communicate 
trustworthiness of such an information system. Burton-Jones and Grange suggest that learn-
ing the deep, surface and physical structures lead to more effective use of an information sys-
tem [38]. Therefore, we aim to propose a set of design elements that, designed for the surface 
structure, can reveal the trustworthiness of the deep structure. 
Enhancing trust in 'Black Box' technologies by explanation 
In order to give the user a better understanding of the technology, an explanation should be 
given. It is not necessary to describe the technology in detail, but rather to explain the basic 
concepts and to help the user understand how the high-level functionality works. To achieve 
this, video tutorials or simple illustrations are often helpful. In website design, information 
components about a company and/or a product embedded in the site serve as external signals, 
This is the authors’ version of the article. The printed journal version can be accessed at:  
https://ieeexplore.ieee.org/document/9199099/ 
 
helping to build trust [41]. These information components may also include information re-
garding how privacy and security measures are implemented as signals of the trustworthiness 
and benevolence of the service provider [41]. This type of information must be properly and 
promptly communicated. In our research, we explore what traditional signaling mechanisms, 
such as information components, may be implemented in a blockchain platform to enhance 
its trustworthiness. 
An explanation is one of the methods in the design of systems for trust enhancement [42]. 
People tend to trust others when they explain why they do what they do [43]. Similarly, users 
understand a system better when the purpose and the process of a system are transparent to 
them. Especially, it is crucial in systems with higher levels of automation and decision-mak-
ing, when the user can rely on the proposed decision only if he understands why this decision 
was proposed. Another example regards privacy. Given the recent introduction of privacy 
regulations (i.e. the GDPR, introduced in the EU in 2018), a meaningful explanation that 
helps a user understand how her personal data is being handled by businesses (e.g. for creat-
ing personalized offering or advertisement) might become a legal basic human right, i.e. 
‘right to explanation’ [44], going hand in hand with the ‘right to be forgotten’.  
The transparency about the purpose and the process of a system improves an end user’s un-
derstandability about the system, and, thus, addresses one of the important trust antecedents, 
discussed above [26, 27], i.e. understandability. It might seem that the more explanation 
about a system’s functioning (i.e. its purpose and process) is given and, the more transpar-
ency is provided. The more transparency might mean the better understandability of a system, 
and, consequently, the more trust the user experiences. However, various factors break this 
relationship. For complex systems (e.g. expert systems, security-sensitive systems, AI sys-
tems, or autonomous-driving systems), additional information, on how a system works, may 
not influence a user’s trust perception, but even impede trust. For example, Kizilcec [45] 
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studied how a transparent design of algorithmic interfaces can promote awareness and foster 
trust. In his experimental study, he discusses the critical role of user expectations about sys-
tem output and provides empirical evidence for a bell-shaped relation between transparency 
and trust. Additional information (i.e. more transparency) was confusing and reduced under-
standing of a user instead of opening the ‘black box’ [42, 45].  
The concept of ‘black boxes’ is mostly discussed in relation to complex systems. Pieters [42] 
define ‘black box’ as ‘something that outputs something based on certain inputs, but that we 
do not know the inner workings of’. From a user perspective, ‘black box’ systems are charac-
terized by a lack of visibility or observability and missing explanations. Pieters [42] discuss 
an explanation of AI systems and its influence on trust formation. He concludes that to foster 
trust, given explanations should be not too little (if only why is addressed, but how is hidden, 
and thus, failing to open a black box), and not too much (which would make a system incom-
prehensible and a user unable to process information which is too detailed for her cognitive 
abilities or prior knowledge). Thus, a balance in the level of provided information should be 
found. While blockchain technology, that is in the focus of this study, is certainly a complex 
technology that is not well understood by an end user, the question remains open whether or 
not it should be black-boxed or, in contrast, white-boxed to foster the trust of an end user, and 
how this may be done. 
Blockchain technology in the used-car market 
The used-car market is known as one suffering from a lack of trust from its consumers. The 
everyday situation of experiencing much of quality uncertainty and information asymmetries 
while buying a used car is very much familiar to an average adult person. This situation, lead-
ing to complete extinction of good cars on the market, was described in 1970 as a ‘Market for 
Lemons’ problem by the Noble Prize winner G.A. Akerlof [46]. To address the ‘Market for 
Lemons’ problem, such measures as guarantees, regulations, certifications, history reports are 
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introduced. A vehicle history report is the focus of this study. Today, history reports, like 
ones offered by Carfax, are collected from public sources and struggle with the lack of data 
quality (due to its incompleteness and incorrectness) and thus cannot be fully trustworthy. In 
recent years, more and more studies referred to blockchain technology as one of the possible 
solutions to address information asymmetries, quality uncertainty and missing trust in the 
used-car market. Notheisen, Cholewa, et al. [47] addressed the problems of information 
asymmetries in the car market by implementing a proof-of-concept prototype to gather the 
history of a real-world asset (a car) in a blockchain-based system and showed the feasibility 
of this solution. As such, this blockchain-based solution offers a more secure and reliable, 
and thus trusted vehicle history report due to the technology’s capabilities of authenticating 
data [7] and distributed data collection. In contrast to traditional (Carfax-similar) solutions, a 
blockchain-based solution differs in the way it collects and stores data. In blockchain-based 
solutions, car data is collected by various organizations from a car’s life cycle as well as don-
gles or sensors installed in a car without a need for any central authority. It is then 
timestamped and recorded in a blockchain system, which makes this data immutable, data 
providers transparent, and the overall control over the system distributed between its partici-
pants. Altogether, this process makes data more trusted. Simulating the used-car market, 
Bauer et al. [48] demonstrated a positive impact of the trusted car data both for buyers and 
sellers. Similar projects emerge in different domains, led by both academia and practice. For 
example, there are blockchain solutions for land registries, provenance, supply chains [11], 
which reduce information asymmetries and mitigate fraud by introducing authenticated, 
transparent, and more trusted data. However, most of them target businesses as their primary 
customer. While for some of them (for example, in supply chains) private users are not rele-
vant, and businesses possess enough understanding about blockchain technology, for others 
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involving private users in the design and assessing their needs may be a crucial factor for fu-
ture adoption.  
3. Cardossier 
This study is part of a larger action design research project [49], called the Cardossier project. 
The project runs in Switzerland and is designed by a consortium of companies from the car-
related ecosystem: an insurance company, a car dealer and importer, a car-sharing company, 
a road traffic authority, a software company, and two universities. In March 2019 a non-profit 
association was founded to foster market expansion and further development of the platform. 
New players from the car-related ecosystem joined the association. Together, these compa-
nies are implementing a so-called cardossier platform that encompasses a car’s history over 
its entire life cycle, from the moment of production to the moment of disposal. The primary 
goal of the cardossier project is to reduce information asymmetries in the used-car market, to 
digitalize and improve the processes, minimize redundancies, and establish a trusted ecosys-
tem for car-related data management between all the players involved into the life cycle of a 
car [31, 32, 47, 50]. Figure 1 shows the architecture of the cardossier platform. Cardossier 
Core is a blockchain-based storage for data exchange (in our case, based on Corda, a permis-
sioned distributed ledger). The cardossier Dapp store provides a framework for so-called 
Dapps (decentralized applications). These Dapps access and utilize the authenticated car-re-
lated data and can execute business logic (for example, to create an insurance police, for fleet 
management, or other use cases). The Dapps are then connected to external systems, such as 
web portals (for example, an online portal for used cars), web applications, or other systems. 
In this study, we focus (marked as purple in Figure 1) on the design of TSDEs for the inter-
face application that includes the dossier of a car to support the end users. We further refer to 
this prototype for the interface application as cardossier app. Another application that was de-
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veloped in the course of this study is cardossier game (marked as blue in Figure 1), we ex-
plain it in the next section. The cardossier platform architecture does not reflect the physical 
structure (the blockchain network, computers), but demonstrated the surface structure – at the 
top level as interfaces to the car-related data provided, and the deep structure which spans be-
tween the cardossier core and the Dapp stores with its use cases. 
 
Figure 1. Architecture of the cardossier platform 
Though the project has several facets which are crucial considerations for the design of the 
platform (like platform governance [51, 52], business model [50], incentive system [31], 
blockchain consortium management [53]), we focus on its application level and the perspec-
tive of its end users: car buyers, willing to consult the cardossier to assess the quality of a 
used car they intend to buy. Prior studies report on the problems and needs of car buyers [32], 
where additional trust support in an application design and sense-making of blockchain-based 
data are favorable [54]. This simple scenario gives an idea of a setting in which the cardossier 
platform is used by a car buyer: Max, a 45-year-old plumber from Zurich, intends to buy a 
used car. He searches on an online portal UsedCarsPortal.ch for a 5-year-old VW Golf, 
which is offered by Nancy. Max contacts Nancy to check whether the information about the 
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blockchain-based cardossier available for the car, which may convince Max that the infor-
mation she has provided is genuine. Max is interested in viewing the cardossier, however, he 
is not sure whether he can trust it either: he has not heard about blockchain before. To lever-
age the value of the capabilities and benefits the technology may bring to Max, there should 
be additional clarification of what makes the platform trustworthy and why Max can rely on 
it. This serves as a starting point for the design of the current study. The upcoming chapter 
explains how the TSDEs were designed to support the end users’ understanding of the car-
dossier, establishing trust and helping Nancy and Max to complete the deal confidently and 
efficiently. 
4. Research Method 
The development of TSDEs follows the design science paradigm [55–58]. Design science re-
search is aimed at finding new solutions for both known and unknown problems [59, 60]. So-
lutions produced by design science research should be applicable to resolve classes of prob-
lems and thus be generalizable [49]. While the design science cannot, on its own, provide suf-
ficient evidence to support developed hypotheses, its activities often help to formulate the hy-
potheses and initially filter out those which are not worthy of further development [61]. No 
specific order is imposed when moving between the world of specific problems and solutions, 
and the world of general problems and solutions [61, 62]. Design science researchers may 
start with the creation of a specific solution for a specific problem and then generalize it, or 
work the other way round by starting from a generic problem, creating a generic solution and 
then applying it to a specific problem to demonstrate its value [49, 61, 62]. In this study, we 
took an exploratory approach, used a mixed strategy and combined techniques from design 
thinking [63] and design science research. This research originates from a specific problem 
that we observed in the cardossier, is abstracted to the problem of users’ resistance to use the 
platform due to lack of understanding of blockchain platforms. We admit that this problem is 
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not unique for blockchain applications and not the only one which may hinder adoption but 
one of possible problems. However, it is very prominent given the complexity of the technol-
ogy. As is typical for DSR projects, the development takes place in multiple design-evaluate 
iterations [64]. This overall illustration of the generic and specific domains for the problem 
and the solution in our study can be found in Figure 2. The generic and specific solutions and 
the process, how they were defined, are described in more detail in the next sections. The 
steps, described further in this section, are summarized in Figure 3. 
 
Figure 2. Generic and specific domains in the design 
 
 
Figure 3. Steps undertaken in this study 
Initial requirements collection – cardossier game 
As a first step, to get a better and more detailed understanding of users’ needs and select rele-
vant antecedents of trust to be addressed, a used car market simulation game (cardossier 
game2) was developed (marked as blue in Figure 1). In the game, an early cardossier proto-
type was integrated into an online platform. The cardossier game helps designers of the car-
dossier early-on inform their design decisions by providing a very realistic environment, i.e. 
 
2 We do not provide a very detailed description of the cardossier game as it is not central for the current study. However, we 
encourage the reader to consult the manuscript [48] which describes in detail the design of the cardossier game. 
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interaction of users on a platform that is familiar to them. The participants in the game were 
randomly assigned to one of two groups: car sellers and car buyers. Each group had an equal 
number of players. Both groups received a scenario and a budget for the game. For both buy-
ers and sellers, the goal in the game was to maximize the relative revenue. During the game, 
participants could get access to the cardossier for any available car to be able to better esti-
mate the actual value of the car. The cardossier included information from two categories: (1) 
data (vehicle data, repairs and services, and driving dynamics), and (2) analysis of this data 
(which revealed the influence of specific data elements on the value of a car in comparison to 
the market price). Figure 4 shows a screenshot of the user interface used in the game.  
The game took place in June 2018 at one European university. 48 BSc information systems 
students participated in the game. 80% of the participants were male. 27% of the participants 
had already experienced buying a car via an online used car marketplace. Directly after the 
game, the participants were asked to provide their feedback about their experience in the 
game and perception of trust in a semi-structured interview [48]. The interviews were rec-
orded, transcribed, and coded.  
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Figure 4. A cardossier with data and analysis information 
The coding of interviews is a common approach for data analysis in qualitative research [65]. 
“A code in qualitative inquiry is most often a word or short phrase that symbolically assigns a 
summative, salient, essence-capturing, and/or evocative attribute for a portion of language-
based or visual data. [65]” The coding process was done by two researchers, using open cod-
ing in the MAXQDA software. To minimize the chances of errors from coding, ensure inter-
coder reliability and internal validity, the researchers cross-checked the coded segments sev-
eral times during the coding process. 71 data-driven codes (codes that emerged from the doc-
uments themselves, and not the ones predefined by a theoretical framework) were derived 
from this process. These codes were used to assign sentences and groups of sentences with a 
specific meaning (reflected by a code). We call these sentences and groups of sentences 
‘coded segments’. The codes were subsequently merged under specific themes by making 
connections between the data and the theory on trust. In total, 573 segments were coded. Ta-
ble 3 in Appendix provides an example of coded segments for the sub-codes ‘falsification’. 
Table 4 lists the codes used for the analysis of the interviews as well as the number and per-
centage of the coded segments3. 
Search for solution alternatives and prototyping 
The next step involved a broad search for pre-existing solutions to problems of a lack of un-
derstandability and trustworthiness in a website and system design, which included literature 
research and exploration of existing practices. An extensive list of possible ideas for TSDEs 
was generated. No specific criteria or restrictions regarding the feasibility of the components 
were set. The result was a list of 25 TSDEs, which was then further refined in subsequent 
 
3 Due to space limitations, Table 4 is available under the link: https://drive.google.com/file/d/1tAaW1YdZx-
cwHn_fe4UalEttfI23Gwch/view?usp=sharing 
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steps. To reduce the wide variety of TSDEs to a smaller set of feasible TSDEs, a short sur-
vey4 was created. In total, 22 respondents aged between 20 and 49 (12 female, 10 male) par-
ticipated in the survey. The survey intended to identify TSDEs perceived as important and 
relevant, and to exclude those that were perceived as inappropriate or unhelpful. To make the 
survey more comprehensive, we grouped the 25 TSDEs into four categories. The selected cat-
egories were user interface, soft factors, labels, and information. The participants were asked 
to rank the TSDEs in the preferred order of importance or relevance. Based on the feedback 
from participants of the survey, for a more realistic setting, it was decided that the TSDEs 
should be consistently embedded in the cardossier integrated into an online used-car sales 
website. This provided familiarity with the situation (by eliminating possible distractions 
caused by completely new software) for future evaluation participants. As a next step, the 
identified TSDEs that were seen as valuable were mapped to the antecedents of trust, that 
were selected to be addressed after a literature review and collection of initial requirements in 
the cardossier game (we discuss this selection below). 
Evaluation 
Evaluation is an important step in DSRM. Through evaluation, a design researcher tests 
whether or not the design goals of the IT artifact were achieved [56]. In our study, we fo-
cused on qualitative results to get deeper and richer insights in trust formation and related 
concepts. These insights do not imply any correlation or causation between the concepts, but 
might serve as a useful basis for further theory development.  
First iteration – Survey and Workshop. The nine prototypes of the TSDEs were created with 
a wireframe tool: Balsamiq. The created prototypes were then evaluated in another short sur-
vey. The aim of the second survey (completed by the same participants) was to further test 
the components found to be most important or relevant in the first step by enhancing them 
 
4 The surveys referred to in this paper can be provided upon request. 
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with visual information, enabling the participants to see the prototyped TSDEs. These were 
then refined in terms of their feasibility and design in a workshop with the cardossier project 
team (the workshop took place in July 2018, with 16 project members). After this process, the 
final most relevant TSDEs were chosen to be implemented in the cardossier app, a web-based 
application. 
Second iteration – Evaluation with Users. The implementation of the TSDEs was evaluated 
by nine participants aged between 20 and 50 (5 female, 4 male). During the evaluation of the 
TSDEs’ implementation, each participant was provided with a scenario that they were asked 
to role-play. Each person was a customer who wanted to buy a used car because they had 
changed their job and needed to commute to work. They had already selected a car on an 
online platform. They saw that a cardossier existed for the car and that some of the displayed 
data originated from it. Now that they were aware of it, they wanted to find out more. In or-
der to establish whether the TSDEs helped to improve understandability and perceived trust-
worthiness of the system, each participant was asked to use the platform and answer two of 
several questions (about the team, functionalities of the cardossier, its business model, and 
how their personal data was handled). The order of TSDEs to be tested and the choice of 
questions to be answered per TSDE were different for each participant to diminish the learn-
ing effects. To capture a deeper understanding of the feelings the users were experiencing, 
semi-structured interviews were conducted immediately after the test. These interviews were 
recorded, transcribed, and coded, using MAXQDA software for qualitative research. The 
coding process was done by one junior researcher, using open coding, and then iteratively 
discussed with and checked by a more senior researcher in a series of regular meetings for 
three months. This helped to resolve any uncertainties regarding codes or coded statements 
during the coding process. 
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5. Initial Requirements, Solution Objectives and Solution Components 
Initial Requirements 
In this section initial requirements, mentioned by the participants of the cardossier game in 
the interviews, are presented. These requirements were mainly focused on what information 
should be communicated to the end user so that the user perceives more trust in the IT arti-
fact. Participants of the used car market game highlighted several important topics that should 
be at least to some extent addressed and communicated in the interface: privacy and security, 
data quality, and institutional trust. 
Privacy and security. Privacy and security were important to the participants. However, no 
detailed explanation is required about how exactly the data is encrypted by the technology, 
but users await a general indication that the system is secure. In terms of privacy, however, 
more detailed information is expected to be provided. For example, one participant said: 
‘You may say that the technology behind is secure and no one can hack the system, or so. I 
mean, I hope it is, it is just the owner of the system who confirms it. In terms of privacy, I 
would definitely show which data will be stored and for how long. Now for example, if I do a 
post on Facebook, or if I, don't know, if I don't delete it, then it's there forever. So that one 
simply has this clarity and understanding, what happens to my data if I delete my account. 
What data exactly is deleted? What data does remain?’ (I25)5. Some of the participants ex-
pressed skepticism regarding privacy handling and highlighted the need for incentives for 
data provision, one participant said: ‘I'm rather skeptical about such promises regarding pri-
vacy and whether or not they're really followed. If they [the project partners in the cardossier] 
would really just analyze my driving data and see that I am driving decently so that there is a 
premium reduction, then I would use it [the cardossier]’ (I4). 
 
5 The quotes here and further in the text are taken from the interviews, where I1 – I48 indicates the participant number. 
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Data quality. Besides privacy and security, most of the concerns were related to the quality 
of car-related data, provided in the cardossier. Therefore, the participants highlighted the 
need for answering the following questions about this data: who the provider of this data is, 
how this data was collected, who has control and can manipulate this data, what the incen-
tives of data providers are, whether the data is complete, whether any party can verify the 
data and confirm its quality. For example, one participant commented: ‘I think I'd like to get 
information in advance on how the whole dossier is being created. I know that this is the dos-
sier in which I now have the data, and I would like to know how the data is collected. 
Whether this is now somehow a recorder that is installed in a new car and records the whole 
thing or something. I think that knowing exactly what it is, how exactly the data is recorded, 
influences my decision as to how much I would trust that data’ (I16). 
Institutional trust. Finally, the participants stated that the visibility of organizations that sup-
port the cardossier, or confirm the validity of certain data would enhance their trust in the ap-
plication. For example, one of the participants said: ‘If you show that some larger companies 
could confirm the data, it would be much more trustworthy. It’s not like only one person rec-
ords whatever he wants and shows it as a proof’ (I45). Another participant claims: ‘I think if 
it [the cardossier] is provided by a trusted entity, then I would trust it absolutely’ (I28). He 
then continues: ‘Also the label of the university and the cooperation with a governmental au-
thority – this is already some kind of guarantee, which would positively influence my level of 
trust.’ (I28) Several participants highlighted the importance of support from the government. 
For example, a participant provides the following argument: ‘I would probably trust the car-
dossier much more if there is a state institution behind it, than if it is a private business. 
Simply because this state institution doesn't really aim to maximize its profit or so. And be-
cause the state also depends on people ultimately trusting the state. So, I would probably trust 
the state more than an importer, a profit-maximizing company’ (I16). However, there were 
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also opinions that question trustworthiness of shown logos or labels in the interface: ‘If 
there's just the logo on it now, I'd be ready to say it is trustworthy. However, if you think 
about it, it doesn't say anything at all. If it's a real car purchase which costs me a lot of 
money, I'd probably look at the official site of this institution that provides its logo or a label, 
whether it's really a real thing that they publish there’ (I11). 
Solution objectives and solution components 
As mentioned before, we started from a specific problem observed in the blockchain project. 
We found confirmation of this problem in the recent IS literature [10, 33]. The generic solu-
tion is informed by three antecedents of trust [25]: understandability, reliability, and infor-
mation accuracy that were chosen after the consideration of the analysis of the user needs and 
initial requirements, described above. More specifically, the antecedent understandability 
was chosen to address the general need of users to get information about the IT artifact’s 
functioning (summarizing all three topics in requirements). The need for privacy and security 
as well as the requirement about the institutional trust determined the choice for reliability 
antecedent. Finally, the requirements for data quality in combination with the institutional 
trust determined the last antecedent, information accuracy. These antecedents lead us in the 
design of our specific solution, where we illustrate specific TSDEs, developed for the cardos-
sier.  
6. Design and Implementation of TSDEs in the cardossier app  
The TSDEs selected after the first survey are described further in the order they were pre-
sented in the survey. These TSDEs were designed for the cardossier app (see the cardossier 
app on the platform architecture in Figure 1). TSDEs in the user interface category (such as 
"Embedding the information in a known system", "As much information as possible at a 
glance" or "Keeping the design as lean possible") were not implemented as separate TSDEs 
but were followed as guidelines for the prototyping. As a starting point in the design, a 
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sketched website for an online used-car sales platform was created, into 
which the individual TSDEs were embedded.  
TSDE1. FAQ 
FAQ is a mechanism mainly used in e-commerce to pro-
vide information about a service or a product in a way that 
is easy to understand (by answering frequently asked ques-
tions), thus helping to resolve issues in understanding [66]. 
FAQ can be accessed via an embedded link. It encompasses frequently asked and relevant 
questions regarding the cardossier and answers to them. It includes the following categories 
of questions: general (e.g., what the cardossier is, who its users are); financial (e.g., how the 
cardossier is financed, how much the cardossier costs); data and privacy (e.g., what data is 
collected, how it is processed, how data privacy is achieved); and technical (e.g., what the 
technology behind the cardossier is, what functionalities the cardossier offers). 
TSDE2. Tooltips 
Tooltips is a way to extend user knowledge with additional infor-
mation in case they need it [67]. The tooltips make it possible to 
show predefined content when the user moves their cursor over a 
certain element of the website. In the example shown, a short ex-
planation is displayed when the user navigates their cursor to the 
words “Cardossier”. 
TSDE3. Checkboxes 
Checkboxes (also called checkmarks) are a simple way to reflect a positive or a negative 
quality, which goes along with ratings in e-commerce [28]. They help the end user to better 
understand if a product (in our case data) is of good or bad quality. The checkboxes make it 
possible to show which data came directly from the cardossier when the end user views the 
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information through a third-party sales platform and not on the cardossier platform itself. 
When viewed on a third-party platform, the end user sees checkboxes next to the 'verified' 
data together with a note or legend. If the end user were to view the data directly on the car-
dossier platform, the checkboxes would be obsolete because all data would have a check 
mark. 
TSDE4. Chatbot 
A chatbot can help by answering questions a user might have in real 
time. Though it provides the very same information as the FAQ does (in 
our design), it simulates a conversation with a person which is appeal-
ing for a user in terms of trust under the condition that the chatbot reacts 
as naturally as a human does [68]. A question can be written and submitted in the text field. 
Based on this, the chatbot can then check the question against a database with predefined 
content and provide a corresponding answer. In the example, the chatbot uses the same ques-
tions that are used in TSDE1 FAQ. 
TSDE5 – TSDE7. Labels (governmental / university / certification) 
Labels are powerful trust signals [69] because they can show that an or-
ganization supports the development of the application, or ensure validity 
of the provided data. Thus, trust in this particular organization (if it is a 
reputable and trustworthy one) is transferred into the application. The 
first possibility is a governmental label such as the label of a federal of-
fice, that supports the project. As part of this possibility, another conceivable option would be 
the label of one or several regional road traffic authorities that are involved in the project or 
can verify data. If trust in government is high, it would make end users confident that the data 
in the cardossier is genuine and that it can be trusted. The second possibility would be a label 
from a university. Research activities that underlie the development and bring transparency 
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over it may enhance the trustworthiness of the whole platform. The third possibility sets a 
quality seal or a test report from an independent third party that specifically examines and au-
dits blockchain platforms. To the authors’ knowledge, no such body exists in Switzerland at 
the time of this work, however, there are several companies that have begun auditing block-
chain platforms. With the increasing popularity and spread of such platforms, this is classi-
fied as a possibility for the future. 
TSDE8 and TSDE9. Videos (instructional / comic) 
Literature suggests that visual information in general, 
and short videos specifically, are more beneficial in trust 
building on websites [70]. The last two TSDEs show two 
different types of video, which are intended to increase trustworthiness in the cardossier by 
allowing the end user to visualize information about it. The first illustration represents a more 
traditional instructional video with an instructor explaining certain facts (e.g., how blockchain 
technology works or what the functionalities of the cardossier are). The second one is an ex-
ample of an animated comic video that is intended to present facts as simply as possible, us-
ing graphics and drawings to represent a possible scenario (problem and solution) in which 
the cardossier may be useful. 
A screenshot of the prototype, which was implemented as an instantiation of the designed 
TSDEs, can be found in Figure 5. This prototype was used for the second iteration of the 
evaluation. During the evaluation, the researcher could turn on and off the TSDEs to be 
tested. 




Figure 5. Evaluated cardossier app prototype 
7. Evaluation 
First iteration – Survey and Workshop 
In this section we present the results of the evaluation of the designed TSDEs from the final 
evaluation. The ranking of the TSDEs from the survey is shown in the Table 1.  
TSDE Name Category Rank 
TSDE1. FAQ Information 1 
TSDE5. Governmental label Labels 2 
TSDE9. Comic video Information 3 
TSDE4. Chatbot Information 4 
TSDE6. University label Labels 5 
TSDE2. Tooltips Information 6 
TSDE3. Checkboxes User interface 7 
TSDE7. Certification label Labels 8 
TSDE8. Instructional video Information 9 
Table 1. Ranked TSDEs and their categories 
The most relevant TSDE in terms of providing more understandability and trustworthiness 
was FAQ (TSDE1). Among the labels, the governmental label (TSDE5) (that the Road Traf-
fic Authority approves or supports the platform) was considered much more important than a 
certification label (TSDE7) (e.g., that the platform was audited) and moderately more im-
portant than the label from a university (TSDE6). Comparing the comic video (TSDE9) and 
the instructional video (TSDE8), the comic video was widely welcomed by the participants. 
At that point, we didn’t ask the participants to explain why, but this iteration helped us to 
identify the most welcomed TSDEs, that were later discussed in a workshop with the project 
team. In the workshop, checkboxes in particular were considered several times as useful, "are 









Data marked is verified by the cardossier.
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a good eye-catcher" (P6)6 and thus arouse interest. In addition, tooltips have been considered 
several times as useful, not only to show information on the cardossier itself, but to explain 
more specific information in selected contents. If some data is shown in an aggregated form 
(e.g., the current mileage state and not each mileage record event), tooltips can be useful to 
explain how the data was aggregated where checkboxes are not appropriate. However, 
tooltips were considered overwhelming for end users when integrated in an online used-car 
sales platform. As a result, the final implementation did not include labels. Labels for the car-
dossier were also intensively discussed. On the one hand, they were classified as interesting 
for end users and can attract the attention of the user if they recognize a certain reliable or-
ganization. Labels can also make valuable contributions to the security of the platform ("for 
the security part we need a check or a label" (P4)) and for data protection. On the other hand, 
important hurdles and limitations in the implementation of labels were mentioned, which led 
to them being excluded them from the final implementation. "University of Zurich as a label 
will certainly not work. For legal reasons" (P1). Realization of labels from other project part-
ners is not that straight-forward. The challenge with this would be that the organization issu-
ing the labels would have to somehow guarantee/check the data and the platform and assume 
liability. While labels are powerful for creation of trust, challenges related to institutional 
problems should be concerned and resolved first before labels can be implemented. However, 
it would be possible to "use the cardossier itself as a label (...) and showing what percentage 
of data is cardossier verified" (P1). The feedback regarding FAQ was relatively uncontrover-
sial and the basic statements about them were as positive as those in the results of the sur-
veys, "FAQs are pretty well accepted" (P6) or "for me, FAQs are still the variant where I get 
the best answers" (P10). The situation was different with the chatbot, which on the one hand 
was identified as high potential and worth trying out, but on the other hand opinions like "I 
 
6 The quotes here and further in the text are taken from the workshop (P) and interviews (T). 
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do not know what I can actually do with chatbots" (P10) were expressed. With the videos, the 
general consensus was clear that it's worth trying, but only in the form of animation/comic 
videos. A statement, made by one of the participants about traditional instructional videos, 
made it clear that they should no longer be used for such purposes. Finally, all TSDEs except 
for tooltips (TSDE2), labels (TSDE5-7) and instructional video (TSDE8) were implemented 
for the second iteration of the evaluation. 
Second iteration – Evaluation with Users 
This section describes the results of the final, second iteration of the evaluation. Table 2 
shows how the designed TSDEs correspond to the addressed antecedents of trust, i.e. under-














Antecedents of trust 
[25] 
TSDEs 
FAQ Tooltips Checkboxes Chatbot Labels Videos 
Understandability of 
the IT artifact 
✓ ✓  ✓  ✓ 
Reliability of the IT 
artifact 
    ✓  
Information accuracy 
in the IT artifact 
  ✓    
Table 2. TSDEs matched to proposed generic requirements 
The interviews revealed certain tendencies regarding the popularity and readiness for use of 
the individual TSDEs. In seven out of nine interviews, the FAQ (TSDE1) was mentioned in 
response to the question "Which component would you most likely use to search for more in-
formation?”. The FAQ was favored by the majority of participants, largely due to the fact 
that it is a widely recognized feature on websites. Participants welcomed the information in 
the FAQ: "thinking that various questions have been covered in the FAQ (...) increases my 
confidence" (T9). As a potential for improvement here, participants suggested communi-
cating transparently what the interests of the individual stakeholders (an insurance company, 
a car-sharing company, etc.) in the project are. The comic video (TSDE9) also generally per-
formed well. However, some participants wished to have more content in the video. The 
video provided basic information in a short time, which "could give a good overview" (T4) 
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and makes it easier to arouse the interest of end users: "Video stands out from the others" 
(T3). However, few participants explicitly asked for more content to be made available in the 
video. However, it was recognized that it is important to ensure the video is not too long: the 
right length was considered to be around 90 seconds. The reaction to the chatbot (TSDE4) 
was mixed, from a single vote as first choice to some very negative attitudes. None of the 
participants regularly used chatbots. Six of the nine interviewees had never used a chatbot be-
fore. The mentioned experiences are neutral or negative: "you ask in five different ways and 
you get the same answer every time" (T7). However, there were positive comments about 
how "to ask exactly what you need and actually get a short answer" (T2) and some partici-
pants even preferred it to a conventional FAQ. This was especially noticeable among partici-
pants with little or no technical affinity, who were unfamiliar with chatbots. The checkboxes 
(TSDE3) were rated exclusively neutral or positive, with the neutral votes stating that the 
checkboxes in themselves offer little added value. Checkboxes alone cannot bring much 
value for trust and require an additional explanation of their purpose. The positive opinions, 
however, often implicitly required an initial trust in the cardossier. 
8. Discussion and Conclusions 
Our study demonstrates a possible set of TSDEs for blockchain platforms. Having conducted 
this study, we can make several observations. Firstly, we would like to confirm the problems 
identified by the literature (lack of understanding, knowledge and experience with the block-
chain technology, which lead to lower levels of trust) that may be observed not only in stud-
ies of public blockchains (e.g., bitcoin, described in [6]), but also for those blockchain plat-
forms where parties are known (permissioned blockchains developed by consortia), like in 
the case of the cardossier. Still, to a user who has less affinity with technology and is less 
trend-conscious, the trustworthiness of a platform should be communicated in a straightfor-
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ward way to instill trust. In particular, support to develop understandability is a crucial ante-
cedent of trust in the case of blockchain platforms [25]. To do that, existing mechanisms (like 
FAQ and videos) that users are already familiar with are very helpful [34]. In order to de-
velop the understandability of a platform, information about its purpose and functionality 
should be provided. In the case of blockchain platforms, where data quality is an issue [31], 
information about data providers and their incentives to be a part of the system and to provide 
data can be especially relevant. Additionally, we noticed that a user-centered approach is 
helpful in designing such TSDEs. For example, in the FAQ, most of the questions are those 
that users would generate themselves. However, users may be not familiar with capabilities 
and specific characteristics that a technology has, like a decentralized and distributed opera-
tion of blockchain technology if it is not communicated proactively, and thus may have no 
concerns (like regarding data privacy in our case) that would probably occur if they had 
known this before. Therefore, we conclude that a user-centered approach should be combined 
with proactive communication about possible vulnerabilities of a system and how they are 
being addressed. Regulations (such as GDPR) can help and ‘force’ businesses to do this, and 
thus provide users with their ‘right to explanation’ [44]. 
The comic video was much more popular as it introduced a simple problem which any user 
would be familiar with (the purchase of a used car) and the solution the cardossier brings. 
This way, the user could relate to the situation much better and thus understand the purpose 
of the cardossier. In contrast, the chatbot produced an opposite effect. Most of the users were 
not familiar with its purpose and functionality, leading to negative experiences. Therefore, we 
conclude that not only the amount of information and level of detail provided is important for 
understandability [42, 45], but the way how it is provided. In our case, known instruments of 
trust support (e.g. an FAQ) were better suitable to generating trust than an unknown one (a 
chatbot): i.e. I trust the content of a TSDE because I already know its structure. In the case of 
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blockchain platforms, the content of the TSDEs (such as the actual FAQs, videos, tooltips, 
etc.) should describe the unique value proposition of the blockchain technology itself (with-
out going into technical details) and blockchain-based applications built on top of the plat-
form. For example, one answer in the FAQ might describe the cardossier report as being 
hashed to prevent tampering and immutably recorded by multiple parties. Therefore, we con-
clude that known instruments could serve as a kind of trust anchor. This supports the dis-
course on relationship between familiarity and trust in IT, but from a new angle. Previous 
studies [36, 37] examine familiarity with an institution as a trust enhancing component. We 
suggest, that familiarity with individual design elements on the surface structure (i.e. the in-
terface users interact with) help to improve overall trust in the system, or more specifically in 
our case, in a blockchain platform (the deep structure, defined by the purpose of the system, 
trusted vehicle’s history in our case) [38–40]. With this, we argue that in order to enable the 
trustworthiness of blockchain-based applications on the deep structure level, the surface 
structure should be targeted and enhanced with TSDEs. Reflecting back about the cardos-
sier’s system architecture, we conclude that trust is created and transferred on different levels: 
the trust is "passed on" upwards over several levels and in addition, each level generates its 
own trust. In other words, to trust the cardossier system: a) one trusts the blockchain core as a 
technology, and b) one trusts the consortium, which develops only trustworthy applications 
(this fact is backed by brands and reputation of companies involved in the consortium), and c) 
one trusts partners to implement their use cases in a trustworthy manner. Altogether, these 
three trust levels are communicated to the end user through the surface structure (i.e. the car-
dossier’s interface). This trust building, however, should be further studied to explore what 
happens in the case when trust on one of the levels is broken or cannot be properly communi-
cated. Furthermore, future studies should focus on how the physical structure (for example, 
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sensors for data input) should be designed to make the overall information system more trust-
worthy. 
This brings us back to the question of whether or not blockchain platforms should be ‘white-
boxed’ or ‘black-boxed’. Our study confirms the fact that an explanation, provided to the 
user, should be meaningful and should have the ‘right’ level of detail, that is still comprehen-
sive to the user [42]. However, in contrast to AI systems, discussed by [42, 45], blockchain 
systems do not intend to make any decision for the user, instead, they provide access to data 
that can be trusted due to certain characteristics of the technology (such as immutability, au-
thentication). Therefore, we argue, that the explanation should be more data-centered, and fo-
cus on, first, providing enough information about data quality, and second, about privacy 
(which is a challenge of blockchain platforms [8, 10, 11]) and security. 
Secondly, we argue that to make blockchain platforms more trustworthy, reliability (another 
antecedent of trust) should be addressed [30]. To do that, we designed several labels which 
verified that the data in the cardossier was genuine and showed users that the project was sup-
ported by one of several institutions. Though end users welcomed such labels, like the gov-
ernmental or university labels, there are legal limitations in their implementation. Further-
more, they might be more or less useful for trust support depending on the level of trust in 
these institutions. Therefore, trust in a blockchain platform may increase or decrease by trans-
fer of trust from institutions to platform. In countries where there is no trust in government, 
usage of a governmental label will not increase the level of trust and might, in fact, be a nega-
tive influence. Furthermore, labels can be ambivalent as TSDEs. A government is trustworthy 
because it does not normally facilitate the transfer of trust into commercial companies. There-
fore, there are certain prerequisites for the ‘governmental’ institutional trust, that can be in-
stilled by the government, involved in the development efforts. In the case of the Cardossier 
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project, a non-profit association was founded, among other factors, to address this prerequi-
site. Yet it remains open in which form the Swiss government can give its name to support 
the Cardossier. On the other hand, a new label to be trustworthy have to be established on the 
market first. The companies, involved in the arrangement in the Cardossier project, could 
manage this with some joint effort. But, given the joint creation and the distributed govern-
ance of the cardossier platform [50, 51], the question is whether they are ready to share their 
reputation and trustworthiness with each other to create a more trustworthy platform to 
jointly benefit from it [50]. Thus, we can conclude that institutional trust [1], especially trust 
created by a governmental authority, can help establish trustworthiness of a blockchain plat-
form [71]. This conclusion brings us back to the question whether blockchain platforms me-
diate and support trust relationships between humans and institutions [25] or other way 
around: to be able to build a blockchain platform and utilize its potential, the blockchain plat-
form should be backed by inter-personal and institutional trust relationships. This triad be-
tween inter-personal, institutional, and trust in IT in relation to blockchain platforms should 
be studied further. Furthermore, as mentioned before, trust in blockchain platforms differs in 
the sense that the role of platform provider changes. Instead of having one trusted party, there 
might be many (like a blockchain consortium in the case of the cardossier) with different lev-
els of trust. This shift should be certainly studied further. Additionally, we see a potential for 
blockchain platforms, which are perfectly suited for authentication purposes [7], to issue trust 
labels by themselves and, by doing so, create a new business model.  
Thirdly, we aimed to provide information accuracy (the last antecedent of trust we ad-
dressed). Though we have seen a positive reaction to the designed TSDE checkboxes, their 
use is limited to platforms that integrate data from a blockchain platform, like the used-car 
sales platform in our case, with the integrated data from the cardossier. Though visually ap-
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pealing, checkboxes in the cardossier itself would not make much sense. Furthermore, an ini-
tial level of trust in the cardossier is still needed to ensure confidence in these checkboxes, as 
reported by participants of our study. Thus, we encourage researchers to continue design 
studies on trust for blockchain platforms. 
Altogether, the identified TSDEs can be seen as trust signals, demonstrating (signaling) trust-
worthiness of the IT artifact to an end user. As the literature suggests [28], good signals are 
easy to create in terms of their cost structure. In our case, such signals as FAQ or a comic 
video can be viewed as good signals as their creation requires transparent documentation of 
its operation (as opposed to an untrustworthy provider which would invest much effort into 
composing a legitimate story). Similarly, visualizing brands of organizations, standing behind 
the cardossier, on an interface would be easy as they are part of the project and agree to con-
tribute (as opposed to an untrustworthy provider using brands of organizations with a good 
reputation that never agreed to this usage, which will quickly lead to a court case). 
All in all, our study makes the following contribution to design science and information sys-
tems discourse on trust creation for blockchain platforms: we demonstrate, how TSDEs can 
be designed to foster end-user trust in a blockchain platform and discuss implications of such 
a design. We admit that the contribution of our study focuses solely on TSDEs applicable to 
permissioned blockchain platforms, where parties are known. Furthermore, these TSDEs are 
designed for the surface structure of an information system (i.e. the interface) which is able to 
properly communicate the trustworthiness of the deep structure of the information system. 
Thus, with this study, we show how well-known and recognized design elements may bring 
value and communicate trustworthiness in the design of novel systems that promise to bring 
trust by design. 
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This research has following limitations: we acknowledge that the number of participants in 
both surveys and the interview for the final evaluation does not allow for generalizable con-
clusions about which TSDEs are the most effective in building trust, however, we believe in 
the strength of the discussed needs and requirements for explanation from the end users’ per-
spective. Furthermore, in our case, the integration of the cardossier in a used-car sales plat-
form was necessary to make the situation more familiar to the users. However, it is important 
to study what effect TSDEs have when the use of the cardossier is isolated from the used-car 
sales platform. Additionally, it is worthwhile to search and develop further TSDEs for block-
chain platforms that are not covered in this study. These may be TSDEs which proved to be 
powerful in other contexts or completely new ones. We acknowledge that our research was 
designed the way that we could not create completely new TSDEs, but we rather sought for 
finding out what existing ones are appropriate for blockchain platforms.  Concerning future 
research, we see potential in developing studies that examine user perception of blockchain 
platforms, their trustworthiness, and the acceptance of these platforms. 
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B: So if they can't be falsified, then it's definitely trustworthy, I'd say. But you can also falsify 
them if you have a friend who has a garage. He can then manipulate the data a little. That is the 
weak point of the whole thing. 
B: Yes, it's secure and unfalsifiable, and it's also meant to be like a blockchain. Apply cor-
rectly. So the application simply has to be correct. 
B: Well, I don't really know much about blockchain but I think it's pretty difficult to manipu-
late things there without really being authorized to do so, so I would probably trust the block-
chain more. 
B: Because if you are honest, people look at some signature and if the signature is real or not, 
you can't tell in case of doubt, that's why I would have fewer concerns, if, let me say, IT was 
well covered from a security point of view. 
Table 3. Example coded segments for the sub-code Falsification  
