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ABSTRACT 
 
Atmospheric rivers (ARs), defined as filamentary structures of strong water vapor transport in 
the atmosphere, are an important component of the hydrologic cycle and are characterized by a 
multi-scale nature. On the one hand, ARs are embedded in the planetary-scale Rossby waves and 
account for the majority of poleward moisture transport in the midlatitudes. On the other hand, 
ARs are the fundamental reason for generating extreme basin-scale precipitation and floodings 
over many regions of the world including the U.S. West Coast in the winter season. The goal of 
this dissertation is to examine the multi-scale features associated with ARs. The links to local-
scale hydrological impacts are of particular interest because they are the key in estimating local 
hydrological consequences associated with climate variability and projecting flood-risk changes 
with global warming.  
The first part of this dissertation presents the connection between the characteristics of large-
scale Rossby wave breaking (RWB) over the eastern North Pacific and the regional-scale 
hydrological impacts associated with landfalling ARs on the U.S. West Coast. ARs associated with 
RWB account for 2/3 of the landfalling AR events and >70% of total AR-precipitation in the winter 
season. The two regimes of RWB – anticyclonic wave breaking (AWB) and cyclonic wave 
breaking (CWB) – are associated with different directions of the vertically integrated water vapor 
transport (IVT). AWB-ARs impinge in a more westerly direction on the coast while CWB-ARs 
impinge in a more southwesterly direction. Most of the landfalling ARs along the northwestern 
coast of the U.S. (states of Washington and Oregon) are AWB-ARs, due to their westerly 
impinging angles arriving more orthogonally to the western Cascades and more efficiently 
transforming water vapor into precipitation through orographic lift. Consequently, AWB-ARs 
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account for the most extreme streamflows in the region. Along the southwest coast of the U.S. 
(California), the southwesterly impinging angles of CWB-ARs are more orthogonal to the local 
topography, and are also characterized by more intense IVT. Consequently, CWB-ARs are 
associated with the most intense precipitation and account most of the extreme streamflows in 
southwest coastal basins.  
The second part of this dissertation investigates the contribution of tropical moisture on AR 
strengths and the associated meso-scale mechanisms. We used the water vapor tracer tool 
embedded in WRF (WRF-WVT) to “tag” moisture from the tropics in the simulations of the top 
15% of ARs affecting the Northwest (based on their IVT). This tool helps to provide a joint view 
of tracer moisture (that from the tropics) and total moisture in ARs’ lifecycles. We first analyze an 
AR event in detail and find that tropical moisture affects AR development through direct and 
indirect mechanisms in the following ways: 1) narrow line-convection over the cold front is mostly 
from tropical moisture; 2) latent heat release associated with cold-frontal precipitation induces 
positive potential vorticity that helps enhance the pre-cold-frontal low-level jet (LLJ); 3) the 
enhanced LLJ in turn enhances entrainment of tropical moisture along this AR. We also found 
significant “mutual amplification” near the warm front where most landfall is generated. It is 
achieved through strong warm air advection ahead of the tropical moisture arrival that helps 
enhance low-level moisture convergence and vertical ascent (in other words, an enhanced 
ageostropic circulation). These processes associated with tropical moisture are confirmed by other 
simulated cases. We found increasing trends of cold-frontal precipitation and latent heat generated 
potential vorticity in line with enhanced LLJ. However, ARs with stronger tropical moisture 
contribution are not characterized by significantly stronger ageostrophic circulation. This indicates 
the importance of other dynamical factors in modulating AR precipitation.  
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The third part of this dissertation examines the interactions of local land surface conditions with 
ARs. We develop and implement a novel numerical water tracer model within the Noah-
Multiparameterizations (WT-Noah-MP) land surface model to investigate the regional responses 
to ARs arriving in the U.S. Pacific Northwest. This approach is specifically designed to track 
individual hydrometeorological events (such as ARs) and it provides a more comprehensive 
representation of the physical processes beyond the standard land surface model output. In the 
WT-Noah-MP simulations, we “tag” the precipitation from individual AR events using this tool, 
and it provides stores, fluxes and transit time estimates of the “tagged” water in the surface-
subsurface system. Consequently, we are able to test the tracer mixing assumptions by comparing 
transit times obtained from isotope observations in the WS10 watershed (Oregon). In addition, 
from a regional simulation of an extreme AR, the model helps to differentiate the flood response 
due to direct precipitation from indirect thermal effects and showed that a large portion of this 
event water was retained in the soil after 6 months. The water tracer addition in Noah-MP can help 
us quantify the long-term memory in the hydrologic system that can impact seasonal hydroclimate 
variability through evapotranspiration and groundwater recharge. 
 
 
v 
ACKNOWLEDGEMENTS 
 
 First, I would like to express my deep gratitude to my advisor Prof. Francina Dominguez. She 
is an incredible teacher and advisor with passion, patience, and sharp eyes in seeing chances to 
make breakthrough, poking holes in researches and leading me with strong hands throughout my 
Ph.D. I am always amazed by her clear comprehension of both details and large pictures, which 
stimulated me a lot and will continuously stimulate me in the future. For the previous six years 
being her student, I have received tremendous encouragement, inspiration and trust from her. I 
really appreciate being with her in these very important six years in my life. 
I would also like to thank the rest of my thesis committee: Prof. Praveen Kumar, Prof. Steve 
Nesbitt and Prof. Zhuo Wang. I learned a lot from the joint group meetings co-hosted by Dr. 
Praveen Kumar and Dr. Francina Dominguez. Being exposed to subjects different from my 
research area, it helped me to broaden my scope to the existing various topics in the science 
community and also to identify the commonalities of the problems that we are facing. Thanks to 
Dr. Steve Nesbitt, who taught the “Tropical Meteorology” course that I especially enjoyed (also 
being my last course). I was able to piece together the meteorology and climate components I 
learned from graduate school and to view the Earth system in a more integrated way. I am also 
very grateful to Dr. Zhuo Wang, who always encouraged me with kind words for my small 
achievements. I also admire her enormous knowledge and deep insights over a variety of subjects.  
I also appreciate the help and suggestions I received from my other coauthors to improve my 
manuscripts: Dr. Gan Zhang, Dr. Marty Ralph, Dr. David Lavers, Dr. Jeffery McDonnell and Dr. 
Gochis. 
 
 
vi 
My sincere thanks also go to Dr. Erick Rivera, Dr. Alejandro Martinez, Dr. Zhao Yang, and 
future doctors Itinderjot Singh, Divyangsh Chug, Sujan Pal and Carolina Bieri, who provided me 
with tremendous support in my different stages along the path pursuing my Ph.D. and the sense of 
belonging as a research group. Being a unique group doing hydrometeorology and hydrology 
researches in the atmospheric sciences department, they make me feel special but not isolated.   
I thank my fellow lab-mates for the stimulating interesting discussions, expanding my English 
vocabulary (e.g. “mammatus” and “virga”) and for all the funs we have had in the last few years. 
I will remember all the joy from the parties, coffee breaks, bowling and everything.  
Last but not the least, I would like to thank my family: my parents and my sister for supporting 
me unconditionally and always feeling proud of me. Special thanks to my niece Weini Xing, who 
is a sweet and talented little girl that always made me laugh whenever I thought of her.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
vii 
 
 
 
 
 
 
 
 
 
To my beloved family. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
viii 
TABLE OF CONTENTS 
 
CHAPTER 1: INTRODUCTION ........................................................................................1 
1.1 Motivation ................................................................................................................1 
1.2 Objective and Scientific Questions ..........................................................................5 
1.3 Scientific Contribution .............................................................................................5 
CHAPTER 2: LINKING ATMOSPHERIC RIVER HYDROLOGICAL IMPACTS ON  
THE U.S. WEST COAST TO ROSSBY WAVE BREAKING ..........................................7 
2.1 Introduction ..............................................................................................................8 
2.2 Data and Methods ..................................................................................................12 
2.3 Importance of RWB-ARs to the West Coast .........................................................18 
2.4 Difference of AWB and CWB AR Features ..........................................................21 
2.5 Hydrological Impacts on River Basins ..................................................................29 
2.6 Summary and Conclusions ....................................................................................34 
CHAPTER 3: THE EXPORT OF TROPICAL MOISTURE ON ATMOSPHERIC RIVERS’ 
VAPOR TRANSPORT AND LANDFALL ......................................................................38 
3.1 Introduction ............................................................................................................39 
3.2 Methods and Datasets ............................................................................................41 
3.3 AR Case on Jan 23, 1982 .......................................................................................44 
3.4 TME-AR Features in all Simulated Cases .............................................................49 
3.5 Conclusions ............................................................................................................54 
CHAPTER 4: A NUMERICAL WATER TRACER MODEL FOR UNDERSTANDING 
EVENT SCALE HYDROMETEOROLOGICAL PHENOMENA ...................................57 
 
 
ix 
4.1 Introduction ............................................................................................................58 
4.2 Model Description .................................................................................................61 
4.3 Study Sites and Model Configuration ....................................................................73 
4.4 Results and Discussion ..........................................................................................78 
4.5 Conclusions ............................................................................................................92 
CHAPTER 5: SUMMARY ...............................................................................................95 
REFERENCES ..................................................................................................................98 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 
CHAPTER 1: INTRODUCTION 
 
1.1 Motivation 
Perhaps some of the most striking features in a satellite loop 
of the Earth are the long filaments in the atmosphere that 
transport water across great distances (Newman et al. 2012). 
These narrow corridors characterized by strong vapor transport 
predominantly occur in the mid-latitudes and are known as 
Atmospheric Rivers (ARs; see an example in Fig. 1-1). About 4 
or 5 ARs occur in each hemisphere at any given time, and > 90% 
of poleward vapor transport in the mid-latitudes are 
accomplished by these ARs (Zhu and Newell 1998; Gimeno 
2014). While critical in the global water and energy cycle, ARs are also the main driver for cool-
season precipitation and flooding events for many coastal regions (e.g. Ralph et al. 2006a; Neiman 
et al. 2011; Lavers and Villarini 2013). In particular, coastal basins along the U.S. West Coast are 
heavily affected by ARs due to the fact that: 1) ARs bring in vast amounts of moisture from the 
Pacific and 2) the Cascade-Sierra mountain ranges are natural barriers that force the moisture to 
rise and produce heavy precipitation. 
As a result, precipitation associate with ARs accounts for >55% of cool-season precipitation 
along the U.S. West Coast (Rutz et al. 2014) and make important contributions to how much snow 
and water will be available in these regions. While providing critical sources for western 
(especially California) water supplies (Dettinger et al. 2011; Ralph and Dettinger 2011), 
landfalling ARs can also be devastating as they can result in major floods for coastal river basins 
Figure 1-1. An example of AR 
(color shading shows column-
integrated vapor), in association 
with Rossby waves (wave 
patterns indicated by the black 
500mb geopotential heights) 
 
 
2 
from California to Washington (Ralph et al. 2006a; Neiman et al. 2011). For example, an extreme 
AR occurred in December  2007 significantly affected the Chehalis River basin (western 
Washington) causing 11 fatalities, a 4-day closure of the I-5 highway, and USD 1 billion economic 
losses (Dominguez et al. 2018). Given the critical role of ARs for the water resources, as well as 
they risk they pose for flooding in many coastal regions, it is important that the hydrometeorology 
community improves our understanding of AR features and their variability in order to better 
predict them on time scales from days to decades (Ralph and Dettinger 2011). It is of particular 
importance to advance our understanding and predicting regional- to local-scale impacts, which 
are of the greatest societal relevance but are often most uncertain. Therefore, to better link AR 
characteristics with regional- and local-scale hydrological impacts is the subject of this 
dissertation.  
To achieve this goal, it is important to understand how ARs interconnect global circulation 
with local-scale extreme events through multi-scale interactions. As mentioned earlier, ARs are a 
key phenomenon of the global transport of water vapor (Newman et al. 2012). Physically, they 
represent the vapor transport components within mid-latitude transient eddies that are embedded 
in planetary-scale Rossby waves (Zhu and Newell 1998; Fig. 1-1). Within synoptic eddies, ARs 
are located in the warm sector of extratropical cyclones and are closely tied to the pre-cold-frontal 
low-level jet (Neiman et al. 2008b). If discussed in the context of the Norwegian classical cyclone 
model, ARs represent a configuration similar to the warm conveyor belt, a poleward, slantwise 
ascending airstream rising above the warm front near the cyclone center (Carlson 1980; Browning 
1999; Sodemann and Stohl 2013). This rapidly ascending airflow towards the leading edge of ARs 
tend to generate intense precipitation and condensational latent heating. However, in contrast to 
maritime extratropical cyclones, the precipitation induced by landfalling ARs affecting the U.S. 
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West Coast are also largely modified by orographic effects, and mesoscale details of the AR (e.g. 
atmospheric stability, frontal waves) and how ARs interact with the local mountainous terrain 
determines how much precipitation affects different watersheds (Neiman et al. 2008b; 2011; Ralph 
et al. 2011; Houze 2012). Subsequently, whether a landfalling AR generates local flooding is 
ultimately influenced by the land surface conditions (snow and soil conditions) that can greatly 
modulate runoff generation processes (Neiman et al. 2008b; Leung and Qian 2009). Now, from all 
these processes with such a broad spatial spectrum, what are the key processes that affect AR 
features and how can we link these aspects with ARs’ hydrological impacts at regional- and local-
scales?  
Rossby Wave Behavior: At the planetary-scale, AR features are subject to the changes in 
Rossby wave dynamics. As the narrow and elongated structures existing between troughs and 
ridges, ARs’ lifecycle is closely related with the growth and decay of these eddies (Barnes and 
Hartmann 2012). Recently, Rossby wave breaking (RWB) has been found of particular relevance 
in modulating moisture transport features along the U.S. West Coast. This is especially true in the 
context of interannual variability because the two regimes of RWB are modulated by ENSO phases 
and hence are closely tied to the U.S. West Coast winter precipitation in association with ARs 
(Ryoo et al. 2013). Similarly, extratropical circulation changes in a future climate are very likely 
to modulate AR characteristics through the interaction with RWB (Payne and Magnusdottir 2014). 
How can large-scale dynamical changes of ARs influence the risk of extreme flooding for coastal 
river basins? What are the key elements that link large-scale dynamics with AR local impacts? 
Can this knowledge be used to better forecast AR variability and change?  
Tropical/Subtropical Moisture Export: Within the scale of extratropical cyclones, the two 
concepts “atmospheric river” and “warm conveyor belt”, while representing similar subjects, 
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correspond to two different mechanisms. “Atmospheric river” suggests a more two-dimensional 
riverlike flow from the (sub)tropics to the mid- and high latitudes while “warm conveyor belt” 
describes a more three-dimensional ascending structure of airstreams that also account for local 
moisture confluence (Sodemann and Stohl 2013). One aspect that has raised particular interest is 
the tropical-extratropical linkages, as some ARs can extend to the eastern tropics Pacific and seem 
to “tap” Hawaiian moisture into U.S. West Coast (referred as “pineapple express”). In some cases, 
this tropical-extratropical interaction has been linked to extreme precipitation (Knippertz and 
Wernli 2010; Ralph et al. 2011; Neiman et al. 2014). However, the relative role of direct advection 
of tropical moisture vs. local moisture convergence within ARs is under debate (Bao et al. 2006; 
Knippertz and Wernli 2010; Sodemann and Stohl 2013; Dacre et al. 2015; Eiras-Barca et al. 2017). 
Furthermore, the mechanisms by which tropical moisture can modulate AR features and their 
inland impacts is largely unknown. A better understanding of the impacts of tropical moisture 
could potentially help us better anticipate how ARs could change thermodynamically through 
increase water vapor content that a warmer climate will bring (Trenberth 1998; Sodemann and 
Stohl 2013; Dominguez et al. 2018).  
Land Surface Processes: Upon the arrival of ARs on the U.S. West Coast, intense 
precipitation usually occurs and the precipitation distribution is modulated to a first order by 
orographic forcing (Colle 2004; Neiman et al. 2011). Another onshore characteristic often 
observed in association with ARs’ arrival is anomalously warm air temperature. This can raise 
melting-levels and results in rain falling at high elevations over a much larger catchment area and 
can also induce snowmelt below the melting-levels. These processes can greatly enhance runoff 
volume and amplify streamflow responses (White et al. 2002; Lundquist et al. 2008; Neiman et al. 
2008b). In addition, soil moisture conditions, can considerably modulate the transit features of AR 
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precipitation over land in producing fast streamflow response or longer lifetimes in the subsurface 
(Leung and Qian 2009; Dettinger 2013; Hrachowitz et al. 2016). To better understand the 
variability of AR-induced flooding risks and how it can affect local hydroclimate, it is important 
for us to better quantify and understand the influence of land surface conditions on ARs’ 
hydrometeorological impacts and the interactions between them.  
 
1.2  Objective and Scientific Questions 
The overarching goal of this dissertation is to investigate different aspects of AR features at a 
wide range of spatial scales, with a focus on establishing the linkages of these aspects with local 
hydrological impacts on the U.S. West Coast. AR features are closely linked with atmospheric 
variability and its consequences over land, and the linkages built can be used to better understand 
and anticipate how water resources and the exposure of flood risk associated with ARs can be 
modulated by climate variability and change. Ranging from planetary-scale to local-scale, we will 
address three key science questions: 
Q1. What is the effect of upper-tropospheric dynamics, in the form of Rossby wave breaking, 
on basin-scale precipitation and streamflow? 
Q2. How can tropical moisture export modulate AR development and precipitation features? 
Q3. How can land surface conditions modify the transit features of ARs over land and what 
are the effects of AR precipitation on local hydroclimate? 
 
1.3  Scientific Contribution 
As the atmospheric component of the NASA funded interdisciplinary project “Atmospheric 
Rivers and changing flood risk in the Pacific Coast region of the Western U.S.”, I have examined 
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three different aspects of ARs, varying 
with scales, that can individually 
affect ARs’ hydrological impacts over 
the U.S. West Coast: i) I linked 
planetary-scale Rossby wave breaking 
(RWB) with AR features and found a 
dramatic latitudinal variation of AR-
related landfall and streamflow 
responses to the two dominant modes 
of RWB (Hu et al. 2017); ii) I 
investigated synoptic- to meso-scale 
processes and analyzed how tropical moisture can contribute to extreme ARs in direct and indirect 
ways. In particular, I found critical roles of tropical moisture in enhancing cold-frontal low-level 
jets and promoting local convergence where landfall occurs (Hu and Dominguez 2018); iii) I 
focused on how land surface conditions can modulate AR flooding, and found an important 
contribution from antecedent snowpack melt to streamflow and a long-term memory left by 
extreme ARs on the local hydroclimate (Hu et al. 2018) (depicted in Fig. 1-2).   
In addition to advancing our scientific understanding of ARs, I also developed a novel water 
tracer tool in the model framework of Noah-MP. I used this tool to “tag” precipitation from 
individual AR events to track the subsequent terrestrial lifecycle. This is a tool that can be easily 
adapted for other hydrometeorological phenomenon to help us understand physical processes over 
land and identify model deficiency if used in combination with isotopic tracer observations.  
Ralph et al. 2011
Satellite imagery 
Global 
scale
Synoptic
scale
Meso-
scale
Basin 
scale
Rossby wave 
behavior Tropical/subtropical moisture export
Land surface processes
Ca
sc
ad
es
Sierra Nevada
Fraction of winter 
precipitation due to ARs
Rutz et al. 2014
to link large-scale 
dynamics with local 
impacts
found a latitudinal shift 
of hydrological 
sensitivity to two Rossby 
wave breaking modes
to examine the role of 
thermodynamics on AR 
intensity
established robust 
mechanisms that 
enhance ARs due to 
tropical moisture
on the detailed flood generating 
processes
found significant contributions from 
snowmelt to an extreme AR and its long-
term memories on local hydroclimate
Figure 1-2. Schematic summarizing the multi-scale aspects of ARs 
and their roles for ARs’ hydrological impacts examined by this 
dissertation.  
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CHAPTER 2: LINKING ATMOSPHERIC RIVER HYDROLOGICAL IMPACTS ON 
THE U.S. WEST COAST TO ROSSBY WAVE BREAKING 
(Published in Journal of Climate, May 2017)  
 
Atmospheric rivers (ARs) have significant hydrometeorological impacts on the U.S. West 
Coast. This study presents the connection between the characteristics of large-scale Rossby wave 
breaking (RWB) over the eastern North Pacific and the regional-scale hydrological impacts 
associated with landfalling ARs on the U.S. West Coast (36°N~49°N). ARs associated with RWB 
account for 2/3 of the landfalling AR events and >70% of total AR-precipitation in the winter 
season. The two regimes of RWB –  anticyclonic wave breaking (AWB) and cyclonic wave 
breaking (CWB) – are associated with different directions of the vertically integrated water vapor 
transport (IVT). AWB-ARs impinge in a more westerly direction on the coast while CWB-ARs 
impinge in a more southwesterly direction.  
Most of the landfalling ARs along the northwestern coast of the U.S. (states of Washington 
and Oregon) are AWB-ARs. Due to their westerly impinging angles when compared to CWB-
ARs, AWB-ARs arrive more orthogonally to the western Cascades and more efficiently transform 
water vapor into precipitation through orographic lift than CWB-ARs. Consequently, AWB-ARs 
are associated with the most extreme streamflows in the region.  
Along the southwest coast of the U.S. (California), the southwesterly impinging angles of 
CWB-ARs are more orthogonal to the local topography. Furthermore, the southwest coast CWB-
ARs have more intense IVT. Consequently, CWB-ARs are associated with the most intense 
precipitation. As a result, most of the extreme streamflows in southwest coastal basins are 
associated with CWB-ARs. In summary, depending on the associated RWB type, ARs impinge 
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on the local topography at a different angle and have a different spatial signature of precipitation 
and streamflow. 
 
2.1 Introduction 
Precipitation related to atmospheric rivers (Zhu and Newell 1998; Ralph et al. 2004) are 
critically important for water resources on the West Coast of the United States. Between 25%~50% 
of the annual precipitation falling on the West Coast is related to AR events (Dettinger et al. 2011), 
and ARs are responsible for a large fraction of the snow water equivalent accumulated in the Sierra 
Nevada mountains  (Guan et al. 2010). ARs are, by definition, filamentary structures characterized 
by very strong atmospheric water vapor transport (usually measured as vertically integrated vapor 
transport - IVT), moving as much water as is discharged by the Amazon river (Zhu and Newell 
1994; 1998). Consequently, when they impinge on the orographic barriers of the U.S. West Coast, 
ARs can cause extreme precipitation and floods (Ralph et al. 2004; 2006a; Neiman et al. 2008a; 
Ralph and Dettinger 2011; Dettinger et al. 2011; Neiman et al. 2011). In western Washington, for 
example, most flooding events observed in four watersheds were associated with ARs (Neiman et 
al. 2011). While the maximum AR frequency occurs on the northern coast of Oregon and 
Washington and gradually decreases southward (Rutz et al. 2014), ARs are still associated with 
some of the largest floods along watersheds in the California coast, such as the Russian river basin 
(Ralph et al. 2006b). And 3-day precipitation totals associated with long-duration landfalling ARs 
in California are as large as anywhere in the country, including precipitation due to landfalling 
tropical storms and hurricanes (Ralph and Dettinger 2012). At the basin-scale, the precipitation 
totals and resulting hydrologic response of the basins depend on the angle of impingement of the 
ARs in relation to the local topography (Ralph et al. 2003). Analyzing the basin hydrologic 
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response in western Washington, Neiman et al. (2011) found that the basins draining the western 
slopes of mountains are impacted by westerly ARs, while basins draining the southern flanks had 
their largest discharges during southwesterly AR flows.  
AR events involve a multi-scale chain of events: from planetary-, synoptic-, meso-  to the 
watershed and river reach scale. As an example, an extreme AR event analyzed by Ralph et al. 
(2011) involved several key ingredients from the planetary scale (tropical convection, storm 
tracks) to the mesoscale (frontal wave). However, while extratropical cyclones (and ARs 
associated with these cyclones) usually develop with baroclinic instability as a lower- and upper-
tropospheric coupled system, the connection between ARs and upper-troposphere atmospheric 
dynamics and variability has only recently become an active area of research. Of particular 
relevance is the effect of large-scale Rossby wave breaking (RWB) on meridional moisture 
transport and ARs. Liu and Barnes (2015) found that about 61% of the total extreme meridional 
moisture transport across 60°N was due to RWB events likely associated with ARs. Ryoo et al. 
(2013) linked the U.S. West Coast winter precipitation with upper-tropospheric potential vorticity 
(PV) during El Niño and La Niña years, through the interannual variability between the two 
regimes of RWB. 
RWB represents irreversible mixing of the synoptic eddies in the midlatitude Rossby waves 
and has two primary regimes - anticyclonic wave breaking (AWB) and cyclonic wave breaking 
(CWB) (Thorncroft et al. 1993). AWBs are often observed on the equatorward flank of the jet 
where conditions are dominated by anticyclonic wind shear, while CWBs generally occur on the 
poleward flank of the jet where cyclonic wind shear is predominant. During the mature stage of 
the two lifecycles, both RWB types exhibit strong non-linear characteristics. Analysis of eddy 
meridional momentum and vertical heat fluxes of the AWB suggests poleward momentum 
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transport and “absorption” of eddy energy in the upper-tropospheric subtropics, which convert 
eddy kinetic energy (EKE) into stronger upper-tropospheric westerlies. In contrast, EKE 
accompanying the CWB is absorbed less because most of the upward propagating Rossby waves 
are reflected back downward from the high-latitude upper troposphere. As a result, the CWB has 
a relative persistent EKE. The feedback between eddies and the mean flow also results in a 
poleward shift of the jet after AWB but an equatorward shift of the jet after CWB. Associated with 
significantly different dynamic features, AWB (CWB) phenomenon is manifested by irreversible 
mixing of PV in an anticyclonic (cyclonic) manner (McIntyre and Palmer 1985; Thorncroft et al. 
1993). 
In addition to eddy momentum and heat fluxes, moisture flux characteristics accompanying 
RWB are often discussed in the context of ARs.  Close relationships have been found between the 
strongest landfalling ARs on the West Coast and clear AWB signals in the eastern Pacific (Payne 
and Magnusdottir 2014; Mundhenk et al. 2016b). A trajectory study by Ryoo et al. (2015) relates 
the different patterns of trajectories among ARs with RWB and demonstrates that about 66% of 
the AR events they evaluated are associated with AWB. While these studies demonstrate the 
importance of AWB, it is important to note that AR precipitation has the most significant impacts 
on the southwestern coast when CWB occurs more frequently over the eastern Pacific during El 
Nino years (Ryoo et al. 2013). In addition, the trajectory study by Ryoo et al. (2015) ties ARs with 
intense precipitation over the southwestern U.S. with a stronger relevance to CWB.  
ARs are modulated by extratropical circulation patterns which are, in turn, related to RWB 
patterns. In fact, the latitude of maximum AR occurrence is related to that of maximum AWB 
occurrence (Mundhenk et al. 2016a). For this reason, changes in RWB can be used as indicators 
for AR variability and change (Payne and Magnusdottir 2014; Mundhenk et al. 2016b). As an 
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example, the El Niño southern oscillation (ENSO) can modify storm track strength and location 
(e.g. storm track strength and location; Seager et al. 2003; Orlanski 2005; L'Heureux and 
Thompson 2006) and produce significantly different precipitation patterns over the West Coast, 
likely through ARs with different RWB types (Cayan and Roads 1984; Ryoo et al. 2013). In terms 
of long-term climatic trends, global warming can potentially induce changes in RWB dynamics 
and consequently lead to changes in ARs. A poleward displacement of midlatitude jets with 
climate change is found to result in a robust and significant reduction of CWB frequency and a 
poleward shift of AWB distribution (Barnes and Hartmann 2012). The poleward shift of 
midlatitude jets also leads to a significant decrease of AR events in aquaplanet simulations (Hagos 
et al. 2015). At the same time, the thermodynamic change associated with climate change further 
complicates the problem (Gao et al. 2015). Such changes could potentially have a significant 
impact on regional precipitation in the West Coast (Salathé 2006; Dettinger 2011; Mass et al. 2011; 
Ryoo et al. 2013). This is particularly important because of the socioeconomic and ecologic 
consequences of changes in flood risk and water resources associated with these extreme events 
on both the local and regional scales. However, establishing the relationship between upper-
tropospheric dynamics and regional hydrologic impacts is a critical first step before evaluating 
possible changes in regional hydrologic impacts due to climate change along the West Coast. 
In this study, we focus on establishing the link between RWB and the regional-scale 
hydrological impacts of ARs on the U.S. West Coast, as a necessary step to bridge large-scale 
atmospheric dynamics and regional scale hydrological variability. This understanding provides the 
dynamic basis for studies on changes in AR-related hydrologic impacts due to climate variability 
and change. To do this, we examine the AR characteristics along the U.S. West Coast in association 
with RWB. We make particular efforts on establishing the relationship between AR features and 
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precipitation along the northwest and southwest coast of the US, and quantifying the AR impact 
on two river basins within the northwest and southwest coast, respectively. Both of the basins have 
experienced severe AR-related floods in the past. In addition, we analyze the streamflow features 
of three additional river basins located between them. The key questions we want to address are: 
1) How important is RWB for the impacts of landfalling ARs on the U.S. West Coast? 2) Is there 
a significant precipitation difference associated with AWB- and CWB-ARs and how does it change 
with latitude? 3) How do coastal watersheds along a latitudinal gradient respond hydrologically to 
AWB- and CWB-ARs at a regional scale? 
2.2 Data and Methods 
We examine the ARs that affect the west coast of the U.S. with their eastern leading edges 
reaching 36°N~49°N (black hatched area in Fig. 2-1a). Note that ARs at latitudes lower than 36°N 
were excluded in this analysis because of the small number of AR events and weak RWB signals 
(Fig. 2-2). To determine the importance of RWB for the impacts of landfalling ARs (question 1), 
we quantify the number of AR events and the precipitation associated with RWB. To explore the 
latitudinal variation of AR characteristics and impacts (question 2 and 3), we examine two subsets 
of ARs reaching two 5-degee bands: 44°N~49°N and 36°N~41°N (red hatched grids in Fig. 2-1a). 
These two bands correspond to the northwest and southwest coast of the U.S.  
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We link the latitudinal variation of RWB-AR features, together with mountain range 
orientations, to local precipitation of two river basins. For the ARs impacting the northern band,  
we focus on the Chehalis river basin in western Washington (Fig. 2-1b) where several AR-induce 
major floods have caused extensive damages and economic losses. For instance, from December 
1 through December 3, 2007, the Chehalis basin experienced heavy rainfall and severe flooding 
Figure 2-1. (a) Topography features of the U.S. West Coast (unit: m). ARs with the leading edges reaching 
the black-hatched area are grouped as ARs affecting the West Coast; ARs withe leading edges within the 
north (south) red-hatched area are grouped to represent the ARs affecting the northwest (southwest) coast. 
The five river basins are delineated by black lines, named as w1~w5. Blue boxes suggest the area used to 
represent local precipitation features, named as b1~b3. (b)~(f) Magnified view of the five basins w1~w5 with 
USGS streamflow gauges. (g) An AR example associated with AWB event on Nov 22, 1990, with precipitable 
water (color shaded, unit: kg m-2) and 500mb geopotential height (dashed contours, unit: m). (h) The same 
as (g) but showing an AR event with CWB on Jan 14, 1988. The thick black lines in (g) and (h) indicate the 
1.5PVU contour at 350K surface (1PVU=10-6m-2Kkg-1). 
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which caused a 4-day closure of the I-5 highway (Hayes 2008). The Chehalis river basin is 
surrounded by mountains, except for the Pacific Ocean on its western boundary. Storms centered 
over the mountains on the southern Willapa Hills and Cascade foothills on the east can cause 
flooding in the upper Chehalis. Storms over the Olympic Mountains to the north can cause flooding 
in the lower Chehalis, without having much effect in the upper basin (Ruckelshaus Center 2012). 
For the ARs affecting the southern band, we focus on the Russian river basin in northern California 
(Fig. 2-1c). The effect of ARs on extreme flooding in the Russian basin has been studied by Ralph 
et al. (2006a; 2013). All seven extreme streamflow events between 1997 and 2006 were found to 
be associated with ARs (Ralph et al. 2006a). Surrounded by coastal mountains, the Russian river 
flows southward along the valley for about 145 km and drains into the Pacific Ocean (Anders et 
al. 2011). The mean orientation of the crest of the coastal mountains is along ~140°-320° (Ralph 
et al. 2013). 
In addition to the Chehalis and Russian river basins, we analyzed three additional coastal river 
basins along a latitudinal gradient between the Russian and Chehalis. The three additional river 
basins, from north to south, are the Willamette (northwestern Oregon), Rogue (southwestern 
Oregon) and Eel (northern California) river basins. They are generally bounded by the Cascade-
Sierra Nevada Mountains to the east and Pacific to the west, with rivers flowing into the Pacific 
Ocean. Using these five basins, we can assess the large-scale hydrologic impacts at different 
latitudes, while retaining the catchment-specific implications. 
2.2.1 MERRA data 
We use 30 years (1979-2009) of the National Aeronautics and Space Administration (NASA) 
Modern-Era Retrospective Analysis for Research and Application (MERRA) reanalysis dataset 
for meteorological analysis. It has high resolution, both in time and space. MERRA is 
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characterized by a significant improvement of the atmospheric branch of the hydrological cycle 
(Rienecker et al. 2011) compared with the previous generation of reanalyses (e.g. ERA-40, 
NCEP/NCAR-R1). Two-dimensional time-averaged fields (e.g. vertically integrated flux of 
specific humidity) are available at 1/2° × 2/3°, hourly resolution, while 3-dimensional 
instantaneous fields (e.g. zonal wind) at pressure levels are available at 1.25° × 1.25°, 3-hourly 
resolution.  
2.2.2 AR identification 
The AR identification method developed by Lavers et al. (2012; 2013) is applied to MERRA 
data. In contrast to other detection methods that use satellite-estimated water vapor content to 
identify AR events (Ralph et al. 2004; Neiman et al. 2008b; Ralph and Dettinger 2012; Wick et al. 
2013), Lavers et al. (2012) evaluate the AR dimensions using IVT values above a certain threshold 
according to the latitude range of the AR’s leading edge. IVT is calculated using Equation 2-1.  
        Equation 2-1 
where  and  are the vertically integrated eastward and northward vapor flux 
respectively from MERRA. 
We perform the AR detection algorithm three times by confining AR leading edges within 
three latitude bands. Two 5-degree latitude bands (44°N~49°N and 36°N~41°N) are selected to 
investigate differences in ARs with latitude, and one broad band (36°N~49°N) is selected as the 
entire West Coast. As an example, the first step in the identification process for the AR events in 
the northern band (44°N~49°N) is to determine the IVT threshold.  The maximum IVT values for 
coastal grids (between 44°N~49°N along 124.7°W, northern red hatched area in Fig. 2-1a) at 
1200UTC of each day from October to March during 1979-2009 are taken to construct the 
distribution. Then, the IVT threshold is determined as the 85th percentile the IVT distribution. For 
IVT = QU 2 +QV 2
QU QV
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each time step (hourly) during the 1979-2009 Oct-Mar period, the algorithm searches grids with 
IVT values above the threshold, starting from the coastal grids towards the west-southwest-south 
directions. A time step is flagged as an AR step if consecutive grids spanning more than 2000 km 
exceed the threshold. However, an AR event has to last more than 18h (≥18 continuous AR step). 
We adjust the original length criteria used in Lavers et al. (2012; 2013) from 20 degrees of 
longitude to a solid length threshold of 2000 km to accommodate for our wider latitudinal range. 
In addition, individual events must be separated by at least 24 hours. The IVT thresholds and the 
number of AR events for the three bands are shown in Table 2-1. We note that a lower threshold 
(350 kg m-1s-1) is used when identifying AR events for the West Coast.  
  Name Latitudinal range IVT threshold (kg m-1s-1) 
Number of events 
ARs AWB-ARs CWB-ARs 
1 North 5-degree band 44°N~49°N 384 192 80 61 
2 South5-degree band 36°N~41°N 350 156 55 55 
3 West Coast 36°N~49°N 350 301 122 91 
 
2.2.3 RWB type classification 
RWB is manifested by the large-scale, rapid irreversible overturning of PV contours on 
isentropic surfaces (McIntyre and Palmer 1985). An objective algorithm to detect RWB types 
developed by Strong and Magnusdottir (2008) is applied. This detection method objectively 
identifies the poleward-advection low-PV tongues associated with anticyclonically and 
cyclonically overturning PV contours at the 350K isentropic surface (see Fig. 2-1 in Strong and 
Magnusdottir 2008).  
In this study, PV is interpolated to the 350K isentropic surface at every time step in which an 
AR event was detected. We then use the detection method of Strong and Magnusdottir (2008a) to 
Table 2-1. Information about three latitude bands used to identify AR events and the number of AR events 
identified 
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objectively classify RWB events as AWB and CWB. The detection method provides information 
about the location of each RWB. This information is used to link the RWB with the ARs. For the 
RWB to be linked to an AR, the location of RWB needs to be in the vicinity the concurring AR 
(within the box of 180°~110°W and 30°N~70°N). In the case when more than one RWB occur 
simultaneously (e.g. Messori and Caballero 2015), the AR is attributed to the RWB type whose 
breaking location is closer to the AR. AR events can hence be classified into AWB-ARs, CWB-
ARs and non-breaking ARs. Figures 2-1g and h show examples of AWB- and CWB-ARs with 1.5 
PVU contours (1 PVU = 10-6 m-2 K kg-1). 
RWB activity undergoes seasonal variation, and concentrating the RWB detection on a 
specific isentropic level could potentially limit the validity of the RWB detection. However, by 
examining the RWB signals on two more levels (340K and 330K isentropic levels), we find 
consistent patterns of AR-related RWB detection with slightly different horizontal extension (not 
shown). Since the RWB type is more important than its horizontal extent in this study, we take the 
results from the 350K as representative of RWB.  
2.2.4 Livneh gridded land surface data 
To investigate precipitation spatial distribution within the watershed, we use 1/16° degree 
latitude/longitude data from Livneh et al. (2013) for the winters from 1979 to 2009. The daily 
precipitation and temperature are derived from daily precipitation observations from 
approximately 20,000 NOAA Cooperative Observer stations across the conterminous U.S. We use 
this observational product to evaluate the spatial distribution of AR-related precipitation in 
sections 2.4 and 2.5. 
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2.2.5 Streamflow gauge measurements 
The AR-related streamflow characteristics of the five river basins are obtained from long-
term streamflow measurements by the U.S. Geological Survey (USGS). To be consistent, only 
gauges with 30-year data availability (1979 Oct - 2009 Mar) are included in our analysis. The 
number of streamflow gauges within each river basin is listed in Table 2-2 and their locations are 
indicated in Figures 2-1b~f.  
 Basin name # of USGS streamflow gauges 
1 Chehalis river basin 11 
2 Russian river basin 7 
3 Willamette river basin 14 
4 Rogue river basin 12 
5 Eel river basin 7 
 
 
2.3 Importance of RWB-ARs to the West Coast 
Using data and methods described in sections 2.2.1~2.2.3, we identify AR events affecting 
the West Coast and classify those with clear RWB signatures into AWB or CWB types. A total 
number of 301 AR events are identified, and are binned based on the impinging latitude at the time 
of maximum IVT (Fig. 2-2a) and the average impinging latitude throughout AR duration (Fig. 2-
2b), respectively. Consistent with previous studies (Neiman et al. 2008a; Rutz et al. 2014), the 
northwest coast experiences more ARs, especially to the north of 42°N. The number of ARs peaks 
at 43°N~45°N (Fig. 2-2), in agreement with the peak AR probabilities found by Guan and Waliser 
(2016). Note that in Fig. 2-2, we include AR events that impinge south of 36°N. However, they 
are a small subset of events and usually accompanied by weak RWB signals, thus are excluded in 
the rest of the analyses. 
Table 2-2. Number of USGS streamflow gauges in the five coastal basins having record from 1979 to 2009. 
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 Among 301 AR events, about 2/3 
(204 events) are associated with 
RWB. AWB-ARs (129 events) 
clearly outnumber CWB-ARs (75 
events) from Table 2-1, consistent 
with the higher frequency of AWB in 
general as a result of the preferential 
equatorward propagation of Rossby 
waves and anticyclonic wind shear on 
the equatorward flank of the jets 
(Hoskins et al. 1977; Thorncroft et al. 
1993; Nakamura and Plumb 1994; Peters and Waugh 1996; Barnes and Hartmann 2012). However, 
Ryoo et al. (2015) estimated that ~66% of ARs are associated with AWB. The discrepancy likely 
arises due to the difference in the AR detection method – IVT is used in this study but precipitable 
water was the criteria for Ryoo et al. (2015). 
Figure 2-2 also suggests that peak IVT of CWB-ARs tends to occur at 40°N~46°N while peak 
IVT of AWB-ARs impinges mostly at 42°N~49°N. As a result, more frequent AWB-ARs are also 
found affecting the northern 5-degree band but similar AWB-ARs and CWB-AR frequencies are 
found in the southern 5-degree band (Table 2-1). However, within the confining latitude bands, 
some AR events of long duration and wide-range effect are counted twice (once in each latitude 
band). The summation of two subsets is thus larger than for the West Coast (Table 2-1). In fact, 
28 CWB-ARs are counted in both latitudinal subsets while only 14 AWB-ARs are included in both 
subsets, indicating a broader north-to-south movement of CWB-ARs. AWB-ARs, on the other 
Figure 2-2. Histograms of AR event numbers binned with (a) 
the impinging latitude at the time step with the maximum IVT 
and (b) the averaged impinging latitude with peak IVT over 
all steps within each AR’s duration. 
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hand, appear to impinge at higher latitudes and have limited latitudinal movement within their 
lifespan. 
In addition to the number of ARs related with RWB, we also examine their significance to 
winter precipitation. We quantify the precipitation associated to each AR using the two-day 
maximum precipitation (the same approach used in Warner et al. 2012), occurring ± 2 days 
around the peak IVT time step. The ratio of RWB-ARs precipitation to the total AR precipitation 
is calculated and shown in Fig. 2-3. More than 70% of total AR precipitation results from RWB-
ARs in Washington and the fraction gradually decreases to ~60% towards the southwest coast 
(Fig. 2-3a). However, mountainous regions in California have higher ratios. When partitioning 
the total ratios in Fig. 2-3a into AWB-ARs and CWB-ARs parts, they clearly demonstrate 
opposite spatial patterns (Figs. 2-3b and c). The northwest coast (Washington and Oregon) is 
predominantly affected by AWB-ARs, accounting for over 40% of AR precipitation, even more 
on the Cascades (>45%). In contrast, a larger portion of AR precipitation in the southwest coast 
(California) is associated with CWB-ARs despite their peak IVT latitudes at 40°N~46°N. The 
Figure 2-3. Ratio of AR-related precipitation due to (a) RWB-ARs, (b) AWB-ARs and (c) CWB-ARs. 
 
 
 
21 
reasons for the large difference in the region of impact between the two AR types are further 
explored by two subsets of ARs affecting the two latitude bands and river basins. 
2.4 Difference of AWB and CWB AR Features 
To demonstrate the AR features associated with AWB and CWB, we analyze two subsets of 
ARs reaching the two 5-degree latitude bands. Instead of mixing all ARs impacting the West Coast 
together, we use two AR subsets because, by refining the ARs impinging the northwest 
(44°N~49°N) and southwest coast (36°N~41°N), we can 1) obtain clear AR features, and 2) reveal 
the latitudinal variation of AR features with two RWB types. 
2.4.1  Synoptic composites 
AR synoptic composites are constructed for the north band (Figs. 2-4a~c) using MERRA data. 
Compared with composites averaged from all AR events (Fig. 2-4a), AWB-ARs appear to impinge 
in a more westerly direction (Fig. 2-4b). In contrast, CWB-ARs impinge in a southwesterly 
direction towards the coast (Fig. 2-4c). Note that we focus on the impinging angles of ARs towards 
the West Coast, but not the overall orientation of the filamentary structure. In fact, CWB-ARs have 
more zonal orientation off the coast, while AWB-ARs have a more meridional orientation, similar 
to the features found by Sodemann and Stohl (2013).  
AWB-ARs are characterized by a pronounced 875mb high to the southeast of the ARs while 
CWB-ARs show an enhanced 875mb low to the northwest of the ARs (Figs. 2-4b and c). The near-
surface low found in CWB-ARs is consistent with the single and large surface cyclones mostly 
coexisting with CWB-ARs (Moore et al. 2012; Sodemann and Stohl 2013). CWB-ARs are also 
associated with a longer filamentary structure with higher IVT (≥560 kg m-1s-1) (Fig. 2-4c). This 
could be partially attributed to the stronger wind speed of CWB-ARs (as seen the stronger pressure 
gradient for the 875mb level in Fig. 2-4c). Similar synoptic features are found in the composites 
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for the south-band subset (Figs. 2-4d~f) but with the patterns shifted southward. However, the 
strength of AWB-ARs along the southern coast is weakened significantly. Further details of the 
IVT transport and dynamical features will be investigated in section 2.4.2, to explain the difference 
between AWB- and CWB-ARs and the latitudinal variation. 
A similar pattern as northern AWB-AR composites (Figs. 2-4b) with a strong high pressure 
to the southeast of the ARs is found by Neiman et al. (2008a) for ARs with water vapor plumes 
impacting the northwest coast. In contrast, CWB-AR composites (Figs. 2-5c and f) with an 
anomalous low to the northwest of the ARs resemble those for ARs affecting the southwest coast 
(see Fig. 6 in Neiman et al. 2008a). This suggests a significant and consistent role of AWB-ARs 
to the northwest coast, but a more prominent role of CWB-ARs for the southwest coast.  
 
 
Figure 2-4. Composites of IVT (color shaded, unit: kg m-1s-1) and 875mb geopotential height (dashed 
contours, unit: m) for the northern subset of ARs (a~c) and the southern subset of ARs (d~f). Blue solid lines 
suggest the averaged IVT axes starting from the coast and extending 2000 km into the Pacific. The blue dots 
in (b), (c), (e) and (f) suggest the standard deviation of IVT axes. 
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2.4.2 Vertical structures  
Decomposing the IVT into moisture and wind components at each level, Fig. 2-5 shows the 
averaged vertical profiles near the coast for each AR type. They are extracted from the grid along 
124.7°W having the maximum IVT. Therefore, for the northern ARs, all the profiles (Fig. 2-5a~c) 
are from the grids in the North 5-degree band (the north red hatched area in Fig. 2-1a); and for the 
southern ARs, profiles (Fig. 2-5d~f) are extracted from the grids in the South 5-degree band (the 
south hatched area in Fig. 2-1a). Figure 2-5 clearly reveals that the horizontal wind speed is the 
dominant factor in driving the difference of IVT. For the northern ARs, CWB-ARs on average 
have stronger winds below 750mb level, which result in significant stronger moisture transport 
below 800mb level despite slightly 
less humidity. However, the AWB-
ARs have much stronger upper-
tropospheric winds. A similar 
horizontal wind difference between 
AWB- and CWB-ARs is found in 
the southern ARs, but with greater 
moisture fluxes of CWB-ARs 
extending to 550mb. The 
horizontal wind, especially the 
lower-tropospheric winds, 
generally decreases with latitude 
(Figs. 2-5a and d). 
 
Figure 2-5. Vertical profiles composites for the northern subset 
of ARs (a~c) and for the southern subset of ARs (d~f). Orange 
shaded levels are the levels with significant different means 
between AWB- and CWB-ARs with 99% confidence level. 
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In addition to coastal profiles, we present the composite vertical cross-sections along the core 
IVT axes (Fig. 2-6). Specific humidity, vertical and horizontal wind speed are shown along the 
2000 km axes for each RWB type. Consistent with Fig. 2-5, CWB-ARs have stronger horizontal 
winds in the lower-troposphere, extending to ~1500 km off the coast (Figs. 2-6c and g). It is 
consistent with the enhanced pressure gradient of CWB-ARs suggested by Fig. 2-4. Humidity, on 
the other hand, shows smaller differences close to the coast and larger differences away from the 
coast (Figs. 2-6d and h). The reason is that 2000 km away from the coast, along the CWB-AR axes, 
the AR is usually located at lower latitudes than AWB-ARs (Figs. 2-4c and f).  
 
 
The vertical wind component, critical in producing precipitation, is plotted in Figure 2-6. 
Significant stronger uplifting by CWB-ARs is found from the coast to ~1500 km offshore between 
Figure 2-6. Vertical cross-sections composites along the AR maximum IVT axes for the northern subset of ARs (a~c) 
and the southern subset of ARs (e~g). Specific humidity (unit: kg/kg) is shaded by colors; omega (unit: Pa/s) is 
contoured by black lines with intervals of 0.05 Pa/s; wind speed (unit: m/s) is contoured by blue dashed lines with 
intervals of 4 m/s. Stippled area in (b), (c), (f) and (g) show regions with significant different omega means between 
AWB- and CWB-ARs with 90% confidence level. (d) and (h) show the difference of specific humidity (color shaded) 
and wind speed (blue contours) between AWB-ARs and CWB-ARs for the northern and southern ARs. Horizontal 
tick label indicates the distance (unit: km) away from the coast into the Pacific. Each column shares the same 
colorbar.  
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900mb~200mb. Taking a plan view of the vertical winds at the 750mb where the maximum occurs, 
AWB-ARs show strong uplifting confined closely to the coast (blue shading Fig. 2-7b), indicating 
a stronger relation with orographic lifting near the coast. CWB-ARs, on the other hand, show 
greater and extended regions of uplift offshore (blue shading Figs. 2-7c and f). It has been shown 
that vertical heat fluxes are much stronger in the mature phase of CWB, as most upward EKE is 
reflected in CWBs rather than absorbed, as in the AWB case (Thorncroft et al. 1993). This helps 
Figure 2-7. Omega (color shaded, unit: Pa/s) and horizontal wind (vectors, unit: m/s) composites at 750mb 
level for the northern subset of ARs (a~c) and the southern subset of ARs (d~f). Geopotential height (color 
shaded, unit: m) and horizontal wind speed (dashed contours, unit: m/s) composites at 250mb level for the 
northern subset of ARs (g~i) and the southern subset of ARs (j~l). Hatched areas in (b), (c), (e) and (f) show 
regions with significant different omega means between AWB- and CWB-ARs with 90% confidence level.  
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support the stronger vertical wind component shown in CWB-ARs. Moreover, the extended region 
of ascent could also be attributed to the stronger wind-terrain interaction of CWB-ARs, due to the 
stronger lower-tropospheric winds, which tend to extend the upstream ascent significantly (Wang 
and Chang 2012). It is also important to note that AWB-ARs have additional local maxima of 
uplifting over the mountains further inland – over the Cascades in Fig. 2-7b and over the Rockies 
in Fig. 2-7e.  
In the upper troposphere, AWB-ARs have a more poleward displacement of the jet than 
CWB-ARs (Figs. 2-7g~l). AWB-ARs occur on the equatorward flank of the jet where anticyclonic 
wind shear is present; AWB also helps maintain the poleward position of the jet through poleward 
momentum fluxes. On the other hand, CWB-ARs occur on the poleward flank of the jet and the 
jet location is maintained relatively equatorward. However, the southern AWB-ARs are much 
weaker than the northern AWB-ARs (as can be seen in Figs. 2-7h and k), because they are 
associated with weaker westerly winds and probably are subject to stronger EKE absorption by 
the upper subtropics as moving closer to the subtropics. 
2.4.3 Impinging angles and 
precipitation distribution 
Given the orographic uplifting 
suggested in section 2.4.2, we 
connect the AR impingement 
towards the coast with precipitation 
inland. We calculate the impinging 
angle of ARs to the coast, based on 
the direction of vapor flux at the Figure 2-8. Histograms of AR impinging angles for (a) northern subset 
of ARs and (b) southern subset of ARs. The schematic on the left suggests 
the definition of impinging angles. 
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grid with maximum IVT along 124.7°W (red hatched area in Fig. 2-1a). We define the impinging 
angle as the angle between the IVT vector and the meridian (see the schematic in Fig. 2-8). The 
difference in impinging angles (averaged over the lifespan of the ARs) between AWB- and CWB-
ARs, is represented by the histograms of impinging angles in Fig. 2-8. The averaged variation of 
impinging angles within the AR’s lifespan is ±10.0° for the northern subset of ARs and ±11.5° for 
the southern subset of ARs relative to the averages over the lifespan.  
For the north band, the angles of CWB-ARs mostly range between 10° and 46°, while AWB-
ARs have a broader range and have a median angle of 55.1°. Due to the crucial interaction between 
AR and topography (Ralph et al. 2003; Neiman et al. 2011), the impinging angle differences 
associated with these two types of ARs result in a very distinct area of topographic uplifting and 
Figure 2-9. (a) Composites of precipitation (converted to mm/day), (b) AWB-AR precipitation anomalies 
(unit: mm/day) and (c) CWB-AR precipitation anomalies (unit: mm/day) for the northern subset of ARs. 
(d)~(f) are the same as (a)~(c) but for the southern subset of ARs. The dashed lines suggest he orientation of 
the mountains, and the arrows suggest the inland impingement of AWB- and CWB-ARs. 
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thus peak precipitation. AWB-ARs, with more westerly impinging angles, result in positive 
precipitation anomalies over the Cascades (Fig. 2-9b), meanwhile CWB-ARs, with more 
southwesterly impingement, contribute mostly to the precipitation over the Olympics (Fig. 2-9c).  
It is clear from these results that intense precipitation preferentially occurs over mountains where 
ARs impinge orthogonally (indicated by the sketched lines in Figs. 2-9b and c). Here we assume 
the impinging angles towards the mountains are very similar to the angles towards the coast, 
neglecting the local deflection of winds. 
In a previous study, Neiman et al. (2011) analyzed four basins in western Washington and 
constructed composites based on the top 10 extreme events for each basin. The precipitation 
patterns for the Green river basin located on the western slope of the Cascades and the Satsop river 
basin draining the southern flank of the Olympics (see Fig. 9 in Neiman et al. 2011) resemble Figs. 
2-7b and c respectively. It is reasonable to infer that AWB-ARs are likely to contribute to the top 
events measured at the site on the western flank of the Cascades (in the Green river basin) while 
CWB-ARs tend to produce extreme conditions for the site draining the southern Olympics (in the 
Satsop river basin). In fact, referring to their composites of IVT and near-surface geopotential 
heights (Fig. 10 and 12 in Neiman et al. 2011), they show the characteristic features of AWB- and 
CWB-ARs (Figs. 2-4b and c).  
A similar relationship between precipitation, AWB- and CWB-AR impinging angles holds 
for the south-band ARs (Fig. 2-8b) yet with a limited number of AWB-AR events. However, 
AR-related precipitation in the south band is dominated by CWB-ARs. Positive precipitation 
anomalies over the Sierra Nevada and other coastal mountains due to CWB-ARs are clearly 
shown in Fig. 2-9f. As the mountains are oriented along ~140°-320° (Ralph et al. 2013), CWB-
ARs impinging at ~25°~50° arrive more orthogonally with respect to the topographic barrier. 
 
 
29 
Furthermore, CWB-ARs are associated with much higher IVT than AWB-ARs (Fig. 2-5), a 
phenomenon amplified for the southern ARs. 
2.5 Hydrological Impacts on River Basins 
The spatial precipitation distribution corresponding to different AR impingement angles can 
significantly impact the river basin response. In this section, we place particular emphasis on 
extreme events. First, we investigate how the local precipitation features of two river basins 
(Chehalis and Russian) within the north and south 5-degree bands are related with impinging angle 
and IVT features accompanying RWB-ARs.  Second, we quantify the relationship of AWB- and 
CWB-ARs to the extreme streamflow events in the five river basins along the West Coast.  
2.5.1 Precipitation in relation to impinging angle and IVT 
For the northern ARs (impinge between 44°N~49°N), AWB-ARs result in maximum 
precipitation over the Cascades whereas CWB-ARs result in maximum precipitation over the 
Olympics (Fig. 2-9). They both affect the Chehalis basin because the western Cascades drain to 
the upper Chehalis and the southern Olympics drain toward the lower Chehalis. We thus select the 
two boxes (b1 and b2 in Fig. 2-1a) over the western Cascades and the southern Olympics, and use 
2-day averaged precipitation (averaged for all grids from Livneh gridded precipitation data within 
each box) of each AR event to establish the relationships between precipitation, impinging angle 
and IVT (averaged over the lifespan of the ARs; Figs. 2-10a~d).  
Extreme precipitation events over the western Cascades are mostly associated with AWB-
ARs, especially those with impinging angles between 40° and 80° (Fig. 2-10a). CWB-ARs, having 
<50° impinging angles, show an increasing precipitation trend with increasing impinging angle as 
it becomes more orthogonal towards the Cascade Mountains. In terms of IVT, both AWB- and 
CWB-ARs suggest a positive correlation between IVT strength and precipitation intensity (Fig. 2-
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10b). However, the slope of AWB-ARs is larger than CWB-ARs suggesting more efficient 
transformation of water vapor into precipitation accompanying AWB-ARs with favorable 
impinging angles. An orthogonal impingement towards the Cascades requires an impinging angle 
Figure 2-10. Scatterplots of 2-day averaged precipitation (averaged over the three blue boxes in Fig. 2-1a; 
converted to mm/day) and AR impinging angles: (a) western Cascades (b1 in Fig. 2-1a); (c) southern 
Olympics (b2 in Fig. 2-1a); (e) upstream Russian (b3 in Fig. 2-1a). Scatterplots of 2-day averaged 
precipitation (averaged over the three blue boxes in Fig. 2-1a; converted to mm/day) and AR IVT: (b) western 
Cascades  (b1 in Fig. 2-1a); (d) southern Olympics (b2 in Fig. 2-1a); (f) upstream Russian (b3 in Fig. 2-1a).  
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of 90°~100° (see angle definition in Fig. 2-8), which is different from 40°~80° we see in Fig. 2-
10a. Cases with impinging angles of 90°~100° tend to have lower humidity and thus weaker IVT 
(not shown), as they have advection from higher latitude and dryer conditions. Therefore, while 
impinging angles could be a limiting factor for IVT when exceeding 90°, more southerly 
impingement and a stronger IVT (like the ones with CWB-ARs) does not guarantee extreme 
precipitation over the western Cascades because they are less orthogonal to the mountains.  
Over the southern Olympics, however, the majority of the extreme precipitation cases can be 
attributed to CWB-ARs (Fig. 2-10c) with ~35° of impinging angle.  In this case, CWB-ARs have 
a higher efficiency in transforming water vapor into precipitation with a slightly steeper slope 
between precipitation intensity and IVT (Fig. 2-10d) than AWB-ARs. The difference between the 
slopes is not large probably due to the fact that AWB-ARs also produce large amounts of 
precipitation over the southwestern Olympics. 
Similar analysis is repeated for the southern ARs (impinge between 36°N~41°N) on the 
Russian river basin by selecting a box over its upstream mountains (b3 in Fig. 2-1a). We find that 
CWB-ARs are predominantly contributing to the extreme precipitation events. CWB-ARs 
generally have impinging angles less than 50° and those events that induce the most intense 
precipitation have an average impinging angle of ~40° (Fig. 2-10e). However, in this case CWB-
ARs have a much steeper slope between IVT and precipitation intensity than AWB-ARs (Fig. 2-
10f), indicating the important role of impinging angle on modulating the AR landfall. Moreover, 
AWB-ARs generally have weaker IVT, which is consistent with weaker westerly winds moving 
equatorward and likely associated with weaker EKE.  
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2.5.2 Extreme streamflow 
Finally, we investigate the role of the two RWB-AR types on the most extreme streamflow 
events for five basins along the West Coast. For each river basin, the top 20 AR-related streamflow 
events for the 30-year period (1979 Oct~2009 Mar) are selected and attributed to AWB- or CWB-
ARs. As expected, the differences in precipitation intensity due to varying impinging angle (shown 
in sections 2.4.3 and 2.5.1) are the key determinants of the AR type on extreme streamflow. For 
the Chehalis basin, it is shown that AWB-ARs play a predominant role (Fig. 2-11b) in explaining 
the top streamflow events measured within the basin. AWB-ARs events are characterized by 
positive precipitation anomalies over the western Cascades and more efficient production of 
precipitation from IVT. However, it is also important to note that the number of CWB-ARs causing 
the top 20 extreme streamflow events measured at stations #8, 9 and 10 is substantial. These 
stations drain the southern flank of the Olympics, where positive precipitation anomalies are 
caused by CWB-ARs (see Figs. 2-9c and 2-10d).  
In the Russian river basin, CWB-ARs are responsible for most of the extreme streamflow 
events (Fig. 2-11f). Enhanced precipitation results from CWB-ARs with orthogonal impingement 
on the coastal California mountains and strong IVT (Figs. 2-9f and 2-10f). CWB-ARs also result 
in significantly higher streamflow in the Russian basin than AWB-ARs (not shown) while the 
opposite is not found in the Chehalis river basin. 
Three additional basins, the Willamette, Rogue and Eel river basins, located between the 
Chehalis and Russian basins show a clear transition of the dominant pattern from AWB-AR to 
CWB-AR on extreme streamflow events (Fig. 2-11). This latitudinal gradient is consistent with 
the north-south precipitation transition shown in Fig. 2-3.  The coastal mountains generally shift 
from north-south orientation in western Washington to northwest-southeast orientation in northern 
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California, which favors a more orthogonal impingement of CWB-ARs in the south. In addition, 
the CWB-ARs are able to maintain the IVT strength moving southward, producing enhanced 
precipitation during landfall and high streamflows along the southwest coast.  
 
 
Figure 2-11. Shapes and locations of the five river basins along the West Coast (unit: m; a) and the number of 
top 20 streamflow events due to AWB- (red) and CWB-ARs (blue) for each USGS streamflow gauges in (b) the 
Chehalis river basin, (c) Willamette river basin, (d) Rogue river basin, (e) Eel river basin and (f) Russian river 
basin.  The locations of the USGS streamflow gauges are indicated in Figs. 2-1b~f. 
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2.6 Summary and Conclusions 
In this work we bridge the large-scale, upper-tropospheric RWB dynamics with regional 
hydrological responses through ARs along the U.S. West Coast. Among the total number of AR 
events, about 2/3 are associated with RWB. The ratio remains the same for all ARs identified for 
the West Coast (36°N~49°N), and two subsets of ARs that impact the northern and southern parts 
of the coast (36°N~41°N and 44°N~49°N). AWB-ARs tend to impinge at higher latitudes (>43°N) 
and have limited meridional movement within their lifecycles. On the other hand, CWB-ARs can 
travel from high to low latitudes along the coast within their lifespan, likely due to the fact that 
CWB have more persistent EKE than AWB.  
The synoptic features associated with AWB-ARs are characterized by a pronounced surface 
high to the southeast of the ARs, while CWB-ARs generally have an enhanced surface low to the 
northwest of the ARs. CWB-ARs are shown to have significant larger moisture transport in the 
lower-troposphere than AWB-ARs (shown schematically in Fig. 2-12), mainly attributable to 
stronger winds. The strengthened winds in the lower troposphere of CWB-ARs are observed from 
the coast to ~1500 km into the Pacific Ocean along the IVT axes. When compared to AWB-ARs, 
CWB-ARs show much broader regions of ascent, extending hundreds of miles away from the coast. 
This is consistent with the stronger vertical eddy heat fluxes seen in the mature stage of CWB. In 
contrast, the ascent region of AWB-ARs is more spatially confined to the coast, suggesting a major 
orographic lifting effect. This is also consistent with the findings of Ryoo et al. (2015), where 
coastal ascent and anticyclonic trajectories, linked mostly to the AWB, lead to greater precipitation 
over the northwest coast. 
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As a result of the very different large-scale and synoptic features, AWB- and CWB-ARs result 
in different spatial patterns of precipitation and streamflow along the western coast. While 
precipitation is positively correlated with IVT, we find that the efficiency of converting water 
vapor into precipitation depends on the angle of impingement (Fig. 2-12).  More orthogonal 
impingement results in higher efficiency. The impinging angles calculated from IVT show that 
AWB-ARs are characterized by more westerly impingement of IVT toward the coast, while CWB-
ARs generally impinge the coast in a southwesterly direction. Consequently, the ARs will impinge 
on the local topography at a very different angle (assuming the angle doesn’t change significantly 
from the coast).  
Figure 2-12. Schematic showing the averaged maximum IVT axes of AWB- (thick red curves) and CWB-ARs 
(thick blue curves) impinging toward the northern and southern coast of the U.S. (impinging angles suggested 
by the directions of the thick arrows). The thicknesses of the red (blue) axes suggest the magnitude of the 
averaged IVT magnitude associated with the AWB-ARs (CWB-ARs). The hatched part of the thick arrows 
suggest where ascending occur (omega < -0.1 Pa/s at 750mb) along the IVT axes. Red (blue) shaded ellipses 
suggest where positive precipitation anomaly is resulted from AWB-ARs (CWB-ARs). The compositions of the 
basin-averaged extreme streamflow events due to AWB-ARs (red bars) and CWB-ARs (blue bars) are shown 
by the horizontally aligned bars over the general basin locations. The efficiencies of AWB-ARs (CWB-ARs) in 
converting IVT to precipitation (or PP), obtained from the locations of the black circles, are shown by the 
slopes of the red (blue) lines in the x-y plots.  
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Along the northwestern U.S. (Washington and Oregon), the Cascade Mountains are oriented 
in a north-south direction and experience higher than average precipitation during AWB-ARs. It 
is important to note that the optimal impinging angle for AWB-ARs to the Cascades is 40°~80° 
but not 90°~100° - an ideally right angle to the mountain ranges. This is because, in our period of 
analysis, the AR events with 90°~100° angles tend to have lower humidity and weaker IVT as the 
advection is from relative higher latitudes. However, not all region in the northwest show 
predominantly AWB-AR precipitation. A notable exception is the enhanced precipitation over the 
more east-west oriented Olympic Mountains, which is predominantly affected by CWB-ARs. 
Accordingly, extreme streamflow events measured by the gauges in the upper Chehalis basin 
(draining the western Cascades) can be mostly attributed to AWB-ARs, but several gauges 
draining the southern Olympics within the Chehalis basin show clear signals of CWB-ARs’ impact 
on extreme streamflow. Moving south from the Chehalis, the Willamette, Rogue and Eel river 
basins show progressively larger impacts of CWB-ARs on streamflow (Fig. 2-12). This is 
consistent with the latitudinal gradient of precipitation associated with AWB and CWB-ARs.   
Along the southwest U.S. coast (northern California), CWB-ARs tend to impinge normally 
towards the northwest-southeast oriented mountains. In addition, over coastal California CWB-
ARs are associated with stronger IVT while the strength of AWB-ARs decays rapidly at lower 
latitudes. These factors combined lead to greater precipitation associated with CWB-ARs along 
the southwest coast. As a result, in the Russian River basin of northern California, the majority of 
the extreme streamflow events are associated with CWB-ARs.  
In this work, we focus primarily on the dynamical features associated with ARs in the upper 
troposphere – namely RWB - and how these features can modulate AR precipitation and associated 
streamflow along the West Coast. We find that AR wind direction and strength are the primary 
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drivers of IVT intensity, extreme precipitation and streamflow events. However, thermodynamic 
factors, such as temperature and moisture origin are very important to AR strength. For instance, 
the multi-scale AR event analyzed by Ralph et al. (2011) is marked by  direct advection of water 
vapor from the tropics into the southern portions of the AR, as seen from satellite and dropsonde 
measurements. This tropical origin could contribute to the extreme nature of the event. Another 
extreme AR-related flooding case reported by Neiman et al. (2011), characterized by entrainment 
of tropical moisture, had anomalously warm condition that resulted in more-than-usual liquid form 
precipitation. The thermodynamical factors are particularly important for basin-scale flooding, 
because these could significantly modify the rain-snow partitioning of total precipitation. Greater 
than normal rain-snow partitioning can result in greatly enhanced runoff volume (White et al. 
2002; Lundquist et al. 2008; Neiman et al. 2011) and could potentially lead to rain-on-snow events 
(Leung et al. 2004; Leung and Qian 2009). One way to examine the connections between moisture 
sources, thermal advection and rain-snow partitioning - varying with climate change - is to employ 
finer-resolution regional models and numerical tracer tools (Sodemann and Stohl 2013) to evaluate 
the 3-dimensional characteristics of vapor transport. This will be the topic of a future study.  
In summary, depending on the associated RWB type, ARs impinge on the local topography 
at a different angle and have a different spatial signature of precipitation and streamflow. Our 
results demonstrate that large-scale, upper-tropospheric dynamics can strongly modulate AR 
features and regional hydrologic impacts. Having established the link, questions related to how 
regional hydrologic impacts associated with ARs could change in a warmer climate could be 
investigated. 
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CHAPTER 3: THE EXPORT OF TROPICAL MOISTURE ON ATMOSPHERIC 
RIVERS’ VAPOR TRANSPORT AND LANDFALL 
 
Some atmospheric rivers (ARs) that have caused severe flooding over the U.S. West Coast 
have been characterized by a “tropical connection” as captured by satellite imagery. However, the 
contribution of tropical moisture export and local moisture convergence to ARs is under debate. 
To establish a robust understanding of the contribution of tropical moisture on AR strength and to 
investigate the associated meso-scale mechanisms, we simulated 29 AR events, selected as the top 
15% of ARs affecting the Northwest based on their vapor transport intensity. We used the water 
vapor tracer tool embedded in WRF (WRF-WVT). The WVT is used to “tag” moisture from the 
tropics and it helps to provide a joint view of tracer moisture (that from the tropics) and total 
moisture in ARs’ lifecycles.  
From an AR case study in Jan 23, 1982, we found a positive feedback system along the cold 
front that intimately interconnects with tropical moisture: 1) the narrow line-convection over the 
cold front is mostly from tropical moisture; 2) the latent heat release associated with the cold-
frontal precipitation induces positive potential vorticity that helps enhance low-level jet (LLJ) that 
is pre-frontal; 3) the enhanced LLJ in turn enhances entrainment of tropical moisture to this AR. 
We also found significant “mutual amplification” near the warm front where most landfall is 
generated. It is achieved through strong warm air advection ahead of the tropical moisture arrival 
that helps to enhance low-level moisture convergence and the vertical ascent (in other words, an 
enhanced ageostropic circulation). These processes associated with tropical moisture are 
confirmed by other simulated cases. We found increasing trends of cold-frontal precipitation and 
latent heat generated potential vorticity in line with enhanced LLJ. This also leads to enhanced 
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moisture export from the tropics into leading edges of ARs and stronger warm air advection inland. 
However, no significant amplification of the ageostrophic circulation is found in those ARs 
with >25% contribution of tropical moisture to inland precipitation comparing with those <25%, 
suggesting the role of other dynamical factors in modulating ARs’ precipitation strength. These 
mechanisms linking tropical moisture to AR intensity can provide important implications for 
possible AR strength change in a warming climate where tropical moisture is expected to increase 
significantly. 
 
3.1 Introduction 
Atmospheric rivers (ARs) are one of the key hydrometeological phenomena that affect the 
U.S. West Coast in winter (Ralph et al. 2011). ARs—narrow corridors in the atmosphere that 
transport great amount of water vapor towards the coast—account for over 50% of cool-season 
precipitation along the West Coast (Rutz et al. 2014). Consequently, ARs are important 
contributors to water resources for these coastal regions, yet they are also the fundamental reason 
for many floods in coastal basins (Ralph and Dettinger 2011; 2012). As an example, Neiman et al. 
(2008b) recorded a particularly intense AR that affected the Pacific Northwest on 6-7 November 
2006. This event resulted in severe flooding with maximum 1-day streamflow among the top 1% 
of historical streamflow measurements in November for those gauges draining the coastal 
mountains and Cascades in western Washington. The extreme nature of this event has been 
attributed to the AR signature that connect the moisture pool of tropical eastern Pacific towards 
the coastal lands in western Washington (Neiman et al. 2008b; 2011). This type of tropical-
extratropical link, often striking in satellite imagery, has been associated with higher likelihood of 
extreme hydrological impacts associated with ARs (Ralph et al. 2011; Neiman et al. 2011). This 
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is because the entrainment of tropical moisture is assumed to facilitate stronger vapor transport 
and warm temperature advection within ARs, leading to stronger precipitation and potentially 
triggering rain-on-snow, both of which can increase streamflow responses (e.g. White et al. 2002; 
Lundquist et al. 2008; Neiman et al. 2011).  
However, it is under debate whether ARs’ moisture and their subsequent landfall are 
substantially affected by tropical moisture. Dynamically, an air parcel from the tropics entrained 
into the subtropical extension of an AR can rainout the tropical moisture along its poleward track, 
but can also uptake local evaporation from the extratropics (Knippertz and Wernli 2010). In 
addition, the AR feature can be largely maintained by the convergence of extratropical moisture 
in association with the frontal systems that ARs are often associated with (Bao et al. 2006; Dacre 
et al. 2015). However, case studies using the moisture “tagging” technique in reginal climate 
models (RCMs) confirm the contribution of tropical moisture exports (TMEs) to coastal landfalls 
through the analysis of several extreme AR events (e.g. Sodemann and Stohl 2013; Eiras-Barca et 
al. 2017). Moisture tagging within RCMs is perhaps the best alternative to quantify moisture 
contributions from tropical and extratropical sources in ARs because of the interplay of physical 
processes that range from large to fine spatio-temporal scales which cannot be captured by coarse 
resolution models (Sodemann and Stohl 2013; Rios-Entenza and Miguez-Macho 2013; 
Dominguez et al. 2016). However, previous studies have focused on individual case studies and 
these isolated ARs do not allow for an establishment of a robust relationship between TME and 
AR features. 
Understanding how moisture from the tropics interacts with AR features can help us anticipate 
changes in AR-related precipitation extremes in response to TME changes (Trenberth 1999; 
Sodemann and Stohl 2013). It is especially true in the context of climate variability and change 
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that can affect tropical moisture characteristics. Bao et al. (2006) found that direct poleward 
transport of tropical moisture by ARs is more likely to happen in El Niño-Southern Oscillation 
(ENSO) neutral years while it is less likely to occur in the El Niño years. In addition, tropical 
moisture is expected to increase in line with the Clausius-Clapeyron relationship with global 
warming (Meehl). In order to advance our understanding of potential changes in AR-related 
extreme precipitation, which can have significant social-economic impacts, it is important to 
understand the interactions between TME and AR features in our current climate.  
The goal of this study is to investigate the role of TME on ARs’ thermodynamic processes 
and the consequent landfall, with a particular focus on extreme events. To achieve this goal, we 
simulate 29 AR events with the top 15% vapor transport strength that affected the U.S. 
Northwest Coast using the Weather Research and Forecast model (WRF) and numerically “tag” 
the tropical moisture using the water vapor tracer (WVT) tool embedded in WRF (WRF-WVT). 
The joint view of tropical moisture and total moisture allows us to (1) identify the key processes 
that involve TME in association with ARs’ evolvement and the resultant precipitation, and (2) 
characterize these processes according to the contributions from TME to the extreme ARs with 
top 15% IVT strengths. 
3.2 Method and Datasets 
3.2.1 AR samples 
With a particularly interest in extreme events, we select a subset of ARs affecting the U.S. 
Northwest Coast according to their intensity of vapor transport. Hu et al. (2017) identified a total 
of 192 AR events reaching the Northwest Coast (44°N - 49°N) in 1979-2009 winters. These events 
are all characterized by strong vertically integrated vapor transport (IVT), span more than 2000 
km in length and last longer than 18 hours (see more details in Hu et al. 2017). We rank these 192 
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ARs by their daily maximum IVT averaged over 44°N - 49°N along the 124.7°W meridian (the 
mean of the 192 events is 524.1 kg/m/s) and select the top 15% of events as our simulation sample. 
Therefore, we simulate a total number of 29 AR events with the greatest daily IVT strength 
(ranging from 670.9 to 1136.5 kg/m/s).  
3.2.2 WRF-WVT 
We use the WRF-WVT tool to simulate the 29 events. Unlike traditional WRF simulations, 
this tool employs an extra WVT module to numerically “tag” moisture that originates from a 
targeted three-dimensional region (the tropics in this case) as tracers and track their subsequent 
movement in space and time. The tracers are treated in the same way as moisture in the simulation, 
allowing a full consideration of all physical processes affecting atmospheric moisture such as 
advection, molecular and turbulent diffusion, convection and cloud microphysics represented by 
WRF (see more details in Insua-Costa and Miguez-Macho 2018). Therefore, the behavior of 
WVTs, representing a portion of total moisture in WRF, depends on the representation of the 
dynamics and physics in WRF. The physical parameterization scheme used in WRF-WVT are: 
YSU PBL scheme (Hong and Pan 1996), WSM6 microphysics scheme (Hong and Lim 2006), the 
Kain-Fritsch (Kain 2004) convective parameterization (only used for the outer domain). In 
addition, we use ERA-Interim (Dee et al. 2011) reanalysis as the initial and boundary conditions 
to drive WRF-WVT and spectral nudging (Miguez-Macho et al. 2004) is applied. 
The simulation domains are shown as Figure 3-1b. The outer domain (domain 01; 15km grid 
spacing) is used to cover the AR extension and the inner domain (domain 02; 3km grid spacing) 
can resolve finer-scale processes that are important for precipitation generation during landfall 
(Neiman et al. 2011; Houze 2012; Hu et al. 2017). We use WVTs to “tag” moisture that exists in 
the atmosphere with latitudes lower than 25°N as tracers (the 3-D space above the hatched area), 
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and denote the transport of this moisture as tropical moisture export (TME). Using this method, 
TME only accounts for the export of tropical moisture crossing the 25°N “wall” in the domain 
(black dashed line), without accounting for other moisture that could originate in the tropics and 
enter the domain through other lateral boundaries. For each event we perform a 10-day simulation 
to account for the initiation and the associated landfall processes. The duration of the selected ARs 
ranges from 20 to 130 hours.   
3.2.3 Other gridded datasets 
To evaluate the biases in WRF simulations and their effects on interpreting tracers, we use 
two additional observation-based datasets: (1) NASA Modern-Era Retrospective Analysis for 
Research and Application (MERRA; Rienecker et al. 2011) to evaluate WRF-WVT in representing 
AR moisture transport features; and (2) Livneh gridded daily precipitation data (Livneh et al. 2013) 
derived from ~20000 NOAA Cooperative Observer Stations across the conterminous U.S. (1/16° 
latitude/longitude resolution) to evaluate model simulated precipitation after landfall over the 
western Washington (domain 02). 
 
 
44 
 
3.3 AR case on Jan 23, 1982  
To examine the mesoscale processes of ARs in association with TME, we present a case study 
that occurred Jan 23, 1982. This AR has a daily maximum IVT (averaged from 44°N - 49°N along 
the 124.7°W meridian) of 698.71 kg/m/s on Jan 23, 1982 and is responsible for precipitation that 
occurred in the Northwest Coast from Jan 21 to Jan 23, 1982. We simulate this AR event covering 
a 10-day period from 00Z 1982-01-17 to 00Z 1982-01-27. This case is characterized by 
considerable contribution from tropical moisture in both moisture and precipitation when it arrived 
the coast (~50%) and reveals an AR’s lifecycle that is generally representative of other ARs.  
Figure 3.1. Spatial pattern of vertically integrated vapor transport (IVT; unit: kg/m/s) at 09Z Jan 23, 1982 
from MERRA (a) and WRF-WVT simulation (b). (c) IVT at 09Z Jan 23, 1982 between 40∘N and 55∘N along 
124.7∘W from MERRA and WRF-WVT simulation. (d) Comparison of daily maximum IVT (44∘N - 49∘N along 
124.7∘W) for the 29 simulated ARs between MERRA and IVT. Spatial pattern of 2-day accumulated 
precipitation (Jan 22 and 23, 1982; unit: mm) in domain 02 from Livneh dataset (e) and WRF-WVT 
simulation (f). (g) Daily precipitation averaged over land in domain 02 from Livneh and WRF-WVT 
simulation. (h) Comparison of 2-day maximum precipitation (averaged into mm/day) over the terrestrial 
area in domain 02 for the 29 simulated ARs between Livneh and WRF-WVT simulation. (b) also shows the 
simulation domain 01 and domain 02 (the same domain shown in e and f), and the dashed blue and red boxes 
indicate the area used to investigate cold and warm front features.  
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3.3.1 Evaluation of AR simulation 
To evaluate model uncertainties in reproducing this AR, we compare the simulated AR pattern 
and the resulting precipitation with the observation-based datasets. Figures 3-1a and b show the 
IVT pattern at 09Z Jan 23, 1982 (the time step with peak IVT) from MERRA reanalysis and the 
WRF-WVT simulation. Very similar spatial pattern and magnitude of IVT are observed. To zoom 
in the IVT strength just off the Northwest Coast, Figure 3-1c also shows a very similar IVT 
variation along the 124.7W longitude from 40°N to 55°N.  
Figures 3-1e and f show the 2-day accumulated precipitation (Jan 22nd and Jan 23rd, 1982) 
over domain 02 from the Livneh data and the simulation. While strong precipitation is consistently 
maximized over the Cascades and the coastal mountains to the west, overestimation of 
precipitation for these two days from WRF-WVT is obvious (14.1% overestimation averaged over 
the terrain in domain 02). In fact, this overestimation is generally observed throughout the 
simulation period (Fig. 3-1g). This is likely due to a combined effect of model deficiencies and 
biases in the Livneh data over the mountains where observations are limited (Dominguez et al. 
2018). Similarly, for the 29 simulated ARs, we evaluate our WRF-WVT simulations in terms of 
IVT strength off the Northwest Coast (44°N and 49°N along 124.7°W) and landfall in domain 02. 
Figure 3-1d shows similar daily IVT strengths between WRF-WVT simulations and MERRA with 
a mean of percentage differences of 2.9%. For 2-day maximum precipitation in domain 02, WRF-
WVT generally overestimates the precipitation comparing to the Livneh dataset (Fig. 3-1h) with a 
mean of percentage differences of 26.2%. Overall, the WRF-WVT simulations realistically capture 
ARs’ IVT strengths and reasonably capture the spatial patterns of the coastal rainfall over Western 
Washington, but overestimates the precipitation. 
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3.3.2 TME - AR interactions 
We now focus on the role of TME in association with the development of this AR. At the 
initiation stage of this AR (Jan 20th - Jan 22nd), tropical moisture entrains into the subtropical 
portion of this AR transported by southerly winds (Figs. 3-2a and b). Figures 3-2c and d show a 
vertical cross-section from 163°W to 140°W averaged over 27°N - 32°N at 12Z Jan 20 with color-
shading indicating total moisture (Fig. 3-2c) and tracer moisture (Fig. 3-2d). It clearly reveals that 
moisture exported from the tropics is concentrated towards the core of this AR (~159°W) and 
accounts for the majority of moisture there (>70%). In the context of frontal system structures that 
usually accompany ARs, the AR core collocates well with the pre-cold-frontal low-level jet (LLJ; 
indicated by the gray contours in Figs. 3-2c and d), especially at the western boundary of the LLJ 
where narrow and convective rainbands often occur (Browning 1985; Lackmann 2002). 
Consequently, the precipitation along the cold-frontal rainbands associated with this AR comes 
almost entirely from the tropics (not shown). Meanwhile, the latent heat released from the narrow 
rainbands induces positive potential vorticity (PV) especially at the lower levels. Figures 3-2c and 
d show areas of strong latent heating induced PV (LHPV) calculated by the equations from 
Emanuel et al. (1987). This low-level positive PV maxima has the elongated feature that extends 
along the cold front at the west boundary of the LLJ (see blue contours in Figs. 3-2a and b), which 
can in turn intensify the strength of pre-cold-frontal LLJ due to its cyclonic circulation pattern. As 
a result, this enhanced LLJ can increase TME along the AR. Therefore, we find that a critical 
positive feedback mechanism observed along the cold front: tropical moisture is entrained along 
the cold front through the LLJ and contributes to convective narrow rainbands, which induce PV 
maxima through latent heat release and enhances the LLJ and tropical moisture export to higher 
latitudes. Our results suggest that tropical moisture plays an important role in intensifying the LLJ 
 
 
47 
and in turn, the enhanced LLJ induces further poleward export of tropical moisture along the AR. 
In fact, Lackmann (2002) shows that the cold-frontal PV anomaly can account for ~40% of LLJ 
Figure 3-2. Moisture transport features at 12Z Jan 20, 1982 (a - d), 12Z Jan 22, 1982 (e - h) and 09Z Jan 23, 
1982 (i - l). (a), (e) and (i) show total column water vapor for total moisture and (b), (f) and (j) show total 
column water vapor for tracer moisture (color-shaded; unit: kg/m2 using the colorbar at the bottom), with wind 
vectors showing 800-950mb averaged winds where wind speeds > 20 m/s. (c) shows the vertical cross-section 
from 163°W to 140°W averaged in 27°N - 32°N (location indicated by the black line in a and b) with mixing 
ratio color-shaded (unit: g/kg; colorbar on the right), areas with latent heat induced PV >0.5 PVU/day stippled 
and contoured by thick blue lines and meridional winds contoured by gray lines. (d) is the same as (c) but with 
mixing ratio of tracer moisture color-shaded. (g) shows the vertical cross-section from 55N, 140W to 40N, 
120W (indicated by the black line in e and f), mixing ratio color-shaded (unit: g/kg; colorbar on the right), 
area with WAA > 0.2 K/hr hatched and contoured by thick red lines and wind speed contoured by gray lines. 
(h) is the same as (g) but with mixing ratio of tracer moisture color-shaded. (k) shows the vertical cross-section 
from 130W to 115W averaged in 45N - 50N (location indicated by the black line in i and j) with mixing ratio 
color-shaded (unit: g/kg; colorbar on the right), area with vertical wind > 0.2 m/s hatched and countered by 
thick green lines and mass convergence contoured by gray contours (unit: 1/day; solid contours indicate 
positive values and dashed contours indicate negative values). (l) is the same as (k) but with mixing ratio of 
tracer moisture color-shaded. Blue, red and green contours in (a), (b), (e), (f), (i) and (j) indicates area with 
strong low-level (800 - 950mb) latent heat induced PV (>1.0 PVU/day), 500 - 950 averaged WAA (>0.2 K/hr) 
and 500 - 700mb averaged upward motion (>0.2 m/s), respectively. Note that in (a) and (b), low-level latent 
heat induced PV are masked out for areas with total column water vapor <24 kg/m2 to show the LLJ-relevant 
PV features. 
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strength derived from PV inversion. This feedback mechanism involving TME, PV anomaly and 
LLJ is observed throughout this AR’s lifecycle. 
The subsequent poleward transport of tropical moisture generally follows the isentropic 
surfaces that slope upward. Approaching the warm front near the Northwest Coast, tracer moisture 
at 12Z Jan 22 is located in the mid-level (500 - 700m; Fig. 3-2h), while most of lower-level 
moisture (from surface to 700mb) is from extratropical moisture. Meanwhile, strong warm air 
advection (WAA) is observed in 1000 - 500mb levels due to the warmer-than-average nature of 
tropical air. In a plan-view, WAA is maximized at the leading edge of this AR (red contours in 
Figs. 3-2e and f) where the greatest temperature gradients occur. Strong WAA has important 
dynamical implications due to its effects on enhancing ageostrophic circulation in association with 
extratropical cyclone development and the consequent synoptic ascent that indicates precipitation. 
Indeed, consistent synoptic-scale low-level convergence is observed at 09Z Jan 23 over domain 
02 (Figs. 3-2k and l) when peak precipitation occurs. While synoptic ascent is dominant over 
domain 02 (green contours in Figs. 3-2i and j), it is maximized over the coastal mountains (at 
124°W and 122°W) indicating the role of topography on mesoscale features of precipitation 
distribution. At the same time, upper-level divergence is indicated by Figures 3-2k and l (dashed 
grey contours at upper levels), showing a picture of the ageostrophic circulation at the leading edge 
of this AR. Peak of total moisture and tracer moisture in domain 02 also occur at 09Z Jan 23rd (Fig. 
3-3a). The enhanced low-level convergence explains the important contribution of local moisture 
(as opposed to tropical moisture) to this AR at lower levels, below 800mb (Fig. 3-3b). However, 
tropical moisture contributes significantly to mid-level moisture (Figs. 3-2l). Because vertical 
ascent is maximized in mid-levels that is responsible for generating precipitation, tropical moisture 
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has a slightly larger contribution 
to domain 02 precipitation 
(53.5%) than its contribution to 
precipitable water (47.9%) at 
09Z Jan 23rd.  
In summary, the joint 
analysis of total moisture and 
tracer moisture has allowed us to 
examine the role of TME in this 
particular AR at different stages 
of its development and at 
different geographical locations 
along its path. Along the cold front, TME produces cold-frontal rainbands that enhance LLJ 
through latent heat induced PV maxima, which in turn enhance the export of tropical moisture 
along the AR. Near the warm front, the thermal characteristics of TME, represented by strong 
WAA, enhance local moisture convergence and vertical ascent (i.e. the ageostrophic circulation). 
As a result, tropical moisture contributes 44.7% of this AR’s landfall on Jan 23rd when daily 
maximum precipitation occurs. 
3.4 TME-AR features in all simulated cases 
While the AR case described above presents interesting dynamics and thermodynamics 
associated with TME, the next question is, how generalizable are these features? As described in 
Section 3.2.1, we simulated 29 AR events representing the most intense 15% of events in terms of 
daily IVT intensity for the period 1979 to 2009. Therefore, the simulated 29 AR events all have 
Figure 3-3. (a) Time series for domain 02-averaged precipitation 
(black; use the left y axis) and precipitable water (red; use the right y 
axis), with the total value shown by solid lines and the tracer value 
shown by dashed lines. (b) Time series for WAA (black; use the left y 
axis)and low-level averaged mixing ratios for total moisture (red 
solid) and tracer moisture (red dashed; using the right y axis) 
averaged in 800 - 950mb and red box in Fig. 3-1b. (a) also indicates 
the 3 time steps shown in Fig. 3-2 by blue dashed lines.  
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daily IVT ≥ 670.9 kg/m/s (85% percentile IVT value; averaged between 44°N and 49°N along 
124.7°W). While AR-precipitation intensity in general increases with IVT strength, precipitation 
intensity can also be significantly affected by other factors (Neiman et al. 2008a; Ralph et al. 2011). 
As a result, the simulated 29 events, despite capturing the largest IVT, show large variations in 
their associated 2-day maximum precipitation (Fig. 3-1h).  
From the WRF-WVT simulations, we are able to quantify the contribution of tropical moisture 
to each AR. According to the contribution to the precipitation over domain 02 on the date with 
peak daily precipitation, we group these 29 events into 2 categories: 1) 16 AR events with 
significant tropical moisture contribution (≥25%; TME-ARs) and 2) 13 AR events without 
significant tropical moisture contribution (<25%; NTME-ARs). We select the 25% threshold to 
divide the sample size evenly in general (tropical contributions for TME-ARs are further indicated 
by yellow and red fills to indicate below and above 50% threshold in Fig. 3-4). Our goal is to 
examine the different features in these two groups in their initial and landfall stages according to 
the different contributions from tropical moisture.  
3.4.1 Cold frontal features 
To account for the cold-frontal features that may initiate TME before tropical moisture can 
actually reach the Northwest Coast, we quantify the LLJ strength and cold-frontal precipitation 
features over the upstream Pacific Ocean (the blue dashed box in Fig. 3-1b, 30°N - 40°N and 
160°W - 125°W) within the 3-day period before the peak precipitation in domain 02 occurs. The 
29 events clearly show a positive correlation between LLJ strengths (800 – 950mb levels) and 
cold-frontal precipitation with a correlation coefficient of 0.80 (Fig. 3-4a). More importantly, 
TME-ARs have stronger LLJs than NTME-ARs. The stronger LLJ is due, in part, to stronger PV 
anomalies induced by the latent heat release due to cold-frontal precipitation (Fig. 3-4b), consistent 
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with the cold-front positive feedback mechanism described in the AR case on Jan 23, 1982. Note 
that we divide the TME-ARs according to the contribution of tropical moisture to precipitation in 
domain 02, Figure 3-4a actually suggests that stronger LLJs in the upstream Pacific before ARs’ 
arrival indicates larger TME and possibly lead to larger contribution of moisture from the tropics 
to ARs’ precipitation. This can be used for forecasting purposes in order to infer the contributions 
from tropical moisture to ARs and their inland impacts given their thermal and landfall features.   
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3.4.2 Warm frontal features 
In a similar way as the case in Section 3.3, tropical moisture reaching the Northwest Coast 
mostly contributes to ARs’ moisture in mid-levels (500-750mb) following the isentropic surfaces 
poleward. In order to quantify the WAA strengths that are usually maximized ahead of ARs’ 
Figure 3-4. (a) Relationships between LLJ strength (800 - 950 mb) and cold-frontal precipitation within 
3-day period before the peak landfall (in domain 02) time step in the blue dashed box in Fig. 3-1b. (b) 
Relationships between LLJ strength (800 - 950mb) and latent heat induced PV tendency (800 - 950mb) 
within the 3-day period before the peak landfall time step in the blue dashed box in Fig. 3-1b. (c) 
Relationships between WAA (500 - 950mb) within the 2-day period before the peak landfall time step 
averaged in the red dashed box in Fig. 3-1b and 2-day maximum precipitation in domain 02 (averaged to 
mm/day). (d) Relationships between domain 02-averaged low-level convergence (750 - 950mb) on the date 
with daily maximum precipitation and the 2-day precipitation in domain 02. (e) Relationships between 
domain 02-averaged mid-level vertical wind (500 - 700mb) on the date with daily maximum landfall and 
2-day maximum landfall in domain 02. Red filled dots represents ARs with >50% contributions from 
tropical moisture to domain 02 precipitation, yellow filled dots represent ARs with 25 - 50% contributions 
from tropical moisture to domain 02 precipitation and blue filled dots represent ARs with <25% 
contributions from tropical moisture to domain 02 precipitation. (f) Schematic describing how tropical 
moisture can be involved in AR processes. 
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leading edges, we average WAA in the 10°´10° box off the Northwest Coast (red dashed box in 
Fig. 3-1b, 40°N - 50°N and 135°W – 125°W) within the 2-day period before the peak landfall time 
step occurring in domain 02. Figure 3-4c shows a positive correlation between WAA and landfall. 
In particular, significantly stronger WAA is associated with TME-ARs (difference of means 
passing the 99% confidence-level test) due to the warmer temperature accompanying tropical air. 
Consistently, low-level convergence averaged over domain 02 is also positively correlated with 
ARs’ precipitation (Fig. 3-4d). However, significant stronger low-level convergence is not 
observed from TME-ARs (i.e., did not pass the 99% confidence-level significant test of differences 
in mean). This damped difference in low-level convergence, which indicates the strength of 
ageostrophic circulation, between TME-ARs and NTME-ARs suggests that the role of other 
dynamical factors in modulating AR circulation processes in the leading edge (e.g., vorticity 
advection in the upper-levels and possibly other feedbacks). Consequently, TME-ARs have 
slightly stronger vertical motion (averaged in 500 - 700mb in domain 02) than NTME-ARs in 
means but are not significantly different (Fig. 3-4e). It is important to note that in addition to the 
enhanced synoptic-scale ascent due to ageostrophic circulation, there are other finer-scale factors 
that can contribute to vertical motion, such as uplift induced by vapor-terrain interaction, unstable 
atmosphere and frontal waves (Neiman et al. 2008a; Ralph et al. 2011; Hu et al. 2017). AR-related 
precipitation over domain 02 is positively correlated with upward motion but no significant 
difference in 2-day precipitation between TME-ARs and NTME-ARs is found.  
It is also interesting to note that the TME-ARs within the greatest precipitation are often 
associated with the greatest contributions from tropical moisture (see the upper-right corner dots 
in Figs. 3-4c - e showing ARs with 25 – 50% tracer contributions). This is probably due to the 
fact that these events induce stronger local moisture convergence as well, thus both local and 
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tropical moisture contribute to landfall considerably (Fig. 3-4d). In addition, although the arrival 
of TME-ARs increases local temperature significantly (not shown), no significant differences 
between the rainfall-snowfall partitioning has been found between TME-ARs and NTME-ARs, 
because it is also important to take the background temperature in to account, which varies along 
with seasonal progression (from Oct to Mar). 
3.5 Conclusions 
In this study, we use WRF-WVT to simulate the 29 ARs with strongest daily IVT that affected 
the U.S. Northwest Coast during the 1979 to 2009 period. Using this WRF-WVT tool, we are able 
to quantify the contribution of tropical moisture to these ARs and the processes that link tropical 
moisture with ARs’ precipitation during landfall. From the detailed examination of one AR case 
in Jan 23, 1982 and the analysis of all 29 simulated cases, we depict the interactions between TME 
and AR features in Figure 3-4f and obtain the following conclusions: 
1) There is a positive correlation between pre-cold-frontal LLJ and cold-frontal precipitation 
in simulated ARs, consistent with the positive feedbacks between LLJ strength, cold-
frontal precipitation, diabatic heating-induced PV maxima, and resulting enhancement of 
the LLJ;  
2) Tropical moisture can be a critical component in this cold-frontal positive feedback system 
by contributing to cold-frontal precipitation, which can enhance LLJ through diabatic 
heating induced PV maxima and increase TME; 
3) ARs with stronger contribution of tropical moisture to precipitation during landfall along 
the Northwestern Coast (TME-ARs) are characterized by stronger pre-cold-frontal LLJ 
(and the associated PV induced along the cold front) in the upstream Pacific; 
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4)  ARs with stronger contribution of tropical moisture to precipitation (TME-ARs) are 
associated with stronger WAA and warmer air temperature anomalies; 
5) These simulated ARs show positive relationships between synoptic-scale low-level 
convergence, vertical motion and precipitation intensity; 
6) No significant differences in ageostrophic circulation strength (measured by low-level 
convergence) are observed between TME-ARs and NTME-ARs, suggesting the role of 
other dynamical factors in modulating ARs’ precipitation strength;  
7) The TME-ARs with the greatest 2-day precipitation are in fact characterized by moderate 
contribution from the tropics (between 25% and 50%), and larger contributions from local 
moisture due to stronger low-level convergence; 
While no clear distinctions are found in 2-day precipitation, it is evident that ARs with large 
contribution from tropical moisture (≥25%) are associated with stronger WAA, which can at least 
partially contribute to the enhanced ageostropical circulation at ARs’ leading edge where in 
landfall occurs. TME-ARs are also associated with significantly warmer anomalies. While it is 
important to account for the background temperature that varies with season, it is possible for 
TME-ARs to have higher probability of rainfall than snowfall or even trigger snowmelt given the 
same background temperature. Those situations are more likely to result in extreme flooding. 
Therefore, it can be important to account for the contribution of tropical moisture to ARs in order 
to better estimate inland impacts. Our results suggest that this can be achieved by tracking the 
strength of pre-cold-frontal LLJ in the upstream Pacific Ocean.  
By track the tropical moisture using WVT, we identified a series of processes that can be 
affected by tropical moisture. We believe that these processes and relationships can be used to 
better predict AR-related impacts. For example, our work has implications for climate change 
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projects because in a warmer climate, increased tropical moisture will likely be entrained into the 
extratropics through ARs. This can modulate pre-cold-frontal LLJ, cold-frontal elongated PV 
maxima, ageostrophic circulation at ARs’ leading edge, and precipitation characteristics – all of 
which are important components to examine in order to anticipate future changes in AR-related 
hydrological and socio-economic impacts. However, although the current study focuses on the 
thermodynamic aspect of TME in ARs, it is important to understand the dynamic and 
thermodynamic processes of ARs in an integrated way.  As an example, during El Nino years 
warmer SST in the eastern tropical Pacific can hold more tropical moisture,  however TME is less 
likely to happen due to the SST-induced circulation that does not favor TME (Knippertz and 
Wernli 2010). Furthermore, it is clear from this study that in addition to TME, other synoptic- and 
meso-scale dynamical processes can enhance ageostrophic circulation or vertical motion that can 
ultimately lead to extreme landfall and flooding. 
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CHAPTER 4: A NUMERICAL WATER TRACER MODEL FOR UNDERSTANDING 
EVENT SCALE HYDROMETEOROLOGICAL PHENOMENA 
(Published in Journal of Hydrometeorology, 2018) 
 
We develop and implement a novel numerical water tracer model within the Noah-
Multiparameterizations (WT-Noah-MP) land-surface model that is specifically designed to track 
individual hydrometeorological events. This approach provides a more complete representation of 
the physical processes beyond the standard land surface model output. Unlike isotope-enabled 
LSMs, WT-Noah-MP does not simulate the concentration of oxygen or hydrogen isotopes, or 
require isotope information to drive it. WT-Noah-MP provides stores, fluxes and transit time 
estimates of tagged water in the surface-subsurface system. The new tracer tool can account for 
the horizontal and vertical heterogeneity of tracer transport in the subsurface by allowing partial 
mixing in each soil layer. We compared model-estimated transit times at the H. J. Andrews 
Experimental Watershed in Oregon with those derived from isotope observations. Our results show 
that including partial mixing in the soil results in a more realistic transit time distribution than the 
basic well-mixed assumption. We then used WT-Noah-MP to investigate the regional response to 
an extreme precipitation event in the U.S. Pacific Northwest. The model differentiated the flood 
response due to direct precipitation from indirect thermal effects and showed that a large portion 
of this event water was retained in the soil after 6 months. The water tracer addition in Noah-MP 
can help us quantify the long-term memory in the hydrologic system that can impact seasonal 
hydroclimate variability through evapotranspiration and groundwater recharge. 
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4.1 Introduction 
Land surface models (LSMs) parameterize the exchange of water, energy and momentum 
between the land surface and the atmosphere and are a key component in Earth system modeling. 
The capability of LSMs to capture the timing and extent of the soil water budget, precipitation 
interception, storage and eventual loss to either runoff or evaporation determines the predictive 
skill for droughts, floods and continental moisture recycling (Henderson-Sellers 2006). 
However, in recent decades there has been a shift away from bulk quantification of the water 
balance to a more nuanced understanding of the physical processes and pathways of water 
movement by tracking water through the terrestrial system using stable isotope tracers (McDonnell 
2017). The isotopic composition changes in different stores and fluxes provide a recognizable 
signature of water transport in the surface-subsurface continuum (Gat 1996; McGuire and 
McDonnell 2006). These signatures have revealed that most of the runoff from natural watersheds 
and/or peakflow associated with rain storms is composed of displaced pre-event water (e.g. Sklash 
et al. 1976; Buttle 1994; Genereux and Hooper 1998; see review by Klaus and McDonnell 2013). 
And more recently that the water used for plant transpiration is different from the mobile water 
that supplies groundwater recharge (Brooks et al. 2009; Evaristo et al. 2015), suggesting a 
compartmentalization in time and space of the components of the water cycle.  
These isotopic observations can be used to validate and improve LSMs’ representation of the 
water cycle. This has been done by incorporating numerically an additional isotopic module in the 
LSM, and then directly comparing the modeled isotopic composition to observations (Aleinov and 
Schmidt 2006; Fischer 2006; Yoshimura et al. 2006; Sturm et al. 2010; Risi et al. 2016). The 
isotope-enabled LSM simulates the concentration changes of the hydrogen and oxygen isotopes 
(1H2H16O and H218O) through mixing, advection, diffusion and related isotopic fractioning (e.g. 
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Riley et al. 2002; Braud et al. 2005; Yoshimura et al. 2006; Fischer 2006; Aleinov and Schmidt 
2006; Zhang et al. 2009; Haese et al. 2013; Risi et al. 2016). Isotopic signals reflect the 
accumulated transport and phase change features of the model (Yoshimura et al. 2006) and thus 
can probe “correctness” of model’s parameterization (Henderson-Sellers 2006; McDonnell and 
Beven 2014). This approach is attractive because the observations and model results can be directly 
compared. A strength of this approach is that water isotopes from local measurements can yield 
relevant information to evaluate isotope-enabled LSMs at the large scale (Risi et al. 2016). 
Therefore, multiple LSMs with isotope capability now exist, e.g. iso-MATSIRO, iCHASM, 
the GISS ILSS, ECHAM5-JSBACH-wiso, and water isotopes in ORCHIDEE and CLM. However, 
the use of these isotope-enabled LSMs is hampered by their isotope-data-driven nature. For offline 
LSM simulations, spatially gridded isotope data of precipitation and ambient vapor is required in 
order to drive the isotopic compositions in the land surface (Kendall and Coplen 2001). For fully 
coupled regional atmosphere-land simulations in which a climate model provides the atmospheric 
and isotopic forcing for the LSM, isotopic composition of water vapor is required as lateral 
boundary forcing for regional simulations. However, these isotopic observations are largely 
limited in time and space and are usually subject to discontinuities and discrepancies of scales 
between measurements and modeling, which makes it difficult to ingest in these isotopic-enabled 
LSMs (Twining et al. 2006; Fischer and Sturm 2006; Risi et al. 2016), particularly when simulating 
historical events, when isotopic observations were not readily available. On the other hand, 
coupled global simulations (that do not require isotope data as lateral boundary conditions) rely 
entirely on the modeled representation of isotope physics and dynamics in the atmospheric-ocean 
and land system, thus increasing the uncertainties because they are not constrained by observations 
(Haese et al. 2013). 
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It is particularly difficult to numerically track water that originates from an individual 
precipitation event through the surface-subsurface system using isotopes (in observations or in 
models). As an example, to track an individual event using observations, the isotopic composition 
of soil water or streamflow δ out t( )  is estimated via the convolution integral of the isotope 
compositions of a series of precipitation events δ in ′t( )  and the transit time distribution (or system 
response function) g t − ′t( )  that reflects the transport in the subsurface. Tracking an individual 
event involves the de-convolution of the isotopic signature of each event, and this requires either 
an a-priori assumption of a time-invariant transit time distribution (e.g. Stewart and McDonnell 
1991; McGuire et al. 2002; McGuire and McDonnell 2010), or high demands on isotope data to 
calibrate the time-variant transit time distribution (e.g. Klaus et al. 2015). Furthermore, some 
mixture of isotopically fractionated water in isotope-enabled LSMs may conceal or obscure the 
underlying movement of event water. Therefore, uncertainties associated with the assumptions on 
transit time distribution (Hrachowitz et al. 2009; Birkel et al. 2011; van der Velde et al. 2012) and 
isotopic fractionation parameterization when phase change occurs (e.g. Yoshimura et al. 2006; 
Risi et al. 2016), can hinder our ability to use isotopes for tracking water for individual events. 
Here we present a new numerical tool to overcome past limitations and to track water through 
the terrestrial system. Using numerical tracers embedded in an LSM we “tag” the water of a 
particular event (for example a storm, or a series of storms), and follow the water as it moves 
through the surface-subsurface until it ultimately leaves the system as evapotranspiration or runoff. 
Note that we are using numerical tracers to distinguish the event-water from the rest of water in 
the model, which in the real world is achieved by the different water isotopic features from 
precipitation input. This tool tracks the event-water rather than water isotopes; thus it directly 
represents the water transit features without the complexity of isotopic physics.  
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The overarching goal of this paper is to understand hydrometeorological event dynamics as 
water moves through the surface-subsurface system with multiple characteristic spatiotemporal 
scales. The specific goals of this paper are:  
1) to present the water tracer tool within the Noah LSM with multi-parameterization options 
(Noah-MP) (Niu et al. 2011). Noah-MP has been widely used in climate and large-scale 
hydrological studies. It is the first LSM that has a numerical water tracer capability. We will refer 
to this tool as WT-Noah-MP.  
2) to evaluate WT-Noah-MP using isotope observations from a small watershed in the 
Northwestern U.S.  
3) to investigate the short and long-term impacts of an extreme precipitation event over a large 
region in the Northwestern U.S. 
4.2 Model Description 
4.2.1 Noah-MP 
Noah-MP (Niu et al. 2011) is an advanced LSM, based on the Noah model (Ek et al. 2003) , 
modified to include multiple physical processes. It has been used to study the large-scale water 
cycle in both standalone (e.g. Yang et al. 2011; Cai et al. 2014; Pilotto et al. 2015) and coupled 
simulations with the Weather Research and Forecast (WRF) model (e.g. Barlage et al. 2015; 
Martinez and Dominguez 2016) and its extended WRF-Hydro system (Gochis et al. 2013; Senatore 
et al. 2015). Similar to many other LSMs, Noah-MP has a single-level canopy model, a snow 
model and a ground hydrology model (see water stores and fluxes in Fig. 4-1 and Table 4-1). On 
the other hand, Noah-MP is unique due to its flexibility to customize simulations because it 
provides multiple options to parameterize key processes (Barlage et al. 2015). We use the 
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particular parameterization set shown in Table 4-2 to illustrate the water tracer implementation. 
Note that no lateral flow/routing is included in this particular model setting. 
Figure 4-1. Conceptualization of the processes in WT-Noah-MP. Fluxes and storages with bluish colors 
suggest that in the form of liquid; fluxes and storage with the sliver color are in the form of ice. See figure 
legends and Table 4-1 for more information. Note that for the soil moisture reservoir that stacks liquid on 
top of ice does not suggests the real placement but rather it shows their shared holding capacity based on 
soil porosity.  
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Table 4-1. List of water stores and fluxes in Figure 4-1 
 
 
 
Variable name Variable description 
1 FPP Precipitation flux 
2 FPP*fveg Precipitation flux over the fraction with vegetation coverage fveg 
3 FPP*(1-fveg) Precipitaiton flux over the fraction without vegetation coverage 
4 Fi,PP*fveg Snowfall flux over the fraction with vegetation coverage fveg 
5 Fl,PP*fveg Rainfall flux over the fraction with vegetation coverage fveg 
6 Fsub sumlimation flux 
7 Ffrost frost flux 
8 Fevap evaporation flux 
9 Fdew dew flux 
10 Fi,drip drip rate of canopy ice 
11 Fl,drip drip rate of canoyp liquid water 
12 Fi,w&T exgra drip rate of canopy ice due to wind and temperature 
13 Fi,through through-fall rate of snowfall 
14 Fl,through through-fall rate of rainfall 
15 Fi,net net snowfall rate due to dripthrough and throughfall 
16 Fl,net net rainfall rate due to dripthrough and throughfall 
17 Fl,snow,n downward liquid flow from snow layer n 
18 Fl,insur input liquidwater flux to soil surface 
19 Fl,srf surface runoff rate 
20 Fl,n(n+1) liquid water fluxes between soil layer n and layer n+1 
21 Fl,sub subsurface runoff rate 
22 Ftrans,n transpiration flux from soil layer n 
23 Wi,canopy canopy storage of ice 
24 Wl,canopy canopy storage of liquid water 
25 Wi,snow,n ice storage in snow layer n 
26 Wl,snow,n liquid water storage in snow layer n 
27 Wi,soil,n ice storage in soil layer n 
28 Wl,soil,n liquid water storage in soil layer n 
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 Physical processes Options 
1 dynamic vegetation 4 (use table LAI; use maixmum vegetation fraction) 
2 canopy stomatal resistance 1 (Ball-Berry) 
3 soil moisture factor for stomatal resistance 1 (Noah) 
4 runoff and groundwater 3 (free drainage) 
5 surface layer drag coefficient 1 (Monin-Obukhov) 
6 supercooled liquid water 1 (no iteration) 
7 frozen soil permeability 1 (linear effects) 
8 radiation transfer 3 (two-stream applied to vegetated fraction) 
9 ground snow surface albedo 2 (CLASS) 
10 partitioning precipitation into rainfall and 
snowfall 
1 (Jordan) 
11 lower boundary condition of soil temperature 2 (original Noah) 
12 snow/soil temperature time scheme 1 (semi-implicit) 
13 surface resistance to evaporation/sublimation 1 (Sakaguchi and Zeng, 2009) 
 
4.2.2 Water tracer implementation in Noah-MP 
The water tracer module is a new set of equations that describe the dynamics of the partial 
storages and fluxes of the water tracers. The water tracers “tag” event precipitation and leave the 
system through evapotranspiration and runoff. Figure 4-1 shows how the tracers are 
conceptualized in each component of Noah-MP. 
Tracer initiation: We initiate the water molecules from precipitation within a designated time 
window as water tracers. Before this time window, the tracer module is not activated and the 
simulation is the same as the original Noah-MP. During the designated period, the precipitation is 
“tagged” and provides the input of tracers using Equation (4-1). Therefore, the total tracer input 
equals the event precipitation designated by the time window. After this event, no further 
precipitation is being “tagged” but the existing tracers continue to be tracked until the end of 
simulation.  
 FPP′ = FPP ×wtratio , wtratio  =
1,  if timestep is within tagging period;  							
0,  if timestep is before/after tagging period.  (4-1) 
Table 4-2. Option set for physical processes used in Noah-MP 
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where FPP′   is the tracer input from precipitation, FPP  is the total precipitation into the land 
surface, and wtratio  is a ratio used to control tracer input.  
Tracers in single-layer canopy model: The canopy model characterizes the fraction covered 
by vegetation fveg in each model grid. The canopy can store water if intercepted by vegetation leafs 
and stems (Fig. 4-1, top), and the model allows canopy storages in both liquid water and ice phases. 
Forest canopies are capable of intercepting large quantities of precipitation, which account for 10-
50% of seasonal-long or annual precipitation (Carlyle-Moses and Gash 2011).  
The intercepted water from prior rain events is found to have important mixing effects with 
the current rainfall in generating throughfall (Allen et al. 2013). To account for the mixing between 
pre-event canopy storage and the water tracers, we assume a “well-mixed” canopy model as in 
other isotope-enabled LSMs (e.g. Fischer 2006; Yoshimura et al. 2006; Aleinov and Schmidt 
2006) (Fig. 4-1). Over the grid area covered by vegetation (fveg), the water tracers are immediately 
mixed with pre-event canopy storage with a mixing ratio of Rl,canopy or Ri,canopy: 
0 0
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where Fl ,PP′   and ,i PPF ¢  are tracer fluxes in the form of rain and snow respectively, td  is the 
interval of model timestep, 0,l canopyW and 
0
,i canopyW are total liquid water and ice storages from the 
previous timestep, 0,l canopyR and 
0
,i canopyR  are tracer mixing ratios for the liquid water and ice 
storages from the previous timestep. Then, the tracer fluxes, such as evaporation, sublimation, 
drip-through and phase changes are all partitioned in proportion to Rl ,canopy  or Ri,canopy : 
 
Fl′ = Fl × Rl ,canopy , if the flux is extracting water from the liquid water storage;
Fi′ = Fi × Ri,canopy , if the flux is extracing water from the ice water storage.  					 (4-3) 
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where Fl′  and Fl  are the tracer and total fluxes from the liquid water storage (Wl ,canopy ) through 
different processes while Fi′ and Fi  are the tracer and total fluxes from the ice water storage (
Wi,canopy ).	Note that we do not account for dew/frost, which is from the ambient water vapor, as a 
source for the water tracers to ensure that the only source for tracers is the “tagged” precipitation 
event.  
Tracers in the snow model: Noah-MP uses a physically based snow model to simulate 
snowpack dynamics. The model has up to three layers (three individual stores) depending on the 
snowpack depth (Fig. 4-1, middle). The “well-mixed” assumption is assumed in each snow layer 
(e.g. Fischer 2006; Yoshimura et al. 2006; Aleinov and Schmidt 2006). The tracer input as 
rainfall/snow increases the storage of the topmost snow layer, following the original Noah-MP. 
The fluxes contributing to sublimation, phase change and snow layer dividing/combining are 
derived using similar equations to (4-2) and (4-3). In particular, when the downward percolation 
occurs (Fl ,snow,n ) due to rain-on-snow or snowmelt, the tracer flux ( , ,l snow nF ¢) is calculated using (4-
4): 
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where Fl ,snow,n−1  and , , 1l snow nR -  are the total liquid flow and tracer mixing ratio from the layer above, 
Wl ,snow,n0  and 
0
, ,l snow nR  are the total liquid storage and tracer mixing ratio of layer n at the prior 
timestep and Rl ,snow,n is the mixing ratio of tracers in liquid storage of layer n. Therefore, we assume 
that the meltwater flux is spatially uniform and homogeneously mixed as it percolates through the 
snowpack (Judy et al. 1970; Stichler 1987; Raben and Theakstone 1998). However, we are not 
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accounting for meltwater percolation down preferential pathways or discrete “fingers” (e.g. 
Gerdel:1954kd; Marsh and Woo 2010), accounting for this process requires a more sophisticated 
snow model to represent the heterogeneity of the melting process (e.g. Feng et al. 2002; Lee et al. 
2010).  
Tracers in the ground hydrologic model: In this study, we use a simple combination of 
infiltration-excess-based surface runoff scheme and a gravitational free-drainage subsurface runoff 
scheme as used in the original Noah (Schaake et al. 1996). Note that Noah-MP provides more 
sophisticated runoff and groundwater schemes to account for soil-ground water interactions; the 
tracers could be extended to these schemes in the future. At the soil surface, the total water input 
(Fl ,insur ) can generate infiltration-excess surface runoff (Fl ,srf ), which is partitioned into the tracer 
contribution (Fl ,srf ′ ) using (4-5): 
    
Rl ,insur =
Fl ,insur′
Fl ,insur
;
Fl ,srf ′ = Fl ,srf × Rl ,insur
      (4-5) 
where Rl ,insur is the mixing ratio of tracer input at the soil surface to total input, and Fl ,insur′  and 
Fl ,insur  are the tracer and total water input at the soil surface. The rest is infiltrated into the soil 
column. The critical issue is the partitioning of subsurface fluxes into tracer fluxes within the soil 
column. 
In Noah-MP, the liquid water in each soil layer is updated using Richards Equation: 
∂θ
∂t =
∂
∂z D θ( )
∂θ
∂z
⎡
⎣⎢
⎤
⎦⎥
+
∂K θ( )
∂z      (4-6) 
where θ  is the soil water content which can be converted to water storage Wl ,soil ,n  multiplied by 
the soil thickness δ z , K θ( )  is the hydraulic conductivity and D θ( )  is the soil water diffusivity. 
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K θ( )  ( D θ( ) ) is parameterized as a function of  and saturated hydraulic conductivity Ksat
(saturated diffusivity Dsat ). In Noah-MP, Ksat  and Dsat are assigned according to soil type 
neglecting the vertical variations. In our simulations, we use observed profiles of these parameters 
from field experiments for the small watershed in the Northwestern U.S. (Section 4.4.1) to account 
for the compaction with soil depth. However, we use the assigned parameters without vertical 
variation for the regional-scale simulation (Section 4.4.2) as in the default Noah-MP due to the 
lack of observations. For all soil layers, the equations in the form of Equation (4-6) are solved 
together through a tridiagonal matrix using a time-implicit scheme (Niu et al. 2011).  
Tracing water through the soil column is perhaps the most problematic aspect of the tracer 
model. The difficulty in implementing tracers using Richard’s equation is that Equation (4-6) is 
not valid for tracer soil water (we can’t replace θ  with ′θ ). The reason is that the tracer water 
moves in proportion to the gradient in total moisture content, not the gradient in tracer moisture 
content. For this reason, we first calculate the total flux (the final form of which was not explicitly 
calculated in the original Noah-MP due to the time-implicit scheme), then partition the flux by 
multiplying by the mixing ratio tracer soil water to total soil water. In the discussion that follows 
we are assuming a “well-mixed” reservoir within each layer (in Section 4.2.3 we describe how to 
account for incomplete mixing). The water budget equations for total and tracer soil moisture are 
described in Eq. (4-7) and (4-8): 
 
θ1 −θ1
0
δ t =
Fl ,insur − Fl ,srf( )− Fl ,12 − Fevap − Ftrans,1
δ z1
, for soil layer 1;	
θn −θn
0
δ t =
Fl ,(n−1)n − Fl ,n(n+1) − Ftrans,n
δ zn
,										for soil layer 1<n<N;	
θN −θN
0
δ t =
Fl ,(N−1)N − Fl ,sub − Ftrans,N
δ zN
, 																							for soil laye N.
   (4-7) 
θ
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                       + −RNFl ,sub − RNFtrans,N
δ zN
,           for the bottom soil layer N.
 (4-8) 
where nq  and 0nq  are the total soil water contents of layer n at the current time step and the prior 
time step, Fl ,(n−1)n  is the total flux between layer (n-1) and n (taking downward direction as 
positive), Rn  and 0nR  are the mixing ratios of tracer soil water to total soil water in layer n at the 
current and the prior time steps respectively. To solve for R1 - RN , we first calculate the 
interlayer fluxes Fl ,(n−1)n using (4-7), and subsequently calculate the only unknowns R1 - RN in (4-
8). Finally, the tracer fluxes and storages of each layer can be obtained assuming proportional 
extractions using R1 -RN .   
4.2.3 Partial mixing in soil  
The assumption of complete mixing of tracers with existing soil water is likely inadequate 
(Godsey et al. 2009; Rouxel et al. 2010; Hrachowitz et al. 2016).  The tracer response can be very 
different from the bulk-flux response (e.g. derived from the Richards Equation or streamflow from 
an outlet) that largely manifests the effect of hydraulic gradients (i.e. the difference between 
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velocity and celerity) (see more details in McDonnell and Beven 2014; Hrachowitz et al. 2016). 
Water can bypass the soil matrix through macropores and reach specific depths faster than water 
moving through soil micropores (Ranken 1974; McDonnell 1990; Leaney et al. 1993; Kendall and 
McDonnell 1998; Buttle and McDonald 2002). To account for the dual response timescales, 
studies have conceptualized the flow through preferential pathways and soil matrix by separating 
the total storage into “active/mobile” and “passive/immobile” storage compartments in modeling 
(e.g. Fenicia et al. 2010; Hrachowitz et al. 2013). Under relatively dry conditions, a high portion 
of incoming precipitation (water tracers in our case) can be transiently stored in the porous flow 
media and interact with resident water of varying age; as the system wets up, more water is likely 
to bypass the matrix through preferential flowpaths due to higher hydrologic connectivity 
(Hrachowitz et al. 2013; 2016). This separation of active and passive storages is broadly consistent 
with the ecohydrological separation found by isotopic studies suggesting different storages that 
supply plant transpiration (passive/immobile) and groundwater recharge and streamflow 
(active/mobile) (Brooks et al. 2009; Evaristo et al. 2015).  
However, the parameterization of such a dynamical partial mixing usually introduces extra 
parameters that require calibration (e.g. McGuire et al. 2007; Hrachowitz et al. 2013; Evaristo et 
al. 2015). To represent the effect of partial mixing, yet keep the simplicity of model application, 
we simplify the above process by (1) separating the total storage in each soil layer into half “mobile” 
and half “immobile” components (See the different stores of water in Fig. 4-1); (2) assuming the 
input tracer flux only passes the “mobile” storage (Fig. 4-1, bottom); (3) updating the two storages 
– “mobile” and “immobile” – with the total storage of each layer (half “mobile” and half 
“immobile”) while neglecting tracer exchange between the two half storages (i.e. updating of the 
“immobile” half storage is achieved through non-tracer water exchanges). Therefore, we are 
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assuming that the incoming tracer flux only mixes with half of the storage that is “active/mobile”, 
while the other half can be conceptualized as the water retained in soil matrix and is assumed to 
be “passive/immobile”. These simplifications are more applicable for wet conditions, which are 
characterized by a faster transfer of younger water bypassing the soil matrix. While simplistic, this 
allows us to investigate the tracer responses to different “mixing” assumptions without introducing 
additional parameters. In future applications, the fraction of the storage that is “mobile” or 
“immobile” can be changed according to the research question and specific conditions of the region. 
In addition to partitioning into “mobile” and “immobile”, we also increased the number of 
soil sublayers in the tracer parameterization. The original soil layer thickness (up to 1 m in the 
default Noah-MP and up to 0.4 m in our case) may be too thick to resolve the vertical profile of 
tracers, especially for relatively short model time steps (30 min - 1 hour in this study). Such a 
homogeneous mixing will likely result in an earlier arrival of the tracer to a certain depth but with 
more dispersed transit time distribution than in observations (see results in Section 4.3). To account 
for vertical heterogeneity of tracer movement, we increase the number of layers in the soil when 
dealing with the tracers (not the bulk flow). We assume mixing within ½ and ¼ depth of each 
original soil layer (from Fig. 4-2b to Figs. 4-2c and 4-2d). To obtain the tracer flux and storage in 
each sublayer, we use the same equations as (8) to solve for the mixing ratios in each sublayer. 
Using sublayers, the transpiration flux Ftrans,n becomes ½ or ¼ of Ftrans,n  in each sublayer and the 
interlayer fluxes become those between sublayers (red arrows in Fig. 4-2c). These sublayer fluxes 
are obtained from linear interpolation of the bounded whole-layer fluxes (e.g. Fl,12 and Fl,23 in Fig. 
4-2a). In this way, we are able to preserve the flux gradient ( /Flux z¶ ¶ ) of the thicker original 
layer throughout the sublayers and maintain the vertical profile of soil moisture invariant. 
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In summary, we account for the horizontal and vertical heterogeneity of tracer transport in the 
subsurface by allowing partial mixing in each soil layer by (1) accounting for “mobile” and 
“immobile” storage, where the tracers only interact with the “mobile” storage; and by (2) 
subdividing the original model layers into additional sublayers when quantifying tracer movement. 
We test these different assumptions and their impact on the tracer flow and transport over a 10 ha 
watershed in Western Oregon U.S. (WS10). Like the “virtual experiment” approach introduced by 
Weiler and McDonnell (2004), over WS10 we collectively combine the numerical experiments 
using WT-Noah-MP using different mixing assumptions and the field experiments for the purposes 
of exploring first-order controls on transit time distribution of a controlled watershed. In addition, 
we demonstrate the use of WT-Noah-MP over a large region in U.S. Pacific Northwest (Western 
Washington) as an exploratory tool to quantify short and long-term impacts of an extreme 
precipitation event, with these partial-mixing assumptions incorporated as a measure of 
uncertainty. 
 
Figure 4-2. Schematics of  (a) the soil layer configuration in Noah-MP, (b) the mixing of tracers in each soil 
layer as Noah-MP, (c) the mixing of tracers in each 1/2 layer, and (d) the mixing of tracers in each 1/4 layer. 
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4.3 Study Sites and Model Configuration 
4.3.1 WS10 Watershed  
WS10 (10.2 ha) is located in the H. J. Andrews Experiment Forest, as part of a larger research 
effort of the Long-Term Ecological Research (LTER) program in the west-central Cascade 
Mountains of Oregon, USA (44.2°N, 122.25°W) (McGuire et al. 2007). WS10 (Fig. 4-3a) is 
equipped with a comprehensive network of instrumentation and has been intensively studied for 
forest ecological and hydrological research (e.g. Jones 2000; McGuire and McDonnell 2010; Klaus 
et al. 2015).  
Figure 4-3. (a) Map of WS10 of the H.J. Andrews Experimental Forest and the location within Oregon, USA 
(from Klaus et al. 2015). The blue triangle suggests the location with soil moisture probes. The red dots suggest 
the locations of lysimeters that collects isotope measurements. (b) Map of the United States with the Oregon 
state highlighted with blue within which WS10 is located and the domain for Western Washington highlighted 
with the black box. (c) Topographic feature (unit: m) of the domain of Western Washington with the Chehalis 
River basin delineated in black. (d) Well-defined AR signature at 12Z Dec 3, 2007 shown by the narrow 
structure of vertically integrated vapor transport (unit: kg/m/s), which has significantly impacted the Chehalis 
River basin.  
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The vegetation type is a naturally regenerated second growth Douglas fir forest after a 1975 
clear-cut harvest. The catchment is steep with slopes ranging from 30 to over 45° and elevations 
from 473 m to 680 m. It contains residual and colluvial clay loam soils with an average soil depth 
of 1.3 m. Surface soils are well aggregated, but lower depths (70 – 100 cm) have more massive 
blocky structure with less aggregation. Beneath is partially weathered bedrock with poor 
permeability in thickness from 1 to 7 m (~3.7 m on average). Annual precipitation is 2200 m (1979-
2008), about 80% of which falls between October and April. Consequently, the catchment 
gradually wets-up from October to December and maintains the wet conditions until late spring. 
Runoff generation in the catchment shows clear thresholds, hysteresis, and event transit times 
varying with antecedent conditions. More details about WS10 can be found in McGuire et al. 
(2007), McGuire and McDonnell (2010), Klaus et al. (2015) and Hale and McDonnell (2016). 
In a field experiment carried out in the 2002–2003 winter rainy season, oxygen-18 (18O) 
samples were collected weekly for bulk precipitation and at time intervals between daily and 
weekly for soil water from the lysimeters (Fig. 4-3a). McGuire and McDonnell (2010), hereafter 
MM2010, used the data collected and a lumped parameter convolution model (Stewart and 
McDonnell 1991; McGuire et al. 2002; 2005) to examine the transit time of soil water along depth 
(red dots in Fig. 4-3a). To compare isotope observations to the numerical tracer model, we use a 
measure of “transit time” derived from the numerical tracers. 
4.3.2 Western Washington State 
Located to the north of WS10, the regional simulation we conduct covers the western part of 
Washington state (Figs. 4-3b and c). This mountainous domain covers Cascade Mountains on the 
east and Olympic Mountains close to the coastline. Surrounded by these mountains, the Chehalis 
River basin (delineated by black in Fig. 4-3c) is flood-prone for storms over the mountains. Similar 
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to WS10 in Oregon, western Washington is also frequently affected by winter storms. In particular, 
most of its winter precipitation (>60%) can be attributed to atmospheric river (AR) events (Rutz 
et al. 2014). ARs are structures of intense water vapor transport in the atmosphere, most of which 
is converted into precipitation over the U.S. West Coast (see more details in Zhu and Newell 1998; 
Neiman et al. 2008a; Ralph and Dettinger 2012). During 1-3 December 2007, an exceptionally 
intense AR event with well-defined filamentary structure of vapor transport (Fig. 4-3d) severely 
impacted the Chehalis basin (see more details in Hayes 2008). 
4.3.3 Noah-MP configurations and forcing data 
Watershed-scale Simulation, WS10: Noah-MP is configured with 7 soil layers (0.1, 0.3, 0.3, 
0.3, 0.3, 0.3, 0.4 m in thickness for each layer from top to bottom) with a total soil depth of 2.0 m. 
The soil type is prescribed as clay loam, and the vegetation type as evergreen needleleaf forest. 
Noah-MP is run offline and uses the North American Land Data Assimilation System (NLDAS) 
(Mitchell 2004) data (1/8° grid and hourly resolution) as forcing data, which includes precipitation, 
downward shortwave and longwave radiation, near-surface air temperature, wind and humidity, 
and surface pressure. We run the single-column simulation using data from the grid point in 
NLDAS that is closest to the location of WS10 (44.25°N, 122.25°W), with initial soil conditions 
provided by Noah LSM simulations from NLDAS. The simulation period is from Jan 1st, 1999 to 
Dec 31st, 2004 with a model time step of 30 minutes, thus it encompasses the time period of the 
field tracer experiment in MM2010. We use the parameterizations shown in Table 4-2. 
In contrast with the default version of Noah-MP, we also incorporate the vertical variations in 
soil properties according to observed profiles from field observation. McGuire et al. (2007) fitted 
exponential functions to observations to represent vertical profiles for saturated hydraulic 
conductivity ( satK ) and drainable porosity ( dn ) in the form of: 
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   ( ) ( )0 exp /satK z k z f= -       (4-9) 
   ( )0 exp /dn n z d= -           (4-10) 
where 0k =8.7 (unit: m/h), f =0.56 and 0n =0.26, d =1.12. We use these two functions to 
replace the two components for computing hydraulic conductivity ( )K z  in Noah-MP as (4-11) by 
(4-12): 
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where maxq  is the soil porosity and ( )r zq  is assumed to be soil moisture retained after draining 
with 100 cm of tension ( ( ) ( )maxr dz n zq q= - ). By doing this, we improve the representation of 
both satK and effective saturation 
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. The same replacement for effective saturation 
is also used to compute hydraulic diffusivity ( )D z . The sensitivity of the b parameter in (4-12) is 
tested around its mean within a standard deviation (8.52±3.44; data from Clapp and Hornberger 
1978).  
Regional-scale Simulation, Western Washington: We perform the simulation over the 
spatial domain shown in Figure 4-3c. It has 3 km grid-spacing with prescribed soil, vegetation, 
and topographic parameters derived from 30-arcsecond resolution geographical dataset 
(http://www2.mmm.ucar.edu/wrf/users/download/get_sources_wps_geog.html). We use the same 
soil layer configuration as in WS10. The simulation is forced by the Global Land Data Assimilation 
 
 
77 
System (GLDAS; 1/4° spatial resolution and hourly temporal resolution) (Rodell et al. 2004) and 
initialized by state variables from the Noah LSM simulation in GLDAS. Note that NLDAS is not 
used because artificial contrasts of precipitation forcing are found at the US-Canada border, which 
is probably due to deficiencies in the data assimilation algorithm (not shown). The same set of 
parameterizations shown in Table 4-2 is used. We run the simulation for the period from July 1st, 
2007 to June 30th, 2008, with a model timestep interval of 1 hour. Note that no observation-based 
vertical profiles of soil properties are incorporated in this regional-scale simulation. 
4.3.4 Experiments using WT-Noah-MP 
Mixing experiments: To test the different assumptions of subsurface mixing, we implement 
4 types of numerical experiments using WT-Noah-MP: 
(1) CM: complete mixing scenario in each soil layer; 
(2) PM: partial mixing scenario with half “active/mobile” storage; 
(3) CM-1/2 and CM-1/4: complete mixing scenario with mixing in every ½ and ¼ thickness 
of soil layer; 
(4)PM-1/2 and PM-1/4: partially mixed scenario in every ½ and ¼ thickness of soil layer.	
For WS10, we use the WT-Noah-MP tool to “tag” 11 individual precipitation events (storms 
5 to 15 in MM2010). These events are chosen because they occurred after the wet-up phase, thus 
we could focus on wet conditions. The time windows used to “tag” each storm are shown in Table 
4-3 with a 3-day duration of each event. In total, we run 11 simulations with the same configuration 
but with different storm events “tagged” using Equation (4-1).  
For the spatial simulation of Western Washington, we “tag” this extreme AR event in 
December 2007. We specify the precipitation falling from 00Z December 1, 2007 to 00Z 
December 10, 2007 as tagged water. 
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Table 4-3. The tagged time periods for 11 precipitation events. 
 Start of tagging End of tagging 
1 2002-11-16:0000 2002-11-19:0000 
2 2002-12-09:0000 2002-12-12:0000 
3 2002-12-12:0000 2002-12-15:0000 
4 2002-12-20:0000 2002-12-23:0000 
5 2002-12-29:0000 2003-01-01:0000 
6 2003-01-02:0000 2003-01-05:0000 
7 2003-01-11:0000 2003-01-14:0000 
8 2003-01-21:0000 2003-01-24:0000 
9 2003-01-24:0000 2003-01-27:0000 
10 2003-01-29:0000 2003-02-01:0000 
11 2003-02-15:0000 2003-02-18:0000 
 
4.4 Results and Discussion 
4.4.1 Watershed-scale simulation of WS10 (Oregon) 
In this section, we apply the WT-Noah-MP model to WS10 to explore the dominant process 
controls on water transit time. Specifically, we conduct a series of “virtual experiments”, 
characterized by different hypotheses of subsurface mixing. We compare our numerical results to 
the results from observational field tracer experiments with the goal of evaluating the WT-Noah-
MP tool. Figure 4-4a shows the measured soil moisture at a location 15 m from the slope base 
(blue triangle in Fig. 4-3a) and Figure 4-5a shows the best-fit transit time distributions using 
observed δ18O. 
Soil moisture simulation: Before evaluating the tracer dynamics, we evaluate the simulation 
of the total soil moisture from Noah-MP. Figures 4-4b and c show the soil moisture at three 
different levels (~30 cm, 70 cm and 100 cm) from Sep 1st, 2002 to April 1st, 2003 (with b=5.08 in 
Equation 12). Consistent with observations from MM2010 (Fig. 4-4a), simulated soil moisture 
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(Figs. 4-4b) shows a wetting-up period on ~Nov 10th, 2002, marking the beginning of the winter 
rainy season. In addition, the observed delay in wetting with depth is also represented in Noah-
MP. After the wetting-up period (after Dec 10th, 2002), the transient fluctuations in soil moisture 
as responses to precipitation events in Noah-MP are very similar to those from observations and 
the simulated soil moisture captures the increasing trend with depth as observed. However, the 
Noah-MP simulations underestimates the vertical gradients in soil moisture with means increasing 
from 24.6% at 30cm to 33.2% at 70cm to 43.5% at 100cm (averaged over the period shown in Fig. 
4-4a), while the simulated means are 35.1% at 25cm, 37.3% at 70cm and 38.3% at 100cm (Fig. 4-
4b).  
 
The simulation of vertical gradients in soil moisture improves with decreasing b parameter in 
Equation (4-12). Figure 4-4b shows the simulation with b=5.08 with a better representation than 
b=8.52 (not shown) because a smaller b requires larger soil moisture gradients to maintain the 
quasi-equilibrium soil moisture in wet conditions. This suggests that the model over-represents the 
Figure 4-4. Time series of the volumetric water content (θ) (a) at location suggested by the blue triangle in 
Fig. 4-3a (adapted from McGuire and McDonnell 2010) and (b) from the single-column simulation from 
Noah-MP with b=5.08.  
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nonlinearity between soil moisture and ( )K z  with large b values. In addition, the model also 
underestimates the 100 cm soil moisture in the wet period (after mid-December) when the 
observed soil moisture was near saturated. This can be attributed to the simplified model physics 
in Noah-MP that allows free drainage from the soil bottom (with the current configuration) with 
no lateral flow represented, while the near-saturated soil moisture in Figure 4-4a is measured at a 
location close to slope base (Fig. 4-3a) as a result of low permeability of the bedrock and especially 
of upstream lateral flow. Differences also exit in precipitation forcing from gauge measurements 
and NLDAS representing a 1/8° grid. Note that tracer transit is a function of flux, storage and 
mixing, we believe that Noah-MP reasonably captures the dynamics of soil moisture that allows 
us to estimate subsurface transit features.  
CM scenario: We now test the hypotheses of tracer mixing in WT-Noah-MP using transit 
time distribution. We do this first for the CM scenario with complete mixing in each of the original 
7 soil layers. For each “tagged” event, we obtain the transit time distribution using Equation (4-9) 
(Zuber 1986; McGuire et al. 2007): 
   TTD t( ) = CI t( )
CI t( )dt0
∞
∫
= CI t( )Q t( ) /M     (4-13) 
where TTD t( )  is the transit time distribution from the model, CI t( )  is the tracer output 
concentration, Q t( )  is the output flux and M is sum of tracer mass applied to the system, which 
is the water mass of the “tagged” precipitation event in our case. Using this equation, we obtain 
the transit time distribution at 25, 70 and 100 cm depths of each event. Figure 4-5b (red dashed 
curve) shows the result from WT-Noah-MP. (Note that all the simulations are run with b=5.08.) 
The model results show more lagged and dispersed tracer responses as the tracers infiltrate down 
the soil column (from the soil surface to deeper soils). Comparing with observations from 
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MM2010 with particular focus on site D (black curves in Fig. 4-5a), which is the most upstream 
site (see  
location in Fig. 4-3a) and less likely subject to lateral flow, the modeled mean transit times at 70 
cm (38 days) and 100 cm (55 days) are much longer than the observed ones (~22 days). And the 
modeled transit time distributions at all levels are more dispersed than observations. Moreover, 
the time lag of ~10 days before the rising limb seen at 92-95 cm level is not reproduced in the 
model. Therefore, the modeled transit times with CM show more dispersed distribution, longer 
mean transit time at deeper layers with no time lag of wet-front penetration. These could be an 
artifact of the complete mixing assumption, which results in too much tracer being retained in the 
unsaturated soil (McGuire et al. 2007).  
PM scenario: Now, we accelerate the water transit through preferential flow paths by 
assuming half of the soil water storage to be “active/mobile” while the other half retained in the 
Figure 4-5. Soil water transit time distributions for sites A, B and D (red dots in Fig. 4-3a) (a; adapted 
from McGuire and McDonnell 2010) and estimated from WT-Noah-MP with CM, CM-1/2 and CM-1/4 
scenarios (b) and with PM, PM-1/2 and PM-1/4 scenarios (c). 
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soil matrix (see Fig. 4-1). Figure 4-5c (red solid curve) shows the modeled transit time distributions 
of soil water at 25, 70 and 100 cm. Compared with Figure 4-5b, the distributions from the PM 
scenario are more highly peaked with less dispersion. The mean transit times estimated from 
Figure 4-5c (red solid curves) are 10, 22 and 28 days for the three levels, which are very close to 
the ones estimated from isotope observations (Fig. 4-5a). The faster transit of tracers can also be 
seen in Figure 4-6, that shows a faster downward propagation of the tracer flow (comparing the 
red dashed and solid profiles). The better results from the PM-active scenario suggest that the 
preferential flow pathways are critical for event water transit at WS10, especially for these events 
after the soil wet-up. However, the observed time lag in the rising limb of the hydrograph of tracer 
response at ~100 cm is still not captured.  
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CM-1/2 and CM-1/4 scenarios: To better 
represent the vertical profiles of tracers we 
assume mixing in every ½ and ¼ of the original 
soil thickness for each layer. Figure 4-5b show 
the modeled transit time distributions from this 
assumption (dashed blue and green curves). By 
allowing mixing in a thinner layer, we see more 
narrow-peaked distributions. Unlike that in PM 
scenario, the mean transit times are not 
significantly changed but there is a clear lag of 
the rising limb in tracer response at 100 cm. This 
lag is explained by a less dispersed downward 
penetration shown in Figure 4-6 (compare the 
dashed red, blue and green profiles). Thus, 
tracers simulated with CM-1/2 and CM-1/4 
penetrate in a more concentrated way into deeper layers, mimicking piston flow. This enables these 
scenarios to capture the lag of tracer response in deeper layers, which is not captured by the CM 
or PM simulations. 
PM-1/2 and PM-1/4 scenarios: Due to the importance of preferential flow through 
macropores and piston replacement in the soil matrix, we incorporate both partial mixing 
assumptions of “active/mobile” storage and vertically constrained mixing into the model. As a 
result, the simulated transit times in Figure 4-5c show less spread-out distributions and lagged 
rising limbs at deeper levels, both of which are more consistent with those derived from isotopes. 
Figure 4-6. Averaged tracer soil moisture profiles 
(unit: m3/m3) derived from WT-Noah-MP with different 
scenarios at 8 days (a), 16 days (b), 24 days (c) and 32 
days (d) after the tagging initiation of each event.  
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In addition, the PW-1/4 modifies the 100 cm recession limb having a similar time as the rising 
limb, resulting in a better agreement with the isotope-derived ones.  
To conclude, we test different hypotheses of mixing in estimating transit times in subsurface 
water using WT-Noah-MP. At WS10, the assumption of complete mixing in unsaturated soil 
results in broader distributions with longer transit times in deeper soil in stark contrast to the 
isotope-derived transit times from MM2010. For this case in which wet conditions dominate, we 
find it critical to represent the tracer transit through both preferential flowpaths and piston 
displacement. To do this in the model framework we incorporate a “mobile” and “immobile” soil 
moisture storage, and include additional sublayers in the simulation of the tracer transport. 
4.4.2 Regional-scale simulation of an extreme precipitation event 
In this section, we apply the WT-Noah-MP tool to better understand an extreme event that 
affected western Washington, USA. Our goal is to demonstrate that in addition to watershed 
applications, WT-Noah-MP can be used as a tool to investigate the water budget and subsurface 
time scales of a precipitation event with regional-scale impacts. Using the tracers, we “tag” the 
precipitation from an extreme precipitation event and track its contribution to different storages 
and fluxes throughout the terrestrial system.  
Partition of AR precipitation into different stores: WT-Noah-MP can help us better 
quantify the contribution of this AR to different storages over land. Precipitation that falls on the 
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soil surface can contribute to soil moisture and flooding that causes inundation and direct economic 
losses, while the precipitation that falls on snowpack might contribute to snow accumulation that 
is critical for local water resources or rain-on-snow that may trigger snowmelt (Bonne et al. 2015; 
Guan et al. 2016).  
For the date with maximum daily precipitation (00Z December 3, 2007 to 00Z December 4, 
2007), up to 75 mm of precipitation fell over the Cascade Mountains (red circle in Fig. 4-7a), while 
up to 60 mm fell on the lower coastal lands (blue circle in Fig. 4-7a). The results derived from 
WT-Noah-MP clearly reveal that the precipitation over the Cascade Mountains is accumulated as 
Figure 4-7.  (a) The precipitation amount (kg m-2) between 00Z Dec 3, 2007 and 00Z Dec 4, 2007. (b) The 
differences of snow water equivalent (unit: kg m2) derived from tracers between 00Z Dec 4, 2007 and 00Z 
Dec 3, 2007; (c) The differences of soil moisture (unit: kg m2) derived from tracers between 00Z Dec 4, 2007 
and 00Z Dec 3, 2007; (d) The differences of total snow water equivalent (unit: kg m2) derived from original 
Noah-MP between 00Z Dec 4, 2007 and 00Z Dec 3, 2007;  (e) The differences of total soil moisture (unit: kg 
m2) derived from original Noah-MP between 00Z Dec 4, 2007 and 00Z Dec 3, 2007; (f) The ratios of snow 
water equivalent that is >50 kg m-2 due to tracers at 00Z Dec 10, 2007; (g) The ratios of soil moisture due to 
tracers at 00Z Dec 10, 2007. All the results are from WT-Noah-MP with the CM scenario. 
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snow water (Fig. 4-7b), while that over the western low lands and to the southeast of the Cascades 
was mostly stored as soil moisture (Fig. 4-7c). However, the water tracers are revealing a more 
nuanced picture. If we only look at the changes in total snow accumulation, we see that there were 
significant loses (blue regions) in the low-elevation regions (Fig. 4-7d). However, the tracers don’t 
show such significant losses (Fig. 4-7b). This indicates that there was significant melting of the 
snow that had accumulated before the AR impacted the region. The melted snow then contributed 
to total soil moisture (Fig. 4-7e), but clearly, changes in soil moisture to the southeast of the 
Cascades were mostly due to “pre-event” water, rather than tagged water (compare Fig. 4-7e to 4-
7c). 
Figure 4-8b shows that the total surface runoff is mostly comprised of precipitation from this 
AR event (85.5%) while the rest 14.5% is contributed by the snowmelt from antecedent snow. A 
similar estimation is also obtained by Guan et al. (2016) from the rain-on-snow ARs affecting the 
southwest coast, with ~20% of total runoff from snowmelt. It is a key feature usually associated 
with extreme ARs, which can exaggerate the quick runoff response of basins because they are 
usually associated with higher temperatures. Therefore, the WT-Noah-MP tool helps differentiate 
the role of this AR in causing the extreme flooding into the precipitation from this event (direct) 
and the indirect thermal effect that triggered snowmelt across the region. By the end the tagged 
period (00Z Dec 10, 2007), water from the AR event accounts for >15% of soil moisture (Fig. 4-
7g) over the low-elevation areas, while snowfall associated with this AR accounts for >50% of 
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snow water over the Cascades (Fig. 4-7f). However, the value of the tracers is perhaps best 
exemplified when analyzing the tracer water for times after the event has passed. 
Subsurface dynamics of AR extending to the seasonal scale: About 2/3 of this AR’s 
precipitation was stored as soil moisture (Fig. 4-8a). Upon the arrival of ARs, they can replenish 
soil moisture and abruptly end the long-term water deficits between precipitation and 
evapotranspiration as drought busters (Dettinger 2013). Afterwards, these ARs can have 
hydroclimate impacts with much longer scales than the event timescale (days), by modifying land-
Figure 4-8. (a) Time series of domain-averaged tracer fluxes and storages (see labels and legends). (b) Time 
series of domain-aggregated surface runoff (solid black) and tracer surface runoff (dashed turquoise) 
accumulated from 00Z Dec 1, 2007 to 00Z Dec 10, 2007. 
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atmosphere interactions through evapotranspiration and by contributing to subsurface runoff that 
recharges groundwater and contributes to hydrographs.   
From the simulation with CM, the tracers in the soil slowly leave the system as free drainage 
with a surge in mid-May due to the melting of tracers in snowpack (red dashed line in Fig. 4-8a). 
The main outflow is through subsurface runoff while the fluxes through evapotranspiration and 
surface runoff are comparable and small (Fig. 4-8a). By July 1st, 2007, all of the tracers in snow 
have melted while more than 50% of water from this AR’s precipitation is still retained in the soil 
Figure 4-9. WT-Noah-MP simulated soil moisture at 0.25 m (a), 0.85 m (b) and 1.45 m depths (c). The 
colored curves show the tracer soil moisture (see legends in a) paired with the Y axis on the left, while the 
black curves show the total soil moisture paired with the Y axis on the right. 
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moisture storage, suggesting a longer-than-seasonal-timescale transit time of this AR assuming 
complete mixing.  
Including additional sublayers in the soil does not result in large differences of event water 
stored as soil moisture (compare CM, CM-1/2 and CM-1/4 in Fig. 4-9). However, the simulation 
with partial mixing (PM) shows faster transit and thus fewer tracers retained in the soil (red solid 
line in Fig. 4-8a and Fig. 4-9). From Figure 4-9, the decrease of tracer water in the soil occurs 
preferentially close to the surface (0.25 and 0.85 m) after January, while those at 1.45 m depth 
have comparable tracer amount from all simulations. As a result, only ~22 kg/m2 of water that is 
from this AR is retained in the soil by July 1, 2008 from the PM simulation. This accounts for ~30% 
of the total precipitation from this AR, suggesting that this event can contribute to local 
transpiration and especially groundwater recharge after 6 months.  
In summary, we use WT-Noah-MP to track the water that originates as precipitation from an 
AR event. Of the total surface runoff that significantly contributed to local flooding, 85.5% came 
from the precipitation of this AR while the rest 14.5% came from the snowmelt from antecedent 
snowpack. However, the surface runoff only consists a small portion of this AR’s precipitation. 
About 2/3 of AR precipitation was stored in the soil immediately after the event, and ~1/3 was 
stored as snow. During days and months following the event, these stores of water are depleted 
through runoff or evaporation.  The rate at which the water leaves the surface-subsurface system 
depends on the different mixing assumptions. The CM simulation shows the largest amount of 
tracers retained in the soil and the slowest transit out, consistent with that in WS10 experiments. 
In the PM simulation, event water leaves the system at a faster rate through subsurface runoff (see 
purple line of Fig. 4-8a), thus depleting soil moisture. The soil moisture conditions before the 
December 3 event occurred were anomalously wet, as two previous storms had impacted the region 
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in the days leading up to the AR. For this reason, we hypothesize that the PM simulation more 
realistically captures the transit times in the system. However, without regional-scale observations, 
we cannot test our hypothesis. For this reason, the CM and PM simulations provide an “envelope 
of uncertainty” regarding the transit time distributions in the basin. Regardless of the assumptions 
used, approximately 30% of the AR’s precipitation remains in the soil after 6 months. This result 
allows us to quantify the residence time of this extreme event in the terrestrial hydrologic system. 
4.4.3 Comments 
In the two examples above, we illustrate the use of WV-Noah-MP to track event-based water 
in (1) a detailed examination of subsurface transit at the watershed scale and (2) a regional-scale 
event water budget analysis. Unlike isotope-enabled LSMs, we trace the total event-based water 
and not the isotopes. For this reason, no isotopic data is required to drive the tracer module because 
we only need the total water amount from the “tagged” event as tracer input. This data can be 
derived from the forcing (precipitation) used to drive any regular LSM. Since we are tracing the 
actual water, no fractionation process need to be included, reducing the uncertainty and making 
the interpretation more straightforward. For these reasons, the new numerical water tracer tool 
makes it possible to investigate event-based physical processes in a wide range of spatial and 
temporal scales.  
However, we still require isotope observations to validate our results. In our application to 
WS10, the isotope data collected from field experiments and its derived transit time distribution 
by MM2010 becomes a key benchmark to test the mixing assumptions that allow different 
subsurface flow regimes. Because the water tracer model does not provide isotope data, we convert 
the tracer results into transit times. On the other hand, the output from an isotope-enabled LSM 
would be directly comparable to isotope observations. It is clear that, while the goal of numerical 
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water tracers in LSMs and isotope-enabled LSMs is similar—to track the movement of water 
through the surface-subsurface modeling system—each tool has its own strengths and weaknesses 
(see Table 4-4). The two methods can be used as complementary tools to track water through the 
terrestrial system.   
When compared with isotopic observations, WT-Noah-MP is a powerful tool that can provide 
a critical test for the physical processes represented in the model. As an example, isotope 
observations have shown that plants uptake water from different soil depths (e.g. Ehleringer and 
Dawson 1992), WT-Noah-MP can be used to evaluate if the model is appropriately representing 
plant water uptake depth. More generally, isotopic studies have identified an ecohydrological 
separation of soil water: the water transpired from plants is different from water that contributes 
to streamflow (Brooks et al. 2009; Evaristo et al. 2015). Water tracers can be used as a tool to 
improve LSMs so they better represent these compartments. Isotopic studies are critical for 
understanding the water cycle and the linked ecological processes (Good et al. 2015), but in general, 
LSMs have lagged far behind the isotopic observations. WT-Noah-MP and the existing isotope-
enabled models can help bridge the gap between the observations and models. 
Table 4-4. Comparison of the two tracer tools in LSMs 
  Stable water isotope tracers "Numerical" water tracers 
Tracking 
objective Compositions of 
1H2H16O and 1H218O 
Total amount of water sourced from a 
precipitation event (event water) 
Similarities 
Track the movement of water molecules in LSM and reveal the characteristics of different 
processes parameterized by the model 
(diagnostic tools for model’s performance) 
Differences 
• Provide a seamless interface with 
isotope observations 
• Help interpret isotopic signals in 
association with climate variation 
and climate changes in the past 
• No isotope data is required to drive 
the tracer module 
• No de-convolution / inversion is 
required interpret the result 
• No fractioning parameterization  
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It is important to clarify that due to the simple runoff scheme of our simulations, water leaves 
the bottom soil layer as free drainage. Thus, we are not able to resolve the effect of bedrock 
permeability that is one of the main geological controls on catchment transit times (Hale and 
McDonnell 2016; Pfister et al. 2017). In addition, Noah-MP does not take the vertical variation of 
saturated hydraulic conductivity into account. Both of these processes contribute to the dry bias of 
soil moisture in deeper layers at WS10 and are likely to affect the estimation of transit times. 
Furthermore, the partitioning of half storage to be “active/mobile” is arbitrary and could be 
improved by parameterizing it as a function of soil moisture (e.g. Fenicia et al. 2010; Hrachowitz 
et al. 2013). These could be subjects to be improved in the future. 
4.5 Conclusions 
We have presented a new water tracer tool specifically designed to track individual 
hydrometeorological events—shifting the LSM approach from bulk estimation of storages and 
fluxes to an explicit representation of event water transit. We implement this numerical water 
tracer scheme in Noah-MP (WT-Noah-MP). The new numerical water tracers tag the total water 
from precipitation events of interest and track the subsequent partitioning and movement in the 
surface-subsurface continuum. In comparison to existing LSMs that incorporate isotopes, our 
water tracer tool does not require isotopic information as either initial conditions or boundary 
forcing, nor does it require the parameterization of isotopic fractionation processes. We believe 
WT-Noah-MP is complementary to existing isotope-enabled LSMs. The new water tracer tool 
allows for a long-term tracking of a specific precipitation events and a straightforward 
interpretation of hydrological processes. Noah-MP is the first LSM with this numerical water 
tracer capability.    
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In the tracer implementation, we make particular efforts to appropriately account for 
horizontal and vertical heterogeneity in mixing during subsurface transit. This is necessary because 
the “complete mixing” assumption (CM) usually causes an artificially long transit time. Therefore, 
to account for tracer transit through preferential flow pathways, which would usually result in a 
faster transit and is critical for wet soil conditions, we approximate the mixing and transfer of 
tracers only occurring in the part of storage that is “active/mobile”.  In this study, we test this 
approximation by specifying half of the total storage to be “active/mobile” (PM). In addition, to 
better preserve the tracer penetration as piston flow in the soil matrix, we discretize thinner soil 
layers for mixing so that tracers can percolate with less dispersion. We test this assumption by 
allowing mixing in ½ an ¼ of each original soil layer (PM-1/2 and PM-1/4). 
The different mixing assumptions are tested in a well-studied watershed WS10 in Oregon 
over a period after soil wet-up. Comparing the transit times estimated from our water tracer tool 
and those from isotopic measurements (MM2010), the PM run significantly improves the transit 
time estimations in deeper soils (70 and 100 cm) when compared to the unrealistically longer 
transit times in the CM simulation. The PM-1/2 and PM-1/4 estimations further improve the 
transit time distributions, suggesting a more realistic tracer transit taking both preferential flow 
and piston flow into account, especially under wet soil conditions. We then use WT-Noah-MP to 
investigate the effect of an extreme AR event in December 2007 over Western Washington. 
While the CM simulation shows most of the tracers retained in the soil until July 2008, perhaps a 
more realistic estimation comes from the PM simulation with a faster transit of tracers and ~30% 
of this AR’s total precipitation retained in the soil by July 2008. This event water retained in the 
soil can contribute to local evapotranspiration, groundwater recharge and base flow. Above the 
soil, we use WT-Noah-MP to differentiate and quantify the “direct” (runoff from this AR’s 
 
 
94 
precipitation) and “indirect” (snowmelt trigged by the warm feature of this AR) effects to 
flooding which are difficult to derive from the original Noah-MP but simple to understand using 
the tracers. This additional information is valuable because it helps anticipate possible changes of 
ARs’ hydrologic consequence based on antecedent snow conditions and thermodynamic 
changes. 
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CHAPTER 5: SUMMARY 
 
In the previous three chapters, we examined three different aspects of Atmospheric Rivers 
(ARs) characterized by different scales: Rossby wave behavior, tropical moisture export and land 
surface conditions. Each of them are linked with regional and local hydrological impacts in order 
to better understand the spatio-temporal variability of ARs over land and to better predict the risk 
of flooding and water availability related to ARs.   
As the vapor transport component embedded in Rossby waves, ARs can be significantly 
modulated by the dynamics of their parent synoptic eddies. Indeed, we found that ARs in 
association with the two different Rossby wave breaking modes have different features in vapor 
transport strength and impinging angle towards the coast. ARs in association with anticyclonic 
wave breaking (AWB-ARs) are characterized by more zonal impinging angles. On the other hand, 
ARs associated with cyclonic wave breaking (CWB-ARs) have more meridional impingement 
offshore and have stronger vapor transport for ARs affecting the Southwest Coast. Through the 
interactions between these features and local mountains, AWB-ARs are responsible for most 
extreme flooding events for the coastal river basins in the Northwest Coast, while CWB-ARs 
account for the majority of flooding for the coastal basins in the Southwest Coast. This study is 
well aligned with recent studies aimed at understanding large-scale and upper-level dynamics in 
modulating moisture transport features including ARs (e.g. Ryoo et al. 2013; Payne and 
Magnusdottir 2014; Ryoo et al. 2015; Payne and Magnusdottir 2015; Liu and Barnes 2015), but 
with a unique emphasis on local impacts including streamflow. We believe that these connections 
with large-scale dynamics being established can be used to better understand the interactions 
between local water availability and atmospheric variabilities. 
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In addition to dynamic changes, thermodynamic factors can significantly induce AR changes 
(Lavers et al. 2013; Shields and Kiehl 2016; Payne and Magnusdottir 2015). In a similar way as 
parent extratropical cyclones can be intensified by latent heating, thermal and moisture conditions 
associated with ARs can modify AR strength and landfall characteristics. Using a water vapor 
tracer tool, we “tag” tropical moisture to understand its role in landfalling ARs. Significantly 
stronger pre-cold-frontal low-level jets (LLJs) are associated with ARs with greater contributions 
from tropical moisture due to the enhancement of positive potential vorticity induced by cold-
frontal rainbands; larger export of tropical moisture along ARs also associated with warmer air 
advection, tends to enhance synoptic ascent and results in warmer air temperature. This is the first 
study to statistically establish the relationships between moisture sources and AR precipitation 
strength over land. In addition, this study proves the importance of direct export of tropical 
moisture to ARs’ leading edges, contributing additional insight to the ongoing debate about 
moisture sources from remote tropical sources vs. local moisture convergence (Bao et al. 2006; 
Knippertz and Wernli 2010; Sodemann and Stohl 2013; Dacre et al. 2015; Eiras-Barca et al. 2017).  
While the first two studies focus on atmospheric processes related to AR precipitation, in the 
third part of the dissertation we shift our focus onto terrestrial processes. These processes play a 
key role determining the local responses to landfalling ARs. To isolate the antecedent terrestrial 
conditions (snow and soil moisture) from AR precipitation, we developed a water tracer tool in the 
model framework of the Noah-Multiparameterization land surface model, and used this tracer tool 
to tag precipitation from individual AR events. By tagging an extreme AR event in December 
2007, we found a 16% enhancement of runoff due to snowmelt in addition direct contribution from 
AR precipitation. Perhaps a more interesting finding from this study is the timescale of ARs’ 
lifecycle over land. We test the tracer mixing assumptions in the estimation of residence times 
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averaged for 11 AR events using observations from WS10 watershed (Oregon). For the extreme 
December 2007 event, we found that the majority of the event water is retained in the local 
terrestrial system after 6 months. This provides a new perspective to understand the residence time 
of AR events, not only focusing on the preceding processes that are important in producing extreme 
precipitation and floods, but also noticing the long-term memory and hydroclimatological impacts 
left by these ARs on the terrestrial system.  
Each of these features, highlighted by the previous three chapters, represent very distinct 
processes in scales and physics that ARs can be associated with. This in turn emphasizes the 
importance to view AR-related processes as an integrated system. In fact, all these aspects are 
interconnect. For instance, significant export of tropical moisture to ARs might require Rossby 
waves with certain equatorward displacement and meridional extension (Ralph et al. 2011; Hagos 
et al. 2015); subsequently, tropical moisture entrained within ARs can both lead to increases in 
precipitation and warm anomalies that may trigger snowmelt and enhance streamflow responses 
(Neiman et al. 2008b). Also, all these features are likely to change in a warmer climate: RWB 
patterns may shift poleward in association with the poleward migration of jet streams projected by 
climate models (Barnes and Hartmann 2012); moisture holding capacity would increase in line 
with the Clausius-Clapeyron relationship with global warming (Meehl), especially in the tropics; 
snow conditions may change and intensification of precipitation in extreme ARs are likely to 
occur. All of these may lead to very different local impacts than in the current climate. Here, we 
built individual connections between the three aspects and AR’s local impacts that can hopefully 
be used to better interpret AR variations under the evolving Earth system and improving our ability 
to predict and prepare for these events. 
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