Comparison of Quantum Channels by Superchannels by Gour, Gilad
IEEE TRANSACTIONS ON INFORMATION THEORY 1
Comparison of Quantum Channels by
Superchannels
Gilad Gour
Abstract—We extend the definition of the conditional min-
entropy from bipartite quantum states to bipartite quantum
channels. We show that many of the properties of the conditional
min-entropy carry over to the extended version, including an
operational interpretation as a guessing probability when one
of the subsystems is classical. We then show that the extended
conditional min-entropy can be used to fully characterize when
two bipartite quantum channels are related to each other via
a superchannel (also known as supermap or a comb) that
is acting on one of the subsystems. This relation is a pre-
order that extends the definition of “quantum majorization”
from bipartite states to bipartite channels, and can also be
characterized with semidefinite programming. As a special case,
our characterization provides necessary and sufficient conditions
for when a set of quantum channels is related to another set of
channels via a single superchannel. We discuss the applications of
our results to channel discrimination, and to resource theories of
quantum processes. Along the way we study channel divergences,
entropy functions of quantum channels, and noise models of
superchannels, including random unitary superchannels, and
doubly-stochastic superchannels. For the latter we give a physical
meaning as being completely-uniformity preserving.
Index Terms—Quantum Hypothesis Testing, Comparison of
Quantum Channels, Extended Conditional Min-Entropy.
I. INTRODUCTION
One of the most fundamental properties of quantum me-
chanics is that it is impossible to perfectly distinguish between
distinct non-orthogonal states of a physical system. This prop-
erty, which lies at the heart of the uncertainty principle, may be
perceived at first as a hindrance to the theory. In recent years,
however, it was shown that it can be harnessed to the success of
many interesting quantum information processing tasks, such
as quantum cryptography [1], [2], [3]. Consequently, different
techniques have been developed to quantify the distinguisha-
bility of quantum states. For example, in quantum hypothesis
testing (see, e.g., [4], [5], [6] and references therein), one
uses as a measure of distinguishability the maximized success
probability of guessing correctly the quantum state by a
quantum measurement. This can be done either in the single-
shot regime or asymptotically, and either in a symmetric or an
asymmetric way. Alternatively, one may choose other figures
of merit, such as the accessible information, to measure the
distinguishability of quantum states.
The variety of figures of merit indicates that the distin-
guishability of quantum states cannot be fully captured with
a single function, but instead can be described by a pre-order.
To understand this pre-order, suppose Alice holds one out of
two quantum states ρ1 and ρ2, and does not know which state
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it is. Clearly, her ability to determine which state she holds
cannot increase if she sends her state ρx (x = 1, 2) through
a quantum channel Φ. Therefore, the pair (ρ1, ρ2) is always
more distinguishable than (Φ(ρ1),Φ(ρ2)) and any measure of
distinguishability D(ρ1‖ρ2) must behave monotonically under
such a transformation; i.e.
D
(
Φ(ρ1)
∥∥Φ(ρ2)) 6 D(ρ1‖ρ2) .
Given two pairs of quantum states (ρ1, ρ2) and (σ1, σ2),
how can we determine if there exists a channel Φ such that
Φ(ρx) = σx for both x = 1, 2? This question was answered
already in 1953 by Blackwell [7] for the classical case, and
in 1980 by Alberti and Uhlmann [8] for the qubit case. More
recently, it was solved for pure states in [9], characterized
in [10], [11], [12], [13], and finally, in [14] it was fully solved
(for finite dimensions) with semidefinite programming. In [14],
[15] (see also references therein) it was also shown that this
pre-order can be characterized completely in terms of a family
of distinguishability measures that are given in terms of the
conditional min-entropy [16], [17].
Quantum phenomena however are not static in general.
They correspond to dynamical processes that characterize the
evolution of a physical system and are described mathemat-
ically with completely positive and trace-preserving (CPTP)
maps (also known as quantum channels). A quantum state
can be viewed as a special type of a quantum channel with
one dimensional input. In this operational view, a quantum
state is a preparation process, and consequently, quantum
channels can be viewed as the fundamental objects of quantum
mechanics, describing both static and dynamical behaviours of
physical systems. Much like quantum states, quantum channels
can evolve and change over a period of time. The most
general evolution of a quantum channel is described with a
superchannel (introduced in [18] under the name of supermaps,
or 2-comb in [19]; see also [20], [21]). A superchannel is a
linear map that maps (even when act on subsystems) quantum
channels to quantum channels and has a physical realization
with a pre and post processing on the quantum channel upon
which it acts (see Sec. II, particularly, Fig. 1). In addition to
being interesting mathematically, superchannels are expected
to play an important role in quantum resource theories of
processes (see for example the very recent works [22], [23],
[24]).
Discrimination of quantum channels can be defined simi-
larly to its state (static) analog, although the theory is richer
due to a variety of possible schemes (such as adaptive vs non-
adaptive ones, single-shot vs asymptotic, etc) and recently,
there has been an active research on the subject [25], [26],
[27], [28], [29], [30], [31], [32], [19]. Here, however, we will
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focus on the comparison of channels in general, avoiding the
optimization of the success probability of a specific scheme.
More precisely, suppose Alice holds at her disposal one out
of two quantum channels Φ1 and Φ2, but she does not know
which one. By “sending” her channel Φx (x = 1, 2) through
a superchannel Θ, she ends up with the channel Θ[Φx].
Therefore, the pair (Φ1,Φ2) must be more distinguishable
than the pair of channels (Θ[Φ1],Θ[Φ2]), and any measure
of distinguishability of quantum channels must behave mono-
tonically under such a transformation.
In this paper we provide necessary and sufficient conditions
for the existence of a superchannel Θ under which two sets
of n channels (Φ1, ...,Φn) and (Ψ1, ...,Ψn) are related by
a superchannel Θ via Ψx = Θ[Φx] for all x = 1, ..., n.
Our conditions are given in terms of an SDP and therefore
can be solved efficiently and algorithmically. Furthermore,
we show that the conditions can be expressed in terms of
a complete family of distinguishability measures given in
terms of a function that we call the extended conditional min-
entropy. The extended conditional min-entropy is an extension
of the conditional min-entropy from bipartite states to bipartite
channels. We show that the extended conditional min-entropy
satisfies many properties similar to those satisfied by the
conditional min-entropy. In addition, we develop an axiomatic
approach for the entropy of a quantum channel and discuss
the properties that the entropy of a quantum channel should
satisfy. Particularly, we argue that entropy functions should
behave monotonically under completely uniformity preserving
superchannels (see Sec. III-B). We show that the doubly
stochastic superchannels (i.e. those for which both Θ and Θ∗
are superchannels) have this property. Our work involves the
extended conditional min-entropy, and not a von-Neumann
version of it (see e.g. [33]), since we are studying here only
the single-shot regime, while the i.i.d. version of our main
result remains open.
This paper is organized as follows. In Sec. II, we introduce
our notations and discuss the properties of superchannels. In
Sec. III, we introduce and study four different noise models
for superchannels and discuss the relationships among them.
In Sec. IV, we define the entropy of a quantum channel and as
an example define the extended min-entropy. In addition, we
introduce the extended conditional min-entropy and study its
properties and physical meaning. In section V, we introduce
the main result about discrimination of quantum channels in
terms of both an SDP and the extended conditional min-
entropy. In addition, we compare our work with the analog
work on quantum states as given in [14] and characterize
the pre-order that extends quantum majorization (as defined
in [14]) from bipartite states to bipartite channels. Finally, we
end in Sec. VI with summary and conclusions.
II. NOTATIONS AND PRELIMINARIES
In this section, we introduce our notations and cover several
topics that will be used in the subsequent sections. While a
significant part of the material presented in this section can be
found (in some form) somewhere else, there are also new key
observations that we will use extensively later on.
A. The space of linear maps
Let B(H) denote the space of all (bounded) operators acting
on a finite dimensional Hilbert space H, Bh(H) the subset
consisting of all Hermitian matrices in B(H), B+(H) the
subset of positive semidefinite matrices in B(H), and D(H)
the subset of all density matrices in B(H). We view B(H)
as an inner product space equipped with the Hilbert-Schmidt
inner product: 〈X,Y 〉 ≡ Tr [X∗Y ] for all X,Y ∈ B(H).
Quite often we will consider quantum channels such that both
their input and output systems are accessible to a single party.
In this case, we will denote a channel in Alice’s system by
ΨA0→A1 : B (HA0) → B (HA1), where A0 and A1 are the
input and output systems. Since we assume that both the input
and output systems are held by Alice, we will denote by A
the joint system A0A1 and use the notation
ΨA ≡ ΨA0→A1 .
More generally, a multipartite quantum channel is a channel
whose input and output spaces are composite quantum systems
shared by several parties. If a party B holds only an output
subsystem (not an input one) we will assign to it the trivial
1-dimensional system B0. In this way, any party holds two
subsystems, the input and output subsystems. For example, a
channel shared by two parties will be denoted by
ΨAB ≡ ΨA0B0→A1B1 : B(HA0B0)→ B(HA1B1) . (1)
The structure of bipartite channels of the form above, has been
studied extensively in [34] and also in [35].
The space of all linear operators from the input space
B(HA0) to the output space B(HA1) will be denoted by
LA ≡
{
ΨA : B(HA0)→ B(HA1)
∣∣∣ ΨA is a linear map}
Similarly, we will denote by LAB the space of all linear maps
as in (1). We will view LA (and LAB) as a vector space
equipped with the following inner product. Let {Xa} be an
orthonormal basis of B(HA0) (i.e. Tr[X∗aXa′ ] = δaa′ ). Then,
the inner product between two elements Φ,Ψ ∈ LA is defined
by:
〈Φ,Ψ〉 ≡
∑
a
〈Φ(Xa),Ψ(Xa)〉
=
∑
a
Tr
[
(Φ(Xa))
∗
Ψ(Xa)
] (2)
Note that we used the symbol 〈 , 〉 to denote on the LHS the
inner product in LA, while on the RHS the Hilbert Schmidt
inner product in B(HB).
The above inner product is independent of the choice of the
orthonormal basis {Xa} of B(HA0), and can be expressed in
terms of the Choi matrices. The Choi matrix of ΨA is given
by
JAΨ ≡ JA0A1Ψ ≡
(
idA0 ⊗ΨA˜0→A1
)(
φA0A˜0+
)
(3)
where the tilde symbol will always indicate an identical
copy of the system under it, and φA0A˜0+ ≡ |φ+〉〈φ+|A0A˜0
is an unnormalized maximally entangled state |φ+〉A0A˜0 ≡∑dA0
i=1 |i〉A0 |i〉A˜0 . It is straightforward to show that by taking
a basis Xa≡(i,j) = |i〉〈j|A0 in (2), the inner product between
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linear maps is equivalent to inner product between their
corresponding Choi matrices:
〈Φ,Ψ〉 = 〈JAΦ , JAΨ 〉 = Tr
[(
JAΦ
)∗
JAΨ
]
. (4)
We now define the canonical orthonormal basis of LA. Let
{Xa} and {Yb} be two orthonormal bases of B(HA0) and
B(HA1), respectively. Then, one can construct an orthonormal
basis,
{EA0→A1a0a1 } of LA:
EA0→A1a0a1 (ρ) ≡ Tr[X∗a0ρ]Ya1 ∀ρ ∈ B(HA0) . (5)
It is straight forward to check that
{EA0→A1a0a1 } is an or-
thonormal basis of LA. The canonical orthonormal basis of
LA, is the one obtained from the above basis by taking
Xa0≡(i,j) = |i〉〈j|A0 and Ya1≡(k,`) = |k〉〈`|A1 ; i.e.
EA0→A1a0a1 (ρ) ≡ A0〈i|ρ|j〉A0 |k〉〈`|A1 . (6)
B. The space of supermaps
We denote by LAB (with A ≡ A0A1 and B ≡ B0B1) the
space of all linear maps Θ : LA → LB . This space is also a
vector space, equipped with the following inner product: for
all Θ1,Θ2 ∈ LAB and an orthonormal basis {EA0→A1a0a1 } ofLA:
〈Θ1,Θ2〉 ≡
∑
a0,a1
〈
Θ1
[EA0→A1a0a1 ] ,Θ2 [EA0→A1a0a1 ]〉 , (7)
where we used the symbol 〈 , 〉 to denote on the LHS the inner
product in LAB , while on the RHS the inner product in LB
(with a definition of inner product as in (2)). As before, this
definition is also independent of the choice of the orthonormal
basis {EA0→A1a0a1 } of LA.
In analogy with the space LA, for any Θ ∈ LAB we
associate a Choi matrix JABΘ ∈ B(HAB) which is defined
as follows. Let {EA0→A1a0a1 } be the canonical orthonormal basis
of LA given in (6), with indices a ≡ (i, j) and b ≡ (k, `).
Then, (cf. Proposition 7 in [34])
JABΘ ≡
∑
a0,a1
JAEa0a1 ⊗ J
B
Θ[Ea0a1 ]
, (8)
where JAEa0a1 and J
B
Θ[Ea0a1 ]
are the Choi matrices of the
maps EA0→A1a0a1 ∈ LA and Θ
[EA0→A1a0a1 ] ∈ LB , respectively
(recall that Θ transforms linear maps from A0 to A1 to linear
maps from B0 to B1). In the following we provide several
motivations for this definition. We start with the preservation
of inner products.
Consider two maps Θ1,Θ2 ∈ LAB and their corresponding
Choi matrices JABΘ1 and J
AB
Θ2
. The Hilbert Schmidt inner
product between JABΘ1 and J
AB
Θ2
can be expressed as follows:〈
JABΘ1 ,J
AB
Θ2
〉
=
∑
a0,a1,a′0,a
′
1
〈
JAEa0a1 ⊗ J
B
Θ1[Ea0a1 ]
, JAEa′0a′1
⊗ JB
Θ2
[
Ea′0a′1
]〉
=
∑
a0,a1,a′0,a
′
1
〈
JAEa0a1 , J
A
Ea′0a′1
〉〈
JB
Θ1[Ea0a1 ]
, JB
Θ2
[
Ea′0a′1
]〉
=
∑
a0,a1,a′0,a
′
1
〈Ea0a1 , Ea′0a′1〉 〈Θ1 [Ea0a1 ],Θ2 [Ea′0a′1]〉
=
∑
a0,a1,a′0,a
′
1
δa0a′0δa1a′1
〈
Θ1 [Ea0a1 ],Θ2
[Ea′0a′1]〉
=
∑
a0,a1
〈Θ1 [Ea0a1 ],Θ2 [Ea0a1 ]〉 = 〈Θ1,Θ2〉 ,
(9)
where in the third equality we used (4).
The second motivation for the definition (8) is the following.
Consider a linear map Θ ∈ LAB , a linear map ΨA ∈ LA,
and define ΦB ≡ Θ [ΨA] ∈ LB . Then, the Choi matrices of
JAΨ and J
B
Φ of Ψ
A and ΦB , respectively, are related via (see
also [18], [35])
JBΦ = TrA
[
JABΘ
((
JAΨ
)T ⊗ IB)] . (10)
That is, JABΘ can be interpreted as the Choi matrix of the
linear map ∆A→BΘ that converts J
A
Ψ to J
B
Φ . It is defined by
∆A→BΘ
(
JAΨ
) ≡ JBΘ[Ψ] (11)
To see why (10) holds, note that the Choi matrix JAΨ is linear
in Ψ, and from (6) JAEa0a1 is a real matrix for the canonical
basis {EA0→A1a0a1 }, so that
TrA
[
JABΘ
((
JAΨ
)T ⊗ IB)]
=
∑
a0,a1
Tr
[
JAEa0a1
(
JAΨ
)T ]
JB
Θ[Ea0a1 ]
=
∑
a0,a1
Tr
[(
JAEa0a1
)∗
JAΨ
]
JB
Θ[Ea0a1 ]
=
∑
a0,a1
〈Ea0a1 ,Ψ〉JBΘ[Ea0a1 ]
= JB
Θ[
∑
a0,a1
〈Ea0a1 ,Ψ〉 Ea0a1 ]
= JBΘ[Ψ] = J
B
Φ .
The matrix JABΘ can also be expressed as the Choi matrix
of the linear map ΛABΘ : B(HA0B0)→ B(HA1B1) defined by
the relation:
JABΘ = id
A0B0 ⊗ ΛABΘ
(
φA0A˜0+ ⊗ φB0B˜0+
)
. (12)
From (8) it follows that ΛABΘ can be expressed as:
ΛABΘ =
∑
a0,a1
EA0→A1a0a1 ⊗Θ
[EA0→A1a0a1 ]
≡ (1A ⊗Θ)
[
ΥAA˜
]
,
(13)
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where we denote by 1A : LA → LA the identity map (whereas
the symbol id is reserved for the identity map from B(H)→
B(H); see for example its use in Eq. (3)), and
ΥAA˜ ≡
∑
a0,a1
EA0→A1a0a1 ⊗ EA˜0→A˜1a0a1 .
Note that the mapping Θ 7→ ΛABΘ = (1A⊗Θ)
[
ΥAA˜
]
defines
an isomorphism between Θ and ΛABΘ . The map Υ
AA˜ is com-
pletely positive, and it is the CP map analog of the maximally
entangled state. Its action on matrices ρA0A˜0 ∈ B(HA0A˜0) is
given by:
ΥAA˜
(
ρA0A˜0
)
= Tr
[
φA0A˜0+ ρ
A0A˜0
]
φA1A˜1+ .
Similar to the property of the maximally entangled state, ΥAA˜
satisfies for any Θ ∈ LAB the relation
1A ⊗Θ[ΥAA˜] = ΘT ⊗ 1B [ΥB˜B ] (14)
where ΘT : LB˜ → LA is the transposition of Θ which is
defined by its components〈
EAa0a1 ,ΘT
[
EBa′0a′1
]〉
≡
〈
EBa′0a′1 ,Θ
[EAa0a1]〉 ∀ a0, a1, a′0, a′1
where {EAa0a1} and {EBa′0a′1} are the canonical orthonormal
bases of LA and LB .
Both the maps ΛABΘ and ∆
A→B
Θ correspond to the same
map Θ ∈ LAB and have the same Choi matrix JABΘ . That is,
JABΘ = id
A0B0 ⊗ ΛA˜0B˜0→A1B1Θ
(
φA0A˜0+ ⊗ φB0B˜0+
)
= idA0A1 ⊗∆A˜0A˜1→B0B1Θ
(
φA0A˜0+ ⊗ φA1A˜1+
)
Note that (14) implies that ΛBAΘT = 1
B ⊗ ΘT [ΥBB˜ ] = Θ ⊗
1A[ΥA˜A] . Therefore, the Choi matrix
JBAΘT = swap(J
AB
Θ ) (15)
where the swap operator is between A and B. Moreover, the
mapping Θ 7→ ΛABΘ is an isomorphism map between LAB and
the space of bipartite maps LAB , and similarly the mapping
Θ 7→ ∆A→BΘ is an isomorphism as well.
The dual of a linear map Θ ∈ LAB is a linear map Θ∗ ∈
LBA with the property that for all ΦA ∈ LA and for all ΨB ∈
LB 〈
ΦA,Θ∗[ΨB ]
〉
=
〈
Θ[ΦA],ΨB
〉
. (16)
Note that the LHS of the equation above can be expressed as:〈
ΦA , Θ∗
[
ΨB
]〉
=
〈
JAΦ , J
A
Θ∗[Ψ]
〉
=
〈
JAΦ , ∆
B→A
Θ∗
(
JBΨ
)〉
(17)
and the RHS of (16) can be expressed as:〈
Θ[ΦA],ΨB
〉
=
〈
JBΘ[Φ] , J
B
Ψ
〉
=
〈
∆A→BΘ
(
JAΦ
)
, JBΨ
〉
=
〈
JAΦ , ∆
∗B→A
Θ
(
JBΨ
)〉
(18)
Comparing (17) and (18) we conclude that
∆B→AΘ∗ = ∆
∗B→A
Θ .
Consequently, this also implies that
JBAΘ∗ = J
BA
ΘT
.
Finally, we point out that for two supermaps Θ1 ∈ LAB
and Θ2 ∈ LCD we have
∆A→DΘ2◦Θ1 = ∆
C→D
Θ2 ◦∆A→BΘ1 (here B ∼= C)
∆AC→BDΘ1⊗Θ2 = ∆
A→B
Θ1 ⊗∆C→DΘ2
C. Completely Positive Preserving (CPP) Maps and Super-
channels
We will denote by LA+ (and similarly LB+) the convex subset
of LA consisting of all completely positive (CP) maps in LA.
We also denote by CA all the elements in LA+ that are also
trace-preserving (TP); i.e. CA is the convex set of all quantum
channels in LA.
Definition 1. Let Θ ∈ LAB be a linear map. We say that:
1) Θ is CP preserving (CPP) if Θ[ΨA] ∈ LB+ for any CP
map ΨA ∈ LA+.
2) Θ is completely CPP if 1C ⊗ Θ is positive for all
dimensions of system C ≡ (C0, C1).
3) Θ is TP preserving (TPP) if Θ[ΨA] is a TP map for any
TP map ΨA ∈ LA.
4) Θ is a superchannel if it is completely CPP and TPP.
The following theorem provides the characterization and
realization of a superchannel.
Theorem 1. [18] Let Θ ∈ LAB . The following are equivalent.
1) Θ is a superchannel.
2) The Choi matrix JABΘ > 0 with marginals
JA1B0Θ = I
A1B0 ; JAB0Θ = J
A0B0
Θ ⊗ uA1 (19)
where uA1 ≡ 1dA1 I
A1 is the maximally mixed state (i.e.
the uniform state) on system A1.
3) The map ∆A→BΘ is CP, and there exists a unital CP map
∆A0→B0Θ such that the map ∆
A→B0
Θ ≡ TrB1 ◦ ∆A→BΘ
satisfies
∆A→B0Θ = ∆
A0→B0
Θ ◦ TrA1 (20)
4) There exists a Hilbert space HE , with dE 6 dA0dB0 ,
and two CPTP maps ΓB0→A0Epre : B(HB0)→ B(HA0E)
and ΓA1E→B1post : B(HA1E)→ B(HB1) such that for all
ΨA ∈ LA
Θ
[
ΨA
]
=
ΓA1E→B1post ◦
(
ΨA0→A1 ⊗ idE
)
◦ ΓB0→A0Epre
(21)
(see Fig. 1).
The original proof of this theorem can be found in [18].
However, for the purpose of being self contained, we provide
here an alternative proof that is based on similar ideas as given
in [36] for the characterization of semi-causal maps [37], [38],
[36], [39].
Proof. We start by proving 1 ⇒ 2 . Let ZB0 ∈ B(HB0)
be an arbitrary element on the bounded operators on B0.
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Fig. 1. Realization of a Superchannel
Multiplying both sides of (10) by ZB0 ⊗ IB1 and taking the
trace we get that
Tr
[
JAB0Θ
(
JAΨ ⊗ ZB0
)T ]
= Tr[ZB0 ] . (22)
The above equation holds for all ZB0 ∈ B(HB0) and all trace
preserving maps ΨA ∈ LA for which JA0Ψ = IA0 . Since the
above equation holds for all such JAΨ , it also holds for
1
dA1
IA,
so that
Tr
[
JAB0Θ
(
Y A ⊗ ZB0)T ] = 0 (23)
for any matrix Y A ≡ JAΨ − 1dA1 I
A whose marginal Y A0 = 0
and any ZB0 . Therefore, JAB0Θ must have the form J
A0B0
Θ ⊗
uA1 . Finally, substituting this form into (22) and taking JAΨ =
1
dA1
IA gives for all ZB0 ∈ B(HB0)
Tr
[
JB0Θ (Z
B0)T
]
= dA1Tr[Z
B0 ] . (24)
Therefore, JB0Θ = dA1I
B0 so that JA1B0Θ = I
A1B0 . The
converse follows from the form of the Choi matrix. This
completes the proof that 1⇒ 2.
We now prove that 2 ⇒ 4. Let φABC be purification of
JABΘ , and let ψ
A0B0E be a purification 1dA1 J
A0B0
Θ . The latter
always exists with dE 6 dA0dB0 . Then, from the relation
JAB0Θ = J
A0B0
Θ ⊗ uA1 we conclude that ψA0B0E ⊗ φA1A˜1+
is a purification of JAB0Θ . Therefore, since φ
ABC is also
a purification of JAB0Θ there exists an isometric channel
VA˜1E→B1C such that
φABC = idAB0 ⊗ VA˜1E→B1C
(
ψA0B0E ⊗ φA1A˜1+
)
Tracing out system C on both sides, and denoting ΓA˜1E→B1post ≡
TrC ◦ VA˜1E→B1C gives
JABΘ = id
AB0 ⊗ ΓA˜1E→B1post
(
ψA0B0E ⊗ φA1A˜1+
)
(25)
From its definition, TrA0E [ψ
A0B0E ] = IB0 . Hence, there
exists a CPTP map (in fact an isometry) ΓB˜0→A0Epre such that
ψA0B0E = idB0 ⊗ ΓB˜0→A0Epre (φB0B˜0+ ). Hence,
JABΘ =
(
idA1B0 ⊗ ΓA˜1B˜0→A0B1Θ
)(
φA1A˜1+ ⊗ φB0B˜0+
)
ΓA˜1B˜0→A0B1Θ ≡(
idA0 ⊗ ΓA˜1E→B1post
)
◦
(
idA˜1 ⊗ ΓB˜0→A0Epre
) (26)
To finish the proof, denote ΦB ≡ Θ[ΨA] and from (10) we
get for arbitrary ρ ∈ B(HB0)
Φ(ρ) = TrB0
[
JBΦ
(
ρT ⊗ IB1)]
= TrAB0
[
JABΘ
((
JAΨ
)T ⊗ ρT ⊗ IB1)] . (27)
Next, we substitute the above expression for JABΘ to get
Φ(ρ) = TrA
[ ((
JAΨ
)T ⊗ IB1)×(
idA ⊗ ΓA˜1E→B1post
(
φA1A˜1+ ⊗ ΓB˜0→A0Epre (ρ)
)) ] (28)
where we traced out system B0 after using the relation(
ρT ⊗ IB˜0
)
φB0B˜0+ =
(
IB0 ⊗ ρ)φB0B˜0+ .
Finally, note that(
JAΨ
)T
=
∑
i,j
|j〉〈i|A0 ⊗
(
ΨA˜0→A1
[
|i〉〈j|A˜0
])T
,
so that
TrA1
[((
JAΨ
)T ⊗ IA˜1)(IA0 ⊗ φA1A˜1+ )]
=
∑
i,j
|j〉〈i|A0 ⊗ΨA˜0→A˜1
[
|i〉〈j|A˜0
]
.
Substituting this into (28) we conclude that
Φ(ρ) =
∑
i,j
ΓA˜1E→B1post(
ΨA˜0→A˜1
[
|i〉〈j|A˜0
]
⊗
〈
iA0
∣∣∣ΓB˜0→A0Epre (ρ)∣∣∣ jA0〉)
= ΓA1E→B1post
[
(ΨA0→A1 ⊗ idE) (ΓB0→A0Epre (ρ))] .
This completes the proof that 2⇒ 4. The proof that 4⇒ 1 is
trivial, so we have 1 ⇒ 2 ⇒ 4 ⇒ 1. Hence, we proved that
points 1, 2, and 4, are all equivalent. To complete the proof,
we show now that 2 and 3 are equivalent.
Suppose ∆A→BΘ has the form (20). Then, since J
AB
Θ is its
Choi matrix we get
JAB0Θ = ∆
A˜→B0
Θ
(
φA0A˜0+ ⊗ φA1A˜1+
)
= ∆A˜0→B0Θ
(
φA0A˜0+
)
⊗ IA1 ,
where we used the form (20). Hence, JAB0Θ = J
A0B0
Θ ⊗ uA1 ,
and since ∆A˜→B0Θ is a unital CP map we conclude that J
B0
Θ =
dA1I
B0 so that JA1B0Θ = I
A1B0 .
Conversely, suppose the Choi matrix of Θ is positive
semidefinite and has marginals as in (19). Define the map
∆A0→B0Θ to be the (unique) map satisfying
1
dA1
JA0B0Θ = ∆
A˜0→B0
Θ
(
φA0A˜0+
)
.
IEEE TRANSACTIONS ON INFORMATION THEORY 6
Therefore, ∆A0→B0Θ is a unital CP map since J
B0
Θ = dA1I
B0 .
Moreover, from the relation JAB0Θ = J
A0B0
Θ ⊗uA1 we get that
the two maps ∆A→B0Θ and ∆
A0→B0
Θ ◦TrA1 have the same Choi
matrix and therefore they must be the same. This completes
the proof of the equivalence between 2 and 3. 
From the theorem above, it follows that Θ is a superchannel
if and only if the CPTP map ΓA1B0→A0B1Θ which corresponds
to the Choi matrix
JABΘ = id
A1B0 ⊗ ΓA˜1B˜0→A0B1Θ
(
φA1A˜1+ ⊗ φB0B˜0+
)
(29)
can be expressed as
ΓA1B0→A0B1Θ =
(
idA0 ⊗ ΓA1E→B1post
)
◦
(
idA1 ⊗ ΓB0→A0Epre
)
.
(30)
Therefore, ΓA1B0→A0B1Θ is the CPTP map obtained from Θ
by taking A0 and B1 to be the outputs and A1 and B0 to be
the inputs as described in Fig. 2.
Note that the CPTP map ΓA1B0→A0B1Θ has the form (30)
if and only if its marginal map ΓA1B0→A0Θ ≡ TrB1 ◦
ΓA1B0→A0B1Θ has the form:
ΓA1B0→A0Θ = Γ
B0→A0
Θ ◦ TrA1 , (31)
where ΓB0→A0Θ ≡ TrE ◦ ΓB0→A0Epre is some CPTP map. This
condition is somewhat similar to the condition in (20).
The maps ∆A→BΘ and Γ
A1B0→A0B1
Θ are closely related as
they correspond to the same Choi matrix JABΘ . In particular,
the CPTP map ΓB0→A0Θ of (31) is related to the unital CP map
∆A0→B0Θ of (20) via
ΓB0→A0Θ (ρ
B0) =
[
∆∗B0→A0Θ
((
ρB0
)T)]T
(32)
for all ρB0 ∈ B(HB0). More generally, it can be shown that
(see also Fig. 3)
∆A→BΘ
(
σA
)
=(
ΓtA0E→B0pre ⊗ idB1
)
◦
(
idA0E ⊗ ΓA1E˜→B1post
)(
σA ⊗ φEE˜+
)
,
where ΓtA0E→B0pre is the unital CP map obtained from the
CPTP map ΓB0→A0Epre by replacing all of its Kraus operators
(in the operator sum representation) with their transpose.
D. Entropies
Entropy functions, such as the family of Re´nyi entropies,
measure how noisy a quantum state is. Therefore, they do not
change under unitary channels, meaning that the entropy of a
quantum state ρ ∈ B(H) is the same as that of U(ρ) ≡ UρU∗,
for any unitary matrix U acting on H. Now, suppose that U
is chosen at random from some ensemble {px, Ux}mx=1 of
unitary matrices. Still the entropy of Ux(ρ) ≡ UxρU∗x and ρ
are the same for each x. If the information about x is lost, the
state of the system becomes:
m∑
x=1
px Ux(ρ).
Since “losing information” cannot decrease noise, the entropy
of the state above can only be larger than the entropy of ρ.
Fig. 2. Realization of the channel ΓA1B0→A0B1Θ
Fig. 3. Realization of the CP map ∆A→BΘ
That is, entropy functions must behave monotonically under
random unitary channels.
Since we identify the maximally mixed state as the state
with the most noise, quantum channels with the same input
and output dimensions, and that do not decrease noise, must
preserve the maximally mixed state. Indeed, random unitary
channels have this property. The set of all channels with the
same input and output dimensions that preserve the maximally
mixed state are called unital CPTP maps or doubly stochastic
channels. While they form a strictly larger set of channels than
the set of random unitary channels, if a state ρ can be converted
into σ via a doubly stochastic channel, then this transformation
can also be achieved by a random unitary channel (see for
example Lemma 10 in Ref. [40]).
From the discussion above it follows that all entropy
functions cannot decrease under doubly stochastic channels.
In addition, entropy functions are also additive under tensor
products. To summarize, an entropy function f : D(H) → R
satisfies the following 3 conditions:
1) Monotonicity: For any random unitary channel Φ :
B(H)→ B(H),
f(Φ(ρ)) > f(ρ) .
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2) Additivity: For any two quantum states ρ ∈ B(HA) and
σ ∈ B(HB) we have
f(ρ⊗ σ) = f(ρ) + f(σ) .
3) Normalization: on maximally mixed state f( 1dI) =
log(d), and on pure state f(|ψ〉〈ψ|) = 0.
One may add other conditions such as concavity, or sub-
additivity, but they are not as fundamental as the above three
(for example, not all the Re´nyi entropies satisfy them).
1) The conditional min-entropy: The min-entropy plays
an important role in quantum information. It is the smallest
entropy in the family of Re´nyi entropies, and in this sense
provides the most conservative way to quantify uncertainty.
The min-entropy of a density matrix ρ ∈ B(HA1) is defined
by:
Hmin(A1)ρ ≡ − log min{t ∈ R : tI > ρ} = − log λmax(ρ)
where λmax(ρ) is the maximum eigenvalue of ρ. Like the
Re´nyi entropies, the min-entropy has many interesting proper-
ties including additivity under tensor products and monotonic-
ity under unital CPTP maps.
The conditional min-entropy of a density matrix ρA ∈
B(HA0A1) is defined by [16]:
Hmin(A1|A0)ρ ≡ − log min
{
Tr[σA0 ] : σA0 ⊗ IA1 > ρA}
(33)
Note that the condition σA0⊗IA1 > ρA implies that σA0 > 0.
The conditional min-entropy can be calculated using semi-
definite programming (SDP). Any SDP optimization problem
has a dual. For the conditional min-entropy, the dual is given
by [17]:
2−Hmin(A1|A0)ρ = max
Λ∈CA
Tr
[
φA˜1A1+
(
Λ⊗ idA1 (ρA0A1) )]
(34)
where the maximum is over all CPTP maps Λ : B(HA0) →
B(HA˜1). We use the notation φA˜1A1+ ≡ |φA˜1A1+ 〉〈φA˜1A1+ |,
where |φA˜1A1+ 〉 =
∑dA1
x=1 |x〉A˜1 |x〉A1 is an unnormalized maxi-
mally entangled state. If system A1 is classical then the above
expression reduces to the optimal guessing probability (that
is, the optimal probability to guess the classical value of A1
after measuring the quantum system A0).
The conditional min-entropy has many properties remi-
niscent of the conditional von-Neumann entropy. First, it is
indeed a generalization of the min-entropy. Particularly, if
dim(HA0) = 1 we get that Hmin(A1|A0) = Hmin(A1).
Second, if ρA = ρA0 ⊗ ρA1 then Hmin(A1|A0) = Hmin(A1).
In addition, conditioning can only reduce the min-entropy;
i.e. for any density matrix ρAB ∈ B(HAB) we have
Hmin(A1|A0B) 6 Hmin(A1|A0). Finally, its smoothed ver-
sion satisfies the fully quantum asymptotic equipartition prop-
erty, which states that in the limit of many copies of a state, the
smoothed conditional min-entropy approaches the conditional
von-Neuman entropy [41].
2) Entropies and support functions of convex sets: The
support function of a convex set is one of the most central
and basic concepts in convex geometry. The support function
fA : Rn → R of a non-empty closed convex set C in Rn is
defined by:
fC(v) = sup {u · v : u ∈ C} ∀ v ∈ Rn .
Consider the real vector space, Bh(H), of all Hermitian
matrices in B(H). Note that the set of all density matrices in
this space, D(H), is closed and convex. The support function
of D(H) is given by:
fD(H)(ρ) = sup {Tr[ρσ] : σ ∈ D(H)} ∀ ρ ∈ Bh(H) .
This support function can be expressed as:
fD(H)(ρ) = λmax(ρ) = 2−Hmin(ρ) . (35)
That is, the min-entropy is simply − log2 of the support
function of the set of density matrices D(H) in Bh(H).
Similarly, consider the space of all linear maps from
B(HA0) to B(HA1), which we denoted by LA. Since this
is a complex vector space, consider its subspace LAHP of all
Hermitian preserving linear maps in LA. Clearly, this is a real
vector space equipped with the inner product (2). Recall our
notation CA ⊂ LAHP for the set of all CPTP maps in the space
LAHP. Since CA is a closed convex subset of LAHP, its support
function is well defined: for all ΨA0→A1 ∈ LAHP
fCA(Ψ
A0→A1) = sup
{〈Λ,Ψ〉 : Λ ∈ CA} .
As we show now, this expression is closely related to the
conditional min-entropy. Using the relation (4) we get that
fCA(Ψ
A0→A1) = sup
Λ∈CA
Tr
[
JAΛ J
A
Ψ
]
(36)
Recall that
JAΛ = id
A0 ⊗ Λ
(
φA0A˜0+
)
= ΛT ⊗ idA1
(
φA˜1A1+
)
where ΛT is a CP unital map obtained from ΛA0→A1 by
taking the transpose on the Kraus operators in an operator sum
representation of ΛA0→A1 . Therefore, its dual
(
ΛT
)∗ ≡ Λ¯ is
a CPTP map. With these notations we get
fCA(Ψ
A0→A1) = sup
Λ∈CA
Tr
[
ΛT ⊗ idA1
(
φA˜1A1+
)
JAΨ
]
= sup
Λ∈CA
Tr
[
φA˜1A1+
(
Λ¯⊗ idA1 (JAΨ) )]
= sup
Λ∈CA
Tr
[
φA˜1A1+
(
Λ⊗ idA1 (JAΨ) )]
= 2−Hmin(A1|A0)JΨ ,
(37)
where the third equality follows from the fact that optimiza-
tion over all Λ¯A0→A˜1 is equivalent to optimization over all
ΛA0→A˜1 , and the last equality follows from (34). We therefore
conclude that the conditional min-entropy can be viewed as
the support function of the set of quantum channels, while the
min-entropy can be viewed as the support function of the set
of quantum states. Note that JAΨ in the above equation is not
normalized since its marginal JA0Ψ = I
A0 .
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III. NOISY SUPERCHANNELS
We study here different types of superchannels that corre-
spond to noisy processes. We will use these models in the
next section for the definition of the entropy of a quantum
channel, and particularly for the definition of the extended
conditional min-entropy of a bipartite channel. Similar to noisy
channels, for which we defined in the previous section both
random unitaries and doubly stochastic (unital) channels, we
define here different types of noisy superchannels, including
random-unitary superchannels, completely uniformity preserv-
ing superchannels, completely unital-channel preserving, and
doubly stochastic superchannels.
A. Random Unitary Superchannels
If Θ ∈ LAB is a reversible map, with A ∼= B, i.e. dA0 =
dB0 and dA1 = dB1 , then the entropy of a quantum channel
must be defined in such a way that any channel ΦA has the
same entropy as Θ[ΦA]. Such a reversible transformation Θ
has the form
Θ[ΦA] = UA1→B1post ◦ ΦA0→A1 ◦ UB0→A0pre , (38)
where UB0→A0pre and UA1→B1post are unitary CPTP maps (i.e. act-
ing by a conjugation with a unitary matrix). If the dimensions
of systems A and B are not the same, then one can replace
UB0→A0pre and UA1→B1post above with isometric channels (i.e.
channels acting by a conjugation with an isometry). Therefore,
similar to the arguments given in the previous section, a
convex combination of reversible superchannels is an entropy
non-decreasing map since it corresponds to implementing a
reversible transformation and then “forgetting” the information
about which reversible transformation has been applied. We
call such a convex combination of reversible superchannels, a
random unitary superchannel. It can be expressed as a linear
map Θ ∈ LAB (with dA0 = dB0 and dA1 = dB1 ) given by
Θ[ΦA] =
m∑
x=1
px UA1→B1post,x ◦ ΦA0→A1 ◦ UB0→A0pre,x , (39)
where {px}mx=1 is a probability distribution.
From its definition in (8), the Choi matrix of the above map
is given by
JABΘ =
m∑
x=1
px
∑
a0,a1
JAEa0a1 ⊗ J
B
Upost,x◦Ea0a1◦Upre,x
where a = (i, j), b = (k, `), JAEa0a1 = |i〉〈j|
A0 ⊗ |k〉〈`|A1 and
JBUpost,x◦Ea0a1◦Upre,x =∑
i′,j′
〈
i
∣∣Upre,x (|i′〉〈j′|B0)∣∣ j〉 |i′〉〈j′|B0 ⊗ Upost,x (|k〉〈`|A1)
= U tpre,x
(|i〉〈j|B0)⊗ Upost,x (|k〉〈`|A1) , (40)
where U tpre,x(ρ) ≡
(U∗pre,x(ρT ))T = UTpre,xρ(UTpre,x)∗. Com-
bining all this, we conclude that
JABΘ =
m∑
x=1
px|αx〉〈αx|A0B0 ⊗ |βx〉〈βx|A1B1 (41)
where
|αx〉A0B0 ≡ IA0 ⊗ UTpre,x |φ+〉A0B0
|βx〉A1B1 ≡ IA1 ⊗ Upost,x|φ+〉A1B1 (42)
are all (unnormalized) maximally entangled states. In particu-
lar, the marginals of the above Choi matrix satisfy
JA1BΘ = u
B0 ⊗ JA1B1Θ (43)
JAB1Θ = u
A0 ⊗ JA1B1Θ (44)
JA0BΘ = J
A0B0
Θ ⊗ uB1 (45)
JAB0Θ = J
A0B0
Θ ⊗ uA1 (46)
along with
JA1B0Θ = I
A1B0 and JA0B1Θ = I
A0B1 .
Note that the last condition in (43) is satisfied for any
superchannel. Moreover, even if a Choi matrix satisfies the
4 conditions above, it is still not sufficient to guarantee the
random unitary form of (41). For example, if we replace the
unitary maps UB0→A0pre,x and UA1→B1post,x with unital CPTP maps,
the conditions in (43-46) will still hold! In the following sub-
sections we give physical meanings to the different conditions
above. In particular, we will see that (45) ensures that the dual
supermap Θ∗ is also a superchannel, while the condition (44)
is satisfied by superchannels with the property that they take
unital channels to unital channels.
B. Doubly Stochastic Superchannels
A CPTP map Φ : B(H) → B(H′) is doubly stochastic
if both Φ and Φ∗ are CPTP maps. This is possible only
if dim(H) = dim(H′). For superchannels, we introduce a
similar definition.
Definition 2. A linear map Θ ∈ LAB is said to be doubly
stochastic if both Θ and its dual Θ∗ ∈ LBA are superchannels.
Remark 1. The input and output dimensions of a doubly
stochastic superchannel must satisfy
dA0
dA1
=
dB0
dB1
. (47)
This follows from the fact that the traces of the Choi matrices
of both Θ and Θ∗ are the same (see the theorem below).
Random unitary superchannels are doubly stochastic and in
particular satisfy trivially the above condition with dA0 = dB0
and dA1 = dB1 . However, doubly stochastic superchannels
form a much larger set of operations as can be seen in the
following theorem.
Theorem 2. Let Θ be a superchannel in LAB with dimensions
as in (47). The following are equivalent.
1) The dual map Θ∗ ∈ LBA is also a superchannel (i.e. Θ
is doubly stochastic).
2) In addition to the conditions given in (19), the Choi
matrix JABΘ > 0 satisfies
JA0B1Θ = I
A0B1 ; JA0BΘ = J
A0B0
Θ ⊗ uB1 . (48)
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3) The superchannel Θ can be realized as in (21) with the
the quantum channels ΓB0→A0Epre and Γ
A1E→B1
post satisfy-
ing the following property. For any matrix ρE ∈ B(HE)
ΓA1E→B1post
(
uA1 ⊗ ρE) = Tr [ρE]uB1 (49)
ΓB0→A0pre (u
B0) = uA0 (50)
where ΓB0→A0pre is the map TrE ◦ ΓB0→A0Epre .
Remark 2. The conditions in (19) ensure that Θ is a super-
channel. The additional conditions are those in (48). Moreover,
from the first condition in (19) we have Tr[JABΘ ] = dA1dB0
while from the first condition in (48) we have Tr[JABΘ ] =
dA0dB1 . Hence, the dimensions of doubly stochastic super-
channels must satisfy (47).
Proof. We first prove the equivalence of 1 and 2. From
Theorem 1 the map Θ∗ is a superchannel if and only if JBAΘ∗ >
0 and it has marginals
JB1A0Θ∗ = I
B1A0 ; JBA0Θ∗ = J
B0A0
Θ∗ ⊗ uB1 (51)
Now, since ∆B˜→AΘ∗ = ∆
∗B˜→A
Θ (see the discussion in the
preliminary section) we conclude that the Choi matrix of
Θ∗ ∈ LBA is given by
JBAΘ∗ = id
B ⊗∆B˜→AΘ∗
(
φB0B˜0+ ⊗ φB1B˜1+
)
= idB ⊗∆∗B˜→AΘ
(
φB0B˜0+ ⊗ φB1B˜1+
)
= ∆A˜→BΘ ⊗ idA
(
φA˜0A0+ ⊗ φA˜1A1+
)
= JBAΘ (52)
where the bar above matrices indicates complex conjugation
on the components of the matrix (without performing the
transpose). Here JBAΘ = swap(J
AB
Θ ) is obtained from J
AB
Θ by
swapping between systems A and B. Combining this with (51)
we get the marginals in (48). This completes the proof of the
equivalence between 1 and 2.
To prove part 3, note that if ΓA1E→B1post has the form (49)
then from (25) it follows that
JA0BΘ = Γ
A˜1E→B1
post
(
ψA0B0E ⊗ IA˜1
)
= JA0B0Θ ⊗ uB1
since ψA0B0E is a purification of 1dA1 J
A0B0
Θ . Conversely,
suppose JA0BΘ = J
A0B0
Θ ⊗ uB1 , and let dE = Rank(JA0B0Θ ).
Then, we can write |ψ〉A0B0E = ∑dEj=1 rj |uj〉A0B0 |j〉E
with rj > 0 and
{|uj〉A0B0} being an orthonormal set of
vectors in HA0B0 . From its definition, the marginal state∑dE
j=1 r
2
j |uj〉〈uj |A0B0 = 1dA1 J
A0B0
Θ . Therefore, from our
assumption on the form of JA0BΘ , it follows that
dE∑
j=1
r2j |uj〉〈uj |A0B0 ⊗ uB1
=
dE∑
j,k=1
rjrk|uj〉〈uk|A0B0 ⊗ ΓA˜1E→B1post
(
|j〉〈k|E ⊗ uA˜1
)
.
Finally, from the independence of
{|uj〉〈uk|A0B0} it follows
that
ΓA˜1E→B1post
(
|j〉〈k|E ⊗ uA˜1
)
= δjku
B1 .
This proves the equivalence of JA0BΘ = J
A0B0
Θ ⊗uB1 with the
condition that ΓA1E→B1post
(
uA1 ⊗ ρE) = Tr [ρE]uB1 for all
density matrices ρE . To complete the proof of the equivalence
between 2 and 3, note that the condition JB1A0Θ∗ = I
B1A0
is equivalent to ΓA1B0→A0B1Θ being a unital channel. Hence,
(recall, dA0dB1 = dA1dB0 )
uA0B1 = ΓA1B0→A0B1Θ (u
A1B0)
=
(
idA0 ⊗ ΓA1E→B1post
)(
uA1 ⊗ ΓB0→A0Epre (uB0)
)
= uB1 ⊗ ΓB0→A0pre (uB0) ,
(53)
where in the last equality we used the property
that ΓA1E→B1post
(
uA1 ⊗ ρE) = Tr [ρE]uB1 . That is,
ΓB0→A0pre (u
B0) = uA0 . This completes the proof. 
Note that a doubly stochastic superchannel satisfies the
last two conditions in (43) but not necessarily the first two
conditions nor does it necessarily have the form (41). We now
discuss how the condition (48) is related to the fact that doubly
stochastic superchannels do not decrease noise.
C. Completely Uniformity Preserving Superchannel
The noisiest quantum channel in LA, which we denote by
NA and call the uniform channel, is given by
NA(X) ≡ Tr[X]uA1 ∀ X ∈ B(HA0) . (54)
This channel is also known in the literature as the completely
depolarizing channel or the replacer channel. That is, irrespec-
tive of the input state, the output state of a uniform channel
is always maximally mixed (i.e. uniform).
With this in mind, a superchannel Θ ∈ LAB with dimen-
sions dA0 = dB0 and dA1 = dB1 (i.e. A ∼= B), that does not
decrease noise must satisfy
Θ
[NA] = NB .
That is, Θ is a uniformity preserving superchannel. The above
condition is analogous to the condition that noisy channel E ∈
CA must preserve the uniform (maximally mixed) state uA ≡
1
dA
IA, since otherwise, the output state E(uA) will be less
noisy than the input state (the maximally mixed state).
The Choi matrix of NA and NB are given by IA0 ⊗ uA1
and IB0 ⊗ uB1 , respectively. Hence, from (10) the equation
above becomes equivalent to
JBΘ = I
B .
Unlike the parallel discussion on noisy channels, for noisy
superchannels, there is a stronger condition than the one above,
that one can expect from any superchannel that does not
decrease noise.
Consider a bipartite channel ΦAC shared between two
parties, and suppose that it has the property that the output
state on subsystem A1 is always the maximally mixed state.
That is, ΦAB satisfies for all ρA0C0 ∈ B(HA0C0)
ΦAC(ρA0C0) = uA1 ⊗ TrA1
[
ΦAC(ρA0C0)
]
,
where TrA1
[
ΦAC(ρA0C0)
]
is a matrix in B(HC1). We say that
such a bipartite channel is marginally uniform on A. Therefore,
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Fig. 4. The action of a superchannel Θ ∈ LAB on a marginally
uniform channel ΦAC . If Θ is completely uniformity preserving
then ΨBC is marginally uniform on B. The curly arrows indicate
maximally mixed states.
if Θ ∈ LAB (with dimensions dA0 = dB0 and dA1 = dB1 )
does not decrease noise, and ΦAC is marginally uniform on
A, then ΨBC ≡ Θ ⊗ 1C [ΦAC] should also be marginally
uniform (on B); see Fig. (4). We call such a superchannel a
completely uniformity preserving superchannel. Note that this
condition is somewhat similar to the condition that physical
operations are not only positive but completely positive.
Theorem 3. Let Θ be a superchannel in LAB with dimensions
dA0 = dB0 and dA1 = dB1 . The following are equivalent.
1) Θ is a completely uniformity preserving superchannel.
2) In addition to (19), the Choi matrix of Θ satisfies
JA0BΘ = J
A0B0
Θ ⊗ uB1 . (55)
3) The map Θ can be realized as in (21) with the additional
condition that the quantum channel ΓA1E→B1post satisfies
for all ρE ∈ B(HE)
ΓA1E→B1post
(
uA1 ⊗ ρE) = Tr[ρE ]uB1 . (56)
Proof. Suppose Θ is a completely uniformity preserving
superchannel. Let ΦAC be a marginally uniform channel on
A and define
ΨBC ≡ Θ⊗ 1C [ΦAC] .
From our assumptions both ΦAC and ΨBC are marginally
uniform, so that their Choi matrices are given by
JACΦ = J
A0C
Φ ⊗ uA1 and JBCΨ = JB0CΨ ⊗ uB1 ,
respectively. Taking Θ in (10) to be Θ⊗ 1C we have
JB0CΨ ⊗ uB1 = TrAC˜
[
JABCC˜Θ⊗1C
((
JA0C˜Φ
)T
⊗ uA1 ⊗ IB
)]
From its definition,
JABCC˜Θ⊗1C = J
AB
Θ ⊗ φCC˜+ .
Moreover, note that
TrC˜
[(
IA0 ⊗ φCC˜+
)((
JA0C˜Φ
)T
⊗ IC
)]
=
(
JA0CΦ
)TA0
where TA0 is the partial transpose on system A0. We therefore
get that
JB0CΨ ⊗ uB1
= TrA
[(
JABΘ ⊗ IC
)((
JA0CΦ
)TA0 ⊗ uA1 ⊗ IB)]
=
1
dA1
TrA0
[(
JA0BΘ ⊗ IC
)((
JA0CΦ
)TA0 ⊗ IB)] .
By multiplying both sides of the equation above by a traceless
matrix ZB1 and taking the trace over B1 we get that
TrA0B1
[(
JA0BΘ ⊗ IC
)((
JA0CΦ
)TA0 ⊗ IB0 ⊗ ZB1)] = 0 .
(57)
We show now that if the condition above holds for all traceless
matrices ZB1 , all systems C, and all positive semidefinite ma-
trices MA0C ≡ JA0CΦ with the property that MA0C0 = IA0C0 ,
then JA0BΘ = J
A0B0
Θ ⊗ uB1 . To do that, let {XB1j }
d2B1
−1
j=0 be
an orthogonal basis of B(HB1) such that XB10 = uB1 and
Tr[XB1j ] = 0 for j > 0. With this basis we can express J
A0B
Θ
as
JA0BΘ = J
A0B0
Θ ⊗ uB1 +
d2B1
−1∑
j=1
NA0B0j ⊗XB1j ,
where NA0B0j are some matrices in B(HA0B0). Substituting
this expression into (57) and taking ZB1 = XB1j for some
j > 0 we conclude that
TrA0
[(
NA0B0j ⊗ IC
)((
MA0C
)TA0 ⊗ IB0)] = 0
for all positive semidefinite matrices with MA0C with
marginal MA0C0 = IA0C0 . Note also that the above equation
has to hold for all dimensions of system C. If we take the
dimensions of system C to be dC0 = 1 and dC = dC1 = dA0 ,
then we can choose MA0C = φA0C+ . With this choice the
equation above become
0 = TrA0
[(
NA0B0j ⊗ IC
)((
φA0C+
)TA0 ⊗ IB0)] = NCB0j
where NCB0j is a copy of N
A0B0
j in B(HCB0) (recall that
dC = dA0 ). We therefore conclude that N
A0B0
j = 0 for all
j > 0 so that JA0BΘ = J
A0B0
Θ ⊗ uB1 . Note that the converse
of this argument also holds. That is, following the above lines
backwards we conclude that if JA0BΘ = J
A0B0
Θ ⊗ uB1 then Θ
is a completely uniformity preserving superchannel.
In Theorem 2 we proved the equivalence of JA0BΘ =
JA0B0Θ ⊗uB1 with the condition that ΓA1E→B1post
(
uA1 ⊗ ρE) =
uB1 for all density matrices ρE . This also provides the proof
of Part 3 here. 
A comparison between Theorem 2 and Theorem 3 demon-
strates that doubly stochastic superchannels are completely
uniformity preserving. However, the converse is not true in
general since completely uniformity preserving superchannels
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do not require that JA0B1Θ = I
A0B1 . The latter is equivalent
to the condition that ΓA1B0→A0B1Θ is unital, and is related to
another physical condition that we discuss in the following
subsection.
D. Completely Unital-Channel Preserving Superchannels
In the preliminary section we discussed that random unitary
channels can be viewed as noisy channels; i.e. channels that
always increase noise no matter what the input state is. On the
other hand, in any noise model, a superchannel that increases
noise should not generate a non-noisy channel from a noisy
one. Therefore, in addition to being completely uniformity
preserving, noisy superchannels should at least not convert
random unitary channels to non-unital channels. Here we study
superchannels with this property, and particularly those that are
completely unital-channel preserving. Since we will consider
unital channels we will assume here that dA0 = dA1 and
dB0 = dB1 .
We first show that if a superchannel takes random unitary
channels to unital channels then it also takes unital channels
to unital channels. To see why, note that from (10), the
superchannel Θ converts random unitary channels to unital
channels if and only if
IB1 = TrAB0
[
JABΘ
((
JAΨ
)T ⊗ IB)] (58)
for any random unitary channel ΨA. Now, suppose ΨA is a
unital channel. In [42] it was shown that it can be expressed
as an affine linear combination of unitary channels; i.e. ΨA =∑
j rjUAj , where rj ∈ R and
∑
j rj = 1. Since for each
Uj the above equation holds, from its linearity it also holds
for ΨA. We therefore conclude that the above equation holds
for any unital channel which implies that Θ is unital-channel
preserving.
The condition in (58) holds in particular for the completely
dephasing channel whose Choi matrix is given by IA0 ⊗uA1 .
From the linearity, any matrix of the form XA ≡ JAΨ − IA0 ⊗
uA1 with ΨA being unital satisfies
TrA
[
JAB1Θ
((
XA
)T ⊗ IB1)] = 0 .
Note that XA is any Hermitian matrix in B(HA0A1) with zero
marginals XA0 = 0 and XA1 = 0. This means that JAB1Θ
is orthogonal (in the Hilbert Schmidt inner product) to any
Hermitian matrix in B(HAB1) of the form TA01 ⊗TA12 ⊗Y B1 ,
where TA01 and T
A1
2 are arbitrary traceless Hermitian matrices,
and Y B is an arbitrary Hermitian matrix. There are exactly two
types of matrices that are orthogonal to the subspace spanned
by matrices of the form TA01 ⊗ TA12 ⊗ Y B1 . These are either
matrices of the form IA0⊗αA1B1 or of the form IA1⊗βA0B1 ,
where αA1B1 and βA0B1 are Hermitian matrices. Therefore,
JAB1Θ must be a linear combination of matrices of the form
IA0 ⊗ αA1B1 and IA1 ⊗ βA0B1 , so that the superchannel Θ
is a unital-channel preserving if and only if it’s Choi matrix
JABΘ satisfies the superchannel condition (19) and in addition
JAB1Θ = I
A0 ⊗ αA1B1 + IA1 ⊗ βA0B1 .
This last condition is somewhat cumbersome, but in the
following theorem we show that βA0B1 must be zero if Θ is a
completely unital-channel preserving superchannel. That is, Θ
is a superchannel such that for any system C, the superchannel
Θ⊗ 1C is unital-channel preserving.
Theorem 4. Let Θ ∈ LAB be a superchannel with dA0 = dA1
and dB0 = dB1 . Then, the following are equivalent.
1) Θ is completely unital-channel preserving.
2) The Choi matrix JABΘ has marginals (in addition to those
in Eq. (19))
JAB1Θ = u
A0 ⊗ JA1B1Θ and JA0B1Θ = IA0B1 .
3) The CPTP map ΓA1B0→A0B1Θ is unital, and in addition
to (31) it satisfies for any density matrix ρA1 ∈ D(HA1)
ΓA1B0→A0B1Θ
(
ρA1 ⊗ uB0)
= uA0 ⊗ ΓA1B0→B1Θ
(
ρA1 ⊗ uB0) . (59)
Proof. We first prove the equivalence of 1 and 2. Suppose
Θ is completely unital-channel preserving. Then, from (10)
if follows that the relation ΦBC = Θ ⊗ 1C [ΨAC ] can be
expressed in the Choi form as
JBCΦ = TrA
[(
JABΘ ⊗ IC
) ((
JACΨ
)TA ⊗ IB)] (60)
Suppose now that ΨAC is a bipartite unital channel. Then,
from our assumption, ΦBC is unital as well. Hence,
IB1C1 = TrA
[(
JAB1Θ ⊗ IC1
)((
JAC1Ψ
)TA ⊗ IB1)]
Note that the equation above holds for JAC1Ψ = u
A0 ⊗ IA1C1 ,
which corresponds to the marginal of the Choi matrix of the
completely dephasing map (which is unital). Hence, for this
choice of JAC1Ψ we get the condition that J
B1
Θ = dA0I
B1 .
Next, note that for any unital bipartite channel ΨAC , the
matrix XAC1 =
(
JAC1Ψ
)TA − uA0 ⊗ IA1C1 has the property
that XA1C1 = 0 and XA0 = 0. From the linearity of the
equation above we conclude that for any such matrix
TrA
[(
JAB1Θ ⊗ IC1
) (
XAC1 ⊗ IB1)] = 0
Let ZC1 be some fixed normalized (in the Hilbert-Schmidt
inner product) traceless Hermitian matrix in Bh(HC1), and
let Y B1 be arbitrary Hermitian matrix in Bh(HB1). Then, the
equation above implies that〈
JAB1Θ ⊗ ZC1 , XAC1 ⊗ Y B1
〉
= 0
for all such Y B1 and all XAC1 with zero marginals as above.
This implies that JAB1Θ ⊗ ZC1 is orthogonal to any matrix of
the form TA01 ⊗ TA1C12 ⊗ Y B1 where TA01 and TR1B12 are
arbitrary Hermitian traceless matrices. Therefore, there must
exist αA0B1 and βA1B1C1 such that
JAB1Θ ⊗ ZC1 = αA0B1 ⊗ IA1C1 + IA0 ⊗ βA1B1C1 .
Finally, by multiplying both sides of the equation above by
IAB1 ⊗ ZC1 and taking the partial trace over system C1 we
conclude that
JAB1Θ = I
A0 ⊗ TrC1
[(
IAB1 ⊗ ZC1)βA1B1C1] ,
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where we used the fact that ZC is a normalized traceless
matrix. The equation above implies that
JAB1Θ = u
A0 ⊗ JA1B1Θ .
Conversely, suppose the equation above holds, and in addition
JB1Θ = dA0I
B1 . Then, for any bipartite unital channel ΨAC
we get
TrA
[(
JAB1Θ ⊗ IC1
)((
JAC1Ψ
)TA ⊗ IB1)]
=
1
dA0
TrA1
[(
JA1B1Θ ⊗ IC1
)((
JA1C1Ψ
)TA ⊗ IB1)]
=
1
dA0
JB1Θ ⊗ IC1 = IB1C1 .
This completes the proof of the equivalence between 1 and 2.
We now prove the equivalence between 2 and 3.
From (29) it follows that
JAB1Θ = Γ
A˜1B˜0→A0B1
Θ
(
φA1A˜1+ ⊗ IB˜0
)
.
In particular, the marginal is given by
JA1B1Θ = Γ
A˜1B˜0→B1
Θ
(
φA1A˜1+ ⊗ IB˜0
)
.
Hence, JAB1Θ = u
A0 ⊗ JA1B1Θ if and only if (59) holds for
all density matrices ρA1 . The converse follows trivially from
the fact that the Choi matrix of Θ equals the Choi matrix of
ΓA1B0→A0B1Θ . This completes the proof. 
IV. THE ENTROPY OF A QUANTUM CHANNEL
We now extend the definition of entropies, and particularly
the conditional min-entropy, from states to channels. Since the
entropy of a quantum channel measures how noisy the channel
is, it must behave monotonically under noisy operations.
Below we give an axiomatic and minimalistic approach for
the definition of entropy.
We call a function f : LA+ → R an entropy if it satisfies the
following conditions (see the analogous conditions on entropy
of states in Sec. II-D)
1) Monotonicity: For any random unitary superchannel Θ :
LA → LA,
f(Θ[Φ]) > f(Φ) ,
for all channels Φ ∈ CA.
2) Additivity: For any two quantum channels ΦA ∈ CA and
ΨB ∈ CB we have
f(ΦA ⊗ΨB) = f(ΦA) + f(ΨB) .
3) Normalization: on a uniform channel, NA, as in (54),
f(NA) = log(dA1), and on any replacement map, Φ ∈
LA, of the form Φ(X) = Tr[X]|ψ〉〈ψ| with |ψ〉 being
some fixed pure state, f(ΦA) = 0.
The last condition is motivated by the fact that replacement
maps can be viewed as quantum states and consequently the
entropy of these channels should reduce to the entropy of
states. For the monotonicity, we only require monotonicity
under random unitary superchannels; however, we expect
many entropy functions to be monotonic under a larger set
of superchannels such as, for example, doubly stochastic
superchannels. Regarding the additivity requirement, while it
is a natural condition (since entropies of states are required to
be additive), some natural candidates, as we discuss now, fail
to satisfy this requirement.
The von-Neumann entropy of states is defined by S(ρ) ≡
−Tr [ρ log ρ] for any density matrix ρ ∈ B(H). For quantum
channels, one can propose a natural generalization, S˜, given
by the minimum entropy output
S˜[ΦA] ≡ min
ρA0∈D(HA0 )
S
(
ΦA
(
ρA0
))
where the minimum is over all input density matrices ρA0 .
This candidate for an entropy of channel is monotonic under
random unitary superchannels. Indeed, let Θ be a random
unitary superchannel as in (39). Then,
S˜
[
Θ[ΦA]
]
= min
ρA0
S
(
m∑
x=1
px UA1→B1post,x ◦ ΦA0→A1 ◦ UB0→A0pre,x (ρA0)
)
> min
ρA0
m∑
x=1
pxS
(
UA1→B1post,x ◦ ΦA0→A1 ◦ UB0→A0pre,x (ρA0)
)
= min
ρA0
m∑
x=1
pxS
(
ΦA0→A1 ◦ UB0→A0pre,x (ρA0)
)
>
m∑
x=1
px min
ρA0
S
(
ΦA0→A1 ◦ UB0→A0pre,x (ρA0)
)
= S˜[ΦA] ,
where in the first inequality we used the concavity of the von-
Neumann entropy. Since the Re´nyi entropies with parameter
α ∈ [0, 1] are also concave, their extension to channels as
above will also be monotonic under random unitary super-
channels.
While the minimum entropy output of a quantum channel
is monotonic under random unitary superchannels, it fails to
satisfy the additivity property [43], and therefore, according
to our definition above it is not an entropy function. One may
choose to replace the additivity condition with a weaker one, in
which f is only required to be additive under tensor product of
two replacement maps (i.e. states). With this modification, the
minimum entropy output of a quantum channel is an entropy
function. However, we include the full additivity property in
the definition of an entropy function, as the functions that
we will consider here will be fully additive. We now give
an example of such an entropy function that is based on the
min-entropy.
Definition 3. Let ΦA ∈ LA be a quantum channel. The
extended min-entropy of ΦA is the function
Hextmin(A)Φ ≡ Hmin(A1|A0)JΦ/dA0 ,
where JA0A1Φ /dA0 is the normalized Choi matrix of Φ
A0→A1 .
Remark 3. The extended min-entropy was shown in [34]
to have an operational interpretation. In particular,
dA0H
ext
min(A)Φ was shown to be the zero-error classical
simulation cost of the quantum channel ΦA. Furthermore, its
smooth version was recently introduced in [44].
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The extended min-entropy is an entropy function that satis-
fies all the 3 conditions above of monotonicity, additivity, and
normalization. The additivity and the normalization follow im-
mediately from the properties of the conditional min-entropy.
To show monotonicity, we show now that the extended min-
entropy behaves monotonically not only under random unitary
superchannels, but also under the much larger set of doubly
stochastic superchannels.
Let Θ ∈ LAB be a doubly stochastic superchannel and
suppose dA0 = dB0 and dA1 = dB1 . Then, for any quantum
channel ΦA ∈ LA we have
2−H
ext
min(B)Θ[Φ] = 2
−Hmin(B1|B0)JΘ[Φ]/dB0
=
1
dB0
max
Ψ∈CB
〈
ΨB ,Θ[ΦA]
〉
=
1
dA0
max
Ψ∈CB
〈
Θ∗[ΨB ],ΦA
〉
6 1
dA0
max
Λ∈CA
〈
ΛA,ΦA
〉
= 2−H
ext
min(A)Φ .
(61)
That is, for any doubly stochastic superchannel Θ ∈ LAB as
above (with A ∼= B), and any CPTP map ΦA ∈ CA,
Hextmin(B)Θ[Φ] > Hextmin(A)Φ .
This completes the proof that the extended min-entropy is an
entropy function.
A. The extended conditional min-entropy
We extend here the definition of the conditional min-entropy
to quantum channels. This function will play a key role in
our results on the comparison of quantum channels and we
therefore devote the rest of this section to study it along with
its properties, and its operational interpretations.
We consider here a bipartite quantum channel ΩAB ≡
ΩA0B0→A1B1 : B(HA0B0)→ B(HA1B1) and denote by
ωAB ≡ 1
dA0dB0
idA0B0 ⊗ ΩA˜0B˜0→A1B1
(
φA0A˜0+ ⊗ φB0B˜0+
)
its (normalized) Choi matrix, where φA0A˜0+ and φ
B0B˜0
+ are
unnormalized maximally entangled states.
Definition 4. The extended conditional min-entropy of a
bipartite channel ΩAB as above, is the function
Hextmin (B|A)Ω ≡ − log2 min Tr[γAB0 ]
subject to: 1 . γAB0 ⊗ IB1 > ωAB
2 . γA0B0 = uA0 ⊗ γB0 (62)
where uA0 is the maximally mixed state on system A0.
The above optimization problem is SDP, and therefore
can be solved efficiently and algorithmically using standard
techniques. Furthermore, since any SDP problem has a dual
problem, the extended conditional min-entropy can be ex-
pressed as (see Appendix A for details)
2−H
ext
min(B|A)Ω = dA0 max Tr
[
αABωAB
]
subject to: 1 . αAB0 = αA0B0 ⊗ uA1
2 . αA1B0 = IA1B0
3 . αAB > 0 . (63)
Note that the matrix αAB above satisfies precisely the condi-
tions that a Choi matrix of a superchannel satisfies. We can
therefore identify each such αAB with a Choi matrix JABΘ of
some superchannel Θ. Denoting the set of superchannels by
SAB ⊂ LAB we get that
dB02
−Hextmin(B|A)Ω = max
Θ∈SAB
Tr
[
JABΘ J
AB
Ω
]
(64)
Note that the trace on the RHS can be expressed as
Tr
[
JABΘ J
AB
Ω
]
= 〈Θ,Θ′〉, where Θ′ is a CPP map in LAB
(but not necessarily a superchannel) that corresponds to the
bipartite channel ΩAB via the relation ΩAB = 1A⊗Θ′
[
ΥAA˜
]
(see (12) for a discussion on this relation). Therefore, the RHS
of (64) can be viewed as the support function of superchannels.
A similar definition to (64) was studied in [45] for min/max
entropies of more general objects known as quantum combs.
However, in [45] the entropies were viewed as a function of
general operators like the comb itself, and here we define the
extended-conditional min-entropy as a function of bipartite
channels, and not as a function of superchannels. Even the
normalization (see the factor of dB0 in (64)) is not arbitrary.
This distinction will become clearer when we study the
properties of the extended conditional min-entropy.
Moreover, recall that JABΘ can be viewed as the Choi matrix
of the bipartite channel ΛABΘ as defined in (12), and note
that ΛABΘ is a channel if Θ is a superchannel. Therefore,
alternatively,
dB02
−Hextmin(B|A)Ω = max
Θ∈SAB
〈
ΛABΘ ,Ω
AB
〉
, (65)
where we replaced the inner product between Choi matrices to
inner product between the corresponding channels as defined
in (2). Now, recall that Θ 7→ ΛABΘ = (1A ⊗ Θ)
[
ΥAA˜
]
(see (13)) is an isomorphism. Substituting this expression of
ΛABΘ into (65), we get that the extended conditional min-
entropy can be expressed in the following form.
dB02
−Hextmin(B|A)Ω
= max
Θ∈SAB
〈
(1A ⊗Θ)
[
ΥAA˜
]
,ΩAB
〉
= max
Θ∈SAB˜
〈
(ΘT ⊗ 1B)
[
ΥB˜B
]
,ΩAB
〉
= max
Θ∈SAB˜
〈
ΥB˜B ,
(
(ΘT )∗ ⊗ 1B) [ΩAB]〉
= max
Θ∈SAB˜
〈
ΥB˜B ,
(
Θ⊗ 1B) [ΩAB]〉
= max
Θ∈SAB˜
〈
φB˜1B1+
∣∣∣(Θ⊗ 1B) [ΩAB] (φB˜0B0+ )∣∣∣φB˜1B1+ 〉
(66)
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where
(
Θ⊗ 1B) [ΩAB] is a quantum channel from
B(HB˜0B0) to B(HB˜1B1). We used the fact that Θ is a su-
perchannel iff (ΘT )∗ is a superchannel. To see why, note that
from (15) and (52) it follows that JAB(ΘT )∗ = J
AB
Θ , and therefore
JAB(ΘT )∗ satisfies the conditions (19) of a superchannel. For the
last equality we used the definition (2) of an inner product
between channels, and took an orthonormal basis {Xa}d
4
B0
a=1
of B(HB˜0B0), whose first element X1 = 1dB0 φ
B0B˜0
+ so that
ΥB˜B(Xa) = 0 unless a = 1. Note that the expression above
for the extended conditional min-entropy is reminiscent to the
one given in (34) for the conditional min-entropy.
B. Properties of the extended conditional min-entropy
The extended conditional min-entropy provides a general-
ization for the conditional min-entropy. The following theorem
demonstrates it by showing that many of the properties of the
conditional min-entropy carry over to the extended conditional
min-entropy.
Theorem 5. Consider a quantum channel ΩAB :
B(HA0B0) → B(HA1B1), and denote its normalized Choi
matrix by ωAB as in Definition 4.
1) Generalization of conditional min-entropy: If ΩAB is a
replacement channel (i.e. ΩAB(ρA0B0) = ωA1B1 for all
density matrices ρA0B0 ), then
Hextmin (B|A)Ω = Hmin(B1|A1)ω .
2) Independence: If
ΩAB = ΨA ⊗ ΦB , (67)
where ΨA and ΦB are local channels, then
Hextmin(B|A)Ω = Hextmin(B)Φ
is independent of ΨA.
3) Additivity: Consider a second quantum channel ΓA
′B′ :
B(HA′0B′0)→ B(HA′1B′1). Then,
Hextmin(BB
′|AA′)Ω⊗Γ = Hextmin(B|A)Ω +Hextmin(B′|A′)Γ
4) Monotonicity: For any superchannel Θ′ : LA → LC
Hextmin (B|A)ΩAB 6 Hextmin (B|C)(Θ′⊗1B)[ΩAB ] (68)
5) Conditioning: Consider a tripartite quantum channel
ΩABC : B(HA0B0C0)→ B(HA1B1C1). Then,
Hextmin(B|AC)Ω 6 Hextmin(B|A)Ω (69)
6) Bounds: Upper bound:
Hextmin (B|A)Ω 6 Hmin(B1|A1)ω . (70)
Lower bound:
Hextmin (B|A)Ω > Hmin(AB1|B0)ω − log(dA) (71)
where dA ≡ dA0dA1 .
Remark 4. The conditioning property involves the marginal
bipartite channel ΩAB on the RHS of (69). This marginal
channel is obtained from the tripartite channel ΩABC by
inputing a fixed state γC0 into the input of system C and
tracing out system C1. That is,
ΩAB(ρA0B0) ≡ TrC1
[
ΩABC
(
ρA0B0 ⊗ γC0)]
The theorem above states that the inequality in (69) holds for
all density matrices γC0 .
Proof. Part 1. The condition γAB0 ⊗ IB1 > ωAB in (62)
implies that γA1⊗IB1 > ωA1B1 . Therefore, since Tr[γAB0 ] =
Tr[γA1 ] we always have
2−H
ext
min(B|A)Ω > 2−Hmin(B1|A1)ω . (72)
On the other hand, since Ω is a replacement map, its normal-
ized Choi matrix is given by ωAB = uA0B0 ⊗ ωA1B1 . Let
γA1 be an optimal positive semidefinite matrix that satisfies
γA1 ⊗ IB1 > ωA1B1 such that Tr[γA1 ] = 2−Hextmin(B1|A1)ω .
Define γAB0 ≡ uA0B0 ⊗ γA1 . It is easy to check that this
γAB0 satisfies the two conditions in (62). We therefore get
that
2−H
ext
min(B|A)Ω 6 2−Hmin(B1|A1)ω .
Hence, we must have Hextmin (B|A)Ω = Hmin (B1|A1)ω .
Part 2. From (67) it follows that the normalized Choi matrix
of ΩAB can be decomposed as ωAB = ωA ⊗ ωB , where ωA
and ωB are the normalized Choi matrices of ΨA and ΦB ,
respectively. In this case, the two conditions of (62) take the
form
γAB0 ⊗ IB1 > ωA ⊗ ωB (73)
γA0B0 = uA0 ⊗ γB0 (74)
Tracing out system A1 on both sides of (73) gives
γA0B0 ⊗ IB1 > uA0 ⊗ ωB ,
and when combined with (74) yields
γB0 ⊗ IB1 > ωB . (75)
Note that Tr[γAB0 ] = Tr[γB0 ] so that we must have
2−H
ext
min(B|A) > 2−Hmin(B1|B0) .
On the other hand, for the choice γAB0 = ωA ⊗ γB0
with optimal γB0 (i.e. γB0 satisfies (75) and Tr[γB0 ] =
2−Hmin(B1|B0)ω ) we obtain the other side of the inequality.
We therefore conclude that
Hextmin(B|A)Ω = Hmin(B1|B0)ω ≡ Hextmin(B)Φ .
Part 3. Denote the Choi matrix of ΓA
′B′ by ωA
′B′ . From
Definition 4:
2
−Hextmin(BB′|AA′)Ω⊗Γ = min Tr[γAA
′B0B′0 ]
subject to: 1 . γAA
′B0B′0 ⊗ IB1B′1 > ωAB ⊗ ωA′B′
2 . γA0A
′
0B0B
′
0 = uA0A
′
0 ⊗ γB0B′0
Note that the above two conditions follow from the following
5 conditions:
γAA
′B0B′0 = γAB0 ⊗ γA′B′0
γAB0 ⊗ IB1 > ωAB , γA′B′0 ⊗ IB′1 > ωA′B′
γA0B0 = uA0 ⊗ γB0 , γA0B0 = uA0 ⊗ γB0
(76)
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Therefore, 2−H
ext
min(BB
′|AA′)
Ω⊗Γ 6 min Tr[γAA′B0B′0 ], where
the minimization is over all γAA
′B0B′0 that satisfies the 5
conditions in (76). That is,
2
−Hextmin(BB′|AA′)Ω⊗Γ 6 2−Hextmin(B|A)Ω2−H
ext
min(B
′|A′)
Γ .
To prove the converse, consider the dual expression (63) for
the extended conditional min-entropy. We get that
2
−Hextmin(BB′|AA′)Ω⊗Γ = dA0dA′0 max Tr
[
αABA
′B′ωAB ⊗ ωA′B′
]
subject to: 1 . αAA
′B0B′0 = αA0A
′
0B0B
′
0 ⊗ uA1A′1
2 . αA1A
′
1B0B
′
0 = IA1A
′
1B0B
′
0
3 . αAA
′BB′ > 0 . (77)
Similarly to the previous argument, the 3 conditions above
follow from the following conditions:
αABA
′B′ = αAB1 ⊗ αA
′B′
2 , α
AB
1 > 0 , αA
′B′
2 > 0
αAB01 = α
A0B0 ⊗ uA1 , αA′B′02 = αA
′
0B
′
0 ⊗ uA′1
αA1B01 = I
A1B0 , α
A′1B
′
0
2 = I
A′1B
′
0
Therefore, if we replace the 3 conditions in (77) with the above
conditions we get that
2
−Hextmin(BB′|AA′)Ω⊗Γ > 2−Hextmin(B|A)Ω2−H
ext
min(B
′|A′)
Γ .
This completes the proof of Part 3.
Part 4. From (66) we get that the extended conditional min-
entropy can be expressed in the following form:
dB02
−Hextmin(B|A)Ω = max
Θ∈SAB˜
〈
ΥB˜B ,
(
Θ⊗ 1B) [ΩAB]〉
where
(
Θ⊗ 1B) [ΩAB] is a quantum channel from
B(HB˜0B0) to B(HB˜1B1). Let Θ′ : LA → LC be a super-
channel. Then,
dB02
−Hextmin(B|C)Θ′⊗1B [ΩAB ]
= max
Θ∈SCB˜
〈
ΥB˜B ,
(
Θ ◦Θ′ ⊗ 1B) [ΩAB]〉
6 max
Θ′′∈SAB˜
〈
ΥB˜B ,
(
Θ′′ ⊗ 1B) [ΩAB]〉
= dB02
−Hextmin(B|A)ΩAB .
Therefore,
Hextmin (B|A)ΩAB 6 Hextmin (B|C)(Θ′⊗1B)[ΩAB ] (78)
for any superchannel Θ′ : LA → LC .
Part 5. Let Θγ : LAC → LA be the superchannel defined
by: for all ΦAC ∈ LAC and ρA0 ∈ B(HA0)
Θγ [Φ
AC ](ρA0) ≡ TrC1
[
ΦAC(ρA0 ⊗ γC0)] .
It is straightforward to see that Θγ is a superchannel if γC0
is a density matrix. Let
ΩABγ ≡
(
Θγ ⊗ 1B
) [
ΩABC
]
.
In particular,
ΩABγ (ρ
A0B0) = TrC1
[
ΩABC(ρA0B0 ⊗ γC0)] .
Hence, from Part 4 we get that for any density matrix γC0 ∈
B(HC0)
Hextmin (B|AC)ΩABC 6 Hextmin (B|A)(Θγ⊗1B)[ΩABC ]
= Hextmin (B|A)ΩABγ .
This completes the proof of Part 5.
Part 6. The upper bound follows from (72). For the lower
bound, if we add to the two conditions in (62) a third condition
that γAB0 = γA0B0 ⊗ uA1 we get that
2−H
ext
min(B|A)Ω 6 min
{
Tr
[
γB0
]
: IAB1 ⊗ γB0 > dAωAB
}
= dA2
−Hmin(AB1|B0)ω .
(79)
This completes the proof. 
The properties above demonstrate that the extended con-
ditional min-entropy indeed quantifies the uncertainty about
one dynamical system conditioned on another. Particularly,
note that property 5 is consistent with the intuition that the
uncertainty (i.e. entropy) about system B increases if the
system one has access to (i.e. system A) undergoes a physical
evolution.
C. Operational interpretation as a guessing probability
The conditional min-entropy H(A1|A0) has an operational
interpretation as a guessing probability when system A1 is
classical. Here we show that a similar interpretation can be
made for the extended conditional min-entropy if system B
is classical. Since system B1 is classical, for all ρA0B0 ∈
B(HA0B0)
ΩA0B0→A1B1(ρA0B0) =
dB1∑
x=1
ΩA0B0→A1x (ρ
A0B0)⊗ |x〉〈x|B1 ,
(80)
where {ΩA0B0→A1x } form a quantum instrument. Moreover,
since system B0 is classical, we denote
ΩA0→A1x|y (ρ) ≡ ΩA0B0→A1x (ρ⊗ |y〉〈y|) ∀ρ ∈ B(HA0)
(81)
where for each y the set {ΩA0→A1x|y }
dB1
x=1 form a quantum
instrument.
In Fig. 5 we describe a strategy for Alice to guess Bob’s
outcome x if Bob’s input is y. In this strategy, Alice sends
through her share of the channel ΩAB one part of a possibly
entangled state |ηA0A2〉. At her output of the channel she
measures the joint system A1A2. The outcome of the measure-
ment is Alice’s guess of Bob’s output value. The maximum
probability that Alice guesses Bob’s outcome correctly, given
that Bob’s input is y can be expressed as
P (y)guess(Ω
AB) ≡
max
dB1∑
x=1
Tr
[
Px
(
ΩA0→A1x|y ⊗ idA2
(|η〉〈η|A0A2))] (82)
where the maximum is over all POVMs {Px}dB1x=1 on system
A1A2, and over all bipartite pure states |η〉A0A2 on system
A0A2. Note that replacing the optimization over |η〉A0A2 with
optimization over all mixed state will not increase the optimal
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Fig. 5. A strategy for Alice to guess Bob’s output.
guessing probability, and furthermore, we can assume w.l.o.g.
that dim(HA2) 6 dim(HA0). Finally, we define the guessing
probability of a quantum-classical channel as:
Pguess(Ω
AB) ≡ 1
dB0
dB0∑
y=1
P (y)guess(Ω
AB) .
The above expression can be interpreted as the maximum
probability that Alice can guess correctly the value x of Bob’s
system B1 if Bob’s input y (which is known to Alice) is chosen
at random according to a uniform distribution.
Theorem 6. Let ΩAB be a quantum channel as above with a
classical system B. Then,
Pguess(Ω
AB) = 2−H
ext
min(B|A)Ω
Proof. Following the same notations as in (80) and (81),
since B is classical, the (normalized) Choi matrix of ΩAB
can be expressed as
ωAB =
dB0∑
y=1
dB1∑
x=1
ωAx|y ⊗ |y〉〈y|B0 ⊗ |x〉〈x|B1 ,
with
ωAx|y ≡
1
dA0dB0
idA0 ⊗ ΩA˜0→A1x|y
(
φA0A˜0+
)
. (83)
Consequently, from (63), with ωAB as above and αAB ≡∑
x,y α
A
x|y ⊗ |y〉〈y|B0 ⊗ |x〉〈x|B1 , we get
2−H
ext
min(B|A)Ω = dA0 max
dB0∑
y=1
dB1∑
x=1
Tr[αAx|yω
A
x|y]
subject to:
dB1∑
x=1
αAx|y = ζ
A0
y ⊗ IA1 , Tr[ζA0y ] = 1
αAx|y > 0
for all 1 6 x 6 dB1 and 1 6 y 6 dB0 (84)
where we denoted by
ζA0y ≡
1
dA1
dB1∑
x=1
αA0x|y .
Note that we can assume w.l.o.g. that ζA0y is full rank. Hence,
we can define for each y the following POVM on system A:
PAx|y ≡
((
ζA0y
)− 12 ⊗ IA1)αAx|y ((ζA0y )− 12 ⊗ IA1)
Note that PAx|y > 0 and
∑
x P
A
x|y = I
A. With this notation
dA0
dB0∑
y=1
dB1∑
x=1
Tr[αAx|yω
A
x|y]
= dA0
∑
x,y
Tr
[
PAx|y
(√
ζA0y ⊗ IA1
)
ωAx|y
(√
ζA0y ⊗ IA1
)]
=
1
dB0
∑
x,y
Tr
[
PAx|y
(
idA0 ⊗ ΩA˜0→A1x|y
(
|ζy〉〈ζy|A0A˜0
))]
(85)
where we used (83), and the state |ζy〉A0A˜0 is the purification
of the (normalized) state ζA0y . That is,
|ζy〉A0A˜0 ≡
(√
ζA0y ⊗ IA˜0
)
|φA0A˜0+ 〉 .
We therefore conclude that
2−H
ext
min(B|A)Ω =
1
dB0
max
dB0∑
y=1
dB1∑
x=1
Tr
[
PAx|y
(
idA0 ⊗ ΩA˜0→A1x|y
(
|ζy〉〈ζy|A0A˜0
))]
subject to: PAx|y > 0 ,
dB1∑
x=1
PAx|y = I
A , 〈ζy|ζy〉 = 1
∀ x = 1, ..., dB1 and y = 1, ..., dB0 . (86)
This completes the proof. 
The theorem above provides the first operational interpre-
tation for the conditional min-entropy of a bipartite quantum
channel when B is classical. Consider now the special case
in which the CP and trace non-increasing maps {ΩA0B0→A1x },
as defined above, are of the form
ΩA0B0→A1x = pxΛ
A0B0→A1
(x)
where {px} form a probability distribution, and each
ΛA0B0→A1(x) is a CPTP. For a given fixed value y at the
input system of B0, we denote by ΛA0→A1(x|y) the corresponding
CPTP map on Alice’s side. In this special case, the guessing
probability (82), can be interpreted as the maximum possible
probability to guess which channel
{
ΛA0→A1(x|y)
}
x
Alice holds.
Hence, the theorem above, when applied to this case, implies
that 2−H
ext
min(B|A)Ω can be interpreted as the maximum proba-
bility to guess which channel Alice holds, out of
{
ΛA0→A1(x|y)
}
x
,
where y is chosen from a uniform distribution.
In Appendix B we provide another operational interpretation
(for the extended conditional min-entropy) in the case that
only system B1 is classical, while systems A0, A1 and B0
are all quantum. In this case, the extended conditional min-
entropy still can be expressed as the optimal probability to
guess correctly the value of B1. In this case, however, system
B0 can be entangled with Alice’s systems as described in
Fig. 6.
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Fig. 6. A restrictive strategy for Alice to guess Bob’s output. Alice
has access to a maximally entangled state ΦA2A˜2+ /dA2 (with dA2 =
dB0 ). Alice uses the maximally entangled state and send her system
A˜2 through any (non-local) quantum channel with outputs A0, A˜0,
and B˜0 (it can be shown that an isometry channel always achieves the
maximal guessing probability). Alice then performs a POVM on her
systems A0, A1, and A2 and guesses the output value x of B1. The
expression 2−H
ext
min(B|A)Ω is the maximum probability for Alice to
guess correctly Bob’s output, obtained by optimizing over all possible
isometries and POVMs.
V. COMPARISON OF QUANTUM CHANNELS
Here we consider one of the main problems discussed in
the introduction. Given a collection of channels ΨAj ∈ CA
and ΦBj ∈ CB , with j = 1, ..., n, is there a superchannel
Θ : LA → LB such that for all j = 1, ..., n
ΦBj = Θ
[
ΨAj
]
? (87)
These n-conditions can be expressed as a single condition
given by
n∑
j=1
|j〉〈j|R ⊗ ΦBj =
n∑
j=1
|j〉〈j|R ⊗Θ [ΨAj ]
where |j〉〈j|R can be viewed as a channel from the 1-
dimensional system R0 to the n-dimensional classical system
R1. Therefore, the problem (87) is a special case of the
following problem.
Consider three physical systems A, B, and R, and two
bipartite quantum channels ΦRA ∈ LRA and ΨRB ∈ LRB .
Is there a superchannel Θ ∈ LAB such that (see Fig. 7)
ΨRB = 1R ⊗Θ [ΦRA] ? (88)
If such a superchannel exists, we will say that ΦRA quantum
majorizes ΨRB and denote this relation by
ΨRB ≺q ΦRA or equivalently ΦRA q ΨRB .
The preorder ≺q was studied in [14] for the case of quantum
states (i.e. dA0 = dB0 = dR0 = 1).
This section is organized as follows. We start with dis-
cussion on channel divergences and show that they can be
Fig. 7. The action of a superchannel Θ ∈ LAB on a a bipartite
channel ΦRA yielding the bipartite state ΨRB
used to provide necessary conditions for the relation (87) with
n = 2. We then move to provide a full characterization of the
preorder ≺q above (and consequently of (87) as well). Our
characterization is given in terms of the extended conditional
min-entropy, and we also show that the problem can be
completely solved with semidefinite programming. We end the
section with an application of our results to the resource theory
of thermodynamics.
A. Channel Divergences
Consider (87) with n = 2. As discussed in the introduction,
a measure of distinguishability D(·‖·) of two quantum states
must satisfy the following condition:
D (Φ(ρ1)‖Φ(ρ2)) 6 D (ρ1‖ρ2) .
Any such function provides necessary conditions that a pair
of quantum states (ρ1, ρ2) is related to another pair of states
(σ1, σ2) via some quantum channel Φ. Examples of such
functions are the trace norm, the relative entropy, and many
Re´nyi divergences (see [46] and reference therein for a large
class of such functions). In [28], [47] a method to extend any
such divergence from states to channels was introduced. This
method is very similar to the extension of the trace norm into
the diamond norm [48].
The completely bounded trace norm, which is commonly
called the diamond norm, is defined as follows (we focus here
only on CP maps). Let ΦA1 ,Φ
A
2 : B(HA0)→ B(HA1) be two
CP maps, and let R be a reference system. Then, the diamond
norm distance between ΦA1 and Φ
A
2 is given by
‖ΦA1 −ΦA2 ‖ ≡ max
ρA0R
‖ΦA1 ⊗ idR(ρA0R)−ΦA2 ⊗ idR(ρA0R)‖1
where the maximum can be taken over all pure bipartite states
ρA0R with reference system R of the same dimension as A0.
Following the above extension of the trace norm, for any
divergence D(·‖·), we define now the following induced
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contraction, CD(·‖·), that acts on CPTP maps (this induced
contraction was first introduced in [28], [47]). For any two
CPTP maps Φ1,Φ2 : B(HA)→ B(HB) define
CD
(
ΦA1
∥∥ΦA2 )
≡ sup
σA0R
D
(
ΦA1 ⊗ idR(σA0R)
∥∥ΦA2 ⊗ idR(σA0R)) (89)
where the supremum is taken over all density matrices σA0R ∈
B(HA0 ⊗ HR) and over all dimensions of system R. Note,
however, that we can assume w.l.o.g. that the supremum above
is over pure states since since we can always purify σA0R, and
D is contractive under a partial trace. Moreover, since D is
invariant under a local unitary on R, we conclude that w.l.o.g.
the dimension of HR can be taken to be the same as that of
HA0 . We now show that the above generalized divergence is
indeed a contraction under superchannels.
Let Θ ∈ LAB be a superchannel, and ΦA1 ,ΦA2 ∈ LA be two
quantum channels. First note that
CD
(
Θ
[
ΦA1
] ∥∥Θ [ΦA2 ])
= sup
σB0R
D
(
Θ[ΦA1 ]⊗ idR(σB0R)
∥∥∥Θ[ΦA2 ]⊗ idR(σB0R))
(90)
where the supremum is over all density matrices σB0R ∈
B(HB0R) and over all systems R. Although this optimiza-
tion can be taken over pure states with R having the same
dimension as B0, it will be convenient not to assume this at
the moment. Now, since Θ is a superchannel, it can be realized
in terms of pre and post processing as in (21). Denoting by
τA0ER ≡ ΓB0→A0Epre ⊗ idR(σB0R) we get
D
(
Θ[ΦA1 ]⊗ idR(σB0R)
∥∥∥Θ[ΦA2 ]⊗ idR(σB0R))
= D
(
ΓA1E→B1post ◦ ΦA1 (τA0ER)
∥∥∥ΓA1E→B1post ◦ ΦA2 (τA0ER))
6 D
(
ΦA1 (τ
A0ER)
∥∥∥ΦA2 (τA0ER))
6 max
γA0ER∈D(HA0ER)
D
(
ΦA1 (γ
A0ER)
∥∥∥ΦA2 (γA0ER))
= CD
(
ΦA1
∥∥ΦA2 ) , (91)
where the first inequality follows from the contractivity of
D under ΓA1E→B1post , and the last equality follows from the
definition. We therefore conclude that
CD
(
Θ
[
ΦA1
] ∥∥Θ [ΦA2 ]) 6 CD (ΦA1 ∥∥ΦA2 ) . (92)
There are a couple of simple consequences of the above
data processing inequality. First, any such contraction under
superchannels, C(·‖·), is invariant under unitary superchannels
as defined in (38). For such reversible superchannel Θ we have
C
(
Θ
[
ΦA1
] ∥∥Θ [ΦA2 ]) = C (ΦA1 ∥∥ΦA2 ) .
Second, consider a superchannel ΘΛ : LA → LAB defined by
ΘΛ[Φ
A] = ΦA ⊗ ΛB
It is straightforward to show that it is a superchannel. Similarly,
consider the linear map T : LAB → LA acting on a bipartite
map ΩAB ∈ LAB as
T [ΩAB] (ρA0) = TrB1 [ΩAB(ρA0 ⊗ uB0)]
where uB0 ≡ 1dB0 I
B0 is the maximally mixed (uniform) state
(note that one can choose to input another state and the choice
of maximally mixed state is just a convenient one). Since T
is also a superchannel, the contractivity of C(·‖·) implies that
C
(
ΦA ⊗ ΛB∥∥ΨA ⊗ ΛB) = C (ΦA∥∥ΨA)
B. Characterization of Quantum Majorization for Channels
To characterize the preorder ≺q , we first show that we can
assume w.l.o.g. that system R is classical, and that dR0 = 1.
For this purpose, we define two sets of CP trace non-increasing
maps that we construct from the two bipartite CPTP maps
ΦRA and ΨRB . Let {|ϕx〉〈ϕx|R0}d
2
R0
x=1 be a normalized rank
one basis of Bh(HR0) and let {ER1y }
d2R1
y=0 be an informationally
complete (basis) POVM of B(HR1). Then, we define for all
ρA0 ∈ B(HA0)
ΦAy|x(ρ
A0) ≡ TrR1
[(
ER1y ⊗ IA1
)
ΦRA
(|ϕx〉〈ϕx|R0 ⊗ ρA0)]
and ΨBy|x is defined similarly as in the above equation, by
replacing ΦRA with ΨRB . By definition, for all x and y, ΦAy|x
and ΨBy|x are trace non-increasing CP maps, and for any x the
maps
∑d2R1
y=1 Φ
A
y|x and
∑d2R1
y=1 Ψ
B
y|x are CPTP maps.
A key observation with these definitions is that (88) holds
if and only if
ΨBy|x = Θ
[
ΦAy|x
]
for all x = 1, ..., d2R0 and all y = 1, ..., d
2
R1
. With this at
hand, we can define two classical systems X and Y , with
1-dimensional input, and with dX ≡ d2R0 and dY ≡ d2R1
dimensional outputs, such that
ΦXYA ≡ 1
dX
dX∑
x=1
dY∑
y=1
|xy〉〈xy|XY ⊗ ΦAy|x . (93)
Note that ΦXYA ∈ CXYA; i.e. it is a CPTP map. Defining
ΨXYB ∈ CXYB in the same way, we conclude that (88) holds
if and only if
ΨXYB = 1XY ⊗Θ [ΦXYA] . (94)
Note further that this relation reduces to (87) in the special
case that dY = 1.
We are now ready to characterize the preorder ≺q in terms
of the extended conditional min-entropy. For this purpose, we
will denote by CXYA? (and similarly CXYB? ) a subset of CPTP
maps in CXYA that has the form (93) with the property that
for any x the map
∑d2R1
y=1 Φ
A
y|x is CPTP.
Theorem 7. Let ΦRA ∈ CRA and ΨRB ∈ CRB be two bipar-
tite quantum channels, and let ΦXYA ∈ CXYA? and ΨXYB ∈
CXYB? be their corresponding classical-quantum channels as
described above. For any quantum channel ΛXYB ∈ CXYB?
define the two bipartite CP maps
ΛABΦ ≡
1
dX
dX∑
x=1
dY∑
y=1
ΦAy|x ⊗ ΛBy|x
ΛB˜BΨ ≡
1
dX
dX∑
x=1
dY∑
y=1
ΨB˜y|x ⊗ ΛBy|x .
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Then, ΨRB ≺q ΦRA if and only if for all ΛXYB ∈ CXYB?
Hextmin(B|A)ΛΦ 6 Hextmin(B|B˜)ΛΨ .
Remark 5. Note that the bipartite CP maps ΛABΦ and ΛB˜BΨ
are in general not trace preserving. They can be expressed as
ΛABΦ = Θ
XY→B
Λ ⊗ 1A
[
ΦXYA
]
ΛB˜BΨ = Θ
XY→B
Λ ⊗ 1B˜
[
ΨXY B˜
]
.
where ΘΛ is a CPP map from the classical variables space
LXY to LB . It is defined by its action on the elements of
LXY : for any x ∈ {1, ..., dX} and y ∈ {1, ..., dY }
ΘΛ
[|xy〉〈xy|XY ] ≡ ΛBy|x
(recall that |xy〉〈xy|XY is viewed as a preparation channel;
i.e. with 1-dimensional channel input space).
Proof. The necessity of the condition follows trivially from
the monotonicity condition of the extended conditional min-
entropy (see (68) with ΩAB replaced by ΛABΦ ). To prove
sufficiency consider the set
KΦ ≡
{
1XY ⊗Θ [ΦXYA] ∣∣∣ Θ ∈ SAB} ⊂ LXYB .
Note that the space LXYB consists of maps of the form∑
x,y |xy〉〈xy|XY ⊗ΩB0→B1xy with each ΩB0→B1xy ∈ LB . KΦ is
a closed convex (compact) set in LXYB . Therefore, from the
separation theorem it follows that ΨXYB 6∈ KΦ if and only if
there exists a map ΛXYB ∈ LXYB such that
〈ΨXYB ,ΛXYB〉 > max
Θ∈SAB
〈1XY ⊗Θ [ΦXYA] ,ΛXYB〉 (95)
Alternatively, this can be expressed as follows. ΨXYB ∈ KΦ
if and only if for all ΛXYB ∈ LXYB
〈ΨXYB ,ΛXYB〉 6 max
Θ∈SAB
〈1XY ⊗Θ [ΦXYA] ,ΛXYB〉 .
(96)
We first show that (96) holds for all linear maps ΛXYB ∈
LXYB if and only if for all ΛXYB ∈ LXYB
max
Θ′∈SB˜B
〈
1XY ⊗Θ′
[
ΨXY B˜
]
,ΛXYB
〉
6 max
Θ∈SAB
〈
1XY ⊗Θ [ΦXYA] ,ΛXYB〉 .
Indeed, if (97) holds, then take Θ′ to be the identity su-
perchannel 1B so that (96) holds. Conversely, suppose (96)
holds for all maps ΛXYB ∈ LXYB , and let Θ′ be an optimal
superchannel in the LHS of (97). We then get
〈1XY ⊗Θ′
[
ΨXY B˜
]
,ΛXYB〉 = 〈ΨXY B˜ ,1XY ⊗Θ′∗ [ΛXYB]〉
6 max
Θ∈SAB
〈1XY ⊗Θ [ΦXYA] ,1XY ⊗Θ′∗ [ΛXYB]〉
= max
Θ∈SAB
〈1XY ⊗ (Θ′ ◦Θ) [ΦXYA] ,ΛXYB〉
6 max
Θ∈SAB
〈1XY ⊗Θ [ΦXYA] ,ΛXYB〉 ,
where for the first inequality we used (96), and for the second
inequality we used the fact that Θ′ ◦Θ is itself a superchannel
in SAB .
We now prove that it is sufficient to consider in (97) only
maps ΛXYB ∈ CXYB? ⊂ LXYB . From its definition ΛXYB ∈
CXYB? if and only if its Choi matrix is positive semidefinite
and has marginal
JXB0Λ = u
X ⊗ IB0 ,
(in particular, JB0Λ = I
B0 so that ΛXYB is trace preserving).
Now, if ΛXYB ∈ LXYB does not have this form, then set
TXB0 ≡ uX ⊗ IB0 − JXB0Λ and define Λ′XYB by its Choi
matrix
JXYBΛ′ ≡ (1−)uXYB1⊗IB0 +
(
JXYBΛ + T
XB0 ⊗ uY B1) ,
where  > 0 is small enough so that JXYBΛ′ > 0. Note also that
JXB0Λ′ = u
X ⊗ IB0 . Now, for any channel ΨXYB ∈ CXYB?
we have
〈ΨXYB ,Λ′XYB〉 =
(1− ) dB0
dXdY dB1
+ 〈ΨXYB ,ΛXYB〉+ Tr[T
XB0 ]
dX
A key observation is that except for the term 〈ΨXYB ,ΛXYB〉
on the RHS of the equation above, all the other terms are
independent of ΨXYB . Hence, equations (96) and (97) holds
for all maps ΛXYB ∈ LXYB if and only if they hold for all
CPTP maps Λ′XYB ∈ CXYB? .
With this form of ΛXYB we have〈
1XY ⊗Θ [ΦXYA],ΛXYB〉
=
1
d2X
dX∑
x=1
dY∑
y=1
〈
Θ
[
ΦAy|x
]
,ΛBy|x
〉
Expressing the inner product in terms of the Choi matrices
and using (10) we get〈
Θ
[
ΦAy|x
]
,ΛBy|x
〉
= Tr
[
JABΘ
((
JAΦy|x
)T
⊗ JBΛy|x
)]
= Tr
[(
JABΘ
)T (
JAΦy|x ⊗
(
JBΛy|x
)T)]
Denoting the CPTP map Λ˜XYB to be
JXYB
Λ˜
≡ 1
dX
dX∑
x=1
dY∑
y=1
|xy〉〈xy|XY ⊗
(
JBΛy|x
)T
,
we conclude that
max
Θ∈SAB
〈1XY ⊗Θ [ΦXYA] ,ΛXYB〉
= max
Θ∈SAB
1
d2X
dX∑
x=1
dY∑
y=1
Tr
[(
JABΘ
)T (
JAΦy|x ⊗ JBΛ˜y|x
)]
= max
Θ∈SAB
1
d2X
dX∑
x=1
dY∑
y=1
Tr
[
JABΘ J
AB
Φy|x⊗Λ˜y|x
]
=
1
dX
max
Θ∈SAB
Tr
[
JABΘ J
AB
Λ˜Φ
]
=
dB0
dX
2−H
ext
min(B|A)Λ˜Φ
(97)
where the last equality follows from (64), and
Λ˜ABΦ ≡
1
dX
dX∑
x=1
dY∑
y=1
ΦAy|x ⊗ Λ˜By|x (98)
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Hence, Eq.(97) is equivalent to
Hextmin(B|A)Λ˜Φ 6 Hextmin(B|B˜)Λ˜Ψ .
Since Λ˜XYB ∈ CXYB? if and only if ΛXYB ∈ CXYB? we can
remove the tilde from ΛXYB . This completes the proof. 
C. Comparison of channels with the extended conditional min-
entropy
The family of generalized divergences discussed earlier
(see also [49]), along with other methods to extend diver-
gences [25], provide only necessary conditions for the exis-
tence of a superchannel that converts one pair of channels to
another. We now focus on yet another family of channel diver-
gences that provides both necessary and sufficient conditions
for the existence of such a superchannel.
By taking the special case of dY = 1 in the Theorem 7
above we get the following corollary.
Corollary 1. For each j = 1, ..., n, let ΨAj ∈ CA and ΦBj ∈
CB be quantum channels, and let R denote a third system of
the same input and output dimensions as B. Then, there exists
a superchannel satisfying (87) for all j = 1, ..., n if and only
if for any set of n quantum channels ΛRj ∈ CR, the tripartite
quantum channel
ΛABR ≡ 1
n
n∑
j=1
ΨAj ⊗ ΦBj ⊗ ΛRj
satisfies
Hextmin(R|A)Λ 6 Hextmin(R|B)Λ .
Remark 6. In the case that n = 2, we can define for any two
channels ΛR1 and Λ
R
2 , the channel contraction (i.e. divergence)
as
CΛ(Ψ
A
1 ‖ΨA2 ) ≡ Hextmin(R|A)ΛAR ,
where
ΛAR ≡ 1
2
(
ΨA1 ⊗ ΛR1 + ΨA2 ⊗ ΛR2
)
.
The corollary above states that this family of divergences
{CΛ} provides both necessary and sufficient conditions
for (87) to hold in the case that n = 2.
D. Characterization with semidefinite programming
A caveat of the characterization of quantum majorization
with the extended conditional min-entropy is that it involves
an infinite number of conditions, and therefore it is not
practical for determining whether there exists a superchannel
that satisfies (88) or (87). Nonetheless, here we show that the
problems in (88) and (87) can be solved with semidefinite
programming (SDP).
From the proof of Theorem 7 it follows (see particu-
larly (96)) that ΨXYB ≺q ΦXYA if and only if the function
f(Φ,Ψ) ≡ min
ΛXYB∈CXYB?
max
Θ∈SAB
〈1XY ⊗Θ [ΦXYA]−ΨXYB ,ΛXYB〉 (99)
is not negative. We now show that the above optimization
problem is an SDP.
Recall that in (97) we showed that
max
Θ∈SAB
〈1XY ⊗Θ [ΦXYA] ,ΛXYB〉 = dB0
dX
2−H
ext
min(B|A)Λ˜Φ
where Λ˜AB is defined in (98). Combining the expression for
f(Φ,Ψ) with the definition in (62) for the extended conditional
min-entropy gives
f(Φ,Ψ) = min
{
Tr[γAB0 ]− Tr [JXYBΨ JXYBΛ ]}
subject to:
1 . γAB0 ⊗ IB1 > 1
dA0d
2
X
dX∑
x=1
dY∑
y=1
(
JAΦy|x
)T
⊗ JBΛy|x (100)
2 . γA0B0 = uA0 ⊗ γB0 (101)
3 . JXB0Λ = u
X ⊗ IB0 ; JXYBΛ > 0 (102)
where we absorbed the factor dB0dX into γ
AB0 . To bring
the above optimization to a canonical SDP form define the
following (real) vector spaces consisting of the direct sum of
three spaces:
V ≡ Bh(HAB0)⊕ Bh(HXYB)⊕ Bh(HAB) (103)
We denote the elements of V by
ξ ≡ (γAB0 , αXYB , ηAB) ∈ V ,
and set
µ ≡ (IAB0 ,−JXYBΨ , 0AB) ,
where 0AB is the zero matrix in Bh(HAB). The inner product
between elements in V is defined as the sum of the inner
products among the three components. We also define the
linear map T : V → Bh(HAB) by
T (ξ) = γAB0 ⊗ IB1
− TrXY
[((
JXYAΦ
)T ⊗ IB) (αXYB ⊗ IA)]− ηAB
Note that T is indeed linear, and (100) is equivalent to T (ξ)+
ηAB > 0 when we identify αXYB with JXYBΛ . Finally, set
Gx,k ≡ (0AB0 , |x〉〈x|X ⊗ |ψk〉〈ψk|B0 ⊗ IY B1 , 0AB) ∈ V ,
F` ≡
(
MA0B0` ⊗ IA1 , 0XYB , 0AB
)
∈ V,
where
{|ψk〉〈ψk|B0}d2B0k=1 is a pure state basis of Bh(HB0), and
{MA0B0` }
(d2A0
−1)d2B0
`=1 is a basis of the subspace of Bh(HA0B0)
consisting of all matrices with zero marginal on B0. Note
that (101) holds if and only if Tr[γA0B0MA0B0` ] = 0 for all
`, and similarly the first equality of (102) holds if and only if
Tr
[
JXB0Λ
(|x〉〈x|X ⊗ |ψk〉〈ψk|B0)] = 1/dX for all x and k.
Hence, with these notations we get
f(Φ,Ψ) = min Tr[ξµ]
subject to: for all x = 1, ..., dX , k = 1, ..., d2B0 , and ` =
1, ..., (d2A0 − 1)d2B0
T (ξ) = 0 ; Tr[ξGk,x] = 1
dX
; Tr [ξF`] = 0 ; ξ > 0
Finally, note that the condition T (ξ) = 0 can also be expressed
in terms of inner products. That is, let {Ej}dj=1 be a basis of
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Bh(HAB), and for each j = 1, ..., d, let Kj ≡ T ∗(Ej). Then,
with these notations, we can replace the condition T (ξ) = 0
above with
Tr[ξKj ] = 0 ∀ j = 1, ..., d .
We therefore obtained a canonical form of a SDP optimization
problem that can be plugged into standard packages such as
CVX. Note that the number of all the constraints is polynomial
in the dimensions.
E. An application to thermodynamics
Recall that if dA0 = dB0 = 1 then all the channels involved
in Theorems 7, and the semidefinite programming above, be-
come states and the extended conditional min-entropy reduces
to the standard conditional min-entropy of states. In this case,
the Theorem 7 above reduces to the state analog that was
proved in [14]. As was shown in [14], the state version of
the theorem above has many applications particularly in state
transformations of quantum resources theories of thermody-
namics and asymmetry. We expect that the theorem above will
also have applications in the simulation of channels in various
resource theories of quantum processes (see some very recent
work on the subject [22], [50], [23], [51]). We give here a
very brief discussion on one such application in the quantum
resource theory of athermality in thermodynamics.
In the resource theory of quantum thermodynamics the
Gibbs state, γ, is known to be the only free state of the model.
In this model, a replacement channel that outputs the Gibbs
state irrespective of the input state is a free channel. Denote
such a channel by ΠAγ ∈ CA; that is,
ΠAγ (ρ
A0) ≡ Tr [ρA0] γA1 ∀ ρA0 ∈ B(HA0) .
Now, consider a superchannel Θ : LA → LB in which system
A1 is associated with a Gibbs state γA1 and system B1 with
Gibbs state γB1 . Then, if Θ is a free superchannel it must
take the Gibbs channel of system A to the Gibbs channel of
system B. That is, it satisfies
Θ
[
ΠAγ
]
= ΠBγ .
We call such superchannels that preserve the Gibbs channel
Πγ , Gibbs preserving superchannels. In this case, Corollary 1
and Sec. V-D provide the necessary and sufficient conditions
that a given channel ΦB can be simulated by another channel
ΨA via Gibbs preserving superchannels. While Corollary 1
provides a complete family of athermality monotones (of
dynamical resources, i.e. channels) in terms of the extended
conditional min-entropy, Sec. V-D shows that the problem can
be solved efficiently with SDP. We leave the extensions of
these ideas to other, more physical models of thermodynamics
(e.g. channel simulations under thermal operations, etc), and
other resource theories, for future work.
VI. SUMMARY AND CONCLUSIONS
We discussed in this paper several different noise models
for superchannels, and used that to define entropy functions
for quantum channels. Our approach was axiomatic and mini-
malistic in nature, requiring the entropy function to be additive
and monotonic only under random unitary superchannels. As
an example, we found that the extended min-entropy is an
entropy function that is monotonic under a much larger set
of operations than the random unitary ones. We called these
operations doubly stochastic superchannels since they consist
of superchannels whose dual maps are also superchannels. We
gave doubly stochastic superchannels a physical interpretation
by showing that they have the property that they are com-
pletely uniformity preserving (see Sec. III-C).
We then introduced an extension to the conditional min-
entropy from bipartite states to bipartite channels. Given our
definition of an entropy of a channel, we were able to show
that the extended conditional min-entropy has many similar
properties to the ones of its state version (i.e. the conditional
min-entropy), including an operational interpretation in terms
of a guessing probability if one of the subsystems is classical.
The extended conditional min-entropy turned out to play
a key role in our extension of quantum majorization from
bipartite states to bipartite channels. Quantum majorization,
as defined originally in [14], is a pre-order for bipartite states
that can be viewed as a generalization of majorization. It has
applications to quantum resource theories, degradability of
channels, and quantum statistical comparisons. Here we ex-
tended this definition from bipartite states to bipartite channels.
A special case of this pre-order is the problem of comparison
of channels given in (87). In theorem 7 we showed that
quantum majorization for channels can be fully characterized
with a family of functions given in terms of the extended
conditional min-entropy. In particular, for the comparison
between two channels, Corollary 1 provides a complete set
of channel divergences that are both necessary and sufficient
to determine if (87) holds. We also showed that determining
whether one bipartite channel quantum majorizes another can
be solved efficiently with semidefinite programming.
We expect that the results and techniques used here will be
useful particularly in resource theories of quantum processes.
We gave an indication for that in Sec. V-E. Moreover, some of
the definitions given here can be extended further. For exam-
ple, it is straightforward to define the smoothed version of the
extended conditional min-entropy. Let ΨAB : B(HA0B0) →
B(HA1B1) be a bipartite quantum channel. The -extended
conditional min-entropy is defined by:
Hext,min (B|A)Ψ ≡ sup‖Φ−Ψ‖6
Hextmin(B|A)Φ ,
where the supremum is over all bipartite channels ΦAB that
are -close (in the diamond norm) to the channel ΨAB . With
this definition we can also define
Sext(B|A)Ψ ≡ lim
→0
lim
n→∞
1
n
Hext,min (B
n|An)Ψ⊗n
In [52] the asymptotic equipartition property was proved for
states. This means that the function above becomes the von-
Neumann conditional entropy whenever ΨAB is a replace-
ment map; i.e. for any input density matrix σA0B0 we have
ΨAB(σA0B0) = ρA1B1 , where ρA1B1 is a fixed output density
matrix. In this case,
Sext(B|A)Ψ = S(B1|A1)ρ ,
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where S(B1|A1)ρ is the conditional von-Neumann entropy.
We therefore expect that the above quantity will have an
interesting operational interpretation and leave its investigation
for future work.
APPENDIX A
STRONG DUALITY IN CONIC LINEAR PROGRAMMING
There were several places in the paper that we were using
the strong duality of SDP or conic linear programming. We
present here the strong duality relation as given in [53], and use
it in the following subsections to prove the various statements
made in the paper for its specific applications.
Let V1 and V2 be two (real) vector spaces (here will will
assume that they consists of Hermitian matrices) and let Γ :
V1 → V2 be a linear map. Let K1 ⊂ V1 and K2 ⊂ V2 be two
convex cones. Moreover, let H1 ∈ V1 and H2 ∈ V2 be two
(fixed) elements.
1) The Primal Problem:
Find α ≡ inf Tr [XH1]
Subject to Γ(X)−H2 ∈ K2 and
X ∈ K1 (104)
2) The Dual Problem:
Find β ≡ sup Tr [Y H2]
Subject to H1 − Γ∗(Y ) ∈ K∗1 and
Y ∈ K∗2 (105)
Here Γ∗ : V2 → V1 is the dual map of Γ, and K∗1 and K∗2 are
the dual cones, respectively, of K1 and K2.
Weak duality:
For any feasible plan X (i.e. X satisfies Γ(X)−H2 ∈ K2
and X ∈ K1) and a dual feasible plan Y (i.e. Y satisfies
H1 − Γ∗(Y ) ∈ K∗1 and Y ∈ K∗2), we have
Tr [XH1] > Tr [Y H2] and, in particular α > β.
Strong Duality:
1) Consider the cone K ⊂ V2 ⊕ R defined by
K ≡
{(
Γ(X)− Y , Tr[XH1]
)
: X ∈ K1 , Y ∈ K2
}
.
If K is closed in V2⊕R and there exists a primal feasible
plan then α = β. Moreover, if α > −∞ then there
exists a primal optimal plan (i.e. a feasible X such that
α = Tr[XH1]).
2) The Slater’s condition: Suppose that there is a primal
feasible plan X0 ∈ int (K1) such that Γ(X0) − H2 ∈
int (K2). Suppose also that there exists a primal optimal
plan. Then, there is no duality gap; i.e. α = β.
In our cases, the strong duality will always hold.
A. Proof of the Equivalence of (62) and (63)
Consider now the primal problem in (62):
min Tr[γAB0 ]
subject to: 1 . γAB0 ⊗ IB1 > ωAB
2 . γA0B0 = uA0 ⊗ γB0 (106)
We can identify it with the primal problem of the above conic
programming in which V1 ≡ Bh(HAB0), V2 ≡ Bh(HAB) ⊕
Bh(HA0B0), H1 ≡ IAB0 ∈ V1, H2 ≡ (ωAB , 0A0B0) ∈ V2,
K1 ≡ V1 (hence, K∗1 = {0AB0}), and
K2 ≡
{
(ηAB , 0A0B0) : ηAB > 0
} ⊂ V2
and Γ : V1 → V2 defined by: for all γAB0 ∈ V1
Γ(γAB0) ≡ (γAB0 ⊗ IB1 , γA0B0 − uA0 ⊗ γB0) .
With these identifications, we get that the problem is iden-
tical to (104). Hence, to get its dual, observe that K∗2 =
B+(HAB)⊕ Bh(HA0B0), and Γ∗ : V2 → V1 satisfies for any
(ηAB , ζA0B0) ∈ V2
Γ∗(ηAB , ζA0B0) = ηAB0 +
(
ζA0B0 − uA0 ⊗ ζB0)⊗ IA1
(107)
With these identifications at hand, we get that the dual problem
in (105) is given by:
max Tr
[
ηABωAB
]
Subject to IAB0 = ηAB0 +
(
ζA0B0 − uA0 ⊗ ζB0)⊗ IA1
ηAB > 0 ; ζA0B0 ∈ Bh(HA0B0) .
Finally, note that the condition
ηAB0 = IAB0 − (ζA0B0 − uA0 ⊗ ζB0)⊗ IA1 = ηA0B0 ⊗ uA1
where ηA0B0 = dA1
(
IA0B0 − ζA0B0 + uA0 ⊗ ζB0). Further-
more, ηB0 = dA0dA1I
B0 . Finally, denoting by αAB ≡
1
dA0
ηAB we conclude that the above dual problem can be
expressed as:
dA0 max Tr
[
αABωAB
]
Subject to αAB0 = αA0B0 ⊗ uA1
αAB > 0 ; αB0 = dA1IB0 .
This expression is equivalent to (63).
APPENDIX B
OPERATIONAL INTERPRETATION OF Hextmin (B|A)Ω IN THE
CASE THAT ONLY SYSTEM B1 IS CLASSICAL
Since system B1 is classical, for all ρA0B0 ∈ B(HA0B0)
ΩA0B0→A1B1(ρA0B0) =
dB1∑
x=1
ΩA0B0→A1x (ρ
A0B0)⊗ |x〉〈x|B1 ,
where {ΩA0B0→A1x } form a quantum instrument, and the Choi
matrix of ΩAB can be expressed as:
ωAB =
dB1∑
x=1
ωAB0x ⊗ |x〉〈x|B1 ,
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with
ωAB0x =
1
dA0dB0
idA0B0 ⊗ ΩA˜0B˜0→A1x
(
φA0A˜0+ ⊗ φB0B˜0+
)
(108)
Consequently, from (63), with ωAB as above and αAB ≡∑dB1
x=1 α
AB0
x ⊗ |x〉〈x|B1 , we get
2−H
ext
min(B|A)Ω = dA0 max
dB1∑
x=1
Tr[αAB0x ω
AB0
x ]
subject to:
dB1∑
x=1
αAB0x = η
A0B0 ⊗ IA1 , ηB0 = IB0
αAB0x > 0 ∀ x ∈ {1, ..., dB1} (109)
where we denoted by
ηA0B0 ≡ 1
dA1
dB1∑
x=1
αA0B0x .
Note that we can assume w.l.o.g. that ηA0B0 is full rank.
Hence, we can define the following POVM on system AB0:
PAB0x ≡
((
ηA0B0
)− 12 ⊗ IA1)αAB0x ((ηA0B0)− 12 ⊗ IA1)
Note that PAB0x > 0 and
∑
x P
AB0
x = I
AB0 . With this
notation
dA0
dB1∑
x=1
Tr[αAB0x ω
AB0
x ] = dA0
dB1∑
x=1
Tr
[
PAB0x
(√
ηA0B0 ⊗ IA1
)
ωAB0x
(√
ηA0B0 ⊗ IA1
)]
=
dB1∑
x=1
Tr
[
PAB0x
(
idA0B0 ⊗ ΩA˜0B˜0→A1x
(
|η〉〈η|A0B0A˜0B˜0
))]
(110)
where we used (108), and the state |η〉A0B0A˜0B˜0 is the
purification of the normalized state 1dB0 η
A0B0 . That is,
|η〉A0B0A˜0B˜0 ≡ 1√
dB0
(√
ηA0B0 ⊗ IA˜0B˜0
)
|φA0A˜0+ 〉|φB0B˜0+ 〉 .
We therefore conclude that
2−H
ext
min(B|A)Ω = max
dB1∑
x=1
Tr
[
PAB0x
(
idA0B0 ⊗ ΩA˜0B˜0→A1x
(
|η〉〈η|A0B0A˜0B˜0
))]
subject to: TrA0A˜0B˜0
[
|η〉〈η|A0B0A˜0B˜0
]
= uB0
PAB0x > 0 ∀ x = 1, ..., dB1 (111)
Note that we can think of system B0 above in Alice’s system.
Denoting it by A2 (hence dA2 = dB0 ), and expressing
|η〉〈η|A0A2A˜0B˜0 = idA2 ⊗ VA˜2→A0A˜0B˜0
(
1
dA2
φA2A˜2+
)
with VA˜2→A0A˜0B˜0 is an isometry, we get
2−H
ext
min(B|A)Ω = max
dB1∑
x=1
Tr
[
PA0A1A2x
(
idA0A2 ⊗ ΩA˜0B˜0→A1x
)
◦
(
idA2 ⊗ VA˜2→A0A˜0B˜0
)(
φA2A˜2+ /dA2
) ]
(112)
Subject to: VA˜2→A0A˜0B˜0 being an isometry, and PA0A1A2x > 0
for all x = 1, ..., dB1 . This optimization problem is illustrated
in Fig. 6.
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