Abstract. One major challenge for face recognition techniques is the difficulty of collecting image samples. More samples usually mean better results but also more effort, time, and thus money. Unfortunately, many current face recognition techniques rely heavily on the large size and representativeness of the training sets, and most methods suffer degraded performance or fail to work if there is only one training sample per person available. This so-called "Single Sample per Person" (SSP) situation is common in face recognition. To resolve this problem, we propose a novel approach based on a combination of Gabor Filter, Local Binary Pattern and Whitened PCA (LGBPWP). The new LGBPWP method has been successfully implemented and evaluated through experiments on 3000+ FERET frontal face images of 1196 subjects. The results show the advantages of our method -it has achieved the best results on the FERET database. The established recognition rates are 98.1%, 98.9%, 83.8% and 81.6% on the fb, fc, dup I, and dup II probes, respectively, using only one training sample per person.
Introduction
Face recognition is the identification of individuals from a database of labeled face images. The applications of face recognition can be found in surveillance and security, telecommunication, and smart environments [1] . The biggest challenge of face recognition comes from the numerous variations between images of the same face, such as changes in facial expression, illumination, aging or facial accessories. A robust face recognition system should recognize a face regardless of these intrapersonal facial variations [2] .
Discriminating analysis based methods [3, 4] have been widely used to suppress intrapersonal variations. This involves a projection into a subspace whose within-class scatter is small and the between-class scatter is large. A drawback of these methods is that they require large and representative training samples to guarantee generalization. However, many face recognition tasks, such as airport security and law enforcement applications, can only offer small sized training samples. Consequently, discriminant analysis tends to over-fit the training data, and fail on future trials using novel (unseen) test data.
Recently, the local binary patterns (LBP) operator has been successfully used for face detection and recognition. LBP encodes both local and global information by a histogram [5] . Facial feature extracted by the LBP operator is robust to illumination variations because the LBP features are invariant to monotonic gray-scale changes. However, under varying lighting and aging effects, LBP performance is still not satisfactory [6] .
Gabor based face representation is robust to illumination variations and efficient to describe local image features as multi-resolution histograms [7, 8] . The combination of Gabor wavelets with LBP operator has been proposed to represent a face image to obtain robust feature against facial variations [9, 10, 11] . The combined operator is called Local Gabor Binary Patterns (LGBP) operator. Experimental results have demonstrated that the performance of face recognition with LGBP is superior to both of LBP-based approach and Gabor-based approach [9, 10, 11] .
However, face representation with LGBP is high dimensional due to the multiple Gabor transformations of the LGBP operator [9] . Hence, further dimension reduction is necessary. There are two major categories of methods for dimension reduction: feature selection and feature transformation.
In this paper we introduce a robust face recognition scheme using a single image per person without using discriminant analysis. This scheme has three components: Gabor Filter, Local Binary Pattern (LBP) and Whitened PCA. Gabor and LBP have proven to have very powerful features that complement each other [11] while Standard PCA with whitening can effectively suppress the intrapersonal variation [12] . We combine these components in a novel way to solves the SSP problem.
2 Local Gabor Binary Pattern Whitened PCA Scheme
Face Representation
The representation approach based on a combination of Gabor Filters and Local Binary Patterns is illustrated in Figure 1 on page 271 [9] . A face image is modeled as a histogram sequence by the following steps:
(1) An input face image is normalized and transformed to obtain multiple Gabor Magnitude Images (GMIs) in frequency domain by applying multi-scale and multi-orientation Gabor filters;
(2) Each GMI is converted to Local Gabor Binary Pattern (LGBP) map; (3) Each LGBP Map is further divided into non-overlapping rectangle regions with specific size, and histogram is computed for each region; and (4) The LGBP histograms of all the LGBP Maps are concatenated to form the final histogram sequence as the face representation.
These 4 steps will be described in detail in the following sub-sections. Gabor Magnitude Image. Gabor filters most commonly used in face recognition have the form:
where µ and ν define the orientation and scale of the Gabor kernels, z = (x, y), . denotes the norm operator, and the wave vector k µ,ν = k ν e iφµ , where
ν and φ µ = πµ/8. k max is the maximum frequency, λ is the spacing factor between filters in the frequency domain.
The Gabor representation of a face image is derived by convolving the face image with the Gabor filters. Let f (x, y) be the face image, its convolution with a Gabor filter ψ µ,ν (z) is defined as follows
where * denotes the convolution operator. Five scales ν ∈ {0, · · · , 4} and eight orientations µ ∈ {0, · · · , 7} Gabor filters are used. Convolving the image with each of the 40 Gabor filters can then generate the Gabor features. For each Gabor filter, one magnitude value will be computed at each pixel position, which will totally result in 40 Gabor Magnitude Images (GMIs).
Local Gabor Binary Pattern (LGBP).
In order to further enhance the information in the Gabor Magnitude Images, we encode the magnitude values with LBP operator. The original LBP operator [13] labels the pixels of an image by thresholding the 3x3 neighborhood of each pixel f p (p = 0, 1, . . . , 7) with the center value f c , as shown in Figure 2 on page 272.
Then, by assigning a binomial factor 2 p to each S(f p − f c ), the LBP pattern at the pixel is LGBP denotes the LBP operates on GMI. We denote the transform result at position (x, y) of (µ, ν) -GMI as G lgbp (x, y, µ, ν), which composes the (µ, ν)-LGBP Map.
LGBP Histogram Sequence. The histogram h of an image f (x, y) with gray levels in the range [0, L-1] could be defined as
where i is the i-th gray level, h i is the number of pixels in the image with gray level i and
Assume each LGBP Map is divided into m regions R o , R 1 , . . . , R m−1 . The histogram of r-th region of the specific LGBP Map (from (µ, ν)-GMI) is computed by
where
Finally, all the histogram pieces computed from the regions of all the 40 LGBP Map are concatenated to a histogram sequence, R, as the final face representation
To solve the high dimensional problem of LGBP representation, we will discuss feature selection and feature transformation methods in the next section.
Whitened PCA
Standard PCA. A classical technique for dimensionality reduction, particularly in face recognition, is principle component analysis (PCA). In order to produce a compact representation, the feature vector is projected into a lower dimensional feature space found by principle components analysis
The input vectors are first transformed by subtracting the mean: Φ i = x i − m. The principal components of the training data set are given by the eigenvectors of its covariance matrix =
In practice, only M (M < n − 1) eigenvectors having the largest eigenvalues (and, hence, the largest variance in the data set) are kept empirically to form the projection matrix W P CA .
PCA technique is optimal in maximizing the scatter of all the projected training samples, meaning PCA maximizes both intrinsic difference and intrapersonal variations in the training set. However, the latter is not useful for classification purposes. This problem is resolved using the LGBPWP scheme with the whitening process.
Whitening Process. PCA has two obvious shortcomings: (1) the leading eigenvectors encode mostly illumination and expression, rather than discriminating information [14] ; and (2) Mean-Square-Error (MSE) principle underlying PCA favours low frequencies [15, 16, 17] and thus loses the discriminating information contained in the high frequency components. The whitening process normalizing the PCA based feature can directly counteract these disadvantages. Specifically, the PCA based feature, u is subjected to the whitening transformation and yields yet another feature set w:
The integrated projection matrix Λ −1/2 M W P CA treats variance along all principal component axes as equally significant by weighting components corresponding to smaller eigenvalues more heavily and is arguably appropriate for discrimination. Consequently, the negative influences of the leading eigenvectors are reduced while the discriminating details encoded in trailing eigenvectors are enhanced [12] .
Feature Selection
Although LGBP features are very robust, they also cause the 'curse of dimensionality' problem [9, 18] which can be solved by feature selection techniques. Feature selection algorithms such as Adaboost have been very effective [19, 20, 21] . Unfortunately, these techniques cannot be used in this situation because of the SSP assumption, or only one sample per person. Instead, we propose a simple but efficient selection method based on feature variance. Features are ranked based on their variance and highly variant features are selected. These features contain very useful information for classification but they also contain strong intrapersonal variation. This selection method is efficient because when used together with whitened PCA, the intrapersonal variation can be suppressed [12] . Selected features are visualized in Figure 3 on page 274. The gray level represents the number of selected features within each block. As can be expected, the selected features focus on discriminative areas such as eyes, eyebrows, mouth, and nose. 
Face Recognition
The original feature vector of the face image is first calculated as detailed in Section 2.1, and the low dimensional LGBPHS-based feature vector, w, is derived using (9) . Let m 0 k , k = 1, 2, . . . , L, be the prototype, the mean of training samples, for class ω k in the feature space. The LGBPWP method applies the nearest neighbor (to the mean) rule for classification using similarity measure δ δ(w, m
The image feature vector, w, is classified as belonging to the class of the closest mean, m 0 k , using the similarity measure δ. Note that when the novel variation, unseen in the training set, is projected onto the feature space, most energy of it will distribute over all the eigenvectors. This is because such variations are somewhat independent of the variance retained by the feature space. In other words, novel variation, projected into the feature space, is incline to evenly affect the projected scale on each component, and thus take more effect on the L1 and L2 distance rather than the vector angle [12] . Therefore, the cosine similarity measure, δ CSM , which is invariant to change in scale, is employed to perform nearest neighbor search in the feature space for face recognition.
In the following section we will use experiments on the FERET database to back our claim that the LGBPWP method is robust for face recognition.
Experimental Evaluations
A large scale data set from The FacE REcognition Technology (FERET) database is used to assess the effectiveness and robustness of the new LGBPWP method on the face recognition task. This is a standard test for face recognition technologies [22] . The FERET facial database displays diversity across gender, ethnicity, and age. To obtain a strong and precise assessment of performance, the LGBPWP algorithm is evaluated against different categories of images due to varying lighting, expression, and acquisition time.
Implementation Parameters
In the preprocessing stage, firstly, face images are all cropped and resized to 128x128 pixels, and aligned using the locations of two eyes given in FERET database. Then histogram equalization is applied to reduce the illumination effect. Finally, all faces are normalized to zero mean and unit variance.
In the feature extraction stage, the window size of the local region will affect recognition performance. In order to keep more spatial information, in our experiments we empirically choose a small window size of 8x8 pixels. In order to reduce the dimension of LGBP features, we only use uniform local binary patterns [23] . As a result, the number of LGBP features is 40*(128/8)*(128/8)*59=604,160.
In the feature selection stage, top 25000 variance features, which is much fewer than the original number of features, are selected to feed to Whitened PCA for classification.
All images from the gallery in FERET database are used for PCA training.
Variance-Based versus Random Feature Selection
Intuitively, variance-based feature selection is efficient because highly variant features contain strong discriminant information. However, these features may also contain intrapersonal variation which is not good for recognition. Luckily, whitened PCA tends to suppress the intrapersonal variations. To demonstrate the effectiveness of the variance-based feature selection, we compare it with random feature selection method (LGBPRWP). As the rank curves in Figure 4 on page 275 show, the variance-based method gains much better performance. Recently, patch-based and ensemble-based approaches [24] have gained a huge success in terms of recognition performance compared to traditional holistic approaches. However, in the case of LGBPWP, there is no clear difference between patch-based approach and holistic approach. Moreover, the holistic LGBPWP LGBPWP. They are different in terms of patch sizes. As shown in Figure 5 on page 276, the first implementation contains 16 32x32 patches and the second one contains 4 32x128 patches. Rank curves in Figure 4 on page 275 clearly supports our judgement.
Results
In Table 1 on page 276, the rank-1 recognition rates of different algorithms on the FERET probe sets are listed for comparative purpose. As shown in the table, LGBPWP achieves similar results to top algorithms on fb and fc probe sets and a margin about 5% better than the second best algorithm on dup I and dup II probe sets. 
Conclusion and Discussion
In order to solve the problem of insufficient training data, a new face recognition scheme is proposed that uses single image per person without the need for discriminant analysis. The three major components of the proposed method are Gabor Filter, Local Binary Pattern (LBP) and Whitened PCA. The way these three techniques are combined forms a novel approach to solve the SSP problem. Gabor-based features and LBP-based features have proven to be very robust and complementary to each other while standard PCA with whitening can suppress intrapersonal variations very well. Variance-based feature selection is has also proven to be a very efficient when combined with whitened PCA. The results validated the arguments in this paper with the recognition rates of 98.1%, 98.9%, 83.8% and 81.6% on the fb, fc, dup I, and dup II probe using only one training image per person.
