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Introduction
The main goal of this thesis is to give a full characterization of those modular forms on the
paramodular group Γ+3 of level 3 that are Maaß lifts and Borcherds lifts at the same time.
In the 19th century, the theory of elliptic modular forms was developed first byR. Dedekind,
G. Eisenstein, F. Klein and H. Poincaré. Later, in the first half of the 20th century,
the theory was extended by E. Hecke. He introduced an operator on elliptic modular
forms—nowadays known as the Hecke operator—that preserves cusp forms. At the same
time, C. L. Siegel established the theory of multidimensional modular forms. Inspired by
work of B. Riemann, he examined the symplectic group operating on the (Siegel) upper
half-space. Using this operation, he developed an analogous theory of modular forms as the
one on elliptic modular forms.
A special class of automorphic forms, the Jacobi forms, were studied systematically by M.
Eichler and D. Zagier in their book [EZ] for the first time in 1985. These forms are of
special interest to this thesis as they will act as input function for the two lifts which are
considered here. In 1979, H. Maaß observed that there are Siegel modular forms of degree
2 whose Fourier coefficients fulfill certain relations. These functions form the so-called “Maaß
Spezialschar”. Moreover, he developed a method to construct these modular forms by using a
special type of Hecke operator on Jacobi forms. V. Gritsenko and V. Nikulin generalized
this lift in their paper [GN] in 1996. They extended the Maaß lift in a way such that one
obtains not only Siegel modular forms but also modular forms on the paramodular group.
In particular, for the modular forms constructed by this generalized Maaß lift, characters
can occur.
In 1995, R. Borcherds introduced another method to construct modular forms. His lift
uses weakly Jacobi forms as input functions and gives us modular forms in their infinite
product expansion.
The question if a modular form is a Maaß lift and a Borcherds lift at the same time has hardly
been examined until now. As we will see, these two lifts differ a lot in their properties. The
Maaß lift is an additive lift that yields a Fourier expansion. Moreover, we obtain a certain
relation among the Fourier coefficients. In contrast, the Borcherds lift yields an infinite
product expansion of the modular form. Thus, it is multiplicative and we can determine the
divisors of a Borcherds lift quite easily. While the character of a Maaß lift is induced by the
character of its input function, the character of a Borcherds lift is determined by the Fourier
coefficients of its input function. By construction, we already know certain properties of a
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modular form obtained by a Maaß lift or a Borcherds lift. But these properties differ a lot
in structure, which makes it difficult to compare these two lifts.
V. Gritsenko and V. Nikulin gave a few examples of functions being both, Maaß lift
and Borcherds lift, at the same time. A first systematical approach to this question can
be found in [HM3]. B. Heim and A. Murase examined this question in view of Siegel
modular forms of degree 2 without character. They found out that—up to a constant—the
only simultaneous lift on that space is the well-known Igusa function, a cusp form of weight
10.
In answering that same question for the paramodular group Γ+3 of level 3, our first approach
was to use an analogous proof to the one presented in [HM3]. It turned out that this is not
possible since the proof given in this paper uses quite detailed knowledge of elliptic modular
forms and Jacobi forms of index 1. The corresponding information in the paramodular case
is not yet available. Therefore, a new proof was developed. We will present this proof
in examining the question of simultaneous lifts for Siegel modular forms of degree 2 with
character. Afterwards, the same line of argument will be used for the paramodular case of
level 3.
We give a short description of each chapter in this thesis. In chapter 1, we introduce the
notation. Here, we place emphasis on the different matrix groups that appear throughout
this thesis. Afterwards, we introduce basic concepts such as modular forms and Jacobi forms,
multiplier systems and characters. Furthermore, we recall the Hecke operator Tn on elliptic
modular forms and give a few statements on eigenforms under this operator. Finally, we
define the Hecke operator V` on Jacobi forms.
The second chapter deals with Borcherds lifts. After presenting the construction of a
Borcherds lift, we go into more detail on Borcherds lifts on Γ+3 . In doing so, we deter-
mine all possible divisors. An analysis of the obstruction space for the input functions gives
us the possibility to construct Borcherds lifts having any possible divisor. Thus, we construct
Borcherds lifts Fd which have exactly the divisor Hd. Afterwards, we analyse these Fd more
detailed and give statements on properties such as the weight and the order and on being
cuspidal.
In chapter 3, we start by introducing a Hecke operator on Jacobi forms. Moreover, we
introduce a differential operator which was also examined in [EZ, §3]. This operator can be
applied to Jacobi forms and, more general, to modular forms and is directly connected to the
coefficients of a Taylor expansion around z = 0 of the automorphic form. We examine the
behaviour of this differential operator when interchanging with the classical Hecke operator
T` on elliptic modular forms or V` on Jacobi forms, respectively. In the second section of
that chapter, we use the Hecke operator considered in the first part of the chapter in order
to introduce the generalized Maaß lift.
The last chapter starts with treating the Siegel case. We present the new developed proof
in order to show that there is exactly one Siegel modular form of degree 2 with character
that is Maaß lift and Borcherds lift at the same time. This function is the well-known Igusa
function of weight 5. The second section is used to prepare the proof for the paramodular
ii
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setting. We determine the set of possible input functions for the Maaß lift. Moreover, we
examine the Witt-operator W3 on Borcherds lifts more deeply. In this context, we also use
modular polynomials to obtain a representation of W3(G), for a Borcherds lift G on Γ+3 ,
which will be useful within the proof. Finally, a list of candidates for simultaneous lifts on
the paramodular group of level 3 is set up. The last part of chapter 4 then delivers the
desired result. We show that each of the candidates worked out in the second section is
a simultaneous lift. This is done in a similar manner as in the Siegel case. Moreover, we
will argue that the list given beforehand is complete. Thus, a complete characterization of
modular forms on the paramodular group Γ+3 being Maaß lift and Borcherds lift at the same
time is given.
At this point, I would like to thank my supervisors Prof. A. Krieg and Prof. B. Heim for the
interesting topic and their support while working on this thesis. Moreover, I want to thank
them for giving me the opportunity to stay at GUtech in Oman several times. This was a
great experience that I don’t want to miss.
In writing this thesis, I was scholarship student in the DFG research training group “Ex-
perimental and constructive algebra". To mention only one out of many, I want to thank
Prof. G. Nebe for the nice working atmosphere and the interesting activities of the research
training group.
I thank my colleagues at Lehrstuhl A für Mathematik for the pleasant working atmosphere.
In particular, Alex, Cornelia, Dominic and Laura, who made the work more enjoyable and
supported me in working on my thesis this way. Furthermore, I thank all colleagues joining
the weekly Teestunde for many interesting conversations on and beyond math.
Last but not least, I want to thank my family and friends for their support and encouragement
during the whole time as PhD student. In particular, I want to mention Ingrid, Uta, Arne
and Torge; thank you for always being there for me.
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Chapter 1
Notation and Basic Concepts
In this chapter, we will introduce the notation. Beside stating the usual notation, we will
fix the notation for certain matrices and abbreviations which will be used throughout this
thesis.
Furthermore, the most important concepts used in this thesis will be presented. These
include certain matrix groups like the symplectic group and the paramodular group, as well
as the concept of modular forms as these are the functions we want to deal with in this thesis.
In doing so, we will concentrate on modular forms having multiplier systems or characters.
Moreover, Jacobi forms, which are a special form of automorphic functions, are introduced.
As a last step, we introduce two types of Hecke operators. These operators are well-known in
the theory of modular forms but we want to stress our attention on applying these operators
to modular forms having multiplier systems or characters.
1.1 Notation
We denote by N the set of positive integers, by N0 the set of non-negative integers, by Z
the ring of integers and by Q, R and C the field of rational, real and complex numbers,
respectively. The imaginary unit in C will be denoted by i. We use Sym(n,R) for the set of
symmetric n×n-matrices over R. For a matrix T ∈ Sym(n,R), we write T > 0 (T ≥ 0) if T
is positive definite (positive semi-definite). We call T = (tij) ∈ Sym(n,Z) an even matrix if
and only if tjj ∈ 2Z for all 1 ≤ j ≤ n. The set of even matrices of size n ∈ N is denoted by
Λn := {T ∈ Sym(n,Z); T even} .
For n ∈ N we define the Siegel upper half-space of degree n by
Hn := {X + iY ; X,Y ∈ Sym(n,R), Y > 0} .
Hence, H1 is the upper half-space in C. In the definition above, we call X = Re(Z) the
real part of an element Z ∈ Hn and Y = Im(Z) the imaginary part. An element Z ∈ H2
will usually be written as Z = ( τ zz ω ), where τ , ω ∈ H1 and z ∈ C. Moreover, we use the
abbreviations q := exp(2piiτ), r := exp(2piiz) and s := exp(2piiω).
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For a unital ring R and n ∈ N, let GL(n,R) be the set of all invertible n× n matrices over
R. Furthermore, we consider the special linear group over Z:
SL(2,Z) := {M ∈ GL(2,Z); det(M) = 1} .
En will always denote the n× n identity matrix for n ∈ N. We will omit the index n if the
size of En is obvious. For a matrix M of size 2n× 2n, we will usually use the block notation
M =
(
A B
C D
)
where A,B,C,D are n× n matrices. The trace of a matrix M will be denoted
by tr(M).
1.2 Matrix Groups
There are several matrix groups which operate on the Siegel upper half-space. We will use
some of them throughout this thesis. The most important one is the symplectic group:
(1.1) Definition
Let R be a unital ring and n ∈ N. The symplectic group of degree n over R is defined by
Sp(n,R) :=
{
M ∈ R2n×2n; M tJM = J}
where J =
(
0 −En
En 0
)
.
If R = Z in the definition above, we call Sp(n,Z) the Siegel modular group of degree n. We
want to mention an important subgroup of the Siegel modular group, namely the (parabolic)
subgroup:
Γ∞ :=


∗ 0 ∗ ∗
∗ ∗ ∗ ∗
∗ 0 ∗ ∗
0 0 0 ∗
 ∈ Sp(2,Z)
 . (1.1)
For t ∈ N we define the paramodular group of level t by
Γt :=


∗ ∗t ∗ ∗
∗ ∗ ∗ ∗t−1
∗ ∗t ∗ ∗
∗t ∗t ∗t ∗
 ∈ Sp(2,Q); ∗ ∈ Z
 . (1.2)
(1.2) Remark
(i) One can show that
Γ∞/{±E4} ∼= SL(2,Z)nH(Z) (1.3)
where H(Z) is the integral Heisenberg group over Z. We call
ΓJ := Γ∞/{±E4}
the Jacobi group.
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In the following, we will make use of the embedding [. . . ] of H(Z)
H(Z) ∼=
[u, v;w] =

1 0 0 v
u 1 v w
0 0 1 −u
0 0 0 1
 ; u, v, w ∈ Z
 .
There exists a unique character on H(Z) having order 2:
νH([u, v;w]) = (−1)u+v+uv+w.
(ii) We define an extension of the paramodular group via
Γ+t := Γt ∪ ΓtVt with Vt =
1√
t

0 t 0 0
1 0 0 0
0 0 0 1
0 0 t 0
 . (1.4)
This is an extension of degree 2 for t > 1. Hence, it is a normal extension. Moreover,
if t is prime the extension is maximal discrete.
(iii) There exists an embedding ×t of SL(2,Z)× SL(2,Z) into Γt, t ∈ N:
(
a b
c d
)
×t
(
α β
γ δ
)
=

a 0 b 0
0 α 0 β/t
c 0 d 0
0 tγ 0 δ
 for
(
a b
c d
)
,
(
α β
γ δ
)
∈ SL(2,Z). (1.5)
1.3 Modular Forms and Jacobi Forms
In the following section, we will use the matrix groups introduced above to define modular
forms and Jacobi forms. These are functions on the complex numbers that show well-defined
properties in the interplay with symplectic matrices operating on the Siegel upper half-space.
To describe this interplay more exactly, we introduce the following notation:
M 〈Z〉 = (AZ +B)(CZ +D)−1 for Z ∈ Hn, n ∈ N, and M =
(
A B
C D
)
∈ Sp(n,R). (1.6)
As a general reference for the first part of this section, we recommend [Fre, chapter VII] or
[Kli]. The operation given above now leads us to the definition of the slash operator:
(1.3) Definition
Let n ∈ N, f : Hn → C, k ∈ Z and M ∈ Sp(n,R). The Petersson slash operator is defined
by
(f |k M) (Z) = det(CZ +D)−kf(M 〈Z〉) for Z ∈ Hn.
3
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As a next step, we introduce multiplier systems. For this purpose, we need to fix a branch
of the complex logarithm
log (det (CZ +D)) , M ∈ Sp(n,R), Z ∈ Hn.
This is done by choosing the principal value log (det (C(iEn) +D)). Furthermore, we set
(det (CZ +D))r := exp (r log (det (CZ +D)))
which is a holomorphic function on Hn for every r ∈ C.
(1.4) Definition
Let Γ be a subgroup of Sp(n,R). An automorphic factor w.r.t. Γ is a function
j : Γ×Hn → C∗, M × Z 7→ j(M,Z)
which is holomorphic for every M ∈ Γ and which satisfies
j(M1M2, Z) = j(M1,M2 〈Z〉) · j(M2, Z) for all M1,M2 ∈ Γ.
A map ν : Γ→ C∗ is called multiplier system of weight r ∈ C , if
ν(M) (det(CZ +D))r
is an automorphic factor.
Using these definitions, we will now introduce modular forms. This is done in a quite general
setting, as we want to apply the definition to different matrix groups later on.
(1.5) Definition
(i) Let k ∈ 12Z, n ∈ N and R be a unital subring of R. Let ν : Sp(n,R)→ C be a multiplier
system on Sp(n,R). A holomorphic function f : Hn → C is called a modular form of
weight k with respect to Sp(n,R) and ν if
(f |k M) (Z) = ν(M)f(Z) for all M ∈ Sp(n,R), Z ∈ Hn.
In the case n = 1, f shall be bounded in {τ ∈ H1; Im(τ) ≥ y0} for any y0 > 0.
The set of modular forms of weight k w.r.t. Sp(n,R) and character ν is denoted by
Mk (Sp(n,R), ν).
(ii) In the special case R = Z, these forms are called Siegel modular forms.
By applying the matrix T =
(
E S
0 E
)
, S ∈ Sym(n,Z), to the condition in (1.5)(i), it is easy
to see that a modular form f ∈ Mk (Sp(n,R), ν) is periodic on Hn. Hence, there exists a
Fourier expansion of the form
f(Z) =
∑
T∈αΛn,T≥0
af (T )e
pii tr(TZ) (1.7)
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where α has to be specified depending on the matrix group Sp(n,R) and the character ν.
If in the Fourier expansion af (T ) 6= 0 implies T > 0, then we call f a cusp form . The set
of cusp forms is denoted by Sk (Sp(n,R), ν).
We will give an example of a modular form which will play an important role throughout
this thesis.
(1.6) Example
Let τ ∈ H1. We consider the Dedekind eta-function
η(τ) = q
1
24
∞∏
n=1
(1− qn) .
This function satisfies the functional equation
η
(
aτ + b
cτ + d
)
= νη(M)(cτ + d)
1
2 η(τ), M =
(
a b
c d
)
∈ SL(2,Z)
where νη(M) is a 24th root of unity. Hence, η is a modular form of weight 12 w.r.t. SL(2,Z)
and νη. If a ∈ Z is even then νaη is an abelian character on SL(2,Z). It is given by:
νaη (M) =
{
exp
(
2piia
24
(
(a+ d)c− bd(c2 − 1)− 3c)) , if c ≡ 1 (mod 2)
exp
(
2piia
24
(
(a+ d)c− bd(c2 − 1) + 3(d− cd− 1))) , if d ≡ 1 (mod 2). (1.8)
By now, we got to know two multiplier systems, namely νη and νH . The following remark
shows us that these two multiplier systems can be used to describe all abelian characters
on Γ+3 . As we want to consider modular forms w.r.t. Γ
+
3 later on in this thesis, it is of
importance to get an overview of all possible characters that can occur in this context.
(1.7) Remark
From (1.2)(i), we know that all multiplier systems in Γ∞ are of the form νaη×νbH , a ∈ Z/24Z,
b ∈ Z/2Z. A multiplier system of that type factors over SL(2,Z) n H(Z) if and only if a
is even. The abelian characters on Γ3 can be obtained by lifting the characters ν
4j
η × νjH ,
j ∈ Z/6Z, from Γ∞ to Γ3 (cp. [Der, §3]). Hence, all abelian characters on Γ3 are generated
by the lifting of the characters ν8η × 1H of order 3 and ν12η × νH of order 2. Furthermore, we
define the character χ on the extension of Γ3:
χ(M) =
{
−1, if M = V3
1, if M ∈ Γ3.
(1.9)
These three characters generate all abelian characters on Γ+3 .
In the following, if we speak of a character on Γ+3 , we usually mean the lifted character of
an abelian character generated by ν8η × 1H , ν12η × νH and χ (by abuse of notation we may
use νDη × νεH , D ∈ N, ε ∈ {0, 1}, to denote a character on Γ+3 ).
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In the last section, we introduced an embedding ×3 on Γ3 (cp. formula (1.5)). Using this
embedding, we introduce the induced character, namely, for a character ν : Γ+3 → C we
define
ν˜ : SL(2,Z)→ C, ν˜(M) := ν(M ×3 E2).
This gives us an abelian character on SL(2,Z).
(1.8) Corollary
Let k ∈ Z, ν be a character on Γ+3 and f ∈Mk(Γ+3 , ν). We define the Witt-operator W3 by
W3(f)(τ, ω) := f
(
τ 0
0 13ω
)
.
Then W3(f) ∈Mk(SL(2,Z)× SL(2,Z), ν˜), i.e. W3(f) is an elliptic modular form of weight
k in each of the two variables separately. Moreover, from the transformation of f under V3
we obtain
W3(f)(ω, τ) = ν(V3)(−1)kW3(f)(τ, ω).
As a next step, we will now introduce Jacobi forms. These forms were first examined by M.
Eichler and D. Zagier in 1985 (cp. [EZ]). They play an important role regarding to the
theory of modular forms. In our case, Jacobi forms will serve as input functions for the lifts
which we want to examine later on.
(1.9) Definition
Let k, m ∈ 12N0 and ν be a multiplier system on Γ∞. A holomorphic function φ : H1 × C→ C
is called Jacobi form of weight k and index m with multiplier system ν if and only if its
associated function
φ˜ : H2 → C, φ˜(Z) = φ(τ, z)e2piimω
satisfies (
φ˜ |k M
)
(Z) = ν(M)φ˜(Z) for all M ∈ Γ∞ and Z ∈ H2
and if φ has a Fourier expansion of the form
φ(τ, z) =
∑
n,l
4nm−l2≥0
c(n, l)qnrl
where the summation is taken over n and l from some free Z-modules. The set of Jacobi
forms of weight k and index m with multiplier system ν will be denoted by Jk,m(ν).
The Jacobi form φ ∈ Jk,m(ν) is called a Jacobi cusp form if c(n, l) = 0 unless 4nm− l2 > 0.
We denote the set of Jacobi cusp forms by Jcuspk,m (ν).
We want to relax the conditions in the Fourier expansion. This will give us Jacobi forms
which are still holomorphic on H1 × C but not necessarily holomorphic at infinity. So we
6
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allow 4nm − l2 ≥ −α for an α ∈ N, and we allow n ∈ Z. We will call φ a weakly Jacobi
form, then. The set of weakly Jacobi forms is denoted by Jweaklyk,m (ν).
Note that in the canonical case, having k,m ∈ N0, ν trivial, the summation in the Fourier
expansion is taken over n ∈ N0, l ∈ Z.
(1.10) Remark
(i) The condition on Jacobi forms involving the slash operator can be written down more
precisely. We use the identity (1.3) and consider the slash operator separately for the
two groups. Thereby, we use the decomposition of the character ν = νDη × νεH for
D, ε ∈ N0. This will give us two transformation laws:
φ
(
aτ + b
cτ + d
,
z
cτ + d
)
= νDη
(
a b
c d
)
(cτ + d)k exp
(
2piim
cz2
cτ + d
)
φ(τ, z)
for
(
a b
c d
)
∈ SL(2,Z)
φ (τ, z + λτ + µ) = νεH ([λ, µ; 0]) exp
(−2piim (λ2τ + 2λz))φ(τ, z) for λ, µ ∈ Z.
(1.10)
(ii) Let φ ∈ Jk,m(νDη × νεH), 1 ≤ D ≤ 24 and ε ∈ {0, 1}. Then for Z ∈ H2, κ ∈ Z:
e2piimκφ˜(Z) = φ˜
(
τ z
z ω + κ
)
=
(
φ˜ |k
(
E 0 00 κ
0 E
))
(Z)
= νεH([0, 0;κ])φ˜(Z)
= (−1)εκφ˜(Z).
Therefore, 2m ≡ ε (mod 2) is a necessary condition for Jk,m(νDη ×νεH) being non-empty.
According to the last remark, we will assume 2m ≡ ε (mod 2) for the rest of this thesis.
Next, we will give an example of a Jacobi cusp form with character which is of importance
to this thesis.
(1.11) Example
The Jacobi theta-series is defined as
ϑ(τ, z) =
∑
n≡1 (mod 2)
(−1)n−12 q n
2
8 r
n
2 .
This is a Jacobi form of weight 12 and index
1
2 with multiplier system ν
3
η×νH . Jacobis famous
triple product formula can be used to derive a product expansion of ϑ:
ϑ(τ, z) = −q 18 r− 12
∏
n≥1
(
1− qn−1r) (1− qnr−1) (1− qn) . (1.11)
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Now, we will introduce two types of Hecke operators. The first one was studied intensively
in the first half of the 20th century by L. Mordell and E. Hecke. This operator acts
on elliptic modular forms and preserves the structure of the underlying vector space. The
second type of Hecke operator, we consider here, was introduced later in the context of
Jacobi forms.
In this thesis, we will concentrate on the case of modular forms or Jacobi forms with char-
acter. For forms without character the reader is referred to [KK, Chapter 4] or [EZ, §4],
respectively, as this is done analoguously.
(1.12) Definition
Let n,D ∈ N, D an even divisor of 24, and f ∈ Mk(SL(2,Z), νDη ), k ∈ Z. We set Q = 24D
and
Mn := {M ∈ GL(2,Z); det(M) = n} .
Fix a set of representatives of the right cosets SL(2,Z)\Mn. Then the Hecke operator is
defined for n ≡ 1 (mod Q) by
Tnf := n
k−1 ∑
M∈SL(2,Z)\Mn
ν˜Dη (M)f |k M. (1.12)
Here ν˜η is a character induced by νη. We go into more detail on this character within the
following corollary.
(1.13) Corollary
(i) The Hecke operator respects the vector space, i.e. for f ∈Mk(SL(2,Z), νDη ), k ∈ Z, we
have
Tnf ∈Mk(SL(2,Z), νDη ) for all n ≡ 1 (mod Q).
(ii) We can choose the standard set of representatives for SL(2,Z)\Mn:{(
a b
0 d
)
∈ Z2×2; ad = n, d > 0, b (mod d)
}
. (1.13)
If f has the Fourier expansion f(τ) =
∑
m≡1 (mod Q)
α(m)q
m
Q then equation (1.12) equals
Tnf(τ) =
∑
m≡1 (mod Q)
∑
a| gcd(n,m)
a>0
ak−1νDη (σa)α
(nm
a2
)
q
m
Q (1.14)
where σa ∈ SL(2,Z) with σa ≡
(
a−1 0
0 a
)
(mod Q). This respresentation of Tnf leads us
to the following relation among the Fourier coefficients:
αTnf (m) =
∑
a| gcd(n,m)
a>0
ak−1νDη (σa)αf
(nm
a2
)
for all m ≡ 1 (mod Q). (1.15)
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(1.14) Definition
Let f ∈Mk(SL(2,Z), ν12η ), k ∈ Z and f 6≡ 0.
(i) f is called eigenform of Tn with eigenvalue λf (n) ∈ C if and only if
Tnf = λf (n)f for n ∈ N odd.
(ii) f is called simultaneous eigenform of Tn if and only if f is an eigenform for all Tn,
n ∈ N odd.
We obtain the following lemma on eigenvalues of the Hecke operator.
(1.15) Lemma
Let f ∈ Mk(SL(2,Z), ν12η ), k ∈ Z. Let f be non-constant and fix the Fourier expansion as
f(τ) =
∑
m≥0 odd
αf (m)q
m
2 . Then the following statements are equivalent:
1. f is a simultaneous eigenform.
2. It holds that αf (1) 6= 0 and for all m,n ≥ 0, m,n odd,
αf (m)αf (n) = αf (1)
∑
a| gcd(n,m)
a>0
ak−1αf
(mn
a2
)
. (1.16)
In this case, we obtain the eigenvalues of f by:
λf (n) =
αf (n)
αf (1)
.
Proof
We know that
f is a simultaneous eigenform
⇔ (Tnf)(τ) = λf (n)f(τ) for all n ∈ N odd
⇔αTnf (m) = λf (n)αf (m) for all n,m ∈ N odd
⇔λf (n)αf (m) =
∑
a| gcd(n,m)
a>0
ak−1αf
(mn
a2
)
for all n,m ∈ N odd
where we used formula (1.15) in the last step. In the special case m = 1, we obtain
λf (n)αf (1) = αf (n) ,
hence the statement for the eigenvalues. Especially, αf (1) 6= 0 since f is non-constant. 
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Now we come to the second type of Hecke operator which is defined on Jacobi forms. We
define the operator analoguously as in [EZ, §4], where this operator was considered on Jacobi
forms without character.
(1.16) Definition
Let φ ∈ Jcuspk,m (νDη ×νεH), k ∈ N, m ∈ 12N, ε ∈ {0, 1}, D an even divisor of 24. We set Q = 24D
and define the Hecke operator V` for all ` ≡ 1 (mod Q) via
(φ | V`)(τ, z) := `k−1
∑
M∈SL(2,Z)\M`
M=
(
a b
c d
)
νDη (σa)(cτ+d)
−k exp
(
2piim`
−cz2
cτ + d
)
φ
(
aτ + bQ
cτ + d
,
`z
cτ + d
)
where σa ∈ SL(2,Z) with σa ≡
(
a−1 0
0 a
)
(mod Q).
(1.17) Lemma
We use the same setting as in definition (1.16). Then
(φ | V`) ∈ Jcuspk,`m(νDη,` × νεH)
where νDη,` is an `-conjugated character on SL(2,Z) defined by
νDη,`(M) = ν
D
η (M`) where M` ∈ SL(2,Z) with M` ≡
(
1 0
0 `
)
M
(
1 0
0 `−1
)
(mod Q).
Proof
φ has a Fourier expansion of the form
φ(τ, z) =
∑
n≡1 (mod Q)
l≡ε (mod 2)
4nm−l2>0
c(n, l) q
n
Q r
l
2 .
Again we use the standard set of representatives for SL(2,Z)\M` as introduced in formula
(1.13) and obtain
(φ | V`)(τ, z) = `k−1
∑
ad=`
b (mod d)
νDη (σa) d
−kφ
(
aτ + bQ
d
,
`z
d
)
= `k−1
∑
ad=`
νDη (σa) d
−k ∑
n≡1 (mod Q)
l≡ε (mod 2)
4nm−l2>0
c(n, l)
∑
b (mod d)
q
an
dQ e2pii
bn
d r
`l
2d
= `k−1
∑
ad=`
νDη (σa) d
−k+1 ∑
dn˜≡1 (mod Q)
l≡ε (mod 2)
4dn˜m−l2>0
c(dn˜, l) q
an˜
Q r
`l
2d
10
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=
∑
a|`
ak−1νDη (σa)
∑
an˜≡1 (mod Q)
l≡ε (mod 2)
4 `
a
n˜m−l2>0
c
(
`n˜
a
, l
)
q
an˜
Q r
al
2
=
∑
n≡1 (mod Q)
l≡ε (mod 2)
4`nm−l2>0
∑
a| gcd(`,n,l)
ak−1νDη (σa) c
(
`n
a2
,
l
a
)
q
n
Q r
l
2 . (1.17)
Using this representation of (φ | V`) one can easily show that it is a Jacobi form of weight k
and index `m with character νDη,` × νεH . 
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Chapter 2
Borcherds Lifts
In 1995, R. Borcherds introduced a new type of lifting from Jacobi forms to modular
forms of higher degree (cf. [Bor1]). Nowadays, these lifts are called Borcherds lifts. Using
the Borcherds lift one obtains a product representation of the modular form. This way
several properties are already given in advance, e.g. the multiplicativity of the lift or the
divisors of the lift.
After introducing the Borcherds lift, we will present a method of construction which leads to
a description of Borcherds lifts on the paramodular group Γ+3 . As we will see in this chapter,
it is even possible to construct a lift having given suitable divisors. Afterwards, we will
examine these constructed Borcherds lifts more deeply and present interesting properties.
2.1 Introducing Borcherds Lifts
In this section, we introduce the Borcherds lift. We begin by stating the construction of the
Borcherds lift Bφ and the corresponding theorem about Bφ being a modular form:
(2.1) Theorem (Borcherds Lift)
Let t ∈ N and φ ∈ Jweakly0,t with Fourier expansion
φ(τ, z) =
∑
n,l∈Z
c(n, l)qnrl with c(n, l) ∈ Z.
We set
A :=
1
24
∑
l∈Z
c(0, l), B :=
1
2
∑
l>0
lc(0, l), C :=
1
4
∑
l∈Z
l2c(0, l)
and
Λ :=
{
(n, l,m) ∈ Z3; m > 0} ∪ {(n, l,m) ∈ Z3; m = 0, n > 0}
∪ {(n, l,m) ∈ Z3; m = n = 0, l < 0} ⊂ Z3.
Then
Bφ(Z) = qArBsC
∏
(n,l,m)∈Λ
(1− qnrlstm)c(nm,l) ∈Mmero1
2
c(0,0)
(Γ+t , ν
24A
η × ν2BH × χα),
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where α ∈ {0, 1} can be determined explicitly. The divisors of Bφ are given by a Z-linear
combination of Humbert surfaces
Hd(b) = pit({Z ∈ H2; aτ + bz + tω = 0})
with discriminant d = b2 − 4ta and multiplicity ∑n>0 c(n2a, nb). Here, pit : H2 → Γt\H2 is
the natural projection.
Furthermore, Bφ(Vt〈Z〉) = (−1)DBφ(Z) holds where D =
∑
n<0,l∈Z
σ1(−n)c(n, l).
Here,
σ1(n) =
∑
d|n, d>0
d
is the divisor function. A sketch of the proof of this theorem can be found in [GN, Theorem
2.1]. According to [Bor2, Theorem 13.3], it suffices to demand that c(n, l) is integral for the
principal part of φ only, i.e.
c(n, l) ∈ Z for 4tn− l2 < 0.
(2.2) Remark
In the case of the paramodular setting of level 3, one can determine α and therewith the
appearance of the character χ by calculating D and using:
D even ⇔ {(k even, α even) ∨ (k odd, α odd)},
D odd ⇔ {(k even, α odd) ∨ (k odd, α even)}.
Proof
By theorem (2.1), the appearence of the character χ is determined by the condition
Bφ(V3〈Z〉) = (−1)DBφ(Z).
Thus for φ ∈ Jweakly0,3 , we obtain
Bφ(V3 〈Z〉) = (ν24Aη × ν2BH × χα)(V3) det
(
0 1√
3√
3 0
)−k
Bφ(Z)
= χα(V3)(−1)−kBφ(Z)
!
= (−1)DBφ(Z).
Since χα(V3) = (−1)α, D and α−k must be of the same parity. This leads to the conditions
stated above. 
One of the most important properties of the Borcherds lift can be derived directly from the
construction of the lift:
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(2.3) Corollary
The Borcherds lift is multiplicative; i.e. for φ, ψ ∈ Jweakly0,t it holds:
Bφ+ψ(Z) = Bφ(Z) · Bψ(Z).
As we want to concentrate on Borcherds lift on Γ+3 in this thesis, we will now determine the
divisors w.r.t. this matrix group. We consider the lattice L := Z2 × Z2 × Z equipped with
the quadratic form
q((l1, l2, l3, l4, β)) = l1l2 + l3l4 − 3β2.
We use the bilinear form associated with q, i.e. b(x, y) = q(x+ y)− q(x)− q(y). Then L has
signature (2, 3) and the dual lattice is of the form L′ = Z2 × Z2 × 16Z. In particular, we can
identify L′/L with 16Z/Z. For λ = (l1, l2, l3, l4, β) ∈ L′ with q(λ) < 0 we set
λ⊥ :=
{
Z ∈ H2; l1 − 3l2 det(Z) + tr
((
l3 −3β
−3β 3l4
)
Z
)
= 0
}
. (2.1)
Then λ⊥ is a rational quadratic divisor with discriminant −12q(λ), if λ is primitive, i.e. if
gcd (l1, l2, l3, l4, 6β) = 1.
(2.4) Corollary
Let L := Z2 × Z2 × Z be a lattice equipped with the quadratic form
q((l1, l2, l3, l4, β)) = l1l2 + l3l4 − 3β2.
Γ+3 acts on the set of rational quadratic divisors of fixed discriminant. Up to this action there
are 4 rational quadratic divisors λ⊥d with discriminant d ≤ 12:
λ⊥1 =
{(
τ z
z ω
)
∈ H2; z = 0
}
,
λ⊥4 =
{(
τ z
z ω
)
∈ H2; z = 12
}
,
λ⊥9 =
{(
τ z
z ω
)
∈ H2; z = 13
}
,
λ⊥12 =
{(
τ z
z ω
)
∈ H2; τ = 3ω
}
.
Proof
For the first statement compare [GN, Section 1.3]. The representation of the rational
quadratic divisors can be obtained by using formula (2.1) for these four primitive elements
of L′:
λ1 =
(
0, 0, 0, 0,
1
6
)
, λ4 =
(
1, 0, 0, 0,
2
6
)
, λ9 =
(
1, 0, 0, 0,
3
6
)
, λ12 = (0, 0, 1,−1, 0) . 
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The rational quadratic divisors on Γ+3 as given above are Humbert surfaces on Γ
+
3 \H2. Thus,
from now on, we will call them Hd where d is the discriminant of the divisor.
If we have a closer look at the construction of the Borcherds lift, we see that knowing the
principal part of the input function for a Borcherds lift gives us almost every information
we need to characterize the lift. The only information missing is the constant term of the
Jacobi form and therefore the weight of the lift. According to [Bor3, Theorem 3.1], there is
a condition of the obstruction space involving the principal part and the constant term of
the input function. Namely,∑
l∈L′/L
∑
N≤0
N∈q(l)+Z
c˜φ(l, 12N)cg(l,−N) = 0 (2.2)
where c˜φ(l, 12N) are the Fourier coefficients of the Jacobi form translated to the vector-
valued setting (for the way of changing the setting cp. [EZ, §5]) and cg(l,−N) are the
Fourier coefficients of a function g in the obstruction space.
If we construct Borcherds lifts on Γ+3 , the obstruction space is one-dimensional and is gen-
erated by a vector-valued Eisenstein series of weight 52 (see [Bor3] or [Der, p. 177]). To
be more precise, let VL := {f : L′/L→ C} and Mp2(Z) be the metaplectic group, i.e. a
two-fold cover of SL(2,Z) consisting of pairs (M,α), where M ∈ SL(2,Z) and α : H1 → C is
holomorphic with α(τ)2 = cτ +d. Let ρL : Mp2(Z)→ GL(VL) be the Weil-representation of
(L′/L, qmodZ). Then the considered Eisenstein series E 5
2
is a vector-valued modular form
of weight 52 w.r.t. ρ
∗
L where ρ
∗
L is the dual representation of ρL. According to [Der, p. 178],
this Eisenstein series is a generator of the obstruction space for Jweakly0,3 . Since this space is
one-dimensional, we can deduce
(2.5) Proposition
Given a formal principal part, i.e. numbers c(n, l) with 12n − l2 < 0, there exists a weakly
Jacobi form
φ(τ, z) =
∑
n,l∈Z
c(n, l)qnrl ∈ Jweakly0,3 .
Moreover, φ is uniquely determined by its principal part.
Using [BK, Theorem 4.8], we can calculate the Fourier coefficients of the Eisenstein series
E 5
2
. The first ones are given as follows:
E 5
2
,0(τ) = 1− 24q − 72q2 − 238q3 − 216q4 − 288q5 +O(q6),
E 5
2
, 1
6
(τ) = E 5
2
, 5
6
(τ) = −q 112 − 24q 1312 − 121q 2512 − 120q 3712 − 337q 4912 +O(q 6112 ),
E 5
2
, 2
6
(τ) = E 5
2
, 4
6
(τ) = −7q 13 − 55q 43 − 96q 73 − 168q 103 − 264q 133 +O(q 163 ),
E 5
2
, 3
6
(τ) = −34q 34 − 48q 74 − 144q 114 − 192q 154 − 336q 194 +O(q 234 ).
Here, the second index always indicates γ for l = (l1, l2, l3, l4, γ) ∈ L′/L.
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There is a possibility to represent the Fourier coefficients of E 5
2
in terms of the Cohen
numbers H(r,N) (cp. [Coh, Theorem 3.1]).
(2.6) Conjecture
Let d ∈ N0 with d (mod 12) ∈ {0, 1, 4, 9}. Then the Fourier coefficients of the Eisenstein
series E 5
2
can be expressed by
cE 5
2
(
γ,
d
12
)
= 12 ·
[
H(2, d) +
{
9H
(
2, d9
)
, if 9 | d
0, if 9 - d
}]
where these coefficients are non-zero iff 36γ2 ≡ d (mod 12).
We use this conjecture for the following considerations: According to formula (2.2), we have
0 =
∑
l∈L′/L
∑
N≤0
N∈q(l)+Z
c˜φ(l, 12N)cE 5
2
(l,−N)
=
∑
γ∈{0,..., 5
6
}
∑
N≤0
N∈q(0,0,0,0,γ)+Z
c˜φ(γ, 12N)cE 5
2
(γ,−N)
=
∑
γ∈{0,..., 5
6
}
∑
N≥0
N∈36γ2+12Z
c˜φ(γ,−N)cE 5
2
(
γ,
N
12
)
(2.6)
=
∑
γ∈{0,..., 5
6
}
∑
N≥0
N∈36γ2+12Z
c˜φ(γ,−N) ·
{
12H(2, d) + 108H
(
2, d9
)
, if 9 | d
12H(2, d), if 9 - d
}
.
By abuse of notation, we used γ instead of (0, 0, 0, 0, γ) ∈ L′/L here. This gives—depending
on the conjecture—a closed formula for calculating the constant coefficient of φ and therewith
the weight of the Borcherds lift of φ.
2.2 Constructing Fd
The main goal of this section is to determine Borcherds lifts Fd on the paramodular group
Γ+3 having the divisor Hd only. Afterwards, we will give some properties of the functions Fd.
As a first step, we will fix a principal part: Let d (mod 12) ∈ {0, 1, 4, 9}. We set
cφd(N) =
{
1, if N < 0, N = −d
0, if N < 0, N 6= −d
where N = 12n− l2, n, l ∈ Z.
According to [EZ, Theorem 2.2] the N -th Fourier coefficient of a Jacobi form is independent
of the choice of n, l ∈ Z with 12n − l2 = N . Using proposition (2.5), we know that the
17
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construction above gives us Jacobi forms φd ∈ Jweakly0,3 . We use formula (2.2) to calculate the
constant coefficient of φd. We will do this examplarily for the case φ1. As notation, we use
cφ1 for the Fourier coefficients of φ1 and c for the Fourier coefficients of E 5
2
. Note that the
formula given above uses the Fourier coefficients in the vector-valued setting. We denote the
Fourier coefficients of φ1 in the vector-valued setting by c˜φ1 . By abuse of notation, we use γ
instead of (0, 0, 0, 0, γ) ∈ L′/L again.
0 =
∑
l∈L′/L
∑
n≤0
n∈q(l)+Z
c˜φ1 (l, 12n) c (l,−n)
=
∑
γ∈{0,..., 5
6
}
∑
n≤0
n∈q(0,0,0,0,γ)+Z
c˜φ1 (γ, 12n) c (γ,−n)
= c˜φ1 (0, 0) c (0, 0) + c˜φ1
(
1
6
,−1
)
c
(
1
6
,
1
12
)
+ c˜φ1
(
5
6
,−1
)
c
(
5
6
,
1
12
)
= c˜φ1 (0, 0)− 1− 1
⇔ c˜φ1 (0, 0) = 2.
Obviously, c˜φ1(0, 0) = cφ1(0, 0). Now we have every information we need to calculate the
Borcherds lift of φ1. As a first step, we determine A, B, C and D as given in theorem (2.1):
A =
1
24
∑
l∈Z
cφ1(0, l) =
1
24
(cφ1(0,−1) + cφ1(0, 0) + cφ1(0, 1)) =
1
6
,
B =
1
2
∑
l>0
lcφ1(0, l) =
1
2
cφ1(0, 1) =
1
2
,
C =
1
4
∑
l∈Z
l2cφ1(0, l) =
1
4
(cφ1(0,−1) + cφ1(0, 1)) =
1
2
,
D =
∑
n<0,l∈Z
σ1(−n)cφ1(n, l) = 0, since there exists no n ∈ N, l ∈ Z with − 12n− l2 = −1.
Then the Borcherds lift of φ1 is given as:
Bφ1(Z) = q
1
6 r
1
2 s
1
2
∏
(n,l,m)∈Λ
(1− qnrls3m)cφ1 (nm,l).
By theorem (2.1), we know that Bφ1 ∈ Mmero1 (Γ+3 , ν4η × νH × χ). Note that χ is part of the
character since D is even and k is odd. Thus, α is odd by remark (2.2).
As a last step, we calculate the divisors of Bφ1 . The divisors of a Borcherds lift Bφ on Γ+3 are
Humbert surfaces with discriminant d = b2−12a and multiplicity∑n>0 c(n2a, nb); or, using
the other notation for the Fourier coefficients of φ1, with multiplicity
∑
n>0 c(−n2d). For
φ1, the only Fourier coefficient with negative discriminant, i.e. the only Fourier coefficient
in the principal part, is cφ1(−1) = 1. Hence, Bφ1 has the divisor H1 with multiplicity 1 only.
The other cases of constructing the Borcherds lift Bφd of φd for d (mod 12) ∈ {0, 1, 4, 9} are
treated in the following example.
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(2.7) Example
We consider the Jacobi forms φd ∈ Jweakly0,3 which were constructed in the beginning of this
section and follow the same steps as we did above to obtain the Borcherds lifts of these
functions. Then we receive the following results:
input φd weight of Bφd divisors character
φ1 1 H1 ν
4
η × νH × χ
φ4 7 H1 +H4 ν
16
η × 1H × χ
φ9 17 H1 +H9 ν
12
η × νH × χ
φ12 12 H12 χ
We see that φ1 and φ12 have only one divisor, namely H1 and H12, respectively. For φ4
and φ9, we get a linear combination of Humbert surfaces. But our goal was to construct
Borcherds lift having exactly the divisor Hd. To achieve this, we will use the multiplicativity
of the Borcherds lift (cp. Corollary (2.3)). For example, if we consider the Borcherds lift of
φ4−φ1 this will give us a modular form of weight 6 and character ν12η × νH with divisor H4.
In general, we define
Fd(Z) := Bφ(Z) with φ(τ, z) :=
∑
f>0, f2|d
µ(f)φ d
f2
(τ, z)
where µ denotes the Möbius function. Then for the divisor of Fd, we obtain:
div(Fd) = Hd.
This procedure can be done for every d ∈ N with d (mod 12) ∈ {0, 1, 4, 9}. Obviously, every
Borcherds lift Fd constructed this way is a modular form on Γ+3 .
2.3 Properties of Fd
In this section, we will have a closer look at the Borcherds lifts Fd which were constructed
in the previous section. We will find out that it is possible to give structural statements
without knowing Fd in concrete terms.
(2.8) Proposition
Let d ∈ N with d (mod 12) ∈ {0, 1, 4, 9}. Then Fd is a cusp form if and only if d is a square.
Proof
We follow the same approach as in [HM2, Corollary 3.4]. In view of theorem (2.1), we only
need to show that
∑
l∈Z
l2cd(0, l) > 0 if and only if d is a square where cd(n, l) are the Fourier
19
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coefficients of the input function for Fd. Thus, the Fourier coefficients cd are obtained by∑
f>0, f2|d
µ(f)φ d
f2
(τ, z). Note that for N = 12n− l2 < 0 the Fourier coefficients cd look like
cd(N) =
{
µ(f), if N = − d
f2
0, otherwise
=
µ
(√
− dN
)
, if − dN is a square
0, otherwise.
Hence, ∑
l∈Z
l2cd(0, l) = 2
∑
j>0, j2|d
d
j2
is a square
µ
(√
d
j2
)
j2.
This implies that
∑
l∈Z
l2cd(0, l) = 0 if d is not a square. Suppose that d = n2 for an n ∈ N.
Then,
∑
l∈Z
l2cd(0, l) = 2
∑
j>0, j2|d
d
j2
is a square
µ
(√
d
j2
)
j2
= 2
∑
j>0, j|n
µ
(
n
j
)
j2
= 2n2
∏
p|n
p prime
(
1− p−2)
> 0
where we used [Bun, 1.§4.11] in the last equation. This proves our statement. 
So the structure of d already determines if Fd is a cusp form or not. Moreover, it gives us a
statement on the character as we will see in the following proposition.
(2.9) Proposition
Let d ∈ N with d (mod 12) ∈ {0, 1, 4, 9}. If d is not a square, then Fd has trivial character.
Proof
From proposition (2.8), we know that Fd is non-cuspidal. We assume that Fd has a character
ν 6= 1. Then Fd has a Fourier-Jacobi expansion of the form
Fd(Z) =
∞∑
m=0
φm
b
(τ, z)s
3m
b
20
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where the denominator b is a divisor of 12 and depends on the character ν. In particular,
b 6= 1 since ν is non-trivial. We choose the matrix
M =
(
E
0 0
0 1
3
0 E
)
∈ Γ+3
and apply it to Fd. Since Fd is a modular form on Γ+3 we know that
Fd (M 〈Z〉) = ν (M)Fd(Z). (2.3)
Hence,
Fd (M 〈Z〉) =
∞∑
m=0
φm
b
(τ, z)e2pii
3m
b (ω+
1
3)
=
∞∑
m=0
φm
b
(τ, z)e2pii
m
b s
3m
b .
We see that M leads to the following transformation of the Fourier-Jacobi coefficients:
φm
b
M7−→ φm
b
e2pii
m
b .
We consider the 0-th Fourier-Jacobi coefficient and observe that φ0 is invariant under the
operation of M . Note that φ0 is non-zero, since Fd is non-cuspidal. Using (2.3), we can
deduce that ν(M) = 1. But as we know all characters on Γ+3 (cp. Remark (1.7)), we can
check that ν(M) 6= 1 for all non-trivial characters ν on Γ+3 . This gives us a contradiction
and therefore, ν must be the trivial character. 
Particularly, looking at the last two propositions, we know that every non-cuspidal Borcherds
lift Fd has trivial character. Thus characters may only appear for Fd being a cusp form.
Before we come to the next statement, we need to clarify what we mean by the order of a
modular form. This is done in the following definition.
(2.10) Definition
Let F be a modular form with Fourier expansion
∑
n,l,m c(n, l,m)q
nrlsm. Then the order of
F is defined by
ord(F ) := min {m ∈ Q; c(n, l,m) 6= 0} .
Note that for a holomorphic modular F , we have ord(F ) ≥ 0. From now on, we will denote
the weight of a modular form F by wt(F ).
Using the construction of Borcherds lifts (cp. Theorem (2.1)), the order of a Borcherds lift
is given by the value C. Therefore, we can calculate the order of Fd directly. Furthermore,
we can give a structural statement on the order of Fd here.
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(2.11) Proposition
Let d ∈ N with d (mod 12) ∈ {0, 1, 4, 9}. Then
ord(Fd) ≤ 3⇔ d ∈ {1, 4} or d is not a square.
Proof
The last part is rather obvious, since Fd is non-cuspidal if d is not a square by proposition
(2.8). Hence, ord(Fd) = 0 in this case. Therefore, we assume that d = n2 for some n ∈ N,
n ≥ 4 (the smaller cases will be treated separately later on). From the proof of proposition
(2.8), we already know that
C =
1
4
∑
l∈Z
l2cd(0, l)
(2.8)
=
1
2
n2
∏
p|n
p prime
(
1− p−2)
≥ 1
2
n2
∏
p prime
(
1− p−2)
=
1
2
n2
6
pi2
> 3.
We still need to check the statement for d ∈ {1, 4, 9}. The order of Fd for these d can be
calculated directly:
ord(F1) =
1
2
, ord(F4) =
3
2
, ord(F9) = 4.
This finishes the proof. 
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Generalized Maaß Lifts
In this chapter, we introduce the Maaß lift. This is done in a more general setting than H.
Maaß introduced the lift in his work [Maa1] in 1979. We will see that, similar to Borcherds
lifts, the Maaß lift gives us modular forms on Γ+3 . But there are major differences between
these two lifts, as we will see later on. To mention one of them: while the Borcherds lift
yields a product expansion of the resulting modular form, the Maaß lift will give us a Fourier
expansion.
Before we can define the Maaß lift, we need to introduce a Hecke operator on the parabolic
group Γ∞. This is done in the first section. Moreover, we will introduce a differential
operator on modular forms and Jacobi forms and examine its behaviour in the interaction
with Hecke operators. In the second section, we will introduce the Maaß lift and give the
main properties of this lift.
3.1 Hecke Operators
This section deals with Hecke operators on Jacobi forms and modular forms, respectively.
In particular, we will consider the Hecke operator TQ(l) which will be used to define the
generalized Maaß lift, later on (see also [GN, §1.2]).
Throughout this section, we always assume k ∈ N0, m ∈ 12N0, D an even divisor of 24 and
ε ∈ {0, 1}, if not stated differently.
Recall the Jacobi group as defined in (1.2)(i). For Q ∈ N, we define its congruence subgroup
by
ΓJ(Q) := SL(2,Z)(Q)nH(Z) (3.1)
where SL(2,Z)(Q) is the principal congruence subgroup of SL(2,Z), i.e.
SL(2,Z)(Q) = {M ∈ SL(2,Z); M ≡ E2 (mod Q)} .
The corresponding subgroup of Γ∞ is denoted by Γ∞(Q).
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(3.1) Definition
(i) An element of the Hecke ring is a formal finite sum of double left cosets with respect to
Γ∞. If
X =
∑
i
aiΓ∞NiΓ∞ =
∑
j
bjΓ∞Mj
is an element of the Hecke ring, then its action on modular forms F w.r.t. Γ∞ is
defined by
(F | X) (Z) =

∑
j
µ(Mj)
2k−3bj (F |Mj) (Z), if k 6= 0∑
j
bj (F |Mj) (Z), if k = 0
where µ(Mj) is the degree of similitude of Mj, i.e. µ(Mj) is given by
M tjJMj = µ(Mj)J
where J =
(
0 −E2
E2 0
)
.
(ii) Let l, Q ∈ N with gcd(l, Q) = 1. We define the Hecke operator TQ(l) by
TQ(l) =
∑
ad=l
b (mod d)
Γ∞(Q) (σa ×1 E)

a 0 Qb 0
0 l 0 0
0 0 d 0
0 0 0 1

where a > 0 and σa ∈ SL(2,Z) such that σa ≡
(
a−1 0
0 a
)
(mod Q).
We want to apply this operator to Jacobi forms. This is done in the following lemma.
(3.2) Lemma
Let φ ∈ Jk,m
(
νDη × νεH
)
. Set Q = 24D .
(i) It holds (
φ˜ | TQ(l)
)
(Z) = l2k−3
∑
ad=l
b (mod d)
d−kνDη (σa)φ
(
aτ +Qb
d
, az
)
slm. (3.2)
(ii) Let gcd(l, 2εQ) = 1. Then
φ | TQ(l) ∈ Jk,lm
(
νDη,l × νεH
)
where νDη,l is the l-conjugated character of ν
D
η , i.e.
νDη,l(α) := ν
D
η (αl) where αl ∈ SL(2,Z) such that αl ≡
(
1 0
0 l
)
α
(
1 0
0 l−1
)
(mod Q).
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For the proof, we refer to [GN, Lemma 1.7].
As a next step, we introduce the differential operator DJν . This operator was first examined in
[EZ, §3]. It can be extended to an operator on modular forms. Moreover, we will determine
its behaviour in combination with the operator V`, which was introduced in definition (1.16).
(3.3) Definition
Let ν ∈ N0 and a, b be elements of a commutative ring. For k even we set
pk,2ν(a, b) =
ν∑
µ=0
(−1)µ (2ν)!
µ!(2ν − 2µ)!
(k + 2ν − µ− 2)!
(k + ν − 2)! a
2ν−2µbµ
and for k odd
pk,2ν+1(a, b) =
ν∑
µ=0
(−1)µ (2ν + 1)!
µ!(2ν + 1− 2µ)!
(k + 2ν + 1− µ− 2)!
(k + ν − 1)! a
2ν+1−2µbµ.
These polynomials are called ultraspherical polynomials. We want to note pk,ν for a few
specialized values of k and ν:
p2k,0(a, b) = 1, p2k+1,1(a, b) = a for k ∈ N0,
p2k,2ν(0, 0) = 0, p2k+1,2ν+1(0, 0) = 0 for ν ∈ N.
We will now use these polynomials to define the differential operators Dν and DJν .
(3.4) Definition
Let ν ∈ N0 and R be a subring of R.
(i) Let F ∈Mk (Sp(2, R), χ) be a modular form of weight k w.r.t. a character χ. Then we
define
D2νF (τ, ω) = pk,2ν
(
1
ipi
∂
∂z
,
−1
pi2
∂
∂τ
∂
∂ω
)
F |z=0 (τ, ω), if k is even,
D2ν+1F (τ, ω) = pk,2ν+1
(
1
ipi
∂
∂z
,
−1
pi2
∂
∂τ
∂
∂ω
)
F |z=0 (τ, ω), if k is odd.
(ii) For a Jacobi form φ ∈ Jk,m(νDη × νεH), we define the differential operator as
DJ2νφ(τ) = pk,2ν
(
1
ipi
∂
∂z
,
m
ipi
∂
∂τ
)
φ |z=0 (τ), if k is even,
DJ2ν+1φ(τ) = pk,2ν+1
(
1
ipi
∂
∂z
,
m
ipi
∂
∂τ
)
φ |z=0 (τ), if k is odd.
(3.5) Remark
Obviously, the differential operator is linear in both cases. If F is a modular form of weight
k on H2 with Fourier-Jacobi expansion
∑
m φm(τ, z)s
m, then we have
DνF (τ, ω) =
∑
m
(DJν φm) (τ)sm for ν ∈ N0 of same parity as k.
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The next result can probably be stated even in a more general setting. But we will stick to
the case needed in this thesis only.
(3.6) Lemma
(i) Let φ ∈ Jk,m(νDη × νεH) and ν ∈ N0 be of same partiy as k. We denote the Fourier
coefficients of φ by c(n, l). Then DJν φ is a modular form of weight k + ν on SL(2,Z)
with character νDη . More precisely, we obtain
DJν φ(τ) =
∑
n≡1 (mod Q)
 ∑
l≡ε (mod 2)
pk,ν(l,
2nm
Q
)c(n, l)
 q nQ where Q = 24
D
. (3.3)
(ii) Let F ∈ Mk(Γ+3 , νDη × νεH) and ν ∈ N0 of same parity as k. Then DνF is a modular
form of weight k + ν on SL(2,Z)× SL(2,Z) with character νDη .
Proof
(i) For the proof, we use the same approach as in [EZ, §3]. We know that φ has a Fourier
expansion of the form
φ(τ, z) =
∑
n≡1 (mod Q)
l≡ε (mod 2)
4nm−l2≥0
c(n, l)q
n
Q r
l
2 .
Without loss of generality we assume k to be even and hence ν is even. The other case
can be treated analogously. We consider the action of the differential operator on the
Fourier expansion of φ:
DJν φ(τ) = pk,ν
(
1
ipi
∂
∂z
,
m
ipi
∂
∂τ
)
φ |z=0 (τ)
=
ν/2∑
µ=0
(−1)µ ν!
µ!(ν − 2µ)!
(k + ν − µ− 2)!
(k + ν2 − 2)!
(
1
ipi
∂
∂z
)ν−2µ(m
ipi
∂
∂τ
)µ
φ |z=0 (τ)
=
ν/2∑
µ=0
(−1)µ ν!
µ!(ν − 2µ)!
(k + ν − µ− 2)!
(k + ν2 − 2)!
(
1
ipi
)ν−2µ (m
ipi
)µ
·
∑
n≡1 (mod Q)
l≡ε (mod 2)
c(n, l)
(
2pii
l
2
)ν−2µ(
2pii
n
Q
)µ
q
n
Q
=
ν/2∑
µ=0
(−1)µ ν!
µ!(ν − 2µ)!
(k + ν − µ− 2)!
(k + ν2 − 2)!
∑
n≡1 (mod Q)
l≡ε (mod 2)
c(n, l)mµ 2µ lν−2µ
(
n
Q
)µ
q
n
Q
=
∑
n≡1 (mod Q)
l≡ε (mod 2)
pk,ν
(
l,
2nm
Q
)
c(n, l)q
n
Q .
Thus, we obtain the stated representation.
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As a next step, we consider the Taylor expansion of φ around z = 0:
φ(τ, z) =
∞∑
µ=0
χµ(τ)z
µ.
Since φ is a Jacobi form, it fulfills the relation
φ
(
aτ + b
cτ + d
,
z
cτ + d
)
= νD(M)(cτ + d)k exp
(
2piim
cz2
cτ + d
)
φ(τ, z)
for all M =
(
a b
c d
) ∈ SL(2,Z). Hence, we obtain the relation
χµ
(
aτ + b
cτ + d
)
= νDη
(
a b
c d
)
(cτ + d)k+µ
[
χµ(τ)
+
2piimc
cτ + d
χµ−2(τ) +
1
2!
(
2piimc
cτ + d
)2
χµ−4(τ) + . . .
]
.
Thus, the first two cases (note that k and ν are even) are
χ0
(
aτ + b
cτ + d
)
= νDη
(
a b
c d
)
(cτ + d)k χ0(τ),
χ2
(
aτ + b
cτ + d
)
= νDη
(
a b
c d
)
(cτ + d)k+2
(
χ2(τ) +
2piimc
cτ + d
χ0(τ)
)
.
Differentiating the first equation gives us
χ′0
(
aτ + b
cτ + d
)
(cτ + d)−2 = νDη
(
a b
c d
)
kc (cτ + d)k−1 χ0(τ) + νDη
(
a b
c d
)
(cτ + d)k χ′0(τ).
Set ξ2(τ) := χ2(τ)− 2piimk χ′0(τ). Then,
ξ2
(
aτ + b
cτ + d
)
= χ2
(
aτ + b
cτ + d
)
− 2piim
k
χ′0
(
aτ + b
cτ + d
)
= νDη
(
a b
c d
)
(cτ + d)k+2
(
χ2(τ) +
2piimc
cτ + d
χ0(τ)
)
− 2piim
k
νDη
(
a b
c d
) (
kc (cτ + d)k+1 χ0(τ) + (cτ + d)
k+2 χ′0(τ)
)
= νDη
(
a b
c d
)
(cτ + d)k+2 χ2(τ)− 2piim
k
νDη
(
a b
c d
)
(cτ + d)k+2 χ′0(τ).
Thus, ξ2 transforms like a modular form of weight k + 2 with character νDη . More
generally,
ξν(τ) :=
ν/2∑
µ=0
(−2piim)µ (k + ν − µ− 2)!
(k + ν − 2)! χ
(µ)
ν−2µ(τ)
transforms like a modular form of weight k+ ν and character νDη on SL(2,Z). Similar,
as in [EZ, §3, formula (9)], we obtain
Dνφ(τ) = (2pii)−ν (k + ν − 2)! ν!
(k + ν2 − 2)!
ξν(τ).
This motivates the usage of the ultraspherical polynomial.
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(ii) In this case, the statement can be proven analogously to (i). 
Note that DJ0φ(τ) = φ(τ, 0) and D0F = W (F ) for a modular form F since p2k,0(a, b) = 1.
Here, W denotes the corresponding Witt-operator (similar to corollary (1.8)). In the last
proof, we have seen that the differential operator is directly connected to the Taylor coef-
ficients of the expansion around z = 0. In particular, the ν-th differential operator of a
function can be expressed as a linear combination of smaller Taylor coefficients. This fact
is also part of the following remark, where we state several properties of the differential
operator.
(3.7) Remark
(i) Let χ be a character on Γ+t and F ∈Mk(Γ+t , χ). Then for ν ∈ N0, the ν-th differential
operator Dν applied to F is a linear combination of the previous differential operators
D0, . . . ,Dν−1 applied to F .
(ii) Let χ be a character on Γ+t and F ∈ Mk(Γ+t , χ). Assume that αH1 ⊂ div(F ) for an
α ∈ N. Then
D0F = · · · = Dα−1F ≡ 0.
(iii) Let F ∈Mk(Γ1, (ν12η × νH)α), α ∈ {0, 1}.
If α = 0, then D2ν+1F ≡ 0 for all ν ∈ N0.
If α = 1, then D2νF ≡ 0 for all ν ∈ N0.
Similar statements can be made for DJν .
Proof
(i), (ii) Follows directly from the coherence of Dν with the Taylor expansion of F around
z = 0.
(iii) Set U =
(
1 0
0 −1
)
and consider(
F |k
(
U 0
0 (U t)−1
))
(Z) = (−1)kF
(
τ −z
−z ω
)
= (ν12η × νH)α
(
U 0
0 (U t)−1
)
· F (Z)
since F is a modular form. Hence,
• if α = 0, then k is even (modular forms with trivial character on Γ1 always have
even weight) and we obtain F
(
τ −z
−z ω
)
= F (Z). So F is an even function w.r.t.
z, i.e. in the Taylor expansion around z = 0 only even exponents occur.
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• if α = 1, then k is odd and we obtain −F ( τ −z−z ω ) = F (Z) since
(ν12η × νH)
(
U 0
0 (U t)−1
)
= 1.
So F is an odd function w.r.t. z, i.e. in the Taylor expansion around z = 0 only
odd exponents occur.
In combination with remark (3.7) this leads to the claim. 
As a next step, we examine the interaction of the differential operator introduced above with
the Hecke operator V` (see definition (1.16)). As applying Dν leads to an elliptic modular
form, we will also need the Hecke operator on that class of functions. So recall Tn from
definition (1.12).
(3.8) Theorem
Let φ ∈ Jcuspk,m (νDη × νεH), ν ∈ N0 of same parity as k and Q = 24D . For ` ≡ 1 (mod Q), we
have
DJν (φ | V`) =
(DJν φ) | T`.
Proof
We follow the same approach as [EZ, Corollary, p.45]. Hence, we calculate the Fourier
expansion on both sides of the claim. From formula (1.17), we know
(φ | V`)(τ, z) =
∑
n≡1 (mod Q)
l≡ε (mod 2)
4`nm−l2>0
∑
a| gcd(`,n,l)
ak−1νDη (σa) c
(
`n
a2
,
l
a
)
q
n
Q r
l
2 ∈ J cuspk,m`(νDη,` × νεH).
Use lemma (3.6) for applying the operator DJν
DJν (φ | V`)(τ) =
∑
n≡1 (mod Q)
l≡ε (mod 2)
∑
a| gcd(`,n,l)
ak−1νDη (σa) pk,ν
(
l,
2nm`
Q
)
c
(
`n
a2
,
l
a
)
q
n
Q . (3.4)
We calculate the Fourier expansion on the right-hand side of the claim and obtain analogously
as in (1.14):
(DJν φ) | T`(τ) = ∑
n≡1 (mod Q)
∑
a| gcd(`,n)
ak+ν−1νDη (σa)cDJν φ
(
`n
a2
)
q
n
Q
(3.6)
=
∑
n≡1 (mod Q)
∑
a| gcd(`,n)
ak+ν−1νDη (σa)
∑
l≡ε (mod 2)
pk,ν
(
l,
2`nm
a2Q
)
c
(
`n
a2
, l
)
q
n
Q
=
∑
n≡1 (mod Q)
l≡ε (mod 2)
∑
a| gcd(`,n,l)
ak−1νDη (σa)pk,ν (l, `nm) c
(
`n
a2
,
l
a
)
q
n
Q .
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In the last step, we used the identity pk,ν
(
l
a ,
2`nm
a2Q
)
= a−νpk,ν (l, `nm). A comparison of the
n-th Fourier coefficient in the last formula with the n-th Fourier coefficient in (3.4) leads to
the required result. 
3.2 Maaß Lifts
In this section, we introduce a type of Maaß lift. Compared to the first appearance of this
lift in 1979, we will use a more general setting here. While H. Maass used this lift to create
modular forms on Sp(2,Z) with trivial character in the first place, we will consider the lift
as it was introduced in [GN, Theorem 1.12]. Hence, we will receive modular forms on the
paramodular group which may have non-trivial characters.
Throughout this section, we always assume k ∈ N0, D an even divisor of 24 and ε ∈ {0, 1},
if not stated differently.
To construct the Maaß lift, we use the Hecke operator TQ(l), which was introduced in the
previous section in definition (3.1).
(3.9) Theorem (Generalized Maaß Lift)
Let k ∈ Z, t ∈ 12Z and D be an even divisor of 24. Set Q = 24D . Let φ ∈ Jk,t
(
νDη × νεH
)
,
ε ∈ {0, 1}. We define
Lift(φ)(Z) :=
∑
l≡1 (mod Q)
l>0
l2−k
(
φ˜ | TQ(l)
)
(Z).
If Qt ∈ Z, then
Lift(φ) ∈Mk
(
Γ+Qt, ν
D
η × νεH × χk
)
.
Furthermore, it holds (
νDη × νεH × χk
)
([0, 0;
κ
Qt
]) = e
2pii κ
Q for κ ∈ Z.
Proof
For the proof, the reader is referred to [Der, Proposition 3.6] and [GN, Theorem 1.12]. 
(3.10) Remark
(i) According to [GN, Theorem 1.12], cusp forms are mapped to cusp forms by the gener-
alized Maaß lift.
(ii) Lift(φ) 6≡ 0 for φ 6≡ 0. Hence, we have an embedding of the space Jk,t
(
νDη × νεH
)
into
the space of modular forms with character.
(iii) The generalized Maaß lift is additive, i.e. for φ, ψ ∈ Jcuspk,t
(
νDη × νεH
)
holds
Lift(φ+ ψ) = Lift(φ) + Lift(ψ).
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The motivation of H. Maass to consider this lift was given by an observation he made for
some modular forms. He found that there are Siegel modular forms whose Fourier coefficients
fulfill a certain relation. Moreover, these modular forms form a vector space, the so-called
Maaß Spezialschar. The Maaß lift then gave a possibility to construct these functions.
Similarly, we can give a relation on the Fourier coefficients of modular forms generated by
the generalized Maaß lift.
(3.11) Corollary
We use the same setting as in theorem (3.9). Then the Fourier coefficients of Lift(φ) fulfill
the relation
c (n, l,m) =
∑
a|gcd(nQ,2l,m
t
)
ak−1 νDη (σa) c
(
nm
ta2
,
l
a
, t
)
,
where n ∈
(
N0 + 1Q
)
, l ∈ (Z+ ε2) and m ∈ (tQN0 + t) with 24mn > l2.
Proof
From [GN, formula (1.26)], we know
Lift(φ)(Z) =
∑
N,M>0
N,M≡1 (mod Q)
L≡ε (mod 2)
4MN
24
Q t>L
2
∑
a|gcd(N,L,M)
ak−1νDη (σa)cφ
(
MND
a2
,
L
a
)
· exp
(
2pii
(
N
Q
τ +
L
2
z +Mtω
))
.
We consider the Fourier coefficient of exp (2pii (nτ + lz +mω)):
c (n, l,m) =
∑
a|gcd(nQ,2l,m
t
)
ak−1 νDη (σa) cφ
(
24nm
ta2
,
2l
a
)
,
where n ∈
(
N0 + 1Q
)
, l ∈ (Z+ ε2) and m ∈ (tQN0 + t) with 24mn > l2. Hence,
c (n, l, t) =
∑
a|gcd(nQ,2l,1)
ak−1 νDη (σa) cφ
(
24n
a2
,
2l
a
)
= νDη (σ1) cφ (24n, 2l)
= cφ (24n, 2l) ,
i.e.
cφ
(
24nm
ta2
,
2l
a
)
= c
(
nm
ta2
,
l
a
, t
)
.
This finishes the proof. 
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Simultaneous Lifts
In this chapter, we present our main results. During the last two chapters, we already learnt
about two possibilities to construct modular forms. As we have seen, they differ a lot in
their structure. While Borcherds lift are dominated by their multiplicativity and, therefore,
the knowledge of divisors, Maaß lifts have an additive structure. Both of these lifts have
their advantages and disadvantages in creating modular forms for given divisors, weights or
characters. The question that we want to deal with in this chapter is: are there modular
forms which arise from a Borcherds and a Maaß lift at the same time? The answer is yes,
as we will see throughout this chapter. But there is more to that.
In the following, we want to determine all simultaneous lifts on Γ+3 . We will see that we can
give a full characterization of these forms. Beforehand, we consider Siegel modular forms
and answer the question of simultaneous lifts in this case.
Throughout this chapter, we assume k ∈ N0.
4.1 The Siegel case
In [HM3], B. Heim and A. Murase addressed the question of simultaneous lifts for Siegel
modular forms without character. They showed that there exists only one modular form in
Mk(Γ1) which is a Borcherds lift and a Maaß lift at the same time, namely the well-known
Igusa function χ10 of weight 10. By then, it was known that χ10 is an example of such a
simultaneous lift. But it was not known that it is the only function in Mk(Γ1) having this
property.
The first approach to obtain similar results as in [HM3] for the paramodular group was to
transfer the proof given there to the more general case. It turned out that this was not
possible since the given approach there uses special knowledge on elliptic modular forms
which is not available for e.g. elliptic modular forms with non-trivial character. Hence,
a different proof was developed. We present this new proof in this section by analysing
simultaneous lifts in Mk(Γ1, ν). Here, ν is the unique non-trivial character on Γ1; it induces
the character ν12η × νH .
The main goal of this section is to prove the following theorem:
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(4.1) Theorem
Let F ∈ Mk(Γ1, ν) where ν denotes the unique character on Γ1. Let F be a Borcherds lift
and a Maaß lift. Then
F = c · χ5, c ∈ C∗,
where χ5 ∈M5(Γ2, ν) is the well-known Igusa function of weight 5.
According to [GN, Example 1.14] and [GN, Example 2.4], χ5 is both, a Borcherds and a
Maaß lift.
But before we can give the proof, we need to examine Borcherds and Maaß lifts more
precisely.
For this purpose, we introduce the modular polynomial Φn(X,Y ) and the primitive modular
polynomial Φ∗n(X,Y ). In order to do this, recall from definition (1.12):
Mn := {M ∈ GL(2,Z); det(M) = n} , for n ∈ N.
We fix a similar set for primitive matrices:
M∗n := {M ∈ GL(2,Z); det(M) = n, gcd(a, b, c, d) = 1} , for n ∈ N.
For n ∈ N, we fix sets of right coset representatives of SL(2,Z) inMn and inM∗n. Set
Φn (j(τ), j(ω)) :=
∏
M∈SL(2,Z)\Mn
(j(τ)− j(M 〈ω〉)) ,
Φ∗n (j(τ), j(ω)) :=
∏
M∈SL(2,Z)\M∗n
(j(τ)− j(M 〈ω〉)) .
Here, j denotes the modular invariant of SL(2,Z)
j(τ) = 1728
E34(τ)
∆(τ)
∈Mweakly0 (SL(2,Z)),
where E4 ∈M4(SL(2,Z)) is the elliptic Eisenstein series of weight 4 and ∆ ∈ S12(SL(2,Z)).
We want to list several properties of these polynomials in the following remark. All of them
are well-known and can be looked up e.g. in [Lan, 5.§2].
(4.2) Remark
Let n ∈ N.
(i) Both polynomials Φn and Φ∗n are in Z[X,Y ] and they fulfill the relation
Φn(X,Y ) =
∏
d2|n
d>0
Φ∗n
d2
(X,Y ).
(ii) The degree of Φn in X is σ(n) =
∑
d|n
d.
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(iii) The degree of Φ∗n in X is σ∗(n) = n
∏
p|n
(
1 +
1
p
)
for p prime.
(iv) We have the following estimations on the degree of Φn and Φ∗n
σ(n) ≥ σ∗(n) > n for n ≥ 2.
We set for n ∈ N:
Hn := {(M1,M2) 〈nτ, τ〉 ; (M1,M2) ∈ SL(2,Z)× SL(2,Z), τ ∈ H1} .
Note that Hn is an irreducible Heegner divisor. It turns out that it is contained in the divisor
of a modular polynomial.
(4.3) Lemma
Let n ∈ N. Then it holds
div (Φ∗n (j(τ), j(ω))) = Hn
div (Φn (j(τ), j(ω))) =
∑
d2|n
d>0
H n
d2
.
Proof
We only show the first statement as the second one then follows directly by remark (4.2)(i).
Set F (τ, ω) := Φ∗n (j(τ), j(ω)). Let (τ, ω) ∈ Hn. Then there exists τ˜ ∈ H1 and
M1,M2 ∈ SL(2,Z) such that
τ = M1 〈nτ˜〉 and ω = M2 〈τ˜〉 .
Using the invariance of j under SL(2,Z), we obtain
F (τ, ω) = F (nτ˜ , τ˜) = 0 by the construction of Φ∗n.
Hence, Hn ⊂ div(F ).
Now, let (τ, ω) ∈ div(F ). Then there exists an M ∈ M∗n such that τ = M 〈ω〉. Since
M∗n = SL(2,Z) ( n 00 1 ) SL(2,Z), we obtain
τ = M1 〈nM2 〈ω〉〉 for some M1,M2 ∈ SL(2,Z).
Set τ˜ = M2 〈ω〉. Then τ = M1 〈nτ˜〉 and ω = M−12 〈τ˜〉, thus (τ, ω) ∈ Hn. 
(4.4) Theorem
Let ϕ ∈ Jweakly0,1 . Assume that ϕ(τ, z) =
∑
n,l cϕ(n, l)q
nrl with Fourier coefficients cϕ(n, l) ∈ Z
for all (n, l) ∈ {(n, l); 4n−l2 < 0}. Further, let∑l>0 cϕ(0, l) = 0. Then the following identity
holds
D0 (Bϕ) (τ, ω) = BDJ0 ϕ(τ, ω).
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Proof
The proof is due to unpublished work by B. Heim and A. Murase. According to [Bor1,
Theorem 10.1], we can define Borcherds lifts on SL(2,Z)×SL(2,Z) using weakly holomorphic
modular forms on SL(2,Z) of weight 0: Let f ∈ Mweakly0 (SL(2,Z)) with Fourier expansion
f(τ) =
∑
n b(n)q
n. Assume that b(n) ∈ Z for n ≤ 0. Then we define the Borcherds lift of f
by
Bf (τ, ω) = qA1sC1
∏
(n,m)∈Λ
(1− qnsm)b(nm) (4.1)
where
A1 =
1
24
b(0),
C1 =
1
24
b(0)−
∞∑
n=1
σ(n)b(−n),
Λ =
{
(n,m) ∈ Z2; m > 0 or (m = 0, n > 0)} .
If Im(τ)Im(ω) > 0 is sufficiently large, the infinite product (4.1) is well-defined and
Bf ∈M b(0)
2
(SL(2,Z)× SL(2,Z)).
We set f(τ) := DJ0ϕ(τ) and c(4n− l2) := cϕ(n, l) (note that according to [EZ, Theorem 2.2]
the coefficients cϕ(n, l) depend on 4n− l2 only). Then f ∈Mweakly0 (SL(2,Z)) and
f(τ) =
∑
n∈Z
b(n)qn with b(n) =
∑
l∈Z
c(4n− l2).
Since
∑
l>0 cϕ(0, l) = 0, we have H1 6⊂ div (Bϕ) and we have b(0) = c(0). Thus D0 (Bϕ) 6≡ 0
and
D0 (Bϕ) (τ, ω) = W (Bϕ)(τ, ω)
= qA2sC2
∏
(n,m)∈Λ
(1− qnsm)c(4nm−l2)
with
A2 =
1
24
∑
l∈Z
c(−l2), C2 = 1
2
∑
l>0
l2c(−l2).
Thus, we still need to show A1 = A2 and C1 = C2. The first statement is true because of the
shape of b(0). We show the second identity. In doing so, we set σ(0) = − 124 and σ(x) = 0 if
x 6∈ N0.
C1 =
1
24
b(0)−
∞∑
n=1
σ(n)b(−n)
=
1
24
c(0)−
∞∑
n=1
∑
l∈Z
σ(n)c(−4n− l2)
=
1
24
c(0)−
∞∑
N=1
c(−N)
∑
l∈Z
N≡l2 (mod 4)
N−l2>0
σ
(
N − l2
4
)
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=
1
24
c(0)−
∞∑
N=1
c(−N)
[∑
l∈Z
σ
(
N − l2
4
)
+
{
1
24 , if N is a square
0, otherwise
}]
(1)
=
1
24
c(0)−
∞∑
N=1
c(−N)
[
−5H(2, N) +
{
1
24 − N2 , if N is a square
0, otherwise
}]
(2)
=
1
24
c(0)− 1
24
c(0) +
1
24
∞∑
l=1
c(−l2) + 1
2
∞∑
l=1
l2c(−l2)
=
1
2
∞∑
l=1
l2c(−l2) = C2
where we used [Coh, Proposition 4.1] in (1) and [HM1, Proposition 4.2(ii)] in (2). This
proves our statement. 
As a next step, we want to link modular polynomials to symplectic modular forms. Let
G ∈Mk(Γ1), k ∈ Z. Analogous to corollary (1.8), we define the Witt-operator on G:
W (G)(τ, ω) := G
(
τ 0
0 ω
)
= D0G(τ, ω).
(4.5) Lemma
Let G ∈Mk(Γ1), k ∈ Z, be a Borcherds lift and W (G) 6= 0. Then there exists a c ∈ C∗ such
that
W (G)(τ, ω) = c (∆(τ)∆(ω))
k
12
∞∏
n=1
Φ∗n (j(τ), j(ω))
β∗(n) .
Here, ∆ ∈ S12(SL(2,Z)) and β∗(n) ∈ N0. Note that β∗(n) = 0 for almost all n ∈ N.
Proof
Since G is a Borcherds lift, W (G) is a Borcherds lift on H1 × H1 as we have seen in the
previous theorem (4.4). The divisors of these Borcherds lifts on H1×H1 are of the form Hn,
n ∈ N (cp. [Bor1, Theorem 10.1]). Using lemma (4.3), we can realize a product of modular
polynomials having the same divisor as W (G). Here, the multiplicativity of Hn is described
by β∗(n). Hence, β∗(n) ∈ N0, since W (G) is holomorphic, and β∗(n) = 0 for almost all
n ∈ N. As j is a modular form of weight 0, we need to add a factor on the right hand side to
achieve a modular form of weight k. Here, we use ∆ ∈ S12(SL(2,Z)) since ∆ is the unique
non-trivial elliptic modular form with trivial divisor. 
There is a similar result involving the modular polynomial Φn (not the primitive ones). We
state this one as well.
(4.6) Lemma
Let G ∈Mk(Γ1), k ∈ Z, be a Borcherds lift and W (G) 6= 0. Then there exists a c ∈ C∗ such
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that
W (G)(τ, ω) = c (∆(τ)∆(ω))
k
12
∞∏
n=1
Φn (j(τ), j(ω))
β(n) .
Here, ∆ ∈ S12(SL(2,Z)) and β(n) ∈ Z. Note that β(n) = 0 for almost all n ∈ N.
Proof
The statement follows directly from lemma (4.5) and remark (4.2)(i). 
The following lemma will be used as a first step in the proof of theorem (4.1).
(4.7) Lemma
If F ∈Mk(Γ1, ν) is a Borcherds lift and a Maaß lift then F ∈ χ5Mk−5(Γ1). Particularly, F
is a cusp form and k is odd with k ≥ 5.
Proof
According to [HM1, Lemma 2.1], we know:
F ∈
{
χ5Mk−5(Γ2), if k odd
χ30Mk−30(Γ2), if k even
where χ5 ∈M5(Γ2, ν) and χ30 ∈M30(Γ2, ν). Since both χ5 and χ30 are cusp forms, F must
be a cusp form, as well. Moreover, we know that there do not exist Maaß lifts with character
ν of even weight (cp. [Maa2, Theorem 1]). 
(4.8) Lemma
Let G ∈ Mk(Γ1), k ∈ Z, be a non-cuspidal Borcherds lift. Then there exists a constant
c ∈ C∗ such that
G(Z) = c∆r(τ) + c ϕ(τ, z)s+O(s2).
Here r = k12 , ϕ ∈ Jk,1 and ∆ ∈ S12(SL(2,Z)). Moreover, G is a constant multiple of the
Borcherds lift of ϕˆ := − ϕ∆r ∈ Jweakly0,1 .
Proof
Note that the 0-th Fourier-Jacobi coefficient ϕ0(τ, z) at the point (τ, 0) ∈ H1 × C equals
Φ(G)(τ) where Φ denotes the Siegel Φ-operator
Φ(G)(τ) := lim
t→∞G
(
τ 0
0 it
)
.
By [HM1, Theorem 1.1], Φ(G) is a constant multiple of ∆r where ∆ ∈ S12(SL(2,Z)). Since
the Φ-operator preserves the weight of a modular form, we have r = k12 .
The last statement is valid due to [HM4, Theorem 1.1]. 
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We want to recall the Hecke operator Tn, in particular with respect to elliptic modular forms
with character ν12η . Thus, let f ∈Mk(SL(2,Z), ν12η ), k ∈ Z. Then f has a Fourier expansion
of the form
f(τ) =
∑
m≡1 (mod 2)
α(m)q
m
2 .
We apply the Hecke operator T3 by using formula (1.15):
(f | T3) (τ) =
∑
m odd
(
α(3m) + 3k−1α
(m
3
))
q
m
2 (4.2)
where α
(
m
3
)
= 0 if 3 - m.
We will now come to the proof of the main theorem of this section. Beforehand, we give a
short summary of the most important steps of the proof: Using lemma (4.7), we obtain a
decomposition F (Z) = χ5(Z)G(Z) for a G ∈ Mk−5(Γ1) where we assume that G is non-
constant. We consider the Fourier-Jacobi expansion on both sides of this decomposition and
compare the first two Fourier-Jacobi coefficients. Applying the differential operator DJ1 then
leads to an identity on elliptic modular forms (cp. formula (4.13)). A comparison of the first
Fourier coefficients on both sides of this equation will lead to a contradiction. This task is
separated into three cases. Hence, the assumption on G being non-constant was wrong and
theorem (4.1) is proven.
Proof (Theorem (4.1))
Let F ∈Mk(Γ1, ν) be a Borcherds lift and a Maaß lift. Using lemma (4.7), we know that k is
odd and k ≥ 5. From the previous chapter, we know that F has a Fourier-Jacobi expansion
of the form
F
(
τ z
z ω
)
= φ 1
2
(τ, z)s
1
2 + φ 3
2
(τ, z)s
3
2 + . . . (4.3)
with φ 1
2
∈ J cusp
k, 1
2
(ν˜) and φ 3
2
= φ 1
2
| V3 since F is a Maaß lift. (Recall from chapter 1 that ν˜
is the induced character, hence ν˜ = ν12η × νH .) In particular, φ 1
2
(τ, z) 6≡ 0.
By lemma (4.7), F has a decomposition as
F = χ5 ·G with G ∈Mk−5(Γ1).
Then G is a Borcherds lift itself because of the multiplicativity of Borcherds lifts. As χ5 is
a Maaß lift (cp. [Maa2]), it has a Fourier-Jacobi expansion of the form
χ5
(
τ z
z ω
)
= χ5, 1
2
(τ, z)s
1
2 +
(
χ5, 1
2
| V3
)
(τ, z)s
3
2 + . . . (4.4)
where χ5, 1
2
∈ J cusp
5, 1
2
(ν˜).
Moreover, G is non-cuspidal (otherwise this would contradict (4.3) and (4.4)) and, using
lemma (4.8), G has a Fourier-Jacobi expansion of the form
G(Z) = c∆r(τ) + cϕ(τ, z)s+O(s2) for a c ∈ C∗,
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where r = k−512 and ϕ ∈ Jk−5,1. Further, G is a constant multiple of the Borcherds lift of
ϕˆ := − ϕ∆r ∈ Jweakly0,1 .
Thus, we have two ways to describe F :
F (Z)
(4.3)
= φ 1
2
(τ, z)s
1
2 +
(
φ 1
2
| V3
)
(τ, z)s
3
2 + . . .
= χ5 (Z)G (Z)
=
(
χ5, 1
2
(τ, z)s
1
2 +
(
χ5, 1
2
| V3
)
(τ, z)s
3
2 + . . .
)
· (c∆r(τ) + cϕ(τ, z)s+ . . . ) .
Comparing the Fourier-Jacobi coefficients leads us to the following identities:
φ 1
2
(τ, z) = c χ5, 1
2
(τ, z)∆r(τ) (I)(
φ 1
2
| V3
)
(τ, z) =
(
χ5, 1
2
| V3
)
(τ, z)c∆r(τ) + χ5, 1
2
(τ, z)c ϕ(τ, z). (II)
As a next step, we want to apply the differential operator DJ1 to these identities. Beforehand,
we make the following observation: using some calculations and theorem (3.8) on χ5, 1
2
, we
obtain
DJ1χ5, 1
2
(τ) = 26η12(τ)
and DJ1
(
χ5, 1
2
| V3
)
(τ) =
(
DJ1χ5, 1
2
)
| T3(τ) = 26η12 | T3(τ). (4.5)
Now, apply DJ1 to equation (I):
DJ1φ 1
2
(τ) = cDJ1
(
χ5, 1
2
(τ, z)∆r(τ)
)
= c
(
DJ1χ5, 1
2
)
(τ) ·∆r(τ)
(4.5)
= c 26η12(τ)∆r(τ) (4.6)
and the left-hand side of equation (II). In the first equation, we use theorem (3.8) again:
DJ1
(
φ 1
2
| V3
)
(τ) =
(
DJ1φ 1
2
)
| T3 (τ)
(4.6)
=
[
c 26η12∆r
] | T3 (τ). (4.7)
Considering DJ1 on the right-hand side of equation (II) leads to:
cDJ1
(
χ5, 1
2
| V3
)
(τ)∆r(τ) + cDJ1
(
χ5, 1
2
· ϕ
)
(τ)
(4.5)
= c 26η12 | T3 (τ)∆r(τ) + cDJ1χ5, 1
2
(τ) · DJ0ϕ(τ)
(4.5)
= c 26η12 | T3 (τ)∆r(τ) + c 26η12(τ) · DJ0ϕ(τ). (4.8)
Since (4.7) equals (4.8) by equation (II), we obtain[
η12 ·∆r] | T3 (τ) = η12 | T3 (τ)∆r(τ) + η12(τ) · DJ0ϕ(τ). (4.9)
We want to note a few properties of the functions appearing here:
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• For (τ, z) ∈ H1 × C, we have
ϕˆ(τ, z) = −ϕ(τ, z)
∆r(τ)
⇔ ϕ(τ, z) = −ϕˆ(τ, z) ∆r(τ).
Thus
DJ0ϕ(τ) = −DJ0 ϕˆ(τ) ·∆r(τ) for τ ∈ H1. (4.10)
• Since Bϕˆ = αG for an α ∈ C∗, the constant term of ϕˆ equals
2 · wt(G) = 2(k − 5) = 2 · 12r = 24r. (4.11)
• It is well-known thatM6(SL(2,Z), ν12η ) is one-dimensional and generated by η12. Hence,
η12 is a simultaneous eigenform under the Hecke operator. Using lemma (1.15), we
obtain
η12 | T3 (τ) = λ(3)η12(τ) =
cη12(3)
cη12(1)
η12(τ) = −12η12(τ). (4.12)
We use (4.10) and (4.12) to simplify equation (4.9):[
η12 ·∆r] | T3 (τ) = −12η12(τ)∆r(τ)− η12(τ)∆r(τ)DJ0 ϕˆ(τ)
⇔ [η12 ·∆r] | T3 (τ) = (η12(τ)∆r(τ)) (−12−DJ0 ϕˆ(τ)) (4.13)
Here, DJ0 ϕˆ ∈Mweakly0 (SL(2,Z)) and DJ0 ϕˆ has constant term 24r because of (4.11).
In the following, we assume r > 0. Our goal is to lead this to a contradiction because then
G is a constant function and the theorem is proven. We set
∆r(τ) =
∞∑
l=r
b(l)ql where b(r) = 1.
Then
η12(τ) ∆r(τ) =
(
q
1
2 − 12q 32 + 54q 52 +O(q 72 )
)( ∞∑
l=r
b(l)ql
)
=:
∞∑
m=r
γ(2m+ 1)q
2m+1
2 where γ(2r + 1) = b(r) · 1 = 1
is a modular form of weight 6 + 12r = k + 1 w.r.t. SL(2,Z) and character ν12η . Thus, using
formula (4.2), we obtain
(
η12∆r
) | T3(τ) = ∞∑
m=0
(
γ(3(2m+ 1)) + 3k+1−1γ
(
2m+ 1
3
))
q
2m+1
2
=
∞∑
m=d r−1
3
e
(
γ(3(2m+ 1)) + 3kγ
(
2m+ 1
3
))
q
2m+1
2
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=
3r∑
m=d r−1
3
e
γ(3(2m+ 1))q
2m+1
2
+
∞∑
m=3r+1
(
γ(3(2m+ 1)) + 3kγ
(
2m+ 1
3
))
q
2m+1
2 .
Moreover, we set
−DJ0 ϕˆ(τ)− 12 =
∞∑
j=j0
c(j)qj (4.14)
where j0 ∈ Z is the smallest j such that c(j) 6= 0.
Now (4.13) leads to the equation
3r∑
m=d r−1
3
e
γ (3(2m+ 1)) q
2m+1
2 +
∞∑
m=3r+1
(
γ (3(2m+ 1)) + 3kγ
(
2m+ 1
3
))
q
2m+1
2
=
 ∞∑
j=j0
c(j)qj
( ∞∑
m=r
γ(2m+ 1)q
2m+1
2
)
. (4.15)
We will now consider three cases on r of which each will lead to a contradiction.
Case A: 3|(r − 1)
In this case, d r−13 e = r−13 . A comparison of the first summand in (4.15) on both sides leads
to
γ
(
3
(
2
r − 1
3
+ 1
))
q
2 r−13 +1
2 = c(j0)q
j0γ(2r + 1)q
2r+1
2
⇔ γ(2r + 1)︸ ︷︷ ︸
=1
q
2r+1
6 = c(j0) γ(2r + 1)︸ ︷︷ ︸
=1
qj0+
2r+1
2
⇔ c(j0) = 1 and 2r + 1
6
= j0 +
2r + 1
2
⇔ c(j0) = 1 and j0 = −2r + 1
3
.
Since we assumed r > 0, j0 is a negative integer and
DJ0 ϕˆ(τ) = −q−
2r+1
3 +O(q−
2r+1
3
+1).
Thus, the Fourier expansion of DJ0 ϕˆ has a principal part and the first coefficient is negative.
Hence, the Borcherds lift of DJ0 ϕˆ has a pole. But as the Borcherds lift of DJ0 ϕˆ is—up to
a constant—D0G as we have seen in theorem (4.4), this contradicts the holomorphy of G.
Therefore, case A leads to a contradiction.
Case B: 3|r
In this case, d r−13 e = r3 . We compare the first summand in (4.15) on both sides. Note that
b(r) = 1 and b(r + 1) = −24r.
γ
(
3
(
2
r
3
+ 1
))
q
2 r3+1
2 = c(j0)q
j0γ(2r + 1)q
2r+1
2
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⇔ γ(2r + 3)︸ ︷︷ ︸
=b(r)·(−12)+b(r+1)
q
2r+3
6 = c(j0) γ(2r + 1)︸ ︷︷ ︸
=1
qj0+
2r+1
2
⇔ c(j0) = −12− 24r and j0 = −2r
3
.
Hence
DJ0 ϕˆ(τ) = (12 + 24r)q−
2r
3 +O(q−
2r
3
+1).
For n ∈ Z, set β(n) as the coefficient of qn in DJ0 ϕˆ. As we have seen in the proof of theorem
(4.4) the degree in q of W (Bϕˆ) = cD0G, c ∈ C∗, is
β(0)
24
−
∞∑
n=1
σ(n)β(−n).
(Note that the degree in q and s of D0G are the same due to [HM1, theorem 3.1] and [HM1,
proposition 3.3].) On the other hand, the degree of D0G in q is 0 since
D0G(τ, ω) = ∆r(τ)⊗ Ek−5(ω) + Ek−5(τ)⊗∆r(ω) + (cuspidal part),
where Ek−5 is the elliptic Eisenstein series of weight k − 5 (cp. [HM3, §5.2]). Thus, using
β(0) = 24r (cp. (4.11)),
r −
∞∑
n=1
σ(n)β(−n) = 0. (4.16)
Recall from lemma (4.6) and lemma (4.5) that we can express D0G in terms of the (primitive)
modular polynomials:
D0G(τ, ω) = c1 ∆(τ)r∆(ω)r
∏
n>0
Φn(j(τ), j(ω))
β(−n), (4.17)
D0G(τ, ω) = c2 ∆(τ)r∆(ω)r
∏
n>0
Φ∗n(j(τ), j(ω))
β∗(n) (4.18)
where c1, c2 ∈ C∗ and β∗(n) ∈ N0. The fact that β(−n) is exactly the exponent in (4.17) is
caused by the order in q.
Comparing the degrees of both polynomials in (4.17) and (4.18), we obtain
∞∑
n=1
σ(n)β(−n) =
∞∑
n=1
σ∗(n)β∗(n). (4.19)
Since β
(−2r3 ) 6= 0 and β(−n) = 0 for all n > 2r3 the leading term in (4.17) is Φβ(− 2r3 )2r
3
. Thus,
we can simplify (4.17) to
D0G(τ, ω) = c2 ∆(τ)r∆(ω)rΦ 2r
3
(j(τ), j(ω))β(−
2r
3
)
∏
0<n< 2r
3
Φn(j(τ), j(ω))
β(−n)
43
Chapter 4. Simultaneous Lifts
= ∆r(τ)∆r(ω)Φ∗2r
3
(j(τ), j(ω))β(−
2r
3
)
∏
d2| 2r
3
d>1
Φ∗2r
3d2
(j(τ), j(ω))β(−
2r
3
)
·
∏
0<n< 2r
3
∏
d2|n
Φ∗n
d2
(j(τ), j(ω))β(−n),
where we used (4.2)(i) in the last step. A comparison with the respresentation of D0G in
(4.18) gives us
β∗
(
2r
3
)
= β
(
−2r
3
)
= 12 + 24r. (4.20)
The following calculation then leads to the desired solution:
0
(4.16)
= r −
∞∑
n=1
σ (n)β (−n)
(4.19)
= r −
∞∑
n=1
σ∗ (n)β∗ (n)
= r − σ∗
(
2r
3
)
β∗
(
2r
3
)
−
∞∑
n=1
n6= 2r
3
σ∗ (n)β∗ (n)
≤ r − σ∗
(
2r
3
)
β∗
(
2r
3
)
(4.20)
= r − σ∗
(
2r
3
)
(12 + 24r)
(4.2)(iv)
< r − 2r
3
(12 + 24r)
= −7r − 16r2︸ ︷︷ ︸
<0
.
Therefore, the case 3|r is not possible.
Case C: 3|(r + 1)
In this case d r−13 e = r+13 . We can follow the same approach as in case A. Again, we compare
the first summand in (4.15) on both sides. Note that b(r) = 1, b(r + 1) = −24 r and
b(r + 2) = 252 r + r(r−1)2 24
2.
γ
(
3(2
r + 1
3
+ 1)
)
q
2 r+13 +1
2 = c(j0)q
j0γ (2r + 1) q
2r+1
2
⇔ γ (2r + 5)︸ ︷︷ ︸
=b(r+2)−12 b(r+1)+54 b(r)
q
2r+5
6 = c(j0) γ (2r + 1)︸ ︷︷ ︸
=1
qj0+
2r+1
2
⇔ c(j0) = 252 r + r22 242 + 54 and j0 =
−2r + 1
3
.
As in this case r ≥ 2, j0 is negative. Now the Fourier expansion of DJ0 ϕˆ is of the form
DJ0 ϕˆ(τ) = (−252r − r
2
2 24
2 − 54)q−2r+13 +O(q−2r+13 +1).
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We note that the Fourier expansion of DJ0 ϕˆ has a principal part and the first coefficient is
negative. Hence, the Borcherds lift of DJ0 ϕˆ has a pole. But as the Borcherds lift of DJ0 ϕˆ
is—up to a constant—D0G this contradicts the holomorphy of G.
Now, all cases led to a contradiction. Hence, the assumption r > 0 was wrong and r must
be 0. Then G is a constant which proves theorem (4.1). 
4.2 Preliminaries for the Paramodular Case Γ+3
In the course of this chapter, we want to apply the proof given in the previous section to
Borcherds lifts and Maaß lifts on the paramodular group of level 3. Before we are able to
do that, we need to examine the lifts on Γ+3 more deeply. Throughout this section, we will
work out a list of candidates to be Borcherds lifts and Maaß lifts at the same time.
Many of the concepts and properties presented in this section will remind the reader of
results from the previous section. Indeed, some of the work done in this section consists of
transferring known facts in the theory of elliptic and Siegel modular forms to the theory of
modular forms on Γ+3 .
Throughout this section, we assume k ∈ Z, t ∈ 12N0, D ∈ N is an even divisor of 24 and
ε, α ∈ {0, 1}. Set Q = 24D .
The following lemma can be deduced from the proof of [GN, Theorem 1.12].
(4.9) Lemma
Let F ∈Mk(Γ+3 , νDη × νεH × χα). Then F has a Fourier expansion of the form
F (Z) =
∑
n,m≡1 (mod Q)
l≡ε (mod 2)
12nm−l2≥0
c(n, l,m)q
n
Q r
l
2 s
3m
Q .
Moreover, F has a Fourier-Jacobi expansion of the form
F (Z) =
∑
m≡1 (mod Q)
φ 3m
Q
(τ, z)s
3m
Q ,
where φ 3m
Q
∈ Jk, 3m
Q
(
νDη × νεH
)
. Note that the Fourier-Jacobi coefficients φ 3m
Q
are cuspidal,
if F is a cusp form.
In the following, we will make use of the Fourier-Jacobi expansion of a Maaß lift. Let
F ∈ Sk
(
Γ+3 , ν
D
η × νεH × χα
)
with Fourier-Jacobi expansion
F (Z) =
∑
m
φm(τ, z) s
m.
Here, m ∈
(
3N0 + 3Q
)
and φm ∈ J cuspk,m
(
νDη × νεH
)
. Set
m0 := min
{
m ∈
(
3N0 +
3
Q
)
; φm 6≡ 0
}
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as index for the first non-vanishing Fourier-Jacobi coefficient. If F is a Maaß lift, then
m0 =
3
Q and φm0 equals the input function of the Maaß lift (cp. [GN, Proof of theorem
1.12]). Furthermore, the other Fourier-Jacobi coefficients can be constructed using the first
one, i.e.
φm0 6≡ 0 and φm = φm0 | Vm/m0 .
This follows directly from the construction of the Maaß lift.
As a next step, we will determine the set of possible input functions such that the generalized
Maaß lift gives a modular form on Γ+3 . Thus we need to determine all possibilities of Qt = 3,
where Q is a divisor of 24 and t ∈ 12N0. We obtain four pairings:
Q = 1, t = 3, or Q = 2, t =
3
2
, or Q = 3, t = 1, or Q = 6, t =
1
2
.
Using the relation Q = 24D , we can calculate D. Recall that the space Jk,t
(
νDη × νεH
)
is
non-empty only if 2t ≡ ε (mod 2). Moreover, the character χ on the extension of Γ3 appears
only if k is odd, according to theorem (3.9). Note that the characters ν8η×1H×χ and ν4η×νH
cannot appear as a character of input functions for the Maaß lift since their representations
are irreducible (cp. [Der, p. 169]).
We summarize the results in the following lemma. In the notation, we will omit the character
χ if it does not occur.
(4.10) Lemma
The following characters can appear for Maaß lifts on Γ+3 :
k even k odd input functions
1 1η × 1H × χ Jk,3 (1)
ν12η × νH ν12η × νH × χ Jk, 3
2
(
ν12η × νH
)
ν8η × 1H − Jk,1
(
ν8η × 1H
)
− ν4η × νH × χ Jk, 1
2
(
ν4η × νH × χ
)
Recall the definition of the order of a modular form from (2.10).
(4.11) Lemma
Let F ∈Mk(Γ+3 , νDη × νεH × χα) be a Maaß lift. Then
ord(F ) ≤ 3.
Proof
As F is a Maaß lift, there exists a Jacobi form φ with F = Lift(φ). If F is non-cuspidal,
then ord(F ) = 0 and we are done. Hence, let F be a cusp form, i.e. ord(F ) > 0 and the
input function φ is a cusp form. We know that ord(F ) is determined by the order of φ˜ since
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the Hecke operator TQ(l) increases the order by the factor l. Thus, 0 < ord(F ) ≤ t, where
t is the index of φ. By lemma (4.10), the index is 3 at most. 
We want to give a few remarks on the ϑ-function, which was introduced in example (1.11).
(4.12) Remark
(i) As was shown in [GN, §1.1], it holds
∂
∂z
ϑ(τ, z)
∣∣∣∣
z=0
= 2piiη3(τ).
(ii) Consider the Taylor expansion around z0 = 0 of ϑ w.r.t. z:
ϑ(τ, z) =
∞∑
n=1
an(τ)z
n.
Note that a0(τ) ≡ 0 since ϑ(τ, 0) = 0 and a1(τ) = 2piiη3(τ) due to (i). Hence,
DJ0 ϑ(τ) = 0 and DJ1 ϑ(τ) = 2piiη3(τ).
(iii) Let ν ∈ N0 and ϕ ∈ Jk,t(νDη × νεH). Then DJν ϑν(τ) = a1(τ)ν since this is the first
non-vanishing Taylor coefficient of ϑν and
DJν (ϑν · ϕ)(τ) = DJν ϑν(τ) · DJ0ϕ(τ).
There are situations where the differential operator commutes with the Borcherds lift. We
want to state this property in the following theorem.
(4.13) Theorem
Let ϕ ∈ Jweakly0,3 . Assume that ϕ(τ, z) =
∑
n,l cϕ(n, l)q
nrl with Fourier coefficients cϕ(n, l) ∈ Z
for all (n, l) ∈ {(n, l); 12n − l2 < 0}. Further, let ∑l>0 cϕ(0, l) = 0. Then the following
identity holds
D0 (Bϕ) (τ, ω) = BDJ0 ϕ(τ, ω).
Proof
We consider the Fourier-Jacobi expansion of the Borcherds lift Bϕ:
Bϕ(Z) =
∞∑
m=m0
ϕm
b
(τ, z)s
3m
b with ϕm0
b
6≡ 0
where b ∈ Q depends on the character of the Borcherds lift Bϕ. Since
∑
l>0 cϕ(0, l) = 0,
we have H1 6⊂ div (Bϕ). Thus, D0 (Bϕ) 6≡ 0. Using [HM5, Theorem I], we obtain that Bϕ
satisfies a certain multiplicative symmetry and that
ϕ(τ, z) = −
ϕm0+1
b
(τ, z)
ϕm0
b
(τ, z)
.
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On the other hand, D0 (Bϕ) is a Borcherds lift on H1 × H1. Therefore, using the same
theorem, we obtain that
−
ϕm0+1
b
(τ, 0)
ϕm0
b
(τ, 0)
= DJ0ϕ(τ)
is the input function for the Borcherds lift D0 (Bϕ). Hence,
D0 (Bϕ) (τ, ω) = BDJ0 ϕ(τ, ω). 
(4.14) Remark
Set
b(n) :=
∑
l∈Z
cϕ(n, l).
Since D0 (Bϕ) = BDJ0 ϕ and by using the construction of Borcherds lifts on H1 × H1 (cp.
formula (4.1)), we obtain for the order of D0 (Bϕ) in s:
1
24
b(0)−
∞∑
n=1
σ(n)b(−n).
Next, we want to show similar results as in lemma (4.5), (4.6) and (4.8).
(4.15) Lemma
Let G ∈ Mk(Γ+3 ), k ∈ Z, be a Borcherds lift and W3(G) 6= 0. Then there exist c1, c2 ∈ C∗
such that
W3(G)(τ, ω) = c1 (∆(τ)∆(ω))
k
12
∞∏
n=1
Φn (j(τ), j(ω))
β(n) , (4.21)
W3(G)(τ, ω) = c2 (∆(τ)∆(ω))
k
12
∞∏
n=1
Φ∗n (j(τ), j(ω))
β∗(n) . (4.22)
Here, ∆ ∈ S12(SL(2,Z)), β(n) ∈ Z and β∗(n) ∈ N0. Note that β(n) and β∗(n) are zero for
almost all n ∈ N.
Proof
We give a proof of (4.22) only, since then (4.21) follows directly by using lemma (4.3) and
remark (4.2)(i).
Since G is a Borcherds lift, W3(G) is a Borcherds lift on H1 × H1. The divisors of these
Borcherds lifts on H1 × H1 are of the form Hn, n ∈ N (cp. also (4.5)). Using lemma
(4.3), we can realize a product of modular polynomials having the same divisor as W3(G).
Here, the multiplicativity of Hn is described by β∗(n). Hence, β∗(n) ∈ N0, since W3(G) is
holomorphic, and β∗(n) = 0 for almost all n ∈ N. As j is a modular form of weight 0, we
need to add a factor on the right hand side to achieve a modular form of weight k. Here, we
use ∆ ∈ S12(SL(2,Z)) since ∆ is the unique non-trivial elliptic modular form with trivial
divisor. 
48
4.2. Preliminaries for the Paramodular Case Γ+3
(4.16) Lemma
Let G ∈ Mk(Γ+3 ), k ∈ Z, be a non-cuspidal Borcherds lift. Then there exists a constant
c ∈ C∗ such that
G(Z) = c∆r(τ) + c ϕ(τ, z)s3 +O(s6).
Here, r = k12 , ϕ ∈ Jk,3 and ∆ ∈ S12(SL(2,Z)). Moreover, G is a constant multiple of the
Borcherds lift of ϕˆ := − ϕ∆r ∈ Jweakly0,3 .
Proof
From [HM1, Proposition 3.1], we know that for f ∈Mk(SL(2,Z)):
f(pτ)
p−1∏
a=0
f
(
τ + a
p
)
= εp(f)f(τ)
p+1 for a prime number p and for εp ∈ {z ∈ C; |z| = 1}
⇔ f(τ) = c ·∆ k12 (τ) for a constant c ∈ C∗. (4.23)
We consider the Fourier-Jacobi expansion of G:
G(Z) =
∞∑
m=0
φm(τ, z)s
3m.
Note that φ0 ∈ J cuspk,0 and φ0(τ, 0) = Φ(G)(τ) where Φ denotes the Siegel Φ-operator. Since
G is non-cuspidal, we know that Φ(G)(τ) = φ0(τ, 0) 6≡ 0.
As G is a Borcherds lift, we know that G satisfies a multiplicative symmetry (cp. [HM1,
Theorem 3.1]). Hence, by using [HM5, Theorem 2.1], φ0(τ, z) satisfies the multiplicative
symmetry of Jacobi-type, i.e.
φ0(pτ, pz)
p−1∏
b=0
φ0
(
τ + b
p
, z
)
= εp · φ0(τ, pz)φ0(τ, z)p, εp ∈ C∗.
Thus, φ0(τ, 0) satisfies
φ0(pτ, 0)
p−1∏
b=0
φ0
(
τ + b
p
, 0
)
= εp · φ0(τ, 0)p+1.
Using (4.23), we know that
φ0(τ, 0) = c ·∆ k12 (τ) for a c ∈ C∗.
Since Jacobi forms of index 0 are elliptic modular forms, we obtain φ0(τ, z) = c · ∆ k12 (τ).
The last statement is valid due to [HM4, Theorem 1.1]. 
As we have seen in the proof of theorem (4.1), we need the first Fourier coefficients of ∆r,
r ∈ N. They can be calculated directly, as the first Fourier coefficients of ∆ ∈ S12(SL(2,Z))
are well-known.
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(4.17) Remark
Let r ∈ N. Then
∆r(τ) = qr − 24 r qr+1 + (288 r2 − 36 r) qr+2 + (−2304 r3 + 864 r2 − 32 r) qr+3
+
(
13824 r4 − 10368 r3 + 1416 r2 − 42 r) qr+4
+
(
−331776
5
r5 + 82944 r4 − 24768 r3 + 2160 r2 − 144
5
r
)
qr+5
+
(
1327104
5
r6 − 49766 r5 + 260352 r4 − 47520 r3 + 13576
5
r2 − 48 r
)
qr+6
+
(
−31850496
35
r7 +
11943936
5
r6 − 1935360 r5 + 615168 r4 − 388032
5
r3
+
17664
5
r2 − 192
7
r
)
qr+7 +
(
95551488
35
r8 − 47775744
5
r7 +
55406592
5
r6
−5474304 r5 + 6084576
5
r4 − 583056
5
r3 +
146646
35
r2 − 45 r
)
qr+8 +O(qr+9).
In the last part of this section, we want to create a list of modular forms on Γ+3 which are
useful candidates for being Borcherds lift and Maaß lift at the same time. Therefore, recall
the Borcherds lifts Fd which were constructed in chapter 2. Using the multiplicativity of the
Borcherds lift and the functions Fd, it is possible to construct modular forms on Γ+3 with
any given divisor. Hence, all Borcherds lifts on Γ+3 can be generated by using the functions
Fd.
Moreover, we want to recall certain properties of Borcherds lifts and Maaß lifts. In chapter
2, we determined all divisors that can appear as a divisor of a modular form on Γ+3 . These
are linear combinations of Humbert surfaces Hd with d ∈ N and d (mod 12) ∈ {0, 1, 4, 9}. In
lemma (4.10), we gave a full characterization of all characters that can appear as characters
of a Maaß lift. Moreover, we showed in lemma (4.11) that the order of a Maaß lift on Γ+3 is
bounded by 3.
In particular, the last property is very useful in determing all possible simultaneous lifts. In
proposition (2.11), we showed that
ord(Fd) ≤ 3⇔ d ∈ {1, 4} or d is not a square.
Note that the order is additive, i.e. for F,G modular forms on Γ+3 , we have
ord(F ·G) = ord(F ) + ord(G).
Since d not being a square is equivalent to Fd being non-cuspidal by proposition (2.8), we
have ord(Fd) = 0 in this case. Hence, the only Borcherds lifts that can be Maaß lifts at the
same time and that are contributing to the order are F1 and F4 as well as their products
and powers. Recall from the proof of proposition (2.11) that
ord(F1) =
1
2
, ord(F4) =
3
2
.
Thus, we obtain a list of candidates for simultaneous lifts.
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(4.18) Proposition
The following modular forms are—up to multiplication by a non-cuspidal modular form
G ∈Mk(Γ+3 )—the only candidates for being Borcherds lift and Maaß lift at the same time
on the paramodular group Γ+3 :
• F1 ∈ S1
(
Γ+3 , ν
4
η × νH × χ
)
• F 21 ∈ S2
(
Γ+3 , ν
8
η × 1H
)
• F 31 ∈ S3
(
Γ+3 , ν
12
η × νH × χ
)
• F 61 ∈ S6
(
Γ+3
)
• F4 ∈ S6
(
Γ+3 , ν
12
η × νH
)
• F 24 ∈ S12
(
Γ+3
)
• F 31 · F4 ∈ S9
(
Γ+3 , 1η × 1H × χ
)
Proof
To exclude candidates for simultaneous lifts, we use the argument of the bounded order which
was given before this proposition. Furthermore, we know by lemma (4.10) which characters
can appear for Maaß lifts on Γ+3 . Therefore, e.g. the function F
2
1 · F4 with wt
(
F 21 · F4
)
= 8,
ord
(
F 21 · F4
)
= 52 and character ν
20
η ×νH cannot be a Maaß lift. Using these two arguments,
it is clear that the functions stated above are the only useful candidates for simultaneous
lifts on Γ+3 .
By construction, all functions given above are Borcherds lifts. We want to show that they
are Maaß lifts as well, except for the function F 24 , which turns out to be a Borcherds lift only.
Therefore, these functions are reasonable candidates for simultaneous lifts. Analogously as
in chapter 2, we set
φ1(τ, z) = (r
−1 + 2 + r) +O(q) and φ4(τ, z) = (r−2 + 14 + r2) +O(q).
Then,
F1 = Bφ1 ∈ S1
(
Γ+3 , ν
4
η × νH × χ
)
,
F4 = Bφ4−φ1 ∈ S6
(
Γ+3 , ν
12
η × νH
)
.
We use the construction given in [GN, Proof of Theorem 2.1]:
ϕ(τ, z) := η(τ)c(0,0)
∏
l>0
(
ϑ(τ, lz)
η(τ)
)c(0,l)
(4.24)
where c(n, l) are the Fourier coefficients of the input function of the Borcherds lift and η and
ϑ are the functions introduced in examples (1.6) and (1.11), respectively.
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• We have F1 = Bφ1 . Thus, formula (4.24) leads to
ϕ(τ, z) = η(τ)ϑ(τ, z) ∈ J cusp
1, 1
2
(
ν4η × νH
)
.
Considering the Maaß lift of this function, we obtain
Lift(ϕ) ∈ S1
(
Γ+3 , ν
4
η × νH × χ
)
.
According to [GN, Theorem 2.6], the functions F1 and Lift(ϕ) coincide.
• We have F 21 = B2φ1 . Thus, formula (4.24) leads to
ϕ(τ, z) = η(τ)2ϑ(τ, z)2 ∈ J cusp2,1
(
ν8η × 1H
)
.
Considering the Maaß lift of this function, we obtain
Lift(ϕ) ∈ S2
(
Γ+3 , ν
8
η × 1H
)
.
From [Kre, Theorem 5.4(iii)], we can read off that S2
(
Γ+3 , ν
8
η × 1H
)
is generated by
F 21 . Hence, Lift(ϕ) and F 21 coincide (up to a non-zero constant).
• We have F 31 = B3φ1 . Thus, formula (4.24) leads to
ϕ(τ, z) = η(τ)3ϑ(τ, z)3 ∈ J cusp
3, 3
2
(
ν12η × νH
)
.
Considering the Maaß lift of this function, we obtain
Lift(ϕ) ∈ S3
(
Γ+3 , ν
12
η × νH × χ
)
.
Using [Kre, Theorem 5.2(i)], we know that H1 ⊂ div (Lift(ϕ)). Hence,
Lift(ϕ)
F1
∈M2
(
Γ+3 , ν
8
η × 1H
)
.
By [Kre, Theorem 5.4(iii)], M2
(
Γ+3 , ν
8
η × 1H
)
= S2
(
Γ+3 , ν
8
η × 1H
)
is generated by F 21 .
Thus,
Lift(ϕ)
F1
= c F 21 ⇔ Lift(ϕ) = c F 31 for a c ∈ C∗.
• We have F 61 = B6φ1 . Thus, formula (4.24) leads to
ϕ(τ, z) = η(τ)6ϑ(τ, z)6 ∈ J cusp6,3 .
Considering the Maaß lift of this function, we obtain
Lift(ϕ) ∈ S6
(
Γ+3
)
.
According to [Der, Lemma 5.3], dim M6(Γ+3 ) = 2 and M6(Γ
+
3 ) is generated by the
Eisenstein series E6 of weight 6 and the cusp form F 61 . Hence, S6(Γ
+
3 ) has dimension
1 and is generated by F 61 . We obtain
Lift(ϕ) = c F 61 for a c ∈ C∗.
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• We have F4 = Bφ4−φ1 . Thus, formula (4.24) leads to
ϕ(τ, z) = η(τ)12
ϑ(τ, 2z)
ϑ(τ, z)
∈ J cusp
6, 3
2
(
ν12η × νH
)
.
Considering the Maaß lift of this function, we obtain
Lift(ϕ) ∈ S6
(
Γ+3 , ν
12
η × νH
)
.
According to [GN, Example 3.10], the functions F4 and Lift(ϕ) coincide.
• Assume that F 24 is a Maaß lift. We have just seen that
F4 = Lift
(
η(τ)12
ϑ(τ, 2z)
ϑ(τ, z)
)
.
Thus, using Maple it is possible to calculate the Fourier coefficients of F4. The code
which was used for the calucations can be found in the appendix. Using these Fourier
coefficients, we can determine the beginning of the Fourier expansion of F 24 . Since we
assumed F 24 being a Maaß lift, the Fourier coefficients fulfill the Maaß relation stated
in corollary (3.11). But applying this relation to the Fourier coefficients of F 24 , we
obtain:
c(3, 7, 9) = 2642 6= 2882 = c(9, 7, 3) =
∑
a|gcd(3,14,3)
a11 c
(
3 · 9
3 · a2 ,
7
a
, 3
)
.
This contradicts corollary (3.11). Thus, F 24 is not a Maaß lift.
We can further argue that F 24 ·G where G is a non-cuspidal modular form in Mk(Γ+3 )
doesn’t give us additional candidates for simultaneous lifts. Assume that F 24 · G
is Maaß lift and Borcherds lift with G being a non-constant, non-cuspidal modular
form. Hence, div(F 24 ) = 2H4 and H1 6⊂ div
(
F 24 ·G
)
. So applying the differen-
tial operator D0 leads to a non-trivial modular form. Using lemma (3.6), we have
D0F 24 ∈ S12 (SL(2,Z)× SL(2,Z)). Thus, there exists a constant c ∈ C∗ such that
D0F 24 (τ, ω) = c · (∆(τ)⊗∆(ω))
where ∆ ∈ S12(SL(2,Z)). If we now consider
D0
(
F 24 ·G
)
(τ, ω) = c · (∆(τ)⊗∆(ω))D0G(τ, ω) ∈Mk+12 (SL(2,Z)× SL(2,Z)) ,
this leads us to the same problem dealt with in [HM3]. Hence, we can apply the same
line of argument to show that G must be constant.
• We have F 31 F4 = B2φ1+φ4 . Thus, formula (4.24) leads to
ϕ(τ, z) = η(τ)15ϑ(τ, z)2ϑ(τ, 2z) ∈ J cusp9,3 .
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Considering the Maaß lift of this function, we obtain
Lift(ϕ) ∈ S9
(
Γ+3
)
.
Using [Kre, Theorem 5.2(i)], we know that H1 ⊂ div (Lift(ϕ)). Hence,
Lift(ϕ)
F1
∈M8
(
Γ+3 , ν
20
η × νH
)
.
By [Kre, Theorem 5.4(v)], M8
(
Γ+3 , ν
20
η × νH
)
= S8
(
Γ+3 , ν
20
η × νH
)
is generated by
F 21 F4. Thus,
Lift(ϕ)
F1
= c F 21 F4 ⇔ Lift(ϕ) = c F 31 F4 for a c ∈ C∗. 
By the last proposition and its proof, we know that there are—up to multiplication by a
non-cuspidal modular form G ∈Mk(Γ+3 )—six candidates for being Borcherds lift and Maaß
lift at the same time on the paramodular group Γ+3 . In the following section, we will show
that these six functions
F1, F
2
1 , F
3
1 , F
6
1 , F4, F
3
1 · F4
are exactly all simultaneous lifts on Γ+3 (up to a non-zero factor).
4.3 The Paramodular Case Γ+3
In the following section, we state the main results. In [GN], V. Gritsenko and V. Nikulin
gave several examples of modular forms on the paramodular group Γt which are Borcherds
lift and Maaß lift at the same time. For the paramodular group of level 3, two examples can
be found in this paper:
• F1(Z) = Lift (η(τ)ϑ(τ, z)) ∈ S1
(
Γ+3 , ν
4
η × νH × χ
)
(cp. [GN, Theorem 2.6])
• F4(Z) = Lift
(
η(τ)12 ϑ(τ,2z)ϑ(τ,z)
)
∈ S6
(
Γ+3 , ν
12
η × νH
)
(cp. [GN, Example 3.10])
Thus, we know that there exist simultaneous lifts on Γ+3 . But within literature there is
no full characterization of simultaneous lifts on Γ+3 given. This is the goal of the following
section. As we have seen in proposition (4.18), there are six reasonable candidates on Γ+3
for being Borcherds lift and Maaß lift at the same time. Note that, up to now, each of these
candidates can be multiplied by a non-cuspidal modular form G ∈ Mk(Γ+3 ) and still is a
reasonable candidate. We will show that—up to a constant—the modular forms given in
proposition (4.18) are the only simultaneous lifts on Γ+3 .
In doing so, we will use a similar approach as the one developed in section 4.1 for proving
theorem (4.1). Thus, we will assume that a candidate from the list in proposition (4.18) can
be multiplied with a non-cuspidal modular form G. Then we will use several properties of
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Borcherds lifts and Maaß lifts. Many of them were stated in the previous section 4.2. Then
a proof of contradiction will lead us to the fact that G must be a non-zero constant.
Our goal is to show that all these candidates are—up to a constant—the only functions being
Borcherds lift and Maaß lift at the same time. Our approach will be to use an analoguous
proof to the one which was developed for the Siegel case in section 4.1.
(4.19) Theorem
Let F ∈Mk(Γ+3 ), k ∈ Z, be a Borcherds lift and a Maaß lift. Assume that F can be written
as F (Z) = F 61 (Z)G(Z) where G ∈ Mk−6(Γ+3 ) is non-cuspidal. Then there exists a c ∈ C∗
such that
F (Z) = c · F 61 (Z) for all Z ∈ H2.
Proof
In view of using results from the previous section 4.2, we note that D = 24, Q = 1 and
ε = α = 0 in this case. By the assumption on the factorization of F , we know that k ≥ 6
and k is even since it is a Maaß lift without character χ (cp. lemma (4.10)). As F and F 61
are Borcherds lifts, G is a Borcherds lift as well by the multiplicativity of Borcherds lifts.
Since F is a Maaß lift, it has a Fourier-Jacobi expansion of the form:
F (Z) = φ3(τ, z)s
3 + (φ3 | V2) (τ, z)s6 +O(s9) (4.25)
where φ3 ∈ J cuspk,3 and φ3 6≡ 0 since it is the input function of the Maaß lift F . As we have seen
in the proof of proposition (4.18), F 61 is the Maaß lift of η(τ)6ϑ(τ, z)6 ∈ J cusp6,3 and therefore
has a Fourier-Jacobi expansion of the form:
F 61 (Z) = η(τ)
6ϑ(τ, z)6 s3 +
(
η6ϑ6 | V2
)
(τ, z) s6 +O(s9). (4.26)
Thus, G is not a cusp form because otherwise this would lead to a contradiction by us-
ing F (Z) = F 61 (Z)G(Z) and the Fourier-Jacobi expansions of F and F 61 , i.e. the Fourier
expansion of G starts with q0. This implies that H1 6⊂ div (G). (Assume, H1 ⊂ div(G).
Then G/F1 would be a holomorphic function on Γ+3 with character ν
20
η × νH × χ whose
Fourier expansion starts with q−
1
6 which is a contradiction). Using lemma (4.16), G has a
Fourier-Jacobi expansion of the form
G(Z) = c∆r(τ) + cϕ(τ, z)s3 +O(s6) for a c ∈ C∗,
where r = k−612 and ϕ ∈ Jk−6,3. Further, G is a constant multiple of the Borcherds lift of
ϕˆ := − ϕ∆r ∈ Jweakly0,3 . Thus, we have two ways to describe F :
F (Z)
(4.25)
= φ3(τ, z)s
3 + (φ3 | V2) (τ, z)s6 + . . .
= F 61 (Z) ·G (Z)
=
(
η(τ)6ϑ(τ, z)6 s3 +
(
η6ϑ6 | V2
)
(τ, z) s6 + . . .
) · (c∆r(τ) + cϕ(τ, z)s3 + . . . ) .
A comparison of the first two Fourier-Jacobi coefficients leads us to the following identities:
φ3(τ, z) = c η(τ)
6ϑ(τ, z)6∆r(τ), (I)
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(φ3 | V2) (τ, z) =
(
η6ϑ6 | V2
)
(τ, z)c∆r(τ) + η(τ)6ϑ(τ, z)6c ϕ(τ, z). (II)
As a next step, we want to apply the differential operator to these equations. Note that
div(F 61 ) = 6H1. Thus, by using remark (3.7)(i), we know that
D0F 61 = · · · = D5F 61 = 0
and thus
D0F = · · · = D5F = 0.
The first non-vanishing operator on F is D6. We apply that operator to (I). Note that
DJ6 η6ϑ6 ∈ S12(SL(2,Z)) = C∗∆
(cp. [KK, Corollary B, p. 174] for the identity of the spaces) so that DJ6
(
η6ϑ6
)
(τ) = c2∆(τ)
for a constant c2 ∈ C∗. Hence,
DJ6φ3(τ) = cDJ6
(
η(τ)6ϑ(τ, z)6∆r(τ)
)
= cc2 ∆
r+1(τ). (4.27)
Now we apply DJ6 to equation (II) and use theorem (3.8). First, to the left-hand side
DJ6 (φ3 | V2) (τ) =
(DJ6φ3) | T2 (τ)
(4.27)
=
[
cc2 ∆
r+1
] | T2 (τ) (4.28)
and then to the right-hand side
cDJ6
(
η6ϑ6 | V2
)
(τ)∆r(τ) + cDJ6
(
η6ϑ6 · ϕ) (τ)
= cDJ6
(
η6ϑ6
) | T2 (τ) ·∆r(τ) + cDJ6 (η6ϑ6) (τ) · DJ0 (ϕ) (τ)
= cc2 (∆ | T2) (τ) ·∆r(τ) + cc2 ∆(τ) · DJ0ϕ(τ)
= −24 cc2 ∆r+1(τ) + cc2 ∆(τ) · DJ0ϕ(τ) (4.29)
where we used remark (4.12)(iii) in the second step and the fact that ∆ is a simultaneous
eigenform under the Hecke operator in the last step (cp. [KK, §4.4]). Since (4.28) equals
(4.29) by equation (II), we obtain
∆r+1 | T2 (τ) = −24 ∆r+1(τ) + ∆(τ) · DJ0ϕ(τ). (4.30)
Note that the statements (4.10) and (4.11) from the proof of theorem (4.1) hold analoguously
here. Thus,
DJ0ϕ(τ) = −DJ0 ϕˆ(τ) ·∆r(τ) for τ ∈ H1
and the constant term of ϕˆ, and therefore also of DJ0 ϕˆ, equals 24r. Hence, formula (4.30) is
equivalent to
∆r+1 | T2 (τ) = −24 ∆r+1(τ)−DJ0 ϕˆ(τ) ·∆r+1(τ). (4.31)
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Assume, r > 0. Our goal is to lead this to a contradiction because then G is a constant
function and the theorem is proven. We set
∆r+1(τ) =
∞∑
l=r+1
b(l)ql
and
−DJ0 ϕˆ(τ)− 24 =
∞∑
j=j0
c(j)qj
where j0 ∈ Z is the smallest j such that c(j) 6= 0. By using formula (1.15), we obtain
∆r+1 | T2(τ) =
∞∑
l=0
(
b(2l) + 212(r+1)−1b
(
l
2
))
ql
=
2r+1∑
l=d r+1
2
e
b(2l)ql +
∞∑
l=2r+2
(
b(2l) + 2k+5b
(
l
2
))
ql
where b( l2) = 0 if l is odd. Now formula (4.31) leads to
2r+1∑
l=d r+1
2
e
b(2l)ql +
∞∑
l=2r+2
(
b(2l) + 2k+5b
(
l
2
))
ql =
 ∞∑
j=j0
c(j)qj
( ∞∑
l=r+1
b(l)ql
)
. (4.32)
We will now consider the two cases that r + 1 is even or odd and will lead each of them to
a contradiction.
Case A: r + 1 is even
In this case, d r+12 e = r+12 . By comparing the first summand in (4.32) on both sides, we
obtain
b
(
2
r + 1
2
)
q
r+1
2 = c(j0)q
j0b(r + 1)qr+1
⇔ b(r + 1)︸ ︷︷ ︸
=1
q
r+1
2 = c(j0) b(r + 1)︸ ︷︷ ︸
=1
qj0+r+1
⇔ c(j0) = 1 and j0 = −r + 1
2
.
Since we assumed r > 0, j0 is a negative integer and
DJ0 ϕˆ(τ) = −q−
r+1
2 +O(q−
r+1
2
+1).
Thus, the Fourier expansion of DJ0 ϕˆ has a principal part and the first coefficient is negative.
Hence, the Borcherds lift of DJ0 ϕˆ has a pole. But by theorem (4.13) the Borcherds lift of
DJ0 ϕˆ is—up to a constant—D0G which contradicts the holomorphy of G. Therefore, case A
leads to a contradiction.
Case B: r + 1 is odd
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In this case, d r+12 e = r+22 . Again, we compare the first summand in (4.32) on both sides and
obtain
b
(
2
r + 2
2
)
q
r+2
2 = c(j0)q
j0b(r + 1)qr+1
⇔ b(r + 2)︸ ︷︷ ︸
=−24(r+1)
q
r+2
2 = c(j0) b(r + 1)︸ ︷︷ ︸
=1
qj0+r+1
⇔ c(j0) = −24(r + 1) and j0 = −r
2
where we used remark (4.17) in the second step. Since we assumed r > 0, j0 is a negative
integer and
DJ0 ϕˆ(τ) = 24(r + 1)q−
r
2 +O(q−
r
2
+1).
By remark (4.14), the degree in s of D0 (Bϕˆ) = D0G is
1
24
β(0)−
∞∑
n=1
σ(n)β(−n) (4.11)= r −
∞∑
n=1
σ(n)
∑
l∈Z
cϕˆ(−12n− l2).
Note that β(n) are exactly the Fourier coefficients of DJ0 ϕˆ and that β(0) = cϕˆ(0) since
H1 6⊂ div (G). On the other hand, the degree of D0G in s is 0 since
D0G(τ, ω) = ∆r(τ)⊗ Ek−5(ω) + Ek−5(τ)⊗∆r(ω) + (cuspidal part),
where Ek−5 is the elliptic Eisenstein series of weight k − 5 (cp. [HM3, §5.2]). Thus
r −
∞∑
n=1
σ(n)β(−n) = 0. (4.33)
Recall from lemma (4.15) that we can express D0G in terms of the (primitive) modular
polynomials.
W3(G)(τ, ω) = c1 (∆(τ)∆(ω))
r
∞∏
n=1
Φn (j(τ), j(ω))
β(n) , (4.34)
W3(G)(τ, ω) = c2 (∆(τ)∆(ω))
r
∞∏
n=1
Φ∗n (j(τ), j(ω))
β∗(n) (4.35)
where c1, c2 ∈ C∗ and β∗(n) ∈ N0.
We compare the degrees of both polynomials and obtain
∞∑
n=1
σ(n)β(−n) =
∞∑
n=1
σ∗(n)β∗(n). (4.36)
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Since β
(− r2) 6= 0 and β(−n) = 0 for all n > r2 the leading term in (4.34) is Φβ(− r2)r
2
. Thus,
we can simplify (4.34) to
D0G(τ, ω) = c2 ∆(τ)r∆(ω)rΦ r
2
(j(τ), j(ω))β(−
r
2
)
∏
0<n< r
2
Φn(j(τ), j(ω))
β(−n)
= c2 ∆
r(τ)∆r(ω)Φ∗r
2
(j(τ), j(ω))β(−
r
2
)
∏
d2| r
2
d>1
Φ∗r
2d2
(j(τ), j(ω))β(−
r
2
)
·
∏
0<n< r
2
∏
d2|n
Φ∗n
d2
(j(τ), j(ω))β(−n),
where we used (4.2)(i) in the last step. A comparison with the respresentation of D0G in
(4.35) gives us
β∗
(r
2
)
= β
(
−r
2
)
= 24(r + 1). (4.37)
The following calculation then leads to the desired contradiction:
0
(4.33)
= r −
∞∑
n=1
σ (n)β (−n)
(4.36)
= r −
∞∑
n=1
σ∗ (n)β∗ (n)
= r − σ∗
(r
2
)
β∗
(r
2
)
−
∞∑
n=1
n6= r
2
σ∗ (n)β∗ (n)
≤ r − σ∗
(r
2
)
β∗
(r
2
)
(4.37)
= r − σ∗
(r
2
)
24 (r + 1)
(4.2)(iv)
< r − r
2
· 24(r + 1)
= −12r2 − 11r︸ ︷︷ ︸
<0
.
Note that we can apply remark (4.2)(iv) only, if r ≥ 4. But if r = 2, we also obtain a
contradiction since 0 ≤ r − σ∗ ( r2) 24 (r + 1) = 2− 24 · 3 < 0.
Since both cases lead to a contradiction, the assumption r > 0 was wrong. Thus r = 0 and
G is constant function. This proves our statement. 
We want to demonstrate the line of argument again. This is done by showing that the
candidate F1 ·G for G ∈Mk(Γ+3 ) non-cuspidal leads to the fact that G is a constant.
(4.20) Theorem
Let F ∈ Mk(Γ+3 , ν4η × νH × χ), k ∈ Z, be a Borcherds lift and a Maaß lift. Assume that
F can be written as F (Z) = F1(Z)G(Z) where G ∈ Mk−1(Γ+3 ) is non-cuspidal. Then there
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exists a c ∈ C∗ such that
F (Z) = c · F1(Z) for all Z ∈ H2.
Proof
In view of using results from the previous section 4.2, we note that D = 4, Q = 6 and
ε = α = 1 in this case. By the assumption on the factorization of F , we know that k ≥ 1
and k is odd since it is a Maaß lift with character χ (cp. lemma (4.10)). As F and F1 are
Borcherds lifts, G is a Borcherds lift, as well, by the multiplicativity of Borcherds lifts. Since
F is a Maaß lift, it has a Fourier-Jacobi expansion of the form:
F (Z) = φ 1
2
(τ, z)s
1
2 +
(
φ 1
2
| V7
)
(τ, z)s
7
2 +O(s
13
2 ) (4.38)
where φ 1
2
∈ J cusp
k, 1
2
(ν4η×νH) and φ 1
2
6≡ 0 since it is the input function of the Maaß lift F . As we
have seen in the proof of proposition (4.18), F1 is the Maaß lift of η(τ)ϑ(τ, z) ∈ J cusp1, 1
2
(ν4η×νH)
and therefore has a Fourier-Jacobi expansion of the form:
F1(Z) = η(τ)ϑ(τ, z) s
1
2 + (η · ϑ | V7) (τ, z) s 72 +O(s 132 ). (4.39)
Thus, G is not a cusp form because otherwise this would lead to a contradiction by us-
ing F (Z) = F1(Z)G(Z) and the Fourier-Jacobi expansions of F and F1, i.e. the Fourier
expansion of G starts with q0. This implies that H1 6⊂ div (G). (Assume, H1 ⊂ div(G).
Then G/F1 would be a holomorphic function on Γ+3 with character ν
20
η × νH × χ whose
Fourier expansion starts with q−
1
6 which is a contradiction). Using lemma (4.16), G has a
Fourier-Jacobi expansion of the form
G(Z) = c∆r(τ) + cϕ(τ, z)s3 +O(s6) for a c ∈ C∗,
where r = k−112 and ϕ ∈ Jk−1,3. Further, G is a constant multiple of the Borcherds lift of
ϕˆ := − ϕ∆r ∈ Jweakly0,3 . Thus, we have two ways to describe F :
F (Z)
(4.38)
= φ 1
2
(τ, z)s
1
2 +
(
φ 1
2
| V7
)
(τ, z)s
7
2 + . . .
= F1 (Z) ·G (Z)
=
(
η(τ)ϑ(τ, z) s
1
2 + (η · ϑ | V7) (τ, z) s 72 + . . .
)
· (c∆r(τ) + cϕ(τ, z)s3 + . . . ) .
A comparison of the first two Fourier-Jacobi coefficients leads us to the following identities:
φ 1
2
(τ, z) = c η(τ)ϑ(τ, z)∆r(τ), (I)(
φ 1
2
| V7
)
(τ, z) = (η · ϑ | V7) (τ, z)c∆r(τ) + η(τ)ϑ(τ, z)c ϕ(τ, z). (II)
As a next step, we want to apply the differential operator to these equations. Note that
div(F1) = H1. Thus, by using remark (3.7)(i), we know that
D0F1 = 0 and thus D0F = 0.
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The first non-vanishing operator on F is D1. We apply that operator to (I). Note that(DJ1 η · ϑ) (τ) remark (4.12)= 2piiη4(τ).
Hence,
DJ1φ 1
2
(τ) = cDJ1 (η(τ)ϑ(τ, z)∆r(τ))
= 2piic η4(τ) ∆r(τ). (4.40)
Now we apply DJ1 to equation (II) and use theorem (3.8). First, to the left-hand side
DJ1
(
φ 1
2
| V7
)
(τ) =
(
DJ1φ 1
2
)
| T7 (τ)
(4.40)
=
[
2piic η4 ∆r
] | T7 (τ) (4.41)
and then to the right-hand side
cDJ1 (η · ϑ | V7)(τ)∆r(τ) + cDJ1 (η · ϑ · ϕ) (τ)
= cDJ1 (η · ϑ) | T7 (τ) ·∆r(τ) + cDJ1 (η · ϑ) (τ) · DJ0 (ϕ) (τ)
= 2piic
(
η4 | T7
)
(τ) ·∆r(τ) + 2piic η4(τ) · DJ0ϕ(τ)
= −8piic η4(τ)∆r(τ) + 2piic η4(τ)DJ0ϕ(τ) (4.42)
where we used remark (4.12)(iii) in the second step and the fact that η4 is a simultaneous
eigenform under the Hecke operator with eigenvalue −4 in the last step. Since (4.41) equals
(4.42) by equation (II), we obtain[
η4 ∆r
] | T7 (τ) = −4η4(τ)∆r(τ) + η4(τ)DJ0ϕ(τ). (4.43)
Note that the statements (4.10) and (4.11) from the proof of theorem (4.1) hold analoguously
here. Thus,
DJ0ϕ(τ) = −DJ0 ϕˆ(τ) ·∆r(τ) for τ ∈ H1
and the constant term of ϕˆ and, therefore also of DJ0 ϕˆ, equals 24r. Hence, formula (4.43) is
equivalent to [
η4 ∆r
] | T7 (τ) = −4η4(τ)∆r(τ)− η4(τ)DJ0 ϕˆ(τ)∆r(τ). (4.44)
Assume, r > 0. Our goal is to lead this to a contradiction because then G is a constant
function and the theorem is proven. We set
η4(τ)∆r(τ) =
∞∑
l=r
b
(
6l + 1
6
)
q
6l+1
6 .
Note that we calculated the Fourier coefficients of ∆r in remark (4.17) and that we can
calculate the Fourier expansion of η4 directly as we know the Fourier expansion of η:
η4(τ) = q
1
6 − 4q 76 + 2q 136 + 18q 196 − 5q 256 − 4q 316 +O(q 376 ).
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Thus, we can easily calculate the first coefficients b
(
6l+1
6
)
of η4(τ)∆r(τ). Moreover, we set
−DJ0 ϕˆ(τ)− 4 =
∞∑
j=j0
c(j)qj
where j0 ∈ Z is the smallest j such that c(j) 6= 0. By using formula (1.15), we obtain
[
η4∆r
] | T7(τ) = ∞∑
l=0
(
b
(
7
6l + 1
6
)
+ 712r+2−1b
(
6l + 1
42
))
q
6l+1
6
=
7r∑
l=d r−1
7
e
b
(
7(6l + 1)
6
)
q
6l+1
6 +
∞∑
l=7r+1
(
b
(
7(6l + 1)
6
)
+ 7kb
(
6l + 1
42
))
q
6l+1
6
where b
(
6l+1
42
)
= 0 if 7 - (6l + 1). Now formula (4.44) leads to
7r∑
l=d r−1
7
e
b
(
7(6l + 1)
6
)
q
6l+1
6 +
∞∑
l=7r+1
(
b
(
7(6l + 1)
6
)
+ 7kb
(
6l + 1
42
))
q
6l+1
6
=
 ∞∑
j=j0
c(j)qj
( ∞∑
l=r
b
(
6l + 1
6
)
q
6l+1
6
)
. (4.45)
We will now consider the seven cases on the divisibility of r − 1 and will lead each of them
to a contradiction.
Case I: 7|(r − 1)
In this case, d r−17 e = r−17 . By comparing the first summand in (4.45) on both sides, we
obtain
b
(
7(6 r−17 + 1)
6
)
q
6 r−17 +1
6 = c(j0)q
j0b
(
6r + 1
6
)
q
6r+1
6
⇔ b
(
6r + 1
6
)
︸ ︷︷ ︸
=1
q
6(r−1)+7
42 = c(j0) b
(
6r + 1
6
)
︸ ︷︷ ︸
=1
qj0+
6r+1
6
⇔ c(j0) = 1 and j0 = −6r + 1
7
.
Since we assumed r > 0, j0 is a negative integer and
DJ0 ϕˆ(τ) = −q−
6r+1
7 +O(q−
6r+1
7
+1).
Thus, the Fourier expansion of DJ0 ϕˆ has a principal part and the first coefficient is negative.
Hence, the Borcherds lift of DJ0 ϕˆ has a pole. But by theorem (4.13) the Borcherds lift of
DJ0 ϕˆ is—up to a constant—D0G which contradicts the holomorphy of G. Therefore, case I
leads to a contradiction.
Case II: 7|r
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In this case, d r−17 e = r7 . Again, we compare the first summand in (4.45) on both sides and
obtain
b
(
7(6 r7 + 1)
6
)
q
6 r7+1
6 = c(j0)q
j0b
(
6r + 1
6
)
q
6r+1
6
⇔ c(j0) = b
(
6r + 7
6
)
= −4− 24r and j0 = −6r
7
.
Since we assumed r > 0, j0 is a negative integer and
DJ0 ϕˆ(τ) = (4 + 24r)q−
6r
7 +O(q−
6r
7
+1).
By remark (4.14), the degree in s of D0 (Bϕˆ) = D0G is
1
24
β(0)−
∞∑
n=1
σ(n)β(−n) (4.11)= r −
∞∑
n=1
σ(n)
∑
l∈Z
cϕˆ(−12n− l2).
Note that β(n) are exactly the Fourier coefficients of DJ0 ϕˆ and that β(0) = cϕˆ(0) since
H1 6⊂ div (G). On the other hand, the degree of D0G in s is 0 since
D0G(τ, ω) = ∆r(τ)⊗ Ek−1(ω) + Ek−1(τ)⊗∆r(ω) + (cuspidal part),
where Ek−1 is the elliptic Eisenstein series of weight k − 1 (cp. [HM3, §5.2]). Thus
r −
∞∑
n=1
σ(n)β(−n) = 0. (4.46)
Recall from lemma (4.15) that we can express D0G in terms of the (primitive) modular
polynomials.
W3(G)(τ, ω) = c1 (∆(τ)∆(ω))
r
∞∏
n=1
Φn (j(τ), j(ω))
β(n) , (4.47)
W3(G)(τ, ω) = c2 (∆(τ)∆(ω))
r
∞∏
n=1
Φ∗n (j(τ), j(ω))
β∗(n) (4.48)
where c1, c2 ∈ C∗ and β∗(n) ∈ N0. We compare the degrees of both polynomials and obtain
∞∑
n=1
σ(n)β(−n) =
∞∑
n=1
σ∗(n)β∗(n). (4.49)
Since β
(−6r7 ) 6= 0 and β(−n) = 0 for all n > 6r7 the leading term in (4.47) is Φβ(− 6r7 )6r
7
. Thus,
we can simplify (4.47) to
D0G(τ, ω) = c2 ∆(τ)r∆(ω)rΦ 6r
7
(j(τ), j(ω))β(−
6r
7
)
∏
0<n< 6r
7
Φn(j(τ), j(ω))
β(−n)
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= c2 ∆
r(τ)∆r(ω)Φ∗6r
7
(j(τ), j(ω))β(−
6r
7
)
∏
d2| 6r
7
d>1
Φ∗6r
7d2
(j(τ), j(ω))β(−
6r
7
)
·
∏
0<n< 6r
7
∏
d2|n
Φ∗n
d2
(j(τ), j(ω))β(−n),
where we used (4.2)(i) in the last step. A comparison with the respresentation of D0G in
(4.48) gives us
β∗
(
6r
7
)
= β
(
−6r
7
)
= 4 + 24r. (4.50)
The following calculation then leads to the desired contradiction:
0
(4.46)
= r −
∞∑
n=1
σ (n)β (−n)
(4.49)
= r −
∞∑
n=1
σ∗ (n)β∗ (n)
= r − σ∗
(
6r
7
)
β∗
(
6r
7
)
−
∞∑
n=1
n6= 6r
7
σ∗ (n)β∗ (n)
≤ r − σ∗
(
6r
7
)
β∗
(
6r
7
)
(4.50)
= r − σ∗
(
6r
7
)
(4 + 24r)
(4.2)(iv)
< r − 6r
7
· (4 + 24r)
= −144
7
r2 − 17
7
r︸ ︷︷ ︸
<0
.
Therefore, the case 7|r is not possible.
Case III: 7|(r + 1)
In this case, d r−17 e = r+17 . By comparing the first summand in (4.45) on both sides, we
obtain
b
(
7(6 r+17 + 1)
6
)
q
6 r+17 +1
6 = c(j0)q
j0b
(
6r + 1
6
)
q
6r+1
6
⇔ c(j0) = b
(
6r + 13
6
)
= 288r2 + 60r + 2 and j0 =
−6r + 1
7
.
Since we assumed r > 0, we have r ≥ 6 in this case and j0 is a negative integer. Further, it
holds
DJ0 ϕˆ(τ) = −(288r2 + 60r + 2)q
−6r+1
7 +O(q
−6r+1
7
+1).
Thus, the Fourier expansion of DJ0 ϕˆ has a principal part and the first coefficient is negative.
Hence, the Borcherds lift of DJ0 ϕˆ has a pole. But by theorem (4.13) the Borcherds lift of
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DJ0 ϕˆ is—up to a constant—D0G which contradicts the holomorphy of G. Therefore, this
case also leads to a contradiction.
Case IV: 7|(r + 2)
In this case, d r−17 e = r+27 . By comparing the first summand in (4.45) on both sides, we
obtain
b
(
7(6 r+27 + 1)
6
)
q
6 r+27 +1
6 = c(j0)q
j0b
(
6r + 1
6
)
q
6r+1
6
⇔ c(j0) = b
(
6r + 19
6
)
= −2304r3 − 288r2 + 64r + 8 and j0 = −6r + 2
7
.
Since we assumed r > 0, we have r ≥ 5 in this case and j0 is a negative integer. Further, it
holds
DJ0 ϕˆ(τ) =
(
2304r3 + 288r2 − 64r − 8) q−6r+17 +O(q−6r+17 +1)
where (2304r3 + 288r2− 64r− 8) > 0. We use the same argumentation as we did in case II.
Everything stays the same as in case II except that we have β
(−6r+2
7
) 6= 0 and β(−n) = 0
for all n > 6r−27 . Hence, the leading term in (4.47) is Φ
β(−6r+27 )
6r−2
7
. Using the same argument
as above, we obtain
β∗
(
6r − 2
7
)
= β
(−6r + 2
7
)
= 2304r3 + 288r2 − 64r − 8. (4.51)
The following calculation then leads to the desired contradiction:
0
(4.46)
= r −
∞∑
n=1
σ (n)β (−n)
(4.49)
= r −
∞∑
n=1
σ∗ (n)β∗ (n)
= r − σ∗
(
6r − 2
7
)
β∗
(
6r − 2
7
)
−
∞∑
n=1
n6= 6r−2
7
σ∗ (n)β∗ (n)
≤ r − σ∗
(
6r − 2
7
)
β∗
(
6r − 2
7
)
(4.51)
= r − σ∗
(
6r − 2
7
)(
2304r3 + 288r2 − 64r − 8)
(4.2)(iv)
< r − 6r − 2
7
· (2304r3 + 288r2 − 64r − 8)
< 0.
Therefore, the case 7|(r + 2) is not possible.
Case V: 7|(r + 3)
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In this case, d r−17 e = r+37 . By comparing the first summand in (4.45) on both sides, we
obtain
b
(
7(6 r+37 + 1)
6
)
q
6 r+37 +1
6 = c(j0)q
j0b
(
6r + 1
6
)
q
6r+1
6
⇔ c(j0) = b
(
6r + 25
6
)
= 13824r4 − 1152r3 − 1464r2 − 178r − 5 and j0 = −6r + 3
7
.
Since we assumed r > 0, we have r ≥ 4 in this case and j0 is a negative integer. Further, it
holds
DJ0 ϕˆ(τ) =
(−13824r4 + 1152r3 + 1464r2 + 178r + 5) q−6r+37 +O(q−6r+37 +1).
Thus, the Fourier expansion of DJ0 ϕˆ has a principal part and the first coefficient is negative.
Hence, the Borcherds lift of DJ0 ϕˆ has a pole. But by theorem (4.13) the Borcherds lift of
DJ0 ϕˆ is—up to a constant—D0G which contradicts the holomorphy of G. Therefore, this
case also leads to a contradiction.
Case VI: 7|(r + 4)
In this case, d r−17 e = r+47 . By comparing the first summand in (4.45) on both sides, we
obtain
b
(
7(6 r+47 + 1)
6
)
q
6 r+47 +1
6 = c(j0)q
j0b
(
6r + 1
6
)
q
6r+1
6
⇔ c(j0) = b
(
6r + 31
6
)
= −331776
5
r5 + 27648r4 + 12096r3 + 528r2 − 464
5
r − 4
and j0 =
−6r + 4
7
.
Since we assumed r > 0, we have r ≥ 3 in this case and j0 is a negative integer. Further, it
holds
DJ0 ϕˆ(τ) =
(
331776
5
r5 − 27648r4 − 12096r3 − 528r2 + 464
5
r + 4
)
q
−6r+4
7 +O(q
−6r+4
7
+1)
where
(
331776
5 r
5 − 27648r4 − 12096r3 − 528r2 + 4645 r + 4
)
> 0. We use the same argumen-
tation as we did in the cases II and IV. Everything stays the same except that we have
β
(−6r+4
7
) 6= 0 and β(−n) = 0 for all n > 6r−47 . Hence, the leading term in (4.47) is
Φ
β(−6r+47 )
6r−4
7
. Using the same argument as above, we obtain
β∗
(
6r − 4
7
)
= β
(−6r + 4
7
)
=
331776
5
r5− 27648r4− 12096r3− 528r2 + 464
5
r+ 4. (4.52)
The following calculation then leads to the desired contradiction:
0
(4.46)
= r −
∞∑
n=1
σ (n)β (−n)
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(4.49)
= r −
∞∑
n=1
σ∗ (n)β∗ (n)
= r − σ∗
(
6r − 4
7
)
β∗
(
6r − 4
7
)
−
∞∑
n=1
n6= 6r−4
7
σ∗ (n)β∗ (n)
≤ r − σ∗
(
6r − 4
7
)
β∗
(
6r − 4
7
)
(4.52)
= r − σ∗
(
6r − 4
7
)(
331776
5
r5 − 27648r4 − 12096r3 − 528r2 + 464
5
r + 4
)
(4.2)(iv)
< r − 6r − 4
7
·
(
331776
5
r5 − 27648r4 − 12096r3 − 528r2 + 464
5
r + 4
)
< 0.
Therefore, the case 7|(r + 4) is not possible.
Case VII: 7|(r + 5)
In this case, d r−17 e = r+57 . By comparing the first summand in (4.45) on both sides, we
obtain
b
(
7(6 r+57 + 1)
6
)
q
6 r+57 +1
6 = c(j0)q
j0b
(
6r + 1
6
)
q
6r+1
6
⇔ c(j0) = b
(
6r + 37
6
)
=
1327104
5
r6 − 1161216
5
r5 − 43776r4 + 12385r3
+
11896
5
r2 +
16
5
r − 10 and j0 = −6r+57 .
Since we assumed r > 0, we have r ≥ 2 in this case and j0 is a negative integer. Further, it
holds
DJ0 ϕˆ(τ) =
(
−1327104
5
r6 +
1161216
5
r5 + 43776r4 − 12385r3 − 11896
5
r2 − 16
5
r + 10
)
q
−6r+5
7
+O(q
−6r+5
7
+1).
Thus, the Fourier expansion of DJ0 ϕˆ has a principal part and the first coefficient is negative.
Hence, the Borcherds lift of DJ0 ϕˆ has a pole. But by theorem (4.13) the Borcherds lift of
DJ0 ϕˆ is—up to a constant—D0G which contradicts the holomorphy of G. Therefore, this
case also leads to a contradiction.
Since every case led to a contradiction, the assumption r > 0 was wrong. Thus r = 0 and G
is constant function. This proves our statement. 
The same line of argument that we have seen in the proof of the theorems (4.19) and (4.20)
can be used to treat the remaining four cases. We will omit the proofs here as they repeat
themselves. Finally, we obtain
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(4.21) Theorem
Let F ∈Mk(Γ+3 , ν), ν : Γ+3 → C a character on Γ+3 , and let F be a Maaß lift and a Borcherds
lift. Then,
F ∈ C∗ · { F1, F 21 , F 31 , F 61 , F4, F 31F4} .
Thus, a complete characterization of modular forms on Γ+3 being Maaß lift and Borcherds
lift at the same time is given.
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—— Borcherds lifts Fd ——
We give an extension of the tabular presented in example (2.7), here. We calculate all
Borcherds lifts Fd, d (mod 12) ∈ {0, 1, 4, 9}, up to d = 36:
input φ weight of Bφ divisor Hd character
φ1 1 H1 ν
4
η × νH × χ
φ4 − φ1 6 H4 ν12η × νH
φ9 − φ1 16 H9 ν8η × 1H
φ12 12 H12 χ
φ13 24 H13 1
φ16 − φ4 48 H16 1
φ21 24 H21 1
φ24 36 H24 χ
φ25 − φ1 120 H25 1
φ28 96 H28 1
φ33 72 H33 1
φ36 − φ9 − φ4 + φ1 96 H36 1
—— [Maple]-Code for proposition (4.18) ——
The following Maple-code was used to determine the Maaß lift F4. Note that the input
function for this lift is
ϕ(τ, z) = η(τ)12
ϑ(τ, 2z)
ϑ(τ, z)
∈ J cusp
6, 3
2
(
ν12η × νH
)
.
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Afterwards, F 24 was calculated and it was shown that the function F 24 doesn’t fulfill the
Maaß relation given in corollary (3.11).
with(numtheory):
#define the Jacobi symbol
(
12
n
)
jacobisymb12 := proc(n)
local m;
m := modp(n, 12);
if m = 1 or m = 11 then return 1;
elif m = 5 or m = 7 then return -1;
else return 0;
end if:
end proc:
#define the η-function (cp. example (1.6) or [GN, §1.1])
eta := add(jacobisymb12(n)*q^(n^2/24), n = 1 .. 40);
#define ϑ3/2(τ , z) :=
η(τ) ϑ(τ ,2z)
ϑ(τ ,z) (cp. example (1.11) or [GN, Lemma 1.6])
theta32 := add(jacobisymb12(n)*q^(n^2/24)*r^(n/2), n = -40 .. 40);
#define input function g(τ , z) := η11(τ)ϑ3/2(τ , z) ∈ J cusp6, 3
2
(ν12η × νH)
g := expand(eta^(11)*theta32);
#define the Hecke operator as it was given in [GN, formula (1.26)]
heckeop := proc (g, k, t, D, eps)
local n, m, l, a, Q, g, d, res, i;
m := 1;
n := 1;
l := eps;
Q := 24/D;
res := 0;
while n < 40 do
while m < 40 do
while 0 < 12*n*m*D-l^2 do
g := gcd(n, gcd(m, l));
d := convert(divisors(g), list);
for i from 1 to nops(d) do
res := res+d[i]^(k-1)*coeff(coeff(g, q^(n*m/(Q*d[i]^2))),
r^((1/2)*l/d[i]))*q^(n/Q)*r^(l/2)*s^(t*m);
end do:
l := l+2;
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end do:
m := m+Q;
l := eps;
end do:
n := n+Q;
m := 1;
end do:
return res;
end proc:
#calculate the Maass lift F4 and F 24 (cp. proposition (4.18))
F4 := heckeop(g, 6, 3/2, 12, 1):
F4square := F4^2:
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