We define the anti-forcing number of a perfect matching M of a graph G as the minimal number of edges of G whose deletion results in a subgraph with a unique perfect matching M , denoted by af (G, M ). The anti-forcing number of a graph proposed by Vukičević and Trinajstić in Kekulé structures of molecular graphs is in fact the minimum anti-forcing number of perfect matchings. For plane bipartite graph G with a perfect matching M , we obtain a minimax result: af (G, M ) equals the maximal number of M -alternating cycles of G where any two either are disjoint or intersect only at edges in M . For a hexagonal system H, we show that the maximum anti-forcing number of H equals the Fries number of H. As a consequence, we have that the Fries number of H is between the Clar number of H and twice.
Introduction
We only consider finite and simple graphs. Let G be a graph with vertex set V (G) and edge set E(G). A perfect matching or 1-factor M of a graph G is a set of edges of G such that each vertex of G is incident with exactly one edge in M.
A Kekulé structure of some molecular graph (for example, benzenoid and fullerene) coincides with a perfect matching of a graph. Randić and Klein [14, 20] proposed the In this paper we consider the anti-forcing number of a graph, which was previously defined by Vukičević and Trinajstić [26, 27] as the smallest number of edges whose removal results in a subgraph with a single perfect matching (see refs [5, 8, 9, 15, 30] for some researches on this topic). By an analogous manner as the forcing number we define the anti-forcing number, denoted by af (G, M), of a perfect matching M of a graph G as the minimal number of edges not in M whose removal to fix a single perfect matching M of G. We can see that the anti-forcing number of a graph G is the minimum anti-forcing number of all perfect matchings of G. We also show that the anti-forcing number has a close relation with forcing number: For any perfect matching M of G, f (G, M) ≤ af (G, M) ≤ (∆ − 1)f (G, M), where ∆ denotes the maximum degree of G. For plane bipartite graph G, we obtain a minimax result: For any perfect matching M of G, the anti-forcing number of M equals the maximal number of M-alternating cycles of G any two members of which intersect only at edges in M. For a hexagonal system H, we show that the maximum anti-forcing number of H equals the Fries number of H. As a consequence, we have that the Fries number of H is between the Clar number of H and twice. Discussions for some extremal graphs about the anti-forcing numbers show the anti-forcing number of a graph G with the maximum degree three can achieve the minimum forcing number or twice.
Anti-forcing number of perfect matchings
An anti-forcing set S of a graph G is a set of edges of G such that G − S has a unique perfect matching. The smallest cardinality of anti-forcing sets of G is called the antiforcing number of G and denoted by af (G).
Given a perfect matching M of a graph G. If C is an M-alternating cycle of G, then the symmetric difference M ⊕ C is another perfect matching of G. Here C may be viewed as its edge-set. A subset S ⊆ E(G) \ M is called an anti-forcing set of M if G − S has a unique perfect matching, that is, M. Proof. If S is an anti-forcing set of M, then G − S has a unique perfect matching, i.e. M.
So G − S has no M-alternating cycles. Otherwise, if G − S has an M-alternating cycle C, then the symmetric difference M ⊕ C is another perfect matching of G − S different from M, a contradiction. Hence each M-alternating cycle of G contains at least one edge of S.
Conversely, suppose that S contains at least one edge of every M-alternating cycle of G.
That is, G − S has no M-alternating cycles, so G − S has a unique perfect matching.
The smallest cardinality of anti-forcing sets of M is called the anti-forcing number of M and denoted by af (G, M). So we have the following relations between the forcing number and anti-forcing number.
Theorem 2.2. Let G be a graph with the maximum degree ∆. For any perfect matching
Proof. Given any anti-forcing set S of M. For each edge e in S, let e 1 and e 2 be the edges in M adjacent to e. All such edges e in S are replaced with one of e 1 and e 2 to get another set S ′ of edges in M. It is obvious that |S ′ | ≤ |S|. Further we claim that S ′ is a forcing set of M. For any M-alternating cycle C of G, by Lemma 2.1 C must contain an edge e in S. Then C must pass through both e 1 and e 2 . By the definition for S ′ , C contains at least one edge of S ′ . So Lemma 1.1 implies that S ′ is a forcing set of M. Hence the claim holds. So f (G, M) ≤ |S ′ | ≤ |S|, and the first inequality is proved.
Now we consider the second inequality. Let F be a minimum forcing set of M. Then
For each edge e in F , we choose all the edges not in M incident with one end of e. All such edges form a set F ′ of size no larger than (∆ − 1)|F |, which is disjoint with M. We claim that F ′ is an anti-forcing set of M. Otherwise, Lemma 2.1 implies that G − F ′ contains an M-alternating cycle C. Since each edge in F is a pendant edge of G − F ′ , C does not pass through an edge of F . This contradicts that F is a forcing set of M by Lemma 1.
By the definitions the above result is immediate. Hence we may say, af (G) is the minimum anti-forcing number of G. Whereas,
M is a perfect matching of G} is the maximum anti-forcing number of G.
The following is an immediate consequence of Theorem 2.2. Corollary 2.4. Let G be a graph with a perfect matching and the maximum degree ∆. Theorem 2.6. Let G be a planar bipartite graph with a perfect matching M. Then
To obtain such a minimax result we need a classical result of Lucchesi and Younger [18] about directed graphs; Its shorter proof was ever given by Lovász [16] . Let D be a finite directed graph. A feedback set of D is a set of arcs that contains at least one arc of each directed cycle of D. 
However, the equality in Lemma 2.5 does not necessarily hold in general. A counterexample is dodecahedron (see Fig. 1(b) ); For this specific perfect matching marked by bold lines, it can be confirmed that there are at most three compatible alternating cycles, but its anti-forcing number is at least four.
Maximum anti-forcing number
In this section we restrict our consideration to a hexagonal system H with a perfect matching M. Without loss of generality, H is placed in the plane such that an edge-direction is vertical and the peaks (i.e. those vertices of H that just have two low neighbors, but no high neighbors) are black. An M-alternating cycle C of H is said to be proper (resp. improper) if each edge of C in M goes from white end to black end (resp. from black end to white end) along the clockwise direction of C. The boundary of H means the boundary of the outer face. An edge on the boundary is a boundary edge.
The following main result shows that the maximum anti-forcing number equals the Fries number in a hexagonal system. Theorem 3.1. Let H be a hexagonal system with a perfect matching. Then Af (H) =
F ries(H).
Proof. Since any Fries set of H is a compatible M-alternating set A for some perfect matching M of H, we have that Af (H) ≥ F ries(H) from Theorem 2.6. So we now prove that Af (H) ≤ F ries(H). It suffices to prove that for a compatible alternating set A of H with |A| = Af (H), we can find a Fries set F of H such that |A| ≤ |F |.
Given any compatible M-alternating set A of H with a perfect matching M. Two cycles C 1 and C 2 in A are crossing if they share an edge e in M and the four edges adjacent to e alternate in C 1 and C 2 (i.e. C 1 enters into C 2 from one side and leaves from the other side via e). Such an edge e is said to be a crossing. For example, see Fig. 2 .
We say A is non-crossing if any two cycles in A are not crossing. Claim 1. For any compatible M-alternating set A of H, we can find the corresponding
Proof. Suppose A has a pair of crossing members C 1 and C 2 . In fact C 1 and C 2 have even number of crossings. Let e 1 and e 2 be two consecutive crossings, which are edges in M.
So we may suppose along the counterclockwise direction C 2 from edge e 1 = xx ′ enters into the interior of C 1 , then reaches the crossing e 2 = yy ′ . Note that x is the first vertex of C 2 entering in C 1 and y ′ the first vertex of C 2 leaving from C 1 after x. For convenience, if a cycle C in H has two vertices s and t, we always denote by C(s, t) the path from s to t along C clockwise. If C 1 is a proper M-alternating cycle and C 2 is an improper Fig. 2 (left)). If C 1 and C 2 both are proper (resp. improper) M-alternating cycles, let Fig. 2(right) ). In all such cases C 1 and C 2 in A can be replaced with C ′ 1 and C ′ 2 to get a new compatible M-alternating set of H and such a pair of crossings e 1 and e 2 disappeared. Since such a change cannot produce any new crossings, by repeating the above process we finally get a compatible M-alternating set A ′ of H that is non-crossing. It is obvious that
For a cycle C of H, let h(C) denote the number of hexagons in the interior of C.
By Claim 1 we can choose a perfect matching M of H and a maximum compatible M-alternating set A satisfying that (i) |A| = Af (H) and (ii) A is non-crossing, and
is as minimal as possible subject to (i) and (ii). We call h(A) the h-index of A.
By the above choice we know that for any two cycles in A their interiors either are disjoint or one contains the other one. Hence the cycles in A form a poset according to the containment relation of their interiors. Since each M-alternating cycle has an Malternating hexagon in its interior (cf. [32] ), we immediately obtain the following claim.
Claim 2. Every minimal member of A is a hexagon.
It suffices to prove that all members of A are hexagons. Suppose to the contrary that A has at least one non-hexagon member. Let C be a minimal non-hexagon member in A.
Then C is an M-alternating cycle. We consider a new hexagonal system H ′ formed by C and its interior as a subgraph of H. Without loss of generality, suppose that C is a proper M-alternating cycle (otherwise, analogous arguments are implemented on right-top corner of H ′ ). So we can find a substructure of H ′ in its left-top corner as follows.
We follow the notations of Zheng and Chen [33] . Let S(i, j), 1 ≤ i ≤ m and 1 ≤ j ≤ n(i), be a series of hexagons on the boundary of H ′ as Fig. 3 that form a hexagonal chain and satisfy that neither B nor B ′ is contained in H ′ . We denote edges, if any, by
and denote the hexagons (not necessarily contained in H ′ ) with both edges f (i, j) and Fig. 3 ).
S(1,1)
e(1,1) 
Proof. We now prove the claim by induction on i. We first consider i = An independent (or stable) set of a graph G is a set of vertices no two of which are adjacent. The independence number of G, denoted by α(G), is the largest cardinality of independent sets of G. Since H * is a bipartite graph, ν(H * ) + α(H * ) = n, where ν(H * ) denotes the matching number of H * , the size of a maximum matching of H * . So this equality implies the result. For an all-kink catahex, each hexagon has two choices for three disjoint edges, and just one's edges can be glued with other hexagons, so these three edges are called fusing edges. If a fusing edge is on the boundary, then an additive hexagon is glued along it to get a larger all-kink catahex.
A dominating set of a graph G is a set S of vertices of G such that every vertex not in S has a neighbor in S. An independent dominating set of G is a set of vertices of G Choose a perfect matching M of H such that f (H) = f (H, M). Let S be a maximum set of disjoint M-alternating hexagons of H and S * := {h * : h ∈ S}. Then f (H) = |S * |.
We claim that S * is an independent dominating set of H * . Let h be any hexagon of H not in S. If some hexagon h ′ of H adjacent to h has the three non-fusing edges in M, then h ′ ∈ S. Otherwise, h is an M-alternating hexagon. Since h / ∈ S and S is maximum, some
hexagon of H adjacent to h must belong to S. So the claim holds, and f (H) ≥ i(H * ).
Conversely, given a minimum independent dominating set S * of H * . Construct a perfect Beyer et al. [4] observed an algorithm of linear time to compute the independent domination number of a tree. So the minimum forcing number of all-kink catahexes can be computed in linear time. For example, Fig. 4 gives the minimum forcing numbers of two all-kink catahexes. But the anti-forcing number of an all-kink catahex may be larger than its minimum forcing number; for example, the triphenylene has the minimum forcing number 1 and the anti-forcing number 2 (see Fig. 1(a) ).
af (H) = 1, 2
Li [15] gave the structure of hexagonal systems with an anti-forcing edge (i.e. an edge that itself forms an anti-forcing set). For integers n 1 ≥ n 2 ≥ · · · ≥ n k , let H(n 1 , n 2 , . . . , n k ) be a hexagonal system with k horizontal rows of n 1 ≥ n 2 ≥ · · · ≥ n k hexagons and last hexagon of each row being immediately below and to the right of the last one in the previous row, and we call it truncated parallelogram [7] ; For example, See Precisely, a single hexagon has six anti-forcing edges, a linear chain has four antiforcing edges, and a parallelogram has two anti-forcing edges. A true truncated parallelogram has just one anti-forcing edge (see Fig. 5 ). In the following we will give a construction for hexagonal systems with the anti-forcing number 2. Some necessary preliminary is needed. Let G be a connected plane bipartite graph.
An edge of G is said to be fixed single (resp. double) if it belongs to no (resp. all ) perfect matchings of G. G is normal or elementary if G has no fixed single edges. The non-fixed edges of G form a subgraph whose components are normal and thus 2-connected graphs, which are called normal components of G. Further, a normal component of G is called a normal block if it is formed by a cycle of G with its interior. A pendant vertex of a graph is a vertex of degree one, and its incident edge is a pendant edge. If all pendant vertices of G are of the same color and lie on the boundary, then G has at least one normal block. If G has a fixed single edge and δ(G) ≥ 2, then G has at least two normal blocks.
The following result was first pointed out by Sachs and can be extended to bipartite graphs.
Lemma 4.7.
[23] Let H be a hexagonal system with a perfect matching. Let E = {e 1 , e 2 , . . . , e r } be a set of parallel edges of H such that e i and e i+1 belong to the same hexagon and the e 1 and e r are boundary edges. Then E is an edge-cut of H and |E ∩ M| is invariant for all perfect matchings M of H. T 2 ) with an edge of P form a linear chain that is the last (or first ) row of T 1 (resp. a chain with one kink). (see Fig. 6 otherwise H ′ has at most one pendant vertex, a contradiction.
Claim 1. e has at least one end with degree two in H.
Otherwise, suppose that e has both ends with degree three. Then H − e has the minimum degree two. If H − e is 2-connected, it must be a hexagonal system other than truncated parallelogram, contradicting that H −e has an anti-forcing edge e ′ . If H −e has a cut edge, by Lemma 4.6 H − e has at least two normal components. So af (H − e) ≥ 2, also a contradiction, and Claim 1 holds.
So H − e has a pendant vertex x. The edge e 0 between x and its neighbor belongs to all perfect matchings of H − e, and is thus anti-forced by e. Deleting the ends of this edge and incident edges, any pendant edges of the resulting graph also belong to all perfect matchings of H −e, such pendant edges are anti-forced by e. Repeating the above process, until to get a graph without pendant vertices, denoted by H ⊖ e.
Claim 2.
H ⊖ e is a truncated parallelogram with an anti-forcing edge e ′ .
If H ⊖ e is empty, then e is an anti-forcing edge of H, a contradiction. Otherwise,
H ⊖ e has a perfect matching and the minimum degree two. Note that the interior faces of H ⊖ e are hexagons. By the similar arguments as the proof of Claim 1, we have that
H ⊖ e is a hexagonal system with an anti-forcing edge e ′ . Hence Claim 2 holds. So the necessity is proved.
Conversely, suppose that H is obtained from the construction that the theorem states.
We can see that the anti-forcing edge e of T 1 can anti-forces all double and single edges of T 1 except for the path P . That is, H ⊖ e = T 2 . Hence af (H) ≤ 2. Since H is not truncated parallelogram, af (H) = 2.
Finally we give some examples of applying the construction of Theorem 4.9 as shown in Fig. 9 . The last graph has the minimum forcing number one. In fact, Zhang and
Li [29] , and Hansen and Zheng [11] determined hexagonal systems with a forcing edge. In hexagonal systems H with af (H) ≤ 2, we can see that in addition to such kind of graphs, we always have that af (H) = f (H).
