Abstract. In this study, a hybrid matrix-collocation method based on
INTRODUCTION
In this study, we consider the high-order linear pantograph type functional differential equation with mixed delays (advanced, proportional or neutral delays) and variable coefficients [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] (1) is a form of differential, differential-difference, delay differential and pantograph equations. These equations play an important role in many applied areas such as mathematics, engineering, electrodynamics, oscillation theory and etc. [35] [36] [37] . Also, the behaviors of the analytic and numerical solutions of the pantograph type functional equation (1) have been investigated by many authors [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
In recent years, many studies have been performed to obtain the numerical solution of functional differential equations. So, in order to find the approximate solutions of some types of Eq. (1), since the beginning of 1994; Taylor, Laguerre, Bessel, hybrid Euler-Taylor, Bernoulli, Chelyshkov and Dickson (first kind) matrix-collocation methods have been employed by Sezer et al. [3, [12] [13] [14] [17] [18] [19] [20] [21] [22] . The other numerical methods are variational iteration [1, 2] , homotopy perturbation [4, 15] , Runge-Kutta [5, 11, 16] , Adomian decomposition [6] , collocation [9] , interpolation [36] and one-leg  methods [37] .
Our aim in this study is to employ a novel matrix-collocation method, which is based on the Dickson polynomials of the second kind [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] along with the collocation points, to find the approximate solution of the problem (1)- (2) where   is the floor function [23, 24] . Some properties of the Dickson polynomials of the second kind are as follows:
 The second kind Dickson polynomials for n=0,1,2,... satisfy the recurrance relation [25] :
where the inital polynomials
Ex  has the generating function [25] :
Ex  ; n=0,1,2,… satisfy the second order differential equation [25] :
 By using the relation (4) [23] ; Brewer restudied them [24] . These polynomials are widely used in mathematics, integer rings, finite fields, cryptography, algebraic and number theory, combinatorial designs, communication and storage [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] 
MATERIALS AND METHODS

MATRIX PROPERTIES OF DICKSON POLYNOMIALS OF THE SECOND KIND
In this section, we present the matrix forms of the solution function 
where
Also, by using the Dickson polynomials
can be written as follows: 
By the matix relations (6) and (7), we get
On the other hand, it is well-known from [3, [12] [13] [14] [17] [18] [19] [20] [21] [22] that the relation between the matrix   x X and its derivative
can be formed as By using the matrix relations (8) and (9), we obtain
By substituting 
Note that the matrix
MATRIX-COLLOCATION METHOD
In this section, we construct a hybrid matrix-collocation method to solve the pantograph type functional differential equation (1) in terms of the Dickson polynomials of the second kind.
We first obtain the following matrix equation, by substituting the matrix relations (10) and (11) into Eq. (1):
Then, by placing the collocation points defined by 
Here, the compact form (13) is the fundamental matrix equation for Eq. (1) and it can also be written as Also, the matrix equation (13) is equivalent to a system of (N+1) algebraic equations for the unknown coefficients   01 , , , N y y y . By means of the relation (10), we can now obtain the corresponding matrix form for the initial conditions (2) as 
ERROR ESTIMATION BASED ON RESIDUAL FUNCTION: CONTROL OF SOLUTIONS
We can control the precision of the obtained solutions, since the finite Dickson serie (3) is an approximate solution of Eq. (1). When y N (x) is substituted into Eq. (1), we obtain the residual function for
Residual correction and its theory can be found in [34, 35] . Residual error estimation has been employed by some authors [3, [17] [18] [19] [20] [21] . Now, we describe residual error estimation based on the residual function for the Dickson polynomials of the second kind. The error function () 
where   yx is the exact solution of Eq. (1). By Eqs. (18) and (19) , the error equation is
subject to the initial conditions
Eqs. (20) and ( 
NUMERICAL RESULTS AND DISCUSSION
In this section, we solve some illustrative examples, by applying the present method to Eq. ( 
where 01 , , , N x x x are the collocation points [36] . By means of (22) 
These approximate solutions are compared with the exact solution in Table 1 and Fig.  1 . As seen from Table 1   , our solution deviates from its normal way; this situation can be observed in Table 1 and Fig. 1 . In Table 2 , the present results are compared with those of One-leg with 0.8   and h=0.01 [2, 37] , two stage order Runge-Kutta [2, 16] and variational iteration methods (VIM) (n=8) [2] . It is seen from Table 2 that our results are better than those of the mentioned methods. Fig. 2 shows that the estimated absolute errors are more consistent than the actual absolute errors. The upper error bounds N R are calculated as follows: 
We find the approximate solutions for N={2, 3, 7, 10} and M=8. The approximate solutions are improved by means of N and residual error estimation as seen in Table 3 . For different  , the approximate solutions   
CONCLUSIONS
In this study, a matrix-collocation method based on the second kind Dickson polynomials has been introduced to solve high-order linear pantograph type functional differential equation with mixed delays under the initial conditions. An error estimation based on residual function has been implemented to improve the accuracy of the approximate solutions. As seen from tables and figures, this error estimation is very useful. The parameter- can be taken on [0,1] for obtaining optimal approximate solutions. As N is increased, the upper error bounds N R are decreased as seen in Examples 4.2 and 4.3. In addition, we have compared the present numerical results with those obtained by the existed methods in Table 2 and the obtained approximate solutions are consistent with the exact solutions as seen in Figs. 1, 3 and 4. It can be seen from the comparisons and error estimations that this method is very consistent and reliable. This method can also be developed for other well-known problems, such as integro-differential equations.
