Abstract. A new mixed formulation recently proposed for linear problems is extended to quasilinear second-order elliptic problems. This new formulation expands the standard mixed formulation in the sense that three variables are explicitly treated; i.e., the scalar unknown, its gradient, and its ux (the coe cient times the gradient). Based on this formulation, mixed nite element approximations of the quasilinear problems are established. Existence and uniqueness of the solution of the mixed formulation and its discretization are demonstrated. Optimal order error estimates in L p and H ?s are obtained for the mixed approximations. A postprocessing method for improving the scalar variable is analyzed, and superconvergent estimates are derived. Implementation techniques for solving the systems of algebraic equations are discussed. Comparisons between the standard and expanded mixed formulations are given both theoretically and experimentally. The mixed formulation proposed here is suitable for the case where the coe cient of di erential equations is a small tensor and does not need to be inverted.
Introduction
This is the second paper of a series in which we develop and analyze expanded mixed formulations for the numerical solution of second-order elliptic problems. This new formulation expands the standard mixed formulation in the sense that three variables are explicitly treated; i.e., the scalar unknown, its gradient, and its ux (the coe cient times the gradient). It is suitable for the case where the coe cient of di erential equations is a small tensor and does not need to be inverted. It applies directly to the ow equation with low permeability and to the transport equation with small dispersion in groundwater modeling and petroleum reservoir simulation.
In the rst paper of the series 5], we analyzed the expanded mixed formulation for linear second-order elliptic problems. Optimal order and superconvergent error estimates for mixed approximations were obtained, and various implementation techniques for solving the system of algebraic equations were discussed.
In this paper, we consider the expanded mixed formulation for a general quasilinear second-order elliptic problem. The analysis for the nonlinear problem is completely different from that for the linear problem. First, existence and uniqueness of solution to the nonlinear expanded discretization need to be proven explicitly. This is accomplished through the Brouwer xed point theorem. Second, the nonlinear error analysis heavily depends upon the established existence result and is much more di cult. Also, the postprocessing scheme proposed here for the rst time for nonlinear mixed methods is not a straightforward extension of their linear counterparts.
This paper also gives a comparison between the standard mixed formulation and the expanded one. For certain nonlinear problems, we show that the expanded formulation is superior to the standard one in that the former leads to the derivation of optimal order error estimates, while the latter gives only suboptimal error estimates for the mixed method solution. This result is also justi ed through numerical results. In the previous papers 6, 7, 14] , only the Raviart-Thomas spaces have been considered for nonlinear problems. Here we are able to consider all existing mixed nite element spaces 2, 3, 4, 8, 11, 15, 16, 17] .
In the next section, we develop the expanded mixed formulation for a fairly general nonlinear second-order elliptic problem. It is proven that this formulation has a unique solution and is equivalent to the original di erential problem. Then, in x3 we show that all existing mixed nite elements apply to this formulation. In particular, it is demonstrated that the approximation formulation has a unique solution and gives optimal error estimates in L p and H ?s . In x4, we propose and analyze a postprocessing method for improving the scalar unknown and derive superconvergent estimates. In x5, we extend the analysis to a nonlinear problem and discuss the di erence between the usual mixed method and the standard one. Finally, in x6 we brie y discuss implementation techniques for solving the system of algebraic equations arising from the expanded mixed method and present numerical examples to illustrate our theoretical results.
Expanded mixed formulation
Let be a bounded domain in R n , n = 2 or 3, with the boundary @ . We consider the quasilinear problem Lu = ?r (a(u)ru ? b(u)) + c(u) = f in ; (2.1a) u = ?g on @ ; (2.1b) where we assume that the coe cients a : R ! R, b : R ! R n , and c : R ! R are twice continuously di erentiable with bounded derivatives through second order; moreover, we assume that (H k ( ) = W k;2 ( ) is the Sobolev space of k di erentiable functions in L 2 ( ) with the norm k k k ; we omit k when it is zero.) We also assume that for some " (0 < " < 1) 3. Mixed nite elements To de ne a nite element method, we need a partition E h of into elements E, say, simplexes, rectangular parallelepipeds, and/or prisms, where only edges or faces on @ may be curved. In E h , it is also necessary that adjacent elements completely share their common edge or face; let @E h denote the set of all interior edges (n = 2) or faces (n = 3) e of E h .
Since mixed nite element spaces are nite dimensional and de ned locally on each element, for each E 2 E h let V h (E) W h (E) denote one of the mixed nite element spaces introduced in 2, 3, 4, 8, 11, 15, 16, 17] For the analysis below, we write We assume that the restrictions of M and M (its adjoint) to H 2 ( )\H 1 0 ( ) have bounded inverses. This is satis ed if c u 0 12]. Then, the existence and uniqueness of the solution to (3.11) is known 5] since (3.11) corresponds to the expanded mixed method for the linear operator M. Now we see that existence of a solution to (3.1) is equivalent to the problem that the map has a xed point. Consequently, the solvability of (3.1) follows from the Brouwer xed point theorem if we can prove that maps a ball of V h h W h into itself. Toward that end, we need the following de nition 10].
We say that is ( We now turn to existence of a solution to (3.1). For this we rewrite (3.11) by shifting (u; ; ) to (P h u; R h ; h ) and using (3.3a), (3.3b), and (3.4) as follows: We remark that the L 2 -error estimates in Theorem 3.3 are optimal both in rate (for any h) and in regularity. Also, as a result of (3.36), we have The same result holds for ? h by means of a similar argument. Finally, using (3.2c) and (3.27c), we see that, for ' 2 H s ( ), (r d; ') =(r d; ' ? P h ') + (r d; P h ') =(r d; ' ? P h ') ? (c u (u h )z; ') + (c u (u h )z; ' ? P h ') + (c u (u h )(P h u ? u); ') + (c u (u h )(P h u ? u); P h ' ? ') :
Consequently, we have 3.5. L p -error estimates. The next theorem can be easily shown from (3.2c), (3.3b), the triangle inequality, and the quasiregularity of T h . Theorem 3.5. There exists a constant C 1 independent of h such that ku ? u h k 0;p C 1 kuk r+1 h r + kuk r 1 ;p h r 1 + kr k r 1 h r 1 +min(1;k ?1) ; 1 r k + 1; 0 r 1 k ; 2 p 1:
Postprocessing and superconvergence
In this section, we consider a postprocessing scheme, which leads to a new, more accurate approximation to the solution than u h . The present scheme is an extension to the nonlinear case of the postprocessing procedure considered in 5] for the expanded mixed method for the linear problem. A similar approach for the usual linear mixed method is given in 18] . Let W h = fw 2 W : Wj E 2 R(E) for each E 2 E h g; where R(E) = P k (E) if E 2 E h is a triangle and R(E) = P k (E) P k (E) if E 2 E h is a rectangle. Then the postprocessing scheme is given for u h 2 W h as the solution of the system (u h ; 1) E = (u h ; 1) E ; E 2 E h ;
where (u h ; h ) is the solution of (3.1) and E is the outer unit normal to E.
To see that there exists at least one solution u h to (4. for h su ciently small. Finally, apply (3.29), (3.37), (4.3) , and the approximation property of h to obtain the desired result (4.5).
Extension to a nonlinear problem
In this section, we extend the previous analysis to the nonlinear problem ?r A(x; ru) = f(x) in ; (5.1a) u = ?g on @ ; (5.1b) and point out a di erence between the usual mixed method and the expanded mixed method. We assume that A : R n ! R n is twice continuously di erentiable with bounded derivatives through second order and that (5.1) is strictly elliptic at in the sense that there is a constant a 0 > 0 such that (5.2) T DA(x; ) a 0 k k 2 R n; 2 R n ; (x; ) 2 R n ;
where DA(x; ) = (@A i =@ j ) is the n n Jacobian matrix. The variable x is omitted in the notation below.
Using the previous notation, the expanded mixed form for (5. kuk r h r ;
The postprocessing scheme can be easily de ned here; using (5.5e), analogous superconvergence results can be obtained. In the present case, we are able to obtain the superconvergence result (5.5e), which is of order O(h k+2 ) in both cases where k = k and k = k + 1, since the coe cient A depends on instead of u. The vector variable has the error estimate of higher order, as shown in (5.5b). We point out that attempts at using the usual mixed method based on the BrezziDouglas-Marini mixed nite elements (n = 2) 4] and the Brezzi-Douglas-Dur an-Fortin mixed nite elements (n = 3) 2] (or some of the Chen-Douglas mixed nite elements 8]) for (5.1) are not entirely successful, as shown in 7], because the error equations couple the scalar variable u and the ux variable . Consequently, the errors of the scalar in uence those of the ux. Hence, the error estimates for the ux variable are not optimal since these mixed spaces use higher-order polynomials for this variable than for the scalar. However, the expanded mixed method decouples the ux error equations from the scalar equations; as a consequence, optimal error estimates can be obtained for both the ux and scalar variables, as shown in (5.5).
Implementation and numerical results
In this section we present numerical results for the model problem ?r (a(u)ru) = f in ; (6.1a) We now present two two-dimensional problems on the unit square with the Dirichlet boundary condition (5.1b) or (6.1b). In the rst example, the coe cient a(u) in (6.1a) is taken to be of the form a(u) = u. The true solution is u(x; y) = x 2 + y 2 + sin(x) cos(y); with f and g de ned accordingly by (6.1). The expanded mixed formulation is discretized by means of the lowest-order Brezzi-Douglas-Marini space 4] on rectangles as in (6.4) . Namely, we solve a cell-centered nite di erence system for the scalar u over a uniform rectangular decomposition of . In Table 1 we show the errors and convergence rates. Note that the orders of convergence in L 2 and L 1 are two in all cases. So, in fact, we have a superconvergent result for the scalar u. Table 1 . Convergence rates for the scalar in example one. In the second example, the coe cient A(ru) in ( Tables 2 and 3 show the errors and convergence rates for the scalar and the ux variable, respectively. The convergence rate for the scalar is O(h), while it is O(h 2 ) for the ux. The numerical results in Tables 1, 2 , and 3 con rm the theoretical results from the previous sections. Table 3 . Convergence rates for the ux in example two.
