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OPTIMIZING CONDITION NUMBERS

PI ERRE MAR ´ECHAL y AND JANE J. YE z
A bstract. In this paper we study the problem of minimizing condition numbers over a compact
convex subset of the cone of symmetric positive semidefinite n ! n matrices. We show that the
condition number is a Clarke regular strongly pseudoconvex function. We prove that a global solution
of the problem can be approximated by an exact or an inexact solution of a nonsmooth convex
program. This asymptotic analysis provides a valuable tool for designing an implementable algorithm
for solving the problem of minimizing condition numbers.
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1. Introduction. We consider optimization problems of the form
(P)
∣∣∣∣
minimize κ(A)
subject to A ∈ 
 ,
in which 
 is a compact convex subset of S+
n
, the cone of symmetric positive
semidenite n×n matrices, andκ(A) denotes the condition number ofA. On denoting
λ1(A), . . . , λn(A) the decreasingly ordered eigenvalues ofA, the function κ considered
here is dened by
κ(A) =


λ1(A)/λn(A) if λn(A) > 0,
∞ if λn(A) = 0 and λ1(A) > 0,
0 if A = 0.
The reason for choosing the above extension ofκ(A) in the cases whereλn(A) = 0
will appear clearly in section 3 below. Notice that, with such an extension,κ reaches
its global minimum value at A = 0. In order to avoid this trivial case, we assume
throughout that the set 
 does not contain the null matrix. From the denition
of κ(A), it is clear that if the constraint set 
 contains a positive denite matrix, then
a minimizer for problem (P) (as well as problem (Pp) to be dened below) must
belong to S++
n
, the cone of symmetric positive denite n× n matrices.
Problems such as (P) arise in several applications. The following example, which
can be found in [3], is one of them.
Example 1.1. The Markovitz model for portfolio selection consists in selecting
a portfolio x ∈ Rn+ (where Rn+ denotes the nonnegative orthant ofRn) which is a
solution to an optimization problem of the form
(M )
∣∣∣∣
minimize 〈x,Qx〉
s.t. x ∈  n, 〈c, x〉 ≥ b,
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in which Q is a covariance matrix, ∆n = {x ∈ R
n
+ |
∑
j xj ≤ 1}, c ∈ R
n, and b ∈ R.
In the above problem, Q is in fact a parameter. Statistical considerations provide
either an estimate Qˆ as well as an upper bound η for ‖Qˆ − Q‖1 or a polytope of
the form co {Q1, . . . , Qm}, where coC denotes the convex hull of the set C, outside of
which the true Q is very unlikely to lie. In both cases, Q is constrained to belong to
a polytope P . The analysis of the sensitivity of the solution x¯ to (M ), together with
the fact that statistical estimates of Q tend to underestimate the smallest eigenvalues
of Q and to overestimate its largest eigenvalues, suggest that Q should be calibrated
by means of the optimization problem [3, section 3.4.3.3]:
∣∣∣∣
Minimize κ(Q)
s.t. Q ∈ S+n ∩ P,
in which P is either of the previously mentioned polytopes.
It is well-known that the condition number function A 7→ κ(A) is Lipschitz con-
tinuous near any positive definite matrix A. However, the minimization of κ cannot
be performed by using classical nonlinear programming algorithms. The fundamental
difficulty lies in that κ is both nonconvex and not everywhere differentiable. For nons-
mooth convex problems, there are some effective numerical algorithms such as bundle
algorithms (see, e.g., Hiriart-Urruty and Lemare´chal [4] and Ma¨kela¨ [8] for a survey
of earlier works, and Kiwiel [6] and the references within for more recent results).
It is well-known that these algorithms are effective only for nonsmooth convex opti-
mization problems because of the global nature of convexity but not for nonsmooth
nonconvex optimization problems since, in general, first order information no longer
provides a lower approximation to the objective function. The consequence is that
bundle algorithms are much more complicated in the nonconvex case. For an explana-
tion of the difficulty of extending nonsmooth convex algorithms to the nonconvex case
and an extensive discussion on several classes of algorithms for nonsmooth, noncon-
vex optimization problems, the reader is referred to the excellent book of Kiwiel [5]
as well as the recent paper of Burke, Lewis, and Overton on a gradient sampling
algorithm [2].
On the other hand, it is easy to show that κ is a quasi-convex function and
hence some existing algorithms for quasi-convex programming (see [14] and the ref-
erences within) may be used. In fact in this paper we will show that κ is not only
a quasi-convex function but also a (nonsmooth) pseudoconvex function! One of the
consequences of this interesting fact is that the nonsmooth Lagrange multiplier rule
for problem (P) is not only a necessary but also a sufficient optimality condition. To
the best of our knowledge, the algorithms for nonsmooth quasi-convex programming
are mostly conceptual and not at all easy to implement with the exception of the level
function method in [14], and even using the level function method one needs to solve
a sequence of nonsmooth convex problems.
Our approach to problem (P) is based on the observation that κ(A) is the point-
wise limit of the function κp(A) := λ
(p+1)/p
1 (A)/λn(A) as p→∞, and that the latter
is expected to be easier to minimize, since κpp, the pth power of κp, turns out to be
convex and hence the effective bundle algorithms for nonsmooth nonconvex optimiza-
tion problems may be used. For convenience, we consider the (lower semicontinuous
extensions) of κp defined by
κpp(A) =
{
λp+11 (A)/λ
p
n(A) if λn(A) > 0,
δf0 g(A) if λn(A) = 0,
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
in which  C (A) denotes as usual the indicator function of the set C. Recall that
 C (A) = 0 if A 2 C and  C (A) = 1 if A 62C.
Both  and  p are quasi-convex. Recall that a function f : Rn ! R¯ is said to be
quasi-convex if it has convex level sets or, equivalently, if
8x; y 2 Rn 8 2 (0; 1); f ((1 "  )x + y )  maxf f (x); f (y)g:
Recall also that the level set of level  2 R of a function f : Rn ! R¯ is the set
lev

(f ) :=

x 2 Rn

 f (x)  
	
. For every   1,
lev

( ) = f 0g [  A 2 S++n


 1(A) "   n (A)  0
	
and
lev

( p) = f 0g [
n
A 2 S++n



 1(A)(p+ 1)=p "   n (A)  0
o
:
The convexity of lev

( ) and lev

( p) is an immediate consequence of the follow-
ing proposition.
Proposition 1.1. The functions A 7!  1(A), A 7!  n (A), and A 7!  1(A)(p+ 1)=p
are, respectively, convex, concave, and convex onS+n .
Proof. For every symmetric positive semidefinite matrix A,
 1(A) = max
k x k= 1


x ; Ax

and  n (A) = min
k x k= 1


x ; Ax

:
Thus A 7!  1(A) and A 7!  n (A) are, respectively, convex and concave. The convex-
ity of A 7!  1(A)(p+ 1)=p results from the well-known fact that the postcomposition of
a convex function by a convex increasing function is convex.
The pointwise convergence of  p to  suggests that one may tackle problem (P )
via a sequence of approximate problems in which the objective function  is replaced
by  p. We shall therefore also consider the following problem:
(P p)




Minimize  pp(A)
s.t. A 2 Ω:
In section 3, we shall prove that  pp is convexs so that problem (P p) is in fact
equivalent to the convex problem of minimizing  pp over Ω. In section 4, we shall
compute the subdifferentials of all three functions  ,  p, and  pp in order to obtain
information on the asymptotic behavior of minimizers of  p as p goes to infinity. This
asymptotic behavior is then considered in section 5.
2. Preliminaries.
2.1. Nonsmooth analysis tools.
Definition 2.1. Let E be a Banach space,S be a subset ofE , and x0 2 S. Let
f : S ! R be Lipschitz near x0. We dene the directional derivative of f at x0 in
direction v to be the number
f 0(x0; v) = lim
t #0
f (x0 + tv) " f (x0)
t
;
provided it exists. We dene the Clarke directional derivative of f at x0 in direction v
to be the number
f  (x0; v) = lim sup
x ! x 0
t # 0
f (x + tv) " f (x)
t
:
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The function f is said to be Clarke regular at x0 (or merely regular at x0) if, for every
v ∈ E, f0(x0; v) exists and f0(x0; v) = f  (x0; v).
Definition 2.2. Let E be a Banach space with dual E  , S be a subset of E, and
x0 ∈ S. Let f : S → R be Lipschitz near x0. The Clarke subdifferential of f at x0 is
the weak compact convex subset of E defined by
∂f (x0) =

ξ ∈ E 

 ∀v ∈ E, 〈ξ, v〉 ≤ f  (x0; v)
	
.
We shall need the following quotient rule from [1].
Proposition 2.1. Let f1, f2 : E → R, where E is a Banach space, be Lipschitz
near x. Assume that f1(x) ≥ 0, f2(x) > 0, and f1 and −f2 are Clarke regular at x.
Then f1/f2 is Clarke regular at x and
∂

f1
f2

(x) = f2(x)∂f1(x) − f1(x)∂f2(x)
f22 (x)
.
We shall also need the following regularity result and chain rule, which we shall
prove for convenience.
Proposition 2.2. Let E be a Banach space, S be a subset of E, and x0 ∈ int S.
Let f = g ◦ h, where h : S → R and g : R → R. Assume that g is continuously
differentiable at h(x0) and h is Lipschitz near x0. Then
∂f (x0) = g0(h(x0))∂h(x0).
Moreover, if g is continuously differentiable in a neighborhood of h(x0) and h is Clarke
regular at x0, then f is also Clarke regular at x0.
Proof. The rst statement is a special case of [1, Theorem 2.3.9(ii)]. Let us prove
the second statement. For everyv ∈ E and every t > 0 small enough, we have, by
the mean value theorem,
f (x + tv) − f (x)
t
=
g
!
h(x + tv)  − g! h(x) 
t
=
g0(ξ)! h(x + tv) − h(x) 
t
,
with ξ ∈ [h(x), h(x + tv)]. Taking the limit as t ↓ 0 yields
f0(x; v) = g0! h(x)  h0(x; v).
On the other hand, for everyx0 nearx, for every v ∈ E, and everyt > 0 small enough,
f (x0 + tv) − f (x0)
t
=
g
!
h(x0+ tv)  − g! h(x0) 
t
=
g0(ξ0)! h(x0+ tv) − h(x0) 
t
,
with ξ0∈ [h(x0), h(x0+ tv)]. Taking the lim sup as x0→ x and t ↓ 0 yields
f  (x; v) = g0! h(x)  h  (x; v) = g0! h(x)  h0(x; v)
by regularity of h. This proves f is regular at x and the chain rule formula.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In general, the Clarke regularity of a function f does not imply regularity of its
negative. For example, f(x) = |x| is regular at x0 = 0 but its negative f(x) = −|x| is
not regular at the same point. However, the following holds.
Lemma 2.1. Let E be a Banach space, S be a subset of E, and x0 ∈ S. Let
f : S → R be such that −f is Clarke regular at x0, and let ϕ : R → R be continuously
differentiable and nondecreasing at f(x0). Then −ϕ ◦ f is Clarke regular at x0 and
(1) ∂(−ϕ ◦ f)(x0) = −ϕ
0(f(x0))∂f(x0) = ϕ
0(f(x0))∂(−f)(x0).
Proof. Since f is Lipschitz near x0, applying twice the chain rule (see Proposi-
tion 2.2) yields (1). By the mean value theorem applied to the function ϕ,
−ϕ(f(x0 + tv)) + ϕ(f(x0)) = ϕ
0(u)
!
−f(x0 + tv) + f(x0)

for some u ∈ [f(x0), f(x0 + tv)]. Therefore,
−ϕ(f(x0 + tv)) + ϕ(f(x0))
t
= ϕ0(u)
−f(x0 + tv) + f(x0)
t
→ ϕ0(f(x0))(−f)
0(x0; v) as t ↓ 0,
where the regularity of −f ensures existence of the limit. Therefore,
(2) (−ϕ ◦ f)0= ϕ0(f(x0))(−f)
0(x0; v).
Finally,
(−ϕ ◦ f) (x0; v) = max
s2 ∂(! ϕ f )(x0)
〈s, v〉
= max
s′2 ∂(! f)(x0)
ϕ0(f(x0))〈s
0, v〉
= ϕ0(f(x0)) max
s′2 ∂(! f)(x0)
〈s0, v〉
= ϕ0(f(x0))(−f)
 (x0; v)
= ϕ0(f(x0))(−f)
0(x0; v),
in which the last equality is due to the Clarke regularity of −f . The conclusion then
follows from (2).
2.2. Convex tools.
Definition 2.3. Let E be an n-dimensional Euclidean space, f : E → R¯ be a
proper convex function, and x be a point such that f(x) is finite. A vector ξ ∈ E is
an ε-subgradient of f at x if, for all y ∈ E,
f(y) ≥ f(x) +


ξ , y − x

− ε.
The set of all subgradients of f at x is denoted by ∂εf(x) and is called the ε-
subdifferential of f at x. When ε = 0, ∂f(x) := ∂0f(x) is the set of subgradients
of f at x in the sense of convex analysis and coincides with the Clarke subdifferential
of f at x for a convex function f . The ε-normal set to a closed convex set C at x is
defined as the ε-subdifferential of the indicator function δ(·|C) of C at x:
NC,ε(x) := ∂εδ(·|C)(x) =

ξ ∈ E

 〈ξ, y − x〉 ≤ ε for all y ∈ C
	
.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When " = 0, NC (x) := NC; 0(x) is the normal cone of C at x in the sense of convex
analysis.
The proof of the following result can be found in [4].
Proposition 2.3. Let E be an n-dimensional Euclidean space, f : E ! R be a
proper convex function, and x be a point such that f (x) is finite. Then the following
conditions hold.
(i) 0 2 @" f (x) if and only if f (x)  f (y) + " for all y 2 E ;
see [4, Volume II, Theorem XI.1.1.5].
(ii) If ri dom f \ ri C 6=; and x 2 C, then
@" (f +  (  jC))( x) =
[
 2 [0;" ]
@

f (x) + NC;" !  (x);
where dom f := f x : f (x) 6= +1g is the domain of f and ri C denotes the set
of relative interior points of C; see [4, Volume II, Theorem XI.3.1.1].
(iii) @" f (x)  S f @f (y) + B (0; p " ) jy 2 B (x; p " )g, where B (0; p " ) denotes the
open ball centered at 0 with radius
p
" ; see [4, Volume II, Theorem XI.4.2.1].
3. Convexity of  pp. The recession cone of a convex setC  Rn is dened as
the set of vectorsy such that C + f yg  C. We denote it by 0+ C. Recall that if C is
a closed convex set containing the origin, then
0+ C =
\
> 0
C
(see [13, Corollary 8.3.2]). Let !(Rn ) denote the set of all convex subsets ofRn . We
dene on R+  ! (Rn ) the binary operation
(r; C) 7"! r  C :=

rC if r > 0;
0+ C if r = 0 :
A set-valued mapping  : R ! 2Rn is said to be increasing whenever1  r2 implies
 (r1)   (r2). The proof of the following lemma can be found in [12].
Lemma 3.1. The set-valued mapping r 7! r  C is increasing on R+ if and only if
C  Rn is a convex set containing the origin. Consequently, if g: Rm ! R is concave
and nonnegative on its domain, then the set
[
y2 dom g
(g(y)  C  f yg)
is a convex subset of Rn  Rm .
Proposition 3.1. Let f : Rn ! [0; 1] be quasi-convex, lower semicontinuous
at 0 and positively homogeneous of degree p  1. Then f is convex.
Proof. If f is identically equal to 1, there is nothing to prove. Assuming that
there exists x0 6= 0 such thatf (x0) < 1, let us prove that f (0) = 0. Since f is lower
semicontinuous, one has
f (0) = f (lim
t #0
tx 0)  lim
t #0
f (tx0) = lim
t #0
tpf (x0) = 0 :
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Since f takes its values in [0,∞], one must have f(0) = 0. Next, let us prove that
lev0(f) = 0
+(lev1(f)). One has
0+(lev1(f)) = 0
+{x ∈ Rn |f(x) ≤ 1}
=
⋂
β>0
{βx ∈ Rn |f(x) ≤ 1}
=
⋂
β>0
{x0∈ Rn |f(x0/β) ≤ 1}
=
⋂
β>0
levβp (f) = lev0(f).
Consequently, the formula levr(f) = r
1/p · lev1(f) holds for every r ≥ 0. Finally, let
us prove that the epigraph of f is convex. One has
epi f = {(x, r) ∈ Rn × R+ |f(x) ≤ r}
=
⋃
r2 R+
(levr(f)× {r})
=
⋃
r2 R+
(
r1/p · lev1(f)× {r}
)
.
The conclusion then follows from Lemma 3.1, with m = 1, g(r) = r1/p, and C =
lev1(f).
Corollary 3.1. The function κpp is convex for p ≥ 0.
Proof. It is easy to check that κpp has convex level sets and that it is positively
homogeneous of degree 1. Since it is lower semicontinuous on S+n (by construction),
the conclusion follows.
It is worth noticing that, roughly speaking, κpp is the restriction of the function
(A,B) 7→ λp+11 (A)/λ
p
n(B) to the linear manifold {A = B}, and that the latter function
turns out to be jointly convex. The proof of the latter fact relies on the binary
operation △ introduced in [11], which we now outline. Let f, g : E → R¯, where E
is a Euclidean space. Assume that f is closed proper convex, with f(0) ≤ 0, and
that g is closed proper concave and nonnegative on its effective domain dom g :=
{x ∈ E |g(x) > −∞}. Let f0+ denote the recession function of f . Recall that
f0+(x) = limt#0 tf(x/t) (see [13]). The function
(f△g)(x, y) :=


g(y)f(x/g(y)) if g(y) > 0,
f0+(x) if g(y) = 0,
∞ if g(y) < 0
is then closed proper convex on E × E (see [11, Theorem 2.1]). Now let f and g be
defined on Sn by
f(A) =
{
λp+11 (A) if λ1(A) ≥ 0,
∞ if λ1(A) < 0
and
g(B) =
{
λn(B) if λn(B) ≥ 0,
∞ if λn(B) < 0.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The functions f and g are, respectively, closed proper convex and closed proper con-
cave on Sn. Furthermore, f(0) = 0 and g is nonnegative on its domain dom g = S
+
n .
It then results from the above-mentioned construction that
(f△g)(A,B) =


λp+11 (A)/λ
p
n(B) if λn(B) > 0 and λ1(A) ≥ 0,
f0+(A) if λn(B) = 0 and λ1(A) ≥ 0,
∞ if λn(B) < 0 or λ1(A) < 0
(with f0+(A) = δf0 g(A) in the case where p > 0 and f0
+(A) = λ1(A) in the case
where p = 0) is closed proper and convex.
4. Subdierentials. We shall use the following result, which is due to Cox,
Overton, and Lewis (see [7], Corollary 10).
Proposition 4.1. The Clarke subdifferential of λk is given by
∂λk(A) = co {xx
> |x ∈ Rn, ‖x‖ = 1, Ax = λk(A)x}.
We are now ready to obtain formulas for the subdifferentials of κ, κpp, and κp.
Proposition 4.2. Assume A ∈ S++n . Then κ, κpp, and κp are Clarke regular
at A, and their Clarke subdifferentials at A are given, respectively, by
∂κ(A) = λ1(A)
! 1κ(A)
(
∂λ1(A)− κ(A)∂λn(A)
)
,
∂κpp(A) = κ(A)
p
(
(p+ 1)∂λ1(A)− pκ(A)∂λn(A)
)
,
∂κp(A) = λ1(A)
(1! p)/pκ(A)
(
p+ 1
p
∂λ1(A)− κ(A)∂λn(A)
)
.
Proof. Since A ∈ S++n ,
κ(A) = λ1(A)/λn(A) and κp(A)
p = λ1(A)
p+1/λn(A)
p.
Regularity of κ at A follows from the fact that λ1 and −λn are convex, and the
formula for ∂κ(A) follows straightforwardly from Proposition 2.1, since both λ1 and
λn are locally Lipschitz (as convex or concave functions).
Now Proposition 2.2 implies that λp+11 is regular at A and that
(3) ∂λp+11 (A) = (p+ 1)λ1(A)
p∂λ1(A).
Next, Lemma 2.1 implies Clarke regularity of −λpn, and the formula
∂(−λpn)(A) = −pλn(A)
p! 1∂λn(A) = pλn(A)
p! 1∂(−λn)(A).(4)
Now (3) and (4) yield the desired formula for ∂κpp(A) via Proposition 2.1.
Finally, regularity of κpp and the chain rule (Proposition 2.2) give rise to the
regularity of κp as well as the claimed formula for ∂κp(A).
5. Convergence of approximate solutions. In this section, we show that,
denoting by A¯p a solution to problem (Pp), we can extract a sequence (A¯pk) (with
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
pk → ∞ as k → ∞) which converges to a global solution of problem (P). We call
stationary point of (P) any matrix A¯ satisfying
0 ∈ ∂κ(A¯) +NΩ(A¯),
in which NΩ(A¯) is the normal cone to Ω at A¯.
5.1. Exact approximation.
Definition 5.1. Let E be a Banach space, Ω be a subset of E, and f : E → R¯
be lower semicontinuous and Lipschitz near a point x¯ ∈ Ω. We say that f is strongly
pseudoconvex at x¯ on Ω if for every ξ ∈ ∂f(x¯) and every x ∈ Ω,
〈ξ, x− x¯〉 ≥ 0 =⇒ f(x) ≥ f(x¯).
We say that f is strongly pseudoconvex on Ω if f is strongly pseudoconvex at every x¯
on Ω.
We emphasize that our notion of strong pseudoconvexity is indeed stronger than
the standard notion of pseudoconvexity, since, in the latter, it is assumed that
∀x ∈ Ω, f◦(x¯;x− x¯) ≥ 0 =⇒ f(x) ≥ f(x¯)
and it is known that f◦(x¯;x− x¯) = max{〈ξ, x− x¯〉 : ξ ∈ ∂f(x¯)}.
Proposition 5.1. Let E be a Banach space, Ω be a closed convex subset of E,
and f : E → R¯ be lower semicontinuous and Lipschitz near x¯ and pseudoconvex at x¯
on Ω. A necessary and sufficient condition for x¯ to be a global minimizer of f on Ω
is that it satisfies the stationary condition
0 ∈ ∂f(x¯) +NΩ(x¯).
Proof. The necessity is contained in [9, Chapter 5, Proposition 5.3]. Let us prove
the sufficiency. Let ξ ∈ ∂f(x¯) be such that −ξ ∈ NΩ(x¯). By definition of the normal
cone, for all x ∈ Ω, 〈ξ, x − x¯〉 ≥ 0. Therefore, max{〈ξ, x − x¯〉|ξ ∈ ∂f(x¯)} ≥ 0 for
all x ∈ Ω. The pseudoconvexity of f at x¯ on Ω then implies that, for all x ∈ Ω,
f(x) ≥ f(x¯).
Proposition 5.2. The function κ is strongly pseudoconvex on S++
n
.
Proof. Let A¯ ∈ S++
n
. We shall prove that, for every V ∈ ∂κ(A¯), the condition
〈V,A− A¯〉 ≥ 0 implies that κ(A) ≥ κ(A¯). By Proposition 4.2, every V ∈ ∂κ(A¯) is of
the form
λ1(A¯)
−1κ(A¯)
(
V1 − κ(A¯)Vn
)
,
with V1 ∈ ∂λ1(A¯) and Vn ∈ ∂λn(A¯). Since λ1 and −λn are convex, we have
λ1(A) − λ1(A¯) ≥ 〈V1, A− A¯〉 and − λn(A) + λn(A¯) ≥ 〈−Vn, A− A¯〉.
It follows that
λ1(A) − κ(A¯)λn(A) = λ1(A) − λ1(A¯) + κ(A¯)
(
−λn(A) + λn(A¯)
)
≥
〈
V1 − κ(A¯)Vn , A− A¯
〉
= λ1(A¯)κ(A¯)
−1
〈
V , A− A¯
〉
.
Therefore, if 〈V,A− A¯〉 ≥ 0, then κ(A) ≥ κ(A¯).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The following corollary is an immediate consequence of Propositions 4.2, 5.1,
and 5.2.
Corollary 5.1. A feasible solution A¯ of problem (P) is a global solution if and
only if
(5) 0 ∈ λ1(A¯)
−1κ(A¯)
(
∂λ1(A¯)− κ(A¯)∂λn(A¯)
)
+NΩ(A¯).
Note that since λ1(A¯)
−1κ(A¯) > 0 and NΩ(A¯) is a cone, inclusion (5) is
equivalent to
0 ∈ ∂λ1(A¯)− κ(A¯)∂λn(A¯) +NΩ(A¯).
As is pointed out by one of the referees, the above necessary and sufficient optimality
condition can be derived by transforming problem (P) into the following equivalent
convex optimization problem:
(P′)
∣∣∣∣
Minimize λ1(A)− λn(A)κ(A¯)
s.t. A ∈ Ω.
Note that the above equivalent problem cannot be used to solve the problem since it
involves the unknown optimal solution A¯.
Theorem 5.1. Let (pk)k∈N⋆ ⊂ [1,∞) be a sequence which tends to infinity, and,
for every k ∈ N⋆, let A¯pk be a solution to problem (Ppk ). Then every cluster point A¯
of the sequence (A¯pk) (there is at least one) is a global solution of problem (P).
Proof. By Proposition 5.1, A¯pk satisfies 0 ∈ ∂κp(A¯pk ) +NΩ(A¯pk) in which
∂κp(A¯pk)
= λ1(A¯pk)
(1−pk)/pkκ(A¯pk)
(
pk + 1
pk
∂λ1(A¯pk)− κ(A¯pk)∂λn(A¯pk)
)
(6)
by Proposition 4.2. Taking a subsequence if necessary, we can assume that A¯pk
converges to some matrix A¯ ∈ Ω. Recall indeed that Ω is assumed to be compact.
We now wish to show that
0 ∈ ∂κ(A¯) +NΩ(A¯).
By (6), there exist V
(k)
1 ∈ ∂λ1(A¯pk) and V
(k)
n ∈ ∂λn(A¯pk), and V
(k) ∈ NΩ(A¯pk) such
that
(7) 0 ∈ λ1(A¯pk )
(1−pk)/pkκ(A¯pk)
(
pk + 1
pk
V
(k)
1 − κ(A¯pk)V
(k)
n
)
+NΩ(A¯pk).
From Proposition 4.1, we see that the sequences V
(k)
1 and V
(k)
n are contained in the
compact set co {xx⊤ |‖x‖ = 1}. Therefore, by taking a subsequence if necessary, we
can assume that
V
(k)
1 → V¯1 and V
(k)
n → V¯n with V¯1 ∈ ∂λ1(A¯) and V¯n ∈ ∂λn(A¯),
where we used the closedness of the multifunctions ∂λ1 and ∂λn. Since the
multifunction NΩ is closed, we can pass to the limit in (7) and obtain
0 ∈ λ1(A¯)
−1κ(A¯)
(
V¯1 − κ(A¯)V¯n
)
+NΩ(A¯) ⊂ ∂κ(A¯) +NΩ(A¯).
By Corollary 5.1, the stationary point A¯ is a global minimizer of κ over Ω.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We emphasize that the solution set of (P), which we denote by S(P), is the
intersection of the convex compact set Ω with the closed convex cone
levV (P)(κ),
in which V (P) is the optimal value of problem (P). Therefore, depending on the
shape of Ω, uniqueness will not be guaranteed in general. However, we can give more
precise information on the limiting solution of the approximating sequence.
For every A ∈ Ω, let IA := {t > 0|tA ∈ Ω}. Clearly, IA is a compact interval.
Proposition 5.3. For p ∈ R+ and every solution A¯p to (Pp), IA¯p is of the form
[1, ν] for some ν ≥ 1. In other words, A¯p belongs to the set
Ω0 :=
{
A ∈ Ω
∣∣ min IA = 1
}
.
Moreover, Ω0 is compact. Consequently, the limit A¯ provided by Theorem 5.1 also
belongs to Ω0.
Proof. The first assertion is an immediate consequence of the positive homogeneity
of degree (p+ 1)/p of κp. Now we need only to prove that Ω0 is closed. It is obvious
that min IA is equal to the optimal value function V (A) for the following optimization
problem:
(PA)
∣∣∣∣
Minimize t
s.t. tA ∈ Ω.
Although one can use the sensitivity analysis for the value function [10, Theorem 9]
to prove that the value function V (A) is locally Lipschitz on S+n , we give a direct
proof here. Let t¯ be a solution of the problem PA. Then since t¯A ∈ Ω, we have
t¯+ dΩ(t¯A) ≤ t+ dΩ(tA).
Therefore, t¯ also minimizes the function t → t + dΩ(tA). That is, V (A) = mint{t+
dΩ(tA)} which is a locally Lipschitz function since (t, A) → dΩ(tA) is locally Lips-
chitz. The continuity of the function min IA shows in particular that Ω0 is closed and
completes the proof.
5.2. Inexact approximation. In this subsection, we denote by A¯εp any ε-
solution to problem (Pp).
Theorem 5.2. Let (pk)k∈N⋆ ⊂ [1,∞) be a sequence which tends to infinity. Let
εk be a decreasing sequence of positive numbers which tends to zero and A¯
εk
pk an εk-
solution to problem (Ppk). For convenience, let A¯k := A¯
εk
pk
. Then every cluster point
A¯ of the sequence (A¯k) (there is at least one) is a global solution of problem (P).
Proof. By Proposition 2.3(i),
0 ∈ ∂ǫk
(
κpkpk + δ(·|Ω)
)
(A¯k).
By Proposition 2.3(ii), there exists αk ∈ [0, εk] such that
0 ∈ ∂αkκ
pk
pk
(A¯k) +NΩ,εk−αk(A¯k).
By Proposition 2.3(iii), there exist
Bk ∈ B(A¯k,
√
αk) and Ck ∈ B(A¯k,
√
εk − αk)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
such that
∂αkκ
pk
pk
(A¯k) ⊂ ∂κ
pk
pk
(Bk) +B(0,
√
αk)
and NΩ,εk−αk(A¯k) ⊂ NΩ(Ck) +B(0,
√
εk − αk).
Consequently,
(8) 0 ∈ ∂κpkpk(Bk) +NΩ(Ck) +B(0,
√
αk +
√
εk − αk).
Now observe that, for every A ∈ S++n , by the chain rule (Proposition 2.2)
∂κp(A) =
λn(A)
p−1λ1(A)
1
p
−p
p
∂κpp(A).
Therefore, inclusion (8) can be rewritten as
0 ∈ ∂κpk(Bk) +NΩ(Ck) +B(0, νk),
with
νk :=
λn(A¯k)
pk−1λ1(A¯k)
1
pk
−pk
pk
(√
αk +
√
εk − αk
)
=
1
pk
(
λn(A¯k)
λ1(A¯k)
)pk λ1(A¯k)
1
pk
λn(A¯k)
(√
αk +
√
εk − αk
)
.
Now, taking a subsequence if necessary, we can assume that Bk → A¯ and Ck → A¯ as
k →∞. Since we also have that νk → 0 as k →∞, we can use the same argument as
in the last part of the proof of Theorem 5.1 to conclude that
0 ∈ ∂κ(A¯) +NΩ(A¯).
By the strong pseudoconvexity of κ on S++n , we then deduce that A¯ is globally
optimal.
6. Conclusion. The problem of minimizing condition numbers (P) is a
nonsmooth and nonconvex optimization problem. In this paper we provide the nons-
mooth analysis of condition numbers. In particular we show that the condition num-
ber is a Clarke regular pseudoconvex function and we provide an exact formula for
the Clarke subdifferential of the condition number. As a nonsmooth and nonconvex
optimization problem, (P) is a difficult problem to solve. We consider a nonsmooth
convex problem (Pp) and show that as p goes to infinity, any cluster point of a se-
quence of exact or inexact solutions to problem (Pp) is a global solution of (P). It is
known that, using the bundle methods (see, e.g., [4]), an exact or an inexact solution
of a nonsmooth problem such as (Pp) can be solved. Hence the asymptotic analysis
given in this paper provides a basis to design an implementable algorithm for solving
the nonsmooth and nonconvex problem of minimizing condition numbers. The actual
design of an algorithm will be left as a future work.
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