The nodes in a sensor network are often deployed in random locations. However, most applications require that the location and/or orientation of the nodes be known, so post-deployment algorithms for self-localization of the sensor nodes are important. We consider using a mobile access point (AP) for sensor node localization in a randomly deployed sensor network. We focus on the particular case in which the sensors measure the acoustic Doppler shift in a tone that is emitted from the mobile AP. In addition to the acoustic emission, the mobile AP broadcasts a radio signal that contains AP position, velocity, timing, and parameters of the acoustic signal. We demonstrate that atmospheric turbulence has a significant impact on the accuracy of sensor localization, degrading performance by as much as two orders of magnitude relative to an ideal, planewave propagation model. We present Cramer-Rao bounds (CRBs) for sensor localization accuracy and compare the performance of algorithms to the CRBs under "cloudy" and "sunny" weather conditions.
INTRODUCTION
The nodes in a sensor network are often deployed in random locations, but most applications require that the location and/or orientation of the nodes be known. One approach for post-deployment localization of the sensor nodes uses beacons that are either external to the network (such as GPS) or deployed within the network. In this paper, we consider using a mobile access point (AP) for sensor node localization in a randomly deployed sensor network.
Deploying fixed beacons within the network enables a solution based on message passing between the nodes, e.g., see Moses et al. [1] . These beacons may be radio or another modality, such as acoustic, that takes advantage of the sensor capability. This approach assumes the communications network is pre-established, and requires sufficient density of beacons to be deployed, which raises the complexity of at least some of the nodes. Cevher and McClellan [2] proposed an approach to sensor localization that exploits an acoustic source that is external to the network and moves along a straight line path. The source trajectory is not known to the sensor nodes, so the source is not necessarily cooperating with the nodes. Each node tracks the angle of arrival (AOA) of the source and transmits the AOA tracks to a central information processor, then the central processor determines the node locations and orientations. This approach also assumes that the communications network is pre-established.
The use of a mobile AP for both communications and beaconing provides several advantages. The mobile AP can be used to localize many sensor nodes simultaneously in a broadcast mode, without requiring communications or synchronization between the nodes. The localization algorithms require only that the nodes receive the AP broadcast, and the AP can broadcast from several different beaconing positions as it moves. As a particular example, consider a network of acoustic sensors (microphones), where each node contains a microphone, a signal processor, and a narrowband radio. A helicopter that flies over the sensor network can serve as the mobile AP, and we assume that the AP has an accurate estimate of its own location and motion. The AP simultaneously broadcasts a radio message and an acoustic signal. The radio message contains timing, AP location and motion, and information about the acoustic signal. The sensor nodes receive this multi-modal transmission (radio and acoustic) and process it to self-localize. Acoustic experiments with a helicopter as the mobile AP are reported in [3] .
At least three different quantities may be estimated at the sensor node for self-localization: Doppler shift, time delay (TDE), and angle of arrival (AOA). Although a single transmission modality would suffice, the multi-modal transmission has several advantages. If the acoustic broadcast is used alone, then the sensor nodes must communicate with each other since they do not know the AP timing, location / heading, and acoustic signal parameters. If the radio broadcast is used alone, then accurate TDE measurements require large time-bandwidth product waveforms. Receiving these would require a more sophisticated radio than the low-bandwidth, low-power radios that are typically used in sensor networks. Also, AOA measurements imply an antenna array, which again significantly raises the radio complexity.
In this paper, we consider self-localization of sensors based on measuring the acoustic Doppler shift in a tone that is emitted from a mobile access point. We assume that the sensor node knows the location and heading of the AP as well as the frequency of the acoustic tone (these are contained in the radio signal that is transmitted from the AP). We consider Doppler shift alone for the sensor localization because the processing is very simple (spectral line estimation) and does not require a microphone array. Combining the Doppler estimate with TDA and/or AOA will improve localization accuracy, but these considerations will be reported elsewhere. We will focus in this paper on the significant impact that atmospheric turbulence has on the accuracy of Doppler estimation and, consequently, on the accuracy of sensor localization. We present Cramér-Rao bounds (CRBs) on localization accuracy as a function of the atmospheric conditions, and we compare the performance of algorithms to the localization bounds. A significant conclusion is that compared with ideal propagation conditions (perfect plane waves), the turbulence degrades the localization accuracy by as much as two orders of magnitude.
MODEL AND SIGNAL PROCESSING

Turbulence model and Doppler estimation
We use a statistical model for turbulent scattering of sound in the atmosphere developed by Wilson, Collier, and others [5] - [6] . The model is summarized in [7] - [8] , and the effect of turbulence on an acoustic tone is to scatter a portion of the energy from the pure tone emitted by the source into a zero-mean random process, as illustrated in the power spectral density (PSD) in Figure 1 . The saturation parameter, denoted by Ω ∈ [0, 1], defines the fraction of average signal power that is scattered from the mean into the random component. In Figure 1 , the frequency f d is the Doppler shift, 2N o is the PSD of the AWGN (complex, circular, Gaussian random process with zero mean), S is the average energy of the received signal, B is the processing bandwidth, and B v is the bandwidth of the scattered component. This implies that the autocorrelation function of the scattered component has coherence time on the order of 1/B v sec. Sampling the sensor signal at the rate F s = B samples per second for T seconds yields M = ⌊BT ⌋ samples, which we denote
T . This vector has a complex Gaussian distribution with mean and covariance 
where
Rṽ is the covariance matrix of the samples of the scattered process, • denotes element-wise product, (·) H denotes Hermitian transpose, and I is the identity matrix.
The scattering causes fluctuations in the signal energy at the sensor. Ideal propagation corresponds to Ω = 0, in which case the emitted signal arrives as a deterministic tone in AWGN. The Gaussian model for the scattering is somewhat idealized, but it has been shown experimentally to be accurate in many cases of interest [9] .
The "saturation" parameter, Ω, varies with the atmospheric conditions (sunny/cloudy), source frequency (f s in Hz), and the source range (r in meters) as [7] 
where κ ≈ 8.1 × 10 −7 for mostly sunny conditions and κ ≈ 2.8×10 −7 for mostly cloudy conditions. Note from (2) that the scattering becomes more severe at higher source frequencies and larger ranges. Typical aeroacoustic frequencies are in the range from 30 to 200 Hz and ranges are from 5 to 500 m, and for these values Ω spans the entire range from 0 to 1.
In [8] , we have studied CRBs and algorithms for Doppler estimation in turbulence. Two algorithms for Doppler estimation are summarized here because they are used in this paper to perform sensor self-localization. The periodogram (P-GRAM) is the maximum likelihood estimator with no scattering (Ω = 0), and is given by
For the case of full scattering (Ω = 1), the signal component in (1) is a random process with unknown covariance matrix Rṽ. For the case in which Rṽ is real-valued, Toeplitz, and unknown, Besson and Stoica [13] proposed the following estimator:
where rz[m] is a consistent estimate of the m th lag of the sensor signal autocorrelation. We label this estimator C 2 -GRAM because it is similar to the correlogram.
Sensor localization with Doppler
We assume that the mobile AP emits an acoustic tone with frequency f s at times t 1 , . . . , t N . The location x n = (x n , y n ) and velocityẋ n = (ẋ n ,ẏ n ) of the AP source are known to the sensors at each time t n , and the frequency f s is also known via the radio channel. We consider estimating the unknown sensor location, x o = (x o , y o ), based on processing the estimated Doppler shifts of the acoustic tone for the N emissions from the mobile AP. The range vector from source to sensor is r n = x o −x n , the range is r n = r n , and the source speed is V n = ẋ n , where · denotes the Euclidean norm of the vector. The angles α n between the source velocity vector and the range vector and the source azimuth φ n are cos α n = r n ·ẋ n r n V n (3)
where · denotes the inner product between vectors. The Doppler-shifted frequency observed at the sensor node corresponding to the AP transmission at time t n is [10] 
In (5)- (7), the unknowns are the sensor node location x o = (x o , y o ), while the quantities f s , x n , y n ,ẋ n ,ẏ n are known because they are transmitted via radio from the AP to the sensor node. We assume the acoustic velocity c is known. This can be obtained from measurements of meteorological parameters such as temperature, humidity, and so on. The function g (x o ; x n ,ẋ n ) is defined in (7) to emphasize that the sensor location x o is unknown while the source parameters x n ,ẋ n are known. Given N estimates of the measured frequency at the sensor, we can estimate the Doppler shifts, ∆f n = f n − f s , and then use weighted, nonlinear least-squares to estimate the sensor location, x o :
Next, we combine the statistical model for the time samples at the sensor in (1) with the dependence of the Doppler shift on the sensor location in (5)-(7) . That is, for each t n , we have a vector of samples, z n , modeled by (1), with average signal power S n , saturation Ω n , and Doppler shift f n given by (5)- (7). We model z 1 , . . . , z N as statistically independent, which is reasonable if the AP locations are separated in space so that the scattering is independent.
We have derived the CRB on the sensor location, x o , using standard results, e.g., see Kay [11] . In addition, we have simulated the performance of sensor localization algorithms as follows.
1. Generate samples z 1 , . . . , z N using the model (1).
2. Estimate the Doppler shifts f 1 , . . . , f N using the P-GRAM or C 2 -GRAM algorithms described above.
3. Estimate the sensor location, x o , using the nonlinear least-squares method in (8) .
Algorithm performance is compared with the CRB in the following section. We will also show the CRBs and algorithm performance for the case of no scattering (Ω = 0), illustrating the large impact that turbulent scattering has on the achievable performance.
EXAMPLES
We present an example of sensor self-localization in this section. The framework we have presented in this paper is useful to design trajectories for the mobile AP so that the sensors achieve a desired level of accuracy in self-localization. Since we include the effects of turbulent scattering by the atmosphere, our results are much more realistic than an ideal plane wave propagation model.
The sensor is located at the origin x o = (0, 0), the speed of sound is c = 335 m/s, and the mobile AP source speed is V n = 0.2c (for all n). The source travels along a circular path around the sensor with radius 300 m, emitting a tone with f s = 100 Hz at N = 3 locations, with azimuth φ 1 = −90
• , φ 2 = 0 • , and φ 3 = 90
• . The source trajectory is tangential to the sensor, so α n = 90
• for n = 1, 2, 3. In Figure 1 , the processing bandwidth is B = 40 Hz, the scattering bandwidth B v = 1 Hz, the SNR is 21 dB, and the observation time is T = 2 sec with M = 80 samples. We consider two weather conditions for the range 300 m and frequency 100 Hz, and (2) yields saturation values Ω = 0.57 for mostly cloudy and Ω = 0.91 for mostly sunny conditions. Figure 2 shows the CRB ellipse (defined by x T Jx = 1 where J is the Fisher information matrix for the sensor location) and a scatter plot of the sensor location estimates for 200 runs. The C 2 -GRAM algorithm is used for Doppler estimation. Comparing parts (a) and (b) of Figure 2 , sunny conditions reduce the accuracy relative to cloudy conditions due to increased turbulent scattering. The root-mean-squared error (RMSE) performance of the algorithm is about four times √ CRB, with accuracy on the order of several meters. Figure 3 shows corresponding results using the P-GRAM algorithm for Doppler estimation. Note that P-GRAM is less accurate than C 2 -GRAM, which is expected since P-GRAM is optimum when Ω = 0.
We repeated the simulation with no scattering, Ω = 0. For this case, the CRB on sensor location is √ CRB = 0.03 m, and the RMSE performances of the algorithms are equal to the √ CRB. Thus turbulent scattering degrades the achievable sensor localization accuracy by a factor of about 100 relative to ideal propagation. 
