In this paper a method is presented for computing the simplest normal form of differential equations associated with the singularity of a double zero eigenvalue. Based on a conventional normal form of the system, explicit formulae for both generic and nongeneric cases are derived, which can be used to compute the coefficients of the simplest normal form and the associated nonlinear transformation. The recursive algebraic formulae have been implemented on computer systems using Maple. The user-friendly programs can be executed without any interaction. Examples are given to demonstrate the computational efficiency of the method and computer programs.
Introduction
Normal form theory is one of the useful tools in analyzing complex dynamical behavior of a nonlinear system such as bifurcation and instability. The method, based on successive coordinate transformations, can be used to systematically construct a simple form of the original differential equation, and thus greatly simplify the analysis for the original system [Guckenheimer & Holmes, 1983; Elphick et al., 1987; Nayfeh, 1993; Chow et al., 1994] . The basic idea of the conventional (classical) normal form theory is using the linear singularity of a system at an equilibrim to form a Lie bracket operator and then repeated employing the operator to remove higher order nonlinear terms, as many as possible. However, it was later found that conventional normal forms are not simplest forms and actually could be further simplified (e.g. see [Cushman & Sanders, 1986 , 1988 Chua & Kokubu, 1988a , 1988b . Roughly speaking, in conventional normal form theory kth-order nonlinear transformation terms are used to eliminate kth-order nonlinear terms of the system, while in simplest normal form theory kth-order nonlinear transformation terms are not only used to simplify kth-order nonlinear terms but are also used to elminate higher order terms. Since computation of simplest normal forms is much more complicated than that of conventional normal forms, computer algebra systems such as Maple, Mathematics, Reduce, etc. have been used (e.g. see [Algaba, 1998; Yu, 1999] ). The "automatic" Maple program developed by Yu [1999] can be executed to find the simplest normal forms for Hopf and generalized Hopf bifurcations on various computer systems with very little preparation for an input file.
The conventional normal form for a double zero singularity has been considered by many researchers and obtained using different approaches (e.g. see [Guckenheimer & Holmes, 1983; Yu & Huseyin, 1986; Chow et al., 1994; Broer et al., 1995; Bi & Yu, 1998 ]). Recently, simplest normal forms for the double zero singularity have been considered using different methodology [Kokubu et al., 1988; Baider & Sanders, 1992; Wang et al., 2000] , and symbolic computations have been discussed (e.g. see [Yu & Yuan, 1999; Algaba et al., 2001] ). In this paper, we present a method which is based on matrix theory and linear algebra to compute the simplest normal form for the double zero singularity. This approach provides a direct guideline for developing computer software. Indeed, "automatic" Maple programs have been implemented on computer systems which can be executed without any interaction up to, in principle, any order.
To understand the idea which will be used in the further reduction of normal forms, let us consider a simple example associated with single zero singularity. Suppose a general system is given bẏ
where function f and its first derivative vanishes at the origin 0 -an equilibrium of system (1); and the Jacobian J evaluated at the origin is given by
in which A is hyperbolic (i.e. all eigenvalues of A have nonzero real parts). The conventional normal form of system (1) can be obtained by first applying the center manifold theory and then the conventional normal form theory. However, it may be derived by using a combined approach [Bi & Yu, 1998 ] without the aid of center manifold theory. The conventional normal form (CNF) is given bẏ
where constant coefficients a j are expressed explicitly in terms of the coefficients of function f . Note that the expression of right-hand side is actually a polynomial of y. This CNF can be further simplified by a nonlinear transformation to the following simplest normal form (SNF):
(
where the coefficient b 2m−1 is expressed explicitly in terms of a j 's.
The above results can be proved by using the method of mathematical induction. In the next section, the SNF for the generic case of a double zero singularity is discussed in detail, while Sec. 3 discusses the SNF of a nongeneric case. Symbolic computation is outlined in Sec. 4. Examples are given in Sec. 5 to show the applicability of the method, and conclusions are drawn in Sec. 6. Maple source codes and sample input data are listed in appendices for reference.
SNF Generic Case
Finding the SNF for a double zero singularity is much more complicated than the single zero case.
Consider the system given bẏ
where function f and its first derivative vanishes at the origin 0, and J is given by
in which A is hyperbolic. With the CNF theory, one may use the nonlinear transformation (NT)
to transform Eq. (6) into a CNF, up to nth-order, written in either of the two ways [Guckenheimer & Holmes, 1983] :ẏ
where a j1 's and a j2 's are constant coefficients which can be determined from the coefficients of function f (x). It is noted from Eqs. (9) and (10) that the second form (10) may be considered simpler than the first form (9). However, in this paper, we do not compare such kind of different normal forms, but consider how to further simplify conventional normal forms, and therefore we will use Eq. (10) as the CNF throughout the paper. The results are summarized in the following theorem.
Theorem. Assume that by the normal form theory, the CNF of system (6) is given by Eq. (10), then the SNF of system (6) up to an arbitrary order can be found aṡ
if a 21 a 22 = 0, where the coefficients b (3j+1)1 and b (3j+2)2 are expressed explicitly in terms of a ij 's.
Proof. The first step in the proof is straightforward: By using any methods of conventional normal forms (e.g. using the Maple programs developed by Bi and Yu [1998] ), one can obtain the CNF (10) for system (6). The major step (second step) of the proof is to show that the CNF (10) can be further simplified to form (11) by using a near-identity NT. The idea is to eliminate the terms in Eq. (10), as many as possible, order by order, and thus Eq. (11) indeed gives the simplest normal form of system (6). We shall employ the method of mathematical induction to prove the theorem. To start the proof, one may assume a general nonlinear transformation described by
Then the second step can be proved by the method of mathematical induction. It is easy to verify that the theorem is true when n = 2, 3, 4.
First consider n = 2: We want to see if any of the second-order terms in Eq. (10) can be eliminated by using the following general second-order NT:
It should be noted that under any transformations, a new normal form should be at least as simple as the CNF (10). Thus, we may assume that upon applying the NT (13), the normal form up to second-order is in the form oḟ
which is actually Eq. (10) truncated at the thirdorder terms. The basic idea is to find whether we can set b 21 , and/or b 22 zero by choosing suitable coefficients c ijk 's in Eq. (13). To find the equations for determining the c ijk 's, substituting Eqs. (13) and (14) into Eq. (10), and then balancing the secondorder terms on both sides of the resulting equations yields the following six linear algebraic equations for the six unknown c ijk 's, which can be grouped as two sets of decoupled equations, written in the matrix from:
It is obvious to see from Eq. 
Therefore, the NT (13) can be written as
and the SNF up to second-order then becomeṡ
Equation (18) suggests that no matter what NT one may choose, and the second-order terms in the CNF (10) cannot be eliminated, and therefore, the normal form up to second-order cannot be further simplified. It is noted from Eq. (15) that the coefficients c 202 and c 102 (in fact, c 102 does not appear in these equations) can be chosen arbitrarily. Of course, the simplest choice for the two coefficients is c 202 = c 102 = 0, which leads to the transformation y i = u i (i = 1, 2) implying that nothing has been performed. However, as it will be seen, the two coefficients can be used to simplify higher order normal forms. This is the key idea used in further simplifying a normal form obtained through the CNF theory. When n = 3, similarly we want to eliminate the third-order terms in the CNF (10) by using the following third-order NT: 
Assume that the third-order terms in the normal form are the same as that given, in general, by the corresponding part of the CNF, and then add these terms to the previously obtained (second-order) SNF to construct a form up to third-order terms as follows:
Following the procedure used to obtain the secondorder SNF, one can find eight linear algebraic equations for solving the eight unknown third-order coefficients. Again, the eight equations can be divided into two decoupled groups as listed below:
from which we can easily see that b 31 = a 31 . In order to find a normal form at this order as simple as possible, we may set b 32 = 0, and thus c 202 can be uniquely determined. Consequently, we obtain
and
and the SNF up to third-order terms is thus given byu
When n = 4, we can also find a group of equations, which may be called key equations and can be rearranged in two parts: the first part is given by
It is noted from Eq. (23) 
The second part consists of the equations of
In Eq. (27) D 1 represents the known expressions which have been obtained from the previous steps. The D i , i = 2, 3, 4, 5 used in the latter equations have the same meaning. Next, suppose that the theorem is true up to (n − 1)th-order (n ≥ 3), we then show that it is also true up to nth-order and therefore, the theorem is true up to any order. To achieve this, substituting Eq. (12) into Eq. (10), with the aid of Eq. (11), and then balancing the nth-order coefficients in the resulting equation yields the following linear algebraic equations, written in the matrix form:
where the 2(n+1)-dimensional vector v contains the expressions which are functions of the coefficients, some of which have been obtained in the previous steps, while one or two are determined in the current order, and others will be found in higher order equations. It is noted that there exist two particular equations in Eq. (29) which contain the coefficients b n1 and b n2 . These two coefficients play a major role in determining the SNF of this order. There are three cases:
(i) When n = 3k + 1 (k ≥ 1), there are two groups of key equations: the first group is given by
where
in which F i 's are 2 × 2(n − i − 1) matrices and C i 's are 2(n − i − 1) vectors. The second group of equations are written as
Here, it should be noted that only vector C 1 is directly generated at this order, while the remaining vectors C 2 , C 3 , . . . , C k are actually obtained from the previous order equations through a recursive procedure. α ij and β ij (i = 1, 2, . . . , k; j = 1, 2, . . . , k − 1) are 2(n − i − 1) vectors, which are expressed explicitly in terms of the known coefficients a ij 's and b ij 's, including many zero components. For example,
(33)
A n−1 is a 2(n − 2) × 2(n − 2) matrix, given by
and A −1 n−1 represents the inverse matrix of A n−1 . B i(n−1) 's are given as follows:
in which 
Next, substituting Eqs. (31)- (37) into Eq. (30) results in
Computation 
then
. . .
and therefore,
Consequently, when i ≤ k − 1 or 2i ≤ 2(k − 1), Eq. (44) becomes
Having proved 
Equation (46) clearly indicates that we can set b n2 = 0 by explicitly choosing a unique c 102k in terms of the known coefficients, and then b n1 is also uniquely determined.
(ii) When n = 3k + 2 (k ≥ 1), we can find a similar equation like Eq. (38) as follows:
where the terms related to c 20(2k+j) and c 10(2k+j) (j = 2, 3, . . . , k) have been neglected since they are all zero, which becomes more clear below. Here,
in which u i (i = 1, 2, . . . , k) are 2(n − i − 1) vectors. Then, a simple manipulation shows that
and thus, when 1 ≤ i ≤ k − 1 (i.e. 1 ≤ 2i − 1 ≤ 2k − 3 and 2 ≤ 2i ≤ 2k − 2), Eq. (49) yields
which implies that the summation in Eq. (47) actually has only one term Y k u k . Next consider i = k. For this case, we have
Here, the subscripts of Y k denote the row and column at which the component is located. In general, we can find
A simple calculation for Y 1 yields
and then comparing the components leads to s 1 = −a 21 and t 1 = −3/(n − 3)a 21 = −3/(3k − 1)a 21 . It follows from Eq. (53) that
and then we can use the method of mathematical induction to show, in general, that
It is clear from Eq. (56) that
Therefore, we have [see Eq. (51)]
and finally, Eq. (47) becomes
Similarly, we may set b n2 = 0 by explicitly solving for a unique c 20(2k+1) from the above equation in terms of known coefficients. Then b n1 is uniquely determined.
(iii) When n = 3k + 3 (k ≥ 1), similar to case (ii), we may obtain
in which w i (i = 1, 2, . . . , k) are 2(n − i − 1) vectors. Similarly, we can prove that
It has been seen from case (ii) that [−(2k + 1)
and Eq. (60) then becomes
(64) Unlike the cases (i) and (ii), for case (iii) we may set b n1 = b n2 = 0 by uniquely determining c 202(k+1) and c 10(2k+1) in terms of the known coefficients explicitly.
The proof of the Theorem is completed.
From the above proof, we have seen that the pattern of the coefficients of the SNF is given as follows: When n = 3k + 1 or 3k + 2, b n2 = 0, b n1 = 0, while when n = 3k + 3, b n1 = b n2 = 0.
The recursive formulae derived in this section can be straightforwardly used to code symbolic computer software. Maple programs have been developed which can be executed on different computer systems. The Maple source code is given in Appendix A.
SNF Nongeneric Case
The SNF for the generic case given in the previous section is found under the condition a 21 a 22 = 0. In this section, we shall briefly discuss the nongeneric case when a 21 a 22 = 0. More specifically, if a 21 = a 31 = · · · = a µ1 = 0 and a 22 = a 32 = · · · = a ν2 = 0, then what is the SNF? Baider and Sanders [1992] have given a detailed study on the SNF which can be divided, in general, into three subcases: (I) µ < 2ν, (II) µ > 2ν and (III) µ = 2ν. They developed a tool called grading functions to find the "form" of the simplest normal forms. The first two subcases were proved by Baider and Sanders [1992] . Later, Kokubu et al. [1996] and Wang et al. [2000] proved the subcase (III) and provided a "form" of the SNF. However, it is noted that the "form" and method presented in these papers are not easy to be applied for computing an explicit SNF for a given system. The approach given in the previous section can be straightforwardly used to code symbolic computer programs.
In this section, we shall discuss the computation method for the subcase (III). For this subcase, Wang et al. [2000] obtained the following "form". Suppose the original system is described by the following two-dimensional differential equations:
where h.o.t. represents higher order terms of homogeneous polynomials of y 1 and y 2 . Then the SNF isu
where the coefficients a m and b n are uniquely determined from the coefficients of the original system (65).
Note that the original system (65) is a twodimensional general center manifold, which is not the general n-dimensional system (6), nor the CNF described by the two-dimensional center manifold described by Eq. (9) or Eq. (10). Determining the coefficients a m and b n is probably the most cumbersome part of the computation in applications. For this reason, we have paid attention to computing the SNF efficiently. Similar to the generic case, we can, based on the CNF (10), obtain the following result.
Assume that by the CNF theory, the normal form of system (6) is given by Eq. (10), and in addition,
then the SNF of system (6) up to an arbitrary order isu
where the coefficients b m1 and b n2 are uniquely determined from the coefficients of the original system (10).
The proof is similar to that for the generic case and thus the details are omitted. In the following, we will discuss how to develop symbolic computation. From the computation view point, based on the CNF (10) and the SNF (68), we want to use the coefficients of the NT c ik(j−k) [see Eq. (12)], to eliminate certain CNF coefficients a ij such that the CNF (10) is reduced to the SNF (68). The main procedure is substituting the NT (12) and the SNF (68) back into the CNF (10), and then balancing the coefficients for each order. This results in a set of linear algebraic equations for determining c ik(j−k) and b ij .
First, it is easy to show that no c ik(j−k) can be used to eliminate the first three terms in Eq. (68) which have the same coefficients as that in the CNF. Next note that the terms u n−1 1 u 2 in the last summation expression of Eq. (68) have been eliminated from the CNF (10) when n(mod(q)) equals q−1 and q. Therefore, the key step in the computation is to find the particular c ik(j−k) 's which can be used to eliminate those terms. The linear algebraic equations corresponding to the missing terms u n−1 1 u 2 comes from the coefficient of the term u n−1 1 u 2 of the second balancing equation. We call this coefficient as COEF(n − 1, 1) for convenience. In addition, notice that the first coefficient c ik(j−k) to be used is c 202 , which is similar to the generic case [see Eq. (22) ]. Then, by defining k = [n/q] (the notation [x] denotes the largest integer which is less than x), we obtain the following results:
(1) When k = 1, c 202 can be uniquely determined from COEF(2q −1, 1) since it involves c 202 only. (2) When k > 1 and n(mod(q)) = q − 1, c 10k can be uniquely determined from COEF((k + 1)q − 2, 1). (3) When k > 1 and n(mod(q)) = q, c 20k can be uniquely determined from COEF((k + 1)q − 1, 1).
We have used the above formulae to develop general recursive Maple algorithms for computing the explicit expressions of the coefficients of the SNF and the corresponding NT. The Maple programs are outlined in next section.
Outline of Symbolic Computation
The detailed procedure and formulae given in the previous sections can be directly applied to develop symbolic computation programs. We have used Maple computer algebra system to develop a software package which can be conveniently used to compute the SNF and associated NT for a double zero singularity. The program only requires a simple preparation for an input file from a user. The Maple programs are outlined below, and the source codes can be found in Appendix A. Since the programs for the generic and nongeneric cases are similar, we will not distinguish the two cases here.
(a) Read a prepared input file. The input file indicates the upper boundary order of the computation of the SNF, Ord, and the conditions for the nongeneric case, i.e. the integer q. For a particular given system, the input file also gives the coefficients of the original differential equations (i.e. the CNF of the system), a jkl . (d) Write the SNF and NT into the output file "Nform".
Examples
In this section, we shall apply the results presented in previous sections and the Maple programs we developed to compute the SNF for three examples: one is a generic case and two are nongeneric cases.
Generic case
Consider the following six-dimensional system:
where the linearized system evaluated at the equilibrium x i = 0 has a double zero eigenvalue λ 1 = λ 2 = 0, two real eigenvalues λ 3 = −1 and λ = −2, and a complex conjugate eigenvalue λ 5,6 = −3 ± i. The Jacobian of system (69) is in the real Jordan canonical form
First, to find the CNF of system (69) 
The coefficients given in the above equation can be written in the form of a j1 and a j2 according to formula (10). By noting that a 21 = 1 and a 22 = 3, we know that this is a generic case. Then we use these coefficients to execute the Maple program for the generic case (see Appendix A for the Maple source code) to find the SNF for this examplė 
It should be noted that although the original differential equation (69) has integer coefficients only, the Maple program can deal with other real numbers or symbolic notations. The examples given in the next subsection have noninteger coefficients and purely symbolic notations.
Nongeneric case
The first nongeneric example is described by the following five-dimensional system:
where the linearized system evaluated at the equilibrium x i = 0 has a double zero eigenvalue λ 1 = λ 2 = 0, one real eigenvalue λ 3 = −(1/3) and a complex conjugate eigenvalues λ 4,5 = −2 ± i. The Jacobian of system (73) is in the real Jordan canonical form
Again we may execute the earlier developed Maple program [Bi & Yu, 1998 ] to find the CNF up to, say, twelveth-order: 
Note from Eq. (75) that a 21 = a 31 = a 41 = 0, a 51 = −(12/25) and a 22 = 0, a 32 = −(61/25), so this is a nongeneric case for q = 3 [see Eq. (67)]. Therefore, we may use the coefficients given in Eq. (75) 
The SNF given by Eqs. (72) and (76) indeed shows that a CNF can be further simplified.
To conclude this section, we present another example which has been considered by Algaba et al. [2001] . Assume we start from the CNF (10): 
which indicates that this is a nongeneric case with q = 2. The SNF form given by Algaba et al. [2001] 
It is noted that the SNF (80) obtained by our Maple program is different from that given by Eq. (78).
Starting from the sixth-order term (the second line of the equationu 2 ), Algaba et al. used the form u k−1 1 u 2 while we use the form u k 1 , but the numbers of the terms higher than the fifth-order are the same. However, it is noted by comparing the first line of the equationu 2 that Eq. (78) has an extra term b 52 . This seems to show that our SNF (80) is simpler than the hypernormal form (78).
Conclusions
A method is presented to compute the simplest normal forms for a double zero singularity. Explicit, recursive formulae have been derived which can be directly implemented on a computer algebra system. User-friendly symbolic computation programs written in Maple have been developed. Examples are given to show the applicability of the methodology and the efficiency and convenience of the Maple programs.
