Abstract. We provide sufficient conditions for weak synchronization by noise for order-preserving random dynamical systems on Polish spaces. That is, under these conditions we prove the existence of a weak point attractor consisting of a single random point. This generalizes previous results in two directions: First, we do not restrict to Banach spaces and second, we do not require the partial order to be admissible nor normal. As a second main result and application we prove weak synchronization by noise for stochastic porous media equations with additive noise.
Introduction
In this work we provide sufficient conditions for (weak) synchronization by noise for strongly mixing, order-preserving random dynamical systems 1 (RDS) ϕ on partially ordered Polish spaces (E, d). Weak synchronization by noise here means that there is a weak point attractor consisting of a single random point and in this sense the random dynamics are asymptotically globally stable. In particular, in this case d(ϕ t (ω, x), ϕ t (ω, y)) → 0, for t → ∞ in probability, for all x, y ∈ E.
More precisely, assuming a concentration property for the corresponding invariant measure µ on intervals in E (cf. (1.2) below), we prove the existence of a unique ϕ-invariant random point a ∶ Ω → E, measurable with respect to the past F 0 , such that d(ϕ t (ω, x), a(θ t ω)) → 0, for t → ∞ in probability, for all x ∈ E. The method of proof is entirely new. Several examples illustrating the generality of this result are presented in Section 4.
As a second main result we prove weak synchronization by noise for stochastic porous media equations of the type [21] . In contrast, the attractor for the deterministic porous medium equation
has infinite fractal dimension (cf. [19] ). We prove that this infinite dimensional attractor collapses into a zero dimensional random attractor if sufficiently nondegenerate noise is added.
Our results on order-preserving RDS generalize those of [12] in two main directions: First, we do not require the underlying space E to be embedded in a (partially ordered) Banach space. Second, we completely remove the assumptions on the partial order to be "admissible" and normal. More precisely, in [12] it is required that the RDS ϕ is defined on an admissible subset E of a real, separable Banach space V . Admissibility here means, in particular, that for each compact set K ⊆ E there are a, b ∈ V such that K ⊆ int E ([a, b] ∩ E). In infinite dimensions this is a restrictive condition since intervals [a, b] may have empty interior and, even worse, compact sets are not necessarily included in intervals (e.g. consider L p spaces). Therefore, in applications to SPDE one typically has to choose E to be the set of continuous functions, thus restricting to SPDE for which spatial continuity of solutions can be shown. This often leads to stringent restrictions on the spatial dimension or to assumptions on the spatial regularity of the noise. In this paper, we replace the assumption of admissibility by a support assumption on the invariant measure µ, i.e. we assume that for each ε > 0 there is an interval [f, g] ⊆ E such that
The advantage is that the invariant measure µ often has support on smaller spaces than all of E and thus in applications this support condition can be seen to be satisfied even though admissibility is not. In order to have admissibility of a partial order, or more generally (1.2), one wants intervals [f, g] to be "large". On the other hand, normality of a partial order (in Banach spaces E say) requires the existence of a constant C > 0 such that
Hence, in order for a partial order to be normal intervals may not be "too large". In this sense, admissibility (or (1.2) resp.) and normality are conflicting assumptions limiting the applicability to SPDE, which explains the relevance of removing the normality assumption.
In particular, these generalizations are crucial in their application to weak synchronization by noise for (1.1). This was left as an open problem in [21] , since the usual partial order "≤" on E ∶= H −1 = (H 1 0 ) * is not admissible. In addition, ergodicity for (1.1) is known only in cases of non-degenerate noise, for which there is in general no hope to prove spatial continuity of solutions. Moreover, also (1.2) is unclear for the usual partial order "≤". The main idea here is to introduce an alternative, non-standard partial order "⪯" on H −1 , for which (1.2) can be proven. Indeed, intervals with respect to "⪯" can be seen to be much larger than those corresponding to "≤". On the downside, this causes "⪯" to be not normal (cf. the discussion above). In conclusion, the non-standard partial order "⪯" is neither normal nor admissible, thus requiring the full generality of our first main result.
Let us now briefly comment on the existing literature, for more details we refer to [20] . Synchronization by noise for order-preserving RDS has been analyzed, for example, in [2, 11, 12] . Methods based on local stability have been introduced in [4] and large deviation techniques have been employed in [31, 32, 42] . Synchronization by noise for SPDE has been investigated, for example, in [3, 6, 7, 21] . For the related effect of synchronization in master-slave systems we refer to [13] and the references therein. For synchronization for discrete time RDS see [24, 25, 27, 33] and the references therein. Applications of synchronization by noise are to be found, for example, in theoretical physics [27, 36, 38, 39] , climate dynamics [10, 17, 22] , neurophysiology [41] and numerics [28] .
Outline of the paper: In Section 2 we prove synchronization by noise for general order-preserving RDS, in Section 3 for stochastic porous media equations. Further applications to stochastic differential inclusions and SPDE with two reflecting walls are presented in Section 4.
For simplicity we often suppress the notation of E and write diam(A) instead. A subset X ⊆ E is said to be admissible, if X is a Polish space in E and for every compact set
We let (Ω, F , P) be a probability space. For a random variable v ∶ Ω → E we let L(v) ∶= v * P be its law. For f, g ∈ E with f ≤ g we define [f, g] E,≤ ∶= {x ∈ E ∶ f ≤ x ≤ g}. If the partial order "≤" or underlying space E are clear from the context, we write
For a sequence of sets A n we set {A n i.o.} ∶= {x ∈ ⋃ n∈N A n ∶ x ∈ A n for infinitely many n ∈ N}.
Order preserving random dynamical systems
Let (E, d) be a Polish space with partial order "≤" such that
is closed in E × E (cf. e.g. [29, p. 128] , [26] ). Equivalently, from x n , y n ∈ E with x n ≤ y n and x n → x, y n → y it follows x ≤ y.
Definition 2.1. We say that the partial order of E is normal if there is a function
We note that "≤" is a normal partial order iff for each δ > 0 there is an ε > 0 such
Remark 2.2. Let E be a partially ordered Banach space (cf. e.g. [12] ). In [12] , the partial order is defined to be normal if there is a C > 0 such that for all 0 ≤ x ≤ y one has x ≤ C y . This is easily seen to imply diam([f, g]) ≤ 2C f − g and thus (2.2) is satisfied.
Even in the case of Banach spaces E the definition of a normal order given in Definition 2.1 is less restrictive than the one introduced in [12] (cf. Remark 2.2). This generalization will turn out to be crucial, the key point being the following proposition.
Proposition 2.3. Let K ⊆ E be a compact set. Then, (K, d) is a Polish space with normal partial order "≤".
Proof. Assume that "≤" is not normal. Then there is a δ > 0 such that for all
The following proposition generalizes [12, Proposition 1], which required E to be embedded into a partially ordered Banach space V , by removing this embedding condition. Note that the proof in [12] relies on the linear structure of E and thus the proof given here is significantly different.
Proposition 2.4. Let X t , Y t be two stochastic processes taking values in E, satisfying
Proof.
Step 1: Consider the joint distribution
Since L(X t ), L(Y t ) converge weakly * to µ, {π t } t≥t 0 is tight for some t 0 ≥ 0. Moreover, π t (M) = 1, where M is given in (2.1). Hence, we may extract a subsequence (t n ) → ∞ such that
and π(M) = 1 (since M is closed). Moreover, both marginals of π are equal to µ.
Step 2: We now prove that π is necessarily concentrated on the diagonal.
Assume the contrary. Then there exist a < b such that (a, b) is in the support of π. Since M c is open, there exists an open neighborhood U of (b, a) contained in M c and we may assume that U is a rectangle, i.e.
The set A is closed, since M is closed and K b is compact. Therefore A is Borel. Moreover, by definition, A is an increasing set in the sense that x ∈ A and y ≥ x implies y ∈ A. Furthermore, A and K a are disjoint. Therefore, the indicator function f of A is measurable, increasing (i.e. f (x) ≤ f (y) for x ≤ y) and for (X, Y ) being a random variable with law π we have
Step 3: Since π is concentrated on the diagonal and has marginals µ, π is the image measure of µ under the map x ↦ (x, x). In particular, the whole sequence π t converges to π. Thus,
for t → ∞ and all ε ∈ (0, 1].
To motivate the following Lemma, we recall that if ϕ is a white noise RDS with associated Markovian semigroup P t f (x) ∶= Ef (ϕ t (⋅, x)) having µ as an invariant probability measure, then there exists a ϕ-invariant random probabilty measure π ⋅ , the so-called statistical equilibrium, obtained from µ via
and one has Eπ ⋅ = µ. If ϕ is not a white noise RDS then this construction fails and it is an open question in the literature how to define the statistical equilibrium, or to construct any ϕ-invariant random probability measure in this case. This is the purpose of the following Lemma.
Lemma 2.5. Let ϕ be a weakly mixing RDS with limit distribution µ, i.e. for µ-a.a.
x ∈ E we have L(ϕ t (⋅, x)) ⇀ * µ weakly * . Then there exists an F 0 -measurable, ϕ-invariant random probability measure π ⋅ satisfying Eπ ⋅ = µ.
Proof. We consider the random measures
and their averages
Since ϕ is weakly mixing, we have
for each bounded, continuous f ∶ E → R. Hence, there is a t 0 ≥ 0 such that for each ε > 0 there is a compact set K ε such that
for all t ≥ t 0 . Consequently, the random measures π t ⋅ are tight (cf. [15, Definition 4.2]) and thus (cf. [15, Theorem 4.4] ) there is a sequence t n → ∞ and a random measure π ⋅ such that π
In particular, choosing f independent of ω yields
and thus ϕ t (ω) * π ω = π θtω P − a.s.. Theorem 2.6. Let ϕ be an order-preserving, strongly mixing 2 RDS on E with limit distribution µ. Assume that for all ε > 0 there exist f ≤ g in E such that
Then weak synchronization holds, i.e. there is a ϕ-invariant random variable a ∈ F 0 such that
Proof. The proof proceeds in several steps. In the first two steps we prove very weak synchronization, i.e. the existence of a ϕ-invariant random variable a ∈ F 0 such that µ(⋅) = Eδ a (⋅). In the last three steps we deduce (2.4).
In the following let π ⋅ be a ϕ-invariant random measure associated to µ by Lemma 2.5.
Step 1 : In this step we prove that for each ε > 0, δ > 0 we can find F 0 -measurable random sets A(ω) such that diam(A(ω)) ≤ δ and
For simplicity we set
By strong mixing, the laws L(X t ), L(Y t ) are uniformly tight for t ≥ t 0 . Hence, we may choose a compact set K ⊆ E such that µ(K) ≥ 1 − ε 2 and
Again, by Markov's inequality we have that
We further observe that
and thus, by (2.5),
Hence,
By Proposition 2.3 there is a function
By Proposition 2.4 we have d(X t , Y t ) → 0 for t → ∞ in probability. Hence, with
8) for all t ≥ t 0 = t 0 (ε, δ). This finishes the proof of step one.
Step 2 : We show next that π ω is a random Dirac measure P-a.s.. Let A n be as in step one with ε, δ = 2 −n and let
Then B(ω) is an F 0 -measurable random set. For x, y ∈ B(ω) we have x, y ∈ ⋂ m≥n A m (ω) for all n large enough. Since
this implies x = y. Hence, B(ω) consists of at most one (random) point. Moreover,
In particular, B(ω) = {a(ω)} for some F 0 -measurable random variable a ∶ Ω → E. In conclusion, π ω = δ a(ω) P-a.s.. (2.9) and ϕ-invariance of a follows from ϕ-invariance of π ω .
Step 3 : Let h ∈ [x, y] for some x ≤ y such that µ([x, y]) > 0. We show that then d(a(ω), ϕ t (θ −t ω, h)) → 0 for t → ∞ in probability. 
in probability. From (2.6), (2.8) and (2.9) we obtain that
for all t ≥ t 0 = t 0 (ε, δ). Thus, due to (2.10),
for all t ≥ t 0 = t 0 (ε, δ), which finishes the proof of step 3.
Step 4 : We prove that for each f ≤ g with µ([f, g]) > 0, δ > 0 and each compact set K ⊆ E we have that
where
By strong mixing, for each ε > 0 we may choose a compact set K ε such that K ⊆ K ε and
By Proposition 2.4 d(X t , Y t ) → 0 for t → ∞ in probability. As in step one, we obtain that
for all t ≥ t 0 (ε, δ). Since, by step three we have d(X t , a) → 0 in probability, this implies that
for all t ≥ t 0 (ε, δ), which finishes the proof of step four.
Step 5 : We prove that for each x ∈ E we have
By strong mixing we may choose K ⊆ E compact such that
By step four we can choose t > 0 such that
Since J(ω) is an open set, there is a positive random variable b such that J(ω) ⊇ B b(ω) ([f, g] ∩ K) with probability at least 1 − 2ε. Thus, choosing a constant β > 0 small enough we can ensure that J(ω) ⊇ B β ([f, g] ∩ K) with probability at least 1 − 3ε.
By strong mixing,
for u sufficiently large and thus
Due to the choice of K we have
Since δ > 0 and ε > 0 are arbitrary, the proof is complete.
Remark 2.7.
(1) Following the same arguments as in the proof of Theorem 2.6 one may in fact prove weak synchronization assuming only the following weaker condition than (2.3): Assume that there exists a countable index set I and intervals
and for each pair i, j ∈ I there exists some n ∈ N and indices
If ϕ is a white noise RDS then the proof of Theorem 2.6 can be simplified.
Namely, once it has been shown that the statistical equilibrium π ω is a random Dirac measure (step 2 in the proof of Theorem 2.6) then [20, Proposition 2.18] can be applied to obtain weak synchronization.
The following example demonstrates that the assumptions of Theorem 2.6 indeed only guarantee weak synchronization and not synchronization:
on the one-dimensional torus. Then, the associated RDS is strongly mixing with invariant measure µ = δ 0 and the trivial partial order (x ≤ y implies x = y) is preserved. By Theorem 2.6, {0} is a weak minimal point attractor and weak synchronization holds. However, the weak attractor (which trivially exists) is the whole torus and thus synchronization does not hold.
Stochastic porous media equations
We consider the stochastic porous medium equation We first recall that the attractor for the deterministic porous medium equation
has infinite fractal dimension (cf. [19] ). In this section, we will show that weak synchronization by noise occurs if Q is non-degenerate (in a sense to be made precise below). In particular, the infinite dimensional deterministic attractor collapses into a zero dimensional random attractor if enough noise is added.
In [5, 21] a continuous RDS ϕ corresponding to (3.1) has been constructed on H −1 , which is easily seen to be a white-noise RDS. We shall assume that the corresponding Markovian semigroup P t f (x) ∶= Ef (ϕ t (⋅, x)) is strongly mixing. For example, this has been shown to be true in [30] under the following non-degeneracy assumption for the noise: Q 
for some σ ≥ 2, σ > m − 1, c > 0, where
otherwise.
If the semigroup P t is strongly mixing with invariant measure µ then µ is concentrated on V . Indeed: By Itô's formula we have that
. Strong mixing thus implies that µ is supported on V , i.e. µ(V ) = 1. The usual partial order on H −1 is defined by: For x, y ∈ H −1 set
It is not difficult to see that ϕ is "≤"-order-preserving. However, it is unclear how to check (2.3), since bounded sets in V are not necessarily contained in intervals [f, g] ≤ . Because of this, synchronization by noise for (3.1) was left as an open problem in [21] .
The key idea here is to introduce an alternative partial order "⪯" on H −1 , that is also preserved by ϕ and that is better adapted to the topology of V , in the sense that bounded sets in V are contained in intervals [f, g] ⪯ : For x, y ∈ H −1 we define
where the partial order "
Remark 3.1. The partial order "⪯" is not normal on H −1 .
Proof. We restrict to the case O = (0, 2π + 2) . Arbitrary open, smooth domains O ⊆ R d can be treated similarly and by scaling.
We definef
Thenf n ,g ∈ H 1 0 (0, 2π + 2), 0 ≤f n ≤g and f n 2
). Hence, for g = −∆g we
In particular, ⪯ is not normal on H −1 .
We next prove that "⪯" is preserved by ϕ:
for all t ∈ R + , ω ∈ Ω.
Proof. For the proof it is enough to consider a fixed, arbitrary interval [0, T ] ⊆ R + . We first briefly recall the construction of ϕ given in [21] : In [21, Theorem 3.2, iii], first a strictly stationary solution Z to
for all ω ∈ Ω and all t ∈ R. Then it is shown that the transformed equation (informally arising by the transformation
has a unique solution Y for each fixed ω ∈ Ω. In the following we let ω ∈ Ω be arbitrary, fixed and suppress the ω-dependency in the notation. The RDS ϕ is then defined by
For the proof of (3.3) it is thus enough to consider Y .
Let J ε ∶= (1−ε∆) −1 be the resolvent of −∆ on H −1 . Since J ε and (−∆) −1 commute, J ε is "⪯"-order-preserving. Moreover,
We further consider an approximation Z n smooth in time and space, such that
where l is chosen large enough to justify the following arguments. We then define the transformation u n ∶= Y n + Z n and observe that u n is the unique solution to
dt Z n t is smooth, we may apply [18, Lemma 1, cf. also Corollary 1], to obtain u 1,n t ⪯ u 2,n t and thus also
We next need to prove convergence of the chosen approximation. Using standard bounds for the porous medium operator ∆u [m] on the Gelfand triple
for some constants c, C, C ε > 0 and all ε > 0. Choosing ε small enough and using Gronwall's Lemma yields
for some uniform constants c, C > 0. Hence, also
; V * ) with uniform bounds and by the Aubin-Lions compactness Lemma we obtain the existence of a subsequence (again denoted by Y n ) such that
It is then not difficult to identifyỸ as a variational solution to (3.4) and uniqueness impliesỸ = Y . Since the partial order "⪯" is closed on H −1 , from (3.5) we obtain Y 1 t ⪯ Y 2 t which implies the claim. Theorem 3.3. Assume that the RDS ϕ associated to (3.1) is strongly mixing. Then, ϕ has a singleton weak point attractor A, i.e. weak synchronization holds. Moreover, A attracts all sets
Proof. As noted above ϕ is a "⪯"-order-preserving, white noise RDS on H −1 and the invariant measure µ is concentrated on V . It remains to check (2.3) with respect to the partial order "⪯".
We first observe that W 2,m+1 ↪ C 0 if 2− Hence, we can findf
Theorem 2.6 concludes the proof of weak synchronization.
Since "≤" is a normal partial order on H −1 we have
Since A is a singleton weak point attractor, this implies
and thus diam(ϕ t (⋅, K)) → 0 in probability, which finishes the proof.
We note that in general it is not true that ϕ t (ω, x) takes values in V if x ∈ V . In order to show such an invariance property additional regularity of W would be required. In contrast, the invariant measure µ is always supported on V as long as W is a trace-class Wiener process in H. At this point the generalization put forward in Theorem 2.6 is crucial, since condition (2.3) only requires µ to be "nicely" supported, rather than the partial order "⪯" to be admissible, as it had to be assumed in [12] . Since ⪯ is neither admissible nor normal, the results from [12] cannot be used in the case of stochastic porous media equations.
Further Examples
4.1. Stochastic differential equations driven by fractional Brownian motion. We consider one-dimensional stochastic differential equations of the type
where B H is a two-sided fractional Brownian motion with Hurst index H ∈ (0, 1). For example, B H can be constructed by
Following the setup put forward in [23] the stochastic dynamical system 3φ associated to (4.1) is a weak solution to (4.1). Since also ϕ is a weak solution, by weak uniqueness we have L(φ t (⋅, x)) = L(ϕ t (⋅, x)). Moreover, by [23, Theorem 6.1] there is a probability measure µ on R such that L(φ t (⋅, x)) → µ for t → ∞ in total variation norm. Hence, ϕ is strongly mixing. We conclude Example 4.1. The RDS ϕ associated to (4.1) satisfies weak synchronization.
4.2.
Stochastic differential inclusions and reflected diffusions. We consider stochastic differential inclusions of the type 
defines a continuous RDS on E ∶= D(∂η). We note that in general D(∂η) is a proper subset of R d , indeed:
Then (4.4) corresponds to
with normal reflection on ∂D.
If dom(η) is a bounded set and b ∈ C 2 (R d ) with bounded derivatives, then ϕ is strongly mixing by [8] .
In order to apply Theorem 2.6 we need ϕ to be order-preserving. Therefore, we shall restrict to d = 1 henceforth. Uniqueness of solutions to (4.4) implies that for x, y ∈ D(∂η) with x ≤ y we have
Thus, ϕ is order-preserving. We note that in general x ↦ ϕ t (x, ω) is not one-to-one. In particular, the strong order x < y is not necessarily preserved under ϕ.
An application of Theorem 2.6 yields Example 4.3. Assume that η ∶ R → R is a convex, lsc, proper function with bounded domain and b ∈ C 2 (R) with bounded derivatives. Then, the RDS ϕ corresponding to (4.4) satisfies weak synchronization.
4.3. SPDE with two reflecting walls. We consider the following SPDE with two reflecting walls
where S 1 is the one-dimensional sphere, dW t denotes space-time white noise on
We further assume that f is Lipschitz continuous and set
In order to construct an associated RDS we consider the Ornstein-Uhlenbeck process Z corresponding to
Well-posedness of (4.6) can be shown as in [35] for every x ∈ E. Uniqueness for (4.6) then implies that ϕ t (ω, x) ∶= Y t (ω) + Z t (ω) defines a continuous RDS on E. Moreover, following [35, Lemma 2.6] we have comparison, i.e. if x, y ∈ E with x ≤ y then ϕ t (ω, x) ≤ ϕ t (ω, y). Hence, ϕ is order-preserving on E. It remains to observe that by the coupling argument used in [43, Theorem 3 .1] ϕ is strongly mixing. An application of Theorem 2.6 yields Example 4.4. The RDS ϕ corresponding to (4.5) satisfies weak synchronization.
Appendix A. Background on random dynamical systems Let (E, d) be a Polish space, that is, a topological space homeomorphic to a complete, separable metric space, endowed with Borel σ-algebra E. Further, let (Ω, F , P, θ) be a metric dynamical system, that is, (Ω, F , P) is a probability space (not necessarily complete) and θ ∶= (θ t ) t∈R is a group of jointly measurable maps on (Ω, F , P) that leaves P invariant.
We say that a map ϕ ∶ R + × Ω × E → E is a perfect cocycle if ϕ is measurable, ϕ 0 (ω, x) = x and ϕ t+s (ω, x) = ϕ t (θ s ω, ϕ s (ω, x)) for all x ∈ E, t, s ≥ 0, ω ∈ Ω. We will assume that ϕ s (ω, ⋅) is continuous for each s ≥ 0 and ω ∈ Ω. The collection (Ω, F , P, θ, ϕ) is then said to be a random dynamical system (RDS), see [1] for a comprehensive treatment. Given an RDS (Ω, F , P, θ, ϕ) we define the skew-product flow Θ on Ω × E by Θ t (ω, x) = (θ t ω, ϕ t (ω, x)).
Let E be a Polish space with closed partial order "≤" (cf. (2.1)) and (Ω, F , P, θ, ϕ) an RDS on E. Then ϕ is said to be "≤"-order-preserving if ϕ t (ω, x) ≤ ϕ t (ω, y) for all x, y ∈ E, x ≤ y and all t ≥ 0, ω ∈ Ω.
Given an RDS ϕ we define the two-parameter filtration F = (F s,t ) −∞<s≤t<∞ of sub−σ algebras of F given by
It follows that θ −1 r (F s,t ) = F s+r,t+r for all r, s, t . For each t ∈ R, let F t be the smallest σ-algebra containing all F s,t , s ≤ t and let F t,∞ be the smallest σ-algebra containing all F t,u , t ≤ u. If F s,t and F u,v are independent for all s ≤ t ≤ u ≤ v, we call (Ω, F , F, P, θ, ϕ) a white noise (filtered) random dynamical system. An invariant measure for an RDS ϕ is a probability measure on Ω×E with marginal P on Ω that is invariant under Θ t for t ≥ 0. For each probability measure π on Ω × E with marginal P on Ω there is a unique disintegration ω ↦ π ω and a random probability measure π ω is an invariant measure for ϕ iff ϕ t (ω) * π ω = π θtω for all t ≥ 0, almost all ω ∈ Ω (where the P-zero set may depend on t). Here ϕ t (ω) * π ω denotes the push-forward of π ω under ϕ t (ω). An invariant measure π ω is said to be a Markov measure, if ω ↦ π ω is measurable with respect to the past F 0 . In case of a white noise RDS ϕ we may define the associated Markovian semigroup by P t f (x) ∶= Ef (ϕ t (⋅, x)), for f being measurable, bounded. There is a one-to-one correspondence between invariant measures for P t and Markov invariant measures for ϕ (cf. [14] ): If µ is P t -invariant, then π ω ∶= lim t→∞ ϕ t (θ −t ω) * µ (A.1)
exists P-a.s. and is a Markov invariant measure for ϕ. Vice versa, µ ∶= Eπ ω defines an invariant measure for P t .
A Markovian semigroup P t with ergodic measure µ is said to be strongly mixing if P t f (x) → E f (y)dµ(y) for t → ∞ for each continuous, bounded f and all x ∈ E. Similarly, we say that an RDS ϕ (not necessarily a white noise RDS) is strongly mixing if the laws of ϕ t (⋅, x) converge weakly * to a probability measure µ for t → ∞ for all x ∈ E.
Definition A.1. A family {D(ω)} ω∈Ω of non-empty subsets of E is said to be (1) a random closed (resp. compact) set if it is P-a.s. closed (resp. compact) and ω ↦ d(x, D(ω)) is F -measurable for each x ∈ E. In this case we also call D, F -measurable. (2) ϕ-invariant, if for all t ≥ 0
for almost all ω ∈ Ω.
Next, we recall the definition of a pullback attractor and a weak (random) attractor (cf. [16, 34] ). The map A is called a weak attractor, if it satisfies the properties above with almost sure convergence replaced by convergence in probability in (2) . It is called a (weak) point attractor, if it satisfies the properties above with compact sets B replaced by single points in (2) .
A (weak) point attractor is said to be minimal if it is contained in each (weak) point attractor.
Clearly, every pullback attractor is a weak attractor but the converse is not true (see e.g. [40] for examples). Weak attractors are unique (cf. [20, Lemma 1.3 
]).
Definition A.3. Let (Ω, F , P, θ, ϕ) be an RDS. We say that (weak) synchronization occurs, if there exists a weak (point) attractor consisting of a single random point P-a.e..
