Abstract-We consider an optimal stopping formulation of the mission monitoring problem, in which a monitor vehicle must remain in close proximity to an autonomous robot that stochastically follows a predicted trajectory. This problem arises in a diverse range of scenarios, such as autonomous underwater vehicles supervised by surface vessels, pedestrians monitored by aerial vehicles, and animals monitored by agricultural robots. The key problem characteristics we consider are that the monitor must remain stationary while observing the robot, robot motion is modeled in general as a stochastic process, and observations are modeled as a spatial probability distribution. We propose a resolution-complete algorithm that runs in a polynomial time. The algorithm is based on a sweep-plane approach and generates a motion plan that maximizes the expected observation time and value. A variety of stochastic models may be used to represent the robot trajectory. We present results with data drawn from real AUV missions, a real pedestrian trajectory dataset and Monte Carlo simulations. Our results demonstrate the performance and behavior of our algorithm, and relevance to a variety of applications.
. Geometric interpretation of the spatiotemporal optimal stopping problem. A sample robot trajectory (an AUV mission) is shown in blue and also projected onto a plane in the two spatial dimensions. An example monitor trajectory solution is overlaid. Cylinders represent effective monitoring range (in this case a fixed-range communication model) at stopping locations. Green stars represent parts of the mission that are not monitored.
external viewpoints, such as for accurate localization and navigation [12] [13] [14] [15] [16] or online sensor calibration [17] . The motion of the robot is typically represented by a mission plan, which may be defined probabilistically to take into account uncertain vehicle dynamics, environment models, and mission objectives [18] [19] [20] [21] . In some cases, the monitor vehicle must remain stationary in order to observe or communicate with the robot. The monitor vehicle must decide where to stop, and when to move to the next observation location. An illustration of the problem is shown in Fig. 1 .
Classical optimal stopping problems [22] , such as the wellknown secretary problem, involve a binary choice; at each time point, the decision at hand is simply whether to stop or continue. If this choice can be repeated, the problem can be considered to be one-dimensional (1-D) in the sense that it involves a choice of nonoverlapping intervals along a single dimension representing time. However, mission monitoring also involves spatial dimensions. We refer to this case as spatiotemporal optimal stopping. The goal of this work is to develop complete algorithms for a spatiotemporal optimal stopping problem, where the motion of the target robot and the observations in general are stochastic.
Our formulation is motivated by a variety of real-world scenarios. Of particular interest is autonomous underwater vehicle (AUV) operations. Most AUVs in practice are supervised by powered surface vessels. The AUV navigates autonomously, often following a preplanned trajectory with reasonable accuracy, but failures can occur that require human intervention. The AUV may also discover information of immediate value. Therefore, effective monitoring is relevant even if the robot is autonomous; monitoring allows operators to respond to failures and relevant information quickly.
Acoustic systems used for communication with the AUV have limited range and are unreliable, and some operators must stop and deploy this communication equipment, with engines powered down, for maximum efficiency [23] . In the simplest case, communication may be modeled deterministically with a fixed-range. However, this simple approach does not consider unpredictable hardware and environments; in practice, probabilistic models are typically required to account for physically realistic conditions [24] . An optimal stopping solution maximizes the time spent communicating or observing effectively; this is achieved by choosing valuable observation locations and times, and reducing time spent unnecessarily travelling and stopping and starting the surface vessel.
Other real-world scenarios that motivate this problem arise in a wide range of robotics applications. These scenarios include: flying robots that must land during observational periods to conserve energy [25] , pedestrian tracking for hands-free filming and photography [26] , [27] , acoustically covert surveillance for tracking animals [28] , ground-based mobile recharge stations for aerial vehicles [29] , aerial robots that must be stationary to achieve accurate measurements of radio-tagged wildlife [30] , and underwater robots that need to stop and surface to communicate or observe some phenomenon [31] .
A key focus of this paper is the case where a mission is defined probabilistically. A probabilistic mission definition can take into account uncertainties such as unknown mission objectives, stochastic vehicle dynamics, and imprecise environment models. Deterministic missions can often be generated directly from human-defined or automated plans, such as for AUV missions [32] [33] [34] [35] [36] or autonomous farming [4] , [5] . In some applications, stochastic models of vehicle motion may be formulated as direct extensions of deterministic models, such as by adding model-or data-driven uncertainty to the trajectory [6] , [18] , [19] . In other cases, particular parameters of a mission are unknown, such as mission objectives or reactions to unforeseen events, leading to multimodal predictions that are not direct extensions of a deterministic model [20] , [21] .
We propose a polynomial-time resolution-complete algorithm (complete with respect to the discretization resolution) for the stochastic mission monitoring problem. Our algorithm generates an optimal nonoverlapping set of observation "cylinders" (in the simplest deterministic case) in the 3-D configuration space consisting of two spatial dimensions and one time dimension (see Fig. 1 ). These cylinders represent a stationary observation range and time, and are linked by a path that respects motion constraints of the monitor platform. The objective is effective monitoring, defined as maximizing the expected overlap time between the probabilistic observation regions and the stochastic mission trajectory. Hardware-setup time penalties are naturally modeled geometrically by modifying the cylinder heights when evaluating trajectory overlap. Time and space are discretized, but fine resolution is feasible in practice. The algorithm first reduces the problem to a longest path graph search, then passes a sweep-plane through the temporal dimension to compute a resolution-complete solution in polynomial time. We present an algorithm for the general probabilistic case as well as an elegant variant tuned for the deterministic case that runs more efficiently in practice.
In addition to analytical evaluation, we provide extensive simulation results for several example scenarios and realistic applications to demonstrate the relevance and applicability to real-world scenarios. In particular, we give implementation details and empirical analysis for applying the mission monitoring algorithm to two application case studies: 1) an AUV monitoring application using a probabilistic trajectory model with stochastic kinematics, localization uncertainty, a closedloop controller [37] , and a realistic underwater communication model [24] ; and 2) a pedestrian monitoring application using a realistic trajectory prediction model [20] and observations with occlusions in a cluttered environment. We present results with data drawn from actual AUV missions [23] , a real pedestrian trajectory dataset [38] and Monte Carlo simulations of example trajectory models. The simulations illustrate the behavior and performance of the algorithm when planning with various modeling assumptions. Overall, the experiments highlight advantages of the probabilistic formulation, demonstrate that the algorithm admits a broad range of probabilistic trajectory prediction and probabilistic observation models for practical scenarios, as well as clock-time performance that shows the solution is viable for practical use in mission monitoring.
A. Contributions
The key contributions of this work are: 1) a spatiotemporal optimal stopping formulation of the stochastic mission monitoring problem, and 2) an efficient resolution-complete algorithm for this problem that reduces the problem to a longest path search in a directed acyclic graph (DAG). Robot motion and observations are modeled such that they yield a probability distribution describing effective communication or observations for every point in time and space. We consider several such stochastic models in our experiments, including an AUV prediction model that extends a deterministic control policy [37] using Monte Carlo simulations, a realistic underwater communications model [24] , and a multimodal intention inference pedestrian prediction model [20] .
A preliminary version of this paper appeared as [39] . This extended version additionally contains: a generalized formulation for probabilistic observation models; relaxation of the start and end constraints; expanded algorithmic details; and extensive implementation details, simulated experiments and discussion for AUV mission monitoring and pedestrian monitoring case studies.
The remainder of this paper is organized as follows. Section II describes the related literature for mission monitoring, optimal stopping in robotics, sweep-plane algorithms, path planning with temporal constraints and coordinated-control. Section III formally defines the spatiotemporal optimal stopping formulation and mission monitoring objective. Section IV gives an overview of the algorithm, which is divided into two phases: Section V details the spatiotemporal graph generation phase, while Section VI details the sweep-plane algorithm and analysis. Section VII presents simulated experiments for analyzing the behavior of the algorithm and the probabilistic formulation. Section VIII presents two application case studies, with implementation details, extensive simulation results, and empirical analysis. Finally, Section IX summarizes this paper and future research directions.
II. RELATED WORK
A closely related problem is studied by Best and Anstee [23] , who propose a greedy planner and a genetic algorithm for AUV mission monitoring where the AUV trajectory and communication model are assumed to be deterministic. The genetic algorithm is shown to achieve reasonable results but makes no guarantees on convergence, runtime, or optimality. In this paper, we develop the spatiotemporal optimal stopping formulation, generalize the problem to admit stochastic target robot trajectories and stochastic observation models, and present efficient algorithms with analytical guarantees.
Optimal stopping describes a class of problems that require a choice of when to take a particular action in order to maximize an expected reward [22] . Recently, Lindhé and Johansson [40] studied an optimal stopping problem for a robot that communicates with a base station while traversing a predefined path. The robot must choose stopping points that maximize communication quality while also making progress along its path. Our problem is similar, but here the stopping locations are also to be optimized since the robot is not restricted to a predefined path, and the reward received is time dependent. Further, feasible next actions depend on previous actions; a given stopping decision constrains the reachability of future stopping locations. Planning must consider the entire stopping sequence, rather than one-stop planning. Das et al. [41] also recently applied optimal stopping theory to a robot motion planning problem. The problem was to choose sampling locations for persistent collection of water samples by an AUV. Similar to [40] , the stopping locations are restricted to points along a predefined path. Sampling is instantaneous, rather than pausing motion for a planned time interval such as in [40] and our problem. The beachcombers' problem [42] is a related theoretical problem where a team of robots perform coverage of a line interval. Each robot can switch between two behaviors: searching slowly while observing, or walking quickly but blindly. While this problem is also similar and has interesting theoretical properties, it does not address time-varying observations, range sensing, or multidimensional environments.
Sweep-plane algorithms are often used for computational geometry problems such as Voronoi decomposition, intersections between line segments and unions of rectangles [43] , [44] . An R n −1 hyperplane is swept monotonically through an R n space, and calculations are performed at event points. Robot motion planning problems can often be formulated geometrically and solved with sweep-plane solutions [45] , [46] . Our approach features a sweep-plane moving through time, where the event calculations represent optimal subproblems and lead to an optimal global solution. An event can be thought of as a vertex in a spatiotemporal search graph with edges linking back to previous events. This construction forms a DAG and therefore a longest path can be computed in polynomial time [47] , [48] . Bopardikar et al. [49] employ this approach for dynamic vehicle routing, where an agent maximizes the number of space-time demands visited. Our problem again is similar, however our agent seeks to occupy a region defined probabilistically over time. The novelty of our approach in comparison lies in our proposed graph construction algorithm to maintain optimality for a complex constraint space and objective function.
Although there appears to be a dearth of work that directly extends temporal optimization problems to consider space, there is a large body of literature that extends spatial optimization to consider time. Prominently, vehicle routing problems (VRPs) have been studied with various time constraints, such as VRPs with time windows [50] . Similarly, graph-coverage problems have been addressed with time-constrained edge availabilities [51] . The key difference in our work is that time is considered as an objective to be maximized (for effective monitoring) rather than as a constraint.
In marine robotics, coordinated-control problems have received much attention due to the benefits realized by multirobot systems [52] . Related problems include formation control and communication connectivity maintenance [12] , [53] , [54] , and target following [55] , [56] , and these problems are generally approached using closed-loop control with a sliding time horizon. We focus on longer term path planning with an objective characterized as optimal stopping, and therefore formulate a combinatorial optimization solution.
III. PROBLEM FORMULATION
The problem involves two mobile agents: 1) a target agent which follows a probabilistic trajectory defined by a mission plan, and 2) a tracker agent that seeks to effectively monitor the target throughout the mission. To monitor effectively, the tracker must be within observation/communication range of the target and must be stationary. The trajectory of the tracker can therefore be characterized as a sequence of stopping waypoints in time and space. This scenario presents an optimization problem with the target's trajectory as the independent variable, while the tracker's trajectory is optimized. In this section, we formally define the characteristics of the target and tracker trajectories, the general definition for probabilistic observation models, and the idea of effective monitoring as an optimization objective.
A. Target Trajectory (Independent Variable)
The trajectory of the target is described as its position as a function of time x(t) : [0, T ] → X , where X is the space of all possible target locations. Time T is a planning horizon (in our experiments, we set T to the full duration of the mission). The mission is discretized into N time steps t i := (i − 1)Δ t ∈ T , with t 1 = 0 and t N = T . The trajectory is not known precisely ahead of time, and therefore the predicted position of the target at time t i is represented as a random variable X i with a known distribution X i ∼ D i and associated probability density function ρ i (x). Therefore, the predicted trajectory of the target is described as the sequence of random variables X := (X 1 , X 2 , ..., X N ).
B. Tracker Trajectory (Dependent Variable)
The trajectory of the tracker is described as its position as a function of time 
otherwise.
2) Start and End Conditions:
The start positionŷ 1 and end positionŷ M of the tracker are assumed to be elements of given setsŶ start andŶ end , respectively. These positions may be fixed, for example, when the tracking vehicle is used for deploying/retrieving the target vehicle at fixed locations. Alternatively, if the sets are nonsingleton thenŷ 1 andŷ M are to be optimized by the proposed planner.
C. Monitoring Effectiveness (Objective Function)
The goal of the tracker is to effectively monitor the target. At time t i , the monitoring effectiveness is described by a function f (X i , y i , s i ) : X × Y × S → [0, 1], with output ranging from 0 (not monitoring) to 1 (effectively monitoring). This function is defined as 
which can be interpreted as the expected weighted sum of time that the tracker is STOPPED, weighted by the observation values. F (X, Y, S) can be evaluated using the expected values
For convenience, we also introduce notation for the monitoring effectiveness evaluated at the set of discrete timesteps ⊆ T that fall within a (continuous) time period of interest T
D. Deterministic Problem Instances
As a special case, we address deterministic scenarios where both: 1) the target's trajectory X is deterministic (i.e., each ρ i (x) is defined as a Dirac delta function), and 2) the monitoring effectiveness functionf (r i ) is defined as the binary r-disk model with monitoring range r, i.e.,
In these deterministic problem instances, the expected value
) and evaluates to 0 or 1 only. For this special case, we also assume that the average speed of the tracker between waypoints is not less than the maximum instantaneous speed of the target ẋ max , i.e.,
Algorithm 1: Overview of trajectory planner for tracker.
E. Problem Statement
The optimization problem to be solved is stated as follows. We address this problem for the general case, as well as for the special deterministic case defined in Section III-D. The proposed algorithm has improved efficiency if certain reasonable assumptions hold, which are defined later in Section V-A.
IV. ALGORITHM OVERVIEW
The proposed algorithm is divided into a graph generation phase and then a longest path graph search using a sweep-plane. Pseudocode is listed in Algorithm 1.
The first phase generates a search graph such that paths through this graph describe feasible solution trajectories for the tracker. The generated graph is directed acyclic, which enables the optimal solution to be found efficiently. The graph generation exploits geometric properties of the problem so that, under certain conditions, the efficiency of the algorithm is improved and optimality is maintained. This graph generation procedure is presented in Section V.
In the second phase, the optimal solution is found by performing a longest path search through the spatiotemporal graph. We describe this algorithm geometrically as a sweep-plane moving through time. For general graphs, a longest path search is NPhard. However, since the generated graph is directed acyclic, the optimal trajectory is found in polynomial time. This sweepplane algorithm is presented in Section VI.
V. SPATIOTEMPORAL SEARCH GRAPH
This section describes the process of generating the spatiotemporal search graph, as summarized in Algorithm 2. Section V-A describes how to generate the graph vertices, where each vertex represents a time interval at a position. Section V-B describes how to generate edges, such that each edge represents the travel time and monitoring effectiveness for travelling between a pair of vertices. Finally, Section V-C discusses further adjustments to the graph so that the start and end conditions are met. Calculate edge weight ω i,j for each edge e k 7:
Example showing possible stopping locations around a deterministic target trajectory moving through two spatial dimensions. Also shown are the boundaries of the P 2 monitoring region (pink) and P 3 convex hull (orange) described in Section V-A1.
A. Vertices
A set of graph vertices is generated, with each vertex v i ∈ V representing a potential stopping location in time and space. This is achieved by selecting a discrete set of positions in space in the neighborhood of the target's path. Time is incorporated for each position by considering all times that the tracker is expected to be effectively monitoring the target. We first introduce the spatial dimensions in Section V-A1, followed by the temporal dimensions in Section V-A2.
1) Spatial dimensions:
The set of positions P ⊆Ŷ is generated by first discretizing the space, such that P =Ŷ ∩ P 1 , where P 1 is a discrete set of positions. The algorithm is optimal with respect to the discretization used for P 1 . The best choice for discretization is problem specific; a uniform grid is used in all figures and most of the experiments, while Section VIII-A uses an adaptive-resolution grid and Section VIII-B uses a PRM.
The search space can be further reduced by taking the intersection with two additional sets, such that P =Ŷ ∩ P 1 ∩ P 2 ∩ P 3 . The set P 2 describes the monitoring region and P 3 describes the convex hull of the mission. These sets are formally defined below and an example of these sets is illustrated in Fig. 2 . Under reasonable conditions (defined below), optimality is still guaranteed after performing this culling. If a particular condition does not hold for a specific problem instance, then the associated set may be omitted to guarantee optimality. This additional culling of the search domain is not essential; the algorithm has the same runtime complexity, but the culling will improve the efficiency of the algorithm in practice.
The set P 2 is the set of all points p i that have a nonzero monitoring effectiveness (i.e., are within monitoring range) for part of the target's trajectory, i.e.,
Lemma 1 shows optimality is maintained if the P 2 culling is used, assuming Condition 1 holds. For P 3 , first define CH as the convex hull of the set of all possible locations visited by the target and the tracker start and end sets; i.e., the convex hull of the set
The set P 3 is all points that are in CH or are a distance less than the P 1 discretization spacing away from the boundary of CH. Lemma 2 shows optimality is maintained if the P 3 culling is used, assuming Conditions 2, 3, and 4 hold.
Condition 1: Triangle inequality:
The travel times satisfy the triangle inequality, i.e.,
Condition 2: Convex hull is feasible: All positions in CH are feasible stopping locations, i.e., CH ⊆Ŷ.
Condition 3: Monotonically decreasing observation value:
The observation modelf (r i ) is a monotonically decreasing function of distance.
Condition 4: Monotonically increasing travel time:
The travel time monotonically increases with distance, for a fixed start or end position; i.e., if
Remark 1: If the distributions ρ i (x) or the observation functionf (r i ) have an unbounded support, then P is potentially an infinite set. However, this is not an issue since the reachability pruning (later in Section V-C) ensures the search space is finite. For computational reasons, to further reduce the size of the graph it may be appropriate to approximate P 2 and P 3 using nonzero lower bounds, i.e., E f ( X η − p i ) > LB 1 for P 2 and ρ i (x) > LB 2 for P 3 .
Lemma 1: Stopping in effective monitoring region: If the travel times satisfy the triangle inequality (Condition 1), then an optimal solution trajectory U only contains waypoints at loca-
Proof: Define two partial solution trajectories over the time 
It follows that F (Ŷ ) will never decrease ifŷ j was removed from the sequence. This generalizes to longer sequences since F is additive over partial sequences; therefore, an optimal sequence exists with allŷ i in range of an X η . 
Therefore, since X ⊂ H andf is monotonically decreasing (Condition 3)
It follows that the monitoring effectiveness of a solution that contains a waypoint atŷ * a will never decrease if this waypoint were moved toŷ a instead. It is assumed thatŷ * a ∈Ŷ, which will hold if Condition 2 holds.
To be optimal, selectingŷ * a instead ofŷ a must also not result in a lower monitoring effectiveness at the previous and next waypoints in the sequence. Define the partial solutionsŶ (3) and Condition 4 that the travel times will not increase by selectingŷ * a instead ofŷ a , i.e.,
Therefore, the departure fromŷ i need not be earlier and the arrival toŷ j need not be later ifŷ * a is chosen instead ofŷ a ; hence, the monitoring effectiveness atŷ i andŷ j will not decrease ifŷ * a is chosen instead ofŷ a . It follows that F (Ŷ * ) ≥ F (Ŷ ). Given thatŷ 1 ,ŷ M ∈ CH, this generalizes to longer sequences. Therefore, an optimal solution trajectory has allŷ i ∈ CH.
2) Temporal Dimensions: Each vertex v η ∈ V represents a position p η ∈ P and a time interval for the general problem, then describe a procedure that improves the efficiency for deterministic cases. Fig. 3 shows an example set of generated vertices for 1) probabilistic, and 2) deterministic problems.
For probabilistic problem instances, each vertex has a time interval length equal to the time discretization, i.e., τ = Δ t . For each position p η ∈ P, a vertex is created for each time step τ a η ∈ T , where the target has a nonzero probability of being in range of the tracker, i.e.,
This definition is referred to as the probabilistic algorithm. An example of this vertex generation is illustrated in Fig. 3 In this example, the extreme samples are used to approximate the boundaries of the nonzero regions of the distribution. For deterministic problem instances (defined in Section III-D), only a single vertex needs to be created for each contiguous subsequence of times where the target is in range of the tracker. More formally, T i ⊆ T denotes the set of all times where the target would be effectively monitored if the tracker were STOPPED at p i at time t l , i.e., . This definition is referred to as the deterministic algorithm. Fig. 3(b) illustrates that, in contrast to the probabilistic algorithm, each vertex can span multiple timesteps. The deterministic algorithm is typically more efficient since fewer vertices are generated. This adjustment maintains optimality since, for the deterministic case, if an optimal solution path contains the position p i at time t i then it is optimal to stay at position p i for all timesteps consecutive to t i when the target is still in range. A proof of this guarantee is provided later in Lemma 3 after the edges have been introduced.
B. Edges
A solution trajectory is represented by a path through the graph with consecutive vertices connected by directed edges e η ∈ E. An edge is denoted e η = v i , v j and describes traveling from vertex v i at position p i to vertex v j at position p j at some time in the solution trajectory.
Each edge has an associated departure time t 
The key advantage of having a fixed arrival time t a η (4) for a vertex is that the calculations for an edge e η = v i , v j do not depend on the choice of arrival time for a previous edge e m = v h , v i or the path taken to or from an edge; therefore, optimal subpaths are additive and generally lead to globally optimal solutions. For the probabilistic algorithm, selecting t a η = τ a η is optimal relative to the temporal resolution since each vertex represents only stopping for a single time step at p η . For the deterministic case, where a vertex represents a contiguous subsequence of in-range timesteps, this choice is still optimal (shown later in Lemma 3).
Each edge also has an associated weight ω i,j which is defined as the monitoring effectiveness over the time interval [τ a i , τ a j ) if that edge were chosen, i.e.,
Each edge is in one of four categories, which determines the edge weight and moving times. The conditions are derived directly from the geometric properties illustrated in Fig. 4 Algorithm 3: Edge weight and time calculations for the four categories illustrated in Fig. 4 and described in Section V-B.
Do not include e η in E 6:
:
else larger gap 13: Fig. 3(b) ], the vertices will have start times with this same gradient between pairs, i.e.,
If the target turns [e.g., upper half of Fig. 3(b) ], or moves slower, this time difference must be larger; therefore generally
Applying the speed assumption yields
An exception could occur at the beginning of the mission (since |τ 
C. Start and End Conditions
The graph needs to be adjusted to ensure that the solution path satisfies the start and end constraints. This includes trimming or removing some of the edges, as well as defining the sets of start v start ∈ V start and end v end ∈ V end vertices.
The set of allowable start positions is calculated as P start = Y start ∩ P. If a problem instance requires start positions that are not already in P, then these positions should be added to P and corresponding vertices and edges added to the graph. For each p start ∈ P start , if it is not in-range at time t 1 (i.e., E f ( X(t 1 ) − p start ) = 0), then additional vertices are To ensure the search always selects a path that begins at v start ∈ V start , all other vertices v i are adjusted using the rules described in Algorithm 4. In the first case, v i is reachable from at least one p start ∈ P start and therefore no adjustment is made. The second case removes unreachable vertices. The third case trims all v i that are reachable only at some time after τ a i . The third case is necessary for the deterministic algorithm, where each vertex may span multiple timesteps, in order to ensure the Lemma 3 result holds. For simplicity, the reachability calculations assume the triangle inequality holds for travel times (see Condition 1), although the algorithm could readily be adapted for other cases.
Similarly, the set of allowable end positions is calculated as P end =Ŷ end ∩ P. For each position p end ∈ P end , the vertex with the latest departure time τ d i is added to the set of possible end vertices v end ∈ V end . The optimal start and end positions (for nonsingleton P start or P end ) are found by the algorithm in the following section.
VI. SWEEP-PLANE ALGORITHM
The optimal tracker trajectory is found by searching for the longest path through the spatiotemporal graph. For general graphs, a longest path search is NP-hard. However, optimal polynomial-time algorithms exist if the graph is a DAG, since a topological ordering 1 of V exists. The spatiotemporal graph generation defined in Section V reduces the problem to a longest path search through a DAG, and therefore, the solution can be found in O(|V| + |E|) time. This section describes a longest path search, which can be visualized as a sweep-plane moving through time. The algorithm includes finding the optimal v start ∈ V start and v end ∈ V end . We then analyze the optimality and time complexity of the full algorithm, and discuss practical considerations.
A. Forward Pass
The longest path search begins with a forward pass through the graph that visits the nodes in topological order. A topological ordering of the vertices can be found by visiting v i in order of ascending time t = τ a i . This can be thought of as a sweeping plane as illustrated in Fig. 5 
B. Backtracking
Finally, the optimal solution path is found by backtracking from a v end ∈ V end to a v start ∈ V start , as described in Algorithm 6. The end vertex is chosen as the vertex in V end with the highest path weight (line 3). The algorithm proceeds by recursively following the back-pointers ψ until a v start ∈ V start is reached (lines 5-12 ). Backtracking will always lead to a v start ∈ V start due to the adjustments in Section V-C. The expected monitoring effectiveness is F = Ω end + ρ × τ d end − τ a end , since the weight of the end vertex is not accounted for by the edge weights.
C. Analysis 1) Graph Search Optimality:
For each v i , the forward pass calculates the preceding vertex ψ i and the sum of edge weights Ω i for the optimal path from any v start ∈ V start to v i , if the mission Algorithm 6: Backtracking to find the optimal trajectory. 1: function BACKTRACK({Ω}, {ψ}, V, E, V start , V end ) 2: were to end at time τ a i . The algorithm recursively solves optimal subproblems until the optimal path through the graph is found, and therefore the full problem is solved optimally relative to the resolution of the graph. 
3) Practical Considerations:
In practice, there is a tradeoff between solution quality and runtime of the algorithm. First, the algorithm requires finite spatial and temporal resolutions, since the computation requires a finite set of vertices. This is not limiting since, in practice, there is little benefit in having a resolution higher than the positioning accuracy of the tracker vehicle. Second, for some prediction models it may be impractical to solve the observation value integral (1) exactly. In our experiments, we solve (1) using Monte Carlo integration, such that the belief of the target's trajectory is approximated by a set of particles.
VII. EXPERIMENTAL DETAILS
This section describes simulation experiments that illustrate the behavior of the algorithm and advantages of the probabilistic formulation. First, we compare the current planning algorithm to previous algorithms for deterministic AUV missions [23] . Second, we give an illustrative example that demonstrates the advantage of the probabilistic formulation of the problem. Third, we evaluate planning with probabilistic predictions that model temporal uncertainty. Later in Section VIII, we demonstrate planning with two realistic trajectory and observation model implementations for application case studies.
A. Missions and Parameters
The following simulations were performed using the same target trajectories and parameter values as the real AUV missions described in [23] . Two hour-long AUV missions are considered as target trajectories, named Middle Harbour (depicted in Fig. 6 ) and Jervis Bay. In [23] , these missions were executed by a REMUS 100 AUV. Both missions alternate between densely scanning local regions of interest and moving in straight lines between these regions. Two extreme cases for the trajectory are also considered: circular is a circular path with radius slightly less than the monitoring range, and linear is a straight path.
Parameter Table I shows simulation results for four deterministic target trajectories. The deterministic and the probabilistic algorithms output the same solution trajectories; however, the deterministic algorithm had a lower computation time due to the reduced number of vertices. The linear trajectory resulted in the lowest monitoring effectiveness since a straight-line target trajectory means the tracker cannot cut corners to reduce travel time. The linear trajectory required the fewest number of vertices since the convex hull of a straight line has the smallest area. The computation time is approximately quadratic in |V| (regression fit with R 2 > 0.99), which agrees with the theoretical analysis. The algorithm shows a small improvement in the monitoring effectiveness over the greedy algorithm and genetic algorithm results reported in [23] . The key advantage of the proposed sweep-plane algorithm is guaranteed and faster runtime (the deterministic algorithm is approximately 50 times faster than the genetic algorithm), and provably optimal solutions, as well as the applicability to probabilistic scenarios as demonstrated in the following experiments.
B. Deterministic Target Trajectory

C. Planning With Uncertainty
We demonstrate how planning while taking into account an accurate model for the uncertainty of the target trajectory improves the monitoring effectiveness. Fig. 7 presents a target mission that alternates between sections with high spatial uncertainty and low spatial uncertainty. Fig. 7(a) shows the optimal stopping locations for the tracker if there were no uncertainty in the target trajectory. Fig. 7(b) shows the solution when planning with a probability distribution D i that accurately models the uncertainty. The advantage of the probabilistic planning is that it chooses to stop at and stay longer in the regions with lower spatial uncertainty. For a Monte Carlo simulation drawing 10 000 sample target trajectories, the deterministic planner has a mean monitoring effectiveness (as a percentage of mission duration) F/T = 47.5%, while the probabilistic planner improves on this with F/T = 54.1%. The solution path length given by the deterministic planner overestimates the expected monitoring effectiveness; conversely, the probabilistic planning accurately predicts the expected monitoring effectiveness.
D. Probabilistic Trajectory With Temporal Uncertainty
Now we consider an example probabilistic target trajectory for an agent with uncertain speed. For a target with accurate localization, uncertainty in position is usually due to variance in speed, rather than deviation from the path. To describe this, at time t i the target is a distance d i along the path from the start. We define d i by the recursive equation
where the speedḋ i along the path at any time instance is assumed to be drawn from a Gaussian distribution that is independent of other time instanceṡ
The general solution to (7) (distance travelled along the path), for d 1 = 0 with zero uncertainty, is also Gaussian, with mean and variance increasing linearly over time Fig. 8 shows the results of Monte Carlo simulations performed by drawing 10 000 sample target trajectories directly from (7), with the objective function evaluated for the planned tracker trajectory. Planning was performed using the mean only with no uncertainty (left bars) or using the uncertainty model (8) (right bars). The horizontal axes shows varying speed uncertainty σ ∝ σ rate , where σ rate is the standard deviation of completion time in minutes for a 1 h mission.
The monitoring effectiveness is significantly higher when planning using the uncertainty model, since the planner can choose to stop longer in regions with low spatial uncertainty. A single-tailed paired t-test confirms this performance improvement (p < 0.001) for all 20 missions except linear with σ rate ≥ 4. The probabilistic planning did not achieve significant improvements for the linear missions since there are no mission portions with relatively low spatial uncertainty (e.g., where the path folds back on itself). The monitoring effectiveness for all scenarios decreased as the uncertainty increased, since the 
VIII. APPLICATION CASE STUDIES
In this section, we present application case studies in AUV and pedestrian monitoring to demonstrate the relevance and applicability of the problem formulation and algorithm to realworld scenarios. The purpose of the case studies is to:
1) demonstrate feasibility of the problem formulation and algorithm for realistic scenarios; 2) formulate implementations of realistic probabilistic prediction and observation models; 3) detail choices made while implementing our planner; 4) present extensive simulated experiments under various modeling assumptions; and 5) evaluate and discuss the simulation results with real data and Monte Carlo simulations.
A. AUV Mission Monitoring
Our first case study is for a mission monitoring scenario, where an AUV is monitored by a surface vessel. We first formulate a realistic probabilistic model of the scenario, and then evaluate the performance of the algorithm under various modeling assumptions. The probabilistic formulation features a real- istic probabilistic trajectory model (illustrated in Fig. 9 ) and an underwater acoustic communication model (see Fig. 10 ). The formulation takes into account various causes of uncertainty in typical AUV missions in ocean environments, including localization error, ocean currents, unpredictable mission pauses, and unreliable communication. The formulation is motivated by our experiences with a REMUS 100 AUV in ocean environments, although is general enough to be adapted for other scenarios. The following simulation results show the advantages of taking into account these uncertainties when planning the trajectory of the monitoring surface vessel.
1) Simulation Scenarios:
We compare planning with and without a probabilistic AUV trajectory model, and with and without an acoustic communication model. The probabilistic trajectory model, detailed below, generates a set of 100 Monte Carlo sample paths to represent the belief of the AUV's trajectory. The deterministic trajectory model is generated with a single simulation that assumes zero uncertainty. The acoustic communication model, detailed below, describes the probability of successful communication for a given distance between the AUV and the surface vehicle. The planning scenarios without the communication model use an r-disk model with r = 264.2 m, so that the two models have equal centroids. The tracker parameters are the same as in Section VII-A, and planning is performed using the probabilistic algorithm in all cases. The following sections describe in detail our formulation for implementing realistic prediction and communication models.
2) AUV Prediction Model Implementation: The prediction model for the AUV's motion is formulated probabilistically by adding various random disturbances to the deterministic mission plans in Section VII. The sequence of spatial probability distributions (D 1 , D 2 , ..., D N ) of the AUV's position is represented as a set of Monte Carlo sample trajectories of the following model. Each sample trajectory is calculated by iteratively: 1) updating the state by sampling a stochastic kinematics model; 2) adding localization noise; and then 3) updating the controller using either a closed-loop control policy or executing a surfacing behavior. Fig. 9(a) shows an example set of sample paths and Fig. 9(b) shows the spatial uncertainty (caused by path uncertainty and temporal uncertainty) over the duration of the Middle Harbour mission.
The stochastic kinematics model for the AUV is described as follows. The AUV moves through R 2 with position coordinates (x x , x y ) relative to a fixed earth frame and heading θ. The standard unicycle robot kinematics model, with speed v and angular velocity ω, is extended to include varying ocean currents (ċ x ,ċ y ), speed and angular velocity control uncertainty (ε v and ε ω respectively) and a maximum angular velocity controlω, giving the first-order equationṡ
The exact position of the AUV is not known and therefore the following controller is instead a function of the position estimate (x x ,x y ). The position estimate has localization error (ε x , ε y ), such that (x x ,x y ) = (x x + ε x , x y + ε y ).
We model the AUV's controller using the nonlinear feedback control policy in [37, Ch. 9.3 ] that controls the angular velocity ω. This policy has the goal of reducing the difference between the current position/heading and the projection onto the desired path of the deterministic mission plan. This policy is asymptotically stable for the standard unicycle model under standard assumptions [37] , and simulations suggest it is also suitable for our extended kinematics model. Some AUVs require pausing the mission and surfacing to, for example, receive a GPS fix or transmit data. We model unpredictable surfacing events as a stationary Poisson point process [57] with average rate λ. The length of time that the AUV surfaces for each event is drawn from a known probability distribution. The AUV is unpowered while surfacing and therefore drifts with the ocean currents, i.e.,ẋ x =ċ x ,ẋ y =ċ y , anḋ θ = 0. Additionally, we assume that the localization uncertainty is reset to zero while surfacing, i.e., ε x = ε y = 0.
The parameters of the model for our simulations are defined as follows. All probability distributions are Gaussian with mean μ and standard deviation σ, except where stated. The ocean currents in each axis have μ = 0 m/s, σ = 1 m/s (although environment specific models [32] could be used if available), speed has μ = 2 m/s, σ = 0.5 m/s, maximum angular velocityω = π/32 rad/s, angular velocity error has μ = 0, σ = π/64 rad/s, localization error accumulates linearly over time (e.g., due to using dead-reckoning) according to 3) Acoustic Communication Model Implementation: Acoustic communication in ocean environments between an AUV and a surface vessel is highly unreliable. We simulate communication using a realistic underwater acoustic communication model proposed in [24] . This model defines the probability of successful communication of a packet of data as a function of distance between two locations. The model parameters are functions of various characteristics of the environment and the communication hardware, such as transmission power, frequency, water depth, wind speed, and shipping noise. The resulting model for chosen parameters is shown in Fig. 10 .
4) Planner Implementation:
The planner requires evaluating the expected monitoring effectiveness (1) for stopping and monitoring at each candidate stopping location and time. For this case study, we compute the integral (1) as the normalized sum of the communication probabilities (given by the communication model) at the sampled AUV positions (given by the AUV trajectory prediction samples).
The planner also requires a predefined set of candidate stopping locations, and the algorithm is optimal with respect to this set. For this case study, we employ an adaptive grid spacing so that the planner focuses more attention on promising regions. This is achieved by setting the grid spacing to 25 m in regions and times where the probability of successful communication E achieves the highest monitoring effectiveness, which highlights the advantage of the probabilistic formulation.
Planning with deterministic predictions and the acoustic model (third row) achieves a moderate improvement in monitoring effectiveness over planning with probabilistic predictions and the r-disk model (second row). This suggests the communication model is more valuable than the probabilistic predictions in this instance; however, using both is the most valuable.
The objective function computed by the planner (second results column), which is measured relative to the current planning scenario rather than the full model, significantly overestimates the monitoring effectiveness relative to the full probabilistic model (first column). This overestimate is worse in the fourth rows since the deterministic planning scenario is most different to the full probabilistic model.
The number of stopping locations M is similar for all planning scenarios for three of the missions. However, for the circular mission, planning with the acoustics model results in more than double the number of stops than the r-disk model. This is because the acoustics model favors being close to the AUV and therefore the planner chooses to make many short stops near the predicted AUV position. The r-disk model treats all samples within the communication range as equally effective, and (for the deterministic trajectory case) all samples are within communication range of a single stopping location in the center of the circle. Although the time spent deploying and retrieving the monitoring hardware is longer for the acoustic model case, the monitoring effectiveness is improved since the chosen stopping locations and times have a higher probability of successful communication.
The computation time is approximately quadratic in the number of vertices in the search graph |V| (quadratic regression has R 2 = 0.97), which agrees with the time complexity analysis. In most cases, using deterministic predictions is slightly faster than probabilistic predictions, since it takes less time to generate the trajectory model and evaluate the observation value (1). Note that due to the filtering for the adaptive grid-spacing, the acoustics model was significantly faster than the r-disk model. The computation time for the fourth scenario could be reduced by using the deterministic planner instead (tested in Section VII-B) without compromising performance. In practical applications, where computation time is more important than monitoring effectiveness, this planning scenario may be more desirable.
B. Pedestrian Monitoring in Cluttered Environments
Our second case study is for a mission monitoring scenario in which an aerial or ground vehicle monitors or aids a pedestrian or other similarly behaving agent. Similar to the first case study, we first formulate a realistic probabilistic model of the scenario, and then evaluate the performance of the algorithm under various modeling assumptions. The probabilistic formulation features a multimodal intention-inference trajectory prediction model [20] (illustrated in Fig. 11) , and a visibility-based observation model that takes into account occlusions in a cluttered environment. Motivating scenarios include filming a sporting event with a mobile camera but stationary filming locations, tracking an animal, monitoring boats in a cluttered harbor, aiding a disabled person, or monitoring other robots moving around a warehouse.
1) Simulation Scenarios:
The simulation results compare planning with and without taking into account the probabilistic prediction model, as well as with and without taking into account the occlusions in the observation model. The probabilistic predictions, detailed below, are represented by a set of 100 Monte Carlo sample paths, which are biased random walks through a PRM. The deterministic prediction is defined as the maximum likelihood estimate of the probabilistic model, which is the shortest path to the most likely goal region. Predictions were performed after the target moved through five edges of the Fig. 11 . Simulated office environment with an example observed trajectory (solid-orange), current position (yellow circle), 15 goal regions (green rectangles, with shade proportional to prediction probability), future trajectory prediction particles (color changes over time), and the ground-truth future trajectory (dashed orange). Fig. 12 . Environment of the dataset [38] with 50 example pedestrian trajectories and 12 selected goal regions (green), as presented in [20] .
PRM to improve the estimation precision. The tracker moves on average five times faster than the target, and both agents avoid collisions with static obstacles. The tracker starts at the same position as the target while the end position is to be optimized by the planner.
We consider two environments and ground truth trajectories: a footpath environment with a real pedestrian trajectory dataset 2 with 442 trajectories [38] (see Fig. 12 ) that was used for validation of the prediction algorithm [20] and a more cluttered office environment with 100 random trajectories drawn from the same dynamics model (see Fig. 11 ).
2) Trajectory Prediction Model Implementation:
The prediction model for the target uses the intention inference trajectory prediction model proposed in [20] . Fig. 11 shows an example environment, trajectory, and prediction. In this model, 2 Dataset published at: graphics.cs.ucy.ac.cy/research/downloads/crowd-data the target is assumed to be driven by the high-level intention to move to an unknown goal region within a cluttered environment. Prediction is based on the observed trajectory and a static environment map. The prediction algorithm first estimates the intended goal region using a recursive Bayes' approach, and then uses the resulting probability distribution to perform Monte Carlo sampling of random walks through a PRM. Each random walk biases toward shortest paths to the estimated goal regions. The random walks are interpolated using a stochastic speed to give a set of 100 particles representing the predicted position of the target at every future timestep.
3) Observation Model Implementation: The tracker observes the target only when within an observation range (r-disk model) and the line-of-sight is not occluded by the static obstacles in the environment. For comparison, we also consider an r-disk model that ignores occlusions. For the simulations, we let r be 20% of the width of each environment.
4) Planner Implementation: For this case study, the tracker plans a path through a PRM that respects static obstacles in the environment. To achieve this, the spatial discretization set P 1 used during the vertex generation phase of the planner is defined as the same vertices in the PRM used by the prediction algorithm. The travel time between waypoints for the tracker is proportional to the shortest path through the euclidean-distance PRM plus a constant.
Since the PRM respects static obstacles, there are regions of the environment where the tracker cannot stop. This violates the condition CH ⊆Ŷ (Condition 2) required for Lemma 2 and therefore the convex hull culling P 3 cannot be used. This may increase runtime but does not affect optimality.
5) Results and Discussion:
The simulation results are shown in Table III averaged over the set of trajectories for each environment. A single-tailed paired t-test supports the hypothesis that in both environments, planning with the probabilistic model and the occlusions achieves a significantly higher monitoring effectiveness than the other planning scenarios. The hypothesis achieved statistical significance (p < 0.001 in all cases) when measured assuming either the full probabilistic trajectory prediction (first results column) or the ground truth trajectories (second results column).
Planning while taking into account occlusions achieved a significant improvement in monitoring effectiveness compared to planning while ignoring the occlusions, and therefore shows the benefit of planning with a more accurate observation model. These improvements were more significant in the office environment compared to the footpath, since the office environment is more cluttered and therefore a larger portion of the in-range region was occluded from most positions.
In the office environment, the ground truth trajectories were samples generated from the probabilistic model, and therefore the monitoring effectiveness improvements between planning with the probabilistic to the deterministic model were similar when measured relative to the full model or to the ground truth. In the footpath environment, the ground truth trajectories were taken from the real pedestrian dataset, and the probabilistic planning still had a higher monitoring effectiveness than the deterministic planning. This suggests the intention inference model was a better estimator for the pedestrian trajectories than the shortest path model, and therefore improved the planning performance. Note that the ground truth monitoring effectiveness was much higher than the full model, since the former was measured up until the time when the sample trajectory reached the goal region, while the latter was measured until the longest sample reached its goal region. The computation times for these simulations were faster than the AUV mission monitoring experiments due to the shorter planning horizon. Planning without occlusions was faster than planning with occlusions since the line-of-sight collision checking was time consuming. The deterministic planning was significantly faster than the probabilistic planning due to requiring fewer vertices, and therefore may be more desirable in practical situations where computation time is more important than monitoring effectiveness.
IX. DISCUSSION AND FUTURE WORK
We have proposed a spatiotemporal optimal stopping formulation and a polynomial-time sweep-plane algorithm for the stochastic mission monitoring problem. The algorithm solves the problem with a reduction to a longest path search through a DAG. The graph construction phase further reduces the size of the search space by exploiting geometric characteristics of the problem under reasonable assumptions. The simulation results validate the performance of our algorithm, show the value of the probabilistic formulation, and describe the implementations of probabilistic models for realistic applications. The algorithm admits a general class of probabilistic trajectory prediction models and probabilistic observation models, and therefore is applicable to a variety of real-world problems, such as the demonstrated AUV monitoring and pedestrian monitoring applications. Our implementation is unoptimized, but still exhibits reasonable clock-time performance ranging from milliseconds to a few minutes. Our results show the algorithm is feasible for operational use as is, and motivate important extensions as avenues of future work.
In particular, we are interested in extending the approach to allow replanning for partially known mission trajectories that are discovered over time. For simple assumptions, replanning can be performed by repeating the algorithm when new information is obtained. For more complex scenarios, where the mission discovery depends on the tracker observations, the planner may need to consider the value of obtained information when planning sequences of stopping locations and times. In this case, the problem is likely to be intractable, and therefore extensions that give approximately optimal solutions should be developed.
Additionally, it would be interesting to further generalize the observation models. An orientation-dependent observation model, such as a narrow field-of-view camera, can be accommodated by adding a tracker-orientation dimension to the search space. Time-varying observation models and dynamic communication rates [58] can readily be addressed by redefining the observation value as a function of time. Also, other definitions for monitoring effectiveness could be considered, such as worst case as opposed to expected observation time.
Larger scale operations can feature multiple tracker and target agents, such as when multiple AUVs survey an area while being supervised by multiple surface vessels. For multitarget scenarios, a naive formulation that sums all targets' observation times is tractable, but likely to give undesirable plans that only follow a single target. An objective function that favors dividing the observation time between the targets, such as a minimax function, would be more beneficial, but is likely to be intractable and approximations should be considered. Multitracker scenarios can be solved by planning in the joint action space, preferably in a decentralized manner that is robust to unreliable communication between tracker vehicles [59] .
