




Kesimpulan dan Saran 
6.1 Kesimpulan 
Berdasarkan eksperimen, analisis data, dan 
klasifikasi yang telah dilakukan, maka kesimpulan yang 
dapat diambil dari penelitian ini adalah: 
1. Telah berhasil mempersiapkan data Galvanic Skin 
Response dengan menggunakan metode penambangan 
data temporal. Data tersebut disiapkan dengan 
dikategorisasi, diagregasi, dinormalisasi dan 
dikonversi. Konversi tersebut menggunakan metode 
sliding windows dengan lag yang dimulai dari 5 
hingga 41, hal tersebut dilakukan untuk mencari 
jumlah lag yang tepat. Lalu label diberikan 
setelah data dikonversi sesuai dengan kategori 
status emosinya. 
2. Telah berhasil ditemukan algoritma yang tepat 
dalam melakukan klasifikasi pada data yang diolah 
menggunakan metode penambangan data temporal. 
Klasifikasi dilakukan dengan menggunakan 
algoritma support vector machine, naive bayes dan 
k-nearest neighbors. Pada support vector machine 
sendiri, kernel yang digunakan berjumlah 4, yaitu 
linear, radial basis function, polynomial dan 
sigmoid. Hasil klasifikasi terbaik didapatkan 
dengan menggunakan algoritma support vector 
machine dengan kernel radial basis function pada 
data dengan jumlah lag 40. Sedangkan algoritma 
naive bayes menunjukan performa paling rendah. 
Hasil juga menunjukan bahwa proses normalisasi 
dan penggunaan kernel yg berbeda juga berpengaruh 





Pada penelitian selanjutnya, peneliti dapat mencoba 
menggunakan metode yang lain dalam memproses data 
temporal. Peneliti juga dapat mencoba berbagai macam 
algorima yang lain dalam membentuk model klasifikasi. 
Selain itu, peneliti juga dapat mencoba untuk sumber 
data temporal yang lainnya. 
Pelajari permasalahan yang ingin diselesaikan dan 
dasar teori dengan baik terlebih dahulu. Ketika 
membentuk model klasifikasi jangan terlalu terpaku pada 
suatu algoritma saja, cobalah algoritma yang lainnya. 
Sesuatu yang rumit belum tentu lebih baik. Kalau bisa, 
hindari penggunaan resampling karena hal tersebut 
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PANAS merupakan metode pengukuran kecenderungan sebelum 
eksperiment. Pengukuran tersebut terdiri atas beberapa tahap, 
yaitu uji reliabilitas, uji homogenitas dan uji manipulasi. 
Uji Reliabilitas 
Reliabilitas yang digunakan dalam penelitian ini 
menggunakan metode Cronbach’s Alpha yang merupakan 
reliabilitas berdasarkan konsistensi internal. Hasil estimasi 











Alpha jika aitem 
dihapus 
anak  0.154  0.791  jari  0.171  0.790  
baju  0.516  0.772  kapal  0.394  0.778  
bambu  0.227  0.787  mata  0.273  0.785  
bola  0.279  0.785  mobil  0.349  0.781  
buku  0.273  0.785  nasi  0.258  0.785  
bulan  0.362  0.780  obat  0.525  0.771  
bumi  0.384  0.779  orang  0.153  0.791  
burung  0.290  0.784  perahu  0.394  0.779  
cahaya  0.501  0.772  pesawat  0.372  0.780  
daging  0.516  0.772  rambut  0.109  0.794  
emas  0.408  0.778  sekolah  0.278  0.785  
ibu  0.230  0.787  tali  0.409  0.777  
N 38   38 
Cronbach’s Alpha     0,789 
 
Reliabilitas skala PANAS diestimasi pada skala afeksi 
positif dan negatif dalam kondisi baseline. Koefisien 
reliabilitas pada skala PANAS afeksi positif menunjukkan 
hasil 0,606. Sedangkan reliabilitas pada skala PANAS afeksi 
negatif menunjukkan koefisien sebesar 0,765. Hasil 
selengkapnya dapat dilihat pada tabel dibawah ini. 











Alpha jika aitem 
dihapus 
Tertarik -0,155 0,663 Sedih  0,317  0,761  
Tekun 0,402 0,548 Tertekan  0,410  0,749  
Perhatian 0,164 0,608 Bersalah  0,540  0,729  
Bergairah 0,339 0,565 Ngeri  0,354  0,755  




Antusias 0,510 0,533 Jengkel  0,433  0,745  
Bangga 0,298 0,576 Malu  0,263  0,766  
Waspada 0,134 0,620 Gugup  0,239  0,769  
Terinspirasi 0,489 0,528 Gelisah  0,682  0,707  
Aktif 0,422 0,548 Takut  0,617  0,721  
N 38   38 
Cronbach’s Alpha  0,606   0,765 
 
Uji Homogenitas 
Uji homogenitas pada faktor between-subject dilakukan 
dengan menggunakan Levene’s Test for Equality of Variance. 
Hasil uji homogenitas PANAS dapat dilihat pada tabel dibawah 
ini. 
 Afeksi Positif Afeksi Negatif 
 F (1,36) p F (1,36) p 
Baseline 2,383 0,131 0,092 0,763 
Kondisi Netral 1,408 0,243 0,896 0,350 
Kondisi Positif 3,610 0,065 0,460 0,502 
Kondisi Negatif 0,015 0,904 0,992 0,343 
N 38 
Hasil uji homogenitas GSR, bisa dilihat pada tabel 
dibawah ini. 
 GSR  
 F (1,31) p 
Kondisi Netral 4,973 0,033* 
Kondisi Positif 0,171 0,682 




Uji Manipulasi dilakukan dengan menjalankan Repeated 
Measures ANOVA pada skala PANAS. Manipulasi dikatakan 
berhasil apabila terdapat perbedaan skor PANAS kondisi 
perlakuan relatif terhadap baseline, serta perbedaan dalam 
tiap kondisi perlakuan. Data deskriptif dua sub-skala PANAS 






 Afeksi Positif Afeksi Negatif 
 Mean SD Min Max Mean SD Min Max 
Baseline 3,566 0,4828 2,3 4,3 2,171 0,6182 1,2 4 
Kondisi 
Netral 
3,229 0,6049 1,5 4,4 2,021 0,748 1 4,1 
Kondisi 
Positif 
3,284 0,5659 1,8 4,2 1,992 0,7585 1 4,4 
Kondisi 
Negatif 
3,239 0,6262 1,4 4,2 2,339 0,7387 1,1 4,1 
 
Kesimpulan 
Peneliti menyimpulkan dari hasil skala PANAS bahwa 
pemberian induksi afeksi berhasil mengubah kondisi afeksi 
positif dari baseline walaupun belum efektif untuk membedakan 
dari kondisi perlakuan yang lainnya. Sementara itu, hasil 
pada sub-skala afeksi negatif menunjukkan bahwa kondisi 
perlakuan negatif berhasil menginduksi afeksi negatif relatif 
terhadap kondisi perlakuan yang lainnya. Terdapat kemungkinan 
kesalahan pengukuran yang disebabkan oleh skala PANAS sub-
skala afeksi positif karena beberapa aitem memiliki 

















































Function PreprocessData(mainDataFrame, frequency, lag, data) 
return dataframe 
 Initialize positif to data.positif 
 Initialize netral to data.netral 
Initialize negatif to data.negatif 
 
Initialize positifAgregasi as  
Aggregate(data.positif, frequency, formula = mean) 
Initialize netralAgregasi as  
Aggregate(data.netral, frequency, formula = mean) 
Initialize negatifAgregasi as  
Aggregate(data.negatif, frequency, formula = mean) 
 
Initialize positifNormalisasi as 
Normalize(positifAgregasi) 
Initialize netralNormalisasi as  
Normalize(netralAgregasi) 
Initialize negatifNormalisasi as  
Normalize(negatifAgregasi) 
 
Initialize positifSlidingWindows as  
generate SlidingWindows(positifNormalisasi, lag) 
Initialize netralSlidingWindows as  
generate SlidingWindows(netralNormalisasi, lag) 
Initialize negatifSlidingWindows as  
generate SlidingWindows(negatifNormalisasi, lag) 
 
 add label “positif” to positifSlidingWindows 
add label “netral” to netralSlidingWindows 
add label “negatif” to negatifSlidingWindows 
 










Initialize mainDataFrame as empty dataframe 
Initialize frequency to 103 
Initialize lag to 0 
Initialize trainSize to 70 
Initialize testSize to 30 
For i in 4:40 
Set lag to -(i)  
//Menggunakan data sebesar t-i. Misalkan i = -4 
maka akan terbentuk 5 kolom yang terdiri atas data 
t-4, t-3, t-2, t-1 dan t-0. 
 
Set mainDataFrame to 
PreprocessData(mainDataFrame, frequency, 
lag, readData(Responden-1.csv)) 
Set mainDataFrame to 
PreprocessData(mainDataFrame, frequency, 
lag, readData(Responden-2.csv)) 
Set mainDataFrame to 
PreprocessData(mainDataFrame, frequency, 
lag, readData(Responden-40.csv)) 
 end For 
 
Initialize modelData as generate  
SplitSample(mainDataFrame, trainSize, testSize) 
//akan terbentuk modelData.train dan 
modelData.test 
 
 Initialize modelTrained as generate  






Initialize testResult as generate 
  Test(modelTrained, modelData.test) 
 Show testResult 
 Draw ROC(testResult) 
end Main 
