Wireless transmission using non-contiguous chunks of spectrum is becoming increasingly important due to a variety of scenarios such as: secondary users avoiding incumbent users in TV white space; anticipated spectrum sharing between commercial and military systems; and spectrum sharing among uncoordinated interferers in unlicensed bands. Multi-Channel Multi-Radio (MC-MR) platforms and Non-Contiguous Orthogonal Frequency Division Multiple Access (NC-OFDMA) technology are the two commercially viable transmission choices to access these non-contiguous spectrum chunks. Fixed MC-MR's do not scale with increasing number of non-contiguous spectrum chunks due to their fixed set of supporting radio front ends. NC-OFDMA allows nodes to access these non-contiguous spectrum chunks and put null sub-carriers in the remaining chunks. However, nulling sub-carriers increases the sampling rate (spectrum span) which, in turn, increases the power consumption of radio front ends. Our work characterizes this trade-off from a cross-layer perspective, specifically by showing how the slope of ADC/DAC's power consumption versus sampling rate curve influences scheduling decisions in a multi-hop network. Specifically, we provide a branch and bound algorithm based mixed integer linear programming solution that performs joint power control, spectrum span selection, scheduling and routing in order to minimize the system power of multi-hop NC-OFDMA networks. We also provide a low complexity (O(E 2 M 2 )) greedy algorithm where M and E denote the number of channels and links respectively. Numerical simulations suggest that our approach reduces system power by 30% over classical transmit power minimization based cross-layer algorithms.
Fig. 1: Motivation of Non-contiguous Spectrum Access
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I. INTRODUCTION
Demand [1] for wireless services is becoming much greater than the currently available spectrum. Some experts predict a 1000 fold increase in data traffic by 2020 [2] . FCC has already opened up 300 MHz in TV bands [3] and plans to open up an additional 500 MHz by 2020 [4] to meet this demand. Any radio can use these channels if it abides by FCC specifications [4] . If uncoordinated networks (e.g. different broadband wireless service providers) use these channels, they will adjust spectrum usage according to their individual traffic demands. Available spectrum will become partitioned into a set of non-contiguous segments. For some bands, like white space [3] , available spectrum itself is non-contiguous.
Multi-Channel Multi-Radio (MC-MR) technology allows nodes to simultaneously access multiple fragmented spectrum chunks [5] , [6] . However, the number of non-contiguous spectrum chunks that fixed MC-MR can access is limited by the number of available radio front ends; which is often constrained due to the size and power limitations of the transmission device [7] . Software defined radio based Non-Contiguous Orthogonal Frequency Division Multiple Access (NC-OFDMA) technology allows nodes to transmit in these noncontiguous spectrum chunks with a single radio front end. Nodes can null interference-limited channels and select better channels in NC-OFDMA enabled networks. Hence, NC-OFDMA has grabbed a lot of attention in resource allocation [8] - [10] , cooperative forwarding [11] , [12] and experimental research [13] , [14] . However, nulling unwanted subcarriers increases the spectrum span and the sampling rate of nodes since the sampling rate should be at least twice the spectrum span. Fig. 1 illustrates the benefits and inherent challenges of NC-OFDMA using the example of a two-hop network. Fig. 1(a) shows a two-hop network where node A transmits to node C via node B; node B relays node A's data and also transmits its own data to node C. Channel 1, 2 and 3 are available channels. Node X, an external and uncontrollable interferer, transmits in channel 2. If we want to minimize the maximum rate between node A and B and allocate channels accordingly, node B will require two channels and node A will require one channel.
There are three possible techniques/configurations to allocate the three available channels as shown in Figures 1(b) through 1(d). Fig. 1(b) shows the use of contiguous OFDMA that suffers from interference in link BC at channel 2. Fig. 1(c) shows the use of MC-MR that requires two radio front ends to capture channel 1 and 3 in link BC. Fig. 1(d) shows the use of NC-OFDMA that uses only one radio front end, transmits at channel 1 and 3 and nulls channel 2. However, due to the nulling of channel 2, NC-OFDMA spans three channels, instead of two.
It is well known that the circuit power consumption of ADC and DAC increase linearly and exponentially with sampling rate and the number of quantization bits respectively [15] , [16] .
As software defined radios continue to improve their higher quantization resolution, the ADC and DAC that are used in the radio circuits will dominate the amount of power consumption.
A comparison between Table I and Table II shows that the power consumption of some commercial ADCs is more than 10 dB higher than the maximum allowed transmission power for portable devices in the 802.22 standard. On the one side, NC-OFDMA reduces transmission power by selecting channels with better link gains, while on the other side, this increased spectrum span increases circuit power consumption of the transceiver. Besides, each ADC/DAC has its maximum sampling rate. A single front end radio might not even be able to occupy two non-contiguous channels that are far apart from each other. In this paper, we investigate this trade-off between transmission power reduction and circuit power increase and additional hardware constraints in the context of cross-layer optimization of NC-OFDMA based wireless networks.
Specifically, we ask the following question in this work: How can single front end radio based nodes of a multi-hop network access non-contiguous spectrum chunks? We investigate [20] this question from a system power perspective and find that scheduling a small subset of channels may outperform traditional transmit power minimization based approacheswhich allocate power across all 'good' channels -since it consumes less circuit power.
Our algorithm selects scheduling variables based on the slope of ADC and DAC power consumption versus sampling rate curves. We show two special sub-cases of this finding.
We find that if the curves are almost flat, our algorithm converges to transmission power minimization based scheduling algorithms. If the curves are very steep, our algorithm selects the channel with the highest link gain. For commercial ADC & DAC's whose slopes lie between these two extreme cases, our algorithm selects channels to minimize the summation of transmit and circuit powers of the network.
In general, we provide a branch and bound algorithm based mixed integer linear programming solution that performs joint power control, spectrum span selection, scheduling & routing and minimizes system power of multi-hop NC-OFDMA networks. We also provide a greedy algorithm that runs in O(E 2 M 2 ) time where E and M denote the number of links and channels respectively. To the best of our knowledge, ours is the first work that shows how the slope of ADC/DAC's power consumption curve influences the scheduling decisions of a multi-hop network. Numerical simulations suggest that our approach reduces system power by 30% over classical transmission power minimization based cross-layer algorithms.
A. Related Work
The authors of [5] , [6] characterized the capacity region of an MC-MR based multi-hop network. The authors of [8] , [9] focused on software defined radio based multi-hop networks and performed cross layer optimization using a protocol and signal-to-interference-plus-noiseratio model respectively. Shi and Hou extended the work of [8] and provided a distributed algorithm in [10] . None of these works considered circuit power and addressed how spectrum fragmentation influences cross-layer decisions.
Consideration of system power has been gaining attention in energy efficient wireless communications literature [21] . Cui et. al. focused on system energy constrained modulation optimization in [15] . Sahai et. al. investigated system power consumption -especially decoder power consumption -in [22] . Isheden and Fettweis assumed circuit power to be a linear function of the data rate [23] . All these works focused on single transceiver pair. Our approach differs from these works in the following way: in NC-OFDMA technology, ADC and DAC consume power not only for used channels (i.e. transmitted data) but also for nulled channels.
Our work considers the power consumption related to spectrum span and investigates the performance of NC-OFDMA based multi-hop networks.
The impact of hardware constraints on the performance of NC-OFDMA networks was previously raised in [24] , [25] . The authors of [24] performed cross-layer resource allocation when each node's maximum spectrum span is limited by its ADC/DAC. The authors of [25] investigated how the size of the guardband, required to reduce cross-band interference, affects the performance of NC-OFDMA based distributed transceiver pairs. Our work incorporates bundle constraint and uses system power to investigate the performance of NC-OFDMA based multi-hop networks.
Time and frequency mismatch affect an NC-OFDMA network more severely due to its use of a large number of nulled sub-carriers. Several researchers have implemented different techniques to reduce interference between unsynchronized NC-OFDMA nodes. The authors of [14] have used adaptive multi-bank stop-band filters to reduce interference of unwanted channels. The authors of [13] have used wider guard bands to reduce leakage power into neighboring channels. We do not focus on synchronization techniques and testbed implementation of NC-OFDMA nodes in our work. Interested readers are suggested to go through [13] , [14] , [26] , [27] to understand the implementation and synchronization details of NC-OFDMA.
The remainder of the paper is organized as follows: Section II presents system power and We present theoretical insights of our algorithm in Section V and a low complexity algorithm in Section V-B. After showing numerical results in section VI, we conclude in section VII.
II. SYSTEM MODEL
A. System Power Model
We assume that baseband signal processing techniques like multi-user detection and iterative decoding are not employed in the system. In this context, power consumption in the baseband is negligible compared with that in the radio frequency (RF) circuitry [28] . Each radio node has two front ends: one for transmission and the other for reception. Nodes are half-duplex, i.e., they can simultaneously transmit and receive using these two front ends but not in the same channel. The received signal at the antenna goes through low noise amplifiers (LNA), filters, mixer, intermediate frequency amplifier (IFA) and ADC to reach the baseband circuit [15] .
Typically, transceiver circuits work on a multi-mode basis. When there is a signal to transmit, all RF circuits work in active mode; when there is no signal to transmit, all RF circuits remain in sleep mode; circuits switch from sleep to active mode through transient mode [15] . Here, we focus on system power minimization of all RF circuits in the active mode. Let p t , p r and p denote active mode power consumption of transmitter and receiver, and transmitter's emitted power at radio frequency respectively. Now,
where P AP R and η denote the peak-to-average-power-ratio (PAPR) and drain efficiency of the programmable amplifier. P AP R η p denote the total power consumption of programmable amplifier [15] . Also, p tc and p rc are the circuit power consumption of transmitter (excluding programmable amplifier's power consumption) and receiver, respectively.
The power consumption at almost all blocks of the radio front end, except ADC and DAC, does not depend on sampling rate [15] , [29] . The power consumption of ADC and DAC are affine functions of the sampling rate [15] , [16] . Denoting k pa = P AP R η , system power consumption in the transmitter and receiver front end become:
In the above, f st and f sr are sampling rates of the transmitter and receiver path. α 1 , α 2 , β 1 and β 2 are constants that depend on the power consumption of different blocks. Appendix A describes power consumption of each block in details. Table III shows the list of notations that we have used throughout the paper.
B. Multi-hop cross-layer model
We consider a multi-hop network with a set of N cognitive radio nodes. Let M denote the set of all available channels. Bandwidth of each channel is W .
1) Power Control and Scheduling Constraints:
The number of available channels may vary in different (spatial) parts of the network due to interference and other spectrum constraints such as primary users and systems. Hence, we focus on frequency scheduling. Denote the binary scheduling decision x m ij as follows:
1, if node i transmits to node j using channel m. 
Due to self-interference, node i can use channel m only for receiving from node k or transmitting to node j. In other words: We use protocol interference model. Assume that node i transmits to node j in channel m,
i.e., x m ij = 1. Let p m ij and g m ij denote the transmission power and channel gain in channel m of link ij. Let P I denote the interference threshold. P I should be chosen in such a way so that it is negligible compared to the noise power N 0 W where N 0 is the noise spectral density.
Another node k can transmit to node h in channel m if p m kh causes negligible interference in node j. Hence,
Note that, our algorithm can be easily extended to signal-to-interference-plus-noise-ratio model, too. Also, a node can allocate power in a link only if it is scheduled, i.e.
Here, A is a big number that couples power control and scheduling variables.
2) Routing and Link Capacity Constraints: Let L be the set of active sessions and |L| = L. Let s(l), d(l) and r(l) denote the source node, destination node, and minimum rate requirements of session l. Let f m ij (l) denote the flow from node i to node j in channel m for session l. If i is the source (destination) node of session l, the total outgoing (incoming) flow from (to) node i should exceed the minimum rate requirements of session l, i.e.,
The incoming flow of session l should match the outgoing flow in an intermediate node i:
Additionally, the aggregated flows of all sessions in a particular link should not exceed the capacity of the link. Therefore,
where
In the above, c m ij and s m ij denote the capacity and signal-to-noise-ratio in link ij of channel m. The denominator of s m ij only contains N 0 W because (26f) ensures that the interference from other nodes is negligible compared to the noise power.
The constraints described above resemble previous works that focus on transmission power
based cross-layer optimization (i.e., power control, scheduling and routing). The novelty of the work here is in relating the hardware constraints imposed by the radio front-end to the above cross-layer optimization as we describe next.
C. System Power Constraints
Let p t,i and p r,i denote the system power consumption in the transmitter and receiver path of node i. The total system power consumption, P tot , is:
Equation (3) and (4) show a radio node also contains a fixed amount of power (independent of sampling rate) if it transmits or receives in a channel. Denoting α 1 i and β 1 i as this fixed power consumption of node i's transmit and receive path respectively, we find,
Using (3), (4), (15), (16) and (17),
where f st,i and f sr,i denote the sampling rates in the transmitter and receiver of node i.
D. Problem Formulation
In this work, our objective is to minimize the total system power subject to minimum rate requirements and solve the following problem: In other words,
Using this notation, analog power equations of (16) and (17) are redefined as,
We define spectrum span as the gap between the furthest edges of the used channels. Node i's uppermost used channel index in the transmitter path is:
Node i's lowermost used channel index in the transmitter path is:
The second term of (23) ensures that we do not consider the index i's for which x t,m i = 0.
Let q t,i and q r,i denote the spectrum spans of the transmitter and receiver path of node i.
Using above equations, we modify (19b) to the following:
A. Bundle Constraint Table I and Table II suggests that commercially available ADC and DAC's cannot capture all available channels in TV white space. Transmit and receive spectrum span of each node is limited by the maximum span of the ADC and DAC. We assume that the maximum spectrum span of all nodes is equal and denoted by q max .
We show our modified optimization problem in 
IV. SOLUTION OVERVIEW
A. Linearization of the Optimization Problem
The optimization problem of Fig. 4 is a mixed integer non-linear program (MINLP). We modify logarithm and max-min functions to transform the MINLP into a mixed integer linear program (MILP).
We use reformulation-linearization techniques [30] and provide a linear relaxation of the non-linear term ln(1+s m ij ). Assume that the signal-to-noise-ratio is bounded by
We assume (s m ij ) L and (s m ij ) U to be zero and a very high number respectively. Assume, , where . Using these segments, the convex region of c m ij becomes:
The linear equations of (30)-(33) can replace the non-linear equation of c m ij ≤ W log(1 + s m ij ) in Fig. 4 . The spectrum span equations of (24) and (25) are linearized in the following way:
The optimization problem of Fig. 4 with these reformulated linear equations can be directly solved in CVX [31] (with MOSEK [32] ) software. This problem is an MILP. CVX uses branch-and-bound algorithm [30] to solve this problem.
B. Feasible Solution
CVX outputs flow variables f m ij (l), scheduling decisions x m ij and power variables p m ij l ∈ L, m ∈ M ij , i, j ∈ N , i = j, . Since we relaxed flow capacity equations to get this output, the resultant flow rates may exceed the capacity of the links. We keep flow variables and scheduling decisions unperturbed and increase power variables to get feasible solutions. We use the following set of equations for flows and powers:
These power variables along with flow and scheduling decisions of the CVX output form a feasible solution. We refer to this solution as "BnBSysPowerMin". The resulting algorithm however suffers from exponential complexity in the worst case scenario. We now focus on developing low complexity algorithms to minimize system power in polynomial time.
V. LOW COMPLEXITY ALGORITHM DESIGN
We first focus on a point-to-point link and use the theoretical insights gained by applying the algorithm to this case for designing low complexity algorithms for the case of general multi-hop networks.
A. Theoretical Insights from Point-to-Point Link Case
Let us focus on power allocation and scheduling in a point-to-point link. The optimization problem of Fig. 4 takes the following form:
In above equations, p m and g m denote the allotted power and link gain in channel m, respectively. Rate requirement and spectrum span are denoted by r and q, respectively. Also, P tx (p 1 , · · · , p |M | ) = mM p m denotes transmit power and P ckt (q, x 1 , · · · , x |M | ) = α 1 + 2α 2 q + β + 2β 2 q denotes circuit power consumption.
The above optimization is in essence the combination of two separate optimization problems. The objective is to minimize the summation of transmit and circuit power. Eq. 38c denotes the constraints associated with transmit power minimization problem and it only involves power variables. Eq. 38b denotes the constraints associated with circuit power minimization problem and it only involves spectrum span and scheduling variables. Eq. 38d
relates the power and scheduling variables and couples these two optimization problems.
The above optimization problem suggests two sub-cases of our overall problem. These subcases depend on the values of α 2 and β 2 , i.e., the slope of ADC & DAC's power consumption versus sampling rate curves 1) Case I: Transmit Power Minimization: When α 2 and β 2 are very small, i.e., ADC and DAC's power consumption versus sampling rate curves are very flat, the impact of spectrum span on system power becomes negligible. Scheduling decisions do not influence system power that much and we can concentrate on minimizing transmit power. Then the optimization problem gets reduced to:
Since x m 's are not present in the objective function, we can just solve the problem with p m variables and then enforce x m = 1 for every positive p m .
The above problem is similar to the classical waterfilling [33] problem, which maximizes rate subject to a total power constraint. In the remainder of the paper, we refer to the above problem 'TxPowerMin'. The solution to this problem selects the "good" channels in the network and spreads power across the whole spectrum [33] .
2) Case II: Circuit Power Minimization: When α 2 and β 2 are very large, i.e., ADC and DAC's power consumption are very steep, circuit power consumption dominates system power. Transmit power variables do not influence circuit power that much and we can just concentrate on minimizing circuit power. The optimization problem reduces to,
The objective of the optimization problem increases with spectrum span q. Minimum circuit power occurs if we schedule only one channel and allocate enough power in that channel so that it can meet rate requirement. Scheduling any single channel leads to same circuit power in the above optimization problem. Since the original system power minimization problem contains both transmit and circuit powers, it is prudent to select the channel with the best link gain. This greedy selection requires less transmit power to meet rate requirement. sampling rate curves of commercial ADC and DAC's fall between these two extreme cases.
3) Trade-off between transmit and circuit power minimization:
In this setting, our algorithm selects a subset of channels where spectrum span is determined by the trade-off between transmit power and circuit power.
B. Polynomial Time Algorithm for a Multihop Networks
Using the insights from the point-to-point link case, we develop a low complexity greedy algorithm here. Our greedy algorithm can be explained simply as follows:
• Find the initial route between each sender and receiver using shortest path algorithm [34] .
• Assign the best channel to each link unless the current assignment interferes with previously assigned channels.
• For each active link, check if any other channel assignment reduces system power.
• Once channels are scheduled, determine power allocation and routing through a convex optimization program.
Our greedy system power minimization algorithm consists of the central program of Table IV and the sub-routines of Table V and Table VI . Next three sub-sections describe the central program and sub-routines. We analyze the complexity of our algorithm in Sec. V-B4. Table IV shows We obtain power allocation (p m ij ) and routing path (f ij (l) variables from the optimization problem of Fig. 4 where scheduling variables (x m ij ) are constants. Since we fix the integer variables of Fig. 4 , the total power minimization problem becomes a convex minimization program and can be solved in polynomial time [35] .
1) Central Program:
We assume one path (shortest path), i.e., no flow splitting, per session during the initial routing topology design of line 1-3. This allows us to easily calculate the flow requirement of each link which we later use in the greedy scheduling algorithm. However, we consider optimal flow splitting in the final optimization of line 13 of Table IV. 2) Greedy Scheduling Algorithm: The greedy scheduling algorithm of Table V 2 Assign weight wij to each link, wij = 1 g ij . 3 Find shortest path between between source (s(l)) and destination (d(l)) of every session l ∈ L based on the link weights of line 3. Define A to be set of active links.
6 Flow in each link, fij = l∈L bij(l)r(l).
13 Solve the optimization problem of Fig. 4 where scheduling variables (x m ij ∀ m ∈ M ∀ (i, j) ∈ E) are constants, not variables (obtained from the loop of line [8] [9] [10] [11] [12] . Find power allocation, scheduling and routing variables and total power, Ptot Table V . Table IV contains three major parts: 1) Initial routing path selection (line 1-3 of Table IV), 2) channel scheduling (line 8-12 of Table IV along with Table V and Table VI) , and 3) optimal power control and routing path design (line 13 of Table IV ). +N log N ) ) for L sessions. Therefore, the overall complexity for this part is:
Initial routing path selection involves computing link weights (O(E)) and shortest path (O(E
The greedy scheduling algorithm starts with a while loop. The while loop iterates through all active links (O(E)). Each link calls the sub-routine of The optimal power allocation and routing path selection problem of line 13 of Table IV is a convex optimization program. Barrier method [35] can solve this in O(R log(R)) steps where R is the number of inequality constraints. From Fig. 4 , we find the complexity to be O(EM log(EM ).
The greedy scheduling part dominates the overall complexity (O(E 2 M 2 )) of Table IV . We term this algorithm "GreedySysPowerMin". We compare the performance of both "GreedySysPow-erMin" and "BnBSysPowerMin" with that of "TxPowerMin" in Sec. VI.
VI. SIMULATION RESULTS
A. System Power Minimization in a Single Point-to-Point Link
We focus on an NC-OFDMA based single transceiver pair. There is only one session in the network and minimum data rate requirement is 18 Mbps.. There are 20 channels available for transmission. Each channel is 3 MHz wide. The left sub-plot of Fig. 6 shows the link gains across these channels. We designed the link gains so that every other channel has better link gain than its adjacent neighbors.
The second subplot (from the left) of Fig. 6 shows the power allocation and scheduling variables of TxPowerMin approach. This approach minimizes transmit power subject to the rate constraint. Similar to the concept of "waterfilling" algorithm [33] , this approach spreads power across all ten "good" channels of the network.
The third and fourth subplot (from the left) of Fig. 6 shows the scheduling and power variables of our greedy algorithm (GreedySysMin). We do not use bundle constraint throughout Fig. 11a and Fig. 11b . numerical results. We use two different types of ADC and DAC models to investigate the influence of ADC/DAC slopes on our algorithm. We use the high slope ADC and DAC models -ADC 9777 and ADS 62P4 (see Fig. 11a and Fig. 11b ) -in the third subplot of spreading data across all "good" channels of the network. Both of our algorithms consume more transmit power than the "TxPowerMin" approach since selecting a subset of available good channels is a sub-optimal policy in terms of transmit power. Our algorithms consume less circuit power due to the reduced spectrum span. Overall, our algorithms reduce system power -summation of transmit and circuit power -consumption by almost 30%.
Note that, the lower bound of the system power consumption (obtained from the mixed integer linear programming relaxation), was 0.63 watts in this scenario. Hence, both of our algorithms gave feasible results with roughly 15% optimality gap. 
B. System power minimization in a multi-hop network
To illustrate the influence of system power minimization in a practical setting of noncontiguous spectrum access, we consider an exemplary scenario of multi-hop networking among fixed devices in the TV white space channels of Wichita, Kansas, USA. We use standard spectrum databases [36] to find the available TV channels in Wichita, Kansas. Fig. 9 shows the locations of nodes. Node 1, 2 and 3 transmit to node 12, 11 and 10 respectively.
Each session requires 10 Mbps data rate. Table VII shows Therefore, we use an index set of {9, 13, 14, 81, 87, 88, 111} to denote the channel list of {2, 5, 6, 17, 23, 24, 47} in the optimization formulations. We use the original channel list to show the numerical results.
2) Comparison of "waterfilling" algorithm and our approach: Here, we use the low slope ADC and DAC models of Fig. 11b and Fig. 11a . We also use Hou and Shi's algorithm [8] to illustrate the scheduling and power control decisions of 'TxPowerMin' approach. Table. VIII compares the channel scheduling decisions and spectrum spans of "TxPow-erMin" approach and our algorithm. Although "TxPowerMin" minimizes transmit power by selecting channels with better quality, it increases radio front end power by selecting channels that are too far apart. Our approach spans narrow spectrum and reduces circuit power consumption. Fig. 10 shows that our algorithm reduces system power by 30%.
The lower bound of system power consumption is 24 watts in this scenario. Our algorithm provides a feasible solution (29 watts) with 20% optimality gap. Fig. 9 , based on the low slope ADC and DAC models of Fig. 11b and 11a. radios. We developed a branch-and-bound based mixed integer linear programming model to optimize the cross-layer decisions of a general multi-hop network. Furthermore, we also provided a low complexity (O(E 2 M 2 )) greedy algorithm.
The optimal fragmentation results presented here have only accounted for the radio front end power and transmitters' emitted power. Future work will incorporate baseband power in the optimization formulation. Besides, we focused on system power consumption of single front end radio in this work. A multi-front end programmable radio can dynamically switch its multiple set of center frequencies and access several spectrum chunks in each radio front end with less spectrum span by using NC-OFDMA technology [37] . A multi-front end radio consumes less power in its ADC and DAC due to smaller spectrum span but consumes more power in other blocks due to parallel front ends. In the future, we will focus on optimal system power consumption of multi-front end radios.
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In the above, p dac , p mix , p pa , p adc , p if a and p lna denote the circuit power consumption in the DAC, mixer, PA, ADC, IFA and LNA respectively. p tf ilt and p rf ilt represent the summation of circuit powers in the filters of transmitter and receiver respectively.
The power consumption in the mixer, LNA and IFA are constants with respect to the sampling rate [29] . Baseband filter power depends on sampling rate but we assume it to be constant due to its low power consumption [15] . Let us assume, 
In the above, α 1 = k 1 + k t , β 1 = k 3 + k r , α 2 = k 2 and β 2 = k 4 .
We assume low power consumption at these blocks and use the following values [15] : Due to its dependence on transmit power, we do not include programmable amplifier's circuit power consumption term p pa in the overall circuit power consumption equations of (47) and (48). Instead, we couple it with the transmit power consumption p and include it in the total power equations of (3) and (4). A. Power consumption of programmable amplifier Power consumption of programmable amplifier is, p pa = P AP R η p. We assume a class-B or a higher class (C, D or E) amplifier with η = 0.75 [15] .
We consider OFDM to be our modulation scheme. Several authors have analytically related PAPR with the number of subcarriers [38] , [39] in OFDM system. The authors of [40] express PAPR as:
where N is the number of subcarriers.
Our algorithm optimizes the number of subcarriers used by the transceiver. In the presence of large number of subcarriers, the statistical distribution of the PAPR does not remain sensitive to the increase of the number of subcarriers [40] . We consider the worst case PAPR (corresponding to the highest number of subcarriers) and assume it to be constant throughout simulations. Our algorithm is mostly applicable in the use of TV channels for fixed devices.
These TV channels range from 54 MHz to 698 MHz [20] . IEEE 802. 22 . Plugging this in (49) and assuming γ = 0.005 and a 3-4 dB reduction in PAPR due to coding, we find PAPR to be around 9dB. Fig. 11a plots the power consumption vs. sampling rate curve of AD 9777 [17] (DAC of USRP radio) and DAC 3162 [42] . Fig. 11b plots the power consumption vs. sampling rate curve of ADS62P4 [18] (ADC of USRP radio) and ADS4249 [43] . We obtain specific values of k 1 , k 2 , k 3 and k 4 from these plots.
B. Power consumption of ADC and DAC
