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C. Larsen who have assisted me in the process of gaining access to TOPFARM,
and been available for TOPFARM related questions throughout the project. Also,
I would like to thank Forewind, for allowing me to use their copyrighted picture
in my thesis.
Lastly I would like to thank my good friend Maiken Vigsø and my dad Kurt




For offshore wind farms, detailed planning, including wind farm design optimiza-
tion, is becoming increasingly important to secure and increase the wind farm’s
revenue during its operational life time. Since the energy production represents
the wind farm’s only economical income, optimizing layouts with the objective
of maximizing the annual energy production, can cause a significant increase in
profitability for various projects. Motivated by this, the optimization tool TOP-
FARM, is applied on the planned wind farm Crekye Beck B, to generate optimal
layout suggestions with respect to attained annual energy production. TOPFARM
is considered a powerful tool for wind farm optimization, but is mainly developed
to handle small test cases. Considering the size of the wind farm, the focus in the
thesis is thus divided into two parts. The fist part focuses on enabling TOPFARM
to run for the required number of turbines, which is handled by developing vari-
ous implementations. The second part focuses on attaining improved solutions by
applying TOPFARM, using three approaches to layout optimization, developed in
the thesis. The first approach is constructed to perform optimizations based on
three different sets of constraints, for turbine relocation. The second approach is
to perform optimizations on various fractions of the available area, and to evalu-
ate the optimal area utilization. The third approach is to optimize the layout by
calculating the energy production in the optimization with a higher resolution of
included wind speeds and wind directions, than for the other approaches. Based
on the results obtained from the various approaches, it is concluded that a further
development of TOPFARM is recommended with respect to handling large wind
farm cases, in order to attain improved solutions. It is also found, that utilizing
only a fraction of the available area might be more profitable, which can reduce
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Chapter 1
Introduction
The energy market is currently experiencing a continuous growth in demand.
Meanwhile, the consumption from the main energy source, fossil fuels, needs to
be significantly reduced to prohibit environmentally harmful emissions. This has
motivated research and development in new areas, where energy is provided by
renewable sources. In Europe for example, a rapid development in different tech-
nologies, such as solar and wind, has been an ongoing process. In recent years, the
wind industry has also been focusing on new solutions, where energy from wind is
harvested offshore.
The main contributor to offshore wind development is Europe, with the United
Kingdom (UK) as a leading nation (Ernst and Young (EY), 2015). By 2020, the
UK’s government has determined that 15 % of their energy will be generated from
renewable energy sources (Department of Energy and Climate Change (DECC),
2011). A large amount of this energy is expected to come from offshore wind, which
has motivated extensive research and investments in this particular area. Several
offshore wind farm projects are already planned, where Dogger Bank, located off
the coast of Yorkshire is one of the biggest future projects. The rights to this zone
is held by a consortium named Forewind, and they have identified four separate
sites within this area, for wind farm development (Forewind, 2016). The planned
installation for all the sites combined is 4.8 GW, which by assuming a capacity
factor of 0.4, can achieve an annual energy production (AEP) of 16.8 TWh. Given
this amount of attained energy, a fully operational Dogger Bank zone can cover
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about 5 % of UK’s total annual energy consumption (NationMaster, 2011).
Realising a large project like this is not done without difficulties. In order to de-
velop a profitable project, the Levelized Cost of Energy (LCoE), which is depen-
dent on the income from power production versus costs related to installation and
operation, needs to be evaluated and minimized. Even though the wind resource
is better offshore, costs related to construction are also significantly higher. The
installations offshore need to handle a rough environment with powerful storms,
wave loads and corrosion. The need for underwater installations also increases
the constructional costs, especially regarding foundation and cabling. In addition,
by being offshore, stronger wakes are generated, which cause reductions in the
attained AEP. To secure and increase the revenue from offshore projects, detailed
planning including wind farm design optimization, is becoming an important com-
ponent in the development of wind farms (Herbert-Acero et al., 2014). The growing
interest in the topic, has also motivated the development of several different opti-
mization approaches and optimization tools, constructed to improve the design of
wind farms. A promising tool in particular, is the wind farm optimization platform
TOPFARM, developed by DTU Wind Energy, which enables an economical wind
farm optimization by considering various components (Réthoré et al., 2014).
Since energy production represents the only economical income from a wind farm,
optimizing the AEP can have a significant effect on the project’s total economical
profitability, thus contributing to a reduced LCoE. Motivated by this potential,
the scope of the thesis is therefore to minimize the power losses caused by wake
effects, for the planned wind farm Creyke Beck B, located in the Dogger Bank
zone. In order to attain optimal solutions, the optimization tool, TOPFARM,
is used for three approaches considered in the thesis. The first approach aims
to improve the design of three initial layouts, inspired by layouts proposed by
Forewind (2013a). The second approach challenges the utilization of the available
area, and performs optimizations on various fractions of the original area, while the
third approach is developed to optimize the layout by calculating the AEP with a
higher resolution in velocities and wind directions, in the optimization procedure.
Based on these approaches, the thesis aims to attain optimal solutions with the




2.1 Extracting energy from wind
The power extracted from wind is the only economical income, therefore good
predictions of the energy generation in a wind farm are crucial for a project’s
financial profitability. The amount of power that can be extracted is dependent on
the wind resource at a given location and the turbine performance. To attain valid
power predictions, it is thus important to understand the fundamental principles
behind the various wind conditions, the individual turbine performance, and the
interaction between turbines in a wind farm.
2.1.1 Wind resource
A typical feature of the wind conditions is that the wind speed varies with height,
usually with an increase in wind speed with altitude. This is because surface
friction causes a reduction in wind speed close to the ground. In general, the
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where u∗ is the friction velocity, k = 0.4 is the von Karman constant, and z0 is
the aerodynamic roughness length (Wallace and Hobbs, 2006). The value of the
roughness length is dependent on the surface terrain, given by the values in Table
2.1, derived from Table 9.2 in Wallace and Hobbs (2006, p.384). The increase in
wind speed with height in the surface layer, is highly dependent on the roughness
length. In Table 2.1, it is shown that an open sea generates a short roughness
length, indicating low friction between the wind and the surface. As a result, wind
profiles over sea areas experience a rapid increase in wind speed with height, thus








Table 2.1: Roughness lengths for various landscapes.
Equation (2.1) is based on the assumption that the wind profiles under stati-
cally neutral conditions can be represented by a single logarithmic function. Even
though the general shape of the wind profile is logarithmic, small variations de-
pending on the atmospheric stability do exist. Stable, neutral and unstable atmo-
spheric conditions appear in all geographical locations, and affect the wind profile
at a given site. In Figure 2.1, three typical vertical profiles for a stable, a neutral
and an unstable atmosphere, are illustrated with a linear relation between height
and wind speed, adapted by Figure 9.17 in Wallace and Hobbs (2006, p.394). Due
to an increase in turbulent mixing in an unstable atmosphere, the wind profile in
this case experiences a rapid increase, compared to the other cases. However, in a
stable atmosphere, the turbulence is too weak to generate a homogeneous surface
layer, thus resulting in a delayed wind speed increase with altitude.
The quality of the wind resource is determined by the wind characteristics at a
specific site. Since the amount of power that can be extracted from wind is highly
dependent on the wind speed, strong and stable winds are more favourable for
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Figure 2.1: Typical wind profiles in a stable, a neutral and an unstable atmosphere.
power generation. In general, the wind resources offshore are superior to onshore
sites with respect to power potential. Thus, identifying suitable locations for
offshore wind farm development has become a priority within the industry. Figure
2.2, taken from Arent et al. (2012, p.3), provides an overview of the global wind
conditions along coastal areas, based on the annual average wind speed at 90
m elevation. The figure shows great offshore potentials in Europe, where most
locations are exposed to high average wind speeds.
Figure 2.2: Global annual average wind speed map for offshore wind.
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2.1.2 Power extraction
The amount of power that can be extracted from wind by a turbine, is dependent






where P is the power extracted, ρ is the air density, A is the rotor swept area and
U is the upstream wind speed. The power coefficient Cp indicates the ratio of the
available power extracted by the wind turbine, and is determined by evaluating the
difference in wind velocity upstream the turbine, and behind the rotor (Ehrlich,
2013). Using simplified momentum and energy conservation principles, an upper
limit of the value of Cp must be derived. From Betz theory, this limit, called the
Betz limit, is set to Cp = 0.593, resulting in the velocity behind the turbine being
one third of the upwind velocity (Okulov and Sørensen, 2008). For real turbines,
the value of Cp is not a fixed number, where a typical measure of the value lies
between 0.4 and 0.5, for various wind turbines.
The power production attained from a wind resource is dependent on the choice
of turbine. Today, several manufacturers producing turbines of various sizes do
exist, but the basic structure of the power generation is usually the same. A typical
turbine has a cut-in speed, a rated speed and a cut-out speed as shown in Figure
2.3, taken from Løland (2015, p.9). The cut-in speed, which is approximately 3.5
m/s, denotes the required wind speed for power generation. Between the cut-in
speed and the rated wind speed, the attained power is increased by approximately
the relation given in equation (2.2). The rated wind speed, usually obtained at
approximately 12 m/s, defines the limit where the electrical generator reaches full
capacity, and maximal power production is attained. To prevent damage to the
turbines, the power production is shut down if the wind exceeds the cut-out speed,
which is approximately 25 m/s.
The wind turbine’s power curve gives an indication of the wind conditions needed
to maintain a sufficient power production. It also shows that turbines are sensitive
to changes between the cut-in and the rated wind speed.
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Figure 2.3: A typical power curve for a wind turbine.
2.2 Dogger Bank
The Dogger Bank area which is licenced to Forewind for wind farm development,
is located between approximately 125 and 290 km off the coast of Yorkshire, in the
southern part of the North Sea. Extending over approximately 8660 km2, the area
has good prospects for development of several wind farms. The Dogger Bank area
is chosen for wind farm development, as the location serves conditions favorable
to wind energy production. The area is identified by strong and enduring winds,
which are important to maintain a sufficient energy production. In addition, the
location is subject to a shallow bathymetry ranging between the water depths
of 18 m and 63 m, which is crucial for the wind farm’s profitability, considering
foundation and installation costs (Forewind, 2013a).
In total, four separate wind farm sites are identified within the Dogger Bank
area for future wind farm development. Figure 2.4, taken from Forewind (2012),
provides an overview of these sites. A more detailed description of the area and
the planned installations is provided in the following sections, with a particular
focus on the wind farm Creyke Beck B.
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Figure 2.4: The planned wind farms in the Dogger Bank area, map courtesy of
Forewind.
2.2.1 Site description
The four identified wind farm sites are divided into two different stages of develop-
ment, named Creyke Beck and Teesside, where a description of each site is given in
Table 2.2. The first stage of development, Creyke Beck, includes the construction
of the two wind farms located closest to shore in Figure 2.4. These wind farms,
named Creyke Beck A and Creyke Beck B, extend over the areas 515 km2 and 599
km2, respectively, with water depths ranging between 20 m and 35 m (Forewind,
2013a). The second stage of development, Teesside, includes the construction of
the two remaining wind farms in Figure 2.4, named Teesside A and Teesside B.
These wind farms extend over the areas 560 km2 and 593 km2, with water depths
ranging between 20 m and 40 m, respectively (Forewind, 2013b). The planned ca-
pacity of each wind farm is 1200 MW, which will provide a significant contribution
to the British energy market when the wind farms are fully operational.









Granted consent [y] 2015 2015 2015 2015
Area [km 2] 515 599 560 593
Min dist to shore [km] 131 131 196 165
Water depths [m] 20-35 20-35 20-35 20-40
Planned capacity [MW] 1200 1200 1200 1200
Table 2.2: Information on the planned wind farms in the Dogger Bank area.
2.2.2 Planned installation
An operational wind farm which generates and transports electricity to the grid, is
dependent on several key components. In addition to energy production from the
wind turbines, components handling the electricity are needed, to maintain a safe
and efficient energy distribution to market. For the planned wind farm Creyke
Beck B, key components to be installed are
• Wind turbines
• Collector stations
• A converter station
• Meteorological masts
• Cables
The number of installed wind turbines is highly dependent on the turbine size. The
turbine type to be used in Creyke Beck B is not yet specified, which leaves the
number of installed turbines uncertain. In the report by Forewind (2013a), several
turbine sizes are suggested, ranging between 4 MW and 10 MW. Considering that
the planned capacity for each site is set to 1200 MW, the number of turbines
installed can thus range between 300 and 120 turbines, where the two extremes
are attained by choosing 4 MW and 10 MW turbines, respectively.
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In order to gather the generated electricity from each wind turbine, the installa-
tion of several collector platforms is needed. The collector platforms are offshore
structures designed to receive electricity from individual wind turbines, and to
increase the power voltage with a transformer. In this way, the electricity from
various turbines is collected and transmitted in a more efficient manner. Since the
distance to shore is relatively long, a converter platform is also needed. The con-
verter platform transforms the electricity from High Voltage Alternating Currents
(HVAC) to High Voltage Direct Currents (HVDC), which are more efficient for
long distance electricity transports. Apart from the installations related to pro-
duction and electricity transfer, meteorological masts are also installed to measure
the wind conditions. An overview of the components and their connections within
the wind farm is provided in Figure 2.5.
The installation of cables is necessary to connect all the components together.
Forewind (2013a) states that the cabling system should consist of four different
cable types. Inter array cabling connecting the wind turbines to the collector
platform, and inter platform cabling connecting the converter platform to the
collector platform, are two of the cable types suggested. In addition, HVDC cables
for electricity export to shore, and inter platform cables which are either HVAC
or HVDC, are proposed.
Figure 2.5: Overview of the components and their connections in Creyke Beck B.
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2.2.3 Regulations and rules
The design of the wind farm layout is highly important, as this has a significant
influence on the profitability of the project. Preferably, the wind farm layout is
decided with the objective of minimizing the LCoE. In practice however, the layout
also needs to fulfill certain rules, even if the result is a less optimal layout. The
rules are constructed for several reasons like safety, environmental impact or ship
traffic, and are derived from either international standards or from site specific
decisions. In this section, some of the layout rules which apply to Creyke Beck B
are addressed. The rules are obtained from the report by Forewind (2013a), and
are related to restrictions for the turbine placement.
Layout patterns
The wind turbine layout, including the additional installed components, is to be
organized in a pattern, as either straight or curved lines with a maximum devia-
tion of ±150 m, as far as practically possible. The flexibility of ±150 m for the
positioning of turbines, is included to enable micro-siting with respect to compo-
nents such as sea bed conditions, water depth, or dominant wake conditions. By
maintaining this rule, safe navigation within the wind farm is accomplished.
Boundary conditions
The boundaries of two opposing wind farms which are closer than 5 km to each
other, need to be designed so that they are parallel to one another. In addition,
the boundaries are to be marked, so that the two separate wind farms are easily
distinguished. All installed components must also be located fully within the
boundaries of the site, including the rotor swept area of the wind turbines.
Wind turbine spacing
The wind turbine spacing is dependent on the size of the wind turbines. As the
turbine size grows, the wake region behind the turbine increases. Thus, for larger
turbines, the spacing between them must be increased. The minimum acceptable
turbine distance center to center, is defined by Forewind (2013a) as the largest of
the two values 700 m and 6D, where D denotes the rotor diameter of a turbine.
Existing infrastructure
Existing infrastructure, such as pipelines and cables, needs to be taken into account
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when planning the layout. Space is to be left open, so that the existing components
can be accessed without difficulties, for maintenance issues. In Table 5.2 in the
report by Forewind (2013a, p. 180), the minimum acceptable separation distances
to existing infrastructure are displayed.
2.2.4 Power potential
The wind resource of Creyke Beck B is analyzed using Nora10 data, which will be
described in further detail in Section 3.2.2. The data represent the wind conditions
at 119 m elevation, where the distribution of the wind speeds is presented in Figure
2.6, arranged into bins of 1 m/s width. The average wind speed is estimated to
10.1 m/s, which indicates a good potential. In addition, the frequency of the wind
speeds observed within the range of 4 m/s and 25 m/s, is approximately 0.92.
Figure 2.6: Wind speed frequency distribution at 119 m elevation
A wind rose, displaying the contributions from different wind directions in Creyke
Beck B at 119 m elevation, is presented in Figure 2.7. The plot shows that the
dominant wind directions are west south-westerly, and that stronger winds are also
observed in these directions.
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Figure 2.7: Wind rose of Creyke Beck B at 119 m elevation, displaying directional
bins of 10 degrees.
In order to obtain power estimates for Creyke Beck B, a 10 MW turbine developed
by the Technical University of Denmark (DTU) is chosen as reference turbine in
the thesis (see Section 3.2.1). Based on the turbine performance shown in Figure
3.2 and the wind speed frequency distribution in Figure 2.6, the annual power
generated by each individual wind speed for a single turbine is found and displayed
in Figure 2.8. The figure shows that slightly more power is attained by stronger
winds despite their less frequent occurrence, due to the wind turbine performance
curve.
Given a 10 MW reference turbine, the total number of installed turbines at Creyke
Beck B will be 120. By summing up the annual attained energy from each wind
speed in Figure 2.8, and multiplying with the total number of turbines, the annual
power output for the wind farm is 5909935 MWh. This corresponds to a capacity
factor of 0.562, which is very high. In reality however, it is likely that the capacity
factor is lower, as the availability of each turbine in an operating wind farm is less
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Figure 2.8: Annual generated power per wind speed at 119m elevation.
than 100% (Van Bussel and Zaayer, 2001). Also, wake effects need to be taken
into account, which will reduce the capacity factor even further. To provide more
accurate power estimations, a further evaluation of the energy losses from wakes
is needed.
2.3 Wake models
When energy is extracted from air flowing through a wind turbine, the properties
of the air flow are changed. In addition to a decrease in wind speed, the turbulence
intensity of the air behind the rotor is increased. This change is referred to as the
wake effect, and the area behind the turbine affected by this change is called the
wake region (Renkema, 2007).
Wakes reaching downwind turbines weaken the wind potential and therefore cause
power losses. For large offshore wind farms, it is estimated that between 10 % and
20 % of the total power output is lost due to wind turbine wakes (Barthelmie et al.,
2009). The wake loss is greater for wind speeds ranging between a turbine’s the
cut-in and rated wind speed, as the turbine’s performance in this range is highly
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affected by wind speed reductions. In addition, wakes endure fatigue loads, which
lead to an increase in Operation and Maintenance (O&M) costs, and significantly
reduce the lifespan of the wind turbines. Optimizing the location of turbines within
a wind farm with respect to wake, is therefore the most important factor to reduce
power losses throughout the wind farm’s operational lifetime. This has motivated
research on the challenging topic of turbulence and wake modelling, to improve the
prediction of wakes and their impact on the downstream turbines (Herbert-Acero
et al., 2014).
The wake behind a wind turbine can be separated into two sections, namely the
near wake region and the far wake region. The transition between these is grad-
ual, and there are several different suggestions to the length extent of the two.
Herbert-Acero et al. (2014) state that the far wake region often is considered to
start at a distance between 3D and 4D downstream from a given wind turbine.
Formally, this distance is based on the length-extent of the wake, which depends
on local atmospheric conditions. The models describing the near wake region need
to consider several turbulence parameters. This is computationally demanding,
and when focusing on entire wind farms, these computations are too expensive.
In addition, the spacing of the turbines in a wind farm is usually greater than the
extent of the near wake region. Therefore, the wake models used in wind farm
optimization usually describe the far wake region (Renkema, 2007).
Different types of modeling approaches are developed to describe the far wake
region, ranging from models based on Computational Fluid Dynamics (CFD) to
Engineering Wake Models (EWM). The CFD models are advanced wake models,
based on Reynolds-Averaged Navier-Stokes (RANS) equations or Large Eddy Sim-
ulations (LES). They are considered as powerful tools for simulating the complex
wind field in a wind farm, but are computationally expensive to run. The need
of less expensive wake models, has therefore lead to the development of simplified
CFD wake models. See, for instance, Heggelund et al. (2015), or the description
of the linearized CFD model Fuga, in Section 2.5.1. The aim of the simplified
CFD models is to maintain a sufficient description of the wake field, but being less
expensive to run compared to the original CFD models, due to model reductions
or model simplifications.
In addition to the original and simplified CFD models, a variety of EWMs are
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developed to estimate wakes. These models describe the wake evolution process
in a simplified way, and are computationally inexpensive to solve (Herbert-Acero
et al., 2014). A brief description of some of the well known EWMs are provided
in the following section.
2.3.1 Engineering wake models
In the following, we let (x, r) denote the coordinates of the position in downstream
horizontal distance x and radial distance r from the rotor center of a wind turbine.
Below, we consider wind speed and wind speed deficits as functions of x and r.
Whenever there is no variation in the radial direction, we omit the dependency on
r.
The basic mathematical structure of a EWM can be expressed by
UW (x, r) = U∞(1− UDef (x, r)),
where UW (x, r) is the horizontal wind speed in the wake, UDef (x, r) is the hori-
zontal velocity deficit, and U∞ is the free stream wind velocity. The EWMs are
assumed to provide an acceptable description of the wind speed deficit in the far
wake region, but have a tendency to over-predict wake effects. The main difference
between these models is usually the way UDef (x, r) is approximated (Herbert-Acero
et al., 2014).
Jensen model
The simple wake model proposed by Jensen (1983), describes the far wake region
behind a single wind turbine. In his model, Jensen assumes the wake to be a
negative jet, and the wake expansion to be linear. In addition, the ambient inflow
velocity U∞, is assumed uniform. Thus, the wake radius R
J
W (x) is expressed by
RJW (x) = δx+R0, (2.3)
where R0 represents the initial wake radius, and δ is an expansion constant. As
seen in equation (2.3), the growth rate of RJW (x) is dependent on the expansion
constant δ, which differs from onshore to offshore cases. Renkema (2007) suggests
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that this constant is δ = 0.075 for onshore cases, and δ = 0.04 for offshore cases.
A graphical description of the wake generation behind a single turbine, is provided
in Figure 2.9.
Figure 2.9: Linear wake expansion for a single wake.
The Jensen model includes mass conservation. Therefore, a balanced momentum




2 −R20)U∞ = RJW (x)2UJW (x), (2.4)
where U0 is the initial wake velocity behind the turbine, and U
J
W (x) is the horizontal
wake velocity, only dependent on the downwind distance x. Assuming an optimal
rotor where the maximum available power is attained, the initial wake velocity is
set to U0 =
1
3
U∞ (see Section 2.1.2)(Haugland and Haugland, 2012). Equation
(2.4) can then be solved with respect to UJW (x), as follows









The Jensen model is a simple and well-known wake model, which in the literature
is often applied in wind farm optimization procedures, where the objective is to
attain maximum production.
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Katić et. al ’s wake model
The combination of Katić et. al ’s and Jensen’s wake model, is the most applied
wake model for wind farm design optimization problems, according to Herbert-
Acero et al. (2014). Based on Jensen’s characterization of a single wake from
equation (2.5), the horizontal wake velocity UKW (x) in the model proposed by Katić
et al. (1986) is defined as















where CT denotes the turbine’s thrust coefficient. The thrust coefficient, which is
non dimensional, characterizes the thrust or force applied by a specific turbine on
the wind, and varies for different values of U∞. Thus, Katić et. al ’s wake model
differs from Jensen’s model, as the calculation of the horizontal wake velocity is
dependent on specific turbine characteristics.
The main purpose of Katić et. al ’s wake model, is to describe the wake effect from
multiple turbines, where the single-wake theory is used to develop a model for
interacting wakes. In their model, Katić et al. (1986) assume the kinetic energy
deficit UKDef (x) from a mixed wake, to be equal to the sum of the energy deficits







with the velocity deficit defined as




Equation (2.6) can also be written as an expression for the mixed wake velocity,
given by
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In later years, Katić et. al ’s wake model has been implemented in different soft-
ware programs to estimate the effect from wakes. The Wind Atlas analysis and
application Program (WAsP), which is considered a standard software for wind
resource assessment, uses the method sescribed in Katić et al. (1986) to model
wake effects (DTU Wind Energy, 2016). Further, several programs designed for
wind farm optimization, such as GH Windfarmer and WindPRO, use WAsP to
calculate the wind farm production (Herbert-Acero et al., 2014).
Larsen model
In 1988, Larsen (1988) developed a wake model known as the Larsen model, which
he later updated in 2009 (Larsen, 2009). The Larsen model is based on the thin
shear layer approximation of the Navier-Stokes (NS) equations, and includes two
versions of different sophistication. The first version which includes first order solu-
tions, only evaluates the dominant terms in the equations, while the second version
which also includes second order solutions, takes the full system into account.
In order to obtain solutions for the wake radius and the mean horizontal wake
deficit, Larsen assumes an incompressible and stationary flow. In addition, the
wind shear is neglected, to enable an expression of the NS equations in cylindrical
coordinates. Also, the order of magnitude for each component in the equations is
analysed, to further simplify the problem. As a result, first order solutions for the
wake radius RLW (x) and the horizontal wake deficit U
L



































where c1 is a parameter defined in Larsen (1988).
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2.3.2 A simple stationary semi-analytical wake model
The simple stationary semi-analytical wake model is included in the wind farm
optimization software TOPFARM (see Section 2.6), and is constructed to provide
a stationary description of the wind field in a wind farm. In the model, wakes are
considered as linear perturbations on a non-uniform mean wind field, which allows
a linear superposition of the mean flow and the wake perturbations.
The contribution from a single wake is estimated by an updated version of the
Larsen model. As in the original model, the development of the individual wake
deficits in the stationary wake model, is governed by the thin shear layer approxi-
mation of the NS equations, assuming a rotationally symmetric wake deficit, and
a homogeneous and incompressible fluid. The extension of the wake in the station-
ary wake model, is calculated based on boundary conditions related to the value of
the rotor plane after pressure recovery, and the mean value at the downstream dis-
tance 9.6D, defined by full scale experiments. The imposed boundary conditions
also account for the meandering of wakes, which is assumed to have a significant
effect on the expansion of the stationary wake field. The first order solutions from
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where q is a parameter dependent on the thrust coefficient, and R9.6 is approxi-
mated empirically. Both q and R9.6 are resumed in Larsen (2009).
In order to estimate the velocity deficits for individual wakes, a uniform inflow
velocity is required. Since the physical inflow field U , on a turbine is non-uniform,
the pseudo-uniform inflow is in field is Larsen (2009) estimated by two different
approaches. The first approach averages the non-uniform inflow wind field over







where, U is described by the logarithmic wind profile from equation (2.1). The
second approach is similar to equation (2.9), but also takes the thrust coefficient
into account.
By describing the inflow wind field as in equation (2.9), Larsen (2009) derives
an expression for calculating the pseudo-uniform inflow field for each downstream
turbine affected by upstream wakes.
2.4 Optimization methods
Optimization methods are designed to improve an initial solution with respect to a
given objective, where the goal is to find an optimal solution to the problem. The
objective function specify the intention of the optimization, and is either max-
imized or minimized during the optimization procedure. For wind farm design
optimization problems, the objective is often related to maximizing the annual en-
ergy production, minimizing the financial costs, minimizing the foundation costs
or minimizing electrical grid costs by changing the location of turbines. Consid-
ering the large costs related to installation and operation of offshore wind farms,
finding an optimal layout can be crucial for a project’s financial profitability. For
example, by running an optimization procedure with the AEP as an objective, an
increase in production can be attained by relocating turbines away from wakes
generated by upstream turbines.
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Today, several optimization methods are available, which achieve improved wind
farm layouts in different ways. Given that each optimization method only provide
good solutions for certain problems, the choice of optimizer is important. In gen-
eral, the optimization methods can be categorized into three main groups, namely
calculus-based methods, heuristic methods and metaheuristic methods. Each type
of method contain different strengths and weaknesses, and should thus be chosen
based on the characteristics of a specific problem.
2.4.1 Calculus-based methods
The calculus-based methods perform exact calculations and are usually applicable
to simple problems, where the objective function is differentiable, and the search
space is convex and bounded. Some of the common calculus-based procedures
are the local search algorithms and the tree-search algorithms. The local search
algorithms, including the Newton method and the gradient method, only solve
convex problems, as they struggle to overcome local extreme points. According
to Herbert-Acero et al. (2014), the tree-search based procedures are considered
improved exact techniques, however, their performance is poor when applied to
highly constrained models and non-convex search spaces. Thus, in recent research,
improvements to the relaxation procedures are further developed, to help overcome
this issue.
Another calculus based method applied to wind farm optimization, is the Con-
strained Optimization BY Linear Approximation (COBYLA), developed by Pow-
ell (1994). The COBYLA algorithm is an open source software available at Perez
et al. (2012), and is accessible in the TOPFARM library of optimizers. It is a
direct search optimization method, applicable for nonlinear derivative-free con-
strained optimization calculations. During the procedure, each iteration models
linear approximations for both the objective and constraint functions, by interpo-
lation at the vertices of a simplex. The variables are restricted to change within
a given thrust region for each iteration. The new set of variables are evaluated,
and may replace one of the verticies to improve the linear approximations in the
proceeding step. When the approximations fail to attain improved variables, the
thrust region is decreased to refine the search. The algorithm ends when suffi-
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ciently small thrust region values are reached.
2.4.2 Heuristic methods
Heuristic methods are developed to provide near-optimal solutions to complex
problems. These methods are categorized as relatively fast solvers, but may need
to be executed several times in order to guarantee good solutions. There are
two different types of heuristic methods, constructive and iterative methods. The
constructive methods consider all the defined constraints, and decide the value
of each variable based on deterministic or non-deterministic rules. The iterative
heuristics improve the complete solution, by evaluating the local search space for
each variable involved.
The most basic heuristic algorithm is Random Search (RS). This algorithm ran-
domly samples a number of feasible solutions and determines the best solution
from this sample. However, given a specific problem, heuristics which take ad-
vantage of the structure of the problem, usually provide better solutions than the
RS method. In literature, methods like the Monte Carlo method and the pattern
search algorithm, have been successfully adopted in various approaches of the wind
farm design optimization problem. In later years, greedy heuristics have also been
applied on wind farm optimization problems, and have shown a potential to solve
complex wind farm problems (Herbert-Acero et al., 2014).
2.4.3 Metaheuristic methods
Metaheuristic methods are designed to find near optimal solutions more efficiently
than the heuristic methods, and are defined as high level procedures. According
to Herbert-Acero et al. (2014), these optimization procedures are also the most
frequently used methods to solve wind farm optimization problems. A typical
feature of the metaheuristics is that they are based on behaviour observed in
the nature, and hence they perform optimizations by simulating various natural
processes.
There are three main groups of metaheuristics, namely construction-based, lo-
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cal search-based and population-based methods. The constructive methods build
on multiple heuristics to generate a feasible solution. The local search methods
assume that feasible solutions of similar quality are related. During the optimiza-
tion procedure, these methods modify the value of the design variables, resulting
in neighbor solutions. In each iteration, the best neighbor solution is selected, and
the process is repeated until no better solution is found. Local search algorithms
can be powerful solution procedures for wind farm optimization. However, if the
search space is too complex, the algorithm may not converge to an optimal so-
lution. An example of a successful local search methaheuristic applied on wind
farm optimization problems, is the Simulated Annealing (SA) algorithm. This
algorithm mimics the thermal process when heating and cooling cause a solid to
melt and then solidify into a new particle arrangement. A special feature with the
SA algorithm is that the iterations are allowed to attain less optimal solutions, so
that the risk of getting stuck in a local extreme point is minimized (Herbert-Acero
et al., 2014).
The most widely used metaheuristic method for wind farm optimization is the
population-based Genetic Algorithm (GA). This algorithm exploits the theory
that two individuals with the best characteristics in a population can produce a
better individual when combined. The performance of the GA is dependent on
good choices for the selection and crossover mechanisms (Herbert-Acero et al.,
2014).
2.5 Wind farm optimization tools
In recent years, various software packages have become frequently used, both with
respect to estimating wake influenced wind fields and to optimize wind farm lay-
outs. Since the attained AEP and the wake generation often are considered to be
key parameters in the optimization routine, wind resource packages such as WAsP,
are often included in commercial software on wind farm optimization. Due to the
close relation between wind field software and wind farm optimization software,
some relevant products in both areas are described in the following sections.
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2.5.1 Wind field simulation software
Wind field simulation software often provides a detailed description of the wake
behind a single turbine, and turbine clusters. Based on information regarding
turbine specifications, atmospheric conditions, and wind data, the programs are
able to estimate wake losses and predict the AEP.
WAsP
The Wind Atlas analysis and application Program WAsP, developed by the RISØ
national laboratory, is designed to describe the wind resource at a given location.
The software includes different types of analysis of the wind farm production, the
wind farm efficiency, and climate estimations (Herbert-Acero et al., 2014). In
addition, a stability model and Katić et. al ’s wake model, is incorporated in the
program (DTU Wind Energy, 2016). Today, WAsP is considered as a standard
software for wind resource analysis, and is frequently used for estimating the wind
resource at a given site in several optimization software packages, like in WindPro
and The WindFarmer v5.2.
Fuga
Fuga is a tool developed to estimate the AEP and the wake losses in offshore wind
farms, and is available as an additional package to the software WAsP. Due to the
assumption of a horizontally homogeneous atmospheric boundary layer, Fuga is
best applied to wind farms located offshore.
A central component in Fuga is the flow model, which is categorized as a linearized
CFD model. The model consists of simplified equations derived from original CFD
models, and calculates the linear responses to the turbine thrust forces, with a
simple turbulence closure. The solutions obtained by Fuga do not describe the
near wake field accurately, but provide a sufficiently accurate description for the
far wake region, with respect to predicting the AEP. In addition, the program
is estimated to be O(105) times faster than original CFD models (DTU Wind
Energy, 2015). One of the reasons why the program is so fast is the inclusion of
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general and turbine specific look-up tables, used to construct velocity fields behind
the turbines.
For multiple turbines, the combined wake effect is estimated by the sum of all
wake perturbations. The description of Fuga by Ott et al. (2011), does not take
the effect of meandering into consideration. Therefore, wider wind direction bins
are proposed to reduce meandering errors.
2.5.2 Wind farm optimization software
A common feature of the various wind farm optimization tools is that they often
offer a detailed optimization analysis, including several variables such as noise im-
pact, shadow flicker, visual impact, electrical grid costs, foundation costs or wake
loads, in addition to the AEP calculation (Herbert-Acero et al., 2014). By includ-
ing multiple parameters, a more realistic evaluation of the wind farm optimization
is maintained and better results are generated.
One of the tools available for wind farm optimization is TOPFARM, which is
developed to optimize a layout from a cost perspective. The program is able to
solve problems based on a multi-fidelity approach, where optimization routines
of increasing complexity are run in several steps, to attain an optimal solution
(Réthoré et al., 2014). Other software packages which are frequently used in the
wind community include WindPRO and The WindFarmer v5.2, both performing
optimizations with the AEP as an objective (Herbert-Acero et al., 2014).
WindPRO
The WindPRO optimization software is developed by EMD International A/S,
where WAsP is incorporated in the program to perform an evaluation of the wind
resource. In the program, several different modules are included like the simulation
and quantification of the energy production, environmental impacts and electrical
layout design. The optimization procedure is based on greedy heuristics, and takes
in the AEP as a performance metric. Several optimization processes are available
in the program, all based on a pre-calculated wind resource map from WAsP. One
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approach is based on adding turbines in the wind farm to fixed positions, until an
upper limit is met. Alternatively, a modification of the wind farm layout can be
performed, by changing the separation distance between turbines.
The WindFarmer v5.2
The WindFarmer v5.2 is a tool developed by DNV GL, and is similar to WindPRO,
as it includes WAsP for wind resource quantification. In this model, the wake loss
is estimated by using a CFD model, with an eddy viscosity as turbulence closure.
The optimization procedure is based on greedy heuristics, either by optimizing the
AEP, or the financial balance of the project.
2.6 TOPFARM
TOPFARM is a tool for wind farm layout optimization, developed in the EU
project lead by Risø National Laboratory, which takes in a project’s total econom-
ical benefits as an objective. Thus, the balance between the income from power
production versus various wind farm expenses like installation costs, operation and
maintenance costs and fatigue degradation is evaluated. The TOPFARM project
is organized into eight work packages which focus on various technical topics, such
as the basic modules of the TOPFARM optimization platform, verification of sub-
models, and demonstrations of the optimization method for onshore and offshore
sites. A further description of each work package is available in the report by
Larsen et al. (2011).
The four basic modules in the TOPFARM optimization platform are
1. Wind farm flow field modelling




The first module on flow field modelling provides a library of different wake models,
including the simple stationary semi analytical wake model (see Section 2.3.2)
and a dynamic wake meandering model, amongst others. The available models
describe the flow field in varying detail, where the choice of model is dependent
on the problem at hand. Given that the first approach uses a detailed wind field
wake model, like the dynamic wake meandering model, the second module can
provide aero-elastic load and production calculations. The third module evaluates
the income and expenses of a project, using simple cost models such as maximizing
the annual energy production versus minimizing foundation costs, electrical grid
costs or fatigue degradation costs. In order to generate an optimal solution, the
first three modules are incorporated into the last module. This module contains
a library of several optimization algorithms, which are selected depending on the
characteristics of the problem (Larsen and Réthoré, 2013).
For the optimization in TOPFARM, a multi-fidelity approach is suggested, includ-
ing three levels of fidelity. In this way, the majority of the problem can be solved by
applying a fast and approximate model, while a detailed and more accurate model
is applied to refine the search in specific interesting regions. The first fidelity level
is constructed to perform an energy production optimization, where the AEP is
calculated using a simple wake model, such as the simple stationary semi analytical
wake model. In Réthoré et al. (2014), cost models on the foundation and electrical
grid is also included in the first fidelity level. The second fidelity level includes pre
calculated look-up tables for a number of load cases, and enables the inclusion of a
wake induced fatigue-degradation cost function in the optimization. The complex
third fidelity level include full aero-elastic load calculations combined with wake
meandering, directly in the optimization procedure.
The possibility of including various components in the optimization like AEP, wake
loads, foundation costs and cable costs enables the generation of realistic layout
solutions. TOPFARM also differs from most optimization programs as it includes
costs related to wake loads. While most optimization software evaluates the wake




3.1 Constructing a TOPFARM model
Due to time limitations and the size of the case study, expenses related to wind
farm construction and operation are defined out of scope. In this thesis, TOP-
FARM is thus used to optimize the layout with only the AEP as an objective, for
the planned offshore wind farm Creyke Beck B. For this purpose, a general model
is created in an Ipython notebook, and used as a basic structure when constructing
various experiments. The model is based on a subset of the available class func-
tions in the TOPFARM library, and performs layout optimizations to improve the
AEP. The model also requires certain data input, such as wind conditions, turbine
specifications, initial layouts and wind farm border points, in order to run. Figure
3.1 gives an overview of the structure of the model.
The imports in the model, shown in Figure 3.1, are extracted both from the existing
TOPFARM library, and from implementations added to the code, documented in
Section 3.3. Further on, the model takes in and organizes the data from Section
3.2. All initial information such as wind turbine layout and the wind resource
are plotted inside the notebook. The proceeding step calculates the initial AEP,
using the stationary semi analytical wake model, the wind resource data, and the
turbine specifications. The accuracy of the AEP calculation is decided by the
user, by determining the resolution of the wind speeds and wind directions used to
estimate the production. The chosen resolution denotes the discretization of the
3.1. CONSTRUCTING A TOPFARM MODEL 33
Figure 3.1: The general structure of the model.
wind speeds and wind directions within the given ranges of 4 m/s and 25 m/s, and
0 degrees and 360 degrees, respectively. Since the first and last value in the wind
direction range denote the same direction, the last wind direction value attained
by the dicretization, is disregarded. For the initial layout, a resolution of 21 wind
speeds and 181 wind directions are chosen, resulting in an AEP calculation with
a relatively high accuracy.
Prior to the optimization routine, various constraints must be specified. In addi-
tion, choices such as the number of variables, the quality of the AEP calculation,
and the optimizer are decided here. Since AEP calculations of high accuracy are
computationally demanding, the resolution of the wind speeds and wind directions
are significantly reduced in the optimization routine. The optimizer chosen in the
thesis, is a constrained optimization by linear approximations called COBYLA,
which performs linear approximations of both the objective and the constraint
functions. After the optimization, the AEP is calculated for the optimal wind
farm layout, with the same resolution as in the initial layout. The production and
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layout results are then saved and exported as separate files.
3.2 Data
TOPFARM requires input-data for wind conditions, turbine specifications, initial
layouts, and the wind farm border points in order to perform an optimization for
Creyke Beck B. To provide an overview of the content of the various data, this
subsection present a description of the various input parameters.
3.2.1 Turbine spesifications
Data from the Technical University of Denmark’s (DTU) 10MW Reference wind
turbine are used to provide the required turbine specifications in the thesis. This is
a virtual turbine, designed by the Wind Energy Department at DTU, and Vestas
(Bak et al., 2013). Due to the turbine’s highly detailed description and publicly
available data, it is assumed to be a suitable wind turbine choice.
Inside the TOPFARM functions, turbine specifications are included by importing
a ’.wtg’ file with the necessary input. This type of file is primarily known from
WAsP, as a data file containing power and thrust curves for a specific wind turbine.
By using the available data, a ’.wtg’ file for DTU’s 10MW turbine is constructed.
In this file, turbine information from Table 3.1 taken from Table 2.1 in Bak et al.
(2013, p.13), and tables on the turbine’s thrust and power performance taken from
Table 3.5 in Bak et al. (2013, p.34), are included. In the technical report, only the
turbine’s mechanical power performance is listed. To account for the energy loss
related to conversion from mechanical power to electrical power, the performance
included in the ’.wtg’ file is consequently lowered by 0.6 MW. It is noted that
this adjustment may under-predict the generated power from lower wind speeds.
Figure 3.2 gives a graphical representation of the wind turbine’s performance,
which is included in TOPFARM.
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Parameters DTU’s reference turbine
Rated power 10 MW
Cut in wind speed 4.0 m/s
Rated wind speed 11.4 m/s
Cut out wind speed 25.0 m/s
Number of blades 3
Rotor diameter 178.3 m
Hub height 119.0 m
Table 3.1: Key parameters for DTU’s 10 MW reference wind turbine.
(a) Power curve (b) Thrust coefficient curve
Figure 3.2: Performance curves for DTU’s 10MW reference turbine.
3.2.2 Wind data
Nora10 is an archive which provides a hind-cast of wind and wave data in the North
Sea, the Norwegian Sea and the Barrents Sea (Reistad et al., 2007). In order to
obtain and analyse the wind conditions at Dogger Bank, data for a coordinate point
in Creyke Beck B (5493N,0165E) has been extracted from this archive, with the
assistance from the Norwegian Meteorological Institute. The data series contain
one hourly averaged measurements for wind and wave conditions, in a time span
ranging between the years 1957 and 2015. In Table 3.2, a subset of the available
data is listed, where all Nora10 wind data are included.
The wind conditions at a given location vary with altitude. In order to obtain
realistic power estimations, the chosen wind data must therefore represent the






T2m (◦C) Air temperature 2 m above sea level
RH2m (%) Relative humidity 2m above sea level
W10 (m/s) Wind speed 10 m above sea level
W50 (m/s) Wind speed 50 m above sea level
W80 (m/s) Wind speed 80 m above sea level
W100 (m/s) Wind speed 100 m above sea level
W150 (m/s) Wind speed 150 m above sea level
D10 (◦) Wind direction 10 m above sea level
D100 (◦) Wind direction 100 m above sea level
D150 (◦) Wind direction 150 m above sea level
Table 3.2: A subset of the available data from Nora10.
wind conditions at the altitude where the power is extracted. Given DTU’s 10MW
reference wind turbine with a measured hub height of 119 m, corresponding wind
conditions representing this altitude are needed. Nora10 does not contain wind
data at this particular altitude, and values of the wind speeds and wind directions
at 119 m are therefore estimated.
Estimating wind data
For long term statistical estimations, the wind shear in equation (2.1) is expected
to depend mostly on the surface roughness (Hau, 2006). A simplified estimation







is therefore used for estimating the wind data at the desired reference height. Here,
u1 represents the wind speed at reference height z1, U(z) represents the estimated
wind speed at altitude z, and β is an empirical wind shear parameter. The value
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of β is dependent on the surface roughness at a location, with an approximated
value of β = 0.1 for an open sea (Hau, 2006).
The wind directions at altitude z are estimated by evaluating the change between
the wind directions at two known altitudes, z1 and z2, where z2 > z > z1. In
Nora10, the directional values range between 0 and 360 degrees, where 0 and
360 both denote winds from the north. Due to this notation, the directional
change in degrees must be carefully evaluated, where the smallest change in a
polar coordinate system is chosen. Thus, given two unit vectors d1 and d2 with
the corresponding directions α1 and α2 at reference altitudes z1 and z2, the angular
difference between them is given by θ = |α2 − α1| and φ = 360 − θ, as shown in
Figure 3.3
Figure 3.3: Illustration of two wind directions at altitudes z1 and z2, and the
angular difference between them.
To determine the change in wind direction between the altitudes z1 and z, the
smallest angular distance is multiplied with the relative change in height between
z1, z2, and z as follows




By adding the change in direction ∆α(z), with α1 at reference level z1, values for
the wind direction α(z) at hub height z is determined by
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α(z) =

α1 +4α, if α2 ≥ α1 and φ ≥ θ
α1 −4α, if α2 ≥ α1 and φ < θ
α1 −4α, if α2 < α1 and φ ≥ θ
α1 +4α, if α2 < α1 and φ < θ.
(3.3)
In order to generate wind data at 119 m, Nora10 data for 100 m elevation and
150 m elevation are used. An array of suitable wind speed values is estimated, by
applying equation (3.1) for each entry in the array ’W100’ from Table 3.2. Corre-
sponding directions are estimated, by calculating the directional change between
each corresponding entry in ’D100’ and ’D150’ from Table 3.2, using the equations
(3.2) and (3.3). The result is a data set of wind speeds and wind directions, which
can be used to further analyse the wind resource at Creyke Beck B.
Preparing the input data
In TOPFARM, the wind data are represented by a Weibull matrix, containing 12
wind directions. For each direction, the matrix includes the occurring frequency of
each direction, and two Weibull function parameters, namely the scale parameter
η, and the shape parameter κ. Based on these parameters, a Weibull distribution
representing the probabilities of different wind speeds in a given direction can be
generated. The Weibull distribution is expected to provide a good fit for the wind
speed observations in each direction, and is a computationally inexpensive way of
storing the wind information (Ehrlich, 2013).
In the process of transforming the wind data at 119 m altitude into a Weibull
matrix, the data are sorted into bins for 12 wind directions and 40 wind speeds.
For each directional bin, a Weibull fit is performed to generate shape and scale
parameters. The results are saved as a simple Weibull matrix as shown in Table
3.3.
3.2.3 Border coordinates
The coordinate points for the Creyke Beck B border are extracted from Table 2.5
in the technical report by Forewind (2013a, p.15). In this report, the borders are
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Direction Frequency Scale η Shape κ
0 0.069 9.97 2.17
30 0.047 8.74 2.14
60 0.048 9.56 2.14
90 0.054 10.52 2.19
120 0.059 10.68 2.20
150 0.067 10.73 2.26
180 0.094 11.78 2.30
210 0.127 12.76 2.38
240 0.133 12.83 2.38
270 0.117 12.29 2.21
300 0.092 11.21 2.13
330 0.093 11.25 2.22
Table 3.3: A Weibull matrix for wind data at 119 m elevation in Creyke Beck B.
given by eastling and northling points in the Universal Transverse Mercator (UTM)
coordinate system. The border points used as input in TOPFARM shown in Table
3.4, are translated to fit a coordinate system where (x, y) ε [0, 30000], with meters
as unit. Since the UTM coordinates are measured in meters, this transformation










Table 3.4: Border points for Creyke Beck B.
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3.2.4 Initial layouts
The initial layouts used in the various experiments, are constructed in a separate
Ipython notebook. Here they are saved as ’.out’ files, so that they can be used
as initial layout input in the model. In this study, different layouts are generated
and used as initial layouts for various experiments. Two of these are constructed
based on layout suggestions by Forewind (2013a) for Creyke Beck B. The suggested
layouts in the report includes 300 4 MW wind turbines and 7 offshore platforms (see
Section 2.2.2). In this thesis however, the layouts consist of 120 10 MW turbines,
and do not include offshore platforms. In addition, the wind farm’s convex hull has
been added as a feasible area, to create a convex wind farm (see Section 3.3.1). As
a result, the initial layouts generated in the thesis are not identical to Forewind’s
proposed layouts.
Layout 1
One of the suggested layouts for Creyke Beck B by Forewind (2013a, p.173), con-
sists of turbines on the wind farm perimeter together with a uniform grid inside
the wind farm. Layout 1 in Figure 3.4 is a recreation of the suggested layout,
for a set of 120 10MW wind turbines. It is constructed to contain the same ratio
of wind turbines on the perimeter and inside the borders as the layout from the
report.
Figure 3.4: Layout 1.
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Layout 2
Layout 2 is a recreation of a layout suggested by Forewind (2013a, p.174), and
have the same ratio of turbines inside and on the border. The placement of the
turbines in Layout 2 is similar to Layout 1, but with fewer columns, and with a
closer turbine spacing as shown in Figure 3.5.
Figure 3.5: Layout 2.
Layout 3
In Layout 3 the turbines are spread out over the available area in a rectangular
grid, as shown in Figure 3.6. Despite the simple structure, rectangular grid layouts
are seen in several commissioned wind farms, like Hornes Rev 1 and Amrumbank
West (4C Offshore, 2013), and it is therefore interesting to evaluate this layout
structure further.
Layouts distributed over smaller areas
Apart from the turbine spacing and number of columns and rows chosen, the
layouts distributed over smaller fractions of the Creyke Beck B area are identi-
cal to Layout 3. In total, six initial layouts utilizing different fractions of the
available area are generated, utilizing 80%, 70%, 60%, 50%, 40% and 30% of the
original Creyke Beck B area, respectively. The reduced areas are restricted to fit
into the original Creyke Beck B borders, where the borders are chosen based on
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Figure 3.6: Layout 3.
empirical evaluations on attaining the highest AEP. Figure 3.7 gives an overview
of each initial layout generated, compared to the original borders. Each initial
layout is named after the percentage of the original Creyke Beck B area utilized,
thus attaining the names CBB80, CBB70, CBB60, CBB50, CBB40 and CBB30,
respectively.
3.3. TOPFARM IMPLEMENTATIONS 43
(a) 80% of the available area. (b) 70% of the available area.
(c) 60% of the available area. (d) 50% of the available area.
(e) 40% of the available area. (f) 30% of the available area.
Figure 3.7: Layouts distributed over smaller fractions of Creyke Beck B, with the
dashed lines illustrating the original borders.
3.3 Topfarm implementations
Due to the fact that TOPFARM is constructed for significantly smaller test cases
than the planned wind farm Creyke Beck B, some difficulties with the optimiza-
tion were expected. Early in the implementation process it became clear that
optimizing the location of all 120 turbines, was too computationally demanding.
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Another issue appeared for smaller test cases which were able to run, but where
some constraints were ignored by the program. In addition, the energy produc-
tion after the optimization often ended up being lower than the initial production.
Based on these observations, three main challenges were identified for enabling the
optimization routine to run for Creyke Beck B:
1. Get TOPFARM to respect the constraints
2. Get TOPFARM to handle the required amount of turbines.
3. Get TOPFARM to perform AEP calculations of improved quality.
In this section, various implementations are presented, where each implementation
is constructed to accomplish one of the challenges stated above. TOPFARM’s
ability to run is highly influenced by the number of variables included in the
optimization, and the number of included constraints. Therefore, limiting these
numbers has been a priority when defining the implementations, where a reduction
in the number of variables included in the optimization, is addressed in Section
3.3.3. The total number of constraints generated in one optimization run, when
including the various implementations is expressed by
Constl = Borderl + Distl − Fixedl, l = 1, 2. (3.4)
Here, Constl is the total number of constraints, dependent on the border con-
straints Borderl (see Section 3.3.1), the turbine distance constraints Distl (see
Section 3.3.2) and the reduction from the fixed turbine constraints Fixedl (see
Sections 3.3.3 and 3.3.4). This general expression is valid for two different cases,
where the value of l denotes each case. Case 1 is based on an optimization where
the turbines can move freely, with wind farm borders and turbine spacing as the
only restrictions. Case 2 includes some restrictions in the optimization for the
turbine movement, where the turbines can move within either its row or column.
In addition, each row or column must preserve the order of the wind turbine place-
ment throughout the optimization. In this thesis, only the number of constraints
generated by the column optimization are presented.
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3.3.1 Border constraints
In TOPFARM, a wind farm polygon is constructed from a set of border points
which are generated manually by the user. When creating a new array of points,
the user may start anywhere. However, it is expected that the subsequent points
are arranged in order, moving in a clockwise direction around the border. In
addition, the starting border point must also be the last point in the array.
A wind farm layout is feasible only if all the turbines are positioned inside the de-
fined wind farm area. For a convex s-sided polygon, such an area can be described
by the following set of linear constraints
−akx+ bky ≤ Ck, k = 1, . . . , s, (3.5)
where ak, bk, and Ck are constants, s is the number of polygon edges, and x and
y are arbitrarily chosen coordinate points. In an optimization run for Case 1, the
total number of border constraints needed are
Border1 = s ∗ T, (3.6)
where T is the total number of wind turbines. Assuming a convex wind farm, Case
2 only needs to consider the first and the last turbine in each column, thus the
number of constraints is
Border2 = s ∗ 2c, (3.7)
where c denotes the number of columns in the layout.
To maintain consistency, the number of border constraints generated by Case 1,
will be used further on in this section. When adding a string of border constraints
in TOPFARM based on the equations (3.5) and (3.6), the inequalities added in
the optimization are expressed by
−akxi + bkyi ≤ Ck, k = 1, . . . , s
i = 1, . . . , T,
(3.8)
where (xi, yi) is the coordinate pair for the location of turbine i.
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Handling non-convex wind farms
Equation (3.5) is only applicable to convex wind farm polygons. Otherwise, the
inequalities will exclude some areas within the wind farm which are in fact feasible.
Figure 3.8 illustrates this, on the non-convex wind farm Creyke Beck B. To avoid
the exclusion of certain areas, vertices generating non-convex areas must therefore
be identified.
Figure 3.8: Feasible area (in blue) for Creyke Beck B when using linear border
constraints.
If each vertex has an angle less than 180 degrees inside the wind farm area, then
the shape of the wind farm is convex. When evaluating an angle between two
vectors in Python, the smallest angle is automatically chosen. Therefore it is not
possible to know if this angle represents the inside or the outside of the feasible
area. To make sure that the inside of the feasible area is calculated, an alternative
method is introduced.
A set of s border line vectors are created, based on the border coordinates (xk, yk).
Since the vectors are directed clockwise around the border, an arbitrary vector vk
given by
vk = (xk+1 − xk, yk+1 − yk)
will for a convex vertex have the next vector vk+1 located to the right. In addition,
the corresponding normal vector wk given by
wk = (yk+1 − yk, xk − xk+1)
is located to the right of the border line vector vk as illustrated in Figure 3.9.
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Figure 3.9: Illustration of the relation between vk, vk+1 and wk at a convex vertex.
Therefore, the angle for each vertex is determined by calculating the angle between
vk+1 and wk. If both vectors are located to the right of vk the angle between them
is less than 90 degrees, and the wind farm is convex at vertex k. After evaluating
each vertex, vertices generating non-convex areas are eliminated as border points.
As a result, the wind farm borders are changed, and the convex hull from the
original wind farm becomes the new feasible area, as shown in Figure 3.10 for
Creyke Beck B.
Figure 3.10: The feasible area (in blue) inside a convex Creyke Beck B area.
Implementing border constraints in TOPFARM
Prior to the constraint implementation, the constants ak, bk and Ck are calculated
for each border line. These values are obtained by solving equation (3.5) as equality







, k = 1, . . . , s. (3.9)
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Since ak, bk and Ck are all constant values, only the ratios between them are
needed, and bk is set to 1. The remaining constants, ak and Ck, are determined by
exploiting the given boundary points. For bk = 1, ak is equal to the growth-rate




, k = 1, . . . , s,
where the coordinate points (xk+1, yk+1) and (xk, yk) are the boundary points cor-
responding to the kth border line, and (xs+1, ys+1) = (x1, y1). Ck is determined by
solving equation (3.9) with respect to Ck, by including the corresponding boundary
coordinate point (xk, yk).
Equation (3.9) applies to all lines, except for vertical lines where bk = 0. From
equation (3.5) this exception can be expressed by
−akx = Ck k = 1, . . . , s. (3.10)
The ratio between ak and Ck is then found by choosing ak = −1, which leads to
Ck = x. As the line is vertical, the value of x is constant for all border line points.
Before the calculated values for ak, bk and Ck are implemented in equation (3.8),
the sense of the inequality is to be determined. Depending on the value of bk, this
is done by solving equation (3.9) or equation (3.10) for a border point which is not
located on the current border line. The inequality that generates a true expression
is then chosen. If the calculated value is greater than Ck, all three constants are
multiplied with −1 before being implemented in equation (3.8). This is done so
that all the constraints are expressed with the same inequality sign.
3.3.2 Turbine distance constraints
The wake behind a wind turbine is greater for larger rotors, and therefore a larger
spacing is required. According to Forewind (2013a) the minimum wind turbine
spacing required for 10 MW turbines is 6D. Depending on the allowed relocation
of turbines, different sets of wind turbine distance parameters are required.
For wind farm optimization where the relocation of turbines is restricted only by
the border constraints as in Case 1, each turbine must according to the spacing
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rule be located a minimum of 6D away from all other turbines inside the defined
area. This is achieved by the following set of constraints√
(xi − xj)2 + (yi − yj)2 ≥ 6D i, j = 1, . . . , T
j > i,
for each distinct wind turbine pair with the coordinates (xi, yi) and (xj, yj). The




(T − n) = T (T − 1)
2
. (3.11)
In Case 2, the number of distance constraints is reduced compared to Case 1,
since each turbine only needs to respect the distance to the neighbor turbines in
the same column. Therefore, an acceptable turbine distance within each column
is maintained by the following set of equations when xi − xi−1 = 0
yi ≥ yi−1 + 6D, i = 2, . . . , T
If xi − xi−1 6= 0, no constraint between the turbine pair is needed, as they are
located in different columns. The resulting number of constraints generated for
Case 2, is thus
Dist2 = T − c. (3.12)
3.3.3 Fixed turbine positions
A method enabling TOPFARM to handle larger wind farm cases, is to run the
optimization with a set of turbines at fixed positions. In this way, the number
of variables in the optimization can be significantly reduced, resulting in a less
demanding optimization run. Given that only a subset of the wind turbines are
relocated when including turbines at fixed positions, several optimization steps
are required to relocate all the turbines. For each step, a new set of wind turbine
variables are chosen, where the number of optimization steps is dependent on the
number of defined variables.
TOPFARM’s original design includes all the wind turbines as variables. Intro-
ducing a set of fixed turbines therefore requires changes to a class named ’Dis-
tributeXY()’ in the TOPFARM library. The purpose of this class is to save and
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update the current wind turbine layout throughout the optimization. Turbines
at fixed positions are included in the class by defining two different layouts, one
including only the turbines introduced as variables, and the other including all
the turbines in the layout. In addition, a list of numbers corresponding to each
variable’s placement in the original layout is included, so that the positions of the
correct turbines are updated during each iteration.
By introducing turbines at fixed positions in the optimization, the number of
constraints in each optimization step is reduced, as generating border constraints
for fixed turbines is excessive. In addition, constraints related to the turbine
distance between two turbines at fixed positions can be neglected. For Case 1, the
achieved reduction in constraints by including fixed turbines is thus
Fixed1 = Tf ∗ s+
Tf∑
n=1
(Tf − n) = Tf ∗ s+
Tf (Tf − 1)
2
, (3.13)
where Tf denotes the number of fixed wind turbines. The first part of the equation
represents the reduction in border constraints, and the second part represents the
reduction in turbine distance constraints. By combining the equations (3.6), (3.11)
and (3.13), the total number of constraints generated for Case 1 from equation (3.4)
are
Const1 = s(T − Tf ) +
1
2
(T (T − 1)− Tf (Tf − 1)).
Given that the turbines in Case 2 are restricted to relocate within the columns,
constraints for each variable are added in the optimization to ensure that the x
coordinate for each turbine is fixed. Thus for each turbine defined as a variable,
the following set of constraints are included
xj = Dj, j = 1, . . . , (T − Tf ), (3.14)
with Dj denoting the initial xj coordinate for the jth variable. Since the model
only considers inequality constraints, each variable creates two constraints. Apart
from this, a reduction in constraints with respect to both turbine distance con-
straints and border constraints are generated by fixing the turbines. Given that
all turbines within a column are either set to be fixed or to be a variable, all
constraints related to fixed turbine columns can be disregarded. By combining
the constraints added by fixing turbines to specific columns from equation (3.14)
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with the attained reduction in constraints, the total reduction in constraints by
including fixed turbines for Case 2 is given by
Fixed2 = 2cf ∗ s+ (Tf − cf )− 2 ∗ (T − Tf ), (3.15)
where cf denotes the number of fixed columns in the optimization step. The first
and second part of the equation represent the reduction in border and turbine dis-
tance constraints, respectively, while the third part of the equation is related to the
added constraints from equation (3.14). By combining the equations (3.7), (3.12)
and (3.15), the total number of constraints generated for Case 2 from equation
(3.4) are
Const2 = (c− cf )(2s− 1) + 3(T − Tf ).
3.3.4 Wind farm subareas
Despite the inclusion of fixed turbines in the code, running TOPFARM for Case
1 is challenging due to the large number of constraints generated. To reduce the
number of constraints even further, the original wind farm is therefore divided into
a set of subareas for this case. Based on the structure of the initial layouts for
Creyke Beck B, two different methods for dividing the area are constructed. The
first method is applicable for experiments where layouts distributed as rectangular
grids are used as initial layout, like Layout 3. The second method is used for
experiments with Layout 1 and Layout 2 as initial layouts.
In both methods, new border points are specified to divide the wind farm into
smaller areas. Once the additional points are determined, a unique set of border
points are generated for each subarea. As for the original border, the subarea
borders are arranged in a clockwise manner with the first point and the last point
in the array being equal. After generating these, the order of the turbines in the
initial layout is sorted by subarea.
The subareas used for Layout 3 and the layouts constructed for smaller fractions
of the Creyke Beck B area, are shown in Figure 3.11. Here, m subareas are
constructed, where the open space between each area is given by the minimum
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accepted turbine distance. In this way, the wind turbines inside one subarea are
always located a distance > 6D away from the turbines inside the neighbouring
subareas.
Figure 3.11: Subareas for rectangular grid layouts.
For Layout 1 and Layout 2, the generated subareas in Figure 3.12, have no empty
space between them. Therefore, the distance between the turbines and their re-
spective subarea borders must be evaluated. By introducing an additional param-
eter in the border constraints, the wind turbines are kept within a feasible distance
to the turbines at the perimeter and in the neighboring subareas.
TOPFARM is able to optimize the complete wind farm in m steps by including
subareas. For each step, the turbines inside the active subarea are free to be
relocated within the borders while the remaining turbines are fixed. The number
of constraints is significantly reduced, since turbine distance constraints only need
to be generated for turbines within the active subarea. The reduction in the
number of constraints, Fixed1, by including subareas, can therefore be rewritten
as
Fixed1 = Tf ∗ s+ Tf (T − Tf ) +
Tf (Tf − 1)
2
. (3.16)
The first part of the equation is related to reduction in border constraints, while
the second and third part of the equation represent the reduction in turbine dis-
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Figure 3.12: Subareas for Layout 1 and Layout 2.
tance constraints, which is significantly reduced compared to equation (3.13). By
including the implementation of subareas in TOPFARM, the total number of con-
straints for Case 1, found by adding the equations (3.6), (3.11) and (3.16) together,
can thus be rewritten as
Const1 = (s− Tf )(T − Tf ) +
1
2
(T (T − 1)− Tf (Tf − 1)).
3.3.5 Increasing the quality of the AEP estimation
To obtain more accurate calculations of the power production during the optimiza-
tion routine, a higher resolution regarding wind directions is necessary. Since the
power production with respect to wind direction dimensions is highly nonlinear,
the calculation of the AEP in TOPFARM is sensitive to this discretization. Ide-
ally, the number of different wind directions considered in the calculation should
be between 180 and 360. However, due to the high computational time, fewer
directions must be considered in the optimization.
The goal of increasing the quality of the AEP calculation, is to help TOPFARM to
make better decisions when optimizing the wind turbine layout. As an increase in
resolution of the wind speed and wind directions when calculating the AEP, leads
to a rapid increase in computational time for a large number of turbines, only
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a subset of the wind turbines are evaluated in each step. By excluding some of
the turbines from the optimization,TOPFARM is able to optimize the remaining
layout with a higher AEP accuracy. The wind farm is thus divided into smaller
subareas, where each subarea is optimized with the wake influence from only the
neighboring subareas, as seen in Figure 3.13. This is justified by the fact that the
wake from nearby turbines has a stronger influence than the wake from turbines
further away.
Figure 3.13: An illustration of the active (in red) and passive (in blue) subareas




The aim for this thesis is to find optimal layout suggestions for CBB, with the
annual energy production as an objective. However, given the large costs related
to offshore installation and operation, an increased production is not favorable at
any cost. Even though the main focus in the generated experiments is to increase
the AEP through optimization, the results obtained are also evaluated based on
the profitability of the layouts.
4.2 Overview of experiments
The experiments generated in this thesis are developed for three different ap-
proaches on how to attain better layout suggestions for Creyke Beck B. The first
approach is based on the assumption that TOPFARM is able to optimize initial
layout suggestions with a significant AEP increase as a result. To test if the as-
sumption holds, three initial layouts from Section 3.2.4 are used, where each layout
is optimized with respect to various constraints. In total, nine unique experiments
are conducted, where the relocation of turbines are allowed either within each
column (column opt.), each row (row opt.) or each restricted area (free opt.) as
shown in Table 4.1.
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Layout 1 Layout 2 Layout 3
Column Opt. Exp 1 Exp 4 Exp 7
Row Opt. Exp 2 Exp 5 Exp 8
Free Opt. Exp 3 Exp 6 Exp 9
Table 4.1: Overview of Experiments for Approach 1.
Motivated by the results obtained from the optimization in Creyke Beck B, the
second approach evaluates the utilization of the available area. Here, the size of
the wind farm is challenged by considering layouts distributed inside smaller areas.
The aim of this approach is to achieve a reduction in costs, without generating a
significant loss in AEP. Also, an increased improvement in production during the
optimization procedure is expected for the denser layouts. To test these assump-
tions, the six initial layouts distributed inside areas ranging between 80% and 30%
of the original wind farm from Section 3.2.4 are used. For each of these layouts,
experiments are generated to further improve the attained production. As shown
in the overview in Table 4.2, the experiments investigate whether the solution can
be improved by performing a free optimization.
CBB80 CBB70 CBB60 CBB50 CBB40 CBB30
Free Opt. Exp 10 Exp 11 Exp 12 Exp 13 Exp 14 Exp 15
Table 4.2: Overview of Experiments for Approach 2.
The approach of improving the quality of the AEP calculation, is based on the
assumption that a more detailed AEP calculation in the optimization process
will contribute to better results. In order to evaluate this, two experiments are
generated where the AEP is calculated based on a resolution of 21 wind speeds,
and either 33 or 67 wind directions. The experiments are performed on the layout
CBB40 using a free optimization, with a resolution of 33 directions in Exp 16 and
67 directions in Exp 17.
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4.3 Results
4.3.1 Approach 1: Creyke Beck B layout optimization
The layouts inspired by Forewind (2013a) in Section 3.2.4 seem to be generated
with respect to rules and regulations rather than attaining an optimal production.
Therefore, performing an optimization on these layouts is triggered by the assump-
tion that TOPFARM can provide better layout suggestions with a higher AEP,
compared to the the production from the initial layouts given in Table 4.3. The
aim is to reduce the wake losses given in Table 4.3, which denote the percentage
of lost production of the theoretical maximum 5909935 MWh, from Section 2.2.4.
In order to evaluate this potential, three different optimization routines are per-
formed on each layout. Two of these routines are designed to perform optimizations
within each turbine column or turbine row. In this way, parts of the layout’s orig-
inal structure are maintained, while enabling an improvement in production. An
advantage of this type of optimization, is that the program can run with a rela-
tively low number of constraints compared to the size of the wind farm. The third
optimization procedure is constructed to evaluate the potential of improvement, if
the turbines are allowed to move freely within smaller subareas of the wind farm.
Layout 1 Layout 2 Layout 3
Dist perim [D] 11.1 11.1 -
Dist col [D] 13.5 10 13.8
Dist row [D] 13.5 18 11.4
AEP [MWh] 5445599 5446379 5411385
Wake loss [%] 7.86 7.84 8.44
Table 4.3: Initial layout information for Layout 1, Layout 2 and Layout 3.
In total, nine experiments are conducted to evaluate the potential in AEP increase
at Creyke Beck B. During the optimization procedure in each experiment, the
calculation of the AEP is done by including the most frequently observed wind
speeds ws = [8, 10, 12], and wind directions wd = [180, 210, 240, 270, 300, 330].
The settlement of the wind conditions is derived from empirical evaluations of
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the computational time and the final AEP increase obtained by various AEP
resolutions. Triggered by the large turbine spacing shown in Table 4.3 between
turbines on the perimeter (Dist perim), and in each row (Dist row) and column
(Dist col), the minimum turbine spacing in the optimization is set to 10D, which is
significantly larger than the suggested minimum of 6D. However, this adjustment
has shown to be necessary, to help TOPFARM exploit the available area when
relocating the turbines.
Optimizing Layout 1
Three experiments, Exp 1, Exp 2 and Exp 3 are constructed to perform layout
optimizations on Creyke Beck B, with Layout 1 as initial input. In each exper-
iment, the turbines on the perimeter are kept in their initial positions, while an
optimization on the 72 wind turbines located inside the wind farm is performed.
To limit the number of constraints, the full optimization procedure is run in several
steps, dependent on the number of columns, rows or subareas. In Exp 1 and Exp
2, a total of nine steps are required as the wind farm consists of nine columns and
rows. Exp 3 only requires four steps, as the free optimization divides the wind
farm into four subareas. Due to the division of the subareas (see Section 3.3.4),
the turbines within each subarea is set to relocate a distance of 7D away from the
borders. This is done to maintain an acceptable distance from the turbines on the
perimeter and inside the neighboring subareas.
Since an optimized layout might represent a local improvement rather than a
global one, a complete wind farm optimization is run several times to investigate
the presence of better solutions. In the experiments, a total of 10 optimization
runs are thus performed. For each run, the optimal layout from the previous run
is used as initial layout, to investigate new solutions. Figure 4.1 gives an overview
of the AEPs obtained by the experiments in each run. The figure shows that two
of the experiments Exp 2 and Exp 3, generate results with a lower production
than the initial solution. It also shows that the change in production between
each optimization run is relatively small, never more than 0.25 % from the initial
production.
The best results from each experiment are presented in Table 4.4. Based on the
number of constraints used to perform one optimization run, Table 4.4 shows
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Figure 4.1: AEP values obtained during the optimization of Layout 1.
that Exp 3 might be more computationally demanding to optimize than the other
experiments. However, the average calculated computational time for Exp 3 is
only approximately 11 minutes longer.
Exp 1 Exp 2 Exp 3
Min dist [D] 10 10 7
Constraints 315 315 924
AEP Opt. [MWh] 5445787 5440657 5437106
AEP Change [%] 0.00 -0.09 -0.16
Wake loss [%] 7.85 7.94 8.00
Avg. Time [min] 44.67 44.42 56.24
Table 4.4: Optimization results for Layout 1.
When comparing the AEPs from the experiments to the initial productions in
Table 4.3, none of the experiments show a reduction in wake loss. Instead, the
experiments Exp 2 and Exp 3 even generate slightly bigger losses. Exp 1 is the only
experiment with a non-negative AEP change, however the increase in production is
so small, that it is not noticeable in the AEP change nor in the wake loss. Potential
reasons for the observed deterioration in the experiments, will be discussed in
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further detail in section 4.4.2.
A display of the optimal layouts generated byeach experiment is shown in Figure
4.2. The turbine distribution in the optimal layouts does not intuitively look like
improved solutions, which is consistent with the results obtained in Table 4.4. The
experiment with the least optimal solution namely Exp 3, also generate a layout
which utilizes the total available area poorly. Even so, the decrease in production
is relatively small compared to the amount of area which in Figure 4.2 (d) is empty.
The lack of sensitivity regarding turbine placement is an interesting observation,
which will be further examined in Section 4.4.2.
(a) Initial layout: Layout 1. (b) Optimized layout: Exp 1.
(c) Optimized layout: Exp 2. (d) Optimized layout: Exp 3.
Figure 4.2: Layout Results for Layout 1.
Optimizing Layout 2
With the purpose of performing optimization runs on Layout 2, three experiments
are constructed, namely Exp 4, Exp 5 and Exp 6. During the optimization, only the
72 turbines positioned inside the wind farm area are changed to better locations.
A complete optimization of the wind farm is performed in six steps for Exp 4, and
13 steps in Exp 5, corresponding to the number of turbine rows and columns. Exp
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6, which is divided into four subareas, only requires four steps to complete the
optimization. As in Exp 3 for Layout 1, the turbines in Exp 6 are restricted to
relocate a distance 7D away from the subarea borders.
All experiments, perform a total of 10 optimization runs to find an optimal layout,
where the calculated production from every run is shown in Figure 4.3. From the
figure, it becomes clear that only Exp 4 performs optimizations where the AEP
value exceeds the initial production. The figure also shows that the change in AEP
between each optimization run is relatively small, with a maximum change of 0.2
% from the initial production.
Figure 4.3: AEP values obtained during the optimization of Layout 2.
The best obtained results for each experiment are presented in Table 4.5. Due to
the number of constraints and the average computational time, Exp 6 seems to be
more demanding to optimize than the other experiments. In addition, it fails to
attain an increase in AEP over the initial production from Layout 2. Only Exp 4
manage to achieve a small increase in production of approximately 0.09 %, which
also generates a small decrease in wake loss. However, the change is too small to
categorize the improvement as significant.
A display of the optimal layouts for each experiment is presented in Figure 4.4. The
layout obtained by Exp 4 corresponds well with the AEP improvement observed,
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Exp 4 Exp 5 Exp 6
Min Dist [D] 10 10 7
Constraints 282 359 919
AEP Opt. [MWh] 5451327 5439260 5442446
AEP Change [%] 0.09 -0.13 -0.07
Wake loss [%] 7.76 7.96 7.91
Avg. Time [min] 41.92 47.07 76.42
Table 4.5: Optimization results for Layout 2.
as it appears to have a slightly larger turbine spacing in the columns compared to
the initial layout. The layout distributions in both of Exp 5 and Exp 6, however
seem to be less optimal than the initial solution, due to the several empty areas
inside the wind farms. Although this is true, the decrease in production in both
cases, is relatively small compared to their utilization of the available area.
(a) Initial layout: Layout 2. (b) Optimized layout: Exp 4.
(c) Optimized layout: Exp 5. (d) Optimized layout: Exp 6.
Figure 4.4: Layout Results for Layout 2.
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Optimizing Layout 3
Three experiments, Exp 7, Exp 8 and Exp 9, are constructed to optimize Layout
3. In each experiment, all 120 turbines are relocated during a complete wind farm
optimization. For Exp 7 and Exp 8, this is done during 10 and 12 steps, given by
the number of turbine columns and rows. Experiment Exp 9 is divided into six
subareas, and hence six steps are required for the complete optimization.
All experiments perform a total of 10 complete wind farm optimization runs, where
the calculated production from each run is displayed in Figure 4.5. The figure
shows that only experiment Exp 7 generate higher AEP values than the initial
production. Even though the difference in the displayed productions is small for
each optimization run, the variations are greater than for previously observed
examples.
Figure 4.5: AEP values obtained during the optimization of Layout 3.
The best obtained results in each experiment are shown Table 4.6. Since all 120
turbines are included in the optimization procedure, more constraints are generated
in the experiments for Layout 3, compared to the experiments for Layout 1 and
Layout 2. Based on the number of constraints from Table 4.6, Exp 9 seems to be
more computationally demanding than the other experiments. This observation is
supported by the average calculated computational time, which on average is 50
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minutes longer than in previous experiments.
The initial production from Table 4.3 is greater than the optimal production for
both Exp 8 and Exp 9. However, Exp 7 manages to improve the AEP by 0.29 %.
Even though this is better than what was achieved in the experiments for Layout
1 and Layout 2, the calculated wake loss is still higher.
Exp 7 Exp 8 Exp 9
Min Dist [D] 10 10 10
Constraints 470 492 1640
AEP Opt. [MWh] 5427213 5400983 5400995
AEP Change [%] 0.29 -0.19 -0.19
Wake loss [%] 8.17 8.61 8.61
Avg. Time [min] 72.32 69.19 121.59
Table 4.6: Optimization results for Layout 3.
(a) Initial layout: Layout 3. (b) Optimized layout: Exp 7.
(c) Optimized layout: Exp 8. (d) Optimized layout: Exp 9.
Figure 4.6: Layout Results for Layout 3.
The display of the optimal layouts in Figure 4.6, provides a better understanding
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of the results obtained in Table 4.6. As the available area in Layout 3 is not fully
utilized, Exp 7 experiences a larger increase in production by exploiting the total
area. For Exp 8 and Exp 9, the layout distribution consists of several empty areas
within the wind farm, which might explain why the attained production is less
than the initial production.
Common for all the experiments performed based on the three layouts, is that the
column optimization provides increased AEPs, while the free optimization and the
row optimization generate less optimal AEPs. Reasons behind this observation is
discussed further in Section 4.4.1.
4.3.2 Approach 2: Wind farm area reduction
The main focus in the thesis is to attain maximum production, but not at any
cost. Offshore, the high installation costs related to cables can for instance be
significantly reduced, if the layout is distributed over a smaller area. The same
applies to maintenance costs incurred in the operational phase. Thus, reducing
the available area for turbine spacing can lead to a more profitable wind farm if
the wake loss is not too high. To evaluate the change in production, a set of six
initial layouts are constructed inside areas equivalent to 80%, 70%, 60%, 50%, 40%
and 30% of the original Creyke Beck B area. The tables, Table 4.7 and Table 4.8
provide an overview of the initial layouts, including specifications such as initial
production, area utilization and turbine spacing. The turbines inside each layout
are organized into a number of columns and rows with turbine distances specified
in the tables.
Figure 4.7 provides an overview of the production rate attained for the six initial
layouts, compared to the utilized area. The production rate is given by the ratio
between the attained AEP for each initial layout and the theoretical maximum of
5909935 MWh, from Section 2.2.4. As shown in Figure 4.7, the energy produc-
tion is not very sensitive to the reduction in utilized area, motivating a further
evaluation on this.
An experiment for each layout in Table 4.7 and Table 4.8 is made with the aim of
attaining a reduction in the initial wake losses. In each experiment, an optimization
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CBB80 CBB70 CBB60
CBB ratio [%] 80 70 60
Area [km2] 479.2 419.3 359.4
Colums 10 10 8
Rows 12 12 15
Dist col [D] 11.16 10.44 9.68
Dist row [D] 13.64 12.76 11.91
AEP [MWh] 5405209 5374077 5338812
Wake loss [%] 8.54 9.07 9.66
Table 4.7: Initial layout information for CBB80, CBB70 and CBB60.
CBB50 CBB40 CBB30
CBB ratio [%] 50 40 30
Area [km2] 299.5 239.6 179.7
Colums 8 8 8
Rows 15 15 15
Dist col [D] 8.73 7.74 7.74
Dist row [D] 10.55 9.94 7.46
AEP [MWh] 5271146 5209079 5108093
Wake loss [%] 10.81 11.86 13.57
Table 4.8: Initial layout information for CBB50, CBB40 and CBB30.
run is done by optimizing six separate subareas in which turbines are allowed to
move freely. A total number of five optimization runs are performed during each
experiment, where the best obtained results are presented in Table 4.9 and Table
4.10. The minimum distances presented in the tables, describe the minimum
turbine spacing observed in the optimal solutions. Prior to the optimization, the
minimum acceptable distance value is set between 8D and 6D in each experiment,
depending on the area size.
The results from Table 4.9 and Table 4.10 show that the optimal solution for all
experiments generate a wake loss which is greater than the loss from the initial
layout. Hence, each experiment fail to produce better layouts. Compared to the
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Figure 4.7: The production rate attained compared to the area reduction.
AEP change from earlier experiments, the results also indicate a greater negative
change.
Exp 10 Exp 11 Exp 12
CBB ratio [%] 80 70 60
Min Dist [D] 8 8.5 8
AEP Opt. [MWh] 5366192 5325785 5297990
AEP Change [%] -0.72 -0.90 -0.76
Wake loss [%] 9.20 9.88 10.36
Avg. Time [min] 130.28 125.85 163.17
Table 4.9: Optimization results for Exp 10, Exp 11 and Exp 12.
Exp 13 Exp 14 Exp 15
CBB ratio [%] 50 40 30
Min Dist [D] 6 6 6
AEP Opt. [MWh] 5235643 5147708 5058789
AEP Change [%] -0.67 -1.18 -0.97
Wake loss [%] 11.41 12.90 14.40
Avg. Time [min] 153.47 149.07 148.08
Table 4.10: Optimization results for Exp 13, Exp 14 and Exp 15.
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Some of the results from Table 4.9 and Table 4.10 are illustrated in more detail,
to provide a better overview of the solutions. In Figure 4.8, the AEPs obtained in
each optimization run for the experiments Exp 11, Exp 12 and Exp 13 are thus
displayed. The figure shows that the optimized production in each experiment is
consistently lower than the initial production. Another interesting result is that
the optimal production attained in Exp 11 utilizing 70% of the available area, is
lower than the initial production for Exp 12 utilizing 60% of the available area.
This is also the case for the optimized production in Exp 10 compared to the initial
production in Exp 11, which is notdisplayed in the figure.
Figure 4.8: Initial and optimal AEP values for Exp 11, Exp 12 and Exp 13.
In addition to the obtained productions, the initial and optimal layouts for Exp
11, Exp 12 and Exp 13 are displayed in Figure 4.9. The figure gives an accurate
representation of the area reduction, compared to the outline of Creyke Beck B. An
observation from Figure 4.9 is that the turbines are not as uniformly distributed
in the optimal layouts. Several open areas can also indicate that the full potential
inside the reduced wind farms is not exploited.
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(a) Initial layout: CBB70. (b) Optimized layout: Exp 11.
(c) Initial layout: CBB60. (d) Optimized layout: Exp 12.
(e) Initial layout: CBB50. (f) Optimized layout: Exp 13.
Figure 4.9: Initial and Optimal layouts for the experiments Exp 11, Exp 12 and
Exp 13.
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4.3.3 Approach 3: Increasing the resolution
So far, most of the experiments have produced negative results during the opti-
mization. Even though reducing the area and hence the turbine spacing provided
some interesting results in the previous section, an increase during the optimiza-
tion routines was not achieved. Therefore, a third approach to improving the
optimized solutions is investigated.
The previous experiments are constructed to calculate the initial and optimal
AEPs with a high resolution of 21 wind speeds and 180 wind directions, and the
AEPs during the optimization routine with a low resolution of 3 wind speeds and 6
directions, respectively. Due to the high variation in resolution, layouts evaluated
as improved solutions by the calculated AEP in the optimization procedure, can
end up being less optimal when AEP calculations of higher quality are performed.
To determine the sensitivity of the AEP calculations, the effect of changing the
resolution of the wind speeds and wind directions is evaluated, with the results
displayed in Figure 4.10 and Figure 4.11.
Figure 4.10 shows the variations in attained AEP in Layout 3, for different reso-
lutions of the wind direction. The calculations are performed for three different
choices of wind speed resolutions, where either 6, 12 or 21 discrete wind speeds
are included in the calculation.
The results obtained in Figure 4.10 show an overall increase in production when
increasing the wind direction resolution. In the range between 6 and 179 included
wind directions, the attained AEP is increased with approximately 37 %. Thus,
the variation in calculated AEP in the optimization procedure, compared to the
initial and optimal AEP calculations, is significant. It is also observed that the
variations in attained AEP with respect to the chosen wind speed resolution is
small, where choosing resolutions of 12 and 21 wind speeds result in nearly identical
AEP estimations.
To determine if the graphical shape in Figure 4.10 is consistent for various wind
directions, several AEP calculations with the same wind direction resolution, but
with different wind direction discretizations, are performed. This is done by chang-
ing the range of the wind directions from 0 degrees and 360 degrees, to 0+n degrees
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Figure 4.10: Change in calculated AEP with increasing resolution for the wind
direction for Layout 3, for three wind speed resolutions.
and 360+n degrees respectively, since 0+n and 360+n denote the same direction
for an arbitrarily chosen n. In addition to the original starting direction at 0 de-
grees used in Figure 4.10, ranges starting from n = 15, n = 30, n = 45, n = 60 and
n = 75 degrees are also included, to attain different wind direction discretizations.
Figure 4.11 gives an overview of the obtained results, where AEPs are calculated
for 2 to 40 wind directions, which from Figure 4.10 is the number of directions
generating a significant change in attained AEP.
Based on Figure 4.11, the overall increase in production by including more di-
rections seems to be consistent for different discretizations of the wind direction.
Since the calculated AEP appear to be significantly influenced by the choice of
wind directions, it is assumed that by increasing the AEP resolution in the opti-
mization procedure, improved optimal solutions may be attained, thus motivating
the approach of increasing the AEP resolution.
In Figure 4.10, the AEP starts to converge when including resolutions between 40
and 60 wind directions. Thus, the approach on increasing the quality of the AEP
calculation aim to include approximately 60 wind directions in the optimization
procedure. Due to the increased computational time related to high resolution
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Figure 4.11: Change in calculated AEP with increasing resolution of the wind
direction for Layout 3, for different wind discretizations.
AEP calculations, the implementation in Section 3.3.5 is included in the optimiza-
tion, to enable sufficiently high AEP resolution calculations. In total, two exper-
iments, Exp 16 and Exp 17, are constructed to investigate whether the solution
can be improved. The experiments are performed on the reduced layout CBB40,
where six separate subareas are optimized by relocating the turbines within each
subarea freely. In the two experiments Exp16 and Exp17, the AEP resolution
inside the optimization procedure is set to 33 and 67 wind directions, respectively.
The results for each experiment are presented in Table 4.11, which also includes
the results from Exp 14.
Despite the extreme AEP variations observed by including different numbers of
wind directions, the improvement attained by increasing the AEP resolution in
the optimization is very low. The results indicate that an increase in number of
wind directions included in the optimization improves the optimal AEP. However,
the obtained AEPs for both Exp 16 and Exp 17 are still less than the initial
production. In addition, the small improvement in production compared to Exp
14, comes at a high cost in terms of computational time. While Exp 14 on average
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Exp 14 Exp 16 Exp 17
CBB Ratio [%] 40 40 40
Wind dir. 6 33 67
AEP Opt. [MWh] 5147708 5163901 5194033
AEP Change [%] -1.18 -0.87 -0.29
Wake loss [%] 12.90 12.62 12.11
Avg. Time [min] 149 2142.8 3485.7
Table 4.11: Optimization results for Exp 16 and Exp 17, compared to Exp 14.
runs an optimization round in approximately 2.48 hours, Exp 16 and Exp 17 spend
35 and 58 hours, respectively. Based on the low rate of improvement compared
to the large increase in computational time, there is little point in increasing the
AEP resolution further.
4.4 Discussion
A common feature of all the experiments, is that they do not manage to generate
layout suggestions resulting in a significant increase in AEP. In most experiments,
the optimized production is even lower than the production calculated for the
initial solution. The fact that the experiments fail to generate optimal solutions of
significance, is a setback for the scope of the thesis. Even so, a further discussion
on topics related to the optimization routines and their performance is relevant, to
identify areas with a potential of improvement. Despite the generation of negative
results, some interesting discoveries are also achieved, which should be relevant
for further investigations. A discussion on various topics related to identifying
problems or determining interesting results is thus provided in this section.
4.4.1 Optimization within each column, row or sub area
When optimizing the three initial layouts for Creyke Beck B in experiment Exp 1 to
Exp 9, three different optimizations, which either relocate the turbines within each
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column, row or subarea are run. While the experiments performing an optimization
within each column manage to provide a small increase in AEP, the experiments
optimizing within each row or subarea consistently generate AEP values lower
than the initial production. To better understand why these approaches return
different results, a further discussion on the topic is provided.
Apart from the direction in which the turbines are allowed to be relocated, the
structure of the optimization within each column and row is nearly identical.
Therefore it is likely that the variation in results is caused by the estimation
of wakes inside the AEP calculation during the optimization. One possibility, is
that the simplified wake field generated in the optimization due to a low resolution
of wind speeds and wind directions, represents the most influencing wakes with
respect to a relocation of turbines inside each column rather than rows. If this
is the case, an improvement in results when optimizing turbine rows can be at-
tained, by changing the discretization of the wind directions included in the AEP
calculation. Another explanation may be that the potential for improvement is
greater when optimizing the columns rather than the rows. When examining the
wind rose for Creyke Beck B in Figure 2.7, the most frequently observed winds
are west-southwesterly, which also indicate dominant wake lines in these direc-
tions. Therefore, relocating turbines in the north-south directions is likely to be
more efficient for minimizing the wake effect and hence maximizing the AEP, than
relocating turbines in the direction of the mean wake field, from east to west.
Since the turbine relocation within smaller subareas introduces a larger variety in
turbine distribution compared to the row and column optimization, the solutions
generated by this routine are expected to attain the highest AEPs. Instead, the
results show a production which is less optimal than the initial solution. Hence, it
seems like the optimization procedure fail to take advantage of the opportunity to
relocate turbines more freely. Considering the size of the problem, an explanation
can be that TOPFARM is not capable of handling the large amount of design
variables, despite the included implementations.
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4.4.2 TOPFARM performance
Based on the results from the experiments, two main observations are made on
TOPFARM’s performance. The first observation is that the experiments usually
fail to generate solutions which exceed the initial production. The second obser-
vation is that the AEP change between the initial and the optimal production is
small, even for diverse layouts. To understand why TOPFARM fails to perform as
expected, plausible reasons behind these results are discussed, like the potential of
improvement and program limitations.
Potential of improvement
Given the small changes between the optimal and the initial AEP calculations
obtained in the experiments, it is natural to investigate the potential for attaining
improved solutions. If the initial layouts already represent optimal solutions, per-
forming optimizations on them becomes excessive. One way of determining the
potential of improvement, is to evaluate the effect from the wake field on down-
stream turbines. If the wake field dissipates before reaching other turbines, there
is no need to improve the initial layout with respect to the AEP. For the initial
and the optimal layouts from Exp 1 to Exp 9, the loss in production is estimated
to be approximately 8 %, thus theoretically, there exist a potential in improving
the solutions. In practice however, this potential is dependent on the wake contri-
butions on the wind field. If the generated wind field including contributions from
wakes is uniform, diverse layouts are more likely to attain almost equal AEPs, thus
reducing the probability of attaining better layout suggestions. The attained AEP
values from Exp 1 to Exp 9 are all close to the initial production, even though
the corresponding layouts are quite diverse. These observations strengthen the
assumption of a uniform wind field for layouts utilizing the available Creyke Beck
B area. Thus based on these observations, it is possible that Layout 1 and Layout
2 represent near optimal solutions with respect to attaining maximal AEP.
The production rates attained for the initial layouts on the reduced Creyke Beck
B areas in Figure 4.7, support the theory of a uniform wind field, as the reduction
in production rates is significantly smaller than the reduction in area. However,
when performing optimizations on these layouts, the optimal solutions are even
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further away from the initial production. Since a uniform wind field does not
justify the generation of less optimal results, it is evident that there must exist
other components influencing the results.
Program limitations
A challenging task throughout the thesis, has been to run TOPFARM for suf-
ficiently large test cases. Even though the added implementations enable TOP-
FARM to perform optimizations on various problems, there is still a possibility
that the program’s performance is inhibited by the size of the problem. As several
of the components which TOPFARM is based on are accepted as unknown (black
boxes) in the thesis, there is some degree of uncertainty in how introduction of
larger test cases will be impacted. As a result, identifying the components result-
ing in less optimal solutions can be challenging. Even so, it is possible to point to
several components as particularly interesting for further investigations, like the
choice of optimizer and the AEP estimation.
The choice of optimizer is an important element in the optimization procedure,
which may have a significant influence on the results. Several different optimizers
are available in the TOPFARM library, including the chosen optimizer for the
experiments, COBYLA. The decision of using COBYLA as an optimizer, is based
on observations from available TOPFARM tutorials, and recommendations from
the developers. Still, without empirical evaluations, COBYLA’s performance com-
pared to the other optimizers, remain uncertain. Therefore, there is a possibility
that improved solutions can be attained, by including a different optimizer.
In addition to the optimizer, the calculation of the AEP is a key element in the
optimization, which directly influences the results. Since the AEP calculations
inside the optimization procedure are less accurate than the initial and optimal
AEP calculations, this may enable less optimal results to be generated. Therefore,
evaluating the AEP resolution has been a focus area in the thesis, where increasing
the resolution in the optimization has been investigated in hopes of attaining
improved solutions. Even though the results from the approach fail to attain
improved solutions when increasing the resolution, some interesting observations
are still made.
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Firstly, Figure 4.10 shows that the calculated AEP is highly dependent on the
resolution of the wind directions, especially for low resolutions. As a result, the
calculated AEP including six wind directions in the optimization procedure, be-
comes a poor representation of the actual production. This observation strengthens
the assumption that less optimal results are allowed due to the calculation of the
AEP. Secondly, the rapid monotonic increase observed in Figure 4.11 for different
discretizations of the wind directions, is unexpected. Intuitively, it is assumed
that by plotting the attained AEP calculations for different numbers of directions,
a fluctuating curve converging to an equilibrium is attained. Even though the
plots in Figure 4.10 and Figure 4.11 contain fluctuations, they show an overall
monotonic increase in AEP, converging to a maximum, when increasing the wind
direction resolution.
Based on these observations, it is considered relevant to do a thorough evaluation of
the AEP calculation, to understand why this increase is observed, and to control
that there are no bugs inside the code. Also, there are reason to believe that
the AEP calculations may contribute to the generation of less optimal results in
several of the experiments. Considering that the AEP calculation of improved
accuracy does not result in improved solutions, while the computational time is
significantly increased, it is also relevant to consider different AEP calculation
methods or including a different wake model for large test cases like Creyke Beck
B.
4.4.3 Area utilization
By reducing the available area in which turbines can be located, costs related to
installation and operation of the wind farm can be significantly reduced. However,
such reductions also comes with a price of less attained AEP, due to a tighter
turbine spacing. Therefore, in order to determine the best utilization of a given
area, the loss in attained AEP must be compared to the potential cost savings, for
the various layouts.
From Figure 4.7 it is apparent that generating layouts inside significantly smaller
areas by reducing the turbine spacing, results in a relatively small production
loss. Therefore, utilizing only a fraction of the available Creyke Beck B area can
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potentially result in large cost savings. Still, since the AEP is the only economical
income, a small decrease in production can cause large economical losses during
the wind farms operational lifetime. Thus a thorough evaluation on overall costs
is required, to determine if reducing the utilized area results in a decrease in the
LCoE. It is beyond the scope of this thesis to assess the potential cost savings, as
this requires an excessive amount of work. Still, the results obtained in Figure 4.7
indicate a promising potential, which is relevant to investigate further. If confirmed
as a cost reducing factor, utilizing a smaller area of Creyke Beck B could increase





The scope of the thesis has been to find optimal layouts with the annual energy
production as an objective, for the planned offshore wind farm Creyke Beck B. In
order to improve the various initial layouts, the powerful wind farm optimization
tool, TOPFARM, has thus been applied. In addition, wind data from Nora10 and
turbine data from DTU’s 10MW reference wind turbine have been included, to
provide a good description of the wind resource and power estimate at Creyke
Beck B.
Since TOPFARM is originally designed to handle smaller test cases, a great amount
of time has been spent on the process of enabling optimizations of large wind farms.
During this process, three main challenges have been identified, namely enabling
TOPFARM to handle the required amount of turbines, performing optimizations
where the specified constraints are upheld, and increasing the velocity and wind
speed resolution for the AEP calculations in the optimization procedure. To meet
these challenges, various implementations have been constructed, where the imple-
mentations of fixating turbines and constructing wind farm subareas, have been a
crucial factor for enabling the required number of turbines in the optimization. In
addition, the border constraints and wind turbine distance constraints have been
implemented to guarantee a feasible relocation of turbines, while AEP calcula-
tions including a higher resolution of the velocity and the wind directions have
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been implemented to enable optimizations based on AEP calculations of improved
accuracy.
In total, three approaches to obtain optimal layouts in Creyke Beck B have been
attempted. The first approach, evaluating three sets of rules for turbine relocation
on three initial layouts, has returned results which overall show small improvements
compared to the initial suggestions. From the second approach on evaluating the
utilization of the available area, a potential in cost savings related to installation
and operation of the wind farm has been discovered. The third approach has
been made to improve the solutions from the second approach, but has returned
unsatisfying results.
Based on the results from the experiments and the following discussion, some
concluding remarks from the thesis can be made. For instance, it is observed that
relocating turbines when utilizing the total Creyke Beck B area, has little effect
on the calculated AEP. Considering the low potential for generating improved
solutions, Layout 1 and Layout 2 might represent near optimal solutions with
respect to attaining maximal AEP. Still, utilizing the total available area might not
be optimal with respect to the LCoE. Considering the relatively small production
losses compared to the reduction in utilized area, it is a possibility that large cost
reductions can be achieved, by restricting the turbines within a fraction of the
Creyke Beck B area. However, a further analysis of improved solutions and LCoE
evaluations is required, to determine if reducing the area is an optimal solution.
Since several of the obtained results from the optimization procedure generate
lower AEP values than the initial solution, it is apparent that the current version of
TOPFARM struggle to attain optimal solutions for the given problem. Considering
that TOPFARM is designed to handle smaller test cases, it is reasonable to think
that the lack of improvement in the results is related to the size of the wind
farm with respect to the number of turbines. Without validation from testing,
the obstacles preventing the generation of improved results remain undetermined.
Even so, the discussion in Section 4.4.2 provides reasonable suggestions for changes
that could contribute towards improved solutions, like an extensive research on the
choice of optimizer and how the AEP is estimated.
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5.2 Outlook
Based on the unexpected and rapid increase in calculated AEP when increasing
the resolution of the wind speeds and wind directions, a quality check of the AEP
estimations in TOPFARM is suggested. For large wind farms, attaining fast but
sufficiently accurate wind field estimates, are crucial for both the AEP predictions
and the optimization. Thus, useful future work can be to test alternative wake
models, like the Jensen model or Fuga. In addition, a further analysis of vari-
ous optimizers is proposed, as this may lead to improved results when applying
TOPFARM on large test cases. Thus, evaluating the performance of the avail-
able optimizers through empirical research, and possibly implementing additional
optimizers in TOPFARM, are considered relevant.
The profitability of a large wind farm project like Creyke Beck B, is highly depen-
dent on minimizing the LCoE, where various cost components need to be evaluated.
Therefore, a further expansion of the model is suggested, to evaluate costs in ad-
dition to the attained production. An interesting problem in particular, can be to
include electrical grid costs in the objective. By doing so, large turbine distances,
which may be optimal with respect to attaining maximum AEP, also introduce an
increase in cable costs. This is a highly relevant topic in wind farm optimization
in general, but can be especially interesting for Creyke Beck B to further evaluate
the optimal utilization of the available area.
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