Motif searching, i.e., identifying meaningful patterns from biological data, has been studied extensively due to its importance in the biomedical sciences. In this work, we seek to improve the performance of Weeder, a widely-used tool for automatic de novo motif searching. Weeder consists of several functions, among which we find that the function oligo scan, which handles the pattern matching, is the bottleneck, especially when dealing with large datasets. Motivated by this observation, we adopt the Micron Automata Processor (AP) to accelerate the pattern-matching stage of Weeder. The AP is a massively-parallel, nonvon-Neumann semiconductor architecture that is purpose-built for symbolic pattern matching. Relying on the fact that AP is capable of performing matching for thousands of patterns in parallel, we develop an APaccelerated Weeder implementation in this work. In particular, we describe how to map Weeder's pattern matching to the AP chip and use the high-end FPGA on the AP board to postprocess the output from AP. Our experiment shows that the AP-accelerated Weeder achieves 751x speedup on pattern matching, compared to a single-threaded CPU implementation.
Introduction
Unraveling the complex mechanisms that regulate gene expression is an important problem as we are entering the era of large-scale genome sequencing. Transcription-factors (TF) are the specific proteins that bind to DNA to control the gene expressions by activating or inhibiting the transcription machinery. The short segments of the DNA which transcription-factors bind to are called transcription-factor binding sites (TFBS). They usually range in size from 8-10 to 16-20 base pairs (bp). Functionally related DNA sequences generally share some common sequence elements such as binding sites. Therefore, accurately extracting consensus motifs for DNA-binding sites may greatly help scientists predict genes and gene functions. However, it is difficult to predict TFBS instances for a given TF due to the fact that the sites recognized by the factor are similar but variable. In particular, they usually differ in one or more nucleotides from each other.
Motif Searching. Roughly speaking, motif searching in biological sequences finding short similar, but not necessarily identical, sequence elements shared by a set of nucleotide or protein sequences with a common biological function.
To be more precise, motif searching is to find a substring of length k that occurs in a set of input sequences with up to d mismatches. In computational genomics, k-mers refer to all the possible subsequences (of length k) from a read obtained through DNA sequencing. For example, consider three input sequences ACGTATCA, GAACATAT, and CACGTCAG. Suppose k = 6, d = 1. The 6-mer ACGTAT is one of the motifs of the given 3 input sequences. It appears at the first position in the first sequence with no mismatches, at the third position in the second sequence with one mismatch, and at the second position in the third sequence with one mismatch.
Over the past few years, numerous algorithms have been implemented and applied to motif search. Most of the motif-searching tools can be categorized into two major groups based on the combinatorial approach used in their design: 1) word-based (string-based) methods that mostly rely on exhaustive enumeration, i.e., counting and comparing oligonucleotide frequencies and 2) probabilistic sequence models where the model parameters are estimated using maximum-likelihood principle or Bayesian inference. Some examples of profile-based algorithms are MEME and Gipps Sampling [3] , [4] , [6] , [7] , [11] . Alternatively, Planted Motif Search (PMS), also known as (k, d) motif search, is a method for identifying all substrings of length k which appear in all the input sequences with at most d mismatches. Note that these solve different problems. MEME determines how well a motif conserved in a set of input sequences, while PMS is a theoretical study targeting to find the largest k and d in the shortest time. Indranil et al. proposed an exact algorithm for solving the PMS problem using the AP [10] .
Weeder. In this work, we target Weeder [9] , a de novo motif-finding software package. It is one of the widely-used tools for de novo motif discovery [7] , [12] . It is a consensusbased method that enumerates exhaustively all the oligonucleotides up to user-defined length and calculates their occurrence frequency in a set of input sequences. Each motif is evaluated according to the number of sequences where it appears and how well conserved it is in each sequence, with respect to values calculated by comparing to a speciesspecific background model, built from the oligonucleotide Copyright c 2017 The Institute of Electronics, Information and Communication Engineers distribution of all promoter (or intergenic) regions available for different species. The default lengths considered are 6, 8, and 10, with at most 1, 2, and 3 substitutions in the motif occurrences, respectively. Users could change k and d according to their purpose, but they also need to provide the corresponding oligo frequency files. The candidates are evaluated through a statistical model (Eq. (1) in Sect. 4.2) and the best-scoring ones are collected to get the candidates for next run. Finally, best instances of each motif are computed.
Weeder narrows down the candidates to prune the search space. As shown in Fig. 1 , Weeder first analyzes the species-specific background frequency files, which are needed in the evaluation stage of the motifs. Then it takes every k-mer (6-mers in the beginning) of the input sequences as a motif candidate, to traverse the input sequences sequentially. Each time it finishes a match between the k-mer and an input sequence, it calculates a score according to the number of times it appears, how well it is conserved, and the values computed from frequency files. Then it picks the best-scoring k-mers, based on which it generates a group of (k + 2)-mers as the candidates for the next run. After it finishes the matching stage for the longest k-mers (10-mers in default), Weeder chooses the best-scoring motifs, which are more likely to represent conserved TFBSs. For these motifs, a Position-Weight Matrix (PWM) is built to represent the frequency of four possible nucleotides appearing in each position of them. Using a PWM, the most likely location of the motif within each sequence can be calculated.
Motivation of This Work. Since Weeder relies on exhaustive search, it needs to take all the substrings of length k as candidates and use them to traverse all the input sequences sequentially. Oligo scan is the pattern matching function through which k-mers are traversed for each input sequence. This becomes prohibitively time-consuming as the number of input sequences becomes large. In other words, the function Oligo scan is the bottleneck of Weeder when dealing with large datasets. For example, we use the dataset from DREAM Challenges [1] to evaluate the time cost of Oligo scan. The length of each input sequence is 60 base pairs. We run the test on an Intel Core i7-3770 CPU with 8GB memory. Table 1 shows the running time of oligo scan, from which we can see that when the dataset becomes larger, the time increases sharply. Accelerating the pattern-matching stage, therefore, plays a significant role in improving the performance of Weeder.
Our Contributions. In this work, we evaluate the ability of the Micron Automata Processor (AP) [2] to accelerate the pattern matching stage of Weeder. The AP is a hardware implementation of non-deterministic finite automata (NFA), with the first-generation boards supporting concurrent matching against approximately 1.5 million states. This allows testing of thousands of patterns in parallel, which makes it an ideal processor for massively-parallel pattern matching in Weeder. Relying on this fact, we develop an AP-accelerated Weeder implementation. In addition to the AP chips, we model use of the high-end FPGA on the AP board to postprocess the data output from AP. Our experiment shows that the AP-accelerated Weeder pattern matching achieves 751x speedup when compared to a singlethreaded CPU implementation.
Organization. The rest of this paper is organized as follows. Section 2 briefly introduces the Micron Automata Processor (AP). Section 3 describes our proposed AP-accelerated Weeder. The performance of our solution is evaluated in Sect. 4. And finally in Sect. 5, some conclusions are given and our future work is listed.
Micron Automata Processor
Micron has announced and provided preliminary software for a new accelerator, the Automata Processor (AP) [2] , which is a highly-parallel, reconfigurable, nonVon Neumann architecture designed for execution of NonDeterministic Finite Automata (NFA). It is purpose-built to address the challenges associated with symbolic pattern matching, which arises in regular-expression processing [17] , pattern mining [14] , text mining [13] , and various other forms of data analytics [16] . The architecture of the first-generation AP, i.e., D480, is depicted in Fig. 2 . Below we briefly introduce its main components and working principle. More details about the AP could be found in the work [5] .
The Automata Processor Elements
The AP chip consists of three fundamental types of func- In our work, we only use the STEs, which are the most important elements of the AP, because they represent the fundamental state and transition aspects of NFA execution.
STEs are based on the homogeneous NFA model, in which the matching operation is denoted in the state, and a match activates all successor states. Each STE can be programmed to match on any subset of the 8-bit ASCII character set. By default, all STEs are initialized in an inactive state, except those marked as start states (marked with "1" in the AP workbench) or those configured to always be active (marked with "∞"). STEs in principle can have an arbitrary number of successor states, including itself, all of which are activated when that STE matches; however, hardware limitations impose some limits on the fan-out and fan-in for STEs. Figure 3 shows a very simple example automaton consisting of three STEs to accept "abc" at the very beginning or "bc" anywhere in the input stream.
Programming
The Automata Network Markup Language (ANML), an XML-based language for describing the composition of automata networks, contains elements that represent automata processing resources. Using ANML, a programmer can explicitly describe how these automata processing resources are connected together to create an automata network by configuring the elements and the connections, and providing input and allowing the automata network to compute. Micron also provides a graphical interface called the AP Workbench, which is for automaton design and debugging. It allows users to develop small automata rapidly and gives a direct understanding of the implementation of the ANML files. However, it is not suitable for large automata designs. AP SDK enables programming and operation of the AP hardware under Windows and Linux system. It provides API interfaces for C/C++, Python, and Java to develop Automata network.
Input and Output
The AP takes input streams of 8-bit symbols. The output is generated by the reporting elements (marked with "R"). If an element is configured as a reporting element, it will generate a one-bit signal once it is activated. All the reporting results will be buffered in the output event memory, which can be read by the FPGA on the AP board through a DDR interface.
It is important to note that an input stream is sent to all participating AP chips in parallel, so on every clock single, every STE on every AP chip sees the same, next input symbol. The board can process four input streams in parallel, with each input stream sent to a different rank.
AP Chip and Board
An AP board consists of 4 ranks, each of which has 8 AP chips. Micron's current-generation AP-D480 chip is built on 50nm DRAM technology running at an input symbol rate of 133 MHz. Each column in the DRAM arrays represents an STE. The AP achieves its massive parallelism by using the input symbol to activate all the corresponding rows of the DRAM, thus reading out the response of all the STEs to that input symbol.
Each AP board is capable of processing up to 4 separate data streams concurrently. The D480 chip has two half cores and each half-core has 96 blocks. Each block has 256 STEs, 4 counters, and 12 Boolean elements. In total, one D480 chip has 49,152 STEs, 2,304 Boolean elements, and 768 counter elements. Since the AP takes the input 8-bit symbols each cycle, this time is called symbol cycle. The symbol cycle is 7.5 ns. The board is a PCI-Express board with a x8 interface. In addition to the AP ranks, the board contains an FPGA that acts as the PCI host, implements the interfaces to the AP ranks, and provides spare capacity that can be used for user functionality. A programming interface has not yet been made available for programmers to access the FPGA, so our work uses a separate FPGA to model the performance that can be achieved with the AP and on-board FPGA working in concert.
AP-Accelerated Weeder
In this section, we describe how to accelerate Weeder using the AP.
Flowchart
The term k-mer refers to the motif of length k. The default k considered are 6, 8, and 10, with d = 1, 2, and 3 respectively in Weeder 2.0. As shown in Fig. 4 , the AP-accelerated Weeder consists of four major parts:
• Preprocess (T1): Except for the first round, whose candidate k-mers are the subsequences of the input sequences, the candidate motifs are generated based on the previous best-scoring motifs. Other data needed to calculate the scores are also preprocessed in this stage.
• Symbol replacement (T2): In some cases, the number of candidate motifs exceeds the capacity of the AP board, requiring multiple passes of matching. If the connection among the STEs stays the same, AP chips do not need to be recompiled. The symbol-matching rules of the STEs merely need to be updated with new candidate k-mers. The symbol replacement mechanism provides a fast way with maximum 0.05s each time.
• Pattern matching (T3): Streaming in the input sequences and matching the k-mers on AP chip. The input sequences are connected as a long sequence, where a symbol is inserted between them as the separator. The automata on the AP chips will compare the input sequences with the candidate k-mer and produce a report event every time it finds a substring of the input sequence whose Hamming distance from the k-mer is less than the maximum mismatch. The AP records the position of each match in the input sequences and the corresponding reporting STE ID.
• Postprocessing (T4): After the AP finishes the pattern matching, it gets the number of occurrences and the corresponding mismatches. Our FPGA circuit then reads the output results and calculates the scores for k-mers in parallel.
Automaton Design
The Hamming distance between two strings of equal length is the number of positions at which the corresponding symbols are different. The pattern-matching module implemented on the AP uses the Hamming distance automata constructions described in [10] . Figure 5 shows an automaton that is for finding the occurrences of ACGTAT in the input sequences with maximum 1 mismatch (here d = 1). The last STEs in each row are the reporting elements, which will report every time it finds a match. The last STE in the first row reports when it finds an exact match, and the last STEs of the second and third rows find a match with 1 substitution. This is a basic automaton structure for one k-mer. The automaton, which accepts strings of length k with d mismatches, has 2d+1 rows of STEs and arranged in k columns requiring (2d + 1)k − d 2 STEs in total. At the beginning of the patternmatching stage, for the candidate k-mers, the AP will be compiled to have as many of these Hamming automata as possible, all of which have the same structure but differ in the specific k-mer pattern they match. They will be traversed by the input sequences in parallel. In the subsequent runs, the AP does symbol replacement for new candidates of the same length. 
Postprocessing on the FPGA
After the AP finishes the pattern matching, the results are read by the FPGA to do the postprocessing. The output of AP contains two parts: the offset arrays which record the offset of the input stream whenever there is a report among all the report elements, and the output vector array in which every bit represents a report element's state (the bit will be "1" if a report element reports in that cycle).
In the experiment, we program with VHDL to design the postprocessing circuit, and synthesize in Xilinx's Vivado. The details of the design are shown in Fig. 6 . It consists of several components as below:
• Score Calculation (Score calc)
Weeder adopts a consensus-based enumeration method to search the motifs. It ranks all the possible motifs according to statistical measures of significance [15] . The equation to compute a score associated with pattern p is defined as:
where I(p, i) = 1 if p has an occurrence in the i-th input sequence (with at most d mismatches) but equals zero otherwise. b i denotes the number of mismatches of the best occurrences, which means if there are several occurrences, the one with the least substitutions is the best. Obs(p, i, b i ) represents the number of best occurrences of p in the i-th input sequence with b i mismatches. We remark that the computation of f (p, i, b i ), i.e., the expected frequency value, is not implemented in our design, since it is computed beforehand and stored in the frequency RAM in the preprocessing stage. n is the number of input sequences and length(i) is the length of the ith input sequence. Score calc reads and analyzes the vectors from the buffer pool to decide the value of Obs(p, i, b i ) and b i . Then the scores are computed using the Vivado floating-point IP integrator. If it receives a finish signal from the central controller and it finishes the last calculation, it sets work done to high to mark the end of the workload.
• Central Controller
The Central Controller is the most important part of the design. It employs a state machine that is in charge of the communication between the components. The Central Controller reads the offset and pushes the corresponding output vector to the accumulator at the same time. It compares the offset with the length range to decide whether this output event happens within the same input sequence or not. If not, it enables the calculation component to compute the score of the patterns for the current input sequence. Calc ena signal is to signal the accumulator to start read from the output vector RAM line by line and accumulate the values to get the number of occurrences and number of mis-matches in each input sequences for the patterns. Write ena and read ena signals are mutually exclusive signals which decide the read or write access to the buffer pool. If the buffers in the Score calc component finish the reading, they set read finishes to high. Once the read finish is high, and Central Controller is in the state which waits for this signal, it signals write ena to push the data from the accumulator to the buffer pool.
• Output Vector and Offset RAM As described in Sect. 4.2, the automaton for each pattern shares a similar design on AP. For each pattern of length k with d substitutions, it has 2d + 1 rows, thus 2d + 1 reporting elements where last STE in each row is a reporting element. Therefore, for 6-mers (at most 1 mismatch), 8-mers (2 mismatches) and 10-mers (3 mismatches), it has 3, 5, 7 reporting elements in the automaton respectively. Suppose the number of k-mers is a, the number of reporting elements of automaton for each k-mer is r, then the length of the output vector is a*r. The offset RAM has arrays of 64 bits, representing the offset in the input stream where it finds a report. Each line maps to the output vector correspondingly.
• Accumulator
The Accumulator is the component designed to accumulate the values from the output vector array. Every bit in a single output vector represents the state of one report element in a single cycle. For 6-mers with 1 mismatch, there are 3*a bits in an output vector where a is the number of 6-mers. Each cycle, the accumulator reads a line from the output vector RAM. But the start of the accumulation depends on the signal calc ena from the central controller. Since the score calculation component include a multiplication, division, ln(x) and accumulation, it takes more cycles than the accumulator. However, the accumulation time can be ignored as it is overlapped with the computation time. As illustrated in Fig. 7 , one can note that the postprocessing time is
where a denotes the number of cycles needed for the accumulator to accumulate the output vectors produced by one input sequence, b denotes the number of cycles needed for equation calculation, n is the number of input sequences which have report events, and t is the clock time of the circuit. Fig. 7 Pipeline of accumulation and calculation.
• Buffer Pool
The buffer pool stores the number of occurrences for each pattern within an input sequence. The size of the pool is the number of bits in the output vector. It is written by the accumulator and read by the score calc components. It is a key element in the pipeline of the accumulator for score calc.
• Other RAMs
The values of length, length range, and frequency RAMs are calculated and loaded in the preprocessing stage. The value of length range is used as boundary and compared to decide whether an output event happens in which input sequence. The data in frequency RAM is calculated based on the frequency files. The length RAM stores the length of each input sequences.
Tests and Results
In the experiment, we use the same dataset [1] as described in Sect. 1. The preprocessing stage is running on an Intel Core i7-3770 CPU with 8GB memory. Please note that, since the AP hardware is not yet available, our work uses a separate FPGA to model the performance that can be achieved with the AP and a desirable on-board FPGA. Specifically, in our experiment, the postprocessing time is estimated using Vivado simulation and the XC7V2000T-2 FPGA board. The FPGA resource utilization is shown in Table 2 . We note that the current generation of AP, D480, has an Altera FPGA containing only 270,000 LEs/101,620 ALMs. Such an FPGA is not large enough to hold the postprocessing circuit designed in our work. However, our work is mainly intended to show the speedup potential achievable with an AP approach, and the achieved experiment results indicate that for the motif searching, realizing the full potential is contingent on a larger FPGA. Since commercial hardware is not yet available, the AP time is modeled by simply computing the length of the input stream times the 7.5 ns clock period. Table 3 shows the speedup of Oligo scan for different number of input sequences. The speedup grows as the numbers of input sequences increases. To provide more details about the performance of our proposed system, we choose the result of 166666 input sequences for analysis. This is a typical use case. The total running time for function oligo scan in CPU for 166666 input sequences is 37919s, as shown in Table 1 . The time of AP-accelerated Weeder is calculated for different k-mers (k = 6, 8, 10) in different stages separately. It is shown in Table 4 , while Fig. 8 shows the percentage of time for each stage.
• After AP acceleration, the preprocessing stage takes the most time (76%). It includes several parts, including generating candidate motifs either from the input sequences or from the result of the last run, converting the automaton to ANML files, and computing the length of each input sequence. At the same time, the automata of the patterns are compiled on the AP chips; the data from frequency files of the candidate motifs are extracted from the frequency files which are used to fill the frequency RAMs; and the data needed for the postprocessing are stored in the other RAMs. It is worth noting that this stage could be accelerated using CPU multi-core parallelism.
• The time for the replacement stage depends on the number of candidates for the k-mer of different lengths and the number of passes needed. Since the symbol replacement mechanism provides a fast way with maximum 0.05s each time, we use 0.05s as an upper limit for each time.
• The time for pattern matching is determined by the length of the input stream and the number of replacement passes, since the input sequences need to be streamed in the AP for several times. Taking advantage of the pattern matching in parallel on AP, even though the input sequences are streamed in 44 times for 10-mers, the AP's ability to check many candidate patterns in parallel still yields a net speedup.
• Postprocessing is the second most expensive task in all (21.8%). As shown in Fig. 7 , a is the number of cycles needed for analyzing vectors from a single input sequence while b is the number of cycles needed for Eq. (1) calculation. We use an array of 500 output vectors as input to run the simulation. On average, it takes 44 cycles for the Accumulator of the FPGA processing, from attaining the output vector to finishing accumulation, and 86 cycles for the Score calc, from reading data to producing the result. Thus, a = 44 while b = 86 in Eq. (2) . And the clock period of the circuit is 7.5ns, according to our synthesis result. Since every input sequence has at least a report event based on the test result, we have n = 166666. Therefore, postprocessing time for each output result from AP is (44 + 166666 × 86) × 7.5ns ≈ 0.11s, As shown in Table 4 , the time for accelerated oligo scan is 50.45s in total, and hence the speedup is 751x, as compared to 37919s (given in Table 1 ), which is the original running time of oligo scan in a single-threaded CPU implementation.
Conclusions and Future Work
In this paper, we presented an AP-accelerated Weeder solution that accelerates the main bottleneck: a pattern-matching function called oligo scan that tests how well candidate motifs are conserved in the input. Taking advantage of massively-parallel pattern matching, the AP shows up to 751x speedup for oligo scan.
In future work, we plan to further optimize the resource utilization of FPGA-based post-processing proposed in this work. Moreover, apart from oligo scan, we found that another function, matrix::scan z, also plays a significant role in Weeder. Particularly, it traverses the top-scoring k-mers calculated by oligo scan to build the weight matrix. This could also be potentially accelerated by the AP via our proposed approach here.
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