Scalar Quantize & Forward (QF) schemes are studied for the Two-Way Relay Channel. Different QF approaches are compared in terms of rates as well as relay and decoder complexity. A coding scheme not requiring Slepian-Wolf coding at the relay is proposed and properties of the corresponding sum-rate optimization problem are presented. An iterative numerical scheme is derived that guides optimized quantizer design. The results are supported by simulations.
I. INTRODUCTION Consider a communication system where two nodes T 1 and T 2 wish to communicate to each other with the help of a relay r and there is no direct link between T 1 and T 2 . This scenario is known as a separated two-way relay channel (TWRC) [1] , [2] and it incorporates challenging problems such as multiple access, broadcast, and coding with side information.
In this work, we focus on Quantize & Forward (QF) relaying: The relay maps its received (noisy) signal to a quantization index by using a quantizer function Q(.). The index is then digitally transmitted to the destination nodes through the downlink channels. We use information theoretic arguments to find quantizers that almost maximize the sum-rate, an approach that has been proposed in [3] and [4] in a similar context.
In general, vector quantizers give the best performance, but under certain conditions scalar quantizers almost maximize the sum-rate. Scalar quantizers are attractive because of their design and implementation simplicity.
Our main focus is the symmetric TWRC, where both users' channel qualities are the same, both in the uplink and downlink. We describe the system model in Sec. II, and in Sec. III we compare different achievable rate regions for the TWRC. We introduce a new rate region that is smaller than previous regions, but almost as large for the symmetric TWRC. The achievability scheme does not require the relay to employ Slepian-Wolf Coding. In Sec. IV, we look at the sum-rate optimization and quantizer design problems and propose a numerical solution. Examples of optimal quantizers are given and optimal time sharing parameters are calculated. In Sec. V we evaluate the performance of the optimized system by simulations. Sec. VI concludes our work.
II. SYSTEM MODEL
The system has two source nodes T 1 and T 2 that exchange their independent messages W 1 ∈ {1, 2, . . . , 2 nR1 },
{1, 2, . . . , 2 nR2 } in n channel uses through a relay node r. The source nodes cannot hear each other, so communication is possible only through the relay. The communication is split into two phases: In the multiple access (MAC) phase with n MAC channel uses, both source nodes encode their messages W 1 and W 2 to the MAC channel inputs X nMAC 1 and X nMAC 2 , respectively, with X 1,t ∈ X 1 , X 2,t ∈ X 2 . Define α = n MAC /n as the time fraction of this first phase. The relay receives
where Z r,t ∼ N (0, N r ) and E{X 2 1,t } ≤ P 1 , E{X 2 2,t } ≤ P 2 . The relay maps Y nMAC r to a quantized representationŶ nMAC r with symbol alphabetŶ r . The associated quantizer index is q = Q(Y nMAC r ). During the Broadcast (BC) phase with n BC = n − n MAC channel uses, the relay transmits the codeword X nBC r (q). The received signals at T 1 and T 2 are:
for j ∈ {1, 2}, E{X 2 r,t } ≤ P r and Z j,t ∼ N (0, N j ). Nodes T 1 and T 2 decode W 2 and W 1 , respectively, by using their own message as side information. Fig. 1 depicts the system setup. In the following, we often omit the time index t if we refer to a single channel use. We focus on one-dimensional modulation schemes to reduce computational complexity for simulations. All results apply to complex signaling as well.
In the next section we review different coding schemes and compare their performance. 
III. ACHIEVABLE RATES

A. Noisy Network Coding / Joint Decoding
In [5] , an achievable rate region was derived that matches the rates achieved with Noisy Network Coding (NNC) [6] . The closure of the achievable rate region is given by the set
for some p(u)p(x 1 |u)p(x 2 |u)p(y r |x 1 , x 2 )p(ŷ r |y r ) and p(x r )p(y 1 , y 2 |x r ) and α > 0. It suffices to consider |Ŷ r | ≤ |Y r | + 2, |U| ≤ 3. 1) Receivers: To achieve a rate tuple in R NNC , the decoder must jointly decode the BC code and the MAC code in a single stage decoder using its own message as side information. The quantization index q is not required to be decoded. The decoder structure is shown in Fig. 2a .
2) Gaussian Case: For the Gaussian case, X 1 ∼ N (0, P 1 ), X 2 ∼ N (0, P 2 ), X r ∼ N (0, P r ) and Y r ∼ N (0, P 1 + P 2 + N r ). We choose a (not necessarily optimal) quantizer yieldinĝ
B. Compress & Forward
In the spirit of classic Compress & Forward (CF), the authors of [7] , [8] derive an achievable rate region generalizing [2] using ideas from [9] . The achievable rate region is the set
The coding scheme of [7] requires reliable decoding of the quantization index q at the receiver. For that, the BC code is decoded using the own message as a priori knowledge. Knowing q, the desired message is decoded, again using the own message as side information. The structure of this decoder is shown in Fig. 2b .
2) Gaussian Case: With the same assumptions as before, i.e.Ŷ r = Y r +Ẑ, one obtains:
C. Neglecting Side Information in the Downlink
The coding scheme for CF requires Slepian-Wolf (SW) coding [10] at the relay to reduce the downlink rate. In the symmetric case we do not expect this reduction to be substantial. We are thus interested in schemes without SW coding in the BC phase. Using random coding arguments, the achievable rates are given by the set R NoSW ⊂ R 2 + of rate tuples (R 1 , R 2 ) satisfying
for some p(u)p(x 1 |u)p(x 2 |u)p(y r |x 1 , x 2 )p(ŷ r |y r ) and p(x r )p(y 1 , y 2 |x r ), α > 0. Similarly, we have |U| ≤ 4 and |Ŷ r | ≤ |Y r | + 3. A proof of this claim can be found in [11] .
1) Receivers: The structure of the decoder is shown in Fig. 2c . Similar to the scheme in Sect. III-B, two decoding stages are required: First the BC code is decoded, revealing q reliably. Then q is used to obtain the desired message from the MAC code. In contrast to before, the own message is used only in the MAC decoder.
2) Gaussian Case: The rate region is described by
D. Sum-Rate Comparison for Gaussian Case
Note that in general R NoSW ⊂ R CF ⊂ R NNC . We focus on the maximal sum rate R 1 + R 2 for each scheme in the symmetric Gaussian case P 1 = P 2 = P , N 1 = N 2 = N . This requires to jointly optimize over the quantization noise varianceN and time allocation α. Formally, define
and similarly for R sum CF (α) and R sum NoSW (α). The optimal sum rate is
for all three schemes. The only difference is the optimal value ofN for a given α, denoted byN * (α). For R NoSW , we havê N * NoSW (α) = 2P + N r
because the sum rate is decreasing inN andN * NoSW (α) is the smallest variance satisfying the constraints. Similarly, for R CF , we haveN * CF (α) = P + N r
. For R NNC , the rate expressions for NNC in Eq. (4) are either increasing or decreasing inN . The maximum with respect tô N is thus found at the crossing point of both expressions. It is not hard to show thatN * NNC (α) =N * CF (α) (see [11] for a derivation). This means, given the assumption that (Y r ,Ŷ r ) are jointly Gaussian, NNC does not provide higher sum rates than CF in the symmetric case. Fig. 3 shows achievable sum rates over SNR for the symmetric Gaussian case. For each curve, the value of α was chosen to maximize the sum rate. The difference between R sum CF (α * ) = R sum NNC (α * ) and R sum NoSW (α * ) is small here. We expect that this trend holds also for other input distributions.
The scheme corresponding to R sum NoSW (α * ) requires less complex relay operations. This motivates us to focus on this scheme, accepting a slightly smaller achievable sum rate. Also note that we assume that U = ∅.
IV. QUANTIZER DESIGN
A. Sum-Rate Optimization for R NoSW
To guide the quantizer design for DMCs and fixed discrete input distributions, we want to find the optimal conditional probability mass function (pmf) p(ŷ r |y r ) and time sharing coefficient α to optimize the sum-rate. With C := min{I(X r ; Y 2 ), I(X r ; Y 1 )} as the downlink capacity, this problem can be stated as
Abbreviate p(ŷ r |y r ) by p and let p ij := p(ŷ ri |y rj ): Denote the objective as J(p) := I(X 1 ;Ŷ r |X 2 ) + I(X 2 ;Ŷ r |X 1 ) and define the function 
Problem (9) can be stated as , it follows that for the optimal p(ŷ r |y r ),
is an increasing and concave function in C, for 0 ≤ C ≤ H(Y r ), and it is sufficient to choose |Ŷ r | ≤ |Y r | + 1. The proof is along the lines of [14] . We refer to [11] for a more detailed derivation. Fig. 4 shows one example of I(C). L = |Ŷ r | represents the number of different quantization levels. One can observe that it suffices to consider only a relatively small L. For example, using a mapping with L = 8 quantization levels instead of L = 16 causes a rate reduction of less then 0.03 in I(C).
B. Computing the Function I(C)
To solve the problem for I(C) in Eq. (10), similar to [12, Section 10] we write the Lagrangian:
λ ≥ 0, where the last constraints force p(ŷ r |y r ) to be a valid pmf. The KKT conditions require
With the substitution log μ j := − ν j λp(y rj ) ⇔ ν j = −λp(y rj ) log μ j 
One can solve for a conditional pmf p(ŷ r |y r ) satisfying Eqs. (13, 14) with a fixed-point-iteration with an initial value for p, similar to the Blahut-Arimoto algorithm (e.g. [12, Section 10.8]). Different initial values for p can result in different outcomes. In practice, we start the iteration with different initial values and store the best result.
C. Scalar vs. Vector Quantization
In general, a vector quantizer must be used at the relay to achieve the rate regions in Sec. III. An ideal vector quantizer results in a pmf p(ŷ r |y r ) that optimizes the problem in Eq. (10). A scalar quantizer permits only deterministic single-letter relationships, i.e. we have p(ŷ rij |y rj ) = 1 for one particular i j , ∀ j.
If (15) is fulfilled for the optimal pmf, the quantizer function Q(.) can be directly inferred. In the saturation region in the curves in Fig. 4 one obtains scalar quantizers since C > log(L) ≥ I(Y r ;Ŷ r ). In this case the constraints for problem (10) are only those for a valid pmf. As a convex maximization is optimized at one of its corner points [13, Cor. 32.3.2], (15) will be fulfilled. We see that the loss by using a scalar quantizer is small for sufficiently large L and proceed with this more practical method. Further note that h (α) = − α 2 h (α) and ∂ 2 (αI(h(α)))
As h (α) = − α 2 h (α), the first two summands add to zero and only the last summand remains. This term is always at most 0, proving that ∂ 2 (αI(h(α)))
Prop. 1 shows that there is a unique maximizer α for the optimal sum-rate that can be found efficiently once I(C) or an approximation of it is known.
V. PERFORMANCE EVALUATION
Using the method of the previous section, we obtain a mapping for the following parameters: P = 0dB, P r = 9.3dB, N r = N = 0dB, L = 8, α = 1/3. The resulting quantizer fulfills the criteria in (15) (and is thus a scalar quantizer) and gives the sum-rate 0.29. This mapping is shown in Fig. 5 together with p(y r ).
We evaluate the performance of this mapping by means of numerical simulations. As channel codes, we use the Fig. 6 : Packet Error Rate (PER) simulations for the system with the quantizer given in Fig. 5 .
IRA-LDPC codes of the DVB-S2 standard [15] . In the uplink, blocks of k 1 = k 2 = 7200 information bits are encoded with the rate 0.444 (MAC Code) to blocks of n MAC = 16200 BPSK symbols that are transmitted from T 1 and T 2 to r during the MAC phase. The received 16200 samples at r are mapped according to the quantizer to 16200 symbols, that are represented by 16200 · log(L) = 48600 bits 1 . These bits are encoded by a channel code (BC Code) of rate 3/4 to 64800 downlink code bits that are broadcast to T 1 and T 2 during the BC phase with n BC = 32400 4-PAM symbols. As a result, for the transmission of one block n MAC = 16200 symbols are used in the uplink and n BC = 32400 symbols are used in the downlink, which corresponds to α = 1/3. The sum-rate of the system ((k 1 + k 2 )/(n MAC + n BC ) = 0.29 bits/channel use), the time sharing parameter and the transmit powers of the nodes match the optimization parameters of the quantizer. At the receivers, we use the approach given in Sec. III-C for decoding: first, the relay quantization indexq is decoded without using side information. By usingq and transmitted own symbol, the LLR of the other user's symbol is calculated which is fed to the MAC decoder.
During the simulation, the noise level is varied and the packet error rates are evaluated accordingly. Fig. 6 depicts the PER vs. uplink SNR. Recall that the noise powers used in the optimization for this example are chosen as 0dB, which corresponds to an uplink SNR of 0dB. Therefore the PER is expected to approach zero at 0 dB. The gap to this theoretical limit is about 0.75dB. As the DVB-S2 LDPC codes are about 0.7-1.2dB away from the Shannon limit in point-to-point channels [15] the simulations verify our quantizer design. Fig. 6 also shows the PER performance of the BC code (curve with circle marker) and the PER of the system with perfect downlink channels (dashed line). These curves give insight: The gap between the dashed line and the solid line can be seen as the loss due to the imperfect BC code and the gap between 1 In general,Ŷr is not uniformly distributed and hence source coding should be performed before transmitting the indices. However, in this specific example H(Ŷr) ≈ 3 and therefore source coding can be omitted. the theoretical limit and the dashed line can be interpreted as the loss due to the imperfect MAC code and the quantizer loss. Moreover, it is interesting that the PER of the complete system is less than the PER of BC code. This is because even if some of the quantization indices are transmitted erroneously during the BC phase, they are corrected by the MAC code.
VI. CONCLUSION
We compared different QF schemes for the separated TWRC. We showed that the loss caused by neglecting Slepian-Wolf coding in the broadcast code can be small for symmetric setups, but it allows less complex operations at the relay and decoder. A numerical method to maximize the sum-rate and guide quantizer design was derived and applied to special parameters. We observed that the loss due to scalar instead of vector quantization is small. Simulations support our results and show that practical schemes are close to the predicted limits. The study of asymmetric scenarios is left as future work.
