Ferroelectric and ferromagnetic actuators are being considered for a range of industrial, aerospace, aeronautic and biomedical applications due to their unique transduction capabilities. However, they also exhibit hysteretic and nonlinear behavior that must be accommodated in models and control designs. If uncompensated, these effects can yield reduced system performance and, in the worst case, can produce unpredictable behavior of the control system.
INTRODUCTION
The unique transduction capabilities of multi-functional materials, such as piezoceramics, magnetostrictives, and shape memory alloys, provide compelling benefits which have motivated the use of these materials in sensors and actuators for a variety of applications. Piezoceramics, for example, have seen use in nanopositioning stages for atomic force microscopes.
1 Magnetostrictives have been used for high-speed milling applications capable of achieving tight cutting tolerances.
2 Shape memory alloys are considered attractive candidates for vibration control applications in certain aerospace and civil engineering structures. 3 This motivates the development of control designs which can compensate for the nonlinear, hysteretic behavior inherent to the materials. Whereas linearization techniques, which rely on constraining the drive level of the input, can sometimes be used to reduce nonlinear effects in the system, some applications require high drive levels or benefit from maximizing hysteretic behavior, resulting in a need for control designs that work in nonlinear drive regimes. Here we address this need by considering the development of an adaptive control design and the implementation issues which arise when putting the design to use.
Our design choices are driven by several goals. A key goal is for the control methods we develop to be feasible for real-time implementation. This concern eliminates the possibility of using highly detailed material or system models and drives us to use models which strike a balance between modeling accuracy and computational effort. We also want to ensure that our control methods achieve the desired effect on the system behavior without resorting to linearization of the hysteretic behavior by limiting the drive level of the input. This allows our method to be useful in applications where such constraints are impractical. For implementation purposes, since our concern will mostly be to test the behavior of the control as a proof-of-concept, we will allow for reasonable simplifying approximations to be made when this eases development issues. Though our method and models will be sufficiently general to be used in a variety of application settings, we will have a piezoceramic nanopositioning stage for an atomic force microscope in mind as our prototypical application.
MODEL DEVELOPMENT
Our choice of material model is driven by the desire for the developed methods to be suitable for use in real-time applications. The homogenized energy model summarized here meets this need, providing a favorable balance between accuracy and computational effort. Additional features of the homogenized energy model are that its applicability to ferromagnetic and ferroelastic materials, as well as to ferroelectric materials, increases the range of applications the developed control algorithms can be used in, and its physical basis allows for the model parameters to be accurately estimated using physical properties of the material that are conveniently measured. The desire for efficiency also leads us to use a lumped parameter model for our system. This simplifies the control design and implementation of the numerical example and provides a good first step towards extending the techniques to a more accurate distributed parameter system model.
Homogenized Energy Model
The homogenized energy model provides a unified framework for characterizing the hysteretic behavior exhibited by ferroelectric, ferromagnetic, and ferroelastic materials. 4 Energy relations for the material behaviors at the mesoscopic scale are minimized to obtain formulas describing the local behavior of the material, suitable for modeling homogeneous, single-crystal compounds. Using stochastic homogenization techniques, these local descriptions are treated as manifestations of material-dependent distributions and averaged to obtain macroscopic models capable of modeling the hysteretic behavior observed in nonhomogeneous, polycrystalline material. The result is a physics-based model that is computationally efficient enough to be feasible for use in real-time applications.
For the remainder of the paper, we will consider the application of the homogenized energy model to the computation of the polarization in a ferroelectric material in response to an applied electric field. As a first approximation, we will employ energy relations derived by assuming thermal relaxation in the material is negligible. We note that the control algorithms presented later in the paper can be directly extended to the case where thermal effects in the material are incorporated.
Local Polarization
For a ferroelectric material where thermal relaxation is neglected, the Gibbs energy at the lattice level is
where ψ is the Helmholtz energy, which we approximate by
Here P is the polarization, E is the electric field, η is the reciprocal slope ∂E ∂P after switching, P I is the positive inflection point at which a dipole switch occurs, and P R is the local remanence polarization. Using this piecewise quadratic form for the Helmholtz energy facilitates implementation by avoiding higher order polynomials which may exhibit unstable behavior due to uncertainties in the coefficients.
To obtain an expression for the relationship between P and E, the Gibbs energy is minimized. This results in the necessary condition, ∂G ∂P = 0, which yields the piecewise linear expression
for the local polarization. Here, δ(E, E c ) = 1 for positive dipoles and δ(E, E c ) = −1 for negative dipoles.
Moreover, E c = η(P R − P I ) is the coercive field, a positive value quantifying the value of E at which a dipole switch occurs, so that when δ = 1, a dipole switch occurs when E ≤ −E c and when δ = −1, a dipole switch occurs when E ≥ E c .
Macroscopic Polarization
The polarization at the macroscopic level is obtained by assuming that the coercive field is a manifestation of an underlying distribution and averaging the local effects over the distribution to quantify the large-scale behavior. The interaction field, E I , arising from local electromechanical effects which augment the applied electric field, E, is incorporated into the local behavior, and is also assumed to satisfy an underlying distribution. The resulting expression for the polarization is
Here ν(E I , E c ) is the distribution associated with the material. By assuming ν is normalized to unity and factoring out the E/η factor in the local polarization expression, we have written the polarization as the sum of two terms, one linear in E and one nonlinear in E. The resulting nonlinear kernel in the integral is relabeled Δ. This form facilitates the later control design. In a later section, we will discuss representations of ν suited to efficient numerical evaluation of the polarization.
Lumped Parameter System Model
The system model we are concerned with controlling is a generic lumped parameter system; for example, this could model the dynamics of a nanopositioning stage. The ODE system expressing these dynamics iṡ
where x 1 is the displacement of the stage, x 2 is the derivative of the displacement, u is the input electric field, a 1 , a 2 , and b are constant physical parameters, and P B is the nonlinear term of the polarization incorporating the b and P R terms, which can be expressed as
Here
is the distribution parameter. The term involving the remanence polarization, P R , is a biasing term for the polarization, which produces positive and negative strains. The system can be interpreted as a spring model with a hysteretic forcing term depending on the input.
ADAPTIVE CONTROL
Adaptive control is a strategy in which estimates to the system parameters are adjusted online in response to system signals and used to compute a control input to achieve the desired effect on the system output. Using this scheme, the resulting control can achieve the intended effect on the system behavior, even in the presence of parameter uncertainty. A well known type of adaptive control is model reference adaptive control (MRAC) in which a reference model is prescribed that specifies the ideal response of the system to an input. The difference between the ideal response and the actual system response is measured and that difference is used to improve the estimates to the system parameters. These estimated parameters are used to compute the control, which generally achieves the desired system behavior when the parameters are known exactly. As the estimated parameters approach the true values of the parameters, the system behavior approaches the desired result.
Our goal is to specify a desired trajectory, x d , for the system displacement, x 1 , and design an adaptive control algorithm which forces x 1 to track x d . While it is possible to adapt the parameters a 1 , a 2 , b, and η, we will focus on adapting p b , since this is the only parameter that affects the nonlinear behavior in the system and since it is the most uncertain of the parameters. The first control algorithm we present, termed non-composite control, was originally specified for a class of nonlinear systems where the hysteresis was modeled with a Prandtl-Ishlinskii operator in Ref. 5 and later adapted for use with the homogenized energy model in Ref. 6 . This control works similarly to an MRAC design, by using known parameters, unknown parameter estimates and measured state values to approximately cancel out unwanted dynamics and leave the desired dynamics in place, while using the appropriate system information to update the parameter estimates.
Like MRAC, the non-composite control only guarantees that the tracking error between the actual system output trajectory and the desired trajectory converges to zero at some rate, while only guaranteeing the error in the parameter estimate is bounded. Improving the convergence rate of the tracking requires tracking gains to be increased in the control, which may cause undesirable oscillatory behavior in the system. To improve upon these issues, we present to a so-called composite control as described in Ref. 7 . This control algorithm uses the same control law as the non-composite algorithm, but modifies the adaptation law both to provide faster convergence of the tracking errors than in the non-composite case, and to attempt to reduce the likelihood that the tracking error will converge to zero without the parameter estimates converging to the true parameter values.
Non-composite Adaptive Control
The control law used for both the non-composite and composite algorithms is
where
and
Here z 1 and z 2 can be considered tracking errors,p b is the estimate for the p b parameter and c 1 and c 2 are positive tracking gains which adjust the rate at which the system response approaches the desired trajectory. By substituting (7) into (5), we see that the closed loop system is approximately linearized using the estimate forp b , setting the dynamics toẍ
is small, the result is a second order filter which drives the tracking errors, z 1 and z 2 , to 0.
The adaptation law for the estimated distribution parameter,p b , is
where γ is a positive adaptation gain that adjusts the rate of adaptation. The justification for this choice of adaptation law comes from considering a Lyapunov function for the closed loop system,
Thus the choice of adaptation law brings about the cancellation in theL required to makeL negative definite with respect to the tracking errors, z 1 and z 2 . This property implies the tracking errors converge to 0. As previously mentioned, the parameter estimation error,p b , is merely bounded, so there is no guarantee thatp b converges to p b .
Composite Adaptive Control
Composite control is a type of adaptive control which attempts to improve the tracking convergence rate by using multiple types of error measurements to drive the updates to the parameter estimates. For example, the adaptation law for the non-composite control above includes the z 2 term, which is a sort of aggregate measurement of the tracking error in the system. Intuitively, z 2 should become small as the parameter estimates become more accurate, so that as the tracking error becomes smaller, the estimate to the parameters are changed less. However, the relationship of the tracking error to the parameter estimation error depends on the trajectory being tracked, which means the algorithm may stop updatingp b before the parameter estimate has converged to the true value. We may also wish to increase the rate of adaptation to provide faster convergence. When only using the tracking error, the only option is to increase the adaptation gain, which can lead to oscillation.
To improve upon this, we use our system model to derive a function which predicts the system output using the estimated parameters as linear inputs. We can use the resulting output prediction error, which is the difference of predicted output using the system parameters and the actual measured system output, as another source of error to drive the adaptation of p b . The control law, (7), used in the non-composite control algorithm is also used for the composite control, so only the adaptation law is different.
Since we will later use a finite-dimensional representation of p b , we will consider p b to be a finite-dimensional vector to simplify the derivation of the output prediction function (or signal function), which we label V . The system output we are interested in is y = x 2 . Since we want an estimate of y in terms of the parameter estimatê p b , we first take the derivative of y to obtaiṅ 
Now that we have an expression for the output prediction error, we need a rule which uses this error to update the parameter estimate. While there are several online parameter estimation rules to choose from, we will use the standard online gradient estimator for simplicity. The adaptation law given by this estimator is derived by updating the parameters in the direction of the negative gradient of e 2 with respect to p b . This points the update of p b in the direction which provides the greatest decrease in e 2 . The resulting adaptation law is
where G is a positive adaptation gain. The composite adaptation law is obtained by adding this adaptation law to (10) to get
One way to see why this change improves the tracking performance is to recompute the derivative of the Lyapunov function, L, given in (11), with the new adaptation law for p b . The resulting derivative iṡ
whereỹ is the output prediction error. This implies that the output prediction errorỹ will be driven to zero, as well as the tracking errors, z 1 and z 2 , which may reduce the number of situations for which the tracking error converges to 0 without the parameter estimates converging to the true values. Likewise, the additional negative term in the derivative indicates a faster decrease in the energy represented by the Lyapunov function as long as the output prediction error is large, which suggests the parameter estimates and the tracking errors should converge more quickly.
SIMULATION RESULTS

Implementation
A numerical example was computed to verify the expected behavior for the previously detailed control algorithms. Since the goal of the simulation was to provide a proof-of-concept for the algorithms, measures were taken to simplify the implementation. Although these simplifications introduced some inefficiencies, potential crudeness in results, and limited applicability to real-world scenarios, the output was sufficient to verify the expected behavior before investing in a more involved implementation.
The system was integrated using an explicit Euler method. While this limited the results to first-order accuracy in terms of the step-size, the simplicity of the method eased the problem of keeping track of the state of the dipole orientations in the material used for computing the polarization. Using a higher-order or variable-step size method would have complicated this task.
While the choice of integration method did simplify implementation, the lower accuracy constrained some of the other design choices for the chosen example. In particular, the choice of desired trajectory was limited to a signal which operated much more slowly than real-world applications would typically dictate. The desired trajectory did, however, serve to demonstrate the algorithms success at tracking the given output while operating at a hysteretic drive level, which was sufficient to suggest the algorithm would work as intended with more realistic desired signals should a more sophisticated simulation be developed.
Referring to (5), the system parameters chosen for the simulation were a 1 = −8, 1/1.5, a 2 = −1.8/1.5, b = 1,, η = 1.031 × 10 7 , and P R = 1.
Referring to (9), the desired trajectory was x d (t) = 0.05 sin(0.1t). The tracking gains, c 1 and c 2 , were both set to 1.
For the non-composite control, the adaptation gain, value γ = 0.1 was used in (10). For the composite control, the adaptation gains in (16) were γ = 0.05 and G = 0.05 and the first-order filter used to obtain the output prediction function in terms of the Laplace variable s, was 1/(s + 0.1).
The true value of p b was assumed to be have the representation detailed below in (18), with the parameters σ I = 1.222 × 10 5 , σ c = 0.4789, and μ c = 7.581 × 10 5 . The values for the coefficient weights were α 1 = α 2 = β 1 = β 2 = 0.1 and α 3 = β 3 = 1. The initial estimatep b was chosen to have the same values of σ I , σ c , and μ c , and the coefficient weights estimating α i and β j were each set 50% larger than the true values given above.
The system was integrated from t = 0 to t = 192π at 12,000 evenly spaced points on the interval, and was assumed to be initially at rest.
The following subsections below address two more implementation issues which needed to be considered when developing the simulation, which were the efficient representation of p b as a finite-dimensional vector and the solution of the implicit equation (7) which defines the control law.
Representation of p b
Simulation of the system using the previous control algorithms requires a suitable finite-dimensional representation for the infinite-dimensional distribution parameter p b (E I , E c ). The naive approach of discretizing the E I and E c variables requires a relatively fine grid to achieve a good fit. This results in a level of computational effort which is undesirably large for real-time implementation. An alternative approach, detailed in Ref. 4 , is to represent p b as the product density,
c )] is a lognormal distribution. This representation provides a good approximation to p b using only the parameters σ c , σ I , and μ c , but the parameterization is nonlinear, which complicates implementation for the non-composite control and is incompatible with the composite control algorithm, due to its reliance on a linear parameterization of the output in terms of p b .
The representation chosen for implementation uses the product density formulation above, but expresses ν I as a weighted sum of normal distributions with varied σ I and ν c as a weighted sum of lognormal distributions with σ c varied. The resulting formulas for the interaction field and coercive field distributions are
Here N I and N c are the number of parameters for ν I and ν c , respectively (N I = N c = 3 in our case), and α i and β j are non-negative parameters which can be adjusted to achieve a better fit for the distribution. The σ I , σ c , and μ c parameters are chosen offline. The physical basis of the homogenized energy model allows these parameters to be estimated with a reasonable level of accuracy from measured properties of the polarization. The resulting representation can achieve a good fit to the true distribution by varying the α i and β j parameters. In order to provide a linear parameterization of the output in terms of p b , the parameters are re-indexed from the two indices i, j for the separate parameters α i , β j to the single indexed parameters ξ k . More explicitly, we equate
where Φ k (E I , E c ) = φ i (E I )ψ j (E c ) and ξ k = α i β j , with the index k iterating over each possible combination of i and j (e.g., k = i + N c (j − 1) for i, j = 1, 2, 3). The resulting expression for the polarization is
This form of the polarization operator is suitable for numerical evaluation using quadrature rules for the integrals.
Implicit Equation for the Control Law
An issue with using (7) to determine the control is that the given equation is implicit, since the right hand side of the equation contains a function which depends on u. To use this equation, we must find a satisfactory way of solving this equation for a given time step.
A simple approach is to use the continuity of P with respect to u and use the value of u at the previous time step for the right hand side of the equation to solve for the current u. That is, if t n is the current time step and t n−1 is the previous time step, we solve
for u(t n ). The advantage of this method is the simplicity and resulting speed, but in order to obtain accurate results, it may be necessary to use very small time steps in the integration.
An alternative approach, and the one employed in our simulation, is to use a nonlinear equation solver to compute u, using (22) as the initial guess. This yields more accurate results without the need to reduce the time step to a very small value, although the solution for each u(t n ) takes longer. Care must be taken, however, since the standard nonlinear equation solvers provided with numerical computation codes are based on Newton methods, which rely on the smoothness of the equation to be solved and the invertibility of its Jacobian. Sincê P B [u] has limited smoothness and since the derivative of (k 1 η)/b −P B [u] − u is near zero at some points of the hysteresis curve, the tolerance for the solver must be kept low to yield convergence. This limits the accuracy improvement obtained through this method, although the results show the method is sufficient for the goals of our simulation. Fig. 1 shows the simulated displacement, x 1 , of the system for both the non-composite and composite control algorithms plotted against the desired trajectory, x d . The results are as expected, with x 1 converging to x d in each case, but the composite controller converging much faster. One minor detail to note is that trajectory for the composite control appears to be slightly above the desired trajectory compared with the non-composite control. This is likely due to the filtering used to compute the output prediction function and so it may be possible to correct by increasing the filter's cutoff frequency. that both algorithms seem to eventually converge to the same non-zero level of error in parameters rather than driving the estimation error all the way to zero. One possible explanation for this is that inaccuracies arising from the simple implementation methods could be limiting the achievable accuracy. Another explanation is that the desired trajectory may not be stimulating the terms used in the adaptation law update enough to provide the information the system requires to improve the parameter estimates. If this latter possibility is true, then it indicates that while the composite control algorithm does provide faster convergence, it may not help as much as hoped in broadening the class of desired trajectories for which the parameter estimates converge to the true values. Fig. 4 plots the unbiased polarization output versus the input electric field for both control algorithms. The plots verify that the control algorithms are working as expected even while driving the system at levels where hysteresis effects are present. The plots also show irregularities at some point due to errors in the solution to the implicit equation defining the control. We would expect these irregularities to vanish and smoother plots to result if a more accurate solution to the equation was obtained.
Results
CONCLUDING REMARKS AND FUTURE WORK
The simulation results verify the control algorithms accomplish most of what they are intended to achieve for a simple case. The state variables in each case converge to the desired trajectory with the composite algorithm yielding faster convergence without needing to increase the adaptation gain. The only property that could not be verified was the potentially more accurate parameter estimation of the composite control. While the parameters and techniques used in the simulation were simplified, the results provide confidence that a more sophisticated implementation will demonstrate the desired behavior as well.
An obvious first step in improving the implementation would be to use a more sophisticated ODE solver, such as a variable-step, higher-order method. This may reduce simulation time and reduce the constraints on the desired trajectories that can be reasonably simulated. Another improvement would be to use approximate inversion techniques to calculate the control law, since the solution of the implicit equation given by (7) is equivalent to solving bP [u] = k 1 for u. Multiple algorithms for computing the inverse exist 8, 9 which may provide improved accuracy and computational efficiency over the method used in this paper. These implementation improvements could allow more realistic desired trajectories to be simulated.
Extensions to the control algorithms and their associated theory may also be considered. A major improvement would be to extend to control methods for use with a distributed parameter system model rather than the less accurate lumped parameter model currently used. Deriving guidelines for choosing the tracking gains and adaptation gains based on properties of the desired trajectory would also extend the utility of the techniques. Finally, it would be useful to find some criteria for convergence of the parameter estimates to the true values.
