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Abstract
Weighted best L1-approximation of multivariate continuous real-valued functions by multivariate
polynomials is studied. The largest possible dimension of the sets of best L1-approximations is determined.
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1. Introduction
Let K be a compact subset of Rd (d ≥ 1) such that
K = int K ,
the closure of its interior, and let C(K ) denote the linear space of all continuous real-valued
functions defined on K . Moreover, let a set W of measures be given by
W = {µ : dµ = wdλ,w ∈ L∞(K ), ess infw > 0 on K }
(λ denotes the Lebesgue measure on K ). For µ ∈ W , we define the weighted L1(µ)-norm ‖ · ‖µ
by
‖ f ‖µ =
∫
K
| f |dµ ( f ∈ C(K )).
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Let C1(K , µ) denote the linear space C(K ) endowed with norm ‖·‖µ. If U is a finite-dimensional
subspace of C1(K , µ), then u0 ∈ U is called a best L1(µ)-approximation of f ∈ C(K ) from U if
‖ f −u0‖µ ≤ ‖ f −u‖µ for every u ∈ U . PµU ( f ) denotes the set of all best L1(µ)-approximations
of f from U .
It is well known that, for each f ∈ C(K ), PµU ( f ) is a non-empty, convex and compact subset
of U . We say that PµU ( f ) has dimension k(0 ≤ k ≤ dim U ), denoted by dim PµU ( f ) = k, if
there exist functions u0, . . . , uk in P
µ
U ( f ) such that {ui − u0}ki=1 are linearly independent and k
is maximal under this property (this corresponds to the dimension of the smallest affine subspace
of U containing PµU ( f )). If P
µ
U ( f ) is a singleton, then dim P
µ
U ( f ) = 0.
Moreover, we say that U is k-convex (or U has Chebyshev rank k) with respect to µ(0 ≤ k ≤
dim U ), denoted by cr(U, µ) = k, if dim PµU ( f ) ≤ k for every f ∈ C(K ), and there exists an
fˆ ∈ C(K ) such that dim PµU ( fˆ ) = k. If cr(U, µ) = 0, then every f ∈ C(K ) has a unique best
L1(µ)-approximation from U , i.e., U is a unicity subspace for C1(K , µ). Finally, we say that U
has Chebyshev rank k with respect to W or, for brevity, U has Chebyshev rank k, if
cr(U ) := max
µ∈W cr(U, µ) = k.
We are interested in determining the Chebyshev rank of subspaces of multivariate polynomials.
The central role in our studies is played by Property Ak (k ≥ 0), a natural extension of Property
A. The latter property was applied to characterize the unicity subspaces U for C1(K , µ) for every
µ ∈ W (for a detailed survey see Pinkus [7]), while the first property was introduced by Kroo´ [2]
to characterize the subspaces U of C(K ) with Chebyshev rank k (Theorem 2.1).
The problem of characterizing finite-dimensional subspaces U of C(K ) satisfying Property
A, i.e., cr(U ) = 0, is completely solved for the case when K ⊂ R (see [7,6]). It has been shown
that many important subspaces of C(K ) have this property, including subspaces of univariate
polynomials and spline functions. The situation is totally different in the case when K ⊂ Rd ,
d ≥ 2. Only a few examples of subspaces U such that cr(U ) = 0 (respectively cr(U, µ) = 0 for
some special µ ∈ W ) are known in the multivariate case. These are subspaces of bivariate linear
splines and subspaces of bivariate polynomials which are linear in one variable, respectively (see
[3,7,8] and the references therein).
It particularly turns out that U = Pm , the linear space of polynomials of total degree at
most m(m ≥ 2) defined on a convex and compact subset K of R2, fails to satisfy Property A.
Therefore, in [9] we have used Property Ak to determine the Chebyshev rank of Pm . We have
shown that
cr(Pm) = (m − 1)m2 = dim Pm−2.
In the same paper, we have determined the Chebyshev rank of subspaces of continuous bivariate
spline functions of fixed degree defined on a regular triangulation. Furthermore, in [10], we have
given lower and upper bounds for the Chebyshev rank of subspaces of differentiable bivariate
spline functions.
In this paper, we determine the Chebyshev rank of U = Pm , the linear space of polynomials
of total degree at most m defined on a convex and compact subset K of Rd(d ≥ 2) such that
K = int K . We show that
cr(Pm) =
(
m − 2+ d
d
)
= dim Pm−2, m ≥ 2.
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(Theorem 3.2). Of course, if d = 2, this result corresponds to the statement given above for
bivariate polynomials. It should be mentioned that the cases m = 0 and m = 1 have already been
studied. In both cases, the Chebyshev rank is zero (see [7]).
Results on the Chebyshev rank in L1-approximation have also been obtained by Babenko
et al. [1] for best approximation by classes of functions having finitely many points of
discontinuity.
2. Property Ak
To characterize a subspace U of C(K ) such that cr(U ) = k, an intrinsic property of U plays
an important role, the so-called Property Ak established in [2]. It is a generalization of Property
A for k = 0 which characterizes the unicity subspaces U for C1(K , µ) for every µ ∈ W ,
i.e., cr(U ) = 0. To define the property and to give the characterization theorem, we first need
some notations. For u ∈ C(K ) and u0, . . . , ur ∈ U ⊂ C(K )(r ≥ 0), set
Z(u) = {x ∈ K : u(x) = 0},
Z(u0, . . . , ur ) =⋂ri=0 Z(ui ),
U (u0, . . . , ur ) = {v ∈ U : v = 0 a.e. on Z(u0, . . . , ur )}.
Definition. Let U be a linear subspace of C(K ) with dim U = n. We say that U satisfies
Property Ak , 0 ≤ k ≤ n − 1, if, for every choice of k + 1 linearly independent functions
u0, . . . , uk in U and every function ψ such that ψ = 0 on Z(u0, . . . , uk), |ψ | = 1 and ψ is
continuous on K \ Z(u0, . . . , uk), there exists a u ∈ U (u0, . . . , uk) \ {0} satisfying ψu ≥ 0 on
K .
Theorem 2.1 ([2]). Let U be a linear subspace of C(K )with dim U = n, and k ∈ {0, . . . , n−1}.
Then cr(U ) ≤ k if and only if U satisfies Property Ak .
By this statement it is obvious that Property Ak implies Property Ak+1(0 ≤ k ≤ n − 2). This
leads to the following corollary.
Corollary 2.2. Let U be given as above and let k ∈ {1, . . . , n − 1}. Then cr(U ) = k if and only
if U satisfies Property Ak and does not satisfy Property Ak−1.
Remark 2.3. Property Ak is a natural extension of Property A. In fact, if k = 0, Property A0
coincides with Property A. Hence, setting k = 0 in Theorem 2.1, the statement corresponds to
the well-known characterization of unicity subspaces in L1-approximation (see [7]):
Theorem 2.4. U is a unicity subspace for C1(K , µ) for every µ ∈ W if and only if U satisfies
Property A.
3. Main results
Let us now assume that K is a nonzero, convex and compact subset of Rd(d ≥ 1) such that
K = int K . We are interested in determining the Chebyshev rank of
Pm = {p : K → R : p is a polynomial of total degree µ ≤ m},
the linear space of all polynomials of total degree at most m in d variables. It is well known (see
e.g. [5]) that
dimPm =
(
m + d
d
)
, m ≥ 0.
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To unify notations, we set
Pm = {0}, if m = −1,−2,
and then obtain
dimPm =
(
m + d
d
)
= 0, m = −1,−2.
To determine the Chebyshev rank of Pm it is not surprising that the cases d = 1 and d ≥ 2
have to be discussed separately. The following result shows that, if d = 1, the linear space of
univariate polynomials of degree at most m is a unicity space for C1(K , µ) for every µ ∈ W
(independently of m).
Theorem 3.1 ([7], Example 3.2). If d = 1, then
cr(Pm) = 0, m ≥ 0.
In the multivariate case, however, the Chebyshev rank depends on m. As our main result, we
shall prove the following statement.
Theorem 3.2. If d ≥ 2, then
cr(Pm) = dimPm−2 =
(
m − 2+ d
d
)
, m ≥ 0.
We shall prove this theorem by using several lemmata. Let us first note that in some elementary
cases the statement has been already shown.
Remark. (1) If m = 0, then dimP0 = 1 and
cr(P0) = 0 = dimP−2,
corresponding to Theorem 3.2. This has been shown in [7], Example 3.1.
(2) If m = 1, then P1 is just the set of all affine real-valued functions in d variables. Again it
follows that
cr(P1) = 0 = dimP−1
([7], Exercise 4.2).
(3) The above arguments show that Pm is a unicity space for C1(K , µ) for every µ ∈ W if
m = 0 and m = 1. If d = 1, the corresponding statement follows from Theorem 3.1 for
every m ≥ 0.
(4) In [9] we have studied the case d = 2, i.e., the case of bivariate polynomials, and have shown
that
cr(Pm) = dimPm−2 =
(
m
2
)
, m ≥ 0,
again corresponding to the statement of Theorem 3.2.
Hence, looking for a proof of Theorem 3.2, we have still to consider the cases m ≥ 2 and
d ≥ 3. Since there is no big difference in studying the cases d = 2 and d ≥ 3, we actually shall
prove the theorem for d ≥ 2. To simplify notations we set
dm := dimPm, m ≥ 0.
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Moreover, we call polynomials p1, . . . , pr ∈ Pm \ {0} (r ≥ 2) relatively prime if each of their
common polynomial divisors is a constant function.
We first give a lower bound for cr(Pm).
Theorem 3.3. If m ≥ 2 and d ≥ 2, then
cr(Pm) ≥ dm−2.
Proof. Without loss of generality, we may assume that 0 ∈ int K . We define p ∈ P2 by
p(x1, . . . , xd) := x1x2.
Then
Z(p) = H1 ∪ H2,
the union of the hyperplanes
H1 = {(x1, . . . , xd) : x1 = 0}, H2 = {(x1, . . . , xd) : x2 = 0},
and
K \ Z(p) =
4⋃
i=1
Bi ,
where each Bi is a (relatively) open connected component in K . Since 0 ∈ int K , it is easily seen
that
Bi = {(x1, . . . , xd) ∈ K : sgn x1 = εi , sgn x2 = δi },
where (without loss of generality)
ε1 = ε4 = δ1 = δ2 = 1, ε2 = ε3 = δ3 = δ4 = −1.
It follows from Theorem 2.1 that cr(Pm) ≥ dm−2 if and only if Pm fails to satisfy Property
Adm−2−1. On the contrary, let us assume that Property Adm−2−1 is satisfied. Let { p˜1, . . . , p˜dm−2} be
a basis of Pm−2 such that p˜1 ≡ 1. We multiply each function with the above-defined polynomial
p and then obtain linearly independent polynomials
pi = p p˜i , i = 1, . . . , dm−2
of total degree at most m. This implies that
pi ∈ Pm, i = 1, . . . , dm−2.
Since p˜1 ≡ 1, it is obvious that
Z(p1, . . . , pdm−2) = Z(p) = H1 ∪ H2.
Let ψ be a function defined on K such that ψ = 0 on Z(p), ψ = 1 on B1∪ B2∪ B3 and ψ = −1
on B4. This implies that |ψ | = 1 and ψ is continuous on K \ Z(p). Since by our assumption Pm
satisfies Property Adm−2−1, by definition there exists a u ∈ Pm \ {0} such that
u = 0 a.e. on Z(p) and ψu ≥ 0 on K .
Note that the first condition always holds, because Z(p) is a set of measure zero. Moreover, it
follows that
u 6≡ 0 on Bi , i = 1, . . . , 4.
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Indeed, if u = 0 on Bi for some i , then u = 0 on Rd , because a polynomial vanishing identically
on an open subset of Rd must be zero elsewhere in Rd . This contradicts u ∈ Pm \ {0}.
Since u 6≡ 0 on each Bi and u ≥ 0 on B1 ∪ B2 ∪ B3, u ≤ 0 on B4, it is easily verified that
there exist maximal positive integers α1, α2 such that
u(x1, . . . , xd) = xα11 xα22 u(x1, . . . , xd).
Then u ∈ Pm−α1−α2 \{0}, and p and u are relatively prime. Moreover, u 6≡ 0 on Bi , i = 1, . . . , 4.
We now show that u ≥ 0 on K . To verify it, we define the polynomial h by
h(x1, . . . , xd) = xα11 xα22 , (x1, . . . , xd) ∈ K .
This function has constant sign on each Bi . Since u = hu and u is either nonnegative or
nonpositive on Bi , it therefore follows that u has no sign change on Bi , i = 1, . . . , 4. On B1,
both u and h are nonnegative, which implies that u ≥ 0 on this component.
Assume now that u ≤ 0 on B2. It is then easily seen that
u(0, x2, . . . , xd) = 0
for every (0, x2, . . . , xd) ∈ K . This implies that
u(x1, . . . , xd) = xβ1 û(x1, . . . , xd), (x1, . . . , xd) ∈ K
for some β ∈ N. Hence p and u would have a common divisor of degree one, a contradiction.
Similarly, arguing on B3 and B4, we can show that u ≥ 0 on B3 ∪ B4. Since u is continuous
on K , it then follows that u ≥ 0 on K .
Let us now consider the signs of h on each Bi . It is easily seen that
sgn h =

1, on B1,
(−1)α1 , on B2,
(−1)α1+α2 , on B3,
(−1)α2 , on B4.
Since u 6≡ 0 on each Bi , for every i ∈ {1, . . . , 4} there exists an ai ∈ Bi such that
h(ai )u(ai ) = u(ai ) 6= 0.
Then, by the above arguments,
u(ai ) > 0, i = 1, . . . , 4.
Since ψu ≥ 0 on K and ψ = 1 on B2, we obtain
1 = sgn (ψ(a2)u(a2)) = sgn (h(a2)u(a2))
= sgn h(a2) = (−1)α1 .
Analogously, since ψ = 1 on B3 and ψ = −1 on B4, we obtain
1 = sgn (ψ(a3)u(a3)) = sgn (h(a3)u(a3))
= sgn h(a3) = (−1)α1+α2 ,
1 = sgn (ψ(a4)u(a4)) = −sgn (h(a4)u(a4))
= −sgn h(a4) = −(−1)α2 .
These equations imply that
1 = (−1)α1 = (−1)α1+α2 = −(−1)α2 ,
and, therefore, (−1)α2 would have both value 1 and value −1, a contradiction.
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Hence there does not exist any u ∈ Pm \ {0} satisfying
ψu ≥ 0 on K .
Thus we have shown that Pm fails to satisfy Property Adm−2−1. 
We now show that dm−2 is also an upper bound for cr(Pm), which along with Theorem 3.3
yields the statement of Theorem 3.2. To verify it we need some lemmata.
Lemma 3.4. Let there be given linearly independent polynomials p1, . . . , pr ∈ Pm (r ≥
2). Then p1, . . . , pr are relatively prime if and only if there exist polynomials qi, j , i =
1, . . . , d, j = 1, . . . , r , and polynomials ti 6≡ 0, each of them with respect to the variables
{x1, . . . , xi−1, xi+1, . . . , xd}, i = 1, . . . , d, such that
qi,1 p1 + · · · + qi,r pr = ti , i = 1, . . . , d. (3.1)
Proof. We show the statement by induction on r . If r = 2, the lemma follows directly from
Proposition 1 in [4]. Hence let us assume that the statement is true for r − 1 ≥ 2. To prove
it for r , we shall first verify the necessity of (3.1). Let us therefore suppose that p1, . . . , pr are
relatively prime. We distinguish two cases. In the first case, we assume that l of these polynomials
are relatively prime, for instance p1, . . . , pl where 2 ≤ l ≤ r − 1. Then by induction hypothesis
there exist polynomials qi, j and ti , i = 1, . . . , d, j = 1, . . . , l as required, i.e.,
qi,1 p1 + · · · + qi,l pl = ti , i = 1, . . . , d.
Setting qi, j ≡ 0, i = 1, . . . , d, j = l + 1, . . . , r we obtain condition (3.1).
In the second case, let us assume that every subsystem {p j1 , . . . , p jl }, 2 ≤ l ≤ r − 1, of
the relatively prime polynomials p1, . . . , pr has a common divisor of degree ≥ 1. Then also the
polynomials p1, . . . , pr−1 fail to be relatively prime. We shall show that there exists a nontrivial
linear combination q of {p1, . . . , pr−1} such that q and pr are relatively prime. To verify it, we
consider the functions
qn = n0 p1 + n1 p2 + · · · + nr−2 pr−1, n ∈ N
and suppose that qn and pr have a common polynomial divisor of degree ≥ 1 for every n. Hence
there exists a subsequence (qnl )l∈N of (qn) such that qnl and pr have the common divisor w of
degree µ ≥ 1 for every l, i.e.,
qnl = wqnl , l ∈ N, pr = wpr .
It is well known that det M > 0, where
M =
1 n
1
1 · · · nr−21
...
...
...
1 n1r−1 · · · nr−2r−1
 .
We obtain
M
 p1...
pr−1
 = w
 qn1...
qnr−1
 .
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Now, extending M to a matrix
M˜ =
1 n
1
1 · · · nr−21 wqn1
...
...
...
...
1 n1r−1 · · · nr−2r−1 wqnr−1

and using the Gaussian algorithm, we transform M˜ into a matrix
m11 · · · · · · m1,r−1 wq˜n1
0
. . .
...
...
...
. . .
. . .
...
...
0 · · · 0 mr−1,r−1 wq˜nr−1

where mi i 6= 0, i = 1, . . . , r − 1. This implies that
mr−1,r−1 pr−1 = wq˜nr−1 ,
mr−2,r−2 pr−2 + mr−2,r−1 pr−1 = wq˜nr−2 ,
...
....
Hence it follows that w is a nontrivial common divisor of p1, . . . , pr , a contradiction.
Thus we have shown that, for some real numbers {ci }r−1i=1 with
∑r−1
i=1 |ci | 6= 0, the function
q =
r−1∑
i=1
ci pi
and pr are relatively prime. Then by induction hypothesis there exist polynomials ui , vi and ti
as required such that
ui q + vi pr = ti , i = 1, . . . , d.
Now, setting qi, j = c j ui and qi,r = vi , j = 1, . . . , r − 1, i = 1, . . . , d, condition (3.1) follows.
To prove the sufficiency we suppose that condition (3.1) is satisfied while p1, . . . , pr have a
common divisor w of degree µ ≥ 1. Then w has to be a divisor of each ti , i = 1, . . . , d. Since w
is a polynomial in some variable x j , each polynomial ti has the same variable x j . In particular,
t j has the variable x j , which contradicts the hypothesis on this polynomial. This completes the
proof of Lemma 3.4. 
Lemma 3.5. Let p1, . . . , pr ∈ Pm \ {0} (r ≥ 2) be relatively prime. Then
K \ Z(p1, . . . , pr )
is connected.
Proof. This statement has been verified in [4], Corollary 2 for the case when r = 2 and K is
an open and connected set. Analogously to that proof, we can show our statement for arbitrary
r ≥ 2 and convex subsets K of Rd with int K 6= ∅. In our proof, the statement of Lemma 3.4
plays a crucial role. 
Remark. Using the arguments in [4], it is easily seen that the preceding statement also holds in
the more general case when K is an open and connected subset of Rd .
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Lemma 3.6. Let p1, . . . , pr ∈ Pm \ {0} (r ≥ 2) such that
pi = u pi , i = 1, . . . , r,
where u is the product of the common divisors of p1, . . . , pr . Assume that u is a polynomial of
total degree µ ≤ 1. Then
K \ Z(p1, . . . , pr )
has at most two (relatively) open connected components.
Proof. It is obvious that the polynomials p1, . . . , pr are relatively prime. Moreover, it is easily
seen that
Z := Z(p1, . . . , pr ) = Z(u) ∪ Z(p1, . . . , pr ) =: Z(u) ∪ Z .
To verify the statement we distinguish two cases.
First case. Suppose that u is a nonzero constant. Then Z(u) = ∅ and
K \ Z = K \ Z ,
which along with Lemma 3.5 implies that K \ Z is connected.
Second case. Suppose that
u(x1, . . . , xd) =
d∑
i=1
αi xi + β
such that αi 6= 0 for some i . Then Z(u) describes a hyperplane in Rd . Let K˜ = K \ Z(u). We
distinguish once more. If K˜ is connected, then it is easily seen that Z(u) ∩ int K = ∅, which
implies that K˜ is convex. Moreover, int K˜ 6= ∅. Hence by Lemma 3.5 the set K˜ \ Z is connected
and, since K \ Z = K˜ \ Z , the statement follows.
Let us now assume that K˜ is disconnected. Since Z(u) describes a hyperplane, it follows then
that
K˜ = B1 ∪ B2,
where each Bi is a convex and (relatively) open connected component and Bi ∩ int K 6= ∅.
Hence, by Lemma 3.5, each set Bi \ Z is connected. Since K \ Z = K˜ \ Z = (B1 ∪ B2) \ Z =
(B1 \ Z) ∪ (B2 \ Z), this set has exactly two connected components.
Thus we have shown that K \ Z has at most two connected components. 
Remark. The hypothesis on K to be a convex set is essential in Lemma 3.6. To show it, let
K = [−1, 1] × [0, 1] ∪ [−1, 0] × [−1, 0] ⊂ R2
and
p1(x1, x2) = u(x1, x2), p2(x1, x2) = x1 u(x1, x2), (x1, x2) ∈ K ,
where
u(x1, x2) = x1 − x2 − 12 .
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Then pi = u pi , where p1(x1, x2) = 1 and p2(x1, x2) = x1, i = 1, 2 and
Z(p1, p2) = Z(u) =
{
(x1, x2) ∈ K : x1 − x2 = 12
}
.
It is easily seen that
K \ Z(p1, p2) = C1 ∪ C2 ∪ C3,
where
C1 =
{
(x1, x2) ∈ K : x1 − x2 < 12
}
,
C2 =
{
(x1, x2) ∈ K : x1 − x2 > 12 , x1 > 0
}
,
C3 =
{
(x1, x2) ∈ K : x1 − x2 > 12 , x1 ≤ 0
}
,
are (relatively) open connected components. Hence the statement of Lemma 3.6 does not
hold. 
Proof of Theorem 3.2. Recall first that K is a convex and compact subset of Rd(d ≥ 2) such
that K = int K . By the above remarks, the statement is true if m = 0 or m = 1. Hence suppose
that m ≥ 2. In view of Theorem 3.3, we only have to show that Pm satisfies Property Adm−2 .
Let p1, . . . , pr be linearly independent polynomials in Pm , where r = dm−2 + 1. Assume that
u = u(x1, . . . , xd) is the product of their common divisors, i.e.,
pi = u pi , i = 1, . . . , r.
Then p1, . . . , pr are relatively prime. Using the notations in the proof of Lemma 3.6, we obtain
Z = Z(p1, . . . , pr ) = Z(u) ∪ Z(p1, . . . , pr ) = Z(u) ∪ Z .
To show Property Adm−2 , let ψ be a function such that ψ = 0 on Z , |ψ | = 1 and ψ is continuous
on K \ Z . To find a polynomial p˜ ∈ Pm \ {0} such that ψ p˜ ≥ 0 on K , we distinguish three cases
(the condition p˜ = 0 a.e. on Z is irrelevant, because λd(Z) = 0).
First case. Suppose that u is a constant. Then p1, . . . , pr are relatively prime and K \ Z is
connected by Lemma 3.5. This implies that ψ has constant sign on K \ Z , i.e., ψ = ε for some
ε ∈ {−1, 1}. Set p˜ = ε on K . Then p˜ ∈ Pm \ {0} and ψ p˜ ≥ 0 on K .
Second case. Suppose that u ∈ P1 \ P0. Then Z(u) is a hyperplane in Rd . If Z(u) ∩ int K = ∅,
then in view of Lemma 3.5, K \ Z is connected (note that Z = Z(u) ∪ Z ), and we conclude as
in the first case. Otherwise, if Z(u) ∩ int K 6= 0, we obtain
K \ Z(u) = B1 ∪ B2,
the union of connected components. It then follows from Lemma 3.6 that
K \ Z = K \ (Z(u) ∪ Z) = C1 ∪ C2,
the union of connected components such that Ci ⊂ Bi , i = 1, 2. If ψ has same sign on C1 ∪ C2,
i.e., ψ = ε on C1 ∪ C2 for some ε ∈ {−1, 1}, we conclude again as in the first case. Otherwise,
ψ = (−1)iε on Ci , i = 1, 2 for some ε ∈ {−1, 1}. Since u has different sign on Bi , we may
assume that sgn u = (−1)iε on Bi , i = 1, 2. Then sgn u = (−1)iε on Ci , i = 1, 2, and setting
p˜ = u, we obtain ψ p˜ ≥ 0 on Ci , i = 1, 2. Thus, ψ p˜ ≥ 0 on K .
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Third case. Suppose that u ∈ Pµ \P1 for some µ ≥ 2. Since dm−2 = dim Pm−2 and p1, . . . , pr
are linearly independent, where r = dm−2 + 1, it is obvious that for some j ∈ {1, . . . , r} the
polynomial p j has total degree at least m−1. However, this would imply that p j = u p j ∈ Pm+1,
a contradiction.
Thus we have shown that for the given function ψ there exists a p˜ ∈ P1 \ {0} ⊂ Pm \ {0} such
that ψ p˜ ≥ 0 on K . Since λd(Z) = 0, the proof of Theorem 3.2 is completed. 
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