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Abstract
In this paper we study the compact support principle for singular elliptic inequalities on complete mani-
folds with a significant dependence on the spatial variable. In the process we underline the influence in our
results both of the spatial variable and of the geometry of the ambient space.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The aim of this paper is to study the validity of the compact support principle for singular el-
liptic inequalities on complete manifolds. The main two new features that we consider below are
a significant dependence on the spatial variable x in the differential inequality and the influence
of geometry of the ambient space.
To describe our results we introduce some notations. Let (M, 〈 , 〉) be a complete, noncompact,
Riemannian manifold of dimension m 2; fix an origin o ∈ M and set
r(x) = dist(M,〈 , 〉)(x, o).
For R > 0, BR denotes the geodesic ball of radius R centered at o and ΩR the exterior open set
ΩR = M \ BR.
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Lv = div(|∇v|−1ϕ(|∇v|)∇v)
where the function ϕ is such that ϕ ∈ C1(R+), ϕ′ > 0 and ϕ(0+) = 0.
Note that the previous conditions on ϕ can be interpreted as a minimal requirement of ellip-
ticity for L.
As a few significant examples we mention:
(i) L = , the Laplace–Beltrami operator. Here ϕ(t) = t.
(ii) More generally, L = p, p > 1, the p-Laplacian. In this case ϕ(t) = tp−1.
(iii) L is the mean curvature operator which is obtained with the choice ϕ(t) = t (1 + t2)−1/2.
We are interested in classical (weak) solutions of the differential inequality
Lv  a(x)f (v) on Ω (1.1)
where a ∈ C0(M), and from now on, we assume that
(F1) f ∈ C0(R+0 ), f (0) = 0, and f is nondecreasing on (0, δ) for some δ > 0.
By a classical solution v of (1.1) we understand a function v ∈ C1(Ω) which is a distribution
solution of (1.1) in Ω ; that is, such that for every ψ ∈ C∞0 (Ω), ψ  0
∫
Ω
|∇v|−1ϕ(|∇v|)〈∇v,∇ψ〉 + ∫
Ω
a(x)f (v)ψ  0.
By the compact support principle for (1.1) we mean the statement that: if v is a nonnegative
classical solution of (1.1) on ΩR, for some R > 0, with
v(x) → 0 as r(x) → +∞,
then v has compact support. In other words a nonnegative ground state of (1.1) on ΩR has
compact support.
Starting from the pioneering work of Redheffer [10] and the first modern paper on the subject,
due to Pucci, Serrin and Zou [9], on Euclidean spaces, the compact support principle has been
studied by a number of authors; for very recent contributions to the subject see for instance [2,5–
9]. However, beside the case of radial ground states of the p-Laplacian, these authors concentrate
their efforts basically on the case a(x) ≡ 1 (see for instance the recent monograph [8] for a
summary of the known results).
In fact, the case of the p-Laplacian for radial ground states can be reduced, in appropriate
circumstances, to a(x) ≡ 1 by a change of variable. This procedure is available neither for general
ground states nor, for instance, when L is the mean curvature operator.
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function H :R+0 →R by setting
H(t) = tϕ(t)−
t∫
0
ϕ(s) ds.
It is easily seen that H ∈ C1(R+), H(0) = 0 and H is increasing, indeed
H ′(t) = tϕ′(t).
For instance, for the p-Laplacian p we have
H(t) =
(
1 − 1
p
)
tp, p > 1,
while for the mean curvature operator
H(t) = 1 − 1√
1 + t2 .
We observe that in this latter case ϕ(+∞) = H(+∞) = 1 < +∞, a case which sometimes
deserves same extra care (see for instance (F2) below).
The following requirements relate H and f via the function
F(t) =
t∫
0
f (s) ds.
(F2) Assume that
1
H−1(F (t))
∈ L1(0+).
It is well known, see for instance Theorem 1.1 in [6], that when (F1) holds and f is positive
near 0, then (F2) is necessary for the compact support principle to hold in case a(x) ≡ 1 in (1.1).
Note that, we can choose δ in (F1) such that F(δ) < H(+∞) so that in (F2) the function
(H−1(F (t)))−1 ∈ L1([0, δ]). Moreover, we also require
(F3) there exists A > 0 such that
F(t)
H−1(F (t))
Af (t) on [0, δ].
We remark, see Section 2 below, that, although very similar, (F2) and (F3) are independent.
However, in many instances, (F2) implies (F3).
Since our ambient space is a general complete manifold we need to relate the problem to
geometry. Towards this aim we define the function
θ(t) = sup {0,−r(x)}. (1.2)
B2t\Bt
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has to be understood in the weak sense.
The next assumptions concern the behaviour of the function H (or ϕ). The first is
(L1) there exists B > 0 such that
tH ′(t) BH(t) on R+0 .
The second is a sort of almost multiplicativity for ϕ′; precisely,
(L2) there exists c1 > 0 such that
c−11 ϕ
′(s)ϕ′(t) ϕ′(st) c1ϕ′(s)ϕ′(t) on R+0 ×R+0 .
Note that, because of the relation between the derivatives of ϕ and H , we can equivalently express
(L2) in the form
c−11 H
′(s)H ′(t)H ′(st) c1H ′(s)H ′(t) on R+0 ×R+0 .
It is clear that the p-Laplacian satisfies both (L1) and (L2) for every p > 1, while the mean
curvature operator satisfies (L1) but not condition (L2). This fact forces to consider the following,
in some sense alternative, condition to (L2).
(L3) There exists c2 > 0 such that
ϕ′(t) c2 on R+0
and
ϕ′(t) c−12 on [0,1].
Clearly (L3) is satisfied, for example, by the mean curvature operator and by the standard Laplace
operator, while is false for the p-Laplacian for every p = 2.
We are now ready to state our main results.
Theorem A. Let (M, 〈 , 〉) be a complete, noncompact manifold and given f, a and the opera-
tor L, assume the validity of (F1)–(F3), (L1), (L2), (B1). Furthermore, let b ∈ C1([R,+∞)) be
positive, nonincreasing and such that
b
(
r(x)
)
 a(x) on ΩR. (1.3)
Moreover, assume
(B2) there exists B˜ > 0 such that
− b
′(t)
H−1(b(t))
 B˜b(t) on [R,+∞).
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lim inf
r→+∞H
(
1
rH−1(b(2r))
)(
1 + rθ(r))< +∞ (1.4)
where θ is defined in (1.2).
In Section 4 we present a corollary of Theorem A where we split request (1.4) into two sepa-
rate conditions related respectively to geometry and to the differential operator at hand.
A companion of Theorem A is obtained replacing condition (L2) with (L3). Precisely we have
Theorem B. In the same assumptions of Theorem A, suppose the validity of (L3) instead of (L2).
Then the compact support principle holds for (1.1) on ΩR provided
lim inf
r→+∞
1 + rθ(r)
r2[H−1(b(2r))]2 < +∞ (1.5)
where θ is defined in (1.2).
The paper is organized as follows: in Section 2 we make some preliminary remarks to illustrate
Theorems A and B and some of their consequences; Section 3 is devoted to the proof of the main
technical results that we shall use in Section 4 to show the validity of Theorems A and B. In
Section 5 we specialize to the case of the p-Laplacian and prove the sharpness of our result
when powerlike functions are involved. We also provide a complementary result, Theorem C,
using a different technique based on a suitable change of variable. The paper ends with some
final applications of our results, given in Section 6, where a weighted version of (1.1) is studied
on Rm.
2. Preliminary remarks
The aim of this section is to comment on Theorems A and B to clarify the role of the assump-
tions. We also introduce some consequences to illustrate the applicability of our results.
Remark 1. When the operator L is the standard Laplace–Beltrami operator both Theorems A
and B can be applied. Note that in this case, since H(t) = 12 t2, (1.4) and (1.5) coincide.
Remark 2. It is clear that if the compact support principle holds for (1.1) on ΩR in the assump-
tions (F1) and (B1), then it also holds on ΩR for
Lv  a1(x)f (v)
whenever a1(x)  a(x) on ΩR. Hence the interesting (and new with respect to the existing
literature especially for the general operator L) case to deal with is when
lim inf
r(x)→+∞a(x) = 0.
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(1.5). We see that geometry enters into the picture only when r < 0, at least for r  1. Indeed,
otherwise definition (1.2) of θ yields θ(t) ≡ 0. This is certainly the case when (M, 〈 , 〉) is the
Euclidean or hyperbolic space. In this case (1.4), for example, simply becomes
lim inf
r→+∞H
(
1
rH−1(b(2r))
)
< +∞.
Thus (1.4) and (1.5) are sensitive of geometry only when r is genuinely negative at infinity.
Remark 4. In order to obtain bounds on r on a general manifold M with appropriate curvature
assumptions, one uses model manifolds via the Laplacian or Hessian comparison theorems. (See
for instance [1] and for a completely analytic approach [3].)
We recall that a model manifold Mg is a manifold diffeomorphic to Rm with metric 〈 , 〉
given as follows. Fix an origin o ∈ Mg and define 〈 , 〉 on Mg \ {o} = (0,+∞) × Sm−1, in polar
coordinates as
〈 , 〉 = dr2 + g(r)2 dϑ2 (2.1)
with dϑ2 the standard metric on the unit sphere Sm−1. Here g ∈ C∞(R+0 ) and
g(2k)(0) = 0, k ∈N, g′(0) = 1, g(r) > 0 on R+.
Note that these requests on g at 0 enable us to extend (2.1) to a smooth metric on all of Mg , with
r the distance function from o. On model manifolds r can be easily computed, indeed
r = (m− 1)g
′(r)
g(r)
on Mg \ {o}.
If, for example, we consider a manifold M with a given lower bound on the Ricci tensor in the
radial direction, it is possible to choose an appropriate model Mg, and to obtain, via the Laplacian
comparison theorem, the estimate
(r)M  (r)Mg = (m− 1)
g′(r)
g(r)
. (2.2)
Hessian comparison theorems provide the reverse inequality, but only under a more demanding
curvature assumption.
Remark 5. Thus if we think of (2.2) as given, we see that the request
g′(r)
g(r)
< 0 for r  1 (2.3)
forces the volume of (M, 〈 , 〉) to be somewhat “small.” Indeed, at least outside the cut locus of
o ∈ M,
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dr
vol(∂Br) =
∫
∂Br
r
so that, using (2.2)
vol(Br) C
r∫
R
g(s)m−1 ds  Cr
for some constants C,R > 0 sufficiently large. Since (2.3) implies that g has to be decreasing for
r  1, it may happen that g(r)m−1 ∈ L1(+∞), justifying our assertion.
Remark 6. We compare the hypotheses (F2) and (F3). We show that the two requirements are
independent, although in many cases (F2) implies (F3).
We first show that, in general, (F3) does not imply (F2). This can be done in a very simple way
for the standard Laplace operator (recall that in this case H(t) = 12 t2) using the choice f (t) = t.
This is also the case for each differential operator such that
1
t
H−1(t) ∈ L1(0+).
In fact, the above requirement implies that the function
t (F ) =
F∫
0
H−1(s)
s
ds
is invertible in (0, 
), for some 
 > 0. We take as F(t) this inverse. Then,
f (t) = F ′(t) = F(t)
H−1(F (t))
so that (F3) holds. While
∫
0+
du
H−1(F (u))
=
∫
0+
t ′(s)
H−1(s)
ds =
∫
0+
ds
s
= +∞
and condition (F2) is not met.
For the sake of simplicity we deal only with the case of the Laplace operator and show that
the requirements “(F2) holds and (F3) does not” force the function d
dt
√
F to have arbitrary large
oscillations near 0. First we observe that
d
dt
√
F(t) = f (t)
2
√
F(t)
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lim inf
t→0+
d
dt
√
F = 0.
Next, we show that if lim sup d
dt
√
F < +∞ then also condition (F2) is false, so that (F2) implies
lim sup d
dt
√
F = +∞. Indeed, suppose that lim sup d
dt
√
F = A. Then for every ε > 0, integration
in [ε, t], gives √F(t) − √F(ε)  A(t − ε). Letting ε → 0+, we get √F(t)  At and hence
(
√
F(t))−1 /∈ L1(0+).
Remark 7. In the sequel, see Sections 5 and 6, we provide several examples of applications of
Theorem A. Here we give an interesting application of Theorem B.
Let (M, 〈 , 〉) be the model Mg where we choose
g(r) = e−rβ for r  1
and some β  0. Note that, with this choice of g
vol(Mg) < +∞ if β > 0,
vol(Mg) ∼ Cr as r → +∞ if β = 0
for some constant C > 0. Furthermore, the radial sectional curvature Krad satisfies
Krad ∼ −β2r2(β−1)r as r → +∞
showing that Mg is (radially) asymptotically flat for 0  β < 1. On Mg we consider the mean
curvature operator, that is ϕ(t) = t (1 + t2)−1/2. The choices
b(r) = C
rμ
for r  1, f (t) = tσ
with 0 < σ < 1 and 0  μ  2 − β , fulfill the hypotheses of Theorem B. Hence we have the
validity of the compact support principle for the differential inequality
div
( ∇u√
1 + |∇u|2
)
 a(x)f (u)
on ΩR ⊂ Mg for R > 0 sufficiently large and
a(x) C
rμ
on ΩR
with μ as above. As a consequence, in these conditions, there are no positive ground state solu-
tions of the mean curvature equation
div
( ∇u√
1 + |∇u|2
)
= a(x)
whatever regularity of a on Mg.
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The aim of this section is to prove Lemmas 1 and 2 below; they are the main ingredients in
the proofs of Theorems A and B. Indeed, as we shall see in Section 4, the lemmas will allow us
to construct a nonnegative, compactly supported, radial supersolution of (1.1) and then reach the
conclusion via a comparison argument.
In what follows it will be convenient to extend the definition of ϕ on all of R by setting
ϕ(0) = 0 and ϕ(t) = −ϕ(−t) for t < 0, thus obtaining ϕ ∈ C1(R\{0}) ∩ C0(R). Moreover, from
(F2), the quantity
Cγ =
γ∫
0
ds
H−1(F (s))
(3.1)
is a well-defined increasing function on [0, δ] vanishing as γ → 0.
Finally, the forthcoming lemmas will deal with positive, nonincreasing, C1 functions b defined
on [R,+∞) for some R > 0 and satisfying the condition (B2) in Theorems A and B, that is
− b
′(t)
H−1(b(t))
 B˜b(t) (3.2)
for some constant B˜ > 0 and every t R.
By means of these functions one may construct, for every R  R and T ∈ (0,R], the integrals
I (T ,R) =
2R∫
2R−T
H−1
(
b(s)
)
ds.
Due to the monotonicity of b and H the integrals I (T ,R) are, respectively, increasing and de-
creasing with respect to T and R. Hence the quantity
K = K(γ,T ,R) = Cγ
I (T ,R)
=
∫ γ
0
ds
H−1(F (s))∫ 2R
2R−T H−1(b(s)) ds
(3.3)
is increasing in γ ∈ [0, δ] and R R, and decreasing in T ∈ (0,R], with K(0, T ,R) = 0.
We are now ready to prove
Lemma 1. Assume the validity of (F1)–(F3), (L1), (L2) and for some R > 0 let b : [R,+∞) →
R
+ be a nonincreasing, C1 function satisfying (3.2). Then for every R  R, T ∈ (0,R], and
γ ∈ [0, δ] there exists a decreasing function of class C2 (possibly except at t = 2R, but C1 all
over its domain)
β : [R,+∞) → [0, γ ]
such that
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β(t) = 0 on [2R,+∞)
and satisfying
−ϕ(β ′)(t) cH ′
(
T
R
)
H ′(K)(K + 1)T b(t)f (β(t)), (3.4)
d
dt
(
ϕ(β ′)
)
(t) cH ′
(
T
R
)
H ′(K)(K + 1)T
R
b(t)f
(
β(t)
) (3.5)
for every t ∈ [R,2R), where c > 0 is an absolute constant, independent of R,T ,γ and K is
given in (3.3).
Proof. Fix R  R, T ∈ (0,R], and γ ∈ [0, δ]. Define the function α : [0, T ] → [0, γ ] by the
requirement
α(t)∫
0
ds
H−1(F (s))
= K
t∫
0
H−1
(
b(2R − s))ds (3.6)
with K = K(γ,T ,R) given in (3.3). Then α is an increasing, C2 function, with α(0) = 0 and
α(T ) = γ. For the ease of notations, let us write
b˜(t) = b(2R − t).
Differentiating (3.6) we obtain
α′(t) = KH−1(F (α(t)))H−1(b˜(t)),
and setting
ρ(t) = H−1(F (α(t))), σ (t) = H−1(b˜(t))
we rewrite the above as
α′(t) = Kρ(t)σ (t). (3.7)
This shows that α′(0) = 0 and
d
dt
(
H(α′)
)= H ′(Kρσ)K(f (α)α′
H ′(ρ)
σ + b˜
′
H ′(σ )
ρ
)
on (0, T ].
The combined use, in this order, of assumptions (L2), (L1), (F3) and (3.2) then leads to
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(
H(α′)
)
 c21KH ′(K)
(
f (α)α′H ′(σ )σ + ρH ′(ρ)b˜′)
 c21BKH ′(K)
(
f (α)α′b˜ + F(α)b˜′)
 c21BH ′(K)(K +AB˜)f (α)b˜α′
or, in other words,
d
dt
(
ϕ
(
α′(t)
))
 c21BH ′(K)(K +AB˜)f
(
α(t)
)
b˜(t) on (0, T ]. (3.8)
Integrating the above inequality on (0, t], with t ∈ (0, T ], and using H(0) = 0 and b˜ nondecreas-
ing we obtain
ϕ
(
α′(t)
)
 c21BH ′(K)(K +AB˜)Tf
(
α(t)
)
b˜
(
R
T
t
)
. (3.9)
Next, we define the function β : [R,+∞) → [0, γ ] as follows
β(t) =
{
α(2T − T
R
t) if t ∈ [R,2R],
0 if t > 2R
obtaining a decreasing function of class C2, possibly except at t = 2R, satisfying β(R) = γ,
β(2R) = β ′(2R) = 0. For this function β, inequality (3.4) is easily seen to be true, since (3.9)
holds and since, from (L2)
ϕ(uv) = v
u∫
0
ϕ′(sv) ds  c1H ′(v)ϕ(u) for every u,v > 0.
Similarly, from (3.8) and a repeated application of (L2), we get (3.5). 
With the same notations as in the proof above, we observe that, from the monotonicity of α,
F, H−1 and b˜, it follows that
ρ(t) = H−1(F (α(t)))H−1(F(γ )), σ (t) = H−1(b˜(t))H−1(b˜(R)).
These two bounds tend to 0 as γ → 0 and R → +∞. Hence, it is possible to choose γ ∈ (0, δ]
and R0 R so that H−1(F (γ )) 1 and H−1(b˜(R0)) 1.
In the sequel we decide to continue to use the letters δ and R instead of γ and R0 thus implying
ρ(t), σ (t) 1.
Lemma 2. Assume the validity of (F1)–(F3), (L1), (L3) and for some R > 0 let b : [R,+∞) →
R
+ be a nonincreasing, C1 function satisfying (3.2). Then for every R  R, T ∈ (0,R], and
γ ∈ [0, δ] there exists a decreasing, C2 function
β : [R,+∞) → [0, γ ]
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β(2R) = β ′(2R) = 0, β(R) = γ,
β(t) = 0 on [2R,+∞)
and satisfying
−(ϕ(β ′))(t) cK(K + 1)T 2
R
b(t)f
(
β(t)
)
, (3.10)
d
dt
(
ϕ(β ′)
)
(t) cK(K + 1)
(
T
R
)2
b(t)f
(
β(t)
) (3.11)
for every t  R, where c > 0 is an absolute constant, independent of R,T ,γ and K is given
in (3.3).
Proof. We keep the same notations of the proof of Lemma 1. The function α defined in (3.6) has
the first derivative as in (3.7), so that using (L1)
α′′ = K
(
f (α)α′
H ′(ρ)
σ + b˜
′
H ′(σ )
ρ
)
 KB
H ′(ρ)H ′(σ )
(
H(σ)f (α)α′ +H(ρ)b˜′)
= KB
H ′(ρ)H ′(σ )
(
b˜f (α)α′ + b˜′F(α))
 KBb˜
H ′(ρ)H ′(σ )
(
f (α)α′ + B˜F (α)σ )
where this last step follows from inequality (3.2). We use again (3.7) and apply (L3) to both
H ′(ρ) and H ′(σ ) obtaining
α′′ KBb˜
(
Kf (α)
ρ
H ′(ρ)
σ
H ′(σ )
+ B˜ σ
H ′(σ )
F (α)
H(ρ)
)
 c22KBb˜
(
Kf (α) + B˜ F (α)
ρ
)
 c22KBb˜f (α)(K + B˜A)
having used, for this last step, inequality (F3). Thus,
α′′(t) c22K(1 +K)f
(
α(t)
)
b˜(t) (3.12)
when t ∈ [0, T ]. The monotonicity of b˜ and f (α) implies that, after integration
α′(t) c22K(1 +K)Tf
(
α(t)
)
b˜
(
t
R
T
)
. (3.13)
Again, as in the proof of the previous lemma we set
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{
α(2T − T
R
t) if t ∈ [R,2R],
0 if t > 2R
and obtain (3.11), form (L3) and (3.12), while (3.10) follows from (L3) and (3.13). 
We warn the reader of a slight difference between the statements of these two lemmas. In
Lemma 2, the function β is of class C2 everywhere; this follows from (3.12) with t → 0, since
in this case α′′(0) = 0. The function constructed in Lemma 1 belongs certainly to C1([R,+∞)),
and is twice differentiable with continuity in every t = 2R. However it may not be of class C2:
for example this is the case for the p-Laplace operator when f (v) = vσ , 0 < σ < 1, and p 
2(σ + 1).
4. Proofs of Theorems A and B
Proof of Theorem A. Let v  0 be a classical nonnegative solution of (1.1) on ΩR converging
to 0 at infinity, that is, {
Lv  a(x)f (v) on ΩR,
v(x) → 0 as r(x) → +∞.
We fix γ ∈ (0, δ) as in the previous section and we let Rγ  R sufficiently large such that
v(x) γ on ΩRγ . (4.1)
For any R  Rγ , T ∈ (0,R) let β : [R,+∞) → [0, γ ] be the function constructed in Lemma 1
and let
u(x) = β(r(x)) on ΩR.
Then
Lu(x) = (ϕ(β ′))′(r(x))+r(x)ϕ(β ′)(r(x)) on B2R \ BR. (4.2)
Next, using (1.2) and (3.4), (3.5) of Lemma 1, we have
Lu(x) cH ′
(
T
R
)
H ′(K)(1 +K)T
R
(
1 +Rθ(R))b(r(x))f (u(x)). (4.3)
We set
J = J (T ,R) = 1
T
2R∫
2R−T
H−1
(
b(s)
)
ds.
Then, recalling (3.1) and (3.3) we have
TK = Cγ .
J
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H ′
(
T
R
)
H ′(K) c21H ′(Cγ )H ′
(
1
RJ
)
.
Moreover, if we choose T  Cγ
J
so that R Rγ
H ′
(
T
R
)
H ′(K)(1 +K)T
R
 2c21H ′(Cγ )H ′
(
1
RJ
)
Cγ
JR
 cH(Cγ )H
(
1
RJ
)
.
Recall now that H increases and b decreases thus,
J H−1
(
b(2R)
)
whence
H
(
1
RJ
)
H
(
1
RH−1(b(2R))
)
.
Combining the previous inequalities, we have been able to produce, for every γ ∈ (0, δ) and
every R Rγ a compactly supported radial function u : ΩR → [0, γ ] such that
Lu(x) cH(Cγ )H
(
1
RH−1(b(2R))
)(
1 +Rθ(R))b(r(x))f (u(x)) (4.4)
on B2R \ BR.
Since H(Cγ ) → 0 as γ → 0, combining hypotheses (1.3) and (1.4) and the above inequality it
turns out that, to any γ ∈ (0, δ) we are able to associate a suitable R Rγ R and a nonnegative
function u : ΩR → [0, γ ] with the following properties: u(x) = 0 if r(x) 2R;
Lu(x) a(x)f
(
u(x)
) (4.5)
on B2R \BR. Obviously, (4.5) is satisfied also on Ω2R. Reasoning as in the proof of Theorem 2.10
of [4], or alternatively as in that of Theorem 2.1 of [6] we deduce that u satisfies (4.5) weakly on
all of ΩR. From (4.1) we know that v(x) u(x) on ∂BR ⊂ ΩRγ , and also that
lim inf
x∈ΩR, r(x)→∞
(
u(x)− v(x))= 0
so that we can apply a comparison principle, see Theorem 5.3 of [6], to conclude that
v(x) u(x) on ΩR
hence proving that v has compact support. 
It seems worth to state the following consequence of Theorem A where we split request (1.4)
into two separate conditions related respectively to geometry and to the differential operator at
hand.
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erator L, assume the validity of (F1)–(F3), (L1), (L2). Furthermore, let b ∈ C1([R,+∞)) be
positive, nonincreasing and satisfying (B2) and (1.3) on ΩR. If, for some q ∈R,
lim sup
r→+∞
rqθ(r) < +∞
and
lim inf
r→+∞
[
rH−1
(
b(r)
)
H−1
(
r−s
)]
> 0
for some s max(0,1 − q), then the compact support principle holds for (1.1) on ΩR.
Proof. The above requests imply that definitively, for a (possibly different) positive constant
C > 0, we get H(1/(rH−1(b)))  Cr−s and (1 + rθ(r))  C(1 + r1−q) which imply (1.4) if
s max(0,1 − q). 
The proof of Theorem B follows the same lines of the previous one. We outline only the main
differences.
Proof of Theorem B. Let v  0 be a classical (weak) solution of (1.1) on ΩR converging to 0 at
infinity. We fix γ ∈ (0, δ) as in the previous section and we let Rγ  R sufficiently large such that
(4.1) holds. For any R  Rγ , T ∈ (0,R) let β : [R,+∞) → [0, γ ] be the function constructed
in Lemma 2 and let
u(x) = β(r(x)) on ΩR.
Next, we use (4.2) and (3.10), (3.11) of Lemma 2 on B2R \ BR and we have
Lu(x) cK(1 +K)
(
T
R
)2(
1 +Rθ(R))b(r(x))f (u(x))
which is analogous to (4.3). With the same notations as in the proof of Theorem A we get, again
for T  Cγ
J
K(1 +K)T 2 = Cγ
J
(
T + Cγ
J
)
 2
(
Cγ
J
)2
 2C2γ
1
[H−1(b(2R))]2
so that
Lu(x) cC2γ
1 +Rθ(R)
[RH−1(b(2R))]2 b
(
r(x)
)
f
(
u(x)
)
which is analogous to (4.4).
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turns out that, we are again able to produce a compactly supported function u : ΩR → [0, γ ]
such that
Lu(x) a(x)f
(
u(x)
)
on ΩR.
The conclusion follows as above. 
5. The p-Laplacian
In this section we deal with the special case of the p-Laplace operator motivated by two
reasons: on the one hand its importance and on the other hand the fact that we can obtain the
validity of the compact support principle, under assumptions different from those of Theorem A,
following the alternative route that we shall explain below.
First of all, for the sake of comparison, we restate Theorem A for the p-Laplacian.
Proposition 1. Let (M, 〈 , 〉) be a complete, noncompact manifold and given f, a and p > 1
assume the validity of (F1), (B1), and
(F2) F−1/p ∈ L1(0+);
(F3) there exists A > 0 such that
F(t)1−1/p Af (t) on [0, δ] with δ > 0.
Furthermore, let b ∈ C1([R,+∞)) be positive, nonincreasing and suppose that
b
(
r(x)
)
 a(x) on ΩR.
Moreover, assume that
(B2) there exists B˜ > 0 such that
−b′(t) B˜(b(t))1+1/p on [R,+∞].
Then the compact support principle holds for
pv  a(x)f (v)
on ΩR provided that
lim inf
r→+∞
1 + rθ(r)
rpb(2r)
< +∞
where θ is defined in (1.2).
Next, we analyze the special, but very important case, when all the functions f, θ and b
involved behave definitively like powers.
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R > 0, and some α ∈R,
inf
ΩR
(
r(x)
)α
r(x) > −∞.
If 0 < σ < p − 1, and μmin(p;α + p − 1), then there are no positive ground states of
pv 
1
r(x)μ
vσ on ΩR.
Next, we want to show that the previous result is sharp. That is, at least in the powerlike case,
Theorem A cannot be improved. In fact, for every choice of parameters out of the range of the
previous corollary, we show that there exist a suitable model manifold and a positive ground state
so that the compact support principle does not hold.
Proposition 2. For every μ,σ > 0 and α ∈ R such that μ > min(α + p − 1;p) there exist a
model manifold Mg such that, for some R > 0,
inf
ΩR
(
r(x)
)α
r(x) > −∞
and a positive ground state u of
pu
1
r(x)μ
uσ on ΩR
for some R  R.
Proof. Fix α ∈R and let Mg be a model manifold such that
r(x) = (m− 1)g
′(x)
g(x)
= − 1
(r(x))α
for r(x) R.
This amounts to choose, for r R,
g(r) =
{
exp( 1
(m−1)(α−1) r
1−α) if α = 1,
r−1/(m−1) if α = 1.
We shall produce a radial solution u of
pu = b
(
r(x)
)≡ 1
r(x)μ
on ΩR, with the properties u > 0 and u → 0 when r(x) → +∞. Then, for every σ > 0, u will
also satisfy
pu b
(
r(x)
)
uσ (x)
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of
(
g(r)(m−1)|β ′|p−2β ′)′ = g(r)(m−1)b(r) on [R,+∞)
with the requests that β(r) → 0 and β ′  0. If we suppose that
g(m−1)b ∈ L1(+∞) (5.1)
and [∫ +∞
t
g(m−1)(s)b(s) ds
g(m−1)(t)
]1/(p−1)
∈ L1(+∞) (5.2)
then the function β : [R,+∞) → (0, β(R)] defined by
β(r) =
+∞∫
r
(∫ +∞
t
g(m−1)(s)b(s) ds
g(m−1)(t)
) 1
p−1
dt
is the desidered solution. It can be easily seen that condition (5.1) is satisfied for every choice
of μ > min(α + p − 1;p). To obtain (5.2) we first observe that, if α  1, g → 0 at infinity, so
applying de l’Hôpital’s rule we get, for t → +∞,
∫ +∞
t
g(m−1)(s)b(s) ds
g(m−1)(t)
∼ − 1
m− 1
g(t)
g′(t)
b(t) = − 1
tμ−α
while, if α > 1, g is bounded between to positive constants so that, for t → +∞,
∫ +∞
t
g(m−1)(s)b(s) ds
g(m−1)(t)
∼
+∞∫
t
b(s) ds ∼ − 1
tμ−1
.
Hence, (5.2) is satisfied for every μ > min(α + p − 1;p). 
It is worthwhile to observe once more that we find the optimality of our result for model
manifolds where the Laplacian of the distance function is genuinely negative. In manifolds with
r  0 Theorem A is probably not the best possible result. This is the case, but under additional
conditions (see [2, Theorem 1.2]) in Rm.
In the sequel we show how some known results can be applied to get another form of the
compact support principle for the p-Laplace operator.
From the proof of Theorem A it is apparent that to reach the desired conclusion it is enough
to produce a radial solution u of
pu b
(
r(x)
)
f (u) (5.3)
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(small enough) and for some R  R large enough. Writing u(x) = β(r(x)), (5.3) amounts to
find a solution β of{(|β ′|p−2β ′)′ +r|β ′|p−2β ′  b(r)f (β) on [R,+∞),
β(R) = γ > 0, β(2R) = β ′(2R) = 0, β ′  0. (5.4)
Suppose that the condition
r  (m − 1)g
′(r)
g(r)
on ΩR, (5.5)
with g : [R,+∞) → (0,+∞), g ∈ C2([R,+∞)), is satisfied. (Note that (5.5) is expressed in the
geometrical form obtained by the Hessian comparison theorem via a request of a bound, from
above, on the radial sectional curvature of the manifold.) Then (5.4) is certainly valid whenever
β solves {
(i)
(
g(r)(m−1)|β ′|p−2β ′)′  g(r)(m−1)b(r)f (β) on [R,+∞),
(ii) β(R) = γ > 0, β(2R) = β ′(2R) = 0, β ′  0. (5.6)
With b > 0 on [R,+∞) we follow the argument given in Section 3 of [5] and perform the change
of variable
t = t (r) =
r∫
R
b(s)1/p ds
to transform (5.6)(i) into
d
dt
(
q(t)
∣∣w(t)∣∣p−2w′) q(t)f (w) on [t (R), t (+∞))
where
w(t) = β(r(t)) and q(t) = g(r(t))m−1b(r(t))1−1/p
and r(t) is the inverse function of t (r). Thus, it is enough to solve the problem⎧⎨⎩ (i)
d
dt
(∣∣w(t)∣∣p−2w′)+ q ′
q
∣∣w(t)∣∣p−2w′  f (w) on [t (R), t (+∞)),
(ii) w
(
t (R)
)= γ > 0, w(t (2R))= w′(t (2R))= 0, w′  0. (5.7)
We stress that, as the right-hand side of (5.7)(i) shows, after the change of variable we are
reduced to the case b ≡ 1. This last problem has been solved in [6], when
b(r)1/p /∈ L1(+∞), (5.8)
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inf[t (R),+∞)
q ′
q
> −∞.
Expressing this latter in terms of g and b we obtain
inf[R,+∞)
1
b1/p
(
(m− 1)g
′
g
+
(
1 − 1
p
)
b′
b
)
> −∞. (5.9)
We have therefore shown the validity of
Theorem C. Let (M, 〈 , 〉) be a complete, noncompact manifold and given f and a, assume the
validity of (F1), (F2) and (B1). Suppose that (5.5) is satisfied on ΩR, let b ∈ C1([R,+∞)),
b > 0 be such that (5.8) and (5.9) are satisfied and
b
(
r(x)
)
 a(x) on ΩR.
Then the compact support principle holds for
pv  a(x)f (v)
on ΩR.
Next, we want to compare Theorems A and C.
Remark 1. We first compare requirements (B2) and (5.8) which both involve the function b. We
observe that, integrating (B2) over [R, t] implies the validity of (5.8), but the converse is false.
Consider, for instance, the function
b(r) = 1
(r log r)p
, r  1.
This satisfies (5.8) but not (B2).
Remark 2. Next, we show that Theorems A and C are independent.
By the previous remark it is possible to construct an example where Theorem C can be applied
but not Theorem A. In fact, take M = Rm, where r = m−1
r
, and choose f (t) = tσ and b(r) =
(r log r)−p with 0 < σ < p − 1 and p  m. By Theorem C there are no positive ground states
for pv  avσ , but Theorem A cannot be applied since condition (B2) is not met.
Next, we show that in the “powerlike” case the range of validity of Theorem C is strictly
smaller than the one obtained in Proposition 1.
Fix α ∈R and let Mg be a model manifold such that
r(x) = (m − 1)g
′(x) = − 1
α
for r(x)  1.g(x) (r(x))
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pv 
1
r(x)μ
vσ on ΩR
for some R > 0, we are forced to require 0 < σ < p − 1 and μmin(αp;p).
Whereas, by Proposition 1, Theorem A can be applied if 0 < σ < p − 1 and μ  min(α +
p − 1;p).
6. Radial ground states on Rm
In this last section we provide some interesting applications of our results. In the first part
we show how Theorems A and B can be applied to derive conclusions on the nonexistence of
positive classical radial ground state solutions on ΩR ⊂ Rm, R > 0, m 2, that is, classical ra-
dial positive solutions converging to 0 at infinity, of quasilinear elliptic inequalities with positive
continuous weights h and k of the type
div
(
h
(|x|)|∇u|−1ϕ(|∇u|)∇u) k(|x|)f (u) (6.1)
where divergence and gradient are taken in Rm and f satisfies (F1)–(F3).
For |x| = r sufficiently large, say r R > 0, define g by
g(r) = rh(r) 1m−1 (6.2)
and choose g on [0,R) appropriately to construct a model manifold Mg. Let u(x) = β(|x|) be a
C2 radial solution of (6.1) on ΩR. Using the identity
1
h(r)
divRm
(
h|β ′|−1ϕ(|β ′|)β ′∇r)= divMg (|β ′|−1ϕ(|β ′|)β ′∇r)
and (6.1) we deduce that β satisfies
divMg
(|β ′|−1ϕ(|β ′|)β ′∇r) 1
h(r)
k(r)f (β)
on [R,+∞), which can be interpreted on the model Mg with v(y) = β(r(y)) as
div
(|∇v|−1ϕ(|∇v|)∇v) 1
h(r)
k(r)f (v) on ΩR ⊂ Mg (6.3)
so that the function v is a positive solution of (1.1) with a(x) = k(r(x))
h(r(x))
. In all the cases where it
is possible to apply Theorem A (or B) to the differential inequality (6.3) we can conclude that
(6.1) has no positive radial ground states under the same assumptions.
By way of example, choose f (t) = tσ and, for r  1,
g(r) =
{
exp( 1
(m−1)(α−1) r
1−α) if α = 1,
−1/(m−1)
(6.4)
r if α = 1
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that (1.3) holds, that is, for some C > 0,
C
rμ
 h(r)
k(r)
= r
m−1k(r)
gm−1(r)
for r  1. (6.5)
For the mean curvature operator, obtained when ϕ(t) = t (1 + t2)−1/2, applying Theorem B (see
also Remark 7 in Section 2), we deduce that (6.3) has no positive ground states when
0 μmin(2;1 + α) and 0 < σ < 1. (6.6)
Hence, (6.1) has no positive radial ground states under assumptions (6.4)–(6.6), with h given
by (6.2).
We consider now the cases of the p-Laplace operators, that is ϕ(t) = tp−1, p > 1. Applying
Theorem A (see also Corollary 2 in the previous section) we deduce that (6.3) has no positive
ground states when
0 μmin(p;p − 1 + α) and 0 < σ < p − 1. (6.7)
Hence, (6.1) has no positive radial ground states under assumptions (6.4), (6.5) and (6.7), with h
given by (6.2).
Next, we show that, in case equality in (6.1) holds, we can push our analysis a step further.
Indeed, we can prove the nonexistence of nontrivial radial entire ground states u 0, where as
usual an entire solution is one defined on all of Rm. Note that equality in (6.1) yields equality in
(6.3) so that, by the maximum principle our statement is trivial under assumption (F1) whenever
u∗ = sup
Rm
u = v∗ = sup
Mg
v  δ
with δ as in (F1). However, this observation does not apply for v∗ > δ since no request on the
sign of f is made on (δ,+∞). We perform next computations in the general setting of an entire
solution v of
div
(|∇v|−1ϕ(|∇v|)∇v)= b(x)f (v) (6.8)
on a (nonnecessarily complete) Riemannian manifold (M, 〈 , 〉). Let X be a vector field on M
and w ∈ C2(M). We recall the following identities〈∇|∇w|2,X〉= 2 Hess(w)(∇w,X), (6.9)〈∇〈∇w,X〉,∇w〉= Hess(w)(∇w,X)+ 1
2
LX〈 , 〉(∇w,∇w) (6.10)
where with LX〈 , 〉 we have indicated the Lie derivative of the metric in the direction of X. We
set
Φ(t) =
t∫
ϕ(s) ds. (6.11)0
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W = [b(x)F (v) +Φ(|∇v|)]X − [〈X,∇v〉 + αv]|∇v|−1ϕ(|∇v|)∇v
with α ∈R. With the aid of (6.9)–(6.11), a simple computation yields
divW = b(x)[F(v)divX − αvf (v)]+ F(v)〈∇b,X〉
+ [Φ(|∇v|)divX − αϕ(|∇v|)|∇v|]− |∇v|−1ϕ(|∇v|)1
2
LX〈 , 〉(∇v,∇v). (6.12)
We observe that, if X is a conformal vector field on M , that is, the local flow generated by X
consists of local conformal diffeomorphisms, we have the identity
LX〈 , 〉 = 2
m
(divX)〈 , 〉.
Thus, from (6.12), in this case we obtain a quite general nonintegrated form of the Rellich–
Pohozaev identity.
However, in case the manifold M is a model manifold Mg and v is a radial entire solution of
(6.8), choosing X of the type
X = γ (r)∇r (6.13)
due to the identity
Hess(r)(∇r, ·) ≡ 0
formula (6.12) becomes
divW = b(x)
{
γF(v)
[
(m − 1)g
′
g
+ γ
′
γ
+ b
′
b
]
− αvf (v)
}
+
{
γΦ
(|∇v|)[(m − 1)g′
g
+ γ
′
γ
]
− (α + γ ′)ϕ(|∇v|)|∇v|}. (6.14)
Note that, using the equality
Lγ∇r 〈 , 〉 = 2γ Hess(r) + 2γ ′ dr ⊗ dr
we deduce that X in (6.13) is conformal if and only if
γ ′
γ
= g
′
g
.
In all the cases when we can guarantee that the solution v of (6.8) has compact support on Mg
(by example using the results of the previous sections), then up to choosing R > 0 sufficiently
large, we have, from (6.14), the validity of the following identity
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BR
b(r)
{
γF(v)
(
logbγgm−1
)′ − αvf (v)}
+
∫
BR
{
γΦ
(|∇v|)(logγgm−1)′ − (α + γ ′)ϕ(|∇v|)|∇v|}= 0 (6.15)
which can be used to show that, under appropriate circumstances, v ≡ 0. This can be done if we
show that both integrands in (6.15) are nonnegative, whence |∇v| ≡ 0 on Mg.
As a first example, the case of p-Laplacians on the hyperbolic space of constant curvature
−1 will be dealt in details. Here g(r) = sinh r, ϕ(t) = tp−1, p > 1 so that Φ(t) = 1
p
tp. For
f (t) = tσ − tτ , with 0 < σ < τ, and γ (r) = r1+r (note that X is not a conformal vector field)
identity (6.15) becomes∫
BR
b
{
r
1 + r
(
vσ+1
σ + 1 −
vτ+1
τ + 1
)[
b′
b
+ 1
r(1 + r) + (m− 1) coth r
]
− α(vσ+1 − vτ+1)}
+
∫
BR
|∇v|p
{
1
p
r
1 + r
[
1
r(1 + r) + (m− 1) coth r
]
−
(
α + 1
(1 + r)2
)}
= 0. (6.16)
The second integrand in (6.16) is nonnegative if
p(α + 1) 1 + (m − 1)λ (6.17)
where we put
λ = min[0,+∞)
r
1 + r coth r (≈ 0.6).
The first integrand in (6.16) is nonnegative for any choice of v > 0, if and only if the function b
is such that
α(σ + 1)− 1
(1 + r)2 −
r
1 + r (m − 1) coth r
 r
1 + r
b′
b
 α(τ + 1)− 1
(1 + r)2 −
r
1 + r (m− 1) coth r (6.18)
on [0,+∞). For example, this is the case if we take b(r) = (1 + r)−μ and μ > 0 is chosen
depending of all the other parameters. Hence, in these cases, every nonnegative, radial, compactly
supported solution of
pv = 1
(1 + r)μ
(
vσ − vτ ) (6.19)
on the m-dimensional hyperbolic space is identically null. In fact, by Proposition 1, if σ < p − 1
and μ p, every nonnegative ground state of (6.19) has compact support. Hence, the previous
reasoning shows that it must be identically zero.
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div
{(
sinh |x|
|x|
)m−1
|∇u|p−2∇u
}
= C
(1 + |x|)μ
(
sinh |x|
|x|
)m−1(
uσ − uτ )
does not admit any nontrivial, nonnegative, radial entire ground state.
As a final example, we consider on Rm the model equation
div
{(
1 + |x|a)m−1|∇u|p−2∇u}= |x|K(uσ − uτ ) (6.20)
for some positive a and K and with 0 < σ < τ. As above, this amounts to consider the m-
dimensional model manifold Mg, with g(r) = r(1 + ra) and the differential equation
pv = rK
(
1 + ra)1−m(vσ − vτ )
on Mg. The choice γ (r) = r (notice that also in this case X is not conformal) and a reasoning as
above, allow us to show that, under suitable conditions on the parameters, there are no nontrivial,
nonnegative, radial entire ground states for (6.20). In particular, Proposition 1 can be applied if
σ < p − 1 and K  a(m − 1) − p while both integrands in (6.15) turn out to be nonnegative
provided p < m and
0 < a  (m − p)(τ + 1 − p)
p(m− 1) .
It is worthwhile to notice that the choice of γ is only instrumental to obtain the result. One may
argue that a possibly different choice of γ could lead to a better final result. This does not seem
to be the case in this example when we choose γ (r) = g(r). In this case X becomes a conformal
vector field and identity (6.15) corresponds to a usual form of the Rellich–Pohozaev identity.
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