A Bayesian reference analysis of the cointegrated vector autoregression is presented based on a new prior distribution. Among other properties, it is shown that this prior distribution distributes its probability mass uniformly over all cointegration spaces for a given cointegration rank and is invariant to the choice of normalizing variables for the cointegration vectors. Several methods for computing the posterior distribution of the number of cointegrating relations and distribution of the model parameters for a given number of relations are proposed, including an efficient Gibbs sampling approach where all inferences are determined from the same posterior sample. Simulated data are used to illustrate the procedures and for discussing the well-known issue of local non-identification.
Introduction
Many macroeconomic time series behave in a random walk-like fashion and tend to move around wildly. Typically, such variables move around together, striving to fulfill one or several economic laws, or long run equilibria, which tie them together. A random walk is often referred to as an integrated process, and integrated processes that move around together have therefore been termed cointegrated (Engle and Granger, 1987) .
The present work is concerned with estimation of both the number of equilibria, the so called cointegration rank, and the form of the equilibria conditional on the rank. Inferences regarding the error correcting coefficients and other short run dynamics are also treated.
Several non-Bayesian statistical treatments of cointegration have been presented during the last two decades, most notably Ahn and Reinsel (1990) , Johansen (1991) , Phillips (1991) , Stock and Watson (1988) .
More recently, a handful of Bayesian analyses of cointegration have been developed, see Bauwens and Giot (1998) , Bauwens and Lubrano (1996) , Geweke (1996) , Kleibergen and Paap (2002) , Kleibergen and van Dijk (1994) , Strachan (2003) and Villani (2000) ; see also Corander and Villani (2004) for a fractional Bayes approach and Chao and Phillips (1999) for an information criterion with a Bayesian flavor. Philosophical issues aside, a Bayesian approach is advantageous for many reasons: it produces whole probability distributions for each unknown parameter which are valid for any sample size, it affords a straight-forward handling of the inferences on the cointegration rank and tests of restrictions on the model parameters (Geweke, 1996; Kleibergen and Paap, 2002; Strachan, 2003; Villani, 2000) , and it makes a satisfactory treatment of the prediction problem possible (Villani, 2001b) .
The crucial step in a Bayesian analysis is the choice of prior distribution and in each of the above mentioned papers a new prior distribution has been introduced. The degree of motivation of the priors has varied, but the authors seem to have been more or less focused on vague priors which add only a small amount of information into the analysis, i.e. priors largely dominated by data. This paper will be less concerned with whether or not a prior is 'non-informative'. The aim here is to propose a Bayesian analysis based on a sound prior which appeals to practitioners. Such a prior must consider several partially conflicting aspects of actual econometric practise: Firstly, the number of parameters in cointegration models is usually very large and it is not realistic to demand a detailed subjective specification of priors on such high-dimensional spaces, at least not at the current state of elicitation techniques for multivariate distributions. A prior with relatively few hyperparameters, each with a clear interpretation, is thus mandatory. Secondly, priors will not, or at least should not, be used by practitioners unless they are transparent in the sense that one can easily understand the kind of information they convey. Thirdly, the prior must lead to straight-forward posterior calculations which can be performed on a routine basis without the need for fine tuning in each new application. Finally, the posterior distribution of the cointegration rank can only be obtained if some parameter matrices are given proper, integrable, priors. A prior which fulfills these objectives will probably not coincide with the investigators actual prior beliefs, but should nevertheless be useful as point of reference, or an agreed standard, and is called a reference prior accordingly.
The organization of the paper is as follows. The cointegrated VAR model is presented in Section 2. A reference prior is proposed in Section 3 and its properties are discussed in detail. Section 4 and 5 treat the posterior distribution conditional on the cointegration rank and the posterior distribution of the rank itself, respectively. The methods are illustrated in Section 6 and the final section gives some concluding remarks. The proofs have been collected in an appendix. Some of the more straight-forward, but tedious, proofs have been omitted and may be found in Villani (2001c) .
The model
Let {x t } T t=1 be a p-dimensional process modelled by a cointegrated error correction (EC) model with r stationary long run relations (2.1)
where Π = αβ , β is the p × r matrix with the cointegration vectors as columns and α is the p × r matrix of adjustment coefficients. The number of long-run relations is equal to the rank of Π which has therefore been termed the cointegration rank. Ψ i (p × p) (i = 1, ..., k − 1) govern the short run dynamics of the process, d t (w × 1) is a vector of trend, seasonal dummies or other exogenous variables with coefficient matrix Φ (p × w). ε t (p × 1) contains the disturbances at time t which are assumed to follow the N p (0, Σ) distribution with independence across time periods. The lag length, k, will be assumed known or determined before the analysis, see Villani (2001a) for a Bayesian approach. Alternatively, the lag length can be estimated jointly with the cointegration rank (Phillips (1996) , Chao and Phillips (1999) and Corander and Villani (2004) ) or even analyzed via its posterior distribution given that all model parameters have been assigned proper prior distributions.
It is well known that only the space spanned by the cointegration vectors (sp β), the cointegration space, is identified, i.e. β is only determined up to arbitrary linear combinations of its columns. We will follow the traditional route in Bayesian analyses of cointegration by using a linear normalization
to settle this indeterminacy, where B is a (p−r)×r matrix of fully identified parameters. When β is used as an argument in density functions it must be remembered that some of its elements are known with probability one as a result of the normalization. The linear normalization is very convenient for computational reasons (see Sections 4 and 5) and the Bayesian analysis in this paper is shown to be invariant to the choice of normalizing variables. It should be noted, however, that the linear normalization implictly assumes that the last p − r components of x t are not cointegrated amongst themselves; see Luukkonen et al (1999) for a test if this is indeed the case. Although this event is of measure zero it may have some effect on the numerical evaluation of the posterior distribution in situations where the data are located near this region.
The following compact form of the cointegrated EC model in (2.1) is useful
where the tth row of Y , X, Z and E is given by ∆x t , x t−1 , (∆x t−1 , ...∆x t−k+1 , d t ) and ε t , respectively, and Ψ = (Ψ 1 , ..., Ψ k−1 , Φ) . D = {Y, X, Z} will be used as a short hand for the available data and d = (k − 1)p + w denotes the number of columns in Z. We shall also use the notation
for any m × s matrix H of full column rank.
The prior distribution
The prior distribution is conveniently decomposed as
where Ψ = (Ψ 1 , ..., Ψ k−1 , Φ) and p(r) is any probability distribution over the possible cointegration ranks, r = 0,1, ..., p. The essential conceptual difficulty in a Bayesian approach to cointegration is the prior distribution of α and β. Kleibergen and van Dijk (1994) criticized the uniform prior on α and β (see Section 6) and suggested the Jeffreys (1961) prior as a plausible alternative. Jeffreys' prior turns out to be dependent on the expected value of a data matrix and none of the four ways of computing this expectation discussed by Kleibergen and van Dijk led to a convenient form of the posterior distribution. Bauwens and Lubrano (1996) worked with a more general class of identifying restrictions coupled with a uniform prior on α and student t priors on the free elements of the cointegration vectors. The prior was chosen out of convenience and does not consider the fact that the space of the cointegration vectors is non-standard as a result of the identification problem discussed in Section 2. Geweke (1996) used normal shrinkage priors and obtained the posterior distribution numerically with the Gibbs sampler. The choice of prior is not motivated, but seems to have been mainly chosen to assure the convergence of Gibbs sampling algorithm. Recently, Kleibergen and Paap (2002) proposed a reference prior on α and β which is essentially a prior on Π in the full rank EC model projected down to the subspace where rank(Π) = r; Strachan (2003) extended this idea to more general identifying restrictions. It is an approach which is rather common and well understood in linear models, but its implications in non-linear models, such as the EC model with reduced rank in (2.1), are not as transparent, see also Section 6.
The approach taken here differs from the above mentioned works by focusing directly on the actual structure of the parameter space of β. We introduce the proposed reference prior now and spend the rest of this section motivating its particular form. Let etr(H) = exp(− 1 2 tr H), for any square matrix H. The prior can then be written
where v > 0, q ≥ p and A, a p×p positive definite matrix, are the three hyperparameters to be specified by the investigator. The normalizing constant is
, for positive integers a and b satisfying a ≥ b − 1. Note that Ψ is uniformly distributed over R (p−1)k+w , which makes the overall prior p(α, β, Ψ, Σ|r) improper. The prior on α, β and Σ conditional on Ψ is proper, however. The uniform prior for Ψ is used here for simplicity, but a general multivariate normal prior on vec Ψ (e.g. a structured shrinkage prior as in Litterman, 1986) leads to essentially the same posterior computations.
Implicit in (3.1) is the assumption of common A, q and v for all r; the ensuing analysis proceeds in the same manner in the general case with varying A, q and v.
3.1. Marginal and conditional prior distributions. Throughout this section, we will assume that k = 1 and w = 0, for notational convenience. The results will still be valid for k > 1 and w > 0 as long as prior independence between Ψ and the other parameter matrices is assumed. All probability distributions in this section will be conditional on a given cointegration rank, though this will not be written out explicitly.
The space of β is not Euclidean due to the non-identification of the cointegration vectors. It is deceptive to think in terms of the free parameter space of β under some arbitrarily chosen normalization, e.g. the linear normalization in Section 2, without regard to the fact that actual parameter space is non-Euclidean. In the following paragraphs we shall describe the true parameter space of β and show that the prior in (3.1) implies a uniform distribution over this abstract space.
Let X denote the set of p × r real matrices of rank r(≤ p) and define the group of transformations X → XL, where X ∈ X and L is any non-singular r × r matrix. This group defines an equivalence relation (James, 1954) which has been termed the Grassman manifold and is denoted by G r,p−r .
The uniform distribution distribution on G r,p−r is naturally defined as the (unique) invariant distribution under the group of transformations of G r,p−r induced by the group of orthonormal transformations of R p (James, 1954) . As a result of the non-identification of the cointegration vectors explained in Section 2, the actual parameter space of β is the Grassman manifold. We shall now prove that the distribution in (3.1) implies that β is marginally uniformly distributed over G r,p−r . First we need a definition and a few lemmas. Definition 3.1. A m×s matrix D follows the matrix t distribution, D ∼ t m×s (µ, Υ, Θ, g), if its density is given by
See Box and Tiao (1973) and Bauwens et al (1999) for properties of the matrix t distribution.
Proof. See James (1954) . 
Proof. See Phillips (1989) and Dickey (1967) .
With the preceding definitions and lemmas out of the way, we are now prepared to state an important property of the distribution in (3.1).
Theorem 3.5. β is marginally uniformly distributed over G r,p−r .
To illustrate this rather abstract uniform distribution, let us consider the bivariate case with a single cointegration vector β = (1, B) . According to the proof of Theorem 3.5, the distribution in (3.1) implies a Cauchy(0,1) distribution on B. This is not surprising given that B is a ratio of two independent N (0, 1) variates under the uniform distribution over G r,p−r (see Lemma 3.2, 3.3 and 3.4) . A more natural, but computationally inconvenient, parametrization of β is the polar parametrization
where θ is the angle of the cointegration vector. In this parametrization the distribution in Theorem 3.5 reduces to a constant density for θ (James, 1954) . Slightly more generally, in the p-dimensional case with a single cointegration vector, the distribution in Theorem 3.5 reduces to the conventional uniform distribution over the p-dimensional hemisphere with unit radius (Mardia and Jupp, 2000) . In the general case, we may say that the prior in (3.1) assigns equal probability to every possible cointegration space of dimension r. Although more informative prior information on the cointegration vectors may be available, the marginal prior on β implied by the prior in (3.1) satisfies all four of the desiderata stated in the introduction and should therefore be a suitable reference prior.
It should be noted that the prior in (3.1) is by no means the only distribution on α and β which implies a uniform distribution on the Grassman manifold. The prior in (3.1) is especially interesting, however, in that it is both conceptually relevant and, as will be shown later, very convenient from a computational viewpoint.
where IW denotes the inverted Wishart distribution (Zellner, 1971) .
Proof. Follows directly from the proof of Theorem 3.5.
From (3.1) we immediately obtain
where
The linear normalization of β makes α difficult to interpret, however, and the conditional prior in (3.3) may not shed much light on the prior in (3.1).
Consider instead the prior of α conditional on β and Σ when β is orthonormal. Restricting β to be orthonormal is not sufficient to identify the model, however, as any orthonormal version of β can be rotated to a new one by postmultiplying it with an r × r orthonormal matrix. This need not concern us here as β only enters p(α|β, Σ) in the form β β and p(α|β, Σ) is therefore invariant under these rotations. Defineβ = β(β β)
and note thatβ is orthonormal. In order for Π = αβ to remain unchanged by the transformation β →β, we must make the corresponding transformation of the adjustment matrix from α toα = α(β β) 1/2 . In the following theorem, letα i denote the ith column ofα and note thatα i describes how the p response variables are affected by the ith cointegrating relation under the orthonormal normalization.
The rather restrictive form of the prior in Theorem 3.7 must be motivated. First, the restriction to conditional normal priors on α (and thereby also onα) is necessary for an efficient numerical evaluation of the posterior, see Section 4 and 5. Second, nonidentical priors on the columns ofα do not make sense unless over-identifying restrictions on the columns of β are used to give a unique meaning to each cointegration vector. Another way to see this is that within the class of matrix normal priorsα|β, Σ ∼ N p×r (µ, Ω 1 , Ω 2 ), only the priors with µ = 0, Ω 1 = I r are invariant to rotations ofβ. Third, the scale matrix in the conditional prior may be any positive definite matrix, the posterior computations remain nearly the same. By making the conditional covariance matrix proportional to Σ we are taking the possibly differing scales of the time series into account. Finally, the reason for centering the conditional prior over zero is motivated by the invariance requirement just stated. It has the effect of centering the prior over Π = 0, which is often a good starting point in an analysis, see the discussion of the 'sum of coefficients' prior in Doan et al (1984) and the section on prior stability below.
In his influential development of Bayesian reference tests of sharp null hypotheses Jeffreys (1961, Chapter 5) argued that the prior on the parameters under the alternative hypothesis should be centered over the point in the null and that the prior spread around this point should be a increasing function of the model's scale parameter, see also Berger (1985, Section 4.3.3) . Although the situation is quite a bit more complex here, the prior in Theorem 3.7, which is centered over the hypothesis Π = 0, or r = 0, with a prior scale depending on Σ, has the same flavor and should therefore be appropriate for inference on the cointegration rank, see Section 5.
Further clarification of the hyperparameters A, q and v is obtained from the marginal prior ofα. By multiplying p(α|Σ) with the marginal inverted Wishart prior of Σ and integrating with respect to Σ, we obtain
Results in Box and Tiao (1973, p. 446-7) then give
where E(Σ) = A/(q − p − 1) is the expected value of Σ a priori, see e.g. Bauwens et al (1999, p. 306) .
A is determined from E(Σ) and q and the investigator thus faces subjective specification of: i) the expected value of Σ, ii) the degree of certainty regarding Σ (large values of q imply large certainty) and iii) the tightness around the point zero forα (large values of v give high concentration of probability mass around zero). Note that whether a value for v is large or not depends on E(Σ), which should therefore be specified before v.
The main difficulty for the investigator is likely to be the specification of E(Σ). If interest only centers on the posterior of α, β, Ψ, Σ conditional on a given cointegration rank, then A may be set equal to the zero matrix and q = 0. This corresponds to using the usual improper prior p(Σ) ∝ |Σ| −(p+1)/2 . If we also aim at analyzing the cointegration rank, but are either unable or unwilling to state our beliefs about Σ, then A =Σ and q = p + 2 may be used, whereΣ is the maximum likelihood estimate of Σ in the full rank model; note that this implies that E(Σ) =Σ. This suggestion is of course not a proper Bayesian solution as the prior then becomes dependent on the observed data. The consequences of this side-step are minimized by the choice of the smallest possible q (maximum uncertainty) subject to a finite expected value of Σ.
3.2. Prior stability. Define
The assumption of rank(Π) = r implies that r of the eigenvalues of Π C are equal to one. A cointegrated process is stable if all the remaining eigenvalues of Π C are smaller than one in modulus. It is clearly of interest to know what prior probability is implicitly being placed on the set of stable processes if the prior in (3.1) is used. This could be investigated either by analytical approximation or by simulation methods for different models, i.e. by varying p, r and k. We shall here be content with simulating the special case p = 2 and r = k = 1. Table I displays the prior probability that the process is stable for A = I 2 as a function of q and
(note that σ is on a standard deviation scale). Experiments with other choices of A with strong positive and negative correlation structure did not have a large impact on the probability. Note also that it is unnecessary to increase the magnitude of the diagonal elements in A as this has the same effect as increasing σ. Densities of the unrestricted eigenvalue (λ) are displayed in Figure 1 for different values of σ. The densities are symmetric around the modal value λ = 1. A nonsymmetric density for λ which places more mass to the left of λ = 1 than to the right of this point would perhaps better represent actual beliefs. The gain from a nonsymmetric prior is probably less than the loss in computational efficiency in the posterior calculations, however.
A crude way to obtain a non-symmetric prior is to simply exclude explosive processes a priori (or 'too explosive' processes, e.g. with eigenvalues larger than 1.1 in modulus) by restricting the domain of the prior in (3.1) to the space of α, β and Ψ where the process is stable. This is neatly handled in the posterior calculations for a given cointegration rank by simply rejecting the draws from the posterior corresponding to non-stable processes, see Section 4. Note that the latter region will be small if the process actually is stable and data informative, and most draws will then be accepted. The posterior distribution of the rank will require heavier numerical computations, however.
4. The posterior distribution conditional on the rank 4.1. Normalization issues. The choice of variables used for normalizing β may be somewhat arbitrary and it is important to show that the posterior distribution corresponding to the prior in (3.1) is invariant to this choice. Let N 1 = {i 1 , ..., i r } denote the set of indices for the r variables used to normalize β. Consider the change in normalization N 1 → N 2 , where N 2 equals N 1 with jth variable in the normalized set replaced by the kth variable in the non-normalized set. This change in normalizing variables is accomplished by the transformation
and U is an r × r invertible transformation matrix whose elements are functions of the kth row of B. The exact form of U need not concern us for the moment, it is sufficient to note that such a matrix always exist, and is unique, if the kth variable in the non-normalized set has a non-zero coefficient in the jth cointegrating vector, see the proof of Theorem 4.2; such a change of normalizing variables will be termed valid. It is important to note that Π = αβ is unchanged by the transformation.
The next definition, adapted from Drèze and Richard (1983) , formalizes the idea that the inference should not depend on whether we i) work directly with N 1 or ii) start with N 2 and then transform to N 1 . Definition 4.1. A density p(α, β, Σ) is said to be invariant with respect to normalization if and only if its functional form is invariant with respect to the valid parameter transformation T U : (α, β, Σ) → (ᾱ,β, Σ).
Theorem 4.2. The posterior distribution corresponding to the prior (3.1) is invariant with respect to normalization.
The main advantages of the linear normalization are that the prior which assigns the same probability to every cointegration space is of rather simple form and that easily implemented numerical methods (see Section 4.3 and 5) can be used to compute the posterior results. Note also that we are free to transform the posterior distribution of α and β as long as the space spanned by the columns of β and the matrix of long run multipliers Π = αβ remain unchanged, i.e. the class of allowable transformations are (α, β) → (αV , βV . The transformation is conveniently performed directly on the posterior draws of α and β. Thus, as long as the initial linear normalization is valid (dubious normalizations may be excluded with the test of Luukkonen et al (1999) ), the restriction to the linear normalization is no restriction at all as the final results may be transformed to any desired normalization. 
p(β|D, r) in Theorem 4.3 is a 1-1 poly-matrix-t density (Bauwens and van Dijk, 1990) . Theorem 3.1 in Bauwens and Lubrano (1996) is the limiting special case of Theorem 4.3 with A = 0 and q = v = 0 (which corresponds to a constant prior on α and β). Contrary to the family of multivariate poly-t densities (see e.g. Dickey (1968) , Drèze (1977) and Bauwens et al (1999) ), poly-matrix-t densities have remained largely unexplored. The following can be shown, however. Proof. The result follows from a trivial modification of the proof of Corollary 3.2 in Bauwens and Lubrano (1996) .
The non-existence of integer moments is not a consequence of the prior distribution in (3.1), but rather of the linear normalization of β, where each element of B is a matrix quotient with the upper r × r submatrix of β in the denominator. Phillips (1994) makes the same point about the distribution of the maximum likelihood estimator in the linear normalization which he shows has Cauchy-like tails.
It is also possible to derive the marginal posterior distribution of α as in Kleibergen and van Dijk (1994, eq. 29) in closed form. It is a complicated non-standard distribution (see Section 6 for further discussions) and is not conveniently used in the numerical posterior evaluations discussed in the next section.
4.3. Numerical posterior evaluation. The marginal posterior distribution of the cointegration vectors in Theorem 4.3 is of the same 1-1 poly-matrix-t form as the distribution in Theorem 3.1 in Bauwens and Lubrano (1996) . Bauwens and Lubrano discusses both importance sampling (Kloek and van Dijk, 1978) and Gibbs sampling (Smith and Roberts, 1993) approaches to evaluating such a density; Bauwens and Giot (1998) implement the Gibbs sampling approach and give details on convergence issues. The key properties used in those exercises are: i) the conditional distribution of one of the cointegration vectors conditional on all other cointegration vectors is a vector 1-1 poly-t, ii) the 1-1 poly-t is amendable to direct simulation using the algorithm of Bauwens and Richard (1985) and iii) the posteriors of α, Ψ and Σ conditional on β are all standard. Once the marginal posterior of β has been evaluated by sampling methods the marginal posteriors of α, Ψ and Σ may therefore be computed by averaging their posteriors conditional on β over the posterior sample of β. We refer to Bauwens and Lubrano (1996) and Bauwens and Giot (1998) for details.
A major disadvantage of building the numerical posterior evaluations on the analytical form of p(β|D, r) is the inability to handle posterior distributions of quantities with intractable posterior distribution conditional on β, such as impulse response functions or forecasts. The Gibbs sampler is a convenient algorithm for sampling from the joint posterior distribution of α, β, Ψ and Σ and may thus be used in such situations; Geweke (1996) seems to have been the first to use Gibbs sampling in cointegration models. It turns out that the posterior distribution for the prior in (3.1) is amendable to a similar algorithm as the one in Geweke (1996) . The Gibbs sample may also be used to efficiently compute the posterior distribution of the cointegration rank (Section 5 and Theorem 4.6 below).
The Gibbs sampler is an easily implemented method for generating observations from complex multidimensional distributions by sampling iteratively from the so called full conditional posterior distributions. The full conditional posterior distribution of a subset of parameters in a model is the posterior distribution of the subset conditional on all other parameters. Initial values for all parameters are needed to start up the Gibbs sampler. The maximum likelihood estimates in Johansen (1995) are natural candidates. The sampled parameter values are not independent, but can be shown to converge in distribution to the target posterior distribution independently of the choice of initial values (Tierney, 1994) , under certain conditions which are satisfied here (Geweke, 1996) . Furthermore, the expected value of any well behaved transformation of the parameters may be consistently estimated by sampling averages.
The full conditional posteriors of α, β, Ψ and Σ are given in the next theorem.
Theorem 4.5.
• The full conditional posterior of Σ
• The full conditional posterior of α
, X 1 denotes the r first columns of X and X 2 the p − r last ones.
Most of the model parameters are located in Ψ and Σ and the Gibbs updating steps for these two matrices usually dominate the total computing time. The time to convergence of the Gibbs sampler also increases as the dimensions of Ψ and Σ grow. The next theorem gives the conditional posteriors necessary to perform a (marginal) Gibbs sampler to generate samples directly from p (α, B|D, r) . This Gibbs sampler is also used in Section 5 to calculate the posterior distribution of the rank. • The posterior of α conditional on β and r
• The posterior of B conditional on α and r
contains the r first rows ofβ andβ 2 the p − r remaining ones, and
The posterior densities of Ψ and Σ are obtainable by marginalizing their densities conditional on α and β, which belong to the matrix t and inverted Wishart family, respectively, using draws from the marginal Gibbs sampler in Theorem 4.6; Bauwens and Lubrano (1996) and Bauwens and Giot (1998) provide the details.
The posterior distribution of the cointegration rank
The posterior distribution of the cointegration rank is
where p(r) is the prior probability of r cointegrating relations and
is the marginal likelihood of the data given rank(Π) = r. The marginal likelihoods for r = 0 and r = p are analytically tractable if the prior in (3.1) is used also for the zero and full rank models. These priors agree with our earlier prior in the reduced rank case and do not introduce any new prior hyperparameters. If r = 0, then α = β = 0 and the prior in (3.1) becomes
which is an IW (A, q) prior on Σ and p(Ψ) is a constant density. For r = p, Π = αβ is of full rank and
Σ) and a constant prior on Ψ. If the Kronecker structure on the prior covariance matrix of Π is too restrictive, a general normal-Wishart distribution may be used as a prior for Π and Σ.
The marginal likelihoods for r = 0 and r = p are given in the next theorem.
Theorem 5.1. For the priors in (5.3) and (5.4)
where S is defined in Theorem 4.6 and C 1 is given in Theorem 4.3.
The proportionality signs in Theorem 5.1 are used to denote that the multiplicative constant
p (q) has been discarded as it enters all marginal likelihoods of r. This practise is followed throughout this section.
For 1 ≤ r ≤ p − 1 at least one of the integrals in (5.2) must be handled by numerical methods. We shall here discuss three possible simulation-based approaches: Monte Carlo integration, importance sampling and the marginal likelihood identity approach of Chib (1995) . 5.1. Monte Carlo integration. The integrals in (5.2) with respect to α, Ψ and Σ may be computed analytically, leading to the 1-1 poly-matrix-t density in Theorem 4.3, which is repeated here (along with its proportionality constant)
The final integral with respect to B must be computed numerically. A Monte Carlo integration approach is suggested by the following lemma which is proved by expanding β C 2 β in B and completing the square (see the proof of Corollary 3.2 in Bauwens and Lubrano (1996) ).
, where the expectation is taken with respect to the t (p−r)×r (B, K −1
see Theorem 4.3) is partitioned as
The expected value in Lemma 5.2 may be computed by generating variates from the
draw and averaging over all draws.
5.2. Importance sampling. Another method that may be used to approximate the integral with respect to β in (4.1) is importance sampling (Kloek and van Dijk, 1978; Geweke, 1989) . In cases where the importance function well approximates the target integrand, importance sampling can be quite efficient as it produces independent draws without wasting an initial burn-in sample. The fact that the draws are independent makes a central limit theorem directly applicable and the precision of the estimates is easily assessed (Geweke, 1989) . Given the heavy tails of the marginal posterior of β (Theorem 4.4), a natural suggestion for an importance function is the matrix Cauchy density. The maximum likelihood estimate of B and an estimate of its asymptotic covariance matrix (Johansen, 1995, Theorem 13 .4) may be used as location and scale matrix, respectively. That is, we suggest the density
, 1] as an importance function. Further fine tuning may be introduced by multiplying (X 2 X 2 ) −1 by a scale factor. Poly-t densities may be substantially skew and even bimodal. In such cases the matrix Cauchy may not perform well as an importance function. An alternative may be to generate each of the r cointegration vectors conditional on the maximum likelihood estimates of the remaining r − 1 vectors. These conditional posteriors are 1-1 polyt (Bauwens and Lubrano, 1996) and may be generated by one of the algorithms in Bauwens and Richard (1985) .
Marginal likelihood identity approach. By a slight rearrangement of Bayes'
theorem we obtain what Chib (1995) has termed the basic marginal likelihood identity
Chib ( Lemma 5.3.
p(D|α, B, r)p(α, B|r) ∝
The final term of the marginal likelihood identity p(α|D, r) is not available in closed form, but its value in a point α =α, which is all we need, can be computed from a posterior sample B
where p(α|B, D, r) is given in the first part of Theorem 4.6. From the ergodic theorem (Tierney, 1994) ,p(α|D, r) → p(α|D, r) almost surely. This procedure for computing p(D|r) will be named the Marginal Likelihood Identity (MLI) algorithm. The posterior sample from p(B|D, r) needed in the MLI approach can be obtained from either: i) a Gibbs sampler for the 1-1 poly-matrix-t density in (4.1) as described in Bauwens and Lubrano (1996) and Bauwens and Giot (1998) , ii) the marginal Gibbs sampler in Theorem 4.6 which samples from p(α, B|D, r) and iii) the full Gibbs sampler in Theorem 4.5 which samples from p(α, B, Ψ, Σ|D, r).
The matrix t conditional posteriors p (B|α, D, r) and p(α|B, D, r) in Theorem 4.6 are easily sampled using e.g. the algorithm in Bauwens et al. (1999) . Even though the second approach samples α in addition to β it is likely to be faster than the first approach which requires draws from a 1-1 poly-t distribution for each of the cointegration vectors (see Bauwens and Richard (1985) for an algorithm). The third approach is clearly not as fast as the second, but has the advantage of yielding both the posterior distribution of the cointegration rank and the joint posterior p(α, β, Ψ, Σ|D, r) at the same time.
6. An illustration A single data set of length T = 100 was simulated from a bivariate model, without short-run dynamics and constant term, with parameters α = (0, 0.1), β = (1, −1) and Σ = I 2 . Note that α is close to the zero vector and the model is thus close to the zero rank model. This difficult setup has been chosen in order to accentuate some features of the posterior distribution in cointegration models which were initially raised by Kleibergen and van Dijk (1994) . The simulated time series are displayed in Figure  2 .
The sequential testing procedure based on the so called trace test (Johansen, 1995) estimates the cointegration rank to r = 0 and r = 2 on the 1% and 5% significance level, respectively. The maximum eigenvalue test (Johansen, 1995) fails to reject the zero rank hypothesis at the 5% level, but rejects r = 1 when tested against r = 2. The SBC or BIC criterion (Schwarz, 1978) favors r = 0. The zero rank model is also favored by PIC (Chao and Phillips, 1999) whereas two other well known information criteria, AIC (Akaike, 1974) and HQ (Hannan and Quinn, 1979) are both in favor of the full rank model. The inconclusive evidence regarding the cointegration rank is of course expected as we purposely simulated data from a very difficult parametric setup.
To compute the posterior distribution of the cointegration rank, a uniform distribution on the ranks was used a priori, q was set to 4 and the ML estimatê Σ = 0.83 -0.10 -0.10 1.02, was used for A as discussed in Section 3.1; other choices of A with larger positive and negative off-diagonal elements had only minor effects on the results. Note that aŝ
corresponds roughly to the prior standard deviation ofα as can be seen from (3.4). . draws from the marginal Gibbs sampler in Theorem 4.6 (see Section 5.3) was used for the computations. For small values of σ, the full rank model is most probable a posteriori and as σ grows the posterior mass shifts rather quickly first in favor of r = 1 and subsequently to the zero rank model. The behavior of p(r|D) as a function of σ follows the usual pattern in Bayesian analysis where the prior distribution of the model parameters in the larger models (higher rank) are centered over the smallest model (r = 0), see the discussion following Theorem 3.7. For such priors, the logic of Bayesian inference dictates the following intuitively reasonable behavior at the extremes of σ: (all models with r > 0 give too much weight to regions in parameter space which are grossly at odds with the data) both of which are clearly borne out in Figure 3 . Note also from Figure 3 that the unit rank model is the most probable model only in the rather narrow interval σ ∈ (0.16, 0.37). This fits well with the behavior of the traditional methods discussed above which all favored either r = 0 or r = 2.
To investigate the efficiency of the three methods for computing the posterior distribution of the cointegration rank proposed in Section 5 we compute the marginal likelihood of r = 1 for different number of iterations of the respective algorithm. The matrix Cauchy density is used as importance function and the marginal Gibbs sampler is used in the MLI algorithm. For each pair of method and number of iterations we repeated the estimation 10,000 times. The graph to the left in Figure 4 displays the evolution of the mean of the estimatesp(D|r = 1) over the 10,000 replications. The graph to the right gives the numerical standard error of the estimators. Two main observations from Figure 4 are: i) the Monte Carlo integration approach converges extremely slowly toward the true value and ii) the MLI algorithm outperforms the importance sampling method, despite the fact that the marginal posterior of β is symmetric and unimodal (see Figure 5 below) and is therefore favorable for the importance sampling algorithm. Even if we adjust for the faster execution time of the importance sampling approach (roughly three times faster than the MLI algorithm when the number of iterations exceeds 1,000), the MLI algorithm is still the preferred method.
To discuss the issue of local non-identification, the simulated data set is analyzed conditional on r = 1. The solid curves in Figure 5 display the inferences for α 1 , α 2 and B. Figure 6 gives the prior and posterior distribution of the unrestricted eigenvalue of the companion matrix, see Section 3.2.
The local mode at point zero in the marginal posterior of α 2 in Figure 5 (which is actually an asymptote and thereby a global mode, a fact not visible in the figure because of the numerical approximation of the posterior; see the discussion below) is an effect of the local non-identification discussed in Kleibergen and van Dijk (1994) . They pointed out that when α = (0, 0) , β drops out of the likelihood function and the likelihood is then constant along the B-axis (which has infinite length) and all values for B are observationally equivalent; B is said to be locally non-identified when α = (0, 0) . The posterior distribution based on the prior in (3.1) has the same property as it is flat in the direction of B when α is the zero vector. This is illustrated in Figure 7 and 8 which show the joint posterior density of α 2 and B for the simulated data set. Note how the conditional variance of B grows as α 2 → 0. The posterior variance of B given α = 0 is actually infinite as can be seen from the second part of Theorem 4.6. This of course as it should be: if the processes do not react at all to past deviations from the equilibrium, then the data are necessarily uninformative regarding the cointegration vector. Kleibergen and van Dijk (1994) argue that this local non-identification causes problems for a Bayesian analysis with uniform, improper, priors on α and B. Their argument is as follows: the marginal posterior of α is obtained by integrating the posterior p(α, B|D) with respect to B. As the posterior under a uniform prior is flat along the B-axis when α = (0, 0) , the marginal posterior density of α in the point α = (0, 0) is proportional to the integral of a constant over an unbounded region (−∞ < B < ∞), i.e. infinity. The marginal posterior of α is thus expected to have an asymptote in the point (0, 0) which is entirely created by the local non-identification.
Kleibergen and van Dijk suggest the Jeffreys prior to counter-attack the unwanted asymptote as this prior is zero in the locally non-identified points. The prior in Kleibergen and Paap (2002) has the same property. ; note that the product αβ is unchanged. The dashed curves in Figure 5 display the marginal posteriors in the new normalization. Note that there is no longer a mode atα 2 = 0 after the transformation.
To explain this effect, note that B is a ratio of the two elements of β and that the tails in the marginal posterior of B are therefore heavy. Heavy tails in p(B|D, r) correspond to very small values for α, in the sense that a large β must be matched by a small α to keep the product Π = αβ at a reasonable magnitude. When we transform to the more natural orthonormal normalization we are multiplying α with (1
, which is large if B is drawn far out in the tails of p(B|D, r) and has the effect of spreading out the extra mode at α = (0, 0) and thereby producing a more well-behaved surface.
Alternatively, since the value of the marginal posterior of α in the point zero is proportional to the volume of the parameter region of β, this is a finite number if the normalization of β in (3.2) is used as θ is bounded. More generally, the volume of the Grassman manifold is finite (James, 1954 ) and there will be no asymptotes in the marginal posterior ofα.
Theorem 3.5 and the proof of Theorem 3.7 together show that the prior onβ, the orthonormal matrix of cointegration vectors, is uniformly distributed over the Grassman manifold independently ofα. This means that the prior onβ conditional onα = 0 is still uniform over the Grassman manifold. Thus, given the information thatα = 0, the prior in (3.1) represents the belief that every possible cointegration space of dimension r has the same probability a priori. This seems sensible.
One of the referees correctly pointed out that although the marginal prior on α is integrable, it has an asymptote in the point α = 0. This is entirely natural, using the same argument as above for the posterior, as the heavy tails in the implied matrix Cauchy prior on B (a consequence of the uniformity of sp(β) over the Grassman manifold) must again be matched by very small values on α = 0 in order to keep Π = αβ (whose interpretation does not, in contrast to α and β, depend on the chosen normalization) at a reasonable magnitude. As mentioned earlier, the linear normalization is a computationally convenient, but rather unnatural, way to solve the identification problem and we have argued that the properties of the prior distribution is more clearly understood in the orthonormal normalization. With this in mind, note that the marginal prior oñ α follows a well behaved matrix t distribution, see Section 3.1.
Concluding remarks
This paper has introduced a practicable Bayesian analysis of cointegration based on a prior which is convenient both in elicitation and computation and could serve as a standard for inference reporting. The posterior distribution of both the cointegration rank and the model parameters conditional on the rank are obtained from the same Gibbs sampler.
Although a reference prior provides a good starting point in an analysis, and usually ends up in the final communication of results as a benchmark, it is clearly important to move beyond the reference case and consider more informative priors. Several informative distribution on the Grassman manifold are available for this purpose (see e.g. Mardia and Jupp (2000) ) and the major challenge is the construction of numerical algorithms for evaluating the posterior distribution.
The focus here has been on the case of just-identifying restrictions on β. The special case where the same over-identifying restrictions are imposed on each of the cointegration vectors has the same geometry of the parameter space as the just-identified case and all the results in this paper thus apply. We are currently working on the extension to general over-identifying restrictions on β and a Bayesian analysis of the validity of such restrictions within the framework proposed here.
almost surely. The result now follows from Lemma 3.2.
A.2. Proof of Theorem 3.5. To obtain the marginal distribution of β, we first derive the marginal distribution of B. The joint prior of B and Σ is
Substituting the relation (Harville, 1997, Theorem 16.2 .2)
and integrating with respect to α using properties of the normal distribution we obtain
This shows that B and Σ are independent and marginally B ∼ t (p−r)×r (0, I p−r , I r , 1). Thus, using Lemma 3.4, β is uniformly distributed over G r,p−r .
A.3. Proof of Theorem 3.7. From (3.3)
Asα = α(β β) 1/2 we have (see e.g. Bauwens et al 1999, p. 302 )
The density p(α|β, Σ) is not a function ofβ and we may writeα|Σ ∼ N p×r (0, I r , v −1 Σ). The statement of the theorem now follows from the usual independence property of the multivariate normal distribution.
A.4. Proof of Theorem 4.2. It is well-known that the likelihood function is invariant with respect to normalization (Johansen, 1995) . It is therefore sufficient to prove that the prior is invariant. Let N 1 denote that β is normalized on the r first variables and N 2 that β is normalized on variables 1, 2, ..., r − 1 and r + 1, i.e. the change in normalizing variables from N 1 to N 2 is accomplished by replacing the last variable of the normalizing set with the first variable in the non-normalizing set. It will be evident that the lemma holds generally under any valid change of normalizing variables. We shall first prove that J(ᾱ,β, Σ → α, β, Σ) = 1. The full conditional posterior of Ψ follows from the treatment of the multivariate regression in Zellner (1971) ; see also Geweke (1996) .
To obtain the full conditional posterior of B, let X = (X 1 , X 2 ), where X 1 contains the r first columns of X and X 2 contains the p − r remaining ones, and W = Y − X 1 α − ZΨ. The full conditional likelihood of B is then 
