Recall that a lattice is a partially ordered set Λ such that for each x, y ∈ Λ, the least upper bound x ∨ y and greatest lower bound x ∧ y of x and y in Λ exist. In this paper we concentrate on finite lattices. For u, v ∈ Λ, write [u, v] for the sublattice of elements x ∈ Λ such that u ≤ x ≤ v; thus [u, v] is an interval sublattice of Λ. Example 1. Let G be a finite group. Then the set of all subgroups of G, partially ordered by inclusion, is a lattice. For H ≤ G the sublattice O G (H) of overgroups of H in G is the interval sublattice [H, G]. Call such a lattice a finite group interval lattice. There is a well-known open question as to whether every nonempty finite lattice is isomorphic to a finite group interval lattice. See [PP] for motivation for this question, and see [BL] for one possible approach to proving that the question has a negative answer. Example 2. Let B be the algebra of bounded linear operators on a Hilbert space, M a type Π 1 -factor of B, and N a subfactor of M such that N ∩ M = C. Then the set L(N, M ) of intermediate von Neumann subalgebras forms a lattice of great interest in the study of operator algebras. See for example [MN] and [W]. If the Jones index of M over N is finite, then (cf. Theorem 2.2 in [W]) L(N, M ) is finite. Further, by a "crossed product" construction (cf. Example 2.1 in [W] or Chapter V, section 7 of [T]), given a finite group G and subgroup H of G, one can construct a pair of factors N, M with L(N, M ) ∼ = O G (H). Using such constructions, in [W] Watatani shows that, with two possible exceptions, each finite lattice of order 6 is a lattice of intermediate subfactors. The two exceptions are denoted by L
Example 1. Let G be a finite group. Then the set of all subgroups of G, partially ordered by inclusion, is a lattice. For H ≤ G the sublattice O G (H) of overgroups of H in G is the interval sublattice [H, G] . Call such a lattice a finite group interval lattice. There is a well-known open question as to whether every nonempty finite lattice is isomorphic to a finite group interval lattice. See [PP] for motivation for this question, and see [BL] for one possible approach to proving that the question has a negative answer. Example 2. Let B be the algebra of bounded linear operators on a Hilbert space, M a type Π 1 -factor of B, and N a subfactor of M such that N ∩ M = C. Then the set L(N, M ) of intermediate von Neumann subalgebras forms a lattice of great interest in the study of operator algebras. See for example [MN] and [W] . If the Jones index of M over N is finite, then (cf. Theorem 2.2 in [W] ) L(N, M ) is finite. Further, by a "crossed product" construction (cf. Example 2.1 in [W] or Chapter V, section 7 of [T] ), given a finite group G and subgroup H of G, one can construct a pair of factors N, M with L(N, M ) ∼ = O G (H). Using such constructions, in [W] Watatani shows that, with two possible exceptions, each finite lattice of order 6 is a lattice of intermediate subfactors. The two exceptions are denoted by L 19 and L 20 in Example 6.1 of [W] . The lattice L 20 is the hexagon. According to [GJ] , the question as to whether L 19 and L 20 are lattices of intermediate subfactors remained open at the time that paper was written.
In this paper we seek to determine whether certain finite lattices are isomorphic to interval sublattices in the subgroup lattice of some finite group and show that strong constraints are imposed on the structure of a group by the existence of such an interval. In particular given a finite lattice Λ, define G(Λ) to be the set of pairs (H, G) such that G is a finite group, H ≤ G, and O G (H) is isomorphic to Λ or its dual. Write G * (Λ) for the set of pairs (H, G) such that |G| is minimal subject to (H, G) ∈ G(Λ). One can attempt to show that for suitable choices of Λ and (H, G) ∈ G * (Λ), the group G is almost simple: That is, G has a unique minimal normal subgroup D, and D is a nonabelian simple group. Then using the classification of the finite simple groups and knowledge of the maximal subgroups of almost simple groups, one can hope to decide whether Λ is really an interval lattice in some G. Most particularly, one can hope to find a counterexample to the question mentioned in Example 1, or in the other direction, show that certain lattices (such as L 19 and L 20 in Example 2) are indeed lattices of intermediate subfactors.
In this paper we concentrate on what we call "A-lattices", "D-lattices" and "CDlattices". Let Λ be a nonempty finite lattice. Then Λ has a greatest element ∞ and least element 0. Define m ∈ Λ to be modular if for all a, b ∈ Λ with a ≤ b, (a ∨ m) ∧ b = a ∨ (m ∧ b). We say Λ is an A-lattice if |Λ| > 2 and 0 and ∞ are the only modular elements of Λ.
Regard Λ as an undirected graph with adjacency relation the comparability relation on Λ. We say that Λ is disconnected if the subgraph Λ = Λ − {0, ∞} is disconnected as a graph. We say Λ is a D-lattice if there exists a partition Λ = Λ 1 ∪ Λ 2 of Λ such that for i = 1 and 2:
(D1) Λ i is a union of connected components of Λ , and (D2) there exists a nontrivial chain k i < m i in Λ i . For example the hexagon is the smallest D-lattice. The lattice L 19 of Watatani in Example 2 is not a D-lattice, as it fails the nondegeneracy condition (D2), but it is disconnected and closely related to the class of D lattices: Namely, L 19 is the lattice such that L 19 has two connected components U = {x < y < z} and W = {w}.
Observe (cf. (1.2)) that D-lattices are A-lattices. Define Λ to be a C * -lattice if: (C) For all x ∈ Λ there exist maximal elements m 1 , . . . , m n of Λ such that x = m 1 ∧ · · · ∧ m n .
A C * -lattice is a lattice dual to a C * -lattice, and a C-lattice is a lattice which is both a C * -lattice and a C * -lattice. Finally Λ is a CD-lattice if Λ is both a C-lattice and a D-lattice.
One consequence of our work is:
Proposition 1 The hexagon and the Watatani lattice L 19 are each isomorphic to an interval lattice O G (H) for a suitable finite group G and subgroup H.
More generally we study pairs G, H such that O G (H) is an A-lattice, D-lattice or CD-lattice. If X is a normal subgroup of G contained in H and G * = G/X, then
, so we may assume that the largest normal subgroup ker H (G) of G contained in H is trivial. It is then easy to make the following reduction familiar to permutation theorists:
(1) G has a unique minimal normal subgroup D.
(2) G = HD.
(3) D is the direct product of the set L of components of G, H is transitive on L via conjugation, and the components of G are nonabelian simple groups.
Here
Let L be a nonabelian finite simple group. Define T (L) to be the set of triples τ = (H, N H , I H ) such that:
(T1) H is a finite group and N H ≤ H.
Assume τ ∈ T (L) and write N 0 for the preimage in N H of Inn(L) under the map of N H into Aut(L) supplied by (T2). Define
Let Λ(τ ) be the poset obtained by adjoining an element 0 to P such that 0 < p for all p ∈ P. We see in (7.1) that Λ is isomorphic to O G (H) for a suitable overgroup G of H. Thus Λ(τ ) is a lattice. We call such lattices signalizer lattices.
is the direct product of the set L of components of G, H is transitive on L via conjugation, and the components of G are nonabelian simple groups. The construction in (7.1) shows that given a simple group L and τ = (H, N H , I H ) ∈ T (L), there exists an overgroup G of H such that O G (H) ∼ = Λ(τ ). This observation is used to construct examples (such as those establishing Proposition 1) in section 8. In the other direction, using the isomorphism in part (3) of Theorem 3, one can hope to show for suitable Λ that either the members of G * (Λ) are almost simple or that Λ is a signalizer lattice in some almost simple group H. In a later paper, we achieve this reduction for a certain class of CD-lattices. The reduction can be compared to that in [BL] for a different class of lattices, where the notion of signalizer lattice does not appear, more cases arise, and it is unclear if the information in some of the cases can be effectively exploited.
See [FGT] for notation and terminology involving finite groups. While most of the group theory used here is fairly elementary, the classification of the finite simple groups and knowledge of the outer automorphism groups of the simple groups are used in [AS] and in the proof of (5.3) .
Proposition 2 is proved in section 2, Theorem 3 is proved in section 6, and Proposition 1 is proved in section 8.
Section 1. Lattices
In this section Λ is a finite lattice. Define Λ to be a B-lattice if Λ = ∅ and for all [FGT] ).
(1.2) (1) B-lattices and D-lattices are A-lattices.
(2) D-lattices are B-lattices.
a contradiction. Thus B-lattices are A-lattices, so (1) follows from (2) .
Next assume Λ is a D-lattice. Then there is a partition Λ = Λ 1 ∪ Λ 2 satisfying (D1) and (D2), and we may assume m ∈ Λ 1 . By (D2) there is a < b in Λ 2 , and by (D1), m ∨ a = m ∨ b = ∞ and m ∧ a = m ∧ b = 0, so Λ is a B-lattice. This establishes (2) , and hence also the lemma. Let J G (H) be the set of nontrivial normal subgroups D of G such that G = HD.
. Therefore ϕ is surjective, and hence a bijection. Thus (1) holds.
We recall (cf. the introduction to [AS] ) that if a group D is the direct product of a set L of subgroups and π L : D → L is the projection of D onto L ∈ L with respect to this direct sum decomposition, then a subgroup F of D is a full diagonal subgroup of D if π L : F → L is an isomorphism for each L ∈ L.
(2) D is the direct product of the set L of components of D, H acts transitively on L, and each component of D is simple.
This completes the proof of (1).
Next as G = HD and D is a minimal normal subgroup of G, (2) holds unless D is an abelian p-group for some prime p (cf. 8. 2 and 8.3 in [FGT] ). But in that event as H < K, H ∩ D < K ∩ D by (2.1)(1), so in particular, K ∩ D = 1. However as D is abelian and H ≤ K, K ∩ D is invariant under HD = G, so K ∩ D = D by minimality of D. Thus G = HD ≤ K, contrary to the choice of K. Thus (2) holds.
Proof. The map X → X * is a bijection between O G (H) and O G * (H * ) preserving inclusion, intersection, and generation.
We close this section with a proof of Proposition 2. Assume the hypotheses of Proposition 2 and let Λ = O G (H). As the hypotheses of Proposition 2 are satisfied, hypothesis (a) of (2.2) holds and Λ is an A-lattice. As Λ is an A-lattice, hypothesis (b) of (2.2) holds.
Suppose 1 = K G. Then as ker H (G) = 1, K H, so H < I = KH. Further I is modular in Λ by (1.1), so as Λ is an A-lattice, I = G. That is, J G (H) is the set of all nontrivial normal subgroups of G, so J * G (H) is the set of all minimal normal subgroups of G. In particular hypothesis (c) of (2.2) is satisfied by each minimal normal subgroup D of G. As D ∈ J G (H), part (2) of proposition 2 holds. Parts (1) and (3) of the proposition follow from parts (1) and (2) of (2.2), respectively, and part (4) of the proposition follows from (2.1)(1).
Section 3. Full diagonal subgroups
Recall the definition of a "full diagonal subgroup" from section 2. In this section we assume the following hypothesis: In this section we adopt the following notation:
Similarly H ∩ D = 1 by Hypothesis 3.1. Thus (1) holds. By Hypothesis 3.1, H is transitive on L, and by definition N H is the stabilizer in H of L in this representation, so (2) follows; cf. 5.18 in [FGT] . (1) is just the definition (cf. page 50 in [AS] ) of a "full diagonal subgroup" of D γ . Then (2) follows from 1.2 in [AS] .
, and hence (6) holds. If for the moment we writeγ for the map γ from F to the power set of L, reserving the symbol γ for the map from O H (N H ) to that power set, then by (1),γ = γ • U , so (5) follows from (3.3) (2) and (6).
As F is U -invariant and Γ(F ) ∈ P (G) by (5), D(F ) is a direct product of the groups F h , as h varies over any choice of coset representatives for U in H. Thus
Then P is nontrivial, so P π X = 1 for some X ∈ L, so P π X = 1 for all X ∈ L by transitivity of H on L. Thus as P π L is N H -invariant andL H =L, P π L = L. Thus by 1.5 in [AS] ,
This completes the proof of (3). Then (3) and (2.1) imply (4).
By construction, F = Lα is a full diagonal subgroup of D γ . Let I be a set of coset representatives for N J (L) in J, and let j ∈ J. Then Ij is also a set of coset representatives for N J (L) in J, so for l ∈ L,
As J is transitive on γ and centralizes E, ∆ = {γ}, so E = F . This completes the proof of (2).
Let K be the kernel of the action of H on L. Then K is contained in the kernel J of the action of Aut(D) on L, which is (cf. 1.1 in [AS] ) the direct product of the groups Aut(X), X ∈ L. In particular (2) 
(2) The map ζ : P → F is an isomorphism of posets.
ζ is a map of posets, completing the proof of (2) and the lemma. (G, D, H) and the map ξ : Notation 3.2 and (3.5) . Define the poset P = P(H, N H , I H ) and the map ζ : P → F as in Notation 3.8 and (3.9) .
Proof. This follows from (3.5) (4) and (3.9)(2).
Section 4. Reduction to the almost simple case
In this section we assume the following hypothesis:
Proof. By Hypothesis 4.1, D ∈ J * G (H), so (2) holds. Indeed by Hypothesis 4.1, conditions (a)-(c) of (2.2) are satisfied, so (1) and (3) follow from (2.2) . Part (4) follows from (2.1).
In the remainder of the section we adopt the following notation: Notation 4.3. Adopt the notation of (4.2) . For X ∈ L, let π X : D → X be the projection of D on X with respect to the direct sum decomposition in (4.2 
As D is the direct product of nonabelian simple groups, Z(D) = 1, so (2) holds. Part (3) is straightforward. Then (1) and (3) imply (4).
(4.5) (1) For each d ∈ D, g ∈ G, and X ∈ L, we have (dπ X ) g = (d g )π X g .
(2) π L · c = c on D.
(3) The map c : V →V is a bijection. (2) holds.
As
Thus (3) holds.
Let
, completing the proof of (4).
We next prove (5) . IfL =L H , then as L is simple,
we may assumeL H = 1. ThenD H = 1 and an argument in the proof of 6.3 in [AS] shows IL(H) = {1,L}, soV # = {L} and VL(H) {1,L}, completing the proof of (5) .
Finally supposeL =L H . Then as L is simple, IL(L H ) = {1,L}, so asD H ∈ IL(L H ), (6) holds.
In the remainder of the section we assume: (4.4)(4). Thus the possibilities for members of M(H) are described in case (C) of Theorem 1 of [AS] . Assume M ∈ M. By Hypothesis 4.1, there exists a subgroup K of G with (4.7)(1). ( (3) and (4) of (4.5), Θ :V # → V I D (H) is a bijection. By (4.7), M ∈ M I (H) iff M = U Θ for some U ∈ V * L (H). Together with (1), these observations imply (2) . Then (2) and (4.2)(4) imply (3) .
Assume the hypothesis of (4), and set V i =V i c −1 . By (3) and the definition of (
Proof. By (2).
Assume the hypothesis of (3)
In particular it follows that E 2 = E γ 2 , establishing (3)(b). Further, Eσ ≤ E 2 , so the projection of E on M 2,γ 2 is contained in E. Then as H is transitive on Γ, (a) follows. As E < F < M 2 ∩ H, we conclude from (*) that either E 2 < F 2 < P or F 2 = P . In the latter case, maximality of F ∩ P says that 
where τ is the map of (4.9)(3). 
Parts (2) and (3) are straightforward, while (4) follows as L H π L = H ∩ L. Part (5) follows from (4.9)(3) and the hypothesis that M(H) = M I (H). Part (6) follows from (4.9)(4).
Finally suppose O G (H) is a C * -lattice. Then for U ∈ O G (H), U = K 1 ∩· · ·∩K n for some K i ∈ M G (H). By (5) , K i =K i η, whereK i = K i µ. ThenŪ =K 1 ∩ · · · ∩ K n ∈ OḠ(H), and by (6),Ū η =K 1 η ∩ · · · ∩K n η = U , so η is surjective. Thus η is a bijection with inverse µ by (3), and then (7) follows from (2). Proof. Part (1) follows from (4.10)(1). Let W ∈ V D (H). As L = D H π L ≤ W π L , as W is H-invariant, and as H is transitive on L, W π X = X for each X ∈ L. (G) . In particular setting Γ 0 = ∆(D H ), (2) (3) is surjective. By 1.6 in [AS] , B is a well defined map from G into V D (H). As B δ is the projection of D H on D δ , the map δ → B δ is injective, so B is injective, completing the proof of (3).
For Σ ∈ G, let δ Σ be the block of Σ containing L, and let H(Σ) = N H (δ Σ ). (3) and (4.2)(4). Proof. Let M 1 ∈ M I (H), M ∈ M III (H), Γ = Γ(M ), and adopt the notation in (4) . By (4.7), Γ ∈ P * (G), so U is primitive on γ. Thus N H is maximal in U . As M ∈ M III (H), P * = Inn(P ) ≤ Aut U (P ). The restriction σ of the projection map π L : D → L to P is an isomorphism, which induces an isomorphism σ * : Aut(P ) → Aut(L) defined by σ * : α → σ −1 ασ. ThenH(σ * ) −1 = H * < H * P * asH <Ḡ by (4.10)(1). Also H * is maximal in H * P * iffH is maximal inḠ, and H * = N H c U . As H * < H * P * and H is maximal in U , H * is maximal in H * P * , Aut U (P ) = U * = H * P * , and C H (P ) = C U (P ) = C N H (P ). As M ∈ M III (H), P * = U 0 c U . Then as ker(c U ) = C U (P ) ≤ N H , H * = N H c H , and U * = H * P * , we have U = N H U 0 , completing the proof of (4). Further, H * is maximal in H * P * , soH is maximal inḠ by the previous paragraph, establishing (1).
By As H is transitive on L, D K π X = 1 for each X ∈ D H γ . As Inn(X) ≤ Aut M (X), D K π X = X. Then D K π L = D K π D γ π L = D γ π L = L. Hence by 1.4 in [AS] , there exists ∆ ∈ P (G) such that D K is the direct product of full diagonal subgroups K δ , δ ∈ ∆, of D δ . Let L ∈ δ ∈ ∆. Then γ, γ ⊆ δ, so W ≤ N H (δ) and hence α ⊆ δ. Then by 1.6 in [AS] , K δ π D α = R is a full diagonal subgroup of D α . Let J = R, H .
Then J ≤ K, so J, M, M are in the same connected component of O G (H) . Hence to complete the proof of (5), it suffices to show that J ∩ M 1 = H.
Then for r ∈ R V and i ∈ I, (4.5)(1) says that
in an almost simple G
Hypothesis 5.1. G is a finite group, F * (G) = L is a nonabelian simple group, and 1 = H is a complement to L in G.
Proof. By 40.7 in [FGT] , K = C L (R) = 1. Let ∆ = I L (H) − {1, L}, C = C(K) be the connected component of ∆ containing K, and Γ = ∆ − C. Assume J ∈ Γ. Then J ∩ K ∈ I L (H), so J ∩ K = 1; that is, C J (R) = 1. Thus by a second application of 40.7 in [FGT] , J is nilpotent. Let p ∈ π(J) and P = O p (J). Then X = N L (P ) ∈ C(J), so X ∈ Γ, and hence by symmetry between J and X, X is nilpotent. In particular choosing J with |J| p maximal, it follows that P ∈ Syl p (L). Further, for 1 = U characteristic in P , N L (U ) ∈ C(J), so N L (U ) is nilpotent. Thus if p is odd, then L has a normal p-complement by the Thompson Normal p-Complement Theorem (cf. 39.5 in [FGT] ), a contradiction. Therefore J ∈ Syl 2 (L). Further, J = N L (Z(J)), so Z(J) is strongly closed in J with respect to L by 37.6 in [FGT] . But now Glauberman's Z * -Theorem [Gl] supplies a contradiction and completes the proof. Proof. Assume otherwise. Then by (5.2) , H has no normal subgroup of prime order.
Suppose X = Out(L) has a normal series 1 = X 0 · · · X n = X such that X i+1 /X i is cyclic for each 0 ≤ i < n − 1 and X n /X n−1 is abelian. Let j be the least i such that H ∩ X i = 1. If j < n, then H ∩ X j is isomorphic to a subgroup of the cyclic group X j /X j−1 , so H has a normal subgroup of prime order, a contradiction. On the other hand if j = n, then H is isomorphic to a subgroup of the abelian group X n /X n−1 , and we obtain the same contradiction. Thus no such series exists.
By the previous paragraph, Out(L) is nonabelian. Therefore (cf. 5.2.1 and Table  5 .3 in [GLS3] ) L is of Lie type. Adopt the notation of section 2.5 in [GLS3] , and set X 1 = Outdiag(L). By parts (a), (d), (e), and (f) of 2.5.12 in [GLS3] , either X/X 1 is abelian, or L ∼ = D 4 (q) and X/X 1 ∼ = Φ L × Γ L , where Φ L = Aut(F q ) and Γ L ∼ = S 3 . Further, X 1 is described in part (c) of 2.5.12 of [GLS3] , and in particular either X 1 is cyclic or q is odd, L ∼ = D 2m (q) for some integer m > 1, and X 1 ∼ = E 4 . We conclude from the second paragraph of this proof that L ∼ = D 2m (q) with q odd and m > 1 an integer and that X 1 ≤ G/L. Therefore by part (e) of 2.5.12 in [GLS3] , X/X 1 = Φ L × Γ L , with Γ L the group of symmetries of the Dynkin diagram of L.
Let R be the preimage in H of X 1 . As Φ L centralizes X 1 , either Z(H) ∩ R = 1 or m = 2 and there exists a 3-element u in H acting nontrivially on R, and by (5.2) the latter holds. Then u 3 is a 3-element whose image in X/X 1 lies in Φ L , so as H has no normal subgroup of order 3, u 3 = 1. Thus U = u R ∼ = A 4 .
Let K = C L (R). Thus R ∼ = E 4 and K is of even order so K = 1. As in the proof of (5.2), there is 1 = J ∈ I L (H) such that J is not in the connected component C(K) in ∆, so in particular J ∩ K = 1. Thus C J (R) = 1 so J is of odd order. Let P be a nontrivial elementary abelian p-subgroup of J for some prime p, such that P HJ; for example we could choose P to be a minimal normal subgroup of HJ contained in J. Choose J so that P J = O p (J) is of maximal order.
Let R # = {r 1 , r 2 , r 2 }. As C P (R) = 1 and A 4 ∼ = U ≤ N G (P ), P = P 1 × P 2 × P 3 , where P i = C P (r i ) and U is transitive on {P 1 , P 2 , P 3 }. In particular m p (P ) ≡ 0 mod 3 and m p (L) ≥ 3, so by 4.10.3.a in [GLS3] , m p (L) = 4 and p divides q 2 − 1.
Let M = N L (P ). Then M ∈ C(P ), so M / ∈ C(R), and hence C M (R) = 1. Thus M is of odd order, and by 18.7 in [FGT] , there is a unique R-invariant Sylow p-subgroup Q of M . Hence Q ∈ I L (H), so Q = P J by maximality of P J . Thus Q ∈ Syl p (L). Hence by 4.10.3.c in [GLS3] , there is a unique E p 4 -subgroup S of Q. Thus H acts on S and as m p (S) is not a multiple of 3, the previous paragraph supplies our final contradiction.
Section 6. Minimal representations of D-lattices as subgroup lattices
In this section we assume: Hypothesis 6.1. Λ is a D-lattice, Q = G * (Λ), and (H, G) ∈ Q. Further, G is not almost simple.
Proof. This is a restatement of the hypothesis that Λ is a D-lattice and (H, G) ∈ Q, so that O G (H) is isomorphic to Λ or its dual. ThereforeD H = 1, so D H = 1, establishing (4) . Now (5) follows from (6.4), (3), and (4) . By (6.4), D = F * (G) is the direct product of nonabelian simple groups, so C G (D) = 1. Then (8) follows from (3.7) (2) . Part (6) follows from (5) and (3.5) (4), while part (7) follows from (5) and (3.10) .
Proof. Assume otherwise. By (6.5), M II (H) = ∅. Then by (6.6)(3),L H = 1 and M II (H) = M IV (H). SupposeH = 1. Then N H = I H . As in the proof of (3.6 
As is the proof of (3.6), F = Lα is a full diagonal subgroup of D, and F = C D (H). In particular HF ∈ O G (H).
Next by (4.9 
Next supposeH = 1. Then asL H = 1,H is a nontrivial complement toL inḠ, so IL(H) is a connected lattice by (5.3) . Hence by ( We are now in a position to prove Theorem 3. By (6.4) and Proposition 2, F * (G) = D satisfies conclusion (1) of Theorem 3. By (6.8), M I (H) = ∅, so we may appeal to (6.7). In particular conclusion (2) of Theorem 3 is satisfied by (6.7) (4) . Further, Inn(L) ≤ Aut H (L) by (6.7)(3), while Hypothesis 3.1 is satisfied by (6.7) (5) . Then by Notation 3.8, τ = (H, N H , I H ) ∈ T (L), and by (6.7)(7), O G (H) is isomorphic to Λ(τ ). This completes the proof of Theorem 3. of |Ω| copies L ω , ω ∈ Ω, of L 0 , and identify L 0 with L ω 0 . Let S = Sym(Ω) and embed S in Aut(D 0 ), in such a way that for s ∈ S and ω ∈ Ω, L s ω = L ωs , and SD 0 is the wreath product of S with L 0 ; that is, S ω 0 centralizes L 0 . Let ρ : H 0 → S be the representation of H 0 on Ω by right multiplication, and let c 0 : S → Aut(D 0 ) be the conjugation map. Write G 0 for the the semidirect product of D 0 by H 0 with respect to ρc 0 .
Let N = N G 0 (L 0 ), and observe N = D 0 N 0 . Set
and observe that as I 0 N 0 and N 0 centralizes L 0 , we have I 0 D N . Finally set N * = N/I 0 D . Then N * = L * 0 × N * 0 . Define β : L * 0 → N * 0 by β : (I H x) * → (xη) * , and observe that β is an isomorphism. Let M * be the full diagonal subgroup
As H 0 andĤ are complements to D 0 in G 0 , there is an isomorphism µ :
We identify H withĤ via the isomorphism χ. Subject to this convention, H = H ≤ G 0 with N H = N H (L 0 ) and I H = C H (L 0 ).
Define D = D(τ ) to be F * (D 0 ). Thus D is the direct product of the groups F * (L ω ), ω ∈ Ω, each of which is isomorphic to F * (L 0 ) ∼ = L. Let G(τ ) = G be the subgroup HD of G 0 . Identify L with F * (L 0 ), so that subject to this convention, L H is the set L of components of D.
Finally assume τ is faithful. Then ker N H (H) = 1, so H is faithful on Ω. Then as the representations of H on Ω and L are equivalent, H is faithful on L.
Let K = C G (D). Then K is contained in the kernel of the action of G on L, which is D as G = HD and H is faithful on L. Then as Z(D) = 1, K = 1, completing the proof of (5).
Section 8. Constructing examples
In this section we construct some examples of finite group interval lattices which are D-lattices and in particular prove Proposition 1.
In this section we assume: ), so if U i = 1, then from the previous paragraph, U i ∈ O H i (K i ). In particular if U i = 1 for i = 1 and 2, then N H ≤ K 1 K 2 ≤ W , contradicting W ∈ W. Therefore we may assume U 1 = 1.
If U 2 = 1, let V = U 2 , while if U 2 = 1, let V = K 2 . Thus in any event K 2 ≤ V . Claim that V is W -invariant. If V = U 2 , this holds as U 2 = ker(π 1 ) ∩ W . On the otherhand if U 2 = 1, then V = H 2 ∩ W N H W N H : Namely as K 2 ≤ W 2 and W ∩ N H = 1, we conclude that 1 = P = H 2 ∩ W N H . Then since P ∈ I H 2 (N H ), as usual K 2 ≤ P . But as U 2 = 1, |P | ≤ |W N H : W | = |K 2 |, so it follows that P = K 2 . Thus the claim is established.
For h ∈ H, let h i = hπ i . Let x ∈ N H and w ∈ W . Then y = [x, w] = [x 1 , w 1 ][x 2 , w 2 ] ∈ W , with [x i , w i ] = y i . Now x 2 ∈ K 2 ≤ V , so as V is Winvariant, y 2 ∈ V . Pick w ∈ J = K 1 π −1 2 ∩ W . Then y 1 ∈ K 1 , and as K 1 is simple, K 1 = [x 1 , w 1 ] : x ∈ N H , w ∈ J . Thus K 1 = Qπ 1 , where Q = W ∩ K 1 V . But if V = U 2 , then K 2 ≤ V ≤ W , so as U 1 = 1, we have W ∩ K 1 V = (W ∩ K 1 )V = V , and hence Qπ 1 = V π 1 = 1, a contradiction. Thus U 2 = 1 and V = K 2 . As U 1 = U 2 = 1 and Qπ 1 = K 1 , Q is a full diagonal subgroup of K 1 K 2 . Then as N H is also a full diagonal subgroup of K 1 K 2 and Q is N H -invariant, it follows that N H = Q ≤ W , contradicting W ∈ W. This completes the proof of (1).
Next let (V, X) ∈ P . By Hypothesis 8.2, N H i (K i ) = K i , so N H (N H ) = N H . Therefore V ∈ W # , so we may take V ∈ O H 1 (K 1 ) by (1). Thus N H (V ) = N H 1 (V )H 2 , and X ∈ O N H (V ) (V N H ) with N H V/V = F * (X/V ). In particular Xπ 2 acts on K 2 = (V N H )π 2 , so as N H 2 (K 2 ) = K 2 by Hypothesis 8.2, it follows that Xπ 2 = K 2 . Thus X
That is, (V, X) ∈ P 1 , so we have shown that P = P 1 ∪ P 2 . Further, (K i , K i N H ) is the greatest member of P i , so P i is connected. On the other hand for (V i , V i N H ) ∈ P i , V 1 ∩ V 2 = 1, so P 1 and P 2 are the connected components of P , completing the proof of (2).
Part (3) is immediate from the definition of P i in (2) and the definition of the partial order ≤ on P. Then (4) is a consequence of the isomorphism P ∼ = O G (H) − {H} in (7.1)(4).
Example 8.5. Here is the smallest example leading to the hexagon. Let L ∼ = A 5 and H 1 ∼ = H 2 ∼ = A 6 . Then I H i (K i ) = {1, K i , H i }, so Hypothesis 8.2 is satisfied, and then O G (H) is the hexagon by (8.4).
Example 8.6. Given a positive integer n, write Λ(n) for the poset of all positive integer divisors of n, partially ordered by d ≤ e iff d divides e. Fix positive integers n 1 and n 2 , and let H i = L 2 (4 n i ) for i = 1, 2. Let σ i be a field automorphism of H i of order n i , and for d ∈ Λ(n i ), set U i,d = C H i (σ d i ). Then U i,d ∼ = L 2 (4 n i /d ), and U i,e ≤ U i,d iff d ≤ e in Λ(n i ).
Take L ∼ = L 2 (4) and K i = U i,n i . From the structure of H i ,
and from the previous paragraph, the dual of O H i (K i ) is isomorphic to Λ(n i ). Therefore by (8.4), O G (H) has two connected components O 1 and O 2 , with O i ∼ = Λ(n i ). In particular if n 1 > 1 < n 2 , then O G (H) is a D-lattice.
Example 8.7. Let m 1 and m 2 be positive integers. Define a lattice Λ to be a (m 1 , m 2 )-lattice if Λ has two connected components Λ 1 and Λ 2 , with Λ 1 = {x 1 < · · · < x m 1 } and Λ 2 = {y 1 < · · · < y m 2 }.
Observe that the chain {x 1 < · · · < x m } is isomorphic to Λ(2 m−1 ). Thus from Ex-ample 8.6, if we take L ∼ = L 2 (4) and H i ∼ = L 2 (4 2 m i −1 ), then O G (H) is an (m 1 , m 2 )gon. In particular when m 1 = m 2 = 2, O G (H) is the hexagon, while when m 1 = 3 and m 2 = 1, O G (H) is the Watatani lattice L 19 . Thus we have proved Proposition 1.
