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Abstract
This survey is written to stress the role of continued fractions in the theory of orthogonal polynomials on the line
and on the circle. We follow the historical development of the subject, which opens many interesting relationships
of orthogonal polynomials to other important branches of mathematics. At the end we present a new formula for
orthogonal polynomials on the real line, the Leganés formula,∫
Q2n−1 d
t − z =
1
Qn/Qn−1 −
∫
dn/(t − z) ,
which is a correct analogue of the corresponding formula on the unit circle. This formula is applied to obtain a
recent result by Simon.
© 2004 Elsevier B.V. All rights reserved.
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1. Euclidean algorithm
Any pair x0>x1 of positive integers generates a decreasing sequence x0>x1>x2 . . . in the set N of
all positive integers:
x0 = b0x1 + x2,
x1 = b1x2 + x3,
x2 = b2x3 + x4,
.... (1)
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Here bj ∈ N, j = 0, 1, . . .. Any decreasing sequence in N is ﬁnite. Therefore there exists n ∈ N such
that xn−1 = bn−1xn, so the algorithm stops at this step.
Reading the equations in (1) from the top to the equation xn−2 = bn−2xn−1 + xn, preceding the last
equation xn−1 = bn−1xn, we obtain that any common divisor of x0 and x1 divides xn. Reading the same
equations from the bottom to the top, we obtain that xn is a common divisor of x0 and x1. Hence xn is
the greatest common divisor d = (x0, x1) for x0 and x1. This is the standard form of Euclidean algorithm
which provides a foundation for multiplicative Number Theory.
To explain the role played by the coefﬁcients bk in (1) we consider (1) as a system of linear algebraic
equations with integer coefﬁcients b0, b1, b2, . . .. Excluding unknowns xk from (1), we obtain
xk−1
xk
= bk−1 + 1
xk/xk+1
, k = 1, 2, . . . ,
which obviously yields the development of x0/x1 into a ﬁnite regular continued fraction
x0
x1
= b0 + 1
b1 +
1
b2 + · · ·+
1
bn−1
. (2)
This shows that any rational number equals the value of a regular continued fraction (2), where b0 is
an integer (b0 ∈ Z) and b1, b2, . . . , bn−1 are positive integers. The advantage of such a representation
compared with popular decimal or dyadic representations is that it is universal and does not reﬂect
particular properties of the base. Thus the continuum R of real numbers can be parameterized by a
sequence of integer parameters {bk}k0 restricted to b0 ∈ Z, bk ∈ N if k1.
2. Euclid’s method
The algebraic construction of continued fractions discussed above originates in one important problem
of Euclid’s geometry. By the way this problem is related to the notion of orthogonality. Namely, given
AB ⊥ AD, x1=|AB|= |AD|, prove that BD, |BD|=x0, andAD have no common unit of measurement.
Euclid’s geometrical construction is remarkably similar to the construction of continued fractions (see
Fig. 1). First, x0>x1>x2 = |ED|, where E is deﬁned so that |AB| = |BE|. Computations with angles
Fig. 1. x1 = 2x2 + x3.
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in ABE, AEF and FED show that |AF | = |FE| = |ED|. Hence
x0 = 1 · x1 + x2, (3)
x1 = 2 · x2 + x3, |A1D| = x3<x2. (4)
Observing that ABD ∼ EFD, we have x2=2 ·x3+x4. The construction can now be run by induction
and it will never stop. The result is that x0/x1 can be represented by an inﬁnite continued fraction (observe
that An never equals D)
x0
x1
= 1+ 1
2+
1
2+
1
2+
1
2+ · · · . (5)
Since rational numbers are values of ﬁnite regular continued fractions and the development into a regular
continued fraction is unique, this by the way shows that
√
2= |BD|/|AD| is an irrational number.
3. Euler’s example [13, (1737), 14 (1746)]
In this example Euler computes convergents of Euclid’s continued fraction (5) decreased by one
1
0
,
0
1
,
1
2
,
2
5
,
5
12
,
12
29
,
29
70
,
70
169
, . . . .
It follows from (5) that even convergents are smaller than odd. Therefore 70169 <x < 2970 and the mistake
in representing x by the ﬁfth convergent 2970 cannot exceed
29
70
− 70
169
= 169 · 29− 70 · 70
70 · 169 =
4901− 4900
11830
< 10−4.
Computations now show that
√
2= 1,41421356237 . . . ,
1+ 29
70
= 1,41428571428 . . . .
A remarkable identity 169 · 29− 70 · 70= 1 is explained by the Euler–Wallis formulas.
4. The Euler–Wallis formulas
Replacing 1’s at xj+1 in the right-hand side of (1) with nonzero coefﬁcients aj and letting the number
of equations be inﬁnite, we obtain
x0 = b0x1 + a1x2,
x1 = b1x2 + a2x3,
x2 = b2x3 + a3x4,
.... (6)
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Eliminating unknowns xk , we get a general continued fraction:
b0 + a1
b1 +
a2
b2 + · · · = b0 +
∞
K
k=1
(
ak
bk
)
. (7)
The numbers ak are called the kth partial numerators and bk are called the kth partial denominators
of (7).
We consider (7) just as an algorithm for obtaining rational approximants. More precisely, for every
positive integer n we can stop the process in (7) at the term an/bn and perform all algebraic operations
without cancellations. Then
Pn
Qn
= b0 +
n
K
k=1
(
ak
bk
)
is called the nth convergent to the continued fraction (7).
Theorem 1 (Euler [14], Wallis [46]). Let
= b0 +
∞
K
k=1
(
ak
bk
)
= b0 + a1
b1 + · · ·+
an
bn + n (8)
be a formal continued fraction with convergents Pn/Qn, n= 1, 2, . . .. Let
P−1 = 1, P0 = b0,
Q−1 = 0, Q0 = 1.
Then {Pn}n0 and {Qn}n0 satisfy
Pn = bnPn−1 + anPn−2,
Qn = bnQn−1 + anQn−2, (9)
PnQn−1 − Pn−1Qn = (−1)n−1a1 . . . an, (10)
= Pn + nPn−1
Qn + nQn−1 . (11)
The theorem can easily be proved by induction. Notice that the important formula (11) is due to Euler.
Corollary 2. The numerators Pn and the denominatorsQn of (8) satisfy
Pn
Pn−1
= bn + an
bn−1 +
an−1
bn−2 + · · ·
a1
b0
,
Qn
Qn−1
= bn + an
bn−1 +
an−1
bn−2 + · · ·
a2
b1
. (12)
Proof. Use (9) to develop the left-hand sides of (12) into continued fractions. 
Another important formula for the theory of continued fractions is Euler’s formula (11). Using it,
Euler observed that periodic regular continued fractions represent quadratic irrationalities. The question
originates in Number Theory. It is well-known that periodic decimal fractions describe fractions in lower
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terms m/n, where n is not a product of powers of 2 and 5. For continued fractions this question was
especially interesting because rational numbers, as it is shown in Section 1, correspond to ﬁnite continued
fractions.
Recall that a continued fraction (8) is called regular if b0 is an integer, bk , k = 1, 2, . . . are positive
integers, and ak = 1 for k = 1, 2, . . .. A regular continued fraction is called periodic if there exist h ∈ Z,
h0 and d ∈ N such that bj+d = bj for j = h, h+ 1, . . . . If h= 0, then a periodic continued fraction
is called purely periodic. A quadratic irrationality  (over Q) is called reduced if > 1 and the algebraic
conjugate irrationality ′ belongs to the open interval (−1, 0).
Theorem 3 (Euler). The value of any regular periodic continued fraction is a quadratic irrationality.
Proof. Since by (11)  is a Möbius transformation of n with integer coefﬁcients, we may assume that
the continued fraction of  is purely periodic. Then by (11)
= Pd−1 + d−1Pd−2
Qd−1 + d−1Qd−2 =
Pd−1 + Pd−2
Qd−1 +Qd−2
for some integer d, which shows that  is a solution to a quadratic equation with integer coefﬁcients. 
Theorem 4 (Lagrange). The regular continued fraction of a quadratic irrationality is periodic.
Theorem 5 (Galois [18]). A regular continued fraction is purely periodic if and only if its value is a
reduced quadratic irrationality.
See the proofs in [27] or [29]. The last theorem was the ﬁrst published result of Galois, who seemingly
attempted to apply continued fractions for the solution of the Basic Theorem of Algebra on algebraic
equations. An example by Sofronof shows that expectations of Galois had some background.
5. Sofronov’s paradox (1729–1760) [41,40]
We have
√−a = b +√−a −
√
b2 = b + −a − b
2
b +√−a = b +
−a − b2
2b +
−a − b2
2b + · · · .
Let b = 1, a = 1. Then we obtain that i corresponds to a real continued fraction
i = 1− 2
2−
2
2−
2
2 · · · ! (13)
Clearly, this identity cannot hold since the left-hand side is purely imaginary. Increasing the right-hand
side of (13) by 1 we obtain a continued fraction of the form
m+ n
m+
n
m+
n
m+ · · · ≈ +
1
+
1
 +
1
+ , (14)
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where =m, =m/n. The symbol ≈ means that the convergents of two continued fractions coincide.
Let
Q(z)=
∞∑
n=0
Qnz
n (15)
be a power series with the coefﬁcients equal to the denominators of (14). Exploring the Euler–Wallis
formulas, we obtain
Qodd
def=
∞∑
k=0
Q2k+1z2k+1 = x
∞∑
k=0
Q2kz
2k + x2
∞∑
k=0
Q2k+1z2k+1, (16)
Qeven
def=
∞∑
k=0
Q2kz
2k = 1+ x
∞∑
k=0
Q2k+1z2k+1 + x2
∞∑
k=0
Q2kz
2k. (17)
It follows that
(1− x2)Qodd = xQeven, (18)
(1− x2)Qeven = 1+ xQodd. (19)
Solving the linear system, we obtain
Qeven = 1− x
2
(1− x2)2 − x2 , Qodd =
x
(1− x2)2 − x2 . (20)
It is clear that the roots of the denominators ofQeven andQodd are given by
±
√

2
±
√

4
+ 1.
In Sofronov’s case
=m= 2b, = m
n
=− 2b
a + b2 .
Therefore
=− 4b
2
a + b2 ,
which shows that the roots of the denominators ofQeven,Qodd and therefore of Q are on T. The function
Q being a linear combination of rational fractions of the form (1 − z)−1, where || = 1, must have
uniformly bounded Taylor coefﬁcients. Therefore all numbersQn are uniformly bounded. Now formula
Pn
Qn
− Pn−1
Qn−1
= (−1)
n−1
QnQn−1
proves that Sofronov’s fraction diverges. See other details in [40].
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6. Euler’s continued fractions
In 1748 Euler, assuming that all coefﬁcients an are nonzero, obtained an important formula
n∑
k=0
akz
k = a0
1 −
za1/a0
1+ za1/a0 −
za2/a1
1+ za2/a1 − · · ·−
zan/an−1
1+ zan/an−1 (21)
and used it for an elementary proof of Brouncker’s identity

4
= 1
1+
1
2+
32
2 +
52
2 + · · · .
Taylor’s formula
arctan(z)= z− z
3
3
+ z
5
5
− z
7
7
+ z
9
9
+ · · ·
implies that

4
= arctan(1)= 1− 1
3
+ 1
5
− 1
7
+ 1
9
− · · · ,
which by (21) with z= 1 shows that

4
= 1
1+
1/3
1− 1/3+
3/5
1− 3/5+
5/7
1− 5/7+ · · ·
= 1
1+
1
3− 1+
32/5
1− 3/5+
5/7
1− 5/7+ · · ·
= 1
1+
1
2+
32
5− 3+
52/7
1− 5/7+ · · · ,
as stated [15].
Proof of Euler’s formula (21). Let us search a continued fraction
q0 +
n
K
k=1
(
pk
qk
)
corresponding to the partial sums
dn =
n∑
k=0
akz
k
assuming thatQk ≡ 1 for every k. Then Pn = dn for every n and the Euler–Wallis formulas (9) lead to a
linear system
dn = qndn−1 + pndn−2,
1= qn + pn,
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which has the nonzero determinant dn−1 − dn−2 = an−1zn−1. It follows that
pn = dn − dn−1
dn−2 − dn−1 =−
anz
an−1
,
qn = dn − dn−2
dn−1 − dn−2 = 1+
anz
an−1
.
Taking into account that q0 = d0 = a0, p1 = d1 − d0 = a1z, q1 = 1, we obtain
n∑
k=0
akz
k = a0 + a1z1 −
a2z/a1
1+ a2z/a1 − · · ·−
anz/an−1
1+ anz/an−1 .
The proof is completed by an elementary identity
a0 + a1z1+ w =
a0
1− (a1z/a0)/(1+ a1z/a0 + w). 
7. Euler’s substitutions
Let C([1/z]) be the set of formal Laurent series f (z) at z=∞ [28]
f (z)=
∑
k∈Z
ck
zk
, (22)
with a ﬁnite number of nonzero complex coefﬁcients with negative indices k. Following Abel, we put
[[f ]] =
∑
k0
ck
zk
, Frac(f )=
∑
k>0
ck
zk
.
Similar to real numbers [[f ]] is called the integer part and Frac(f ) the fractional part of f. The ﬁeld
C([1/z]) is equipped with a non-Archimedean norm
‖f ‖ = exp(deg(f )), deg(f )=− inf{k ∈ Z : ck = 0}. (23)
For a polynomial f (f ∈ C[z]) deg f in (23) is the degree of f. We put deg(0)=−∞.
As in the case of regular continued fractionsweputf0=f and deﬁnefn=1/Frac(fn−1) forn=1, 2, . . . .
Then
f = [[f0]] + 11/Frac(f0) = [[f0]] +
1
[[f1]] +
1
[[f2]] + · · · +
1
[[fn]] + Frac(fn) . (24)
It is clear that bk = [[fk]] ∈ C[z]. A ﬁnite or inﬁnite continued fraction obtained this way is called a
P-fraction (a polynomial fraction).
The process in (24) stops in a ﬁnite number steps if and only if Frac(fn)= 0 for some integer n, which
obviously takes place if and only if f is a rational function. Indeed, if Frac(fn)=0, then f is rational, since
[[fk]] are polynomials. On the other hand, if f = P/Q, where P and Q are polynomials, then applying
Euclidean algorithm, we obtain a ﬁnite continued fraction (24).
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Theorem 6. Any element in C([1/z]) can be uniquely developed into a P-fraction. Any P-fraction con-
verges to some element in C([1/z]).
Proof. In one direction the proof has already been given (see (24)). To ﬁnish the proof we observe that
C([1/z]) is a complete metric space [28] and that by the Euler–Wallis formula (10)
Pn
Qn
− Pn−1
Qn−1
= (−1)
n−1
QnQn−1
,
which implies by the deﬁnition of the metric in C([1/z]) that the sequence Pn/Qn is fundamental in
C([1/z]). 
Thus as in the case of R, the continuum C([1/z]) can be parameterized by sequences {bn}n0 of
polynomials of deg bn1.
Assuming that the roots of az2+bz+ c are different we ﬁnd now this parametrization for the branches
±
√
az2 + bz+ c, a, b, c ∈ C, (25)
at z =∞. Both branches in (25) are single-valued and holomorphic in { z ∈ C : |z|>R } if R> 0 is
large. Therefore they are the elements of the ﬁeld C([1/z]).
It was Euler, who observed that an attempt to ﬁnd b0(z) and b1(z) for (25) leads to an interesting and
nontrivial conclusion. Namely, the identity
√
az2 + bz+ c +√a
(
z+ b
2a
)
= 2√a
(
z+ b
2a
)
+ c − b
2/4a√
a(z+ b/2a)+√az2 + bz+ c , (26)
on the one hand gives the development of (25) into a periodic continued fraction
√
az2 + bz+ c =√a
(
z+ b
2a
)
+ ∞K
k=1
(
c − b2/4a
2
√
a (z+ b/2a)
)
, (27)
and on the other shows that
v = 2√a
(
z+ b
2a
)
+ c − b
2/4a
v
,
where v is the denominator in (26), i.e., x1/x2. It follows that
z= 1
2
√
a
(
v + c − b
2/4a
v
)
− b
2a
,√
az2 + bz+ c = v −√a(z+ b/2a) (28)
are rational functions in v. Hence, we obtain Euler’s classical theorem.
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Theorem 7 (Euler). For any rational function R(z,w) in two complex variables the primitive∫
R(z,
√
az2 + bz+ c) dz
can be expressed in elementary functions.
The formulas look especially attractive for az2 + bz + c = z2 − 1, i.e., for a = 1, b = 0, c = −1. So
we obtain the continued fraction√
z2 − 1= z− 1
2z−
1
2z−
1
2z− · · · . (29)
In this case the Euler substitutions are given by
z= 1
2
(
v − 1
v
)
,
√
az2 + bz+ c = 1
2
(
v + 1
v
)
,
dz= 1
2
(
1+ 1
v2
)
dv.
Notice that the continued fraction in (27) is aP-fraction, i.e., of type (2)with polynomial bk , deg(bk)1,
if and only if 4ac−b2=4a. But in fact it can be easily transformed into a periodic P-fraction. For instance
for continued fraction (29) we have
√
z2 − 1= z− 1
2z−
1
2z−
1
2z− · · · = z+
1
−2z+
1
2z+
1
−2z+
1
2z+ · · · . (30)
8. Continued fractions of Cauchy integrals
Combining (29) with the direct calculation of the integral by the change of variables formula x=cos ,
we obtain the development of the Cauchy integral
1

∫ 1
−1
dx
(z− x)√1− x2 =
1
z −
1
2z−
1
2z−
1
2z− · · ·
into a P-fraction. Applying the Euler–Wallis formulas (9) to the denominators Tn(z) of the convergents
for (29), we obtain the following recurrences:
Tn(z)= 2zT n−1(z)− Tn−2(z), n= 2, 3, . . . , (31)
T1(z)= zT 0(z)− T−1(z), T0 ≡ 1, T−1 ≡ 0, (32)
which obviously implies that the polynomials
T0(z) ≡ 1, T1(z)= z, T2(z)= 2z2 − 1, T3(z)= 4z3 − 3z, . . .
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are the Chebyshev classical polynomials, which are orthogonal in the Hilbert space L2([−1, 1], d),
d= 1(1− x2)−1/2 dx:
1

∫ 1
−1
Tj (x)Tk(x)
dx√
1− x2 = 0 if j = k.
We see that the Cauchy integral of the weight, associated with the Chebyshev polynomials, corresponds
to a periodic P-fraction with period 2, see (30). Similarly, the formula
2

∫ 1
−1
√
1− x2
z− x dx =
2
z+√z2 − 1 =
1
z −
1
4z−
1
z −
1
4z−
1
z − · · · (33)
shows that the Tchebycheff polynomials of the second kind correspond to a periodic P-fraction with
period 2.
Let us develop a more general function
f (z)=
∫ d(t)
t − z =
1
b1 +
1
b2 +
1
b3 + · · · (34)
into aP-fraction, assuming that  is a positivemeasurewith compact support supp() on the real line. Then
f in (34) is analytic at z=∞ and therefore it can be represented by a P-fraction. To ﬁnd the polynomials
b1, b2, . . . in (34) we apply Abel’s method. Since supp() is compact,
f (z)=
∫ d(t)
t − z =−
s0
z
− s1
z2
− s2
z3
− · · · , sk =
∫
tk d. (35)
Theorem 8 (Chebyshev [9]). If  is a positive Borel measure on R with compact support supp(), then
there exists a sequence {k}k0 of positive Borel measures with 0 =  such that∫ dk−1
t − z =
1
bk −
∫
dk/(t − z),
bk(z)=−z+
∫
t dk−1∫
dk−1
,
k = 1, 2, . . . . (36)
All supports supp(k) are placed in the smallest closed interval [a, b] containing supp().
Proof. Suppose ﬁrst that supp() is ﬁnite and k = 1. Then by (35)
1
f
=− z
s0
(
1
1+ s1/s0z+ . . .
)
=− z
s0
+ s1
s20
+ Frac
(
1
f
)
. (37)
Passing to the imaginary parts in the ﬁrst equality of (34) and applying Cauchy’s inequality, we obtain
that
IFrac
(
1
f
)
= Iz
s0|
∫
d/(t − z)|2
[∣∣∣∣
∫ d
t − z
∣∣∣∣
2
−
∫
d ·
∫ d
|t − z|2
]
(38)
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has the sign opposite to the sign of Iz. It follows that f1 = Frac(1/f ) is a rational function with simple
poles on R and that its imaginary part vanishes on R outside its poles. The residue c at a pole t can be
found by the formula
c = lim
z→t (z− t)f1(z),
which shows that c ∈ R (take the limit along R) as well as c > 0 (take the limit in the perpendicular
direction). Hence
f1 = Frac
(
1
f
)
=−
∫ d1
t − z , (39)
where 1 is a positive Borel measure with ﬁnite support. Substituting (39) in (37), we obtain that
1∫
d/(t − x) =−
x
s0
+ s1
s20
−
∫ d1
t − x , (40)
which shows that the masses of 1 are placed exactly at the roots of∫ d
t − x = 0 (41)
on the real line. Since the left-hand side of (41) increases (compute its derivative), we obtain that
supp(1) ⊂ [a, b]. Moreover,
Card(supp(1))= Card(supp())− 1
and the points of supp(1) interlace the points of supp(). Now, if tk is a root of (41), then multiplying
(40) by tk − x and passing to the limit (x → tk), we obtain that
1({tk})= 1∫ d/(t − tk)2 . (42)
Iterating we obtain a ﬁnite continued fraction∫ d
t − z =
1
−z/s0 + s1/s20 −
∫
d1/(t − z)
= 1
b1 −
1
b2 −
1
b3 − · · · , (43)
which completes the proof in the case of a ﬁnite support.
If  is an arbitrary positive Borelmeasurewith supp() ⊂ [a, b], then one can arrange an approximation
of  in the (*)-weak topology by a sequence of measures (n) with ﬁnite supports in [a, b]. Clearly, all
moments s(n)k converge to the moments sk of . This shows that any (*)-weak limit point 1 of (n)1 must
satisfy (40). Iterations complete the proof. 
Chebyshev’s theorem can be extended to the set Mom(R) of all nonnegative Borel measures  on R
which have ﬁnite moments (see [3])
sk()=
∫
R
tk d, k = 0, 1, 2 . . . .
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A formal Laurent series∑
k
ck
zk
∈ C([1/z])
is called an asymptotic expansion for a function f (z) holomorphic in G	 = {z ∈ C : 	< arg z< − 	}
if there exist two sequences of positive numbers {Rn} and {Cn} such that∣∣∣∣∣∣f (z)−
∑
kn
ck
zk
∣∣∣∣∣∣ 
Cn
zn+1
(44)
for |z|>Rn, z ∈ G	. Every function may have at most one asymptotic expansion. On the other hand, by
Ritt’s theorem [34] every formal Laurent series in C([1/z]) is an asymptotic series for some holomorphic
function analytic in an angular domain with the vertex at ∞ (see also [21]). If  ∈ Mom(R) then the
identity∣∣∣∣
∫ d(t)
t − z +
s0()
z
+ s1()
z2
+ · · · + s2n−1()
z2n
∣∣∣∣= 1|z|2n+1
∣∣∣∣
∫
zt2n
t − z d
∣∣∣∣
together with an elementary inequality |z− t | |z| sin 	, z ∈ G	, imply that
−s0()
z
− s1()
z2
− · · · − sn()
zn+1
− · · ·
is the asymptotic expansion for f (z), the Cauchy integral of . It follows that the Cauchy integral of any
positive Borel measure  on R with ﬁnite moments sk =
∫
tk d has an asymptotic expansion (44) in any
angleG	 (see [3]). Using this expansion in a way similar to that which was used in the proof of Theorem
8, one can obtain the corresponding P-fraction.
It is interesting to compare this construction with the construction of regular continued fractions.
Decimal representations of real numbers are replacedwith asymptotic expansions inG	. In the real number
case numbers are uniquely determined by their decimal representations or by their regular continued
fractions. In case of the continuum Mom(R) it is not the case. There are different nonnegative measures
in Mom(R) with equal asymptotic expansions. This phenomenon was ﬁrst discovered by Chebyshev in
an unpublished note [11] and later rediscovered by Stieltjes [42]. Its study is the subject of the so-called
Moment Problem (see [3,37]). A crucial explanation again depends on Euler’s formula [11].
9. The Chebyshev–Markov theorem
Theorem 9 (Legendre–Vahlen). If∣∣∣∣pq − 
∣∣∣∣< 12q2 , (45)
where 0<q, then p/q is a convergent of a continued fraction for .Conversely, from any two consecutive
convergents to  at least one satisﬁes (45).
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See a proof in [4] or [32]. A functional analogue is given by the following theorem.
Theorem 10 (Chebyshev–Markov (Markov [30])). A rational fraction P/Q in lowest terms is a conver-
gent for f ∈ C([1/z]) if and only if
deg
(
f − P
Q
)
 − 2 deg(Q)− 1. (46)
Proof. The Euler–Wallis formulas
PnQn−1 − Pn−1Qn = (−1)n−1, (47)
implies that Pn/Qn is a fraction in lowest terms. Since (see (11))
f = Pn+1 + Pn · Frac(fn+1)
Qn+1 +Qn · Frac(fn+1) , (48)
we obtain by (47) that
f − Pn
Qn
= (−1)
n
QnQn+1(1+ Frac(fn+1) ·Qn/Qn+1) . (49)
If sk denotes deg(Qk), then by (49)
deg
(
f − Pn
Qn
)
= − sn − sn+1 + deg
(
1
1+ Frac(fn+1) ·Qn/Qn+1
)
= − sn − sn+1 − 2sn − 1=−2 deg(Qn)− 1, (50)
implying (46).
Let Pn/Qn and Pn+1/Qn+1 be two convergents satisfying
sn = deg(Qn) deg(Q)= s < deg(Qn+1)= sn+1.
Then
deg
(
Pn+1
Qn+1
− Pn
Qn
)
=−sn − sn+1,
see (47),
deg
(
Pn+1
Qn+1
− f
)
=−sn+1 − sn+2,
see (27),
deg
(
P
Q
− f
)
 − 2s − 1,
see (46). Since
Pn
Qn
− P
Q
= Pn
Qn
− Pn+1
Qn+1
+ Pn+1
Qn+1
− f + f − P
Q
,
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and s < sn+1, we obtain that
deg
(
Pn
Qn
− P
Q
)
 max(−sn − sn+1,−2s − 1).
It follows that
deg(PnQ−QnP)s + sn +max(−sn − sn+1,−2s − 1)
= max(s − sn+1, sn − s − 1)< 0,
since sns < sn+1. Therefore PnQ− PQn = 0 and Pn/Qn = P/Q. 
10. Abel–Chebyshev theorems
By Lagrange’s Theorem values of regular periodic continued fractions are exactly quadratic irrational-
ities in R. Since both ﬁelds R and C([1/z]) are described by similar types of continued fractions (2),
one may expect that Lagrange’s Theorem is valid in C([1/z]) too. Euler’s Theorem 2 also supports this
conjecture.
For number ﬁelds the reason for quadratic irrationalities to correspond to periodic regular continued
fractions roots in the fact that any Pell’s equation
x2 − y2D = 1, (51)
where D is a positive integer, which is not a perfect square, has a nontrivial solution. In terms of modern
terminology this is the same as to say that any quadratic ﬁeld Q[√D] has nontrivial units [29].
If x and y are positive solutions to (51), then
0<
x
y
−√D = 1
y2(x/y +√D) <
1
2y2
.
It follows by the Legendre–Vahlen Theorem (see Theorem 9) that x =Pn, y =Qn, with odd n (we recall
that even convergents are smaller than the number and the odd convergents are greater than the number).
Now
√
D = Pnfn+1 + Pn−1
Qnfn+1 +Qn−1 . (52)
Resolving (52) in fn+1 and assuming that n is odd, we obtain
fn+1 =−Pn−1 −Qn−1
√
D
Pn −Qn
√
D
= (QnQn−1D − PnPn−1)+
√
D
P 2n −Q2nD
. (53)
Hence by (24) we see that the continued fraction of√D is periodic ifP 2n −Q2nD = 1.
The following theorem by Abel shows that there is a similar relationship between P-fractions and
functional Pell’s equations.
Theorem11 (Abel). LetR be a polynomial inC[z] of degree 2g+2,which is not a square of a polynomial.
Then Pell’s equation
P 2 −Q2R = constant (54)
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has a solution in polynomials P and Q with Q = 0 if and only if √R can be developed into a periodic
continued P-fraction.
Remark. Let us observe that in order
√
R be an element of the ﬁeldC([1/z]) it is necessary and sufﬁcient
that degR be even. If this degree is odd, then
√
R is an element of an algebraic extension of C([1/z]). It
follows that the requirement degR= 2g+ 2 is natural. Next, the constant in (54) cannot be zero because
R is not a square of a polynomial.
A proof of this theorem presented in [6] or [7] contains a gap. A correct proof can be found in the
original paper by Abel [1] and in [12]. Here we present a corrected proof from [7].
Proof of Theorem 11. Let
√
R = b0(z)+ 1
b1(z)+
1
b2(z)+ · · ·+
1
bn−1(z)+
1
fn
. (55)
By Euler’s formula (11) fn’s are elements of the quadratic ﬁeld K(
√
R) over K = C(z). Therefore we
may consider the sequence {f ∗n }n0 of the algebraically conjugate elements to fn.
Lemma 12. For every n1
deg f ∗n (z)< 0, bn(z)=−
[[
1
f ∗n+1
]]
.
Proof. The formulas
f ∗0 (z)=−
√
R, f ∗1 (z)=−
1√
R + b0
= (b0 −
√
R)
R − b20
together with b0 = [[
√
R]] imply that deg f ∗1 < 0. Now
f ∗n = bn +
1
f ∗n+1
(56)
shows that deg f ∗n+1< 0 as soon as deg f ∗n < 0. Hence deg f ∗n < 0 for n1. Formula (56) also shows that
bn(z)=−
[[
1
f ∗n+1
]]
.  (57)
Lemma 13. Any solution (P,Q) to (54) withQ = 0 determines a convergent P/Q to√R.
Proof. Since R is not a square of a polynomial
0 = constant = P 2 −Q2R = (P −Q√R) · (P +Q√R),
which shows that P/Q is a fraction in lowest terms and
deg(P −Q√R)=− deg(P +Q√R). (58)
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The identity
2P = (P −Q√R)+ (P +Q√R)
implies that
deg P  max(deg(P −Q√R), deg(P +Q√R)). (59)
Now neither of the degrees deg(P ± Q√R) may vanish. Otherwise (58) and (59) would imply that
degP = 0 and therefore thatQ= 0.
Let the branch of
√
R be ﬁxed so that deg(P −Q√R)< 0. Then
P = [[Q√R]], P +Q√R = 2P + Frac(Q√R).
It follows that
deg(P +Q√R)= deg P = deg Q+ g + 1. (60)
Applying (58) we obtain
deg
(
P
Q
−√R
)
= deg(P −Q√R)− degQ
= − deg(P +Q√R)− degQ=−2 deg Q− g − 1 − 2 deg Q− 1.
The proof of the lemma is completed by the Chebyshev–Markov Theorem (see Theorem 10). 
By Lemma 13 all nontrivial solutions to (54) if exist must be among the convergents of the continued
fraction for
√
R. The following lemma describes the structure of the fn’s for this continued fraction.
Compare (62) below with (53).
Lemma 14. Let f0 =
√
R and
√
R = b0 + 1
b1 +
1
b2 + · · ·+
1
bn +
1
fn+1
, (61)
where bk = [[fk]], k = 0, 1, . . . , n. Let Pk/Qk be the convergents for the continued P-fraction of
√
R.
Then
fn+1 = (QnQn−1R − PnPn−1)+ (−1)
n−1√R
P 2n −Q2nR
. (62)
Proof. The Euler–Wallis formulas and (61) imply that
√
R = fn+1Pn + Pn−1
fn+1Qn +Qn−1 . (63)
Resolving (63) in fn+1, we obtain
fn+1 = Pn−1 −Qn−1
√
R
Qn
√
R − Pn
= (QnQn−1R − PnPn−1)+ (−1)
n−1√R
P 2n −Q2nR
. 
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By Lemma 13 any nontrivial solution to Pell’s equation (54) must be of the form P = tP n,Q= tQn,
where n ∈ Z+ and 0 = t ∈ C. Let c = constant/t2. Then (62) implies that
c · fn+1 = (QnQn−1R − PnPn−1)+ (−1)n−1
√
R, (64)
and therefore
c · f ∗n+1 = (QnQn−1R − PnPn−1)− (−1)n−1
√
R.
Putting b=QnQn−1R− PnPn−1 for brevity and applying Lemma 12, we obtain that b= (−1)n−1b0. It
follows that
fn+1 = (−1)n−1 b0 +
√
R
c
. (65)
If n is odd, then (65) implies
√
R = b0 + 1
b1(z)+
1
b2(z)+ · · ·+
1
bn(z)+
1
fn+1
= b0 + 1
b1(z)+
1
b2(z)+ · · ·+
1
bn(z)+
c
b0 +
√
R
. (66)
The Euler formula (11) applied to (66) implies that
√
R = (b0 +
√
R)Pn + cP n−1
(b0 +
√
R)Qn + cQn−1
.
Since R is not a square, this shows that
Pn = b0Qn + cQn−1.
By (12) this implies
Pn
Qn
= b0 + cQn−1
Qn
= b0 + 1
(bn/c)+
1
cbn−1 + · · · .
On the other hand,
Pn
Qn
= b0 + 1
b1 +
1
b2 + · · ·+
1
bn
.
But a rational function may be developed into only one P-fraction. Therefore
b1 = bn
c
, b2 = cbn−1, b3 = bn−2
c
, . . . , bk = c±1bn−k+1, . . . . (67)
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Since n is odd, there is an integer k such that k = n− k + 1, namely, k = (n+ 1)/2. Then c±1 = 1, i.e.,
c = 1. Now by (66) and (67)
√
R = b0 + 1
b1(z)+
1
b2(z)+ · · ·+
1
bn(z)+
1
2b0(z)+
1
b1(z)+ · · ·+
= b0 + 1
b1 +
1
b2 + · · ·+
1
bk + · · ·+
1
b2 +
1
b1 +
1
2b0(z)+
1
b1 + · · · (68)
is a periodic continued fraction. In this formula 2k + 1= n.
If n is even, then by (65)
√
R = b0 + 1
b1(z)+
1
b2(z)+ · · ·+
1
bn(z)+
1
fn+1
= b0 + 1
b1(z)+
1
b2(z)+ · · ·+
1
bn(z)+
−c
b0 +
√
R
. (69)
Running the same arguments as we did in the case of (66), we arrive to the identities (67), in which c
is replaced with −c. However, the difference now is that n is even and therefore we cannot claim that
−c = 1. On the other hand, we can continue the process of the development into a continued fraction,
which results in the following formula:
√
R = b0 + 1
b1 +
1
b2 + · · ·+
1
bn +
1
2b0/− c +
1
(−c)b1 + · · ·+
1
bn/(−c)+
1
(−c)fn+1
= b0 + 1
b1 +
1
b2 + · · ·+
1
bn +
1
2b0/− c +
1
(−c)b1 + · · ·+
1
b0 +
√
R
= b0 + 1
b1 +
1
−cbn−1 + · · ·+
1
bn−1 +
1
−cb1 +
1
2b0/− c
+
1
(−c)b1 + · · ·+
1
2b0 + · · · . (70)
This shows that theP-fraction of
√
R is periodic. The proof of the theorem is completed by the following
lemma.
Lemma 15. If
√
R = b0 + 1
b1 + · · ·+
1
bn +
1
bn+1 + · · ·
is periodic with the length of period n + 1, then bn+1 = 2b0, the period is [b1, b2, . . . , bn, 2b0] and
P 2n −Q2nR = (−1)n−1.
Since the P-fraction of
√
R is periodic, there is k ∈ N such that fk+n+1 = fk . Applying Lemma 12 a
ﬁnite number of times, we conclude that bk+n = bn, fk+n = fn and ﬁnally that f1 = fn+2. Now
√
R = b0 + 1
f1
= b0 + 1
fn+2
= b0 − bn+1 + bn+1 + 1
fn+2
= b0 − bn+1 + fn+1
implies that fn+1 = bn+1 − b0 +
√
R. Passing to the algebraically conjugate elements, we see that
bn+1 = 2b0. Finally P 2n −Q2nR = (−1)n−1 by (62). 
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Let C be the set of all points on C, which can be constructed with compass and ruler starting with two
points (0, 0) and (1, 0). Then Q ⊂ C is an extension of ﬁelds.
Theorem 16 (Chebyshev [10]). Let R be a polynomial in Q[z] of degree 2g + 2 which is irreducible
over C. Then the P-fraction of√R cannot be periodic.
Proof. The Binomial Theorem says that all coefﬁcients ck in
√
R =
∑
k
ck
zk
= b0(z)+
∞
K
k=1
(
1
bk(z)
)
are in C. Then the algorithm of a P-fraction shows that bk(z) ∈ C[z] for k=0, 1, . . .. By the Euler–Wallis
formulas this implies that P,Q ∈ C[z] for every convergent P/Q of√R.
Suppose now that Pell’s equation associated withR has a nontrivial solution. Then by Lemma 13 there
is the convergent P/Q for
√
R such that
P 2(z)−Q2(z)R(z)= c (71)
and degQ is minimal. Putting z= 0 in (71), we obtain that c ∈ C. Since R is irreducible, it is separable.
Therefore c = 0. Rewriting (71) as follows:
(P −√c)(P +√c)=Q2R, (72)
and taking into account that R is separable, we obtain two factorizations
P +√c =Q21R1, P −
√
c =Q22R2, (73)
where Q = Q1 · Q2 and R = R1 · R2. It is clear that Q1 and Q2, as well as R1 and R2, do not have
common roots.
The ﬁrst factorization implies thatQ1 is the greatest common divisor of P +√c and of the derivative
P˙ of P, whereas the second implies that Q2 is the greatest common divisor of P − √c and P˙ . The
EuclideanAlgorithm implies thatQ1,Q2 ∈ C[z] and consequentlyQ21,Q22 ∈ C[z]. The long division of
polynomials implies that R1,R2 ∈ C[z].
Now if R1 ≡ 1, then P +√c =Q21, P −
√
c =Q22R. It follows that
Q21 −Q22R = P +
√
c − (P −√c)= 2√c.
Observing that degQ2< degQ, we obtain the contradiction with the extremal choice of P and Q.
Thus our assumption that Pell’s equation associated with R has a nontrivial solution contradicts the
assumption of the irreducibility of R. By Theorem 11 the P-fraction of
√
R is not periodic. 
It is interesting to observe that the problem of construction with compass and ruler appears here again
in a considerably different setting (see Section 2).
Example 17 (Chebyshev [10]). The P-fraction of√
z4 + 2z2 − 8z+ 9= b0(z)+
∞
K
k=1
(
1
bk(z)
)
is not periodic.
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Proof. Since
dp
dx
= 4x3 + 4x − 8= 4(x − 1)(x2 + x + 2),
the minimal value of p(x)= z4 + 2z2 − 8z+ 9 on (−∞,+∞) is p(1)= 4> 0. Hence the roots of p are
two pairs of complex conjugate numbers. So if one of the roots is in C, then the conjugate root also is in
C, implying that p is factored into a product of two quadratic polynomials with coefﬁcients in C:
z4 + 2z2 − 8z+ 9= (z2 + pz+ q) · (z2 + rz+ s)
= z4 + (p + r)z3 + (q + s + rp)z2 + (rq + sp)z+ qs.
This gives the system
p + r = 0,
q + s + rp = 2,
rq + sp =−8,
qs = 9.
Elementary calculations show that p2 satisﬁes a cubic equation
X(2+X)2 − 36X = 64⇐⇒ X3 + 4Z2 − 32Z − 64= 0.
Putting X = 4Y , we reduce this equation to
q(Y )= Y 3 + Y 2 − 2Y − 1= 0.
Since q(−1)= 1, q(0)= q(1)=−1, q(2)= 7, this equation has two negative and one positive real roots.
It is clear that it does not have rational roots. Now if one of the roots is in C, then the degree of the
irreducible polynomial over Q corresponding to this root must be a power of 2 [28]. The only possibility
is that it is exactly 2, since this polynomial must divide q(Y ). But then the long division of polynomials
shows that q(Y ) has a rational root which is not the case. It follows that p2 /∈C and consequently
p /∈C. 
11. Integration in ﬁnite terms
Euler’s Theorem 7 shows that the problem of developing quadratic irrationalities into periodic P-
fractions is related with integration in ﬁnite terms. An important progress in this direction after Euler
was made by Abel. Using Theorem 11, Abel extended Theorem 7 to separable polynomials R, i.e.,
polynomials without multiple roots, such that degR = 2g + 2.
Theorem 18 (Abel [1]). Let R be a separable polynomial of degree 2g + 2 such that Pell’s equation
P 2 −Q2R = c, c being a constant. (74)
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has a solution in polynomials P and Q with Q = 0. Then there exists a polynomial r of degree g such
that the abelian integral∫
r√
R
dz= 1
2
log
P +Q√R
P −Q√R + C
can be expressed in elementary functions.
Proof. Elementary algebra with (74) shows that
Q
√
R =
√
P 2 − c,
2P P˙ =Q(2Q˙R +QR˙). (75)
Since P and Q are relatively prime, we see that
P˙ =Q · r. (76)
Now ∫
r√
R
dz=
∫
Qr
Q
√
R
dz=
∫
P˙√
P 2 − c dz
= log(P +
√
P 2 − c)+ C = log(P +Q√R)+ C
= 1
2
log(P +Q√R)2 + C = 1
2
log
P +Q√R
P −Q√R + C.  (77)
Theorem 19 (Abel–Liouville–Chebyshev). Let R be a separable polynomial of degree 2g + 2. Then the
abelian integral∫
r√
R
dz
with r ∈ C[z], deg rg can be expressed in elementary functions if and only if Pell’s equation
P 2 −Q2R = constant
has a solution in polynomials P and Q withQ = 0.
In one of his letters to LegendreAbel stated this theorem.However, in another letterwritten to Legendre,
there is no indication thatAbel had a proof of this result (see [20]). The correct proof goes back to Liouville
and Chebyshev. See the idea of the proof in [6,7].
12. Orthogonal polynomials
For any positive Borel measure  on C with compact support supp its Cauchy’s integral
f (z)=
∫ d(t)
t − z
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is holomorphic at z=∞ and therefore determines a unique element in C([1/z]). Suppose that P/Q is a
convergent to f and n= deg(Q). Then by the Chebyshev–Markov theorem
f − P
Q
= O
(
1
z2n+1
)
.
Following an idea of Lagrange from Number Theory, we consider a linear form in f with polynomial
coefﬁcients
Qf − P =
∫
Q(z)−Q(t)
t − z d− P +
∫
Q(t)
t − z d= O
(
1
zn+1
)
.
It follows that
P =−
∫
Q(t)−Q(z)
t − z d, (78)∫
Q(t)
t − z d= O
(
1
zn+1
)
. (79)
Observing that
1
t − z =−
1
z
− t
z2
− t
2
z3
− . . . ,
converges uniformly in t on supp  for every z /∈ supp , we obtain the orthogonality relations∫
Q(t)tj d= 0, j = 0, 1, . . . , n− 1. (80)
This means that {Q,Q}, where Q ranges over the family of all denominators of convergents to f, is a
bi-orthogonal family in L2(d). If supp() ⊂ R, then {Q} are orthogonal polynomials in L2(d).
In [16] Euler posed a question to describe ﬁnite square orthogonal matrices by some universal method.
He also expressed a hope that a solution to this problem could be very useful for Diophantine Analysis
under which Euler understood the theory of continued fractions. The construction presented above is
Chebyshev’s solution to this problem of Euler [9].
There is another solution to this problem based on Cauchy’s formula (see Fig. 2):
F(z)=
∫


d(t)
t − z , 
′(t)= F+(t)− F−(t)
2i
.
Since F ∈ C([1/z]), we can develop F into a P-fraction. Orthogonality of the denominators Q follows
from Cauchy’s formula:∫
tkQ(t) d=
∫


F(z)zkQ(z) dz=−
∫

F(z)zkQ(z) dz
= −
∫

(
F − P
Q
)
zkQ dz= O
(
1
z2n+1
· zk+n+1
)
= 0
if k <n= deg(Q).
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Fig. 2. A contour of integration.
Let us apply orthogonal polynomials to the study of the solutions of Pell’s equation (74) assuming that
R has only real roots.
Lemma 20. If P and Q are some solutions to (74), then for every polynomial r, deg rg, the rational
functionQr/P is a convergent to r/√R.
Proof. It follows from (74), that
deg
(
1√
R
− Q
P
)
+ deg
(
1√
R
+ Q
P
)
=−2 deg P − (2g + 2). (81)
Since
2√
R
=
(
1√
R
− Q
P
)
+
(
1√
R
+ Q
P
)
(82)
and deg(2/
√
R) = −g − 1 at least one of the summands in (82), say the second (otherwise change the
sign of Q), satisﬁes the inequality
−g − 1 deg
(
1√
R
+ Q
P
)
.
By (81) we obtain
deg
(
1√
R
− Q
P
)
= − 2 deg P − (2g + 2)− deg
(
1√
R
+ Q
P
)
 − 2 deg P − g − 1.
It follows that for every polynomial r, deg rg
deg
(
r√
R
− Qr
P
)
 − degP − 1,
which implies the lemma by Theorem 10. 
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Since R(x) = (x − t0)(x − t1) . . . (x − t2g)(x − t2g+1) is a separable polynomial with real roots, we
obtain g + 1 cuts of the complex plain: (t0, t1), (t2, t3), …, (t2g, t2g+1), which together make the set
E = {x ∈ R : R(x)< 0}. Let us place in each interval (t2k−1, t2k), k = 1, 2, . . . , g exactly one root of r.
Then deg r = g. Counting the arguments along a path moving in R and passing by the roots of R along
semicircles in the upper half-plane shows that
r(z)√
R(z)
= 1

∫
E
|r(t)|√−R(t)
dt
z− t . (83)
Here the branch of
√
R is chosen to be positive for z = x > t2g+1. Since by Lemma (20) Qr/P is a
convergent for r/
√
R, we obtain that∫
E
|r(t)|√−R(t) t
jP (t) dt = 0 for j = 0, 1, . . . , deg P − 1. (84)
Therefore P is an orthogonal polynomial for a family of varying measures supported by E:
dr = |r(t)|√−R(t) · 1E. (85)
The property of orthogonality implies that all zeros of P are simple and are located on R in the closed
convex hull of E. Then rQ is an orthogonal polynomial of the second kind. It follows that all zeros of rQ
are real and simple. Moreover, the zeros of Qmust be located in E, since otherwise picking r with a zero
equal to a zero of Q, we would get an orthogonal polynomial with a multiple zero. Now
P 2 = 1+Q2R, (86)
which implies that P 2> 1 on the complementary intervals of E and 0P 21 on E. In particular, all
degQ+ g + 1 zeros of P are located in E. Differentiating (86), we obtain that
·
P 2=2P ·P ,
implying
deg
·
P 2=2 deg Q+ 2g + 1. (87)
On the other hand, by (75) Q, which is co-prime with P, must divide
·
P 2. It follows that the derivative of
P 2 has
deg Q+ (g + 1)+ deg Q= 2 deg Q+ g + 1 (88)
zeros in E. At the ends of [t2k−1, t2k] the polynomial P 2 equals 1. By Rolle’s Theorem the derivative of
P 2 must vanish at least ones in every of g complementary intervals. Combining this with (87) and (88),
we obtain that all roots of
·
P 2 have been found. It follows that P must oscillate between −1 and 1 on the
intervals of E and is greater than 1 by modulus outside of E.
Let us pick r according to (76). Then by (77)
R
∫
r√
R
dz= ln |P ±
√
P 2 − 1| + Const
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and we see that the real part of the Abelian integral is constant on E. On the other hand,
d
dz
∫
ln(z− t) dr =
∫ dr
z− t =
r(z)√
R(z)
,
see (83). This obviously implies that r withAbel’s choice of r is proportional to the equilibriummeasure
on E. See [22–24], especially [22, Theorem 2.1, Corollary 2.1] for a more detailed account. See [2,43]
for a development of these ideas to the general case when Pell’s equation does not have solutions.
13. Orthogonal polynomials on the unit circle T
It was shown in Section 11 that P-fractions may be useful for the study of orthogonal polynomials
only if the corresponding measure is supported on R. Therefore on T we must consider another class of
continued fractions.
Observe ﬁrst that by Theorem 8 P-fractions are obtained by the algorithm (36) deﬁned on the set of
holomorphic mappings of the upper half-plane onto itself. An important property of this algorithm is that
it does not change previous moments of the measure to which it is applied. A similar property is shared
by the algorithm of regular continued fractions. It does not change ﬁrst decimal digits of the number
developed into a continued fraction.
In the unit discD instead of asymptotic expansions we consider Taylor’s series centered at z= 0 . The
Herglotz formula
F =
∫
T
+ z
− z d()=
1+ zf (z)
1− zf (z) = 1+
2
−1+ 1/zf (89)
determines a homeomorphismof the setP of probabilitymeasures  onT onto the setB of all holomorphic
mapping of D into itself. Then (89) suggests that B is a good candidate for the domain of our algorithm.
Clearly, B is nothing but the unit ball of the Hardy algebra H∞. Starting with f0 = f Schur’s algorithm
(see [35]) determines a sequence of functions in B
fn(z)= zf n+1(z)+ an1+ anzf n+1(z)
, fn(0)= an, n= 0, 1, . . . . (90)
The complex numbers an are called Schur’s parameters and the functions fn are called Schur’s functions.
Applying to (90) a transformation similar to (89), wemaymove fn+1 inside the fraction as far as possible:
fn(z)= zf n+1(z)+ an1+ anzf n+1(z)
= an + (1− |an|
2)z
anz+ 1/fn+1(z) .
Iterations lead to the Wall continued fraction [45]
f (z)= a0 + (1− |a0|
2)z
a0z +
1
a1 +
1− |a1|2)z
a1z + · · · . (91)
Substituting (91) into (89) we obtain a required continued fraction. Since ﬁrst steps of a continued fraction
do not make a signiﬁcant inﬂuence on its behavior we restrict our attention to the continued fraction (91).
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Calculations with the Euler–Wallis formulas show that the convergents to (91) are given by
1
0
,
A0
B0
,
zB∗0
zA∗0
,
A1
B1
,
zB∗1
zA∗1
· · · An
Bn
,
zB∗n
zA∗n
, . . . . (92)
Here A0 = a0, B0 = 1, An and Bn are polynomials of degree n, and
p∗(z)= zdeg pp(1/z).
The polynomials An, Bn are called theWall polynomials associated with  (or with its Schur function
f). The Euler–Wallis formulas (9) for the continued fraction (91) take the form
B∗n+1 = zB∗n + an+1An, A∗n+1 = zA∗n + an+1Bn,
An+1 = A∗n + an+1zB∗n, Bn+1 = Bn + an+1zA∗n. (93)
Next (10) for the Wall continued fraction looks like
B∗nBn − A∗nAn = zn
n∏
k=0
(1− |ak|2)= nzn. (94)
Restricting this identity to T, we obtain |Bn|2 − |An|2 = n. Since |an|< 1 and A0 = a0, B0 = 1, we
obtain by induction that Bn does not vanish in D. It follows that An/Bn ∈ B.
Euler’s formula (11) for (92) results in the identity
f (z)= An + zB
∗
nfn+1
Bn + zA∗nfn+1
. (95)
Substituting the convergents of (92) in (89), we obtain the sequence of convergents to (89):
1
0
,
1
−1 ,
∗1
∗1
,
−z1
z1
, · · · 
∗
n
∗n
,
−zn
zn
, . . . , (96)
where
n+1 = zB∗n − A∗n, n+1 = zB∗n + A∗n,
∗n+1 = Bn − zAn, ∗n+1 = Bn + zAn. (97)
Since An/Bn are in B, we see that the polynomials ∗n do not vanish in D. Now we just write the same
formulas as in the case of R:
∗nF −∗n =
∫
(z+ )
∗
n(z)− ∗n()
− z d−
∗
n +
∫
∗n()
+ z
− z d. (98)
Elementary calculations with (95), (94) and (97) show that
∗nF −∗n =
2zn+1n−1fn
(1− zf )(Bn−1 + zA∗n−1fn)
,
nF +n = 2nz
n
(1− zf )(Bn−1 + zA∗n−1fn)
. (99)
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For |z|> 1
∗nF −∗n =−zn
{
n
(
1
z¯
)
F +n
(
1
z¯
)}
= O(1)
as z→∞, by the second formula of (99). Since the ﬁrst term in the right-hand side of (98) is a polynomial
in z and the limit of the second is − ∫ ∗n d, we see that∫
(z+ )
∗
n(z)− ∗n()
− z d−
∗
n −
∫
∗n d ≡ Const.
Therefore by (98)
∗nF −∗n = Const + 2
∫
∗n
1
1− ¯z d= Const + O(z
n+1), z→ 0.
Substituting here
1
1− ¯z = 1+ ¯z+ . . .+ ¯
n
zn + ¯
n+1
zn+1
1− ¯z ,
we obtain that
0=
∫
∗n¯
k d=
∫
n−kn d
for k = 1, 2, . . . , n. Thus the sequence of monic polynomials {n}n0 is orthogonal in L2(d) in a
complete correspondence with the case of the real line. This approach to orthogonal polynomials on the
unit circle was proposed in [19] by Geronimus.
Corollary 21 (Geronimus formula). For every probability measure on T
an =−n+1(0).
Proof. By the ﬁrst formula of (97) −n+1(0) = A∗n(0). Now the second formula of (93) gives the
result. 
Thus Verblunsky parameters {an}n0 can be used to parameterize probability measures  on T. Point-
wise convergence of the parameters corresponds to the weak convergence of measures.
Formula (92) shows that any Wall continued fraction is determined by its even convergents. The
continued fraction corresponding to even convergents is called an even part of a given continued fraction.
Applying the corresponding formulas in [25, Chapter 2] to (91), we obtain the Geronimus continued
fraction
f (z)=Ke(z)= a01 −
(1− |a0|2)za1/a0
1+ za1/a0
−
(1− |a1|2)za2/a1
1+ za2/a1 − · · ·−
(1− |an−1|2)zan/an−1
1+ zan/an−1 − · · · (100)
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Observe a striking similarity of (100) with (21), which looks even more attractive due to a remarkable
formula obtained by Verblunsky [44].
exp
∫
log ′ dm=
∞∏
n=0
(1− |an|2) (101)
14. The convergence problem
We denote by L2(T) the Hilbert space L2(dm), where m is the normalized Lebesgue measure on T. It
is clear from Euler’s formula that the continued fraction (21) converges in L2(T) if and only if
∞∑
n=0
|an|2<+∞.
It turns out that the study of the convergence of (100) in L2(T) leads to important results in the theory
of Orthogonal Polynomials on the Unit Circle. The ﬁrst result in this direction is due to Schur [36], who
proved thatAn/Bn⇒ f uniformly on compact subsets ofD. This result is an easy corollary of the Euler’s
formula (95) for the Wall continued fraction (91):
f (z)− An(z)
Bn(z)
= zn+1fn+1 n
B2n
1
1+ zf n+1A∗n/Bn
.
Let
P(z1, z2)= log 1+ |(z1 − z2)/(1− z2z1)|1− |(z1 − z2)/(1− z2z1)|
be the Poincaré metric on the unit disc D.
Theorem 22 (Khrushchev [26, Theorem 2.6, p. 172]). A probability measure  is a Szegö measure
(= ∫
T
log ′ dm>−∞) if and only if
lim
n
∫
T
P
(
f,
An
Bn
)
dm= 0.
Theorem 23 (Khrushchev [26, Theorem 1, p. 169, Corollary 2.5, p. 171]). A probability measure  is an
Erdös measure (=′> 0 a.e.) if and only if
P
(
f,
An
Bn
)
⇒ 0 (i.e., converges to 0 in measure).
This happens if and only if
lim
n
∫
T
|fn|2 dm= 0
Corollary 24 (Rakhmanov’s Theorem). If ′> 0 then limn an = 0.
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Proof. It follows from
|an| = |fn(0)| =
∣∣∣∣
∫
T
fn dm
∣∣∣∣ 
(∫
T
|fn|2 dm
)1/2
. 
Deﬁnition. A measure  is called a Rakhmanov measure if
(∗)− lim
n
|n|2 d= dm.
It is said to belong Nevai’s class if
lim
n
an = 0.
Theorem 25 (Khrushchev [26, Theorem 5, p. 176]). The continued fractionKe(z) in (100) converges in
L2(T) if and only if either {an} are the parameters of a singular function or of a measure in Nevai’s class.
Proof. The proof is based on a formula which can be obtained using continued fractions:∫
T
+ z
− z |n()|
2 d()= 1+ zf n(z)bn(z)
1− zf n(z)bn(z)
, (102)
where bn = n(z)/∗n(z) is a ﬁnite Blaschke product constructed by the zeros of the polynomial n(z).
Take Euler’s formula (11) for (91)
f = An−1 + zB
∗
n−1fn
Bn−1 + zA∗n−1fn
.
Observing that n = kn(zB∗n−1 − A∗n−1) (see (97)) and computing 1− |f |2, we obtain that
|n()|2′ =
1− |fn|2
|1− bnfn|2 (103)
holds a.e. on T, which is the real part of (102). Resolving (103) in |fn|2 and integrating along E = { ∈
T : ′()> 0}, we obtain∫
E
|fn|2 dm2
∫
E
(1− gn)2 dm+R
∫
E
bnfn dm, (104)
where gn= 2|n|2′(1+ |n|2′)−1. Ifm(E)= 1 then the second integral in the right-hand side of (104)
vanishes by the mean-value theorem. If  is a Rakhmanov measure, then (102) shows that fnbn⇒ 0 in
D, which implies that the considered integral tends to zero since fnbn → 0 in the (*)-weak topology
of L∞.
Since g2n |n|2′ on T (this simpliﬁcation of the original arguments is due to Simon [39]), we obtain
for any arc I that
1
m(I)
∫
I
g2n dm
1
m(I)
∫
I
|n|2 d. (105)
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For I = T this implies that both integrals of gn and g2n are bounded by 1. Cauchy’s inequality implies
(
1
m(I)
∫
I
√
′ dm
)2

(
1
m(I)
∫
I
gn dm
)(
1
2m(I)
∫
I
1
|n|2
+ ′ dm
)
. (106)
Since (∗) − limn|n|−2 dm = d, we may pass to the limit in (106) and apply Lebesgue’s theorem on
differentiation. This shows that any limit point g of {gn} (0gn2) must satisfy g1 a.e. on E. If
m(E)= 1 then this implies that the averages of gn and g2n must approach 1. Then the ﬁrst integral in the
right-hand side of (104) tends to zero. If  is a Rakhmanov measure, then the integral in the right-hand
side of (105) tends to 1 by Helly’s Theorem. Now Lebesgue’s Theorem on differentiation implies that
any limit points g and G of {gn} and {g2n} satisfy max(g,G)1 a.e. on T. Passing to the limit in (106),
we obtain that min(g,G)= 1 a.e. on E. It follows that g =G is the indicator of E.
Since |f−An/Bn|2|fn+1| onT and |f |=1 onT\E, we obtain the convergence ofKe for Rakhmanov
measures from (104), if we notice that the n-th Taylor polynomials of An/Bn and of f are identical.
If limn an = 0, then fn⇒ 0 in D and  is a Rakhmanov measure by (102).
The necessity follows from the identity
∫
E
∣∣∣∣An+1Bn+1 −
An
Bn
∣∣∣∣ dm= an+1
(1− |an+1|2)1/2
×
∫
E
(
1−
∣∣∣∣AnBn
∣∣∣∣
2
)1/2(
1−
∣∣∣∣An+1Bn+1
∣∣∣∣
2
)1/2
. 
15. The Leganés formula
By Theorem 8 every Cauchy integral of  ∈ Mom(R) can be developed into a continued fraction
∫ d
t − z =
1
b1 −
1
b2 − · · ·−
1
bn −
∫
dn/(t − z) . (107)
Here
bk(z)=− z
mk
+ lk, 0<mk =
∫
dk−1, lk =
∫
t dk−1, (108)
and n ∈ Mom(R).
Theorem 26 (The Leganés formula). Let {Qk}k1 be the denominators of the convergents for the con-
tinued fraction (107). Then
∫
Q2n−1 d
t − z =
1
Qn/Qn−1 −
∫
dn/(t − z) . (109)
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Remark. Observe that by Chebyshev’s Theorem (see (80)) {Qk}k1 are orthogonal with respect to .
Next by the Euler–Wallis formula (9)
Qn/Qn−1 = bn − 1
bn−1 −
1
bn−2 − · · · ,∫ dn
t − z =
1
bn+1 −
1
bn+2 −
1
bn+3 − · · · . (110)
It is clear thatQn/Qn−1 play the role of the Blaschke products bn and the Cauchy integrals of dn of the
Schur functions fn in formula (102) on T.
Proof of the Leganés formula. The formula can be obtained using similar arguments which we used
in the case of T. However, one can just apply a new proof of (102) recently found by Simon [39]. By
Chebyshev’s formula (78) we have
f − Pn
Qn
=
∫ d
t − z +
1
Qn(z)
∫
Q(t)−Q(z)
t − z d=
1
Qn(z)
∫
Qn(t)
t − z d
= 1
Q2n(z)
∫
Qn(t)Qn(z)
t − z d=
1
Q2n(z)
∫
Qn(t)(Qn(z)−Qn(t))
t − z d
+ 1
Q2n(z)
∫
Q2n(t)
t − z d=
1
Q2n(z)
∫
Q2n(t)
t − z d, (111)
since (Qn(z) −Qn(t))/(z − t) is a polynomial of degree n − 1 in t and therefore is orthogonal to Qn.
Now Euler’s formula (11) shows that
f = Pn − fnPn−1
Qn − fnQn−1 , fn =
∫ dn
t − z .
Combining this with (111), we obtain
∫
Q2n−1d
t − z =Q
2
n−1
(
f − Pn−1
Qn−1
)
=Q2n−1
(
Pn − fnPn−1
Qn − fnQn−1 −
Pn−1
Qn−1
)
= PnQn−1 − Pn−1Qn
Qn/Qn−1 − fn =
1
Qn/Qn−1 − fn ,
since
PnQn−1 − Pn−1Qn = (−1)n−1a1 · . . . an = (−1)n−1 · 1 · (−1)n−1 = 1 
Corollary 27. For n= 1, 2, . . . , we have∫
Q2n−1 d=
∫
dn−1 =mn. (112)
The Leganés formula plus the Markov–Chebyshev theorem (see Theorem 10) give simple formulas
for the ﬁrst moments of the measuresQ2n−1 d.
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Lemma 28. For z→∞ in any angle < arg z< −  we have∫
Q2n−1 d
t − z =
1
bn
+ 1
b2nbn−1
+ 1
b2nbn+1
+ 1
b2nb
2
n−1bn−2
+ 1
b2nb
2
n+1bn+2
+ 1
b3nb
2
n−1
+ 1
b3nb
2
n+1
+ 2
bn−1b3nbn+1
+ O
(
1
z7
)
(113)
Proof. By Theorem 10
Qn
Qn−1
= bn − 1
bn−1 − 1/bn−2 + O
(
1
z5
)
= bn − 1
bn−1
− 1
b2n−1bn−2
+ O
(
1
z5
)
;
∫ dn
t − z =
1
bn+1 − 1/bn+2 + O
(
1
z5
)
= 1
bn+1
+ 1
b2n+1bn+2
+ O
(
1
z5
)
l.
Combining these formulas with (109) we obtain∫
Q2n−1 d
t − z
= 1
bn
· 1
1− 1/bnbn−1 − 1/bnbn+1 − 1/b2n−1bnbn−2 − 1/bnb2n+1bn+2 + O(1/z6)
,
which implies (113). 
16. The Albarracin proof of one theorem by Simon [38]
Let cn =mnmn−1, dn =mnln. In a recent paper Simon proved the following theorem.
Theorem 29 (Simon [38], Theorem 3.2). Suppose that  ∈ Mom(R) is such that the limits
lim
n
1
mn
∫
tkQ2n−1 d= sk exist for k = 0, 1, 2, 4. (114)
Then the limit in (114) exists for every k,
lim
n
dn = d ∈ R, lim
k
c2k = e0 ∈ [0,+∞), lim
k
c2k+1 = e1 ∈ [0,+∞), (115)
and the sequenceQ2n−1 d/mn converges in the weak topology of the space of measures.
Proof. Suppose that (114) holds for k = 1. Picking only one term in (113), we immediately obtain that
the limit limn mnln = s1 exists. Moving the coefﬁcients mk in bk , k = n− 2, . . . , n+ 2 up to the partial
numerators, we see that the remaining terms have the limit s1 and thus do not inﬂuence the existence of
the limits with higher moments.
Let (114) hold for k = 2. The choice of three terms in (113) shows the existence of the limit
lim
n
cn + cn+1 = c. (116)
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Let (114) be valid for k = 4. Then (113) and (116) imply that
mnm
2
n−1mn−2 +mnm2n+1mn+2 +m2nm2n−1 +m2nm2n+1 + 2mn−1m2nmn+1
= cncn−1 + cn+1cn+2 + c2n + 2cncn+1 + c2n+1 = cncn−1 + cn+1cn+2 + (cn + cn+1)2
= 2cncn+1 + cn+1(cn+2 − cn)+ cn(cn−1 − cn+1)+ (cn + cn+1)2
= 2cncn+1 + c2 + o(1) (117)
has a limit (observe that ck − ck+2 → 0 by (116)). Hence lim ckck+1 exists.
Lemma 30 (Simon [38], Lemma 3.4). If for a positive sequence {ck} both limits lim(ck + ck+1) and
lim ckck+1 exist, then
lim
k
c2k = e0 and lim
k
c2k+1 = e1 (118)
exist too.
Proof. Consider a sequence of segments k with the end points at ck and ck+1. Then the ﬁrst condition
says that their middle points (ck + ck+1)/2 converge, whereas the second says that their lengths |ck+1 −
ck| =
√
(ck + ck+1)2 − 4ckck+1 converge as well, which obviously imply (118). 
Lemma 31. Let∫ dj (t)
t − z =
c1(j)
−z+ d1(j)+
−c2(j)
−z+ d2(j)+ · · ·+
−cn(j)
−z+ dn(j)+ · · · , (119)
where limj ck(j)= ck , limj bk(j)= bk . Then limj
∫
xk d(j) exists for every k = 0, 1, . . . and coincide
with the moments of a measure corresponding to the limit continued fraction.
Proof. By (31) we have
Pn,j
Qn,j
= −c1(j)/z
1− d1(j)/z+
−c2(j)/z2
1− d2(j)/z+
−c3(j)/z2
1− d3(j)/z+ · · ·+
−cn(j)/z2
1− dn(j)/z
and by (10)
Pn,j
Qn,j
− Pn−1,j
Qn−1,j
= (−1)n−1 c1(j)c2(j) . . . cn(j)
Qn,jQn−1,j
.
The ﬁrst formula says that the coefﬁcients of the formal Laurent series for Pn,j /Qn,j are integer polyno-
mials in coefﬁcients cj , dj , j = 1, 2, . . . , n. The second formula says that any moment is a polynomial
of a ﬁxed ﬁnite number of the ﬁrst parameters ck(j) and dk(j), from which the result follows. 
The proof of the theorem is completed by an application of the Leganés formula. By (110)
mn
Qn
Qn−1
=−z+ dn − cn−z+ dn−1 −
cn−1
−z+ dn−2 − · · · ,
mn
∫ dn
t − z =
cn+1
−z+ dn+1 −
cn+2
−z+ dn+2 − · · · .
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Assuming that n is even and letting n→∞, we obtain from Lemma 31 that the coefﬁcients of the Laurent
series of
mnQn/Qn−1 −mn
∫ dn
t − z
have limits determined by the coefﬁcients of the Laurent series of
−z+ s1 − e0−z+ s1 −
e1
−z+ s1 − · · · −
e1
−z+ s1 −
e0
−z+ s1 − · · · (120)
If we assume that n is odd, then in the limit two periodic continued fractions just interchange their places.
It follows that the limit Laurent series is deﬁned by
1
−z+ s1 − e0−z+s1 − e1−z+s1 −··· − e1−z+s1 − e0−z+s1 −···
. (121)
Notice that both continued fractions in (120) are Euler’s quadratic irrationalities. Using (121) one can
easily compute the limit measure. See [38] for details.
Lemma 32. Let n be a sequence inMom(R) such that
lim
n
∫
tk dn =
∫
tk d k = 0, 1, 2, . . . , (122)
for some positive  with compact supp(). Then (∗) − limnn =  in the weak topology of the space of
measures.
Lemma 32 is well-known in Moment’s Theory. See [17, Chapter VIII, Section 6, p. 269], [5, p. 185]
or [3] for a proof.
Now we put dn = Q2nd/mn. The Laurent series of (121) corresponds to some measure . Since
(121) determines an algebraic function,  must be algebraic. But it is in Mom(R). It follows that  has a
compact support. Then by Lemma 32 we obtain that limndn = d. 
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