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Re´sume´
La phyloge´nie est l’e´tude des relations e´volutives entre espe`ces (ou ge`nes, ou populations...).
Ces relations sont repre´sente´es a` l’aide d’arbres phyloge´ne´tiques, et la reconstruction de ces arbres
a` partir de donne´es mole´culaires ou morphologiques est une branche importante de la biologie.
Diverses me´thodes existent, parmi lesquelles les me´thodes de distances, les me´thodes utilisant
le principe de parcimonie, les me´thodes Bayesiennes et les me´thodes utilisant le maximum de vrai-
semblance. Ce sont ces dernie`res me´thodes qui sont utilise´es par le programme MetaPIGA, sujet de
ce travail.
Les me´thodes utilisant le maximum de vraisemblance donnent de tre`s bons re´sultats, et sur-
passent les me´thodes de distances ou utilisant le principe de parcimonie. Le principe des me´thodes
utilisant le maximum de vraisemblance est de comparer tous les arbres possibles et de choisir l’arbre
ayant la plus haute vraisemblance, c’est-a`-dire la plus haute probabilite´ de produire les donne´es ob-
serve´es (dans le cas de MetaPIGA, il s’agit de se´quences ADN aligne´es). Cependant, le nombre
d’arbres possibles augmentant de manie`re exponentielle avec le nombre de taxa conside´re´s, il n’est
pas possible de comparer les vraisemblances de tous les arbres de`s lors que l’on travaille avec des
phlyoge´nies de plus de quelques taxa. Par conse´quent, on utilise des heuristiques, qui sont des algo-
rithmes permettant de trouver une bonne solution a` des proble`mes irre´solubles en un temps raison-
nable, mais ne peuvent garantir de trouver la solution optimale.
Quatre heuristiques diffe´rentes peuvent eˆtre utilise´e par MetaPIGA : le Hill-Climbing, le recuit
simule´, un algorithme ge´ne´tique et un algorithme ge´ne´tique me´tapopulationnel.
Ce travail a consiste´ a` tester diffe´rents parame`tres pour chaque heuristique, afin de choisir ceux
qui donnent les meilleurs re´sultats. Cependant, les tests n’ont e´te´ effectue´s que sur un set de donne´es
simule´es, comprenant seulement 20 taxa, et chaque parame`tre n’a e´te´ teste´ que 50 fois. La pincipale
conclusion que l’on peut tirer des re´sultats obtenus est que les heuristiques risquent fort de se com-
porter diffe´remment sur des donne´es comprenant un plus grand nombre de taxa. Or MetaPIGA, et en
particulier l’algorithme ge´ne´tique me´tapopulationnel, a e´te´ cre´e´ spe´cifiquement pour pouvoir ge´rer
des donne´es de grandes tailles.
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Chapitre 1
Introduction
La phyloge´nie - du grec φυλoν phylon (tribu, race) et γννω genno (donner naissance, cre´er)
- est l’e´tude de l’histoire et des relations e´volutives de groupes d’espe`ces, d’individus ou autres
« unite´s taxonomiques ».
Depuis Darwin et la the´orie de l’e´volution (Darwin, 1859), selon laquelle tous les organismes
partagent une origine commune et ont diverge´ avec le temps, les biologistes ont tente´ de reconstruire
l’histoire e´volutive de la vie.
Au-dela` de l’inte´reˆt purement fondamental de cette question, la phyloge´nie est utile de bien des
manie`res. En ge´ne´tique de la conservation par exemple, connaıˆtre l’histoire e´volutive des espe`ces,
voire simplement eˆtre capable de connaıˆtre les relations entre plusieurs individus peut parfois aider a`
sauver une espe`ce. C’est e´galement la phyloge´nie qui permet aujourd’hui d’affirmer que le premier
eˆtre humain est apparu en Afrique. Cela peut aussi servir entre autres a` comprendre les phe´nome`nes
de disparitions et gains de ge`nes, dater des e´ve´nements de spe´ciation, de´tecter une acce´le´ration de
l’e´volution, observer la cospe´ciation d’un parasite et de son hoˆte ou retracer l’e´volution d’un virus a`
travers ses diffe´rentes souches.
Aujourd’hui, les donne´es mole´culaires sont de plus en plus nombreuses, et les phyloge´nies a`
reconstruire de plus en plus grandes. Or, la reconstruction de l’histoire e´volutive des ge`nes, espe`ces
ou individus n’est pas une taˆche triviale, loin s’en faut. Par ailleurs, il semblerait que les arbre phy-
loge´ne´tiques soient plus fiables lorsqu’infe´re´s graˆce a` de nombreux taxa (Hillis, 1996). Couple´ au fait
que les me´thodes donnant les meilleurs re´sultats (me´thodes utilisant le maximum de vraisemblance
et me´thodes Bayesiennes) sont aussi les plus longues et les plus computationnellement intensives,
cela provoque une grosse demande pour des programmes efficaces et rapides, capables de recons-
truire un arbre phyloge´ne´tique pour de grands sets de donne´es en un temps raisonnable.
MetaPIGA est un programme d’infe´rence phyloge´ne´tique (Lemmon and Milinkovitch, 2002),
encore en cours de de´veloppement mais de´ja` fonctionnel, qui tente de re´pondre a` ce besoin. Il est
base´ sur le crite`re du maximum de vraisemblance et utilise notamment une variante des algorithmes
ge´ne´tiques.
1.1 But du travail
Le but de ce travail e´tait d’optimiser autant que possible les performances de MetaPIGA, en
testant un certain nombre de ses parame`tres et en comparant les re´sultats obtenus pour les diffe´rents
choix de parame´trage.
MetaPIGA imple´mente quatre algorithmes diffe´rents pour la recherche d’arbres phyloge´ne´tiques,
et chacun de ces algorithmes a e´te´ partiellement optimise´. Les quatre me´thodes ont ensuite e´te´ com-
pare´es afin de voir laquelle produit les meilleurs re´sultats.
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1.2 Plan du travail
La suite de ce document est organise´e comme suit : le chapitre 2 explique les principes de
l’infe´rence phyloge´ne´tique, ainsi que les principales me´thodes utilise´es. Le chapitre 3 de´crit de
manie`re assez exhaustive le programme MetaPIGA sur lequel est base´ ce travail, tandis que le cha-
pitre 4 de´crit succintement quelques autres programmes d’infe´rence phyloge´ne´tique parmi les plus
utilise´s. Les chapitres 5 et 6 expliquent les analyses effectue´es sur MetaPIGA et donnent les re´sultats
obtenus. Enfin, le chapitre 7 conclut ce travail et donne quelques pistes pour de futures analyses.
Chapitre 2
Infe´rence phyloge´ne´tique
Avant l’apport de la biologie mole´culaire, les arbres phyloge´ne´tiques e´taient construits sur base
de caracte`res morphologiques, anatomiques et physiologiques.
Dore´navant, graˆce notamment aux techniques de se´quenc¸age de l’ADN, les arbres phyloge´ne´tiques
sont construits a` partir de se´quences ge´ne´tiques et prote´iques. Ce type de donne´es pre´sente plusieurs
avantages : pour commencer, les caracte`res mole´culaires sont moins subjectifs et ambigus que les
caracte`res morphologiques. Ensuite, ils permettent d’infe´rer les relations e´volutives entre des orga-
nismes tre`s e´loigne´s. De plus, ces caracte`res e´voluent ge´ne´ralement de manie`re plus re´gulie`re et
homoge`ne que les caracte`res morphologiques ou physiologiques. Et enfin, les donne´es mole´culaires
peuvent eˆtre facilement traite´es de manie`re quantitative.
Ce chapitre pre´sente les grands principes de l’infe´rence phyloge´ne´tique, ainsi que les me´thodes
les plus utilise´es.
Ces me´thodes sont pre´sente´es en faisant l’hypothe`se que les donne´es utilise´es pour construire les
arbres phyloge´ne´tiques sont des se´quences ADN aligne´es, mais elles sont bien entendu applicables
a` d’autres types de donne´es, telles des se´quences ARN, prote´iques...
2.1 Repre´sentation d’un arbre phyloge´ne´tique
Un arbre phyloge´ne´tique est repre´sente´ par un graphe, compose´ de branches et de noeuds. Un
noeud repre´sente une unite´ taxonomique ou taxon (une espe`ce, un individu, un ge`ne, une popula-
tion...), tandis que les branches montrent les relations entre ces unite´s taxonomiques (exemple figure
2.1). La topologie d’un arbre de´signe la fac¸on dont les branches relient les noeuds, et la longueur
d’une branche donne une mesure de la distance ou de la similarite´ entre les unite´s taxonomiques
qu’elle relie.
FIG. 2.1 – Exemple d’arbre phyloge´ne´tique pour les
mammife`res
(http ://www.universityofcalifornia.edu/news/article/19408)
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Un noeud est dit dichotomique lorsqu’il est le point de jonction de trois branches, et polytomique
lorsqu’il y a plus de trois branches. Par extension, un arbre dichotomique est un arbre dont tous les
noeuds sont dichotomiques et un arbre polytomique, un arbre dont au moins un noeud est polyto-
mique. L’e´volution e´tant un phe´nome`ne bifurcatif, pour eˆtre comple`tement re´solu un arbre doit eˆtre
dichotomique.
On distingue les arbres racine´s des arbres non-racine´s (figure 2.2). Lorsqu’un arbre est racine´, sa
racine repre´sente l’anceˆtre commun le plus re´cent de toutes les unite´s taxonomiques de l’arbre. Un
arbre racine´ est donc dirige´, et repre´sente ce qu’on peut appeler un « chemin e´volutif », de l’anceˆtre
commun aux unite´s taxonomiques actuelles, tandis qu’un arbre non racine´ ne donne pas d’indication
de direction, mais seulement les relations entre les unite´s taxonomiques.
(a) Arbre non racine´ (b) Arbre racine´
FIG. 2.2 – Exemple d’arbres ge´ne´tiques pour quatre taxa. (a) Arbre non racine´. (b) Arbre racine´.
Pour enraciner un arbre, il existe deux me´thodes (figure 2.3).
• Soit on utilise un « outgroup », c’est-a`-dire un taxa dont on sait qu’il est exte´rieur aux unite´s
taxonomiques conside´re´s, donc que le plus proche anceˆtre commun de cet outgroup et des
unite´s taxonomiques conside´re´es est ante´rieur au plus proche anceˆtre commun de ces unite´s
taxonomiques. Cela ne´cessite d’avoir une connaissance a priori des relations taxonomiques.
• Soit on fixe la racine au « point moyen », c’est-a`-dire entre les deux taxa les plus e´loigne´s.
Cela suppose que la vitesse d’e´volution est la meˆme sur toutes les branches, ce qui n’est pas
une hypothe`se tre`s re´aliste.
(a) Enracinement par outgroup (b) Enracinement par point moyen
FIG. 2.3 – (Stewart, 2000) Les deux me´thodes d’enracinement des arbres phyloge´ne´tiques. (a) Enracinement
par outgroup : arbre phyloge´ne´tique pour des mammife`res enracine´ graˆce a` un oiseau. (b) Enracinement par
point moyen.
2.2 Mode`les de mutation de l’ADN
Toutes les me´thodes d’infe´rences phyloge´ne´tiques a` partir de se´quences ADN ne´cessitent une
estimation du nombre de substitutions ayant eu lieu d’une se´quence a` l’autre. Si l’on estime directe-
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ment, par simple comptage des diffe´rences entre les se´quences, ce nombre de substitutions, on risque
fort de sous-estimer celui-ci, en particulier quand le temps de divergence entre les deux se´quences
est long.
En effet, lorsque l’on de´nombre simplement les sites ayant une base diffe´rente dans chacune des
se´quences, on conside`re qu’a` chacun de ces sites, une et une seule substitution a eu lieu. En re´alite´,
au minimum une substitution a eu lieu (Figure 2.4). Par ailleurs, il est aussi possible que certains
sites ait subi plusieurs substitutions, dont la dernie`re a re´uniformise´ les sites des deux se´quences.
Ces substitutions sont de`s lors invisibles.
Plusieurs mode`les ont e´te´ de´veloppe´s afin de tenir compte de ce proble`me, dont cinq, parmi les
plus utilise´s, sont pre´sente´s ci-dessous : mode`les de Jukes-Cantor (JC) (Jukes and Cantor, 1969),
Kimura-2-parame`tres (K2P) (Kimura, 1980, 1981), Hasegawa-Kishino-Yano (1985) (HKY85) (Ha-
segawa et al., 1985), Tamura-Nei (1993) (TN93) (Tamura and Nei, 1993) et « General Time Rever-
sible (GTR) »(Tavare´, 1986).
(a) (b)
FIG. 2.4 – (a) Une seule mutation est visible, pourtant deux substitutions ont eu lieu. (b) Aucune mutation n’est
visible malgre´ que deux substitutions aient eu lieu.
2.2.1 Mode`le de Jukes-Cantor
Dans le mode`le de JC (Jukes and Cantor, 1969), on conside`re que toutes les substitutions ont une
meˆme probabilite´, et que la fre´quences des bases ADN est piA = piT = piC = piG = 14 .
Sachant qu’il existe quatre bases ADN diffe´rentes, trois substitutions sont possibles pour chacune
d’entre-elles, ce qui fait 12 substitutions possibles (figure 2.5). On peut donc e´crire la matrice de taux
de substitution instantane´ suivante :
R =

A C G T
A · α4 α4 α4
C α4 · α4 α4
G α4
α
4 · α4
T α4
α
4
α
4 ·

Avec rij = α× pii : taux de substitution instantane´ de i par j ∀ i, j ∈ {A,C,G, T} et i 6= j.
Les points « · » sont des valeurs telles que la somme des lignes et des colonnes vaut 0.
Donc, si au temps t0, la base en position x est i, la probabilite´ que ce site soit toujours i au temps
t1 est :
Pi(t1) = 1− 3α′ avec α′ =
α
4
Et la probabilite´ d’avoir toujours i au temps t+ 1 est de :
Pi(t+1) = Pi(t) · (1− 3α′) + (1− Pi(t)) · α′
Que l’on peut re´e´crire comme suit :
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FIG. 2.5 – Substitutions possibles entre les quatre bases ADN, mode`le de JC (α est le taux de substitution). A :
ade´nine, T : thymine, C : cytosine et G : guanine.
Pi(t+1) − Pi(t) = −3α′Pi(t) + α′ − α′Pi(t)
Ou :
∆Pi(t) = −4α′Pi(t) + α′
Et si l’on passe a` un processus continu :
dpi(t)
dt
= −4α′Pi(t) + α′ (2.1)
Apre`s inte´gration de l’e´quation 2.1, on obtient :
Pi(t) =
1
4
+
[
Pi(0) − 14
]
e−4α′t (2.2)
Ainsi, si l’on commence avec i au site x, la probabilite´ qu’on ait toujours la base i au temps t
est :
Pii(t) =
1
4
+
3
4
e−4α′t (Pi(0) = 1) (2.3)
Et la probabilite´ qu’on ait la base j (j 6= i) au temps t est :
Pij(t) =
1
4
− 1
4
e−4α′t (Pj(0) = 0) (2.4)
Les e´quations 2.3 et 2.4 tendent toutes deux vers 0, 25 quand t tend vers∞.
Graˆce a` ces deux e´quations, il est possible de calculer la divergence entre deux se´quences s’e´tant
se´pare´es il y a un temps t. En effet, pendant ce temps t, les se´quences ont e´volue´ chacune de leur
coˆte´, menant a` un temps de divergence de 2t.
La probabilite´ qu’un site x comporte la meˆme base i dans les deux se´quences (probabilite´ d’iden-
tite´) est donc :
It = Pii(2t) =
1
4
+
3
4
e−4α′2t =
1
4
+
3
4
e−8α′t (2.5)
Et la probabilite´ qu’un site x comporte des bases diffe´rentes dans les deux se´quences est bien
entendu de :
Dt = 1− It = 34
(
1− e−8α′t) (2.6)
Le but du mode`le de JC e´tant d’estimer le nombre de substitutions ayant re´ellement eu lieu
lorsque l’on observe D diffe´rences entre deux se´quences, on re´organise l’e´quation 2.6, pour obtenir :
K = −3
4
ln
(
1− 4D
3
)
(2.7)
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Avec K = 2× 3α′ × t : le vrai nombre de substitutions par site
(le long de deux branches de l’arbre phloge´ne´tique)
D : le nombre de substitutions observe´es
Comme on peut le voir sur la figure 2.6, lorsque l’on observe peu de diffe´rences entre les deux
se´quences, la relation entre le nombre estime´ et le nombre observe´ de substitutions est presque
line´aire. Mais lorsque la divergence augmente, le nombre de substitutions estime´ explose. En parti-
culier, de`s que l’on observe 75% de divergence ou plus, le nombre de substitutions re´el est virtuel-
lement infini puisque deux se´quences ge´ne´re´es au hasard auront 25% de sites identiques (donc 75%
de divergence observe´e).
FIG. 2.6 – Estimation du nombre de substitutions entre deux se´quences selon le mode`le de JC. Ligne rouge :
75% de divergence observe´e.
Le mode`le de JC est le mode`le de substitution le plus simple. C’est aussi celui qui fait le plus
d’hypothe`ses a priori et, par conse´quent, le moins re´aliste.
2.2.2 Mode`le Kimura-2-parame`tres
Le mode`le K2P (Kimura, 1980, 1981) diffe´rencie les substitutions transformant une purine en
pyrimidine ou inverse´ment (transversions) des substitutions entre purines ou pyrimidines (transi-
tions) en leur attribuant une probabilite´ diffe´rente (figure 2.7). Les fre´quences nucle´otidiques sont
toujours conside´re´es comme e´gales (piA = piC = piG = piT ).
On a donc comme matrice de taux de substitution instantane´ :
R =

A C G T
A · β4 α4 β4
C β4 · β4 α4
G α4
β
4 · β4
T β4
α
4
β
4 ·

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Avec α : taux de transition
β : taux de transversion
rij = pii×taux de substitution (α ou β) : taux de substitution instantane´ de i par j ∀ i, j ∈ {A,C,G, T} et i 6= j
Les points « · » sont des valeurs telles que la somme des lignes et des colonnes vaut 0.
FIG. 2.7 – Substitutions possibles entre les quatre bases ADN, mode`le K2P (α est le taux de transition et β le
taux de transversion).
2.2.3 Mode`le Hasegawa-Kishino-Yano (1985)
Ce mode`le (Hasegawa et al., 1985) distingue e´galement les transitions des transversions, mais
ne fait plus l’hypothe`se des fre´quences nucle´otidiques e´gales (piA 6= piC 6= piG 6= piT ).
R =

A C G T
A · βpiC αpiG βpiT
C βpiA · βpiG αpiT
G αpiA βpiC · βpiT
T βpiA αpiC βpiG ·

Avec α : taux de transition
β : taux de transversion
pii : fre´quence de la base i ∀ i ∈ {A,C,G, T}
rij = pii×taux de substitution (α ou β) : taux de substitution instantane´ de i par j ∀ i, j ∈ {A,C,G, T} et i 6= j
Les points « · » sont des valeurs telles que la somme des lignes et des colonnes vaut 0.
2.2.4 Mode`le Tamura-Nei (1993)
Dans le mode`le TN93 (Tamura and Nei, 1993), on conside`re que les transitions peuvent eˆtre de
deux types. : A↔ G est diffe´rent de C ↔ T .
R =

A C G T
A · α1piC α3piG α1piT
C α1piA · α1piG α2piT
G α3piA α1piC · α1piT
T α1piA α2piC α1piG ·

Avec α1 : taux de transversion
α2 : taux de transition C ↔ T
α3 : taux de transition A↔ G
pii : fre´quence de la base i ∀ i ∈ {A,C,G, T}
rij = αs × pii : taux de substitution instantane´ de i par j ∀ i, j ∈ {A,C,G, T}, i 6= j et s ∈ {1, 2, 3}
Les points « · » sont des valeurs telles que la somme des lignes et des colonnes vaut 0.
CHAPITRE 2. INFE´RENCE PHYLOGE´NE´TIQUE 9
2.2.5 Mode`le «General Time Reversible »
Comme son nom l’indique, le mode`le GTR (Tavare´, 1986) est le plus ge´ne´ral. La seule hypothe`se
de ce mode`le est que P (i→ j) = P (j → i). Chaque substitution a son propre taux (il y a donc six
taux de substitutions diffe´rents) et les fre´quences nucle´otidiques ne sont pas suppose´es e´gales.
R =

A C G T
A · α1piC α2piG α3piT
C α1piA · α4piG α5piT
G α2piA α4piC · α6piT
T α3piA α5piC α6piG ·

Avec αs : taux de substitution
pii : fre´quence de la base i ∀ i ∈ {A,C,G, T}
rij = αs × pii : taux de substitution instantane´ de i par j
∀ i, j ∈ {A,C,G, T}, i 6= j et s ∈ {1, 2, 3, 4, 5, 6}
2.2.6 He´te´roge´ne´ite´ des taux de substitution
Il a e´te´ montre´ que le taux de substitution varie d’un site a` l’autre (Uzzell and Corbin, 1971). De
plus certains sites semblent ne jamais subir de mutations (Fitch and Margoliash, 1967a).
Cette he´te´roge´ne´ite´ peut eˆtre mode´lise´e avec un taux d’invariants et/ou une distribution probabi-
liste des taux.
Taux d’invariants
Ce taux peut eˆtre estime´ graˆce a` une me´thode de maximum de vraisemblance. Un mode`le de
substitutions d’ADN permettant a` une fraction des sites de ne jamais muter semble s’ajuster mieux
aux donne´es qu’un mode`le avec un taux de substitution uniforme (Adachi and Hasegawa, 1995).
Distribution des taux de substitution
L’he´te´roge´ne´ite´ du taux de substitution peut eˆtre mode´lise´ graˆce a` une distribution continue.
La distribution gamma (Γ) est la plus utilise´e, en raison de ses proprie´te´s mathe´matiques (Yang,
1993). Elle permet en effet, en changeant un seul parame`tre (α : parame`tre de forme), d’avoir des
distributions fort diffe´rentes (figure 2.8).
A chaque site est donc assigne´ un taux de substitution tire´ de la distribution Γ utilise´e.
FIG. 2.8 – Densite´ de probabilite´ de la distribution gamma pour diffe´rents parame`tres de forme
(source : http ://www.boost.org/doc/html/index.html)
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2.3 Me´thodes de distance pour l’infe´rences phyloge´ne´tique
Le principe ge´ne´ral de ces me´thodes (Sokal and Michener, 1958; Cavalli-Sforza and Edwards,
1967; Fitch and Margoliash, 1967b) est de calculer une distance entre chaque paires d’espe`ces, pour
ensuite trouver l’arbre phyloge´ne´tique qui pre´dit le mieux ces distances. La distance entre deux
espe`ces peut eˆtre simplement le nombre de diffe´rences entre leurs se´quences ge´ne´tiques, ou cette
meˆme distance corrige´e par un mode`le de mutation de l’ADN. Les longueurs de branches de l’arbre
phyloge´ne´tique construit seront base´es sur ces distances, et refle`teront donc non pas uniquement le
temps e´coule´ depuis la bifurcation de la branche, mais surtout le degre´ d’e´volution de cette branche
(la vitesse d’e´volution n’e´tant pas ne´cessairement la meˆme sur toutes les branches de l’arbre).
Deux me´thodes de distances sont pre´sente´es ci-dessous : la me´thode Unweight Pair Group Me-
thod with Arithmetic mean (UPGMA) et le Neighbour-Joining (NJ).
2.3.1 Unweight Pair Group Method with Arithmetic mean
Cette me´thode (Michener and Sokal, 1957) est en fait un simple clustering hie´rarchique. Les
distances entre toutes les paires d’espe`ces sont calcule´es (e´ventuellement en utilisant un mode`le
de substitution de l’ADN), chaque taxon repre´sentant un cluster de taille 1. On conside`re que les
longueurs de branches (donc les distances) respectent le principe de l’horloge mole´culaire (Kimura,
1968), c’est-a`-dire que la vitesse d’e´volution des se´quences est constante et est la meˆme sur toutes
les branches de l’arbre.
Les deux clusters les plus proches sont joints (formant un noeud interne de l’arbre), et les dis-
tances entre ce nouveau cluster et les autres clusters sont recalcule´es. On continue ainsi a` joindre les
clusters jusqu’a` re´union de tous les taxa dans l’arbre phyloge´ne´tique.
Cette me´thode est tre`s rapide mais est sujette a` d’importants biais. En particulier, si les branches
n’ont pas toutes le meˆme taux de substitution, donc ne respectent pas le principe de l’horloge
mole´culaire, la topologie sera probablement fausse (figure 2.9).
FIG. 2.9 – (Lin, 2008) Arbre phyloge´ne´tique a` quatre taxa. A gauche, le « vrai » arbre, au milieu, la matrice
de distance correspondante. On voit que la me´thode d’UPGMA donne un arbre errone´ (a` droite). En cause : les
vitesses d’e´volution diffe´rentes d’une branche a` l’autre.
2.3.2 Neighbour-Joining
L’algorithme du NJ (Saitou and Nei, 1987) autorise les branches de l’arbre phyloge´ne´tique a`
montrer des taux de substitution diffe´rents, en prenant en compte non seulement la distance entre
chaque paire d’espe`ces mais aussi leur distance respective aux autres espe`ces.
On de´marre avec un arbre en e´toile (un seul noeud interne) et on construit une matrice de distance
M de la manie`re suivante :
mij = dij − ri + rj
N − 2 (2.8)
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Avec dij : la divergence entre la se´quence i et la se´quence j
(e´ventuellement corrige´e par un mode`le de substitutions de l’ADN)
ri =
∑
j dij ∀ j ∈ {ensemble des se´quences conside´re´es} et j 6= i
N : le nombre de se´quences conside´re´es
On de´finit un nouveau noeud interne, parent des se´quences ayant lemij le plus petit. La distance
entre ce nouveau noeud et les noeuds joints est calcule´e comme suit :
dau =
dab
2
+
ra − rb
2(N − 2) (2.9)
dbu = dab − dau (2.10)
Avec a et b : les deux noeuds joints
u : le nouveau noeud, re´sultat du clustering de a et b
Et on recalcule la matrice M (le nouveau noeud interne remplace les deux noeuds joints) :
duj = daj + dbj − dab2 (2.11)
N vaut maintenant N − 1, et on recommence le processus jusqu’a` ce que N = 2.
Le Neighbourg-Joining est un algorithme rapide, qui donne de bons re´sultats, en particulier pour
de petites phyloge´nies. De plus, de nombreuses variantes de l’algorithme de de´part diminuant en-
core le temps de calcul existent (Elias and Lagergren, 2008; Simonsen et al., 2008; Sheneman et al.,
2006).
2.4 Me´thodes utilisant la parcimonie
Lorsque l’on utilise une me´thode de distances, toute l’information a` propos d’une se´quence est
re´sume´e en un chiffre. Il y a donc une grosse perte d’informations. La parcimonie est une me´thode
base´e non plus sur les distances mais sur les caracte`res. L’information relative a` chaque site de
chaque se´quence sera utilise´e.
Le principe de parcimonie peut eˆtre re´sume´ comme ceci : lorsque l’on a le choix entre plusieurs
hypothe`ses, la plus simple doit eˆtre favorise´e. Applique´ a` la phyloge´nie, cela signifie que l’arbre
phyloge´ne´tique expliquant les se´quences observe´es en ne´cessitant le plus petit nombre d’e´ve´nements
e´volutifs (mutation, additions, de´le´tions) est conside´re´ comme le «meilleur » arbre.
Par exemple, pour construire un arbre phyloge´ne´tique a` partir des quatre se´quences suivantes :
T1 G T T C T T C T C A T T A G A G T T
T2 C A T C A T C T T A T A A G A G T C
T3 C T T G T T C C A A T A A G A G T T
T4 G T T C T A C T A A T T A G A G T A
On conside`re chaque caracte`re se´pare´ment et on construit tous les arbres possibles. Donc, pour
le premier caracte`re (GCCG), on construit les trois arbres (non racine´s) possibles. Pour chacun de
ces arbres, on compte le nombre d’e´ve´nements e´volutifs ne´cessaires pour expliquer les donne´es de
ce site (figure 2.10).
On refait ensuite la meˆme chose pour chaque caracte`re, et on obtient la table 2.1. Au total,
la topologie 3 requiert donc moins d’e´ve´nements e´volutifs que les topologies 1 et 2, et sera donc
choisie.
Cependant, si cette me´thode tient compte de chaque caracte`re individuellement, elle ne permet
de choisir qu’entre diffe´rentes topologies. Or, un arbre phyloge´ne´tique n’est pas seulement de´fini par
sa topologie, mais e´galement par des longueurs de branches.
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(a) Topologie 1 (b) Topologie 2 (c) Topologie 3
FIG. 2.10 – Les trois arbres repre´sentent les trois topologies possibles pour les quatre taxa (T1, T2, T3 et T4). (a)
Il faut minimum deux e´ve´nement e´volutifs pour re´concilier l’arbre et les donne´es pour le premier caracte`re. Les
deux possibilite´s sont indique´es respectivement en bleu et en rouge, les barres coupant les branches repre´sentent
une mutation. (b) Cette topologie est presque la meˆme que la topologie 1. A nouveau, deux e´ve´nements e´volutifs
sont ne´cessaires pour expliquer les donne´es. (c) Pour cette topologie, seul un e´ve´nement est ne´cessaire pour
re´concilier l’arbre phyloge´ne´tique avec les donne´es.
Position 1 2 3 4 5 6 6 8 9 10 11 12 13 14 15 16 17 Somme
Topologie 1 2 1 0 1 1 1 0 1 2 0 2 0 0 0 0 0 2 13
Topologie 2 2 1 0 1 1 1 0 1 2 0 2 0 0 0 0 0 2 13
Topologie 3 1 1 0 1 1 1 0 1 2 0 1 0 0 0 0 0 2 11
TAB. 2.1 – Principe de parcimonie - Nombre minimal d’e´ve´nement e´volutifs ne´cessaires pour expli-
quer chaque caracte`re pour les trois topologies possibles
2.5 Me´thodes utilisant le maximum de vraisemblance
Les me´thodes utilisant le maximum de vraisemblance tiennent e´galement compte de la longueur
des branches de l’arbre phyloge´ne´tique, en plus d’eˆtre base´es sur les caracte`res.
2.5.1 Principe
Il s’agit, pour ces me´thodes, de comparer un grand nombre d’arbre phyloge´ne´tiques possibles
(topologie et longueurs des branches). L’arbre choisi sera celui qui maximise la probabilite´ d’ob-
server les donne´es utilise´es, e´tant donne´ un mode`le de substitution de l’ADN. Cette probabilite´ est
appele´e « vraisemblance » de l’arbre phyloge´ne´tique (e´quation 2.12).
L = P (D|T, λ) (2.12)
avec
T un arbre possible
L la vraisemblance de l’arbre T
D les donne´es observe´es
λ un mode`le de substitution de l’ADN
On veut donc trouver l’arbre de topologie Θ, avec les longueurs de branches ν ayant la plus haute
vraisemblance.
Pour ce faire, il faut construire tous les arbres possibles et comparer leur vraisemblance. Mal-
heureusement, la de´tection, parmi tous les arbres possibles, de l’arbre de plus haute vraisemblance
est un proble`me « NP-dur », c’est a` dire qu’aucun algorithme connu ne peut re´soudre ce proble`me
en un temps polynomial.
En effet, le nombre de topologies possibles pour un arbre phyloge´ne´tique non racine´ de t taxa
est :
B(t) =
t∏
i=3
(2i− 5) = (2t− 5)!
(t− 3)! 2t−3 (2.13)
CHAPITRE 2. INFE´RENCE PHYLOGE´NE´TIQUE 13
Ce qu’il faudrait encore multiplier par toutes les longueurs de branches possibles pour obtenir le
nombre total d’arbres possibles.
Meˆme en ne tenant compte que des topologies, le nombre de possibilite´s augmente de manie`re
exponentielle avec le nombre de taxa conside´re´s (figure 2.11). Par conse´quent, il est impossible de
tester chacun des arbres possibles.
FIG. 2.11 – Illustration de la nature « NP-dure » de la recherche de l’arbre ayant la vraisembance maximale.
L’axe vertical est logarithmique. Le nombre de topologies possibles augmente donc de manie`re exponentielle
avec l’augmentation du nombre de taxa conside´re´.
On utilise donc des heuristiques, c’est-a`-dire des algorithmes qui vont explorer une partie de l’es-
pace des solutions en se concentrant principalement sur les parties « prometteuses». Ces algorithmes
permettent de trouver, en un temps polynomial, une bonne solution. Ils ne peuvent cependant pas
garantir que la solution trouve´e est la solution optimale. En effet, l’espace des solutions peut conte-
nir de nombreux pics (re´gions de solutions de haute vraisemblance), se´pare´s par de grandes valle´es
(re´gions de solutions de basse vraisemblance), et lorsque l’on s’arreˆte en haut d’un pic, meˆmes si les
solutions environnantes paraissent moins bonne, il est impossible de savoir avec certitude qu’aucun
pic plus haut ne se trouve a` quelques valle´es de la`.
Les me´thodes de maximum de vraisemblances donnent de meilleurs re´sultats que les me´thodes
de distances et de parcimonie et pre´sentent comme avantage d’avoir un cadre statistique consistant,
permettant de comparer facilement les hypothe`ses. La contrepartie de cela e´tant bien suˆr un temps
de calcul bien plus e´leve´ que ces deux me´thodes.
A noter que l’utilisation des heuristiques ne se limite pas au crite`re de maximum de vraisem-
blance. Elles peuvent eˆtre e´galement applique´es (et ont e´te´ applique´es dans la plupart des cas) aux
me´thodes utilisant la parcimonie.
2.5.2 Calcul de la vraisemblance
La vraisemblance L d’un arbre est de´finie comme la probabilite´ qu’a cet arbre de ge´ne´rer les
donne´es observe´es, e´tant donne´ un mode`le de substitution de l ’ADN (e´quation 2.12).
On prend comme hypothe`ses au de´part que (Felsenstein, 2004) :
• l’e´volution des diffe´rents sites est inde´pendante
• l’e´volution des diffe´rents lignages est inde´pendante
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La premie`re hypothe`se nous permet de de´composer la vraisemblance de l’arbre en le produit des
vraisemblances de l’arbre pour chaque site inde´pendant.
Si l’on a un ensemble de se´quences aligne´es de longueur m, la vraisemblance peut donc eˆtre
calcule´e comme suit :
L =
m∏
i=1
P (Di|T ) (2.14)
ou` Di est le ie site des se´quences aligne´es.
Il suffit donc de pouvoir calculer la vraisemblance site par site. Or, les mode`les de substitutions
de l’ADN (section 2.2) nous permettent de calculer Pij(t), la probabilite´ qu’un site soit dans l’e´tat j
apre`s une branche de longueur t, si l’e´tat de de´part est i.
La vraisemblance se calcule a` partir d’un arbre racine´. Cependant, l’endroit ou` cet arbre est
racine´ n’influence pas sur la valeur finale de sa vraisemblance.
Conside´rons un arbre, et les donne´es observe´es pour un site (figure 2.12, exemple tire´ de (Fel-
senstein, 2004)).
FIG. 2.12 – Arbre phyloge´ne´tique avec les longueurs des branches et les donne´es observe´es pour un seul site,
utilise´ comme exemple pour calculer la vraisemblance
La vraisemblance de l’arbre pour ce site est la somme des probabilite´s des tous les sce´narios
menant a` ces donne´es, chaque noeud interne pouvant avoir e´te´ l’un des quatre nucle´otides A,C,G ou
T :
P (Di|T ) =
∑
x
∑
y
∑
z
∑
w
P (A,C,C,C,G, x, y, z, w|T ) (2.15)
Chaque somme se faisant sur les quatre nucle´otides possibles.
Le seconde hypothe`se (inde´pendance des lignages) permet de de´composer la probabilite´ du terme
de droite de l’e´quation 2.15 en un produit de plusieurs termes :
P (A,C,C,C,G, x, y, z, w|T ) = P (x) P (y|x, t6) P (A|y, t1)
P (C|y, t2) P (z|x, t8) P (C|z, t3)
P (w|z, t7) P (C|w, t4) P (G|w, t5)
(2.16)
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Les diffe´rents termes de l’e´quation 2.16 sont calcule´s graˆce au mode`le de substitution de l’ADN
choisi, a` l’exception de P (x) pour laquelle on peut conside´rer qu”il s’agit, pour chaque cas possible,
de la probabilite´ a` l’e´quilibre du nucle´otide (toujours selon le mode`le choisi).
Le nombre de termes a` conside´rer pour calculer l’e´quation 2.16 augmente de manie`re expo-
nentielle avec le nombre de taxa dans l’arbre phyloge´ne´tique. On utilise donc un algorithme de
programmation dynamique pour pouvoir calculer la vraisemblance en un temps raisonnable.
La vraisemblance d’un sous-arbre k quelconque est calcule´e graˆce a` la vraisemblance des deux
sous-arbres descendant directement de la racine du sous-arbre k. Donc, si l’on a un noeud k, ayant
deux descendant l et m, les branches reliant ces deux noeuds a` k e´tant de longueurs tl et tm respec-
tivement, la probabilite´ des donne´es observe´es pour un site i, e´tant donne´ le sous-arbre de racine k
et k e´tant dans l’e´tat s, Lik(s) est calcule´e comme suit :
Lik(s) =
(∑
x
P (x|s, tl)Lil(x)
) (∑
y
P (y|s, tm)Lim(y)
)
(2.17)
Et lorsque l’on arrive aux feuilles de l’arbre, les valeurs de Li pour chaque feuille sont :
(
Li(A), Li(T ), Li(C), Li(G)
)
=

si le site est dans l’e´tat A (1, 0, 0, 0)
si le site est dans l’e´tat T (0, 1, 0, 0)
si le site est dans l’e´tat C (0, 0, 1, 0)
si le site est dans l’e´tat G (0, 0, 0, 1)
(2.18)
On a donc l’algorithme de re´cursion donne´ par l’algorithme 2.1.
Algorithm 2.1 Calcul de la vraisemblance
if node has no children then
return likelihood equation 2.18
else
left =
∑
likelihood(left child node) on the four possible states
right =
∑
likelihood(right child node) on the four possible states
return left x right
end if
2.5.3 Hill-Climbing
Le Hill-Climbing (HC) (Guindon and Gascuel, 2003; Mitchell and Holland, 1993) est la me´thode
heuristique la plus simple : on construit un arbre initial (avec une topologie, des longueurs de
branches, et des parame`tres du mode`le de substitution ADN choisi), graˆce a` une me´thode de dis-
tance par exemple, et on optimise ensuite la longueur de ses branches. On modifie alors la topologie
de cet arbre, et on re´optimise les longueurs de branches. Si ce nouvel arbre a une vraisemblance
supe´rieure a` l’arbre initial, ce dernier est abandonne´ et remplace´ par le nouveau. Et on recommence
le processus : modification, optimisation, comparaison, conservation du meilleur arbre (algorithme
2.2), jusqu’a` ce qu’aucune modification de la solution courante ne puisse ame´liorer celui-ci.
A chaque e´tape de l’algorithme, on optimise donc les longueurs de branches de l’arbre conside´re´
(optimisation « intra-step »). De ce fait, l’algorithme atteint un optimum en peu d’e´tapes, et est donc
tre`s rapide. Par contre, beaucoup de calculs sont fait pour optimiser des arbres phyloge´ne´tiques qui
seront rejete´s tout de suite apre`s car moins bons que l’arbre pre´ce´dent.
Un autre de´savantage de cet algorithme est qu’en n’acceptant uniquement les changements
qui ame´liorent l’arbre phyloge´ne´tique, on n’explore l’espace des solution que tre`s localement. Par
conse´quent, on reste bloque´ dans un optimum local, qui peut eˆtre beaucoup moins bon que l’opti-
mum global.
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Algorithm 2.2 Algorithme Hill-Climbing
bestTree = Generate solution
Optimise branch length of the bestTree
while a rearrangement can be found that improves current best tree do
newTree = modification of the topology of bestTree
Optimise branch length of the newTree
if likelihood(newTree) > likelihood(bestTree) then
bestTree = newTree
end if
end while
2.5.4 Recuit Simule´
L’algorithme de Recuit Simule´ (SA) (Kirkpatrick et al., 1983; Brooks and Morgan, 1995; Salter
and Pearl, 2001) tombe moins facilement dans des optima locaux que le Hill-climbing en permettant
la se´lection re´gulie`re d’une solution moins bonne que la solution courante.
Le nom de recuit simule´ (en anglais simulated annealing) vient de la thermodynamique et fait
re´fe´rence a` la cristallisation de certains liquides et me´taux.
Lorsque l’on refroidit une substance en vue d’obtenir un cristal, cette substance est au de´part dans
un e´tat non-ordonne´, avec une haute e´nergie libre. Au fur et a` mesure que la tempe´rature diminue,
les mole´cules s’ordonnent et s’alignent. Lorsqu’elles sont comple`tement aligne´es, et forment donc
un cristal, la substance a atteint un e´tat d’e´nergie minimale. Cependant, si la tempe´rature de´croıˆt trop
rapidement, certaines mole´cules peuvent eˆtre fige´es dans des positions non-optimales, et le cristal
pre´sentera des de´fauts (ou la substance ne cristallisera pas du tout). Il est donc essentiel de diminuer
la tempe´rature tre`s lentement et par paliers (ce processus est alors appele´ « annealing »), afin de
laisser le temps aux mole´cules de se mettre en place.
L’algorithme de SA est donc base´ sur un principe similaire. On veut atteindre une solution op-
timale, c’est-a`-dire de vraisemblance maximale (correspondant a` une e´nergie mimimale). Pour ce
faire, on modifie la solution en permettant e´ventuellement des changements qui n’ame´liorent pas
imme´diatement la solution. C’est-a`-dire qu’a` la diffe´rence du Hill-Climbing, ou` l’on n’accepte que
les modifications qui ame´liorent la solution, les solutions de vraisemblance ine´rieure a` la solution
courante seront accepte´es avec une certaine probabilite´. Et cette probabilite´ est proportionnelle a`
une variable nomme´ « tempe´rature », qui est haute au de´but de l’algorithme et descend ensuite par
paliers.
Ainsi, au de´part, la probabilite´ d’accepter une «moins bonne »solution sera tre`s grande, et au fur
et a` mesure des ite´rations de l’algorithme, cette probabilite´ diminuera. De ce fait, il sera possible de
traverser des « valle´es » de l’espace des solutions, alors que le Hill-Climbing ne peut que grimper
une colline (la premie`re qu’il rencontre).
Par ailleurs, l’algorithme de recuit simule´ ne fait plus une optimisation « intra-step » (optimi-
sation des longueurs de branches a` chaque ite´ration, avant la comparaison avec la meilleure solution
courante) mais bien une optimisation inter-step. A chaque ite´ration, il y a modification a` la fois de la
topologie et/ou de la longueur des branches, et on n’optimise plus la longueur des branches avant de
comparer le nouvel arbre a` l’arbre courant. On e´vite ainsi de longs calculs sur des arbres qui seront
rejete´s.
L’algorithme 2.3 de´crit de manie`re simplifie´e le recuit simule´.
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Algorithm 2.3 Algorithme Recuit Simule´
bestTree = Generate solution
while a rearrangement can be found that improves current best tree do
newTree = modification (topology OR branch length) of bestTree
if likelihood(newTree) > likelihood(bestTree) then
bestTree = newTree
else
compute P(keep newTree)
if random number in {0-1} < P(keep newTree) then
bestTree = newTree
end if
end if
end while
2.5.5 Algorithme Ge´ne´tique
Un Algorithme Ge´ne´tique (GA) est un algorithme qui s’inspire des me´canismes de l’e´volution
biologique (De Jong, 1988) : mutations, se´lection des individus les plus aptes, reproduction avec
recombinaison.
L’algorithme 2.4 donne les grandes e´tapes d’un algorithme ge´ne´tique.
On commence par ge´ne´rer plusieurs arbres phyloge´ne´tiques (dont on de´finit la topologie, la lon-
gueur des branches ainsi que les parame`tres du mode`le de substitution ADN choisi), pour former une
population de solutions (la ge´ne´ration 0). Chaque individu de cette population est alors e´value´ graˆce
a` une fonction de fitness. Dans le cas pre´sent, la fitness est bien suˆr proportionnelle a` la vraisemblance
de l’arbre (on utilise en ge´ne´ral le logarithme de la vraisemblance).
On va alors cre´er une nouvelle population de solutions a` partir de la ge´ne´ration 0 : les individus
ayant les meilleurs fitness sont se´lectionne´s pour eˆtre les « parents » de la ge´ne´ration suivante. Ils
sont alors recombine´s entre eux (typiquement deux par deux) pour former de nouveaux individus.
Pour terminer, ces individus subissent des mutations au hasard.
La nouvelle population est alors a` sont tour e´value´e, et l’on continue ite´rativement a` cre´er de nou-
velles ge´ne´rations. Comme les individus de la ge´ne´ration n sont forme´s a` partir des «meilleurs » in-
dividus de la ge´ne´ration n−1, la fitness moyenne des individus augmente de ge´ne´ration en ge´ne´ration
jusqu’a` atteindre un optimum, qu’on espe`re global.
Il existe de nombreuses variantes des GAs, et ce, pour chaque e´tape de l’algorithme. La se´lection
peut se faire par exemple de manie`re stricte (on prend les x meilleurs individus) ou stochastique
(la probabilite´ qu’a` un individu de se reproduire est proportionnelle a` sa fitness), la recombinaison
peut se faire de diverses manie`re, les conditions d’arreˆts peuvent e´galement varier (arreˆt apre`s un
certain temps, un certain nombre d’ite´rations, un certain nombre d’ite´rations sans ame´lioration de la
fitness...).
Algorithm 2.4 Algorithme Ge´ne´tique
Initialize population
Evaluate initial population
while stopping conditions not met do
Select best individuals
Perform crossover on selected individuals
Mutate new individuals
Evaluate new population
end while
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2.6 Me´thodes Bayesiennes
Les me´thodes Baysiennes sont de´rive´es des me´thodes de maximum de vraisemblance.
Etant donne´ un arbre possible H et les donne´es observe´es D, on de´finit (graˆce au the´ore`me de
Bayes) la probabilite´ poste´rieure :
P (H|D) = P (H,D)
P (D)
=
P (H)P (D|H)∑
H P (H)P (D|H)
(2.19)
P (D|H) e´tant la vraisemblance de l’arbre H (voir section 2.5 equation 2.12).
Le de´nominateur de l’e´quation 2.19 est impossible a` calculer, e´tant donne´ qu’il faudrait faire
une somme sur toutes les topologies et toutes les longueurs de branches possibles. Il faut donc utili-
ser une me´thode permettant de faire une approximation de la probabilite´ poste´rieur : une Chaıˆne de
Markov Monte Carlo (MCMC).
La me´thode MCMC la plus utilise´e est l’algorithme de Metropolis-Hastings (MH) (Metropolis
et al., 1953; Hastings, 1970; Green, 1995; Huelsenbeck et al., 2001) avec lequel on va e´chantillonner
l’espace des solutions.
L’algorithme de MH construit une chaıˆne de Markov constitue´e d’arbres phyloge´ne´tiques de
l’espace des solutions. L’arbre courant est note´ Ψ (initialisation au hasard). A chaque ite´ration de
l’algorithme, on propose un nouvel arbre Ψ′, et ce nouvel arbre est accepte´ (donc Ψ = Ψ′) avec une
probabilite´ R donne´e par :
R = min
(
1,
P (Ψ′|D)
P (Ψ|D) ×
P (Ψ|Ψ′)
P (Ψ′|Ψ)
)
(2.20)
= min
(
1,
P (D|Ψ′)P (Ψ′)/P (D)
P (D|Ψ)P (Ψ)/P (D) ×
P (Ψ|Ψ′)
P (Ψ′|Ψ)
)
(2.21)
= min
(
1,
P (D|Ψ′)
P (D|Ψ) ×
P (Ψ′)
P (Ψ)
× P (Ψ|Ψ′)
P (Ψ′|Ψ)
)
(2.22)
Cela est re´pe´te´ plusieurs milliers de fois, et la se´quence des arbres visite´s forme une chaıˆne de
Markov. On e´chantillonne alors cette chaıˆne, et la proportion de tirage d’un arbre est une approxi-
mation acceptable de la probabilite´ poste´rieure de cet arbre (Tierney, 1994).
Tout comme pour la vraisemblance, la distribution des probabilite´s poste´rieures contient de
nombreux pics et valle´es. Les me´thodes Bayesiennes peuvent donc e´galement eˆtre bloque´es dans
un optimum local.
2.7 Autres me´thodes
D’autres heuristiques ont e´te´ utilise´es pour l’infe´rence phyloge´ne´tique (liste non exhaustive) :
Optimisation par colonie de fourmis (Catanzaro et al., 2007) Cette heuristique consiste en la
construction de solution partielle de manie`re ite´rative par des « fourmis virtuelles ». Les four-
mis de´posent des « phe´romones » sur les branches des solutions (plus une solution est bonne,
plus elle rec¸oit de phe´romones). L’ajout d’une branche a` une solution partielle se fait en fonc-
tion de la concentration de phe´romones de cette branches. Les branches appartenant a` de
bonnes solutions ont donc plus de chances d’eˆtre utilise´es par les fourmis suivantes. A terme,
les solutions construites par les fournis convergent vers un optimum.
Quartet puzzling (Strimmer and von Haeseler, 1996; Schmidt and von Haeseler, 2007) Pour chaque
quadruplet de taxa, un arbre est construit. On reconstruit ensuite l’arbre entier en respectant
au maximum les arbres des quadruplets.
Hitch-Hiking (Charleston, 2001), Structural Expectation Maximization (Friedman et al., 2002),
Tabu search (Lin, 2008)...
Chapitre 3
Pre´sentation du programme
MetaPIGA
MetaPIGA (Lemmon and Milinkovitch, 2002) est un programme qui, a` partir de se´quences ADN
aligne´es (au format NeXus), va construire un arbre phyloge´ne´tique pour ces se´quences. La premie`re
version utilisait une variante des algorithmes ge´ne´tiques : l’algorithme ge´ne´tique me´tapopulationnel
(voir section 3.1.4), qui a donne´ son nom au programme (Phylogenetique Inference using theMETApopulation
Genetic Algorithm).
La seconde version, encore non publie´e, permet de choisir entre plusieurs heuristiques pour
infe´rer l’arbre phyloge´ne´tique. Lors de la re´daction de ce travail, certains outils restaient encore
a` programmer.
3.1 Heuristiques disponibles
3.1.1 Hill-Climbing
L’algorithme de HC imple´mente´ dans MetaPIGA est une variante de l’algorithme de´crit section
2.5.3.
En effet, il optimise les parame`tres de manie`re inter-step, et non plus intra-step. C’est-a`-dire
qu’a` chaque ite´ration, la topologie OU la longueur d’une branche OU un parame`tres du mode`le de
substitution ADN va eˆtre modifie´, alors que dans le HC classique, seule la topologie est modifie´, et
les longueurs de branches et parame`tres sont optimise´s comple`tement apre`s chaque modification de
l’arbre.
De cette manie`re, l’algorithme fera plus d’ite´rations avant que la vraisemblance ne se stabilise,
mais on e´vite de nombreux calculs inutiles et couˆteux en terme de temps et de me´moire sur des
arbres qui seront rejete´s directement.
3.1.2 Recuit Simule´
MetaPIGA imple´mente un algorithme de SA s’inspirant fortement de (Salter and Pearl, 2001),
de´crit section 2.5.4.
Options et parame`tres du SA
La diminution de la tempe´rature au cours du temps (« cooling schedule») peut se faire de
nombreuses manie`res.
Soient Ti la tempe´rature apre`s i de´cre´ments, T0 la tempe´rature de de´part et TΓ la tempe´rature
minimale (T0 et TΓ ne sont pas toujours de´finies), Γ e´tant alors le nombre maximum de de´cre´ments
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de la tempe´rature avant de la re´initialiser a` T0 (voir p.21), les sche´ma suivants peuvent eˆtre applique´s
a` la diminution de la tempe´rature au cours du temps :
• Lundy (Lundy, 1985) Ti+1 = ∆L1+iβ avec
∆L une limite supe´rieure pour la diminution de la vraisemblance par ite´ration
β = c
(1−α)n+α− lnNJTm
< 1
n le nombre de se´quences
m le nombre de sites
c et α parame`tres a` de´finir, entre 0 et 1
lnNJT logarithme ne´pe´rien de la vraisemblance de l’arbre phyloge´ne´tique construit par NJ
• Ratio-Percent Ti+1 = δTi avec 0 < δ < 1
• Fast Cauchy Ti = T0i
• Boltzmann Ti = T0ln i
• Diminution ge´ome´trique Ti = T0αi avec α < 1
• Diminution line´aire Ti = T0 − iT0−TΓΓ
• Diminution triangulaire Ti = T0
(
T0
TΓ
) i
Γ
• Diminution polynomiale Ti = (T0−TΓ)(Γ+1)Γ(i+1) + T0 − (T0−TΓ)(Γ+1)Γ
• Diminution exponentielle transcendentale Ti = TΓ + T0−TΓ1+e3(i−Γ/2)
• Diminution logarithmique transcendentale Ti = T0e−(
i
Γ )
2
ln
T0
TΓ
• Diminution pe´riodique transcendentale Ti = T0−TΓ2
(
1 + cos ipiΓ
)
+ TΓ
• Diminution pe´riodique transcendentale ralentie Ti = T0−TΓ4
(
2 + cos 8ipiΓ
)
e−
i
2Γ
• Diminution selon une tangente hyperbolique Ti = T0−TΓ2
(
1− tanh ( 10iΓ − 5))+ TΓ
• Diminution selon un cosinus hyperbolique Ti = T0−TΓcosh 10i5 +TΓ
Selon le cooling schedule choisi, diffe´rents parame`tres sont a` de´finir : c et α pour Lundy ; initial
acceptance et final acceptance, qui sont les probabilite´ initiale et finale d’accepter un arbre de vrai-
semblance infe´rieure, ne´cessaires pour calculer T0 et TΓ avec les diminutions line´aire, triangulaire,
polynomiale, exponentielle, logarithmique, pe´riodique, pe´riodique lisse´e et selon une tangente et un
cosinus hyperbolique.
Pour tous les cooling schedule, a` l’exception de Lundy, T0 et TΓ (si ne´cessaire) sont calcule´s de
la manie`re suivante :
T0 =
∣∣∣∣−∆LlnA0
∣∣∣∣ (3.1)
TΓ =
∣∣∣∣−∆LlnAΓ
∣∣∣∣ (3.2)
∆L e´tant la diminution de vraisemblance qui sera accepte´ avec une probabilite´ de A0 ; A0, la
probabilite´ initiale (initial acceptance) d’accepter un arbre dont la vraisemblance est moins haute
de ∆L que celle de l’arbre courant et AΓ la probabilite´ finale (final acceptance) d’accepter un arbre
dont la vraisemblance est moins haute de ∆L que celle de l’arbre courant.
La valeur de ∆L peut eˆtre calcule´e selon deux me´thodes :
• Pe´riode « burn-in » : Chaque ope´rateur se´lectionne´ (voir section 3.3) est applique´ 20 fois a`
l’arbre de de´part (voir section 3.4) et la plus grande diffe´rence de vraisemblance observe´e
pendant cette pe´riode est conside´re´e comme le ∆L
• Pourcentage du NJ : ∆L vaut un certain pourcentage p (choisi par l’utilisateur) de la vraisem-
blance de l’arbre construit graˆce a` l’algorithme de NJ
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Le nombre d’ite´rations de l’algorithme entre chaque diminution de la tempe´rature est un
parame`tre re´glable. Dans l’algorithme de´crit par (Salter and Pearl, 2001), la tempe´rature diminue a`
chaque ite´ration. MetaPIGA permet de choisir entre :
• Diminution de la tempe´rature toutes les x e´tapes
• Diminution de la tempe´rature apre`s x ame´liorations ou y diminutions de la vraisemblance
x et y e´tant choisis par l’utilisateur.
Cela permet d’explorer plusieurs possibilite´s a` chaque tempe´rature, augmentant les capacite´s
d’exploration de l’espace des solutions, notamment dans le cas de cooling schedule faisant changer
drastiquement la tempe´rature en quelques de´cre´ments.
Le parame`tre de remise de la tempe´rature a` T0 est le dernier parame`tre du SA de Meta-
PIGA. On a le choix entre :
• Aucune remise a` T0
• Remise a` T0 apre`s x de´cre´ments de la tempe´rature
• Remise a` T0 lorsque le tempe´rature atteint x% de la tempe´rature de de´part T0
x e´tant choisi par l’utilisateur.
Remonter la tempe´rature permet d’e´ventuellement sortir d’un optimum local. En effet, lorsque
la tempe´rature est tre`s basse, la probabilite´ d’accepter une solution de moindre vraisemblance est
tellement petite que l’on est presque dans un HC. Remettre la tempe´rature a` T0 va donc permettre
de repartir explorer l’espace des solutions.
3.1.3 Algorithme ge´ne´tique
Au moment de la re´daction de ce travail, l’algorithme ge´ne´tique imple´mente´ dans MetaPIGA ne
recombine pas les arbres phyloge´ne´tique se´lectionne´s pour former la ge´ne´ration suivante. Ce n’est
donc pas un « vrai »algorithme ge´ne´tique pour l’instant.
Toutes les autres e´tapes de l’algorithme sont telles qu’explique´es dans la section 2.5.5
Options et parame`tres du GA
Le nombre d’individus dans la population est bien suˆr un parame`tre important du GA. Le
minimum est de deux individus et on est limite´ a` 100 bien que, potentiellement, le nombre d’indivi-
dus utilise´s dans un algorithme ge´ne´tique est infini.
La me´thode de se´lection des individus qui formeront la ge´ne´ration suivante peut eˆtre une :
• Se´lection par rang Les individus sont classe´s par ordre de´croissant de vraisemblance, et a` chaque
individu est assigne´e une probabilite´ proportionnelle a` son rang de laisser une descendance.
L’individu au ie rang aura une probabilite´ Pi = 2n(n+1) (n− i+1) de laisser une descendance.
Les individus qui ne laissent pas de descendance sont remplace´s par une copie du meilleur
individu
• Se´lection par tournoi Deux individus sont tire´s au hasard dans la population Gn, et une descen-
dance est ge´ne´re´e par l’individu de plus haute vraisemblance. Les deux arbres sont ensuite
replace´s dans la population Gn, et on recommence le processus jusqu’a` avoir une population
Gn+1 (qui doit encore subir des mutations) de meˆme taille que Gn
• Se´lection par remplacement Deux individus sont tire´s au hasard dans la population Gn. L’indi-
vidu de plus basse vraisemblance est remplace´ par celui de plus haute vraisemblance dans la
population Gn. Le processus est re´pe´te´ sn fois (s est la force de la se´lection, choisie par l’uti-
lisateur, et n est le nombre d’individus dans la population). Une fois ces sn remplacements
d’un « plus faible » par un « plus fort » dans la population Gn, on ge´ne`re la population Gn+1
en copiant simplement la ge´ne´ration Gn (la population Gn+1 subira ensuite des mutations)
• Se´lection des ame´liorations Seuls les arbres ayant une vraisemblance plus haute que le meilleur
arbre de la ge´ne´ration pre´ce´dente sont conserve´s, les autres sont remplace´s par la meilleure
solution courante
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• Se´lection du meilleur Seul le meilleur individu de la population est se´lectionne´, les autres indi-
vidus sont remplace´s par une copie de celui-ci
L’application des ope´rateurs de mutation (voir section 3.3) peut se faire de deux manie`res :
• Applique´ a` la population Lors de la mutation des individus le meˆme ope´rateur est applique´ a`
tous les individus de la population
• Applique´ a` l’individu un ope´rateur est applique´ se´pare´ment a` chaque individu
3.1.4 Algorithme ge´ne´tique me´tapopulationnel
MetaPIGA imple´mente un algorithme ge´ne´tique me´tapopulationnel, dont le principe est le sui-
vant :
Plusieurs populations d’arbres phyloge´ne´tiques sont ge´ne´re´es, et a` chacune de ces populations
va eˆtre applique´ un algorithme ge´ne´tique (voir sections 2.5.5 et 3.1.3).
L’inte´reˆt d’avoir plusieurs populations e´voluant en paralle`le, est qu’on peut faire interagir ces
populations, en appliquant le « Consensus Pruning (CP) » : toutes les x ge´ne´rations (x e´tant de´fini
a` l’avance ou un nombre tire´ au hasard), on prend le « meilleur » arbre de chaque population, et
on compare ces arbres, afin de voir s’ils ont des branches en commun. Si une branche se retrouve
dans toutes les populations, elle est fixe´e, et les mutations applique´es a` chaque ge´ne´ration d’arbres
ne peuvent la modifier (voir Figure 3.1).
Le CP permet d’appliquer une forte se´lection aux populations, sans risquer de se retrouver bloque´
rapidement dans un optimum local. En effet, la probabilite´ que plusieurs populations parviennent au
meˆme optimum local est tre`s faible (et diminue bien suˆr avec le nombre de populations).
FIG. 3.1 – Consensus Pruning. (Lemmon and Milinkovitch, 2002) Le meilleur arbre de chaque population
isole les taxa a et b du reste des taxa, ainsi que les taxa f , g, h, i et l. Les branches isolant ces groupes de taxa
(en rouge) ne peuvent donc plus eˆtre modifie´es. Les fle`ches rouges repre´sentent des mutations non autorise´es,
les fle`ches vertes des mutations autorise´es
Options et parame`tres du CP
Les me´thode de se´lection des individus, et le nombre d’individus par population corres-
pondent aux parame`tres du GA
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L’application des ope´rateurs de mutations posse`de une option supple´mentaire par rapport au
GA :
• Applique´ a` toutes les populations Le meˆme ope´rateur est applique´ a` toutes les populations, donc
a` tous les individus de toutes les populations
• Applique´ a` la population Un ope´rateur est applique´ se´pare´ment a` chaque population (et donc a`
tous les individus de cette population)
• Applique´ a` l’individu Un ope´rateur est applique´ se´pare´ment a` chaque individu
Enfin, trois parame`tres lie´s au consensus sont a` de´finir :
Le type de consensus peut eˆtre
• Strict Les branches communes au meilleur arbre de chaque population (100% de consensus) ne
peuvent plus eˆtre mute´es. Il n’y a aucune contrainte sur les mutations des autres branches.
• Stochastique A chaque branche commune a` au moins deux des meilleurs arbres de chaque popu-
lation est assigne´e une valeur de consensus (V C) correspondant a` la proportion des meilleurs
arbres posse´dant cette branche. La probabilite´ de mutation de ces branches est de 1− V C.
La se´lection des ope´rateurs peut eˆtre de´finie comme
• Aveugle Lors de l’e´tape de mutation, un ope´rateur (voir section 3.3) est se´lectionne´ au hasard.
Si l’application de cet ope´rateur casse une branche consensus, la mutation ne se fait pas et
l’arbre reste inchange´. Au fur et a` mesure de l’avancement de l’algorithme, de plus en plus
de branches ne pourront eˆtre casse´es, et il arrivera donc de plus en plus souvent qu’aucune
mutation ne se fasse.
• Supervise´e Lors de l’e´tape de mutation un ope´rateur est choisi au hasard parmi un ensemble
d’ope´rateurs ne cassant aucune branche consensus. Si cet ensemble est vide, l’arbre demeure
inchange´. L’e´tape de mutation durera donc plus longtemps mais les chances qu’aucune muta-
tion ne se fasse sont tre`s re´duites.
Et un parame`tre de tole´rance permet de passer outre les consensus et donc e´ventuellement
de sortir d’un optimum local dans lequel les contraintes de consensus bloquaient l’algorithme. Il est
de´fini comme une probabilite´ de faire une mutation sans tenir compte du consensus (qu’il soit de
type strict ou stochastique).
3.2 Mode`les de substitution de l’ADN
MetaPIGA permet de choisir entre les cinq mode`les de mutations de´crits section 2.2 : Jukes-
Cantor, Kimura-2-parame`tres, Hasegawa-Kishino-Yano (1985), Tamura-Nei (1993) et General Time
Reversible, auxquels peuvent eˆtre ajoute´es une distribution gamma et/ou une proportion d’invariants.
Ces mode`les servent non seulement a` calculer la vraisemblance des arbres, mais peuvent e´galement
eˆtre utilise´s pour construire les arbres de de´part (voir section 3.4).
Lorsqu’une distribution gamma est de´finie, celle-ci est approxime´e par une discre´tisation de
cette distribution en plusieurs cate´gories. Ceci duˆ au fait qu’il faudrait, pour calculer la vraisem-
blance sans discre´tisation, inte´grer la fonction de vraisemblance sur l’ensemble des valeurs de la
distribution, ce qui requiert un e´norme temps de calcul et n’est pas faisable pour des phyloge´nies de
plus de quelques taxa (Yang, 1994).
Le nombre de cate´gories de taux utilise´es pour approximer la distribution gamma est de quatre
pour le mode`le servant a` la construction des arbres initiaux, et peut eˆtre choisi par l’utilisateur pour
le mode`le servant a` l’e´valuation des arbres.
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3.3 Ope´rateurs
Dix ope´rateurs diffe´rents sont utilise´s par MetaPIGA pour modifier les arbres phyloge´ne´tiques.
Deux modifient la longueurs des branches, cinq changent la topologie et trois modifient les pa-
rame`tres du mode`le de substitution de l’ADN.
L’utilisateur peut choisir quels sont les ope´rateurs qui seront utilise´s, et comment ils seront
se´lectionne´s parmi ces trois options :
Au hasard : a` chaque modification d’un arbre, un ope´rateur est choisi au hasard.
Ordonne´ : les ope´rateurs sont se´lectionne´s les uns apre`s les autres.
Par fre´quence a` chaque ope´rateur est assigne´ une fre´quence (choisie au de´part par l’utilisateur). A
chaque modification d’un arbre, les ope´rateurs ont une probabilite´ d’eˆtre se´lectionne´s corres-
pondant a` leur fre´quence. Lorsque cette option est sele´ctionne´e, la fre´quence de chacun des
ope´rateurs peut eˆtre de´finie comme dynamique. Dans ce cas, toutes les x e´tapes de l’algo-
rithme (x donne´ par l’utilisateur), cette fre´quence sera adapte´e en fonction de l’efficacite´ de
l’ope´rateur. C’est-a`-dire que plus un ope´rateur a fait augmenter la vraisemblance des arbres
auxquels il est applique´, plus sa fre´quence sera augmente´e, et vice versa. Une borne infe´rieure
(re`glable) sur la fre´quence permet d’e´viter que certains ope´rateurs ne tombent a` une fre´quence
de ze´ro, et ne soient donc plus jamais se´lectionne´s.
3.3.1 Ope´rateurs modifiant les longueurs des branches
Mutation de la longueur des branches (BLM) (« Branch Length Mutation ») : modifie au hasard
n’importe quel branche, en multipliant sa longueur par un facteur tire´ d’une distribution expo-
nentielle
P (x) = λe−λx avec x ≥ 0 (3.3)
de moyenne e´gale a` 1 (donc λ = 1) et de´cale´e de 0,5 vers la droite (la branche modifie´e aura
donc une longueur d’au moins la moitie´ de sa longueur d’origine)
Mutation de la longueur des branches internes (BLMINT) (« Branch Length Mutation on IN-
Ternal branch only) : modifie au hasard l’une des branches internes de l’arbre de la meˆme
manie`re que l’ope´rateur BLM
3.3.2 Ope´rateurs affectant la topologie des arbres
Un exemple de chacun de ces ope´raturs est donne´e figure 3.2
Echange des plus proches voisins (NNI) (« Nearest Neighbour Interchange ») : permutation de
deux sous-arbres autour d’une branche interne.
Echange de taxa (TXS) (« Taxa Swap ») : permutation de plusieurs taxa. L’utilisateur peut choisir
de permuter entre deux et tous les taxa, ou de permuter un nombre au hasard de taxa. Dans
le cas ou` l’on ne permute que deux taxa, le programme e´vite la permutation entre taxa fre`res
(qui ne change pas la topologie). Par contre, lorsque l’on permute plus de deux taxa, aucune
ve´rification n’est faite, par conse´quent, certaines permutations sont inutiles (on ne permute
donc pas x taxa mais jusqu’a` x taxa pour x > 2).
Echange de sous-arbres (STS) (« Sub-tree Swap ») : permutation de plusieurs sous-arbres. L’uti-
lisateur peut choisir de permuter deux sous-arbres ou d’en permuter un nombre au hasard.
Comme pour le TXS, le programme e´vite les permutation entre sous-arbres fre`res uniquement
lorsqu’il n’y permutation qu’entre deux sous-arbres.
De´tachement et rattachement d’un sous-arbre (SPR) (« Sub-tree Pruning and Regrafting ») : un
sous-arbre est de´tache´ de l’arbre et rattache´ sur une autre branche.
Division et reconnection d’un arbre (TBR) («Tree Bissection - Reconnection») : l’arbre est coupe´
en deux et ses deux parties sont reconnecte´es diffe´remment
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(a) NNI (b) TXS (c) STS
(d) SPR (e) TBR
FIG. 3.2 – Ope´rateur affectant la topologie d’un arbre phyloge´ne´tique. (a)NNI : on permute deux sous-arbres
autour de la branche se´lectionne´e (en rouge). (b) TXS de deux taxa : deux taxa sont se´lectionne´s (en rouge)
et permute´s. (c) STS de deux sous-arbres : deux sous-arbres sont se´lectionne´s (partant des branches en rouge)
et permute´s. (d) SPR : un sous-arbre est se´lectionne´ (entoure´) et de´tache´ de l’arbre. Il est ensuite rattache´ a`
partir d’une autre branche (fle`che rouge). (e) TBR : l’arbre est coupe´ en deux (suppression de la branche en fins
pointille´s rouges) et les deux partie sont reconnecte´es (larges pointille´s rouges).
3.3.3 Ope´rateurs modifiant les parame`tres du mode`le de substitution de l’ADN
Mutation des parame`tres de taux de substitution (RPM) (« Rate Parameter Mutation ») : selon
le choix de l’utilisateur, modifie au hasard soit un, soit tous les taux de substitution (non utilise´
si le mode`le de substitution est JC)
Mutation du parame`tre de la distribution gamma (GDM) («Gamma Distribution Mutation ») :
modifie au hasard le parame`tre α (parame`tre de forme) de la distribution gamma (utilisable
uniquement si une distribution gamma a e´te´ de´finie par l’utilisateur)
Mutation de la proportion d’invariants (PIM) (« Proportion of Invariant sites Mutation ») : mo-
difie au hasard la proportion de sites invariants (utilisable uniquement si une proportion initiale
a e´te´ de´finie par l’utilisateur)
3.4 Ge´ne´ration des arbres initiaux
Les arbres utilise´s comme point de de´part des algorithmes (un seul arbre dans le cas du HC et du
SA, plusieurs pour le GA et le CP) peuvent eˆtre de quatre sortes :
Arbre au hasard : cre´ation d’une topologie au hasard. Les longueurs des branches sont tire´es au
hasard dans une distribution exponentielle (e´quation 3.3) de parame`tre λ e´gal a` 1 et de´cale´e
de 0.01 vers la droite pour e´viter d’avoir des branches de longueur nulle.
Arbre donne´ par l’utilisateur : l’utilisateur peut fournir un fichier contenant un (ou plusieurs)
arbre(s) phyloge´ne´tique(s) au format NeXus. Si l’heuristique choisie est le HC ou le SA,
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seul le premier arbre sera utilise´, pour le GA, les i premiers arbres (i e´tant le nombre d’indivi-
dus), et s’il s’agit du CP, les p premiers arbres seront utilise´ (p e´tant le nombre de populations
choisi).
Neighbour-Joining : construction d’un arbre graˆce a` l’algorithme de NJ (voir section 2.3.2).
Loose Neighbour-Joining (LNJ) : variante du NJ permettant d’introduire du hasard dans la construc-
tion de l’arbre. Soit un arbre de n taxa, on de´finit un pourcentage P . L’algorithme de NJ clas-
sique joint les deux noeuds les plus proches (d’apre`s la matrice de distances corrige´e, voir
section 2.3.2). Le LNJ va joindre hasard deux noeud ayant l’une des P × n×n2 plus petites dis-
tances. Les longueurs de branches sont calcule´es de la meˆme manie`re qu’avec le NJ classique.
Dans le cas du NJ et du LNJ, une matrice de distance est calcule´e. L’utilisateur peut donc choisir
quel mode`le de mutation de l’ADN sera utilise´ pour construire celle-ci, et de´cider de l’utilisation
ou non d’une distribution gamma et d’une proportion d’invariants. La distribution gamma est ap-
proxime´e avec quatre cate´gories de taux de substitution. Quant a` la proportion d’invariants, apre`s
l’avoir de´finie, il faut e´galement choisir la composition en bases nucle´iques de ces sites invariants.
Les trois choix possibles (Waddell and Steel, 1997) sont :
Fre´quences e´gales : les quatre bases ont la meˆme fre´quence dans les sites invariants.
Fre´quences estime´es : les sites invariant ont la meˆme composition en bases que les se´quences prises
dans leur ensemble.
Fre´quences constantes : la composition en bases des sites invariants est estime´e a` partir des sites
qui semblent n’avoir pas varie´ (donc qui gardent la meˆme base dans toutes les se´quences
conside´re´es).
3.5 Divers parame`tres et options
3.5.1 Conditions d’arreˆt des algorithmes
Trois conditions d’arreˆt de l’algorithmes sont imple´mente´es dans MetaPIGA :
Arreˆt apre`s x e´tapes L’algorithme s’arreˆte apre`s un nombre x d’e´tapes de´fini par l’utilisateur
Arreˆt apre`s un temps t L’algorithme s’arreˆte apre`s un temps t de´fini par l’utilisateur
Arreˆt automatique L’algorithme s’arreˆte lorsqu’il n’y a pas eu d’ame´lioration de la vraisemblance
apre`s un nombre d’e´tapes de´fini par l’utilisateur
3.5.2 Options relatives aux taxa
Il est possible de de´finir un ou plusieurs taxa comme e´tant « l’ougroup », qui servira a` enraciner
l’arbre. Les taxa appartenant a` l’outgroup formeront donc un sous-arbre, et les taxa dans « l’in-
group » un autre sous-arbre. Ces deux sous-arbres seront optimise´ se´pare´ment par MetaPIGA.
Certains taxa peuvent e´galement eˆtre exclus par l’utilisateur. Ils ne seront donc pas pris en compte
par le programme.
3.5.3 Options relatives aux se´quences ADN
Les « gaps », c’est-a`-dire des sites pour lequels il n’y a aucune information sur la composition
nucle´otidique, peuvent eˆtre traite´s de deux manie`res : soit les sites posse´dant un gap dans au moins
l’une des se´quences sont e´limine´s, soit les gaps sont conside´re´s comme des nucle´otides N , donc A
ou T ou C ou G.
Les se´quences peuvent par ailleurs eˆtre se´pare´es en plusieurs sets. Il est ensuite possible de
ne pas tenir compte de certains sets pour infe´rer l’arbre, ou de traiter chaque set se´pare´ment, c’est-
a`-dire de leur assigner a` chacun une matrice de taux de substitution (selon le mode`le choisi), et
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FIG. 3.3 – Code ge´ne´tique universel (source : http ://www.didier-pol.net/).
e´ventuellement une distribution gamma et une proportion d’invariants. La vraisemblance sera donc
calcule´e se´pare´ment pour chaque set, et on multipliera ces vraisemblances pour obtenir la vraisem-
blance de l’arbre entier.
Cela peut par exemple permettre de diffe´rencier les positions dans les codons (trio de nucle´otides
successifs de´terminant un acide amine´). On sait en effet que les mutations en certains endroits de
nombreux codons (souvent en troisie`me position) sont moins soumises a` la pression de se´lection, car
plusieurs acides amine´s sont de´finis par plusieurs codons diffe´rant uniquement par une base (figure
3.3). De ce fait, les taux de substitution peuvent eˆtre par exemple plus e´leve´s pour la troisie`me
position des codons que pour les deux premie`res.
On peut e´galement ainsi diffe´rencier introns et exons des ge`nes, et/ou ge`nes et non-ge`nes.
Les calculs prendront plus de temps puisqu’il faut calculer la vraisemblance sur chacun des sets
de caracte`res, mais les parame`tres seront plus proches de la re´alite´, et on peut donc s’attendre a`
trouver de meilleurs arbres.
3.5.4 Re´plicats
MetaPIGA permet re´pe´ter l’heuristique choisie plusieurs fois (nombre de´fini par l’utilisateur), et
construit alors un arbre consensus avec les re´sultats obtenus a` chaque application de l’heuristique.
Les valeurs consensus (valeurs de support) de chacune des branches de l’arbre consensus, corres-
pondant a` la proportion d’arbres construits pre´sentant cette branche, pourraient eˆtre l’e´quivalent des
probabilite´s poste´rieures obtenues par les me´thodes Bayesiennes.
Cela a e´te´ teste´ (Lemmon and Milinkovitch, 2002) en comparant les valeurs de support ob-
tenues avec MetaPIGA aux probabilite´s poste´rieures obtenues avec le programme MrBayes (sur
les meˆmes donne´es), qui utilise une me´thode baysienne (voir section 4.3) : l’algorithme ge´ne´tique
me´tapopulationnel (MetaGA) a e´te´ applique´ dix fois, avec dix populations, et un arbre consensus a
e´te´ calcule´ a` partir des cent meilleurs arbres re´sultant. Les valeurs de support des branches semblent
bien correspondre aux probabilite´s poste´rieures de MrBayes (figure 3.4).
Cependant, tre`s peu de tests ont e´te´ effectue´es, et sur un tre`s petit nombre de donne´es. Les
re´sultats ne sont donc pas tre`s consistants statistiquement.
Par ailleurs, de nombreuses e´tudes semblent de´montrer que les probabilite´s poste´rieures estime´es
graˆce a` MrBayes sont fausse´es, et ont tendance a` supporter de fausses branches en leur donnant une
probabilite´ poste´rieure tre`s e´leve´e (voir section 4.3.1).
CHAPITRE 3. PRE´SENTATION DU PROGRAMME METAPIGA 28
FIG. 3.4 – (Lemmon and Milinkovitch, 2002) Comparaison des valeurs de support des branches obtenues par
MetaPIGA et des probabilite´s poste´rieures obtenues par MrBayes
3.6 Futur de MetaPIGA
Comme mentionne´ pre´ce´demment, MetaPIGA est encore en de´veloppement, et plusieurs outils
doivent encore eˆtre imple´mente´s.
De meˆme, certains bugs sont encore pre´sents, qui devraient eˆtre corrige´s au fur et a` mesure de
leur de´couverte.
Futures imple´mentation
Un algorithme d’optimisation des parame`tres permettant d’optimiser les longueurs de branches,
les taux de substitution, ainsi que, s’ils sont de´finis, le parame`tre de la distribution gamma et la
proportion de sites invariants va eˆtre prochainement imple´mente´. Les parame`tres pourront eˆtre op-
timise´s soit uniquement a` la fin de l’algorithme, soit re´gulie`rement pendant la recherche de l’arbre
phyloge´ne´tique de plus haute vraisemblance.
Un module permettant de de´terminer quel mode`le de substitution d’ADN utiliser va e´galement
eˆtre ajoute´ a` MetaPIGA.
Le mode`le de substitution le plus approprie´ varie fort d’un set de donne´es a` l’autre, et utiliser un
mode`le trop complexe quand ce n’est pas ne´cessaire peut mener a` des proble`me d’over-fitting, en
plus de ralentir l’algorithme.
Certains programmes d’ajustement de mode`le existent de´ja` (exemple : ModelTest (Posada and
Crandall, 1998)).
Une condition d’arreˆt va eˆtre ajoute´e aux trois options de´ja` disponibles. Lorsque cette option
sera choisie, le programme fera des re´plicats de la recherche afin de construire un arbre consensus,
et s’arreˆtera lorsque les valeurs de support des branches de cet arbre consensus se seront stabilise´es.
La recombinaison des arbres se´lectionne´s pour former la nouvelle ge´ne´ration, pour l’algorithme
ge´ne´tique et l’algorithme ge´ne´tique me´tapopulationnel va eˆtre imple´mente´e.
Enfin, toute ide´e ge´niale survenant dans les prochains mois et applicable a` la reconstruction
d’arbres phyloge´ne´tique en utilisant le maximum de vraisemblance est susceptible d’eˆtre utilise´e
pour ame´liorer le programme.
Chapitre 4
Les « concurrents » de MetaPIGA
4.1 PAUP
Comme son nom l’indique, PAUP - Phylogeny Analysis Using Parsimony - (Swofford, 2003)
imple´mentait au de´part une me´thode de parcimonie. De nombreux outils et me´thodes ont e´te´ ajoute´s
depuis la premie`re version de PAUP, et les me´thodes de distances et de maximum de vraisemblance
sont maintenant e´galement disponibles.
Les me´thodes UPGMA et NJ sont toutes deux imple´mente´es, et les re´sultats peuvent servir
d’arbres de de´part pour les me´thodes de parcimonie et de maximum de vraisemblance.
Des me´thodes exactes (donnant la solution optimale) sont disponibles pour la me´thode de parci-
monie (recherche exhaustive et Branch and Bound (Hendy and Penny, 1982)), et un algorithme de
Hill-Climbing peut eˆtre utilise´, a` la fois avec le crite`re de parcimonie et de maximum de vraisem-
blance. PAUP imple´mente de plus une me´thode de quartet-puzzling (voir section 2.7)
PAUP permet l’utilisation de nombreux mode`les de substitutions de l’ADN, incluant la distri-
bution gamma. Il peut e´galement construire des arbres a` partir de se´quences ARN ou prote´iques
et imple´mente de nombreux outils permettant entre autres d’optimiser les longueurs de branches,
manipuler les arbres phyloge´ne´tiques (enracinement, exportation, comparaison ou combinaison de
plusieurs arbres...) ainsi que la me´thode de bootstrap propose´ par Felsenstein (Felsenstein, 1985), qui
permet d’e´valuer la confiance que l’on peut avoir en chaque branche d’un arbre consensus construit
a` partir des re´sultats de nombreuses re´pe´titions d’un algorithme d’infe´rence phyloge´ne´tique.
Ce programme fut, avec PHYLIP, le plus utilise´ pour l’infe´rence phyloge´ne´tique jusqu’a` il y a
quelques anne´es.
4.1.1 Branch and Bound
L’algorithme de Branch and Bound (B&B) permet de trouver la solution optimale sans devoir
tester toutes les topologies possibles. Il est donc plus rapide que la recherche exhaustive, sans perte
de qualite´ des re´sultats.
Un arbre de recherche est construit par cet algorithme de la manie`re suivante : la racine contient
l’unique topologie possible pour trois taxa pris dans les donne´es conside´re´es (arbre non racine´) ; les
noeuds fils de cette racine contiendront eux les trois topologies possibles obtenues en ajoutant l’un
des taxa restant sur l’une des trois branches de la topologie a` trois taxa. Et ainsi de suite, les fils
d’un noeud seront le re´sultat des diffe´rentes possibilite´s d’additions d’un taxa a` l’arbre. L’arbre de
recherche est construit en commenc¸ant par la profondeur, c’est-a`-dire qu’a` partir de la racine, on va
construire un des fils de celle-ci, puis un des petit-fils, et ainsi de suite jusqu’a` ce que tous les taxa
ait e´te´ ajoute´s. On reviendra ensuite au pe`re du dernier arbre conside´re´ pour construire une nouvelle
solution possible.
Chaque topologie, partielle ou contenant tous les taxa, est e´value´e selon le principe de parcimonie
de`s sa construction. De ce fait, si une topologie partielle est moins parcimonieuse que la meilleure
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solution actuelle, il n’est pas ne´cessaire de continuer a` ajouter des taxa a` cette solution (car cela ne
peut qu’augmenter le nombre d’e´ve´nements e´volutifs ne´cessaires pour expliquer les donne´es). Ainsi,
tous les noeuds fils de cette solution partielle ne seront pas explore´. Le B&B e´vite donc de grandes
parties de l’espace de recherche, tout en e´tant certain de connaıˆtre l’arbre le plus parcimonieux a` la
fin de l’algorithme.
4.1.2 Hill-Climbing
L’algorithme de HC imple´mente´ dans PAUP peut eˆtre utilise´ avec les crite`res de parcimonie ou
de maximum de vraisemblance.
L’algorithme de´marre avec un arbre qui peut avoir e´te´ fourni par l’utilisateur, ou construit par
le programme, soit graˆce a` une me´thode de distances, soit par Stepwise Addition, c’est-a`-dire qu’un
arbre non racine´ contenant seulement trois taxa est construit (une seule topologie possible), auquel
on ajoute les taxa restant un par un. A chaque addition, les diffe´rentes topologies possibles sont
teste´es, et celle qui satisfait le mieux le crite`re choisi est accepte´e.
Une fois cet arbre de de´part obtenu, il subit des re´arrangements topologiques (NNI, TBR et SPR)
qui sont accepte´s s’ils ame´liorent l’arbre.
4.1.3 Bootstrap
Le bootstrap (Felsenstein, 1985) permet d’attribuer des valeurs de support aux branches d’un
arbre phyloge´ne´tique consensus construit de la manie`re suivante :
Les donne´es sont constitue´s de t se´quences contenant chacune n caracte`res (ou sites). On a donc
une matrice t × n de sites. Les colonnes de cette matrice vont eˆtre e´chantillonne´es, avec remise,
pour cre´er une nouvelle matrice t× n dont les lignes repre´senteront toujours t taxa diffe´rents, mais
certaines colonnes de la matrice de de´part pourront avoir e´te´ tire´es plusieurs fois, et d’autres n’eˆtre
pas repre´sente´es. Un arbre phyloge´ne´tique sera alors infe´re´ a` partir de cette nouvelle matrice, et cette
ope´ration est re´pe´te´e r fois.
A la fin, r arbres auront donc e´te´ infe´re´s, a` partir de diffe´rents e´chantillons des caracte`res uti-
lise´s. Un arbre consensus est alors construit a` partir de ces arbres (une branche particulie`re est retenue
lorsqu’elle est majoritairement repre´sente´e parmi les r arbres) et a` chaque branche est associe´e une
valeur de support correspondant a` la proportion d’arbres pre´sentant cette branche.
Plusieurs hypothe`ses a priori sont faites lorsque l’on re´alise un bootstrap, dont la plus impor-
tante est que les sites sont inde´pendants et identiquement distribue´s.
Cette hypothe`se n’est pas re´aliste. En effet, certains caracte`res ne sont pas inde´pendants. Par
exemple, dans le cas de sites nucle´otidiques, les nucle´otides composant un codon ne sont pas inde´pendants.
De plus, tous les sites n’ont pas une distribution identique, comme vu section 2.2.6.
Les valeurs de support calcule´es par bootstrapping doivent donc eˆtre conside´re´es avec prudence.
4.2 PHYLIP
PHYLIP - PHYLogeny Inference Package - (Felsenstein, 2005) fut e´galement tre`s utilise´ jusqu’a`
il y a quelques anne´es.
Cet ensemble de programmes permet, tout comme PAUP, d’infe´rer des arbres phyloge´ne´tiques
a` partir de se´quences ADN, ARN ou prote´iques, mais e´galement de fre´quences de ge`nes, sites
de restriction, caracte`res discrets ou continus..., graˆce a` des me´thodes de distances, de parcimo-
nie ou de maximum de vraisemblance. Les algorithmes utilise´s sont forts proches des algorithmes
imple´mente´s par PAUP (B&B, HC avec Stepwise Addition et re´arrangements topologiques)
PHYLIP supporte e´galement plusieurs mode`les de substitution de l’ADN (quoique moins que
PAUP) et fournit plusieurs outils permettant de manipuler des arbres phyloge´ne´tiques (e´dition, en-
racinement, affichage...), de comparer plusieurs arbres ou de calculer des distances entre arbres, de
faire du bootstrap, calculer un arbre consensus...
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4.3 MrBayes
Ce programme a litte´ralement de´troˆne´ PHYLIP et PAUP et est aujourd’hui le plus utilise´.
MrBayes (Huelsenbeck and Ronquist, 2001; Ronquist and Huelsenbeck, 2003) utilise une me´thode
Bayesienne (voir section 2.6), avec une variante des MCMC : une Metropolis-coupled MCMC
((MC3)).
Cet algorithme va construire n chaıˆnes de Markov en paralle`le, dont n − 1 sont « chauffe´es ».
Les chaıˆnes chauffe´es ont une distribution des probabilite´s poste´rieures P (H|D)β , chaque chaıˆne i
(avec i allant de 2 a` n) ayant un facteur β (la chaleur) diffe´rent, calcule´ comme suit :
β =
1
1 + (i− 1)T (4.1)
T e´tant un parame`tre re´gle´ par l’utilisateur.
Cela a pour effet de descendre les pics et remplir les valle´es de la distribution des probabilite´s
poste´rieures. Ainsi, plus une chaıˆne est chauffe´, plus elle peut traverser facilement les valle´es.
Seule la chaıˆne non chauffe´e est utilise´e pour estimer les probabilite´s poste´rieures, mais, a` chaque
e´tape de l’algorithme (apre`s l’acceptation ou non d’un nouvel e´tat dans la chaıˆne), deux chaıˆnes j et
k parmi les n sont tire´es au hasard, et ces deux chaıˆnes ont une probabilite´ R d’e´changer leur e´tat
(c’est-a`-dire le dernier arbre qu’elles ont accepte´), avec
R = min
(
1,
P (Ψk|D)βjP (Ψj |D)βk
P (Ψj |D)βjP (Ψk|D)βk
)
(4.2)
De cette manie`re, la chaıˆne non chauffe´e explore localement la distribution des probabilite´s
poste´rieures, et change re´gulie`rement de re´gion, graˆce a` l’e´change de son e´tat avec celui d’une chaıˆne
qui explore des re´gions beaucoup plus vastes.
MrBayes permet l’utilisation de nombreux types de donne´es diffe´rents (nucle´otides, prote´ines,
sites de restriction, donne´es morphologiques...) et plusieurs mode`les stochastiques sont disponibles
pour chacun d’eux.
4.3.1 Surestimation des probabilite´s poste´rieures
D’apre`s (Tierney, 1994), l’e´chantillonage d’une MCMC donne une approximation acceptable
des probabilite´s poste´rieures des entite´s formant la chaıˆne.
Cependant, de nombreuses e´tudes mettent en doute la fiabilite´ des probabilite´s poste´rieures des
arbres estime´es par MrBayes.
Un set de donne´es simule´es a par exemple e´te´ construit en joignant les se´quences de trois
« ge`nes » pour quatre taxa (Suzuki et al., 2002). Ces trois ge`nes ont e´te´ simule´s a` l’aide du pro-
gramme SEQGEN (Rambaut and Grass, 1997), qui ge´ne`re des se´quences respectant une phyloge´nie
donne´e et selon un mode`le de substitution d’ADN choisi par l’utilisateur. Chacun de ces trois ge`nes
a e´te´ ge´ne´re´ suivant un des trois arbres non racine´s possibles pour quatre taxa (figure 4.1). La recons-
truction de l’arbre phyloge´ne´tique des quatre taxa a` partir des se´quences jointes des trois ge`nes de-
vrait donc donner chacune des topologies une fois sur trois en moyenne, et ces arbres ne devraient pas
eˆtre supporte´s par de hautes valeurs de bootstrap ou de hautes probabilite´s poste´rieures. Deux boots-
traps (avec le crite`re de maximum de vraisemblance et avec une me´thode des distances) ont donc e´te´
re´alise´s, ainsi qu’une estimation des probabilite´s poste´rieures avec MrBayes (50 re´pe´titions).
Dans le cas du bootstrap, moins de 5% des cas pre´sentaient une probabilite´ supe´rieure a` 95%,
que les arbres ait e´te´ construits avec une me´thode de distances ou le maximum de vraisemblance. Le
bootstrap ne surestime donc pas les valeurs de support et semble meˆme les sous-estimer le´ge`rement.
Par contre, dans 42% des cas, les probabilite´s poste´rieures calcule´es avec MrBayes e´taient supe´rieures
a` 95%, ce qui montre une surestimation de ces probabilite´s poste´rieures.
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(a) Topologie 1 (b) Topologie 2 (c) Topologie 3
FIG. 4.1 – (Suzuki et al., 2002) Arbres utilise´s pour simuler les donne´es avec SEQGEN.
Plusieurs autres e´tudes montrent que les probabilite´s poste´rieures obtenues par MrBayes sup-
portent, avec une tre`s haute probabilite´, des branches errone´es (Douady et al., 2003; Cummings
et al., 2003; Erixon et al., 2003; Jones, 2008), et que ces probabilite´s sont sujettes a` de nombreux
biais, provoque´s notamment par un mode`le de substitution de l’ADN mal choisi (Huelsenbeck and
Rannala, 2004), ou les probabilite´s ante´rieures des longueurs de branches (Yang and Rannala, 2005;
Kolaczkowski and Thornton, 2007).
4.4 GARLI
GARLI - Genetic Algorithm for Rapid Likelihood Inference - (Zwickl, 2006) est un programme
d’infe´rence phyloge´ne´tique base´ sur un algorithme ge´ne´tique et s’inspirant du programme GAML
(Lewis, 1998).
Il utilise le crite`re de maximum de vraisemblance et peut construire des arbres phyloge´ne´tiques
a` partir de se´quences ADN, prote´iques ou de codons. Pour chacun de ces types de se´quences, il
supporte plusieurs mode`les d’e´volution.
Tout comme MetaPIGA, les mutations affectant les individus de la population peuvent modifier
la topologie de l’arbre, les longueurs de branches ou les parame`tres du mode`le de substitution. Les
re´arrangement topologiques autorise´s sont les NNI et les SPR, et chaque re´arrangement topologique
est suivi d’une optimisation partielle des longueurs de branches.
4.5 Autres programmes d’infe´rence phyloge´ne´tique
Il existe actuellement des dizaines de programmes permettant de construire des arbres phy-
loge´ne´tiques. Sont liste´s ici quelques-uns des plus connus.
GAML (Lewis, 1998) utilise le crite`re de maximum de vraisemblance et est base´ sur un algorithme
ge´ne´tique.
Tree-Puzzle (Schmidt et al., 2002) utilise le maximum de vraisemblance et est base´ sur le quartet-
puzzling.
MEGA (Kumar et al., 2008) peut utiliser les me´thodes de distances ou la parcimonie.
DAMBE (Xia and Xie, 2001) utilise les me´thodes de distances, de parcimonie et de maximum de
vraisemblance et permet de faire du bootstrap.
DupTree (Wehe et al., 2008) utilise le crite`re de parcimonie.
PhyML (Guindon and Gascuel, 2003) utilise le maximum de vraisemblance, base´ sur un Hill-
Climbing.
BAMBE (Simon and Larget, 2000) utilise une me´thode Bayesienne.
Chapitre 5
Mate´riel et me´thode
Pour chacune des quatre heuristiques de MetaPIGA, plusieurs parame`tres ont e´te´ teste´s, et les
re´sultats obtenus ont e´te´ compare´s afin de de´terminer quels parame`tres sont les plus inte´ressants a`
utiliser. Les quatre heuristiques ont ensuite e´te´ compare´es entre elles.
En cas d’utilisation de tests statistiques, une p-valeur infe´rieure a` 0,05 est conside´re´ comme en-
dec¸a du seuil de significativite´.
Le meˆme ordinateur, posse´dant 8 processeurs (2,66GHz) et 8,00 Gb de me´moire RAM, a e´te´
utilise´ pour tous les tests.
5.1 Donne´es utilise´es
Tous les tests ont e´te´ faits sur un set de donne´es simule´, a` l’exception des comparaisons entre
heuristiques, pour lesquelles, en plus des donne´es simule´es, un set de donne´es re´elles a e´te´ utilise´.
5.1.1 Donne´es simule´es
Le set de se´quences ADN aligne´es utilise´ pour l’optimisation des parame`tre de MetaPIGA a e´te´
simule´ avec le programme EvolveAGene (Hall, 2007).
L’utilisation de donne´es simule´es pre´sente plusieurs avantages : on est certain que l’alignement
est correct et l’on dispose d’un point de comparaison des re´sultats parfait puisque l’on connaıˆt le
« vrai » arbre phyloge´ne´tique associe´ aux se´quences.
Les inconve´nients sont bien suˆr le manque de re´alisme de ces donne´es, d’une part du fait meˆme
de leur simulation (quel que soit le mode`le utilise´, l’e´volution naturelle des se´quences est plus com-
plexe), d’autre part parce que les biais dus aux possibles erreurs d’alignement ne sont absolument
pas pris en compte.
EvolveAGene
EvolveAGene est un programme qui permet de simuler l’e´volution d’une se´quence ADN le long
d’un arbre phyloge´ne´tique.
Contrairement a` de nombreux autres programmes de ce type (comme le tre`s utilise´ SEQGEN
(Rambaut and Grass, 1997)), la simulation ne se fait pas selon un mode`le de substitution de l’ADN
choisi par l’utilisateur mais par un processus de mutations et se´lections.
Une se´quence ADN, avec un nombre de caracte`res multiple de 3 (le processus de mutations/se´lec-
tions e´tant base´ sur les codons), doit eˆtre fournie au programme. Cette se´quence va alors e´voluer le
long d’un arbre phyloge´ne´tique, dont la topologie peut eˆtre fournie par l’utilisateur ou initialise´e au
hasard par le programme, et dont les longueurs de branches sont initialise´es au hasard entre ze´ro et
deux fois une longueur moyenne de´termine´e par l’utilisateur. A chaque e´tape, dont le nombre de´pend
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des longueurs de branches, une mutation est faite sur la se´quence (cela peut eˆtre une substitution, une
insertion ou une de´le´tion), et cette mutation a une certaine probabilite´ d’eˆtre accepte´e (se´lectionne´e).
Selon le type de mutation, cette probabilite´ sera diffe´rente : une mutation qui re´sulte en le rempla-
cement d’un codon correspondant a` un acide amine´ en un codon « stop » ne sera jamais accepte´e,
tandis que les probabilite´s d’accepter une mutation silencieuse, une mutation non-silencieuse, une
insertion ou une de´le´tion sont toutes les quatre donne´es par l’utilisateur (par de´faut, une mutation
silencieuse est toujours accepte´e, et les autres probabilite´s sont base´es sur des valeurs provenant de
la litte´rature).
Le set de donne´es utilise´ a e´te´ simule´ a` partir d’une se´quence de 1500 caracte`res, avec les pa-
rame`tres suivants :
Nombre de taxa 20
Arbre random
Longueur de branche moyenne 0,05
P(substitution silencieuse) 1,0
P(substitution non silencieuse) 0,016
P(insertion) 0,1
P(de´le´tion) 0.025
Les probabilite´s de mutations correspondent aux valeurs par de´faut. Le set de donne´es re´sultant
de cette simulation comprend 20 se´quences aligne´es de 1575 nucle´otides chacune.
5.1.2 Donne´es re´elles
Le set de donne´es re´el provient d’une e´tude de la phyloge´nie des Ranidae (Bossuyt et al., 2006)
et comprend 111 se´quences de 3679 caracte`res. En plus d’eˆtre re´el, il est donc aussi beaucoup plus
grand que le set de donne´es simule´es, et correspond beaucoup plus aux tailles de donne´es pour
lesquelles MetaPIGA a e´te´ de´veloppe´.
5.2 Me´thode
La premie`re et la plus importante partie de ce travail concerne le test des parame`tres. Pour les
quatre heuristique imple´mente´es dans MetaPIGA, plusieurs parame`tre ont e´te´ teste´s a` partir des
donne´es simule´es.
Les quatre heuristiques ont ensuite e´te´ compare´es. Chacune a e´te´ parame´tre´e selon les re´sultats
obtenus dans la premie`re partie du travail, et utilise´e a` la fois sur les donne´es simule´es et sur le set
de donne´es re´el, cette dernie`re comparaison e´tant faite dans le but notamment de voir a` quel point la
taille des donne´es influence les re´sultat. En particulier, on s’attend a` ce que l’algorithme ge´ne´tique
et l’algorithme ge´ne´tique me´tapopulationnel ne donnent pas des re´sultats particulie`rement meilleurs
que le Hill-Climbing et le Recuit Simule´ pour le set de donne´es simule´, mais qu’ils soient beaucoup
plus inte´ressants pour le set de donne´es re´elles.
Petite remarque se´mantique
La vraisemblance des arbres phyloge´ne´tique, meˆme lorsque ces arbres sont extreˆmement proches
du vrai arbre phyloge´ne´tique, est tre`s petite, et diminue avec la taille des donne´es. A titre d’exemple,
la vraisemblance du vrai arbre des donne´es simule´es utilise´es ici est infe´rieure a` 10−5385.
Par conse´quent, la vraisemblance des arbres explore´s avec MetaPIGA (et la plupart des pro-
grammes d’infe´rence phyloge´ne´tique) n’est pas donne´e telle quelle, mais sous forme de logarithme
ne´pe´rien de la vraisemblance (ln(L)), ce qui re´sulte en des nombres plus faciles a` traiter et a` com-
parer (ne fuˆt-ce que parce que beaucoup de programmes et langages informatiques ne peuvent ge´rer
directement des nombres aussi petits que 10−5385).
Aussi, dans la suite de ce travail, lorsque je parlerai de comparaison de vraisemblances obtenues,
ou simplement de vraisemblance des arbres obtenus, il s’agira d’un abus de langage destine´ a` alle´ger
le texte, et je me re´fe´rerai en re´alite´ a` − ln(L).
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5.2.1 Optimisation des parame`tres
Lors de l’optimisation des parame`tres, 50 arbres ge´ne´tiques ont e´te´ construits avec MetaPIGA
pour chaque option teste´e.
Tous les tests ont e´te´ faits avec le mode`le de JC, sans proportion d’invariants, ni distribution
gamma. La condition d’arreˆt utilise´e est un arreˆt automatique apre`s 300 ite´rations de l’algorithme
sans ame´lioration de la vraisemblance. Aucun outgroup ni set de characte`res n’ont e´te´ de´fini et les
gaps sont traite´s comme des N.
Par de´faut, l’arbre (ou les arbres) de de´part utilise´(s) est (sont) construit(s) par LNJ avec un
pourcentage de 10%, les ope´rateurs utilise´s sont le NNI, TXS (de 3 taxa), STS (de 2 sous-arbres),
SPR, TBR et BLMINT, et ces ope´rateurs sont se´lectionne´s au hasard.
Pour l’algorithme de SA, le cooling schedule par de´faut est Lundy, avec une diminution de
la tempe´rature toutes les 10 ame´liorations ou toutes les 100 diminutions de la vraisemblance. La
tempe´rature est remise a` son niveau initial tous les 300 de´cre´ments de tempe´rature. Les parame`tres α
et c sont deux tous mis a` 0,5 (valeurs tire´es de (Salter and Pearl, 2001)). Si ne´cessaire, les probabilite´s
initiale et finale d’acceptance sont mises par de´faut a` 70% et 1% respectivement.
Les parame`tres par de´faut du GA sont : 8 individus dans la population, une se´lection par ame´lio-
ration, et les ope´rateurs sont applique´s se´pare´ment a` chaque individu.
Quant au MetaGA, il utilise par de´faut 4 populations de 4 individus chacune, une se´lection par
ame´lioration, et les ope´rateurs sont applique´s se´pare´ment a` chaque individu. Le consensus est de
type stochastique, les ope´rateurs sont se´lectionne´s de manie`re supervise´e par rapport aux branches
consensus et la tole´rance est de 5%.
Le HC n’a aucun parame`tre qui lui soit propre.
Parame`tres teste´s sur toutes les heuristiques
• Arbre de de´part NJ et LNJ avec un pourcentage de 10, 30, 50, 75 ou 100%.
• Utilisation de l’ope´rateur BLM activation ou non de l’ope´rateur BLM. Ce test visait a` de´terminer
si la modification des longueurs des branches terminales permet d’ame´liorer la vraisemblance
de manie`re significative.
• Se´lection des ope´rateurs au hasard ou selon des fre´quences dynamiques (fre´quences initiales de
15% pour STS, NNI, TBR et SPR et de 20% pour TXS et BLMINT).
Parame`tres teste´s sur le SA
• Cooling schedule tests fait sur Lundy, Boltzman, Ratio a` 99%, tangente et cosinus hyperbolique,
diminutions line´aire, polynomiale et logarithmique transcendentale.
• De´cre´ment de tempe´rature tests avec de´cre´ment toutes les 20 ite´rations de l’algorithme, apre`s
10 ame´liorations ou 100 diminutions de la vraisemblance (10S100F), apre`s 20S100F, 40S100F,
10S75F, 10S50F et 10S30F.
• Remise de la tempe´rature a` T0 SA lance´ soit avec aucune remise a` T0, soit avec remise lorsque
la tempe´rature atteint 0.001% de T0, soit avec remise apre`s 100, 200 ou 300 de´cre´ments de la
tempe´rature.
• Calcul de ∆L par « burn-in » ou en prenant 0,1% de la vraisemblance de l’arbre construit par NJ.
Parame`tres teste´s sur le GA
• Taille de la population de 2 a` 20 individus.
• Type de se´lection applique´ tests avec se´lection par rang, par tournoi, par ame´lioration, du meilleur
et par remplacement avec une force de se´lection de 10, 30, 50, 60, 70, 80, 90 et 100%.
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Parame`tres teste´s sur le CP
• Nombre de populations de 2 a` 5 populations e´voluant en paralle`le.
• Taille des populations de 2 a` 10 individus par population.
• Type de consensus strict et stochastique.
• Se´lection des ope´rateurs vis-a`-vis du consensus aveugle ou supervise´e
5.2.2 Comparaison des heuristiques
Pour les donne´es simule´es, 50 re´plicats ont e´te´ faits avec chaque heuristique. Par contre, le temps
de calcul ne´cessaire avec les donne´es re´elles e´tant beaucoup plus grand, il n’a e´te´ possible que de
faire 10 re´plicats par heuristique. Les re´sultats sur les donne´es re´elles sont donc sujets a` grande
caution.
Le parame´trage du programme pour chacune des heuristiques de´pendant en partie des re´sultats
des tests sur les parame`tres, les options choisies seront de´taille´es apre`s pre´sentation de ces re´sultats,
section 6.2.
5.3 Remarques
Etant donne´s les temps de calcul assez e´leve´s ne´cessaires a` MetaPIGA et le temps imparti pour
re´aliser ce travail, les analyses effectue´es ne sont qu’une infime partie de ce qu’il faudrait faire pour
vraiment optimiser les parame`tres.
Premie`rement, seules des donne´es simule´es ont e´te´ utilise´es pour optimiser les parame`tres, et
il serait certainement inte´ressant de refaire ses analyses sur des donne´es re´elles, bien qu’alors on ne
dispose plus du « vrai » arbre phyloge´ne´tique.
Ensuite, les performances de MetaPIGA, et en particulier le temps de calcul ne´cessaire, est fort
susceptible de varier selon la taille des donne´es utilise´es (a` la fois le nombre de taxa et la longueurs
des se´quences). Il faudrait donc, pour eˆtre complet, tester chacun des parame`tres sur des donne´es de
diffe´rentes tailles, simule´es et re´elles.
De plus, chaque parame`tre n’a e´te´ teste´ que 50 fois (voire moins pour les donne´es re´elles), ce qui
n’est pas suffisant pour avoir des statistiques vraiment solides.
Par ailleurs, pour certains parame`tres, seuls certains choix ont e´te´ teste´s, il est donc tout a` fait
possible qu’un choix non teste´ ici se re´ve`le par la suite meilleur que tous les autres.
Enfin, et c’est le point le plus important, MetaPIGA a e´te´ de´veloppe´ pour pouvoir infe´rer des
arbres ge´ne´tiques a` partir de grands sets de donne´es (contenant plusieurs dizaines, voire centaines de
taxa). En particulier, les algorithmes ge´ne´tiques (incluant metaGA) sont particulie`rement efficaces
sur de grandes phyloge´nies par rapport au HC ou au SA, mais pour de petits sets de donne´es, ces
deux dernie`res heuristiques suffisent amplement. De ce fait, tester les parame`tres sur un petit set de
donne´es peut donner des informations utiles mais il faut garder a` l’esprit que MetaPIGA est destine´
a` ge´rer des donne´es bien plus volumineuses, et les re´sultats obtenus sur ce set de donne´es re´duit ne
refle´teront donc pas les ve´ritables capacite´s du programme.
Ce travail est donc a` conside´rer comme une e´tude pre´liminaires des performances de certains
parame`tres de MetaPIGA. Il reste de nombreuses choses a` faire et a` tester avant que ce programme
ne soit re´ellement le plus efficace et performant possible.
Chapitre 6
Re´sultats
6.1 Optimisation des parame`tres
6.1.1 Parame`tres teste´s sur toutes les heuristiques
Les parame`tres teste´s sur toutes les heuristiques sont les arbres de de´part, l’utilisation de l’ope´rateur
BLM et la se´lection des ope´rateurs.
Arbres de de´part
La figure 6.1 montre l’e´volution de la vraisemblance en fonction du temps (moyenne sur les 50
re´plicats) obtenue avec diffe´rents arbres de de´part, pour les quatre heuristiques. On voit que lorsque
l’on commence avec un arbre construit par Neighbour-Joining, on obtient les meilleurs re´sultats en
terme de vraisemblance des arbres. Avec des arbres construit par Loose Neighbour-Joining, l’aug-
mentation de la vraisemblance est plus importante, mais l’on atteint de moins bon re´sultats. Et plus
le pourcentage du LNJ est grand, moins bons sont ces re´sultats.
Le temps moyen pour obtenir un arbre, ainsi que la vraisemblance finale sont montre´s sur la
figure 6.2, et les valeurs donne´es dans la table 6.1.
Avec un arbre NJ, l’e´cart-type sur la vraisemblance est extreˆmement faible. L’algorithme de NJ
donnant un tre`s bon arbre, en particulier pour de petits sets de donne´es, ce n’est pas particulie`rement
e´tonnant. Cependant, en ce qui concerne le SA, le GA et le CP, on se serait attendu a` ce qu’ils per-
mettent, de temps en temps, de sortir de l’optimum local pre`s duquel se trouve l’arbre NJ, et donc
a` trouver un e´cart-type sur la vraisemblance plus important. Il est fort probable que ce soit la taille
re´duite du set de donne´es qui entraıˆne ces re´sultat. En effet, le NJ donne de bien meilleurs re´sultats
pour de petites phyloge´nies que pour des grandes. De ce fait, pour le GA et le CP, les individus
se´lectionne´s seront tre`s majoritairement des arbres gardant la topologie de l’arbre de de´part (qui est
probablement la « vraie topologie », ou tre`s proche de celle-ci) avec une optimisation des branches
graˆce a` l’ope´rateur BLMINT. Quant au SA, il acceptera tre`s rarement les changements topologiques
importants car ceux-ci feront descendre drastiquement la vraisemblance, et il aura donc aussi ten-
dance a` rester sur ce meˆme pic. Cela explique aussi le temps de recherche re´duit : rapidement,
l’optimum local est atteint ou presque, puisque l’arbre de de´part est de´ja` tre`s proche de cet optimum,
et il devient tellement rare de trouver une modification qui permette d’augmenter la vraisemblance
que la condition d’arreˆt est atteinte.
Lorsque l’arbre de de´part est construit avec le LNJ, les re´sultats sont moins bons, et l’e´cart-type
plus important. La stochasticite´ introduite dans la construction de l’arbre de de´part permet d’accep-
ter plus souvent des re´arrangements topologiques, et permet e´ventuellement de sortir de l’optimum
local ou` me`ne l’algorithme lorsque l’on commence avec des arbres NJ. Elle rallonge e´galement le
temps de recherche puisqu’il y a plus de changements susceptibles de faire augmenter la vraisem-
blance.
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Ces re´sultats pourraient inciter a` toujours utiliser l’arbre NJ pour de´marrer une heuristique. Il
faut cependant nuancer ceux-ci. Pour la construction de grandes phyloge´nies, utiliser l’arbre NJ
pourrait bien bloquer l’heuristique dans un optimum local, qui ne soit plus aussi bon que dans le cas
de phyloge´nies avec peu de taxa, comme c’est le cas ici.
(a) Hill-Climbing (b) Recuit simule´ (c) Algorithme Ge´ne´tique
(d) Consensus Pruning
FIG. 6.1 – Evolution de − ln(L) avec diffe´rents arbres de de´part
(moyenne sur 50 re´plicats) pour (a) HC, (b) SA, (c) GA et (d) MetaGA.
Les nombres mentionne´s apre`s « LNJ » correspondent au pourcentage du
LNJ. Les droites horizontales trace´es en noir correspondent a` − ln(L) du
vrai arbre phyloge´ne´tique.
(a) Hill-Climbing (b) Recuit simule´ (c) Algorithme Ge´ne´tique
(d) Consensus Pruning
FIG. 6.2 – Moyenne de − ln(L) (en bleu - axe de gauche) avec l’e´cart-
type correspondant, et moyenne du temps de calcul (en rouge - axe de
droite) pour (a) HC, (b) SA, (c) GA et (d) MetaGA. Les nombres men-
tionne´s apre`s « LNJ » correspondent au pourcentage du LNJ. Les droites
horizontales trace´es en noir correspondent a` − ln(L) du vrai arbre phy-
loge´ne´tique.
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NJ LNJ10 LNJ20 LNJ40 LNJ75 LNJ100
HC − ln(L) 13569.09 13929.95 14078.45 14172.35 14252.47 14223.61
e´cart-type 1.49 107.21 121.02 140.41 138.44 122.27
HC Temps (s) 26.15 43.26 40.01 38.85 41.74 44.30
e´cart-type 6.80 12.18 9.28 9.52 13.31 10.79
SA − ln(L) 13643.45 14014.92 14140.73 14262.71 14357.87 14302.72
e´cart-type 7.50 134.12 157.54 159.98 161.01 170.07
SA Temps (s) 2.97 12.87 14.24 17.49 15.86 17.34
e´cart-type 0.44 4.25 3.93 5.60 4.87 4.99
GA − ln(L) 13567.90 13803.19 13907.55 14030.78 14153.40 14191.36
e´cart-type 0.02 90.34 124.11 123.87 149.98 111.65
GA Temps (s) 226.63 247.50 237.97 239.39 245.45 245.47
e´cart-type 74.05 66.54 63.53 69.58 63.28 82.61
CP − ln(L) 13568.00 13904.48 14041.46 14186.75 14245.29 14284.39
e´cart-type 0.12 100.92 104.85 143.15 119.28 158.24
CP Temps (s) 299.21 311.70 334.94 356.82 316.61 341.91
e´cart-type 86.07 97.69 86.64 109.53 85.36 105.61
TAB. 6.1 – Moyennes et e´carts-type de − ln(L) des arbres obtenus avec les quatre heuristiques (L : vraisem-
blance), et moyennes et e´carts-type du temps de recherche, pour diffe´rents arbres de de´part. (− ln(L) du vrai
arbre phyloge´ne´tique = 13437,5235.)
Utilisation de l’ope´rateur BLM
L’e´volution de la vraisemblance lorsque l’ope´rateur BLM est active´ ou non est montre´e figure
6.3. Lorsqu’il est utilise´, on constate que la vraisemblance moyenne des arbres infe´re´s de´passe ra-
pidement, sauf dans le cas du SA, la vraisemblance du vrai arbre phyloge´ne´tique. La longueur des
branches terminales influence donc beaucoup sur la vraisemblance de l’arbre, mais semble sujette a`
l’over-fitting.
L’activation de l’ope´rateur BLM rallonge le temps de recherche, mais semble particulie`rement
re´duire l’e´cart-type sur la vraisemblance, a` l’exception a` nouveau du SA (table 6.2).
La raison pour laquelle le SA se comporte diffe´remment des trois autres heuristiques n’est pas
e´vidente. Une hypothe`se serait que cette heuristique reste bloque´e dans un optimum local mais que
cet optimum local serait tre`s diffe´rent d’un re´plicat a` l’autre, tandis que le HC, le GA et le CP retom-
berait souvent sur le meˆme optimum, ou du moins sur des optima de semblable vraisemblance, fort
proche de l’optimum global. Cela serait duˆ au fait que ces trois dernie`res heuristiques tendent unique-
ment a` monter (de par la nature meˆme du HC et la se´lection applique´e aux algorithmes ge´ne´tiques :
se´lection par ame´lioration), tandis que le SA accepte de temps en temps des solutions moins bonnes,
et e´ventuellement beaucoup moins bonnes.
La tendance a` l’over-fitting lorsque l’on utilise l’ope´rateur BLM pourrait poser proble`me et blo-
quer l’heuristique dans un mauvais optimum local. En effet, si l’optimisation de la longueur des
branches terminales permet d’augmenter e´norme´ment la vraisemblance comme cela semble eˆtre le
cas, on peut imaginer que le programme donne comme re´sultat un arbre avec une topologie fausse
car l’optimisation de ses longueurs de branches terminales lui a confe´re´ une telle vraisemblance
que l’heuristique n’a pu accepter comme meilleur un arbre dont la topologie est plus proche de la
re´alite´ mais dont les branches terminales ne sont pas optimise´es. Seul le CP devrait pouvoir e´chapper
a` ce genre de biais car la probabilite´ que plusieurs populations e´voluant en paralle`le se retrouvent
bloque´e dans le meˆme optimum local est extreˆmement faible, et l’algorithme continuerait donc a`
tourner jusqu’a` sortir de cette mauvaise topologie.
Il vaut donc sans doute mieux ne pas utliser cet ope´rateur (ou a` une fre´quence tre`s re´duite) et
optimiser les longueurs de branches une fois la condition d’arreˆt atteinte.
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(a) Hill-Climbing (b) Recuit simule´ (c) Algorithme Ge´ne´tique
(d) Consensus Pruning
FIG. 6.3 – Evolution de − ln(L) avec et sans activation de l’ope´rateur
BLM (moyenne sur 50 re´plicats) pour (a) HC, (b) SA, (c) GA et (d) Me-
taGA. DEF : ope´rateurs par de´faut, donc sans BLM, BLM : ope´rateur
BLM active´. Les droites horizontales trace´es en noir correspondent a`
− ln(L) du vrai arbre phyloge´ne´tique.
HC SA
sans BLM avec BLM sans BLM avec BLM
− ln(L) 13929.95 13344.90 14014.92 13610.90
e´cart-type 107.21 5.91 134.12 163.40
Temps (s) 43.26 57.85 12.87 21.57
e´cart-type 12.18 10.80 4.25 7.92
GA CP
sans BLM avec BLM sans BLM avec BLM
− ln(L) 13878.26 13339.97 13845.47 13340.33
e´cart-type 170.39 0.06 121.95 0.44
Temps (s) 97.73 319.01 262.22 464.20
e´cart-type 66.05 85.87 82.34 128.42
TAB. 6.2 – Moyenne et e´cart-type de − ln(L) des arbres obtenus avec les diffe´rents heuristiques (L : vraisem-
blance), et moyenne et e´cart-type du temps de recherche, avec ou sans activation de l’ope´rateur BLM. (− ln(L)
du vrai arbre phyloge´ne´tique = 13437,5235.)
Ope´rateurs se´lectionne´s au hasard ou selon des fre´quences dynamiques
La figure 6.4 montre l’e´volution de la vraisemblance lorsque les ope´rateurs sont se´lectionne´s au
hasard et lorsqu’ils sont se´lectionne´s selon des fre´quences e´voluant dynamiquement.
A l’exception du GA, les heuristiques ne semblent pas donner de meilleurs re´sultats lorsque les
fre´quences des ope´rateurs sont dynamiques (moyennes et e´cart-type table 6.3). Cela est confirme´
par un test de Mann-Whitney, qui permet de comparer les moyennes de deux distributions. On ob-
tient des p-valeurs de 0.647, 0.063 et 0.414 pour la comparaison des moyennes obtenues avec les
deux options pour le HC, le SA et le CP respectivement et une valeur de 0.005 pour le GA. Les
algorithmes HC et SA sont probablement trop rapides pour que les fre´quences puissent s’ajuster de
manie`re efficace pour un set de donne´es de cette taille, quant au CP, les fre´quences des ope´rateurs
devraient sans doute eˆtre ajuste´es pour chaque population se´pare´ment e´tant donne´ qu’elles e´voluent
CHAPITRE 6. RE´SULTATS 41
en paralle`le donc pas ne´cessairement au meˆme rythme et de la meˆme manie`re.
Au niveau du temps de recherche, on n’observe pas une tendance nette pour toutes les heu-
ristiques. Le GA semble particulie`rement ralenti par les fre´quences dynamiques, le HC e´galement
quoique de manie`re moins nette, tandis que le CP et le SA semblent prendre le meˆme temps dans
les deux cas. Cependant, les e´carts-type sur les temps de recherche sont tre`s importants et l’on peut
donc difficilement tirer des conclusions.
La se´lection des ope´rateurs selon des fre´quences changeant selon l’efficacite´ de ceux-ci ne
semble donc inte´ressante que pour le GA, et cela se fait au prix d’un allongement du temps de
calcul.
(a) Hill-Climbing (b) Recuit simule´ (c) Algorithme Ge´ne´tique
(d) Consensus Pruning
FIG. 6.4 – Evolution de − ln(L) avec ope´rateurs se´lectionne´s au hasard
et selon des fre´quences dynamques (moyenne sur 50 re´plicats) pour (a)
HC, (b) SA, (c) GA et (d) MetaGA. DEF : ope´rateurs par de´faut, donc
se´lection au hasard, DYN : ope´rateurs se´lectionne´s selon des fre´quences
dynamiques. Les droites horizontales trace´es en noir correspondent a`
− ln(L) du vrai arbre phyloge´ne´tique.
HC SA
Au hasard Freq. dynamiques Au hasard Freq. dynamiques
− ln(L) 13929.95 13969.48 14014.92 14072.50
e´cart-type 107.21 202.85 134.12 172.82
Temps (s) 43.26 25.70 12.87 14.27
e´cart-type 12.18 11.25 4.25 5.98
GA CP
Au hasard Freq. dynamiques Au hasard Freq. dynamiques
− ln(L) 13878.26 13799.11 13845.47 13867.93
e´cart-type 170.39 94.75 121.95 121.67
Temps (s) 97.73 166.26 262.22 273.87
e´cart-type 66.05 46.11 82.34 91.60
TAB. 6.3 – Moyenne et e´cart-type de − ln(L) des arbres obtenus avec les diffe´rents heuristiques (L : vraisem-
blance), et moyenne et e´cart-type du temps de recherche, avec ope´rateurs se´lectionne´s au hasard et selon des
fre´quences dynamques. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
CHAPITRE 6. RE´SULTATS 42
6.1.2 Parame`tres teste´s sur le SA
La manie`re dont la tempe´rature diminue (=cooling schedule), ainsi que la fre´quence a` laquelle
elle diminue et a` laquelle elle est remise a` la tempe´rature initiale ont e´te´ teste´es, ainsi que les deux
possibilite´s de calcul de ∆L.
Cooling schedule
Huit des quatorze cooling schedules disponibles ont e´te´ teste´s. Les re´sultats sont montre´s fi-
gure 6.5(a) pour l’e´volution de la vraisemblance et figure 6.5(b) et table 6.4 pour les moyennes des
vraisemblances finales et du temps de recherche.
On voit clairement que le cooling schedule Lundy semble supe´rieur aux autres en terme de vrai-
semblance finale. Vient ensuite la diminution polynomiale, puis Boltzmann, et les autres cooling
schedules semblent donner a` peu pre`s les meˆmes re´sultats. La table 6.5 donne les p-valeurs d’un
test de Mann-Whitney effectue´ sur chaque paire de cooling schedules teste´s possible. Et en effet,
la vraisemblance moyenne obtenue avec Lundy est significativement supe´rieure aux vraisemblances
moyennes obtenues avec les autres cooling schedules, la diminution polynomiale donne e´galement
une vraisemblance significativement supe´rieure a` celles obtenues avec tous les cooling schedules
sauf Lundy, meˆme chose pour Boltzman (supe´rieure pour tous sauf Lundy et diminution polyno-
miale). Les autres cooling schedules ne donnent pas de re´sultats significativement diffe´rents l’un
de l’autre, a` l’exception de la diminution line´aire qui semble donner des re´sultats significativement
infe´rieurs a` ceux obtenus avec le ratio a` 99%, avec une p-valeur de 0,011 (ce qui est beaucoup moins
significatif que les diffe´rences avec Lundy, Boltzmann et la diminution polynomiale).
Lundy semble donc le meilleur cooling schedule parmi ceux teste´s. A noter que la diminution
polynomiale, si elle donne de bons re´sultat, est aussi le cooling schedule qui allonge le plus le temps
de recherche de l’arbre.
(a) (b)
FIG. 6.5 – (a) Evolution de − ln(L) et (b) moyenne et e´cart-type de − ln(L) (en bleu - axe de gauche) et
moyenne du temps de calcul (en rouge - axe de droite) obtenus avec diffe´rents cooling schedules. Les droites
horizontales trace´es en noir correspondent a` − ln(L) du vrai arbre phyloge´ne´tique.
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Boltz. cosh tanh line´aire polynom. ratio 99% log. trans. Lundy
− ln(L) 14338.04 14547.53 14492.27 14596.64 14225.71 14450.27 14575.44 14014.92
e´cart-type 208.38 312.39 248.62 292.00 146.79 193.15 329.51 134.12
Temps (s) 12.37 9.70 10.35 9.38 16.09 10.45 8.94 12.87
e´cart-type 3.82 2.64 3.19 3.48 4.08 2.64 2.67 4.25
TAB. 6.4 – Moyenne et e´cart-type de − ln(L) et du temps de calcul obtenus avec diffe´rents cooling schedules
pour le SA. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
cosh tanh line´aire polynom. ratio 99% log. trans. Lundy
Boltz. 2.1× 10−4 4.0× 10−3 9.8× 10−06 7.1× 10−3 7.6× 10−3 8.4× 10−05 1.5× 10−12
cosh 0.39 0.30 1.46× 10−09 0.15 0.74 6.7× 10−16
tanh 0.066 6.6× 10−08 0.56 0.31 2.2× 10−16
line´aire 6.2× 10−11 0.011 0.45 2.2× 10−16
polynom. 5.9× 10−08 3.8× 10−10 8.7× 10−10
ratio 99% 0.099 2.2× 10−16
log. trans. < 10−15
TAB. 6.5 – P-valeurs d’un test de Mann-Whitney permettant de comparer les moyennes des distributions des
− ln(L) pour diffe´rents cooling schedules.
De´crement de la tempe´rature
La figure 6.6(a) montre l’e´volution de la vraisemblance pour les diverses options teste´es concer-
nant la diminution de la tempe´rature. La figure 6.6(b) donne les moyennes des vraisemblances fi-
nales obtenues, ainsi que le temps de recherche moyen de l’algorithme, tandis que la table 6.6 donne
les valeurs de ces moyennes, ainsi que les e´carts-type. Les diffe´rentes options semblent donner les
meˆmes re´sultats en terme de vraisemblance. Par contre, le temps de recherche est visiblement mi-
nimal lorsque la tempe´rature est diminue´ toutes les 10 ame´liorations ou 100 diminutions de la vrai-
semblance (10S100F) et maximal lorsqu’elle est diminue´ toutes les 20 ite´rations de l’algorithme
(20ST).
La table 6.7 donne les p-valeurs obtenues pour un test de Mann-Whitney effectue´ sur chaque
paire possible de distribution de vraisemblances obtenues graˆce aux diffe´rentes options de diminu-
tion de la tempe´rature, et l’on constate qu’effectivement, aucune option ne donne de re´sultats tre`s
significativement supe´rieurs aux autres re´sultats. Seule la diminution apre`s 40 ame´liorations ou 100
diminutions de la vraisemblance donne des re´sultats significativement infe´rieurs aux options 20ST,
10S30F et 10S50F.
On peut donc difficilement se baser sur la vraisemblance des arbres obtenus pour choisir une
option. Seuls les temps de recherche pourraient donc nous permettre de faire un choix, lequel serait
naturellement 10S100F.
Un argument base´ sur le temps de recherche n’est cependant pas tre`s solide, e´tant donne´ les
e´carts-type importants observe´s sur ceux-ci.
10S30F 10S50F 10S70F 10S100F 20S100F 40S100F 20ST
− ln(L) 13990.23 13968.40 14010.58 14014.92 14019.61 14072.52 13967.77
e´cart-type 144.90 142.04 142.30 134.12 177.51 166.91 168.93
Temps (s) 24.19 22.88 20.91 12.87 20.39 19.49 27.65
e´cart-type 10.72 12.66 7.48 4.25 9.18 8.09 13.38
TAB. 6.6 – Moyenne et e´cart-type de − ln(L) et du temps de calcul obtenus avec diffe´rentes options de dimi-
nution de la tempe´rature du SA (50 re´plicats). 20ST : diminution de la tempe´rature toutes les 20 ite´rations de
l’algorithme. xSyF : diminution de la tempe´rature toutes les x ame´liorations ou y diminutions de la vraisem-
blance. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
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(a) (b)
FIG. 6.6 – (a) Evolution de − ln(L) (moyenne sur les 50 re´plicats) et (b) moyenne et e´cart-type de − ln(L)
final (en bleu - axe de gauche) et moyenne du temps de calcul (en rouge - axe de droite) obtenus avec diffe´rentes
options de diminution de la tempe´rature. Les droites horizontales trace´es en noir correspondent a` − ln(L) du
vrai arbre phyloge´ne´tique. 20ST : diminution de la tempe´rature toutes les 20 ite´rations de l’algorithme. xSyF :
diminution de la tempe´rature toutes les x ame´liorations ou y diminutions de la vraisemblance.
10S50F 10S70F 10S100F 20S100F 40S100F 20ST
10S30F 0.62 0.49 0.27 0.29 0.0085 0.55
10S50F 0.22 0.078 0.11 0.00092 0.86
10S75F 0.54 0.66 0.053 0.38
10S100F 0.99 0.14 0.079
20S100F 0.23 0.15
40S100F 0.0027
TAB. 6.7 – P-valeurs d’un test de Mann-Whitney permettant de comparer les moyennes des distributions
des vraisemblances pour diffe´rentes options de diminution de la tempe´rature du SA. 20ST : diminution de
la tempe´rature toutes les 20 ite´rations de l’algorithme. xSyF : diminution de la tempe´rature toutes les x
ame´liorations ou y diminutions de la vraisemblance.
Remise de la tempe´rature a` T0
Les re´sultats obtenus pour diffe´rentes options de remise de la tempe´rature a` la tempe´rature ini-
tiale (T0) sont montre´s figure 6.7.
Les vraisemblances finales obtenues semblent eˆtre e´quivalentes quelle que soit l’option choisie.
Par contre, le temps de recherche est moins grand lorsque l’on remet la tempe´rature a` T0 apre`s 300
de´cre´ments de la tempe´rature que pour toutes les autres options (table 6.8).
Si l’on fait un test de Mann-Whitney pour comparer deux a` deux les distributions des vrai-
semblances finales obtenues, toutes les p-valeurs se situent entre 0,15 et 0,96 ; aucune option ne
donne donc des re´sultats significativement meilleurs ou moins bons. On s’attendrait pourtant a` ce
que lorsque l’on ne remet jamais la tempe´rature a` T0, la vraisemblance obtenue soit moins bonne car
l’espace des solutions est moins explore´ que lorque l’on remet de temps en temps la tempe´rature a`
T0. Il est probable que ce ne soit pas le cas a` cause de la taille re´duite des donne´es. En effet, l’espace
des solutions est lui-meˆme de taille re´duite, donc un seul parcours du cooling schedule permettrait
de l’explorer aussi bien que plusieurs parcours du cooling schedule.
Le choix d’option se portera donc sur une remise a` T0 de la tempe´rature tous les 300 de´cre´ments
de celle-ci, e´tant donne´ que cette option re´duit le temps de recherche par rapport aux autres.
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FIG. 6.7 – (a) Evolution de la vraisemblance (moyenne sur 50 re´plicats) et (b) moyenne et e´cart-type de la
vraisemblance finale (en bleu - axe de gauche) et moyenne du temps de calcul (en rouge - axe de droite)
obtenus avec diffe´rentes options de remise de la tempe´rature a` T0. Les droites horizontales trace´es en noir
correspondent a` la vraisemblance du vrai arbre phyloge´ne´tique. NEVER : Aucune remise de la tempe´rature a`
T0. DECRx : remise de la tempe´rature a` T0 toutes les x diminutions de la tempe´rature. POURCENT : remise
de la tempe´rature a` T0 lorsque la tempe´rature atteint 0,001% de T0.
jamais 0,001% apr. 100 de´cr. apr. 200 de´cr. apr. 300 de´cr.
− ln(L) 14018.86 14033.52 14047.01 14005.44 14014.92
e´cart-type 147.70 124.30 164.75 165.34 134.12
Temps (s) 18.44 18.09 18.19 18.93 12.87
e´cart-type 6.01 5.79 6.68 7.60 4.25
TAB. 6.8 – Moyenne et e´cart-type de la vraisemblance et du temps de calcul obtenus avec diffe´rentes options
de remise de la tempe´rature du SA a` T0. 0,001% : remise de la tempe´rature a` T0 lorsque la tempe´rature atteint
0,001% de T0. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
Calcul de ∆L
La figure 6.8 montre l’e´volution de la vraisemblance en fonction du temps pour les deux options
de calcul de ∆L. Sans discussion, lorsque ∆L est calcule´e comme valant 0,1% de la vraisemblance
de l’arbre construit par NJ, les re´sultats sont bien meilleurs (valeur moyenne des vraisemblances
finales obtenues donne´es table 6.9). La p-valeur obtenue avec un test de Mann-Whitney, qui compare
les moyennes des distributions des vraisemblances finales avec les deux options, est infe´rieure a`
10−15.
Pe´riode « burn-in » 0, 1%LNJ
− ln(L) 15639.22 14014.92
e´cart-type 364.86 134.12
Temps (s) 6.56 12.87
e´cart-type 0.19 4.25
TAB. 6.9 – Vraisemblance et temps de calcul obtenus avec deux manie`res de calculer ∆L pour le SA a` T0.
0, 1%LNJ : ∆L vaut 0,1% de la vraisemblance de l’arbre construit par NJ. (− ln(L) du vrai arbre phy-
loge´ne´tique = 13437,5235.)
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FIG. 6.8 – Evolution de la vraisemblance pour deux manie`res diffe´rentes de calculer ∆L pour le SA. La droite
horizontale trace´e en noir correspond a` la vraisemblance du vrai arbre phyloge´ne´tique. BURNIN : calcule´ avec
une pe´riode « burn-in ». RATIO : ∆L vaut 0,1% de la vraisemblance de l’arbre construit par NJ
6.1.3 Parame`tres teste´s pour le GA
Diffe´rentes tailles de population ont e´te´ teste´es, ainsi que plusieurs types de se´lection.
Taille de la population
L’e´volution de la vraisemblance pour diffe´rentes tailles de population est montre´e figure 6.9(a),
et les valeurs moyennes de vraisemblances finales et de temps de calcul, figure 6.9(b). On voit que
pour deux individus, la vraisemblance finale est fort en dessous de ce qu’on obtient pour des popu-
lations plus grandes. De 3 a` 7 individus, la vraisemblance augmente proportionnellement au nombre
d’individus, et au-dela` de 7 individus, on n’observe plus une nette tendance a` l’augmentation.
En ce qui concerne le temps de recherche, il augmente de fac¸on tre`s re´gulie`re avec la taille de la
population. La seule exception est pour la population de huit individus, pour laquelle on observe une
diminution de la vraisemblance par rapport aux populations de 7 individus, couple´ a` une diminution
de temps. Il est probable que ce soit un artefact duˆ au nombre re´duit de re´plicats faits. Il suffit de tre`s
peu de re´plicats donnant un arbre de vraisemblance tre`s basse et atteignant la condition d’arreˆt tre`s
toˆt pour tirer les deux moyennes vers le bas.
Les valeurs des moyennes, ainsi que les e´carts-type sur les vraisemblances finales et le temps de
recherche sont donne´s table 6.10.
La table 6.11 donne les p-valeurs de test de Mann-Whitney permettant de comparer deux a` deux
les moyennes des distributions des vraisemblances finales obtenues pour les diffe´rentes tailles de
population. Avec une population de 2 individus, la vraisemblance moyenne est significativement
infe´rieure a` celle obtenue avec une population plus grande. La population de 6 individus donne des
re´sultats significativement meilleurs que les populations de taille infe´rieure, tandis qu’a` partir de 7
individus, les re´sultats ne sont plus significativement meilleurs, sauf pour 15 et 20 individus (mais
pas pour 18, ce qui peut faire douter de la confiance a` accorder a` ces re´sultats), mais on double alors
le temps de recherche. Le meilleur choix semble donc 6 individus.
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(a) (b)
FIG. 6.9 – (a) Evolution de la vraisemblance en fonction du temps (moyenne sur 50 re´plicats) et (b) moyenne
et e´cart-type de la vraisemblance finale et temps de calcul moyens obtenus avec diverses tailles de population
pour le GA. La droite horizontale trace´e en noir correspond a` la vraisemblance du vrai arbre phyloge´ne´tique.
nombre d’individus 2 3 4 5 6 7
− ln(L) 14024.12 13861.59 13841.40 13836.71 13791.39 13768.81
e´cart-type 224.86 123.09 111.53 95.35 103.31 93.83
Temps (s) 23.07 56.10 81.81 95.00 117.82 141.42
e´cart-type 14.11 21.46 25.16 32.33 32.16 40.00
nombre d’individus 8 10 12 15 18 20
− ln(L) 13878.26 13792.65 13771.49 13742.71 13755.49 13745.34
e´cart-type 170.39 91.45 91.59 89.42 84.39 79.06
Temps (s) 97.73 222.24 266.31 295.66 378.57 434.89
e´cart-type 66.05 52.39 74.77 71.37 106.44 121.94
TAB. 6.10 – Moyenne et e´cart-type de − ln(L) (en bleu - axe de gauche) et moyenne du temps de calcul
(en rouge - axe de droite) obtenus avec diverses tailles de population pour le GA. (− ln(L) du vrai arbre
phyloge´ne´tique = 13437,5235.)
Se´lection applique´e
La figure 6.10(a) montre l’e´volution de la vraisemblance pour les diffe´rents types de se´lection
teste´s, tandis que la figure 6.10(b) montre les moyennes et e´carts-type des vraisemblances finales
obtenues, ainsi que les moyennes des temps de recherche des arbres pour ces types de se´lection
(valeurs donne´es table 6.12).
La se´lection par tournoi, ainsi que par remplacement avec une force de se´lection de 0,1 donnent
visiblement de moins bons re´sultats que les autres se´lections. Ce deux se´lection permettant a` des
individus tre`s mauvais d’eˆtre se´lectionne´s, cela n’est pas particulie`rement e´tonnant, a` ceci pre`s qu’il
semblerait qu’il suffise d’augmenter a` 0,2 la force de se´lection pour le remplacement, pour obte-
nir des re´sultats bien meilleurs, et qui s’ame´liorent plus lorsque l’on augmente encore la force de
se´lection.
Les deux se´lection donnant les meilleurs re´sultats sont la se´lection par ame´lioration et la se´lection
du meilleur. La table 6.13, donnant les re´sultats de tests de Mann-Whitney performe´s sur chaque
paire de distributions de vraisemblances possible montre que ces deux types de se´lections donnent
effectivement des re´sultats significativement meilleurs que les autres se´lections, a` l’exception de
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(a) (b)
FIG. 6.10 – (a) Evolution de − ln(L) en fonction du temps (moyenne sur 50 re´plicats) et (b) moyenne et e´cart-
type de − ln(L) (en bleu - axe de gauche) et moyenne du temps de calcul (en rouge - axe de droite) obtenus
avec divers types de se´lection pour le GA. La droite horizontale trace´e en noir correspond a` − ln(L) du vrai
arbre phyloge´ne´tique.
Ame´lioration Meilleur Rang Tournoi Rempl. s=0,1 Rempl. s=0,3
− ln(L) 13769.94 13772.64 13822.37 14561.94 15248.62 13894.45
e´cart-type 104.65 104.51 122.85 411.44 232.81 151.03
Temps (s) 167.96 165.19 183.04 81.37 10.03 75.91
e´cart-type 61.80 57.58 96.61 31.17 0.34 29.94
Rempl. s=0,5 Rempl. s=0,6 Rempl. s=0,7 Rempl. s=0,8 Rempl. s=0,9 Rempl. s=1
− ln(L) 13863.67 13837.30 13831.47 13877.39 13865.16 13931.56
e´cart-type 129.22 133.93 136.45 115.39 145.57 151.48
Temps (s) 81.27 101.76 111.10 85.69 102.53 71.68
e´cart-type 59.68 54.92 68.19 52.23 70.57 42.89
TAB. 6.12 – Moyenne et e´cart-type de − ln(L) et du temps de calcul obtenus avec divers types de se´lection
pour le GA. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
la se´lection par rang, pour laquelle la p-valeur vaut 0,06 et 0,07 par rapport a` la se´lection par
ame´lioration et a` la se´lection du meilleur respectivement.
Ces trois types de se´lection devraient donc eˆtre privile´gie´s, quoique la se´lection du meilleur
uniformise les individus de la population a` chaque ite´ration de l’algorithme, ce qui risque de bloquer
celui-ci dans un optimum local. Cela ne preˆte pas a` conse´quence sur un set de donne´es de cette taille,
mais il est sans doute bon de garder un peu de varie´te´ dans la population de`s lors que l’on travaille
sur des sets de donne´es plus grand.
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6.1.4 Parame`tres teste´s sur le CP
Le nombre de populations e´voluant en paralle`le, ainsi que la taille de celles-ci, le type de consen-
sus, la se´lection des ope´rateurs par rapport au consensus, et enfin le niveau de tole´rance ont e´te´ teste´s
pour le CP.
Nombre et taille de population
La figure 6.11 montre l’e´volution de la vraisemblance lors d’un CP avec 2, 3, 4 et 5 popula-
tions, pour diverses tailles de populations. Les moyennes des vraisemblances finales et des temps de
recherche sont montre´s figure 6.12 (valeurs donne´es table 6.14).
Si l’on voit que le temps de recherche augmente proportionnellement au nombre d’individus
dans les populations (comme pour le GA), il est difficile d’apre`s les graphiques, et les valeurs, de
tirer une conclusion quant au nombre d’individus approprie´ a` chaque taille de me´tapopulation. Un
test de Mann-Whitney a donc e´te´ fait pour chaque paire de distributions possible des vraisemblances
finales obtenues avec 2, 3, 4 et 5 populations. Les p-valeurs de ces tests sont donne´es table 6.15.
Presqu’aucune des moyennes n’est significativement diffe´rente de celles obtenues avec le meˆme
nombre et une taille diffe´rente de population.
(a) 2 populations (b) 3 populations (c) 4 populations
(d) 5 populations
FIG. 6.11 – Evolution de − ln(L) pour diffe´rents nombres et diffe´rentes
tailles de populations pour le CP (moyenne sur 50 re´plicats). (a) 2 po-
pulations, (b) 3 populations, (c) 4 populations et (d) 5 populations. La
droite horizontale trace´e en noir correspond a` − ln(L) du vrai arbre phy-
loge´ne´tique.
L’influence du nombre de populations a e´te´ teste´e en comparant les re´sultats obtenus pour 2,
3, 4 et 5 populations de 4 individus chacune. Les re´sultats sont montre´s figure 6.13 (valeurs : voir
table 6.14). A nouveau, des tests de Mann-Whitney ont e´te´ faits, et les p-valeurs sont donne´es table
6.16. Seule la diffe´rence entre la moyenne pour 2 populations et 4 populations est infe´rieur a` 0,05.
Comme pour le nombre d’individus, il est impossible de tirer une conclusion quant a` la taille de la
me´tapopulation donnant le meilleur re´sultat.
Ces tests n’ont donc pas permis de tirer une conclusion quant a` la meilleure combinaison (nombre
de populations - taille des populations). Il est fort possible que sur des donne´es plus grandes, des
diffe´rences apparaissent plus clairement.
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(a) 2 populations (b) 3 populations (c) 4 populations
(d) 5 populations
FIG. 6.12 – Moyenne et e´cart-type de − ln(L) (en bleu - axe de gauche),
et moyenne du temps de recherche moyen (en rouge - axe de droite) ob-
tenus avec diffe´rents nombres et diffe´rentes tailles de populations pour le
CP. (a) 2 populations, (b) 3 populations, (c) 4 populations et (d) 5 popu-
lations.
2 pop. 2 ind. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
− ln(L) 13950.00 13878.03 13900.13 13864.15 13844.64 13842.81 13852.54 13860.67
e´cart-type 143.11 124.08 113.60 115.55 103.18 100.47 107.72 95.05
Temps (s) 75.98 119.39 154.92 199.07 217.95 266.05 289.81 367.77
e´cart-type 25.20 29.75 48.00 57.51 53.25 59.30 98.89 92.69
3 pop. 2 ind. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
− ln(L) 13894.70 13915.08 13869.51 13895.90 13877.47 13875.95 13863.70 13886.71
e´cart-type 123.85 114.10 91.34 130.94 136.89 105.43 111.92 120.83
Temps (s) 95.78 165.63 222.30 257.22 314.93 374.52 434.50 583.28
e´cart-type 29.79 53.88 67.86 72.15 91.53 107.83 118.01 156.76
4 pop. 2 ind. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
− ln(L) 13905.11 13869.10 13845.47 13876.62 13859.36 13882.90 13861.85 13850.83
e´cart-type 135.49 118.91 121.95 106.27 112.34 129.36 120.15 97.47
Temps (s) 121.96 201.53 262.22 363.81 435.69 503.78 630.95 734.78
e´cart-type 35.82 63.65 82.34 93.28 120.26 150.20 161.64 184.71
5 pop. 2 ind. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
− ln(L) 13906.82 13868.88 13891.24 13892.46 13869.70 13896.61 13854.65 13846.48
e´cart-type 122.05 110.41 117.21 118.30 120.08 98.35 103.65 120.70
Temps (s) 147.83 264.34 351.53 455.18 530.97 620.57 681.56 861.85
e´cart-type 47.17 77.01 102.77 128.06 129.01 163.97 183.14 244.40
TAB. 6.14 – Moyenne et e´cart-type de − ln(L) et du temps de calcul obtenus avec diffe´rents nombres et
diffe´rentes tailles de populations pour le CP. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
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2 pop. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
2 ind. 0.010 0.13 2.04× 10−3 1.32× 10−4 5.59× 10−5 4.44× 10−4 4.22× 10−4
3 ind. 0.30 0.75 0.21 0.21 0.42 0.64
4 ind. 0.093 0.0096 0.0065 0.046 0.044
5 ind. 0.32 0.32 0.57 0.85
6 ind. 0.88 0.64 0.38
7 ind. 0.62 0.33
8 ind. 0.67
3 pop. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
2 ind. 0.22 0.53 0.77 0.49 0.70 0.38 0.96
3 ind. 0.049 0.58 0.11 0.097 0.046 0.31
4 ind. 0.18 0.93 0.77 0.79 0.45
5 ind. 0.27 0.36 0.15 0.57
6 ind. 0.84 0.76 0.59
7 ind. 0.67 0.62
8 ind. 0.36
4 pop. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
2 ind. 0.33 0.057 0.47 0.16 0.77 0.099 0.068
3 ind. 0.30 0.83 0.52 0.63 0.61 0.42
4 ind. 0.15 0.65 0.15 0.69 0.79
5 ind. 0.34 0.81 0.31 0.22
6 ind. 0.19 0.87 0.67
7 ind. 0.24 0.099
8 ind. 0.98
5 pop. 3 ind. 4 ind. 5 ind. 6 ind. 7 ind. 8 ind. 10ind.
2 ind. 0.091 0.49 0.41 0.11 0.56 0.015 0.014
3 ind. 0.31 0.36 0.89 0.15 0.37 0.25
4 ind. 0.91 0.37 0.84 0.087 0.051
5 ind. 0.33 0.74 0.092 0.058
6 ind. 0.17 0.41 0.34
7 ind. 0.027 0.028
8 ind. 0.66
TAB. 6.15 – P-valeurs d’un test de Mann-Whitney permettant de comparer les moyennes des distributions des
− ln(L) obtenus avec diffe´rents nombres et diffe´rentes tailles de populations pour le CP
(a) (b)
FIG. 6.13 – (a) Evolution de − ln(L) en fonction du temps (moyenne sur 50 re´plicats) et (b) moyenne et e´cart-
type de− ln(L) (en bleu - axe de gauche) et moyenne du temps de calcul (en rouge - axe de droite) obtenus avec
diffe´rents nombres de populations de 4 individus pour le CP. La droite horizontale trace´e en noir correspond a`
− ln(L) du vrai arbre phyloge´ne´tique.
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3 pop. 4 pop. 5 pop.
2 pop. 0.10 0.024 0.72
3 pop. 0.30 0.32
4 pop. 0.066
TAB. 6.16 – P-valeurs d’un test de Mann-Whitney
permettant de comparer les moyennes des distribu-
tions de − ln(L) obtenus avec diffe´rents nombres de
populations de 4 individus pour le CP
Type de consensus
L’e´volution de la vraisemblance avec les consensus de type strict et stochastique est montre´e
figure 6.14. Ce graphique ne montre pas de diffe´rence e´vidente, le consensus stochastique semble
simplement atteindre un plateau de vraisemblance un peu plus vite que le consensus strict. Les
moyennes de vraisemblances finales obtenues avec ces deux consensus sont en effet fort proches
(table 6.17). Ceci est confirme´ par un test de Mann-Whitney (p-valeur = 0,63).
FIG. 6.14 – Evolution de la vraisemblance
en fonction du temps (moyenne sur 50
re´plicats) obtenue avec les deux types de
consensus du CP. La droite horizontale
trace´e en noir correspond a` la vraisem-
blance du vrai arbre phyloge´ne´tique.
Cons. strict Cons. stoch.
− ln(L) 13891.93 13885.96
e´cart-type 110.60 96.88
Temps (s) 360.05 322.37
e´cart-type 98.81 93.33
TAB. 6.17 – Vraisemblance et temps de calcul
moyens (avec e´carts-type) obtenus avec les deux
types de consensus du CP. (− ln(L) du vrai arbre
phyloge´ne´tique = 13437,5235.)
Se´lection des ope´rateurs par rapport branches consensus
Lorsque la se´lection des ope´rateurs par rapport aux branches consensus est supervise´e, les re´sultats
sont visiblement meilleurs que lorsque la se´lection est aveugle (figure 6.15 et table 6.18). Ceci est
confirme´ par un test de Mann-Whitney (p-valeur = 0,015), montrant que la moyenne des vraisem-
blances finales pour la se´lection supervise´e est significativement supe´rieure a` la moyenne des vrai-
semblances finales pour la se´lection aveugle. Le temps de recherche semble e´galement plus court
avec la se´lection supervise´e. Il est cependant possible qu’avec un set de donne´es plus important,
la se´lection supervise´e ralentisse l’algorithme. En effet, ici, il est fort probable que de nombreuses
branches consensus apparaissent tre`s toˆt dans l’algorithme, vu l’espace des solutions re´duit, et il vaut
donc la peine de superviser la se´lection des ope´rateurs de`s le de´but. Pour des sets de donne´es plus
grand par contre, des branches consensus apparaıˆtront plus tard dans l’algorithme, et de nombreux
calculs seront fait de`s le de´but pour savoir quels ope´rateurs peuvent encore eˆtre applique´s aux arbres
alors que la probabilite´ de choisir par hasard un ope´rateur cassant une branche consensus restera tre`s
faible (voir nulle) pendant longtemps.
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FIG. 6.15 – (a) Evolution de la vraisem-
blance en fonction du temps (moyenne sur
50 re´plicats) et (b) vraisemblance et temps
de calcul moyens obtenus avec les deux
types de se´lection des ope´rateurs par rap-
port aux branches consensus du CP. La
droite horizontale trace´e en noir corres-
pond a` la vraisemblance du vrai arbre phy-
loge´ne´tique. DEF : se´lection par de´faut,
c’est-a`-dire supervise´e. BLIND : se´lection
aveugle des ope´rateurs.
Cons. strict Cons. stoch.
− ln(L) 13845.47 13912.60
e´cart-type 121.95 134.40
Temps (s) 262.22 290.08
e´cart-type 82.34 80.14
TAB. 6.18 – Vraisemblance et temps de calcul
moyens (avec e´carts-type) obtenus avec les deux
types de se´lection des ope´rateurs par rapport aux
branches consensus du CP. (− ln(L) du vrai arbre
phyloge´ne´tique = 13437,5235.)
Tole´rance
Les niveaux de tole´rance de 5% et 50% se de´tachent nettement des autres niveaux en terme
de vraisemblance finale (figure 6.16 et table 6.19, confirme´ par des test de Mann-Whitney, table
6.20). C’est assez e´tonnant. On retrouve vraiment deux « groupes » de vraisemblances finales, et
les niveaux de tole´rance dans chacun de ces groupe n’est pas vraiment cohe´rent. On se serait plutoˆt
attendu a` de bons re´sultat pour une basse tole´rance, et une de´gradation de ces re´sultats au fur et a`
mesure que le niveau de tole´rance monte. Et les e´carts-type sont du meˆme ordre pour tous les niveaux
de tole´rance ; par conse´quent, il ne s’agit sans doute pas d’un artefact duˆ au manque de donne´es. Il
serait donc inte´ressant de mener d’autres test afin de comprendre ces re´sultats.
Tole´rance 0% 5% 10% 20% 50% 70%
− lnL 14181.99 13904.48 14177.95 14167.92 13864.91 14136.08
e´cart-type 130.57 100.92 107.32 106.92 116.70 139.97
Temps (s) 336.30 311.70 349.49 353.73 428.15 515.89
e´cart-type 88.32 97.69 106.63 107.26 152.71 160.25
TAB. 6.19 – Vraisemblance et temps de calcul moyens (avec e´carts-type) obtenus avec diffe´rents niveaux de
tole´rance pour le CP. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
Dans l’imme´diat, la tole´rance a` 5% semble la plus indique´e, car les re´sultats sont aussi bons que
pour 50% mais le temps de recherche semble plus court.
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(a) (b)
FIG. 6.16 – (a) Evolution de la vraisemblance en fonction du temps (moyenne sur 50 re´plicats) et (b) vraisem-
blance et temps de calcul moyens obtenus avec diffe´rents niveaux de tole´rance pour la CP. La droite horizontale
trace´e en noir correspond a` la vraisemblance du vrai arbre phyloge´ne´tique.
Tole´rance 5% 10% 20% 50% 70%
0% 6.22× 10−15 0.83 0.45 1.11× 10−15 0.082
5 % 5.97× 10−16 4.50× 10−16 0.10 8.97× 10−13
10% 0.47 < 10−15 0.069
20% 2.22× 10−16 0.21
50% 1.92× 10−14
TAB. 6.20 – P-valeurs d’un test de Mann-Whitney permettant de comparer les moyennes des distributions des
vraisemblances obtenus avec diffe´rents niveaux de tole´rance pour le CP
6.2 Comparaison des heuristiques
Les quatre heuristiques ont e´te´ parame´tre´es d’apre`s les re´sultats des tests ci-dessus, puis teste´es
a` la fois sur le meˆme set de donne´es simule´ que pre´ce´demment, ainsi que sur le set de donne´es
re´elles, dont la taille (111 taxa× 3679 caracte`res) correspond plus aux sets de donne´es pour lesquels
MetaPIGA a e´te´ cre´e´.
Les parame`tres ge´ne´raux utilise´s sont les suivants : arbre(s) de de´part construit(s) par Loose
Neighbour-Joining (10%), ope´rateur BLM de´sactive´ et ope´rateurs se´lectionne´s selon des fre´quences
dynamiques.
Pour le SA, le cooling schedule choisi est Lundy, avec de´cre´ment toutes les 10 ame´liorations
ou 100 diminutions de la vraisemblance et remise a` T0 apre`s 300 de´cre´ments. ∆L vaut 0,1% de la
vraisemblance de l’arbre construit par NJ.
Le GA travaille avec une population de 6 individus, a` laquelle est applique´e une se´lection par
ame´lioration.
Quant au CP, il utilise 4 populations de 4 individus, une se´lection par ame´lioration et un consen-
sus stochastique. La se´lection des ope´rateurs est supervise´e.
Tous les autres parame`tres sont les meˆmes que les parame`tres par de´faut utilise´s pour les tests et
de´crits section 5.2.1.
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6.2.1 Donne´es simule´es
La figure 6.17 montre les re´sultats obtenus pour la comparaison des heuristiques avec les donne´es
simule´es, et les valeurs moyennes des vraisemblances finales ainsi que les temps de recherche sont
donne´s table 6.21.
Le GA trouve les arbres de plus haute vraisemblance, tandis que le SA donnent visiblement les
moins bons re´sultats (tests de Mann-Whitney effectue´s pour comparer les moyennes, re´sultats table
6.22). Le SA semble de plus s’arreˆter tre`s toˆt, et bien avant d’avoir atteint un plateau, comme on peut
en observer un pour les trois autres heuristiques. Peut-eˆtre la condition d’arreˆt utilise´e n’est-elle pas
adapte´e pour cette heuristique en particulier. Le CP est moins bon que le GA, mais meilleur que le
HC, quoique cela soit a` peine significatif.
Le CP semble donc a` la fois eˆtre plus lent et donner de moins bons re´sultats que le GA , ce
qui est en contradiction avec les re´sultats pre´sente´s lors de la sortie de la premie`re version de Meta-
PIGA (Lemmon and Milinkovitch, 2002). Cependant, le test pre´sente´ dans cet article a e´te´ fait sur
des donne´es comprenant 80 taxa, et non 20, et d’autres tests montrent que le metaGA ne devient plus
efficace que les autres heuristiques que pour de grands sets de donne´es.
Les tre`s bons re´sultats obtenus par HC sont aussi a` imputer a` la taille re´duite des donne´es. L’es-
pace des solutions e´tant tre`s re´duit, il y a e´videmment moins de pics de vraisemblances ne corres-
pondant pas a` l’optimum global dans lesquels l’algorithme pourrait rester bloque´.
Le SA, qui est suppose´ eˆtre au moins aussi bon que le HC, donne de tre`s mauvais re´sultats. Soit
la condition d’arreˆt est atteinte trop toˆt, soit trop de diminutions de la vraisemblance sont accepte´es
par l’algorithme. Quoi qu’il en soit, le parame`trage de cette heuristique ne´cessite visiblement des
tests supple´mentaires.
Quant au GA, sa faculte´ a` e´viter les optimum locaux semble lui permettre d’infe´rer des arbres
de plus haute vraisemblance que les autres heuristiques. Cela se fait cependant au de´triment de la
rapidite´ : le HC e´tant plus de 3 fois plus rapide que le GA.
(a) (b)
FIG. 6.17 – (a) Evolution de − ln(L) en fonction du temps (moyenne sur 50 re´plicats) et (b) moyenne et e´cart-
type de− ln(L) (en bleu - axe de gauche) et moyenne du temps de calcul (en rouge - axe de droite) obtenus pour
les quatre heuristiques avec les donne´es simule´es. La droite horizontale trace´e en noir correspond a` − ln(L) du
vrai arbre phyloge´ne´tique.
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Heuristique HC SA GA CP
− ln(L) 13931.63 14072.12 13802.07 13882.08
e´cart-type 114.52 214.60 95.43 112.62
Temps (s) 36.40 19.75 124.04 357.32
e´cart-type 9.80 7.66 37.61 96.34
TAB. 6.21 – Moyenne et e´cart-type de − ln(L) et du temps de calcul obtenus avec les diffe´rentes heuristiques
pour le set de donne´es simule´. (− ln(L) du vrai arbre phyloge´ne´tique = 13437,5235.)
Heuristique SA GA CP
HC 3.42× 10−4 3.85× 10−8 0.025
SA 7.80× 10−12 1.24× 10−6
GA 7.03× 10−4
TAB. 6.22 – P-valeurs d’un test de
Mann-Whitney permettant de compa-
rer les moyennes des distributions des
− ln(L) obtenus avec les diffe´rentes
heuristiques pour le set de donne´es si-
mule´.
6.2.2 Donne´es re´elles
La figure 6.18 montre les re´sultats obtenus pour la comparaison des heuristiques applique´es aux
donne´es re´elles (moyennes des vraisemblances finales et des temps de calculs donne´s table 6.23). Le
CP donne de bien meilleurs re´sultats que sur les donne´es simule´es ; il semble en effet meilleur que
le HC et le GA, lesquels donnent a` peu pre`s les meˆmes re´sultats.
Quant au SA, il atteint tre`s rapidement la condition d’arreˆt, a` tel point qu’on ne le voit pas sur
la figure 6.18(a), montrant l’e´volution de la vraisemblance en fonction du temps pour les quatre
heuristiques. Cela confirme les re´sultats obtenus avec les donne´es simule´es : avec les parame`tres
actuels, le SA ne fonctionne pas bien du tout.
(a) (b)
FIG. 6.18 – (a) Evolution de − ln(L) en fonction du temps (moyenne sur 50 re´plicats) et (b) moyenne et e´cart-
type de − ln(L) (en bleu - axe de gauche) et moyenne du temps de calcul (en rouge - axe de droite) obtenus
pour les quatre heuristiques avec les donne´es re´elles.
Les tests de Mann-Whitney montrent que les re´sultats du CP sont bien significativement supe´rieurs
aux re´sultats des autres heuristiques, mais aussi que les re´sultats du GA sont significativement
supe´rieurs a` ceux du HC. On s’attendait cependant a` ce que le HC donne de beaucoup moins bon
re´sultats, a fortiori apre`s avoir constate´ que meˆme sur un petit set de donne´es, le GA donnait de
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Heuristique HC SA GA CP
− ln(L) 164993.86 192450.24 164056.77 162501.62
e´cart-type 850.52 828.43 465.76 289.65
Temps (s) 4174.31 113.51 16879.71 148509.36
e´cart-type 738.63 29.05 4724.06 39786.38
TAB. 6.23 – Moyenne et e´cart-type de − ln(L) et du temps de calcul obtenus avec les diffe´rentes heuristiques
pour le set de donne´es re´elles.
meilleurs re´sultats que le HC.
Un autre re´sultat e´tonnant est l’e´volution de la vraisemblance pour le GA et le CP. D’apre`s les
re´sultats pre´sente´s dans (Lemmon and Milinkovitch, 2002) (figure 6.19), le CP devrait atteindre un
plateau plus rapidement que le GA. Or ici, on voit que la vraisemblance monte tre`s lentement pour
le CP, et beaucoup plus vite pour le GA. Il est possible que la cause de ces re´sultats e´tonnants soit le
manque de donne´es, puisque seuls 10 re´plicats ont pu eˆtre faits sur les donne´es re´elles.
Heuristique SA GA CP
HC 1.08× 10−5 2.88× 10−3 1.08× 10−5
SA 1.08× 10−5 1.08× 10−5
GA 1.08× 10−5
TAB. 6.24 – P-valeurs d’un test de
Mann-Whitney permettant de compa-
rer les moyennes des distributions des
− ln(L) obtenus avec les diffe´rentes
heuristiques pour le set de donne´es
re´elles.
FIG. 6.19 – (Lemmon and Milinkovitch, 2002) (a) scores (ln(L)) optimise´s et non optimise´s en fonction du
temps pour le GA et le CP (80 taxa). L’aste´risque indique a` quel moment la condition d’arreˆt a e´te´ atteinte
(condition d’arreˆt : tous les ope´rateurs applicables sans casser le consensus ont e´te´ tente´s et aucun n’ame´liore la
vraisemblance pour le meilleur arbre de chaque population). (b) Evolution de ln(L) en fonction du temps pour
quatre population e´voluant en paralle`le sans interagir (320 taxa). La fle`che rouge indique le moment a` partir
duquel l’une des populations a pu utiliser l’informations venant des autres poulations pour utiliser le CP, et la
courbe rouge repre´sente l’e´volution de ln(L) pour cette population particulie`re.
Chapitre 7
Conclusion et perspectives
7.1 Conclusion
A partir des tests effectue´s sur certains parame`tres des diffe´rentes heuristiques, on peut tirer
quelques conclusions, pre´sente´es ci-apre`s.
Il est important de garder a` l’esprit que ces conclusions ne sont valables que pour un set de
donne´es relativement re´duit, alors que MetaPIGA a e´te´ cre´e´ pour re´pondre au besoin de programmes
d’infe´rence phyloge´ne´tique capables de traiter des donne´es volumineuses.
En ce qui concerne le choix des arbres de de´part des algorithmes, commencer avec l’arbre
construit par NJ semble donner les meilleurs re´sultats, pour les quatres heuristiques.
La longueur des branches terminales a visiblement une influence importante sur la vraisemblance
des arbres, mais est aussi sujette au phe´nome`ne d’over-fitting, pouvant e´ventuellement amener a` eˆtre
bloque´ dans un optimum local qui soit loin de l’optimum global.
Quant a` la se´lection des ope´rateurs selon des fre´quences dynamiques, cela ne semble pas donner
de meilleurs re´sultat que la se´lection des ope´rateurs au hasard.
Pour les parame`tres du recuit simule´, le cooling schedule Lundy donne les meilleurs vraisem-
blances finales parmi les huit cooling schedules teste´s. En ce qui concerne la diminution de la
tempe´rature et sa remise a` T0, aucune option ne donne de re´sultat significativement supe´rieurs aux
autres, mais une diminution toutes les 10 ame´liorations ou 100 diminutions de la tempe´rature et une
remise a` T0 apre`s 300 de´cre´ments semblent re´duire le temps de recherche de l’arbre. Quant au calcul
de ∆L, avec la pe´riode de « burn-in », on a de bien moins bons re´sultats qu’en prenant ∆L = 0, 1%
de la vraisemblance de l’arbre construit par NJ.
Pour les parame`tres teste´s avec l’algorithme ge´ne´tique, de bons re´sultats peuvent eˆtre obtenus
avec 6 individus dans la population. Il est possible d’en avoir de meilleurs mais le temps de recherche
est alors conside´rablement allonge´, sans re´elle certitude de faire mieux. Pour le type de se´lection,
les se´lections par ame´lioration et par rang semblent les plus indique´es. La se´lection du meilleur
donne d’aussi bons re´sultats mais uniformise la population et pourrait donc avoir tendance a` bloquer
l’algorithme dans un optimum local, a fortiori pour de grand sets de donne´es.
Enfin les tests effectue´s sur le nombre et la taille des populations d’un consensus pruning, ainsi
que sur le type de consensus utilise´ n’a pas permis de tirer de conclusions fermes quant aux meilleurs
parame`tres. Il semble par contre que la se´lection supervise´e des ope´rateurs donne de meilleurs
re´sultats que la se´lection aveugle, et qu’un niveau de tole´rance de 5% (ou 50%, mais le temps de
recherche est alors plus long) soit le plus efficace.
La comparaison des diffe´rentes heuristiques n’est pas particulie`rement concluante.
Sur les donne´es simule´es, le GA donne les meilleurs re´sultats, suivi par le CP (plus de deux fois
plus lent que le GA) puis le HC (trois fois plus rapide). Par contre, pour les donne´es re´elles, c’est
le CP qui, comme attendu, donne les meilleurs re´sultats. Il est cependant tre`s lent par rapport aux
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autres heuristiques. Par ailleurs, le HC donne encore de tre`s bons re´sultats alors que l’on s’attendait
a` ce que, sur des donne´es aussi volumineuses, il soit bloque´ dans un optimum local bien en-dec¸a` de
celui atteint par le GA ou le CP. L’algorithme de SA, quant a` lui, donne de tre`s mauvais re´sultats
et semble atteindre tre`s rapidement la condition d’arreˆt a` la fois pour les donne´es simule´es et les
donne´es re´elles.
7.2 Discussion
Une premie`re remarque ge´ne´rale est qu’e´tant donne´ le temps imparti pour re´aliser ce travail, et
le temps de calcul ne´cessaire aux algorithmes, seuls 50 re´plicats ont pu eˆtre faits pour chaque pa-
rame`tre teste´. Les re´sultats obtenus ne sont par conse´quent pas tre`s fiables.
Ensuite, l’utilisation d’un seul set de donne´es, de surcroıˆt assez re´duit, rend ces re´sultats presque
inexploitables de`s qu’on sort un tant soit peu du cadre fixe´ par ce set de donne´es. Si l’on examine
certains parame`tres teste´s, et les re´sultats qu’ils ont produits, on peut montrer qu’un risque important
existe pour qu’avec un set de donne´es plus grands, les re´sultats soient assez diffe´rents.
Pour commencer, examinons le choix des arbres de de´part. Les re´sultats semblent indiquer qu’il
est pre´fe´rable d’initialiser les algorithmes avec un arbre construit par Neighbour-Joining. L’algo-
rithme de NJ donne de tre`s bons re´sultats pour les petits sets de donne´es, ce qui explique les re´sultats
observe´s. Mais cet algorithme est moins performant pour l’infe´rence de grandes phyloge´nies. Il
est donc fort possible que pour des sets de donne´es plus grands, le NJ bloque l’algorithme dans
un optimum local qui ne soit pas aussi proche du vrai arbre que pour ce set de donne´es-ci. Par
conse´quent, il serait sans doute mieux, pour des donne´es plus volumineuses, d’introduire du hasard
dans la construction des arbres de de´part, et donc d’utiliser plutoˆt le Loose Neighbour-Joining.
Ensuite, concernant la se´lection des ope´rateurs. Une se´lection au hasard semble tout aussi bonne
qu’une se´lection selon des fre´quences dynamiques. Mais il est fort possible que ce soit la taille
des donne´es qui donne ces re´sultat. Avec un set de donne´es plus grand, les ope´rateurs auraient
plus de temps pour ajuster leur fre´quence en fonction de leur efficacite´, et on pourrait donc voir
une ame´lioration des re´sultats avec les fre´quences dynamiques, ou simplement une acce´le´ration du
temps de recherche par rapport a` la se´lection des ope´rateurs au hasard.
Pour le recuit simule´, la remise re´gulie`re de la tempe´rature a` sa valeur initiale ne semble pas
donner de meilleurs re´sultats que lorsque la tempe´rature ne fait que de´croıˆtre. Mais si on augmente
la taille des donne´es, l’espace des solutions grandit e´galement, et de manie`re exponentielle. En re-
mettant la tempe´rature a` sa valeur initiale, on permet a` l’algorithme de repartir explorer l’espace des
solutions apre`s avoir explore´ localement le pic sur lequel il e´tait. Il paraıˆt donc e´vident que cette
possibilite´ pourrait prendre de l’importance avec un espace des solutions plus grand.
Le meˆme argument est valable concernant la se´lection applique´e a` la population pour l’algo-
rithme ge´ne´tique. La se´lection du meilleur semble donner de tre`s bons re´sultats, mais l’uniformi-
sation, a` chaque ite´ration, de la population risque de bloquer l’algorithme dans un optimum local.
Lequel optimum local a une probabilite´ plus e´leve´e d’eˆtre e´galement optimum global dans un espace
des solution pour une vingtaine de taxa que pour une centaine de taxa.
Enfin, le consensus pruning a e´te´ cre´e´ pour eˆtre applique´ a` de grands sets de donne´es. Son inte´reˆt
e´tant d’une part que la se´lection applique´e aux individus dans chaque population peut eˆtre forte, car
la collaboration des populations empeˆche l’algorithme de tomber dans un optimum local, d’autre
part que la cre´ation de branches consensus incassables semble pouvoir acce´le´rer l’algorithme, en
particulier pour de grandes phyloge´nies. Cela pourrait expliquer pourquoi on n’a pu tirer presque
aucune conclusion quant aux parame`tres teste´s sur un petit set de donne´es.
Concernant les comparaisons des heuristiques, deux remarques importantes sont a` retenir. Tout
d’abord, les tests de parame´trage ayant e´te´ faits sur le set de donne´e simule´es, les parame`tres utilise´s
sont sans doute plus adapte´s a` des donne´es de petites tailles, malgre´ que l’arbre de de´part choisi
ait e´te´ le LNJ pour e´viter de tomber trop vite dans l’optimum local proche de l’arbre NJ, et que
les ope´rateurs ait e´te´ se´lectionne´s selon des fre´quences dynamiques (les algorithmes prenant plus
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de temps sur les donne´es re´elles et laissant donc aussi plus de temps aux fre´quences de s’ajuster).
Ensuite, le petit nombre de re´plicats faits, en particulier pour les donne´es simule´es, rend les re´sultats
assez peu fiables.
Ne´anmoins, force est de reconnaıˆtre que les re´sultats obtenus ne ressemblent pas a` ce que l’on
attendait. Le CP semble beaucoup trop lent avec les donne´es re´elles, et le HC donne de meilleurs
re´sultats qu’attendu, a` moins que ce ne soit le GA et le CP qui ne donnent des re´sultats moins bons
qu’attendu, difficile de trancher.
7.3 Perspectives
Etant donne´es sa porte´e re´duite, ce travail doit eˆtre conside´re´ comme une e´tude pre´liminaires des
fonctionnalite´s et performances de MetaPIGA. Ici sont pre´sente´es quelques pistes a` explorer pour de
futures recherches sur les performances de ce programme.
Pour commencer, tous les parame`tres (incluant ceux teste´s ici, ceux qui n’ont pas e´te´ teste´s
lors de ce travail, et ceux qui ne sont pas encore imple´mente´s) devraient eˆtre teste´s sur diffe´rents sets
de donne´es : des donne´es re´elles et des donne´es simule´es ; de moyennes, grandes, et tre`s grandes
phyloge´nies ; ainsi que des phyloge´nies pre´sentant des particularite´s dont on sait qu’elles rendent
l’infe´rence phyloge´ne´tique particulie`rement facile ou difficile. Une fois le parame´trage fini, de nou-
velles comparaisons des heuristiques pourront eˆtre re´alise´es.
Ensuite, il me semble important d’examiner le rapport qu’il pourrait y avoir entre les valeurs de
support des branches de l’arbre consensus construit a` partir de plusieurs re´plicats, et les probabi-
lite´s poste´rieures donne´es par les me´thodes Bayesiennes, ainsi que les valeurs de support ge´ne´re´es
par bootstrap. Et par conse´quent, il est essentiel de ve´rifier si les valeurs de support sont biaise´es
de la meˆme manie`re que semblent l’eˆtre les probabilite´s poste´rieures, notamment en appliquant a`
MetaPIGA les meˆmes tests que ceux fait sur MrBayes (voir section 4.3.1).
Enfin, il sera inte´ressant de comparer les performances de MetaPIGA a` celles re´alise´es par
d’autres programmes d’infe´rence phyloge´ne´tiques, en particulier MrBayes, qui est actuellement le
plus utilise´, et GARLI, qui utilise aussi un algorithme ge´ne´tique.
Liste des abbre´viations utilise´es
ADN Acide de´soxyribonucle´ique
ARN Acide ribonucle´ique
JC Jukes-Cantor
HKY85 Hasegawa-Kishino-Yano (1985)
TN93 Tamura-Nei (1993)
GTR General Time Reversible
K2P Kimura-2-parame`tres
NJ Neighbour-Joining
HC Hill-Climbing
UPGMA Unweight Pair Group Method with Arithmetic mean
SA Recuit Simule´
GA Algorithme Ge´ne´tique
CP Consensus Pruning
MCMC Chaıˆne de Markov Monte Carlo
MH Metropolis-Hastings
BLM Mutation de la longueur des branches
BLMINT Mutation de la longueur des branches internes
TXS Echange de taxa
STS Echange de sous-arbres
SPR De´tachement et rattachement d’un sous-arbre
TBR Division et reconnection d’un arbre
NNI Echange des plus proches voisins
RPM Mutation des parame`tres de taux de substitution
GDM Mutation du parame`tre de la distribution gamma
PIM Mutation de la proportion d’invariants
LNJ Loose Neighbour-Joining
MetaGA algorithme ge´ne´tique me´tapopulationnel
B&B Branch and Bound
(MC3) Metropolis-coupled MCMC
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