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Abstract
In this paper we study the spatial behavior of the steady-state solutions for the approach of thin
thermoelastic plates developed by Lagnese and Lions [J.E. Lagnese, J.-L. Lions, Modelling, Analy-
sis and Control of Thin Plates, Collection RMA, vol. 6, Masson, Paris, 1988]. The model leads
to a coupled complex system of partial differential equations, one of fourth order in terms of the
amplitude of the vertical deflection and the other of second-order in terms of the amplitude of tem-
perature field. Coupling in an appropriate way the two equations in an integral identity we are able
to identify some cross-sectional line integral measures associated with the amplitudes of the verti-
cal deflection and temperature vibrations, provided that the exciting frequency is less than a certain
critical frequency. Furthermore, we are able to establish a second-order differential inequality whose
integration furnishes a Saint-Venant type decay estimate for a bounded strip and an alternative of
Phragmén–Lindelöf type for a semi-infinite strip. The critical frequency is individuated by means of
the use of some Wirtinger and Knowles inequalities.
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Throughout this paper we will consider the theory of thermoelastic plates developed by
Lagnese and Lions [1]. The reader is referred to [1, Chapter I] for a heuristic derivation of
the model, while here we summarize the basic boundary value problem as it is considered
by Lagnese [2].
Throughout this section we assume that Ω is a bounded, open, connected set in R2
having a Lipschitz continuous boundary Γ . We assume that Γ = Γ¯1 ∪ Γ2, where Γ1 and
Γ2 are relatively open, nonempty, disjoint subsets of Γ . We denote by ν = (ν1, ν2) the unit
normal vector to Γ pointing out of Ω (when it exists). Let T > 0, and set Q = Ω × (0, T ),
Σ = Γ × (0, T ), Σ1 = Γ1 × (0, T ) and Σ2 = Γ2 × (0, T ). We consider the following
boundary value problem coming from the approach describing the small vibrations of a
thin, homogeneous, isotropic thermoelastic plate of uniform thickness [2]:
w¨ − γ∆w¨ + ∆∆w + ε∆θ = f in Q, (1.1)
β1θ˙ − ∆θ + β2θ − εβ3∆w˙ = g in Q, (1.2)
w = ∂w
∂ν
= 0 on Σ1, (1.3)
∆w + (1 − µ)B1w + εθ = v1 on Σ2,
∂∆w
∂ν
+ (1 − µ)∂B2w
∂τ
− γ ∂w¨
∂ν
+ ε ∂θ
∂ν
= v2 on Σ2, (1.4)
∂θ
∂ν
+ λθ = λθ˜ on Σ, λ 0, (1.5)
where
B1w = 2ν1ν2 ∂
2w
∂x1∂x2
− ν21
∂2w
∂x22
− ν22
∂2w
∂x21
,
B2w =
(
ν21 − ν22
) ∂2w
∂x1∂x2
+ ν1ν2
(
∂2w
∂x22
− ∂
2w
∂x21
)
. (1.6)
In the above system, w describes the vertical deflection of the middle plane of the plate
from its equilibrium position (assumed to be the region Ω of the (x1, x2)-plane), and θ
represents a measure of the heat flux through the middle plane. The various parameters
which appear have the following expressions:
γ = h
2
12
, ε = α 1 + µ
2
, β1 = 1

√
D
ρh
,
β2 = 12
h2
(
hλ1
2
+ 1
)
, β3 = 2η1 + µ
√
D
ρh
, (1.7)
where ρ > 0 is the mass density, D > 0 is the flexural rigidity, µ ∈ (0, 12 ) is Poisson’s ratio,
α > 0,  > 0, η > 0 and λ1  0 are various independent thermal parameters. Moreover,
f describes the vertical loading on the faces of the plate, g describes the heat supply within
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tangent vector and v2 describes the shear force in the vertical direction.
Of particular significance to the present considerations is the thermal parameter α, the
coefficient of linear volume expansion. If α = 0, then there are no thermal strains and there
is no coupling between w and θ .
Lagnese [2] has studied the reachability problem for the boundary value problem de-
fined by the relations (1.1) to (1.5). This problem consists to determine what kinematic
states {w(T ), w˙(T )} can be reached in time T by varying the bending moment, the twisting
moment and the shear force along the edge Γ1 of the plate. For such a problem Lagnese [2]
shown that it is possible an exactly control of the motion to a specified state at time T by a
suitable choice of the control variables v1 and v2.
In the present paper we consider the problem of spatial behavior for the approach of
thermoelastic plate developed in [1]. The spatial behavior for the thermoelastic plate con-
sists to determine the behavior of the solutions to the boundary value problem at large
distance from the support of the given data on the time interval (0, T ) (for a general view
of the work on the spatial behavior see [3–5]). This problem is much more difficult than
the analogous problems for the corresponding elastic plate (in which the temperature dy-
namics are ignored) because of the strong dissipation that the thermal effects produce. For
this reason we will limit our considerations to the class of steady state solutions in the form
of harmonic in time vibrations.
Therefore, we assume that the given data are harmonic dependent in time. For conve-
nience we shall assume as in [2] that f = g = 0 on Q and, moreover, θ˜ = 0 on Σ1. Thus,
we shall assume that
v1(x, t) = Re
{
V1(x)e
−iωt}, v2(x, t) = Re{V2(x)e−iωt},
θ˜ (x, t) = Re{Θ(x)e−iωt}, (1.8)
where V1, V2 and Θ are prescribed functions of the variable x = (x1, x2) ∈ Γ2 and the
frequency ω of the vibration is a parameter at our hand. To these given data we will consider
the steady-state class of solutions of the form
w(x, t) = Re{u(x)e−iωt}, θ(x, t) = Re{T (x)e−iωt}, (1.9)
and we will study the spatial behavior of the amplitude {u,T } of the harmonic vibration.
We have to outline that the spatial behavior of the harmonic vibrations in the classical
three-dimensional elasticity has been studied by Flavin and Knops [6].
2. Setting the problem and main result
Throughout in what follows we will assume that Ω is the strip S of width l and length L
and choose a Cartesian frame of reference such that S is defined by
S = {x = (x1, x2) ∈R2: x1 ∈ [0,L], x2 ∈ [0, l]}.
Moreover, we assume that
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Γ2 =
{
x = (x1, x2) ∈R2: x2 ∈ [0, l], x1 = 0
}
,
where
Γ0 =
{
x = (x1, x2) ∈R2: x1 ∈ [0,L], x2 = 0 or x2 = l
}
,
ΓL =
{
x = (x1, x2) ∈R2: x2 ∈ [0, l], x1 = L
}
.
In what follows we will study the steady-state solutions of the form (1.9). This means
we will consider that the amplitude {u,T } satisfies the boundary value problem P defined
by the following differential equations:
−ω2u + γω2u,ρρ + u,ααρρ + εT,ρρ = 0 on S, (2.1)
(β2 − iωβ1)T − T,ρρ + iωεβ3u,ρρ = 0 on S, (2.2)
and the following boundary conditions:
u(x1,0) = u,2(x1,0) = 0, u(x1, l) = u,2(x1, l) = 0, x1 ∈ [0,L], (2.3)
−T,2(x1,0) + λT (x1,0) = 0, T,2(x1, l) + λT (x1, l) = 0, x1 ∈ [0,L], (2.4)
u(L,x2) = u,1(L,x2) = 0, T,1(L,x2) + λT (L,x2) = 0, x2 ∈ [0, l], (2.5)
and
u,ρρ(0, x2) − (1 − µ)u,22(0, x2) + εT (0, x2) = V1(x2), x2 ∈ [0, l],
−u,ρρ1(0, x2) + (1 − µ)u,122(0, x2) − γω2u,1(0, x2) − εT,1(0, x2) = V2(x2),
x2 ∈ [0, l],
−T,1(0, x2) + λT (0, x2) = λΘ(x2), x2 ∈ [0, l]. (2.6)
Let {u,T } be a solution of the boundary value problem P defined by Eqs. (2.1) and (2.2)
and by the boundary conditions described by the relations (2.3)–(2.6). With this solution
we associate the following energy measures:
E1(x1) =
∫
Sx1
(u,11u¯,11 + u,1u¯,1 + u,2u¯,2 + uu¯ + T,1T¯,1 + T,2T¯,2 + T T¯ ) da, (2.7)
E2(x1) =
L∫
x1
dη
∫
Sη
(u,11u¯,11 + u,1u¯,1 + u,2u¯,2 + uu¯ + T,1T¯,1 + T,2T¯,2 + T T¯ ) da,
(2.8)
where
Sx1 =
{
y = (y1, y2) ∈R2: y1 ∈ [x1,L], y2 ∈ [0, l]
}
and a bar superposed on a quantity represents the complex conjugate of that quantity. Fur-
thermore, we define the following function:
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l∫
0
[−γω2uu¯ − (u¯u,11 + uu¯,11) + 2(u,1u¯,1 + u,2u¯,2)
− ε(uT¯ + u¯T ) + δT T¯ ]dx2, (2.9)
where δ is a positive parameter at our hand.
In what follows we will prove that we can control the convexity of our function F by
means of the values of the parameters ω and δ. We are now in a position to formulate our
main result in this paper concerning the convexity property of the function F(x1) and, as a
consequence, the spatial behavior of the amplitude {u,T } of the harmonic vibration.
Theorem 2.1 (Saint-Venant estimate for a bounded strip). Let us consider a bounded
strip S. One can determine a value δ∗ of the parameter δ, depending on the thermoelas-
tic coefficients, so that for any δ > δ∗ and for any harmonic vibration whose frequency is
lower than a certain critical frequency ω∗ the function F is convex on [0,L]. Moreover, one
can determine a value k so that the function F(x1) verifies the second-order differential
inequality
F ′′(x1) − 4k2F(x1) 0 for all x1 ∈ [0,L] (2.10)
and therefore there holds the exponential decay estimate
E1(x1) C1e−2kx1 for all x1 ∈ [0,L] , (2.11)
where C1 is an appropriate positive constant.
Theorem 2.2 (Phragmén–Lindelöf result). Within the context of a semi-infinite strip (that
is L → ∞) and assuming that δ > δ∗ and ω < ω∗, then either
∞∫
x1
dη
l∫
0
(u,11u¯,11 + u,1u¯,1 + u,2u¯,2 + uu¯ + T,1T¯,1 + T,2T¯,2 + T T¯ ) dx2
 C2e−2kx1 , (2.12)
for all x1 ∈ [0,∞) or
lim
x1→∞
{
e−2kx1
[ x1∫
0
(
T (ξ1, l)T¯ (ξ1, l) + T (ξ1,0)T¯ (ξ1,0)
)
dξ1
+
x1∫
0
dξ1
l∫
0
(u,11u¯,11 + u,12u¯,12 + u,22u¯,22 + u,1u¯,1 + u,2u¯,2 + uu¯
+ T,1T¯,1 + T,2T¯,2 + T T¯ ) dx2
]}
 C3, (2.13)
where C2 and C3 are appropriate positive constants.
C. D’Apice / J. Math. Anal. Appl. 312 (2005) 44–60 49The estimates obtained in the present paper do not, of course, resolve the important issue
of the extent to which the spatial behavior can be established for the dynamic problem.
However, it is hoped that they may provide a useful pointer in the direction of such a
general resolution.
3. A convexity property and its implications
We now state and prove two integral identities which involve certain cross-sectional
integrals. In what follows we will denote by C20([0, l]) the class of real-valued functions,
each of which is twice continuously differentiable on the interval [0, l] and vanishes to-
gether with its first derivatives at x2 = 0 and x2 = l.
Lemma 3.1. Suppose that {u,T } satisfies Eq. (2.1) and the boundary condition (2.3). Then
we have
2
l∫
0
(u,11u¯,11 + 2u,12u¯,12 + u,22u¯,22) dx2 − 2ω2
l∫
0
[
uu¯ + γ (u,1u¯,1 + u,2u¯,2)
]
dx2
− ε
l∫
0
[
(u,11T¯ + u¯,11T ) + 2(u¯,1T,1 + u,1T¯,1) + (u¯,2T,2 + u,2T¯,2)
]
dx2
= d
2
dx21
l∫
0
[−γω2uu¯ − (u¯u,11 + uu¯,11) + 2(u,1u¯,1 + u,2u¯,2) − ε(u¯T + uT¯ )]dx2.
(3.1)
Proof. We first multiply Eq. (2.1) by u¯ in order to get
−ω2uu¯ + γω2[(u¯u,1),1 − u¯,1u,1 + (u¯u,2)2 − u¯,2u,2]+ (u¯u,111),1 − u¯,1u,111
+ 2(u¯u,112),2 − 2u¯,2u,112 + (u¯u,222),2 − u¯,2u,222
+ ε[(u¯T,1),1 − u¯,1T,1 + (u¯T,2),2 − u¯,2T,2]
= 0 (3.2)
and hence
u,11u¯,11 + 2u,12u¯,12 + u,22u¯,22 − ω2
[
uu¯ + γ (u,1u¯,1 + u,2u¯,2)
]
− ε(u¯,1T,1 + u¯,2T,2)
= (−γω2u¯u,1 − u¯u,111 + u¯,1u,11 + 2u¯,2u,12 − εu¯T,1),1
+ (−γω2u¯u,2 − u¯u,222 + u¯,2u,22 − 2u¯u,112 − εu¯T,2),2. (3.3)
If we integrate the identity (3.3) over [0, l] with respect to x2 and then we take into account
the boundary condition (2.3) we obtain
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0
(u,11u¯,11 + 2u,12u¯,12 + u,22u¯,22) dx2 − ω2
l∫
0
[
uu¯ + γ (u,1u¯,1 + u,2u¯,2)
]
dx2
− ε
l∫
0
(u¯,1T,1 + u¯,2T,2) dx2
= d
dx1
l∫
0
(−γω2u¯u,1 − u¯u,111 + u¯,1u,11 + 2u¯,2u,12 − εu¯T,1) dx2.  (3.4)
We now take the complex conjugate of Eq. (2.1), multiply it by u and then obtain an
identity similar with (3.4). Thus, by summing these identities we arrive to the identity (3.1).
Lemma 3.2. For every {u,T } satisfying Eq. (2.2) and the boundary conditions (2.3) and
(2.4) one has
2
l∫
0
(T,1T¯,1 + T,2T¯,2 + β2T T¯ ) dx2
+ iωεβ3
l∫
0
(T¯ u,11 − T u¯,11 + u¯,2T,2 − u,2T¯,2) dx2
= d
2
dx21
l∫
0
T T¯ dx2 − 2λ
[
T (x1, l)T¯ (x1, l) + T (x1,0)T¯ (x1,0)
]
. (3.5)
Proof. Proceeding as in the proof of the identity (3.1), on the basis of Eq. (2.2) we get
2(T,1T¯,1 + T,2T¯,2 + β2T T¯ ) + iωεβ3(T¯ u,11 − T u¯,11 + u¯,2T,2 − u,2T¯,2)
= (T¯ T,1 + T T¯,1),1 +
[
T¯ T,2 + T T¯,2 + iωεβ3(u¯,2T − u,2T¯ )
]
,2. (3.6)
By integrating the identity (3.6) with respect to x2 over [0, l] and by taking into account
the boundary conditions (2.3) and (2.4), we are led to the identity (3.5). 
In what follows we will prove that we can control the convexity of our function F by
means of the values of the parameters ω and δ.
Proposition 3.1 (Convexity property). The function F(x1) as defined by the relation (2.9)
is a convex function of x1 (i.e. F ′′(x1) 0) provided
δ > δ∗, (3.7)
ω < ω∗, (3.8)
where
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{
1
4β2
,
l2
2π2
,
1
4ξ( 1
γ
)
}
, (3.9)
ω∗ = min
{√
4δβ2 − ε2
ε2β23δ
2 ,
√
2π2
γ l2
− ε
2
γ δ
,
√√√√ 4δξ( 1γ ) − ε2
ε2β23δ
2 + 4δγ
}
, (3.10)
and ξ(·) is defined in Appendix A.
Proof. We first note that, by combining the relations (3.1) and (3.5), we obtain the follow-
ing identity:
F ′′(x1) = 2λδ
[
T (x1, l)T¯ (x1, l) + T (x1,0)T¯ (x1,0)
]
+
l∫
0
(2u,11u¯,11 + 4u,12u¯,12 + 2u,22u¯,22 + 2δT,1T¯,1 + 2δT,2T¯,2 + 2δβ2T T¯ ) dx2
− 2ω2
l∫
0
[
uu¯ + γ (u,1u¯,1 + u,2u¯,2)
]
dx2 + ε
l∫
0
[
(−1 + iωβ3δ)(u,11T¯ + u¯,2T,2)
− (1 + iωβ3δ)(u¯,11T + u,2T¯,2)
]
dx2 − 2ε
l∫
0
(u¯,1T,1 + u,1T¯,1) dx2, (3.11)
for any positive parameter δ.
We further recall that λ 0 and hence from (3.11) we deduce that
F ′′(x1) J1 + J2 + J3, (3.12)
where
J1 =
l∫
0
{
2u,11u¯,11 + ε
[
(−1 + iωβ3δ)u,11T¯ + (−1 − iωβ3δ)u¯,11T
]
+ 2δβ2T T¯
}
dx2, (3.13)
J2 =
l∫
0
[
4u,12u¯,12 − 2γω2u,1u¯,1 − 2ε(u,1T¯,1 + u¯,1T,1) + 2δT,1T¯,1
]
dx2, (3.14)
J3 =
l∫
0
{
2u,22u¯,22 − 2ω2(uu¯ + γ u,2u¯,2)
− ε[(1 + iωβ3δ)u,2T¯,2 + (1 − iωβ3δ)u¯,2T,2]+ 2δT,2T¯,2}dx2. (3.15)
It can be easily seen that the quantity under integral sign in the right-hand side of the
relation (3.13) is a real quadratic form in terms of Re{u,11}, Im{u,11}, Re{T } and Im{T }.
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we deduce that
J1  1
l∫
0
(u,11u¯,11 + T T¯ ) dx2, (3.16)
where
1 = 1 + δβ2 −
√
(1 − δβ2)2 + ε2
(
1 + ω2β23δ2
) (3.17)
is the lowest positive eigenvalues of the quadratic form.
Let us now consider the second term in the relation (3.12). In view of the inequality
(A.5) of Appendix A, with v = Re{u,12} ∈ C10([0, l]) and v = Im{u,12} ∈ C10([0, l]), from
the relation (3.14) we get
J2 
l∫
0
[(
4π2
l2
− 2γω2
)
u,1u¯,1 − 2ε(u,1T¯,1 + u¯,1T,1) + 2δT,1T¯,1
]
dx2. (3.18)
The quantity under the integral sign in the relation (3.18) is a quadratic form in terms of
Re{u,1}, Im{u,1}, Re{T,1} and Im{T,1}. In view of the relations (3.7) and (3.8) this form is
positive definite. If we note that its lowest positive eigenvalue is
2 = δ + 2π
2
l2
− γω2 −
√(
δ − 2π
2
l2
+ γω2
)2
+ 4ε2, (3.19)
then we deduce that
J2  2
l∫
0
(u,1u¯,1 + T,1T¯,1) dx2. (3.20)
Finally, let us treat the term J3. If we use the inequality (A.1) of Appendix A, with
v = Re{u} ∈ C20([0, l]) and v = Im{u} ∈ C20([0, l]) and t = 1γ , we get
l∫
0
u,22u¯,22 dx2  ξ
(
1
γ
) l∫
0
(
u,2u¯,2 + 1
γ
uu¯
)
dx2. (3.21)
If we use the inequality (3.21) in the relation (3.15), we obtain
J3 
l∫
0
{[
2ξ
(
1
γ
)
− 2γω2
]
u,2u¯,2 − ε
[
(1 + iωβ3δ)u,2T¯,2 + (1 − iωβ3δ)u¯,2T,2
]
+ 2δT,2T¯,2
}
dx2 +
[
2
γ
ξ
(
1
γ
)
− 2ω2
] l∫
uu¯ dx2. (3.22)0
C. D’Apice / J. Math. Anal. Appl. 312 (2005) 44–60 53Clearly, on the basis of the relations (3.7) and (3.8) we deduce that
3 = 2
γ
ξ
(
1
γ
)
− 2ω2 > 0. (3.23)
Moreover, it follows that the quantity under the first integral in (3.22) is a positive definite
quadratic form in terms of Re{u,2}, Im{u,2}, Re{T,2} and Im{T,2}. Therefore, if we note
that
4 = δ + ξ
(
1
γ
)
− γω2 −
√[
δ − ξ
(
1
γ
)
+ γω2
]2
+ ε2(1 + β23ω2δ2) (3.24)
is the lowest positive eigenvalue of the quadratic form in question, then (3.22) implies
J3  3
l∫
0
uu¯ dx2 + 4
l∫
0
(u,2u¯,2 + T,2T¯,2) dx2. (3.25)
Consequently, the relations (3.12), (3.16), (3.20) and (3.25) give
F ′′(x1) 1
l∫
0
(u,11u¯,11 + T T¯ ) dx2 + 2
l∫
0
(u,1u¯,1 + T,1T¯,1) dx2
+ 3
l∫
0
uu¯ dx2 + 4
l∫
0
(u,2u¯,2 + T,2T¯,2) dx2, (3.26)
and the proof is complete. 
Remark. With the choice (3.7), (3.8), the function F(x1) as defined by the relation (2.9) is
positive for all x1 ∈ [0,L].
To prove this we note that from the relations (2.5) and (2.9) it results that
F(L) =
l∫
0
δT (L,x2)T¯ (L, x2) dx2  0, (3.27)
F ′(L) = −2λδ
l∫
0
T (L,x2)T¯ (L, x2) dx2  0. (3.28)
Since we have F ′′(x1)  0 for all x1 ∈ [0,L], it follows that F ′(x1) is a nondecreasing
function with respect to x1 on [0,L]. When combined with the relation (3.28) it proves
that F ′(x1) 0 for all x1 ∈ [0,L] and hence F(x1) is a nonincreasing function on [0,L].
Then the relation (3.27) implies that F(x1) F(L) 0 for all x1 ∈ [0,L].
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We proceed now to proof our main result described by the Theorem 2.1. The strategy
follows that of Knowles [7,8], namely that of determining a positive constant K such that
F ′′(x1) − 4K2F(x1) 0 for all x1 ∈ [0,L]. (4.1)
Supposing K is any positive constant one easily obtains from the relations (2.9) and
(3.11) that
F ′′(x1) − 4K2F(x1)
= 2λδ[T (x1, l)T¯ (x1, l) + T (x1,0)T¯ (x1,0)]
+
l∫
0
[
4u,12u¯,12 + 2δT,1T¯,1 − 2ε(u¯,1T,1 + u,1T¯,1) − 2(γω2 + 4K2)u,1u¯,1
]
dx2
+
l∫
0
{
2u,11u¯,11 + 2u,22u¯,22 + 2δT,2T¯,2
+ (2δβ2 − 4δK2)T T¯ + (4K2γ − 2)ω2uu¯ − 2(4K2 + γω2)u,2u¯,2
+ ε[(−1 + iωβ3δ)u,11T¯ − (1 + iωβ3δ)u¯,11T ]+ 4K2ε(uT¯ + u¯T )
+ ε[(−1 + iωβ3δ)u¯,2T,2 − (1 + iωβ3δ)u,2T¯,2]
+ 4K2(u¯u,11 + uu¯,11)
}
dx2. (4.2)
Furthermore, we use the inequality (3.20) and the fact that λ 0 in order to deduce from
(4.2) that
F ′′(x1) − 4K2F(x1)G1(x1) + G2(x1), (4.3)
where
G1(x1) =
l∫
0
[(
4π2
l2
− 2γω2 − 8K2
)
u,1u¯,1 + 2δT,1T¯,1
− 2ε(u¯,1T,1 + u,1T¯,1)
]
dx2, (4.4)
G2(x1) =
l∫
0
{
2u,11u¯,11 +
[
2ξ
(
1
γ
)
− 8K2 − 2γω2
]
u,2u¯,2
+
[
2
γ
ξ
(
1
γ
)
+ (4K2γ − 2)ω2
]
uu¯ + 2δT,2T¯,2 + (2δβ2 − 4K2δ)T T¯
+ 4K2ε(uT¯ + u¯T ) + 4K2(u¯u,11 + uu¯,11)
+ ε[(−1 + iωβ3δ)u,11T¯ − (1 + iωβ3δ)u¯,11T ]
+ ε[(−1 + iωβ3δ)u¯,2T,2 − (1 + iωβ3δ)u,2T¯,2]
}
dx2. (4.5)
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so that
4K2  2π
2
l2
− γω2 − ε
2
δ
. (4.6)
Obviously, this is possible in view of the assumptions (3.7) and (3.8).
On the other hand, we can consider the quantity under the integral sign in (4.5) as a
quadratic form in terms of Re{u,11}, Im{u,11}, Re{u,2}, Im{u,2}, Re{u}, Im{u}, Re{T },
Im{T }, Re{T,2} and Im{T,2}. Clearly, G2(x1) 0 for all x1 ∈ [0,L] if this quadratic form
is positive. The necessary and sufficient conditions in order that the quadratic form to be
positive are satisfied if the parameters δ and ω satisfy the conditions (3.7) and (3.8) and the
parameter K is so that
4K2 K∗, (4.7)
where
K∗ = min
{
2β2,
4δβ2 − ε2(1 + ω2β23δ2)
2δ
,
4δξ( 1
γ
) − ε2 − (4δγ + ε2ω2β23δ2)
4δ
, K0
}
(4.8)
and K0 is the lowest positive root of the algebraic equation
64δK6 − 32K4(δβ2 + 2ε2 + δγω2) + 4K2
[
γω2
(
4δβ2 − ε2 − ε2ω2β23δ2
)
− 4δ
(
1
γ
ξ
(
1
γ
)
− ω2
)]
+ 2
(
1
γ
ξ
(
1
γ
)
− ω2
)(
4δβ2 − ε2 − ε2ω2β23δ2
)
= 0. (4.9)
Concluding, the cross-sectional measure F(x1) will verify the differential inequality
(4.1) if we set
K = k, (4.10)
where k is defined by
k = 1
2
min
{√
K∗,
√
2π2
l2
− ε
2
δ
− 8ω2
}
. (4.11)
Therefore, we have obtained the differential inequality (2.10) with k defined by the
relation (4.11).
We proceed now to integrate the differential inequality (2.10). To this aim we write it in
the form(
d
dx1
+ 2k
)(
d
dx1
− 2k
)
F  0, (4.12)
so that we can write
d {
e−2kx1
[
F ′(x1) + 2kF (x1)
]}
 0 (4.13)dx1
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d
dx1
{
e2kx1
[
F ′(x1) − 2kF (x1)
]}
 0. (4.14)
Thus, by an integration in (4.14) we deduce the estimate
2kF (x1) − F ′(x1)
[
2kF (0) − F ′(0)]e−2kx1 . (4.15)
On the other hand, by integrating the relation (3.26) with respect to x1 on [x1,L] and
taking into account the relations (2.7), (2.8), (3.27) and (3.28), we get
E1(x1)− 1

F ′(x1), x1 ∈ [0,L], (4.16)
E2(x1)
1

F(x1), x1 ∈ [0,L], (4.17)
where
 = min{1, 2, 3, 4}.
Thus, the estimate (2.11) follows as a combination of the relations (4.15) and (4.16),
with
C1 = 1

[
2kF (0) − F ′(0)].
We have to note that a combination of the estimates (4.15) and (4.17) leads to a Saint-
Venant type estimate in terms of the measure E2(x1) with the same decay rate of the end
effects. 
5. Proof of Theorem 2.2
Let us consider now the case of a semi-infinite strip (L → ∞). We will use the method
developed by Payne and Schaefer [9] and we will be led to an alternative of Phragmén–
Lindelöf type.
We first note that, by means of the arithmetic-geometric and the Schwarz inequalities,
from the relations (2.9) and (3.26) we get
4k˜2
∣∣F(x1)∣∣ F ′′(x1), (5.1)
where
1
4k˜2
= max
{
1
1
,
2
2
,
γ ω2 + |ε| + 1
3
,
2
4
}
. (5.2)
Thus, we have
F ′′(x1) + 4k˜2F(x1) 0, (5.3)
F ′′(x1) − 4k˜2F(x1) 0. (5.4)
We recall the convexity of the cross-sectional integral F(x1) in order to outline that
F ′(x1) is a nondecreasing function on [0,∞). On this basis we can conclude that we will
have the following two possibilities:
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(2) there is a value x01 ∈ [0,∞) for which F ′(x01) > 0.
Let us first consider the case (1), that is we will assume
F ′(x1) 0 for all x1 ∈ [0,∞) (5.5)
and hence F(x1) will be a nonincreasing function on [0,∞).
We now proceed to prove that F(x1)  0 for all x1 ∈ [0,∞). Since F(x1) is a nonin-
creasing function, we deduce that
F(x1) F(z) for all z x1, z, x1 ∈ [0,∞). (5.6)
By absurd let us assume that there is a z0 > 0 such that F(z0) < 0. Then, in view of
(5.6) we have F(x1)  F(z0) < 0 for all x1  z0. On the other hand, by integrating the
relation (5.3) with respect to x1 over [z0, x1], z0 < x1 we get
F ′(x1) − F ′(z0)−4k˜2
x1∫
z0
F(η)dη−4k˜2F(z0)(x1 − z0), (5.7)
that is
−F ′(x1)−F ′(z0) + 4k˜2F(z0)(x1 − z0) < 0 for all x1 > z0 − F
′(z0)
4k˜2F(z0)
. (5.8)
Thus, the relation (5.8) contradicts the relation (5.5). By this contradiction, we can con-
clude that
F(x1) 0 for all x1  0. (5.9)
On the basis of the analysis of the previous sections we can deduce that F(x1) decays
spatially according to the estimate (4.15). We further note that a successive integration over
[x1,∞) of the relation (3.26) with the use of the fact that F ′(∞) ≡ limx1→∞ F ′(x1) = 0
and F(∞) ≡ limx1→∞ F(x1) = 0, yield
−F ′(x1) 
∞∫
x1
dη
l∫
0
E(u,T )dx2,
F (x1) 
∞∫
x1
dη
l∫
0
(η − x1)E(u,T )dx2, (5.10)
where
E(u,T ) = u,11u¯,11 + u,1u¯,1 + u,2u¯,2 + uu¯ + T,1T¯,1 + T,2T¯,2 + T T¯ . (5.11)
By the relations (4.15), (5.10) and (5.11) we deduce that the energy
∞∫
dη
l∫
E(u,T )dx2 (5.12)x1 0
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fore, we have the relation (2.12).
Let us consider the second case, that is we have F ′(x01) > 0. In view of the convexity of
F(x1) it follows that
F(x1) F
(
x01
)+ F ′(x01)(x1 − x01) for all x1  x01 . (5.13)
Thus, we can conclude from (5.13) that, at least for sufficiently large values of x1, F(x1)
must become strictly positive. Then there exists a value x˜01 ∈ [x01 ,∞) so that F(x˜01) > 0.
Because F ′(x1) F ′(x˜01) > 0 for all x1 ∈ [x˜01 ,∞), it follows that F(x1) is a nondecreasing
function on [x˜01 ,∞) and therefore we have F(x1) F(x˜01) > 0 for all x1 ∈ [x˜01 ,∞). By an
integration of the inequalities (4.13) and (4.14) over [x˜01 , x1], x1 > x˜01 , we obtain
F ′(x1) + 2kF (x1)
[
F ′
(
x˜01
)+ 2kF (x˜01)]e2k(x1−x˜01 ), x1  x˜01 , (5.14)
F ′(x1) − 2kF (x1)
[
F ′
(
x˜01
)− 2kF (x˜01)]e−2k(x1−x˜01 ), x1  x˜01 . (5.15)
From the relations (5.14) and (5.15) we get
F ′(x1) F ′
(
x˜01
)
cosh
(
2k
(
x1 − x˜01
))+ 2kF (x˜01) sinh(2k(x1 − x˜01)),
x1  x˜01 , (5.16)
and
F(x1) F
(
x˜01
)+ 1
2k
F ′
(
x˜01
)
sinh
(
2k
(
x1 − x˜01
))+ F (x˜01) sinh(2k(x1 − x˜01)),
x1  x˜01 . (5.17)
On the other hand, by the relations (3.11) and (3.26) we can determine the appropriate
positive constant C4 so that
F ′′(x1) C4
[
T (x1, l)T¯ (x1, l) + T (x1,0)T¯ (x1,0) +
l∫
0
(u,11u¯,11 + u,12u¯,12
+ u,22u¯,22 + u,1u¯,1 + u,2u¯,2 + uu¯ + T,1T¯,1 + T,2T¯,2 + T T¯ ) dx2
]
. (5.18)
If we integrate the relation (5.18) with respect to the x1 variable over [x˜01 , x1], then we get
F ′(x1) − F ′
(
x˜01
)
 C4
x1∫
x˜01
[
T (ξ1, l)T¯ (ξ1, l) + T (ξ1,0)T¯ (ξ1,0)
]+ C4
x1∫
x˜01
dξ1
l∫
0
(u,11u¯,11 + u,12u¯,12
+ u,22u¯,22 + u,1u¯,1 + u,2u¯,2 + uu¯ + T,1T¯,1 + T,2T¯,2 + T T¯ ) dx2. (5.19)
This last relation when combined with (5.16) proves the second part of the theorem. Thus,
the proof is complete.
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Appendix A
In [8] Knowles has established the following result: Let C20([0, l]) be the class of real-
valued functions, each of which is twice continuously differentiable on the interval [0, l]
and vanishes together with its first derivatives at x2 = 0 and x2 = l. Then for any function
v ∈ C20([0, l]) and for any real number t  0, one has
l∫
0
v2,22 dx2  ξ(t)
l∫
0
(
v2,2 + tv2
)
dx2, (A.1)
ξ(t) = 4
l2
r4(τ )
τ + r2(τ ) , τ =
t l2
4
, (A.2)
and r(τ ) is the smallest positive root of the equation
tan r = −
√
τ
τ + r2 tanh
(
r
√
τ
τ + r2
)
, τ  0. (A.3)
Moreover, ξ(t) is the largest possible constant in (A.1) in the sense that if, for a given t ,
ξ(t) is replaced by a smaller constant, there is a v ∈ C20([0, l]) for which (A.1) fails to hold.
A direct consequence of the above inequality is the following result: for any function
v ∈ C20([0, l]) one has
l∫
0
v2,22 dx2 
4π2
l2
l∫
0
v2,2 dx2. (A.4)
Finally, we recall the following Wirtinger inequality: for any function v ∈ C10([0, l]) one
has
l∫
0
v2,2 dx2 
π2
l2
l∫
0
v2 dx2. (A.5)
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