The Lane-Emden type equations are employed in the modeling of several phenomena in the areas of mathematical physics and astrophysics. These equations are categorized as non-linear singular ordinary differential equations on the semi-infinite domain. In this paper, the generalized fractional order of the Chebyshev orthogonal functions (GFCFs) of the first kind have been introduced as a new basis for Spectral methods, and also presented an effective numerical method based on the GFCFs and the collocation method for solving the nonlinear singular Lane-Emden type equations of various orders. Obtained results have compared with other results to verify the accuracy and efficiency of the presented method. 
INTRODUCTION
In this section, some basic definitions and theorems which are useful for our method have been introduced [1] . Definition 1. For any real function ( ), > 0, if there exists a real number > , such that ( ) = 1 ( ), where 1 ( ) ∈ (0, ∞), is said to be in space , ∈ ℜ, and it is in the space if and only if ∈ , ∈ . Definition 2. The fractional derivative of ( ) in the Caputo sense by the Riemann-Liouville fractional integral operator of order > 0 is defined as [2, 3, 54] : 
with 0 < ≤ , ∀ ∈ [0, ]. And thus
where ≥ | ( )|.
Proof: See Ref. [4] .
In case of = 1, the generalized Taylor's formula in the Eq. (1) reduces to the classical Taylor's formula. The organization of the paper is expressed as follows: in section 2, the methodology used is expressed. In section 3, the proposed method is applied to some types of Lane-Emden equations and then the obtained results are considered. Finally, a conclusion is provided.
METHODOLOGY
In this section, the mathematical Preliminaries for our method have been considered.
Mathematical Preliminaries on Lane-Emden Type Equations
In this section, the mathematical Preliminaries on Lane-Emden type equations of various orders have been expressed.
The Lane-Emden Type Equations of Second Order
The study of singular boundary value problems modeled by second-order nonlinear ordinary differential equations (ODEs) have attracted many mathematicians and physicists. One of the important equations in this category is the following Lane-Emden type equation:
′′( ) + ′( ) + ( , ( )) = ℎ( ),
, > 0,
with the boundary conditions:
where , 0 and 1 are real constants, ( , ) and ℎ( ) are some given continuous real-valued functions. For special forms of ( , ), the well-known LaneEmden equations occur in several models of nonNewtonian fluid mechanics, mathematical physics, astrophysics, etc. For example, when ( , ) = ( ), the Lane-Emden equations occur in modeling several phenomena in mathematical physics and astrophysics, such as the theory of stellar structure, the thermal behavior of a spherical cloud of gas, isothermal gas sphere and theory of thermionic currents [5, 6] .
The Eq. (3) can be written as follows [7] :
The Lane-Emden Type Equations of Third and Fourth Orders
According to Eq. (5), in general, we can achieve:
where is called the shape factor.
To consider the Lane-Emden type equations of higher orders, the Eq. (6) is used as follows [8, 9] :
1. To determine third-order equations, it is obvious that:
namely { = 2, = 1}, or { = 1, = 2}. Therefore (a) For m=2, n=1:
(b) For m=1, n=2:
(0) = 0 , ′(0) = ′′(0) = 0.
2. To determine fourth-order equations, it is obvious that: 
Recently, some researchers obtained approximations for Lane-Emden equations, for example, Wazwaz [8, 9, 10] by using ADM, Chowdhury and Hashim [11] , Bataineh et al. [12] , Singh et al. [13] , Van Gorder [14] by using HPM, Yildirim and Ozis [15] and Dehghan and Shakeri [16] by using VIM, Boubaker and Van Gorder [17] by using Boubaker polynomials expansion scheme, Marzban et al. [18] by using hybrid functions, Parand et al. in [19] by using a Hermite functions collocation method, in [20] by using Bessel orthogonal functions collocation method, in [21] by using Rational Chebyshev functions of the second kind collocation method, Hosseini and Abbasbandy [55] by using combination of the Spectral Method and Adomian Decomposition Method, and Azarnavid et al. [56] by using Picard-Reproducing Kernel Hilbert Space Method, and other methods [22, 23, 24, 25, 26, 27, 28, 29, 30] .
Generalized Fractional order of the Chebyshev Functions (GFCFs)
In this section, first, the GFCFs have been introduced, and then some properties and convergence of them for our method have been expressed.
The Chebyshev Functions
The Chebyshev polynomials have many properties, for example orthogonal, recursive, simple real roots, complete in the space of polynomials. For these reasons, many researchers have employed these polynomials in their research [31, 32, 33, 34, 35, 36] .
The number of researchers using some transformations extended Chebyshev polynomials to various domains, for example by using = − + , > 0 the rational Chebyshev functions on semi-infinite domain [37, 38, 39, 40, 41, 42, 43, 44, 45] , by using = 
The GFCFs Definition
Using transformation = 1 − 2( ) , , > 0 on classical Chebyshev polynomials of the first kind, the GFCFs are defined in the interval [0, ], and are denoted by
The analytical form of ( ) of degree given by
where , , , = (−1)
The GFCFs are orthogonal with respect to the weight
where is the Kronecker delta, 0 = 2, and = 1 for ≥ 1.
Approximation of Functions
Any function ( ), ∈ [0, ], can be expanded as follows:
where using the property of orthogonality in the GFCFs:
In practice, we have to use first -terms GFCFs and approximate ( ):
The following theorem shows that by increasing , the approximation solution ( ) is convergent to ( ) exponentially. (16)) is the best approximation to ( ) from , then the error bound is presented as follows
Proof. See Ref. [47] . Moreover, ( ) has precisely − 1 real zeros on interval (0, ) in the following points:
Proof. See Ref. [47] .
Application of the Method
In this section, the GFCFs collocation method to solve some well-known Lane-Emden type equations of various orders for different values of ( , ), 0 , 1 , 2 and is applied.
The second-order Lane-Emden type equations
For satisfying the boundary conditions, we satisfy the conditions Eq. (4) by multiplying the operator Eq. (16) by 2 and adding it to 0 and 1 as follows:
Now, ̂( ) = 0 and ̂( ) = 1 , when tends to zero, so the conditions in the Eq. (4) are satisfied.
To apply the collocation method, we construct the residual function by substituting ̂( ) in the Eq. (19) for ( ) in Lane-Emden type Eq. (3):
The third-order Lane-Emden type equations
For satisfying the boundary conditions, we satisfy the conditions in the Eqs. (8) and (9) as follows:
Now, ̂( ) = 0 and ̂( ) = 2 2̂( ) = 0, when tends to zero. We construct the residual functions:
(a) For m=2, n=1:
The fourth-order Lane-Emden type equations
For satisfying the boundary conditions, we satisfy the conditions in the Eqs. (10), (11) and (12) We construct the residual functions:
(a) For m=3, n=1:
(c) For m=1, n=3:
The equations to obtain the coefficient { } =0 −1 arise from equalizing ( ) to zero on collocation points:
In this study, the roots of the GFCFs in the interval [0, ] (Theorem 3) are used as collocation points. By solving the obtained set of equations by a suitable method (e.g. Newton's method), we have the approximating function ̂( ).
It is worthwhile to note that it is common to solve a system of nonlinear equations, is applying the Newton's method. The main difficulty with such a system is how we can choose an initial approximation to handle Newton's method. We have had reason to believe that the best way to discover the proper initial approximation (or initial approximations) is to solve the system analytically for the very small (by means of symbolic software programs, such as Mathematica or Maple) and, then, we can find proper initial approximations, and particularly the multiplicity of solutions of such system. This action has been done by starting from proper initial approximations with the maximum number of ten iterations. In the present method, due to be added the fractional power, the order of complexity increases, but in many differential equations, accuracy of computations increases with less.
And also consider that all of the computations have been done by Maple 2015.
RESULTS AND DISCUSSION
In this section, using the present methods, some nonlinear singular Lane-Emden type equations of various orders are solved and then the obtained results are considered.
Examples for the Second-order Lane-Emden Type Equations
Example 1 (The standard Lane-Emden equation): For ( , ) = , = 2, 0 = 1 and 1 = 0, the Eq. (3) is the standard Lane-Emden equation, which was used to model the thermal behavior of a spherical cloud of gas acting under the mutual attraction of its molecules and subject to the classical laws of thermodynamic [7, 19, 20, 51] :
where ≥ 0 is a constant. For = 0, 1 , and 5, the Eq. (27) has the exact solutions, respectively:
In other cases, there is not any exact analytical solution. Therefore, we apply the GFCF collocation method to solve the standard Lane-Emden Eq. (27) , for = −0.5, 0.5, 1.5, 2, 2.5, 3, and 4.
We construct the residual function as follows:
Therefore, to obtain the coefficient { } =0 −1 , ( ) is equalized to zero at collocation point. By solving this set of nonlinear algebraic equations, we can find the approximating function ̂( ). Tables 1 -8 show comparing the obtained solutions ( ) by the present method and some well-known methods in other papers, for the standard LaneEmden equations with = −0.5, 0.5, 1.5, 2, 2.5, 3, 3.5 and 4 respectively. These tables also show the residual function ( ) in some points. Table 9 shows comparing the obtained zeros of the standard LaneEmden equations by the present method and the values given by Horedt [7] , Parand et al. [19] and Parand et al. [20] 3) is the isothermal gas sphere equation [19] :
This model can be used to treat the isothermal gas sphere. For a thorough discussion of Eq. (30), see Davis [6] , Van Gorder [14] . This equation has been solved by some researchers, for example Wazwaz [10] and Chowdhury and Hashim [11] by using ADM and HPM, respectively, Parand et al. [19] by using the Hermite collocation method, and Parand et al. [20] by using Bessel orthogonal functions collocation method. We construct the residual function as follows:
A series solution obtained by Wazwaz [10] , Liao [52] , Singh et al. [13] and Ramos [53] by using ADM, ADM, MHAM and series expansion respectively: Tables 10 shows the comparison of ( ) obtained by the present method and those obtained by Wazwaz [10] and Parand et al. [19] and [20] . The resulting graph of the isothermal gas spheres equation in comparison to the present method and those obtained by Wazwaz [10] and the Log graph of the residual error of approximate solution of the isothermal gas spheres equation are shown in Figure 2 . Table 10 Obtained values of ( ) for the isothermal gas spheres Example 3: For ( , ) = ℎ( ), 0 = 1 and 1 = 0, Eq. (3) will be one of the Lane-Emden type equations [19, 20] : Table 11 shows the comparison of ( ) obtained by the present method and those obtained by Wazwaz [10] and Parand et al. [19] . The resulting graph of the Eq. (31) in comparison to the present method and those obtained by Wazwaz [10] and the Log graph of the residual error of approximate solution are shown in Figure 3 . This graph shows that the present method has an appropriate convergence rate. Example 4: For ( , ) = ( ), 0 = 1 and 1 = 0, the Eq. (3) will be one of the Lane-Emden type equations that we want to solve [19, 20] : Table 12 shows the comparison of ( ) obtained by the present method and those obtained by Wazwaz [10] . In order to compare the present method with those obtained by Wazwaz [10] and Parand et al. [19] . The resulting graph of the Eq. (32) in comparison to the present method and those obtained by Wazwaz [10] and the Log graph of the residual error of approximate solution are shown in Figure 4 . This graph shows that the present method has an appropriate convergence rate. 
Examples for the Third-order Lane-Emden Type Equations
Example 5: For ( , ) = , ∈ and = 4, 0 = 1, the Eq. (8) will be one of the third-order Lane-Emden type equations [8] : 
CONCLUSION
The main goal of the paper was to introduce a new orthogonal basis, namely the generalized fractional order Chebyshev orthogonal functions (GFCFs) to construct an approximation to the solution of nonlinear Lane-Emden type equations of various orders. The presented results show that the introduced basis for the collocation spectral method is efficient and applicable. Our results have better accuracy with lesser as compared to other results, and in most cases, the present method has the absolute and the residual errors are better. Comparison was made of the exact solution, the numerical solutions of Parand et al. [19, 20] , the analytical solution of Wazwaz [9, 10] , the numerical solution of Horedt [7] and the present method. It has been shown that the present method has provided an acceptable approach to solve nonlinear Lane-Emden type equations of various orders.
