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0. Introduction and results
A corollary to the famous Marriage Theorem by Ph. Hall [7] says that every r-regular
bipartite graph is one-factorable (cf. e.g. [10, Theorem 3:2]); a glance at the proof
reveals that this theorem admits the following slightly sharper formulation: let G be
an r-regular bipartite graph; then G has one-factors and every one-factor can be
completed to a one-factorization. We will prove that the Heawood graph is an instance
of a graph fullling this theorem minimally, i.e. in which every one-factor belongs to
precisely one one-factorization.
When dealing with r-regular bipartite graphs G and their adjacency matrices A,
useful tools are the following algebraic invariants:
det(G):=jdet(A)j and per(G):=per(A):
Again, the Heawood graph H shows a very singular behaviour: in fact, a numeric
evaluation by computer reveals that H is the only cubic bipartite graph with less than
26 vertices such that det(H)=per(H). In general 06det(G)6per(G): a bipartite graph
with det(G) = per(G) is called det-extremal.
In this paper we deal with r-regular bipartite graphs which are minimally one-
factorable or det-extremal. At rst we show that minimally one-factorable r-regular
bipartite graphs exist only for r63. We will construct a wide class C of exam-
ples of minimally one-factorable cubic bipartite graphs and determine the values of
their permanents explicitly. Disregarding H , the class C provides precisely one further
instance of a connected cubic bipartite graph which is both minimally one-factorable
and det-extremal.
Note that the notion det-extremal is a special case of sign-nonsingularity, which
plays an important ro^le in the theory of converting permanents of (0; 1;−1)-matrices
into determinants (cf. [3]).
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1. Preliminaries: one-factorizations of regular bipartite graphs
Let V1 = fa1; a2; : : : ; ang and V2 = fb1; b2; : : : ; bng be disjoint sets and let Kn;n de-
note the complete bipartite graph with bipartition V1; V2. An r-regular bipartite graph
on 2n vertices is a spanning subgraph of Kn;n such that the valency of each ver-
tex is r for some xed r>1. If r = 3, we speak of cubic bipartite graphs. Each
bipartite graph G on 2n vertices gives rise to a square matrix A of order n in the
following way:
(A)ij:=
8<
:
1 if there is an edge joining ai and bj;
0 otherwise:
The matrix A is referred to as the (reduced) adjacency matrix of G. Since the bipartite
graph G is r-regular, A has exactly r 1’s in each row and column.
In a graph G, any set of edges in which every vertex appears precisely once is
said to be a one-factor. It is well known that the number of distinct one-factors of G
equals per(G). A one-factorization of G is a way of partitioning the edge set of G
into one-factors. A one-factorization of G can bee seen as a colouring of the edges of
G in such a way that adjacent edges always have distinct colours.
A (symmetric) conguration C (of type nk) is a nite incidence structure which
consists of n points and n lines with the following property: Each point and line of C
is incident with k distinct lines and points of C, respectively.
Recall that the ag graph  (C) of a conguration C of type nk has as its vertex
set V ( (C)) the union of the point set P and line set L of C, its edges being the
unordered pairs that consist of a point and a line in C incident to each other.
Obviously, ag graphs of congurations have girth at least 6 since the congurations
do not contain di-gons. Vice versa, every bipartite k-regular graph on 2n vertices
can be seen as a symmetric conguration of type nk , up to duality: in fact, the
bipartition P; L of the vertex set admits both P and L as the point set of the
conguration.
In this note, graph theoretic denotations have been adopted from [1,2,8,10]; concern-
ing congurations and nite projective planes, we refer to [3{5,9,11].
As mentioned in the introduction, every r-regular bipartite graph G has one-factors
and every one-factor can be completed to a one-factorization of G. (In this formu-
lation, the theorem is due to Ph. Hall. Recently Gropp [6] has pointed out that there
is an equivalent formulation of this statement in the language of projective cong-
urations, dating 1894, by Steinitz [13].) What can be said about graphs which ful-
l the above theorem minimally, i.e. in which every one-factor lies in precisely one
one-factorization? This question has come up during investigations on permanents and
determinants of cubic bipartite graphs: in fact, a rst instance of such a minimally
one-factorable graph is the Heawood graph:
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Proposition 1.1. The Heawood graph; i.e. the ag graph H =  (PG(2; 2)) of the
projective plane of order two; has permanent 24. The 24 one-factors of H make up
8 one-factorizations precisely.
Proof. Numeric evaluations conrm per(H)=24 (cf. [12, pp. 124{125].) A short proof
for the second statement will be given in Remark 2.7.
Remark 1.2. The following geometric reasoning in PG(2; 2) reveals an interesting con-
nection between the one-factorizations of H and the Singer cycles in the collineation
group PGL(3; 2) of PG(2; 2): this group is a simple group of order 168, which has
eight 7-Sylow subgroups, known as Singer cycles; each such cycle, say hi, determines
exactly one one-factorization of H .
To see this, we introduce a new labelling for the elements of PG(2; 2): x some
point P, dene Pi:=P
i
and denote by Qi the third point on the line gi:=PiPi+1, indices
taken modulo 7. Since PG(2; 2) consists of seven distinct points, one has Qi=:P(i) for
some permutation 2 S7 acting on f0; : : : ; 6g. The denition of Qi is invariant under
the collineation , hence  = (0123456) and  commute as permutations acting on
the indices f0; : : : ; 6g of the points in PG(2; 2). This, in turn, implies = j for some
j2f0; : : : ; 6g.
At rst sight, the range of possible values for j can be restricted to f3; 4; 5g by the
following argument. Consider the ag graph  (PG(2; 2)): it can be described as the
14-gon P0g0P1g1 : : : P6g6 with some additional diagonal edges; since H is bipartite and
has girth 6, the possible vertices forming a diagonal edge together with the vertex g0
are P3; P4; P5.
If j had value 4, the plane PG(2; 2) could be decomposed into two quadrangles,
namely P1; P2; P3; P4 and P4; P5; P6; P0, which have the side g0 in common; this con-
tradicts the well-known fact that every quadrangle in PG(2; 2) makes up an ane plane
A of order 2, hence the remaining three points are incident with one and the same line,
namely the line at innity of A.
Therefore the possible values of j are 3 and 5, which cannot occur simultaneously
in one and the same plane PG(2; 2); otherwise g0 would be incident with four points,
namely P0; P1; P3; P5. Thus j and hence  = j turn out to be uniquely determined
by .
So, we can write down the one-factorization determined by (and invariant under)
the Singer cycle  (cf. Fig. 1, where j = 3):
(P0; g0) (P1; g1) (P2; g2) : : :
(P1; g0) (P2; g1) (P3; g2) : : :
(Pj; g0) (Pj+1; g1) (Pj+2; g2) : : :
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Fig. 1.
2. Minimally one-factorable r-regular bipartite graphs
Remark 2.1. For r=1; 2, every r-regular bipartite graph G is minimally one-factorable.
Denition 2.2. The valency of a one-factor F in an r-regular bipartite graph G is the
number of distinct one-factorizations of G containing F .
Remark 2.3. Let G be an r-regular bipartite graph and F a one-factor of G having
valency 1. Dene GnF to be the graph with vertex set V (GnF) = V (G) and edge set
E(GnF)=E(G)nF . Then GnF is an (r− 1)-regular bipartite graph with precisely one
one-factorization.
Theorem 2.4. Minimally one-factorable r-regular bipartite graphs exist only for r63.
Proof. Let G be a minimally one-factorable r-regular bipartite graph with r>4. Then
a contradiction arises between the following two facts:
(i) G is minimally one-factorable, hence each one-factor F of G has valency 1.
Then Proposition 2:3 says that GnF has only one one-factorization;
(ii) Already for r = 4, the smallest possible residual graph GnF , namely K3;3, has
two distinct one-factorizations. In general, a lower bound for the number of distinct
one-factorizations of a cubic bipartite graph G0 is 13 per(G
0), which becomes sharp
if, and only if, G0 is minimally one-factorable. On the other hand, lower bounds for
per(G0) have been given by Brualdi [2], Voorhoeve [14]; a quick view on these results
shows that per(G0) grows with increasing number of vertices and there always are at
least two distinct one-factorizations. For r > 4, we can drop as many one-factors as nece-
ssary to obtain a 4-regular residual graph and again apply the above reasoning.
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Remark 2.5. If G is a minimally one-factorable cubic bipartite graph, then G is
connected.
Remark 2.6. Let G be a cubic bipartite graph. Then there exists a canonical 1-1
correspondence between one-factors of valency 1 and hamiltonian circuits of G.
Remark 2.7. The previous statement implies the following short proof for
Proposition 1.1
Let F be a one-factor in H . Then HnF is a 2-regular graph with girth at least 6.
HnF cannot be union of a 6 cycle and a 8 cycle (consider the edges between them).
Hence HnF is a hamiltonian circuit. Hence F has valency 1.
3. Constructing minimally one-factorable cubic bipartite graphs from trees of
valency 63
A series of non-trivial minimally one-factorable cubic bipartite graphs can be con-
structed from trees with valency 63 using the following two special graphs:
Denition 3.1. (i) Denote by R the rooted tree of height 1 and with three leaves.
(ii) Let H be the Heawood graph, i.e. the ag graph H =  (PG(2; 2)) and let v
a vertex of H . A Heawood branch is the graph HB obtained by dropping v and the
incident edges from H (cf. Fig. 2, where v:=P1; the denotations in brackets refer to
Proposition 3.7).
Remark 3.2. Obviously, a Heawood branch is still a bipartite graph and contains ex-
actly three vertices of valency 2, which may be referred to as vertices of defect 1
when dealing with cubic bipartite graphs.
Denition 3.3. Let T be an unrooted tree of valency 63. Let V (T ) = fv1; : : : ; vng be
the vertex set of T and denote by i the valency of the vertex vi. Take three distinct
copies T (j) of T with vertices v( j)i (i = 1; : : : ; n; j = 1; 2; 3) and complete them to a
connected graph (T ) in the following way.
If i = 1, then perform one of the following two constructions:
(1) Amalgamate the trees T (j) and a copy HBi of the Heawood branch HB by
identifying the vertices v(1)i ; v
(2)
i ; v
(3)
i with the three vertices of defect 1 in HBi (Fig. 3).
(2) Amalgamate the trees T (j) and two copies R0i and R
00
i of the rooted tree R by
identifying the vertices v(1)i ; v
(2)
i ; v
(3)
i with the three leaves of R
0
i as well as the three
leaves of R00i . (In the sequel we will also write R
2
i = R
0
i [ R00i .) (Fig. 3)
If i = 2, then amalgamate the trees T (j) and a copy Ri of the rooted tree R by
identifying the vertices v(1)i ; v
(2)
i ; v
(3)
i with the three leaves of Ri.
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Fig. 2.
Fig. 3.
The resulting graph (T ) will be called poly-HB-R-R2 graph. Accordingly, we
speak of a poly-HB-R graph and a poly-R-R2 graph if the construction exclusively
uses amalgamation (1) and (2), respectively, for all the vertices vi of T with i = 1.
The subgraphs of (T ) isomorphic to either HB or R2 will be referred to as headings
of (T ).
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A rather concise representation of a poly-HB-R-R2 graph can be derived from the
usual representation of the underlying tree T by means of a diagram in the following
way: the dots representing vertices of valency 1 in T are replaced by the corresponding
headings in (T ), i.e. by either HB or R2; the dots representing vertices of valency 2
are replaced by R.
Example 3.4. Let T be the tree with two vertices v1; v2 and amalgamate two headings
HB over T (cf. Fig. 2):
Lemma 3.5. A poly-HB-R-R2 graph is again a cubic bipartite graph.
Denition 3.6. Let G be a connected cubic bipartite graph.
(i) A 3-bridge of G is any set B of 3 edges not incident in pairs such that GnB
falls into two components of connectivity.
(ii) A 3-bridge in a cubic bipartite graph G is called 3-coloured (with respect to a
one-factorization of G) if each edge of the 3-bridge belongs to a dierent one-factor.
Proposition 3.7. A 3-bridge of a poly-HB-R-R2 graph G is 3-coloured with respect
to every one-factorization of G.
Proof. Obviously, every 3-bridge in G comes from an edge in the underlying tree T
of G. We proceed by induction on the length of paths in T starting from a vertex of
valency 1.
Let vi be a vertex of valency 1 in T and denote by vi+1 the only vertex in T
adjacent to vi. Then the three vertices v
(1)
i ; v
(2)
i ; v
(3)
i are either the vertices of defect 1
in a Heawood branch HBi or the leaves of R2i = R
0
i [ R00i . We have to show that the
3-bridge v(1)i v
(1)
i+1; v
(2)
i v
(2)
i+1; v
(3)
i v
(3)
i+1 is 3-coloured with respect to any one-factorization
F1; F2; F3 of G. If this would not be the case, we had, say, v
(1)
i v
(1)
i+1; v
(2)
i v
(2)
i+1 2F1.
First, suppose that v( j)i ; j = 1; 2; 3 lie in a Heawood branch, say, HBi. Having
in mind the geometry of PG(2; 2), denote the six adjacent vertices within HBi by
P2; P3; P4; P5; P6; P7 and the remaining four vertices by g246; g257; g347; g356. This
choice allows to see the vertices v(1)i ; v
(2)
i , and v
(3)
i as lines g123; g145, and g167, re-
spectively, the removed vertex of the Heawood graph corresponding to the point P1
in PG(2; 2); this denotation immediately reveals the incidences in PG(2; 2): the points
Pi; Pj; Pk are collinear if, and only if, they make up the line g(i)( j)(k) for a suitable
permutation 2S3 acting on the set fi; j; kg, cf. Fig. 2, denotations in brackets.
We may suppose that the edges P2g123 and P4g145 belong to F2, whereas the edges
P3g123 and P5g145 lie in F3; in fact, since the group of collineations PGL(3; 2) acts
transitively on general quadrangles, there exists a collineation of PG(2; 2) xing the
points P1; P2; P3 and exchanging the points P4 and P5; this collineation makes over
our choice onto the only alternative.
Now the edge P2g246 belongs either to F1 or to F3. The following tables show
that in both cases the remaining edges successively turn out to be already distributed
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among the colours F1; F2; F3 in a unique way; moreover, in both cases we yield the
contradiction that the edges P6g167 and P7g167 would belong to F1.
(a) P2g246 2F1:
P2g246 2F1; P2g123 2F2 ) P2g257 2F3
P2g246 2F1; P4g145 2F2 ) P4g246 2F3
P4g246 2F3; P4g145 2F2 ) P4g347 2F1
P4g347 2F1; P3g123 2F3 ) P3g347 2F2
P3g347 2F2; P4g347 2F1 ) P7g347 2F3
P2g246 2F1; P4g246 2F3 ) P6g246 2F2
P3g123 2F3; P3g347 2F2 ) P3g356 2F1
P3g356 2F1; P5g145 2F3 ) P5g356 2F2
P5g145 2F3; P5g356 2F2 ) P5g257 2F1
P3g356 2F1; P5g356 2F2 ) P6g356 2F3
P5g257 2F1; P2g257 2F3 ) P7g257 2F2
P6g246 2F2; P6g356 2F3 ) P6g167 2F1
P7g347 2F3; P7g257 2F2 ) P7g167 2F1
The last two conclusions contradict each other.
(b) P2g246 2F3:
P2g246 2F3; P2g123 2F2 ) P2g257 2F1
P2g246 2F3; P4g145 2F2 ) P4g246 2F1
P2g246 2F3; P4g246 2F1 ) P6g246 2F2
P2g246 2F3; P4g145 2F2 ) P4g347 2F3
P2g257 2F1; P5g145 2F3 ) P5g257 2F2
P2g257 2F1; P5g257 2F2 ) P7g257 2F3
P5g145 2F3; P6g257 2F2 ) P5g356 2F1
P5g356 2F1; P6g246 2F2 ) P6g356 2F3
P6g356 2F3; P5g356 2F1 ) P3g356 2F2
P3g356 2F2; P3g123 2F3 ) P3g347 2F1
P3g347 2F1; P5g347 2F3 ) P7g347 2F2
P6g246 2F2; P6g356 2F3 ) P6g167 2F1
P7g347 2F2; P7g257 2F3 ) P7g167 2F1
Again, the last two conclusions contradict each other.
Secondly, suppose that v( j)i ; j=1; 2; 3 lie in a R
2
i . Denote the three adjacent vertices
within R2i by v
(1)
i ; v
(2)
i ; v
(3)
i and the remaining two vertices by w1 and w2, cf. Fig. 4.
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Fig. 4.
We may suppose that the edge v(1)i w1 belongs to F2 up to isomorphism. The fol-
lowing table will show that we yield the contradiction that the edges v(3)i w1 and v
(3)
i w2
would belong to F1.
v(1)i w1 2F2 ) v(2)i w1 2F3
v(1)i w1 2F2 ) v(1)i w2 2F3
v(2)i w1(or v
(1)
i w2)2F3 ) v(2)i w2 2F2
v(1)i w1 2F2; v(2)i w1 2F3 ) v(3)i w1 2F1
v(2)i w1 2F3; v(2)i w2 2F2 ) v(3)i w2 2F1
Clearly, the last two conclusions contradict each other. This settles the basis of induc-
tion.
Now suppose that vi is a vertex in T having valency 2. Denote the adjacent ver-
tices by vi−1 and vi+1. By hypothesis of induction we may assume that the 3-bridge
v(1)i−1v
(1)
i ; v
(2)
i−1v
(2)
i ; v
(3)
i−1v
(3)
i is 3-coloured, say v
( j)
i−1v
( j)
i 2Fj. Denote by wi the root of Ri.
Clearly, the three edges incident in wi belong to three dierent colours: there are
precisely two cases:
(1) v(1)i wi 2F2; v(2)i wi 2F3; v(3)i wi 2F1,
(2) v(1)i wi 2F3; v(2)i wi 2F1; v(3)i wi 2F2.
In both cases there is precisely one possibility to extend this colouring for the
3-bridge v( j)i v
( j)
i+1:
In the rst case:
v(1)i v
(1)
i+1 2F3; v(2)i v(2)i+1 2F1; v(1)i v(1)i+1 2F2:
In the second case:
v(1)i v
(1)
i+1 2F2; v(2)i v(2)i+1 2F3; v(3)i v(3)i+1 2F1:
Hence, also the 3-bridge v( j)i v
( j)
i+1 is 3-coloured with respect to every one-factorization
of G.
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Finally, suppose that vi is a vertex of valency 3 in T . We perform a second induction
on the maximum length of the sidepaths joining the path under consideration in vi. To
restrict attention to the essential situation, we may disregard vertices of valency 2. This
implies that if a path P in T has length , then the number of vertices of valency 3
in P equals − 1.
Denote by vi−1; vi+1; uj the adjacent vertices of vi and suppose that the induction
runs along a path containing : : : ; vi−1; vi; vi+1; : : : . Let n+ 1 be the length of this path
from its starting vertex to vi. Denote by m + 1 the maximum length of the sidepaths
(i.e. not passing through vi) which end in uj.
First we tackle the case n=m= 0. This means that vi−1 and uj are both valency 1
vertices. Hence the 3-bridges
v(1)i−1v
(1)
i v
(2)
i−1v
(2)
i v
(3)
i−1v
(3)
i
u(1)j v
(1)
i u
(2)
j v
(2)
i u
(3)
j v
(3)
i
are both 3-coloured. Assume v(1)i−1v
(1)
i 2F1; v(2)i−1v(2)i 2F2, and v(3)i−1v(3)i 2F3. Now we
distinguish two cases according to whether the edge u(1)j v
(1)
i belongs to F2 or F3. In
the rst case, immediately one has
u(2)j v
(2)
i 2F3; u(3)j v(3)i 2F1;
this, in turn, implies
v(1)i v
(1)
i+1 2F3; v(2)i v(2)i+1 2F1; v(3)i v(3)i+1 2F2:
In the second case,
u(2)j v
(2)
i 2F1; u(3)j v(3)i 2F2;
this, in turn, implies
v(1)i v
(1)
i+1 2F2; v(2)i v(2)i+1 2F3; v(3)i v(3)i+1 2F1:
For later use, we reformulate this intermediate result: () If three 3-bridges have three
pairwise not adjacent vertices in common and if two of these 3-bridges are 3-coloured
with respect to any one-factorization of G; then also the third one is so.
Now, by hypothesis of induction on n, assume that the 3-bridge
v(1)i−1v
(1)
i ; v
(2)
i−1v
(2)
i ; v
(3)
i−1v
(3)
i
is 3-coloured with respect to any one-factorization of G.
First, let m= 0. This means that uj is a valency 1 vertex; hence also the 3-bridge
u(1)j v
(1)
i ; u
(2)
j v
(2)
i ; u
(3)
j v
(3)
i
is 3-coloured with respect to any one-factorization of G. By (), the 3-bridge
v(1)i v
(1)
i+1; v
(2)
i v
(2)
i+1; v
(3)
i v
(3)
i+1
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is 3-coloured as well. Secondly, consider the induction on n for m + 1. This means
that uj is a valency 3 vertex and there are three 3-bridge joining in it, say
u(1)j−1u
(1)
j ; u
(2)
j−1u
(2)
j ; u
(3)
j−1u
(3)
j ;
t(1)j−1u
(1)
j ; t
(2)
j−1u
(2)
j ; t
(3)
j−1u
(3)
j ;
v(1)i u
(1)
j ; v
(2)
i u
(2)
j ; v
(3)
i u
(3)
j ;
where tj is an adjacent vertex of uj in which a sidepaths of length m06m ends.
By hypothesis of induction on m, assume that the 3-bridge
u(1)j−1u
(1)
j ; u
(2)
j−1u
(2)
j ; u
(3)
j−1u
(3)
j
is 3-coloured, then also the 3-bridge
t(1)j−1u
(1)
j ; t
(2)
j−1u
(2)
j ; t
(3)
j−1u
(3)
j
is 3-coloured (because of coming from a branch of length 6m). By (), the 3-bridge
v(1)i u
(1)
j ; v
(2)
i u
(2)
j ; v
(3)
i u
(3)
j
is 3-coloured as well.
Hence, being the 3-bridge
v(1)i−1v
(1)
i ; v
(2)
i−1v
(2)
i ; v
(3)
i−1v
(3)
i
3-coloured, again by () the 3-bridge
v(1)i v
(1)
i+1; v
(2)
i v
(2)
i+1; v
(3)
i v
(3)
i+1
is 3-coloured.
Theorem 3.8. A poly-HB-R-R2 graph (T ) is minimally one-factorable. In particular;
if T has n vertices and amalgamation (1) is used k times; then per((T )) = 3  22k+n
and (T ) has 22k+n one-factorizations.
Proof. The case n= 1 degenerates since the only vertex of the tree T has valency 0.
Anyway, one might see the graph K3;3 and the Heawood graph as poly-HB-R-R2 graphs;
actually, they result as an amalgamation of R with R2 and HB, respectively. Numerical
evaluation yields per(K3;3) = 6, the six one-factors making up 2 one-factorizations.
Proposition 1.1 furnishes the numerical data concerning the Heawood graph.
Now, let n>2 and proceed by induction on n.
For n= 2 we have three dierent poly-HB-R-R2 graphs:
R2 |{ R2; R2 |{ HB; HB |{ HB:
In each of these graphs, say
G :=A1 |{ A2;
there is just one 3-bridge arising from the only edge in the underlying tree T . By
Lemma 3:7, this 3-bridge is 3-coloured with respect to any one-factorization. If we
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drop one heading Aj and link the 3-bridge in one additional vertex vi, then each
one-factorization of G, restricted to the remaining heading Ai, can be continued to
a one-factorization of Ai [ fvig in a unique way, i; j2f1; 2g; i 6= j. Clearly, the
graphs Ai [ fvig are isomorphic to K3;3 and the Heawood graph if Ai ’ R2 and
Ai ’ HB, respectively. On the other hand, each one-factorization of the Heawood
graph and K3;3, respectively, induces a one-factorization of HB and R2 in a unique
way. This, in turn, implies that each one-factorization of G is a suitable combination
of a one-factorization of the heading Ai with a one-factorization of the heading Aj,
linked together via the 3-coloured 3-bridge; in particular, the 3-bridge determines in
a unique way which one-factor of Aj has to be combined with a given one-factor of
Ai. Hence the number of distinct one-factorizations of G equals the product p of the
numbers of one-factorizations of A1 and A2.
This implies that G has at most 3p one-factors. Equality holds true if, and only
if, each one-factor has valency 1. Assume that a one-factor, say F1, belongs to two
dierent one-factorizations of G, say
F1; F2; F3 and F 01 = F1; F
0
2; F
0
3:
Dene Fk; i:=Fk\E(Ai) as well as F 0k; i:=F 0k\E(Ai) for k=1; 2; 3 and i=1; 2. Obviously,
for a xed i, the sets of edges Fk; i and F 0k; i give rise to one-factorizations of the
graph Ai [ fvig. This graph, being isomorphic to either the Heawood graph or K3;3, is
minimally one-factorable. On the other hand, one has F1; i = F 01; i, a contradiction.
Finally, we check the values for p and per((T )) for n = 2. Clearly the three
poly-HB-R-R2 graphs mentioned above have parameter k=0; 1; 2, respectively. Numer-
ical evaluation yields p= 4; 16; 64 and per((T )) = 12; 48; 192.
This settles the basis of induction. Now let n> 2 and assume that the statement
holds true for all such trees with less than n vertices. Let T be a valency 63 tree with
n vertices and consider a poly-HB-R-R2 graph (T ) where amalgamation (1) is used
k times. Choose a valency 1 vertex of T , say w1, and denote by w2 the only adjacent
vertex of w1.
Clearly, the edge w1w2 gives rise to a 3-coloured 3-bridge in (T ), by Lemma 3:7.
If we drop the heading A1 of (T ), corresponding to the vertex w1 of T , and link the
edges of that 3-bridge in an additional vertex v2, then the graph
(T )2 := ((T )nA1) [ fw2g
is still a poly-HB-R-R2 graph having an underlying tree with n − 1 vertices. By hy-
pothesis of induction, one has
3  22k+n one-factors and 22k+n one-factorizations if A1 ’ R2;
3  22(k−1)+n one-factors and 22(k−1)+n one-factorizations if A1 ’ HB:
By an analogous reasoning as used for the basis of induction, we see that the num-
ber of distinct one-factorizations of (T ) equals the product of the number p of
one-factorizations of A1[fv1g and of (T )2. If A1 ’ R2, one has p=222k+n=22k+n+1.
If A1 ’ HB, we have p= 8  22(k−1)+n = 22k+n−2+3 = 22k+n+1, again.
Obviously, per(G) = 3p implies that G is minimally one-factorable.
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4. Det-extremal cubic bipartite graphs
The following proposition is an immediate consequence of Corollary 6:2:5 in [3];
nevertheless, we present here an alternative proof of it.
Proposition 4.1. Let G be a cubic bipartite graph having at least one quadrangle.
Then one has det(G) 6= per(G).
Proof. Let Q be a quadrangle contained in the cubic bipartite graph G. Every cubic
bipartite graph is one-factorable and so we can x a one-factorization consisting of three
one-factors, i.e. a colourization of the edges of G by three colours. We distinguish two
cases:
(1) In Q only two colours appear, i.e. opposite edges having the same colour.
(2) In Q three colours appear; in this case Q has precisely one pair of opposite
edges with the same colour.
In both cases, there is at least one colour, i.e. one-factor F , such that Q contains a
pair of opposite edges having colour F . Let an−1; an; bn−1; bn be the four vertices of
Q such that (an−1; bn−1) and (an; bn) represent the pair of opposite edges of Q with
the colour F . Denote by a1; : : : ; an−2; b1; : : : ; bn−2 the remaining vertices of G such
that the bipartition of G is given by ai 2P; bi 2L. Now we consider the resulting
adjacency matrix A of the cubic bipartite graph G. Because of the connection between
one-factors, adjacency matrices and permutations in Sn, the one-factor F is represented
by entries 1 in the adjacency matrix A in positions, say (i; (i)) for some 2Sn, such
that (n− 1) = n− 1 and (n) = n.
The particular choice for denoting the vertices of G implies that A has entries 1 in
positions (n− 1; n− 1); (n− 1; n); (n; n− 1); (n; n), which represent Q. But then also
the permutation (n − 1n) represents a one-factor F 0 of G, not necessarily belonging
to the one-factorization chosen above. Clearly, the permutations  and (n− 1n)  are
of opposite sign. Hence det(G) 6= per(G).
Corollary 4.2. Any det-extremal cubic bipartite graph G on 2n vertices is the ag
graph of some symmetric conguration of type n3.
Proof. By Proposition 4.1, the graph G has girth at least 6. Now apply the well-known
correspondence between such graphs and symmetric congurations (see e.g. [5]).
Corollary 4.3. If a poly-HB-R-R2 graph G is det-extremal; then G is actually a
poly-HB-R graph.
Remark 4.4. Unlike minimally one-factorable regular bipartite graphs, a det-extremal
r-regular bipartite graph need not be connected. In fact, if Gi are disjoint det-extremal
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graphs, i = 1; : : : ; s, then one has
det
 
s[
i=1
Gi
!
= per
 
s[
i=1
Gi
!
=
sY
i=1
det(Gi) =
sY
i=1
per(Gi):
Theorem 4.5. There are precisely two det-extremal connected poly-HB-R graph;
namely the Heawood Graph H with det(H) = per(H) = 24 and the graph
H 0:=HB | HB with det(H 0) = per(H 0) = 192.
Proof. First note that the Heawood graph H and HB | HB are the only connected
poly-HB-R graph (T ) whose underlying tree T has at most two vertices. The values
pointed out for determinants and permanents have been proved in Proposition 1.1 and
Theorem 3:2, respectively.
In order to show that these two graphs are the only connected det-extremal poly-HB-R
graphs, it is sucient to deal with the following two general situations:
Situation (1):
HB |{ R |{ : : :
Situation (2):
HB |  | HB
j
j
...
In fact, if the underlying tree T of the poly-HB-R graph (T ) is nite, connected,
and has at least 3 vertices, it is easy to check that there is always at least one valency
1 vertex v in T such that v is adjacent either to a valency 2 vertex (leading to Situation
(1)) or to a valency 3 vertex which, in turn, is adjacent to a second valency 1 vertex;
clearly, the second case leads to Situation (2).
In both cases, we will choose a suitable labelling giving rise to a reduced adjacency
matrix, say A:=(aij), and, in each case, point out two one-factors, represented by
a1(1)    an(n) = 1;
a1(1)    an(n) = 1
such that
sign =− sign :
Obviously, this implies det((T )) 6= per((T )).
Situation (1): Choose the labelling for the vertices as pointed out in Fig. 5.
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Fig. 5.
Consider the following two partial one-factorizations:
F (1)1 F
(1)
2 F
(3)
1 F
(2)
1 F
(2)
2 F
(2)
3
1− 10 1− 50 1− 60 1− 60 1− 50 1− 10
2− 20 2− 40 2− 50 2− 50 2− 40 2− 20
3− 30 3− 60 3− 20 3− 20 3− 30 3− 60
4− 40 4− 10 4− 30 4− 40 4− 10 4− 30
5− 50 5− 30 5− 90 5− 30 5− 90 5− 50
6− 60 6− 80 6− 40 6− 80 6− 60 6− 40
7− 70 7− 20 7− 10 7− 10 7− 20 7− 70
8− 80 8− 90 8− 70 8− 70 8− 80 8− 90
9− 90 9− 90
10− 80 10− 80
11− 70 11− 70
Since both partial one-factorizations provide one and the same colourization for the
3-bridge 9− 90; 10− 80; 11− 70, they can be completed to one-factorizations of (T )
which coincide on the rest of (T ) beyond the vertices 9,10,11. Now, the complete
one-factors F (1)1 and F
(2)
1 are represented by the permutations
= 
and
 = (1 6 8 7) (2 5 3) ;
respectively, for one and the same suitable permutation 2Sn−10+1 acting on the in-
dex set (10; 11; : : : ; n). Since the permutation −1 is composed of two disjoint cyclic
permutations whose orbits have lengths 4 and 3, its sign is negative.
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Fig. 6.
Situation (2): Choose the labelling for the vertices as pointed out in Fig. 6.
Consider the following two partial one-factorizations:
F (1)1 F
(1)
2 F
(3)
1 F
(2)
1 F
(2)
2 F
(2)
3
1− 10 1− 30 1− 20 1− 30 1− 20 1− 10
2− 20 2− 60 2− 50 2− 60 2− 50 2− 20
3− 30 3− 40 3− 60 3− 40 3− 60 3− 30
4− 40 4− 50 4− 10 4− 50 4− 10 4− 40
5− 50 5− 140 5− 30 5− 140 5− 30 5− 50
6− 60 6− 10 6− 150 6− 10 6− 150 6− 60
7− 70 7− 20 7− 40 7− 20 7− 40 7− 70
8− 80 8− 120 8− 130 8− 120 8− 130 8− 80
9− 90 9− 110 9− 120 9− 90 9− 110 9− 120
10− 100 10− 90 10− 80 10− 100 10− 80 10− 90
11− 110 11− 130 11− 100 11− 110 11− 100 11− 130
12− 120 12− 100 12− 70 12− 70 12− 120 12− 100
13− 130 13− 150 13− 90 13− 130 13− 90 13− 150
14− 140 14− 80 14− 110 14− 80 14− 140 14− 110
15− 150 15− 150
16− 70 16− 70
17− 140 17− 140
Since both partial one-factorizations provide one and the same colourization for the
3-bridge 15 − 150; 16 − 70; 17 − 140, they can be completed to one-factorizations of
(T ) which coincide on the rest of (T ) beyond the vertices 15,16,17.
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Now, the complete one-factors F (1)1 and F
(2)
1 are represented by the permutations
= 
and
 = (1 3 4 5 14 8 12 7 2 6) ;
respectively, for one and the same suitable permutation 2Sn−16+1 acting on the index
set (16; 17; : : : ; n). Since the permutation −1 is cyclic with orbit of even length, its
sign is negative.
Thus, in both situations, the permutation −1 = −1 has negative sign, i.e.  and
 are of opposite sign.
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