






































































































































































































































































































































































































































































データ数 100 1000 8１２４
全データの正解率(%） 98.966 9９．８０３
ルール数 10 2０ 1９
計測時間(sec） ０．０１５ 0．１４１
津田倫彰・成久洋之8６
表7.Mushroomデータから分割統治法によって獲得した知識の詳細
rulel：が(odor＝almond）伽〃edible
rule2：〃(odor＝creoste）伽〃poisonous
rule3：〃(odor＝anise）伽〃edible
rule4：ぴ(odor＝foul）［んe〃poisonous
rule5：が(odor＝pungen）伽〃poisonous
rule6：〃(odor＝spicyWhe〃poisonous
rule7：が(odor＝fishy）伽〃poisonous
rule8：〃(odor＝musty）伽〃poisonous
rule9：〃(odor＝、oneAspore-print-color＝black）ﾋﾟﾙelzedible
rulelO：ｌｉ/(odor＝none八spore-print-color＝buff）伽〃cdible
rulell：が(odor＝noncAspore-print-color＝brown）[ｈｅ"ediblc
rulel2：が(odor＝ｎｏｎｅ八spore-print-color＝chocolate）［んelzedible
rulel3：〃(odor＝ｎｏｎｅ八spore-print-color＝Orange）rｈｅ〃ediblc
rulel4：ヴ(odor＝noneAspore-print-color＝green）rｈｅ〃poisonous
rulel5：〃(odor＝noncAspore-print-color＝yellow）伽〃cdiblc
rulel6：沢odor＝noneAspore-print-color＝whiteAgill-sizc＝ｂroad）ﾉﾉｶe〃cdible
rulel7W(odor＝noncAspore-print-color＝whiteAgill-sizc＝narrow八gill-spacing＝cloＳｃ）仇e〃poisonous
rulel8：沢odor＝noneAspore-print-color＝whiteAgill-size＝narrowAgill-spacing＝close
Apopulation＝clustered）伽〃poisonous
rulel9：l(/(odor＝ｎｏｎｅ八spore-print-color＝white八gill-size＝narrowAgill-spacing＝close
八population＝several）rhelzcdible
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MachincLeamingwasconsideredtobethecomputationalmethodsthatwouldimplmentvarious
formsoflearning，inparticularmachanismscapableofinducingknowledgefromexampleson
data・Dataminingistheextractionofimplicit，previouslyunknown，andpotentiallyusefulinformati
oｎｆｒｏｍｒａｗｄａｔａ、Machinelcarningprovidesthetechnicalbasisofdatami､ing・
Inthispaper，ｗｅｐｒｅｓｅｎｔａｂａｓｉｃｃｏｎｃｅｐｔｏｆｄａｔａｍｉningasmachinclcarningandshowthe
effectivenessofknowledgediscoverybyadoptingittoMushroomproblemthatisthewell-known
benchmaｒｋｐｒｏｂｌｅｍｓｃａｃｈｏｆｗｈｉｃｈｈａｓ２２ａｔｔｒibutesconcerningwithitscolor，sizc，odor，habitant
andetcThedecisiontreeobtainedinourexperimentisconsiderablycompactandsummarized
infOrmationsuchascontainsonlyl9ruleswhichrepresentstheknowledgecoveringmushroom
characteristics．
