Abstract
Introduction
Biological systems live in a very noisy environment. A large-scale colony of independent cells is well organized in a way that works effectively in the environment that is thermally perturbed at all times. This random environment and the mechanisms exploiting randomness are seemingly some of the key aspects explaining why a cell population, that is, a group of independent agents, can work so well in constructing a structure and generating functionality as a collective effort.
The multi-robot research community, including modular robotics and swarm robotics, has been exploring the stochastic aspect of multi-agent coordination. A central question in swarm and modular robotics is how a group of robots can create collective actions that lead to the formation of a desired structure (Bonabeau et al., 1999; Bojinov et al., 2000) . Without a central controller, deterministic approaches need more information and a complex protocol, yet the performance is limited in robustness and adaptability. Many of the recent works have exploited stochasticity to accomplish superb performance in guiding swarm robots, collectively generating a pattern, and building a structure (Ayanian et al., 2008; Gilpin et al., 2008; Matthey et al., 2009 ).
Biological robots, where living bacteria and biological materials are used as components of robots, have to deal with stochastic behaviors of living organizations. Bacteria propulsion of micro objects Sitti, 2007, 2008) , for example, is based on stochastic modeling and control of an array of bacteria. Several authors have addressed the dynamics of bacteria gene regulation systems (Raser and O'Shea, 2004; Losick and Desplan, 2008; Shahrezaei and Swain, 2008) , and Escherichia coli has been modeled as a hybrid stochastic system (Julius et al., 2008) . Inspired by skeletal muscles and motor control, stochastic recruitment and broadcast feedback have been developed for controlling a population of anonymous agents (Odhner and Asada, 2009) and have been applied to artificial muscle actuators with cellular structure (Ueda et al., 2007) . These are just a few examples of how biological systems behave in a stochastic manner and how the stochastic mechanisms can be utilized for building robots and engineered systems. There is much more to explore in biological systems.
Massachusetts Institute of Technology, USA Multi-cell biology is a rapidly growing branch of biology addressing interactions among a population of cells and their emergent behaviors, leading to tissue formation. Although the basic construction is fundamentally different, studying cell population behaviors overlaps with the aims of multi-robot systems, at least in a phenomenological sense. Like swarm robots and modular robots, biological cells are independent, stochastic mobile agents that can migrate within a gel matrix field and communicate with each other. It is expected that discoveries in multi-cell biology will provide useful insights as to how a population of independent agents can collectively create a desired structure, which will have a transformative impact upon robotics and beyond.
This paper attempts to elucidate a class of stochastic cell population behaviors with an aim to gain insights useful for robotics and engineered systems design. Specifically, the current work investigates the process of generating a vascular network, termed angiogenesis. A population of Endothelial Cells (ECs) residing in a blood vessel can sprout out and create a new vascular network when exposed to growth factors (Mantzaris et al., 2004) . Cells communicate with each other and interact with the matrix field in a stochastic manner, leading to pattern formation as a result of collective cell behaviors.
Angiogenesis is a critically important research area in various fields of medicine and biology. Cancer treatment research, for example, is closely related to angiogenesis. Cancerous cells demand blood supply by inducing ECs to extend blood vessels towards the cancerous cells. Studying the process of blood vessel formation and finding a way of interfering with the vascular network formation is a promising methodology for treating cancer (Carmeliet and Jain, 2000) . Tissue engineering and regenerative medicine, too, are heavily involved in angiogenesis, since blood must be supplied to engineered tissues (Tonnesen et al., 2000; Kaully et al., 2009 ). Muscle cells, in particular, consume a large amount of oxygen, and therefore angiogenesis is key to creating thick bio-artificial muscles (Levenberg et al., 2005) . Biological robots powered by bio-artificial muscles thicker than 100 micrometers cannot be built without a perfusion system.
The primary objective of the current work is to better understand collective behaviors of ECs and their interactive mechanisms and protocols in constructing a tubular structure. Such research efforts will not only provide new insights as to how a population of stochastic agents can produce a complex structure, but will also contribute to the development of bio-artificial muscles and biological robots.
Background

Angiogenesis
Angiogenesis is the process of generating a vascular network from an existing blood vessel. As shown in Figure 1 (a), ECs sprout out in response to signaling molecules such as Vascular Endothelial Growth Factor (VEGF), Angiopoietin (Ang) I and II, and basic Fibroblast Growth Factor (bFGF). Those growth factors are secreted when tissues need more oxygen (are hypoxic) or become wounded. Tumors demand blood supply by secreting these growth factors and causing sprouts to extend toward the tumor, as shown in Figure 1 (b) . Each tip cell senses the local concentration of growth factors that diffuse into the collagen gel matrix, detects properties of the surrounding gel matrix, integrates all factors and signaling, and makes a decision as to whether to migrate, proliferate, die (apoptotic state), or take a quiescent state. Each tip cell is followed by 'stalk cells', which construct a tubular structure. Occasionally a new branch is created with a new tip cell that leads the branch. After many stages of sprouting, branching, and reconnection, a vascular network is developed, as illustrated in Figure 1 (c). Individual cell behaviors are known to be stochastic (Stokes and Lauffenburger, 1991; Das et al., 2010) , and there is no central controller to guide the development process. Sprouting, as well as branching, occurs randomly at diverse sites, yet the resultant vascular network is highly regulated.
This angiogenic sprouting process poses profound questions and suggests useful approaches, which have seldom been addressed in robotics.
• In forming a spatial pattern, cells communicate not only by direct interactions but also indirectly through the matrix field. An action taken by one cell causes changes to the matrix field, which are detected by other cells, influencing their reactions. Cells secrete specific molecules or leave biochemical markers in the matrix that they touch. In turn, other cells detect the marker and change their behaviors. In swarm and modular robotics, communications are mostly by explicit, direct communications among neighbors, and the environment field is seldom used as a spatiotemporal means to communicate and coordinate their actions. Indirect spatiotemporal communications through the environment is one of the key aspects in understanding emergent behaviors of a cell population, and will be a useful concept worth exploring in robotics, particularly for assembly and construction by multiple robots.
• Also characteristic to biological cell behaviors is that they work in an environment that is much noisier and more random than that in engineered systems. Yet, they can build a reliable structure with complex functionality. Reactions of signaling molecules that determine a cell behavior follow the stochastic theories of thermodynamics (Turner et al., 2004) . While most of the stochasticity is averaged out from a macroscopic viewpoint, stochastic behaviors are more prominent and punctuated when discrete switching and highly non-linear processes are involved (Losick and Desplan, 2008) . These include the binding of molecules to receptors, phenotype switching, and cell differentiation (Augustin et al., 1994; Hood and Cheresh, 2002; Gerhardt, 2008) . Furthermore, intracellular signal transduction is carried out by a relatively small number of molecules (Raser and O'Shea, 2004) . As a result, cell behaviors are highly stochastic, which cannot be described properly by averaging the signals. Cellular responses to presumably the same stimuli are therefore different and have significant variance, yet the end result in constructing a functional tissue is highly regulated.
Agent-field model
The stochastic behavior of ECs can be modeled as a population of stochastic agents, each having a Markov chain state transition graph. The authors' group has developed an agent-field model, where each cell is a stochastic agent making a discrete phenotype state transition with probability p i →j ( M( x) ) for transition from states i to j in each sampling period, as shown in Figure 2 . Here, M( x) are the matrix cues influencing cell behavior at the cell position, x. These cues include growth factors that propagate across the gel matrix field, and matrix gel properties, for example, stiffness. Growth factors in the matrix are governed by diffusion dynamics: a deterministic process described by a set of partial differential equations. Individual cells integrate these cues and make a stochastic decision as to which phenotype state to take. The state transition probability for each transition is modulated by the cues in the matrix field that the cell detects, M( x), and integrates into its decision process. Therefore, the agent-field model is an inhomogeneous population Markov chain where transition probabilities vary depending on the state of the gel matrix field. We hypothesize that the angiogenic vascular network formation is achieved as a result of a series of cell-level decisions in response to the infusion of growth factors, as depicted by the agent-field model. The challenge is to explain how a specific vascular network pattern emerges from individual agent behaviors. There is a substantial gap between individual cell-level behaviors and pattern formation as an aggregate effect of cell population behaviors. In an attempt to fill the gap the following sections will present actual experimental observations of angiogenesis in an in vitro micro-fluidic environment (Section 3), revise the agent-field model based on the experimental observations and the literature (Section 4), introduce hybrid stochastic dynamic equations (Section 5), and present a stochastic system identification method for estimating the parameters involved in the hybrid dynamic equations (Section 6). Finally, we will present the simulation results in Section 7. Phenotype transition graph for a single cell in the agentfield model. Circles indicate a delay period during which time the cell is still in its previous state and transits to the next circle with probability 1 until it reaches the destination state. Each circle represents a one time-step delay.
Observation of angiogenic cell population behaviors in the in vitro micro-fluidic environment
Actual experiments are indispensable for gaining insights as to how ECs behave and create a vascular network pattern. Over the last 40 years, angiogenesis experiments have been performed in either in vivo environments, or in vitro environments using traditional on-the-gel dish experiments (Schor et al., 2001) . The former provides the right environment for the cells to grow, but due to the extreme complexity of the actual in vivo environment, it is difficult to interpret the data. The latter is simple, but the standard onthe-gel experiment significantly differs from the actual in vivo environment 1 . Recently the authors' research team has developed micro-fluidic platforms for in vitro angiogenesis experiments (Chung et al., 2009 ). The device enables tight control of the delivery of various growth factors, providing an environment much closer to the actual in vivo environment than that of the on-the-gel dish experiment. It also provides excellent visibility for observing three-dimensional cell behaviors using advanced imaging technology, for example, confocal microscopy with fluorescent markers (Pawley, 2006) . Figure 3 shows the device used for angiogenesis experiments. A collagen gel matrix is formed between microfluidic channels A and B. Human Micro-vascular Endothelial Cells (hMVECs) are seeded on one side of the gel matrix facing Channel B. Fluids containing growth factors and other molecules are delivered to the gel matrix through both channels. The fluid provided to Channel A contains a higher concentration level of VEGF than that of Channel B, so that a uniform gradient of VEGF concentration can be formed across the gel matrix. In response to the gradient of VEGF provided, ECs sprout out and extend towards the higher VEGF concentration. The sprouting process is observed from beneath using a confocal microscope, which can measure three-dimensional movements of the individual cells. Figure 4 shows an example of the type of confocal microscopy data we can obtain. Figure 4 (a) shows a sprout that has grown from the monolayer over 24 hours. We monitor the growth process using the confocal imaging system and obtain position trajectories for the cells involved in the growth process.
Our experiments using the device have allowed us to watch cell population behavior, that is, how cells migrate together and what patterns they form. We have made the following observations.
• Tip cells: the tip cells move in three dimensions and establish the path or 'conduit' that the sprout is going to form into. See Extension 1. • Conduit size: conduit width is related to tip cell migration speed. If the tip cell migrates quickly, the conduit is narrow. If the tip movies slowly, the conduit is wider. As described in detail later, a tip cell secrets a special protease to degrade the gel matrix. Depending on its speed, the density of protease released per unit distance traveled will be different. A wider conduit is necessary for lumen formation by stalk cells. Figure 5 and Extension 3 show how two stalk cells migrate on different sides of the same conduit when it is sufficiently wide. The narrow conduit in Figure 4 leads to a line of cells. It was formed by a tip cell that moved ∼ 50μm in 16 hours, or 3.1 μm/hr on average. In contrast, the lumen in Figure 5 was formed by a tip cell that moved ∼ 40μm in 22 hours, or 1.8μm/hr on average.
• Detachment: when the tip cell migrates too quickly, it detaches from the cells behind it and advances into the scaffold. When the tip gets too far away, the stalk cells lose their sense of directionality and often retract toward the monolayer (see Figure 6 and Extension 4).
Extended agent-field model
Tip cell-stalk cell phenotypes
The visual observation of cell sprouting in the in vitro micro-fluidic environment has revealed a number of cell behaviors that are not explicitly modeled in the original agent-field model, but are crucial in understanding the angiogenic sprouting process. In this section, the original agent-field model will be augmented by adding several new states that play an important role in describing agent behaviors. Among others an important point to note is that behaviors are significantly different between a tip cell and a stalk cell. Distinction between the two is indispensable for several major reasons. Firstly, tip cells never proliferated in our experimental observations. Therefore, the Proliferation state in the agent-field model must not be reached once a cell becomes a tip cell. This leads to an extended agentfield model with two branches coming out of the Start state, as shown in Figure 7 . Note that, once a cell becomes a tip cell, it never reaches the Proliferation state. Only stalk cells can reach the Proliferation state.
The second major point that differentiates between tip cells and stalk cells is their migration mechanisms. It is known in the literature (Karagiannis and Popel, 2006) , as well as confirmed in our experiments, that a tip cell migrates within the three-dimensional matrix field made of collagen gel by degrading the collagen with a protease, termed Matrix Metalloproteinase (MMP). A tip cell digs into the gel matrix, leaving a tunnel behind as it migrates in the three-dimensional space. In contrast, stalk cells do not migrate freely in the collagen gel. Our experiments show that stalk cells migrate in a two-dimensional manner, crawling along the wall of the tunnel conduit. Stalk cells do not appreciably penetrate the wall of collagen gel, but are constrained within the two-dimensional surface of the tunnel conduit. To manifest these distinct migration mechanisms, the extended agent-field model has two distinct migration states: three-dimensional migration for the sub-graph of a tip cell and two-dimensional migration for the sub-graph of a stalk cell (see Figure 7) .
The two-dimensional stalk cell migration model is a rational hypothesis that explains our experimental observations, but has not yet been fully recognized by the angiogenesis research community 2 . Only one recent publication using umbilical vein ECs indicates that cells following a tip cell crawl along the wall created by the tip cell and that those stalk cells do not have the ability to degrade the collagen wall, and are thereby constrained on the wall (Stratman et al., 2009 ). Our experimental observations strongly agree with the two-dimensional versus three-dimensional migration mechanisms suggested by Stratman et al. (2009) , which are based on the traditional on-the-gel experiment using a different cell line. Our time lapse experiment using the hMVEC line in the three-dimensional in vitro micro-fluidic environment is the first direct evidence that stalk cells move along the wall of a tunnel conduit created by a tip cell. See Figure 5 and the time lapse data movie, Extension 3, where a few stalk cells crawl along a wall. Furthermore, the two-dimensional migration model explains additional salient cell behaviors observed in our experiments.
• Stalk cells often move at a speed much higher than tip cells. The tip cell migration speed is bounded by its ability to degrade the surrounding collagen gel, since it has to create a tunnel conduit in the three-dimensional collagen gel. In contrast, the stalk cell migration does not entail the creation of a new tunnel, but they simply move in an open space by crawling along an existing wall.
• Sometimes one stalk cell moves ahead of other stalk cells by passing them within the same tunnel conduit.
If the stalk cells move in the middle of the conduit, they cannot generate traction forces against the wall, but they must be pulled by the tip cell through cell-cell adhesion. However, once cell-cell adhesion has been established among the stalk cells, they line up in a specific order and one cell cannot jump over another against the order. This contradicts what we observed in our experiments. Therefore, cells must generate traction forces (ReinhartKing et al., 2005) to migrate around one another. This traction force requires two-dimensional migration along the conduit wall.
This experimental evidence supports the hypothesis that two-dimensional/three-dimensional migration mechanisms govern sprout formation.
Initial sprouting and new branch formation
When ECs are first exposed to growth factors, they have not yet been differentiated into tip or stalk cell. It is known that ECs in a monolayer compete to become a tip cell (Bentley et al., 2007) . In response to the introduction of VEGF, remodeling of a cell's cytoskeleton occurs, and a long and thin protrusion of cytoskeleton, called a filopodium, extends (see Figure 1 (b)). As filopodia grow, the cell's ability to detect VEGF increases, which accelerates the cell's switching to a tip cell. Furthermore, once one cell successfully extends filopodia, it begins to prohibit neighbor cells to be another tip cell. A lateral inhibition signaling pathway, called the Delta-like 4 (Dll4)/Notch inhibition, allows a winning cell to communicate with neighbor cells, so that sprouting may not occur at neighbors (Bentley et al., 2007) . This competitive sprouting with the lateral inhibition signaling yields a punctured pattern in sprout formation, creating sprouts with a certain spatial distribution. This process can be modeled as probabilistic competition with transition probability p N →T , as shown in Figure 8 . In the figure, a state transition graph is created for each of the cells having three-dimensional coordinates in the matrix field. For brevity the whole tip cell sub-graph in Figure 7 is denoted as a super-state tip cell in Figure 8 , while the stalk cell sub-graph is denoted by super-state stalk cell. The probabilistic competition is described as a coordination protocol that stipulates the relationship among a cluster of cells. The tip cell versus stalk cell switching is controlled by connections through the input-output ports. The cell that becomes a tip cell sooner than others sends a lateral inhibitory signaling from Port A to those neighbor cells through Port B. Every cell agent has coordinates in the gel matrix field, so that the lateral inhibitory signal is spread within a certain distance from the tip cell agent. If two or more cells become tip cells within the range of the inhibitory signal during the same time step, they will probabilistically compete during the following time step to determine which cell becomes the leading tip cell. The cells that lose the competition immediately become stalk cells. Once a cell receives the inhibitory signal, it is forced to transit to stalk cell with probability 1 in the next time step.
Another salient pattern formation process is 'branching'. Occasionally a new branch of sprout comes out from an old sprout. The new branch of sprout is headed by a new tip cell, which creates a new tunnel conduit. Similar to the initial monolayer sprouting described above, a new tip cell is created from a group of stalk cells in an existing sprout. The exact mechanism of branching is not known in the literature. However, the literature has observed features of stalk cell branching in in vivo cornea assays that agree with the characteristics we see in monolayer sprouting.
• In branching, a single tip cell is created from a particular location in the existing stalk, which prohibits neighbors from becoming a tip cell (Suchting et al., 2007) . This agrees with our observations in monolayer sprouting that only a single nearby tip cell is active at one time, as shown in These observations common to both sprouting processes support the hypothesis that ECs take the tip cell phenotype state through a probabilistic competition process with lateral inhibition when a class of conditions is met at a monolayer, as well at stalks. This implies that an EC, once switched to a stalk cell, can switch back to a neutral state from which it may take a tip cell state. At the neutral state, the cell competes with others as a qualified contender. Figure 8 includes a new arc from the stalk cell super-state to the Neutral state, the transition of which is controlled by the signaling at Port C. The Port C signal is issued when two conditions are met. One is that the stalk cell is far enough from the tip cell so that the Dll4/Notch lateral inhibition signaling vanishes. An alternative is that the original tip cell dies or becomes inactive, being unable to inhibit others. The other condition is the existence of other stalk cells in close proximity, so that those neighbors can be recruited to supply cells to the new conduit. As of today, these conditions have not yet been verified to be sufficient via biochemical assays 3 . However, the in vivo branching studies (Hofmann and Iruela-Arispe, 2006; Suchting et al., 2007) , combined with our monolayer branching experiments, strongly suggest that these two conditions are necessary for branch formation.
These cell behaviors are dependent on the cell location in the matrix field and the state of the local matrix surrounding the cell. Figure 8 delineates the interactive relationship between individual cell agents and the matrix field, which are dynamic.
Dynamic modeling
Hybrid stochastic dynamics
The angiogenic sprouting process is a hybrid dynamical process, where individual cells make discrete phenotype state transitions, as well as continuous state transitions. Both discrete and continuous state transitions are stochastic. In the past, several authors have addressed dynamics of bacteria regulation systems (Raser and O'Shea, 2004; Losick and Desplan, 2008; Shahrezaei and Swain, 2008) . For example, E. coli has been modeled as a hybrid stochastic system (Julius et al., 2008) . Human cells, such as hMVECs, exhibit more complex behaviors emergent from cell-cell interactions and cell-matrix interactions. Based on the extended agent-field model that depicts the discrete nature of cell behaviors, this section addresses continuous dynamics of cell movement in each of the discrete phenotype states, along with the state transition dynamics of gel matrix.
All cells are numbered from 1 through N t at time t, including new cells, which will be created through prolif-
T ∈ 3 be a Cartesian coordinate system fixed to the matrix field, and x i t ∈ 3 and v i t ∈ 3 be, respectively, the position and velocity of the ith cell at time t. For clarity, the following dynamic formulation assumes the formation of a single sprout with a single leading tip cell. The cases of multiple sprouts or branching follow immediately. The position of each cell is represented by the center point of its nucleus. If the cell is a tip cell, they are denoted x tip t ∈ 3 and v tip t ∈ 3 , respectively. All state transitions are described in discrete time with a sampling interval of t. When a cell is in Quiescent or Proliferative state, it is not directionally guided in any specific direction, but is perturbed by uncorrelated random noise w t ∈ 3 , exhibiting a Brownian motion. When a cell takes a Migratory state, it is directed by specific chemo attractants mixed with uncorrelated random noise. As described previously, the tip cell and stalk cells have distinct migration mechanisms governed by three-dimensional versus two-dimensional stochastic dynamic equations. The gel matrix field, on the other hand, is assumed to be deterministic, and is governed mainly by diffusion and binding dynamics of various growth factors (Das et al., 2010) . Governing dynamics in each of these phenotype states will be formulated next.
Tip cell migration dynamics
Tip cell migration is a three-dimensional dynamical process guided by several factors, as mentioned in Section 2.1. Most prominent and well studied is the gradient of chemo attractant, the VEGF. A tip cell is capable of detecting the gradient of the VEGF by extending filopodia in diverse directions, as described in Section 2.1. In the following dynamic formulation, only the VEGF is considered as an exogenous growth factor that guides the migration of the tip cell. Let u t (x) ∈ 1 be the concentration of the VEGF at coordinates x in the matrix field and ∇u t (x) ∈ 3 be the gradient of the VEGF concentration at x. The tip cell velocity is directed in the positive VEGF gradient direction:
where w tip t ∈ 3 is an uncorrelated noise with zero mean values and covariance S, and h 1 ( ∇u t , a 1 , d 1 ) is a scalar function that saturates at a 1 :
Parameters a 1 and d 1 , as well as covariance S, are to be identified based on experimental data. The scalar function h 1 ( ∇u t , a 1 , d 1 ) is a non-linear function relating the tip velocity to the gradient of the VEGF, the relationship of which depends on three major processes. Firstly, the cell secretes MMP in response to the VEGF; secondly, the collagen fibers in the gel are cleaved by MMP, allowing the cell to penetrate the gel; and thirdly, the cell's cytoskeleton (filopodia and lamillopodia) adheres to the surrounding gel matrix, and actin fibers generate a traction force (Reinhart-King et al., 2005) . Although details are unknown, a few references have reported a functional relationship between the VEGF, MMP, and tip cell velocity (Karagiannis and Popel, 2006; Shamloo et al., 2008) . The aggregated relationship has been approximated by a saturation function (Jackson and Zheng, 2010) similar to the exponential curve in Eq. (2). In this paper the exponential curve is fitted to experimental data by tuning two parameters, a 1 and d 1 . The noise term w t ∈ 3 in the above dynamic equation represents the random walk nature of tip cell migration, which has been reported previously (Kouvroukoglou et al., 2000) .
As observed in the in vitro experiments, the tip cell behavior is affected by stalk cells in the proximity of the tip cell. In the case that a tip cell is directly connected to a stalk cell through cytoskeleton adhesion, a significant reaction force acts on the tip cell as it pulls the stalk cell. In such situations, the above dynamic equations must be augmented by adding a term representing the inter-cellular forces. Since the above dynamic equations are valid for isolated tip cells, those parameters involved in h 1 ( ∇u t , a 1 , d 1 ) must be obtained from isolated tip cell migration data.
Matrix field state equations
The collagen gel matrix is degraded mostly by MMP, a protease released by a tip cell, as described in Section 4.1. Let C MMP ( x, t) be the concentration of MMP at coordinates x at time t, and Q MMP be the rate at which MMP is produced by a single tip cell. Assuming no interstitial flow, the MMP released by a tip cell diffuses to the local gel matrix, governed by the following diffusion dynamics (Das et al., 2010) :
where D MMP is a diffusion coefficient, and δ( •) is the delta function, which takes 0 other than the tip cell location:
As the tip cell migrates, it releases MMP from a different location and in consequence the MMP concentration exhibits a unique distribution, depending on the time trajectory of the tip cell.
The MMP degrades the gel matrix by cleaving the cross links of gel fibers. This lowers the 'integrity' of the gel matrix, allowing the tip cell to penetrate the gel matrix. Let I( x, t) be the integrity of the gel matrix at coordinates x and time t:
where k c−m is the rate at which the gel matrix is cleaved by MMP 4 .
To illustrate the dynamics of MMP diffusion and matrix degradation, consider a tip cell moving at a constant speed along a straight line while secreting MMP at a constant rate (see Figure 9 (a)). Figure 9(b) illustrates the time profile of the MMP concentration observed at a point on the tip cell trajectory. As the tip cell gets closer to the observation point, the concentration increases. As the tip cell passes and moves away from the observation point, the MMP concentration decreases. As a result, the matrix integrity I (x, t) is lowered from its initial value I 0 to a final value, as shown in Figure 9 (c). As this degradation occurs along the path of the tip cell, it will create a unique spatiotemporal pattern of degraded gel matrix. Figure 9 (d) shows a snapshot view of the integrity distribution in the xy-plane at time t. Note that the integrity level decreases in the negative x-axis direction. The decreasing part of the profile can be approximated by an exponential decaying curve. The integrity level also increases as the distance from the x-axis, that is, the tip cell migration trajectory, increases.
Directed stalk cell migration
Stalk cells migrate along the conduit created in a gel matrix that has been characterized by the matrix integrity level shown in Figure 9 . Similar to tip cell migration, stalk cell migration is directionally guided. The detail mechanism of directional guidance is not known. However, the experimental observations strongly suggest that each stalk cell has the ability to detect the direction of the tip cell. For a stalk cell to detect the direction solely based on the local information it can sense, there must be some form of gradient signal spread across the conduit and its vicinity. Therefore, we hypothesize that a tip cell leaves cues that spread out within the conduit, creating a gradient signal, and that stalk cells are guided by the gradient.
Let q t ( x) be the strength of the cue generated by a tip cell and observed by a stalk cell at coordinates x at time t. The guided migration of a stalk can be described as:
where parameter b in the first term represents viscous damping that the faster moving stalk cells are likely to feel while migrating in the conduit, the second term forces the stalk cell in the positive gradient of cue intensity, and the final term is a random walk term. Recall that stalk cells often move at a significantly higher speed than a tip cell and therefore the viscous damping may not be ignored, unlike in tip cell migration. The damping may be due to the degraded collagen products left in the conduit, as well as integrin binding to the conduit wall.
The cue is generated by the tip cell and therefore the intensity, q t ( x), reflects the migration trajectory of the tip cell. Similar to the release of MMP, the cue is released by the tip cell at different locations as it migrates. As a result, the cue intensity has a spatiotemporal distribution, similar to that of MMP, as illustrated in Figure 9 . Furthermore, the in vitro experimental observations provide insights into how the cue, q t ( x), should be constructed. Specifically, the data revealed two stalk cell behaviors characteristic to its guided migration pertinent to the assumed cue intensity:
• stalk cells often became unable to track the conduit as the distance to the tip cell became longer; • stalk cells often became unable to track the conduit as time elapsed, since the conduit was first created by the tip cell.
The latter implies that cue intensity decays with time. The former implies that the cue released by the tip cell dilutes as the distance gets longer. Based on these observations, we consider the following simple dynamic model for generating q t ( x):
where α is to determine the time decay rate, 0 < α < 1, and a 3 and d 2 are, respectively, the intensity scale and the distance scale of the cue released by the tip cell. Since the parameter a 2 in Eq. (5) also indicates the intensity scale, parameter a 3 can be set to 1 without loss of generality. Given a tip cell trajectory, x tip τ , 0 ≤ τ ≤ t, the cue intensity q t ( x) can be computed from Eq. (6) with the initial condition q 0 ( x) = 0. Taking the spatial derivatives of q t ( x) and using them in Eq. (5) yields the directed stalk cell migration dynamics.
We note here that the main objective in formulating Eq. (6) is a simple form with just a few parameters that may be identified from data. Depending on the reaction and diffusion dynamics of the hypothetical cue, a more complex set of dynamics with parameters governing diffusion and a variety of reactions may be included, or the form may be changed. This particular form is inspired by the exponential shape of the MMP-collagen reaction diffusion equations in Karagiannis and Popel (2006) . However, we expect that the form will need to be modified based on our experimental observations in a later work.
Crawling on the conduit wall
Stalk cell migration is basically two-dimensional, being constrained to the wall surface of the conduit. Figure 10 shows a cross-sectional view of a stalk cell crawling along the wall of a conduit. According to the matrix field state equations, (3) and (4), the matrix integrity varies continually across the cross-sectional matrix field, as opposed to a rigid surface having discontinuity in the integrity level. When migrating, stalk cells tend towards the free space to avoid constraints or resistive forces, but at the same time stalk cells have to adhere to rigid matrix fibers in order to generate a traction force. These two conflicting requirements take a stalk cell to a middle ground somewhere between the highest and the lowest integrity levels. Let I nom be the middle ground nominal value of the matrix integrity. When a stalk cell deviates from the middle ground, a type of restoring force should work on the cell, so that it can tend towards the right level of matrix integrity I nom . This restoring effect can be written as
where R is a scalar gain and I x i t , t is the integrity level at x i t derived from Eqs. (3) and (4).
Multiple stalk cells often interact with each other, influencing the other cell's migration dynamics. For example, we often observe that multiple cells move together within the same conduit. In addition, we observe that a stalk cell passes other stalk cells within the same conduit. As more stalk cells are recruited to a conduit and new cells are created through proliferation, the cell density increases within the conduit, and thereby more interactions may occur. There are at least three types of cell-cell interaction mechanisms 5 , and the details of each of these fields are current research issues in cell biology. In the present work, which is largely based on time lapse cell trajectory observation, we focus on the type of cell-cell interactive forces that correlate with the relative locations of their nuclei: f( x j t − x i t ), i = j. When adjacent cells are too close, a repelling force is generated to push them away. When they are at a certain distance, they attract each other, but the attractive force diminishes as the distance gets longer. We consider the following function f for the interactive force between cells i and j: 
f( x
where sinc (x) = sin (π x) /π x, and c 1 , c 2 , and γ are parameters to tune. Figure 11 illustrates the form of Eq. (8).
Adding collective forces from all surrounding cells to the previous dynamic equations yields
We will use this form of stalk cell migration dynamics for stochastic system identification.
Stochastic identification
Approach
Based on the experimental observations and the literature information, a set of parametric models for describing hybrid discrete/continuous behaviors of sprouting cells have been obtained. These models explain many of the experimental results and reflect the literature information, yet the models include hypothetical sub-processes that have not yet been verified or firmly grounded in biochemistry. Poorly understood sub-processes include the guidance mechanism of stalk cell migration (Gerhardt, 2008) , forces acting between adjacent cells (Brooks, 1996) , local properties of the gel matrix degraded by a tip cell (Karagiannis and Popel, 2006) , the branch formation mechanism (Stokes and Lauffenburger, 1991; Bentley et al., 2007) , and so forth. Extensive research efforts in biochemistry are required for verifying these poorly understood sub-processes. To supplement those efforts, however, this section presents a synthetic approach to verifying the model. Namely, we integrate all the sub-processes and synthesize emergent behaviors that can be identified with observable data. The tip cell migration process, for example, is an aggregated process comprised of many sub-processes, including VEGF gradient detection by filopodia, secretion of MMP, degradation of the gel matrix, adhesion to matrix fibers, traction force generation, and so on. These facets have been aggregated into the tip cell migration dynamics, having just a few parameters and the phenotype state transition model. This synthesized model predicts variables that are directly observable, that is, migration velocities. The parameters involved can be determined by comparing the predicted velocities against observed data: a standard procedure in system identification. The error covariance associated with the system identification may indicate the validity of the model and the quality of prediction. This stochastic identification approach will supplement the traditional biochemical approach focusing on signaling molecules. It provides insights into emergent cell behaviors through quantitative data analysis of aggregate cell behaviors.
The in vitro micro-fluidic EC sprouting experiments provide time lapse data from tip cells and stalk cells, as well as monolayer sprouting and branching processes. For each of three major measurements, (a) tip cell migration, (b) stalk cell migration, and (c) monolayer sprouting and branching, the parameter estimation can be performed in sequence. After identifying the three observable processes, the entire emergent behavior, that is, the blood vessel pattern formation, will be derived.
We use the Maximum Likelihood Estimate (MLE) for estimating the parameters involved in each observable model. The MLE is simple, yet it provides an unbiased estimate even for non-linear systems. In our problem, the parameters are involved non-linearly in each of the observable models.
Estimating tip cell migration parameters
We assume that the gradient of the VEGF concentration is uniform over the gel matrix field. In other words, the concentration varies linearly across the gel matrix. This can be accomplished with a two-channel micro-fluidic device (Chung et al., 2009 ). We also assume that the initial matrix stiffness and integrity are uniform across the gel matrix. Then the parameters to identify are the two parameters involved in the saturation function, a 1 and d 1 , and the variance of the Gaussian noise w tip t . Let θ be the parameter vector containing all these parameters to estimate. The tip cell velocity at time t +1 can be predicted based on the dynamic model in Eq. (1) 
Assuming that the model structure is correct, it follows from the tip cell dynamic model, Eq. (1), that the probability distribution of the prediction error φ( t, θ 0 ) is Gaussian with zero mean values for the correct parameter distribution θ 0 , since the prediction error comes from the uncorrelated noise w
where S is the error covariance of noise w tip t . This implies that the prediction error is independent with respect to time t, and the MLE of the parameter vector based on t = 1 through T data is then given bŷ
If the covariance S is isotropic, S = σ 2 tip I, the number of parameters to estimate reduces to only three:
Estimating parameters of stalk cell migration
The identification of the stalk cell migration process is more challenging than that of tip cell migration for several reasons: the process consists of many sub-processes that are coupled to each other; the structure and mechanisms of these sub-processes are still poorly understood; and stalk cell behaviors are more diverse and multi-faceted, including proliferation and interactions among several cells. Assuming again that the covariance of the Gaussian noise w stalk t is isotropic, σ 2 stalk I, the parameters to estimate are
T , where b is the viscous damping, a 2 , d 2 , and α are associated with the cue intensity, and c 1 , c 2 , and γ are for cell-cell interactive forces.
Eliminating the uncorrelated noise term w stalk t , the velocity predictor is given bŷ
Note that the stalk cell migration is constrained to the wall of the conduit. The predicted velocity does not necessarily lie on the conduit wall. The prediction error in the direction normal to the conduit wall is meaningless. Therefore, for parameter estimation we use only the two components of the prediction error that are parallel to the wall surface. The challenge is that the number of parameters is high for the stalk cell migration dynamics. Experimental data containing a rich variety of data segments associated with diverse cell-cell interactions are necessary to identify these parameters.
Estimation of phenotype state transition probabilities
Angiogenesis is a hybrid discrete/continuous dynamical system. In addition to the migration dynamics, the cell population exhibits pronounced discrete transitions of phenotype states. As shown in the extended agent-field model, transition dynamics are characterized by state transition probabilities, p i →j (M (x)). Computing transition probabilities is a rather straightforward problem if time lapse data of phenotype state transitions are available. Although migration states are easy to detect from time lapse trajectory data, differentiating the quiescent state from proliferative and apoptotic states is difficult, and has been a research issue (Farahat and Asada, 2009) . In this paper we assume that such phenotype transition data are available.
Stochastic simulation experiments
The objective of this section is threefold. The first is to show that the angiogenic sprouting model, although simple, can simulate the sprouting behaviors similar to what we have observed in the experiments (Section 7.1). The second is to address whether the parameters involved in the model can be identified from observable data and what level of estimation accuracy will be possible (Section 7.2). Finally, we will examine the role of stochasticity in coordinated cell behaviors by varying the noise strength level in simulation experiments (Section 7.3).
Simulation
In this section, we demonstrate that our model captures three key behaviors in experimentally observed sprout development: (i) breakage between a tip cell and stalk cells when the tip moves too quickly by rapidly invading the gel; (ii) successful lumen formation with cells distributed over the conduit wall when the tip moves more slowly; and (iii) formation of a new conduit when the original tip cell loses its tip cell phenotype. Figure 12 shows the first set of simulation experiments focusing on the dynamics of single sprout growth. Initially a collection of 17 cells in the neutral state are distributed in a monolayer in the yz-plane at x = 10. As a gradient of the VEGF, ∇u = ∇u x 0 0 T is applied on the x-direction: these cells compete to become a tip cell. In the figure, a cell in the center of the plane is differentiated into a tip cell and takes on the dynamics of Eq. (1). The tip cell location is indicated by a solid black circle. The remaining cells take on stalk cell dynamics, as given by Eq. (9). The scaffold matrix dynamics are given by an approximation to Eq. (4) and by Eq. (6). Shading is used to indicate the matrix integrity level, I; lighter colors indicate partially degraded gel and locate the conduit boundary. The strength of the cue generated by a tip cell, q t (x), was computed based on Eq. (6), and its distribution is shown in Figure 12 by the solid contour lines. The nominal parameter values used in the simulation are given in Table 1 . In addition, I 0 = 100 and I nom = 20. These parameter values are used throughout Section 7.1. Figure 12 shows two cases with different VEGF gradients; a large gradient ∇u x = 80 was applied to (a) and (b), and a low value ∇u x = 10 was applied to (c) and (d). Figure  12 (a) shows the cell locations after time t = 10, projected into the xy-plane at z = 50. With this high VEGF gradient the tip cell moved too quickly; at t = 100 the tip cell was already too far away, as shown in Figure 12 (b). As a result, the gradient of cue strength ∇q t diminished at the locations of stalk cells following the tip cell. The stalk cells that had begun migrating into the conduit lost the directional signal and retracted towards the monolayer, as shown in Figure12(b). Breakage occurred in this case (see also Extension 5 for animation). In contrast, the tip cell moved slowly when the VEGF gradient was lowered to ∇u x = 10. As shown in Figure12(c), the tip cell sprouts out and the stalk cells follow it into conduit. A stable, hollow lumen forms, which can continue to grow (also see Extension 6). The formation of a new branch is an important behavior characteristic to angiogenesis. As shown in Figure 8 , stalk cells may switch back to Neutral as lateral inhibition by a tip cell diminishes. This happens when a tip cell moves away from the other cells, or it loses its phenotype due to apoptosis. Once this happens, the lateral inhibition no longer works and the stalk cells can compete again for becoming a tip. The second simulation, shown in Figure 13 , illustrates this new branch formation. The original tip cell, indicated by a diamond, gets stuck and loses the tip cell phenotype. Then a new tip cell is selected, as shown, and it creates a new branch by leading a few other stalk cells in a new direction. This resembles the experimental data shown in Figure 5 . The original tip cell (Cell 3) in Figure 5 got stuck, and a new branch led by a new tip cell (Cell 4) extends a new conduit in a different direction.
Parameter identification
It has been demonstrated that the proposed model can simulate the cell behaviors similar to what we observed in experiments for a particular set of parameter values. Now the question is whether these parameters can be identified from observable experimental data. Considering the complexity of the process, it is necessary to investigate the identifiability of the parameters prior to applying the method to actual experimental data. This can be done effectively in a simulation environment. Firstly, observable output data are generated by running the simulator for a set of parameter values similar to those used in Section 7.1. Treating those parameter values as true values, the model is computed repeatedly for the same initial conditions. Due to the stochastic nature of cell migration, this gives an ensemble data set with a probability distribution, which we call a simulated data set. The Maximum Likelihood estimation method is then applied to this simulated data set in order to investigate whether the assumed true values can be recovered. The mean and variance of estimation error can be computed to evaluate the estimation accuracy and reliability. 
Tip cells
Three parameters are involved in the tip cell migration dynamics, assuming that the covariance of the noise term is isotropic. Figure 14 shows the estimation errors of the three tip cell parameters versus the number of samples, T, with one sample per time step. Here, the true values areā 1 = 2,d 1 = 20, andσ tip = 0.25. Three sets of data with different levels of VEGF gradient were created and used for the parameter estimation. The first data set with ∇u x = 10 was used for the first 28 time steps, followed by the data set of ∇u x = 40, and then ∇u x = 80.
Initially, with just the data from a single level of input, there is not enough information to correctly estimate the parameters. The results show that with three levels of input excitation the estimation error converges to zero, demonstrating unbiased estimation (Ljung, 1999) . This implies that three levels of input excitation are good enough to obtain the correct parameter values. Figure 14 also shows the upper and lower bounds of standard deviation, ± , indicated by dotted lines. Note that the standard deviation, or the variance of each parameter estimation, gradually decreases as the number of data points increases.
Stalk cells
The parameters involved in the stalk cell equation of motion are considerably more difficult to estimate than the tip cell parameters. There are a total of eight parameters involved in the stalk cell equations, compared with just three parameters in the tip cell equation. It may not be possible to uniquely identify all of the parameters. Particularly challenging is the fact that the hypothesized cue, q (x), cannot be measured in the physical experiment. It has to be estimated from the assumed dynamic model given by Eq. (6).
Furthermore, since the restoring force due to the boundary is generated normal to the wall, we can merely ignore the component of cell motion normal to the wall and use only the components parallel to the wall for estimation. This means that we have only two independent data at each time point for each stalk cell instead of three for the tip cell. However, we have many stalk cells at each time point, so we still have plenty of data.
To examine the validity and identifiability of the model structure, we first consider the case where the cue intensity q (x) is known. This reduces the number of parameters to identify to six. Table 2 shows the parameter estimation results using the same inputs and parameters used for tip cell identification in Figure 14 . The expectation and variance are computed from the estimate over all 10 data sets. Note that all the parameters are reliably identified.
The results also indicate the relative importance and sensitivity of individual parameters upon the governing dynamics. Any parameters that are poorly estimated are either part of a term that has a small influence over the overall cell dynamics or are lumped with other parameters (Ljung, 1999; Gutenkunst et al., 2007) . Such parameters are difficult to identify separately, resulting in large variance values. While the true parameters are unknown in a physical experiment, the parameter estimation variance gives clues about the parameter sensitivity and useful information about how a model should be retailored.
Note that with these parameter estimates, the componentwise mean and standard deviation of the output estimation error are E v Table 2 are close to the best possible result. Since we do not know q (x) in practice, we have to address the full estimation problem with a total of eight parameters in θ stalk . Table 3 shows the simulated estimation results over 10 data sets. Here, we use the same parameters and input used previously. The estimator once again works well when parameter α in Eq. (6) is assumed to be known. Unfortunately, with the observable information from the simulation alone, that is, stalk cell positions, there is not enough information to reliably estimate all the parameters, including α. In fact we cannot reliably estimate any of the system parameters if α also needs to be estimated. In practice, we often need to estimate some parameters from independent experiments. In the present problem the parameter α is such a parameter to be estimated separately. This simulation experiment gives a warning if parameters should be separated.
A significant problem faced in computing the MLE is local minima. With many parameters, many local minima develop. Finding the correct global minimum requires extensive computation. Likely, estimation of the correct values will require extensive experimental design.
Discussion
The above modeling and method structure is not merely useful for estimating and predicting system behavior alone. It provides the added benefit of enabling us to quickly modify system parameters to see how they affect system behaviors. In addition, it provides us with the ability to determine, on a systems level, what terms and aspects of the dynamics are important to maintain coordinated cell behaviors and allow stable and functional lumen structures to form. An interesting example of the elucidating nature of the simulation environment comes from varying the cell migration stochasticity, that is, σ tip and σ stalk . Consider the simulation run with the previously described dynamic equations and parameter values listed in Table 1 . For simplicity, we assume that the cells are always in the migrating state and subject to the dynamic equations for the tip and stalk cells with constant ∇u x = 15 and run for 100 time steps.
When the simulation is run with the default noise, σ tip = σ stalk = 0.25, the simulation very often forms a good lumen structure with the tip cell, followed by several stalk cells into the conduit, as shown in Figure 15 (a). What is interesting is that when the migration stochasticity is turned off by setting σ tip = σ stalk = 0, the lumen structure completely fails to form, as shown in Figure 15( b) . What this means is that the system stochasticity is actually making the sprouting process workable.
There is in fact a range of σ tip and σ stalk for which the system functions. To evaluate this we recognized from experiments that a coordinated lumen structure breaks down when some of the cells migrate too far apart. That is, when the stalk cells or tip cell become 'broken' from their neighbors, the sprout disintegrates. Here, we say that a sprout has failed when any cell is too far apart from its nearest neighbor. In particular, a sprout has failed at time t f = 100 if any cell, i, in the sprout satisfies
> 25, where j is the label of its nearest neighbor. Figure 16(a) shows the fraction of lumens that form successfully versus σ tip = σ stalk = σ . The fraction was taken over an ensemble of 50 experiments for each σ . The figure shows that there is a certain noise level that yields the best success rate, but if the noise level is too low or too high, the success rate diminishes. The main influence of stochasticity here is to aid the stalk cells in successfully migrating around the bend from the monolayer into the forming lumen, where they are able to migrate directly up the cue gradient, ∇q, toward the tip. With reduced stochasticity, the stalk cells take longer to make it around the bend, and the tip cell is too far away by the time they make it around. Thus, they cannot respond to the residual cue gradient when the tip is too far away.
Stochasticity in both the tip cell and the stalk cells aids growth. Figure 16(b) shows the success rate when σ tip = 0 and separately σ stalk = 0. Increased stochasticity in either just the tip or just the stalk leads to a better success rate. Stalk cell stochasticity directly perturbs stalk cells around the bend and has a larger influence over success rate, but when it gets too high the cells behave too erratically and do not migrate in a coordinated fashion. Tip cell stochasticity has a smaller influence over success rate by perturbing the cue field q (x) at the bend. Increasing σ tip leads to a plateau in success rate, while increasing σ stalk too far causes failure, because the stalk cells are not functioning in a coordinated manner.
While it may also be possible to choose some of the other system parameters so that the system works without the need for stochasticity, the presence of stochasticity may allow a wider range of system parameters to form a coordinated structure. Wider regions of coordinated formation in the parameter space are useful in case the process needs to occur in a variety of microenvironments.
Conclusion
An extended agent-field model for eliciting emergent behaviors of ECs in constructing a vascular network has been developed. Visual observations of cell sprouting behaviors using in vitro micro-fluidic devices and interpretation of the data based on the literature information have yielded the hybrid model. A Maximum Likelihood method for estimating model parameters has been presented. The tuned model has shown collective behaviors analogous to the experimental observation, and provided insights as to how independent agents communicate to each other and interact with the matrix field. These include the following.
• Angiogenic sprout formation, although complex and multifaceted, is performed with basically one kind of cell, which can be switched between two distinct phenotypes, tip and stalk, that play different roles.
• The tip cell selection process is a stochastic competition with a lateral inhibitory mechanism that leads to a proper spatial separation of sprouting sites for both monolayer sprouting and branch formation.
• Once a cell has been switched to the stalk cell phenotype, its ability to dig into the gel matrix is disabled, forcing the cell to migrate on the wall of a conduit created by a tip cell.
• Cells communicate and coordinate their behaviors not only by direct interactions but also via interactions with the matrix field. Molecules left behind a migrating cell, as well as the matrix properties changed by the cell, are detected by other cells and modulate their behaviors.
• When stochasticity is turned off or reduced to a lower level so that the process becomes almost deterministic, many steps of the angiogenic structure construction do not work. The protocol of cell-cell communications and mechanisms of cell-matrix interactions have been built on a stochastic environment and have exploited the stochasticity.
Some of the above features have already been used in robotics, but those unexploited have the potential to be useful in robotic design. In particular, markers and traits, as well as physical changes made to the matrix field, play many important roles in biological systems, but have not been fully exploited in robotics. Particularly for assembly and construction by modular robots and swarm robots, marking of the field may be a powerful mechanism for coordinating many agents. Instead of centralized assembly drawings, information can be distributed to the field in such a way that information and action may be collocated, an important concept in distributed intelligence.
In turn, cell biology may benefit from the robotics and system dynamics approach presented in this paper. Although biochemistry has shown a tremendous success in identifying specific molecules responsible for particular functionality, discovering components alone does not reveal system-level behaviors, particularly emergent behaviors of a cell population. Although the presented system-level model is in many ways hypothetical and phenomenological, it predicts the existence of certain mechanisms needed for explaining emergent behaviors observed experimentally. If these hypothetical mechanisms are verified or modified based on biochemical research, a synergistic effect can be found in the future.
Notes
1. In an on-the-gel dish experiment, a dish is coated with a thick layer of gel matrix at the bottom, and cells are seeded on top of the gel. The cells spread out on the gel surface and sprout down into the gel. Controlled growth factor gradients cannot be created for such on-the-gel dish experiments. 2. Until now, the limited work that has addressed this issue has thought stalk cells to passively migrate in response to the tip cell 'pulling' the stalk cells behind, combined with sufficient proliferation supplying cells in the stalk (Gerhardt, 2008) . 3. Necessary assays may include intracellular and extracellular signaling assays, as well as gene knockout studies (Lodish et al., 2008) . 4. MMP changes the microscopic properties of collagen fibers, including stiffness and density. The aggregate effect of gel degradation by MMP is represented by integrity I. For more detailed models and discussions on MMPs and matrix properties, see Karagiannis and Popel (2006) and Bauer et al. (2009) . 5. These are: mechanical cell-cell adhesion (Brooks, 1996) , local chemical paracrine signaling (Hanahan, 1997) , and indirect communication through matrix remodeling (Streuli, 1999) .
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