ABSTRACT
INTRODUCTION
Protein sequence analysis is usually the first step to study a novel protein. With the growing of protein and nucleic acid sequence databases, partial sequence information can be useful for the identification of proteins by correlating experimental peptide analysis information with sequence databases. This new concept of protein identification was enhanced by the realization that mass spectrometers can be used to generate the wanted experimental data (Chait and Kent, 1992) . The general approach called 'peptide mass finger-printing' employs site-specific proteolysis followed by measuring the mass-to-charge (m/z) ratios of the resulting peptides by mass spectrometry (MS). The set of observed m/z ratios is then used to search a protein database to find the corresponding peptide by applying the same proteolytic method to the database by in silico 'digestion'. One limitation of this peptide mapping approach is that it requires the sample to be fairly homogeneous, which can be overcome by tandem mass spectrometry.
Tandem mass spectrometry (MS/MS) plays a very important role in proteomics, e.g. for protein and peptide characterization (Eng et al., 1994; Clauser et al., 1999; Perkins et al., 1999) , and for de novo peptide sequencing (Taylor and Johnson, 1997; Dancik et al., 1999; Chen et al., 2001; Lu and Chen, 2003) . One advantage of MS/MS over MS is that it is more discriminative, capable of analyzing complex mixture (Arnott et al., 1993) . In MS/MS, many peptides are ionized from the first MS, and then are furthered selected and fragmented, usually by collision-induced dissociation (CID). Mass-to-charge ratios of fragments after CID are measured. Usually a peptide bond is broken when the peptide is fragmented by CID, thus the resulting spectrum contains the information about the amino acid sequence of the peptide. The fragmentation of the peptide in CID is controlled by the physiochemical properties of the peptide and the energy of collision. Many fragments can be produced from a single peptide under CID. The charged fragment can be inferred by the position of the broken peptide-bond and the side retaining the charge. If the positive charge remains on the N-terminal side of the fragmented amide bond, this fragment ion is referred to as a b ion; the fragment ion is referred to as a y ion if the charge remains on the C-terminal side of the broken amide bond. Other types of ions such as b−H 2 O, b−NH 3 , y−H 2 O may also exist (Kinter and Sherman, 2000) . The m/z ratios of the fragments after CID are quite informative. For example, the m/z ratio difference of two adjacent singly-charged yions is exactly the mass of the residue that differs between the two y-ions. However, in real MS/MS spectra, there is no information on the ion-type (b, y, . . .) , charge of the ion (+1, +2, . . .), or position of the broken amide bond. Furthermore, it is usual that a complete ladder of an ion series is not present while some fake peaks exist. Additionally, the correctness of m/z ratios will depend on the accuracy of the instrument. As a result, the successful identification of peptide sequence using MS/MS is still a challenge.
There are several algorithms developed by different groups regarding to this application of MS/MS. A popular program called SEQUEST correlates peptide sequences in a protein database with the empirical MS/MS spectrum (Eng et al., 1994) . Peptide sequences in a database that have the same mass as the parent ion mass of the spectrum are converted into hypothetical MS/MS spectra. The hypothetical spectra are then matched against the real spectrum using some scoring functions. The sequences with the top scores are reported. One limitation of this algorithm is that its scoring function lacks rigorous probability foundation. A similar program ProteinProspector considered the impact of mass measurement accuracy on protein identification experiment, and tried de novo interpretation of MS/MS spectra. Another group developed a probability-based scoring program called Mascot (Perkins et al., 1999) to search sequence databases using mass spectrometry data. Another probability-based scoring system is SCOPE developed by Bafna and Edwards (2001) . All these programs are more or less successful at identifying proteins by database searching.
All the programs mentioned above have to index peptide sequences in the database by mass to speed up the search.
However, when the target peptides are generated from unknown enzymes (or deliberately by some non-specific enzymes such as pepsin or thermolysin) or have posttranslational modifications, the indexing becomes very expensive and impractical. For example, if trypsin that cuts after K or R is specified as the enzyme, a protein sequence of 200 amino acids will generate about 20-40 peptide sequences, which can be easily indexed. If the enzyme is unknown or non-specific, the number of possible peptide sequences increases to 200 × 20 = 4000, roughly 100 times more. Indexing requires huge space and is really impractical. Even with indexing, the interpretation will be 100 times slower. Another problem of database searching is that the proteins might have gone under post-translational modifications. The post-translational modification is extremely important for the study of protein functions. Several algorithms have been designed to facilitate the identification of modified proteins (Yates et al., 1995; Pevzner et al., 2001; Hansen et al., 2001) . Protein modifications change the mass of a peptide. This again causes difficulty to indexing. The resulting database searching is very slow. Most programs can only handle at most 2 to 3 modifications. All the database search programs are facing the same challenge: a faster implementation of database searching for these two important applications. Edwards and Lippert (2002) employed a suffix tree data structure for generating peptide candidates. Here we further explore the potential of employing suffix tree and present a method developed for fast database searching for tandem mass spectrum data generated by nonspecific enzyme digestion or of proteins that undergo post-translational modifications. The basic idea is to use suffix tree data structure (Gusfield, 1997) to capture the repeat information in the protein database, thus we can reduce the searching time. We gain another speedup by using spectrum graph and a matching threshold to eliminate peptide candidates so that the correct peptide can be selected more easily by a scoring function. For handling protein modifications, our algorithms allow arbitrary number of any modification to a protein.
This paper is organized as follows. We will describe the fundamental algorithms for the construction of suffix tree and spectrum graph, and then we provide two algorithms to find matches between these two data structures. Later, we will briefly describe how to find the matching threshold with statistical significance, and how to use it to speed up the database search. We will also mention the application for post-translational modifications. Finally, we implemented the algorithms and tested them on experimental data.
METHODS

Datasets
Mass spectra dataset: A collection of ten tandem mass spectra generated from trypsin digested bovine serum albumin (BSA) were used in this study. The spectra were generated by a Finnigan LCQ ESI-MS/MS mass spectrometer by the lab of Dr. George Church at Harvard Medical School. The spectra are treated as if they are non-specifically digested, i.e. we make no assumption about the cutting sites. Protein sequence database: The Baker's yeast (Saccharomyces cerevisiae) fasta protein database was used as our experimental database. The size of the database is about three megabytes. This database was downloaded from the website by European Bioinformatics Institute at the following URL: http://www.ebi.ac.uk/proteome/. The BSA protein sequence is also included in the protein database.
Suffix tree and suffix tree construction
A brief introduction to suffix tree is given here. The audience are referred to Gusfield (1997) for extensive suffix tree treatments. A suffix tree T is a rooted tree data structure for a string S where each suffix of the string S is represented by a path running from the root to a leave. A single suffix tree can also be built from multiple strings, for example, by concatenating the strings into a single string with some letters that are not presented in the strings (Gusfield, 1997) . Suffix trees built on multiple strings are called generalized suffix trees. This feature of suffix tree is very useful when we want to build a suffix tree out of a biological sequence database, since sequence databases usually contain multiple sequences. A generalized suffix tree example for the two sequences 'RQPKL' and 'RQPKG' is given in Figure 1 . In this example, the two sequences are concatenated by the letter '@', which is not presented in either of the sequences.
For database searching programs, a mass spectrum is used to search against a sequence database. Since the database that we search against is invariant, we can preprocess it to simplify the search. Here a suffix tree is created online using Ukkonen's linear time algorithm (Ukkonen, 1995) based on the sequence database.
Construction of spectrum graph
An NC-spectrum graph ('NC' is brief for 'N-terminal and C-terminal', since the graph is built on the N-terminal bions and the C-terminal y-ions) is constructed according to the input mass spectrum using the algorithm by Chen et al. (2001) . Here we briefly summarize the ideas of the construction.
Tandem mass spectrometry measures mass/charge ratios of selected peptides and then measures their fragmented ions. Assume that the charges are known and the masses can be derived. Assume that an unknown peptide q has molecular weight W (uncharged) and k fragmented ions I 1 , . . . , I k with masses w 1 , . . . , w k , respectively. A spectrum graph G = (V, E) is created as follows.
Let m = 2k + 1. We first create two nodes, z 0 and z m , on a line to represent the zero mass and the total residue mass, W − 18, of q, respectively. The 18 daltons are for the two extra hydrogens and one extra oxygen in q, besides the residues. All other nodes are created on the line between z 0 and z m such that their distances to z 0 correspond to the associated masses. For each I j , because it is unknown whether it is a b-ion or a y-ion, we create a pair of nodes, z j and z m− j , placed at the mass of w j − 1 and W − (w j − 2), respectively, to represent two mutually exclusive assumptions: (1) I j is a b-ion, and z j represents the node with the residue mass of this b-ion; and (2) I j is a y-ion, and z m− j represents the node with the residue mass of its complementary b-ion. If this ion is real, either z j or z m− j , but not both, represents the real b-ion.
The edges of the spectrum graph G always point from the lower mass nodes to the higher mass nodes. If the mass difference between two nodes z i and z j equals the total mass of some amino acid residues, we draw a directed edge between z i and z j , pointing from the low-mass node to the high-mass node. Thus, the spectrum graph G is a directed acyclic graph along a line, and all edges point to the right on the real line (so it is also in topologically sorted order). See Figure 2 for an example of a spectrum graph. In the following sections, the starting node z 0 and ending node z m will also be referred to as N 0 (N-terminal) node and C 0 (C-terminal) node, respectively. Searching the suffix tree against the spectrum graph We have preprocessed the tandem mass spectrum using an NC-spectrum graph. In the following two sections we show two algorithms to search the suffix tree against the spectrum graph. In Algorithm 1 we perform a suffix tree-based searching, while in Algorithm 2 the searching is NC-spectrum graph-based. Before we introduce the algorithms, we will first introduce the basic notations to make the algorithms easier to understand.
We will use 'ST' to denote 'suffix tree' and 'NC' for 'NC-spectrum graph'. We will use r , u and v to denote the nodes in the suffix tree, where r is referring to the root. We will use N 0 , C 0 , w and z to denote the nodes in the spectrum graph, where N 0 is the starting node and C 0 is the ending node. Sometimes the subscripts 'ST' and 'NC' are also used to make the notations clearer.
Algorithm 1: ST-NC searching-ST based
We will traverse the suffix tree by a depth-first-search (DFS) algorithm (Cormen et al., 2001 ). The spectrum graph will be used as a checking table. We will start the traversal beginning from the root r of the suffix tree. Suppose the current path is (u, v) , where u denotes the last position in the tree where the path (r, u) has been mapped onto the spectrum graph. u is not necessarily an internal node or a leaf. At the beginning of the traversal, u and r are the same, or say u is the root of the suffix tree. We will check whether there is an edge in the spectrum graph corresponding to the current path (u, v) . Let w NC be the last node in the NC-spectrum graph where some incoming path from the root to w NC is mapped by the (r, u) . At the beginning of the traversal, w NC is N 0 of the spectrum graph. We have two cases here:
1. The mass of the current path (u, v) can be mapped to some outgoing edge (w NC , z NC ). We have two possibilities in this situation: (i) z NC is the ending node in the spectrum graph. In this case, the path from r to v has been mapped to some path from N 0 to C 0 . Thus we will report the path (r, v) and continue the suffix tree traversal.
(ii) z NC is not the ending node in the spectrum graph. We will then let u ← v, and w NC ← z NC and continue the traversal.
2. If the mass of the current path (u, v) can not be mapped to any outgoing edge of w NC , we will extend the path (u, v) one more letter:
• If v is neither a leaf nor an internode, we will let v be the next letter in the edge-label of current edge.
• If v is an internal node, then we can extend the path (u, v) one more letter to one of v's children.
• If v is a leaf, we will stop extension but continue suffix tree traversal. In this situation, we will need to backtrack on the suffix tree. When we backtrack on the suffix tree, we will also backtrack the corresponding edges in the spectrum graph.
After the extension, we will check again whether the path (u, v) can be mapped to some outgoing edge of w NC . We will also add one more restriction that there can be at most three extensions in a row. The number 'three' is somewhat arbitrary, by assuming that at most three consecutive b-ions or y-ions are allowed to be missed from the tandem mass spectrum. If the quality of the spectrum is good enough, we can tighten the number of extensions to be 'two'; conversely, if the quality is not that good, one might want to relax the restriction by setting this number to be larger than 'three'. There are two cases that can happen within this scenario: (i) If the path (u, v) can be mapped to some outgoing edge of w NC within 'three extensions', we will follow step (1) mentioned above.
(ii) if the path (u, v) cannot be mapped to some outgoing edge of w NC within 'three extensions', we will conclude that the path from root r to the current position v can not be mapped to any path from N 0 to C 0 in the spectrum graph. In the latter case, we will stop further extension but continue the suffix tree traversal (again we need to backtrack on the suffix tree, and also backtrack the corresponding edge in the spectrum graph).
We will carry out the suffix tree traversal according to steps 1 and 2 above until the whole suffix tree is traversed.
LEMMA 1. Algorithm 'ST-NC searching-ST Based' has space complexity O(n + |V |) and time complexity O(n), where n is the total length of sequences in the database and |V | is the number of vertices in the spectrum graph.
PROOF. Using Ukkonen's algorithm, the suffix tree will take space O(n) (Gusfield, 1997) . The NC-spectrum graph will take space O(|V |) (Chen et al., 2001) . Thus, the space complexity for this algorithm will be O(n + |V |).
The algorithm will take time O(n) to traverse the tree. Since we are using the spectrum graph as a checking table, each checking up will take constant time. The time spent on checkup is constant because the number of outgoing edges for each node is limited and for each checking we are only checking the outgoing edges for the node w NC . Thus the time complexity for this algorithm will be O(n).
THEOREM 2. Algorithm 'ST-NC searching-ST Based' correctly finds all the candidate peptide sequences that have corresponding paths in the spectrum graph.
PROOF. The statement is proved inductively as follows. At the beginning of the algorithm, u and r are the same in the suffix tree, and w NC is N 0 of the spectrum graph, or say, we have mapped r to N 0 .
Assume that the path (r, u) has been mapped to some path (N 0 , w NC ), the algorithm will extend the path (r, u) to v if and only if there is a corresponding outgoing edge (w NC , z NC ) in the spectrum graph. And when we backtrack on the suffix tree, we are also backtracking the corresponding edge in the spectrum graph, which again makes sure that (r, u) is corresponding to some path (N 0 , w NC ).
Since we are traversing the whole tree, all candidate peptide sequence will be visited exactly once. Thus the algorithm will correctly find all the candidate peptides that have corresponding paths in the spectrum graph.
One straightforward implementation of algorithm 'ST-NC searching-ST Based' is to use a binary array to represent the coordinates (masses) of the NC-spectrum graph, by rounding the coordinates to the nearest integers. The values for the binary array will be 1's for the indices that are equal to the rounded integers of the coordinates of the NC-spectrum graph. The values for the binary array will be 0's otherwise. Using this binary array, we can keep track of the number of matches of the path from root to the current position when we do the DFS. We can then set a minimal number of matches as a selection criterion for our candidate peptides. In Section 'Choosing a matching threshold' the minimal number of matches will be treated more rigorously.
Algorithm 2: ST-NC searching -NC based
In this algorithm, we will do an exhaustive search on the spectrum graph, meanwhile we will keep track of the corresponding path in the suffix tree. We will start from the leftmost node of the spectrum graph N 0 , which will be our source of exhaustive search. The spectrum graph is a directed acyclic graph (DAG) with all edges pointing from left to right (Chen et al., 2001) , thus it is already in topologically sorted order. We will do the exhaustive search according to the topological order of the spectrum graph.
Let (w, z) be the current edge in the spectrum graph, where w is the last node in the spectrum graph with some incoming edge(s) mapped to some path(s) in the suffix tree. At the beginning of the algorithm, w is the same as N 0 . When we say an edge in the spectrum graph is mapped to a path in the suffix tree, we mean the corresponding mass for the edge in the spectrum graph is the same as the mass for the path in the suffix tree. Let W (w,z) be the mass for the edge (w, z). We will check whether we have the corresponding paths in the suffix tree for W (w,z) . This can be done by augmenting the node data structure for the NC-spectrum graph with a field called 'ST-pointers'.
DEFINITION In an NC-spectrum graph, the field 'ST-pointers' for a node w is a collection of pointers, with each pointer pointing to a position in the suffix tree where the path from the root (of the suffix tree) to that position corresponds to a path from N 0 to w in the spectrum graph.
With the help of ST-pointers, we will update our spectrum graph in the following way. For each pointer in the ST-pointers for w, let u be the position that the pointer is pointing to and we search from u downward the suffix tree to see whether we can find a corresponding path (u, v) for edge (w, z) . If such a path is found, then a pointer to v will be included in the ST-pointers of node z; if no such path is found, we will do nothing.
We will carry out the search in the manner described above until we come to C 0 . The 'ST-pointers' in C 0 will automatically give us the collection of pointers to the positions in the suffix tree where each path from the root to that position corresponds to a path from N 0 to C 0 .
Similar to the algorithm 'ST-NC searching -ST Based', we have the following theorems. The proofs are similar and thus omitted here but provided at the supplementary website. 
Choosing a matching threshold
In this section we study how to choose a matching threshold to screen for good candidate peptides.
Given a spectrum s with parent ion mass m, what is the chance that a random peptide q (with mass m) has at least t matches with s? If we find a peptide having t matches, how significant is this match? Let a function f (q, s) be the number of matches between q and s. Then we need to compute Pr( f (q, s) ≥ t | s, m). Actually, in our database search, the goal is to find the threshold t such that
where p indicates the statistical significance. For example, we can set p = 0.01. We briefly describe two algorithms to compute t such that (1) is satisfied. Random peptide sampling. For the simplicity of description, we assume that every peptide sequence has the same probability to exist, and that the mass for each amino acid is an integer. We want to randomly generate r peptides q 1 , ..., q r , all with the same mass m, and compute f (q i , s) for i = 1, ..., r . Let N t be the number of q i where q i satisfies f (q i , s) ≥ t, i = 1, ..., r . We can then choose a threshold t such that
That is, the product of p and r equals N t . How do we efficiently sample r random peptides with mass m? We use an array C: C [i] indicates the total number of peptides having mass i. Then we have the following recursion:
where α 1 , ..., α 20 represent 20 amino acids and mass() returns the mass of an amino acid. With this recursion, C can be computed in linear time. With C, we can generate peptides in reversed order. Starting from C[m], we generate the last amino acid α j of the peptide using the following probability: Fig. 3 . Plot showing the number of candidate peptides vs the number of matches for an example spectrum (Spectrum 10 in Table 1 ). The distribution of the matches is approximately Poisson. The light grey histogram is the plot of the matches of 40 thousand random candidate peptides. The dark histogram is a simulated Poisson distribution, using the mean computed from the matches of random peptides and using the same number of events (matches).
and we repeat on C[m − mass(α j )] until the first amino acid is generated. We can repeat this process to generate r peptides. It can be proved that this process generates each peptide with the same probability. The total time is O(m + l), where l is the total number of amino acids for r peptide sequences. Approximation by Poisson distribution. We assume that the distribution of f (q, s) is Poisson, which is approximately correct shown by Figure 3 . Let λ be the mean, and let k = f (q, s), the probability mass function of k is
Then, we choose the largest t that satisfies
How to calculate λ for s and m? λ can be calculated by random peptide sampling. We first construct an array C using the algorithms shown above. Let S be the sum of matches between s and every peptide having mass m. During the search from root to leaf 1, we will need to look up the spectrum graph to see if any of the modifications of K, Q, R can locate a match when we encounters these three amino acids. See text for more descriptions.
found efficiently in O(m) time. After λ is found, t can be computed according to (5) and (6) for a given p.
Searching peptides with amino acid modifications
Let m i j be the mass of the jth modification for amino acid α i . If all possible modifications for each amino acid are given, m 1· , ..., m 20· , how to find a peptide q from databases such that f (q * , s) ≥ t, where q * is the modified peptide of q? Obviously, for each peptide q, there are exponential number of possible masses. The indexing technique does not work here. A slight modification to Algorithm 'ST-NC Searching -ST based' should work. The basic idea is that when exploring an amino acid α i in the suffix tree, we can look up the spectrum graph to see if any of the modifications, m i1 , m i2 , ... can locate a match in the spectrum graph. If it can, we accept the modification and continue; otherwise, we back-track the suffix tree.
To illustrate this algorithm, one example is shown in Figure 4 . The suffix tree is built from the protein sequence database in the usual way, as shown in Figure 1 . Only part of the suffix tree is shown here in Figure 4A . The table of amino acid modifications is also given. Three amino acids have known-modifications in the example as shown in Figure 4B , where K, Q, K have 3, 1 and 2 types of modifications, respectively. In this example, we are searching from the root down the path toward leaf 1, i.e. the path labelled with RQPKL. In this search, we need to look up the spectrum graph to see if any of the modifications can locate a match in the spectrum graph whenever we encounters K, Q, or K. The overall time spent on searching the path RQPKL will be 24 times (= 4 × 2 × 3) of the original search without any modification.
Following we give a brief analysis of running time for suffix tree search with amino acid modifications. Assuming each amino acid appears with the same frequency and also assuming the average peptide length is 20, let N i be the number of modifications for the ith amino acid (N i is zero if the amino acid has no modification), then an approximate estimation of searching time is
That is, the searching time is still linear, although we might have a big constant here if we have a lot of modifications ( (N i +1) ). In the example shown above, the constant is 24 since other amino acids have no modifications. Generally, we may restrict the number of modifications allowed in a peptide, thus restricting the constant to be relatively small.
EXPERIMENTAL RESULTS AND DISCUSSIONS
We implemented Algorithm 'ST-NC searching -ST Based' using the datasets mentioned in the Methods section. The algorithm was implemented using a mixture of C/C++ codes. The codes were compiled and run under Cygwin environment. The PC we used to run the program is Pentium 4 with CPU speed 1.7 GHz and 256 MB RAM. Table 1 summarized our test results.
From this table we know that the average time spent on constructing the suffix tree out of the three megabytes yeast protein database is roughly 25 seconds, and the average time used to search the suffix tree for a candidate peptide is roughly 10 seconds. Regarding the fact that the size of non-redundant human protein database is about 15 megabytes (according to the website by the European Bioinformatics Institute, as of March 2003), we predict that by using a suffix tree approach, interpretation of a mass spectrum generated by non-specific enzyme digestion via database searching can be performed within a couple of minutes. One thing that need to be mentioned is that we constructed one suffix tree for each spectrum. We did this in that we wanted to test the suffix tree construction time. In real application, one suffix tree will be constructed for only once for all mass spectra. For space requirement, straight-forward representation of suffix trees costs substantial space per letter. In our implementation, the suffix tree costed roughly 52 bytes of memory per letter. A recent contribution by Kurtz (1999) showed that more compact representations can be achieved by choosing data structures carefully, where 20 bytes are required per letter in the worst case. Table 1 shows that the program is also sensitive to find the correct candidate peptides. For nine out of the ten spectra we experimented on, the program correctly reported the real peptide as the top candidate using a ii119 SEQUEST-like scoring function; for the rest spectrum (#6 in Table 1 ), the program ranked the real peptide top 7 among all the candidate peptides.
Using NC-spectrum graph can greatly reduce the number of candidate peptides, thus saving our time on scoring the candidate peptides against the real spectrum. Table 2 showed clearly how the minimal number of matches to the NC-spectrum graph can reduce the number of candidate peptides. Table 2 also shows that for three out of the ten spectra (#4, 9, 10), the real peptides have the largest number of matches. This reinforces that it is a good practice to use the number of matches as a screening criterion for candidate peptides.
Our program is flexible to incorporate other kinds of ions such as b−H 2 O, b−NH 3 , y−H 2 O and a-ions, and assign different weights to different kinds of ions during the search between the suffix tree and the spectrum graph.
The idea of using the NC-spectrum graph as a screening criterion for candidate peptides can be further extended to the case where we do not know the parent ion mass. Sometimes due to the reason that the charge status of the parent ion is unknown, we are unable to know the parent ion mass beforehand. In the case of SEQUEST, the program will make several tries, by assuming that the parent ion is charged +1, +2, +3, and then calculate the respective parent ion masses. There is also one technique to predict the parent ion mass by using a zoom scan. In the scenario of the NC-spectrum graph, if we do not know the charge of the parent ion, we can simply regard all the ions as b-ions and give a upper bound of the parent ion mass. We can then use the b-ion series and the upper bound of the parent ion mass to screen for the wanted candidate peptides during our suffix tree searching, again by setting a minimal number of matches as a selection criterion.
