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Abstract: This paper is devoted to the study of the constraint equations of the Lovelock gravity theories.
In the case of a conformally flat, time-symmetric, space-like manifold, we show that the Hamiltonian constraint
equation becomes a generalisation of the σk-Yamabe problem. That is to say, the prescription of a linear
combination of the σk-curvatures of the manifold. We search solutions in a conformal class for a compact
manifold.
Using the existing results on the σk-Yamabe problem, we describe some cases in which they can be extended
to this new problem. This requires to study the concavity of some polynomial. We do it in two ways: regarding
the concavity of an entire root of this polynomial, which is connected to algebraic properties of the polynomial;
and seeking analytically a concavifying function. This gives several cases in which a conformal solution exists.
At last we show an implicit function theorem in the case of a manifold with negative scalar curvature, and
find a conformal solution when the Lovelock theories are close to General Relativity.
1
1 Introduction
1.1 Physics issues
Lovelock gravity theories are one of the many attempts to generalise General Relativity (GR), in order to explain
puzzling observations such as dark matter or dark energy, or to explore the consequences of string theories and
AdS/CFT correspondence and the high-dimensional space-time that they suppose. They were introduced in
the 1970’s by D. Lovelock: the foundation papers are [20] and [21].
Although these theories are well explored by the physicists, there is not yet much mathematical work on
them (see eg. [25] and [9]). One of the natural questions that arise from them is the well-posedness of the
Cauchy problem, which has to be separated in two steps: the construction of suitable initial data, and the
propagation of this data along some time-like vector field. The propagation problem consists in studying the
hyperbolicity of the evolution equations. The seminal studies are in [30], [5] and [6], while recent results can be
found in [26], [27], [35] and [36]. The construction of initial data consists in solving the constraint equations of
the theory. This is the aim of the present paper.
The constraint equations of Lovelock theories were known since the end of the 1980’s (see [30], [5], [6]),
but they were not studied at all up to now, unlike their GR counterparts. One can find their explicit form
in the particular case of Gauss-Bonnet gravity in [31]. More recently, the ADM decomposition of f(Lovelock)
theories was done in [16], which are a generalisation of Lovelock theories. In [16], it is showed as well that in
the time-symmetric case, ie. when the second fundamental form is set to 0, the Lovelock constraint equations
reduce to
pn∑
k=0
αkRk = E , (1)
where n is the dimension of space, pn =
⌊
n+1
2
⌋
, αk are arbitrary real coefficients, Rk is the k-th Lovelock
product which will further be defined and E is a prescribed energy. In this equation the physical dimensionality
is carried by the αk: each Rk has the dimension of a length
−2k.
The GR case corresponds to
α0 =
−Λ
κ
, α1 =
1
2κ
,
n = 3, αk = 0 for k ≥ 2,
G = the universal gravitational constant, κ = 8πG
c4
,
Λ = the cosmological constant.
In the present paper we skip the physical dimensionality of the problem by choosing the units c = 1, κ = 1/2,
so that the GR case becomes
α0 = −2Λ, α1 = 1, (2)
0 < Λ≪ 1 αk = 0 for k ≥ 2.
Although there are some investigations about a negative cosmological constant Λ, most of the cosmological
models consider a small but positive one. The general Lovelock case, as for it, releases the constraints on the
αk’s. However, in this paper we shall alternatively make two additional assumptions.
In section 2, we shall suppose that αk ≥ 0 for k ≥ 1. That enables us in some cases to obtain an elliptic
system and that is a common physical hypothesis, although not the only one: in [41], the thermodynamics of
black holes is studied with α2 < 0; and in [40] or [24], the existence of a traversable wormhole implies the same
α2 < 0. Furthermore, the ellipticity of the problem requires to restrict the eigenvalues of the Ricci tensor to the
positive cone, which implies that the scalar curvature of the space manifold is positive.
In section 3, we shall assume the opposite: that the scalar curvature of the space manifold is negative. We
shall suppose that |αk| ≪ 1 for k ≥ 2. This corresponds to the GR limit of Lovelock gravity and makes possible
the use of an implicit function theorem.
1.2 Notations
We are now going to report the notations needed to present our problem.
2
1.2.1 Geometry and Lovelock products
We write
(M, γ) a Riemannian manifold with its metric γ,
dimM = n,
2∗ =
2n
n− 2 the critical number in the Yamabe problem,
ξi the local coordinates on M,
γij the coefficients of γ in (ξ
i),
|γ| = det(γij) the determinant of (γij),
∇[γ] the covariant derivative of (M, γ),
R[γ]ijkl the Riemann tensor of γ,
R[γ]ij the Ricci tensor of γ,
R[γ] the scalar curvature of γ,
∆[γ] = ∇[γ]i∇[γ]i the Laplacian on M,
dvγ =
√
|γ|dnξ the volume element of (M, γ),
C[γ] =
{
γˆ = u
4
n−2 γ
∣∣ u ∈ C∞(M)} the conformal class of γ.
For 0 ≤ k ≤ n,
σk(λ) =
∑
1≤i1<...<ik≤n
λi1 . . . λik the k-th elementary symmetric polynomial of λ ∈ Rn,
Γk =
{
λ ∈ Rn ∣∣ σj(λ) > 0 for 0 ≤ j ≤ k} the k-th Gårding cone,
S[γ]ij =
1
n− 2
[
R[γ]ij − R[γ]
2(n− 1)γij
]
the Schouten tensor of γ,
S[γ] =
R[γ]
2(n− 1) the trace of the Schouten tensor of γ,
λ(γ) the eigenvalues of S[γ]ij ,
σk(λ(γ)) the σk-curvature of γ, ie. the k-th elementary
symmetric polynomial of the eigenvalues of S[γ]ij,
W [γ]ijkl the Weyl tensor of γ,
Sn(R) the set of real symmetric matrices of size n,
pn =
⌊
n+ 1
2
⌋
,
δb1b2...bka1a2...ak = det

δ
b1
a1 . . . δ
bk
a1
...
...
δb1ak . . . δ
bk
ak

 the generalised Kronecker symbol,
Rk[γ] =
1
2k
δc1d1c2d2···ckdka1b1a2b2···akbkR
a1b1
c1d1
Ra2b2c2d2 . . .R
akbk
ckdk
the k-th Lovelock product,
αk ∈ R arbitrary fixed parameters,
R0 = 1,
R1 = R,
R2 = R
2 − 4RcaRac +RcdabRabcd,
R3 = R
3 + 2RcdabR
ef
cdR
ab
ef + 3RR
cd
abR
ab
cd
+8RcfabR
eb
cdR
ad
ef − 12RRbaRab + 16RbaRcbRac
−24RbaRaecdRcdbe + 24RbaRdcRacbd,
...
Rk = 0 for k > pn, because of the anti-symmetries of R
cd
ab.
We use the Einstein summation convention. The coefficients are written in the local coordinates (ξi). The
dependence in γ is omitted if not necessary.
Remark 1. The Gårding cones Γk were introduced by L. Gårding for his work on the hyperbolic polynomials,
see [8]. They satisfy the following inclusions:
Γ1 ⊃ Γ2 ⊃ . . . ⊃ Γn−1 ⊃ Γn =
(
R
∗
+
)n
.
A metric γ which verifies λ(γ) ∈ Γk is called k-admissible.
Let us now focus on the elementary symmetric polynomials.
3
1.2.2 Differential calculus and linear algebra
When we consider quantities living in Rn, which is a flat space, we can write indifferently in lower or upper
indices their coordinates. In this case, we use the following notations.
Definition 1.1. Let n ≥ 1, and Ω an open set of Rn. For f, g ∈ C2(Ω→ R), A,B ∈ Mn(R), we write
fi = ∂xif,
fij = ∂xi∂xjf,
D(f) = (fi)1≤i≤n ∈ C1(Ω→ Rn) the gradient of f,
H(f) = (fij)1≤i,j≤n ∈ C0(Ω→ Sn(R)) the hessian of f,
f ≡ g ⇐⇒ f and g have the same sign on Ω,
A ≡ B ⇐⇒ there exists some λ > 0 such that A = λB.
We assimilate a real polynomial with its polynomial function on R.
For x, y ∈ Rn, we denote by
tx the transpose of x,
(x|y) =txy =tyx =∑i xiyi the scalar product of x and y,
x⊗ y = xty = (xiyj)ij ∈Mn(R) the tensor product of x and y,
I = (1, . . . , 1) ∈ Rn,
Id =

1 0. . .
0 1

 ∈ Mn(R),
We call diagonal the open diagonal half-axis
R
∗
+ · I = {(t, . . . , t) ∈ Γn | t > 0} .
For −→a = (a0, a1, . . . , ap) ∈ Rp+1, we set
f−→a = a0 + a1σ1 + . . .+ apσp ∈ R[X1, . . . , Xn],
f−→a (X, . . . , X) = f¯−→a = a0
(
n
0
)
+ a1
(
n
1
)
X + . . .+ ap
(
n
p
)
Xp ∈ R[X ],
Finally, let us introduce a set that is studied in more details in [15]:
Kpn =
{−→a ∈ Rp+1 ∣∣ f1/p−→a is concave on Γn} .
1.2.3 n+ 1 decomposition of Lovelock gravity
The projection of the field equations of some gravity theory onto a n+1 space-like foliation of space-time is called
the n+ 1 decomposition – or ADM decomposition – of this theory. It splits the field equations into constraint
equations and dynamical equations. Our problem finds its origin in the n + 1 decomposition of the Lovelock
field equations, and more specifically in the constraint equations. These projected equations are already in the
literature (see [30], [5], [6]). Let us introduce a few more tensors and physical quantities so as to present them.
Kij the second fundamental form of the embedding
of M into a n+ 1-dimensional space-time,
Mcdab = R
cd
ab +K
c
aK
d
b −KdaKcb the space-time Riemann tensor projected four
times on M according to Gauss equation,
Nabc = −∇aKbc +∇bKac the space-time Riemann tensor projected three
times on M according to Codazzi identity,
Mk =
1
2k
δc1d1···ckdka1b1···akbkM
a1b1
c1d1
. . .M
ak−1bk−1
ck−1dk−1
Makbkckdk ,
Ni(k) =
1
2k
δc1d1···ckia1b1···akbkM
a1b1
c1d1
. . .M
ak−1bk−1
ck−1dk−1
Nakbkck ,
E the energy density,
J i the momentum density.
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Then the constraint equations of Lovelock gravity are
pn∑
k=0
αkMk = E , (Hamiltonian constraint) (3)
pn∑
k=0
2kαkN
i
(k) = J i, (momentum constraint) (4)
where E and J i are prescribed, so the equations concern (γ,K). An explicit example for Gauss-Bonnet gravity
can be found in [31].
(3, 4) is an under-determined system, and the common way to solve it is to fix a background metric and to
search a solution in a given conformal class.
1.3 Assumptions
In this paper we shall make three strong assumptions:
1. We restrict ourselves to the time-symmetric case, ie. we assume that Kij = 0. The constraint equations
(3, 4) then become:
pn∑
k=0
αkRk = E , (5)
0 = J i. (6)
(6) is a physical necessary condition for a time-symmetric decomposition to be possible. But (5) is a new
geometrical equation. When all but one of the αk’s are taken to be 0, (5) is only a curvature prescription
equation.
Let us remark that (5) is not about the Lovelock polynomial that is present in the action describing
the Lovelock theories, but about the projection of this polynomial on a space-like hypersurface M.
The Lovelock polynomial is built on the space-time Lorentzian metric, while (5) is built on a space-like
Riemannian metric. The fact that this projection has the same structure as a Lovelock polynomial is due
to the form of Mcdab and the hypothesis of time-symmetry.
2. We shall assume that M is locally conformally flat. Indeed, let us recall that the Riemann tensor can
be decomposed so:
Rcdab =W
cd
ab +
(
Scaδ
d
b + S
d
b δ
c
a − Sdaδcb − Scbδda
)
.
So in the locally conformally flat case, ie. if Wabcd = 0, it can be shown (see for example [9]) that for
0 ≤ k ≤ pn,
Rk = 2
kk!
(n− k)!
(n− 2k)!σk(λ(γ)).
Hence, (5) becomes
pn∑
k=0
αk2
kk!
(n− k)!
(n− 2k)!σk(λ(γ)) = E . (7)
That is why we set
ak := αk2
kk!
(n− k)!
(n− 2k)! (8)
which has the same sign as αk.
3. We suppose that M is compact. Considering a finite volume manifold is indeed a necessary hypothesis
for all the works that we shall use.
Now, here is the main problem of this paper: we assume that (M, γ) is locally conformally flat and compact,
and that its embedding in a surrounding space-time is time-symmetric; this implies that (6) is true. Then the
constraint equations of Lovelock theories reduce to
pn∑
k=0
akσk(λ(γ)) = E . (9)
If all the ak but one are set to 0, (9) is a problem of σk-curvature prescription. As well as for the constraint
equations of GR, it is under-determined, so we choose to search a solution in a given conformal class: this is
the σk-Yamabe problem, a generalisation of the Yamabe problem.
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For k = 1, σ1(λ(γ)) is the scalar curvature of γ, so we recover the famous Yamabe problem.
For k = n, although we are not concerned by this case, σn(λ(γ)) would be the determinant of the Schouten
tensor, hence a sort of Monge-Ampère equation, which gave birth to a flourishing literature.
The other cases are an interpolation between those two extremal cases. As explained in [14], here are some
cases for which a solution of the σk-Yamabe problem has recently been found:
⋆ 2000, seminal work from J. A. Viaclovsky [33], [34];
⋆ 2003, locally conformally flat manifold, P. Guan and G. Wang [11];
⋆ 2003, locally conformally flat manifold, A. Li and Y. Li [18], [19], extended in [17];
⋆ 2007, manifold with a nonempty boundary, B. Guan [10];
⋆ 2007, n/2 < k, admissible metric, M. Gursky and J. Viaclovsky [12];
⋆ 2007, 2 ≤ k ≤ n/2, admissible metric and variational problem, W. Sheng, N. Trudinger and X. Wang [28].
However our equation (9) is not the prescription of a single σk-curvature, but of an arbitrary linear combi-
nation of σk-curvatures. This is a new sort of σk-Yamabe problem, that we shall now handle.
In the following we shall release the constraint on pn, and consider (9) as a special case of this generic
curvature prescription equation:
Definition 1.2. For −→a = (a0, a1, . . . , ap) ∈ Rp+1, we call (10,−→a , E) the following problem: to find γˆ ∈ C[γ] a
solution of
f−→a (λ(γˆ)) = E . (10)
2 Concavity
Most of the existing solutions of the σk-Yamabe problem use the fact that the locally conformally flat σk-Yamabe
problem is variational, as well as the classical Yamabe problem. This property is defined in the following theorem
shown by J. Viaclovsky.
Theorem 2.1 ([33]). Let γˆ ∈ C[γ], such that vol(γˆ) = 1. Then for k 6= n/2, γˆ satisfies
σk(λ(γˆ)) = constant (11)
if and only if it is a critical point of the functional
g 7−→
∫
M
σk(λ(g)) dvg.
However, our new problem (10,−→a , E) is not variational anymore. We have to use more general results, such
as the following theorem from A. Li and Y. Y. Li.
Theorem 2.2 ([17]). Let Γ ⊂ Rn and f ∈ C∞(Γ) ∩ C0(Γ) such that
1. (a) Γ is an open convex cone with vertex at the origin,
(b) Γn ⊂ Γ ⊂ Γ1,
(c) Γ is symmetric in the λi;
2. (a) f is concave and symmetric in the λi,
(b) f = 0 on ∂Γ,
(c) ∀ 1 ≤ i ≤ n, ∂if > 0 on Γ,
(d) ∀ λ ∈ Γ, lim
s→∞
f(sλ) =∞.
And let (M, γ) be a compact locally conformally flat manifold without boundary satisfying
λ(γ) ∈ Γ on M.
Then there exists some u ∈ C∞(M), u > 0, such that γˆ := u 4n−2 γ ∈ C[γ] satisfies
f(λ(γˆ)) = 1 and (12)
λ(γˆ) ∈ Γ on M. (13)
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Remark 2. The hypothesis on the Gårding cones (1b) is an admissibility requirement that guarantees the
ellipticity of the equation (12). As was said in introduction, it implies that σ1(λ(γ)) > 0, ie. the manifold has
a positive scalar curvature.
Remark 3. For the prescription of an arbitrary σk-curvature, the current results use the variational nature of
the σk-Yamabe problem. The more general result of A. Li and Y. Y. Li does not need a variational problem,
but loses the opportunity of prescription. It only enables to fix the value of f to be constant.
Remark 4. The most important hypothesis of this theorem is (2a), the concavity of f . This originates from
the following astonishing concavity property of σ
1/k
k ; a proof of this result can be found in [22] with algebraic
arguments, or in [3] using the theory of hyperbolic polynomials of L. Gårding.
Lemma 2.3 ([22], [3]). Let λ, µ ∈ Γk, 1 ≤ k ≤ n. Then
σ
1/k
k (λ + µ) ≥ σ1/kk (λ) + σ1/kk (µ),
with equality if and only if λ//µ (or k = 1).
The homogeneity of σ
1/k
k leads to the concavity on Γk, and enables to take f = σ
1/k
k in Theorem 2.2.
2.1 Algebraic arguments of concavity
2.1.1 Real-rootedness of f¯−→a
The question is, is the same true for f−→a ? Obviously not: it depends on the coefficients ak. We lose the essential
homogeneity property, and we have to introduce a peculiar set:
Definition 2.4.
Kpn =

(a0, a1, . . . , ap) ∈ (R+)p+1
∣∣∣∣∣ x ∈ Γn 7−→
(
p∑
k=0
akσk(x)
)1/p
is concave

 (14)
The precise determination of Kpn is an algebraic problem, and is handled in a specific paper [15]. It is still
an open problem for p > 2. Using this set, we shall be able to apply the Theorem 2.2 to
(Γ, f) =
(
Γn, (f−→a )
1/p
)
.
At this point we have to precise two things.
⋆ The concavity results of [15] apply only to polynomials with non-negative coefficients. Yet the most
studied physical case is
α0 = a0 = −2Λ < 0.
So we shall change the variable:
a0 −→ a0 + 2Λ (15)
and study (10,−→a , E+2Λ). Nevertheless we shall let a0 vary in order to present general results, eg. possibly
considering a negative cosmological constant.
⋆ The Theorem 2.2 only enables to prescribe a constant curvature. So we shall assume that E ≥ 0 is
constant – which is for example the case in vacuum, where E = 0 – and renormalise the coefficients: for
all 0 ≤ k ≤ p,
ak −→ akE + 2Λ . (16)
Hence we consider the problem (10,−→a , 1).
Theorem 2.5. Let us suppose that E = 0, ie. let us consider the vacuum case. Then (10,−→a , 1) is equivalent to
(f−→a (λ(γ)))
1/p
= 1. (17)
Thereafter, if
⋆ −→a = (a0, a1, . . . , ap) ∈ Kpn and
⋆ λ(γ) ∈ Γn,
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then there exists some u ∈ C∞(M), u > 0, such that γˆ := u 4n−2 γ ∈ C[γ] satisfies(
p∑
k=0
akσk(λ(γˆ))
)1/p
= 1 and (18)
λ(γˆ) ∈ Γn on M, (19)
thus (10,−→a , 1) is solved.
Corollary 2.6. If
⋆ (0, a1, . . . , apn) ∈ Kpnn and
⋆ λ(γ) ∈ Γn,
then the vacuum constraint equation (9) has a solution.
In [15], we explicit some particular sets of coefficients that belong to Kpn:
Theorem 2.7 ([15]). Let n ∈ N.
a) For a0, a1, a2 ≥ 0,
(a0, a1, a2) ∈ K2n ⇐⇒ a0 + a1
(
n
1
)
X + a2
(
n
2
)
X2 is real-rooted
⇐⇒ na21 − 2(n− 1)a0a2 ≥ 0.
b) For a0, a1, . . . , ap ≥ 0,
a0, a1, . . . , ap are the highest-degrees coefficients of some real-rooted polynomial =⇒ (a0, a1, . . . , ap) ∈ Kpn.
c) (Kurtz’s criterion) For a0, a1, . . . , ap ≥ 0,
4ak−1ak+1 < a
2
k ∀ 1 ≤ k ≤ p− 1 =⇒ (a0, a1, . . . , ap) ∈ Kpn.
d) (Walsh’s theorem) For a0, a1, . . . , ap ≥ 0,
f¯−→a = a0
(
n
0
)
+ a1
(
n
1
)
X + . . .+ ap
(
n
p
)
Xp is real-rooted =⇒ (a0, a1, . . . , ap) ∈ Kpn.
Corollary 2.8. Let −→a = (0, a1, . . . , apn) ∈ (R+)pn+1.
a) Let us assume that ak = 0, for 3 ≤ k ≤ pn. This corresponds to Gauss-Bonnet gravity theories. Then
(0, a1, a2) ∈ K2n,
so the Theorem 2.2 applies to
(Γ, f) =
(
Γn,
√
a1σ1 + a2σ2
)
and there exists a solution to (10,−→a , 1).
b) Let us assume that there exist some m ≥ 0 and R ∈ R+[X ], degR ≤ m− 1, such that R+ a1Xm+1 + . . .+
apnX
m+pn is real-rooted. That is to say, (a1, . . . , apn) are the highest degree coefficients of some real-rooted
polynomial. Then the Theorem 2.2 applies to
(Γ, f) =
(
Γn, (a1σ1 + . . .+ apnσpn)
1/pn
)
and there exists a solution to (10,−→a , 1).
c) Let us assume that for all 1 ≤ k ≤ pn − 1, 4ak−1ak+1 < a2k. Then the Theorem 2.2 applies to
(Γ, f) =
(
Γn, (a1σ1 + . . .+ apnσpn)
1/pn
)
and there exists a solution to (10,−→a , 1).
d) Let us assume that f¯−→a = a1
(
n
1
)
X + . . .+ apn
(
n
pn
)
Xpn is real-rooted. Then the Theorem 2.2 applies to
(Γ, f) =
(
Γn, (a1σ1 + . . .+ apnσpn)
1/pn
)
and there exists a solution to (10,−→a , 1).
In all those cases, the vacuum constraint equation (9) has a solution.
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2.1.2 Connection with physics
Actually, there is an astonishing connection with the physical origin of the constraint equation (9).
Theorem 2.9. Let −→a = (a0, a1, . . . , ap) ∈ Rp+1 and αk,Rk defined as in (5, 8). Then
f¯−→a = a0
(
n
0
)
+ a1
(
n
1
)
X + . . .+ ap
(
n
p
)
Xp
is real-rooted if and only if the projected Lovelock polynomial can be factorised in a real product, ie. there exists
ν ∈ Rp such that:
p∑
k=0
αkRk ∝ 1
2p
δ
c1d1c2d2···cpdp
a1b1a2b2···apbp
(
Ra1b1c1d1 + ν1δ
a1b1
c1d1
)(
Ra2b2c2d2 + ν2δ
a2b2
c2d2
)
. . .
(
R
apbp
cpdp
+ νpδ
apbp
cpdp
)
.
Proof. Let −→a = (a0, a1, . . . , ap) ∈ Rp+1. f¯−→a ∈ C[X ] can always be factorised in C: let µ = (µ1, . . . , µp) ∈ Cp
such that
f¯−→a = a0
(
n
0
)
+ a1
(
n
1
)
X + . . .+ ap
(
n
p
)
Xp = ap
(
n
p
)
(X + µ1) . . . (X + µp).
Then for 0 ≤ k ≤ p,
ak
(
n
k
)
= ap
(
n
p
)
σp−k(µ),
ie.
ak = ap
k!(n− k)!
p!(n− p)!σp−k(µ). (20)
However, recall (8):
αk = ak
(n− 2k)!
2kk!(n− k)!
= ap
k!(n− k)!
p!(n− p)!σp−k(µ)
(n− 2k)!
2kk!(n− k)!
=
ap
p!(n− p)!σp−k(µ)
(n− 2k)!
2k
=
ap
p!(n− p)!σp−k(2µ)
(n− 2k)!
2p
.
Meanwhile, let ν ∈ Cp. It can be shown by successive developments along rows that for 1 ≤ k ≤ p,
1
2p
δ
c1d1c2d2···cpdp
a1b1a2b2···apbp
Ra1b1c1d1R
a2b2
c2d2
. . .Rakbkckdkδ
ak+1bk+1
ck+1dk+1
. . . δ
apbp
cpdp
= (n− 2k)(n− 2k − 1) . . . (n− 2p+ 2)(n− 2p+ 1)Rk. (21)
Hence, if we develop the following product, we get
1
2p
δ
c1d1c2d2···cpdp
a1b1a2b2···apbp
(
Ra1b1c1d1 + ν1δ
a1b1
c1d1
)(
Ra2b2c2d2 + ν2δ
a2b2
c2d2
)
. . .
(
R
apbp
cpdp
+ νpδ
apbp
cpdp
)
=
p∑
k=0
σp−k(ν)(n− 2k)(n− 2k − 1) . . . (n− 2p+ 2)(n− 2p+ 1)Rk (22)
=
1
(n− 2p)!
p∑
k=0
σp−k(ν)(n− 2k)! Rk. (23)
So,
f−→a (λ(γ)) =
p∑
k=0
akσk(λ(γ)) (24)
=
p∑
k=0
αkRk (25)
=
ap
2pp!(n− p)!
p∑
k=0
σp−k(2µ)(n− 2k)! Rk (26)
=
ap(n− 2p)!
2pp!(n− p)! ×
1
2p
δ
c1d1c2d2···cpdp
a1b1a2b2···apbp
(
Ra1b1c1d1 + 2µ1δ
a1b1
c1d1
)(
Ra2b2c2d2 + 2µ2δ
a2b2
c2d2
)
. . .
(
R
apbp
cpdp
+ 2µpδ
apbp
cpdp
)
.
(27)
Hence the roots of the factorised form of the projected Lovelock product are twice the roots of f¯−→a .
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Remark 5. The factorised form of the Lovelock product was introduced in [23], where it is seen as a product
of concircular curvature tensors. They are tensors of the form
Rcdab + ρδ
cd
ab,
ρ being a scale of curvature, ie. a scale of inverse squared length (see [1], [37] and [38] for references about
concircular curvature). Each Rakbkckdk +2µkδ
akbk
ckdk
has this shape, and the µk’s represent p different curvature scales.
All the µk’s are real and non-negative if and only if the associated length scales are real.
The theorem of Walsh 2.7d then implies that
all the concircular length scales of the
projected Lovelock polynomial are real
=⇒ the constraint equation (9) have a solution. (28)
It would be an interesting question to seek what it means, geometrically and physically, for a manifold to
be a solution of the projected Lovelock equations with real concircular length scales.
Remark 6. In the case where n is odd, p = pn and all the roots are equal, with
ρ := 2µ1 = . . . = 2µpn ,
we get
pn∑
k=0
αkRk ∝ 1
2pn
δ
c1d1c2d2···cpndpn
a1b1a2b2···apnbpn
(
Ra1b1c1d1 + ρδ
a1b1
c1d1
)(
Ra2b2c2d2 + ρδ
a2b2
c2d2
)
. . .
(
R
apnbpn
cpndpn
+ ρδ
apnbpn
cpndpn
)
∝ Pf
(
Ωab +
1
l2
eaeb
)
,
where Ωab is the curvature 2-form, ea the vielbein 1-form of (M, γ) in the tetrad formalism, and l2 = ρ−1 the
square of a length. This writing using the Pfaffian of a modified curvature form is called the Lagrangian of Born-
Infeld gravity, by analogy with the electrodynamics Born-Infeld theory. It is physically and mathematically a
source of interest (see [23], [1], [32], [7], [39], [2], [13]).
Here again, one must however be careful: the Born-Infeld Lagrangian usually lives in a n + 1-dimensional
Lorentzian space-time. Here we had projected the Lovelock field equations on a n-dimensional Riemannian
space and only kept the Hamiltonian constraint. The situations are similar but not equal.
2.2 Analytic concavity
2.2.1 Concavifying functions
Asking (
∑p
k=0 akσk)
1/p
to be concave is the strongest concavity hypothesis that can be done. Indeed, if ap 6= 0,
we have for z → +∞ (
p∑
k=0
akσk(z, . . . , z)
)α
=
(
p∑
k=0
ak
(
n
k
)
zk
)α
∼
(
ap
(
n
p
))α
zαp
which cannot be concave if α > 1/p. Roughly speaking: when one starts from 1/p, the smaller α is, the most
likely (
∑p
k=0 akσk)
α
is concave.
To precise this point, let us look at a general map P ∈ C2(Γn → R∗+) and a strictly increasing function
F ∈ C2(R∗+ → R). Then
H (F ◦ P ) = F
′ ◦ P
P
[
PH(P ) +
(
F ′′ ◦ P
F ′ ◦ P P
)
D(P )⊗D(P )
]
. (29)
F ◦ P is concave on Γn if and only if H (F ◦ P ) is everywhere negative.
Definition 2.10. F is said to be a concavifying function of P if and only if F ◦ P is concave.
For instance, exponentiating to a small number amounts to take F (u) = uα, α > 0, and then
H (Pα) = αPα−2 [PH(P ) + (α− 1)D(P )⊗D(P )] . (30)
D(P ) ⊗D(P ) being positive, u 7→ uα is more likely to concavify P if α is small. The α → 0 limit corresponds
to lnP . But that is only a particular way to concavify a function. For our purpose, all concavifying function is
suitable.
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Lemma 2.11. Let (a0, a1, . . . , ap) ∈ Rp+1. Let us assume that there exists some function F : R∗+ → R such
that
(i) F ∈ C2(R∗+ → R);
(ii) F is strictly increasing;
(iii) lim
t→+∞
F (t) = +∞;
(iv) lim
t→a0
F (t) = 0;
(v) x ∈ Γn 7−→ F (a0 + a1σ1(x) + . . .+ apσp(x)) is concave.
Then the Theorem 2.2 applies to
(Γ, f) = (Γn, F ◦ (a0 + a1σ1 + . . .+ apσp)) .
Proof. It is easy to check that all the hypothesis of Theorem 2.2 are satisfied.
Remark 7. In particular, if (0, a1, a2, . . . , apn) are such that some function F satisfying (i − v) exists, then
there exists a solution to (9).
Looking at (30), one could think that it would suffice to take α ≪ 0 to get eventually H (Pα) negative.
However that is not a good way to proceed. Indeed, being “too” concave prevents to satisfy condition (iii):
Proposition 2.12. Let P ∈ C2(Γn → R∗+) with P (∞) =∞ and a strictly increasing function F ∈ C2(R∗+ → R)
such that
H(F ◦ P ) ≡ PH(P ) +
(
F ′′ ◦ P
F ′ ◦ P P
)
D(P )⊗D(P )
is negative. If there exists some τ > 1 such that uniformly
F ′′ ◦ P
F ′ ◦ P P ≤ −τ, (31)
then F is bounded from above.
Proof. We just have to integrate twice.
(31) =⇒ F
′′(t)
F ′(t)
t ≤ −τ ∀ t ∈ R∗+
⇐⇒ F
′′(t)
F ′(t)
≤ −τ
t
∀ t ∈ R∗+
⇐⇒ ln(F ′(t))− ln(F ′(1)) ≤ −τ ln t ∀ t ∈ R∗+
⇐⇒ F ′(t) ≤ F
′(1)
tτ
∀ t ∈ R∗+
⇐⇒ F (t) ≤ F (1) + F
′(1)
τ − 1
(
1− 1
tτ−1
)
∀ t ∈ R∗+
=⇒ F (t) ≤ F (1) + F
′(1)
τ − 1 ∀ t ∈ R
∗
+
Hence a function F that is concavifying but without preventing to diverge at infinity must have−F ′′(t)t/F ′(t)
close to 1 at some place. If a logarithm is not enough, it is natural to think of successive iterations of logarithms.
Definition 2.13. For k ∈ N, we write
ln[0] = Id,
ln[k] =
k︷ ︸︸ ︷
ln ◦ . . . ◦ ln . (32)
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Proposition 2.14. For x ∈ R large enough, one can show by induction that:
ln[k]′ =
1
ln[k − 1]× . . .× ln[2]× ln[1]× ln[0] , (33)
ln[k]′′ = −1 + ln[k − 1](1 + . . . (1 + ln[3](1 + ln[2](1 + ln[1]))) . . .)
(ln[k − 1]× . . .× ln[2]× ln[1]× ln[0])2 , (34)
− ln[k]
′′(x)
ln[k]′(x)
x = 1 +
1 + ln[k − 1](1 + . . . (1 + ln[3](1 + ln[2])) . . .)
ln[k − 1]× . . .× ln[2]× ln[1] (x). (35)
Up to positive constants to add so that all the functions are well-defined, this might be a strong concavifying
family of functions. Actually, we used one of them to entirely solve the p = 2 case.
2.2.2 p = 2
Let −→a = (a0, a1, a2) ∈ (R+)3. If (a0, a1, a2) /∈ K2n, we can not use the Corollary 2.8 to solve (10,−→a , 1). Though,
there exists in all cases a concavifying function of f−→a .
Theorem 2.15. Let a, b, c ∈ R+, s ∈ R, such that a > 0 and s+ ln a > 0. Then
x ∈ Γn 7−→ ln(s+ ln(a+ bσ1(x) + cσ2(x))) is concave.
Proof. If c = 0, a+ bσ1 is an affine function, thus concave. (29) shows that the logarithm of a concave function
is concave as well, so this property is inherited by ln ◦(a+ bσ1) and later ln ◦(s+ ln ◦(a+ bσ1)).
Let us suppose that c > 0. Let
g : x ∈ Γn 7−→ a+ bσ1(x) + cσ2(x),
F : t ∈ ]a,+∞[ 7−→ ln(s+ ln t),
τ : t ∈ ]a,+∞[ 7−→ −F
′′(t)
F ′(t)
t,
f := F ◦ g.
Then
H(f) =
F ′ ◦ g
g
[
gH(g) +
(
F ′′ ◦ g
F ′ ◦ g g
)
D(g)⊗D(g)
]
≡ gH(g)− (τ ◦ g)D(g)⊗D(g).
Let us compute the determinant of this matrix. For x ∈ Γn, we have:
H =

 H1 . . . Hn

 := H(g)(x) = c


0 1 . . . 1
1 0
...
...
. . . 1
1 . . . 1 0

 = c (I⊗ I− Id) ,
D := D(g)(x) =

g1(x)...
gn(x)

 =

b+ c(σ1(x) − x1)...
b+ c(σ1(x) − xn)

 = (b+ cσ1(x))I − cx,
F ′(t) :=
1/t
s+ ln t
,
F ′′(t) = − 1
t2
× s+ ln t+ 1
(s+ ln t)2
,
τ(t) := −F
′′(t)
F ′(t)
t = 1 +
1
s+ ln t
.
Thus,
detH(f)(x) ≡ det [g(x)H(g)(x) − τ(g(x))D(g)(x) ⊗D(g)(x)]
= det [g(x)H1 − τ(g(x))g1(x)D | . . . | g(x)Hn − τ(g(x))gn(x)D] .
Using the multilinearity of the determinant, we have
detH(f)(x) ≡ g(x)n detH − τ(g(x))g(x)n−1
n∑
j=1
det [H1 | . . . | gj(x)D | . . . | Hn] .
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We expand along the j-th column, and we denote by H¯ij the minors of H . Then we get
n∑
j=1
det [H1 | . . . | gj(x)D | . . . | Hn] =
n∑
j=1
gj(x)
n∑
i=1
(−1)i+jgi(x)H¯ij ,
=tD comHD
=tDtcomHD
=tD(detH)H−1D.
So we have to compute detH and H−1. It is a classical result that H can be diagonalised in an orthonormal
basis into
c


n− 1 0 . . . 0
0 −1 ...
...
. . . 0
0 . . . 0 −1

 ,
hence detH = (n− 1)(−1)n−1cn. Moreover, one can check that
H−1 =
1
(n− 1)c (I⊗ I− (n− 1)Id) .
Hence,
tD(detH)H−1D =tD
[
(−c)n−1 (ItI− (n− 1)Id)]D
= (−c)n−1
[(
t
ID
)2 − (n− 1)tDD] .
Let us determine each term:(
t
ID
)2
= (nb+ (n− 1)cσ1(x))2
= n2b2 + 2n(n− 1)bcσ1(x) + (n− 1)2c2σ1(x)2,
tDD = (b + cσ1(x))
2 t
II− 2(b+ cσ1(x))ctIx+ c2 txx
= nb2 + 2(n− 1)bcσ1(x) + (n− 2)c2σ1(x)2 + c2
(
σ1(x)
2 − 2σ2(x)
)
,
mix it all together:
tD(detH)H−1D = (−c)n−1 [nb2 + 2(n− 1)bcσ1(x) + 2(n− 1)c2σ2(x)]
= (−c)n−1 [nb2 + 2(n− 1)c(g(x)− a)] ,
and finally,
detH(f)(x) ≡ det [g(x)H(g)(x) − τ(g(x))D(g)(x) ⊗D(g)(x)]
≡ g(x) detH − τ(g(x))tD(detH)H−1D
= (−c)n−1 [(n− 1)cg(x)− τ(g(x)) (nb2 + 2(n− 1)c(g(x)− a))]
= (−c)n−1 [(n− 1)cg(x) (1− 2τ(g(x))) − τ(g(x)) (nb2 − 2(n− 1)ac)] .
The last expression is not insignificant: it represents the discriminant of the restriction of g to R∗+ · I seen as a
polynomial, namely
g¯ = g(X, . . . , X) = a+ nbX +
n(n− 1)
2
cX2.
For this reason we set
∆g¯ := nb
2 − 2(n− 1)ac,
and we can write
detH(f)(x) ≡ (−c)n−1
[
(n− 1)cg(x)
(
−1− 2
s+ ln(g(x))
)
−
(
1 +
1
s+ ln(g(x))
)
∆g¯
]
≡ −(−c)n−1 [(n− 1)cg(x) (s+ 2 + ln(g(x))) + (s+ 1 + ln(g(x))) ∆g¯]
= −(−c)n−1ϕ(g(x)),
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with
ϕ : t ∈ ]a,+∞[ 7−→ (n− 1)ct(s+ 2 + ln t) + (s+ 1 + ln t)∆g¯.
Now we intend to show that ϕ > 0. This will prove that the sign of detH(f) is constant and equals (−1)n, so
that the concavity of f is constant on Γn.
Let us assume that ∆g¯ ≥ 0. We have taken s such that s+ ln a > 0, so ϕ > 0 on ]a,+∞[.
Let us assume that ∆g¯ < 0. We are going to determine the sign of the minimum of ϕ. Let t ∈ ]a,+∞[.
ϕ′(t) = (n− 1)c(s+ 3 + ln t) + ∆g¯
t
,
ϕ′(t) > 0 ⇐⇒ t(s+ 3 + ln t) > − ∆g¯
(n− 1)c > 0.
Yet t 7→ t(s+ 3 + ln t) is a strictly increasing map, with
lim
t→0
t(s+ 3 + ln t) = 0,
lim
t→+∞
t(s+ 3 + ln t) = +∞,
so there exists some unique t∗ ∈ ]0,+∞[ such that
t∗(s+ 3 + ln t∗) = − ∆g¯
(n− 1)c .
On the right hand,
− ∆g¯
(n− 1)c = 2a−
nb2
(n− 1)c < 2a.
On the left hand, in t = a,
a(s+ 3 + ln a) > 3a.
Hence t∗ < a. Then ϕ′(t) > 0 for all t ∈ ]a,+∞[, and ϕ reaches a global minimum in t = a. Let us determine
the value of this minimum.
ϕ(a) = (n− 1)ac(s+ 2 + ln a) + (s+ 1 + ln a)∆g¯
> 2(n− 1)ac+∆g¯ = b2
≥ 0.
So ϕ > 0 on ]a,+∞[, and detH(f) has a constant sign on Γn. This implies that the eigenvalues of H(f) never
vanish on Γn, which is a connected set. Hence the concavity of f is constant on Γn: if one is able to show that
f is concave in one point, then it is concave everywhere. We shall do it on the diagonal.
We have to recall (29):
H(f) ≡ gH(g)− τ(g)D(g) ⊗D(g).
Let u ∈ Rn\{0}, z ∈ R∗+. We have
tuH(f)(z · I)u ≡ g(z · I)tuH(g)(z · I)u − τ(g(z · I)) (tuD(g)(z · I))2
=
(
a+ nbz +
n(n− 1)
2
cz2
)
tuc (I⊗ I− Id)u
−

1 + 1
s+ ln
(
a+ nbz + n(n−1)2 cz
2
)

(tu [(b + c(n− 1)z)I])2
∼
z→+∞
c2z2
(
n(n− 1)
2
[
(u|I)2 − (u|u)]− (n− 1)2(u|I)2)
= c2z2
(n− 1)
2
(−(n− 2)(u|I)2 − n(u|u))
< 0 for n ≥ 2.
Hence H(f)(z · I) is a negative matrix for sufficiently large z, thus f is concave everywhere.
Corollary 2.16. For all −→a = (a0, a1, a2) ∈ (R+)3, there exists a solution to (10,−→a , 1).
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Proof. The cases a0 = 0 and a2 = 0 were already handled in the Corollary 2.8a and 2.8b.
Let us assume that a0 > 0. We set s = 1 − ln a0. Then according to the Theorem 2.15, ln ◦(s + ln ◦(a0 +
a1σ1 + a2σ2)) is concave. So the Theorem 2.2 applies to
(Γ, f) = ((Γn, ln ◦(s+ ln ◦(a0 + a1σ1 + a2σ2))) .
Remark 8. We established the concavity of f by showing it on the diagonal R∗+ · I, after having proved that it
was sufficient. Actually, the example of a single σk leads to think that it is always so: σ
α
k is concave on Γk if
and only if it is concave on the diagonal, ie. for α < 1/k. See [15] for more details. This induces us to formulate
the following conjecture.
Conjecture 1. Let −→a = (a0, a1, . . . , ap) ∈ (R+)p+1, and F ∈ C2(R∗+ → R). Set
f := F ◦ (a0 + a1σ1 + . . .+ apσp) .
Then
f is concave on Γn ⇐⇒ f is concave on ∆∗+.
It seems possible to always find concavifying enough functions, such as the family (32), hence to generalise
the Theorem 2.15, but we were not able to prove it.
Conjecture 2. For all −→a = (a0, a1, . . . , ap) ∈ (R+)p+1, there exists F ∈ C2(R∗+ → R) such that
F ◦ f−→a is concave on Γn.
3 Implicit function theorem
In this section, we shall not assume anymore that the coefficients ak are non-negative. We shall suppose that
ak, k ≥ 2 are small with respect to 1: this is the GR limit of Lovelock theories. More precisely, we intend
to apply a local implicit function theorem. For that purpose, we consider the constraint equation in Sobolev
spaces.
In connection with the Yamabe and σk-Yamabe problems and the conformal method for the constraint
equations, we look for a solution of (10) in a given conformal class.
Remember that
2∗ =
2n
n− 2 , 2
∗ − 1 = n+ 2
n− 2 , 2
∗ − 2 = 4
n− 2 , 2
∗ + 2 =
4(n− 1)
n− 2 , (36)
and that
S[γ]ij =
1
n− 2
[
R[γ]ij − R[γ]
2(n− 1)γij
]
, S[γ] =
R[γ]
2(n− 1) . (37)
The following formulas come from the classical conformal calculus (see e.g. [29]):
Lemma 3.1. Let u ∈ C∞(M), u > 0, γ˜ = u 4n−2 γ. Then
S[γ˜]ij =
2
(n− 2)u
(
−∇[γ]i∇[γ]ju+ n
n− 2
∇[γ]iu∇[γ]ju
u
− ∇[γ]ku∇[γ]luγ
kl
u
γij
n− 2
)
+ S[γ]ij , (38)
so
σ1 (λ (γ˜)) = S[γ˜]
= S[γ˜]ij γ˜
ij
= S[γ˜]iju
−2∗+2γij
=
2u−2
∗+1
n− 2 (−∆[γ]u) + S[γ]u
−2∗+2,
and
S[γ˜]u2
∗
−1 = − 2
n− 2∆[γ]u+ S[γ]u. (39)
In terms of scalar curvature, that gives
R
[
u2
∗−2γ
]
u2
∗−1 = − (2∗ + 2)∆[γ]u+ R[γ]u. (40)
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Corollary 3.2. Let ε > 0. Then, for a0, . . . , ap ∈ Rp+1, u :M→ R∗+,
u ∈ W 2+ε,2(M) =⇒
p∑
k=0
akσk
(
λ
(
u
4
n−2 γ
))
∈W ε,2(M).
Proof. Let u ∈W 2+ε,2(M). Because of (38), S[γ˜]ij ∈ W ε,2 (M→ Sn(R)).
Let 0 ≤ k ≤ p. For all M ∈ Sn(R), if λ(M) denotes the eigenvalues of M , then σk(λ(M)) coincides to
the k-th coefficient of the characteristic polynomial of M , starting from the highest degree. So σk(λ(M)) is a
polynomial in the coefficients of M , and( Sn(R) −→ R
M 7−→ σk(λ(M))
)
∈ C∞(Sn(R)→ R).
By composition, we deduce the regularity of
∑
k akσk.
Thus, we can define the following map.
Definition 3.3. Let ε > 0. We introduce:
T [γ] :
W 2+ε,2(M)× Rp+1 −→ W ε,2(M)
(u,−→a ) 7−→
p∑
k=0
akσk
(
λ
(
u
4
n−2 γ
))
.
Now we are ready to formulate the main result of this section:
Theorem 3.4. Let us assume that R[γ] < 0.
For all a0, a1 ∈ R, a1 6= 0, we set −→α = (a0, a1, 0, . . . , 0). We take u = 1. Then T [γ] is C1 and
∂T [γ]
∂u
(1,−→α ) is invertible.
Proof. The proof is inspired from the Yamabe problem.
Let u ∈W 2+ε,2(M), u > 0, and let a0, a1 ∈ R, a1 6= 0. For example, let us take a1 > 0. Let h ∈ W 2+ε,2(M).
Then
∂T [γ]
∂u
(u, a0, a1, 0, . . . , 0)(h) =
∂
∂t
∣∣∣
t=0
T [γ](u+ th, a0, a1, 0, . . . , 0)
=
∂
∂t
∣∣∣
t=0
(
a0 + a1S
[
(u+ th)
4
n−2 γ
]
+ 0 + . . .+ 0
)
= a1
∂
∂t
∣∣∣
t=0
(
− 2n−2∆[γ](u+ th) + S[γ](u+ th)
(u+ th)2∗−1
)
≡
[
∂
∂t
(
− 2
n− 2∆[γ](u+ th) + S[γ](u+ th)
)
(u + th)2
∗−1
−
(
− 2
n− 2∆[γ](u + th) + S[γ](u+ th)
)
∂
∂t
(u + th)2
∗−1
]∣∣∣∣
t=0
=
(
− 2
n− 2∆[γ]h+ S[γ]h
)
u2
∗−1 −
(
− 2
n− 2∆[γ]u+ S[γ]u
)
(2∗ − 1)hu2∗−2
≡
(
− 2
n− 2∆[γ]h+ S[γ]h
)
u−
(
− 2
n− 2∆[γ]u+ S[γ]u
)
(2∗ − 1)h.
Now we take u constant to 1. We obtain
∂T [γ]
∂u
(1,−→α )(h) ≡ − 2
n− 2∆[γ]h+ S[γ]h− (2
∗ − 1)S[γ]h
= − 2
n− 2∆[γ]h− (2
∗ − 2)S[γ]h
≡ − (∆[γ]h+ 2S[γ]h) .
We fix the metric γ. We set
c := −2S[γ]. (41)
R[γ] < 0 by hypothesis, so c > 0 according to (37). Then we define
L :
W 2+ε,2(M) −→ W ε,2(M)
h 7−→ −∆h+ ch, (42)
and we shall prove that this operator is invertible.
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⋆ Injectivity: Let h ∈W 2+ε,2(M) be such that L(h) = 0. Then
0 =
∫
M
hL(h) dv
=
∫
M
(
|∇h|2 + ch2
)
dv.
c > 0, so
|∇h|2 + ch2 = 0
everywhere on M, and h = 0.
⋆ Surjectivity: Let w ∈W ε,2(M). We define
I :
W 1,2(M) −→ R
h 7−→
∫
M
(
|∇h|2 + ch2
)
dv
, (43)
ν := inf
h ∈ W 1,2(M)∫
wh 6= 0
I(h)(∫
M
wh dv
)2 = inf
h ∈W 1,2(M)∫
wh = 1
I(h). (44)
There exists a minimising sequence (hn) in W
1,2(M) such that∫
M
whn dv = 1 and
∫
M
(
|∇hn|2 + ch2n
)
dv −−−−→
n→∞
ν.
Using a standard reasoning from the Yamabe theory, we can show that there exists some h∞ ∈W 1,2(M)
such that ∫
M
wh∞ dv = 1 and I(h∞) = ν. (45)
In particular, h∞ 6= 0 and ν > 0.
Now we position on h∞ and look at the variations of I: let ϕ ∈ C∞(M) ⊂ W 1,2(M). Because h∞
minimises I(h)/
(∫
wh
)2
and because of (45), we get
0 =
∂
∂t
∣∣∣∣
t=0
I(h∞ + tϕ)(∫
M
w(h∞ + tϕ) dv
)2
=
∂
∂t
∣∣∣∣
t=0
∫
M
(
|∇h∞ + t∇ϕ|2 + c |h∞ + tϕ|2
)
dv(∫
M
w (h∞ + tϕ) dv
)2
=
(∫
M
2
[∇ih∞∇iϕ+ ch∞ϕ] dv)(∫
M
wh∞ dv
)
(∫
M
wh∞ dv
)4
−
(∫
M
[
|∇h∞|2 + c |h∞|2
]
dv
)
2
(∫
M
wh∞ dv
)(∫
M
wϕdv
)
(∫
M
wh∞ dv
)4
= 2
∫
M
[∇ih∞∇iϕ+ ch∞ϕ] dv − 2I(h∞)∫
M
wϕdv
= 2
∫
M
[∇ih∞∇iϕ+ ch∞ϕ] dv − 2ν ∫
M
wϕdv.
We set
h˜∞ :=
h∞
ν
.
Then, for all ϕ ∈ C∞(M), ∫
M
[
∇ih˜∞∇iϕ+ ch˜∞ϕ
]
dv =
∫
M
wϕdv.
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That is to say,
−∆h˜∞ + ch˜∞ = w in the sense of Aubin.
We can apply the following result of T. Aubin:
Theorem 3.5 (Aubin). Let c > 0, η ≥ 0, q ≥ 1.
Let h,w be such that
−∆h+ ch = w in the sense of Aubin.
Then
w ∈ W η,q =⇒ h ∈ W 2+η,q.
Hence h˜∞ ∈W 2+ε,2(M) and
L(h˜∞) = −∆h˜∞ + ch˜∞ = w on M,
so L is surjective.
We have just proved that L = ∂T [γ]∂u (1,
−→α ) is invertible.
Remark 9. The negativity of R[γ] is necessary for ∂T [γ]∂u (1,
−→α ) to be invertible: if R[γ] ≥ 0, we lose the
injectivity and T [γ] might have a kernel.
Theorem 3.6. Let a0, a1 ∈ R such that a1(a0 − 1) > 0.
Let ε > 0 and γ be such that R[γ] < 0. We set
−→α = (a0, a1, 0, . . . , 0) ∈ Rp+1.
Then there exists η > 0 such that for all −→a = (a0, a1, a2, . . . , ap) ∈ Rp+1,
‖−→a −−→α ‖ < η =⇒ there exists u−→a ∈ W 2+ε,2(M) such that
p∑
k=0
akσk
(
λ
(
u
4
n−2
−→a
γ
))
= 1.
Moreover, −→a 7−→ u−→a is C1.
Proof. Let a0, a1 ∈ R with a1(a0 − 1) > 0, and ε > 0.
We suppose that R[γ] < 0. According to Yamabe theorem, there exists v ∈ C∞(M), v > 0, such that
R
[
v
4
n−2 γ
]
is constant and negative. S
[
v
4
n−2 γ
]
is constant and negative as well, because of (37). For all k > 0,
(39) implies that
S
[
kv
4
n−2 γ
]
k = S
[
v
4
n−2 γ
]
.
We fix
k :=
a1
1− a0S
[
v
4
n−2 γ
]
> 0
by hypothesis. Then
a0 + a1S
[
kv
4
n−2 γ
]
= a0 +
a1
k
S
[
v
4
n−2 γ
]
= 1.
We set
γ˜ := kv
4
n−2 γ, −→α := (a0, a1, 0, . . . , 0).
We use the Theorem 3.4 on T [γ˜] and deduce that ∂T [γ˜]∂u (1,
−→α ) is invertible. So we can apply the implicit
function theorem to T [γ˜] : W 2+ε,2(M)× Rp+1 −→ W ε,2(M). We obtain that there exists η > 0 such that for
all −→a = (a0, a1, a2, . . . , ap) ∈ Rp+1,
‖−→a −−→α ‖ < η =⇒ there exists w−→a ∈ W 2+ε,2(M) such that T [γ˜] (w−→a ,−→a ) = T [γ˜] (1,−→α ). (46)
Moreover, −→a 7−→ w−→a is C1.
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(46) means that
p∑
k=0
akσk
(
λ
(
w
4
n−2
−→a
γ˜
))
= T [γ˜] (w−→a ,
−→a )
= T [γ˜] (1,−→α )
= a0 + a1S [γ˜]
= 1. (47)
We set
u−→a := k
n−2
4 vw−→a .
u−→a ∈ W 2+ε,2(M), u−→a > 0, and
p∑
k=0
akσk
(
λ
(
u
4
n−2
−→a
γ
))
=
p∑
k=0
akσk
(
λ
(
w
4
n−2
−→a
γ˜
))
= 1.
Moreover, −→a 7−→ u−→a is C1: this is the statement of the Theorem 3.6.
Remark 10. If a1(a0 − 1) < 0, there is no conformal solution equal to 1 for a negative scalar curvature.
The hypothesis on the negativity of R unfortunately takes us away from the classical physics case. If a1 ≈ 1,
the hypothesis a1(a0 − 1) > 0 implies that a0 > 1, hence −2Λ > E : according to the weak energy condition,
that is a case of negative cosmological constant. However a negative cosmological constant naturally appears
in the AdS/CFT correspondence: see [4] for an application of Lovelock theories in this context.
The Theorem 3.6 can immediately be interpreted in terms of the equation (10):
Corollary 3.7. Let a0, a1 ∈ R such that a1(a0 − 1) > 0.
Let ε > 0 and γ be such that R[γ] < 0. We set
−→α = (a0, a1, 0, . . . , 0) ∈ Rp+1.
Then there exists η > 0 such that for all −→a = (a0, a1, a2, . . . , ap) ∈ Rp+1,
‖−→a −−→α ‖ < η =⇒ there exists u−→a ∈ W 2+ε,2(M) such that f−→a
(
λ
(
u
4
n−2
−→a
γ
))
= 1.
That is to say, (10,−→a , 1) is solved in W 2+ε,2(M).
4 Conclusion
In the first section we exposed the Lovelock constraint equations and their peculiar form in the case of a locally
conformally flat compact manifold in vacuum, and a time-symmetric space-like hypersurface. We showed that
the momentum constraint vanishes and the Hamiltonian constraint becomes a generalisation of the σk-Yamabe
problem: it amounts to the prescription of an arbitrary linear combination of the σk-curvatures
f−→a = a0σ0 + a1σ1 + . . .+ apσp.
We restrict our study to the prescription of a constant.
In the second section we use the results on this topic that are present in the literature and date from the
2000’s. They apply to a concave function in the Gårding cone: this implies that the scalar curvature of the
manifold be positive. Moreover we restrict to non-negative coefficients: ak ≥ 0.
We cite the results of the co-paper [15] that exhibits some cases in which f
1/p
−→a
is concave. For an arbitrary p,
it is proved in [15] that a sufficient condition for f
1/p
−→a
to be concave is that a0, a1, . . . , ap are the highest-degree
coefficients of some real-rooted polynomial. Then, using Walsh’s theorem 2.7d, an other sufficient condition is
established: for all p, if the restriction of f−→a to the diagonal is real-rooted, then f
1/p
−→a
is concave. The reverse is
true for p = 2.
In this paper we show that the real-rootedness of the restriction of f−→a to the diagonal is equivalent to the
real-rootedness of the factorisation of the projected Lovelock sum f−→a in p concircular curvatures. This raises
the question of the physical meaning of this concircular factorisation.
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Then we show that for p = 2, for every set of coefficients a0, a1, a2 ≥ 0, there exists a concavifying function
that gives a solution to the Hamiltonian constraint equation. We conjecture that for a map F , the concavity
of F ◦ f−→a in the Gårding cone is equivalent to its concavity on the diagonal. We conjecture as well that a
concavifying function exists for all p ≥ 2.
In the third section we study the other case: when the scalar curvature of the manifold is negative. We use
tools from the Yamabe problem and show that the implicit function theorem applies to f−→a at a metric – of
conformal factor u – of constant scalar curvature. This gives us in a neighbourhood of u a family of conformal
solutions for the prescription of f−→a .
There are several ways in which the content of this paper could naturally be extended:
⋆ to show the conjectures of the second section about the concavifying functions,
⋆ to understand the physical meaning of the concircular factorisation of the Lovelock sum, and
⋆ to release one of the many hypothesis on M: vacuum, compact, locally conformally flat, no boundary,
and time-symmetric.
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