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Con el objeto de estimar la funcio´n de distribucio´n de una variable de es-
tudio sobre una poblacio´n finita, se propone en este trabajo emplear el es-
timador de Horvitz-Thompson, lo que proporciona una estrategia muestral
insesgada, siendo la varianza de dicho estimador una funci o´n real de va-
riable real cuya minimizacio´n permite obtener disen˜os muestrales o´ptimos
bajo diferentes criterios.
En este trabajo empleamos la norma     1 como criterio de optimizacio´n,
minimizando la norma de la varianza, como funci o´n de la matriz del di-
sen˜o muestral. De esta forma, suponiendo muestreo por conglomerados en
dos etapas y considerando como dominio de b u´squeda el conjunto de los
disen˜os muestrales de tipo uniforme, en el sentido de ser iguales las proba-
bilidades de inclusio´n de primer orden, se estudia la obtencio´n de disen˜os
muestrales adecuados para dicha estimacio´n.
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1. INTRODUCCI ´ON
Si bien la teorı´a del muestreo en poblaciones finitas se ha centrado cla´sicamente en
la estimacio´n de para´metros poblacionales de tipo puntual como totales, medias, pro-
porciones y varianzas, existen una serie de para´metros de tipo funcional que pueden
proporcionarnos informacio´n relevante acerca del comportamiento global de la pobla-
cio´n.
En este trabajo consideramos el problema de la estimacio´n de un para´metro de este tipo,
en concreto, la funcio´n de distribucio´n poblacional asociada a una variable nume´rica
definida sobre la poblacio´n. Este problema es importante por el intere´s intrı´nseco del
para´metro funcional mencionado y tambie´n por su relacio´n con otros para´metros de tipo
no funcional como la mediana, los cuantiles o el ı´ndice de Gini, habiendo sido tratado
con diferentes enfoques por varios autores.
Ası´, en relacio´n a la estimacio´n de la mediana y los cuantiles, es obligado citar el traba-
jo inicial de Wooddruff (1952), en el que se construye un intervalo de confianza para la
estimacio´n de la mediana poblacional y otras medidas de posicio´n, empleando el mues-
treo aleatorio simple. Por otra parte, Sendransk y Meyer (1978) estudian este problema
bajo un enfoque puramente probabilı´stico de distribucio´n de estadı´sticos ordenados, pa-
ra muestreo aleatorio simple y estratificado. Hill (1968) emplea un enfoque bayesiano y
Kuk y Mak (1989), te´cnicas de informacio´n auxiliar proporcionada por otras variables.
Para el problema de la estimacio´n de la funcio´n de distribucio´n poblacional propia-
mente dicha, tambie´n encontramos diferentes enfoques en la bibliografı´a. Por ejemplo
Chambers y Dunstan (1986) emplean un modelo de superpoblacio´n para desarrollar un
procedimiento de estimacio´n. Kuk (1988) estudia y compara varios estimadores de la
funcio´n de distribucio´n poblacional empleando muestreo con probabilidades variables y
Rao, Kovar y Mantel (1990) desarrollan estimadores que emplean informacio´n auxiliar.
Citemos tambie´n los trabajos de Chambers et al. (1992) y Rao (1994).
A continuacio´n vamos a considerar este problema con un enfoque distinto de los an-
teriores, y que se basa en el estudio de la funcio´n varianza del estimador de Horvitz-
Thompson con el fin de buscar disen˜os muestrales o´ptimos, en una clase especial de di-
sen˜os muestrales. Para ello, vamos a considerar una poblacio´n finita, U   1 2   N,
y sea Y una variable de estudio nume´rica, cuyos valores sobre U , son Y1 Y2   YN,
que, sin pe´rdida de generalidad, supondremos ordenados de menor a mayor, esto es,
Y1  Y2     YN . Nuestro objetivo es la estimacio´n de la funcio´n de distribucio´n de




CARDi U Yi  t
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Si empleamos las funciones indicadoras de los intervalos de la forma Yi ∞, de-
nota´ndolas I




es decir, una expresio´n lineal, que puede ser estimada mediante el estimador de Horvitz-
Thompson.
Sea pues m una muestra obtenida de la poblacio´n U mediante un disen˜o muestral, d  
  P, sin reemplazamiento y con matriz de disen˜o que denotaremos como Π  


















y ası´, para cada valor de t   , podemos emplear dicha expresio´n como medida de la
bondad de la estimacio´n.
2. MUESTREO POR CONGLOMERADOS EN DOS ETAPAS
Al ser la varianza una funcio´n, no tiene sentido hablar de varianza mı´nima en el sentido
usual, por ello, vamos a definir un criterio apropiado que nos permita obtener propieda-
des de los disen˜os muestrales ma´s adecuados para la estimacio´n que estamos realizan-
do. El criterio que definimos viene determinado por la siguiente distancia, basada en la
norma funcional     1,







Notemos que V   Ft cumple los requerimientos analı´ticos para que esta distancia este´
bien definida. En particular, se verifica que  V   Ft 1   0 si y solamente si V   Ft  
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0 t  Y1 YN . Notemos tambie´n que es posible emplear otro tipo de normas. La elec-
cio´n de la norma     1 en este trabajo viene justificada por razones de simplicidad en
los desarrollos.
Supondremos que se realiza un muestreo por conglomerados en una etapa, ası´ la po-
blacio´n sobre la que se realiza el muestreo es una poblacio´n de conglomerados, U c  
C1      Ci      CM, cada uno con taman˜os respectivos N1      Ni      NM . Sobre esta
poblacio´n se emplea un disen˜o muestral dc    c Pc, con matriz de disen˜o πci j,
siendo mc la muestra de conglomerados obtenida. En una segunda etapa supondremos
que en el conglomerado Ci  i  mc se emplea un disen˜o muestral di    i Pi, con
matriz de disen˜o πikl, para obtener una muestra mi con ni unidades finales.
Las probabilidades de inclusio´n de dichas unidades finales, se construira´n pues a par-
tir de las probabilidades de inclusio´n de los disen˜os muestrales involucrados. Dichas

















l si k Ci  l Cj  i 	  j  k  l U
De esta forma, denotando por m la muestra de unidades finales provenientes de dichos


































donde Fit denota el para´metro funcional que se esta´ estimando, valorado sobre el
















Observemos que las funciones Fit aparecen como resultado de la descomposicio´n
usual del estimador  Ft, y no representan las funciones de distribucio´n de los conglo-
merados.
La varianza de dicho estimador vendra´ dada por la expresio´n usual para un muestreo
















































Observemos que la varianza se descompone en dos sumandos, V1t y V2t, cada uno
de los cuales representa el error de muestreo inherente a ambas etapas. Para aplicar
nuestra metodologı´a, vamos a estudiar la norma     1 de esta varianza, bajo ciertas
hipo´tesis realizadas sobre los disen˜os muestrales. En primer lugar, notemos que al ser
V1t
 0 y V2t
 0, t   , se verifica,
 V  Ft 1    V1t 1  V2t 1 t   
y en particular t  Y1 YN . Seguidamente exponemos una serie de definiciones y re-
sultados relacionados con el desarrollo de las cantidades anteriores.
Definicio´n 1. Dado un disen˜o muestral, d     P, diremos que es uniforme si las
probabilidades de inclusio´n de primer orden son iguales, es decir, πi   α  i.
Lema 1. Si un disen˜o muestral, d     P, definido sobre una poblaci o´n U con N
unidades, es uniforme y sus muestras son de taman˜o fijo, n, entonces se verifica πi  
nN i U.
Demostracio´n
Dado i U , sea Hi una variable aleatoria con distribucio´n de Bernoulli, definida sobre
  como Him   1 si i  m y Him   0 si i 	  m, m  . La esperanza matema´tica









de donde se deduce el resultado.  
Observemos que el disen˜o muestral aleatorio simple, es decir, el formado por todas





, es un disen˜o uniforme de taman˜o fijo. Denotaremos este disen˜o muestral como
MASN n.
Lema 2. Si los disen˜os muestrales di  i Uc son uniformes con taman˜os fijos respecti-






































































































































donde hemos denotado TiY   ∑kCi Yk, y hemos tenido en cuenta que por ser el disen˜o













Por otra parte, un ca´lculo similar al anterior proporciona,
∑∑
k lCi
YN maxYk Yl   N2i YN NiTiY 
1
2∑∑k lCi YkYl
Restando ambas se obtiene inmediatamente el primer resultado. En caso de ser d i  
MASNi ni  i Uc, se tendra´ adema´s para las probabilidades de inclusio´n de segundo
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orden πikl   nini  1NiNi  1  k 	  l, y basta sustituir para obtener, mediante un
ca´lculo directo, el segundo resultado.  





N2 ∑∑kCi  lCjYN maxYk Yl i  j Uc
Demostracio´n
En primer lugar, observemos que,
FitFjt  
1











y basta sustituir la expresio´n obtenida en la demostracio´n del Lema anterior para esta
u´ltima integral.  
Aplicando los resultados anteriores, obtenemos el siguiente resultado acerca de la va-
rianza de la estimacio´n.
Teorema 4. Si los disen˜os muestrales di  i Uc, son uniformes con taman˜os fijos res-











































3. REDUCCI ´ON DE LA VARIANZA
Aunque la expresio´n obtenida permite considerar la bu´squeda de disen˜os uniformes
en cada uno de los conglomerados, que reduzcan la varianza, aquı´ restringiremos el
planteamiento suponiendo di  MASNi ni  i Uc, es decir, muestreo aleatorio en los
conglomerados.
Como puede verse en el Teorema 4, bajo esta hipo´tesis,  V   Ft 1 se descompone
en tres te´rminos, de los cuales el primero y el tercero dependen del disen˜o muestral
empleado para obtener la muestra de conglomerados. Por otra parte, la cantidad que
aparece en dicha expresio´n,
1
2NiNi1∑∑k lCi YkYl
puede considerarse como una medida de la dispersio´n de la variable de estudio en el
conglomerado ie´simo.
De esta forma, si suponemos afijacio´n proporcional en los conglomerados, de manera
que el taman˜o de muestra en cada uno de ellos se realiza de forma proporcional al ta-
man˜o del mismo, y suponemos adema´s que los conglomerado presentan una dispersio´n








son muy homoge´neas, luego una forma de disminuir la aportacio´n del u´ltimo te´rmino
es tomar probabilidades de inclusio´n de primer orden proporcionales a los taman˜os de
los conglomerados, es decir, πci   nNiN. Se obtiene entonces el siguiente resultado.
Teorema 5. Si el muestreo en los conglomerados se realiza mediante dise n˜os muestra-
les aleatorios simples, y si las probabilidades de inclusio´n de primer orden asociadas al
muestreo de conglomerados vienen dadas por π ci   nNiN  i Uc, el primer sumando


















2 ∑∑i  jUc i j
πci j
NiNj ∑∑kCi  lCj YkYl

donde Y denota la media poblacional de la variable de estudio, e´ Y i la media sobre el
conglomerado ie´simo.
Demostracio´n
En primer lugar observemos que dados i  j Uc, se tiene,
∑∑
kCi  lCj

























































































2 ∑∑i  jUc i j
πci j
NiNj ∑∑kCi lCj YkYl 

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El resultado anterior nos dice que podemos reducir la varianza de la estimacio´n actuan-
do sobre el u´ltimo te´rmino, es decir, eligiendo adecuadamente las probabilidades de
inclusio´n de segundo orden, bajo el supuesto de que las de primer orden son proporcio-
nales a los taman˜os de los conglomerados. No obstante, bajo la hipo´tesis de que dichos
taman˜os son similares, podemos considerar disen˜o uniforme para el muestreo de los
mismos. En este sentido se tiene el siguiente resultado, cuya demostracio´n, similar a la
del anterior, omitimos.
Teorema 6. Si el muestreo en los conglomerados se realiza mediante dise n˜os muestra-
les aleatorios simples, y si la seleccio´n de conglomerados se realiza mediante un disen˜o
muestral uniforme, entonces el primer sumando de la expresio´n de  V   F 1, obtenida























Y i Y j
1
2NiNj ∑∑kCi  lCj YkYl 

donde Y i denota la media de la variable de estudio sobre el conglomerado i e´simo. 
Segu´n este u´ltimo resultado, y con las hipo´tesis consideradas, podemos reducir la va-








Y i Y j
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en las variables πci j. Observemos que bajo la hipo´tesis de homogeneidad en los taman˜os
de los conglomerados, dicha minimizacio´n tendera´ a asignar probabilidades de inclu-
sio´n de segundo orden mayores para pares de conglomerados ma´s distantes en el sentido
de ser mayor la cantidad,
1
2NiNj ∑∑kCi  lCj YkYl
ya que dicha cantidad se puede considerar como una medida de la disparidad entre
los conglomerados Ci y Cj, en relacio´n a los valores de la variable de estudio sobre
ellos, ası´, las parejas de conglomerados ma´s dispares deberı´an tener probabilidades de
inclusio´n de segundo orden ma´s elevadas.
Notemos finalmente que la variable Y es desconocida, por lo que el problema de mi-
nimizacio´n obtenido no puede ser considerado directamente, y por esta razo´n realiza-
remos algunas hipo´tesis sobre la estructura de la poblacio´n. Ası´, vamos a estudiar la
expresio´n a minimizar una estructura poblacional muy comu´n, y que formalizaremos
mediante un modelo de superpoblacio´n adecuado.
4. MODELO DE REGRESI ´ON LINEAL POR CONGLOMERADOS
Yk   αβXi  εk  β 0  Esεk   0 k Ci  i Uc
Dicho modelo formaliza aquellas situaciones en las cuales existe una relacio´n aproxi-
mada, de tipo lineal entre la variable de estudio y una variable auxiliar, completamente
conocida, X , con el mismo valor en cada uno de los conglomerados.
Este tipo de relaciones suelen darse en situaciones reales en las cuales la variable de
estudio presenta cierta homogeneidad en cada conglomerado pero estos tienen com-
portamientos distintos, aunque con un patro´n de tipo lineal en relacio´n a una variable
conocida sobre Uc. Por ejemplo, en un estudio econo´mico en el cual las provincias es-
pan˜olas son los conglomerados y los municipios las unidades finales, la renta perca´pita
provincial en un determinado an˜o estara´ en concomitancia con variables de estudio de
tipo econo´mico definidas sobre los municipios como renta perca´pita municipal en an˜os
diferentes, volumen econo´mico de transacciones comerciales, etc.










Denotando por XMAX el valor ma´ximo de la variable X , y por ν el ı´ndice del conglome-
rado al que pertenece la unidad poblacional N-e´sima, y suponiendo que k C i y l Cj,
se tiene,




















con lo cual, los disen˜os muestrales apropiados para la estimacio´n que estamos realizan-




4.1. Implementacio´n bajo el modelo de regresio´n lineal por conglomerados
A continuacio´n vamos a estudiar la viabilidad de la metodologı´a descrita, en el sentido
de su aplicabilidad a situaciones reales, y en el contexto del modelo de superpoblacio´n
considerado.
Como se ha visto, es factible utilizar probabilidades de inclusio´n de primer orden, π ci ,
proporcionales a los taman˜os de los conglomerados, si estos presentaran grandes dife-
rencias. No obstante, en este trabajo suponemos que ello no ocurre, por lo que emplea-
mos un disen˜o uniforme. Con esta eleccio´n, tendremos necesariamente π ci   nM  i





es decir, una funcio´n objetivo lineal en las variables π ci j  i 	  j.
Debido a la simetrı´a de las cantidades πci j, tendremos en total MM12 variables, y
teniendo en cuenta que el nu´mero de conglomerados no suele ser elevado, en compa-
racio´n con el taman˜o de la poblacio´n, el problema resultante posee un taman˜o razona-
ble para abordar su resolucio´n con los programas usuales. Por ejemplo, para M   100
conglomerados, tendrı´amos un problema de programacio´n lineal con 4950 variables,
abordable por las rutinas de uso comu´n para este tipo de problemas.
En cuanto a las restricciones del problema, tendremos en primer lugar π ci j  0, con
objeto de que el disen˜o permita estimar la varianza de la estimacio´n. Por otra parte, de








y finalmente, con objeto de poder construir estimaciones no negativas de la varianza de
la estimacio´n, introducimos las restricciones,







i  j Uc  i 	  j
En el ape´ndice de este trabajo se exponen algunos aspectos computacionales, incluyen-
do una rutina de implementacio´n en el lenguaje de descripcio´n de problemas AMPL,
Fourer et al. (1993), ası´ como un ejemplo nume´rico sobre varias poblaciones.
5. CONCLUSIONES
En primer lugar, es interesante observar que las metodologı´as cla´sicas estudiadas en el
muestreo en poblaciones finitas, para estimar los para´metros usuales como medias y
totales, no son las ma´s apropiadas para estimar para´metros de tipo funcional como la
funcio´n de distribucio´n poblacional. En efecto, cuando se estiman para´metros puntuales
como medias y totales poblacionales, la reduccio´n de varianza se consigue a trave´s
de probabilidades de inclusio´n de primer orden proporcionales a una variable auxiliar
relacionada con la de estudio. Por contra, el la estimacio´n de la funcio´n de distribucio´n,
este planteamiento carece de sentido por la estructura especial de dicho para´metro.
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La metodologı´a introducida en este trabajo, basada en minimizar una determinada nor-
ma de la funcio´nV   Ft, en este caso la norma   1, se manifiesta como una alternativa
prometedora pues minimizando dicha norma tambie´n disminuimos globalmente dicha
funcio´n de varianza.
Para el caso de que exista relacio´n entre la variable de estudio y una variable auxiliar,
formalizada mediante un modelo de superpoblacio´n del tipo de regresio´n lineal por con-
glomerados, la reduccio´n de varianza se realiza a partir de la resolucio´n de un problema
de programacio´n lineal que proporciona las probabilidades de inclusio´n de segundo or-
den. Los resultados nume´ricos obtenidos en el estudio empı´rico que se muestra en el
ape´ndice indican que esta metodologı´a puede producir de forma efectiva una reduccio´n
del error de la estimacio´n.
6. AP ´ENDICE
A continuacio´n, exponemos de forma esquema´tica una rutina en el lenguaje de descrip-
cio´n de problemas AMPL, para el tratamiento del problema considerado. Obse´rvese
que la restriccio´n πci j  0, intratable de forma pra´ctica, ha sido sustituida por π ci j 
 ε,
siendo ε 0 un nu´mero real muy pro´ximo a cero.
param M;
set U:= 1..M;
set PAIRS:={i in U,j in U: i < j};
param X{U} >= 0;
var PI{PAIRS} >= epsilon <=1;
minimize FUNC: sum{(i,j) in PAIRS} (PI[i,j]*Ni*Nj
*(XMAX-max(X[i],X[j])));
subject to RELATION {i in U} : sum{j in U : j > i} PI[i,j]
+ sum{j in U : j < i} PI[j,i] = (n-1)*n/M;
subject to BOUND {(i,j) in PAIRS}: PI[i,j] <= n*n/M*M;
Como aplicacio´n, vamos a realizar un estudio empı´rico comparativo, empleando tres
poblaciones, U1, U2 y U3, cada una con M   20 conglomerados, con taman˜os iguales
Ni   100  i. Estas poblaciones son artificiales pero indicativas de distintas situaciones
que podemos encontrar en problemas reales, y han sido generadas a partir del modelo
de superpoblacio´n considerado.
Para la poblacio´n U1, hemos empleado los valores Xi   20 i  i   1      20, siendo los
valores poblacionales generados segu´n el modelo,
Yk   102Xi εk k Ci  i Uc
con εk  N0 32, es decir, normales de esperanza µ   0 y varianza σ2   32.
101
Para la poblacio´n U2, hemos empleado los valores Xi   i2  i   1      20, siendo los
valores poblacionales generados segu´n el modelo,
Yk   202Xi εk k Ci  i Uc
con εk  N0 52.
Finalmente, para la poblacio´n U3, hemos tomado los valores Xi  i   1      20, dados
por,
1 5 50 51 53 55 57 100 120 150 155 160 165 170 175 180 185 190 500 1000
con los valores poblacionales generados segu´n el modelo,
Yk   202Xi εk k Ci  i Uc
siendo εk  N0 102.
Como puede verse, la primera poblacio´n presenta valores de la variable de estudio con
cierta homogeneidad. La segunda es menos homoge´nea y la tercera tiene una estructura
muy dispar, con ciertos valores extremos muy distantes de la masa principal. En todos
los caso, se supone muestreo aleatorio simple, MAS100 10, para el muestreo dentro
de los conglomerados, es decir, en cada uno de los conglomerados muestreados en la
primera etapa se extraen muestras aleatorias simples de 10 unidades finales.
Vamos a comparar la metodologı´a considerada en este trabajo con el muestreo aleatorio
simple de conglomerados, para lo cual utilizaremos como medida de eficiencia relativa
la siguiente cantidad, expresada como porcentaje,
C   100
 V  Ft MAS1  V  Ft MET1
 V  Ft MAS1
%
siendo  V  Ft MAS1 y  V  Ft MET1 respectivamente las normas     1 de la varianza
expuesta en el Teorema 4, para el muestreo aleatorio simple y para el me´todo estudiado.
Observemos que en  V   Ft MET1 aparecen las probabilidades de inclusio´n de segun-
do orden obtenidas por minimizacio´n, mientras que en  V   Ft MAS1 aparecen las
correspondientes al muestreo aleatorio simple de conglomerados, cuyos valores son
πci j   nn1MM1 i 	  j.
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Un coeficiente mayor que cero indicara´ un aumento de eficiencia con respecto al mues-
treo aleatorio simple, bajo el criterio considerado, y el correspondiente porcentaje indi-
cara´ la cuantı´a de dicho aumento. Los resultados comparativos obtenidos se exponen a
continuacio´n para cada una de las tres poblaciones y para taman˜os muestrales n  3 4 5,
siendo n el nu´mero de conglomerados muestreados en la primera etapa. Las cantidades
reflejadas en esta tabla han sido obtenidas por computacio´n directa a partir de los va-
lores o´ptimos de las funciones objetivos proporcionados por la rutina AMPL expuesta
anteriormente.
Coeficiente C para U1, U2 y U3 y taman˜os de muestra de conglomerados n  3 4 5. En todos los
casos, en cada conglomerado se extraen 10 unidades finales.
n U1 U2 U3
3 78.21 % 66.68 % 34.32 %
4 87.08 % 75.39 % 38.59 %
5 91.64 % 80.10 % 42.78 %
Podemos observar como en todos los casos se ha obtenido una evidente reduccio´n de
la varianza lo que manifiesta que la metodologı´a estudiada en este trabajo se presenta
como una alternativa prometedora.
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In order to estimate the distribution function of a variable defined over a
finite population, we can use a sampling strategy defined by the Horvitz-
Thompson estimator and a sampling design. The variance of this estima-
tion is a real function whose minimization in a suitable criterion let us find
some desirable properties of the appropriate sampling designs.
In this paper we use the    1 norm of the variance function as a minimiza-
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Usually, the theory of sampling from finite populations is centered on the point esti-
mation of some parameters as the finite population means, variances and ratios. In this
paper, we consider the estimation of a functional parameter, the distribution function in
relation to a numerical variable, defined over the population.
In literature we can find different approaches to this estimation problem. Chambers and
Dunstan (1986) assume a model-based approach to develop an estimating procedure.
Kuk (1988) studies several estimators of the distribution function under sampling with
unequal probabilities, proportional to an auxiliary variable and Rao, Kovar and Man-
tel (1990) by means of the auxiliary information. In the same lines, we also can cite the
papers of Chambers et al. (1992) and Rao (1994).
We propose an alternative approach based on the application of an average-type crite-
rion to the mean square error of the distribution function estimation, in order to find the
more appropriate selection probabilities of the clusters.
Let us consider a finite population U   1 2   N and let Y denote the numerical sur-
vey variable of interest. Let Yi be the value of Y for the ith population element, with
ordered values 0Y
1 Y2    YN. The aim is to estimate the distribution func-





 Yi ∞t  i U are the indicator functions of the Yi ∞ intervals.
If we assume that s is a sample obtained from U whit a sampling design S  p, and
 Ft is an estimator of Ft, the classical way to measure the precision of this estimator





Note that the variance is a real function with different values depending on t, therefore
it is not possible to use this function for a direct comparison. An alternative way to
evaluate the discrepancy between Ft and  Ft is to apply an average type criterion







as such, we can search the more appropriate sampling designs minimizing  V   Ft 1.
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In section 2 of this paper we apply this approach for a sampling strategy under two-
stage cluster sampling, supposing uniform sub-sampling into the clusters. Thus, if we
assume that sub-sampling is performed by means of sampling designs d i  i  Uc, we
obtain the following result in relation to the variance of the estimation.






























Furthermore, if di  SRSNi ni  i Uc, that is to say, simple random sampling without













In order to reduce the sampling error, we develop in sections 3 and 4 a practical proce-
dure based on linear programming, to compute the second order inclusion probabilities
of the more appropriate sampling designs over the cluster population, under the super-
population model,
Yk   αβXi  εk  β 0  Esεk   0 k Ci  i Uc
where X is an auxiliary variable, entirely controlled.
Finally, we have applied this procedure to three artificial populations with different
structures. These populations have M   20 clusters, and every cluster contains N i   100
elements. The sample sizes in the first stage are n   3 4 5 cluster. In the second stage,
ni   10 elements are drawn by means of simple random sampling.
For the population U1, the auxiliary variable is Xi   20 i  i   1      20, and the super-
population model is,
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Yk   102Xi εk k Ci  i Uc
with εk N0 32, that is to say, normal distribution with expectation µ   0 and varian-
ce σ2   32.
For the population U2, the auxiliary variable is Xi   i2  i   1      20, and the model,
Yk   202Xi εk k Ci  i Uc
with εk  N0 52.
For the population U3, the auxiliary variable is Xi  i   1      20, with values,
1 5 50 51 53 55 57 100 120 150 155 160 165 170 175 180 185 190 500 1000
with the model,
Yk   202Xi εk k Ci  i Uc
with εk  N0 102.
We compare our methodology (MET) with the simple random sampling (SRS) of clus-
ters, using the following relative efficiency measure,
C   100
 V  Ft SRS1  V  Ft MET1
 V  Ft SRS1
%
where  V  Ft SRS1 and  V  Ft MET1 are respectively the     1 of the variance of the
compared methods. This way, we have obtained the following values of C,
n U1 U2 U3
3 78.21 % 66.68 % 34.32 %
4 87.08 % 75.39 % 38.59 %
5 91.64 % 80.10 % 42.78 %
These results show that we can consider our approach as a promising alternative, in
order to reduce the sampling error estimating the finite population distribution function.
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