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Finite Toeplitz matrices, i.e. matrices, t,, with coefficients of the form ai,j = ai-j, 
t, = 
a, a,+, ... 
i . 
4-2 a2n-1 
a,_, a, ... a2n-3 a2n-2 
. . 
I: : ..: : 
\ 
a2 a3 ... a, %I+1 
4 a2 ... u,_~ a, 
appear in many areas of mathematics ranging from applied mathematics and mathematical 
physics, through algebraic geometry. In algebraic geometry they occur as the underlying 
objects associated to the local deformations of holomorphic C2-bundles over @P’, see e.g. 
[S]. In mathematical physics they occur as the building blocks of the basic stratification of 
the SU(2) instanton moduli spaces over S4 used in [3] recently to solve the Atiyah-Jones 
conjecture. In analysis, they arise as the finite-dimensional analogs of generalized shift 
operators in Hilbert space which are basic examples of elliptic operators. 
In this paper we consider the varieties of projective equivalence classes of non-zero t,‘s, 
(tn E at, for all non-zero complex numbers, a), which are consequently parametrized by the 
complex projective space CpznV2. But within this space we specialize to the study of the 
subvarieties Tn,k consisting of those t, with dim(kernel(t,)) b k, and the open varieties 
F n,k = Tn,k - Tn,k+r consisting of those t, with dim(kernel(t,)) = k. It is the F”,k which are, 
in fact, the building blocks for the stratification of &k developed in [3], and our major 
motivation for the study here is to provide the information on the cohomology and 
structure of these building blocks which will be needed for a more detailed analysis of the 
spaces Jflk themselves. 
We start with the space of non-singular Toeplitz matrices, F”,O. Here our results are 
complete. The following result is essentially Theorem 1.6 in the text. 
THEOREM A. The space of all non-singular n x n-Toeplitz matrices, J&, is homeomorphic 
to the orbit space under the action of GL2(C) on the space of pairs (pI(z),p2(z)) of coprime 
polynomials with max(deg(p,(z)), deg(p2(z))) = n where the action is given as 
(Pl P2) 
( 1 
; ; = (ap, + bp, cp, + dp,). 
Remark. The set of projective equivalence classes of such coprime pairs, (pi(z), p2(z)), 
with the degree condition can be identified with the space of unbased holomorphic maps 
4: CP’ + @P’ of degree n which we denote Rat,(@P’), and the quotient above is the same 
as the quotient of the projective equivalence classes of these pairs by the quotient group 
PSL2 (C) (acting by composition with linear fractional transformations). When we use this 
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action we see that every orbit contains a based holomorphic map 4 with c$( co) = 1, and the 
quotient is thus the quotient of the based maps, Rat,*(@P’) by the action of the isotropy 
group of 1, a parabolic subgroup, homotopy equivalent o S’, and Fn,O N Rat,*(CP’)/S’. 
The space Rat,*(@P’) was studied in [S, 121 and, in particular, in the second reference of 
the groups H*(Rat,*(CP’); A) were determined for all (simple) coefficients A. In Section 2 we 
study the Serre spectral sequence for the resulting fibration 
determine all the differentials in the spectral sequence converging to H*(Rat,*(@P’)/S’; A) 
for A = H/p, where p is any prime and consequently obtain the E, term completely. 
It follows that for these A we have complete information about H*(&; A). There are 
some extension problems which occur in studying the groups H*(.Y”,,; Z). We know 
most of what happens but not all the extensions. This is discussed briefly at the end of 
Section 2. 
Next we turn to the structure of the varieties Fn,k with k > 0. It turns out that Tn,k is 
a singular variety with singularity set exactly T.,k+ 1. This is proved in Section 4 where we 
extend slightly some of the results along these lines in [3]. Of particular importance is 
Theorem 3.2 which shows that the kernel of a Toeplitz matrix is generated by a single vector 
and its images under shift operators. 
THEOREM B. Let t,E Tn,k - T,,,k+lr then there is a vector w E Ker(t,) so that 
Ker(t,) = (w, s(w), . . . , sk-‘(w)). Moreover, 
(1) Thejrst k -1 coordinates of w, wl = ..’ = wk_l =O. 
(2) w is unique up to multiplication by a non-zero scalar c. 
This was proved in [3] using the theory of holomorphic bundles; however, here a proof 
is given which more directly depends on the properties of Toeplitz matrices. The ideas 
underlying this proof will become more important as the paper proceeds. 
The process here for studying the homology of yn,k is to use Poincare duality and study 
instead the pt3iI-S (Tn,k, Tn,k+l ). Also, in Section 4 we recall the desingularizing variety 
En,k associated to T,,k which was constructed in [3]. It is given as the projectivization of 
a certain holomorphic vector bundle over @pk. 
and we show the existence of a “partial action” of the monoid 
&!Z=ijCP” 
1 
on the resolving spaces, 
~~SXEn.k+s+&.k, k+s<n-1 
a structure which is used in the next three sections to construct a spectral sequence 
converging to the relative cohomology groups H*(T,,,, T,,,k+ l; A) with known El-term 
n-k+1 
u D,*_k+l-jOH*(E,,.-j-l;A) 
.j=o 
(27) 
THE STRUCTURE OF SPACES OF TOEPLITZ MATRICES 1157 
where D: = H*(SP’(S3 v S’), SP’-l(S3 v S’); A) and SF(X) is the r-fold symmetric prod- 
uct of X, the space of unordered r-tuples of points of X. The groups RF are well known and 
determined, for example, in [11] but they are reviewed in (32)-(35). 
The first differential in this spectral sequence is determined in Section 8 and preliminary 
calculations are made. The structure of the spectral sequence is similar to that of the 
Eilenberg-Moore spectral sequence but the fact that the bundle in En,k is not trivial causes 
the differential to be twisted in an unusual way. 
It is easily seen that F&-i 2 @IJ’l c @P’2”-2 via the degree (2n - l)-embedding. But 
beyond this, among the explicit calculations that we give to suggest some idea of the 
structure of the F& are the groups H*(F0.n_2; Z) and H*(F,,.,_,; Z). The results, Proposi- 
tion 8.2 and (39), are 
~ 1 
z * =o 
x/2 *=l 
H&L-z; z) = z *=2 
Z/(2n -2) * =3 
0 otherwise. 
z * =o 
213 * = 1, n divisibie by 3 
0 * = 1, n not divisible by 3 
Z@Z/2 a=2 
H*(G-3; z, = < @7/3)x (;2/(2n -3)) *=3 
U2 *=4 
Z/(2n -3) *=5 
LO otherwise. 
We do not give the complete determination of the differentials for Yn,n _s with s > 3, but we 
do carry the results far enough to determine the rational cohomology groups, obtaining the 
following theorem, which is a combination of Theorems 2.2,&l and 10.3 in the text, as one 
of our key results. 
THEOREM C. The rational cohom~logy groups ofthe projective Toeplitz varieties ure given 
as ,~ol~ows~ 
~II*(&,~; Q) z H*(S’; Q), k 2 1 
H*(K,,; Q) =” H*(pt; Qn). 
Moreover, for the space pn,., consisting of all n x n complex Toeplitz matrices with 
~im(ker~el(t~)) = k we have 
H”(&; Q) = H*(S’; Q) 
H*(A&; Q) = H*(S3; Q), k > 1. 
In turn, this result leads to a complete determination of the rational cohomoiogy of the 
strata in the stratification of the J& referred to earlier. We discuss this in some detail in 
the last section and expect to return to it in further work. In particular we write down this 
E, term for Jz and A3. Since AZ has the homotopy type of a fibration with fiber SO(3) 
over the Grassmann manifold of 2 planes in R ‘, G2,3, [7], its rational cohomology is 
well known. This forces the differentials in the spectral sequence of A2. In turn these 
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differentials force further differentials for AX, and this allows us to conclude that there is 
either a rational class in dimension 5 or 7 for jke,. For reasons which will be discussed in 
forthcoming work there is also a rational class in dimension 11. This, in turn, forces the 
existence of a rational class in dimension either 10 or 8. 
It follows that the rational cohomology of the 4, above the stable dimension [k/2] - 1 
has the potential for becoming quite complex. This probably has important implications for 
the associated quantum field theory, as even dimensional torsion free cohomology groups 
imply the existence of non-trivial stable complex bundles on the moduli space which can, in 
turn, be associated to new types of particles tied into the instantons. 
1. THE SPACE OF NON-SINGULAR TOEPLITZ MATRICES 
We begin our discussion of the Toeplitz varieties by discussing the structure of the 
subspace Y”,, = CP2”-’ - T,., consisting of the projective equivalence classes of non- 
singular Toeplitz matrices. The main result of this section identifies YR,O as having the 
homotopy type of a quotient, Rat~(@iP’)/S’ where Rat,*(CP”) is the space of based 
holomorphic maps of degree n, CP ’ -+ @P ‘, and the S’-action is free. The space Rat: (@P ‘) 
has been studied in [S] and its homology is well understood now, but the S’-action has not 
been considered previously. 
LEMMA 1.1. Let 
a, .., a2n-1 
t,= ; _.. ; 1 I a, ... 4 
matrix, 
’ a,-l u, 1.. 
1 
&-Ii 
B(t,) = j ; . . . ; 
a, a2 ... a,+1 
1 
has rank n - 1 and one of the (n - 1) x (n - l)-minors of 
is non-zero. 
(Indeed, expanding Bet(&) using the bottom row we have 
De@,) = a,M,,, + a2Mn,2 + ‘.. + a,,,M,,,,, 
(1) 
where the M,,i, up to signs, run over the (n - 1) x (n - l)-minors of C(t,), so, since 
Det(t,) # 0 it follows that at least one of the Mn,k # 0.) 
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COROLLARY 1.2. Let t, be non-singular, then Ker(B(t,)) is two dimensional, and there is a j, 
1 < j < n + 1, such that,for any basis ofKer(B(t,)), 
El = 
the determinant 
Proof: Suppose the minor of C(t,) obtained by deleting the (j - 1)th column is non-zero. 
Then the matrix 
Ei,j(&) = 
1 0 
0 0 
4-l a, 
4 a2 
. . 0 
. . 1 
.. a n+j-1 
. . aj 
. . 0 
. . 0 
. . ah-1 
. . 
. a,+1 
is non-singular and the first two columns of E,,j(t,)- ’ span the kernel of B(t,). If we write 
these columns as El, E2 then 
Any other basis for Ker(B(t,)) has the form E; = aE’ + bE2, E; = cE, + dEz where the 
matrix 
is non-singular and then 
To this point we have not used the connection of the Toeplitz matrices with deforma- 
tions of holomorphic C2-bundles over CP’, but recall how this occurs, [S]. The generic 
deformation of the bundle 5” 0 c-” over @Pi has clutching function 
Here 
p(z,z-‘) = alz’-” + a2z2-n + ... + a, + a,+lz + ... + a2.-1zn-1 
and T(x, z) represents an isolated jump of type (n, - n) when x = 0 which is trivial over 
CP2 x (C -0) if and only if Det(t,) # 0, [8]. 
A holomorphic section of the bundle with clutching function T(x, z) is a pair of vectors 
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so that, w, u, p and q are holomorphic in the stated variables and, setting c = l/z then 
T(x, z)S= = SC. 
When Det(t,) # 0 then B(t,) determines the form of the sections of the bundle associated 
to T(x, z) when x # 0. Indeed, if El, E2 are generators for the kernel of B(t,), then we form 
the polynomials pr(zz) = cr,r,z” + e2.1z”-1 + .‘a + e,+l,l, pz(z) = e,,zz” + ez.zz’-’ + t.. 
+ e,-+ 1.2. Since El and E2 are in the kernel of B(t,) it is easy to check that 
pi(z)p(Z, z- ‘) = ui(z- ‘) + znwi(z) where ai and wi are polynomials of degree at most n - 1. It 
follows that the matrix 
( 
- 
XWl(4 - xwzb4 
PI(Z) PA4 ! 
has as its columns two holomorphic sections of the resulting bundle. Moreover, these 
sections are independent since they give, when x # 0 a basis for sections of the (trivial) Cz 
bundle there, again see [S], though a proof which depends only on formal properties of 
Toeplitz matrices can be given. 
Example 1.3. This may help clarify the discussion above. Consider the deformation of 
i3 @ t-3 given by the clutching matrix 
z 3 
‘0 1 o\ 
so that 0 
x(z-2+z) > 
z-3 ’ r3 = 0 0 1 . 
\l 0 0 i 
Here 
Be,) = (y “0 :, ;) 
has kernel generated by 
E, = 
and pr(z) = zZ, pz(z) = z3 -1. It follows that wl(z) =l and wz(z) = z so the associated 
matrix which describes the global sections when x # 0 is given as 
In particular, Det(&) = x which should be no surprise because the determinant bundle for 
this deformation is trivial. Indeed, this implies that the determinant above, being a section of 
the determinant bundle is actually a holomorphic function on @ x CP’, since the only 
holomorphic functions on UP1 are constants, the determinant cannot depend on z. 
COROLLARY 1.4. GiGen the non-singular Toeplitz matrix t,, the two po~y~o~~u~s pi(z), 
p*(z) constructed above are coprime with max(deg(pl(z)), deg(pz(z))) = n. Conversely, given 
a pair ofcoprime polynomiuls, (pl(z), pZ(z)), with max(deg(pl(z)), deg(pz(z))) = n, then there is 
a con-singu~ur (n x n)-Toeplitz matrix t,, unique up to multiplication by a non-zero constant, 
for which the column vectors associated to pi(z), pZ(z) span the kernel of B(t,). 
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Proof: Given t, we have already shown how to construct (pl(z), pZ(z)) with the stated 
properties since the determinant of the matrix 
( 
- 
Wl(4 - w2M 
Pl(4 PAZ) = c, ) 
a non-zero constant and hence pi(z), pZ(z) must be coprime. Consequently, we need only 
show the reverse: given (pi(z), p2(z)), a pair of coprime polynomials with 
max(deg(p, (z)), de&, (4)) = 4 th ere exists a t,, unique up to projective equivalence, for 
which the associated (n + 1) dimensional vectors of coefficients pan the kernel of B(t,). 
Write PI(z) = el,lz” + ... + e,+,,l, p2(z) = e1,2z” + ... + en+1.2 and form the 
(2n - 1) dimensional column vectors 
H1 = 
0 
0 
ekl 
e2,l 
en+,,1 
2 Hz = 
0 
0 
e1.2 
e2.2 
e,+l,2 
Notation 1.5. Let s: Cm + Cm be the shift operator 
Xl x2 
x2 
s . = . . 1:; H& %I 0 
In particular, s is defined once an ordered basis of C” is given, and such a basis will be assumed 
whenever we use s. (Indeed the particular basis will always be obvious from the context.) 
Note that 
ei,i 
i \ e 2,i 
) i=1,2. 
I claim that the 2n -2 vectors HI, sH1, . . . , .s~-~H~, sHz, . . . , s”-~H~ are linearly inde- 
pendent. Indeed, the shift operators correspond to multiplication by z, and if they were 
linearly dependent, here would be two polynomials, Y(Z), w(z), both of degree less than n, so 
that r(z)pl(z) + w(z)p2(z) = 0 (by defining r(z) in terms of the coefficients of HI, . . . , snm2H1 
in the linear relation, and w(z) in terms of the coefficients of HZ, . . . , s”-‘H2 in the same 
relation). On the other hand, the assumption that pi(z), p2(z) are coprime implies that such 
a relation is impossible. The claim follows. 
Consequently, the annhilator space in the dual space (C2’- ‘)* to the subspace, W, of 
C2”- ’ where 
W = (H,, . . . , s”-‘HI, Hz, . . . , s”-‘Hz) 
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is non-trivial and one-Dimensions. Choose a non-zero (row) vector in this space and write it 
(%,a29 *.. 3 a2,,_ 1). I claim that these ui are the coefficients of t,. Indeed, a dual vector 
annhilates the subspace W if and only if 
n+1 
jT1 ai+jej., =@ tl=i,2,O<i<n-2. 
But these are exactly the entries in the column vectors B(t,)E,, where 
E,= 
If we start with pi(z), p2(z), construct t, as above, and then find the polynomials 
p;(z), p;(z) from t,, there is an element 
so that 
~~(4 = a&(z) + b&(z), P2(4 = cP;(z) + dpi@f 
and conversely, if we start with t,, the polynomials pi(z), p2(z) are only defined up to the 
same indeterminancy. 
On the other hand, the space of projective equivalence classes of coprime polynomial 
pairs, (pi(z), p2(z)) satisfying the degree condition ~~x(~eg(~~(z), pZ(z)) = n is exactly the 
space of holomorphic maps CP’ -+ CP’ which we denote Rat,(CP”). The correspondence 
is (~~(4, PZ(Z)) goes to the map {ply ~2) defined by 
c 
ll+t n+1 
(2, W) t+ C ei.lZneiWi, 1 t?i,2ZneiWi . 
1 1 > 
With respect to this identification, the action of GL;,(C) is by composing with a linear 
fractional transformation, 
Consequently, we have 
THEOREM 1.6. P&(C) acts freely on Rat,(@P’) with quotient the space of projective 
equivalence dasses of eon-si~gu~ar n x n ~oeplitz matrices with ~o~p~ex coe~cients. 
Proof: Most of this has been verified already. We need to check that the action is, in fact, 
free. Thus suppose 
J-p1 (4 = api (4 + bpA-4 J”Pd.4 = CPl(4 + dPz(4 
for some non-singular matrix (z f;) and 3, # 0. But the first equation implies that either b = 0 
or pi(z), pZ(z) have a root in common. Similarly, the second equation implies that either 
e =0 or, again, there is a common root. Since there is no common root we thus have 
a = d = A and the proof is complete. n 
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In particular, this implies that we can assume representatives (pr , pz) for the equivalence 
class {(p,, p,)} can be chosen so that p1 and p2 are both manic and of degree n. 
Thus, the associated map {pl, pz} satisfies (pI, pz}(l, 0) = (1, l), or {pl, p2}( co) = 1, and 
{pI, p2) e Rat,*(@P’), the space of based ( co H 1) holomorphic maps in Rat,(CP’). It 
follows that we have 
F& = @)p2”--2 - ‘T,,l E ~u~~(~~l)/~ 
where H is the subgroup of GL2(C) consisting of matrices of the form 
p(,“, ,,,j 
p, a + b - J E C’, and a, b E @. The element (h ;‘) conjugates H to the group of upper 
triangular matrices 
( 
/z I-a 
’ 0 ) -J.+a+b ’ 
and, setting ,U = 5 l/$( a + b - A) identifies H with the parabolic subgroup 
P c PSI;,(C). 
Since P has the homotopy type of the circle S’ it follows that up to homotopy type we 
have 
9 n,O = cP2”-z - 7’n.1 1: Rat,*(CP1)x,pEs~. 
This space is given as fibration, so we have an alternate description as the total space of 
a fibration 
Rat,*(@ff ‘) -+ F”-,,O --+ CP”. 
Thus we have a spectral sequence for each n with 
Ek’ = H”(@P”; Hj(Rat,*(CP”); A)) 
(5) 
= Hi(CYm; Z) @ Hj(Rat,*(@[FD’); A), (6) 
2j+l,j 
so E2 = 0 and, writing b for a specific generator of H’(@P”; Z) we have 
E: = hi @ ~j(Ra~~(~~ ‘); A). In ES) we determined the groups ~*(Ra~~(~~‘); Z/p) for all 
primes p. Consequently, the &-terms are known in these cases and in the next section we 
determine all the differentials in the spectral sequences above when A = Z/p. 
2. THE GROUPS H*(Y A) “.O’ 
There is a natural inclusion of Rat,*(CIFD’) into the component of degree n maps 
Q2Sz c R’S2 N fi2S3 x H, and the main result of [SJ shows that in homology the inclusion 
is injective onto a specific subgroup of H,(Q2S3; A) for any (simple) coefficients A. We now 
describe this image. 
To begin note that the loop sum map, QX x QX + SZX, makes H,(fZX; ff) into a Hopf 
algebra for any field lF. Moreover, when X is already a loop space, then the Hopf algebra 
structure is commutative and cocommutative. In particular, when H,(QX; F) is locally 
finite a basic structure theorem of Bore1 and Hopf for Hopf algebras gives that H, (SZX; IF) is 
a tensor product of an exterior algebra on odd dimensional generators and a very restricted 
algebra on the even generators when the characteristic of p is odd. (For details see e.g. [9].) 
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Also, for H,(R2Y; Z/p) and each prime p there is an operation 
Q1:Hi(n2y;;Z/p)~Hpi+p-_l(~'Y;iZ/~) 
which has the properties Q,(xy) = Qi(x)y + xQi(y), Qi(x + y) = Qi(x) + Qi(y). We 
denote the i-fold iteration of the operator by Q{(x). Then we have 
~*(~2S3;~/~) = E(ei, Qt(el), . .. ,Qitet), . . .)~~/~C~Q~t~~), . . .,~~~(e~), . . .I (7) 
when p is an odd prime. Here fix is the mod(p) Bochstein of x, and E(xr , . . . ) is the exterior 
algebra over h/p on the stated (odd dimensional) generators. In the case p = 2 we have the 
simpler result 
H,(0’S3; Z/Z) = &‘2Ee1, Ql(eA, . . . , e’,@d, . I- (8) 
The Hopf algebra structure is completely determined by the fact that each of the generators 
above is primitive. Consequently, 
H*(S2’S3; Z/2) = E(ef, . . . , (e:‘)*, . . . , Ql(el)*, . . . , (Ql (elf”)*, . . . ) 
the exterior algebra on the generators (Qf(e1)2’)*. For p odd we obtain 
(9) 
E(eT, . . . ,(Qi(eJ)*, . . .)O v (10) 
where I’ is the polynomial algebra on the generators (PQi (e#‘)*, truncated by the relations 
((~Q~(e~)pr)*)p =0 for all i and r. 
To describe the groups H,(Rat,*(@P’); Z/p) we introduce a filtration into the groups 
tJ,(R2S3; Z/p). For each monomial, m, in the generators above Fi(m) is defined by setting 
Fi(ei) = 1, Fi(Q,(x)) = pFi(x), Fi(ab) = Fi(a) + Fi(b), Fi(flx) = Fi(x). (11) 
For example ~~{Q~(e~~) = i(~Q~(e~)) = pi, ~i(Q~(e~)Q~(e~)) = p’ -t- pj. Then we have that 
ti,(Rat:(@P’); Z/p) is the subgroup of H,(RZS3; E/p) generated by all those monomials 
with Fi(m) 6 n. 
Exampies 2.3. We have 
Generator Dimension 
1 0 
H,(Rat2(@P’); Z/2) = ei 1 
(et)* 2 
(QlWl* 3 
I Generator Dimension 
1 0 
eT 1 
(&* 2 
~~(R~~~(~~‘); z/2) = ( @?I*, Ql(ed* 3 
(e‘ff*9te~Q~W)* 4 
(dQl(d* 5 
(Ql(ed2)* 6 
, QfM* 7. 
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Similarly, 
i 
Generator Dimension 
1 0 
H, (Rat$ (CP); Z/p) = ef 1 
BQ&d* 2~ -2 
Qt M* 2p -1. 
More generally ~*(~u~~(~ff ‘); Z/2) = H*(RatF_ l(@P1); Z/2) @ W; where Wi is the sub- 
group generated by the monomials with Fi(m) = i. In the case i = 2” we see that this consists 
of terms of the form 
Dimension 2’ 2’+1 zi +2 2’ +3 i+l . . . 2 -1 
Dual Generator e:’ e:‘-‘Q1(e,) &-4(Ql(el))2 e:‘-4Q:(e,) 9-1 QiW 
e:‘-“1Q1hH3 
In particular, Q:(el) is the monomial of highest dimension in ~*(~~~~i(~~~~; Z/2).
Similarly, when p is odd the highest term in ~*(~u~~~(~~~)~ Z/p) is Q;(e), 
When we look at Bochsteins, we have that H,(Rar~(CiP’); H) is annhifated by p if * > 1. 
In other words, there is no higher p-torsion in H,(Rat,$(@P’); Z). (Of course 
H,(Rat,*(CPL); Z) = Z with generator el.) 
The following results completely describe the structure of the spectral sequence converg- 
ing to H,(Fn,,; Z/p) with E’ij = H’(C!““; Hj(R&(CP’); Z/p)). 
THEOREM 2.2. d’fe’) = nb with ~~tegru~ c~e~~~~~ts. Moreover, ifp does not divide n, we 
have ~*(~ut~(~~~~~ Z/Z) z E(eJ Q V(n), and E3 = E, = V(n). 
THEOREM 2.3. Let yt = 2’w with w odd. Then, for j < i we have 
d2’+‘(Q:‘(el))* = b2’(Qfr-1(el))* 
while d*“‘(Q\(e,))* = b”, and all other difirentiuls on all other generators are zero. 
THEOREM 2.4. Let n = piw with w prime to p and p an odd prime. Thenior j -c i we have 
d2~‘(~~~(e~~~~~ = bP’(Qj-‘(et))“(BQi(el)“-‘i* 
dZP’(Qi(e,)f* = bPi, and all other difirentiuis on all other generators are zero. 
Proofs. Define the space Rutf(CP1)( ) w as the subspace of Rat:(@P’) that consists of 
maps @P ’ -+ @P ’ which can be written in the form 
{Any holomorphic map # : W’ -+ UP1 with c$( 00) = 1 has this form without the restriction 
that the poles lie in the stated unit disk about w, but f5] points out that the inclusion of this 
set with constrained poles into the entire Rutk*(CP1) is a homotopy equivalence.) 
The action of S1 takes the holomorphic map (f: CP’l -+ CP’) to the composition 
z H eief(z) + 1 - eie, thus we have 
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and we see that if we have a second function 
with /w - ~$1 > 2, then the action of S’ on the “loop sum” of the two functions, 
is the same as first acting on each separately and then taking loop sum. Thus we have the 
following commutative diagram: 
s’ x {Ratk*(@P’)(w) x Ratt*(@P’)(w +3)} - s” x Rat;++(ClP’) 
I 
lxTxl(Axid) 
I 
id 
(S’ x ~Ru~~(~~‘)(w)~ x {Sl x Ru~~(~~‘)(w +3)) s’ x ~u~~+~(~~i) (12) 
I PX!J I P 
Rat:(CP’)(w) x Rut:(CP”)(w +3) * Ratk*+,(CP’). 
Here * denotes the “loop sum” operation described above. In [S] it is shown that this loop 
sum operation makes the following diagram homotopy commute: 
Rut;(@lP’)(w) x Rat:(CP’)(w +3)------+ iri ~2s; x ~22s; 
I * 
Rat:+,(@P’) 
where the right hand * above is the ordinary 
I t 
I Q2S2 k+t 
loop sum. Thus the induced pairing in 
homology agrees with that on the images of homoiogy in the loop space. 
From (12) we have the following basic formula for differentials. 
LEMMA 2.5. The diagonaE S’ action on Rutz(@P1) x Rut:(CiP’) gives a jibering 
Rut:(@P’) x Ru~~(~~‘) -+(Rut:(CP ‘f x Ru~~(~~‘))/S’ --+ CP” 
with E,-term H*(CPm; H*(Rut~(CP’ x Rut:(W’); h/p)) and difirentiuls given usfollows. 
If CCEH*(RU~:(CP’); Z/p), /?~fl*(Rut,*(@[jP~); Z/p) both survive to E2, (in the spectral 
seq~ence~or ~he~brufian Ru~~(~~‘) -+ Ru~~(~~‘~~S’ -+ CPa), with 
d2’(ct) = cwb’, d2’(j?) = f!b’ 
then c1@ fi survives to Ezl in the spectral sequence above and 
d2’(cr @ 8) = (B @ /? + (- I)‘% @ p)b’. 
As an example, we use this lemma to prove the first result. The case for Rut:(@P’) is 
clear, so consider the iterate of the * operation 
Ra~~(~~‘)~O) x Ru~~(~~‘)(3) x .e’ x Ra~~(~~‘)(3(n - 1))-*-1* Rat:(@P’). 
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Clearly, 
n-l 
aye;) = c \1 0 .‘. Ol@f$@l@ ... 01 
(el)) = t (d (e )) = ‘Lo 
Y 
i 
and d 2 (a n * n 2 n . 
We now establish the &fferentials for coefficients Z/2. 
This is an induction. The critical case is when n =2’. Here we use the map 
Rur~~-,(~~‘)(O) x Rat&(Cff’)(3) --+ Rat;@P’) 
and the fact that res*((Q; (e,)‘)*) = Ci(Q;(er)j)* @ (Q:(ei)s-j)*. The kernel of the cohomol- 
ogy map 
++* :H*(Rat,*,(@E=‘); Z/2) -+ H*(Rut;,-#P’)(O) x Rat;~(@P’)(3): B/2) 
is generated by the top dimensional class, Qi(ei)*, and so the restriction determines the 
differentials on all the terms but this class. Moreover, the image of that differential must lie 
in the kernel of t*. Consequently, d’(Q~(e~)*) =O. 
Now, naturality and the inductive step controls all the differentials, dzm for 2m < 2S. For 
d2’ we note that 
+t+*(Qf-‘(ei)*) = Q’;-‘(el)* @ 1 -t-l 0 Qi-‘(ei)* 
and the differential of this class is zero. But 
ik*((Q\-‘(e,)* Qi-‘(ei))*) = Q\-‘(ei)* @ Qi-‘(el)* 
which has differential equal to the image of b”-’ Qf- ’ (el)*. Thus this differential is estab- 
lished. 
At each stage we must also be a bit careful of the class Qi(ei)*. But it is easy to note that 
at each stage the kernel of the map on E,-terms continues to be generated by QT(ei)*. 
At this point, using these differentials we find that the products b’B for 
0 E H*(Rat;@X-D1); Z/2) 
are zero for 12 2’-’ except when @ = 1 or when 8 = Qf(el)*. But, since S’ acts freely on 
R~r~(~~‘~ it follows that the quotient has the homotopy type of a finite dimensional 
complex. Consequently, we must have the differential d”“(Q~(~~)*) = b2’. 
Finally, in the case n =2’ +2’+’ w we use the pairing 
Rat;@P1)(0) x Rut2*,+1 ,J@Pi)(3) -+ Rat,*(@P’) 
and an induction on the number of l’s in the dyadic expansion of n to control the 
differentials and finish the proof for p =2. 
The case p odd involves exactly the same sequence of steps and is, consequently, 
omitted. a 
We now give some explicit examples. 
In the case of Rat, we have that d2(e:) =0 but d2((e:)*) = ezb, while d4(Q,(el)*) = b2. 
The E, term has E$’ = H/2 [l], Ez i = Z/2[er], and E;’ = Z/2 [b]. The remaining 
terms are zero. 
In the case of Rut,, the d4-differential on Qi(el)* is zero, and this is the biggest change. 
On the other hand, 
d2((ef)*) =e:b, d2((e:)*) =(e:)*b, d2ffelQlfe,))*)=d2((e~)*)uQl(e,)* =WiQ~~e~)* 
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gives all the dZ differentials. There remains a d4, d4((Ql(e1)‘)*) = b2Ql(el)*, and a single 
ds-differential, d6(Q1, l(el)*) = b4. This gives the elements in E, as follows: 
! Generator Dimension 
1 0 
4 1 
b 2 
\ (e:)*, QlW* 3 
b2,(e,Qr(er))* 4 
bQl(ed* 5 
\b” 6. 
If we look at the integral cohomology for J 5O we find that Sql(Ql(el)*) = b’, 
Sq’((e:)*) = (elQl(el))*, Sql((b(Ql(el)*)) = b3, but we have a Z/4-Bockstein on ef, 
&(eT) = b. Note, in particular, the changes in the two orders of the powers of b. In general 
the role of Qr(ei)* is to drop the two order of b2 by one from that of b, while Q:(e&* drops 
the two order of b4 by one from that of b2, and so on. It is actually this change of two orders 
which essentially forces the structure of the spectral sequence discussed above. 
3. SHIFT CYCLICITY OF’ THE KERNELS OF THE tn 
We now prepare for our discussion of the topology and geometry of the Tn,k, k > 1, by 
proving that the kernel of any Toeplitz matrix is cyclically generated under the shift 
operator s (cf. [3, Lemma 2.121). This sharply cuts down on the types of subspaces which 
can be the kernel of t, and allows us to construct explicit desingularizations of the TE,k in 
Section 4. 
LEMMA 3.1. Let 
then B(t,) has row rank exactly n - k. (B(t,J is de~ned in (1)). 
ProoJ: The rows oft, span an n - k dimensional row space. By projecting onto the first 
n columns, the rows of B(t,) span at least an n - k - 1 dimensional row space. Assume it is 
exactly n - k - 1 dimensional. Then there are k independent relations among these rows. 
LetabasisforthembeR,=(r,,, ,._., r+,_,,i) ,..., Rk=(rl,k ,..., r,_r,&.Then,byprojec- 
ting onto the first n columns we have 
(O,rl,, ,... tr,-l.l)tn= ..I =(O,Y~,~ ,..., r,-l,k)tn=O 
and by projecting onto the last n columns we have 
(r1.1, ... , I,-1,1,wn = ... = (f-l,&, *.. 3 rn-1,krWn =o. 
But I claim that the span of these two row sets 
((07 rl.l, . . . ,r,-,,t , . . . , 1 lQrl,k, . . . ,r,-l,k),(rl,l, . . . ,r.-l.l,O), . . ..(rl.k, .., ,r,-l,k,O)) 
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is at least k + 1 dimensional. (Indeed, if ri,j =0 for all 1 Q j < k, 1 < i < u, but rj,” # 0 
then 
((r l,u, . . . ,rn-l,.,O),(O,rl,l, . . . ,r,-l,l), . . . ,(Qrl,k, . . . ,r.-l,k)) 
are linearly independent. 
However, this is a contradiction to the assumption that t, E Yn,k. n 
We now have 
THEOREM 3.2. Let t, E Fn.k, then there is a vector w E Ker(t,) so that 
Ker(t,) = (w, s(w), . . . , sk-l(w)). Moreover, 
(1) Thefirst k -1 coordinates of w, w1 = “’ = wk_l =O. 
(2) w is unique up to multiplication by a non-zero scalar c. 
ProoJ First (1) and Ker(t,) = (w, s(w), . . . , skml (w)) imply that w is characterized as the 
unique (up to a non-zero scalar multiple) non-zero vector of Ker(t,) with the greatest 
number of leading zeros. The remaining statements are trivially true when k = 1 for any n. 
The theorem is thus proved for n = 2. Assume it for n and k > 2. We wish to show it for t, + 1 
and dim(Ker(t, + 1)) 2 2. Write 
Inside t, + I is the array A consisting of rows 2 through n, 
a,+l ..+ azn 
? :‘. a2!-1 
1. 
. . 
a3 ... an+2 
But A = B(t,) where 
t, = 
a n+1 ... 
a, ... I: . 
a2. 
azn- 1 
. . .I . . . a, ... a,+, 
I 
Using the inductive statement for t, we have that there is a column vector w with its top 
coefficients w1 = ... = w,_ 1 =0 so that Ker(t,) = (w, s(w), . . . , s’-‘(w)). But if we write 
then Lemma 3.1 implies that 
0 
WE 0 W 
Ker(A) = (W, s(W), . . . , s’(W)). 
1170 
On the other hand, since 
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(1) 8 E Ker(t,+ 1) implies that 8 E Ker(A), 
(2) 19 E Km(A) implies 8 E Ker(t,+ 1) if and only if 
If we write 
e = i,w + a&q + -a- + a,sr(w) 
then 
(a n+1, ... > a2n+l)e = Man+h . . . 42,+dw 
(a 1, *** 3 a,+J@ = Ah ,.. , ~,+WW. 
Thus there are four cases depending on the inner products 
(a,+1, . . . ra2n+1)% (aI, . . . , a,+dfW. 
If they are both zero then Ker(t,+ 1) = Ker(A). If th e fi rs is zero but the second is not then t 
Ker(t,+l) = (W, .., , s’-l (G)). If the second is zero but the first is not then 
Ker(t,+,) = (s(W), . . . , s*(W)) 
and if both are non-zero then 
Ker(t,+,) = (s(W), . . . , s’-l(C)). 
In each case the statement of the theorem is verified and the induction is established 
4. THE RESOLUTION OF THE SINGULAR SETS IN THE Tn,k 
The Tn,k are algebraic varieties in CP2”-2 since their defining equations are the 
vanishing of all the n - k - 1 dimensional minors of the Toeplitz matrix t,. We prove that 
the singular set of T,,, is exactly Tn,k+ I and we construct a desingularizing variety, 
a complex manifold En,k together with an algebraic map &k: En,k -+ Tn.k which is one to 
One On rtiSk C Tn,k. Further we study the inverse images of the T,,k+s in En,k and introduce 
the additional structure of a type of action map, CP” x E,qk+s + En.k, which will ultimately 
enable us to understand the spaces T,,k themselves. 
LEMMA 4.1. Tn,k+l is exactly the singular set of the algebraic variety T,,,k for all 
ldkdn-2. 
Proof The equations which determine r,, k state that all n - k - 1 dimensional minors 
of t, are zero. Note that the partial derivatives of each of these equations are sums of 
(n - k -2)-dimensional minors. Indeed, a/~?( a on the equation for a particular minor i) 
consists of the sum (with appropriate signs) over all the (n - k -2)-minors obtained by 
deleting the ith row and jth column if and only if ai is the coefficient in that position. 
In particular this shows that T,,k + 1 _ c Sing(T,,,). On the other hand, we will show in the 
remainder of this section that there are non-singular algebraic varieties E,,k together with 
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algebraic maps r&: En,k + Tn,k so that &,k is l-l restricted to r$(y& and n,:(T,,,+ i) 
has complex codimension 1 in &k. In PartiCUlar E,, k - 7’~~;: (T&k + 1) iS a COmpkX manifold 
and since rt,,k restricted to this set is a complex analytic homeomorphism it follows that the 
image set contains no singular points of the variety. n 
We now prepare for the construction of the En,k. 
Let C” + $2; B be a complex vector bundle. Then the projectivized bundle 
is defined as the set of equivalence classes u - zu, u E d - B0 where z E C’ and &, is the 
O-section of 8”. Over d there is an associated line bundle @ + F(8) -+ d where F(8) is the 
set of pairs (w, u) E d x d with e(w) = X(U) and, if u. represents u, then there is some z E C 
with w = zuo. 
The line bundle F(8) is classified by a map 
Setf= 4*(b) where b is the fundamental class in H2(@P”; Z). Then the composite inclusion 
of a fiber into d followed by 4, 
is homotopic to the usual inclusion @P-i c CP”, since, restricted to @P”- ‘, 4 induces 
the usual Hopf bundle. In particular, this shows that the class on the fiber in dimension 2 in 
the Serre spectral sequence of the fibering d is an infinite cycle. Consequently, we have the 
well known result for the bundle d + B. 
H*(b; Z) = H*(B) 0 H*(@P”-‘; Z). 
Here the generator for the copy of H*(@P”-‘; Z) can be taken as f, and the inclusion 
H*(B; Z) 4 H*(b; Z) is induced by rc*. In particular, H*(B; Z) is a subring of H*(b; E) under 
the inclusion, and the entire ring structure of H*(b; E) is now determined by the relation 
f” = cl(d)f”-’ - C2(~)f”-2 + ... + (-1)“~‘c,(Z), (13 
(compare [l, p. 71). 
Examples 4.2. The line bundle if, i E if’, over CP’” is defined as the set of equivalence 
classes 
with 7~: cl+ CP” defined as rr({& v}) = {v}. Its total Chern class is 1 + ib. Clearly, the 
projectivized bundle is just id: CP” -+ CP” for cl. 
The Whitney bundle sum rn[i, Cm + rncf -+ CP” is defined as the set of equivalence 
classes 
rncf = { (1, v) - (z’l, zv) 1 (A, v) E @” x (Cn+ ’ -O), z E C-3. 
In this case the projectivized bundle is 
(42” -0) x (c”+ 1 -O)/(h, v) - (z’B1, zv), (e, z) E @’ x C’. 
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Consequently, the projectivized bundle is just the product @IFp”‘-’ x CP”. However, the 
associated line bundle is twisted. It is given as the set of triples 
(Z, 1, v) N (2’62, z’B1, zv) 
which, with respect o the product structure, is the tensor product of the Hopf bundle i$ 1 
on the first factor, with the line bundle rt on the second factor. Consequently, since the first 
Chern classes of tensor products of line bundles add, we see that the total Chern class of the 
associated line bundle is 1 + bcp- 1 + ibcp.. 
Now we construct our desingularization of T,,,. It will turn out to be the projectiviz- 
ation of a holomorphic vector bundle over ClFD”-” which is stably isomorphic to 
(2n - l)&_$(. 
Recall that Tn,* is the subset of T,, consisting of those t, with ~~~(~e~(~~)) >, k. 
LEMMA 4.3. There is afibration 
f’[FDn-k- I>-, ,q k-..!!_+ @p”-k 
which is the project~vization of a bundle 
where& ~.jzn-l)~~~~.a~da~a~~R~k-6-CP’~” 
e.&,k + Tn,k 
which is one to one on the inverse imlage o~F~,~. Moreover, over &,k +S, s > 1, e is a product 
fibration with jiber CP”. 
Proof: From Corollary 
consider the set of pairs 
1.2 Ker(t), t E F”,k, has the form (w, s(w), . . . , skml(w)). Now 
{(a,, x)1 a, E @P2”-2, Ker(cx,) Z (x, s(x), . . . , s”-‘(x))). 
Projecting onto CIFp”-k, (a,, x) I--+ x gives a fibration over @[FDnpk with fiber @[FD”-k-l. This 
can be seen in the usual way: (x, s(x), . . . , sk-‘(x)) c Ker(a.J if and only if 
(al, . . . , a2”-A I = ... (a,, . . . , a2n_1) 
0 
xk 
= (a 1, ... > a2,- d =o 
(14) 
that is, if and only if (al, . . , a,,_ 1) E Ann((x’, . . . , s~+~-‘(x’)) where x is the original 
column vector in (14) constructed from x by adding (n - 1) O’s on top of x. But 
dim((x’, . . . ,~~+~-~(x’))) = n + k -1 
so dim(dnn((x’, . . , , sflpke2 (xl))) = n - k and the first statement follows. 
Now (2n - l)t,=:, = ((2n -1)&k)*, and the sets {x’,ss(x’)}, 0 d s 4 k - 1 can be 
regarded as independent sections of (2n - 1) t,‘_ k. So their annihilator is holomorphic to the 
quotient bundle. The second statement follows. 
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To finish the proof consider a E Tn,k+s - Tn,k+s+l with (x, . . . , xk-‘(x)) G &r(a). Let 
Ker(a) = (y, s(y), . . . , sk+s-l (y)), then we must be able to write 
x = Al)y + Uls(_V) + *” + AjS”(y), 
and conversely, if x has the form above then (x, . . . , skel(x)) G Ker(a). Thus 
n-‘(a) = {a, &y + ... + Ass”(y)} 
This completes the proof. 
We next consider the relation between the above construction and &&+s. We have the 
diagram 
E n.k 
1 
E n,kts -+ Tn,kts- Tn,k. 
This composite lifts cannonically ((t,, v) E E,, k +S H (t,, v) but now thought of as lying in 
E,,k), but, in fact, since only an inclusion of the k-dimensional subspace generated by v into 
Ker(r,) is required, there are many other choices for the vector w associated to v. For 
example the choice 2v + (3 + i)sv will work as well as long as k > 1. 
The general situation occurs as follows. A multiplication is defined on the set 
fi CP”=d (15) 
n=l 
@O, ... > ak)(hI, ..f > h) = %hI, alhl + dl, . . . , i$o aibj-i, .‘. > d’s), 
and this makes d into an associative monoid. We denote the multiplication by 
j.l:dxd+d. 
Then there is a map 
Cl",k,s:@PSXEn,kts~En,k, (16) 
defined as 
,&,k,s({&~ .‘. , As), ax, x) + {ax, &x + “’ + Ajsj(x)}. 
In particular these maps define a partial action of d on Uk&k since the following diagram 
evidently commutes: 
@P’ X CP’ X &ktl+f- ’ xpn.k+l.f @p’ x En,k+l 
I p x id I ~(..*.I 
CLP”+~ x E 
P”,t,!+, 
n,ktItt - E n.k, 
(17) 
and we have the following two propositions. 
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PROPOSITION 4.4. The following diagrams commute: 
I idx%+, 
(This is direct by checking on individual points.) 
PROPOSITION 4.5. Dejine V,,k.s = p,:(T,,,,+,) c En,k so we have the following 
commutative diagram: 
V n,k,s + En,k 
1 1 
T n,k+s -+ Tn,k. 
Then vn,k.s+ I = I/..k,s and hk.s is a relative homeomorphism of pairs 
a=~Sx(E,,k+~, vn.k+s,l)+(vn,k.s, vn,k,s+lb 
Moreover, p,,, k induces a relative homeomorphism (&,k, V,,,, 1)P.& (T,,,k, v&k+ I). 
(This follows immediately from Lemma 4.3.) 
We have a commutative diagram of the form 
idxi i 
7 
!J r 
@p”X &,I;+, *E n.k ’ 
We can specialize this diagram to the case s = t + 1, obtaining 
idxi i 
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and with respect o this diagram we have that the associated map from the double mapping 
cylinder for the pair (11, (id x i)) under the natural map into V,,k,r induces isomorphisms in 
homology since the induced maps of the cofibers of the vertical arrows are homotopy 
equivalences. 
5. AN ITERATE MAPPING CYLINDER CONSTRUCTION FOR THE V.,,,, 
We now define a sequence of spaces, given combinatorially in terms of the En,k and the 
multipiication maps, pn,k,st which will serve to give the homotopy types of the spaces Vn,k.s. 
Denote by K ’ the r-simplex with barycentric coordinates (ti, . . . , t,) where Cti = 1, 
ti B 0. The ith face Fi(cT’-l), 1 < i < r is the subspace with ri =O. 
Set 
11 r~.‘-~x@iF’~~x ... ~Cff~~xE,_~_~ 
r=l K=O xi,=s-K 
(18) 
with all the ij > 0, where we make identifications when the coordinates in the simplex or-l 
lie on a face, Fi(ar- ‘), as follows. When ti =0 then 
((f lt . . . ,&),-Y~, . ...x.,e)- 
(fl, ,.’ 9 if, ... 9 t,, Xl, .I. > PtXi, xi+l), x*i+l, ..* 2 x,. e) if 1 6 i 6 r - 1 
UI, . . . ,Ld,x~, . . . ,-v~,dxp,4) otherwise. 
As an example, J%‘,,~ is the union of ZX@P’XCP’XE,,,_~, CP2~E,,,_1~ and 
CP’ xE,,~_~ 
CP2 x E,,,_+-----e@P’ x En,n_2 
CP’xCP’xE.,.-, 
(19) 
where we identify over F,(I) x (@lP1)’ x En+,- 1 with CP2 x En,,- 1 by the multiplication 
while on the second face F2(Z) x (CP’)2 x E,,,_ I we use 
to make our identification. This space has the homotopy type of P’n,n-3. r
As a second example consider J&‘~.~. The primary space here is rr2 x (@P’)3 x E,,,_ 1. 
There is also the subspace generated by the faces I x @P2 x CP’ x En,n_lr UP3 x En,,_, , 
and @P2 x E,, n _ 2. This subspace has the homotopy type of V,,, _ 4, 2. Now the complement 
of this set is spanned by the interiors of the faces 0’ x (@P”)3 x En,,_ 1, 
I x CP’ x @II@ x En,,_ %, I x CP’ x CP’ x En,n_2, and the vertex C=P’ x En,n_3. If we leave 
out this vertex the space has the homotopy type of (0,l) x CIP’ x V,,,_ 3. 1, with identifica- 
tion via the inclusion with a subset of @P” x E,,,_ 3, when we put the vertex back. On the 
other hand, going to the opposite face, this is just the map @Pi x Vn,n_3,1 + I’n,._4.2r 
induced by pu,,, _3. 1. 
geometrically, what &k,s does is take an (s - I)-simplex and, over each face puts 
a certain product @P’f x s.s x @P’r x En,n_K_ 1 where the products over higher dimensional 
faces are glued to those over lower faces by the various multiplication maps above. For 
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example, with g2 we have 
In general, the “vertices” have the form 
(0, . . ,O, l)x@P”xE,,,_, 
(0, ... > 1,0)xCP”-‘xE,,“_2 
There is a map 
(1, . . . ,O, 0) x CP’ x En,,-,. 
l:A”.S+ T/n.“_s-1,1 = &I,“-,-1 
defined by passing to equivalence classes from the maps 
CF ’ x CP’I x ... x ‘CP’~ x En,n_K- 1 + En,,_,_ I 
given on points by (tr, . . . , t,, x1, . . . , x,, e) H (x1. x2 ... x, . e) in the multiplication defined 
by the n. In particular, on the vertices, /z is the map nL,,,_,_l,t. 
Within A?,,, we have the following subspaces: A‘“,,, i is the image of all the points coming 
from the union: 
Ua’-‘x@P’xCP’~x ... xC=P~~XE,,,_~_~ (22) 
where the point in G.‘- ’ does not lie on the face F,(g’- ‘). That is to say tl # 0 and the first 
CP’l is fixed to be CP’. Since tl # 0, the CP’ term is never multiplied into a bigger C=Pi+‘so 
&n,s,i = @Pi x Y for an appropriate space Y, at least as point sets. In general, to assure that 
a quotient space is a product we should take the compactly generated topology on the 
quotient, but here there is no difficulty of that kind. 
Examples 5.1. 
A? n,s,s = @P” x En,,- I 
~~,~,,_~=@P”-‘xE,,,_~uZ~X~~~-~X~~~XE,,,_~ 
A n,s,s-2=@~S-2~E,,,_~uIo~@~S-2~@~1~E,,.-2 
~(a”)’ x@P”-~ x(CP’)~ x E,,,-luZo xCP”-’ xCP2 x E,,,ml. 
In Jke’,,,,i fix the first coordinate tr = 1 - E, defining the space An,s,i(E). We have 
PROPOSITION 5.2. For each E with 0 -C E < 1 there is a homeomorphism 
@lPi x An.s-i + An,s,itE) 
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and these homeomorphismsjt together to give a homeomorphism 
Proof The points in a’-’ of the form (1 - E, tZ, . . . , t,) give a copy of a C2 with 
barycentric coordinates (t2, . . . , t,), C*, tj = E, and the identifications that occur when 
t, =O, 2 < m < r are precisely those in Jatn,s_i producted with a copy of @Pi which is not 
affected by these identifications, hence descends to the quotient to give the quotient as 
a product as well. (Since the quotient space is compact for each E, the compactly generated 
topology coincides with the quotient topology and hence the quotient space is actually 
a product.) n 
AS E H 0 the copy of &n,s_i is identified with points in E”,n_s+i_ 1 via 
(t 2, ..’ 1 t,, 02, “. , v,, e) H (v2 ... v;e). 
Thus we have 
COROLLARY 5.3. Ck’,,,, i has the homotopy type of the mapping cylinder of 
idX~:@PiXJ&l,,_i-*CIFPiXE,,.-,+i-l. 
Note that we have the evident commutative diagram 
cpi xMn,s-i + vn,n-s-l,i+ I 
1 1 
dn,s, i + vn,n-s- 1,i 
1 1 
A”,, + I/n,n-s-1.1. 
Also, note that J%!,,~,~, the closure of _&,,,,i, is given as the union 
THEOREM 5.4. The map 
A:A,,,-, V,z.,-,-I,I = En,,-,-, 
induces a homology isomorphism between A”., and its image V~,n_s_l,l = p-‘(T,,._,). 
Moreover, the restriction of ;i. 
Al:2n,,,i+ vn.n-s-l,i 
induces homology isomorphisms for each i. 
Proof: The proof is by induction. First the result is true for J. : A,,, 1 + V,, n _ 2, 1 since 
J$, 1 = CP’ x E,,,_ 1 = V,,,_ 2, 1, and, in this case I is the identity map. Moreover, for each 
s we have J,,,,, = CP” x E,,, - 1 = V “,“- S- l,S and again i is the identity. 
Now the inductive step is to assume the truth of the theorem for 
n:JYn,jd V”,n_j_l,l with j < s 
ADA&,,,-+ V,,n_S_l,l with s > t > i 
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use the previous corollary, the diagram above, together with the proposition asserting the 
relative homeomorphism of pairs 
and the 5-lemma to give the result for A,,,, i. Finally, when i = 1 this gives the statement for 
A’“,, and Theorem 5.4 follows. n 
6. THE REDUCED CONSTRUCTION 
Now we consider a “reduced construction” analogous to that of the A,,,. This construc- 
tion continues the idea of reducing everything to the /A,,~,~ maps, but now constructs explicit 
models for Tn,k. In turn, these models have a natural filtration which leads to a spectral 
sequence with explicit E,-term that serves as our main tool for computing the cohomology 
of the Ym,k. 
To build these spaces consider the space 
yc,s = I) “ii’ u 0’ x @iPi1 x ... x CP x En,n-K-l 
r=l K=Oxi,<s-K 
(23) 
with all the ij > 0 as in 5.1, but here, when ti = 0 the relations become 
((to, t1, ... , t,), Xl? ... , XI, 4 
i 
(to, . . ..I!i. . . . . t,,Xi, . ..) /.L(XirXi+r),2i+l, . . ..X.,e) if 1 <i<r-1 
y (to, .‘. ,L1),Xl? ... ,x,-1,Ax,,e)) if i=r 
(ri, . . . , t,), x2, . . . , x,, 4 when i = 0. 
Thus, we have made three changes in (18). First g r-1 is replaced by c’, second, instead of 
1 i, = s - K we have 1 i, < s - K, and third, we collapse the leftmost projective space off 
when we are on the first face. In particular the construction associated to c3 is 
(24) 
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Note also that the “vertices” in JV~,, now have the form 
(0, . . . .0,1)x.&,,-1 
(0, ... 1 LO) x &.n-2 
(25) 
..x; 
(l,O, . . . 3 0) x &,,-,-I. 
Ifwedenotethedefectofapointin(oj)’x@Pilx ... x@P’jxE,,,_._,ass-K-Cii,, 
then the set of elements of defect 0 and to # 1 is clearly I0 x A,,,. Moreover, when to = 1 is 
adjoined we get the (open) mapping cylinder of i : An,, + I$,,_,_ 1 as the region of defect 0. 
When we look at the region Jl/;l,S,l consisting of all points with defect 3 E, then we see 
immediately that _+,,,,l = &,,_ [. Also, there is an evident projection 
defined byrc(((ro, . . . , r,), x1, . . . , xv, e}) = p(e), and rc,,, restricted to Mn.,, I is identified with 
r~,,,_~ under the identification above between J+;,s.l and A’,,,_*. 
We now have, by a direct induction using our previous theorem. 
THEOREM 6.1. The maps rc,,, induce isomorphisms in homology 
H*(- cl,,; 4 + H*(Tn,,; A) 
for all (simple) coejficients A. 
Form Theorem 
and can be written 
7. THE SPECTRAL SEQUENCE 
6.1 we see that .A&/~~,S, 1 is the mapping cone of 
L:,&?“,,+ E,*,_,_l 
as a quotient of 
fi fj u cr’x@lPi~x ... xCP~,XE,,_~-~ 
r=O K=O xij=s-K 
with all the ij > 0. The index K provides a convenient filtration of this quotient so set 
u cf x CP’I x ... x @I=‘~ x En,n-x-l (26) 
*=O K=O xi,=s-K 
and we have that 
E,.,_,_ 1 = Fo(n, s) c 2Fl(n, s) c ... 
gives an increasing filtration of a space with the same homology type as T,,,-,- l/T,,,-s. 
THEOREM 7.1. The quotient Fj(n, s)/Fj- l(n, s) is exactly 
SP”-‘(S3 V S’) X E,,“_j_1/SPS-‘-‘(S3 V S’) X E”,“-j-l 
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Thus, fur urbitra~~ (simple) c~e~cie~ts, A, the El term of the spectral sequence associated to 
t~e~ltration above and converging to i?*(T,,,_,_ r/TN,n_s; A) has the form 
fi D,*_j@H*(E,,,-j-,;A) (27) 
where 
j=O 
D;-j = H*(SP”-‘(S3 v S’), SF-j-‘(S3 v S’); A). (28) 
(The groups H*(SP*(X), SP*- ‘(X); A) are determined in [ 1 l] for X any based CW com- 
plex, and, in the case X = S3, are closely tied to the homology of the loop space Q2S3. We 
review these results for S3 v S’ after the proof of the theorem.) 
ProojI The basic point which needs to be verified is the appearance of SP”-j(S3 v S’). 
The argument for this is basically contained in [lo]. 
First note that we can identify CP” with the set of projective equivalence classes of 
polynomials of degree < n with coefficients in @. Indeed, we make the identi~cation 
(ao,al, . . . . a,)-aoz”+aoz”-’ + . . . a, where the polynomial is defined up to multiplica- 
tion of all the coefficients by any non-zero complex number A. Note that the roots of the 
polynomial are unchanged under multiplication by i and the correspondence of the point 
with homogeneous coordinates (ao, . . . , a,) and the resulting set of roots of the polynomial 
provides the correspondence. 
Of course, we must be a little careful when the degree of the polynomial changes. 
Heuristically, we regard this as putting the missing roots at 00, but actually, we should 
regard @aD” as the set of projective equivalence classes of non-zero holomorphic sections of 
the line bundle [-” over the Riemann sphere S2. Precisely, a section of this bundle is a pair 
(p(z), q(w)) where p(z) = aozn + +f. + a,, and q(l/z) = z-“p(z) so p(z) represents the section 
in the usual trivialization of [-” over the z-coordinate chart, and q(w) represents the 
trivialization over the w-chart.) Each section has exactly n roots counting multiplicity and, 
up to multiplication by a non-zero constant is determined by its roots. The correspondence 
between the O’s of the sections and the points of @IV gives us our identi~cation between 03” 
and SP”(S2). 
When we look at a point of 4 x (c[FD’l x ... x @[ID”< we can identify it with an unordered 
I*, i,-tuple of points in I x S2 as follows. First we represent he points of C* by an r-tuple of 
elementsO<t1<t2< ‘.. <t,gl,where,if(z,,...,z,+,) are the barycentric oordinates 
of a point in rY, then ti = 21 Zj. Clearly F,(G’) is the face t1 =O, while the faces Fi(C’), 
1 < i < r f 1 are given by requiring that tj_ 1 = t. Finally, the face F,, l(ar) is given by t, = 1. 
With this understanding we rewrite the points of C’ x @[ID’] x ... x CaDir as 
((t1, ... , t,), (& ..f , e,!,>, ... , <q, ..’ , q>, - (@I, a, .” ,@I, Q, ... ,@I, Q;D 
(29) 
where the ti appearing in the pair (ti, 0:) is determined by the superscript on the 8. 
Now, note that when we pass to the space of interest, Fj(i(n, s)/p,- l(n, s) when ti is 0 
or 1 we end up in the space we quotient out. Hence we identify (0, z) - (1, z) - * where 
* is a disjoint base point. But this is just S3 v S’ and we see that in the quotient we get 
SP”-j(S3 v S’), except that anytime we see * in the (s - j)-tuple of points of S3 v S’ which 
represents a point of SP”-j(S3 v S’) we collapse it off. 
On the other hand, the subspace of SP”-j(S3 v S’) where one or more e’s appear in 
the unordered (s - j)-tuple is SP”-j- ‘(S3 v S’), and the remainder of the proof is now 
direct. n 
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We now recall the structure of the groups H*(SPj(S3 v S’), SPj-‘(S3 v S’); A). A result 
of Steenrod, [6], gives 
H*(SP”(X); A) = fj H*(SP’(X), SP’_‘(X); A), 
1 
(30) 
while the Dold-Thorn theorem determines the homotopy type of SPm(X) for X connected 
as 
SPm(X) N fi K(Hi(X; Z), i)). 
1 
(31) 
In our case SP”(S3 v S’) N K(Z, 3) x S’. In [ll] it was shown how to put an explicit 
(multiplicative) bigrading on the elements in H*(SP” (X); A) so that those with second 
degree exactly j give H*(SPj(X); SPj- ‘(X); A). 
S’ is already a K(Z.l) so SP”(S’) N S’. Indeed, S’ = SP’(S’) and the inclusion 
SP’(S’) c SP”(S’) is a homotopy equivalence for all n. 
For SP”(S3) = K(E, 3) we have that for odd p 
H*(K(Z, 3); Z/p) = E(13, P’(l3), PPP’(z,), . . . ) PP’ .,. P’(L3), . . . ) 
0 h/p[/lP’(z3), . . . ) /3PP’ . . . P’(z3), . . . 1, (32) 
while for p =2 
H*(K(B, 3); 2/2) = ;Z/2[2,, Sq’(z,), Sq4Sq2(13), . . . , Sq2’ . . . Sq’Sq’(l,), . . . 1. (33) 
Moreover, the second degree of Ppi ... P1(r3) is pi+’ , for p odd while the second degree of 
Sq” ... Sq’(z,) is 2’. In the product H*(K(Z, 3); Z/p) @ H*(S1, Z/p) the generator 
e, E H’(S’, Z/p) has bidegree(1, 1) while the bidegrees of the terms in H*(K(Z, 3); Z/p) have 
the form (dimension 8, second degree Q), and the bidegree of a product is the sum of the 
bidegrees. In particular, we have 
H*(SP’(S3 v S’), SPj_‘(S v S’); Z/p) 
= H*(SP’(S3), spj-‘(S3); H/p) 0 H*(sP’-‘(s3), SP’_2(S3); Z/p)uel (34) 
forj > 1. 
For S3 in the first two cases we have 
group generator dimension 
H*(Sp2(S3), SP’(S3); H/2) = Sq2(13) 5 
15 6 
group generator dimension (35) 
212 sq4sq2(13) 9 
H*(Sp4(S3), SP3(S3); 2/2) = 2/2 (sq2(~3))2 10 
w $sq2(z) 11 
z/2 1’: 12. 
These groups and generators should be compared with the groups and generators in 
Example 2.1. They are formally dual, and this duality is explained, indeed is vital in [S]. 
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8. THE FIRST DIFFERENTIAL IN THE SPECTRAL SEQUENCES 
The relative space 9j(n, s)/Fj- 1 (n, s) is written as a quotient of 
s-j 
I_I Ll CT* x @PiI x “’ XCP'~X E,,,-j-l 
r=O xi,=s-j 
and we filter by r to explicitly calculate its homology. The El-term of the resulting spectral 
sequence has the form 
and, as is standard, we write the typical generator there as 
where 1, < i,, 1 Q m < r, and blm is the generator in H&@[FPim). Also, y E H*(E,,,-j- i). The 
boundary has the form 
r-1 
dlb,,I . . . IbJy= X(-l)” l,:rm+l 
( ) 
IhI ... lh-llh,+ln+,l ... Ih,lly 
1 m 
and E2 = E”. This gives explicit generators for the groups D:_j and looking at these 
generators we see that the first differential in the spectral sequence of Theorem 7.1 
corresponds to taking classes of the form I bl, I ... I bl I @ Yn,n_j, and using this last bi to 
lower filtration. 
(36) 
where ~(bi, y) E H*(E”,._j_ 1; Z) is determined by the product map 
~~,,-j-i,i: CP’ X&,,-j-tE,,,-j-l. 
Thus, to determine the explicit form of d’ we need to determine P,,~, 1 in homology or 
cohomology. Since the map in cohomology is easier we determine it now. 
From (13) and Lemma 4.3 we have 
H*(E”,k; H) = EPYfl I( p-k+1 =()fn-k = (-1) 1 “,r,’ (,,,l) h”-“-‘/.‘) (37) 
where h = $&(b) with b the usual generator in IzZ~(W”-~; Z), andfis the image of b under 
the map v: En,k + CP” which classifies the line bundle consisting of triples (At,, {t,,}, v), 
AE@. 
Now, consider the map ~,,k,s:@PS~E,,k+s~En,k. Write b as the generator of 
H2(@P”; Z) then we have: 
LEMMA 8.1. The map p,f& in cohomology is given by 
h+-+h+b, fwf-b. 
ProoJ The first result follows from the second commutative diagram in Proportion 4.4 
andthefactthatp*(h)=b@l+l@b. 
To see the second is a little more difficult. In homology there are three generators 
in dimension 2 contained in H,(CP” x En,k+s; Z). The first can be taken as the usual 
generator e c H,(@P”; Z) which can be represented as the set of points of the form 
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((i,, 7,0, . . . , 0), {to}, vO) for fixed to, ue, generating Ker(te). The second can be taken to be 
the generator on the fiber, regarded as the set of points 
((LO, ... 1 01, (7, L 0, . . . , O), (0, . . , 0, 1)). 
The third has the property that it projects to the usual generator on the base. A good choice 
for that generator is 
d = ((l,O, . ,O), {r”-‘, r2n-3L, . . . , i2n-2},(~, /l,O, . . . ,O)). 
Then to find dis(f) we determine the restriction of the cannonical line bundle to the 
images of each of these classes. Thus, the bundle on d is given as the points 
(t(z 2n-2 )...) 3L2n-2),7,1)-(C(-1t(72n-2 ,...) 12"-2),c17,cIA), CXEC, tE@ 
but, then, as a triple (t, 7, A) w (a -2n+ ‘t, ~7, cd), and the bundle restricted to this class is 
[’ - 2n. Similarly, we calculate on e, where the bundle over e is 
(no, /I, 7,0, . . . ,0)~(CI-1ttOrd,a7,0 )...) O), UEC=‘, tee. 
But this is the bundle [-‘. Finally, the bundle on the usual fiber class is the Hopf bundle [. 
From this the result follows. n 
In the spectral sequence the differential behaves omewhat differently on the two pieces 
described in (34). First there is a “projection” part, 
H*(SP”-‘(S3), SP-‘-‘(S3)) @ H*(E,,,-j-1) 
id x ks 
- H*(SP”-j(S3), SP’-‘-‘(S3)) @ H*(E”,“-j) @I e, 
and second a twisted derivation part into the other summand. For example, the basic idea of 
the differential on elements in H*(E,,,_,_ 1) is that 
~~,,,r(f’hj) = (f’ - ibf’-‘)(hj + jbhj-‘) 
and the resulting differential is given as 
dl(l @fihj) =fihjel + (jfihj-1 _ l$--lhj)e 
3. (38) 
Now, the kernel of the projection part of the differential on H*(S”-‘(S3), 
SP’-j-‘(S3)) 0 H*(E,,,_j_,) has generators of the form 
H*(Ss-j(S3), sps-j-l(s3)) @(hj+l,fhj+l, . . . ,fjhj+l,fj + Tj.0, ,fjhj - Tj,j) 
where the Tj,i are appropriate correction terms since 
j 2n-1 
dl(fj) =fjel - jfj-le, = --.C 
( ) 
i hij--iel _ jfj-le3 
1 
and to get the projection part equal to zero we must add correction terms, 
h’f j-i. 
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Examples 
PROPOSITION 8.2. We have a complete determination of H*(F&2; Z) as 
(z * =o 
212 *=l 
H&%.,-Z; z) = { z *=2 
Z/(2n-2) * =3 
\O otherwise. 
Proof: We have d’(h) = e3 + e,h, d’(f) = - e3 -(2n -1)her. Thusf+ h ~(2 -2n)hel. 
Similarly, d’(fh) = - 2nhe3 while h2 H 2he3. Thus we have a kernel in this dimension 
nh’ +fh, and the cokernel is Z/2. Finally, d’(fh’) =0 and no further differentials are 
possible in the spectral sequence. This calculates H*( T,,,_ JTn,n_ 1; Z) and applying 
Poincart duality gives the result. n 
The calculation is somewhat more complex for 9-“-,,,_ 3. The answers are 
2 *=o 
213 * = 1, n divisible by 3 
0 * = 1, n not divisible by 3 
Z 0 Z/2 *=2 
H*(F&,; Z) = 
(Z/3) x @/(2n -3)) * = 3 
212 * =4 
Z/(2n - 3) *=5 
10 otherwise. 
We omit the details as they are fundamentally similar to the calculation above. 
(39) 
Generalizing these considerations we have: 
THEOREM 8.3. Assume 0 < i < n, then 
: 
Q * =o 
H*(Fn,n-i;Q) = Q * ~2 
0 otherwise. 
Proof: The groups H*(SPi(S3), SP’-‘(S3); Cl) =0 for i 2 2 [ 111. Consequently, over 
Q the E,-term of the spectral sequence takes the much simpler form 
H*(En,n-i+l; Q)OH*(En,n-i+l; Qh, 4 0 H*(En,n-i+2; Q)ele3. 
Clearly, d’: (H*(E”,,_i+l; Q)e, + H*(E,,,-i+2; Q)ele3 is surjective. On the other hand, 
the Poincare series for this complex is 
~(1 __p)(l _ x2i-2) _ (1 + x2)(1 _ x2i-2)(1 _ x2i-4) + 9(1 _ x2i-4)(1 - 9-71 
(1 - x2)2 
=x ‘+-a(1 + x2) 
and if we can show that d’(H*(E,,,_i; 0)) is surjective onto the kernel, then applying 
Poincare duality will give the result. 
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We now check the image of d’ on H*(E,,._i; Q). There is no trouble with d’ until we 
come to dimensions 2i -2 where we encounterf’- ‘. From then on in we have d’ described 
by arrays of the form 
htfi-Zel hf+lfi-3 ... hi-lft-lel 
h’-‘fi-2e3 
. . . hi-lfi-2e3 
h’f i-2 1 0 . . . 0 t . . . 
hi+1fi-3 0 1 . . . 0 0 I.. 
0 
0 
&’ 0 * ..: 1 0 0 . . . l-t 
hY2 0 0 . . . 0 0 . . . i 
h’-‘f’-’ l -2n * ..I * l-i -(t -1)Qn -1) .*’ *. 
But in this matrix, the first square block is non-singular when i = 1, and the first block 
(ending with the column labeled by h’- ‘f’-‘e3) together with the last column is non- 
singular for i > 1. Thus, in these degrees the map is surjective on the kernel of d’ and the 
result follows. n 
9. THE SPECTRAL SEQUENCE FOR THE @P”-” 
To get some idea of the higher differentials in the spectral sequence for T&T,,,+ i we 
consider the construction using the UP’s instead of the En,k. Thus ,?Pn., is the quotient of 
IK_I LI (T* x @pb x . . . x cpir x @pK+ 1 
r=O K=O cij=s-K 
(401 
by the same relations as were used to describe the A,,,. Moreover the fibration map 
=ll,, .‘&I,, -+ CP”-” induces a filtration preserving map _-/1’,,, + A?‘,,,. Correspondingly, there 
is an induced map of spectral sequences. 
However, the spectral sequence for &?,,s is a piece (closed under differentials) of the Serre 
spectral sequence for the quasi-fibration 
d --+ SP”(c(S2,)) -+ SP”(P v S’) 
and thus we know the differentials completely. In fact, we have: 
PROPOSITION 9.1. The spectral se~uen~e~or Xm., converges to 
c-’ (H*(SPs+1(S3), SP”(S3); A)) @ H*(SPs(S3), SP”_‘(S”); A) 
for any coeficient group A. 
Proof: The spectral sequence has E,-term 
ri Ds*-j 0 H*(d=[Fo”‘; A) 
j=O 
and the first differential again consists of two parts, the term involving cupping with er and 
a derivation term. If we separate them out for the moment, the we, term leaves a kernel 
consisting of elements of the form 
i H*(SP”-j(S3), sP”-‘-1(s3); A)b’+’ @ H*(sP”(s3), SP”_‘(S3); A) 
j=O 
the last term coming from the failure of IJei to act on the part Dz @ fif*(Cllp’; A), since there 
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is no term D$+ I @ 1 present. But if there had been such a term, then it is easy to see that the 
spectral sequence would have converged to 0, as it converges to a region of the Serre 
spectral sequence for a contractible total space, a region which is complete in the sense that 
no differentials leave the region, nor do differentials come from other regions to hit this 
region. Thus the missing term controls what happens in the rest of the region, and since the 
missing term is 
H*(SP’+ ‘(S3), SP”(S3); A) 0 H*(SPS(S3), SP”-‘(S3); A)e, 
where the extra block above hits the IJei block here, the lemma follows. 
By way of an example, consider the situation for s = 3, and we will use coefficients H/2. 
The terms we are left with after cupping with el give the table 
dimension 4 3 2 1 
8 b4 z3W(z3N 
9 z3b3 Sq’(z,)b’ (~3)~ 
10 z;b2 zs(Sq2(z,))b 
11 (zJ3b. 
(41) 
There is one differential (also a d1 in this case) d,(z3b3) = zib2 and there are no further 
differentials. Indeed b4 should have had a differential to Sq4Sq2(z3) but that occurs in the 
missing D4. Similarly, Sq2(z3)b2 should have had a differential to (Sq2(z3))‘, and z3(Sq2(z3))b 
corresponds to z:Sq’(z,) while z:b corresponds to zz. 
This gives an idea of how to understand some of the building blocks of the T,,,/T,,,+ 1, 
but the twisting caused by the differentials on the hifs-’ classes is not yet clear. 
10. THE RATIONAL COHOMOLOGY OF THE yti,p 
We have shown that 
H*(T,,,-k, Tn..-/‘+ 1; a) = 
Q * =4k -2,4k -4 
0 otherwise. 
Consequently 
H*(Tn.n-k; f-3 = 
Q *=2j, O$j<4k-2 
o otherwise. 
We next want to show that the cohomology map 
H*(C.P2”-2; Q) +H*(Tn,n-k; Qa) 
induced from the usual inclusion T”,n_k c @$ 2n-2 is surjective in all dimensions and for all 
k. Given that, it follows directly, using Poincare duality, that the inclusion rn,n_k + @P2”-2 
also induces a surjection in rational cohomology, and from this that the total space of the 
induced S’ fibering over Fn, n-k has the rational homology type of the 3-sphere. 
In order to do this it suffices to show that for the composition 
E,,n_k + Tn,“-k + @P2”-2 
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the cohomoiogy map in dimension 4k -2 is surjective. We will prove it in 2 steps. First we 
will give a ciosed formula forfk+“. Then, using this we will explicitly determine the image of 
bzk-’ in H4k-2(E,,,_k; Q) and show that it is non-zero. 
We now study the structure of the elementfk+S in N*(E,,,_,). 
LEMMA 10.1. Let integers vl._ 0 d s, 1 < t, be given recursively by thefor~~l~ 
2n-1 
4,,+1 = Gfl,s - v1.s ( > 2n -1 t with u,,0 = - ( ) t . 
Then, in closed form 
v~,~=,-i,(t+$1)(2n::~l). 
Proof By induction we have 
C’t.si 1 = t-11 
{(‘:s)(2~~:+11)-(Zns+~~1)(2nil)i 
COROLLARY 10.2. 
k-s 
,fk+s = ,zl u,,,h’+‘fk-’ 
in H*(&“-k). 
Proof: We verify that the coefficients uI,, satisfy the same initial conditions and recursive 
definition as the terms in the lemma. We have 
k-s 
f k+s+l = tF2 v,,,h’+“f k-f+1 - u~,~ ‘yEi (2nt-1)h’+.+lfk-t 
= uz+ 1,s - Ul,s h’+“+ ‘fk-’ 
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when we replace f k in the expression f. f k+s after expanding out f k+s. Since the coefficients 
are correct when s =0 the corollary follows. n 
We now consider the map E,,._k -+ T”,n_k + Cp2”-2 which is projection of the pair 
(t”, u) to t,. Note first that the image of the class d (on which h evaluates to give 1) is 2n -2 
times the usual generator e, while the image of the class on the fiber is just e. Consequently, 
since (Ad) =1 -2n, we see that e* of+ (4n -3)h and 
(e*)2k-1 t--b (f+ (4n -3)h)2k-1 = (4n _3)jhjfzk-j- 1 
= ( j$o (-q-j- r[‘)r +~~~-2)(4n -3)j)h*f*-‘. 
Note that since 2k - 1 is odd we have 
Moreover, by elementary estimates we have 
2n$k-j-2 < 2n+k-j-3 
k-j > i k-j-l 
(4n -3) 
so it follows that the coefficient above is non-zero and we have the following key result. 
THEOREM 10.3. 
(a) H*(CP2”-2; Q) -+ H* (T,, k; Q) is an isomorphism through the dimension of T,,, k which 
is 4(n - k) -2. 
(b) The rutionul cohomo~ogy of the non-singular Toeplitz space YB,o = CP2”-2 - T,, 1 
vanishes in positive dimensions. 
(a) The map H*(@pz”-2; Q) + H*(y”,k; Q) is surjective for each 1 < k d n - 1, and 
Yn,k has the rational cohomology of the 2-sphere, S2. 
(d) For each 1 < k d n - 1, the non-projective version of the s~ng~iar Toeplitz variety, the 
set ofn x n Toeplitz matrices with d~m(~er(t)} = k, F& has the rational cohomology 
of the 3-sphere, S3. 
(Theorem 10.3(b) is, of course, also a direct consequence of the determination of H,(F&) in 
Section 2.) 
11. SOME RATIONAL CALCULATIONS FOR THE INSTANTON MODULI SPACES 
In [3] a StratifiCatiOn Of the moduli spaces && Of gauge eqUiValenCe &SSeS Of su(2)- 
Yang-Mills instantons on S4 was constructed and used to prove the Atiyah-Jones conjec- 
ture. The strata all are given in terms of iterate fibrations using the Toeplitz varieties yn,k. 
Specifically, these iterate fibrations are described by non-decreasing sequences of positive 
integers, G = (ul < v2 < ... < u,) which, counting equal signs, we can write in the form 
fWil < wi2 < .._ < wf’), SO here w = ur = o2 = ..* = Ui, < oi,+r = wzr etc. Then the iterate 
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fibration associated to G, gG has the form 
(42) 
1 
F WI.Wi L 
where w, 2 0,l < t < 1. The sequence G = (ul d v2 d ... < u,) we call the graph type of .$o, 
C; Ui = m(G) is called the multiplicity of G, and r = I(G) is called the length of G. Then the 
strata themselves have the form 
s G ,,.... G,=FG,X .” x~G,x(,cSJc,(@) (43) 
where C,(C) consists of ordered t-tuples of distinct complex numbers (zr, . . . , z,), zi # zj if 
i # j, and V is the subgroup generated by the set of transpositions which interchange i and 
j if and only if Gi = Gj. The multiplicity of a stratum is Ci m(Gi) and the strata for A?~ are 
precisely those with multipIicity exactly k. Moreover, the codimension of the stratum above, 
assuming its multiplicity is k, (so it is contained in A’,J, is 2k - Ci l(Gi) - t, and its normal 
bundle in A$ has a complex structure. In particular, it is oriented. 
Given all this, the El term of the spectral sequence associated to the stratification of 
JZ~ described above has the form 
c H,(T(V(S&. . G,fL A) 
1 m(G,) =k 
where T(v(S,~, ,,, , c,)) is the Thorn space of the normal bundle to SC,. ,._. G, in _&k. 
LEMMA 11.1. Let FG be the space of germs of isolated jumps with graph type 
@I, 02 3 . . . > VJ, 01 < v2 6 ... 6 v,. (44) 
The number of ledges is the number of < signs in 11.4, and if the graph rype has s ledges then 
H*(So; Q) z H*((P)*+‘; CP). 
ProoJ: In the stratum described above we have 
H*(&*; Q) z H*(S’; a) 
H*(.J?&+_,; Q) z H*(S3; Q), when w, > 0 
H*K,.$+,; Qp) z H”(S2; Q). 
Moreover it is easy to see that the only differential possible in the spectral sequences of the 
iterated fibrations is the one between the H*(S’; Q) and H*(S2; 62). It is not hard to show 
that the differential is, in fact, non-trivial, since we can view the iterate fibration as the 
quotient of an iterate fibration with the building blocks all of the form &,j,Wi_, under a free 
(diagonal) S’-action. But the S’ action is non-trivial on each piece, in particular the S’, 
associated to the pW,O. Thus it cancels this S’ out, leaving the S3’s associated to the 
remaining ledges and the S3 associated to SO(3). The result follows. R 
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There are additional structures in the E ‘-term of this spectral sequence for the homol- 
ogy groups II&_&$; Q). For one, there is a pairing _&& x &‘z x C,(C) + “&+, associated with 
the gz structure of the instanton moduli spaces tudied in [23. The pairing takes products of 
strata to strata, SG,. .._, G, x SG,+I, ,G,+, - SGI. ~ G,,,> and multiplies on the homology 
Thorn classes UG,. .,, , G, 0 UE,+ ,, , F,+,y t--+ ZJG,, .,. , G,+,. Also, the S’ = C,(C) introduces 
a two variable operation 
Qr(x, y) with dim(Qr(x, y)) = dim(x) + dim(y) -t 1 
into the spectral sequence (see e.g. [4]). 
As a special case we include the E,-term for _&z’~ into the Et-term for Ak+ r by using the 
product with &I N SO(3). This has the effect of taking each stratum SG,. _, , G, to 
SC,, ,,_ ,G,,(lj, Consequently, differentials for L&k imply differentials for dk+,. We do not 
consider the exact structure of these differentials here, but hope to report on them in more 
detail later. 
For now we study the structure of these E,-terms and a few of the differentials 
for _&* and &Z3. The structure of E, in the case of J&‘~ will show the forced existence of 
at least one unexpected rational class in dimension 5 or 7, and the probable existence 
of an expected class in 11, which will, in turn, imply the existence of a class in dimension 
8 or 10. 
There are three strata for AZ_ The first is generic and given as the fibering 
Fo, x F,,, -+ V(0) + DP2(C). 
The second is F,,, r, x C, and the third is Fc2) x C. The second has codimension 2, and the 
third has codimension 4, and both the second and third are rationally homotopy equivalent 
to S3. However, the first is rationally equivalent o S3 x S3 x $r where T interchanges the 
S3 factors and acts on S’ as xo - x. The rational cohomology of this space is isomorphic 
to that of S’ x S3. 
On the other hand it is known, [7], that .&?z N Gza3, where i2 is ,1@~/S0(3), so
H*(_&Z2; Q) z H*(S7; 0). The spectral sequence converging to N*(_&Zz; Q) has El-term 
consisting of the cohomology groups of the generic stratum, and the cohomology of the 
Thorn complexes of the normal bundles to the remaining two strata. Thus we have the 
following table for E,. 
Dim(llflHl, l)(2) 
1 Q 
2 Q 
3 Q 
4 Q Q 
5 Q 
6 
7 Q. 
(45) 
Here, the notation within each closed parenthesis describes the graph type and the set of 
closed parentheses describes the total fiber in the stratum. The class in dimension 2 for (1,1) 
is the Thorn class, as is the class in dimension 4 for (2). Clearly, the differentials on these 
classes go across to hit the classes in dimension 1 less for the generic stratum, (l)(i). Thus, 
the only remaining class at E, is the one in dimension 7 coming from the stratum (2). 
The situation for A3 is already considerably more complex. Here we have 6 strata with 
structure (l)(l)(l), (1, l)(l), (2)(l), f&l, I), (2, l), and (3). The new strata (1, 1, l), (2, l), (3) are 
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all of the form FG x @ and consequently are rationally S3, S3 x S3, and S3, respectively. 
Their codimensions are 4,6 and 8, respectively. The two strata (1, l)(l) and (2)(l) are each 
rationally equivalent o S3 x S’, and only the stratum (l)(l)(l) remains to be explained. 
For this stratum we calculate as in [3, Section 71. The rational homology of (l)(l)(l) in 
dimension i is the rational homology with second degree exactly 3 in dimension i + 6 of 
i;zz(S7 v S4). To obtain this we first give the primitives in H,(R(S’ v S4) = T(e3, e6), where 
T (x, y) is the tensor algebra on the (primitive) generators x and y. (Each of x, y, has second 
degree equal to 1, second degrees add under multiplication, and we are interested in the 
primitives having second degree <3.) The list of these primitives is 
e3? e6, Ce3, ~1~ Ce3, Ce3, 41. Ce6, Ce3.41 
and they give a subalgebra of H,(@(S7 v S4); Q?) of the form 
E(es,i,e,,,3,e,,,)OQCe,,l,es,z,e14,31 
wheree,.,istheloopofe,,el1,3istheloopof[e3,[e3,es]],e,,zistheloopofe:,ez.,isthe 
loop of e3, es, z is the loop of [e3, e,], and e, 5, 3 is the loop of [e6, [e,, es]]. Then within this 
subalgebra the elements of second degree exactly 3 are 
&,I, ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
Thus we obtain the table 
Dim (l)(1)(1) (1, l)(l) (2)(l) 
1 Q 
2 Q 
3 Q Cl! 
4 Q2 a 
5 Q Q2 Q 
6 Q2 
7 Q Q2 
8 Q Cl Q2 
9 Q 
10 Q 
11 Q 
12 
(1, 41) (2,l) (3) 
Q 
Q 
Q 
Q 
cl2 
Q 
Q . 
(46) 
In this diagram differentials move left and no differential can occur between the columns for 
(2)( 1) and (1, 1,l). The differentials that we have seen for A2 occur here as well. Taking these 
differentials into account we see that there must be either a five-dimensional Q or a seven- 
dimensional Q in E,. Additionally, we believe the 11 dimensiona class from (3) should 
survive to E,. If this is the case there must be an 8 or a 10 dimensional Q surviving as well. 
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