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In this paper, we consider random variables counting numbers of observations that fall
into regions determined by extreme order statistics and Borel sets. We study multivariate
asymptotic behavior of these randomvariables and express their joint limiting law in terms
of independent multinomial and negative multinomial laws. First, we give our results for
samples with deterministic size; next we explain how to generalize them to the case of
randomly indexed samples.
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1. Introduction
Let (Xn, n ≥ 1) be a sequence of independent and identically distributed (i.i.d.) random variables (rv’s) with continuous
cumulative distribution function (CDF) F , and X1:n ≤ · · · ≤ Xn:n be the order statistics based on the sample (X1, . . . , Xn). The
paper will focus on asymptotic properties of the rv
Km:n(A) := #{j ∈ {1, . . . , n} : Xm:n − Xj ∈ A}, A ∈ B(R), (1.1)
where B(R) denotes the Borel σ -field of subsets of R,m ∈ {1, . . . , n} and n → ∞. For a given Borel set A, the rv
Km:n(A) describes the number of observations that fall into a random region determined by the mth order statistic and is a
generalization of the following two objects recently studied in the literature,
Km:n(0, a) = #{j ∈ {1, . . . , n} : Xj ∈ (Xm:n − a, Xm:n)}, a > 0, (1.2)
and
Km:n(−b, 0) = #{j ∈ {1, . . . , n} : Xj ∈ (Xm:n, Xm:n + b)}, b > 0. (1.3)
For various results on the rv’s given in (1.2) and (1.3) we refer the reader to [23,22,20,4,10,21,8,9,17] and the references
therein. An extension to sequences of bivariate random vectors is presented in [2]. Amore general case of randomly indexed
samples has been studied by Li and Pakes [18], Hashorva [12,13] and Dembińska [6] while some generalizations to the case
of not necessarily independent sequences can be found in [12,3].
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The rv Km:n(A) has different kinds of applications. One field where it can be useful is actuarial mathematics; see
[18,12] for description and study of a model of insurance claims in which Kn:n(A) serves to count insurance claims with
sizes in prescribed distance from the existing largest claim size. Asymptotic properties of Kn:n(A) are of interest when one is
concerned with long-term behavior of this model. Next, the rv Km:n(A) is used to construct estimators of various quantities
describing the distribution of the underlying population; see, for example, [12,13,15]. Another application of the rv Km:n(A)
was pointed out by Pakes and Steutel [23] and Dembińska, Stepanov andWesołowski [10]. They noted that the distribution
of Km:n(A) can be related to distributions of spacings based on order statistics, and therefore it may be used to deduce
asymptotic properties of spacings from limiting distributions of Km:n(A).
In this paper we establish not only the limiting univariate law of the rv given in (1.1) but we also study the joint
asymptotic properties of collections of rv’s of the form Km:n(A) and Kn−k:n(B), where A and B are Borel subsets of real numbers
that have boundaries of zero Lebesgue measure, m and k are fixed and n → ∞. First in Sections 2 and 3 we describe
the asymptotic behavior of the random vectors (Km:n(A1), . . . , Km:n(As)) and (Km:n(B1), . . . , Km:n(Bs)), respectively, where
Ai ∈ B(R+) and Bi ∈ B(R−), i.e., they belong to the Borel σ -fields of R+ := (0,∞) and R− := (−∞, 0). Next in Section 4
we show that the random vectors (Km:n(Ai); i = 1, . . . , s1), (Km:n(Bi); i = 1, . . . , s2), (Kn−k:n(Ci); i = 1, . . . , s3) and
(Kn−k:n(Di); i = 1, . . . , s4), where Ai and Ci are inB(R+) and Bi and Di are inB(R−), are asymptotically independent under
suitable conditions. This result enables us to derive the limiting law of (Km:n(Ai), Kn−k:n(Bj); i = 1, . . . , s1, j = 1, . . . , s2)
for Ai and Bj belonging to B(R). Finally, in Section 5 we make some concluding remarks and in particular we show how to
extend the results of previous sections to the case of randomly indexed samples.
In what follows we make use of the following notation. The support of the distribution F is denoted by supp(F) and we
set lF := inf supp(F) ≡ inf{x ∈ R : F(x) > 0}, rF := sup supp(F) ≡ sup{x ∈ R : F(x) < 1}. ByM(m; p1, . . . , ps) and
NM(m; p1, . . . , ps)we denote the multinomial and negative multinomial distributions, respectively, with indexm and cell
probabilities p1, . . . , ps, 1−∑sj=1 pj. By convention, amultinomial distributionwithm = 0 is degenerate at zero and if pi = 0
for some i ∈ {1, . . . , s}, then the ith component of the distribution of interest is degenerate at zero. The notation ‘‘ a.s.−→’’,
‘‘
p−→’’ and ‘‘H⇒’’ stands for almost sure convergence, convergence in probability and convergence in law, respectively. For
any A ∈ B(R) we denote by B(A) the σ -field consisting of Borel subsets of A; moreover, if A = (a, b) then we simply
writeB(a, b) instead ofB((a, b)). Similarly, the measure of an interval (a, b)with respect to ν is denoted simply by ν(a, b)
instead of ν((a, b)). We write IA(·) for the indicator function of A, that is IA(x) = 1 if x ∈ A and IA(x) = 0 otherwise. Finally,
by Int A, Ac, ∂A and |A|we denote the interior, complement, boundary and Lebesgue measure of the set A, respectively.
2. The asymptotic distribution for sets inB(R+)
If lF = −∞ then the rv Km:n(0, a) has a limit law as n →∞ if and only if the following index exists:
l(a) := lim
x→−∞
F(x− a)
F(x)
= lim
x→−∞
F(x)
F(x+ a) ; (2.1)
see [4]. If so, then for any fixedm ≥ 1
lim
n→∞ P{Km:n(0, a) = j} =

m− 1
j

{1− l(a)}j{l(a)}m−1−j, j = 0, 1, . . . ,m− 1, (2.2)
where 00 is defined to be equal to 1. In fact, Balakrishnan and Stepanov [4] presented the above result in terms of the rv
Kn−m:n(−a, 0) but due to the duality lemma of Dembińska and Balakrishnan [8, Lemma 3.1] the result can be immediately
rewritten in the form given here. It follows that for the existence of a nondefective and nondegenerate limit law of the rv
Km:n(A) for any A ∈ B(R+), the existence of l(a) ∈ (0, 1) for any a > 0 is necessary. Furthermore, from the theory of regular
variation it is known that the limit l(a) exists for all a > 0 if and only if
(A) l(a) exists for a pair of a1, a2 > 0 such that a1/a2 is irrational
and then l(a) = e−λa for some λ ∈ [0,∞], see, for example, [5].
In the following we show that Condition A with l(a) ∈ (0, 1) is not only necessary but also sufficient for the existence
of a nondefective and nondegenerate limit law of the rv Km:n(A) for any A ∈ B(R+) such that |A| ≠ 0 and |∂A| = 0. In
fact, we get a more general result by considering the asymptotic behavior of the random vector (Km:n(A1), . . . , Km:n(As)),
where A1, . . . , As ∈ B(R+) and ∂Ai, i = 1, . . . , s, have zero Lebesgue measure. In what follows, for A ∈ B(R) we set
µλ(A) :=

A λe
−λxdx, provided it is finite. Note that when λ > 0, µλ is a probability measure on (R+,B(R+)) and, in fact,
for λ, a > 0, l(a) = µλ(a,∞).
Theorem 2.1. Suppose lF = −∞ and that Condition A holds with l(a) ∈ (0, 1). If A1, . . . , As ∈ B(R+) are pairwise disjoint
sets such that their boundaries have zero Lebesgue measure, then, for any fixed m ≥ 1,
(Km:n(A1), . . . , Km:n(As)) H⇒M(m− 1;µλ(A1), . . . , µλ(As)) as n →∞.
Proof. In order not to overburden the proof, we will consider only the case s = 2. For s ≠ 2 the proof goes along the same
lines.
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It is known that the conditional distribution of (X1:n, . . . , Xm−1:n), givenXm:n = x is the same as unconditional distribution
of order statistics of a sample Y x1 , . . . , Y
x
m−1 from the right-truncated population with CDF F
x
1(u) = F(u)/F(x), u < x (see,
for example, [19, p. 16]). Since Km:n(Ai) =∑m−1j=1 IAi(Xm:n − Xj:n), i = 1, 2, it follows that
(Km:n(A1), Km:n(A2))|Xm:n = x ∼M(m− 1; P(x− Y x1 ∈ A1), P(x− Y x1 ∈ A2)).
Consequently, the probability generating function (PGF) of the random vector (Km:n(A1), Km:n(A2)) is given by
gA1,A2(t1, t2) = E

tKm:n(A1)1 t
Km:n(A2)
2
 = EEtKm:n(A1)1 tKm:n(A2)2 |Xm:n
= E{1− (1− t1)p1(Xm:n)− (1− t2)p2(Xm:n)}m−1,
where
pi(Xm:n) = P{Xm:n − Y Xm:n1 ∈ Ai|Xm:n}, i = 1, 2. (2.3)
Note that
P(Xm:n − Y Xm:n1 ∈ Ai|Xm:n = x) = P(Y x1 ∈ x− Ai), (2.4)
where x− Ai := {x− a : a ∈ Ai}.
For x ∈ supp(F) let us consider probability measures νx : B(0,∞) → [0, 1] such that νx(A) = P(Y x1 ∈ x − A). Then by
(2.1), we have for any a > 0
νx(a,∞) = P(Y x1 < x− a) =
F(x− a)
F(x)
−→ l(a) ≡ µλ(a,∞) as x →−∞.
This implies that
P(Y x1 ∈ x− A) = νx(A) −→ µλ(A) as x →−∞ (2.5)
for any A ∈ B(R+) such that |∂A| = 0. Since Xm:n a.s.−→ −∞ as n → ∞ (see [11, p. 195]), by (2.3)–(2.5) we get
pj(Xm:n) −→ µλ(Aj), a.s. as n →∞, j = 1, 2. Hence, the bounded convergence theorem yields
lim
n→∞ gA1,A2(t1, t2) = {1− (1− t1)µλ(A1)− (1− t2)µλ(A2)}
m−1 for (t1, t2) ∈ [0, 1]2
and the application of the continuity theorem for PGFs finishes the proof. 
For s = 1 and A1 = (0, a) the above result coincides with that in (2.2). Indeed, in this case the multinomial distribution
reduces to a binomial distribution with probability of success µλ(0, a) = 1− eλa ≡ 1− l(a).
Theorem 2.1 can be generalized to the case of not necessarily disjoint sets A1, . . . , As ∈ B(R+). For j = 1, . . . , s and
k = 0, 1 define A∗j,k to be Aj if k = 1 and Acj if k = 0 and set Λi ≡ Λ(i1,...,is) = ∩sj=1 A∗j,ij for i ∈ I = {0, 1}s \ {(0, . . . , 0)}.
Then the following holds true.
Theorem 2.2. Let lF = −∞ and assume that Condition A holds with l(a) ∈ (0, 1). If A1, . . . , As ∈ B(R+) and ∂Ai, i =
1, . . . , s, have zero Lebesgue measure, then, for any fixed m ≥ 1,
(Km:n(A1), . . . , Km:n(As)) H⇒
−
i∈I
I{1}(i1)Li, . . . ,
−
i∈I
I{1}(is)Li

as n →∞,
where (Li; i ∈ I) ∼M

m− 1; (µλ(Λi); i ∈ I)

.
Proof. Clearly, (Λi; i ∈ I) is a partition of∪sj=1 Aj and so, by applying Theorem 2.1 we get that (Km:n(Λi); i ∈ I) H⇒ (Li; i ∈
I). The result follows after observing that Aj = ∪i∈I;ij=1Λi, j = 1, . . . , s. 
3. The asymptotic distribution for sets inB(R−)
If B ∈ B(R−) then the rv Km:n(B) is a generalization of Km:n(−b, 0). Pakes and Steutel [23] and Pakes [20] showed that
if lF = −∞ then the rv Km:n(−b, 0) has a limit law as n →∞ if and only if l(b) exists. If this is the case then for any fixed
m ≥ 1
lim
n→∞ P{Km:n(−b, 0) = j} =

j+m− 1
j

{l(b)}m{1− l(b)}j, j = 0, 1, . . . .
In fact, Pakes and Steutel [23] and Pakes [20] considered the asymptotic behavior of the rv Kn−m:n(0, b) but due to Lemma 3.1
of Dembińska and Balakrishnan [8] their result can be immediately transformed to a result describing the asymptotic
behavior of the rv Km:n(−b, 0) presented here.
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Likewise as in Section 2, it follows that the existence of l(b) ∈ (0, 1) for any b > 0 is a necessary condition for the
existence of a nondefective and nondegenerate limit law of the rv Km:n(B) for any set B ∈ B(R−) with nonzero Lebesgue
measure. However, it turns out that it is not sufficient. As shown below, the rv Km:n(B) can diverge in distribution to infinity
even though l(b) exists and belongs to (0, 1) for any b > 0.
Proposition 3.1. Let lF = −∞. If there exists x0 > 0 such that (−∞,−x0) ⊂ B then, for any fixed m ≥ 1, Km:n(B) H⇒ ∞ as
n →∞.
Proof. For any k = 0, 1, . . . , we have
P(Km:n(B) ≤ k) = P(#{j ∈ {1, . . . , n} : Xm:n − Xj ∈ B} ≤ k)
≤ P(#{j ∈ {1, . . . , n} : Xm:n − Xj ∈ (−∞,−x0)} ≤ k)
= P(#{j ∈ {1, . . . , n} : Xj > Xm:n + x0} ≤ k)
= P(Xn−k:n ≤ Xm:n + x0)
= P(Xn−k:n − Xm:n ≤ x0). (3.1)
Since Xm:n
a.s.−→ −∞ and Xn−k:n a.s.−→ rF as n → ∞ (see [11, p. 195]), we get that Xn−k:n − Xm:n a.s.−→ ∞. It follows that
limn→∞ P(Xn−k:n − Xm:n ≤ x0) = 0, which by (3.1) gives limn→∞ P(Km:n(B) ≤ k) = 0 for any k = 0, 1, . . . . Hence,
Km:n(B) H⇒∞ as n →∞ and the proof is complete. 
In order to obtain sufficient conditions for a nondefective andnondegenerate limit lawof the rvKm:n(B)wehave to impose
an additional restriction concerning the set B. Below we state a more general result concerning the asymptotic behavior of
the random vector (Km:n(B1), . . . , Km:n(Bs)), where B1, . . . , Bs ∈ B(R−).
Theorem 3.1. Let lF = −∞ and assume that Condition A holds with l(a) ∈ (0, 1). If B1, . . . , Bs ∈ B(R−) are bounded and
pairwise disjoint sets such that their boundaries have zero Lebesgue measure, then, for any fixed m ≥ 1,
(Km:n(B1), . . . , Km:n(Bs)) H⇒ NM(m; rλ(B1), . . . , rλ(Bs)) as n →∞,
where
rλ(Bj) := µλ(Bj)
1+
s∑
i=1
µλ(Bi)
, j = 1, . . . , s. (3.2)
Proof. To make the presentation more clear, we will give the proof only for s = 2. For s ≠ 2 the proof goes along the same
lines.
The conditional distribution of Xm+1:n, . . . , Xn:n, given Xm:n = x is the same as the unconditional distribution of order
statistics of a sample Z x1, . . . , Z
x
n−m from the left-truncated population with CDF F x2(u) = {F(u) − F(x)}/{1 − F(x)}, u ≥ x
(see, for example, [19, p. 16]). Since, for any B ∈ B(R−), we have Km:n(B) = ∑nj=m+1 IB(Xm:n − Xj:n), it follows that the
random vector (Km:n(B1), Km:n(B2)) given Xm:n = x has amultinomial distributionM(n−m; P(x−Z x1 ∈ B1), P(x−Z x1 ∈ B2)).
Consequently the PGF of (Km:n(B1), Km:n(B2)) has the form
gB1,B2(t1, t2) = E

E

tKm:n(B1)1 t
Km:n(B2)
2 |Xm:n
 = E1− 2−
j=1
(1− tj)qj(Xm:n)
n−m
,
where qj(Xm:n) = P(Xm:n − ZXm:n1 ∈ Bj|Xm:n), j = 1, 2, and hence
qj(x) = P(Xm:n − ZXm:n1 ∈ Bj|Xm:n = x) = P(Z x1 ∈ x− Bj), j = 1, 2.
Write now
n
2−
j=1
(1− tj)qj(Xm:n) = nF(Xm:n)
2−
j=1
(1− tj)qj(Xm:n)F(Xm:n) (3.3)
and recall that F(Xm:n) follows a Beta(m, n−m+ 1) distribution (see, for example, [1, p. 78]). As a consequence,
nF(Xm:n) H⇒ Gm, (3.4)
where Gm denotes a random variable with a gamma distribution with shape parameter m and scale parameter one.
Furthermore, below it is shown that
qj(Xm:n)
F(Xm:n)
a.s.−→ µλ(Bj) as n →∞, j = 1, 2. (3.5)
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By using (3.3)–(3.5) and applying Slutsky’s lemma we conclude that
n
2−
j=1
(1− tj)qj(Xm:n) H⇒ Gm
2−
j=1
(1− tj)µλ(Bj)
and so,
1−
2−
j=1
(1− tj)qj(Xm:n)
n−m
H⇒ exp

−Gm
2−
j=1
(1− tj)µλ(Bj)

as n →∞. (3.6)
Since for t1, t2 ∈ [0, 1] the expression on the left hand side of (3.6) is bounded, we obtain
lim
n→∞ E

1−
2−
j=1
(1− tj)qj(Xm:n)
n−m
= E

exp

−Gm
2−
j=1
(1− tj)µλ(Bj)

=

1+
2−
j=1
(1− tj)µλ(Bj)
−m
=
 1− 2∑
j=1
rλ(Bj)
1−
2∑
j=1
tjrλ(Bj)
m
, (3.7)
with rλ(Bj), j = 1, 2, as in (3.2). This is the PGF of the negative multinomial distributionNM(m; rλ(B1), rλ(B2)) and so, an
application of the continuity theorem for PGFs finishes the proof.
It now remains to prove (3.5). Set 0 > x0 := inf(B1 ∪ B2) > −∞. For x ∈ supp(F) let us consider measures
ν ′x : B(x0, 0) → [0, 1/F(x0)] such that
ν ′x(B) =
P(Z x1 ∈ x− B)
F(x)
, B ∈ B(x0, 0).
Moreover, observe that the restriction of µλ on ((x0, 0),B(x0, 0)) is a finite measure with µλ(c, 0) = e−λc − 1, for any
c ∈ [x0, 0). Now, for any c ∈ [x0, 0), by (2.1) we get
ν ′x(c, 0) =
P(Z x1 < x− c)
F(x)
= 1
1− F(x)

F(x− c)
F(x)
− 1

−→ l(c)− 1 ≡ µλ(c, 0) as x →−∞. (3.8)
Since Int B1 is an open set, it can be represented as a countable union of disjoint intervals Ij with endpoints aj and bj, j ∈ J,
that is, for some countable set J, Int B1 = ∪j∈J Ij. Then, Fatou’s lemma and (3.8) give
lim inf
x→−∞ ν
′
x(B1) = lim infx→−∞ ν
′
x(Int B1) = lim infx→−∞
−
j∈J
ν ′x(Ij)
⩾
−
j∈J
lim inf
x→−∞ ν
′
x(Ij) =
−
j∈J
lim
x→−∞{ν
′
x(aj, 0)− ν ′x(bj, 0)}
=
−
j∈J
{µλ(aj, 0)− µλ(bj, 0)} =
−
j∈J
µλ(Ij) = µλ(Int B1) = µλ(B1). (3.9)
On the other hand, the finiteness of the measures ν ′x and µλ together with (3.8) yield
lim inf
x→−∞ ν
′
x(B
c
1) = lim infx→−∞ [ν
′
x(x0, 0)− ν ′x(B1)] = µλ(x0, 0)− lim sup
x→−∞
ν ′x(B1).
Then, an application of (3.9) to Bc1 gives
lim inf
x→−∞ ν
′
x(B
c
1) = µλ(x0, 0)− lim sup
x→−∞
ν ′x(B1) ≥ µλ(Bc1) = µλ(x0, 0)− µλ(B1)
which implies
lim sup
x→−∞
ν ′x(B1) ≤ µλ(B1). (3.10)
By (3.9) and (3.10) we conclude that limx→−∞ ν ′x(B1) = µλ(B1). The same arguments give limx→−∞ ν ′x(B2) = µλ(B2). Since
ν ′x(Bj) = qj(x)/F(x), j = 1, 2, and Xm:n a.s.−→ −∞ as n →∞, (3.5) follows. 
Theorem 3.1 can be extended to the case of not necessarily disjoint sets B1, . . . , Bs ∈ B(R−). The proof of the following
extension is similar to that of Theorem 2.2 and therefore is omitted.
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Theorem 3.2. Let lF = −∞ and assume that Condition A holds with l(a) ∈ (0, 1). If B1, . . . , Bs ∈ B(R−) are bounded sets
such that ∂Bi, i = 1, . . . , s, have zero Lebesgue measure, then, for any fixed m ≥ 1,
(Km:n(B1), . . . , Km:n(Bs)) H⇒
−
i∈I
I{1}(i1)Li, . . . ,
−
i∈I
I{1}(is)Li

as n →∞,
where (Li; i ∈ I) ∼ NM

m; (rλ(Λi); i ∈ I)

andΛi’s are defined in the previous section.
4. Asymptotic joint distributions determined by two order statistics
In Sections 2 and 3 we have established limit laws of numbers of observations that fall into random regions determined
by the mth order statistic. Now it is a simple matter to give analogous results for numbers of observations that fall into
random regions determined by the (n−m)th order statistic. Note that if (Yn, n ≥ 1) is a sequence of rv’s such that Yi d= −Xi
for all i, then, for any 1 ≤ m ≤ n and A ∈ B(R),
KXm:n(A)
d= K Yn−m+1:n(−A), (4.1)
where d= stands for equality in distribution,−A = {−a : a ∈ A}, and the subscripts X and Y refer to the sequence of rv’s for
which K is defined. This observation allows to reformulate all asymptotic results for the rv Km:n(A) as results concerning the
limiting behavior of the rv Kn−m+1:n(−A). In fact, this reformulation is possible as far as rF = ∞ and
l(a) := lim
x→∞
1− F(x+ a)
1− F(x) = limx→∞
1− F(x)
1− F(x− a) (4.2)
exists for all a > 0 and belongs to (0, 1). Similarly to the case of the function l(a), the limit l(a) exists for all a > 0 if
(B) l(a) exists for a pair of a1, a2 > 0 such that a1/a2 is irrational.
Furthermore, if Condition B holds with l(a) ∈ (0, 1), then there exists γ > 0 such that l(a) = µγ (a,∞) = e−γ a for all
a > 0.
In this section we go one step further and describe the joint asymptotic behavior of rv’s of the form Km:n(A), Km:n(B),
Kn−k:n(C), Kn−k:n(D), wherem and k are fixed, n →∞ and A, C ∈ B(R+), B,D ∈ B(R−).
Theorem 4.1. Let lF = −∞, rF = ∞ and Conditions A and B hold with l(a) and l(a) ∈ (0, 1). If Aj, Cj ∈ B(R+), Bj,Dj ∈
B(R−), j = 1, 2, are sets such that their boundaries have zero Lebesgue measure, A1 ∩ A2 = B1 ∩ B2 = C1 ∩ C2 = D1 ∩D2 = ∅,
and Bj, Cj, j = 1, 2, are bounded, then, for any fixed m ≥ 1 and k ≥ 0,
K := (Km:n(A1), Km:n(A2), Km:n(B1), Km:n(B2), Kn−k:n(C1), Kn−k:n(C2), Kn−k:n(D1), Kn−k:n(D2))
H⇒ M(m− 1;µλ(A1), µλ(A2))×NM(m; rλ(B1), rλ(B2))
×NM(k+ 1; rγ (−C1), rγ (−C2))×M(k;µγ (−D1), µγ (−D2)),
where ‘‘×’’ means that the above limit laws are independent.
Proof. Set for convenience K = (K1, . . . , K8) and denote by gK (s1, s2, . . . , s8) its PGF. Let b = min{inf B1, inf B2} and
c = max{sup C1, sup C2}. By assumption, b > −∞ and c <∞. Then
gK (s1, . . . , s8) = E

8∏
i=1
sKii |Xm:n − b < Xn−k:n − c

P(Xm:n − b < Xn−k:n − c)
+ E

8∏
i=1
sKii |Xm:n − b ≥ Xn−k:n − c

P(Xm:n − b ≥ Xn−k:n − c).
Note that for any si ∈ [0, 1], i = 1, . . . , 8, both conditional expectations take values in [0, 1] while P(Xm:n − b <
Xn−k:n − c)→ 1 and P(Xm:n − b ≥ Xn−k:n − c)→ 0 as n →∞. Therefore,
lim
n→∞ gK (s1, . . . , s8) = limn→∞ E

8∏
i=1
sKii |Xm:n − b < Xn−k:n − c

= lim
n→∞ E

E

8∏
i=1
sKii |Xm:n, Xn−k:n, Xm:n − b < Xn−k:n − c

. (4.3)
Let X1 := (X1:n, . . . , Xm−1:n),X2 := (Xm+1:n, . . . , Xn−k−1:n) and X3 := (Xn−k+1:n, . . . , Xn:n). Then, given Xm:n = x and
Xn−k:n = y, the random vectors X1,X2,X3 are conditionally independent for any x < y belonging to supp(F). Furthermore,
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• the conditional distribution of X1, given Xm:n = x and Xn−k:n = y, coincides with the unconditional distribution of the
order statistics in a random sample of sizem− 1 from F x1(·) defined in the proof of Theorem 2.1 (it is not affected by the
second condition);
• the conditional distribution of X3, given Xm:n = x and Xn−k:n = y, is the same as the unconditional distribution of order
statistics in a sample Zy1 , . . . , Z
y
k from the left-truncated population with cdf F
y
2 (u) = {F(u)− F(y)}/{1− F(y)}, u ≥ y;• the conditional distribution of X2, given Xm:n = x and Xn−k:n = y, coincides with the unconditional distribution of
order statistics in a random sample W x,y1 , . . . ,W
x,y
n−k−m−1 from the doubly truncated population with CDF F
x,y
3 (u) ={F(u)− F(x)}/{F(y)− F(x)}, u ∈ (x, y);
see, for example, [19, Theorems 4.1 and 4.2]. Hence, given Xm:n = x, Xn−k:n = y and Xm:n−b < Xn−k:n−c , the random vectors
(Km:n(A1), Km:n(A2)), (Kn−k:n(D1), Kn−k:n(D2)) and (Km:n(B1), Km:n(B2), Kn−k:n(C1), Kn−k:n(C2)) are conditionally independent
and
(Km:n(A1), Km:n(A2)) ∼M(m− 1; P(x− Y x1 ∈ A1), P(x− Y x1 ∈ A2)),
(Kn−k:n(D1), Kn−k:n(D2)) ∼M(k; P(y− Zy1 ∈ D1), P(y− Zy1 ∈ D2)),
(Km:n(B1), Km:n(B2), Kn−k:n(C1), Kn−k:n(C2)) ∼M(n−m− k− 1;
P(x−W x,y1 ∈ B1), P(x−W x,y1 ∈ B2), P(y−W x,y1 ∈ C1), P(y−W x,y1 ∈ C2)).
Consequently, the conditional PGF of K , given Xm:n = x, Xn−k:n = y and Xm:n − b < Xn−k:n − c , is equal to the product of the
PGFs of the above three multinomial distributions. Note that the first multinomial distribution is exactly the same as that in
the proof of Theorem 2.1. From this proof we already know that, as n →∞,
E

2∏
i=1
sKii |Xm:n, Xn−k:n, Xm:n − b < Xn−k:n − c

a.s.−→

1−
2−
i=1
(1− si)µλ(Ai)
m−1
. (4.4)
An application of (4.1) shows that, as n →∞,
E

8∏
i=7
sKii |Xm:n, Xn−k:n, Xm:n − b < Xn−k:n − c

a.s.−→

1−
8−
i=7
(1− si)µγ (−Di−6)
k
. (4.5)
Consider now the conditional PGF of (K3, K4, K5, K6), given Xm:n = x, Xn−k:n = y and Xm:n − b < Xn−k:n − c . This PGF has
the form
h(s3, s4, s5, s6) =

1−
6−
j=3
(1− sj)ρj(x, y)
n−m−k−1
,
where ρj(x, y) equals P(x−W x,y1 ∈ Bj−2), for j = 3, 4 and P(y−W x,y1 ∈ Cj−4) for j = 5, 6.
Recall that for any continuous CDF F , (nF(Xm:n), n(1 − F(Xn−k:n))) has the same distribution as (nUm:n, n(1 − Un−k:n)),
where Um:n,Un−k:n are themth and (n− k)th order statistics in a random sample of size n from the uniform distribution on
(0, 1). It is well known that the joint density of the random vector (Um:n,Un−k:n) is given by
f (x, y) = n!x
m−1(y− x)n−k−m−1(1− y)k
(m− 1)!(n− k−m− 1)!k! , 0 < x < y < 1;
see, for example, [1, p. 19]. It follows that the joint density of the random vector (nUm:n, n(1− Un−k:n)) tends, as n →∞, to
xm−1e−x
(m− 1)! I(0,∞)(x)×
yke−y
k! I(0,∞)(y),
which implies that
(nUm:n, n(1− Un−k:n)) H⇒ (Gm,Gk+1) as n →∞, (4.6)
whereGm,Gk+1 are independent randomvariables having gammadistributionswith shapeparametersm, k+1, respectively,
and scale parameter one. Write now
n
6−
j=3
(1− sj)ρj(Xm:n, Xn−k:n) = nF(Xm:n)
4−
j=3
(1− sj)ρj(Xm:n, Xn−k:n)F(Xm:n)
+ n{1− F(Xn−k:n)}
6−
j=5
(1− sj)ρj(Xm:n, Xn−k:n)1− F(Xn−k:n) (4.7)
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and define measures ν(1)x,y , ν
(2)
x,y such that
ν(1)x,y (B) =
P(x−W x,y1 ∈ B)
F(x)
= P(W
x,y
1 ∈ x− B)
F(x)
and
ν(2)x,y (C) =
P(y−W x,y1 ∈ C)
1− F(y) =
P(W x,y1 ∈ y− C)
1− F(y) .
Note that, for any b1 ∈ (b, 0),
ν(1)x,y (b1, 0) =
P(W x,y1 < x− b1)
F(x)
= F(x− b1)− F(x)
F(x){F(y)− F(x)} =
1
F(y)− F(x)

F(x− b1)
F(x)
− 1

.
By (2.1), this converges to l(b1) − 1 as x → −∞ and y → ∞. Analysis similar to that in the proof of Theorem 3.1 shows
that, as n →∞,
ρj(Xm:n, Xn−k:n)
F(Xm:n)
a.s.−→ µλ(Bj−2), j = 3, 4. (4.8)
On the other hand, for any c1 ∈ (0, c),
ν(2)x,y (0, c1) =
P(W x,y1 > y− c1)
1− F(y) =
1
F(y)− F(x)

1− F(y− c1)
1− F(y) − 1

,
which, by (4.2), converges to 1/l(c1)− 1 = eγ c1 − 1 as x → −∞ and y →∞. As in the previous case, this implies that, as
n →∞,
ρj(Xm:n, Xn−k:n)
1− F(Xn−k:n)
a.s.−→ µγ (−Cj−4), j = 5, 6. (4.9)
Slutsky’s lemma and (4.6)–(4.9) give, as n →∞,
n
6−
j=3
(1− sj)ρj(Xm:n, Xn−k:n) H⇒ Gm
4−
j=3
(1− sj)µλ(Bj−2)+ Gk+1
6−
j=5
(1− sj)µγ (−Cj−4)
and hence
1−
6−
j=3
(1− sj)ρj(Xm:n, Xn−k:n)
n−m−k−1
H⇒ exp

−Gm
4−
j=3
(1− sj)µλ(Bj−2)+ Gk+1
6−
j=5
(1− sj)µγ (−Cj−4)

as n →∞. (4.10)
By the independence of Gm,Gk+1 and (3.7) we get
E

exp

−Gm
4−
j=3
(1− sj)µλ(Bj−2)+ Gk+1
6−
j=5
(1− sj)µγ (−Cj−4)

= E

exp

−Gm
4−
j=3
(1− sj)µλ(Bj−2)

E

exp

−Gk+1
6−
j=5
(1− sj)µγ (−Cj−4)

=
 1− 4∑
j=3
rλ(Bj−2)
1−
4∑
j=3
sjrλ(Bj−2)
m 1− 6∑
j=5
rγ (−Cj−4)
1−
6∑
j=5
sjrγ (−Cj−4)
k+1
. (4.11)
Since for si ∈ [0, 1], i = 1, 2, . . . , 8,
E

8∏
i=1
sKii |Xm:n, Xn−k:n, Xm:n − b < Xn−k:n − c

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is bounded, (4.3) and the conditional independence of the three random vectors (K1, K2), (K3, K4, K5, K6), (K7, K8) together
with (4.4), (4.5), (4.10), (4.11), Slutsky’s lemma, the bounded convergence theorem and the continuity theorem for PGFs
complete the proof. 
Clearly, Theorem 4.1 holds for any number of rv’s: Km:n(Ai), i = 1, . . . , s1, Km:n(Bi), i = 1, . . . , s2, Kn−k:n(Ci), i =
1, . . . , s3, and Kn−k:n(Di), i = 1, . . . , s4, where Ai’s, Ci’s are inB(R+), Bi’s, Di’s are inB(R−), all these sets have boundaries
with zero Lebesgue measure, Ai ∩ Aj = Bi ∩ Bj = Ci ∩ Cj = Di ∩ Dj = ∅ for i ≠ j and Bi, i = 1, . . . , s2, Ci, i = 1, . . . , s3, are
bounded. However, for the sake of simplicity, we have given it only for pairs of rv’s, i.e. when sj = 2, j = 1, 2, 3, 4.
After having proven Theorem 4.1, we can state a general result describing the joint asymptotic law of Km:n(Aj), j =
1, . . . , s1, Kn−k:n(Bj), j = 1, . . . , s2, for any Aj’s and Bj’s inB(R). Let A+j,k be Aj ∩ R+ if k = 1 and Acj ∩ R+ if k = 0. Similarly,
let A−j,k be Aj ∩ R− if k = 1 and Acj ∩ R− if k = 0. For i ∈ I1 = {0, 1}s1 \ {(0, . . . , 0)}, set Λ+i ≡ Λ+(i1,...,is1 ) = ∩
s1
j=1 A
+
j,ij
and
defineΛ−i analogously. Let also for i ∈ I2 = {0, 1}s2 \ {(0, . . . , 0)}, P+i ≡ P+(i1,...,is2 ) and P
−
i be the corresponding sets based
on Bj’s.
Theorem 4.2. Assume that lF = −∞, rF = ∞, and ConditionsA, B holdwith l(a) and l(a) ∈ (0, 1). If Aj, j = 1, . . . , s1, Bj, j =
1, . . . , s2, are Borel subsets of real numbers such that their boundaries have zero Lebesgue measure, all the sets Aj’s are bounded
from below and the sets Bj’s are bounded from above, then, as n →∞,
Km:n(Aj) H⇒ IAj(0)+
−
i∈I1
I{1}(ij)(L+i + L−i ), j = 1, . . . , s1,
Kn−k:n(Bj) H⇒ IBj(0)+
−
i∈I2
I{1}(ij)(R+i + R−i ), j = 1, . . . , s2,
where
(L+i ; i ∈ I1) ∼M(m− 1; (µλ(Λ+i ); i ∈ I1)),
(L−i ; i ∈ I1) ∼ NM(m; (rλ(Λ−i ); i ∈ I1)),
(R+i ; i ∈ I2) ∼ NM(k+ 1; (rγ (−P+i ); i ∈ I2)),
(R−i ; i ∈ I2) ∼M(k; (rγ (−P−i ); i ∈ I2))
are independent random vectors.
Proof. Observe first that Λ+i , i ∈ I1, are pairwise disjoint sets in B(R+),Λ−i , i ∈ I1, are pairwise disjoint sets in
B(R−) and that the same holds for P+i ’s and P
−
i ’s as well. Apply then Theorem 4.1 to the collection of random variables
Km:n(Λ+i ), Km:n(Λ
−
i ), Kn−k:n(P
+
i ), Kn−k:n(P
−
i ). Note also that in the case where some Aν (resp., Bν) contains zero, the number
of indexes j such that Xm:n − Xj ∈ Aν (resp., Xn−k:n − Xj ∈ Bν) must be increased by one; this justifies the addition of the
indicator IAν (0) (resp., IBν (0)). 
Theorem 4.2 shows that, under of the above assumptions with s1 = s2 = 1, the rv’s Km:n(A1), Kn−k:n(B1) are
asymptotically independent. This extends the result of Dembińska and Balakrishnan [9] on the asymptotic independence of
these rv’s for A1 = (−b, a) and B1 = (−d, c), a, b, c, d > 0.
5. Discussion
Some results concerning the finite-sample behavior of the rv Kn−k:n(A), where A ⊂ [0,∞), can be found in [16]
and are extended to A ⊂ (−∞, 0] and randomly indexed samples in [3]. In these two papers as well as in [14] weak
convergence of the sequence of point processes (Kn−k:n(·), n ≥ 1) is investigated; in particular Theorem 2 of [3] shows
that, under suitable conditions, the (k+ 1)-dimensional point processes (Kn:n(·), Kn−1:n(·), . . . , Kn−k:n(·)) converge weakly,
as n → ∞, to some point process on Rk+1. Our paper completes this picture in the sense that under Condition B
it provides explicit formulas describing the finite-dimensional distributions of the limiting point process of Kn−k:n(·) as
n →∞. Moreover, our paper shows that if Conditions A and B hold then the sequence of four-dimensional point processes
(Km:n(·), Km:n(·), Kn−k:n(·), Kn−k:n(·), n ≥ 1) defined onR+×R−×R+×R− convergencesweakly to a four-dimensional point
process which has independent components. Finite-dimensional distributions of these components are given in Section 4.
In the present paper we restrict our attention to the asymptotic behavior of the rv’s Km:n(A) and Kn−k:n(B) describing
numbers of observations that fall into random regions determined by extreme order statistics, Xm:n and Xn−k:n, and Borel
sets which boundaries have zero Lebesgue measure. Similar developments for the rv Kmn:n(A), where Xmn:n is a central order
statistic, can be found in [7].
Results of Sections 2–4 can be easily extended to the case of randomly indexed samples. Let (N(t), t ≥ 0) be a process of
positive integer-valued rv’s independent of (Xn, n ≥ 1) and defineKt(m; A), t > 0, to be the random process such that for
each t,Kt(m; A) := Km:N(t)(A). We adopt the convention that Km:n(A) = 0 wheneverm > n. Theorem 2.1 of Dembińska [6]
and Theorem 4.2 immediately imply the following result.
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Theorem 5.1. Let N(t)
p−→∞ as t →∞. Then, under the assumptions of Theorem 4.2 and following the notation used in this
theorem, we have
Kt(m; Aj) H⇒ IAj(0)+
−
i∈I1
I{1}(ij)(L+i + L−i ), j = 1, . . . , s1,
Kt(N(t)− k; Bj) H⇒ IBj(0)+
−
i∈I2
I{1}(ij)(R+i + R−i ), j = 1, . . . , s2.
Similarly, using Theorem 2.1 of Dembińska [6], one can extend Theorems 2.1, 2.2, 3.1, 3.2 and 4.1 to the case of randomly
indexed samples.
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