Whereas the use of traditional Monte Carlo simulation requires probability distributions for the uncertain parameters entering the system, distributionally robust Monte Carlo simulation does not. The description of this new approach to Monte Carlo simulation is the focal point of this tutorial survey. According to the new theory, instead of carrying out simulations using some rather arbitrary probability distribution such as Gaussian for the uncertain parameters, we provide a rather different prescription based on distributional robustness considerations. The new approach which we describe, does not require a probability distribution f for the uncertain parameters. Instead, motivated by manufacturing considerations, a class of distributions F is specified and the results of the simulation hold for all f ∈ F. In a sense, this new method of Monte Carlo simulation was developed with the robustician in mind. That is, the motivation for this new approach is derived from the fact that robusticians often object to classical Monte Carlo simulation on the grounds that the probability distribution for the uncertain parameters is unavailable. They typically begin only with bounds on the uncertain parameters and are unwilling to assume an a priori probability distribution. This is the same starting point for the methods provided here.
Introduction
When the model a system depends nonlinearly on uncertain parameters, a Monte Carlo analysis is often insightful when mathematical manipulation of the equations would otherwise be prohibitive; e.g., see [1] . The focal point of this tutorial paper are questions of the following sort: For the case when there is little or no statistical description of the random variables entering a system, what Monte Carlo simulation procedure, if any, is appropriate for analysis?
This tutorial survey describes the new approach to Monte Carlo simulation which originates in [2] and [3] . Whereas the use of traditional Monte Carlo simulation software requires probability distributions for the uncertain parameters as input, distributionally robust Monte Carlo simulation method of this paper does not. Instead, similar to classical robustness theory, the uncertain parameters are described solely in terms of their bounds with no a priori statistics assumed. In this setting, instead of carrying out simulations using some rather arbitrary probability distribution such as Gaussian, we provide a rather different prescription for simulation based distributional robustness considerations. More specifically, motivated by manufacturing considerations, we define a class of probability distributions F and prescribe a method of simulation which leads to conclusions which hold robustly for all f ∈ F. To this end, the theory characterizes some distinguished distribution f * ∈ F with which the simulation should be carried out. In this sense, our approach is a posteriori in nature. That is, instead of assuming a probability distribution a priori as in a the classical Monte Carlo setting, the theory determines what distribution to use.
To illustrate the situation above by way of example, we consider a typical circuit analysis problem with uncertain resistors, capacitors and inductors described by the manufacturer only in terms of percentage tolerances about some nominal manufacturing values. In other words, no statistical description for the circuit parameters is assumed. In such a case, if one wishes to carry out a circuit simulation and simply imposes ad hoc probability distributions on the parameters in order to proceed, it is arguable that the results obtained may be unduly optimistic; e.g., see [47] and [48] . Instead, the distributional robustness approach presented here leads to a probability distribution for Monte Carlo simulation which is an outcome of the analysis rather than assumed a priori.
In a sense, this new method of Monte Carlo simulation was developed with the robustician in mind. That is, the motivation for this new approach is derived from the fact that robusticians often object to classical Monte Carlo simulation on the grounds that the probability distribution for the uncertain parameters is unavailable. In classical robustness analysis with parametric uncertainty, for example, see [50] , one starts only with bounds on the uncertain parameters and no a priori probability distribution is assumed. This is the same starting point for the probabilistic method provided here.
This distinction between a priori and a posteriori probability distributions is what makes the distributional robustness approach different from many which appear in the systems literature. Be it the Monte Carlo analysis and design methods in papers such as [9] , [12] - [21] , [23] , [24] and [37] - [39] , the learning theory approach as in [42] and [43] , the simulations based on sample size considerations as in [39] and [40] , in each case an a priori probability distribution is assumed for simulation purposes. For the plethora of cases for which such information is available, there is no need to consider the methods described in this
paper. Finally, is should also be noted that the literature is abound with other approaches to uncertain parameters with even more significant differences in starting assumptions; e.g., see [22] , [25] and [38] .
Example:
To illustrate the issue addressed in this paper at the most basic of levels, consider the mass-spring-damper system of Figure 1 In view of the parameter uncertainty above, at frequency ω ≥ 0, the gain of the system relating displacement for equilibrium to the applied force g(ω, k, c) = 1 (ω 2 + k) 2 
With regard to the issue under consideration in this paper, the main point to note is that the value ofĝ(ω) obtained via Monte Carlo simulation can change dramatically based on the probability distributions assigned to k and c. To illustrate, at frequency ω = 0.01, if one models highly imprecise manufacturing values for k and c with a uniform distribution, the expected value of the gain isĝ(0.01) ≈ 2.31. On the other hand, if one postulates a highly precise manufacturing process with normal distribution centered on the intervals for k and c and having standard deviation σ = 0.01, the result becomesĝ(0.01) ≈ 2.00. This significant difference between the two computed gains poses a dilemma for the systems engineer when no a priori probability distributions for k and c are given. For example, if one rates the performance of the system using the uniform distribution whereas the "true" distribution is the normal distribution, one obtains an erroneous assessment of performance which is unduly optimistic. To address this problem, the remainder of this paper is devoted to a tutorial exposition of the distributional robustness approach to Monte Carlo simulation.
The reader interested in more mathematical detail than that provided here may consult some of the underlying references such as [2] , [3] , [26] , [27] , [29] and [30] .
Preliminaries for Distributional Robustness
In this section, we introduce some of the basic concepts and motivation leading to the distributional robustness formulation to follow. With the mass-spring-damper example above in mind, we entertain one objection to Monte Carlo simulation which the robustician may raise:
Namely, in the absence of a priori probability distributions for the uncertain parameters q i , the results of a classical Monte Carlo simulation may be highly suspect.
It turns out that, when working in a distributional robustness framework rather than a classical robustness framework, it is often the case that a larger radius of uncertainty can be tolerated while keeping the risk of performance violation acceptably small. Moreover, when uncertain parameters enter nonlinearly into the system equations, it is often the case that a Monte Carlo approach based on distributional robustness considerations is computationally tractable, whereas a robustness approach is not.
Uncertainty Notation:
We consider a system with uncertain parameters 
is a hypercube in the -dimensional parameter space.
Robustician's Point of View:
Given a performance specification, call it Property P, for the system under consideration, a typical robustness problem is as follows: Determine if property P is satisfied for all q ∈ Q. Since this is essentially a worst-case criterion, the robustician recognizes the fact that the assessment of a system from this point of view can be rather conservative. This conservatism provides motivation for the Monte Carlo approach described here and can be linked to the fact that a classical robustness analysis only partially accounts for the shapes of the good set Q good . = {q ∈ Q : P is satisfied} and the bad set
A metaphor to describe the conservatism associated with classical robustness analysis is provided by Figure 2 . In many cases, especially when the dimension of the uncertain parameter vector q is high, the bad set Q bad behaves as if it is a union of "icicles." More specifically, over a box of radius r as shown in the figure, the volume of the bad set Q bad is quite small compared to the total volume of Q. For the situation which is depicted, it is noted that a classical robustness analysis leads to a tolerable radius of uncertainty r = r max . However, since Q bad has area much less than that of Q, it can be argued that one can work with larger uncertainty radii than r max while keeping the risk of performance violation acceptably small.
Hence, one can often justify system operation with uncertainty radius r > r max .
This discussion above leads to the following question: Is the so-called icicle geometry of Q bad in Figure 2 just a theoretical possibility or do most physical systems behave in this manner? Simulations based on the approach in this paper indicate that the icicle phenomenon described above is common and that classical approaches tend, in general, to be very conservative -especially when the number of uncertain parameters is high. These statements are substantiated both in the sequel and in the cited references such as [2] - [4] and [26] - [36] .
Motivation for Distributional Robustness:
The astute robustician might object to the analysis of r versus r max above on the grounds that a uniform distribution was implicitly assumed for the vector of uncertain parameters q. That is, the comparison of the volumes of Q bad versus Q does not provide an indication of the risk when the probability distribution of q is unknown. The theory of distributional robustness to follow addresses this concern.
Once an appropriate class F of probability distributions is defined, we only conclude that r can be taken much larger than r max with small risk only if the volume of Q bad is much smaller than the volume of Q under all possible measures obtained with f ∈ F. In other words, we study robustness with respect to f ∈ F.
Problem Formulation:
Let F denote the class of admissible probability distributions for q. Then, for f ∈ F, we take q f to be the associated random vector and consider a performance measure φ(q) of the system in question. For example, φ(q) might represent the gain of the system at some frequency, rise time to a step input, overshoot to a step input, etc. Equally well, φ(q) can be of a discrete nature. For example, for a feedback system, we can set φ(q) = 1 if stability is guaranteed with uncertainty q and φ(q) = 0 otherwise. In this setting, we concentrate on two specific probabilistic measures, taking the distribution f ∈ F to be a probability density function. The first measure of interest is the probability of satisfying the performance specifications; i.e., for desired performance level γ > 0, let
The second measure is the expected value of φ(q f ). In this case,
for all f ∈ F.
Remarks:
Upon solving the problem above for f * ∈ F and using this distribution in a
Monte Carlo simulation, we obtain more reliable estimates of probability and expected value than would be the case using some ad hoc distribution for q. To illustrate, if stability is of concern, then for any f ∈ F, it follows that
Hence, a Monte Carlo simulation performed with some ad hoc distribution f ∈ F instead of f * leads to an unduly optimistic estimate of performance. From a robustician's point of view, it is also of interest to determine the extent to which the worst-case performance
differs from the expected performance. To this end, the basic inequality
can be used to understand the icicle metaphor described in Section 2.2.
The desirability of distributional robustness is seen via a simple illustration: Suppose one is assessing the probability that a performance specification is met and a distributionally robust probability estimatep = 0.99 is obtained. Then, this probability is guaranteed no matter which probability density function f ∈ F is realized. Hence, without the knowledge of the "true" probability distribution, one can nevertheless be confident about the assessment of performance. This provides a rationale for a new approach to Monte Carlo simulation for cases when little or no a priori statistical information about the uncertain parameters is available. Namely, in contrast to classical Monte Carlo methods, which require specification of a probability distribution f for q a priori, we solve a distributional robustness problem and select a distinguished distribution f * ∈ F. This a posteriori distribution is used in the random number generation for the associated Monte Carlo simulation. By proceeding in this manner, one avoids the need to specify some ad hoc distribution when no statistical information about the uncertainty is available.
The Class of Distributions F
In this section, attention is turned to the class of probability distributions F; to this point in the paper, this class has not been specified. The paradigm of [2] is now described and it is argued that the definition of F is physically meaningful for a large class of problems.
In later sections, it is seen that this definition of F leads to a rich theory characterizing the distinguished distribution f * ∈ F which is used for Monte Carlo simulation. That is, in order to carry out computer simulations, the computer program generating random numbers must be "told" what probability distribution f ∈ F to use.
Based on robustness considerations in the systems sciences, an interval bound description of the uncertainty is the takeoff point for the new paradigm. Motivated in large measure by manufacturing considerations, the fundamental assumptions in the exposition to follow are that the uncertain parameters are independent, large deviations in the parameters q i away from their nominal values is less probable than small deviations and positive and negative deviations in the q i are equally likely. In other words, no assumptions made about the probability distribution other than its salient characteristics above. In Section 3.2, after making these notions precise, the class F emerges. This setup is reminiscent of formulations such as Huber's [10] in the field of robust statistics. In contrast to his formulation and others, however, no a priori parameterization of the underlying probability density functions is assumed. This is explained in more detail below.
Motivating Example:
To motivate the definition of F, consider a circuit with an uncertain capacitor 30 µfd ≤ C ≤ 70 µfd which is nominally manufactured with nominal value C 0 = 50µfd. For this capacitor, the manufacturing process is modelled by assuming that positive and negative deviations about C 0 are equally likely and that large deviations from C 0 are less likely than small deviations. In other words, if |∆C 1 | < |∆C 2 |, then the capacitor with value C = 50 + ∆C 1 is more likely to be manufactured than the resistor with value C = 50 + ∆C 2 . This situation is illustrated in Figure 3 where the possible probability density functions for capacitor uncertainty ∆C are depicted with zero mean. These ideas are now precisely formulated in the more general setting of this paper.
Class of Admissible Distributions F:
It is assumed that the uncertainty vector q is a zero mean random vector with independent components q i . Furthermore, for i = 1, 2, . . . , , it is assumed that each component q i is supported in the interval
Therefore, the support for the random vector q is the hypercube
Now, a density function f i (x i ) is said to be admissible for q i if it is symmetric and nonincreasing with respect to |x i |. More precisely, f i is an admissible probability density function
for |x i | ≤ |y i | and
for all x i .To make the definition of F complete, the behavior of f i (x i ) at x i = 0 needs to be specified. In this paper, f i (x i ) is allowed to be a probability density function which contains a Dirac delta function at x i = 0. Finally, by writing f ∈ F for the joint density function
of the random vector q f , the understanding is that each f i is an admissible probability density function for q i .
Distributionally Robust Performance:
As indicated in Section 2.4, each admissible density function f ∈ F results in a value Φ(f ) for system performance. Now, we define the distributionally robust cost
Since it has not yet been guaranteed that the infimum above is attained for some f * ∈ F, we use the "inf" notation for the definition above. This "inf" will later be sharpened to "min"
in the results to follow.
Summary:
The fundamental difference between "ordinary" Monte Carlo theory and distributionally robust Monte Carlo theory is as follows: In the ordinary Monte Carlo problem, the probability density function f used in the simulation is specified a priori. In the distributionally robust Monte Carlo problem, f is determined a posteriori; that is, one solves a variational problem to obtain f * ∈ F minimizing Φ(f ).
Preview Example:
To consolidate the development to date and preview the exposition to follow, an example from the theory of robust stability, for example, see [50] , is provided to demonstrate some of the basic ideas. To this end, we consider the theory of interval polynomials based on Kharitonov's Theorem [51] within the probabilistic setting of this paper. For the uncertain polynomial 
we compare a classical Monte Carlo solution of the stability problem with the robust solution.
Whereas ordinary Monte Carlo is used here, in Section 6.6, this same problem is revisited from the distributional robustness point of view.
First, using Kharitonov's Theorem [51] , robust stability for p(s, q) is guaranteed if r < 0.021. Now, to illustrate an ordinary Monte Carlo solution, let r = 0.03. Noting that this bound is approximately 40% above the stability limit provided by Kharitonov's Theorem, the objective is to estimate the risk of instability and the number of samples required to achieve a prescribed degree of confidence in the result.
In accordance with the notation of the preceding section, for a given probability density function f for q and 
For the moment, a sample size N = 10 5 is arbitrarily specified while noting that the choice of N is explained in the next section. In Figure 4 , a convergence plot of the partial estimates
is given. This leads to the estimate
In other words, with uncertainty bound approximately 40% above Kharitonov's limit, only a small risk of instability is obtained.
To conclude this section, it is important to remind the reader that the probability density function f for q was assumed a priori. Therefore, the computed probability is simply an ordinary Monte Carlo estimate rather than a distributionally robust estimate. In Section 6.6, this example is revisited from the distributional robustness point of view. Currently, many software packages contain routines for generating random samples with commonly used distributions. For example, the basic distribution of Matlab contains routines for generating samples with either uniform or Gaussian distributions. However, when dealing with robustness problems, one is confronted with the necessity of generating samples with distributions other than the ones mentioned above. For example, when using Monte Carlo methods for analyzing systems with unstructured uncertainty, one might have uncertainty that is uniformly distributed on a sphere. For cases like this, one needs more powerful tools for sample generation; see [5] for a comprehensive treatment.
Of special interest to robusticians, is the problem of generating samples uniformly distributed over a given compact convex set. This problem has been addressed by several authors; we mention two approaches which have been proposed. The first approach involves the design of a Markov chain whose stationary distribution is the required one. Examples of this approach can be found in [5] and [7] , where algorithms have been proposed for very general compact convex sets. For cases when one has a lot of information about the convex set in which we want the samples to be generated, one can develop more direct sample generation algorithms which do not rely on the asymptotic behavior of a Markov chain. For example, this is the case addressed in [8] and [9] . where algorithms are provided for uniform sampling over p ball described by
and over the "sphere" of matrices
where σ(A) denotes the maximum singular value of the matrix A.
Sample Size:
In the literature on sample generation, the following question arises:
For a given uncertainty dimension and a given probability density function f for q, how many samples N are required to obtain a "reliable" estimate Φ N (f )? Surprisingly, with reliability defined in terms of probable approximate correctness (PAC) as indicated below, it can be shown that there are upper bounds for the required number of samples which are independent of both and f . To illustrate the use of such results, following [42] , the PAC reliability criterion is defined and illustrated using sample size bounds provided in [39] and [40] .
Reliability Based on Probable Approximate Correctness:
In this framework, the estimate Φ N (f ) is viewed as random variable and one seeks to find probability of this quantity being in error by no more than a prescribed tolerance ε > 0. With this setup, an
In other words, the probability of an estimation error exceeding ε is less than or equal to δ.
With the definition above, there are many papers with upper bounds on the number of samples N = N (ε, δ) which are needed; e.g., see [39] and [40] . To illustrate, a simple upper bound based on the Law of Large Numbers is
A second upper bound, obtained using the Bienaymé inequality is
A third upper bound, obtained using the Chernoff inequality is
None of the bounds above is "best" in the sense of requiring less samples than the others for all (ε, δ) pairs. Therefore, for a given ε and δ, one can look at all available bounds and take the smallest of the N (ε, δ) values obtained. To illustrate, using the three bounds above with ε = 0.01 and δ = 0.06, the Bienaymé bound is the tightest and leads to N ≈ 1.77 × 10 4 .
For the tighter specification ε = δ = 0.001 corresponding to a 0.1% error, one obtains N ≈ 3.8 × 10 6 using the Chernoff bound.
For the case of the interval polynomial in Section 3.5 above, ε = δ = 0.005 was taken as the reliability specification and the number of samples dictated is N = 1.2 × 10 5 . However, as a practical matter, it is seen in Figure 4 that with N = 3 × 10 4 , convergence is obtained with far fewer samples than that prescribed by the theory. This is consistent with the authors' experience involving Many Monte Carlo case studies of this sort.
The Truncation Principle
The Truncation Principle of [2] is a fundamental result in the theory of distributional robustness and serves as the takeoff point for the Monte Carlo simulation techniques in the sequel.
This principle indicates that when minimizing the performance functional Φ(f ) over f ∈ F, one need only consider truncated uniform distributions. In other words, it turns out to be the case that distributional robustness is achieved by restricting attention to probability distributions which are constant over some subinterval
even though a truncated normal distribution is admissible, it can be ignored when minimizing Φ(f ) over f ∈ F. This means that the prescription for distributionally robust simulation involves sampling only a subinterval of the uncertainty rather than the entire interval.
It is interesting that the subinterval sampling scheme above may seem counterintuitive in 
for t ∈ T , we take all truncated uniform distributions u t belong to the class F; i.e., the inclusion
holds. An example of a truncated uniform distribution for = 2 is presented in Figure 5 .
The Truncation Principle of [2] indicates that, in the search for the minimum of Φ(f ), one need not to consider all possible distributions f ∈ F; that is attention can be restricted to the class truncated uniform distributions u t obtained with t ∈ T .
The Truncation Principle:
With the notation above,
Distributional Robustness:
The theorem above provides a prescription for distributionally robust Monte Carlo simulation for many cases when some optimal truncation t * ∈ T minimizing Φ(u t ) can be found. Namely, one simply performs the simulation using uniform That is, in the example below, taken from [30] , the Truncation Principle leads to sampling over a subinterval of the range of q i whereas a classical Monte Carlo analysis typically dictates sampling over the entire range of parameter variation. Subsequently, the two methods may lead to dramatically different assessments of performance. In this regard, the point of view in this paper is that traditional Monte Carlo simulation provides an unduly optimistic estimate of the performance whereas the distributionally robust approach does not.
The RLC circuit of [30] is now studied with random parameters corresponding to independent uncertainties in the interstage capacitors C 1 and C 2 ; see Figure 6 . The amplifier has fixed parameters R 1 = 1000, R 2 = 100, L = 0.01 and uncertain parameters 0.755 × 10
For this example, performance is defined in terms of the overshoot to a step input. The specification is that |V 0 (t)| not exceed 96.3 volts. This leads to an interest in computing the probability that this performance specification is satisfied.
To study this circuit using the Truncation Principle, q 1 and q 2 are identified with deviations from the center points of the intervals of capacitance. Next, letting V 0 (q 1 , q 2 , t) denote the dependence of the output voltage on the q i and taking This result is shown in the contour plot in Figure 7 . It is noted that the truncation t * maximizing p t is obtained as an interior point within the rectangle of capacitor variation.
In order to compare the result above with a traditional Monte Carlo simulation, we take f = u to be the uniform distribution and obtain the estimate
which is more than 50% larger than Φ * .
Remarks:
The successful use of the Truncation Principle to solve the circuit problem above was facilitated by the fact that the uncertain parameter vector q was only twodimensional. For problems with higher dimensional uncertainty, finding an "optimal truncation" t * is generally a nonlinear programming problem. Whereas a gridding method sufficed an optimal truncation t * ∈ T . For example, as seen in Sections 5.1-5.7, for large classes of circuit configurations, the equations associated the Kirchoff's laws for circuits make it possible to characterize the optimal truncation t * without recourse to nonlinear programming.
A second case where one can actually determine t * occurs when the good set Q good is convex and symmetric. As seen in Section 5.9, in this case, the uniform distribution u turns out to be the optimal truncation; i.e., we set each t i to its maximum value r i . In other words, in this special case it can be argued that the traditional Monte Carlo approach leads to a distributionally robust result. Finally, it is also worth mentioning the case when Q good is convex but not necessarily symmetric, the concept of symmetrization proves useful to obtain a bound on the performance function Φ(f ) using the uniform distribution; see Section 6.1.
The Convex and Componentwise Convex Cases
In the absence of an a priori statistical description of the uncertain parameters, it has been argued that one may obtain unduly optimistic results using traditional Monte Carlo simulation. In this section, we provide conditions under which the traditional approach agrees with the distributionally robust approach. In other words, under the conditions described below, there is indeed a solid rationale for use of the folk theorem which says: The situation above is more fully described in [34] where the authors consider a planar net- 
The definition below, given in [34] , leads to the delineation of a class of circuits for which the optimal truncations for Monte Carlo admit extreme point solution per Section 5.1.
Essential Resistors:
For the class of resistive networks under consideration, physical interpretations of componentwise convexity and concavity are available. Namely, a resistor R k is said to be essential if the following condition holds: There does not exist admissible values of the n − 1 remaining resistors R i , i = k making the gain g independent of R k . If R k is essential, it can readily be shown that, with q k = ∆R k as identified above, the gain is either componentwise convex or concave with respect to q k . To make the convexity/concavity assignment more precise, it is noted that essentiality guarantees that the partial derivative ∂g/∂q k has one sign over Q. Letting
denote this invariant sign, exploitation of the Componentwise Convexity Principle leads to the result of [34] given below. 
For the case of minimizing E(g(q f )), define probability density function f * with marginals f * i as follows:
Example:
To illustrate the use of the theorem above, consider the ladder network studied in [34] and shown in Figure 9 . Applying the theorem above, it can be shown that all resistors are essential with maximum expected gain being attained by using t i = 0 for the inter-stage resistors R 3k and t i = r i for the remaining resistors. To illustrate how this result is 
is such a multilinear combination. Another example is obtained from a feedback system which is set up in the so-called M − ∆ configuration with M (s) being a square × proper stable transfer function matrix and ∆(q) = diag{q 1 , q 2 , . . . , q }. Now,
H(s, q)
.
satisfies the multilinearity requirement of this section.
Using the fact that the norm function is convex and each q i enters affine linearly into H(s, q)
with the remaining parameters fixed, it can readily be shown that that with performance
the uncertain parameter vector q enters in a componentwise convex manner. Hence,
In fact, it can also be shown (see [36] ) that the same result hold for all moments of ||H(s, q)|| ∞ as well.
Convex Symmetric Sets:
Attention now is turned to the case where Φ(f ) is the probability of performance satisfaction. As seen below, if the set of parameters that satisfy the performance specifications is convex and symmetric then the the uniform distribution is the one that should be used in the Distributional Robustness setting. We now formally present the result of [2] which initiated the distributional robustness line of research.
The Uniformity Principle: If Q good is convex and symmetric, then it follows that
Equivalently, the minimizing truncation t * in Theorem 4.2 has components t * i = r i corresponding to the uniform distribution.
Example (Interval Polynomial):
The interval polynomial, analyzed in Section 3.5 from a traditional Monte Carlo point of view is now studied using the Uniformity Principle
It is shown that a distributionally robust under-estimate of the probability of stability can be obtained using the Uniformity Principle. Indeed, recalling p(s, q) = p 0 (s) + given in Figure 10 , for robust stability, classical robustness theory (for example, see [50] ) can be used to show that with a fixed q ∈ Q, stability of p(s, q) is assured if for the critical range of frequencies 0.98 ≤ ω ≤ 1.02. Now, to obtain the desired distributionally robust Monte Carlo estimate, we take
p(jω, q) ∈ P(ω)
and note that p 0 (jω) is the center of the frequency dependent rectangles in Figure 10 . Hence, Q good is convex and symmetric and the Uniformity Principle applies; that is
Now, an estimate p Ω of p Ω is obtained using a uniform sampling distribution over Q. For this example, using N = 10 6 samples, it turns out that p Ω ≈ 0.9969.
In conclusion, the inequality
guarantees a distributionally robust probability estimate of stability of at least 0.9969.
Example (Robust Least Squares):
Consider an over-determined set of linear equa-
with matrix A ∈ R m×n having rank m. Given data A = A 0 and b = b 0 , the classical least squares problem is to as find x = x LS which minimizes the residual cost function
It is well known that the solution for this problem is
Now, in the presence of data uncertainty, a distributional robustness problem arises: Indeed, with both A and b having uncertain parameters q i entering affine linearly, we write
where the n × m matrices and the m × 1 vectors b i above are fixed. Now, to study this problem using the results in this paper, the uncertain parameter vector q is assumed to have probability distribution f ∈ F and γ > 0 is taken to be an acceptable residual cost level. Now, with
and nominal solution x LS satisfying A 0 x LS = b 0 , the associated good set
is readily shown to be both convex and symmetric. Hence, the Uniformity Principle applies and it is concluded that min f ∈F Φ(f ) = Φ(u).
Numerical Example:
We now present an example which illustrates application of the least squares result above. Indeed, with
we first compute the classical least squares solution
T corresponding to q = 0. Now, with uncertainty dimension = 15, we assume that the distribution of the uncertain vector q belongs to the class F and we analyze the performance of x LS for different radii for the uncertainty. More precisely, we assume that |q i | ≤ r and study the effects of varying the radius r with x LS held fixed. First, it is noted that classical robustness theory indicates that the maximum allowed radius is r max ≈ 0.0112 with performance specification
is satisfied by all allowed values of q if and only if r < r max ≈ 0.0112. Now, we take the distributionally robust point of view and seek to compute To illustrate how conservative a classical robustness measure can be, we take radius of uncertainty of r = 0.018, which is approximately 60% larger then the r max . For this radius, the distributionally robust risk of performance violation is only ε ≈ 0.0001.
For the case of expected performance, it is also interesting to note that least squares analysis can be carried out for so-called multilinear uncertainty structures. More specifically, considering the setup above with the entries of A(q) and b(q) depending multilinearly on q, it follows from the Componentwise Convexity Theorem (see [4] for details) that
When Q good in not convex or symmetric, we seek an optimal truncation t * ∈ T , as prescribed in Theorem 4.2. Since finding t * may be computationally complex, it is of interest to circumvent this problem. To this end, as illustrated by the polynomial example in Section 5.10, it is often possible to obtain a lower bound on the probability of performance satisfaction. In Section 6.1 below, results are given when the convexity property is satisfied but the symmetry property is violated. In Section 6.3, a method is described which is applicable to cases for which there exists a deterministic algorithm for testing the satisfaction of performance specifications on "rectangles" of uncertainty.
Symmetrization:
To motivate the so-called symmetrization approach, consider the problem of Lyapunov stability with a n×n state space matrix A(q) having entries depending affinely on the uncertainty vector q and fixed n × n positive-definite Lyapunov matrix P . Now, consistent with standard Lyapunov theory, for example, see [52] , we take
To motivate the construction below, it is noted that the set Q good above is readily verified to be convex but is not necessarily symmetric.
For cases such as the one above, it proves useful to consider the symmetrization of Q good given by
Now, since Q good,s is both convex and symmetric, the Uniformity Principle guarantees
Furthermore, since the containment
holds, the performance estimate obtained using Q good,s is a lower bound for the true performance. Now, combining these considerations with the applicability of the Uniformity Principle for Q good,s , we obtain
In practice, it often turns out that this bound is quite useful and the truncation problem is avoided.
Given that a lower bound on performance is being computed above, the issue of the conservatism of the estimate arises. In this regard, it can be easily seen, using standard reasoning on probability of sets, that for any f ∈ F,
In other words, for high performance problems, the bound obtained using symmetrization becomes tight. Figure 12 
Example:
∆A(q) having the appropriate uncertainties corresponding to the non-zero entries of A 0 and ∆B(q) = ∆C T (q) = 0, performance is guaranteed if
Taking
and noting that this set is convex but not symmetric, symmetrization was used to assess the probability of performance satisfaction. A performance level of g = 6.2076 was considered and 20,000 samples were used to estimate performance. The value obtained via a Monte
Carlo simulation was
Hence, in this case, we obtain an estimate of probability of performance satisfaction which satisfies 0.99 ≤ inf
Unirectangularity:
In this section, we describe the method in [29] which applies to many cases when the set Q good is non-convex. Central to this method is the concept of a unirectangular set which is described below.
As a first step, we define the concept of rectangular projection. That is, given a point q ∈ R , its rectangular projection R(q) is taken to be the box whose extremes are the point q and the origin. Namely,
Now, a set Q good is said to be unirectangular if the rectangular projection of any point q belonging to Q good is contained in Q good ; i.e., if q ∈ Q good then R(q) ⊆ Q good . An example of a unirectangular set is shown in Figure 14 . The result below, established in [29] , motivates some of the analysis to follow. 
Unirectangularity Principle: If Q good is unirectangular then,
min f ∈F Prob{q f ∈ Q good } = Prob{q u ∈ Q good }.
Continuation of Unirectangularity:
The fact that a Uniformity Principle is also valid for unirectangular sets is the basis for the method described in [29] . This method is applicable to all problems for which there exists a deterministic algorithm A which can test if a given rectangle is contained in Q good . More specifically, to obtain a lower bound on the probability of performance satisfaction, for a given uncertainty box Q, let
For example, if A corresponds to an algorithm for testing some inequality guaranteeing satisfaction of the desired performance specifications, then A(Q) = 1 indicates that this inequality is satisfied for all q ∈ Q. Another possibility is that the algorithm A corresponds to the implementation of some robustness result such as Kharitonov's Theorem or a structured singular value criterion.
Next, we describe the method for estimating the probability of performance. In accordance with [29] , if one draws N samples q 1 , q 2 , . . . , q N uniformly distributed over Q, it can be shown
Hence, the estimate p above is a lower bound on the probability of performance satisfaction. 
Spherical Setting: A Brief Introduction
Thus far, this paper has concentrated on cases with the so-called structured uncertainty entering the model. In this section, we consider cases where the uncertainty is unstructured. In this regard, the method for analysis of unstructured uncertainty of [31] is briefly introduced. In this new setting, the first point to note is that the description of F given in Section 3.2 is unsuitable. That is, for the case of unstructured uncertainty, it is unreasonable to assume that the uncertain parameters vary independently. This observation motivates a new definition for the set of probability distributions F so as to accommodate parameter dependency.
New Definition of the Class F:
Using the Euclidean norm for q and taking
a probability density function f is said to belong to the class F if there exists a nondecreasing function g(·) with scalar argument such that
for all x. Intuitively, this says that larger uncertainty values are less likely than smaller values and that all uncertainty "directions" are equally probable.
Truncations:
Analogous to the development in Sections 1-6, in this spherical setting, a class of radially truncated uniform distributions is defined. Indeed, letting 0 ≤ t ≤ r denote a truncation radius, the truncated uniform distribution u t is the uniform distribution over the truncated sphere
For example, if Q is the unit sphere, then the uniform distribution over the sphere of radius t = 1/3 would be a radial truncation.
In this radial distribution framework, perhaps a most important observation is that there is only one truncation parameter, no matter what the dimension of q. Therefore, the problem of finding a optimal truncation t * ∈ T is greatly simplified. That is, one need only conduct a single variable line search in the variable t.
Truncation Principle:
Analogous to the case of independent uncertainty, it is shown in [31] that the Truncation Principle
also holds in the spherical uncertainty case. As seen in the example below, this result readily lends itself to numerical computation. is a 2-dimensional row vector and Property P is deemed to be satisfied if and only if the uncertain matrix A = A 0 + B 0 ∆C 0 is stable. Now, using the Truncation Principle in this spherical setting with uncertainty radius r = 13.188 and N = 300, 000 samples, the function Φ(t) = Prob{u t ∈ Q good } is studied and found to have minimizer t * ≈ 11.78; this which corresponds to a probability of stability Φ(t * ) ≈ 0.8149. In contrast, with uniform distribution, one obtains Φ(r) ≈ 0.8193.
Example
That is, common sense use of the uniform distribution in lieu of u t * leads to a probability estimate which is slightly more optimistic than the distributionally robust result.
Uniformity Principle:
For the case of spherical uncertainty, it is shown in [31] that a Uniformity Principle holds under weaker hypothesis than in the independent parameter case. That is, instead of requiring Q good to be convex and symmetric, we only require Q good to be star-shaped; i.e., if q ∈ Q good then λq ∈ Q good for all λ ∈ [0, 1].
An example illustrating satisfaction of the star-shaped requirement is obtained from the theory of quadratic stability. Indeed, suppose that A 0 is an n×n stable matrix and P = P T > 0 is an n × n candidate Lyapunov matrix satisfying
Now, suppose A 0 is replaced by A = A 0 +∆A(q) and we want to determine how large ||∆A(q)|| can be while preserving the stability inequality above. Then, if ∆A(q) is a linear function of q and
it is easy to verify that the resulting set Q good is star-shaped. Hence, in view of the Uniformity Principle, a uniform sampling scheme can be used in a distributionally robust Monte Carlo simulation.
Conclusion
Distributionally robust Monte Carlo simulation is a research area which is still in its infancy.
As seen in this paper, many of the problems in the area reduce to finding a so-called optimal truncation vector t * ∈ T which defines the required interval for uniform sampling. It was also seen that there are many special cases for which this truncation-finding problem is readily solved. For example, when Q good is convex and symmetric, the Uniformity Principle was seen to apply; i.e., one simply takes all t * i = r i corresponding to a uniform distribution. A second special case was seen to involve classes of circuits for which distributional robustness was obtained with an extreme distribution, uniform or impulsive. Finally, a number of special cases were described for which one obtains a distributionally robust lower bound for the probability of performance satisfaction. A second important line of future research involves what might appropriately be termed distributionally robust design. To this end, it should be noted the results described in this paper were entirely of an analysis nature; i.e., there were no design variables entering the performance specification φ(q). It would be of interest to extend the results reported here classes of problems for which a design vector x enters φ. For example, one considers a performance specification φ(x, q) and the goal is to select x so as to provide the best possible level of performance which is distributionally robust with respect to f ∈ F. Some initial results in this area are given in [3] and [44] .
