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Abstract: We study a continuous time Bayesian quickest detection problem in which observation times are a scarce
resource. The agent, limited to making a finite number of discrete observations, must adaptively decide his observation
strategy to minimize detection delay and the probability of false alarm. Under two different models of observation
rights, we establish the existence of optimal strategies, and formulate an algorithmic approach to the problem via jump
operators. We describe algorithms for these problems, and illustrate them with some numerical results. As the number
of observation rights tends to infinity, we also show convergence to the classical continuous observation problem of
Shiryaev.
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1. INTRODUCTION
Problems in quickest detection, also known as online change point analysis and disorder detection, have been
studied for much of the twentieth century. In such problems, one observes a channel of information whose
statistical properties abruptly change at some unknown instant in time. The basic problem is to determine
when this change occurs, using only the observations from the channel. The mathematical theory of quickest
detection begins with Shiryaev (1963), which studies both discrete and continuous time problems.
To describe this problem more precisely, we suppose that on some probability space we have a ran-
dom variable Θ taking nonnegative integer values, modeling the disorder time, and a sequence of random
variables Z1, Z2, . . . modelling the observations. Conditionally on the set {Θ = i}, the random variables
X1, X2, . . . , Xi−1 have the distribution P1, and the random variables Xi, Xi+1, . . . have the distribution P2,
where P1 and P2 are distinct but equivalent probabilities. The random variable Θ is supposed to have a
geometric distribution. With probability pi, Θ = 0, and P (Θ = n) = (1−pi)(1−p)n−1p, for some constant
p between zero and one. Let F be the filtration generated by Z1, Z2, . . .. For a F-stopping time τ , the risk
ρpi(τ) is defined by
ρpi(τ) = P pi(τ < Θ) + cE
[
(τ −Θ)+] .
Here, P pi(τ < Θ) represents the probability of false alarm, E
[
(τ −Θ)+] is the expected delay time, and
c is a constant which weighs the relative importance of these two terms. The goal in the quickest detection
problem is to find a stopping time τ which minimizes risk.
In the continuous version of the problem, one observes a process X with dXt = dBt + α1{t≥Θ}dt,
where Bt is a standard Brownian motion, and α is a constant. Θ is a random variable which is zero with
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probability pi, and with probability 1 − pi, it is exponentially distributed with parameter λ. Both Bt and Θ
are not directly observable. As in the discrete-time formulation, the goal is to estimate the value of Θ as
a result of observing X . Our objective is to minimize a weighted average of the probability of false alarm
and the detection delay time. The set over which we optimize is the set of stopping times for the filtration
generated by X .
Since their original formulation, there has been an extensive literature on quickest detection problems
which modify or generalize the classical assumptions of Shiryaev (1963). We mention a few of these papers,
although it is impossible to describe the entire literature on the subject. In Beibel (1997), the deterministic
drift term α received after disorder is replaced with a random variable. In Beibel (2000), the “linear” penalty
for delay, E
[
(τ −Θ)+], is replaced with an exponential one, E [e(τ−Θ)+ − 1]. In Gapeev and Peskir
(2006), the continuous time problem is solved on a finite time horizon, in comparison with the classical
infinite horizon case. In continuous time, it is also natural to study a Poisson process whose intensity
rate suddenly changes, and this problem, known as Poisson disorder, has been extensively studied in, for
example, Peskir and Shiryaev (2002), Bayraktar et al. (2005, 2006), and Bayraktar and Dayanik (2006).
In all of the above problems, we observe all values of X . Another interesting generalization of the
quickest detection problem occurs when we place restrictions on our ability to make observations. The
literature on this problem is relatively sparser, but there is a strand of research from the 1960’s and 1970’s
in which observations are available at all times, but must be purchased. In Antelman and Savage (1965),
the costly information quickest detection problem for Brownian Motion is first studied; solutions are not
obtained, but some qualitative properties of the value function are established. In Bather (1973), a problem
with both costly information and imperfect observations is studied; again, no explicit solutions are found.
In Balmer (1975), a more thorough analysis of a costly information problem is attempted, but there is a
problem with the author’s analysis: when the process X is not continuously observed, the posterior process
(e.g. pit , P
(
Θ ≤ t|FXt
)
) ceases to become a sufficient statistic, and the time elapsed since an observation
was last made must also be tracked. More recent and complete results in this direction are given by Dalang
and Shiryaev (2014). On the other hand, Banerjee and Veeravalli (2012, 2013) consider a discrete-time
formulation, in which observations are costly only if they occur before the alarm time.
Alternatively, one may formulate a quickest detection problem in which observations of the process
X can be made only at discrete time periods, and such that the agent possesses, no matter what, a fixed
amount of observation rights. For example, we could imagine a remote battery powered sensor which has
enough power to make a fixed number of observations and must be active for an extended amount of time.
Such a problem was first studied in Dayanik (2010), in which it is assumed that observations fall on a
grid which is determined exogenously. If observations can be made only at discrete time periods, it makes
sense to consider the case when there is control over when observations can be used: if observations are a
limited resource, then the judicious use of them should increase efficiency significantly. In such a scenario,
the observation times will no longer be exogenously given, but will be determined adaptively within the
problem as part of the optimal strategy. In Dayanik (2010), an infinite sequence of of observation times is
given. If we allow the controller to choose when observations are made, it does not make sense to allow
him infinitely many observation rights, because as we will see, such a problem is degenerate, and equivalent
to the classical continuously observed case. Therefore, if observation times can be chosen, there must be
some limit on how they can be spent. In this paper, building off the discrete-time analysis in Bayraktar et al.
(2012) and Geng et al. (2014), we study such a problem: an agent tries to determine when a disorder occurs,
but his ability to observe is constrained. In the first variant of the problem, we assume that the agent receives
a lump sum of n observation rights which he may use as he sees fit. In the second variant, we assume that
an independent Poisson process regulates the times at which new observation rights become available.
We now outline the structure of the paper. In Section 2, we formulate the lump sum n-observation
problem, and establish the theoretical existence of optimal strategies. In Section 3, we demonstrate that as
2
n → ∞, this n-observation problem converges to the classical continuous observation problem. In Section
4, we formulate the stochastic arrival rate n-observation problem, and establish the theoretical existence of
optimal strategies. In Sections 5 and 6, we give a numerical algorithm for computing the value functions and
optimal strategies in the lump sum n-observation problem, and illustrate some results from the implementa-
tion of this algorithm. In Section 7, we describe a heuristic algorithm for computing the value functions and
optimal strategies in the stochastic arrival rate problem, and illustrate a result from a partial implementation
of this algorithm. Sections 8, 9, and 10 contain the technical proofs of the results in Sections 2, 4, and 3.
Finally, Sections 11 and 12 are the appendices of this paper where we establish the dynamics of the posterior
process under discrete observations, give selected figures, respectively.
2. THE LUMP SUMN -OBSERVATION PROBLEM: SETUP, EXISTENCE OF OPTIMAL
STRATEGIES
Our basic setup is a probability space (Ω,F , P ′), which supports a Wiener process X = {Xt}t≥0 and an
independent random variable Θ, which has the same distribution as before: with probability p it is zero, and
with probability 1− p it is exponentially distributed with parameter λ.
In Bayraktar et al. (2006), observation times are determined exogenously, and therefore the information
flow is a fixed aspect of the problem. In contrast, when the agent must decide when to make observations,
the information flow is itself variable. In other words, the filtration is dependent on the observation strategy
used. We therefore have to be somewhat technical in our definition of observation strategies. We will now
inductively define elements in the set of allowed observation strategies, denoted by On.
Definition 2.1. We say that a sequence of random variables Ψ = {ψ1, ψ2, . . . , ψn} ∈ On if ψ1 ≤ ψ2 ≤
· · · ≤ ψn, ψ1 deterministic, and for 1 ≤ j ≤ n, ψj ∈
m σ(Xψ1 , . . . , Xψj−1 , ψ1, . . . , ψj−1), i.e. ψj is measurable with respect to the sigma algebra generated by
Xψ1 , . . . , Xψj−1 , ψ1, . . . , ψj−1. We set ψ0 = 0, and for convenience take ψn+1 =∞.
For each Ψ ∈ On, let FΨψj = σ(Xψ1 , . . . , Xψj , ψ1, . . . , ψj). Ψ generates a continuous time filtration
FΨ = (FΨt )t≥0 in the following way. We say that A ∈ FΨt if and only if for each 1 ≤ j ≤ n, A ∩ {ψj ≤
t} ∈ FΨψj . Intuitively, this means that the set A is known at time t if, for any j, it is known at the time of the
jth observation, when this observation comes before t. Let T Ψ be the set of FΨ-stopping times which are
a.s. finite.
Let ΦΨ be the conditional odds-ratio process that the disorder has occurred, supposing that the observa-
tion strategy Φ has been used. In other words
ΦΨt ,
P (Θ ≤ t|FΨt )
P (Θ > t|FΨt )
.
The posterior process ΦΨ can be calculated recursively by the following formula, starting from ΦΨ0 =
p
1−p : for more details, please see Appendix 11, which follows the derivation on p. 32-33 of Bayraktar et al.
(2006).
ΦΨt =
{
ϕ(t− ψn−1,ΦΨψn−1) if ψn−1 ≤ t < ψn
j
(
∆ψn,Φ
Ψ
ψn−1 ,
∆Xψn√
∆ψn
)
if t = ψn,
(2.1)
where ∆ψn = ψn − ψn−1, ∆Xψn = Xψn −Xψn−1 , ϕ(t, φ) = eλt(φ+ 1)− 1, and
j(∆t, φ, z) (2.2)
= exp
{
αz
√
∆t+
(
λ− α
2
2
)
∆t
}
φ+
∫ ∆t
0
λ exp
{(
λ+
αz√
∆t
)
u− α
2u2
2∆t
}
du. (2.3)
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According to Lemma 3.1 of Bayraktar et al. (2006), the minimum Bayes risk equals Rn(p) = 1 − p +
(1− p)cVn(p/(1− p)), where
Vn(φ) , inf
Ψ∈On
inf
τ∈T Ψ
Eφ
[∫ τ
0
e−λt
(
ΦΨt −
λ
c
)
dt
]
, (2.4)
and the expectation Eφ[·] is with respect to a probability measure P under which X is a standard Weiner
process and ΦΨ0 = φ. Consequently, (2.4) is the problem we will focus on.
Proposition 2.1. Let Ψ ∈ On, and let τ be an FΨ-stopping time. Then for each 0 ≤ j ≤ n, τ1{ψj≤τ<ψj+1}
and {ψj ≤ τ < ψj+1} are both FΨψj -measurable.
Proof. The proof is done by a basic modification of Proposition 3.1 and Theorem 3.2 of Dayanik (2010).
The essential property here is that between observations, there is no flow of new information.
Define
T Ψo ,
{
τ ∈ T Ψ : for ω ∈ Ω with τ(ω) ≤ ψn(ω), τ(ω) = ψj(ω) for some 0 ≤ j ≤ n
}
,
i.e. those FΨ-stopping times that do not stop between observations. The following proposition says that, in
contrast with Bayraktar et al. (2006), it is never optimal to stop between observations: if one has a total of n
observations at their disposal, he may as well use all of them.
Proposition 2.2. Vn(φ) = inf
Ψ∈On
inf
τ∈T Ψo
Eφ
[∫ τ
0 e
−λt (ΦΨt − λc ) dt] .
Proof. See Section 8.
Note that for each Ψ, ΦΨ evolves deterministically between observations. This means that between
observations, there is no additional information being accrued. Therefore, upon making an observation, one
may as well determine in that instant when to make the next observation, as opposed to waiting to see what
happens  seconds in the future; no additional information is gained by waiting. Therefore, the problem is
amenable to study by the recursive use of jump operators. We lay out this strategy now.
For bounded w : R+ → R, define the operators
Kw(t, φ) ,
∫ ∞
−∞
w(j(t, φ, z))
exp(−z2/2)√
2pi
dz, (2.5)
Jw(t, φ) ,
∫ t
0
e−λu
(
ϕ(u, φ)− λ
c
)
du+ 1{t>0}e−λtKw(t, φ), (2.6)
and
J0w(φ) , inf
t≥0
Jw(t, φ). (2.7)
Set v0(φ) , J00. Inductively define the value functions, for j ≥ 1,
vj(φ) , J0vj−1(φ).
Let 0 ≤ k ≤ n, and let Ψk = {ψk1 , . . . , ψkk} ∈ Ok. We set
On(Ψk) ,
{
Ψ = {ψ1, . . . , ψn} ∈ On : ψi = ψki , 1 ≤ i ≤ k
}
. (2.8)
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These are the observation strategies whose first k observation times agree with those in Ψk. We define the
following conditional value functions:
γnk (Ψ
k) , ess inf
Ψ∈On(Ψk)
ess inf
τ∈T Ψo ,τ≥ψkk
E
[∫ τ
ψkk
e−λ(t−ψ
k
k)
(
ΦΨt −
λ
c
)
dt
∣∣FΨk
ψkk
]
.
Proposition 2.3 allows us to describe the optimization problem in terms of functions defined by the jump
operator J0. It also establishes that the optimization problem is Markov.
Proposition 2.3. For any n, 0 ≤ k ≤ n, and Ψk ∈ Ok,
γnk (Ψ
k) = vn−k
(
ΦΨ
k
ψk
)
.
In particular, Vn(φ) = vn(φ).
Proof. See Section 8.
For 0 ≤ k < n and  ≥ 0, define
hn−k(φ) , min{s ≥ 0 : Jvn−k(s, φ) ≤ J0vn−k(φ) + }.
These functions are used to construct the near optimal strategies needed for the proof of Proposition 2.3,
but we must show that they are measurable. Note that in the definition of hn−k, we require the first time s
such that Jvn−k(s, φ) ≤ J0vn−k(φ) + . If we simply required any such -optimal time, we could use a
Measurable Selection Theorem, as in Wagner (1977), to imply the measurability of hn−k. Such a theorem,
however, would provide only abstract existence. For computational reasons it is preferable to take the first
optimal time.
Lemma 2.1. For 0 ≤ k < n and  ≥ 0, ψ̂k+1 , ψkk + hn−k
(
ΦΨ
k
ψkk
)
is a stopping time, i.e. it is measurable
with respect to FΨk
ψkk
.
Proof. See Section 8.
Corollary 2.1. Fix n ≥ 1 and  ≥ 0. Consider the observation strategy Ψ̂ , Ψ̂(φ) , {ψ̂1, . . . , ψ̂n},
defined inductively by ψ̂1 , hn(φ), and for 2 ≤ j ≤ n, ψ̂j , ψ̂j−1 + hn−j
(
ΦΨ̂

ψ̂j−1
)
. Let τ̂ (ω) ,
inf{ψ̂j(ω) : ψ̂j(ω) = ψ̂j+1(ω), 0 ≤ j ≤ n− 1} ∧
(
ψ̂n(ω) + t
∗
0
(
ΦΨ̂

ψ̂n
(ω)
))
∈ T Ψ̂o , where t∗0(φ) is defined
to satisfy ϕ(t∗0(φ), φ) =
λ
c . Then
Vn(φ) ≥ Eφ
[∫ τ̂
0
e−λt
(
ΦΨ̂
 − λ
c
)
dt
]
− n.
3. CONVERGENCE TO THE CONTINUOUS OBSERVATION PROBLEM
In this section, we will show the extended weak convergence of a discretized quickest detection problem
to the (classical) continuous observation quickest detection problem, as formulated in Peskir and Shiryaev
(2006), Chapter 4. In all of these problems, the cost functional has the same form, while the dynamics of the
underlying odds processes capture the effect of different observation procedures. The theory of extended
weak convergence, as developed by Aldous in Aldous (1981), provides a metric under which convergence
of optimal stopping problems and their value functions are guaranteed.
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To be more precise, we will show that in a sequence of discrete-time problems, the odds processes Φ˜nt
extended weak converge to the continuous observation odds process φct. We consider two discrete time
problems which are essentially equivalent, one of which fits the model of Dayanik (2010). Studying these
problems will give upper bounds for the value function of our (adaptive) n-observation problem because
they are more restrictive with respect to admissible observation and stopping strategies: in our n-observation
problem, there is complete freedom over both observation and stopping times, whereas in Dayanik (2010)
there is freedom over the stopping time but observations are confined to a preset grid. As we will see,
the value function vc(φ) in the continuous observation problem always gives a lower bound for our value
functions vn(φ). Therefore, we can construct a sequence of functions {v˜Dn }n≥1 such that v˜Dn (φ) ≥ vn(φ) ≥
vc(φ) and v˜Dn (φ)→ vc(φ), which suffices to show that vn(φ) ↓ vc(φ).
3.1. Review of the Continuous Observation Problem and Comparison to the Lump Sum n-Observation
Problem
As before, let X be a standard Brownian motion which gains drift α at the unobservable time Θ, satisfying
P (Θ = 0) = p, P (Θ ∈ dt|Θ > 0) = e−λt. Let Fc be the filtration generated by X , and Sc the set of
associated stopping times. In the quickest detection problem with continuous observation, the minimization
problem is
Rc(p) , inf
τ∈Sc
P (τ < Θ) + cE[(τ −Θ)+].
For details on this problem, see Peskir and Shiryaev (2006), Chapter 4. Here, P and E refer to a probability
measure under which P (Θ = 0) = p. As in Proposition 2.1 of Bayraktar et al. (2006), we may write
Rc(p) = 1− p+ (1− p)cvc
(
p
1− p
)
,
where vc
(
p
1−p
)
= vc(φ) = inf
τ∈Sc
E
[∫∞
0
(
Φct − λc
)
dt
]
, and φct is the odds process under continuous obser-
vation. The dynamics of φct are given by the following stochastic differential equation, whose derivation is
in Peskir and Shiryaev (2006):
dφct , λ(1 + φct)dt+ αφctdWt, (3.1)
with W a standard Brownian Motion. The quickest detection problem is therefore reformulated as an opti-
mal stopping problem on the diffusion φc. The following proposition is intuitively clear, since continuous
observation is certainly preferable to being limited to a finite set of observation times. Recall the value
function vn(φ) of Section 2.
Proposition 3.1. For each n, vn(φ) ≥ vc(φ).
Proof. Let n ≥ 0 be fixed. Let Ψ = {ψ1, . . . , ψn} be an admissible observation strategy, as described in
Section 2. Ψ induces the filtration FΨ, along with its set of stopping times SΨ. As in Dayanik (2010), the
optimal stopping problem associated with the observation strategy Ψ is
RΨ(p) , inf
τ∈SΨ
RΨτ (p),
where RΨτ (p) = P (τ < Θ) + cE[(τ − Θ)+]. By definition,
(FΨt )t≥0 = FΨ ⊂ Fc = (Fct )t≥0, in the
sense that FΨt ⊂ Fct for each time t. It follows then that SΨ ⊂ Sc. Therefore, RΨ(p) ≥ Rc(p). Writing
RΨ(p) = 1 − p + (1 − p)cvΨ
(
p
1−p
)
, it follows that vΨ
(
p
1−p
)
≥ vc
(
p
1−p
)
. Let On denote the set of all
admissible n-observation strategies. Then
vn(φ) = inf
Ψ∈On
vΨ(φ) ≥ vc(φ).
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3.2. Defining the Discretized Problem, and the Convergence Result
We will define two closely related processes, Φ˜n, and Φ˜D,n. Let ∆t = 1n . The process Φ˜
n will be defined on
the grid points {0,∆t, 2∆t, . . .}, and then it will be extended to R+ as a piecewise constant function. Let
{Z1, Z2, . . .} be a sequence of i.i.d N(0, 1) random variables. We define Φ˜n and Φ˜D,n recursively, so that
they only differ in between grid points.
Definition 3.1. Define the process Φ˜n:
Φ˜n0 = φ,
Φ˜nk∆t = j
(
∆t, Φ˜n(k−1)∆t, Zk
)
for k ∈ N,
Φ˜nt = Φ˜
n
(k−1)∆t for (k − 1)∆t ≤ t < k∆t.
Definition 3.2. Define the process Φ˜D,n:
Φ˜D,n0 = φ,
Φ˜D,nk∆t = j
(
∆t, Φ˜D,n(k−1)∆t, Zk
)
for k ∈ N,
Φ˜D,nt = ϕ
(
λ(t− (k − 1)∆t), Φ˜D,n(k−1)∆t
)
for (k − 1)∆t ≤ t < k∆t,
where ϕ
(
λ(t− (k − 1)∆t), Φ˜D,n(k−1)∆t
)
= eλ(t−(k−1)∆t)
(
Φ˜D,n(k−1)∆t + 1
)
−1. We remark that the dynamics
of Φ˜D,n are precisely those of our n-observation problem when observations are taken every 1n units of time.
Since the gaps between observations are deterministic, they are also the typical example of the model in
Dayanik (2010). The dynamics of Φ˜n are modified to make computations more tractable. Notice also that
Φ˜n and Φ˜D,n induce the same filtration. We take F˜n to be the (continuous time) natural filtration generated
by Φ˜nt , and T˜ n the set of F˜n-stoping times. We set
v˜Dn (φ) , inf
τ∈T˜ n
E
[∫ τ
0
e−λs
(
Φ˜D,ns −
λ
c
)
ds
]
.
To properly state our result, we need the concept of extended weak convergence, from Aldous (1981).
We state the definition for the sake of completeness, but we will essentially only need the fact that extended
weak convergence implies convergence of optimal stopping problems.
Definition 3.3. Let (X,F) be a random process, considered as a random element in D(R+), the set of
ca`dla`g paths on R+. For each t, there exists a conditional distribution Zt for X , conditionally on Ft, and
Zt may be viewed as a random element of P(D(R+)), the set of probabilities on D(R+). It is a fact (see
Theorem 13.1 of Aldous (1981)) that these Zt can be combined to form a ca`dla`g process taking values in
P(D(R+)). This process Z is referred to as the prediction process. For processes (Xn,Fn) and (X,F), we
say that Xn extended converges to X , writing Xn V X , if the associated prediction processes Zn converge
weakly to Z, i.e. weak convergence of their induced measures on P(D(R+)).
Our principal interest in extended weak convergence is derived from the following (in a slightly weak-
ened form) theorem in Aldous (1981). Let γ : [0,∞)×R→ R be bounded and continuous. Given a process
(X,F), let TL denote its stopping times bounded in size by L, and define
Γ(L) , sup
T∈TL
E [γ(T,XT )] .
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Proposition 3.2. [Theorem 17.2, Aldous (1981)] Suppose (Xn,Fn) V (X∞,F∞). Suppose (X∞,F∞) is
quasi left continuous (or continuous), and suppose that F∞ is the usual filtration for X∞. Then Γn(L) →
Γ∞(L).
Our goal, therefore, is to show that Φ˜n V φc. The following two results from Aldous (1981) yield a
feasible strategy for establishing extended weak convergence to a diffusion. The effectiveness of this method
lies in the fact that the (complicated) limiting process never needs to be directly studied; this is the basic
property of establishing weak convergence. The message of the next two Propositions is the following: the
standard way that one shows weak convergence is Proposition 3.3, but in fact weak convergence is strictly
weaker than the hypotheses in this Proposition. It turns out that these conditions are exactly equivalent to
extended weak convergence. Thus, by following the “standard” method for establishing weak convergence,
one obtains the more powerful extended weak convergence for free.
Proposition 3.3 (Theorem 8.22, Aldous (1981)). Let a(x) > 0 and b(x) be bounded continuous functions
and let x0 ∈ R. Let X be the diffusion with drift b(x) and variance a(x), and X0 = x0. Let (Xn,Fn) be a
sequence of processes. Suppose that for all L > 0
(a) Xn0 ⇒ X0
(b) E
[
sup
t≤L
(
Xnt −Xnt−
)2]→ 0 as n→∞.
Suppose also that for each n, there exist Nnt and N nt adapted to Fn such that for all L > 0
(c) (Mn,Fn) is a martingale, where Mnt = Xnt −
∫ t
0 b(X
n
s )ds−Nnt
(d) (Sn,Fn) is a martingale, where Snt = (Mnt )
2 − ∫ t0 a(Xns )ds−N nt
(e) sup
T∈T nL
E
[
(NnT )
2
]
→ 0 as n→∞
(f) sup
T∈T nL
E [|N nT |]→ 0 as n→∞,
where T nL is the set of Fn-stopping times bounded by L. Then Xn ⇒ X (i.e., weak convergence).
Proposition 3.4 (Proposition 21.17, Aldous (1981)). Let (Y n,Fn) be a sequence of processes, and X the
diffusion with drift b(x) and variance a(x). In order that Y n V X (i.e. extended weak convergence), it is
necessary and sufficient that there exist Xn adapted to Fn such that
(i) sup
t≤L
|Xnt − Y nt | → 0 in probability
(ii) (Xn,Fn) satisfies the hypotheses of Proposition 3.3.
Proposition 3.5. As n→∞, Φ˜nt V φct
Proof. The proof consists of checking the six conditions in Proposition 3.3, which necessitates establishing
some moment inequalities on Φ˜n. We refer the reader to Section 9.
Corollary 3.1. As n→∞, Φ˜D,n V φc.
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Proof. Let gn(φ) = e
λ
n (φ+ 1)− 1− φ = (φ+ 1) ·O ( 1n).
Note that
sup
0≤t≤L
|Φ˜nt − Φ˜D,nt | = gn
(
max
0≤k≤kmax
Φ˜nk
n
)
.
As in the proof of Proposition 3.5, Φ˜n is a submartingale, and so by Doob’s L2 Inequality,
E
[
sup
0≤t≤L
|Φ˜nt − Φ˜D,nt |2
]
= O
(
1
n2
)
E
[(
1 + Φ˜nT
)2]
.
Using the moment bounds on Φ˜n, which we will establish in Section 9, we see that this last quantity above
is O
(
1
n2
)
. Now, we can see that Condition (i) in Proposition 3.4 is satisfied. Applying it with Proposition
3.5, we deduce the Corollary.
Corollary 3.2. As n→∞, v˜Dn (φ)→ vc(φ) and vn(φ)→ vc(φ).
Proof. First, note that for any  > 0, there exists a L = L() such that for all n,
v˜Dn (φ) > inf
τ∈T˜ n,τ≤L
E
[∫ τ
0
e−λs
(
Φ˜D,ns −
λ
c
)
ds
]
− ,
and the same type of inequality holds true for vc(φ). This is because the running reward function at time
s is greater than −λc e−λs, as Φ˜D,n and φc are nonnegative. Therefore, the value functions v˜Dn and vc are
uniformly approximated by problems where the allowed stopping times are uniformly bounded. Therefore,
to show that v˜Dn converges to vc, we may assume that all stopping times are bounded by some constant L.
Now, we cannot apply Proposition 3.2 directly, since the value functions v˜Dn and vc are optimal stopping
problems, not on Φ˜D,n and φc, but on their time integrals. Fortunately, there is a simple way to work around
this technical difficulty, using one last result from Aldous (1981).
Lemma 3.1. Let H : D(R) → D(R) be a continuous mapping such that if f(u) = g(u) for u ≤ t then
(Hf)(t) = (Hg)(t). Then if (Xn,Fn) V (X∞,F∞) and Y n = H(Xn), (Y n,Fn) V (Y∞,F∞).
For H defined by (Hf)(t) =
∫ t
0 f(s)ds, it is clear that the conditions of Lemma 3.1 are satisfied, at
the very least when H is resticted to continuous paths. Therefore,
∫ ·
0 Φ˜
D,n
s ds V
∫ ·
0 φ
c
sds. Therefore, by
Proposition 3.2, we have v˜Dn → vc. In computing vDn , we take bLnc observations, so vDn ≥ vbLnc ≥ vc. By
the monotonicity of vn with respect to n, it follows that vn → vc.
4. THE STOCHASTIC ARRIVAL RATE N -OBSERVATION PROBLEM: SETUP, EXIS-
TENCE OF OPTIMAL STRATEGIES
We will consider two subcases of this problem. First, we assume that a total of n observation rights arrive
via a Poisson process. Second, we assume that the rates arrive indefinitely from a Poisson process. The
second case will be addressed as a limiting case of the former. Suppose that, in addition to supporting
a Wiener process X and the random variable Θ, the space (Ω, P ) supports an independent, completely
observable Poisson process {Nt}t≥0 with arrival rate µ > 0. Let η1 ≤ η2 ≤ · · · denote the increasing
sequence of jumps times of N . For convenience, take η0 = 0. We will define the set of allowed observation
strategies for both the “n total observation rights” problem and for the infinite observation rights problem.
When we consider the “n total observation rights” problem, we will stop N after n arrivals, and assume that
ηn+1 =∞. As before, we will first define the set of admissible observation strategies.
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Definition 4.1. For a sequence of random variables ψ1 ≤ ψ2 ≤ · · · ≤ ψn, we say Ψ = {ψ1, . . . , ψn} is an
admissible observation strategy in the stochastic arrival rate n-observation problem, written Ψ ∈On, if
ψj ∈ m σ(Xψ1 , . . . , Xψj−1 , ψ1, . . . , ψj−1, η1, . . . , ηj) and ψj ≥ ηj
for each 1 ≤ j ≤ n. For convenience, we will always set ψ0 = 0 for any Ψ.
Definition 4.2. For Ψ = {ψ1, ψ2, . . .}, we say that Ψ is an admissible observation strategy in the stochastic
arrival rate infinite observation problem, written Ψ ∈O∞, if for each n, {ψ1, . . . , ψn} ∈On.
Using the same construction as in the previous section, each Ψ ∈On, 1 ≤ n ≤ ∞, induces a continuous
time filtration F˜Ψ = (F˜Ψt )t≥0 which is built up from the discrete observations made at times ψi. We take
FΨ = F˜Ψ ∨ FN , FN being the filtration generated by the Poisson process N . Each Ψ induces the set T Ψ of
FΨ-stopping times and the observed posterior process ΦΨ defined by (2.1).
Take 1 ≤ n ≤ ∞. As before, according to Lemma 3.1 of Bayraktar et al. (2006), the minimum Bayes
risk equals Rn(p) = 1− p+ (1− p)cVn(p/(1− p)), where
Vn(φ) , inf
Ψ∈On
inf
τ∈T Ψ
Eφ
[∫ τ
0
e−λt
(
ΦΨt −
λ
c
)
dt
]
, (4.1)
and the expectation Eφ[·] is with respect to a probability measure P under which X is a standard Weiner
process and ΦΨ0 = φ. Hence, we will focus on solving (4.1).
We will first specialize to the case where n <∞. As in the previous section, in considering the problem
Vn, we can optimize over a smaller set of stopping times than T Ψ.
Definition 4.3. Let Ψ ∈On, and let τ ∈ T Ψ. We say that τ ∈ T Ψs if {ψi < τ < ψi+1}∩{ψi ≥ ηi+1} = ∅,
for each 0 ≤ i ≤ n− 1.
Note that {ψi ≥ ηi+1} represents the scenarios when, after making observation i, the agent has addi-
tional observation rights stockpiled. Therefore, a stopping time τ ∈ T Ψs is one that does not stop while there
are unused observation rights. As in Section 2, we have
Proposition 4.1. Vn(φ) = inf
Ψ∈On
inf
τ∈T Ψs
Eφ
[∫ τ
0 e
−λt (ΦΨt − λc ) dt].
Proof. Let Ψ ∈ On, and τ ∈ T Ψ. First, note that every stopping time τ ∈ T Ψ satisfies {ψ0 < τ <
ψ1} ∩ {ψ0 ≥ η1} = ∅, simply because {ψ0 ≥ η1} = ∅, η1 being a strictly positive random variable. The
proof now is essentially identical to that of Proposition 2.1. As before, if we were to stop the game while
having unused observation rights, we could construct a new observation strategy which adds in an additional
observation at that stopping time, without changing the value received.
Now, we will define some operators, which have analogs in the lump sum n-observation problem. Let
ΛF ⊂ R2+ denote the set of feasible values of the state process (t,Φt). Precisely:
ΛF =
{
(y, φ) : y ≥ 0, φ ≥ eλy − 1
}
.
Here y represents the time since the last observation. In the absence of observations, the trajectory of the
state process follows the path (t, eλt(φ+ 1)− 1), starting from φ at time zero. Since φ ≥ 0 at time zero, all
trajectories must lie in ΛF .
Recall the operator K from (2.5). We will extend it as follows: for w : ΛF → R bounded, define
Kw(t, φ) ,
∫ ∞
−∞
w(0, j(t, φ, z))
exp(−z2/2)√
2pi
dz. (4.2)
10
In the next two operators, the “0” superscript stands for “no observations stockpiled”. We define, for w :
ΛF → R bounded,
J0w(t, y, φ)
,
∫ ∞
0
µe−µu
(∫ u∧t
0
e−λr
(
ϕ(r, φ)− λ
c
)
dr + e−λu1{t>u}w(y + u, ϕ(u, φ))
)
du, (4.3)
J00w(y, φ) , inf
t≥0
J0w(t, y, φ). (4.4)
Let us explain the operator J0. It describes the situation in which the agent has no observations stockpiled,
the posterior is φ, and y units of time have passed since the last observation was made. Faced with this
scenario, he stops at time t, which may be prior to the arrival time u of the next observation right, or after
it. An agent will be left with no observations stockpiled only if he has just used an observation, so for
these operators y will effectively be zero. For subsequent operators, we will consider scenarios where y is
positive, and so for this reason we keep the notation consistent.
Next we define jump operators J+ and J+0 , corresponding to the scenario when the agent has stockpiled
observation rights after he has either just made an observation or received an observation right. We define,
for w1, w2 : ΛF → R bounded,
J+(w1, w2)(t, y, φ) (4.5)
,
∫ ∞
0
µe−µu
(∫ u∧t
0
e−λr
(
ϕ(r, φ)− λ
c
)
dr
+e−λt1{t<u}Kw1 (y + t, ϕ(−y, φ)) + e−λu1{u≤t}w2(y + u, ϕ(u, φ))
)
du,
J+0 (w
1, w2)(y, φ) , inf
t≥0
J+(w1, w2)(t, y, φ). (4.6)
From Proposition 4.1, we have seen that it is never optimal for an agent to stop while he has unused observa-
tion rights. Therefore, if he has observation rights stockpiled, the agent either observes immediately (t = 0),
which is equivalent to stopping, or chooses his next observation time t > 0. If u is the next arrival time of
an additional observation right, then his next observation time t may be either prior to or after the arrival of
the next observation right. Here of the two continuation functions w1 and w2, w1 corresponds to this former
scenario, and w2 to the latter. The variable y denotes the amount of time that has passed since the agent has
last made an observation, which may be nonzero if an observation right has arrived more recently than the
last time an observation was made.
We will need one more pair of operators, corresponding to the times when all n observation rights
have been received. Note that this scenario explains why the “lump sum n observation rights” problem is
essentially embedded in this one. Therefore, note the similarity between Je, Je0 , defined below, and J, J0,
defined in (2.7). The main difference consists in allowing y to be nonzero, allowing for the possibility that
time has elapsed since the last observation. We define, for w : ΛF → R bounded,
Jew(t, y, φ) ,
∫ t
0
e−λr
(
ϕ(r, φ)− λ
c
)
dr + e−λtKw(y + t, ϕ(−y, φ)), (4.7)
Je0w(y, φ) , inf
t≥0
Jew(t, y, φ). (4.8)
Fix 1 ≤ n < ∞. Set vnn,n+1(y, φ) , 0. For 0 ≤ k ≤ n, set vnn,k(y, φ) , Je0vnn,k+1(y, φ). The
superscript “n” corresponds to n total observation rights, while the subscript “n,k” corresponds to n ob-
servation rights received and k observations used. Note that when there are n observation rights arriving
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stochastically, it is the case that once all of these n observations have arrived, we essentially revert to
the lump sum problem. We now define vnn−1,n−1(y, φ) , J00vnn,n−1(y, φ) and, for 0 ≤ k < n − 1,
vnn−1,k(y, φ) , J+0 (vnn−1,k+1,vnn,k)(y, φ). Proceeding inductively in this way, we define
vnj,j(y, φ) , J00 (vnj+1,j)(y, φ), 0 ≤ j ≤ n,
vnj,k(y, φ) , J+0 (vnj,k+1,vnj+1,k)(y, φ), 0 ≤ k < j ≤ n.
The function vnj,k(y, φ) is a value function, representing the value when there are n total observation
rights, of which j have been received and k ≤ j spent, the current posterior level is φ, and y units of time
have elapsed since the last observation was made. Note that by definition of J00 , v
n
j,j ≤ 0, 0 ≤ j ≤ n. From
this and the definition of J+0 , it also follows that v
n
j,k ≤ 0 for all j and k. We illustrate the relationship
between the value functions and the jump operators through figures 8 and 9, found in Appendix 12.
Fix 0 ≤ k ≤ n, and let Ψk = {ψk1 , . . . , ψkk} ∈Ok, from Definition 4.1. We set, for k ≤ j ≤ n,
Onj,k(Ψ
k) ,
{
Ψ = {ψ1, . . . , ψn} ∈On : ψi = ψki , 1 ≤ i ≤ k and ψk+1 ≥ ηj
}
.
Intuitively, Onj,k(Ψ
k) consists of the observation strategies one can pursue after observing at ψk1 , . . . , ψ
k
k ,
and refraining from observing next until ηj . Note that the last requirement ψk+1 ≥ ηj is vacuous when
j = k, k + 1. We let, for 0 ≤ k ≤ n and k ≤ j ≤ n,
γnj,k(Ψ
k) , ess inf
Ψ∈Onj,k(Ψk)
ess inf
τ∈T Ψs ,τ≥ψkk∨ηj
E
[∫ τ
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨt −
λ
c
)
dt
∣∣FΨk
ψkk∨ηj
]
.
Note that the “reference” time above is ψkk ∨ ηj . We are in a scenario where j observation rights have
been received and k spent; if ψkk > ηj , we arrived at this state from “j observation rights received, k − 1
observations spent”, and if ηj > ψkk , we arrived at this state from “j−1 observations received, k observations
spent”.
Proposition 4.2. For any n, 0 ≤ k ≤ j ≤ n and Ψk = {ψk1 , . . . , ψkk} ∈Ok,
γnj,k(Ψ
k) ≥ vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
(4.9)
on the set {ψkk < ηj+1}.
Proof. See Section 10.
For the proof of the other inequality, we will need to construct some optimal stopping times, describing
when one should either observe the process or stop and accept the change hypothesis. We will do this
inductively, with the help of some auxiliary functions. Set snn,n(y, φ) = s
n
n,n(φ) , t∗0(φ), defined by
t∗0(φ) =
1
λ
log
(
c+ λ
c(φ+ 1)
)
∨ 0. (4.10)
For 0 ≤ k < n, define onn,k(y, φ) , inf
{
s ≥ 0 : Jevnn,k+1(s, y, φ) = Je0vnn,k+1(y, φ)
}
. We define, for
0 ≤ j < n,
snj,j(y, φ) , inf
{
s ≥ 0 : J0vnj+1,j(s, y, φ) = J00vnj+1,j(y, φ)
}
and, for 0 ≤ j < n, 0 ≤ k < j,
onj,k(y, φ) , inf
{
s ≥ 0 : J+ (vnj,k+1,vnj+1,k) (s, y, φ) = J+0 (vnj,k+1,vnj+1,k) (y, φ)} .
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The notation “s” and “o” stands for, respectively, stop, and observe. This is in line with the reasoning
that one should stop only when there are no available observation rights, i.e. j = k.
For Ψk = {ψk1 , . . . , ψkk} ∈Ok, we define the “action times” (either stopping or making an observation)
τ̂nj,k, k ≤ j ≤ n. Set
τ̂nn,k = τ̂
n
n,k(Ψ
k)
, ψkk ∨ ηn + onn,k
(
ψkk ∨ ηn − ψkk ,ΦΨ
k
ψkk∨ηn
)
,
and we will inductively define, on the set {ψkk < ηj+1}, k < j < n,
τ̂nj,k = τ̂
n
j,k(Ψ
k)
,
ψ
k
k ∨ ηj + onj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
if ψkk ∨ ηj + onj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
< ηj+1
τ̂nj+1,k(Ψ
k) if ψkk ∨ ηj + onj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
≥ ηj+1
and
τ̂nk,k = τ̂
n
k,k(Ψ
k)
,
ψ
k
k + s
n
k,k
(
ΦΨ
k
ψkk
)
if ψkk + s
n
j,k
(
ΦΨ
k
ψkk
)
< ηk+1
τ̂nk+1,k(Ψ
k) if ψkk + s
n
k,k
(
ΦΨ
k
ψkk
)
≥ ηk+1.
Proposition 4.3. For any n, 0 ≤ k ≤ j ≤ n and Ψk = {ψk1 , . . . , ψkk} ∈Ok, on the set {ψkk < ηj+1},
γnj,k(Ψ
k) ≤ vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
. (4.11)
Hence, γnj,k(Ψ
k) = vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
. Furthermore, on the set {ψjj < ηj+1},
vnj,j
(
0,ΦΨ
j
ψjj
)
= E
[∫ τ̂nj,j∧ηj+1
ψjj
e−λ(s−ψ
j
j )
(
ϕ
(
s− ψjj ,ΦΨ
j
ψjj
)
− λ
c
)
ds
+ e−λ(ηj+1−ψ
j
j )1{τ̂nj,j>ηj+1}v
n
j+1,j
(
ηj+1 − ψjj , ϕ
(
ηj+1 − ψjj ,ΦΨ
j
ψjj
))
|FΨj
ψjj
]
, (4.12)
and for k < j, on the set {ψkk < ηj+1},
vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
(4.13)
= E
[∫ τ̂nj,k∧ηj+1
ψkk∨ηj
e−λ(s−ψ
k
k∨ηj)
(
ϕ
(
s− ψkk ∨ ηj ,ΦΨ
k
ψkk∨ηj
)
− λ
c
)
ds
+e−λ(τ̂
n
j,k−ψkk∨ηj)1{τ̂nj,k<ηj+1}Kv
n
j,k+1
(
τ̂nj,k − ψkk , ϕ
(
−(ψkk ∨ ηj − ψkk),ΦΨ
k
ψkk∨ηj
))
+e−λ(ηj+1−ψ
k
k∨ηj)1{ηj+1≤τ̂nj,k}v
n
j+1,k
(
ηj+1 − ψkk , ϕ
(
ηj+1 − ψkk ∨ ηj ,ΦΨ
k
ψkk∨ηj
)) ∣∣FΨkψkk∨ηj
]
.
In particular, Vn(φ) = vn0,0(φ).
Proof. See Section 10.
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As a consequence of Proposition 4.3, we may inductively describe the optimal observation strategies
and stopping times, which are as follows. Consider a given instant of time, when an observation has just
been spent or an observation right has just been received. Let j be the number of observation rights received,
k ≤ j be the number of observation rights used, let φ be the current value of the posterior process, and let y
be the amount of time elapsed since the last time an observation was made.
Corollary 4.1. The following observation/stopping strategy is optimal. Suppose that an observation has
just been made or an observation right has just been received.
Observation Strategy
(1) If k = j, there are no available observation rights. Wait until time ηj+1, increment j by 1, and
proceed to (2) with the appropriate changes to φ, y.
(2) If k < j, calculate τ̂nj,k, which is a function of j, k, φ, y, and the current time. If τ̂
n
j,k < ηj+1, spend an
observation right at time τ̂nj,k, and increment k by 1. If k + 1 < j, proceed to (2) and if k + 1 = j,
proceed to (1), making the appropriate changes to φ and y. Otherwise, if τ̂nj,k ≥ ηj+1, increment j by
1, and proceed to (2) with the appropriate changes to φ and y.
Stopping Strategy If k = j and τ̂nj,j < ηj+1, stop the game at time τ̂nj,j . If τ̂nj,j ≥ ηj+1, increment j by 1
and proceed to Observation Strategy (2). The game is never stopped when k < j.
Remark 4.1. In the corollary above, we say that the agent optimally stops the game only when he has no
spare observation rights. This is essentially a formalism. One can envision a scenario in which the agent
makes an observation, and notices that the posterior is at a very high level, indicating that it is very likely
that the disorder has occurred. The agent will want to stop the game immediately. In our setup, the agent,
if he has spare observation rights, will exercise them all instantaneously to get to the point where he has no
observation rights remaining, after which he will stop the game.
4.1. The Infinite Horizon Problem
We consider now the subcase of the stochastic arrival problem in which observation rights continue to
arrive indefinitely. The following proposition says that the value function in the infinite arrival problem
is approximated uniformly by the value function in the n arrival problem, as n goes to infinity. Since the
strategy space for the n arrival problem is contained within the strategy space for the infinite arrival problem,
it therefore follows that we may use optimal strategies in the n arrival problem to find near optimal strategies
in the infinite arrival problem.
Proposition 4.4. The value functions Vn(φ) converge to V∞(φ) as n → ∞, uniformly over φ. More
precisely, 0 ≤ V∞ − Vn ≤ 1c
(
µ
µ+λ
)n+1
.
Proof. The inequality V∞ ≤ Vn is an immediate consequence of the fact thatOn is naturally included in
O∞, i.e. for any element Ψ ofOn, there is an element Ψ˜ ofO∞ such that the first n observation times of
Ψ˜ coincide with those of Ψ.
For the second inequality, let Ψ = {ψ1, ψ2, . . .} be an arbitrary element ofO∞. By definition, it must be
the case that ψn+1 ≥ ηn+1, and that {ψ1, . . . , ψn} is an element ofOn. Noting that for all Ψ, the posterior
process ΦΨ is positive, it follows that
V∞ − Vn ≥ E
[∫ ∞
ηn+1
e−λs
−λ
c
ds
]
=
1
c
E
[
e−ληn+1
]
. (4.14)
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Now, ηn+1, being the sum of n + 1 independent exponential random variables with parameter µ, has the
Erlang distribution ηn+1 ∼ Erlang(n+ 1, µ), which has Laplace transform f∗(s) =
(
µ
µ+s
)n+1
. It therefore
follows that the right hand side of (4.14) above is equal to 1c
(
µ
µ+λ
)n+1
, which tends to zero as n→∞.
Remark 4.2. A similar argument may be used to show the convergence of vn0,0(0, φ) ( n total observations
arriving stochastically, of which none have yet arrived) to vn(φ), (n total observations, all of which are
available), as the arrival rate µ → ∞. Suppose that for some φ, t∗n(φ), the optimal time to make the first
observation in the lump sum n-observation problem, is strictly positive. Using the cumulative distribution
of an Erlang random variable, it is easily calculated that the probability that all n observation rights arrive
before time t∗n(φ) is
1−
n−1∑
k=0
1
k!
e−µt
∗
n(φ)(µt∗n(φ))
k.
When n and φ are fixed, so that t∗n(φ) is fixed, this expression converges to 1 almost exponentially fast as
µ→∞. If all observation rights arrive before time t∗n(φ), then the stochastic arrival of the observation rights
imposes no restriction on observation strategies vis-a-vis the scenario in which all n-observation rights are
available all along, because the agent has received all observation rights by the time he wishes to make
even a single observation. Therefore, with probability at least 1 −∑n−1k=0 1k!e−µt∗n(φ)(µt∗n(φ))k the strategy
that one would pursue in the Lump Sum n-observation problem is also feasible in the stochastic arrival rate
problem. This implies that for fixed n and φ, vn0,0(0, φ) should converge at least almost exponentially fast
to vn(φ) as µ → ∞. Note that a uniform rate of convergence over all φ is not guaranteed. When t∗n(φ)
is very close to zero, it becomes increasingly important to have observation rights immediately available.
Additionally, this argument does not hold uniformly over all n as n → ∞. In fact, the convergence rate of
v∞0,0(0, φ) to vc(φ) as a function of µ will be comparable to the convergence of vn(φ) to vc(φ) as a function
of n, which is rather slow (see Table 1). This is because, in any finite time interval, the expected number of
received observation rights will be proportional to the arrival rate µ.
5. AN ALGORITHM FOR THE LUMP SUM N -OBSERVATION PROBLEM
In this section, we explicitly describe an algorithm for computing the value functions v0, v1, . . . , vN , as well
as the boundaries which determine when observations should be made. We give a rigorous construction
which shows how solutions may be constructed up to any specified error tolerance. We have the following
main result in this section, giving worst case error bounds:
Proposition 5.1. Fix a positive integer N . Then in O(N
6
3
) function evaluations, we may uniformly approx-
imate v0(φ), v1(φ), . . . , vN (φ) to within .
We note that in the process of calculating the value functions, we also determine the boundaries which
determine the optimal observation behavior. We outline the steps of the algorithm in Subsection 5.1. In
Subsection 5.2, we justify the error bounds of Step 2 of the algorithm. In Subsection 5.3, we explain
the error bounds of Step 3, as well as explaining how an upperbound φ may be constructed. Finally, in
Subsection 5.4, we give error bounds for iterating Steps 2 and 3 multiple times.
5.1. Pseudo-Code for the Algorithm
Here we outline the steps of the algorithm. Subsequent parts of this section will explain why such an
algorithm works to uniformly approximate the value functions.
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(1) Fix N , the total number of observations. Discretize the φ variable into φ0 = 0, φ1, . . . , φJ = φ, and
set all value functions equal to zero for φ ≥ φ.
(2) The function v0(φ) can be analytically computed. Fix φj , and approximately minimize t 7→ Jv0(t, φj)
by computing Jw(ti, φj), for t0 = 0, t1, . . . , tK = T a discretization of t, and T an upper bound on
the size of optimal t, established in Lemma 5.3. Let the minimizer be t̂∗n(φj).
(3) Having computed above an approximation to v1(φj), interpolate these values in a piecewise constant
fahion to obtain a function v̂1(φ) which approximates v1(φ).
(4) Let the collection of points (t̂∗n(φj), ϕ(t̂∗n(φj), φj)) define the observation barrier.
(5) Repeat Steps 2, 3, except now minimizing t 7→ Jv̂1(t, φ), to obtain an approximation v̂2(φ) to v2(φ).
(6) Continue this procedure until v̂N (φ) is computed.
5.2. Minimizing t 7→ Jw(t, φ) for φ Fixed
Lemma 5.1. For each n ≥ 0, −1c ≤ Vn(φ) ≤ 0 for all φ.
Proof. According to Proposition 2.3, Vn = vn, where v−1 ≡ 0, and for n ≥ 0, vn = J0vn−1. Here J0 is
the jump operator defined in Section 2. Note that 0 clearly satisfies the conclusion of the lemma. Therefore,
it suffices to establish the inductive step: if −1c ≤ vn ≤ 0, then −1c ≤ J0vn ≤ 0. The upper bound follows
from J0vn(φ) ≤ Jvn(0, φ) = 0. For the lower bound, calculate that for any t,
Jvn(t, φ)
=
∫ t
0
e−λu
(
ϕ(u, φ)− λ
c
)
du+ e−λtKvn(t, φ)
≥
∫ t
0
e−λu
(
ϕ(u, φ)− λ
c
)
du+ e−λt
(−1
c
)
≥
∫ t
0
e−λu
(
−λ
c
)
du+ e−λt
(−1
c
)
=
−1
c
.
Taking the infimum over all t yields J0vn(φ) ≥ −1c .
Lemma 5.2. For each n ≥ 0, vn(φ) is concave and increasing in φ.
Proof. Follows by definition, and the fact that an infimum of concave functions is again concave.
Lemma 5.3. For T , 1λ
(
1 + λc
)
+ 1c and each n,
vn(φ) = J0vn−1(φ)
= inf
0≤t≤T
∫ t
0
e−λu
(
ϕ(u, φ)− λ
c
)
du+ e−λtKvn−1(t, φ).
In other words, the optimal time t∗ can be assumed to be less than or equal to T .
16
Proof. Note that ∫ t
0
e−λu
(
ϕ(u, φ)− λ
c
)
du =
∫ t
0
[
φ+ 1− e−λu
(
1 +
λ
c
)]
du
= (φ+ 1)t+
1
λ
(
1 +
λ
c
)
(e−λt − 1)
≥ t− 1
λ
(
1 +
λ
c
)
.
It follows therefore, that for t ≥ 1λ
(
1 + λc
)
+ 1c = T , Jvn(t, φ) ≥ 0 for any n. Here we have used the
uniform lower bound for vn established in Lemma 5.1. By the upper bound in that Lemma, vn ≤ 0, so it is
sufficient to minimize Jvn(t, φ) over t ∈ [0, T ].
Lemma 5.4. Let || · ||Lip denote the Lipschitz norm. For each n ≥ 0, ||vn||Lip ≤ T + ||vn−1||Lip.
Proof. Take φ1 < φ2. We have, using Lemma 5.3 for the first inequality,
|vn(φ1)− vn(φ2)| ≤ sup
0≤t≤T
∣∣∣∣∫ t
0
[
e−λu
(
ϕ(u, φ1)− λ
c
)
− e−λu
(
ϕ(u, φ2)− λ
c
)]
du
∣∣∣∣
+ sup
0≤t≤T
∣∣∣e−λt (Kvn−1(t, φ1)−Kvn−1(t, φ2))∣∣∣ .
We treat these two terms on the right hand side separately. We calculate that the first term is actually equal
to
sup
0≤t≤T
∣∣∣∣∫ t
0
(φ1 − φ2)du
∣∣∣∣ = T |φ1 − φ2|.
To calculate the second term, fix t ∈ [0, T ]. Then∣∣∣∣∣e−λt
∫ ∞
−∞
(
vn−1(j(t, φ1, z))− vn−1(j(t, φ2, z))
)e−z2/2√
2pi
dz
∣∣∣∣∣
≤ ||vn−1||Lip e−λt
∫ ∞
−∞
|j(t, φ1, z)− j(t, φ2, z)|e
−z2/2
√
2pi
dz
= ||vn−1||Lipe−λt|φ1 − φ2|
∫ ∞
−∞
eαz
√
t+(λ−α2/2)t e−z
2/2
√
2pi
dz
= ||vn−1||Lipe−λt|φ1 − φ2|eλt
= ||vn−1||Lip|φ1 − φ2|,
where the first equality uses the definition of j(t, φ, z), in Section 2. It now follows that |vn(φ1)−vn(φ2)| ≤
(T + ||vn−1||Lip) |φ1 − φ2|.
Lemma 5.5. The mapping t 7→ Jvn(t, φ) is 12 -Ho¨lder continuous. In particular, | ddtJvn(t, φ)| ≤ φ + a +
b||vn||Lipt−1/2, for constants
a =
(
1 +
λ
c
+
1
c
)
e−λt,
b =
(
φ
(
1
2
αC1 + λ
)
+ λ+
1
2λ
C1
)
.
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Proof. We calculate that
d
dt
Jvn(t, φ) = φ+ 1− e−λt
(
1 +
λ
c
)
+ e−λt
d
dt
Kvn(t, φ)− λe−λtKvn(t, φ).
Using |vn| ≤ 1c , this implies that∣∣∣∣ ddtJvn(t, φ)
∣∣∣∣ ≤ φ+ e−λt(1 + λc + 1c
)
+
∣∣∣∣e−λt ddtKvn(t, φ)
∣∣∣∣ . (5.1)
Taking a =
(
1 + λc
)
e−λt + 1c , it therefore suffices to bound the last term on the right hand side above. So,∣∣∣∣e−λt ddtKvn(t, φ)
∣∣∣∣ =
∣∣∣∣∣e−λt ddt
∫ ∞
−∞
vn(j(t, φ, z))
e−z2/2√
2pi
dz
∣∣∣∣∣
=
∣∣∣∣∣e−λt
∫ ∞
−∞
v′n(j(t, φ, z))
dj
dt
e−z2/2√
2pi
dz
∣∣∣∣∣
≤ e−λt||vn||Lip
∫ ∞
−∞
∣∣∣∣∣djdt e−z
2/2
√
2pi
∣∣∣∣∣ dz,
(5.2)
with the exchange of derivatives and integrals in the second equality justified by the fact that v′n is bounded,
established in Lemma 5.4. We now examine more closely the integrand in the last line above. We calculate
that
dj
dt
=
(
1
2
αzt−1/2 + (λ− α2/2)
)
exp
{
αz
√
t+ (λ− α2/2)t
}
φ (5.3)
+ λ exp
{
αz
√
t+ (λ− α2/2)t
}
(5.4)
+
∫ t
0
λ
(−1
2
αzut−3/2 +
1
2
α2u2t−2
)
exp
{(
λ+
αz√
t
)
u− α
2u2
2t
}
du, (5.5)
and here the first term above came from differentiating the first term of j, and the second and third terms
came from differentiating the second term of j. We label these terms in (5.3) (A1), (A2), (A3). Then∫ ∞
−∞
|(A1)| e−z2/2/
√
2pi = eλtφ
∫ ∞
−∞
∣∣∣∣12αzt−1/2 + (λ− α2/2)
∣∣∣∣ e−(z−α√t)2/2/√2pidz
≤ eλtφ
∫ ∞
−∞
(
1
2
αt−1/2
∣∣∣z − α√t∣∣∣+ λ) e−(z−α√t)2/2/√2pidz
= eλtφ
(
1
2
αt−1/2C1 + λ
)
,
with C1 a universal constant equal arising from the expectation of the absolute value of a standard normal
r.v. The second term can be treated similarly, yielding∫ ∞
−∞
|(A2)|e−z2/2/
√
2pidz ≤ λeλt.
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For the third term, we have, using Fubini’s Theorem for the first inequality,∫ ∞
−∞
|(A3)|e
−z2
√
2pi
dz = λ
∫ t
0
∫ ∞
−∞
1
2
αut−3/2eλu
∣∣∣∣z − αu√t
∣∣∣∣ e−(z−αu/
√
t)2/2
√
2pi
dzdu
= λ
1
2
αt−3/2
∫ t
0
ueλu
∫ ∞
−∞
∣∣∣∣z − αu√t
∣∣∣∣ e−(z−αu/
√
t)2/2
√
2pi
dzdu
= λ
1
2
αt−3/2C1
∫ t
0
ueλudu
≤ λ1
2
αt−3/2C1
eλt(λt− 1) + 1
λ2
.
This has absolute value less than or equal to λ12αt
−3/2C1 e
λtt
λ = λ
1
2αt
−1/2C1 e
λt
λ .
Plugging these three estimates into (5.2), we obtain:
∣∣∣∣e−λt ddtKvn(t, φ)
∣∣∣∣
≤ e−λt||vn||Lip
∫ ∞
−∞
∣∣∣∣∣djdt e−z
2/2
√
2pi
∣∣∣∣∣ dz
≤ e−λt||vn||Lip
(
eλtφ
(
1
2
αt−1/2C1 + λ
)
+ λeλt + λ
1
2
αt−1/2C1
eλt
λ
)
= b||vn||Lipt−1/2, (5.6)
with b =
(
φ
(
1
2αC1 + λ
)
+ λ+ 12αC1
)
.
Using the Ho¨lder continuity established above, we can do a trivial discretization to find -optimal times.
Corollary 5.1. Fix φ > 0. For 0 ≤ φ ≤ φ, one may find t∗(φ, ) such that Jvn(t∗(φ, ), φ) < min
0≤t≤T
Jvn(t, φ)+
 by making ||vn||Lip ·O( 12 ) evaluations of Jvn(·, φ).
Proof. Discretize [0, T ] into N equally spaced points t1, . . . , tN , where N =
⌈
M
2
⌉
, and M is derived from
the Ho¨lder constant established in Lemma 5.5; for example, we may take M , φ + a + b||vn||Lip, with
a = 1 + λc +
1
c and b =
(
φ
(
1
2αC1
)
+ λ+ 12λC1
)
. Then, choose t∗(φ, ) ∈ arg min
1≤i≤N
Jvn(ti, φ). By Lemma
5.5,∣∣∣∣ min1≤i≤n Jvn(ti, φ)− min0≤t≤T Jvn(t, φ)
∣∣∣∣ ≤ , so t∗(, φ) must be -optimal.
We will uniformly aproximate vn by a function v̂n, but we do not know a priori what Lipschitz properties
the approximation v̂n−1 has, only that it is close to vn−1. Therefore we need Corollary 5.2 and Lemma 5.6
to estimate J0v̂n(φ).
Lemma 5.6. Suppose that ||w1−w2||L∞ < . Then ||J0w1−J0w2||L∞ <  and |Jw1(t, φ)− Jw2(t, φ)| <
 for all t, φ ≥ 0.
Proof. The proof follows by noticing that
Jw1(t, φ)− Jw2(t, φ) = e−λt
∫ ∞
−∞
[w1(j(t, z, φ))− w2(j(t, z, φ))] e−z2/2/
√
2pidz,
which is bounded in size by  for all t and φ.
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Corollary 5.2. Suppose that w : R+ → R is a function such that ||w − vn||L∞ < 1. Fix φ > 0. For
0 ≤ φ ≤ φ, one may find t∗∗(φ, ) such that∣∣∣∣Jw(t∗∗(φ, ), φ)− min0≤t≤T Jvn(t, φ)
∣∣∣∣ < + 31
by making ||vn||Lip ·O( 12 ) evaluations of Jw(·, φ).
Proof. Perform the same discretization as in Corollary 5.2, and let t∗∗(φ, ) ∈ arg min
1≤i≤N
Jw(ti, φ). Since
||w − vn||L∞ < 1, Lemma 5.6 implies that
|Jw(t, φ)− Jvn(t, φ)| < 1 for any t, φ ≥ 0. then Lemma 5.5 implies that∣∣∣∣Jvn(t∗∗(φ, ))− inf0≤t≤T Jvn(t, φ)
∣∣∣∣ < + 21.
Using ||w − vn||L∞ < 1 again,
|Jvn(t∗∗(φ, ))− Jw(t∗∗(φ, ))| < 1.
Therefore, ∣∣∣∣Jw(t∗∗(φ, ))− inf0≤t≤T Jvn(t, φ)
∣∣∣∣ < + 31.
5.3. Approximating J0vn(φ) Over All φ, for Fixed n
Lemma 5.7. Fix n ≥ 0, and suppose that w : R+ → R satisfies ||w − vn||L∞ < 1. Then using
||vn||Lip||vn+1||LipO
(
1
3
)
evaluations of Jw(t, φ), we can construct a function Ĵ0w such that ||Ĵ0w(φ) −
J0vn(φ)||L∞ < + 31.
Proof. Following Section 4.4 of Shiryaev (2008), the function vc(φ) can be explicitly computed, and in fact
we can construct φ such that vc(φ) = 0. By Proposition 3.1, vn(φ) ≥ vc(φ), and vn is increasing and
nonnegative, so it follows that vn(φ) = 0 for φ ≥ φ for all n ≥ 0. Therefore, we set Ĵ0w(φ) = 0 for φ ≥ φ.
So from now on, we assume that 0 ≤ φ ≤ φ. Discretize [0, φ] into R =
⌈ ||vn+1||Lip

⌉
points φ1, . . . , φR,
with φ1 = 0 and φR = φ. Using Corollary 5.2, for each i, we may, given w, in ||vn||LipO
(
1
2
)
function
evaluations calculate Ĵ0w(φi) such that |Ĵ0w(φi)−J0vn(φi)| < +31 for 1 ≤ i ≤ R. For φi ≤ φ < φi+1,
1 ≤ i ≤ R− 1, set Ĵ0w(φ) = Ĵ0w(φi). We have, for φi ≤ φ < φi+1,
|Ĵ0w(φ)− J0vn(φ)| = |Ĵ0w(φi)− J0vn(φ)|
≤ |Ĵ0w(φi)− J0vn(φi)|+ |J0vn(φi)− J0vn(φ)|
≤ (+ 31) + ,
where the second  term above is derived from the Lipschitzness of J0vn = vn+1, established in Lemma
5.4. Since each point i requires ||vn||LipO
(
1
2
)
function evaluations, computing the approximations for all
R ≈ ||vn+1||Lip points requires ||vn||Lip||vn+1||LipO
(
1
3
)
function evaluations.
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5.4. Approximating vn(φ), for all 0 ≤ n ≤ N
Proof of Proposition 5.1. The function v0(φ) may be computed analytically. According to Lemma 5.7, we
may compute a function v̂1(φ) such that
||v̂1(φ)− v1(φ)||L∞ < 
N
in ||v0||Lip||v1||LipO
(
N3
3
)
function evaluations. Applying Lemma 5.7 again, we construct v̂2(φ) satisfying∣∣∣∣∣∣∣
∣∣∣∣∣∣∣v̂2(φ)− J0v1(φ)︸ ︷︷ ︸
v2(φ)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
L∞
<

N
+

N
in ||v1||Lip||v2||LipO
(
N3
3
)
function evaluations. Arguing inductively in this way, we see that we may
compute v̂N (φ) satisfying
||v̂N (φ)− vN (φ)||L∞ < N
N
= 
in
O
(
N3
3
)N−1∑
i=0
||vi||Lip||vi+1||Lip
function evaluations. By Lemma 5.4, ||vi||Lip ≤ iT . Therefore
O
(
N3
3
)N−1∑
i=0
||vi||Lip||vi+1||Lip = O
(
N3
3
)N−1∑
i=0
i2T
≤ O
(
N3
3
)
N3T
= O
(
N6
3
)
.
6. NUMERICAL RESULTS FOR THE LUMP SUM N -OBSERVATION PROBLEM
6.1. Comparison to the Continuous Value Function
As expected, the value functions vn(φ) are all concave and increasing, and between −1c = 100 and 0.
Furthermore, as n increases, the value functions decrease. From Figure 1, it is not immediately obvious
whether lim
n→∞vn = vc, although the results of Section 3 prove that this is the case. In any case, the conver-
gence rate is quite slow, as demonstrated by Table 1. Using the results in Higham et al. (2011), we would
expect that, as n→∞,
|vDn − vc| = O
(
n−
1
2
)
.
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Figure 1: Value function vn(φ) for 0 ≤ n ≤ 9, and continuous observation value function vc(φ), λ = .1,
c = .01, α = 1.
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Figure 2: Bayesian Risk Associated with Total Number of Observations, λ = .1, c = .01, α = 1.
The results of Higham et al. (2011) apply to diffusions which are uniformly elliptical. The diffusion φc,
defined in (3.1) has vanishing volatility at zero, but its behavior at the stopping threshold is elliptic, and this
fact, combined with its upward drift, should allow one to extend the results of Higham et al. (2011) to φc.
Also, the numerical scheme introducted in Bayraktar and Fahim (2014), as a combination of Monte Carlo
and a finite difference scheme for solving obstacle problems, is quite relevant. The convergence rate proof
here could be adapted to give the rate of convergence of the value functions in our setup. The problem here
would be to obtain similar results with the non-degeneracy assumption.
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Observations (n) vn(0) vc(0) vn(0)− vc(0) log(vn(0)−vc(0))log(n+1) − log(v0(0)− vc(0)), n ≥ 1
0 -76.021 -98.237 22.216
1 -82.586 -98.237 15.651 -.505
2 -85.755 -98.237 12.482 -.525
3 -87.410 -98.237 10.827 -.518
4 -88.392 -98.237 9.845 -.506
5 -89.024 -98.237 9.213 -.491
6 -89.455 -98.237 8.782 -.477
7 -89.762 -98.237 8.475 -.463
8 -89.990 -98.237 8.247 -.451
9 -90.163 -98.237 8.074 -.440
10 -90.299 -98.237 7.938 -.429
Table 1: Effect of Observation Size on Value Functions at φ = 0
6.2. Comparison to Dayanik (2010)’s Discrete Observation Model
In this subsection, we compare the value functions of the lump sum n-observation problem with those found
in Dayanik’s model of discrete observation, Dayanik (2010). More precisely, we consider models of one
or five total observation rights, and specify fixed time intervals at which observations will be made. In
Figures 3 and 4, it is not surprising that the value function from our n observation problem is smallest,
but the efficiency gap can be quite large, especially for higher values of φ when it can be crucial to make
an observation quickly. Furthermore, we can see that the value functions associated to fixed observation
schedules have widely varying performance on different levels of φ, and one which performs well for one
value of φ may do quite poorly at another. Therefore, it is hard to achieve good performance using fixed
observation strategies. This should not be surprising: our value function is the concave hull of the value
functions corresponding to deterministic observation schedules. The difference is magnified with more
observations, as flexibility becomes more important.
6.3. Depiction of Observation Boundaries
The observation boundary for v0 is of course identically equal to a horizontal line at 10 = λc . Without
any observations, the posterior process is perpetually increasing, and so the observation boundary (which is
really a stopping boundary here) should always stop when φ is equal to λc . Note furthermore that the bound-
ary does not depend on the time since the last observation: since there will never be any more observations
made, there is time homogeneity.
In the rest of the observation boundaries, we notice two general trends: first, the curves are decreasing
in n for large values of time, and second, they are increasing in n for small values of time. The former
phenomenon reflects the idea that if an agent has more observations, than he should be more willing to
use them, which corresponds to the barrier being easier to get to, and hence lower. At small time values,
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however, the barriers are increasing. This reflects the fact that as one has more observations, one is less
willing to “give up” and stop. For example, when one has only a single observation and the odds process
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Figure 5: Observation Boundaries, λ = .1, c = .01, α = 1
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Figure 6: Observation Boundaries, λ = .1, c = .01, α = 1.
is above 20, an optimally acting agent knows that he only hurts himself by waiting, and so will observe
immediately at time zero (which is equivalent to stopping the game). With more observations, however, the
agent is willing to wait a little bit and see how things will go, and for this reason, the curves increase at small
times.
A natural question is whether, as the observations increase, do the curves tend to infinity for very small
values of time? In fact, the observation boundaries are uniformly bounded for all n and t. One may deduce
this fact by comparing the discrete observation value functions with the continuous observation value func-
tion. In Figure 1, one sees that the continuous value function is zero for φ ≥ φ (here φ ≈ 55, and φ can be
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explicitly computed: it is the optimal threshhold level for stopping in the continuous observation problem,
). This implies that every discrete observation value function is also zero for φ ≥ φ. Therefore, one always
wants to observe immediately at such φ values. It follows then that all observation boundaries from Figures
5 and 6 will be bounded from above by φ.
7. NUMERICS FOR THE STOCHASTIC ARRIVAL RATE PROBLEM
7.1. A Heuristic Algorithm for the Stochastic Arrival Rate n-Observation Problem
Here we outline a computational algorithm for solving the stochastic arrival rate problem. The infinite
horizon problem is a limiting case of this one. As discussed before, the lump sum n-observation problem is
essentially embedded into this problem, so it should be of no surprise that this problem must be solved first.
(1) Fix the total number of observations N . Discretize φ into φ0 = 0, φ1, . . . , φJ = φ as before, and
set all value functions equal to zero for φ ≥ φ. Compute the (approximations to) value functions
v̂NN,j(0, φ), 0 ≤ j ≤ N , as in the previous section, as well as the optimal times t̂∗,NN,j (φ).
(2) We have computed v̂NN,j(0, φ), the approximation to v
N
N,j(0, φ). For y, t ≥ 0 such that (y+t, ϕ(t, φ)) ∈
ΛF , define v̂NN,j(y + t, ϕ(t, φ)) by
e−λ(y+t)v̂NN,j(y + t, ϕ(t, φ)) ={
v̂NN,j(0, ϕ(−y, φ))−
∫ y+t
0
e−λr
(
ϕ(r − y, φ)− λc
)
dr if y + t < t̂∗,NN,j (ϕ(−y, φ))
e−λ(y+t)Kv̂NN,j+1(y + t, ϕ(−y, φ)) if y + t ≥ t̂∗,NN,j (ϕ(−y, φ))
(7.1)
(3) Fix φj . Discretize time into t0 = 0, t1, . . . , tK = T , for an appropriately chosen upper bound T ,
as in Lemma 5.3. Compute v̂NN−1,N−1(0, φj) by minimizing J
0v̂NN,N−1(ti, 0, φj) over the ti. Let
t̂∗,NN−1,N−1(φj) be the minimizing ti.
(4) Interpolate to find a function v̂NN−1,N−1(0, φ) which approximates v
N
N−1,N−1(0, φ), and a stopping
boundary t̂∗,NN−1,N−1(φ).
(5) Fix φj . As in Step 3, compute v̂NN−1,N−2(0, φj) by minimizing
J+(v̂NN−1,N−1, v̂
N
N,N−2)(ti, 0, φj) over the ti. Let t̂
∗,N
N−1,N−2(φj) be the minimizing ti.
(6) Interpolate to find a function v̂NN−1,N−2(0, φ) which approximates v
N
N−1,N−2(0, φ), and an observa-
tion boundary t̂∗,NN−1,N−2(φ).
(7) Repeat Steps 5 and 6 to compute v̂NN−1,j(0, φ) and t̂
∗,N
N−1,j(φ) for 0 ≤ j ≤ N − 2.
(8) We now need to repeat the analog of Step 2. For y, t ≥ 0 such that (y + t, ϕ(t, φ)) ∈ ΛF , inductively
define v̂NN−1,j(y + t, ϕ(t, φ), 0 ≤ j ≤ N − 2, by
e−λ(y+t)e−µ(y+t)v̂NN−1,j(y + t, ϕ(t, φ)) =
v̂NN−1,j(0, ϕ(−y, φ)) if y + t < t̂∗,NN−1,j(ϕ(−y, φ))
− ∫∞0 µe−µu
(∫ u∧(y+t)
0 e
−λr
(
ϕ(r − y, φ)− λ
c
)
dr
−1{u≤y+t}e−λuv̂NN−1,j+1(y + u, ϕ(u, φ))
)
du
e−λ(y+t)e−µ(y+t)Kv̂NN−1,j+1(y + t, ϕ(−y, φ)) if y + t ≥ t̂∗,NN−1,j(ϕ(−y, φ))
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(9) Repeat steps 3 through 8 for each 0 ≤ n ≤ N − 2, computing v̂Nn,j , 0 ≤ j ≤ n and their associated
optimal times t̂∗,nn,j (φ).
7.2. Discussion of the Heuristic
1. The formula in Step (2) comes from a dynamic programming principle. In a simplified version (with
y = 0), the dynamic programming principle says that for t ≤ t̂∗,NN,j (φ),
vNN,j(0, φ) =
∫ t
0
e−λr
(
ϕ(r, φ)− λ
c
)
dr + e−λtvNN,j(t, ϕ(t, φ)) :
in other words, if it is not optimal to make an observation before time t, then by waiting until time t no
utility is lost, and the only difference between the value functions at the two times is the exponential
discounting and the running cost lost between them. On the other hand, for all t > t̂∗,NN,j (φ), we assume
that it is optimal to immediately observe, hence the term e−λtKvNN,j+1(t, φ) in (7.1), describing the
expected value after an observation is made. This step is a heuristic because we have not shown that
the optimal observation behavior has this simple strategy. It is in theory possible, although unlikely
in practice, that, when starting at t = 0 the optimal observation time is t̂∗,NN,j (φ), but when starting
at some t1 > t̂
∗,N
N,j (φ), the optimal observation time is not t1, but some other t2 > t1. Numerical
evidence suggests that this is not the case, but we do not have a proof of this fact.
2. In Step 3, The J00 operator is applied in the case when the agent has no spare observation rights. If he
must wait to receive an observation, then even in that first instant when he receives this right, a positive
amount of time has passed since the last observation was made. Therefore, we need information about
the value function, i.e. vNN,N−1(·, ·), when its first argument is positive: this explains the necessity of
Step 2. Similar considerations apply to the calculation in Step 5.
3. The derivation of Step 8 is similar to that of Step 2, except that whereas in Step 2, we took the dynamic
programming principle with all observation rights received, here we use the dynamic programming
principle when there are still observation rights receiving. For example, dynamic programming im-
plies that for t ≤ t∗,NN−1,j(φ),
vNN−1,j(0, φ) =
∫ ∞
0
µe−µ
(∫ u∧t
0
e−λr
(
ϕ(r, φ)− λ
c
)
dr
+ 1{t<u}e−λtvNN−1,j(t, ϕ(t, φ)) + 1{u≤t}e
−λuvNN,j(u, ϕ(u, φ))
)
du.
From this equation, we can solve for vNN−1,j(t, ϕ(t, φ)) to obtain the formula used in Step 8.
4. In Step 3, the minimum of a function is calculated by an exhaustive search on grid points. Numerical
evidence suggests that J0v̂NN,N−1(t, 0, φ) is actually convex as a function of t, which would allow for
much more efficient ways of finding its minimum. The same holds true for the minimization in Step
5. We currently do not have analytic proofs of these facts. We note that this reasoning can additionally
be applied to the minimization of Jvn(·, φ) in the lump sum n-observation problem.
7.3. Numerical Results for the Stochastic Arrival Rate n-Observation Problem
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Figure 7: v11,1(φ),v11,0(φ), and v10,0(φ) for different arrival rates µ; λ = .1, c = .01, α = 1.
Concerning Figure 7, we make a few basic obsevations. First, it should be clear that v11,1, corresponding
to the case where the single observation right has been used, is the worst-performing value function, and v11,0,
corresponding to the case where the observation right has been received but not used, is the best-performing.
We also expect v10,0, as the arrival parameter µ varies, to interpolate between these two extreme curves, so
that v10,0 resembles v
1
1,0 when µ is large, and v
1
1,1 when µ is small. Furthermore, the gap between v
1
0,0 and
v11,0 is smallest when φ is small. This reflects the fact that when φ is small, an optimally acting agent, even
if he had an observation right in hand, would wait to exercise it. As a consequence, having to wait to receive
such a right is a less stringent constraint than when φ is large, in which case it is important to make an
observation relatively quickly.
8. PROOFS FROM SECTION 2
Proof of Proposition 2.2. Let Ψ = {ψ1, . . . , ψn} ∈ On, and let τ ∈ T Ψ. Supposing that τ ≥ ψk, we will
show how to modify Ψ to yield an observation strategy Ψ˜ under which τ is a FΨ˜-stopping time that does
not stop between ψk and ψk+1. By inductively following the same procedure, this allows us to construct an
observation strategy Ψ′ such that τ ∈ T Ψ′o and Eφ
[∫ τ
0 e
−λt (ΦΨt − λc ) dt] = Eφ [∫ τ0 e−λt (ΦΨ′t − λc) dt].
This will establish the lemma.
The basic method is to just add in an observation whenever τ stops between observations; if a stop is
made between observations, there are always “spare observations”. Let A = {ψk < τ < ψk+1}. According
to Proposition 2.1, A ∈ FΨψk , or A ∈ σ
(
{Xψi , ψi}1≤i≤k
)
. Define ψ˜1 = ψ1, . . . , ψ˜k = ψk, ψ˜k+1 =
1Aτ + 1Acψk+1, and for k + 2 ≤ j ≤ n, ψ˜j = 1Aψj−1 + 1Acψj . With A ∈ σ
(
{Xψi , ψi}1≤i≤k
)
=
σ
({
X
ψ˜i
, ψ˜i
}
1≤i≤k
)
, the following claim will imply that for each k + 1 ≤ j ≤ n,
ψ˜j ∈ m σ(Xψ˜1 , . . . , Xψ˜j−1 , ψ˜1, . . . , ψ˜j−1).
This fact is obvious for j = 1, . . . , k, as ψ˜j = ψj for j ≤ k. Set Ψ˜ , {ψ˜1, . . . , ψ˜n}.
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Claim 1. Let Let k + 1 ≤ j ≤ n. Let X ∈ FΨψj−1 and let Y ∈ FΨψj . Then [A ∩X] ∪ [Ac ∩ Y ] ∈ F Ψ˜ψ˜j .
Proof Of Claim. Write 1X = x ({Xψi , ψi : 1 ≤ i ≤ j − 1}),
1Y = y ({Xψi , ψi : 1 ≤ i ≤ j}), 1A = a
(
{Xψi , ψi}1≤i≤k
)
, where x, y, and a are all Borel functions with
respective domains R2(j−1),R2j , and R2k.
Then
1A1X + 1Ac1Y
= 1Ax ({Xψi , ψi : 1 ≤ i ≤ j − 1})
+1Acy ({Xψi , ψi : 1 ≤ i ≤ j})
= 1Ax
(
Xψ1 , ψ1, {1AXψi−1 + 1AcXψi , 1Aψi−1 + 1Acψi : 3 ≤ i ≤ j}
)
+1Acy
(
Xψ1 , ψ1, 1AXτ + 1AcXψ2 , 1Aτ + 1Acψ2,
{1AXψi−1 + 1AcXψi , 1Aψi−1 + 1Acψi : 3 ≤ i ≤ j}
)
= a
(
{Xψi , ψi}1≤i≤k
)
x
(
Xψ1 , ψ1, {1AXψi−1 + 1AXψi , 1Aψi−1 + 1Acψi : 3 ≤ i ≤ j}
)
+
(
1− a
(
{Xψi , ψi}1≤i≤k
))
y
(
Xψ1 , ψ1, 1AXτ + 1AcXψ2 , 1Aτ + 1Acψ2,
{1AXψi−1 + 1AcXψi , 1Aψi−1 + 1Acψi : 3 ≤ i ≤ j}
)
∈ mF Ψ˜
ψ˜j
.
Having concluded the proof of the claim, we have shown that the observation strategy Ψ˜ is admissible,
or Ψ˜ ∈ On. By construction, τ does not stop between ψ˜k and ψ˜k+1.
We have to check that τ is a FΨ˜-stopping time. Let t > 0. Then {τ ≤ t} ∈ F Ψ˜t if and only if
{τ ≤ t} ∩ {ψ˜j ≤ t} ∈ F Ψ˜
ψ˜j
for each 1 ≤ j ≤ n. This is clear for 1 ≤ j ≤ k as ψ˜j = ψj for 1 ≤ j ≤ k and
τ is a FΨ-stopping time. For j = k + 1, we work on A and Ac separately. We must show
{τ ≤ t} ∩ {ψ˜k+1 ≤ t} ∈ F Ψ˜ψ˜k+1 .
Invoking the claim, it is suffcient to show that
{τ ≤ t} ∩ {ψ˜k+1 ≤ t} ∩A ∈ FΨψk (8.1)
and
{τ ≤ t} ∩ {ψ˜k+1 ≤ t} ∩Ac ∈ FΨψk+1 . (8.2)
To show (8.1), note that on the set A, ψ˜k+1 = τ , and so {τ ≤ t} ∩ {ψ˜k+1 ≤ t} ∩ A = {τ ≤ t} ∩ A. Since
τ is a FΨ-stopping time, greater than or equal to ψk, it follows that {τ ≤ t} = {τ ≤ t} ∩ {ψk ≤ t} ∈ FΨψk .
To show (8.2), note that on the set Ac, ψ˜k+1 = ψk+1, so {τ ≤ t}∩{ψ˜k+1 ≤ t}∩Ac = {τ ≤ t}∩{ψk+1 ≤
t} ∩Ac ∈ FΨψk+1 , noting that τ is a FΨ stopping time and A ∈ FΨψk .
Now, fix j ≥ k + 2. We may write
{τ ≤ t} ∩ {ψ˜j ≤ t} =
[
A ∩ {τ ≤ t} ∩ {ψj−1 ≤ t}
]
∪
[
Ac ∩ {τ ≤ t} ∩ {ψj ≤ t}
]
.
Since τ is a FΨ-stopping time, we know that {τ ≤ t}∩{ψj−1 ≤ t} ∈ FΨψj−1 and {τ ≤ t}∩{ψj ≤ t} ∈ FΨψj .
Therefore, {τ ≤ t} ∩ {ψ˜j ≤ t} ∈ F Ψ˜ψj , again by Claim 1.
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Finally, note that Eφ
[∫ τ
0 e
−λt (ΦΨt − λc ) dt] = Eφ [∫ τ0 e−λt (ΦΨ˜t − λc) dt] because ΦΨ = ΦΨ˜ a.s. on
the random time interval [0, τ).
Proof of Proposition 2.3. Step 1. γnk (Ψ
k) ≥ vn−k
(
ΦΨ
k
ψk
)
:
We proceed by backwards induction, so consider the base case k = n, and take Ψn = {ψn1 , . . . , ψnn} ∈
On. We will prove equality here. We must show that
v0
(
ΦΨ
n
ψnn
)
= ess inf
Ψ∈On(Ψn)
ess inf
τ∈T Ψo ,τ≥ψnn
E
[∫ τ
ψnn
e−λ(t−ψ
n
n)
(
ΦΨt −
λ
c
)
dt
∣∣FΨnψnn
]
= ess inf
τ∈T Ψn ,τ≥ψnn
E
[∫ τ
ψnn
e−λ(t−ψ
n
n)
(
ΦΨ
n
t −
λ
c
)
dt
∣∣FΨnψnn
]
,
the second inequality following from the fact that we can observe a total of n times, so that On(Ψn) is a
singleton, and equal to Ψn.
Recall
t∗0(φ) =
1
λ
log
(
c+ λ
c(φ+ 1)
)
∨ 0. (8.3)
A simple calculation confirms that J00(φ) = J0(t∗(φ), φ).
According to Proposition 2.1, there is a one-to-one correspondence between {τ ∈ T Ψn : τ ≥ ψnn} and
the set {ψnn +Rn : Rn ≥ 0, Rn ∈ mFΨ
n
ψnn
}. So, take τ∗ = ψnn + t∗0(ΦΨ
n
ψnn
) ∈ {τ ∈ T Ψn : τ ≥ ψnn}. Thus,
ess inf
τ∈T Ψn ,τ≥ψnn
E
[∫ τ
ψnn
e−λ(t−ψ
n
n)
(
ΦΨ
n
t −
λ
c
)
dt
∣∣FΨnψnn
]
≤ E
[∫ τ∗
ψnn
e−λ(t−ψ
n
n)
(
ΦΨ
n
t −
λ
c
)
dt
∣∣FΨnψnn
]
.
According to (2.1), the process ΦΨ
n
t is increasing for t ≥ ψnn , and if t∗0(ΦΨ
n
t ) > 0, then ψ
n
n + t
∗
0(Φ
Ψn
ψnn
)
is the unique time t ≥ ψnn when ΦΨ
n
t − λc changes sign from negative to positive. If t∗0(ΦΨ
n
t ) = 0, then Φ
Ψn
t
is always greater than λ/c. Therefore,
ess inf
τ∈T Ψn ,τ≥ψnn
E
[∫ τ
ψnn
e−λ(t−ψ
n
n)
(
ΦΨ
n
t −
λ
c
)
dt
∣∣FΨnψnn
]
≥ E
[∫ τ∗
ψnn
e−λ(t−ψ
n
n)
(
ΦΨ
n
t −
λ
c
)
dt
∣∣FΨnψnn
]
,
the inequality holding at the pointwise level. It therefore follows that γnn(Ψ
n) = v0(Φ
Ψn
ψnn
).
Now, for the inductive step, suppose that γnk+1(Ψ
k+1) ≥ vn−k−1
(
ΦΨ
k+1
ψk+1k+1
)
for all Ψk+1 = {ψk+1i }1≤i≤k+1 ∈
Ok+1. Let Ψk = {ψki }1≤i≤k ∈ Ok. We wish to show that
γnk (Ψ
k) ≥ vn−k
(
Ψk
ψkk
)
.
Let Ψ˜ ∈ On(Ψk), and write Ψ˜ = {ψk1 , . . . , ψkk , ψ˜k+1, . . . , ψ˜n}. Without loss of generality, we assume that
ψ˜k+1 > ψ
k
k .
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Then
ess inf
τ∈T Ψ˜o ,τ≥ψkk
E
[∫ τ
ψkk
e−λ(t−ψ
k
k)
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨkψkk
]
= min
{
0, ess inf
τ∈T Ψ˜o ,τ≥ψ˜k+1
E
[∫ ψ˜k+1
ψkk
e−λ(t−ψ
k
k)
(
ΦΨ˜t −
λ
c
)
dt+
∫ τ
ψ˜k+1
e−λ(t−ψ
k
k)
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨkψkk
]}
= min
{
0, E
[∫ ψ˜k+1
ψkk
e−λ(t−ψ
k
k)
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨkψkk
]
+ ess inf
τ∈T Ψ˜o ,τ≥ψ˜k+1
E
[∫ τ
ψ˜k+1
e−λ(t−ψ
k
k)
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨkψkk
]}
≥ min
{
0,
∫ ψ˜k+1−ψkk
0
e−λt
(
ϕ
(
t,ΦΨ
k
ψkk
)
− λ
c
)
dt+ e−(ψ˜k+1−ψ
k
k)E
[
vn−k−1
(
ΦΨ˜
ψ˜k+1
) ∣∣FΨkψkk ]
}
by the inductive hypothesis, where we have used the fact that ψ˜k+1 is FΨkψkk -measurable as well as the
deterministic dynamics of ΦΨ˜ in between jumps. Next,
min
{
0,
∫ ψ˜k+1−ψkk
0
e−λt
(
ϕ
(
t,ΦΨ
k
ψkk
)
− λ
c
)
dt+ e−(ψ˜k+1−ψ
k
k)E
[
vn−k−1
(
Ψ˜ψ˜k+1
) ∣∣FΨkψkk ]
}
= min
{
0,
∫ ψ˜k+1−ψkk
0
e−λt
(
ϕ
(
t,ΦΨ
k
ψkk
)
− λ
c
)
dt
+e−(ψ˜k+1−ψ
k
k)E
vn−k−1
j
ψ˜k+1 − ψkk ,ΦΨkψkk , Xψ˜k+1 −Xψkk√
ψ˜k+1 − ψkk
∣∣FΨkψkk
}
= min
{
0,
∫ ψ˜k+1−ψkk
0
e−λt
(
ϕ
(
t,ΦΨ
k
ψkk
)
− λ
c
)
dt+ e−(ψ˜k+1−ψ
k
k)Kvn−k−1
(
ψ˜k+1 − ψkk ,ΦΨ
k
ψkk
)}
= min
{
0, Jvn−k−1
(
ψ˜k+1 − ψkk ,ΦΨ
k
ψkk
)}
,
noting that ψ˜k+1 − ψkk > 0 and that
X
ψ˜k+1
−X
ψk
k√
ψ˜k+1−ψkk
has standard normal distribution, independent of FΨk
ψkk
.
Finally, min
{
0, Jvn−k−1
(
ψ˜k+1 − ψkk ,ΦΨ
k
ψkk
)}
≥ J0vn−k−1
(
ΦΨ
k
ψkk
)
= vn−k
(
ΦΨ
k
ψkk
)
.
This establishes that
ess inf
τ∈T Ψ˜o ,τ≥ψkk
E
[∫ τ
ψkk
e−λ(t−ψ
k
k)
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨk
ψkk
]
≥ vn−k
(
ΦΨ
k
ψkk
)
.
Taking the infimum over all Ψ˜ ∈ On(Ψk), we obtain that γnk (Ψk) ≥ vn−k
(
Ψk
ψkk
)
.
Step 2. γnk (Ψ
k) ≤ vn−k
(
ΦΨ
k
ψk
)
:
As in the first step, we proceed by reverse induction, and note that the base case has already been
established in Step 1. Therefore, we assume that γnk+1(Ψ
k+1) = vn−k−1
(
ΦΨ
k+1
ψk+1k+1
)
for all Ψk+1 ∈ Ok+1.
Let Ψk ∈ Ok. We wish to show that γnk (Ψk) ≤ vn−k
(
ΦΨ
k
ψkk
)
. Recall the functions
h0n−k(φ) = min{s ≥ 0 : Jvn−k(s, φ) ≤ J0vn−k(φ)},
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and the stopping times ψ̂k+1 , ψkk + h0n−k
(
ΦΨ
k
ψkk
)
. Note that we can use a minimum above instead of
an infimum because Jvn−k(s, φ) is lower semi-continuous in s, as vn−k is nonpositive. Write Ψ̂k+1 ={
ψk1 , . . . , ψ
k
k , ψ̂k+1
}
.
Then
γnk (Ψ
k) = ess inf
Ψ∈On(Ψk)
ess inf
τ∈T Ψo ,τ≥ψkk
E
[∫ τ
ψkk
e−λ(t−ψ
k
k)
(
ΦΨt −
λ
c
)
dt
∣∣FΨkψkk
]
≤ ess inf
Ψ∈On(Ψ̂k+1)
ess inf
τ∈T Ψo ,τ≥ψkk
E
[∫ τ
ψkk
e−λ(t−ψ
k
k)
(
ΦΨt −
λ
c
)
dt
∣∣FΨkψkk
]
= min
{
0, E
[∫ ψ̂k+1
ψkk
e−λ(t−ψ
k
k)
(
ΦΨt −
λ
c
)
dt
+ ess inf
Ψ∈On(Ψ̂k+1)
ess inf
τ∈T Ψo ,τ≥ψ̂k+1
∫ τ
ψ̂k+1
e−λ(t−ψ
k
k)
(
ΦΨt −
λ
c
)
dt
∣∣FΨkψkk
]}
= min
{
0, E
[∫ ψ̂k+1
ψkk
e−λ(t−ψ
k
k)
(
ΦΨ̂
k+1
t −
λ
c
)
dt+ e−(ψ̂k+1−ψ
k
k)γnk+1
(
ΦΨ̂
k+1
ψ̂k+1
) ∣∣FΨkψkk
]}
= min
{
0, E
[∫ ψ̂k+1−ψkk
0
e−λt
(
ϕ(t,ΦΨ
k
ψkk
)− λ
c
)
dt+ e−(ψ̂k+1−ψ
k
k)vn−k−1
(
ΦΨ̂
k+1
ψ̂k+1
) ∣∣FΨkψkk
]}
,
with the last equality following from the inductive hypothesis and the deterministic evolution of ΦΨ
k
in
between jumps. It now follows, using an argument similar to that at the end of the proof of Step 1, that
min
{
0, E
[∫ ψ̂k+1−ψkk
0
e−λt
(
ϕ(t,ΦΨ
k
ψkk
)− λ
c
)
dt+ e−(ψ̂
k+1−ψkk)vn−k−1
(
ΦΨ̂
k+1
ψ̂k+1
) ∣∣FΨk
ψkk
]}
= J0vn−k−1
(
ΦΨ
k
ψkk
)
= vn−k
(
ΦΨ
k
ψkk
)
,
with the first equality above by definition of ψ̂k+1 and h0n−k. It follows then that
γnk (Ψ
k) ≤ vn−k(ΦΨkψk ),
and the equality now follows.
Proof of Lemma 2.1. We claim that hn−k(φ) is lower semi-continuous. This would imply that h

n−k(φ) is
Borel-measurable, which will in turn imply that ψ̂k+1 is a stopping time.
Let φi → φ∞ in R+, and let si = hn−k(φi). Note that J0vn−k(·) is bounded, and that
lim
s→∞ infφ≥0
Jvn−k(s, φ) = +∞.
Therefore, we may assume that the sequence {si}i≥0 is bounded. It follows then that lim inf
i→∞
si = s∞ <∞.
It is straightforward to see that Jvn−k(·, ·) and J0vn−k(·) are continuous in their arguments. Therefore,
Jvn−k(s∞, φ∞) ≤ lim inf
i→∞
Jvn−k(si, φi)
≤ lim
i→∞
J0vn−k(φi) + 
= J0vn−k(φ∞) + .
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Thus,
hn−k(φ∞) ≤ s∞
= lim inf
i→∞
si
= lim inf
i→∞
hn−k(φi),
establishing lower semi-continuity.
9. PROOFS FROM SECTION 3
9.1. Estimates for the Second Moment of Φ˜nt
Lemma 9.1. Let Z be a standard normal random variable. Then for t > 0 and φ ≥ 0, E[j(t, Z, φ)] =
eλt(φ+ 1)− 1.
Proof. We may write
E[j(t, Z, φ)] =
∫ ∞
−∞
(
eαz
√
t+(λ−α2/2)tφ+
∫ t
0
λe
λu+αz√
t
u−α2
2t
u2
)
e−z
2/2/
√
(2pi)dz.
The integral of the first term is calculated by completing the square and equals eλtφ. The integral of the
second term is calculated by switching the order of integration and completing the square, yielding eλt −
1.
Corollary 9.1. Let n and k be positive integers. Then
E
[
Φ˜nk
n
∣∣Fnk−1
n
]
= e
λ
n
(
Φ˜nk−1
n
+ 1
)
− 1.
Proof. Apply Lemma 9.1 with t = 1n , using the fact that Φ˜
n
k
n
= j
(
1
n , Zk, Φ˜
n
k−1
n
)
, with Zk independent of
Fnk−1
n
.
Lemma 9.2. Let Z be a standard normal random variable. Then for φ ≥ 0 and t > 0,
E[j(t, Z, φ)2] ≤ φ2e2λt+α2t + 2φeλt λ
λ+ α2
(
eλt+α
2t − 1
)
+ eα
2t
(
eλt − 1
)2
.
Proof. We start by expanding E
[
j(t, Z, φ)2
]
into three terms:
E
[
j(t, Z, φ)2
]
=
∫ ∞
−∞
φ2e2αz
√
t+2(λ−α2/2)te−z
2/2/
√
(2pi)dz
}
(1)
+ 2φ
∫ ∞
−∞
eαz
√
t+(λ−α2/2)t
(∫ t
0
λe
λu+αz√
t
u−α2
2t
u2
du
)
e−z
2/2/
√
2pidz
}
(2)
+
∫ ∞
−∞
(∫ t
0
λe
λu+αz√
t
u−α2
2t
u2
du
)(∫ t
0
λe
λw+αz√
t
w−α2
2t
w2
dw
)
e−z
2/2/
√
2pidz
}
(3)
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We calculate each of these terms seprately. (1) is the simplest, and by completing the square, we can
calculate its value to be φ2e2λteα
2t. We have
(2) = 2φ
∫ t
0
λeλteλueα
2u
(∫ ∞
−∞
e
−
(
z−αu√
t
−α√t
)2
/2
/
√
2pidz
)
du
= 2φeλt
∫ t
0
λeλueα
2udu
= 2φeλt
λ
λ+ α2
(
eλt+α
2t − 1
)
.
Now, the third term we cannot calculate exactly, but we give an upper bound for it which will be good
enough:
(3) =
∫ t
0
∫ t
0
λeλueλwe
α2uw
t
(∫ ∞
−∞
e
−
(
z−αu√
t
−αw√
t
)2
/2
/
√
2pidz
)
dudw
=
∫ t
0
∫ t
0
λeλueλwe
α2uw
t dudw
≤
∫ t
0
∫ t
0
λeλueλweα
2tdudw
= eα
2t
(
eλt − 1
)2
,
where in the inequality above, we have the used the fact that uw ≤ t2 for u,w ∈ [0, t]. Combining (1), (2),
and (3), we deduce the lemma.
Corollary 9.2. Let n and k be positive integers. Then
E
[(
Φ˜nk
n
)2 ∣∣Fnk−1
n
]
≤
(
Φ˜nk−1
n
)2
e
1
n (2λ+α
2) + 2Φ˜nk−1
n
e
λ
n
λ
λ+ α2
(
e
1
n (λ+α
2) − 1
)
+ e
α2
n
(
e
λ
n − 1
)2
.
Proof. Apply Lemma 9.2, as Lemma 9.1 is used in the proof of Corollary 9.1.
Since we are interested in the limit as n→∞, we we also set down asymptotic versions of Lemma 9.2
and Corollary 9.2.
Lemma 9.3. Let φ ≥ 0, and Z a standard normal random variable. Then as t ↓ 0,
E
[
j(t, Z, φ)2
]
= φ2(1 + 2λt+ α2t+O(t2)) + φ(2λt+O(t2)) +O(t2).
Proof. By examining the proof of Lemma 9.2, we can see thatE
[
j(t, Z, φ)2
]
= φ2e2λteα
2t+2φeλt λ
λ+α2
(
eλt+α
2t − 1
)
,
plus a positive third term, which can be bounded from above by eα
2t
(
eλt − 1)2. Note that this term
eα
2t
(
eλt − 1
)2
= (1 + α2t+O(t2))(λt+O(t2))2
= O(t2).
So, we are left with the first two terms. We have
φ2e2λteα
2t = φ2(1 + 2λt+O(t2))(1 + α2t+O(t2))
= φ2(1 + 2λt+ α2t+O(t2)),
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and
2φeλt
λ
λ+ α2
(
eλt+α
2t − 1
)
= 2φ(1 + λt+O(t2))
λ
λ+ α2
(λt+ α2t+O(t2))
= 2φ(t+O(t2)).
Corollary 9.3. Let k be a positive integer. As n→∞,
E
[(
Φ˜nk
n
)2 ∣∣Fnk−1
n
]
=
(
Φ˜nk−1
n
)2(
1 +
2λ
n
+
α2
n
+O
(
1
n2
))
+ Φ˜nk−1
n
(
2λ
n
+O
(
1
n2
))
+O
(
1
n2
)
.
9.2. Proving Proposition 3.5 by Establishing the Conditions of Proposition 3.3
We verify the six conditions of Proposition 3.3 separately. First note that Condition (a) is satisfied by
construction. We will defer (b) until last.
Conditions (c), (e). First, we will construct the process Nnt . This is essentially done by Doob Decomposi-
tion. We set Nn0 = 0. First, we will define N
n at grid points { 1n , 2n , . . .}, and then extend to all of R+. We
construct Nn on the grid points inductively: for k ≥ 1,
Nnk
n
−Nnk−1
n
, E
[
Φ˜nk
n
− Φ˜nk−1
n
−
∫ k
n
k−1
n
b(Φ˜ns )ds|Fnk−1
n
]
= E
[
Φ˜nk
n
− Φ˜nk−1
n
− 1
n
λ
(
1 + Φ˜nk−1
n
)
|Fnk−1
n
]
,
(9.1)
using b(x) = λ(1 + x), as well as the fact that Φ˜ns = Φ˜
n
k−1
n
for k−1n ≤ s < kn by construction. Now by
Corollary 9.2,
E
[
Φ˜nk
n
∣∣Fnk−1
n
]
= e
λ
n
(
Φ˜nk−1
n
+ 1
)
− 1
=
(
1 +
λ
n
+
λ2
n2
+ · · ·
)(
Φ˜nk−1
n
+ 1
)
− 1
=
(
1 +
λ
n
+O
(
1
n2
))(
Φ˜nk−1
n
+ 1
)
− 1.
(9.2)
Therefore, plugging (9.2) in (9.1),
Nnk
n
−Nnk−1
n
=
(
1 +
λ
n
+O
(
1
n2
))(
Φ˜nk−1
n
+ 1
)
− 1− Φ˜nk−1
n
− 1
n
λ
(
1 + Φ˜nk−1
n
)
=
(
λ2
n2
+
λ3
n3
+ · · ·
)(
Φ˜nk−1
n
+ 1
)
= O
(
1
n2
)(
Φ˜nk−1
n
+ 1
)
.
(9.3)
This defines Nn on all grid points. Next, for k−1n ≤ t < kn ,
Nnt −Nnk−1
n
, E
[
−
∫ t
k−1
n
b(Φ˜ns )ds
∣∣Fnk−1
n
]
=
(
k − 1
n
− t
)
λ
(
1 + Φ˜nk−1
n
)
,
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using as before the forms of b(x) and Φ˜nt in between grid points.
We have now defined Nnt for all t ≥ 0, and by construction, (b) is satisfied. The goal now is to show
that Condition (e) is satisfied by the Nn’s as n → ∞. We start with some observations about the process
Nn. Recall the fixed L > 0 from Proposition 3.3. We let kmax = kmax(n) , Ln.
(1) For all n, the sequence Nn , {Nn0 , Nn1
n
, Nn2
n
, . . .}, is increasing: Note that from (9.3)
Nnk
n
−Nnk−1
n
=
(
λ2
n2
+
λ3
n3
+ · · ·
)(
Φ˜nk−1
n
+ 1
)
≥ 0.
As a consequence of this fact, the maximum of E
[
N
n
T
]
over all of its stopping times T is equal to
E
[
N
n
kmax
n
]
.
(2) For any k, Nnt −Nnk−1
n
=
(
k−1
n − t
)
λ
(
1 + Φ˜nk−1
n
)
for k−1n ≤ t < kn . This is a negative term whose
magnitude is maximized when t approaches kn . Furthermore, N
n
k
n
− − Nnk−1
n
= −λn
(
1 + Φ˜nk−1
n
)
.
Since Nnk
n
is always nonnegative, this implies that
inf
0≤t≤L
Nnt ≥ min
1≤k≤kmax
− λ
n
(
1 + Φ˜nk−1
n
)
. (9.4)
Note that
{
Φ˜nk
n
: 0 ≤ k ≤ kmax
}
is a submartingale, as seen in (9.2), and so its negative is a super-
martingale. Therefore, by Doob’s inequality,
E
[(
min
1≤k≤kmax
− λ
n
(
1 + Φ˜nk−1
n
))2]
≤ 2λ
2
n2
E
[(
1 + Φ˜nkmax
n
)2]
. (9.5)
We iteratively apply Corollary 9.2 to estimate the size of Φ˜nk
n
, deducing that
E
[(
Φ˜nk
n
)2] (φ2 + φ)e kn (2λ+α2). (9.6)
In particular, for all n and for k less than or equal to kmax(n) = Ln and fixed φ, the above quantity is
uniformly bounded over all k. It follows from (9.4), (9.5), and (9.6), therefore, that || inf
0≤t≤L
Nnt ||L2 = O
(
1
n
)
.
We find, therefore, that
sup
T∈T nL
E
[
(NnT )
2
]
= E
[(
Nnkmax
n
)2]
+O
(
1
n2
)
.
It remains to control the size of this last term. Recall from (9.3) thatNnk
n
−Nnk−1
n
= O
(
1
n2
)(
Φ˜nk−1
n
+ 1
)
.
Iterating this formula over 1 ≤ k ≤ kmax, we have
Nnkmax
n
= O
(
1
n2
) kmax∑
k=1
(
Φ˜nk−1
n
+ 1
)
= O
(
1
n2
) kmax∑
k=1
(
Φ˜nk−1
n
)
+O
(
1
n
)
,
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using kmax = Ln. Squaring both sides of this equation and taking expectations, we deduce by (9.6) and
Ho¨lder’s Inequality that
E
[(
Nnkmax
n
)2]
= O
(
1
n4
)
(kmax(n))
2e2L(2λ+α
2) +O
(
1
n3
)
kmax(n)e
L(2λ+α2) +O
(
1
n2
)
= O
(
1
n4
)
(Ln)2e2L(2λ+α
2) +O
(
1
n3
)
(Ln)eL(2λ+α
2) +O
(
1
n2
)
= O
(
1
n2
)
.
This establishes Condition (e).
We next address Conditions (d) and (f).
Conditions (d) and (f). First, we will construct the process N nt . The procedure mimicks the one in the
construction of Nnt . We write
Snk
n
− Snk−1
n
=
(
Mnk
n
)2 − (Mnk
n
)2 − ∫ kn
k−1
n
a(Φ˜ns )ds
=
(
Mnk
n
)2 − (Mnk
n
)2 − α2
n
(
Φ˜nk−1
n
)2
,
(9.7)
using the fact that a(x) = α2x2, and that Φ˜ns = Φ˜
n
k−1
n
for k−1n ≤ s < kn . We set N n0 = 0. We first define
N n on the grid points { 1n , 2n , . . .}. Define
N nk
n
−N nk−1
n
, E
[
Snk
n
− Snk−1
n
∣∣Fnk−1
n
]
= E
(Φ˜nk
n
−
∫ k
n
0
b(Φ˜ns )ds−Nnk
n
)2 ∣∣Fnk−1
n

− E
(Φ˜nk−1
n
−
∫ k−1
n
0
b(Φ˜ns )ds−Nnk−1
n
)2 ∣∣Fnk−1
n

− α
2
n
(
Φ˜nk−1
n
)2
.
(9.8)
We can expand the first term in (9.8) as
E
[(
Φ˜nk−1
n
+
(
Φ˜nk
n
− Φ˜nk−1
n
)
−
∫ k−1
n
0
b(Φ˜ns )ds−
∫ k
n
k−1
n
b(Φ˜ns )ds−Nnk−1
n
−
(
Nnk
n
−Nnk−1
n
))2∣∣Fnk−1
n
]
,
or
E
[((
Φ˜nk−1
n
−
∫ k−1
n
0
b(Φ˜ns )ds−Nnk−1
n
)
+
(
Φ˜nk
n
− Φ˜nk−1
n
)
−
∫ k
n
k−1
n
b(Φ˜ns )ds−
(
Nnk
n
−Nnk−1
n
))2∣∣Fnk−1
n
]
.
This is designed to cancel with the second term in (9.8). After some algebraic manipulation, we arrive
at
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Nnk
n
−Nnk−1
n
= 2
(
Φ˜nk−1
n
−
∫ k−1
n
0
b(Φ˜ns )ds−Nnk−1
n
)
E
[(
Φ˜nk
n
− Φ˜nk−1
n
)
−
∫ k
n
k−1
n
b(Φ˜ns )ds−
(
Nnk
n
−Nnk−1
n
) ∣∣Fnk−1
n
]
+ E
((Φ˜nk
n
− Φ˜nk−1
n
)
−
∫ k
n
k−1
n
b(Φ˜ns )ds−
(
Nnk
n
−Nnk−1
n
))2 ∣∣Fnk−1
n

− α
2
n
(
Φ˜nk−1
n
)2
.
In the first term of the right hand side above, the conditional expectation is zero, by definition of Nn. So
we have
Nnk
n
−Nnk−1
n
= E
((Φ˜nk
n
− Φ˜nk−1
n
)
−
∫ k
n
k−1
n
b(Φ˜ns )ds−
(
Nnk
n
−Nnk−1
n
))2 ∣∣Fnk−1
n
− α2
n
(
Φ˜nk−1
n
)2
= E
[(
Φ˜nk
n
−
(
Φ˜nk−1
n
+
λ
n
(
1 + Φ˜nk−1
n
)
+
(
Nnk
n
−Nnk−1
n
)))2 ∣∣Fnk−1
n
]
− α
2
n
(
Φ˜nk−1
n
)2
.
We will now expand this term above. Recall the useful facts that E
[
Φ˜nk
n
|Fnk−1
n
]
= e
λ
n
(
Φ˜nk−1
n
+ 1
)
− 1,
and that Nnk
n
is Fnk−1
n
-measurable. We have
Nnk
n
−Nnk−1
n
= E
[(
Φ˜nk
n
)2 ∣∣Fnk−1
n
]
− 2
(
Φ˜nk−1
n
+
λ
n
(
1 + Φ˜nk−1
n
)
+
(
Nnk
n
−Nnk−1
n
))
E
[
Φ˜nk
n
|Fnk−1
n
]
+
(
Φ˜nk−1
n
+
λ
n
(
1 + Φ˜nk−1
n
)
+
(
Nnk
n
−Nnk−1
n
))2
− α
2
n
(
Φ˜nk−1
n
)2
.
(9.9)
The second term on the right hand side of (9.9) is equal to
− 2
(
Φ˜nk−1
n
+
λ
n
(
1 + Φ˜nk−1
n
)
+
(
Nnk
n
−Nnk−1
n
))(
e
λ
n
(
Φ˜nk−1
n
+ 1
)
− 1
)
. (9.10)
According to Equations (9.3) and (9.6),
(
Nnk
n
−Nnk−1
n
)
= O
(
1
n2
)(
Φ˜nk−1
n
+ 1
)
, uniformly over all k ≤
kmax(n). Then (9.10) becomes
−2
[
Φ˜nk−1
n
+
λ
n
(
1 + Φ˜nk−1
n
)
+O
(
1
n2
)(
Φ˜nk−1
n
+ 1
)] [
e
λ
n
(
Φ˜nk−1
n
+ 1
)
− 1
]
= −2
[
Φ˜nk−1
n
+
λ
n
(
1 + Φ˜nk−1
n
)
+O
(
1
n2
)(
Φ˜nk−1
n
+ 1
)][
Φ˜nk−1
n
+
λ
n
(
Φ˜nk−1
n
+ 1
)
+O
(
1
n2
)(
Φ˜nk−1
n
+ 1
)]
.
As we can see, this term partially cancels with the third term in Equation (9.9). In doing so, we obtain
Nnk
n
−Nnk−1
n
= E
[(
Φ˜nk
n
)2 ∣∣Fnk−1
n
]
−
(
Φ˜nk−1
n
+
λ
n
(
1 + Φ˜nk−1
n
))2
− α
2
n
(
Φ˜nk−1
n
)2
+O
(
1
n2
)(
Φ˜nk−1
n
)2
= E
[(
Φ˜nk
n
)2 ∣∣Fnk−1
n
]
−
(
Φ˜nk−1
n
)2(
1 +
2λ
n
)
− 2λ
n
Φ˜nk−1
n
+O
(
1
n2
)((
Φ˜nk−1
n
)2
+ Φ˜nk−1
n
+ 1
)
.
(9.11)
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From Corollary 9.3, we have
E
[(
Φ˜nk
n
)2 ∣∣Fnk−1
n
]
=
(
Φ˜nk−1
n
)2(
1 +
2λ
n
+
α2
n
+O
(
1
n2
))
+ Φ˜nk−1
n
(
2λ
n
+O
(
1
n2
))
+O
(
1
n2
)
,
and this perfectly cancels out with the second and third terms in (9.11). We are ultimately left with
N nk
n
−N nk−1
n
= O
(
1
n2
)((
Φ˜nk−1
n
)2
+ Φ˜nk−1
n
+ 1
)
. (9.12)
Before pursuing this line of reasoning further, let us define N nt between grid points. For k−1n ≤ t < kn ,
N nt −N nk−1
n
, E
[
−
∫ t
k−1
n
a(Φ˜ns )ds|Fnk−1
n
]
=
(
k − 1
n
− t
)
α2
(
Φ˜nk−1
n
)2
,
using a(x) = α2x2 as well as the the fact that Φ˜ns = Φ˜
n
k−1
n
for k−1n ≤ s < kn . As in the proof of
Parts (c) and (e), we may show, using the submartingality of
{
Φ˜nk
n
: k = 0, 1, . . .
}
, that the L1 norm∣∣∣∣∣
∣∣∣∣∣ inf0≤k≤kmax(n)− α2n
(
Φ˜nk−1
n
)2∣∣∣∣∣
∣∣∣∣∣
L1
 1n ||Φ˜nkmax
n
||L2 , which is O
(
1
n
)
. Therefore, in attempting to estab-
lish (e), we may ignore any possible times in between grid points {0, 1n , . . .}. Consequently, we consider
the discrete-time process
NN , {N n0 ,N n1
n
, . . . ,N nkmax
n
},
with associated bounded stopping times T NL , and we must show
sup
τ∈T NL
E[|NNT |]→ 0 as n→∞.
According to (9.12), for any k,∣∣∣N nk
n
∣∣∣ = O( 1
n2
) k∑
j=1
((
Φ˜nk−1
n
)2
+ Φ˜nk−1
n
+ 1
)
.
Therefore, noting that Φ˜nk
n
is always nonnegative
sup
0≤k≤kmax
∣∣∣N nk
n
∣∣∣ = O( 1
n2
) kmax∑
j=1
((
Φ˜nk−1
n
)2
+ Φ˜nk−1
n
+ 1
)
.
Now, since
{
Φ˜nk
n
}
k≥0
is also a submartingale and kmax = Ln, it follows that
E
[
sup
0≤k≤kmax
∣∣∣N nk
n
∣∣∣] = O( 1
n2
)
E
kmax∑
j=1
((
Φ˜nk−1
n
)2
+ Φ˜nk−1
n
+ 1
)
≤ O
(
1
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)
(Ln)E
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Φ˜nkmax
n
)2
+ Φ˜nkmax
n
+ 1
]
= O
(
1
n
)
.
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Condition (b). First, we claim that E
[
(j(t, Z, φ)− φ)2
]
= O(t)φ2 as t → 0, for Z a standard normal
random variable. Supposing that this claim is established, then applied conditionally, it entails that
E
[(
Φ˜nk
n
− Φ˜nk−1
n
)2 |Fnk−1
n
]
= O
(
1
n
)(
Φ˜nk−1
n
)2
,
and this will establish (b), given our control over the L2 norm of sup
0≤k≤Ln
∣∣∣∣Φ˜nk
n
∣∣∣∣. So, let us address the claim.
We have
E
[
(j(t, Z, φ)− φ)2
]
= E[j(t, Z, φ)2]− 2φE[j(t, Z, φ)] + φ2
= φ2 (1 +O(t))− 2φ(φ+O(t)) + φ2
= O(t)φ2;
here, we have used Lemma 9.3 for the first term, and Lemma 9.1 for the second term.
10. PROOFS FROM SECTION 4
Proof of Proposition 4.2. The proof will be by backwards induction on j. For reference, the reader should
see Figures 8 and 9: we will use backwards induction on the columns in Figure 8, and in each column,
we will use backwards induction on the elements of the column. First, the base case, where we will prove
equality. Suppose that j = n and 0 ≤ k ≤ n. Let Ψk = {ψk1 , . . . , ψkk} ∈ Ok. As mentioned before, the
Poisson process N is assumed to be stopped at ηn, so that ηn+1 = ∞. Since all observation rights have
arrived by the time ηj when j = n, we have remaining a total of n−k observation rights, with no restrictions
on when they may be used. Therefore, following the proof of Proposition 2.3 with slight modifications, we
may establish that for each 0 ≤ k ≤ n, γnn,k(Ψk) = vnn,k
(
ψkk ∨ ηn − ψkk ,ΦΨ
k
ψkk∨ηn
)
.
We next tackle the inductive step. Suppose then that
γnj+1,k(Ψ
′k) ≥ vnj+1,k
(
ψ′kk ∨ ηj+1 − ψ′kk ,ΦΨ
′k
ψ′kk ∨ηj+1
)
holds for all 0 ≤ k ≤ j + 1 and any Ψ′k ∈ Ok, on the set {ψ′kk < η(j+1)+1}. We wish to show that
γnj,k(Ψ
k) ≥ vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
holds for all 0 ≤ k ≤ j and any Ψk ∈ Ok, on the set {ψkk <
ηj+1}. To establish this, we will proceed with another round of backwards induction, this time on k, starting
from k = j. So, we fix Ψj = {ψj1, . . . , ψjj} ∈Oj . Let Ψ˜ = {ψj1, . . . , ψjj , ψ˜j+1, . . . , ψ˜n} ∈Onj,j(Ψj). Note
that since Ψ˜ ∈ On, it is the case that ψjj ≥ ηj , so that ψjj ∨ ηj = ψjj . We have, with all arguments taking
place on the set {ψjj < ηj+1},
ess inf
τ∈T Ψ˜s ,τ≥ψjj
E
[∫ τ
ψjj
e−λ(t−ψ
j
j )
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨj
ψjj
]
(10.1)
= ess inf
τ∈T Ψ˜s ,τ≥ψjj
E
[∫ ηj+1∧τ
ψjj
e−λ(t−ψ
j
j )
(
ΦΨ˜t −
λ
c
)
dt
+1{τ>ηj+1}
∫ τ∨ηj+1
ηj+1
e−λ(t−ψ
j
j )
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨj
ψjj
]
.
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For each such τ above, τ ∨ ηj+1 is an element of T Ψ˜ which is greater than ηj+1 = ψjj ∨ ηj+1. Therefore,
the right hand side of (10.1) above is greater than or equal to
ess inf
τ∈T Ψ˜s ,τ≥ψjj
E
[∫ ηj+1∧τ
ψjj
e−λ(t−ψ
j
j )
(
ΦΨ˜t −
λ
c
)
dt+ 1{τ>ηj+1}e
−λ(ηj+1−ψjj )γnj+1,j(Ψ
j)
∣∣FΨj
ψjj
]
,
which by the (initial) induction hypothesis is greater than or equal to
ess inf
τ∈T Ψ˜s ,τ≥ψjj
E
[∫ ηj+1∧τ
ψjj
e−λ(t−ψ
j
j )
(
ΦΨ˜t −
λ
c
)
dt (10.2)
+1{τ>ηj+1}e
−λ(ηj+1−ψjj )vnj+1,j
(
ηj+1 − ψjj , ϕ
(
ηj+1 − ψjj ,ΦΨ
j
ψjj
)) ∣∣FΨj
ψjj
]
.
Now, recall that ηj+1 − ψjj is independent of FΨ
k
ψjj
and exponentially distributed with parameter µ, on
the set {ψjj < ηj+1}. Additionally, from Theorem 3.2 of Dayanik (2010), it can be seen that for some
nonnegative random random variable Rj ∈ mFΨj
ψjj
, 1{τ>ηj+1} = 1{Rj>ηj+1−ψjj}, and τ1{τ≤ηj+1} = (ψ
j
j +
Rj)1{Rj≤ηj+1−ψjj}. Using the deterministic dynamics of Φ
Ψj in between observations, (10.2) becomes
ess inf
Rj∈mFΨj
ψ
j
j
,Rj≥0
∫ ∞
0
µe−µu
[∫ Rj∧u
0
e−λt
(
ϕ
(
t,ΦΨ
j
ψjj
)
− λ
c
)
dt+ 1{Rj>u}e
−λuvnj+1,j
(
u, ϕ
(
u,ΦΨ
j
ψjj
))]
du,
which is equal to
ess inf
Rj∈mFΨj
ψ
j
j
,Rj≥0
J0vnj+1,j
(
Rj , 0,Φ
Ψj
ψjj
)
≥ J00vnj+1,j
(
0,ΦΨ
j
ψjj
)
= vnj,j
(
0,ΦΨ
j
ψjj
)
.
This implies that
ess inf
τ∈T Ψ˜s ,τ≥ψjj
E
[∫ τ
ψjj
e−λ(t−ψ
j
j )
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨk
ψjj
]
≥ vnj,j
(
0,ΦΨ
j
ψjj
)
on the set {ψjj < ηj+1}. Taking the infimum over all Ψ˜ ∈Onj,j(Ψj), we obtain that γnj,j(Ψj) ≥ vnj,j
(
0,ΦΨ
j
ψjj
)
on {ψjj < ηj+1}, which establishes the base case in the second induction.
We now proceed to the inductive step in the second induction. Our hypothesis is that γnj,k+1
(
Ψk+1
) ≥
vnj,k+1
(
ψk+1k+1 ∨ ηj − ψk+1k+1,ΦΨ
k+1
ψk+1k+1∨ηj
)
holds for all Ψk+1 ∈ Ok+1 on the set
{
ψk+1k+1 < ηj+1
}
. We wish
to show that for any Ψk = {ψk1 , . . . , ψkk} ∈Ok, it is the case that
γnj,k(Ψ
k) ≥ vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
on {ψkk < ηj+1}.
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So, let Ψ˜ = {ψk1 , . . . , ψkk , ψ˜k+1, . . . , ψ˜n} ∈Onj,k(Ψk). We write, on the set {ψkk < ηj+1},
ess inf
τ∈T Ψ˜s ,τ≥ψkk∨ηj
E
[∫ τ
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
) ∣∣F Ψ˜
ψkk∨ηj
]
= min
{
0, ess inf
τ∈T Ψ˜s ,τ≥ψ˜k+1∧ηj+1
E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
+
∫ τ
ψ˜k+1∧ηj+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]}
,
using the fact that τ ∈ T Ψs , i.e. it does not stop the game between observations while there are remaining
observation rights. This then equals
min
{
0, E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
+ ess inf
τ∈T Ψ˜s ,τ≥ψ˜k+1∧ηj+1
E
[∫ τ
ψ˜k+1∧ηj+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]}
= min
{
0, E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
+ ess inf
τ∈T Ψ˜s ,τ≥ψ˜k+1∧ηj+1
E
[
1{ψ˜k+1<ηj+1}
∫ τ
ψ˜k+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
+1{ηj+1≤ψ˜k+1}
∫ τ
ηj+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]}
≥ min
{
0, E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
(10.3)
+ ess inf
τ∈T Ψ˜s ,τ≥ψ˜k+1∧ηj+1
E
[
1{ψ˜k+1<ηj+1}
∫ τ
ψ˜k+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
+ ess inf
τ∈T Ψ˜s ,τ≥ψ˜k+1∧ηj+1
E
[
1{ηj+1≤ψ˜k+1}
∫ τ
ηj+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]}
,
which we claim is equal to
min
{
0, E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
(10.4)
+ ess inf
τ∈T Ψ˜s ,τ≥ψ˜k+1
E
[
1{ψ˜k+1<ηj+1}
∫ τ
ψ˜k+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
+ ess inf
τ∈T Ψ˜s ,τ≥ηj+1
E
[
1{ηj+1≤ψ˜k+1}
∫ τ
ηj+1
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]}
.
It is trivially true that (10.3) ≤ (10.4), since its infimums are over a larger set of stopping times. We
claim that the other inequality also holds. To see this, let τ ≥ ψ˜k+1 ∧ ηj+1 be given. Consider τ ′ =
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τ1{ψ˜k+1<ηj+1}+∞1{ηj+1≤ψ˜k+1}, which is a stopping time greater than ψ˜k+1 and takes the same value as τ on
the set 1{ψ˜k+1<ηj+1}. The existence of such a τ
′ implies that minimizing over {τ ∈ T Ψ˜s : τ ≥ ψ˜k+1 ∧ ηj+1}
is equivalent to minimizing over {τ ∈ T Ψ˜s : τ ≥ ψ˜k+1}, on the set {ψ˜k+1 < ηj+1}. A similar procedure
may be done for stopping times on the set 1{ηj+1≤ψ˜k+1}, to establish the equality of (10.3) and (10.4).
Next, conditioning the second and third terms of (10.4) on, respectively, F Ψ˜
ψ˜k+1∨ηj
and F Ψ˜
ψ˜k∨ηj+1
, and
using the definition of γnj,k+1(Ψ˜), γ
n
j+1,k(Ψ˜), we obtain
(10.4)
≥ min
{
0, E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
+E
[
1{ψ˜k+1<ηj+1}e
−λ(ψ˜k+1−ψkk∨ηj)γnj,k+1(Ψ˜)
∣∣F Ψ˜
ψkk∨ηj
]
+E
[
1{ηj+1≤ψ˜k+1}e
−λ(ηj+1−ψkk∨ηj)γnj+1,k(Ψ˜)
∣∣F Ψ˜
ψkk∨ηj
]}
,
where we have used the fact that ψ˜k+1 ≥ ηj (so ψ˜k+1 ∨ ηj = ψ˜k+1) for the second term, and the fact that
we are on the set {ψkk < ηj+1} for the third term, so that ψkk ∨ ηj+1 = ηj+1. Now, applying the induction
hypothesis, this is greater than or equal to
min
{
0, E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
+E
[
1{ψ˜k+1<ηj+1}e
−λ(ψ˜k+1−ψkk∨ηj)vnj,k+1
(
ψ˜k+1 − ψ˜k+1,ΦΨ˜ψ˜k+1
) ∣∣F Ψ˜
ψkk∨ηj
]
+E
[
1{ηj+1≤ψ˜k+1}e
−λ(ηj+1−ψkk∨ηj)vnj+1,k
(
ψkk ∨ ηj+1 − ψkk ,ΦΨ˜ψkk∨ηj+1
) ∣∣F Ψ˜
ψkk∨ηj
]}
,
equal to
min
{
0, E
[∫ ψ˜k+1∧ηj+1
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣F Ψ˜
ψkk∨ηj
]
(10.5)
+E
[
1{ψ˜k+1<ηj+1}e
−λ(ψ˜k+1−ψkk∨ηj)vnj,k+1
(
0,ΦΨ˜
ψ˜k+1
) ∣∣F Ψ˜
ψkk∨ηj
]
+E
[
1{ηj+1≤ψ˜k+1}e
−λ(ηj+1−ψkk∨ηj)vnj+1,k
(
ηj+1 − ψkk ,ΦΨ˜ηj+1
) ∣∣F Ψ˜
ψkk∨ηj
]}
.
Now we make some observations. First, on the set {ψkk < ηj+1}, ηj+1 − ψkk ∨ ηj is independent of
F Ψ˜
ψkk∨ηj
, and conditioned on this sigma algebra, is distributed as an exponential random variable with pa-
rameter µ. Second, between ψkk ∨ ηj and ψ˜k+1 ∧ ηj+1, ΦΨ˜ has deterministic dynamics described by (2.1).
Third, for some nonnegative F Ψ˜
ψkk∨ηj
-random variable Rj,k, ψ˜k+1 = ψkk ∨ ηj + Rj,k, 1{ψ˜k+1<ηj+1} =
1{Rj,k<ηj+1−ψkk∨ηj}, and 1{ψ˜k+1≥ηj+1} = 1{Rj,k≥ηj+1−ψkk∨ηj}. Fourth, we note that, based upon (2.1) and
arguing as in Proposition 2.3,
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E
[
vnj,k+1
(
0,ΦΨ˜
ψ˜k+1
)
|F Ψ˜
ψkk∨ηj
]
= Kvnj,k+1
(
ψ˜k+1 − ψkk ,ΦΨ
k
ψkk
)
= Kvnj,k+1
(
(ψ˜k+1 − ψkk ∨ ηj) + (ψkk ∨ ηj − ψkk),ΦΨ
k
ψkk
)
= Kvnj,k+1
(
(ψ˜k+1 − ψkk ∨ ηj) + (ψkk ∨ ηj − ψkk), ϕ
(
−(ψkk ∨ ηj − ψkk),ΦΨ˜ψkk∨ηj
))
.
Therefore,
(10.5)
= min
{
0,
∫ ∞
0
µe−λu
[∫ Rj,k∧u
0
e−λt
(
ϕ
(
t,ΦΨ˜
ψkk∨ηj
)
− λ
c
)
dt
+1{Rj,k<u}e
−λRj,kKvnj,k+1
(
Rj,k + (ψ
k
k ∨ ηj − ψkk), ϕ
(
−(ψkk ∨ ηj − ψkk),ΦΨ˜ψkk∨ηj
))
+1{u≤Rj,k}e
−λuvnj+1,k
(
u+ (ψkk ∨ ηj − ψkk), ϕ
(
u,ΦΨ˜
ψkk∨ηj
))]
du
}
,
which is equal to
min
{
0, J+
(
vnj,k+1,v
n
j+1,k
) (
Rj,k, ψ
k
k ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)}
≥ J+0
(
vnj,k+1,v
n
j+1,k
) (
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
= vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
.
We have shown that
ess inf
τ∈T Ψ˜s ,τ≥ψkk∨ηj
E
[∫ τ
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨ˜t −
λ
c
)
dt
∣∣FΨk
ψkk∨ηj
]
≥ vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
on {ψkk < ηj+1}.
Thus, after taking the infimum over all Ψ˜ ∈Onj,k(Ψk), we deduce that
γnj,k(Ψ
k) ≥ vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
on {ψkk < ηj+1},
as claimed.
Proof of Proposition 4.3. As in Proposition 4.2, the proof is handled by a double backwards induction, first
on the number of observation rights received j, and then on the number of observation rights spent, k. The
proof of the base case, j = n, corresponds to times when all possible observation rights have been received,
and so as before, this case is handled essentially identically as in Proposition 2.3. Therefore, we move on
to the inductive step. Suppose that the result has been proven for j + 1 observation rights received; we will
prove it for j. Now comes a second induction, on k, so we will take up the base case of this, and take k = j.
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So, let Ψj ∈Oj . We have
γnj,j(Ψ
j) (10.6)
= ess inf
Ψ∈Onj,j(Ψj)
ess inf
τ∈T Ψs ,τ≥ψjj
E
[∫ τ
ψjj
e−λ(t−ψ
j
j )
(
ΦΨt −
λ
c
)
dt
∣∣FΨj
ψjj
]
≤ E
[∫ τ̂nj,j∧ηj+1
ψjj
e−λ(t−ψ
j
j )
(
ϕ
(
s− ψjj ,ΦΨ
j
ψjj
)
− λ
c
)
ds
∣∣FΨj
ψjj
]
(10.7)
+ ess inf
Ψ∈Onj+1,j(Ψj)
ess inf
τ∈T Ψs ,τ≥ηj+1
E
[
1{τ̂nj,j≥ηj+1}
∫ τ
ηj+1
e−λ(t−ψ
j
j )
(
ΦΨt −
λ
c
)
dt
∣∣FΨj
ψjj
]
,
where we have used the following facts:
(a) The j + 1st observation can not be made prior to the arrival time ηj+1 of the j + 1st arrival time, so
ΦΨ evolves deterministically between ψjj and ηj for all Ψ ∈Onj,j(Ψj).
(b) For any τ ∈ T Ψs with τ ≥ ηj+1, we may construct the stopping time τ˜ = τ̂nj,j1{τ̂nj,j<ηj+1} +
τ1{τ̂nj,j≥ηj+1} which agrees with τ on {τ̂nj,j ≥ ηj+1}, and is an element of T Ψs such that τ˜ ≥ ψ
j
j .
Therefore, the infimum over τ ≥ ψjj in (10.6) can be replaced with the infimum over τ ≥ ηj+1 in
(10.7).
After conditioning the interior of E
[
1{τ̂nj,j≥ηj+1}
∫ τ
ηj+1
e−λ(t−ψ
j
j )
(
ΦΨt − λc
)
dt
∣∣FΨj
ψjj
]
on FΨjηj+1 , we see that
(10.7) is equal, by definition, to
E
[∫ τ̂nj,j∧ηj+1
ψjj
e−λ(t−ψ
j
j )
(
ϕ
(
s− ψjj ,ΦΨ
j
ψjj
)
− λ
c
)
ds+ 1{τ̂nj,j≥ηj+1}γ
n
j+1,j(Ψ
j)
∣∣FΨj
ψjj
]
,
which by the induction hypothesis is equal to
E
[∫ τ̂nj,j∧ηj+1
ψjj
e−λ(t−ψ
j
j )
(
ϕ
(
s− ψjj ,ΦΨ
j
ψjj
)
− λ
c
)
ds
+ 1{τ̂nj,j≥ηj+1}v
n
j+1,j
(
ηj+1 − ψjj , ϕ
(
ηj+1 − ψjj ,ΦΨ
j
ψjj
)) ∣∣FΨj
ψjj
]
,
which is equal to
∫ ∞
0
µe−µu
[∫ snj,j(ΦΨj
ψ
j
j
)
∧u
0
e−λs
(
ϕ
(
s,ΦΨ
j
ψjj
)
− λ
c
)
ds
+ 1{
snj,j
(
ΦΨ
j
ψ
j
j
)
≥u
}vnj+1,j
(
u, ϕ
(
u,ΦΨ
j
ψjj
))]
du, (10.8)
as τ̂nj,j = ψ
j
j + s
n
j,j
(
ΦΨ
j
ψjj
)
, and using the fact that on the set {ψjj < ηj+1}, ηj+1 − ψjj is independent of
FΨj
ψjj
, and distributed as an exponential random variable with parameter µ.
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Now, (10.8) is equal to J0vnj+1,j
(
snj,j
(
ΦΨ
j
ψjj
)
, 0,ΦΨ
j
ψjj
)
, which by construction of snj,j , is equal to
J00v
n
j+1,j
(
0,ΦΨ
j
ψjj
)
= vnj,j
(
0,ΦΨ
j
ψjj
)
.
Thus, we have established that γnj,j(Ψ
j) ≤ vnj,j
(
0,ΦΨ
j
ψjj
)
on the set {ψjj < ηj+1}. In light of Propo-
sition 4.2, these quantities are actually equal. Furthermore, since vnj,j
(
0,ΦΨ
j
ψjj
)
≤ γnj,j(Ψj) ≤ (10.6) =
vnj,j
(
0,ΦΨ
j
ψjj
)
, (4.12) is established.
We now proceed to the second inductive step. Supposing that the result has been proven for j observation
rights received and k + 1 ≤ j observation rights spent, we will prove the result for j observation rights
received and k observation rights spent. So, let Ψk ∈Ok, and let Ψ̂k+1 = {ψk1 , . . . , ψkk , τ̂nj,k} ∈Ok+1j,k (Ψk),
with τ̂nj,k = τ̂
n
j,k(Ψ
k). We have, on the set {ψkk < ηj+1},
γnj,k(Ψ
k) (10.9)
= ess inf
Ψ∈Onj,k(Ψk)
ess inf
τ∈T Ψs ,τ≥ψkk∨ηj
E
[∫ τ
ψkk∨ηj
e−λ(t−ψ
k
k∨ηj)
(
ΦΨt −
λ
c
)
dt
∣∣FΨkψkk∨ηj
]
≤ E
[∫ τ̂nj,k∧ηj+1
ψkk∨ηj
e−λ(s−ψ
k
k∨ηj)
(
ϕ
(
s− ψkk ∨ ηj ,ΦΨ
k
ψkk∨ηj
)
− λ
c
)
ds
∣∣FΨkψkk∨ηj
]
+ ess inf
Ψ∈Onj,k+1(Ψ̂k+1)
ess inf
τ∈T Ψs ,τ≥τ̂nj,k
E
[
e−λ(τ̂
n
j,k−ψkk∨ηj)1{τ̂nj,k<ηj+1}
∫ τ
τ̂nj,k
e−λ(t−τ̂
n
j,k)
(
ΦΨt −
λ
c
)
dt
∣∣FΨkψkk∨ηj
]
+ ess inf
Ψ∈Onj+1,k(Ψk)
ess inf
τ∈T Ψs ,τ≥ηj+1
E
[
e−λ(ηj+1−ψ
k
k∨ηj)1{τ̂nj,k≥ηj+1}
∫ τ
ηj+1
e−λ(t−ηj+1)
(
ΦΨt −
λ
c
)
dt
∣∣FΨkψkk∨ηj
]
,
where we used in the first line above the deterministic evolution of ΦΨ
k
in between observations, and for
the second and third lines, the structure of stopping times in this problem, arguing as in (b) above. Now,
(10.9) above is equal to
E
[∫ τ̂nj,k∧ηj+1
ψkk∨ηj
e−λ(s−ψ
k
k∨ηj)
(
ϕ
(
s− ψkk ∨ ηj ,ΦΨ
k
ψkk∨ηj
)
− λ
c
)
ds
+e−λ(τ̂
n
j,k−ψkk∨ηj)1{τ̂nj,k<ηj+1}γ
n
j,k+1(Ψ̂
k+1) + e−λ(ηj+1−ψ
k
k∨ηj)1{τ̂nj,k≥ηj+1}γ
n
j+1,k(Ψ
k)
∣∣FΨkψkk∨ηj
]
,
which by the induction hypotheses (first induction for the third term and second induction for the second
term) is equal to
E
[∫ τ̂nj,k∧ηj+1
ψkk∨ηj
e−λ(s−ψ
k
k∨ηj)
(
ϕ
(
s− ψkk ∨ ηj ,ΦΨ
k
ψkk∨ηj
)
− λ
c
)
ds (10.10)
+ e−λ(τ̂
n
j,k−ψkk∨ηj)1{τ̂nj,k<ηj+1}v
n
j,k+1
(
0,ΦΨ̂
k+1
τ̂nj,k
)
+ e−λ(ηj+1−ψ
k
k∨ηj)1{τ̂nj,k≥ηj+1}v
n
j+1,k
(
(ηj+1 − ψkk ∨ ηj)
+ (ψkk ∨ ηj − ψkk), ϕ
(
ηj+1 − ψkk ∨ ηj ,ΦΨ
k
ψkk∨ηj
))∣∣FΨk
ψkk∨ηj
]
,
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We will now argue as in (10.5) and the discussion following it. Using the fact that ηj+1 − ψkk ∨ ηj on
the set {ψkk < ηj+1} is independent of FΨ
k
ψkk∨ηj
and exponentially distributed with parameter µ, and noting
τ̂nj,k − ψkk ∨ ηj = onj,k = onj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
, (10.10) becomes
∫ ∞
0
µe−µu
[∫ onj,k∧u
0
e−λs
(
ϕ
(
s,ΦΨ
k
ψkk∨ηj
)
− λ
c
)
ds
+e−λo
n
j,k1{onj,k<u}Kv
n
j,k+1
(
onj,k + (ψ
k
k ∨ ηj − ψkk), ϕ
(
−(ψkk ∨ ηj − ψkk),ΦΨ
k
ψkk∨ηj
))
+e−λu1{onj,k≥u}v
n
j+1,k
(
u+ (ψkk ∨ ηj − ψkk), ϕ
(
u,ΦΨ
k
ψk∨ηj
))]
du,
which is equal to J+
(
vnj+1,k,v
n
j,k+1
)(
onj,k + ψ
k
k ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
, which by construction of onj,k, is
equal to
J+0
(
vnj+1,k,v
n
j,k+1
) (
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
= vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
.
Thus, we have established that
γnj,k(Ψ
k) ≤ vnj,k
(
ψkk ∨ ηj − ψkk ,ΦΨ
k
ψkk∨ηj
)
on the set {ψkk < ηj+1}. Equality is now a consequence of Proposition 4.2. Examining the proof, we
immediately deduce (4.13) as well.
11. APPENDIX A: POSTERIOR DYNAMICS
In this Appendix, we derive the recursive formula (2.1). It will be convenient to assume that all observations
occur at deterministic times, following Dayanik (2010). The reduction to this case from observations at
stopping times follows immediately from iteratively taking conditional expectations. All of the material in
this appendix may be found in Dayanik (2010).
On some probability space (Ω˜, F˜ , P ), suppose that X˜ is a standard Brownian Motion which gains drift
α at time Θ˜, where P (Θ˜ = 0) = pi and P (Θ˜ ∈ dt|Θ > 0) = λe−λtdt. Let 0 = t0 < t1 < · · · be a fixed
infinite sequence of numbers, describing the times at which X˜ is observed. Let
Lt(u, x0, x1, . . .) ,
∏
l≥1,tl≤t
1√
2pi(tl − tl−1)
t exp
{
[xl − xl−1 − α(tl − tl−1 ∨ u)+]2
2(tl − tl−1)
}
.
Then
P (X˜tl ∈ dxl for all l ≥ 1 s.t. tl ≤ t) = Lt(Θ˜, x0, x1, . . .)
∏
l≥1,tl≤t
dxl.
Therefore, the conditional likelihood of the observations X˜t0 , X˜t1 , . . . , given Θ˜ = u, is
Lt(u) , Lt(u, X˜t0 , X˜t1 , . . .)
=
∏
l≥1,tl≤t
1√
2pi(tl − tl−1)
t exp
{
[X˜tl − X˜tl−1 − α(tl − tl−1 ∨ u)+]2
2(tl − tl−1)
}
.
To this point, we have already assumed that such a process X˜ exists. The actual construction starts from
a standard Brownian Motion X , and is then achieved via a change of measure. To that end, let (Ω,F , P∞)
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support a standard Brownian Motion X and an independent random variable Θ with P∞(Θ = 0) = pi, and
P∞(Θ ∈ dt|Θ > 0) = λe−λtdt for t > 0.
Then, P∞ {Xtl ∈ dxl for all l ≥ 1, tl ≤ t} is
Lt(∞, x0, x1, . . .)
∏
l≥1,tl≤t
dxl =
∏
l≥1,tl≤t
1√
2pi(tl − tl−1)
exp
{
(xl − xl−1)2
2(tl − tl−1)
}
dxl
for all t ≥ 0. Let F be the filtration obtained by observing X at fixed times 0 = t0 < t1 < · · · , and let
G = (Gt)t≥0 be the augmentation of F by σ(Θ), so that Gt = Ft ∧ σ(Θ).
Define P on G∞, locally along the filtration, by
dP
dP∞
= Zt(Θ)
, Lt(Θ)
Lt(∞)
= exp

∞∑
l=1
1{tl≤t}
(Xtl −Xtl−1)α (tl − (Θ ∨ tl−1))+
tl − tl−1 −
α2
(
(tl − (Θ ∨ tl−1))+
)2
2(tl − tl−1)

 .
Under P , the random variables Xtl −Xtl−1 , l ≥ 1, conditionally on Θ, are independent and Gaussian
with mean α (tl − (Θ ∨ tl−1))+ and variance tl − tl−1.
Since Z0(Θ) = 1, P and P∞ are identical on G0 = σ(Θ), so that Θ has the same distribution under P
and P∞. Under P , X has the distribution of a Brownian Motion which gains drift α at time Θ. We will
work under P for the remainder of this Appendix.
Define the conditional odds process
Φt ,
P (Θ ≤ t|Ft)
P (Θ > t|Ft) =
E∞
[
Zt(Θ)1{Θ≤t}|Ft
]
E∞
[
Zt(Θ)1{Θ>t}|Ft
] , (11.1)
with the second equality following from Bayes’ Theorem. On the set {Θ > t}, (tl − (Θ ∨ tl−1))+ =
(tl −Θ)+ = 0 for all l ≥ 1, tl ≤ t. Therefore, Zt(Θ)1{Θ>t} = 1{Θ>t}.
Thus,
E∞
[
Zt(Θ)1{Θ>t}|Ft
]
= P∞ (Θ > t|Ft)
= P∞(Θ > t)
= (1− pi)e−λt.
So, (11.1) becomes
E∞
[
Zt(Θ)1{Θ≤t}|Ft
]
(1− pi)e−λt =
eλt
1− piE∞
[
Zt(Θ)1{Θ≤t}|Ft
]
. (11.2)
We will now focus on this last term in (11.2). Write
E∞
[
Zt(Θ)1{Θ≤t}|Ft
]
= piZt(0) + (1− pi)
∫ t
0
λe−λtZt(u)du. (11.3)
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Suppose that tn−1 ≤ t < tn for some n ≥ 1. By definition, Zt(u) = Ztn−1(u) for every u ≥ 0, and
Ztn−1(u) = 1 for every tn−1 ≤ u < tn. This implies that (11.3) is
piZtn−1(0) + (1− pi)
∫ t
0
λe−λuZtn−1(u)du
= piZtn−1(0) + (1− pi)
∫ tn−1
0
λe−λuZtn−1(u)du+ (1− pi)
∫ t
tn−1
λe−λuZtn−1(u)du
=
1− pi
eλtn−1
Φtn−1 + (1− pi)
(
e−λtn−1 − e−λt
)
.
From this, it follows that, for tn−1 ≤ t < tn, we have that (11.2) is equal to
eλ(t−tn−1)Φtn−1 + e
λ(t−tn−1) − 1 = ϕ (t− tn−1,Φtn−1) ,
and this establishes the first part of (2.1). We now derive the form of Φtn , conditionally on Φtn−1 . Since
Ztn−1(u) = 1 for u ≥ tn−1, we have
Ztn(u)
= Ztn−1(u) exp

(
Xtn −Xtn−1
)
α (tn − (u ∨ tn−1))+
tn − tn−1 −
α2
(
(tn − (u ∨ tn−1))+
)2
2(tn − tn−1)
 , u ≥ 0.
So, (11.2) becomes
eλtn
1− pi
[(
piZtn−1(0) + (1− pi)
∫ tn−1
0
λe−λuZtn−1(u)du
)
exp
{(
Xtn −Xtn−1
)
α− α
2
2
(tn − tn−1)
}
+ (1− pi)
∫ tn
tn−1
λe−λu Ztn−1(u)︸ ︷︷ ︸
=1
exp
{(
Xtn −Xtn−1
)
α (tn − u)
tn − tn−1 −
α2 (tn − u)2
2(tn − tn−1)
}
du
]
,
which is equal to
exp
{(
Xtn −Xtn−1
)
α− α
2
2
(tn − tn−1)
}
eλ(tn−tn−1)Φtn−1
+
∫ tn
tn−1
λeλ(tn−u) exp
{(
Xtn −Xtn−1
)
α (tn − u)
tn − tn−1 −
α2 (tn − u)2
2(tn − tn−1)
}
du.
After making the substitution w = −(tn − u) for the integral above, we see that this is equal to the
second term in (2.1).
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12. APPENDIX B: SELECTED FIGURES
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Figure 8: Schematic of Stochastic Arrival Problem, n = 4
50
v40,0 v
4
1,0
v41,1
v42,0
v42,1
v42,2
v43,0
v43,1
v43,2
v43,3
v44,0
v44,1
v44,2
v44,3
v44,4start
J00
J+0
J+0
J00
J+0
J+0
J+0
J+0
J00
J+0
J+0
J+0
J+0
J+0
J+0
J00
Je0
Je0
Je0
Je0
Figure 9: Recursive Computation of Value Functions, n = 4
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