Commercially manufactured meters that measure the flow of a process gas are often calibrated with a known flow of a surrogate gas. This requires an accurate model of the flow meter and accurate values of the relevant thermophysical properties for both gases. In particular, calibrating a "laminar" flow meter near ambient temperature and pressure requires that the ratio (process gas viscosity)/(surrogate gas viscosity) be known to approximately 0.1%. With this motivation, we critically reviewed measurements of viscosity conducted with 18 instruments near 25°C and zero density for 11 gases: He, Ne, Ar, Kr, Xe, H 2 , N 2 , CH 4 , C 2 H 6 , C 3 H 8 , and SF 6 . For these gases and this single state, we determined viscosity ratios with relative standard uncertainties ranging from 2.7 Â 10 À4 to 3.6 Â 10 À4 at a 68% confidence level. Anchoring the ratios to the value (19.8253 AE 0.0002) Â 10 À6 Pa s for the viscosity of helium calculated ab initio at 25°C and zero density yields recommended values for the other ten gases and establishes a scale for gas viscosities that is more accurate than most of the reported values. To facilitate the extension of this scale, we recommend that researchers who calibrate gas viscometers (1) use helium as a calibration gas when possible, (2) report the values of all calibration data, and (3) report the uncertainties of their measured viscosity ratios. Similarly, we recommend that data archives capture this relevant calibration information. Ó 2012 by the U.S. Secretary of Commerce on behalf of the United States. All rights reserved. [http://dx
Introduction
The present work was stimulated by three observations about the viscosity of gases at low density: (1) accurate values of viscosity ratios are needed to calibrate certain flow meters; (2) the uncertainty of measured viscosity ratios is much smaller than the uncertainty of measured absolute viscosities; and (3) the viscosity of helium η He at zero density is known from theory with a relative standard uncertainty u r (η He ) ≈ 10 À5 near ambient temperature. 1 In response to these observations, we critically reviewed viscosity measurements conducted with 18 instruments for 11 gases: He, Ne, Ar, Kr, Xe, H 2 , N 2 , CH 4 , C 2 H 6 , C 3 H 8 , and SF 6 . These gases have been frequently studied, either for their commercial importance or for their interest to theorists. We calculated 235 viscosity ratios from those measurements, simultaneously fit them to obtain the most accurate values of the ratios at 25°C and zero density, and then anchored the fitted ratio values to the most accurate value of η He . (See Table 1 .) The resulting recommended viscosities, supplemented by the temperature and pressure derivatives of the viscosities, successfully address the calibration need mentioned above. The scope of the present correlation is more limited than that of many other correlations that reproduce measured viscosity values over wide ranges of temperature and density. However, this correlation can be extended to other gases and to wider ranges of states by reconsidering published viscosity data from a ratio perspective. Thus, this work is a step towards a more accurate viscosity scale.
Often, commercially manufactured gas-flow meters are calibrated using one gas at one temperature and pressure and then used to measure flows of another (process) gas at other temperatures and pressures. For so called "laminar" flow meters, the calibration adjustment relies on published values of the viscosity ratios η process /η calibration . Recently, Wright et al. 44 critically tested this practice by calibrating three types of laminar flow meters with five different gases. They detected small inconsistencies that could be reduced by slightly altering the viscosity ratios generated by a widely used database. 45 Thus, their calibrations would have benefitted from the accurate values of viscosity ratios reported here. When the viscosity of two gases is measured using a single instrument, the ratio of the viscosities is often more accurately determined than the viscosity of either gas because the linearity and the reproducibility of the instrument is often significantly smaller than its absolute uncertainty. This is illustrated in panels (a)-(f) of Fig. 1 . In these panels, the data from the various instruments are concentrated along the diagonal lines that represent viscosity ratios calculated from the viscosities recommended in Table 1 . The concentration of the ratio data demonstrates that the uncertainties are correlated and that viscosity ratios are more accurately determined than viscosities themselves. (If the uncertainties were uncorrelated, the data would scatter in a roughly circular pattern.) In Sec. 2 below, we discuss why the measured viscosity ratios are highly correlated.
We anchor the measured viscosity ratios to the remarkably accurate result η 0,He ¼ (19.8253 AE 0.0002) μPa s calculated ab initio by Cencek et al. 1 (Unless otherwise stated, all uncertainties are standard uncertainties with 68% confidence level.) This result for the viscosity of helium at 25°C and zero density is consistent with earlier calculations that had larger uncertainties. [46] [47] [48] As discussed in Ref. 1, the ab initio result , which is only slightly smaller than the relative uncertainty u r (η He ) ≈ 10 Â 10 À6 of the ab initio result.
In previous work at NIST, we used capillary viscometers to measure gas viscosity ratios, and we claimed that the results had uncertainties of approximately 0.02%. [38] [39] [40] Our uncertainty claims were based on a rigorous analysis of the uncertainties of the measurements, but the comparisons of our ratios to those measured elsewhere were not comprehensive. Here, we examine published measurements of viscosities made with 17 other instruments based on capillaries, oscillating disks, vibrating wires, and rotating cylinders. After excluding outliers, the NIST viscosity ratios (Instrument 18 in Table 2 ) are consistent, within combined uncertainties, with the ratios obtained with the other instruments, provided that the uncertainties of all 18 instruments are multiplied by a factor of 1.89. (Section 6 explains the origin of this factor.)
The remainder of this paper is organized as follows. In Sec. 2, we show that measured viscosity ratios are expected to be more accurate than individual viscosity measurements. Section 3 describes the criteria for selecting the 18 instruments discussed here. We mention our criteria for selecting the data, the technique used by each research group, and the processing of the published data to deduce viscosities at 25°C and zero density. Section 4 describes the method of simultaneously fitting to all of the data, Sec. 5 discusses discrepant data (outliers), and Sec. 6 describes the deviations and uncertainties of the final fit. In Sec. 7, we discuss the present results and briefly consider their implications concerning a viscosity scale.
Measured Ratios Have Small Uncertainties
We consider four types of instruments that have been used to accurately measure the viscosities of dilute gases: (1) capillary flow, (2) oscillating disk, (3) rotating cylinder, and (4) vibrating wire. As shown in Fig. 2 , the first three instruments are arranged so that most of the viscous dissipation occurs in a confined space that is well defined and geometrically stable, while the vibrating-wire instrument operates so that dissipation occurs mainly in a layer whose thickness δ v is comparable to or smaller than the wire radius. (Here
1/2 is the viscous penetration length, where ρ is the density of the gas and f is the oscillation frequency.) Consequently, all four instruments have an important dimension that is small and difficult to measure accurately: the internal diameter a of a capillary, the external radius a of a wire, or the distance a between a rotating cylinder or an oscillating disk and its stationary surroundings. However, the ratio of two viscosities measured with the same instrument is only weakly sensitive to the small dimension, as we now show explicitly.
When the viscosity of a dilute gas is measured with a capillary viscometer and a mass flow meter, an approximate For each gas pair such as Ar/N 2 , the viscosity of Ar, η Ar , is plotted on the vertical axis and η N2 is plotted on the horizontal axis. Each axis ranges from 99% to 101% of the viscosity recommended in Table 1 . The diagonal, dashed lines represent the recommended ratios of viscosities. The instruments are identified by numbers listed in Table 2 . The value of η SF6 measured with instrument 10 is 15.507 μPa s, which is off the scale, as indicated by arrows on panels
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where a and L are the radius and length of the capillary, p 1 is the pressure upstream of the capillary, p 2 is the pressure downstream of the capillary, _ n is the molar flow rate, and R is the universal gas constant. If the same capillary is used to measure the viscosities of two gases, the ratio of the viscosities is insensitive to a, L, and the scale factors for the flow meter and pressure gauges. The ratio is sensitive to the capillary dimensions only through small correction terms not shown in Eq. (1). 38 The oscillating disk viscometer, as refined by Kestin and Leidenfrost to measure the viscosity of dilute gases, 3 operates in the regime d v ) a, where a is the geometric mean of the distances between the top and bottom surfaces of the oscillating disk and the stationary plates above and below the disk. An approximate working equation for this instrument is
where 2πΔ is the logarithm of the amplitude decrement during one oscillation period, and I and r are the moment of inertia and radius of the disk. The length a will cancel out of a viscosity ratio determined with Eq. (2). A more sophisticated working equation, such as Eq. (1) in Ref. 8 , also has little sensitivity to a because each of its terms can be written as a function of ratio δ v /a multiplied by a function of aspect ratios such as r/a. The vibrating wire viscometer, as developed by Tough et al., 51 operates in the regime δ v < a and A < δ v , where a is the radius of the wire and A is the amplitude of the oscillation. (Measurements are sometimes made as a function of A 2 and extrapolated to A ¼ 0.) In the approximation that the hydrodynamic mass of the wire is small, the working equation is
where
Here ρ wire is the density of the wire material, τ ¼ (ωΔ) À1 is the measured damping time of the free vibrations, and the function m(k′) describes the hydrodynamics of a cylinder oscillating transversely in a fluid at small amplitude. A viscosity ratio obtained by using Eqs. (3) and (4) does not depend on the wire radius a. More generally, a viscosity ratio obtained with any oscillating-body viscometer operating at small amplitude will depend only weakly on a length such as a because the viscometer's response depends on viscosity only through a function of the ratio δ v /a.
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The magnetically suspended, rotating-cylinder instrument developed by Docter et al. 53 operated as a viscometer and a densimeter. It was refined by Evers et al., 37 who determined the viscosity of a gas in the narrow annular volume surrounding the rotating cylinder by measuring the free decay of the cylinder's rotation about its symmetry axis. They used the working equation
where D À1 is the time constant for the exponential decay of the rotational motion; D R À1 is the time constant when the cylinder is in vacuum; C is the "apparatus coefficient"; and z is a correction for the momentum of the rotating fluid. The parameter C depends upon the moment of inertia of the cylinder and the geometry of the flow field and is approximately inversely proportional to the thickness a of the annular volume surrounding the cylinder. When this apparatus is used to determine viscosity ratios, the values of the ratios are independent of C (and thus a) and only weakly dependent on z. Table 2 lists the selected viscosity values obtained from Refs. 2-40. We considered only data published since 1959, the year of the landmark paper by Kestin and Leidenfrost. 3 Publications that included multiple gases, especially helium, were favored. Publications that did not specify clearly the calibration values were rejected. Often, a laboratory published data that were obtained with a viscometer that had been modified only slightly over the course of a few years. We assumed that the viscosity values obtained during those years were sufficiently reproducible to yield consistent viscosity ratios, and we, therefore, grouped such publications into a single "instrument." 
Selecting and Adjusting the Data
(ratio) of the viscosity ratios was estimated from the scatter of the measurements of both gases. The typical uncertainty for each instrument is the average of individual uncertainties. Ratios derived from values in parentheses were excluded as outliers. All of the data in Table 2 are at the standard condition of T 0 ¼ 25°C in the limit of zero density ρ. Some publications reported viscosity values only at 20°C or at 1 atm, and our adjustments to the standard condition used the form
with the temperature and density dependences listed in Table 1 .
Other publications reported viscosity values over a range of temperature or density. When it was available, we used the authors' fit to those values to obtain the viscosity at the standard condition; otherwise we used our own fit. When the original authors used a temperature or density derivative to adjust the viscosity to 25°C or to zero density, we made no correction when the value differed from those listed in Table 1 . The effects of the differences between the original temperature scale and ITS-90 are too small to require corrections.
Calculating and Fitting to the Viscosity Ratios
After adjusting the values to the standard condition, we calculated the viscosity ratios among the gases for each of the publications listed in Table 2 . For four of the publications, 13, 19, 24, 25 we calculated the gas/helium ratios by using the helium viscosity value reported by the same group in a contemporary publication. Frequently, there were multiple viscosity ratio measurements for common gas pairs, such as N 2 /Ar; for such pairs we combined the multiple ratio measurements into an unweighted average for that instrument. After dropping unity ratios, such as η Ar /η Ar , and redundant ratios, such as η Ar /η N2 (while keeping η N2 /η Ar ), there were 266 independent viscosity ratios.
The viscosity values were obtained from a simultaneous fit to the viscosity ratios using the open source statistical package R. 54 We assumed that the viscosity of helium was 
where u(r ixy ) is the ratio uncertainty. Consistent with the assumption of linearity, the fit used logarithms of the ratios instead of the ratios themselves so that, for example, ln(r ixy ) + ln(r iyz ) + ln(r izx ) ¼ 0.
The published estimate of the ratio's uncertainty was used whenever it was available. Typically, only the absolute viscosity's uncertainty and the reproducibility of the measurement were stated. In those cases, we assumed that the ratio uncertainty was due only to the reproducibility, and we estimated the ratio uncertainty by multiplying the reproducibility typical for one gas by 2 1/2 . In some cases, we estimated the reproducibility from the typical deviations of a curve fitted to the authors' tabulated data. In a few publications, 7, 11, 12, 16, 18 the limited information led us to assume that the viscosity ratios had the same uncertainty as a similar, earlier publication from the same group.
Outliers
After a preliminary fit to all 266 ratios, we looked for outliers by comparing the measured ratios r ixy to the ratios η x /η y calculated from the fitted viscosities. In particular, we looked for values of the absolute normalized deviation
that exceeded 5 and were correlated with one gas and one instrument. Such a correlation suggests that the deviation was caused by an impurity in the gas. Table 3 lists six gasinstrument combinations where such deviations were identified as outliers. The rows of Table 3 indicate the order in which the outliers were identified and removed. After removing the outliers indicated in the first and second rows (Instrument 10 with SF 6 and Ne), we refit the data before identifying and removing the outliers indicated in the third row (Instrument 2 with H 2 ). Continuing in that fashion, we removed a total of 31 outliers and then fit the remaining 235 viscosity ratios to yield the final viscosity values in Table 1 . Because removing data from a correlation has a subjective aspect, we point out that the first two entries of Table 3 comprise data with deviations that are large enough to be seen easily in plots such as Fig. 1 , and below we provide graphical evidence that supports the outlier status of the other entries.
The third entry of Table 3 is Instrument 2 (Kestin 1959 (Kestin -1969 ) with H 2 . Figure 3 The fourth entry of Table 3 is Instrument 5 (Flynn) with CH 4 . An error in the CH 4 value at zero pressure 14 is plausible because it was estimated by a nonlinear extrapolation of data obtained above 28 bar.
The fifth and sixth entries of Table 3 are Instrument 17 (Evers, Ref. 37) with CH 4 and Ne. Figure 4 displays the deviations between Evers' measurements and the results of a trial fit to 242 ratios that included Evers' measurements while excluding the other outliers indicated in Table 3 . The deviations appear to have a viscosity dependence which suggests that the theory of the instrument [Eq. (5)] can be improved. Nine of Evers' 15 viscosity ratios involve Ne and CH 4 . Removing these nine changed the fitted viscosities by the fraction 2.7 Â 10 À4 , in the worst case. (See Table 4 .) (Fig. 3) . b Large nonlinear extrapolation to p ¼ 0.
c Viscosity-dependent deviations from fit (Fig. 4) . 
Deviations and Uncertainties of the Final Fit
After we removed the outliers indicated in Table 3 , the final fit to the remaining 235 ratios yielded the viscosity values in Table 1 . Figure 5 summarizes the resulting fractional deviations. The upper panel shows two histograms, one for the ratios measured using all 18 instruments and one for the ratios measured using the 4 more precise instruments (u r (ratio) < 0.0005). The histogram for the more precise instruments shows that 79 of the 108 ratios fall within the range AE0.0007, which is consistent with our conclusion that the recommended values of the viscosities have fractional uncertainties on the order of 0.0003. (See Table 1 and the discussion below.) The histogram for all 18 instruments shows a larger spread, with 23 of the 235 ratios falling outside the range AE0.0040. The larger spread is due partly to the range of instrument uncertainties (0.0002 < u r (ratio) < 0.0036) and partly to outliers that were included in the fit because their normalized deviations were smaller than those in Table 3 .
The lower panel of Fig. 5 compares a histogram of the deviations (normalized by their estimated uncertainties) to a normal distribution (curve) with no free parameters. The normal distribution's mean is zero and its width is the standard deviation (σ ¼ 1.89) calculated directly from the normalized deviations. The normalized deviations are close to the normal distribution, which, by definition, has no outliers. Therefore, we made no attempt to identify additional outliers.
The standard deviation of the normalized deviations, σ ¼ 1.89, is larger than the expected value of 1.00. One interpretation of this discrepancy is that any remaining outliers are hidden because they have deviations that are normally distributed. An equivalent interpretation is that some of the estimated instrument uncertainties are too small. The uncertainties given in Table 1 account for this discrepancy by multiplying the standard uncertainties returned by the fitting program by 1.89.
We examined the sensitivity of the fit to the input data by removing various subsets of the data and refitting. Table 4 shows that the sensitivity was small except for CH 4 , Kr, and SF 6 . The largest sensitivity occurs for η SF6 ; upon removing the data from Instrument 18 (NIST), η SF6 increases by the fraction 0.0010; upon removing the data from Instruments 3 and 4 (Kestin), η SF6 decreases by the fraction 0.0007. In Fig. 1 , panels (d)-(f) display three ratios involving SF 6 . For each panel, the plotted ratio for Instrument 18 is on the right of the 37 from the results of a trial fit to 242 ratios that included Evers' measurements while excluding the other outliers indicated in Table 3 . The shaded band represents the uncertainty of the instrument of Evers et al.: AE0.0015 η. The uncertainty bar for each point is our estimate of that ratio's uncertainty; it neglects the common uncertainty due to the calibration. The dashed line is a linear fit to Evers' deviations, which appear to depend on viscosity. Table 1 for alternative selections of data: (1) include outliers listed in Table 3 ; (2) dashed line and the plotted ratio for Instrument 3 is on the left of the dashed line. For SF 6 , ratio measurements from instruments other than 3, 4, and 18 are not sufficiently accurate to resolve this inconsistency. Therefore, the fractional uncertainty u r (η SF6 ) ¼ 3.6 Â 10 À4 is the largest uncertainty in Table 1 .
Discussion
We have demonstrated that the ratios of gas viscosities at 25°C and zero density are known from measurements with standard relative uncertainties on the order of 0.03%. There is nothing in the present demonstration that is specific to 25°C other than the abundance of accurate measurements. Similar fits to viscosity ratios at other temperatures are possible because accurate ab initio values of η He are available from 1 K to 10 000 K. Therefore, we suggest that future correlations of gas viscosity data multiply the correlation results by the factor needed to make the results consistent with Table 1 . This will address the calibration problem mentioned in the Introduction under a wider range of conditions. More generally, we encourage researchers to use helium as a calibration gas and to explicitly use ratio techniques when acquiring, analyzing, and correlating viscosity data. If this is done, it will be easy to add new gases to Table 1 . For example, Vogel recently used a quartz oscillating-disk viscometer to measure the viscosities of CO and N 2 over a wide temperature range. 28 He calibrated the apparatus using the ab initio value of η He at 25°C. Vogel's Table 4 includes three values of η N2 near 25°C. When adjusted to exactly 25°C, their average differs from the value in Table 1 by the small relative fraction À0.00017 AE 0.00044, where the uncertainty is the quadrature sum of the relative uncertainty in Table 1 and the standard relative deviation of Vogel's values from their mean. This agreement gives us confidence in Vogel's instrument. We interpret Vogel's CO results at 25°C to yield η CO ¼ 17.755 μPa s with the fractional uncertainty 4 Â 10 À4 , the same fractional uncertainty we estimated for Vogel's value of η N2 near 25°C. (Vogel reviewed the literature data for η CO and found that previous measurements had much larger uncertainties than his own measurements.) 
