The problem of estimating a random signal vector x observed through a linear transformation H and corrupted by an additive noise is considered. A linear estimator that minimizes the mean squared error (MSE) with a certain selected probability is derived under the assumption that both the additive noise and random signal vectors are zero mean Gaussian with known covariance matrices. Our approach can be viewed as a robust generalization of the Wiener filter. It simplifies to the recently proposed robust minimax estimator in some special cases.
INTRODUCTION
The theory of parameter estimation in linear models has been studied extensively in the second half of the past century, following the classical works of Wiener and Kolmogorov [1] , [2] . A fundamental problem addressed in these papers can be briefly described as that of estimating unknown parameter in the linear model y = Hx + w (1) where x and is an n × 1 zero-mean vector of unknown stochastic parameters with known covariance matrix E{xx H } = Cx, w is an m × 1 zero-mean random noise vector with known covariance matrix Cw , y is the m × 1 observation vector, H is an m × n known transformation matrix, (·) H stands for the Hermitian transpose, and E{·} denotes the expectation operator. Both Cx and Cw are assumed to be positive definite matrices.
Let the parameter vector x be estimated by a linear estimator
where G is some n × m matrix. The Wiener-Kolmogorov estimator finds the estimate of x as
where the expectation is taken with respect to both the additive noise w and the unknown vector x, which are assumed to have Gaussian distribution, and · 2 denotes the Euclidian norm of a vector. It is also assumed that the exact statistical information about w and x is available. Moreover, the basic assumption used
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in the estimator (3) is the ergodic assumption meaning that the observation time is so long as to reveal the long-term ergodic properties of the processes w and x. However, these two assumptions may not be satisfied in practice.
If the statistical information about w and x deviates from the assumed, then the performance of the Wiener-Kolmogorov estimator can degrade substantially. The modifications of the WienerKolmogorov estimator, which are robust against imprecise knowledge of the statistical information about w and x, have been developed in [3] , [4] . Another approach for designing robust estimators is based on minimizing the worst-case MSE in the uncertainty region for the parameter x, where x is assumed to be deterministic unknown [5] - [7] . Specifically, if the norm of x is bounded by some known constant U defining an uncertainty region, then the estimation problem can be written as [7] arg G min
The estimator (4) is called robust because it minimizes the MSE for the worst choice of x. Similarly, the performance of the Wiener-Kolmogorov estimator can degrade substantially if the ergodic assumption is not satisfied. However, in practice, this assumption is, indeed, often violated. Especially, it might be the case with respect to the process x. Motivated by this fact, an appealing idea would be to develop an estimator which relaxes the ergodic assumption by considering only the scenarios (realizations of x) which occur with large probabilities, while discarding the scenarios with small probabilities. It is equivalent to replacing the expectation taken with respect to x in (3) by the probability operator, and bounding such probability.
In the next section we give the mathematical formulation for a new estimator, which we call hereafter as a probabilisticallyconstrained estimator, develop the convex approximation for such estimator, and show some interesting connections to the worst-case estimator (4). The simulation results are presented in Section 3. Section 4 contains our concluding remarks.
PROBABILISTICALLY-CONSTRAINED ESTIMATOR
In this section, we develop a new approach to estimation of random parameters that is based on minimization of the MSE with a certain selected probability.
Problem formulation
Mathematically, we seek the solution to the following optimization problem
where p is a selected probability value, and Prx{·} denotes the probability operator whose form is assumed to be known and that applies only to x. This problem belongs to a class of chance-or probability-constrained stochastic programming problems [8] .
Using (1) and (2), the MSE is given by
where Tr{·} and I stand for the trace operator and the identity matrix, respectively. Introducing new notations t t −Tr{GCw G}, δ 1−p, and Λ (GH −I) H (GH −I) (where Λ is a Hermitian positive semi-definite matrix), and using (6), problem (5) can be equivalently written as
The problem (7) is mathematically intractable in general. However, if x is Gaussian distributed, then, using convex approximation of probability constraints [9] , (7) can be approximated by a tractable convex problem and can be efficiently solved.
Convex upper bound on the probability constraint
Introducing a new random variable ξ with zero mean and identity covariance matrix, such that x = C 1/2 x ξ, the constraint of (7) can be rewritten as:
Let λi (i = 1, . . . , n) be the eigenvalues 1 of the matrix C 1/2
x . Then, (8) can be equivalently written as
where ηi, (i = 1, . . . , n) are independent zero-mean random variables with unit variance,
. , λn] T , and [·]
T stands for the transpose. The following theorem suggests a convex approximation of the constraint (9) .
1 Note that the eigenvalues λ i (i = 1, . . . , n) are real nonnegative be-
is Hermitian positive semi-definite.
holds, where P (t, λ) is a logarithmically convex function 2 in variables t and λ.
Proof: Let E be the following set
and let ψ be a real nonnegative nondecreasing convex function satisfying the following properties:
Then, using (12) we can write
where 1E (η) denotes the indicator function of the set E, i.e., 1E (η) = 1 if η ∈ E and 1E (η) = 0 if η / ∈ E. The exponential function exp(t, λ) = exp{ n i=1 λiη 2 i − t} is nonnegative, nondecreasing, convex, and satisfies the property (12) . Thus, substituting exp(t, λ) instead of ψ(t, λ) in (13) and taking the logarithm (that is also nonnegative, nondecreasing, convex, and monotonic function), we obtain (10) . Note that the inequality (10) is similar to the one used in the Chernoff bound [10] .
Next, using the fact that η
distributed, and using the characteristic function [10] of the central χ 2 distribution, we obtain
The latter expression is the same as (11), and it is convex in variables t and λ if 0 ≤ λi < 1/2 (i = 1, . . . , n). The convexity follows from the general fact that a weighted, with nonnegative weights, sum of logarithmically convex functions, e.g., that of exp(t, λ), is itself logarithmically convex. Note that Theorem 1 provides a convex approximation for ln p(t, λ) only if 0 ≤ λi < 1/2 (i = 1, . . . , n). However, these conditions may not be satisfied in practice. Thus, the inequality (10) should be generalized for arbitrary real positive λi (i = 1, . . . , n) before it can be used to approximate the probability constraint in (7) . Toward this end, let us introduce a new optimization variable γ > 0 which serves as a normalization coefficient such that λi/γ < 1/2 (i = 1, . . . , n). Then, it can be checked that the function
is convex in γ, t, and λ. We can now formulate the following theorem on the constraint (9). Theorem 2: If δ ∈ (0, 1), then the condition
is a sufficient condition for the validity of the inequality (9).
Proof: p(t, λ) ≤ ln δ or equivalently p(t, λ) 
The condition (14) provides a "safe approximation" of the constraint (9) . That is, if a given pair (t, λ) with Λ 0 can be extended by a properly chosen γ to a solution of (14), then the constraint (9) holds true. However, the condition (14) can not yet be applied to the problem (7), because it is not convex with respect to G. Indeed, the eigendecomposition is a non-convex function in G. This difficulty is resolved in the next subsection where the approximate probabilistically-constrained estimator is given.
Approximate probabilistically-constrained estimator
A convex in G approximation of the probabilistically-constrained estimator (7) is given in the following theorem.
Theorem 3: The convex in variables γ, t, G, µ1, . . . , µn and Ω problem
is a safe approximation of the problem (7), where the last constraint is convex by means of Schur complement. Here µ [µ1, . . . , µn] T , Λ = (GH − I) H (GH − I) and S k {A} denotes the sum of k largest eigenvalues of a Hermitian matrix A.
Proof: It is easy to check that the objective function and the constraints in (15) are all convex. Moreover, the last constraint is satisfied with equality at the optimum and, thus,
Indeed, we observe that both the true probability Prx{x H Λx > t} and the constraints in (15) are monotone in Λ 0. The latter means that for some Ω1 Λ 0, both the true probability and the constraints in (15) will be greater or equal to similar quantities corresponding to Λ. Thus, it follows that at the optimum Ω = Λ, and the last two constraints (15) can be substituted by (16).
To prove that the problem (15) is a safe approximation of the problem (7), we need to prove that the constraints in (15) are equivalent to the constraint (14). The latter equivalence means that a triple (γ, t, λ) with Λ 0 is feasible for (14) if and only if it can be extended by properly chosen µ to a feasible solution to the system given by the constraints in (15), where the last two constraints are substituted by (16).
Indeed, if (γ, t, λ) is feasible for (14), then setting µi = λi, where the eigenvalues are arranged in the non-ascending order, we extend (γ, t, λ) to a feasible solution of to the system given by the constraints in (15).
Next, we prove that if (γ, t, G, µ, Ω) is feasible for the system given by the constraints in (15), then (γ, t, λ) is feasible for (14). This proof is readily given by the Majorization Principle 3 which states the following:
Given two n × 1 real valued vectors e and f , a necessary and sufficient condition for f to belong to the convex hull of all permutations of e is s k (e) ≥ s k (f ), for k = 1, . . . , n − 1, and sn(e) = sn(f ), where s k (a), 1 ≤ k ≤ n, stands for the sum of k largest entries in a.
Now let (γ, t, G,μ, Ω) be feasible for the system given by the constraints in (15), and let λ be the vector of eigenvalues of C 1/2
x . Then, from the second and forth constraints in (15) and the constraint (16) it follows that s k (λ) ≤ s k (μ), with equality for k = n. Using the Majorization Principle, we conclude that λ is a convex combination of permutations ofμ. However, the first inequality in (15) is valid only when µ =μ and, thus, it is valid when µ is a permutation ofμ. Since the left hand side of this inequality is convex in µ, we conclude that this inequality is valid if µ is a convex combination of permutations ofμ. In particular, this inequality is valid when µ = λ. The latter means that (γ, t, λ) is feasible for (14).
Since the problem (15) is convex, it can be efficiently solved using interior-point methods [12] . The complexity of solving the problem (15) is equivalent to that of semi-definite programming (SDP) problem complexity because of the last three constraints. However, the first constraint of (15) is logarithmically convex that makes the problem non-SDP.
For better understanding of the estimator (15), a special case which relates it to the minimax estimator of [7] is considered.
Special case
In this case, x = x is a scalar, H = h is an n × 1 vector, and the variance of x is denoted as σ 2 x . The estimatorx is given byx = g H y for some n × 1 vector g. Then, the problem (7) 
CONCLUSIONS
An approximation to a linear estimator that minimizes the MSE with a certain selected probability is derived under the assumption that both the additive observation noise and the unknown random vector are zero mean Gaussian and their covariance matrices are known. Such linear estimator can be viewed as a robust generalization of the Wiener filter, and in some special cases can be simplified to the well-known minimax estimator.
