Hidden process models are a conceptually useful and practical way to simultaneously 1 account for process variation in animal population dynamics and measurement errors in 2 observations and estimates made on the population. Process variation, which can be both 
sub-processes.
1
For example, with salmon suppose that abundance is measured immediately following a 2 period of harvest. The sequence of sub-processes is assumed to be natural mortality, 3 movement, and harvest. A presentation of this evolution that is familiar to ecologists is the 4 Leslie matrix (Gotelli 2001; Chapter 3), but here we assume that such a matrix is only an 5 approximation of the expected changes with time.
6 E[n t ] ≈ A t n t−1 = (I − H t )M t S t n t−1 , 7 where S t , M t , and H t are matrices representing sub-processes of survival, movement, and 8 harvest, respectively. The matrix representation will be an approximation in many cases, 9 such as when sub-processes are density dependent, as this will result in E[n t ] not being a 10 linear function of n t−1 . The matrix representation is largely for conceptual convenience and 11 does not necessarily play a role in the actual fitting of models to data, thus the quality of 12 the approximation is relatively unimportant. We call A t a generalized Leslie matrix We believe that the generalized Leslie matrix perspective on the state process evolution is 1 conceptually useful because (1) it is one familiar to ecologists, (2) one can easily create 2 variations by simply changing the ordering of the matrices for the sub-processes, and (3) 3 such modularization into sub-processes facilitates the formulation of alternative 4 hypotheses; e.g., density independent versus density dependent survival. At the same time 5 we emphasize that such a matrix perspective need only be an approximation for more 6 realistic descriptions, i.e., nonlinear functions for state processes. For implementation, one 7 should think of the evolution of the state process through its sub-processes in terms of a 8 linked set of probability density or mass functions, which we generically label pdfs.
9
Probability models that link the observations, y t , to the state vector, n t can be extremely 
20
We now formally define a hidden process model. There are three classes of pdfs to specify:
21
(1) one that generates the initial state vector, (2) one that describes the evolution of the 22 state vector from one time period to the next, and (3) one that links the observation vector to the state vector.
1
Initial state pdf : g 0 (n 0 |θ)
2 State t pdf : g t (n t |n t−1 , n t−2 , . . . , n 0 , θ) = g t (n t |n 0:t−1 , θ)
3 Observation t pdf : f t (y t |n t , θ)
4
Note that the special case where n t only depends upon n t−1 is called a state-space model.
5
θ is a vector of the parameters of the state and observation processes, and can include 6 survival probabilities, harvest rates, maturation probabilities, and measures of observation 7 noise. We will consider a Bayesian inference setting and, hence, we will also specify a prior 8 distribution on θ:
10
More discussion on Bayesian inference will follow later.
11
The pdf f t represents the observation process, stochastic or deterministic. We have 12 implicitly assumed that y t given n t is independent of all other states and observations
13
(Equation (3)), but this is not strictly necessary. An example would be where y t is a 14 weighted combination of current survey data, thus a function of n t , and historical 15 estimates, y t−1 , for example.
16
The pdf g t generically represents "process variation" due to the mortality, movement, birth, 17 maturation, etc. sub-processes. Assuming that these processes occur sequentially, rather 18 than simultaneously, the pdf g t can be modeled by a set of linked probability distributions between time periods t-1 and t, the evolution of the state vector can be described as follows.
where each G r,t is a distribution corresponding to the appropriate pdf; e.g., u 2,t has pdf 1 g 2,t (u 2,t |n 0:t−1 , u 1,t , θ). We note that directly evaluating the resulting pdf g t (n t |n 0:t−1 , θ) can 2 be quite complicated because it involves integrating over the intermediate u's; i.e.
3
g t (n t |n 0:t−1 , θ) =
g r,t (u r,t |n 0:t−1 , u 1:r−1,t , θ) du 1:k−1,t , 4 where u 1:r,t = u 1,t , . . . , u r,t . A schematic picture of the linked sub-processes and the 5 observations is given in Figure 1 .
6
A complete specification of the probability distribution for states, observations, and 7 parameter vector, that includes the intermediate states, is the following.
where n t = u k,t .
10
The generality of HPMs for a variety of population dynamics models and observation or 11 sampling procedures was described by Buckland et al. (2004) state-space models.
9
Bayesian inference.
10
Below we describe the three general steps in Bayesian inference in the context of HPMs.
11
1. The inference procedure begins with a statement of prior knowledge about θ, n 0 , 12 n 1:T , that is quantified by a prior probability distribution, g(n 0 , n 1:T , θ). This is the 13 product of the state pdfs in Equations (1) and (2) and the prior pdf (Equation 4), as 14 follows:
2. The data y 1:T are viewed as samples from probability distributions that are functions 17 of the states and the parameters. This is simply the observation process model in
18
Equation (3), which when viewed as a function of the states and the parameters is
3. The prior distribution or knowledge is updated on the basis of the data to yield a 1 posterior distribution for θ, n 0 , and n 1:T , using Bayes theorem. is by definition an integral.
20
The methods we now describe are procedures for calculating such integrals by computer 21 simulation and for generating samples from the pdf p(x). We refer to p(x) as the target pdf. Note that in the case of Bayesian inference p(x) is the posterior distribution; e.g., p(x) 1 ≡ g(n 0 , n 1:T , θ|y 1:T relatively large; e.g., N =10,000. The integral (expectation) in Equation (6) is 6 estimated as follows.
This is known as simple or exact Monte Carlo integration. 2. Probabilities ≡ Integrals.
10
Determining the probability of X falling within a specific range of values is an 11 integration problem and can thus be estimated by Monte Carlo integration. For 12 example, given the sample
14 I() is an indicator function equalling 1 when a ≤ x * i ≤ b is true and 0 otherwise.
15
Thus the estimated probability is simply the fraction of times the simulated value 16 falls between a and b. 3. Importance Sampling.
18
Direct sampling from the target pdf p(x) is often not feasible. properly to account for the x * 's coming from q(x) instead of p(x). The weight w 1 (x * ) for a particular simulated value x * is the ratio p(x * )/q(x * ). Estimates of the integral Besides dealing with situations where direct sampling from p(x) is not feasible, a 5 particular version of importance sampling can be used when evaluating p(x), and 6 thus the weight w 1 (x), is difficult. The difficulty usually arises when
where h(x) is tractable, but the constant c is not. This is often the case with
8
Bayesian inference where p(x) is the posterior distribution and the intractable 9 constant is the denominator in Bayes theorem, f (y 1:T ) (see Equation (5)). In this 10 case the weights are calculated in a different manner so that the constant c cancels 11 out and need not be calculated at all.
Bootstrap Resampling

16
When importance sampling is done using a trial pdf q(x), the resulting sample can be 17 resampled so that it becomes a sample from the target pdf p(x). The procedure is aims to mitigate the problem of particle depletion of simulated parameter values.
6
To initialize the algorithm, generate N sets of n 0 and θ from g 0 (n 0 |θ) and g 0 (θ); call these 7 draws n * i 0 and θ * i , where i=1,. . . , N . Set t=1.
8
Step 1 Generate a sample of size N of n t from a trial pdf, q(n t ), with the sample values 9 denoted n * i t , i=1,2,. . .,N .
10
Step 2 Calculate N weights which are the ratio of the product of the likelihood of the 11 data and the state pdf to the trial pdf:
where again f t () is the likelihood, g t () is the state pdf, and q() is the trial pdf.
14
Step 3 Resample both n * i t and θ * i according to w * i t to yield a sample denoted n * * i
. .,N .
16
Step 4 Σ θ * * .
9
Step 5 For i = 1, ..., N , redefine n * i t =n * * i t and θ * i =θ * * * i .
10
Step 6 If t < T , increment t to t+1 and go to
Step 1 and repeat.
11
After t time steps, the set of draws n * i t ,θ * i , i = 1, ..., N is an approximate sample from the 12 posterior distribution g(n t , θ|y 1:t ).
13
The magnitude of the initial sample size N is critical to the consistency of the resulting 14 posterior samples. here because these are generated anew at each time period by the stochastic state process.
23
One must tune the degree of smoothing (λ in Step 4): lots of smoothing reduces the Monte Carlo variation, but too much introduces substantial bias in some estimates. The 1 optimal amount of smoothing is an area of research. due to many factors including the building of dams which prevented salmon from reaching 13 spawning areas, habitat degradation, and overfishing.
14 A schematic drawing of the salmon life history is shown in Figure 4 . The sequence of 15 sub-processes for a given cohort of juveniles J t begins with sexing (where p m is the 16 probability of a fish being male) and survival, with probability φ 2,t+1 , to age 2 (when they 17 are at ocean), then maturation (with sex-specific probabilities ρ 2m and ρ 2f ). Maturing fish 18 return to spawn and then die. For age 2 fish that do not mature, the sub-processes are 19 again survival (with probability φ 3 ) and then maturation (with probabilities ρ 3f and ρ 3m ).
20
Finally the age 3 fish that do not mature experience ocean mortality (surviving with 21 probability φ 4 ) and then maturation (this time with certainty).
where the proportionality constant is determined by the restriction that r 2 + r 3 + r 4 =1.
1
The observation processes are identical for both models. The observation vector contains 2 spawning escapement estimates and juvenile outmigrant estimates with lognormal 3 observation errors. The equations for the state processes for both models, along with the 4 in-common observation equations, are given in the SISR/KS algorithm as it applies to fitting the LH model.
14
Generate N (in this case N =400,000) sets of n 0 , which for the LH model is:
16 and N sets of θ (using prior distributions g 0 (n 0 |θ) and g 0 (θ)), where 17 θ = (α, β, CV BH , φ 2,97 , . . . , φ 2,00 , φ 3 , φ 4 , ρ 2f , ρ 2m , ρ 3f , ρ 3m , CV J , CV A ).
18
Call the generated sample n * i 0 , θ * i , i=1, . . . , N . Set t=1.
19
Step 1 Generate a sample of size N of n t =(J t , . . . , S 4f t ), from a trial pdf, q(n t ), which was 20 chosen to be the state pdf (see the LH model state process equations in Table 2 for
where the f t ()s are lognormal density functions.
11
Step 3 Resample both n * t and θ * according to w * t to yield a sample denoted n * * t , θ * * .
12
Step 4 For each i=1,. . .,N kernel smooth θ * * i to yield θ * * * i :
where λ was set equal to 0.9. 
Cov(S
1
Step 6 If t < T , increment t to t+1 and go to Step 1 and repeat. estimates (1996) (1997) (1998) (1999) (2000) and nine years of adult returns estimates (1992-2000) ( Table 3) .
5
Given such a short time series and the number of parameters (15 for the LH formulation 6 and 12 for the HF formulation), we expect confounding between some of the parameters as 7 well as non-negligible influence of prior distributions on the posterior distributions. Therefore, different prior distributions were used to evaluate the sensitivity to priors.
9
The actual fitting procedure was an extension of SISR/KS, the auxiliary particle filter with 10 kernel smoothing. The algorithm was written in S-Plus (Insightful Corporation). The 11 input data and S-Plus code are available from Ecological Archives.
12
The number of simulated values was set at N =400,000 and the smoothing parameter λ was 13 0.9 (relatively moderate smoothing). With N =400,000 the Monte Carlo variation, as 14 measured by the coefficient of variation for the mean parameter estimates, averaged 1.4%
15 for the LH model and 1.5% for the HF model.
16
Results
17
The results of fitting the LH and HF HPMs are samples from the posterior distributions of data available up to the previous year, i.e., g(n 00 |y 92:99 ). Once this distribution has been 6 computed, one has at one's disposal not only a point estimate of n 00 , but also measures of 7 uncertainty and correlation between the components of the state vector, n 00 , which 8 accurately reflect one's knowledge and uncertainty at the time the prediction is formulated.
9
To make the predictions, the first eight years of data were used to generate samples from 10 the posterior distributions for parameters and states. These sample values were then 11 plugged into the state process equations for both the LH and the HF models, and juvenile
12
and spawner abundances were generated from the appropriate lognormal, binomial, and/or 13 trinomial distributions (see Table 2 
14
• Identify the sub-processes; e.g. birth, mortality, movement;
15
• Formulate theories about the nature of the sub-processes; e.g., density
16 dependence or independence of survival;
17
• Develop reasonable probability distributions for the sub-processes; e.g.,
18
multinomial, Poisson;
19
• Begin an initial list of the components of n t ; e.g., young distinguished by sex or 20 not.
21
2. Formulate the observation process.
• Identify the available, relevant data and tentatively determine the components 1 of the state vector;
2
• Describe the measurement or estimation processes;
3
• Link the observation to the state process;
4
• Develop reasonable probability distributions for the linkage. We close with mention of entry points to the literature that will generally be accessible to 
Hallock & Fisher (HF) Model State Process Equations
φ 2,t−1 ρ 2 r 3 /r 2 1−φ 2,t−1 ρ 2 S 4t ∼ Binomial J t−3 − S 2,t−2 − S 3,t−1 , φ 2,t−2 ρ 2 r 4 /r 2 1−φ 2,t−2 ρ 2 −φ 2,t−2 ρ 2 r 3 /r 2 for the state's evolution. n t−1 evolves to n t by intermediate sub-processes, the u ·,t s. The observations y t−1 and y t are connected to the corresponding states n t−1 and n t by the observation process pdfs f t−1 and f t . remaining in the ocean. The parameters φ denote survival (age-specific), the ρs are age-and sex-specific maturation probabilities, and p m is the probability of a fish being male. 
