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12Introduzione
La teoria dei rivestimenti e del gruppo fondamentale poggia le sue origini
in ambito topologico: data una superﬁcie di Riemann con g buchi e privata
di n punti un risultato classico aﬀerma che il gruppo fondamentale ad essa
associato ` e ﬁnitamente generato con 2g+n generatori ed una relazione.
In tutta generalit` a nella categoria degli spazi topologici puntati il gruppo
fondamentale ` e deﬁnito operativamente come gruppo quoziente rispetto alla
relazione di equivalenza di omotopia; tale deﬁnizione assume carattere “uni-




Emerge cos` ı lo stretto rapporto tra gruppo fondamentale e teoria dei rivesti-
menti.
Il teorema di esistenza di Riemann determina una corrispondenza biunivo-
ca tra rivestimenti topologici ﬁniti e rivestimenti analitici ﬁniti. Sempre nel
caso di rivestimento ﬁnito su un campo algebricamente chiuso di caratteristi-
ca zero l’identiﬁcazione di Riemann ` e esportabile anche in ambito algebrico
(principio GAGA di Serre).
L’analogo algebrico della categoria Cov
top
X ` e Et/X dove gli oggetti sono i
rivestimenti ﬁniti ´ etale.
Se abbandoniamo l’ipotesi che la caratteristica del campo base sia zero allora
le due teorie divergono sia nelle tecniche che nei risultati.
Lo scopo di questo lavoro ` e quello di analizzare i legami tra gruppo fonda-
mentale di una curva algebrica liscia deﬁnita su un campo algebricamente
chiuso di caratteristica positiva e invarianti geometrici della curva stessa.
Segnatamente nel capitolo IV si mostra come due curve X1 e X2 aventi grup-
pi fondamentali isomorﬁ abbiano lo stesso genere e il medesimo numero di
punti eventualmente mancanti rispetto alla compattiﬁcazione. Tale risultato
si inserisce nel contesto pi` u ampio dei rapporti tra teoria dei rivestimenti di
curve e loro classiﬁcazione che negli ultimi anni ha dato esiti sorprendenti
(ﬁlosoﬁa anabeliana di Grothendieck).
Per impostare il problema in termini rigorosi sia da un punto di vista qualita-
tivo sia quantitativo abbiamo analizzato in dettaglio la struttura del gruppo
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fondamentale di una curva liscia.
Nel primo capitolo abbiamo richiamato alcune nozioni relative ai morﬁsmi
tra schemi e ci siamo soﬀermati in particolar modo sulle isogenie e sui mor-
ﬁsmi ´ etale. Grazie a questi ultimi, nel successivo abbiamo deﬁnito Et/X
leggendone le propriet` a nell’ambito pi` u generale delle categorie di Galois. In
questo ambiente abbiamo poi recuperato il carattere universale del gruppo
fondamentale algebrico per poi studiarlo come gruppo proﬁnito astratto.
Dal terzo capitolo in poi abbiamo focalizzato la nostra attenzione sulle curve
lisce intese come schemi nonsingolari di dimensione 1 su k. Questo capitolo ` e
essenzialmente funzionale al calcolo esplicito della parte abeliana del gruppo
fondamentale. Nondimeno nella prima sezione abbiamo riletto alcune pro-
priet` a viste nel I capitolo mediante l’algebra commutativa. Le rimanenti due
sono interamente occupate dalla costruzione di due k-schemi di gruppo (J e
Jm) che permettono rispettivamente di classiﬁcare i rivestimenti ´ etale abelia-
ni su una curva completa e non.
La decomposizione della parte abeliana di π1 che compare alla ﬁne del capi-
tolo pone le basi per la dimostrazione del teorema 4.1 ed evidenzia come vi
sia una naturale e netta separazione tra rivestimenti di grado coprimo con la
caratteristica e rivestimenti di grado primo a p.
Tale separazione si riﬂette anche a livello delle tecniche che devono essere uti-
lizzate per il loro calcolo: nel primo caso si fa ricorso alla teoria di Kummer
ed a quella delle isogenie; nel secondo ci si rif` a alla teoria di Artin-Schreier.
Molti erano i percorsi ed i linguaggi possibili per arrivare ad una formaliz-
zazione delle tematiche esposte; in accordo con la letteratura contemporanea
` e stato privilegiato il linguaggio della teoria degli schemi di Grothendieck,
nel contempo si ` e cercato di non sacriﬁcare troppo l’intuizione geometrica in
nome del rigore e della concisione. Le stesse motivazioni ci hanno spinto a
ribadire pi` u volte le stesse osservazioni interpretando lo stesso fenomeno da
punti diversi coerentemente con lo spirito della geometria algebrica.
Anche le omissioni sono delle scelte, alcune dettate dal tempo, alcune dallo
spazio altre dalla volont` a di non raccontare ci` o che non si ` e ricreato con con-
sapevolezza ed immaginazione per non ingannare s` e stessi ed il lettore.
Nota: Per quanto riguarda i riferimenti bibliograﬁci le indicazioni non
precedute da alcun numero e scritte in maiuscolo sono da considerarsi (salvo
avviso contrario) referenze interne.Capitolo 1
Morﬁsmi tra schemi
1.1 I morﬁsmi ´ etale
In questo capitolo introduciamo le nozioni base relative alla categoria de-
gli schemi e ai morﬁsmi su essa deﬁniti in modo tale da formalizzare nella
maniera pi` u generale possibile il concetto di variet` a algebrica deﬁnita su un
campo k che supporremo sempre algebricamente chiuso .
Pi` u in dettaglio deﬁniamo le variet` a aﬃni su un campo k non come luogo
degli zeri di un sistema ﬁnito di equazioni polinomiali ma come lo spettro di
una k-algebra ﬁnitamente generata e ridotta A munito di un fascio strutturale
e A.
Per la costruzione della topologia di Spec(A )rimandiamo a [4] cap.2 par 1;
e A ` e il fascio che associa agli aperti d i base D(f) l’anello semilocale Af
In tutta generalit` a una variet` a algebrica ` e l’unione ﬁnita di aperti aﬃni e
come tale ` e il dato di uno spazio topologico X e di un fascio OX per cui esiste
un ricoprimento aperto aﬃne {Ui} (Ui = Spec(Ai) con OX|Ui =e (Ai) )
deﬁnizione 1.1 Dato X spazio topologico e OX fascio di anelli su X, (X,OX)
` e uno schema se per ogni P ∈ X esiste U intorno aperto di P tale che
(U,OX|U) ` e isomorfo ad uno spazio del tipo (Spec A , e A).
Per interpretare gli schemi come una categoria bisogna deﬁnire i morﬁsmi:
deﬁnizione 1.2 Un morﬁsmo di schemi da (X,OX) a (Y,OY) ` e una coppia
(Φ,φ) con le seguenti propriet` a:
1) Φ : X −→ Y ` e applicazione continua (morﬁsmo nella categoria degli spazi
topologici)
2) φ : OY −→ Φ∗(OX) morﬁsmo nella categoria dei fasci (su Y).
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3)La mappa φx : OY,f(x) −→ OX,x indotta dal morﬁsmo di fasci ` e un omo-
morﬁsmo locale (l’ immagine dell’ ideale massimale del dominio ` e contenuta
nel massimale del codominio)
Per le propriet` a di Φ∗,Φ∗,Φ−1 si veda [4] cap.2 par.5.
Dato S schema si pu` o deﬁnire la categoria degli S-schemi dove gli oggetti
sono gli schemi (X,OX,f) dove f ` e morﬁsmo da X a S e i morﬁsmi sono i
morﬁsmi di schemi (X,OX,f) e (Y,OY,g) compatibili con f e g.
Nel corso di questo lavoro con il termine Sch intenderemo la categoria degli
Spec(k)-schemi che viene abbreviata in k-schemi; inoltre nel seguito per la
determinazione di uno schema X ometteremo il fascio strutturale OX e con
il termine schema su k intenderemo uno schema su Spec(k).
In particolare ricordo che la categoria Sch ` e chiusa per prodotto ﬁbra [4](cap.2
par.3).
deﬁnizione 1.3 Dato U aperto in X, OX(U) ` e l’anello delle funzioni regolari
su U , se inoltre si tratta di un dominio di integrit` a gli elementi del campo
delle frazioni associato si chiamano funzioni razionali su U.
La ﬁbra di OX in un punto P (OX,P) ` e l’anello locale dei germi delle funzioni
regolari in P (f non ha polo in P) il cui ideale massimale ` e mP = {f regolare
in P |f(P) = 0}.
Ecco alcune utili puntualizzazioni sui morﬁsmi tra schemi:
1. Un epimorﬁsmo ` e un morﬁsmo di schemi u:X −→ Y che gode della
seguente propriet` a : ∀Z ∈ OB(Sch) dati v1 e v2 Y−→ Z v1 ◦ u =
v2◦u =⇒ v1 = v2. Si tratta di una deﬁnizione di carattere pi` u generale
rispetto all’ usuale suriettivit` a e se si ragiona in termini insiemistici si
ritrova la suriettivit` a.
2. u: X −→ Y ` e detto epimorﬁsmo eﬀettivo se la sequenza
X ×Y X ⇒ X −→
u Y





2 MorC(X ×Y X,Z)
` e una successione esatta.
3. Sia dato f : X −→ Y morﬁsmo di k-schemi; una sezione su U ⊂ Y , U
aperto in Y, ` e un morﬁsmo s: U −→ X tale che f ◦ s ` e l’idenit` a su U.1.1. I MORFISMI ´ ETALE 7
Abbiamo gi` a accennato all’inizio come la nozione di variet` a algebrica su un
campo sia esprimibile come luogo degli zeri di un sistema essenzialmente
ﬁnito di equazioni polinomiali. Il punto di vista che verr` a adottato in questo
lavoro segue la teoria degli schemi che fornisce un linguaggio pi` u “universale”
e permette l’utilizzo della teoria dei fasci: in questo contesto con il termine
variet` a algebrica su un campo k intenderemo uno schema integro e separato
di tipo ﬁnito su Spec k.
Lo studio del gruppo fondamentale algebrico di una k-variet` a V ` e lo studio di
particolari morﬁsmi di k-schemi con codominio su V; per quanto riguarda le
deﬁnizioni di morﬁsmo ﬁnito , di tipo ﬁnito, separato e proprio si rimanda a
[4] (cap.3 par.3,4); d’ora in poi i morﬁsmi saranno sempre ﬁniti salvo esplicito
avviso contrario. Per deﬁnire la categoria Et/S per la quale ha senso deﬁnire il
gruppo fondamentale algebrico dobbiamo introdurre altre deﬁnizioni relative
ai morﬁsmi di k-schemi.
deﬁnizione 1.4 Sia f: X −→ Y morﬁsmo di k-schemi, f ` e piatto in x se
OX,x ` e un OY,f(x) modulo piatto.
deﬁnizione 1.5 f: X −→ Y morﬁsmo di k-schemi, f ` e non ramiﬁcato in x
se
a) l’estensione dei campi residui k(x)/ k(f(x)) ` e ﬁnita e separabile
b) Il morﬁsmo locale indotto ` e tale per cui mf(x)OX,x = mx.
Ipotesi geometrica In questo lavoro gli schemi che prendiamo in considerazio-
ne sono localmente noetheriani : ogni aperto aﬃne ` e del tipo Spec (A) con
A anello noetheriano.
Questa restrizione permette (Lemma di Chevalley [11] 3.5.1) di identiﬁcare
morﬁsmi ﬁniti con morﬁsmi propri la cui ﬁbra ` e ﬁnita.
A diﬀerenza delle altre deﬁnizioni le ultime due sono di natura locale e come
tali possono essere descritte anche in maniera non intrinseca (ragionando su
ricoprimenti aperti aﬃni).
Propriet` a geometriche della piattezza
Partiamo da alcune considerazioni generali sui moduli piatti: un modulo M
` e R-piatto ⇐⇒ tensorizzando una qualsiasi sequenza esatta di R-moduli con
M si ottiene ancora una sequenza esatta.
osservazione 1.1 1) Sia M un R-modulo piatto e sia S una R-algebra (si
sottintende un morﬁsmo f: R −→ S detto cambiamento di base) allora M⊗RS
` e S-modulo piatto.8 CAPITOLO 1. MORFISMI TRA SCHEMI
2) Se B ` e una A-algebra piatta e N un B-modulo piatto allora N ` e un A-
modulo piatto.
Dimostrazione: Si tratta di usare gli isomorﬁsmi canonici del prodotto ten-
sore ([1] proposizione 2.14 i), ii) iv) ). 2
Queste due propriet` a algebriche hanno la seguente interpretazione: dalla
prima si ricava che se f:X−→ Y ` e piatto ed esiste g: Y 0 −→ Y allora f0:
X ×Y Y 0 −→ Y 0 ` e piatto a sua volta, la seconda assicura che la piattezza si
conserva per composizione.
proposizione 1.1 Se f : X −→ Y ` e morﬁsmo piatto e ﬁnito tra schemi
noetheriani allora f ` e una mappa aperta.
Commento: per una dimostrazione si rimanda a [11] (3.3.4), la tecnica uti-
lizzata ` e di natura prettamente topologica e coinvolge la nozione di insieme
costruibile : le ipotesi di ﬁnitezza e di noetherianit` a servono per mostrare che
f manda insiemi costruibili in insiemi costruibili mentre la piattezza assicura
che il morﬁsmo locale indotto sia fedelmente piatto. 2
Signiﬁcato geometrico della piattezza
Sotto l’implicita ipotesi di ﬁnitezza si ha che f: X−→ Y ` e piatto se le ﬁbre
costituiscono una famiglia di schemi che varia con continuit` a.
Interpretazione geometrica della non ramiﬁcazione
Costruiamo il fascio dei diﬀerenziali ΩX/S associato al morﬁsmo f: X −→ S:
si tratta della generalizzazione geometrica del B- modulo ΩB/A spazio degli
A-diﬀerenziali di B (B ` e A-algebra tramite un morﬁsmo φ : A −→ B ).
ΩB/A ` e deﬁnito come I
I2 dove I = kerµ
µ : B ⊗A B −→ B
b1 ⊗ b2 7−→ b1b2
Propriet` a algebriche dei diﬀerenziali
1. Sia d: B −→ ΩB/A
d : b 7−→ 1 ⊗ b − b ⊗ 1modI
2
allora d ` e una derivazione (A-lineare e soddisfacente alla regola di
Leibniz) e i d(b) generano ΩB/A.1.1. I MORFISMI ´ ETALE 9
2. Da un punto di vista puramente algebrico ΩB/A w
B⊗AB
W con W gene-
rato da 1 ⊗ b1b2 − b1 ⊗ b2 − b2 ⊗ 1 (per una dimostrazione dettagliata
vedere [11]3.3.0 ).
Questo isomorﬁsmo ` e alla base della propriet` a universale dei diﬀeren-
ziali: dato V B-modulo arbitrario e data D derivazione A-lineare esiste
ed ` e unica una mappa B-lineare HD tale che HD ◦ d = D
3. La propriet` a universale determina un isomorﬁsmo tra Hom (ΩB/A,V )
e le A-derivazioni tra B e V. Nel caso particolare in cui A = kB = K,
φ : k ,→ K immersione di campi ΩK/k ` e il duale dello spazio delle de-
rivazioni, per cui se K/k ` e ﬁnita e separabile lo spazio dei diﬀerenziali
ad essa associato ` e banale.
Per dimostrare l’ultima aﬀermazione basta osservare che per il teorema
dell’elemento primitivo si ha che K = k(θ) e visto che le derivazioni sono
k-lineari ` e necessario e suﬃciente che data una derivazione arbitraria ˜ d
˜ d(θ) = 0, ma questo si veriﬁca sostituendo θ al suo polinomio minimo
a coeﬃcienti in k e ricordando che quest’ultimo ha radici distinte nel
suo campo di riducibilit` a completa.
4. Se ψ : A −→ A0 ` e un cambiamento di base ` e ben deﬁnita la scrittura
B ⊗A A0 = B0 : dall’ isomorﬁsmo canonico M ⊗B B w B si ricava
ΩB/A ⊗B B
0 w ΩB/A ⊗A A
0
e dall’isomorﬁsmo (B⊗AA0) ⊗A0 (B ⊗A A0) ∼ B ⊗A B ⊗A A0 con la
propriet` a universale si ricava
ΩB0/A0 w ΩB/A ⊗A A
0
L’idea ora ` e di costruire il fascio dei diﬀerenziali ΩX/S a partire da un mor-
ﬁsmo f:X −→ S.
Se S = Spec(A) e X = Spec(B) si costruisce prima il B-modulo ΩB/A e tramite
il funtoreesi associa un e B modulo dove e B ` e il fascio strutturale su Spec(B).
Per trattare il caso generale osserviamo che il morﬁsmo algebrico µ ha come
corrispettivo geometrico l’immersione diagonale X −→ X ×S X la quale ` e
chiusa perch´ e X ` e separato; al sottoschema chiuso X si associa un fascio di
ideali Ix, Ix
I2
x ` e ΩX/S ed ` e un OX modulo coerente.
Prima di dimostrare il teorema sulla caratterizzazione dei punti di non ra-
miﬁcazione mediante il fascio dei diﬀerenziali relativi richiamiamo i seguenti
risultati classici di algebra commutativa :10 CAPITOLO 1. MORFISMI TRA SCHEMI
fatto 1.1 (Lemma di Nakayama): Dato A anello, M A-modulo ﬁnitamente
generato e a ⊂ R con R =
T
m(m) intersezione degli ideali massimali di A,
si ha M = aM =⇒ M=0.
Dimostrazione: vedere [1]( proposizione 2.6)
Come conseguenza di questo enunciato abbiamo i seguenti
corollario 1.1 Sia A anello locale M e N A-moduli ﬁnitamente generati, al-
lora M⊗AN = 0 =⇒ M=0 o N=0 (si ha in pratica una legge di annullamento
del prodotto)
Dimostrazione Se a ` e ideale di A e M ` e A-modulo A/a ⊗A M w M/aM :
basta tensorizzare la sequenza esatta
0 −→ a −→ A −→ A/a −→ 0
con M . Infatti si conserva l’esattezza a destra e l’isomorﬁsmo naturale
A ⊗A M w M permette di concludere.
Sia ora A locale e m e k =A/m come nell’enunciato; Mk = k⊗AM w M/mM
e per Nakayama se Mk = 0 mM = M da cui M = 0.
M⊗AN = 0 =⇒ k ⊗A M ⊗A N = 0 =⇒ (k ⊗A M) ⊗A (k ⊗A N) = 0 Ma gli
A-moduli tra parentesi sono dei k-spazi vettoriali di dimensione ﬁnita per cui
vale l’annullamento del prodotto, per quanto visto sopra o M=0 o N=0 . 2
corollario 1.2 Sia A anello, a ⊂ R e siano M un A-modulo e N un A-
modulo ﬁnitamente generato. Allora dato un morﬁsmo u : M −→ N se ¯ u:
M \ aM −→ N \ aN ` e suriettivo allora anche u lo ` e.
Dimostrazione: Esistenza del morﬁsmo indotto. Sicuramente ∃ ˜ u : M −→
N \aN, da questa mappa bisogna deﬁnire ¯ u. La deﬁnizione ` e ben posta ⇐⇒
[m] =[m0] =⇒ [¯ u[m0]] = [¯ u[m]]. Poniamo ¯ u[m] = ˜ u(m + aM). Dal momento
che un generico elemento di aM si lascia scrivere come
Pk
j=1 ajmj dalla A-
linearit` a di u si vede che ¯ u[m]− ¯ u[m0] ∈ aN. Questo conclude circa la buona
deﬁnizione.
Se N \ aN = 0 il Lemma di Nakayama dice che N = 0 pertanto u ` e chiara-
mente suriettivo.
Possiamo ora supporre che u sia un morﬁsmo non banale e che ∃ [n] 6= [0]
in N \ aN, per ipotesi ∃ [m] tale per cui ¯ u[m] = [n]. Dal momento che il
morﬁsmo u di partenza ` e non nullo e che u(aM) ⊂ aN esiste un rappresen-
tante in [n] del tipo n+
Pt
i=1 aini con la seguente propriet` a: ∃˜ m ∈ [m] ˜ m =
m+
Pt
i=1 aimi e u(mi) = ni∀i. Questo mostra che u(m) = n.1.1. I MORFISMI ´ ETALE 11
Inﬁne se n 6= 0 n ∈ aN si ha che n =
P
i aini dove senza perdita di generalit` a
posso pensare ni ∈ N \ aN per cui ∀i itero il ragionamento precedente e per
linearit` a u(
P
i aimi) = n. 2
deﬁnizione 1.6 Dato A anello (commutativo e con unit` a) la dimensione
(secondo Krull) di A ` e il sup (p0 ⊂ p1 ⊂ ... ⊂ pn) dove i pi sono ideali primi
di A.
proposizione 1.2 Un anello A ` e artiniano ⇐⇒ ` e noetheriano di dimensione
0 (cfr. cap.II).
dimostrazione:[1] teorema 8.5 .
corollario 1.3 Sia A anello noetheriano. Sono equivalenti i seguenti fatti:
a) A` e artiniano
b) Spec(A) ` e discreto e ﬁnito
c) Spec(A) ` e discreto
dimostrazione Chiaramente b) =⇒ c); inoltre dal momento che Spec (A) ` e
quasi compatto (non ` e T2!) allora la cardinalit` a deve essere ﬁnita c)=⇒ b).
Se invece A ` e artiniano deve avere dimensione 0 per cui ogni ideale primo
non ` e contenuto n` e contiene alcun altro ideale , questo equivale a dire che
ogni punto ` e chiuso e aperto. a)=⇒c).
Se vale c) allora ogni punto ` e chiuso (massimale) ed aperto (minimale) per
cui l’anello ha dimensione zero. 2
proposizione 1.3 Un anello artiniano A risulta in modo unico (a meno di
isomorﬁsmi) un prodotto diretto ﬁnito di anelli locali artiniani.
dimostrazione : [1] teorema 8.7
proposizione 1.4 Siano X e S schemi localmente noetheriani e f: X−→ S.
Le seguenti aﬀermazioni sono equivalenti:
1. f ` e non ramiﬁcato in x,
2. ΩX/S,x = (0),12 CAPITOLO 1. MORFISMI TRA SCHEMI
3. ∆ : X −→ X ×S X ` e immersione aperta in un intorno di x.
Dimostrazione: 1)=⇒ 2) : si tratta di un enunciato locale, si pu` o supporre
X aﬃne = Spec(B).
Dato x ∈ X e s = f(x), Speck(s) = S0 ha una naturale struttura di S schema
. Ha senso pertanto la scrittura X×S Spec k(s) = X0.
L’isomorﬁsmo dei cambiamenti di base mostra che
ΩX/S,x ⊗Ox Ox0 = ΩX0/S0,x0 (1.1)
Se si localizza X0 = Spec (B⊗Ak(s)) rispetto ad un ideale primo P | P
T
B =
p ↔ x si ottiene (B ⊗Ak(s))P = Bp/(spec k(s) Bp). Per la propriet` a a) della
ramiﬁcazione questo equivale al campo residuo k(x).
Il corollario precedente (annullamento del prodotto tensore) assicura che se
ΩX0/S0,x0 = (0) allora ΩX/S,x = (0); osservo che x’ = (x, Spec k(s)) con f(x)
= s per cui ΩX0/S0,x0 = Ωk(x)/k(f(x)) che per ﬁnita separabilit` a dell’estensione
(condizione b) della ramiﬁcazione) vale zero.
2)=⇒ 3) Consideriamo ∆ : X −→ X ×S X z = ∆(x), per deﬁnizione di
diﬀerenziale l’ ipotesi 2) equivale a dire che I∆,z = I2
∆,z. Il teorema di
intersezione di Krull mostra che I∆,z = 0 ; dal momento che il fascio degli
ideali ` e coerente e che la ﬁbra in z ` e un limite induttivo sugli aperti contenenti
z si ha che esiste un aperto W di z per cui I|W = 0. Localmente ad x ∆ ` e
aperta.
3)=⇒ 1) Le seguenti osservazioni permettono di sempliﬁcare il problema.
1. L’enunciato ` e di natura locale, dunque possiamo pensare che ∆ sia
aperta ovunque.
2. L’essere un’immersione aperta ` e invariante per cambio di base : in-
fatti un’immersione aperta ` e piatta, un ’immersione rimane tale per
cambiamento di base e anche la piattezza si conserva.
3. La ramiﬁcazione di un punto si legge esclusivamente guardando il com-
portamento della ﬁbra.
Possiamo dunque pensare che S = Spec k e che X = Spec A con A k-algebra
noetheriana e ﬁnitamente generata.
f non ` e ramiﬁcata ⇐⇒ A =
L
i Ki(i = 1,...,m) e Ki/k ` e estensione ﬁnita e
separabile di k. La condizione suﬃciente che veriﬁcheremo ` e Ki ∼ k∀i.
Ricordo che k algebricamente chiuso =⇒ ogni punto chiuso ` e razionale (cfr.
cap.III osservazione 3.7). Se {a} ` e chiuso ` e ben deﬁnito il seguente morﬁsmo
φ : X −→
i X ×Spec(k) {a} ,→ X ×Spec(k) X1.1. I MORFISMI ´ ETALE 13
Utilizzando l’ipotesi sull’apertura della diagonale φ−1(∆) ` e aperto in X e
questo implica che {a} ` e contemporaneamente aperto e chiuso. Spec A ` e
compatto da cui si vede che A deve avere un numero ﬁnito di punti chiusi
cio` e di ideali massimali. Dal corollario 1.3 Spec (A) ` e noetheriano di dimen-
sione zero da cui per il corollario 1.2 si conclude che A ` e artiniano. Per
il teorema di struttura 1.3 si ha che A=⊕iAi dove gli Ai sono anelli locali
artiniani.
Per studiare la non ramiﬁcazione allora possiamo porre A = Ai.
Da queste considerazioni ∆ : Spec(Ai) ,→ Spec(Ai) ×Spec(k) Spec(Ai) ` e iso-
morﬁsmo che algebricamente si lascia scrivere nella forma Ai ⊗k Ai −→ Ai,
questo mostra che Ai ∼ k.
In eﬀetti localmente ci siamo ricondotti a pensare a morﬁsmi aperti e chiusi
tra variet` a irriducibili e per deﬁnizione di topologia di Zariski questo equivale
a considerare isomorﬁsmi locali. 2
Da questa caratterizzazione osserviamo che grazie a 2) dal fatto che il pull-
back commuta con il diﬀerenziale si ha che pull-back di un morﬁsmo non
ramiﬁcato ` e non ramiﬁcato.
osservazione 1.2 La condizione di non ramiﬁcazione vista tramite la ca-
ratterizzazione della mappa diagonale ` e aperta;il luogo della ramiﬁcazione ` e
dunque un chiuso dello spazio topologico soggiacente alla struttura di schema.
In particolare se consideriamo morﬁsmi di curve allora il luogo di ramiﬁca-
zione ` e per ragioni dimensionali un numero ﬁnito di punti calcolati con la
loro molteplicit` a, tale luogo ` e detto divisore di ramiﬁcazione.
Introduciamo ora i morﬁsmi per noi pi` u signiﬁcativi:
deﬁnizione 1.7 Sia f: X−→ S morﬁsmo di schemi, f ` e ´ etale 1 in x se f ` e
piatta e non ramiﬁcata in x.
Dalla discussione precedente si vede che composizione di morﬁsmi ´ etale e
pull-back di morﬁsmi ´ etale sono morﬁsmi ´ etale.
La discussione precedente sul signiﬁcato di piattezza e non ramiﬁcazione
permette di determinare quale sia localmente il prototipo di morﬁsmo ´ etale:
f : Spec((R[x1,...,xn]/(f1,...,fn) = S) −→ Spec(R) (1.2)
con det(∂fi/xj(x)) 6= 0.
Infatti ` e piatto (vedi [10] cap. 3 par. 10 teorema 3’) ed ` e non ramiﬁcato
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in x dal momento che per deﬁnizione di derivazione il fascio dei diﬀerenziali
e ΩS/R ` e generato da dX1,...,dXn con le relazioni
P
i ∂fi/∂xj dXj= 0 ma
l’annullarsi del diﬀerenziale equivale a dire che il sistema lineare espresso
dalla matrice Jacobiana ha rango massimo.
Il criterio appena enunciato si chiama Criterio Jacobiano ed esprime in modo
non intrinseco ma eﬃcace operativamente la propriet` a locale di un morﬁsmo
di essere ´ etale.
deﬁnizione 1.8 Sia f: X−→ S morﬁsmo di variet` a, f ` e rivestimento ´ etale
di S se f ` e ´ etale e ﬁnito. In particolare notiamo come tali morﬁsmi che stu-
dieremo come oggetti della categoria Et/S (cfr. cap.II) sono topologicamente
sia aperti (piattezza) che chiusi (ﬁnitezza).
Propriet` a “analitica” dei morﬁsmi ´ etale
La topologia di Zariski ` e fortemente non separata da cui la geometria alge-
brica risulta molto pi` u “rigida” di quella diﬀerenziale che topologicamente
si pu` o sempre ricondurre a Rn (Whitney, Nash). Questo fatto mostra co-
me teoremi e argomentazioni di natura analitica non siano automaticamente
trasferibili in ambito algebrico.
Uno dei teoremi classici dell’analisi ` e il teorema della funzione implicita. Sia
data una famiglia ﬁnita di funzioni analitiche (in un intorno di x ∈ Cn+k)
(f1,...,fk) fi : Cn+k −→ Cn. Se il rango della matrice jacobiana valutata in
x ` e massimo allora la mappa proiezione:
(f1 = 0...0 = fk) −→ (xk+1,...,xk+n)
` e un isomorﬁsmo locale in un intorno di x. Si dice che esiste una funzione
implicitamente deﬁnita per cui le prime k coordinate sono esprimibili local-
mente tramite le rimanenti n.
Le ipotesi del teorema sono facilmente reinterpretabili geometricamente, ad
esempio basta prendere come spazio ambiente A2
C, e come luogo degli zeri
la parabola simmetrica rispetto a x1 = 0 con vertice nell’origine degli assi
(Spec (C[x1,x2]/(x2
1−x2)). A questo punto la mappa proiezione che va dalla
parabola all’ asse delle ordinate:
(x1,x2) 7−→ x2
gode della propriet` a ∂
∂x1(x2
1−x2)|{1,1} = (2,0)6= (0,0). Se si considera un qual-
siasi aperto U di x=(1,1) nella topologia di Spec (C[x1,x2]/(x2
1−x2)) si vede
che la mappa non pu` o essere biiettiva. Infatti la topologia della parabola ` e
indotta da quella di Zariski sul piano aﬃne, gli aperti sono i complementari1.1. I MORFISMI ´ ETALE 15
di un numero ﬁnito di punti. Questo mostra che vi saranno inﬁniti a ∈ U per





In eﬀetti il morﬁsmo in questione non ` e ´ etale in (0,0) dal momento che rami-
ﬁca (il morﬁsmo ha grado due ma l’antiimmagine di 0 ` e (0,0) con molteplicit` a
2.
esempio 1.1 (Rivestimento di Kummer) Consideriamo la seguente classe di
morﬁsmi:
Z(y
n − f(x)) −→ A
1
k(f ∈ k[X])
Se n ` e coprimo con con la caratteristica di k e se (x0,y0)` e tale per cui
y0
n − f(x0) = 0 e f(x0) 6= 0 allora il morﬁsmo proiezione ` e ´ etale in (x0,y0).
dimostrazione Ci riconduciamo al prototipo 1.2 nel seguente modo:
Spec((k[x])[y]/(y
n − f(x))) −→ Speck[y] ∼ A
1
k
ponendo yn − f(x) = g(x,y)
∂g
∂y(x0,y0) = n y
n−1
0 6= 0 altrimenti f(x0) = 0. 2
esempio 1.2 (Rivestimento di Artin-Schreier) Osserviamo inoltre che nel
caso in cui n sia uguale a p e vi sia una struttura di gruppo algebrico vedi (I









` e ´ etale (Criterio Jacobiano) ed il suo nucleo ` e ﬁnito (Ker ℘ = Z/pZ).
I morﬁsmi ´ etale sono quei morﬁsmi per cui rimane valido in ambito algebrico
il teorema della funzione implicita.
In eﬀetti abbiamo visto come la piattezza indica la continuit` a delle ﬁbre viste
come schemi mentre la non ramiﬁcazione ne mostra la struttura discreta e
separata. Con la condizione sul rango della matrice (quadrata!) grazie alla
non ramiﬁcazione riesco allora a separare in un aperto un’antiimmagine dal-
le altre (biiezione insiemistica) e grazie alla piattezza ho la continuit` a su un
aperto e dunque l’isomorﬁsmo locale a livello topologico.16 CAPITOLO 1. MORFISMI TRA SCHEMI
1.2 Isogenie
In quest’ultima parte del capitolo deﬁniamo i morﬁsmi che determineranno
la parte abeliana del gruppo fondamentale algebrico.
deﬁnizione 1.9 Uno schema-gruppo ` e uno schema dotato di una struttura
di gruppo (additiva o moltiplicativa) compatibile.
In pratica se V ` e k-schema-gruppo additivo allora esistono morﬁsmi di k-
schemi
+ : V × V −→ V
(v,w) 7−→ v + w
inv : V −→ V
v 7−→ −v
che danno una usuale struttura di gruppo nell’insieme dei punti V(k). Da
un punto di vista categorico gli schema-gruppo costituiscono una categoria
nella quale i morﬁsmi di transizione sono morﬁsmi di schemi compatibili con
la struttura di gruppo.
L’esempio pi` u naturale di schema-gruppo additivo ` e dato dalla retta aﬃne
A1
k(il gruppo algebrico Ga) mentre in ambito moltiplicativo l’analogo ` e A1
k
∗
(il gruppo algebrico Gm).
Da un punto di vista insiemistico in notazione additiva resta implicitamente
deﬁnito per ogni arbitrario v ∈ V un’applicazione traslazione τv(w) = +(v,w)
(nel caso moltiplicativo l’analogo ` e l’omotetia) se v inoltre ` e razionale (cfr.
cap. III) allora si tratta di un endomorﬁsmo di V.
deﬁnizione 1.10 Se V ` e variet` a di gruppo (k-schema-gruppo integro e noe-
theriano) completa allora V si dice variet` a abeliana.
I due gruppi algebrici aﬃni di cui sopra non sono variet` a abeliane, un esempio
che soddisfa la deﬁnizione ` e dato da una curva ellittica C ( curva completa
di genere 1 nella quale sia stato ﬁssato un punto origine P0): la struttura
di gruppo proviene dall’identiﬁcazione tra punti di C ed elementi del gruppo
quoziente Div0(C) P7−→ P − P0 che ` e una diretta conseguenza del teorema
di Riemann-Roch (cfr. cap.III e [4] 4.4).
deﬁnizione 1.11 Date due variet` a abeliane A,B un morﬁsmo f: A−→ B ` e
isogenia se ` e suriettivo (nel senso di un morﬁsmo di gruppi) ed il suo nucleo
` e sottogruppo ﬁnito di A.1.2. ISOGENIE 17
teorema 1.1 (Caratterizzazione delle isogenie) Sia f: A−→ B morﬁsmo di
variet` a abeliane; sono equivalenti le seguenti aﬀermazioni:
a) f ` e isogenia
b) dim A = dim B e f ` e suriettiva
c) dim A = dim B e ker(f) ` e uno schema-gruppo ﬁnito
d) f ` e morﬁsmo ﬁnito piatto e suriettivo
dimostrazione: a) =⇒ b): dal momento che A/ker(f)∼ B e che dim ker(f) =
0 si ha dim A = dim B.
b)=⇒ c) analogamente se f ` e suriettiva dal momento che le variet` a sono equi-
dimensionali il nucleo deve avere dimensione zero.
c)=⇒ a) ¯ f : A/ker(f) −→ B ` e iniettiva tra variet` a equidimensionali, per cui
¯ f ` e isomorﬁsmo e f ` e isogenia.
d)=⇒ a) se f ` e ﬁnito allora ` e quasi ﬁnito per cui ker(f) ` e uno schema gruppo
ﬁnito =⇒ f ` e isogenia.
a)=⇒ d): a causa del morﬁsmo traslazione τb deﬁnito su B f−1(0) in senso
insiemistico coincide con (τb ◦ f)−1(b) per cui essendo τ omomorﬁsmo f−1(b)
ha cardinalit` a ﬁnita e in senso geometrico = f−1(0)×spec(k)speck(b), f ` e quasi
ﬁnito. Essendo il morﬁsmo f proiettivo per composizone (le variet` a abeliane
sono proiettive) si ha che f ` e ﬁnito (per i dettagli vedere [4] cap. 2 esercizio
4.9).
In tutta generalit` a un morﬁsmo ﬁnito e suriettivo tra variet` a non-singolari
deﬁnite su un campo algebricamente chiuso ` e piatto [4] cap.3 par.9 ex. 9.3;
un’argomentazione a sostegno di quest’ultima aﬀermazione ` e la seguente:
OX,x ` e un OY,f(x) modulo ﬁnitamente generato (per ﬁnitezza), se oltre ad
un certo numero di generatori vi fossero delle relazioni allora non si avreb-
be pi` u la non-singolarit` a. Questo indica che f ` e piatta in x e la suriettivit` a
estende la propriet` a a tutti gli x di X. Per una trattazione rigorosa del caso
uni-dimensionale si rimanda al capitolo III osservazione 3.1.
Ricordo che una variet` a abeliana ` e non-singolare: l’ omeomorﬁsmo traslazio-
ne rende isomorﬁ tutti gli spazi tangenti; dal momento che in una variet` a vi
sono sempre punti lisci allora tutti i punti sono lisci. L’osservazione prece-
dente garantisce che l’isogenia ` e anche piatta. 2
deﬁnizione 1.12 Il grado di un’isogenia f: A−→ B ` e pari al grado dell’e-
stensione [k(A): k(B)]. Se l’isogenia ` e ´ etale allora il rango equivale alla cardi-
nalit` a del nucleo. Se g: B−→ C ` e isogenia, dal teorema di caratterizzazione
si ha che g ◦ f ` e isogenia, deg (g ◦ f) = deg(f)deg(g).18 CAPITOLO 1. MORFISMI TRA SCHEMI
Prima di introdurre l’esempio per noi pi` u signiﬁcativo di isogenia richiamiamo
alcune deﬁnizioni sui fasci.
deﬁnizione 1.13 Dato uno schema (X , OX), L fascio su X ` e un fascio
invertibile se localmente ` e un OX modulo libero di rango 1.
deﬁnizione 1.14 Sia X schema e F fascio di OX-moduli, F si dice generato
dalle sezioni globali se esistono sezioni globali si ∈ Γ(X,F) i ∈ I tali che il
morﬁsmo α : OI
X −→ F α(ei) = si ` e suriettivo.
deﬁnizione 1.15 Un fascio invertibile L su uno schema noetheriano X ` e
ampio se ∀F fascio coerente su X esiste n0 > 0 (dipendente da F ) tale per
cui ∀n ≥ n0 il fascio F ⊗ Ln ` e generato dalle sezioni globali.
deﬁnizione 1.16 Sia L un fascio su A variet` a abeliana, L si dice simme-
trico se (−1)∗
AL ∼ L dove -1 ` e il morﬁsmo inv della deﬁnizione.
Se A ` e variet` a abeliana con struttura additiva ` e ben deﬁnita
nA : A −→ A
a 7−→ na = a + a + ... + a | {z }
n
proposizione 1.5 nA` e isogenia di grado n2g dove g ` e la dimensione di A ed
n ` e un intero positivo.
dimostrazione: nA ` e isogenia; manca solo da veriﬁcare che il nucleo abbia
dimensione zero. In primo luogo il carattere proiettivo delle variet` a abeliane
assicura l’esistenza di un fascio invertibile ampio M. Dato M grazie all’iso-
morﬁsmo inv.=(-1) si ha che (-1)∗
AM ` e ampio per cui L = M ⊗ (−1)∗
AM ` e
simmetrico.
Una conseguenza del teorema del cubo ([8] 6.1) valido per variet` a complete





2 ∼ Ln2 per cui
n∗
A(L) ` e ancora ampio.
D’altra parte per deﬁnizione di isogenia abbiamo la seguente sequenza esatta
di schemi di gruppo.
0 −→ kernA ,→
i A −→
nA A
Ker nA ` e un sottoschema di gruppo chiuso per cui la restrizione ` e ancora
ampia; la sequenza esatta mostra che tale restrizione ` e banale per cui l’unica
possibilit` a ` e che kernA sia ﬁnito.
il nucleo ` e costituito da n2g elementi: a) dalla teoria dell’ intersezione sap-
piamo che se i divisori eﬀettivi Dii ∈ {1,...,n} sono in posizione generale1.2. ISOGENIE 19
rispetto ad a ∈ A allora si pu` o deﬁnire l’indice di molteplicit` a di (D1,...,Dn)
come la dimensione dello spazio vettoriale OA,a/(f1,...,fn) su OA,a/ma dove
fi sono equazioni locali di Di in un intorno di a. Il Nullstellensatz di Hil-
bert assicura che l’indice ` e un numero ﬁnito ed un’argomentazione analoga a
quella relativa all’univocit` a della corrispondenza tra fasci invertibili e divisori
(cap.III) mostra che tale quantit` a non dipende da (f1,...,fn).
Questa costruzione si pu` o estendere per linearit` a a divisori non eﬀettivi che
non abbiano componenti in comune ed in ultima analisi a divisori arbitrari,
resta pertanto deﬁnito il numero (D,... , D) = Dg.
b) Indice di intersezione e pull-back di morﬁsmi.
Invochiamo il seguente teorema: Se W e V sono variet` a non singolari di
dimensione g e f ` e morﬁsmo piatto di grado d allora (f∗D1,...,f∗Dg) =
d(D1,...,Dg).
La dimostrazione di tale risultato tecnico ` e data in [8] 8.3; l’aspetto per noi
interessante sta nel fatto che la caratterizzazione d) del teorema 1.1 lo rende
applicabile in questo contesto.
c) Calcolo esplicito: L’isogenia nA ` e tale per cui se d = deg (nA) allora
n∗
A(Dg) = d(Dg), data l’arbitrariet` a di D posso prendere D associato al fa-
scio simmetrico L (cfr. cap.III) da cui n∗
A(Dg) = (n2D)g = n2gD2g. Dg 6= 0
allora d = n2g ed il teorema ` e dimostrato (per i dettagli vedere [8] 8.3.) 2
osservazione 1.3 Se f: A−→ B ` e isogenia ´ etale di grado n allora ogni ele-
mento del nucleo ha esponente n per cui va a zero se viene sommato n volte,
da questo si deduce che kerf ⊂ kernA.
osservazione 1.4 Dal momento che i morﬁsmi di variet` a abeliane sono
compatibili con la struttura di gruppo se f :A −→ B ` e isogenia di grado n
allora Ker f ⊂ Ker nA da cui segue che nA si fattorizza nella forma g ◦ f
dove g ` e isogenia (suriettiva e ﬁnita).
Questa osservazione spiega la particolare attenzione che ` e stata riservata
alle isogenie di tipo nA; si tratta infatti di una famiglia dominante e come
tale vedremo in seguito che determina la componente di ordine primo a p
dell’abelianizzato del gruppo fondamentale.
Nel caso in cui l’intero n sia primo con la caratteristica p del campo base k
(n,p)=1 allora il criterio Jacobiano mostra che l’isogenia ` e ´ etale.20 CAPITOLO 1. MORFISMI TRA SCHEMICapitolo 2
Costruzione del gruppo
fondamentale algebrico
2.1 Le categorie di Galois
In questo capitolo introdurremo la nozione di gruppo fondamentale per una
categoria di Galois C. Vedremo che in tutta generalit` a si tratta di un gruppo
proﬁnito π che determina un’equivalenza tra C e C(π) dove gli oggetti di C(π)
sono gli insiemi ﬁniti (dotati della topologia discreta) sui quali π agisce con
continuit` a. Tale gruppo inoltre ` e essenzialmente unico.
Il gruppo fondamentale algebrico di uno schema S risulter` a essere il gruppo
fondamentale di una particolare categoria detta Et/S.
deﬁnizione 2.1 Sia C una categoria e sia F: C −→ FiniteSets un funtore
covariante. La coppia (C,F) determina una categoria di Galois se soddisfa
le seguenti propriet` a:
per quanto riguarda C
a) C ha oggetto iniziale e ﬁnale, ` e chiusa rispetto al prodotto ﬁbra ed all’u-
nione disgiunta.
b) Ogni morﬁsmo u: X −→ Y si lascia fattorizzare nella forma j ◦ u1 dove
u1 : X −→ Y1 ` e epimorﬁsmo eﬀettivo e j:Y1 −→ Y ` e monomorﬁsmo con
Y = Y1
F
Y2 e Y2 ∈ C.
c) Se X ∈ C e G ` e gruppo ﬁnito di automorﬁsmi di X allora X/G appartiene
a C e il morﬁsmo canonico X −→ X/G ` e un epimorﬁsmo eﬀettivo.
Per quanto riguarda il funtore F
1) F(X) = ∅ =⇒ X = ∅.
2) F distribuisce rispetto al prodotto ﬁbra ed all’unione disgiunta.
3) u ∈ MorC(X,Y ) ` e epimorﬁsmo allora F(u) : F(X) −→ F(Y ) ` e suriettivo.
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4) La mappa proiezione del punto c) induce una mappa ˜ η : F(X)/G −→
F(X/G) biiettiva.
5)F(u):F(X) −→ F(Y ) ` e biiettiva =⇒ u ` e isomorﬁsmo.
deﬁnizione 2.2 Dato uno schema connesso S la categoria Et/S ha come
oggetti (X, p) dove p: X −→ S ` e rivestimento ﬁnito ´ etale e dati (X,p) (Y,
q) ∈ OB(C) MorEt/S((X,p);(Y,q)) = {f : X −→ Y | q ◦ f = p}.
In seguito con abuso di notazione indicheremo con X la coppia (X, p).
proposizione 2.1 I morﬁsmi tra oggetti nella categoria Et/S sono rivesti-
menti ´ etale.
dimostrazione: dalla deﬁnizione di oggetto in Et/S basta mostrare che dati
due morﬁsmi f: X−→ Y , g: Y−→ S se g ◦f ` e ´ etale e g non ramiﬁca allora f
` e ´ etale.
Dalla proposizione 1.4 che caratterizza i morﬁsmi che non ramiﬁcano si pu` o
supporre che ∆ : Y −→ Y ×S Y sia ´ etale (immersione aperta). Allora
mediante il cambiamento di base determinato da f si ha che ∆X : X −→
X ×S Y ` e ´ etale. Inoltre il pull-back p2 di g ◦ f tramite g ` e ´ etale a sua volta
da cui p2 ◦ ∆X ` e ´ etale.
Osservo che la composizione
p2 ◦ ∆X : X −→ X ×S Y −→ Y
x 7−→ (x,f(x)) 7−→ f(x)
coincide con f.
Questo conclude e permette di dire in forma compatta che se X e Y sono
oggetti di Et/S allora MorS(X,Y ) = MorEt/S(X,Y ). 2
Sulla categoria Et/S ﬁssati s ∈ S e Ω campo algebricamente chiuso che conc-
tiene il campo residuo di s deﬁniamo il funtore ﬁbra F: Et/S −→ FiniteSets
nel seguente modo: dato s ∈ S , F(X) ` e l’insieme dei punti di X sopra s
a valori in Ω (ﬁbra geometrica = X×Speck(s)Spec(Ω). Dal momento che il
rivestimento ` e ﬁnito e S ` e connesso allora F(X) ` e un insieme ﬁnito la cui
cardinalit` a coincide con il grado del rivestimento.
osservazione 2.1 Se f ∈ MorEt/S(X,Y ) ` e suriettivo, allora f ` e epimorﬁsmo
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Dimostrazione: i morﬁsmi ﬁniti ´ etale implicitamente deﬁniti p : X −→ S e
q:Y −→ S sono tali per cui q ◦ f = p da cui (vedi [11] 3.3.3) f ` e ´ etale ed in
particolare piatta . Si tratta di un morﬁsmo fedelmente piatto e come tale
(vedi [11] 3.4.2.1) ` e epimorﬁsmo suriettivo. 2
proposizione 2.2 La coppia (Et/S,F) ` e una categoria di Galois.
Dimostrazione: a) L’oggetto iniziale -se esiste- ` e quell’ oggetto che rappre-
senta il funtore G : EtS −→ {pt} visto come funtore covariante. ∅ ` e un S
schema con il solo morﬁsmo ´ etale banale, MorEt/S(∅,X) = {pt} = G(X), f
∈ MorEt/S(X,Y ) =⇒ G(f)= idpt e questo corrisponde proprio alla funzione
che al morﬁsmo banale associa f◦ morﬁsmo banale (l’identit` a su ∅). ∅ ` e
l’oggetto iniziale per Et/S.
Dualmente l’oggetto ﬁnale rappresenta il funtore G visto come controvarian-
te: in questo caso S` e un S-schema con morﬁsmo´ etale identit` a; MorEt/S(X,S)
= p = {pt} = G(X) (infatti l’unico morﬁsmo q con q= id ◦ p ` e p) mentre
a livello di morﬁsmi si ha G(f) =id.pt che corrisponde all’ applicazione che
associa a p la composta p ◦ idS (l’identit` a di p). S ` e l’oggetto ﬁnale.
Le altre propriet` a del punto a) sono immediate se si pensa che il pull-back
di un rivestimento ´ etale ` e ´ etale a sua volta e che ∅ ` e oggetto iniziale.
b) Per quanto riguarda la fattorizzazione , l’osservazione di natura topologica
u ´ etale e ﬁnito =⇒ u piatto e proprio per cui u ` e aperta e chiusa allo stesso
tempo garantisce che ponendo u(X) =Y1 ha senso la scrittura Y = Y1
F
Y2
e che u1 = u : X −→ Y1 ` e epimorﬁsmo eﬀettivo. A questo punto resta ben
deﬁnita la funzione j : Y1 −→ Y1
F
Y2 che chiude il diagramma.
c) Ragioniamo in termini aﬃni: Se X = Spec(A) e S = Spec(B) allora il
gruppo ﬁnito G = G in termini di anelli corrisponde ad un gruppo ﬁnito
di automorﬁsmi di A B-lineari. Spec (A)/G diventa Spec(AG) (AG = {a ∈
A|σ(a) = a∀σ ∈ G})
L’ iniezione i : AG −→ A induce una proiezione a livello di schemi X −→
X/G , X/G = {[x]|x ∈ X [x] = [y] ⇐⇒ σ(x) = σ0(y) ∃σ σ0 ∈ G}, ` e l’insieme
delle orbite dell’azione di gruppo. Dal momento che l’azione ` e B-lineare si
tratta di un S-schema il cui morﬁsmo verso S ` e sicuramente ﬁnito dato che si
tratta della restrizione di un morﬁsmo ﬁnito. Resta da provare che sia anche
´ etale.
Cerchiamo di raﬃnare le ipotesi sull’ anello B senza perdere in generalit` a:
in primo luogo osserviamo che un morﬁsmo piatto B −→ B0 d` a luogo ad
un cambiamento di base S0 −→ S (S0 = Spec(B0)) e per le propriet` a della
piattezza (A ⊗B B0)G = AG ⊗B B0. Ponendo B0 = Os,S e utilizzando la de-
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allora esiste un unico y0 in X×SS0 sopra s ed i due anelli ﬁbra corrispondono
(basta pensare che se s ` e chiuso s ←→ ms). Dimostrare che la nostra mappa
Y −→ S ` e ´ etale equivale quindi a mostrare che il suo pull-back fS lo ` e.
Possiamo dunque supporre B noetheriano e locale, inoltre dal momento che
essere ´ etale ` e stabile per cambiamenti di base fedelmente piatti B pu` o essere
considerato anche completo. Finora non abbiamo mai utilizzato l’ipotesi che
il morﬁsmo di partenza fosse ´ etale.
X −→ S ﬁnito ´ etale =⇒ la ﬁbra di s ` e costituita da un numero ﬁnito di punti
xi tali che l’estensione di campi k(xi)/k(s) ` e ﬁnita e separabile, inoltre esiste
un’estensione galoisiana K di k(s) dove tutti i k(xi) sono immersi.
Invochiamo ora un lemma di Grothendieck (vedi [11] 4.1.2) che assicura l’e-
sistenza di un cambiamento di base piatto B −→ C (C locale e noetheriano)
per cui C/mC w K (m ` e il massimale di B ). Con questo ulteriore cambio
di base posso supporre che le estensioni sulle ﬁbre siano banali per cui A= Lr
i=1 B e l’azione del gruppo G riduce solo il numero delle componenti da
considerare nella somma diretta lasciando invariata la natura del morﬁsmo
che dunque ` e ancora ´ etale. X/G ∈ Et/S. Circa la natura della mappa
η : X −→ X/G dopo l’osservazione 2.1 basta mostrare che si tratta di un
epimorﬁsmo , questo ` e intuibile dal suo carattere proiettivo, per una dimo-
strazione dettagliata rinviamo a [11] 4.1.2
Per quanto riguarda il funtore ﬁbra, anzitutto si tratta di un funtore co-
variante a valori nella categoria FiniteSets (se f ∈ MorEt/S(X,Y ) allora
F(f) : F(X) −→ F(Y ) F(f)(x) = f(x)) e dalla sua deﬁnizione le prime due
propriet` a sono facilmente veriﬁcate.
3) Sia y ∈ Y (q(y)=s) per ipotesi ∃x ∈ X con u(x) = y, per deﬁnizione di
F(u) si conclude.
4) L’ applicazione η : X −→ X/G del punto c) ` e suriettiva e 3) mostra che
F(η) ` e suriettiva, inoltre dal momento che η commuta con tutte le σ ∈ G
allora rimane ben deﬁnita la mappa ˜ η : F(X)/G −→ F(X/G). Per una
dimostrazione della biiettivit` a insiemistica si rimanda a [11] (4.2.1).
5) Se F(u) : F(X) −→ F(Y ) ` e biiettiva allora p e q hanno lo stesso grado
=⇒ f ha grado 1 , f ` e isomorﬁsmo. 2
A questo punto riprendiamo la trattazione pi` u astratta avendo per` o come
modello applicabile la categoria dei rivestimenti ﬁniti ´ etale su uno schema
connesso.
Sia C una categoria arbitraria e sia G un funtore covariante da C a FiniteSets,
dato u ∈ MorC(X,Y ) e ξ ∈ G(X) ,η ∈ G(Y ) diciamo che ξ ed η commutano
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deﬁnizione 2.3 G ` e strettamente pro-rappresentabile se accadono i seguenti
fatti:
a) esiste un sistema proiettivo di oggetti e morﬁsmi in C (Si,φij) indiciato
su un insieme diretto I per cui vi sono elementi τi ∈ G(Si) che commutano
(j > i =⇒ G(φij)(τj) = τi)
b) ∀Z ∈ C la mappa lim→I MorC(Si,Z) −→ G(Z) ` e biiettiva.
c) I morﬁsmi canonici φij sono epimorﬁsmi di C.
2.2 Il gruppo fondamentale
deﬁnizione 2.4 Data una categoria di Galois C il gruppo fondamentale ` e un
gruppo proﬁnito π (vedi II 3) per il quale esiste una equivalenza di categorie
tra C e la categoria C(π) dei π-moduli continui, i cui oggetti sono gli insiemi
ﬁniti dotati della topologia discreta sui quali π agisce con continuit` a.
In questo capitolo ci limiteremo a discutere l’esistenza di un tale gruppo ed
utilizzeremo - senza veriﬁcarla - l’equivalenza di categorie.
passo 2.1 Il funtore fondamentale associato ad una categoria di Galois ` e
strettamente pro-rappresentabile.
Diamo la seguente




j2 T3 ←- ...Tr
` e stazionaria.
proposizione 2.3 C di Galois =⇒ C artiniana.
Dimostrazione: Dire che Tr+1 ,→ Tr ` e monomorﬁsmo equivale a dire che l’
immersione diagonale ∆ : Tr+1 −→ Tr+1 ×Tr Tr+1 ` e isomorﬁsmo (infatti il
codominio di ∆ ` e {(x,y) ∈ Tr+1 × Tr+1 | jr(x) = jr(y)} ma per ipotesi su jr
si conclude che x = y).
Si deduce che F(Tr+1) w F(Tr+1×TrTr+1) e grazie ad 1) si ha F(Tr+1×TrTr+1)
= F(Tr+1)×F(Tr)F(Tr+1). Allora F(jr) ` e monomorﬁsmo , ` e applicazione iniet-
tiva tra insiemi ﬁniti e per r grande la ﬁnitezza assicura che i due insiemi
tra cui ` e deﬁnita diventeranno equipotenti e F(jr) biiettiva . La propriet` a 5)
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proposizione 2.4 Sia C una categoria chiusa rispetto al prodotto cartesiano
ﬁnito. Sotto queste ipotesi C ` e chiusa rispetto al prodotto ﬁbra ⇐⇒ data
Y ⇒ Z esiste X con 0 −→ X −→ u Y ⇒ Z che rende esatta la sequenza (u ` e
detto nucleo)
Per una dimostrazione vedere [11](4.4.1.2).
Dato X ∈ OB(C) e ξ ∈ F(X) costruiamo un insieme Ξ di coppie del tipo
(X, ξ) con la seguente relazione d’ordine parziale : (X, ξ) ≥ (X0,ξ0) ⇐⇒ ∃
u ∈ MorC(X,X0) con F(u)(ξ) = ξ0. Se C ` e chiusa per prodotto cartesiano
allora ∀(X,ξ)(X0,ξ0) la coppia ((X ×X0),(ξ,ξ0)) con le due proiezioni cano-
niche domina sia (X,ξ) che (X0,ξ0) rendendo ﬁltrante l’ insieme Ξ.
osservazione 2.2 la categoria di Et/S` e chiusa per prodotto cartesiano
Dimostrazione: Siano X , Y, Z oggetti di Et/S con MorS(X,Z) e MorS(Y,Z)
6= ∅. La proposizione 2.1 dice che esiste u: X ×Z Y −→ Z morﬁsmo ´ etale ;
composizione di morﬁsmi ´ etale ` e ´ etale per cui X ×Z Y ` e oggetto di Et/S. 2
Quest’ultima osservazione d` a consistenza alla costruzione che segue, inoltre
la proposizione 2.3 garantisce l’esistenza di nuclei in Et/S.
deﬁnizione 2.6 Un elemento (X, ξ) di Ξ si dice minimale se per ogni (X’,ξ0)
≥ (X, ξ) con F(j)(ξ0)= ξ e j monomorﬁsmo si ha che j ` e isomorﬁsmo.
osservazione 2.3 Gli elementi minimali dominano l’insieme Ξ.
Dimostrazione Si tratta di una conseguenza dell’ artinianit` a di C: ` e sempre
possibile costruire una catena stazionaria del tipo della deﬁnizione 2.3. Dato
(X,ξ) esiste Xr ⊂ X tale che la coppia (Xr,ξ) ` e minimale. Per deﬁnizione di
relazione d’ordine si ha che (Xr,ξ) ≥ (X,ξ). 2
A questo punto ` e interessante studiare i morﬁsmi da un elemento (X, ξ) mini-
male ad uno generico (X0,ξ0) di Ξ: siano u1 e u2 due morﬁsmi in MorC(X,X0)
con F(u1)(ξ) = ξ0 = F (u2)(ξ) allora u1 = u2.
C ammette nuclei dunque per esattezza a sinistra del funtore fondamentale
∃ j monomorﬁsmo dal nucleo Ker(u1,u2) a X per cui F(j)(ξ)= ξ0 . Per mini-
malit` a di (X,ξ) j ` e isomorﬁsmo e cos` ı u1 coincide con u2.
L’unicit` a del morﬁsmo mostra anche come gli elementi minimali di Ξ abbia-
no una struttura naturale di insieme diretto. A partire da questo insieme
diretto che denoteremo con la lettera I costruiamo un sistema inverso :
dato i ∈ I e la coppia (Xi,ξi), se j ≥ i ∃ φij : Xj −→ Xi tale per cui
F(φij)(ξj) = ξi e i ≥ k =⇒ φki ◦ φij = φkj.2.2. IL GRUPPO FONDAMENTALE 27
Osserviamo come MorC(Xi,X) sia un sistema diretto di insiemi: infatti se
i ≤ j vi ` e un’ applicazione naturale che manda φi 7−→ φi ◦ φij = φj. La
funzione
Φ : lim→IMorC(Xi,X) −→ F(X)
` e dunque biiettiva: la suriettivit` a si ricava dall’osservazione 2.3 l’iniettivit` a
dall’ unicit` a dei morﬁsmi di transizione.
Riassumendo abbiamo appena mostrato che F ` e pro-rappresentabile.
Per veriﬁcare la stretta pro-rappresentabilit` a rimane da veriﬁcare che i mor-
ﬁsmi di transizione φi,j siano epimorﬁsmi. In realt` a pi` u in generale accade
che se (Y, η) ≥ (X, ξ) con (X, ξ) minimale (∃u ∈ MorC(Y,X) con F(u)(η) =
(ξ)) allora u ` e epimorﬁsmo.
Dalla propriet` a b) u si fattorizza in j ◦ u1 con u1 epimorﬁsmo e j : X1 ,→ X
monomorﬁsmo (X=X1
F
X2); si ottiene F(j)(ξ)= ξ che per minimalit` a impli-
ca j isomorﬁsmo da cui u epimorﬁsmo. 2
deﬁnizione 2.7 X ` e connesso in C ⇐⇒ X6= X1
F
X2 con Xi non banali.
lemma 2.1 (Caratterizzazione e propriet` a degli oggetti connessi)
a) X ` e connesso ⇐⇒ X ` e minimale.
b) Se X ` e connesso e u ∈ MorC(X,X) allora u ∈ AutX.
c) Se X ` e connesso l’azione di AutX sull’ insieme F(X) ` e libera (ﬁssato ξ in
F(X) F(σ)(ξ) = F(σ0)(ξ) =⇒ σ = σ0).
dimostrazione : a) “ ⇐=00 Per assurdo sia X non connesso , allora X =
X1
F
X2 non banalmente e se ξ ∈ F(X) possiamo sempre supporre ξ ∈
X1. Dalla decomposizione di X viene determinata un’iniezione non banale j:
X1 −→ X per cui F(j)(ξ) = (ξ), ma X minimale =⇒ j isomorﬁsmo il che ` e
assurdo.
“=⇒” Se X ` e connesso e F(j)(η) = (ξ) con j monomorﬁsmo tra Y e X allora
sempre grazie a b) j si fattorizza in j2◦j1, ma per connessione j1 ` e isomorﬁsmo
da cui j come composizione di due epimorﬁsmi risulta essere un epimorﬁsmo.
Allora j stessa ` e isomorﬁsmo per cui X ` e minimale.
b) Se X ` e connesso allora un endomorﬁsmo u di X ` e epimorﬁsmo , la 3)
garantisce che F(u) ` e suriettivo. Ma F(u) ` e applicazione suriettiva tra insiemi
ﬁniti ed equipotenti =⇒ F(u) ` e biiettiva; la propriet` a 5) di rialzamento degli
isomorﬁsmi dalla categoria FiniteSet a C conclude.
c) Supponiamo che esistano due automorﬁsmi di X σ1 e σ2 tali che F(σ1)(ξ) =
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il funtore fondamentale ` e esatto a sinistra per cui ξ ∈ F(Ker(σ1,σ2)) =⇒
F(j)(ξ) =(ξ) con j monomorﬁsmo naturale nella sequenza esatta
0 −→ ker(σ1,σ2) −→
j X ⇒ X
La minimalit` a di j (punto a)) costringe j ad essere isomorﬁsmo da cui la tesi
σ1 = σ2. 2
Il lemma mostra come la minimalit` a della coppia (X, ξ) dipende solo dall’
oggetto X e non dal particolare ξ in F(X), in particolare si tratta di una
nozione topologica.
deﬁnizione 2.8 Sia X ∈ Ob(C), X ` e di Galois se X ` e connesso e ﬁssato
ξ ∈ F(X) l’applicazione F(X)−→ F(X) che associa a ξ σ(ξ) al variare di
σ ∈ Aut(X) oltre ad essere iniettiva ` e anche suriettiva.
In termini di azione di gruppo si dice che X ` e di Galois ⇐⇒ l’azione di
Aut(X) sull’insieme F(X) ` e libera e transitiva.
passo 2.2 Il funtore fondamentale ` e strettamente rappresentabile mediante
una famiglia di oggetti di Galois.
In primo luogo l’aﬀermazione ` e ben posta in virt` u del lemma precedente (gli
oggetti di Galois sono in particolare minimali).
Bisogna mostrare che gli oggetti di Galois sono coﬁnali: questo accade ⇐⇒
∀(Y,η)∃(X,ξ) con X Galois tale che F(u)(ξ) = η (u ∈ MorC(X,Y)).
Per deﬁnizione di prorappresentabilit` a se
F(Y ) = {η1,...,ηr} w lim→IMorC(Si,Y )
ricordando che il limite diretto ` e l’unione degli insiemi che lo deﬁniscono
modulo la relazione di equivalenza dedotta dalla struttura diretta dell’insieme
I, si ha che per i abbastanza grande se u varia in MorC(Si,Y ) allora F(u)
(τi) genera tutto F(Y) (i τi sono quelli della deﬁnizione 2.3). Allora si pu` o
costruire con questi u1,...,ur un morﬁsmo α da Si a Y r tale che le proiezioni
canoniche su Y godano della seguente propriet` a: F(pj ◦ α)(τi) = ηj.
Per l’usuale propriet` a di fattorizzazione dei morﬁsmi ∃X con α = β ◦ α1
α1 : Si −→ X epimorﬁsmo eﬀettivo e β : X ,→ Y r monomorﬁsmo. Si vuole
provare che X ` e l’oggetto di Galois cercato.
Mostriamo innanzitutto che X ` e connesso: se per assurdo non lo fosse allora
∃X1X2 non banali con X = X1
F
X2; dato F(α1)(τi) si pu` o sempre supporre
che appartenga a F(X1).
Per j abbastanza grande (j≥ i) si ha il morﬁsmo di transizione φij: Sj −→ Si2.2. IL GRUPPO FONDAMENTALE 29














` e la fattorizzazione canonica del morﬁsmo α1 ◦ φij .
Essendo α1 epimorﬁsmo si ricava β
0 ◦α
0 epimorﬁsmo da cui X2 banale contro
l’ipotesi!
Per concludere basta dimostrare che ﬁssato ξ in F(X) la mappa che ad ogni
σ ∈ Aut(X) associa F(σ)(ξ) ` e suriettiva (transitivit` a dell’azione di gruppo).
Per deﬁnizione di sistema inverso e pro-rappresentabilit` a del funtore fonda-
mentale ﬁssato ξ ∈ F(X) per ogni ˜ ξ ∈ F(X) esiste un indice i abbastanza
grande tale per cui rimane deﬁnito un morﬁsmo
˜ α : Si −→ X
per cui F(α1)(τi) = ξ e F(˜ α)(τi) = ˜ ξ. Ci siamo ricondotti al seguente pro-
blema: trovare un automorﬁsmo σ di X per cui σ ◦ α1 = ˜ α (F(σ)(ξ) =
F(σ ◦ α1)(τi) = F(˜ α)(τi) = ξ0).
Ricordando che la fattorizzazione ` e essenzialmente unica e che esiste β mo-
nomorﬁsmo da X in Y r se costruiamo un automorﬁsmo ρ di Y r per cui
F((ρ ◦ β)(ξ0) = F(β)(ξ) questo implicitamente deﬁnisce l’automorﬁsmo σ
cercato. La strategia consiste nel mostrare che al variare di j in {1,...,r}
F(ρj ◦ β)(ξ) e F(ρj ◦ β)(ξ0) determinano entrambi elementi distinti.
Per costruzione F (ρj ◦ α)(τi) sono tutti distinti, ma F(ρj ◦ α)(τi) = F(ρj ◦
β ◦ α1)(τi) = F(ρj ◦ β)(ξ).
Dal momento che X ` e connesso ˜ α ` e epimorﬁsmo da cui ρj ◦β ◦ ˜ α = ρi ◦β ◦ ˜ α
=⇒ ρj ◦ β = ρi ◦ β e dalla discussione precedente con α1 si deduce che
ρj ◦ β = ρi ◦ β =⇒ j = i.
Ha senso porsi la domanda se gli F(ρj ◦β◦ ˜ α)(τi) siano distinti al variare di j:
dal fatto che X connesso ⇐⇒ X minimale e che β ` e monomorﬁsmo allora se il
diagramma commuta β ` e isomorﬁsmo da cui si ha che ad indici distinti corri-
spondono immagini distinte. Ponendo F(ρj ◦β)(ξ) = ηj e F(ρj ◦β)(ξ0) = ηρj
si costruisce la seguente biiezione:
F(Y ) −→ F(Y )
F(ρj ◦ β)(ξ) = ηj 7−→ ηρj = F(ρj ◦ β)(ξ
0)
Dalla propriet` a 5) del funtore fondamentale l’isomorﬁsmo si rialza nella ca-
tegoria C, per costruzione si tratta dell’automorﬁsmo ρ richiesto. 2
Quest’ultimo risultato giustiﬁca la particolare attenzione che ` e rivolta agli
oggetti di Galois dal momento che costituiscono una famiglia in grado di
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passo 2.3 Costruzione esplicita del gruppo fondamentale
Sia Si famiglia di oggetti di Galois che pro-rappresenta F, Gi = Aut(Si),
per deﬁnizione di oggetto di Galois per ogni ξ ∈ Si ﬁssato, la funzione
Aut(Si) −→ F(Si) ` e biiettiva. In particolare per ξ = τi rimane deﬁnita
Θi : Gi −→ F(Si)
σ 7−→ F(σ)(τi)
in virt` u dei morﬁsmi di transizione φij del sistema inverso I si determina





Se vogliamo interpretare i Gi come un sistema inverso indiciato su I dobbiamo
veriﬁcare che ψij siano morﬁsmi di gruppi; ψij(u) = σ ⇐⇒ F(φij)(F(u)(τj)) =
F(σ)(τi) e questo fatto mostra come ψij “rispetti” l’operazione di composi-
zione tra automorﬁsmi che ` e la legge di gruppo.
Abbiamo pertanto costruito il sistema inverso di gruppi (ﬁniti!) {Gi,ψij}.
La ﬁnitezza porta in dote ad ogni gruppo una naturale struttura topologica
compatta mediante la topologia discreta. Nella categoria dei gruppi topologi-
ci esiste sempre il limite proiettivo ([14] cap.1 theo.1) per cui ` e ben deﬁnita
la scrittura
lim ←−I(πi) = π
dove con πi si intende il gruppo opposto di Gi.
deﬁnizione 2.9 π ` e il Gruppo Fondamentale della categoria di Galois C,
nella categoria Et/S viene indicato con π1(S,s) o pi` u brevemente con π1(S).
2.3 I gruppi proﬁniti
deﬁnizione 2.10 Un gruppo pro-ﬁnito ` e il limite proiettivo di un sistema
inverso di gruppi ﬁniti.
Insiemisticamente G =
Q
i∈I(Gi) con la condizione che (...,gi,gi+1,...) ∈ G
⇐⇒ φi+1(gi+1) = gi per cui vi sono morﬁsmi “proiezione” ˜ gi : G−→ Gi.
Dopo aver munito i gruppi ﬁniti Gi della topologia discreta G = lim←−I(Gi)
ha una naturale struttura di gruppo topologico: dall’esistenza dei morﬁsmi
˜ gi basta porre sul dominio la topologia proiettiva rispetto alla famiglia ˜ gi (la
pi` u piccola che rende continui tutti i morﬁsmi ˜ gi).
Una base di tale topologia ` e l’insieme delle intersezioni ﬁnite dei sottoinsiemi
di G del tipo ˜ g
−1
i (A) con A sottoinsieme arbitrario di Gi, cos` ı i sottogruppi2.3. I GRUPPI PROFINITI 31
aperti di G sono i sottogruppi di indice ﬁnito.
Inoltre dal momento che la legge di gruppo (omotetia o traslazione) ` e omeo-
morﬁsmo, analogamente a quello che avviene negli spazi topologici la topo-
logia ` e determinata da un sistema fondamentale di intorni dell’identit` a. G
` e di Hausddorﬀ ⇐⇒ 1G ` e chiuso e dalla continuit` a delle ˜ gi si vede che G ` e T2.
Azione di π sul funtore F
Per costruzione π ha un’azione naturale a sinistra su MorC(Si,X) e vi
sono due morﬁsmi naturali e continui
si : lim ←−Iπi −→ π
s
i : MorC(Si,X) −→ lim −→IMorC(Si,X)
che determinano un’azione continua di π sull’insieme lim −→I MorC(Si,X) ∼
F(X).
Il funtore ﬁbra ` e a valori su FiniteSets e questo implica che l’azione di π pro-
viene dall’azione di un suo πi visto come quoziente di un sottogruppo aperto.
L’equivalenza di categorie si traduce nell’identiﬁcazione tra MorC(X,Y ) e
Morπ1(S,s)(F(X),F(Y )) dunque tramite questa corrispondenza biunivoca pos-
siamo rileggere la deﬁnizione di oggetto di Galois in termini di questa nuova
azione. Sia N il nucleo dell’azione del gruppo fondamentale, X ` e di Galois in
OB(Et/S) ⇐⇒ π(S,s)/N agisce in modo libero e transitivo su F(X).
proposizione 2.5 Se X ` e di Galois in Et/S allora ﬁssato ξ in F(X)
Aut(X/S) w π1(S,s)/N
dimostrazione: deﬁniamo il seguente morﬁsmo di gruppi
π1(S,s)/N −→ Aut(X/S) (2.1)
[u] 7−→ σ[u]ξ : F(X) −→ F(X)
dove σ[u]ξ manda ηξ 7−→ [u]ηξ. Si ` e usata l’identiﬁcazione e il fatto che
essendo X di Galois vi ` e corrispondenza biunivoca tra elementi di F(X) e
l’orbita di ξ sotto l’azione degli η ∈ Aut(X/S). Tale mappa per deﬁnizione
di N ` e ben deﬁnita ed ammette come inversa
Aut(X/S) −→ π1(S,s)
φξ : h 7−→ hx : gx 7−→ ghx32 CAPITOLO 2. GRUPPO FONDAMENTALE
vedere [7] 2.2 2
osservazione 2.4 Visto che Aut(X/S) ha una naturale struttura di gruppo,
l’isomorﬁsmo 2.1 dice che N ` e sottogruppo normale.
osservazione 2.5 Nella deﬁnizione di Et/S si supponeva che S fosse con-
nesso per cui ad ogni suo rivestimento ´ etale si associa in modo univoco il
grado inteso come cardinalit` a della ﬁbra F(X). X di Galois ⇐⇒ l’azione di
π1(S,s)/N ` e libera e transitiva su Aut(X/S) e X di Galois ⇐⇒ Aut(X/S)
agisce in modo libero e transitivo su F(X) =⇒ |F(X)| = |π1(S,s)/N|
In tutta generalit` a se G ` e gruppo proﬁnito ed ogni suo sottogruppo ha indice
una potenza di p, G si dice pro-p gruppo. Sia G limite proiettivo di un siste-
ma inverso Λ di gruppi ﬁniti Gλ ; se ∀λ si considera il sottogruppo massimale
Nλ rispetto a p | |Nλ| (rispettivamente p/ | |Nλ| ) passando al limite proiettivo
si ottiene il pro-p quoziente massimale (pro-primo a p quoziente massimale).
Esistenza del pro-p e pro-primo a p quoziente massimale
Basta ragionare sui gruppi ﬁniti Gλ e passare poi al limite proiettivo sui
quozienti ottenuti.
Dato che consideriamo λ ﬁssato , possiamo omettere l’indice.
quoziente primo a p) Ricordo che dato G gruppo ﬁnito i suoi p-sottogruppi di
Sylow sono quei sottogruppi di ordine pm dove m ` e la massima potenza di p
che divide l’ordine di G. I teoremi di Sylow ne mostrano l’esistenza, dunque
ha senso porre Q=
T
i Si con Si arbitrario p-sottogruppo di Sylow.
Si tratta di un sottogruppo normale e se N = G/Q ogni elemento diverso
dall’identit` a non ha ordine p ; infatti per costruzione xp ∈ Q =⇒ x ∈ Q.
Omettiamo la veriﬁca della massimalit` a.
p-quoziente) Mentre nel caso precedente la dimostrazione ` e costruttiva ora ci
limitiamo a determinare l’esistenza mediante il Lemma di Zorn. Dal momen-
to che G ` e ﬁnito allora i suoi sottogruppi sono in numero ﬁnito per cui basta
mostrare che i p-quozienti hanno struttura reticolare. Siano G/K1 e G/K2
due p-quozienti, allora G/K1
T
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si deduce che G/K1
T
K2 lo ` e a sua volta.
Notazione: π1(S,s)/[π1(S,s):π1(S,s)] = π1(S,s)ab.
il pro-p quoziente massimale di π1 = π
p
1
il pro-primo a p quoziente massimale di π1 = π
p0
1
Il legame tra grado del rivestimento e l’indice del sottogruppo normale che
determina il nucleo dell’azione del gruppo fondamentale mostra come π
p
1 de-
scriva i rivestimenti di grado una potenza di p mentre π
p0
1 quelli di grado
coprimo con p.
Nel III capitolo vedremo come si possa descrivere πp0,ab(X,x) mediante la ja-
cobiana di X, per avere informazioni sulla p-parte si utilizza geometricamente
la teoria di Artin-Schreier, e algebricamente la comologia dei gruppi proﬁniti.
La comologia dei gruppi proﬁniti
Ci limitiamo a dare le deﬁnizioni di base e alcuni utili risultati senza di-
mostrazione, per questa sezione il riferimento bibliograﬁco ` e [14]
deﬁnizione 2.11 Dato A gruppo abeliano topologico, A ` e G-modulo ⇐⇒ G
agisce su A (come gruppo di automorﬁsmi) in modo continuo.
deﬁnizione 2.12 Ci(G,A) = {f : Gi −→ A | f ` e continua }
Per una costruzione rigorosa della comologia dei gruppi proﬁniti vedere [14]
cap.2 par.1.
deﬁnizione 2.13 Dato G gruppo proﬁnito, cdG ≤ n ⇐⇒ Hr(G,A) = 0∀r >
n∀A G-modulo di torsione. La dimensione comologica di G cd G ` e uguale
all’ infn∈NcdG ≤ n.
deﬁnizione 2.14 La p-dimensione comologica cdp(G) ` e la dimensione como-
logica della componente p-primaria di G. Se G ` e pro-p gruppo le due nozioni
coincidono.34 CAPITOLO 2. GRUPPO FONDAMENTALE
Se G ` e pro-p gruppo per calcolare la dimensione comologica basta controllare
il comportamento dell’azione di gruppo di G sull’unico G-modulo semplice
avente ordine una potenza di p cio` e (Z/pZ)(cap.3, prop 17).
Sia X ` e curva algebrica liscia e completa (vedi cap.III sez.1)
fatto 2.1 (Shafarevich) cdp(π1(X)p) ≤ 1
dimostrazione vedere [12]
π1(X)p ` e pro-p gruppo di dimensione comologica 1 e come tale (cap.3, prop.24)
il numero dei suoi generatori come Zp modulo ` e dato dalla dimensione del-
lo spazio vettoriale H1(π1(X)p,Z/pZ) = Homcont(π(X)p,Z/pZ). Il numero
delle relazioni ` e pari a dimZ/pZ(H2(π1(X)p,Z/pZ). Il teorema di Shafarevich
indica che la p-parte del gruppo fondamentale algebrico di una curva liscia
e completa ` e uno Zp modulo libero (dim H2 = 0) di dimensione ﬁnita. Tale
dimensione viene indicata con il termine p-rango.Capitolo 3
Rivestimenti abeliani di curve
3.1 Interpretazione algebrica
Nel capitolo precedente abbiamo costruito il gruppo fondamentale algebrico
per una categoria di Galois arbitraria e abbiamo focalizzato la nostra atten-
zione sulla categoria Et \ S dove S era un k-schema connesso e separato.
Ora l’idea ` e quella di specializzare quanto visto al caso delle curve intese
come schemi irriducibili di dimensione 1. L’ipotesi sulla dimensione risulta
determinante per poter descrivere localmente il fascio strutturale mediante
risultati classici di algebra commutativa mentre da un punto di vista geome-
trico l’ambiente 1-dimensionale permette di associare ad ogni curva C una
variet` a J (detta Jacobiana) la quale classiﬁca i rivestimenti abeliani di C.
Questo risultato ` e indispensabile ai ﬁni del calcolo di π1(C)ab che giocher` a un
ruolo insostituibile nella determinazione degli“invarianti geometrici” di una
curva a partire dal suo gruppo fondamentale.
Ipotesi di lavoro: Gli schemi che consideriamo nella teoria dei rivestimenti
sono integri, cio` e l’anello di coordinate associato ad ogni aperto aﬃne ` e un
dominio d’integrit` a. Nel linguaggio degli schemi equivale a considerare solo
quelli irriducibili e ridotti. Inoltre le variet` a saranno intese su un campo k
algebricamente chiuso.
deﬁnizione 3.1 Data X variet` a si dice che X ` e nonsingolare ⇐⇒ ∀x ∈ X
si ha che OX,x ` e anello regolare.
deﬁnizione 3.2 Data X variet` a si dice che X ` e normale ⇐⇒ ∀x ∈ X si ha
che OX,x ` e integralmente chiuso (nel suo campo delle frazioni).
Introduciamo ora una tecnica del tutto generale per costruire variet` a normali
a partire da una variet` a data.
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Normalizzazione di una variet` a. Data V variet` a irriducibile su k e posto
K = k(V ) campo delle funzioni razionali, il procedimento di normalizzazio-
ne consiste nel deﬁnire un nuovo fascio strutturale e O tale per cui ∀Q ∈ V
e OQ sia la chiusura integrale di OV,Q rispetto al campo K.
Per veriﬁcare che si tratti di una variet` a e per analizzare il legame con la
V di partenza estendiamo la costruzione agli aperti aﬃni. Dato U ⊆ V (U
aperto in V , U = Spec A) si considera e U = Spec e A dove e A ` e la chiusura
intera di A in K .
Dal momento che e A ` e un A-modulo allora dall’inclusione i : A −→ e A si
ottiene la proiezione π : Spec e A −→ Spec A. Incollando gli aperti aﬃni
si ottiene una nuova variet` a algebrica e V . Ora introduciamo le variet` a di di-
mensione 1 che da qui in avanti saranno l’oggetto principale del nostro studio.
deﬁnizione 3.3 Una curva C ` e uno schema noetheriano integro di dimen-
sione 1
Se rileggiamo localmente la deﬁnizione sulla ﬁbra del fascio strutturale ve-
diamo che ∀P ∈ Cl’anello OC,P ` e un anello noetheriano di dimensione 1.
Dunque in una curva C arbitraria ∀P ∈ COC,P ` e anello locale noetheriano
di dimensione 1.
fatto 3.1 Nelle ipotesi di cui sopra sono equivalenti i seguenti fatti:
1. A ` e regolare (dim m
m2 = 1)
2. A ` e integralmente chiuso nel suo campo delle frazioni
3. A ` e anello di valutazione discreta.
dimostrazione: vedi [1] (proposizione 9.2)
Come conseguenza si ha in particolare che per le curve C la nozione di non-
singolarit` a coincide con quella di normalit` a.
Cerchiamo ora di utilizzare questi strumenti algebrici per studiare i rivesti-
menti ﬁniti ed ´ etale di una curva liscia.
osservazione 3.1 Ogni rivestimento di una curva C ` e piatto.
Dimostrazione: Assegnare un morﬁsmo
f : (X,OX) −→ (C,OC)
signiﬁca implicitamente assegnare un morﬁsmo di fasci deﬁniti sullo spazio
topologico C
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che a sua volta determina un morﬁsmo di anelli sulle rispettive ﬁbre:
φx : OC,f(x) −→ OX,x
Dire che f ` e piatto equivale a dire che OX,x` e un OC,f(x) modulo piatto ∀x ∈ X.
Ricordo che in ambito strettamente algebrico dire che A ` e un B modulo piat-
to equivale a dire che tensorizzando con A una sequenza esatta di B-moduli
si ottiene ancora una sequenza esatta , il che sta a signiﬁcare che la piattezza
fornisce l’ esattezza a sinistra (iniettivit` a ) dal momento che il funtore ⊗ ` e
esatto a destra.
Questa caratterizzazione spiega il seguente risultato che ci limitiamo ad enun-
ciare adattandolo ai nostri scopi: OX,x` e un OC,f(x) modulo piatto ⇐⇒ ∀
ideale a ⊂ OC,f(x) ﬁnitamente generato si ha che la mappa canonica
molt : a ⊗ OX,x −→ OX,x
` e iniettiva. Dal momento che l’ anello locale di una curva liscia ` e un DVR
` e in particolare un PID per cui ogni ideale a ` e del tipo (t) con t ∈ OC,f(x);
sotto quest’ ulteriore ipotesi l’iniettivit` a di molt equivale alla mancanza di
elementi di torsione in OX,x. Resta dunque da veriﬁcare quest’ultima aﬀer-
mazione : bisogna mostrare che ∀m ∈ OX,x si ha Ann(m) = 0. Ma lo schema
X ` e integro per ipotesi e la mancanza di divisori di zero assicura la tesi. 2
Per controllare che il rivestimento di una curva liscia C ` e ´ etale baster` a dun-
que controllare che non ` e ramiﬁcato.
Classiﬁcazione algebrica dei rivestimenti di una curva
Data una curva C rimane deﬁnito il suo campo delle funzioni razionali K
= k(C). Se si considera un’estensione ﬁnita e separabile [L : K] ` e sempre pos-
sibile costruire la normalizzazione e C di C rispetto a tale estensione. Il proce-
dimento di normalizzazione deﬁnisce implicitamente il morﬁsmo π : e C −→ C.
Vogliamo studiarne le propriet` a in relazione con quelle di [L : K].
Per aﬀrontare questo problema abbiamo bisogno di richiamare alcune pro-
priet` a fondamentali dei domini di Dedekind (domini di integrit` a noetheriani
di dimensione 1 tali per cui la localizzazione rispetto ad ogni ideale primo p
` e un dominio di valutazione discreta).
fatto 3.2 In un anello di Dedekind ogni ideale si fattorizza in modo unico
mediante i suoi ideali primi.
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fatto 3.3 Se R ` e dominio di Dedekind su K e [L : K] ﬁnita e separabile la
chiusura integrale R0 di R in L ` e dominio di Dedekind.
Dimostrazione: Si usa la caratterizzazione dei domini di Dedekind come anel-
li integralmente chiusi noetheriani e privi di ideali primi non nulli diversi da
massimali; la prima condizione ` e automaticamente veriﬁcata, per la seconda
e la terza bisogna usare la separabilit` a dell’estensione che, tramite la traccia,
garantisce l’esistenza di una base duale. Per i dettagli vedere [5] (cap.1 Theo.
6.1) 2
corollario 3.1 Dato p ∈ A l’ideale e A p in e A si lascia decomporre in modo
unico come prodotto di primi Bi di e A con eventuale molteplicit` a e ∀i Bi∩A =
p.
Dimostrazione: L’unica cosa da veriﬁcare ` e l’ultima uguaglianza. Fissiamo
i=1; dal momento che B1 contiene il prodotto di ideali
Q
Bi e dunque p (
1 e Ap ⊃ p) e che A⊃ p si ha A ∩ B1 ⊃ p. L’altra inclusione si vede utilizzan-
do la massimalit` a di p: infatti l’immagine inversa mediante un morﬁsmo di
anelli manda ideali primi in ideali primi dunque A ∩ B1 ` e ideale primo di A
contenente p, la masimalit` a assicura l’uguaglianza. 2
Come ` e possibile esprimere la nonramiﬁcazione guardando l’estensione di
campi?
Il criterio Jacobiano mostra che il rivestimento di grado n ` e non ramiﬁcato
se ∀c ∈ C, π−1(c) ` e costituita da n punti distinti. Ragionando localmente
posso pensare che c ∈ U con U aperto aﬃne , localmente π ` e una mappa
tra e U e U che sono Spec e A e Spec A rispettivamente con e A e A domini di
Dedekind (infatti ∀p ideale primo di A, Ap ` e di valutazione discreta ). Con-
siderare un punto di U signiﬁca considerare un ideale primo p ∈ A, guardare





t Alla luce dei precedenti risultati si ha che il rivestimento ` e non
ramiﬁcato ⇐⇒ ogni ideale primo di A si lascia totalmente decomporre in
e A(i = n,ei = 1∀i ∈ {1...n}) e l’estensione residua ` e separabile.
fatto 3.4 Nelle ipotesi di cui sopra i primi che ramiﬁcano sono in un numero
ﬁnito.
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osservazione 3.2 La caratterizzazione precedente, unita al fatto 3.4, forni-
sce un’ altra dimostrazione di come i morﬁsmi (tra curve in questo caso )
possano ramiﬁcare al massimo in un numero ﬁnito di punti.
Ora per approfondire il legame tra estensioni dei campi di funzioni razionali
e rivestimenti associati supponiamo che [L : K] sia anche normale.
Se il rivestimento π associato non ramiﬁca allora π ` e di Galois in Et/C.
Per veriﬁcare quest’aﬀermazione ricordiamo che gli oggetti di Galois sono
tutti e soli quelli per cui l’azione del gruppo di automorﬁsmi sul funtore ﬁbra
` e libera e transitiva (cfr. cap. II). Per costruzione di e C gli automorﬁsmi
K-lineari di L corrispondono agli automorﬁsmi di e C che commutano con le
proiezioni del tipo π. La normalit` a dell’ estensione porta con s` e il carattere
libero e transitivo dell’ azione di Gal(L/K) sulle radici del polinomio separa-
bile di cui L ` e il campo di riducibilit` a completa per cui l’ azione a livello di
automorﬁsmi sul funtore ﬁbra ` e a sua volta libera e transitiva.
Gli oggetti di Galois sono privilegiati nella trattazione dal momento che co-
stituiscono una famiglia coﬁnale per rappresentare il funtore ﬁbra (cfr. cap.
II) e questa interpretazione algebrica ha messo dunque in evidenza il carat-
tere birazionale della nozione di rivestimento tra curve algebriche facendo
vedere come le propriet` a di quest’ultimo dipendano solo dall’estensione di
campi che si considera nel processo di normalizzazione.
I rivestimenti di C abeliani sono dunque quelli per cui Gal(L/ K) ` e grup-
po abeliano ma non ` e evidente come questa condizione si possa interpretare
tramite le ﬁbre di π. Per rispondere al problema pi` u generale del calcolo di
π1(C)ab dobbiamo spostare il problema in ambito geometrico.
3.2 Interpretazione geometrica
Nella costruzione del gruppo fondamentale si ` e evidenziato come questi agisca
su ciascuna ﬁbra tramite un quoziente ﬁnito A munito della topologia discreta
da cui ( per l’ equivalenza di categorie determinata dal gruppo fondamentale)
gli omomorﬁsmi continui di gruppi topologici tra π1(C) e A coincidono con
le classi di isomorﬁsmo dei rivestimenti di C aventi gruppo di Galois A.
In questo capitolo ci interesseremo esclusivamente di classiﬁcare rivestimenti
abeliani di grado coprimo con p = char k mentre nel successivo aﬀronteremo
anche il caso n = pm (teoria di Artin-Schreier).
Dato n con (n , p) = 1 l’ idea ` e quella di trovare una variet` a J associata
univocamente a C tale per cui ∀P ∈ C ﬁssato Hom(π1(C,P),Z \ nZ) sia
isomorfo a Hom(π1(J,0),Z \ nZ).40 CAPITOLO 3. RIVESTIMENTI ABELIANI DI CURVE
Abbiamo visto nel primo capitolo che il pull-back di un morﬁsmo ´ etale ` e
a sua volta ´ etale, l’approccio geometrico consiste dunque nell’ associare in
modo univoco ad ogni curva C una variet` a J ed un morﬁsmo f : C −→ J
dipendente dalla scelta di P ∈ C per cui ogni rivestimento abeliano di C sia
il pull-back di un rivestimento abeliano di J.
Ipotesi di lavoro: D’ora in avanti supporremo (salvo avviso contrario) che
le curve siano schemi normali (OC,P integralmente chiuso in K = k(C)).
Prima di impostare il problema richiamiamo alcune deﬁnizioni e propriet` a
generali dei k-schemi .
osservazione 3.3 I fasci invertibili su X costituiscono un gruppo rispetto
all’operazione ⊗ con unit` a OX.
Dimostrazione: Dalla deﬁnizione di ⊗ si vede che i fasci invertibili sono chiusi
rispetto a ⊗OX e che OX ` e elemento neutro; resta solo da mostrare che ogni
fascio invertibile ammette un inverso. Sia b L il fascio duale HomOX(L,OX),
allora L ⊗OX b L = HomOX(L,L); questo isomorﬁsmo si spiega pensando che
∃{Ui} ricoprimento aperto di X con L(Ui) = OX(Ui)mui e che per linearit` a
dare un endomorﬁsmo su L(Ui) equivale a determinare l’immagine di mui
tramite un morﬁsmo OX(Ui) lineare.
mui ⊗ φUi 7−→ φUi(mui)mui
Inﬁne per mostrare che l’ultimo insieme ` e isomorfo a OX si usa ancora il fatto
che localmente il rango sia 1: infatti dato R anello commutativo , l’anello di
endomorﬁsmi dei moduli del tipo Rm ` e isomorfo a R perch´ e i morﬁsmi sono
determinati solo dal loro comportamento su m. 2
Un’ altra propriet` a notevole dei fasci invertibili` e data dalla loro corrisponden-
za con i divisori. Nelle nostre ipotesi (dimensione 1) con il termine divisore
indichiamo una combinazione lineare ﬁnita di punti a coeﬃcienti in Z e la
relazione di equivalenza ` e quella lineare D ∼ Q ⇐⇒ ∃g ∈ k(X) per cui D
= (g) + Q dove (g) ` e l’ insieme degli zeri e dei poli di g con molteplicit` a
positiva e negativa rispettivamente. Il divisore di una funzione razionale pu` o
essere scritto anche mediante la valutazione deﬁnita su ogni P ∈ C nel se-
guente modo : (g) =
P
P∈C vP(g). Se la funzione ` e costante e non nulla la
sua valutazione in ogni punto ` e nulla.3.2. INTERPRETAZIONE GEOMETRICA 41
Corrispondenza tra divisori e fasci invertibili:
a) Associamo ad un divisore un fascio invertibile. Data una curva C e D ∈
Div (C) L(D) = {f ∈ k(C)|(f) ≥ −D}. La relazione d’ordine si interpreta
cos` ı: D0 ≥ D00 ⇐⇒ ∀Pn0
i ≥ n00
i. Nel nostro caso se D =
P
i niPi allora
∀PivPi(f) 6= 0 e ≥ −ni .
Ragionando sui singoli punti si ottiene un’assegnazione del tipo LP = {f ∈
k(C)|vP(f) ≥ degP(−D)} che d` a origine ad un sottofascio del fascio costante
su C il quale ad ogni aperto associa k(C). Resta da provare che tale nuovo
fascio sia invertibile. Basta esibire ∀P un isomorﬁsmo tra LP e OC,P. Sia
φ ∈ k(C)∗ tale per cui vP(φ) = degP(D) , allora la mappa
moltφ : LP −→ OC,P
f 7−→ fφ
` e isomorﬁsmo.Veriﬁchiamo quest’ultima aﬀermazione: per ipotesi vP(fφ) =
vP(f)+vP(φ) ≥ 0 per cui la mappa ` e ben posta (non ha polo in P), inoltre ` e
lineare ed iniettiva dal momento che OC,P ` e dominio di integrit` a. Dalle pro-
priet` a delle valutazioni vP(φ−1) = −vP(φ) da cui φ−1 ∈ LP e questo implica
a maggior ragione vP(φ−1g) ∈ LP∀g ∈ OC,P. La suriettivit` a ` e immediata,
basta pensare g =gφ−1φ.
b)Viceversa sia L fascio invertibile su C: allora per deﬁnizione ∃ ricoprimento
aperto {Ui} di C per cui ∀i OC|Ui w L|Ui. L’integrit` a dello schema permette
di interpretare il fascio L come sottofascio del fascio costante k(C), allora ∀i
∃fi ∈ k(C) con L|Uifi = OC|Ui. Dal momento che una variet` a algebrica ` e
compatta nella topologia di Zariski, allora posso estrarre un numero ﬁnito di




i ) ` e un divisore.
Con questo procedimento abbiamo stabilito una corrispondenza tra fasci in-
vertibili e divisori, resta da mostrare che sia ben deﬁnita. Se considero un
altro ricoprimento Vj per cui valga l’isomorﬁsmo locale con rispettivi gene-
ratori gj l’irriducibilit` a di C =⇒ Ui ∩ Vj 6= ∅ e
fi
gj ` e invertibile in Ui ∩ Vj.
Questo mostra che ∀P ∈ Ui ∩ VjvP(
fi
gj) = 0 =⇒ (fi) = (gj).
deﬁnizione 3.4 Data una variet` a X si indica con Cl(X) il gruppo dei divi-
sori su X modulo la relazione di equivalenza lineare.
deﬁnizione 3.5 Data X variet` a si indica con Pic(X) il gruppo delle classi di
isomorﬁsmo dei fasci invertibili su X (l’isomorﬁsmo ` e inteso nella categoria
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osservazione 3.4 E’ possibile interpretare Pic (-) come un funtore contro-
variante dalla categoria dei k-Schemi a quella dei gruppi abeliani.
Pic : Sch −→ Ab






corollario 3.2 La corrispondenza di cui sopra ` e compatibile con le leggi di
gruppo e determina un isomorﬁsmo tra Cl(C) e Pic(C).
Dimostrazione: Per quanto riguarda la compatibilit` a osserviamo che se D1 ` e
determinato localmente da fi e D2 da gi si ha che L(D1 − D2) ` e associato a
f
−1
i gi a cui si associa per costruzione il fascio L(D1) ⊗ \ L(D2). L’ iniettivit` a
e la buona deﬁnizione seguono dal fatto che D1 −D2 = (f) ⇐⇒ L(D1 −D2)
` e globalmente isomorfo a OX.
La suriettivit` a non ` e veriﬁcata in tutta generalit` a ma l’ ipotesi sulla norma-
lit` a di C basta per concludere.(Per i dettagli vedere [4] cap. 2 prop. 6.15).2
Ricordo che siamo alla ricerca di una variet` a abeliana J da associare ca-
nonicamente a C che sia munita di un morﬁsmo f : C −→ J tale per cui
tutti e soli i morﬁsmi ´ etale abeliani di C possano essere visti come pull-back
tramite f di isogenie ´ etale di J; la strategia consiste nel deﬁnire un opportuno
funtore che sia rappresentato proprio da J.
passo 3.1 Costruzione del funtore
Sia T k-schema completo di tipo ﬁnito, allora dato il prodotto ﬁbra C×Spec(k)
T ed un fascio invertibile su di esso considero ∀to ﬁssato Ct0 = (C×SpeckT)×T
{t0} = {(v,t) ∈ C ×Spec(k) T |t = t0}. Dato L fascio invertibile su C ×Speck T
deﬁnisco Lt0 come il fascio su Ct0 che si ottiene mediante il pull-back dell’im-
mersione .
lemma 3.1 Sia T schema integro di tipo ﬁnito e C curva completa su k.
Siano L,M fasci invertibili su C ×Spec(k) T. Se ∀t Lt w Mt allora esiste N
fascio invertibile su T con L w M ⊗ q∗N (dove q ` e la seconda proiezione
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Dimostrazione: Per ipotesi (L ⊗ c M)t ` e banale dunque Γ(Ct,(L ⊗ c M)t) w
Γ((Ct),O(Ct)) = k(t). Il fatto che le sezioni globali del fascio strutturale sia-
no costanti deriva dalla completezza della curva C; allora ( [8] theo. 4.2 d))
q∗(L ⊗ c M) ` e invertibile e si ha una mappa naturale α : q∗q∗(L ⊗ c M) −→
L ⊗ c M (si tratta del morﬁsmo di aggiunzione). Tale morﬁsmo pu` o esse-
re visto nella t-parametrizzazione costruita precedentemente : αt : O(Ct) ⊗
Γ((Ct),O(Ct) −→ O(Ct) ` e isomorﬁsmo; un adattamento del corollario 1.2 mo-
stra che il suo rialzamento globale α ` e suriettivo. Dal momento che i fasci
in questione sono invertibili (localmente liberi di rango 1) la suriettivit` a e la
linearit` a portano anche l’iniettivit` a. 2
A questo punto possiamo deﬁnire il nostro funtore che dimostreremo essere
rappresentabile. Il lemma tecnico precedente assicura che la scrittura ` e ben
posta.
deﬁnizione 3.6 Data C curva completa irriducibile P 0
C ` e il funtore che va
dalla categoria dei k-schemi di tipo ﬁnito a quella dei gruppi abeliani tramite
la seguente assegnazione:∀T ∈ k − Sch
P
0
C(T) = {L ∈ Pic(C × T)|degLt = 0∀t} \ q
∗(Pic(T))
teorema 3.1 Il funtore P 0
C ` e rappresentabile e l’oggetto che lo rappresenta ` e
una variet` a abeliana. Questo signiﬁca che esiste una variet` a abeliana J (su
k) e un morﬁsmo di funtori i : P 0
C −→ J tale per cui i(T) sia un isomorﬁsmo
ogniqualvolta C(T) sia non vuoto.
osservazione 3.5 Il carattere universale della deﬁnizione garantisce l’uni-
cit` a della Jacobiana una volta che ne sia stata provata l’esistenza.
osservazione 3.6 Interpretazione della rappresentabilit` a del funtore contro-
variante P0
C(−) mediante i fasci:




φ 7−→ φ ◦ β
ma per ipotesi Mor(T,J)∼ P 0
C(T) e Mor(T,J)∼ P 0








F 7−→ (β × 1)
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Sia T 0 = J e M sia associato a idJ; ∀L ∈ P 0
C(T) si associa φ : T −→ J
e dal momento che il pull-back tramite φ dell’identit` a ` e banale si ha che
(φ × 1)∗M ∼ L.
Prima di mostrare la rappresentabilit` a del funtore P 0
C vediamo quali con-
seguenze essa porta nella classiﬁcazione dei rivestimenti abeliani di grado
coprimo a p.
deﬁnizione 3.7 Sia C curva deﬁnita su k, K campo (k ⊂ K). Diciamo che
P∈ C ` e razionale su K se k(P) ⊂ K.(dove k(P) ` e il campo residuo dell’ anello
locale OC,P).
osservazione 3.7 In particolare i punti k-razionali sono quelli per cui k(P)=k.
Nell’ipotesi che k sia algebricamente chiuso ogni punto chiuso ` e razionale.
osservazione 3.8 Se P ` e un punto chiuso di una k-variet` a V allora P pu` o
essere identiﬁcato da un morﬁsmo i: Spec(k)−→ V.
Dimostrazione: Dal momento che in generale k(P) ⊃ k ∃ im: Spec k(P)−→
Spec k. Un punto chiuso P ` e determinato da un ideale massimale mp che
d` a luogo ad un’inclusione j: Spec(k(p))−→ V . Nell’ ipotesi di razionalit` a il
morﬁsmo im ` e l’identit` a per cui ` e invertibile . Ponendo i = j ◦ im si ottiene
il morﬁsmo voluto.
Come immediata conseguenza nel caso V = J si ha che P 0
C(k) w J(k) ma
J(k) ` e un sottoinsieme di punti di J e per deﬁnizione di prodotto ﬁbra si ha
che P 0
C(k) non ` e altro che Pic0(C). 2
passo 3.2 Costruzione del morﬁsmo tra C e J
deﬁnizione 3.8 Dato un k-schema T tale per cui T(k) 6= ∅ si dice schema
puntato il dato di T e di un elemento t ∈ T.
deﬁnizione 3.9 Dati due schemi puntati (S , s) e (T , t) una corrispondenza
divisoriale ` e un fascio invertibile L su S×T tale per cui L|s×T e L|S×t sono
entrambi banali.
Ora l’idea ` e quella di utilizzare il teorema 3.1 per costruire una particolare
corrispondenza divisoriale di carattere universale tra (C , P) e (J , 0) che
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teorema 3.2 Sia P un punto k-razionale di una curva C su k. Allora esiste
una corrispondenza divisoriale MP tra (C , P) e (J , 0) tale per cui per ogni
corrispondenza L tra k-schemi (C , P) e (T , t) esiste un unico morﬁsmo
φ : T −→ J per cui (1×φ)∗MP w L.
Dimostrazione: Dal momento che P ` e punto k-razionale abbiamo visto che
esiste un morﬁsmo ψ : Spec(k)−→ C che identiﬁca P per cui dato il pro-
dotto ﬁbra C×T e la sua proiezione canonica q: C×T −→ T esiste ψ×id :
{P}×T −→ C×T morﬁsmo di k-schemi. Questa considerazione permette di
costruire una sezione s di q che a sua volta induce a livello di fasci invertibili
una sezione q∗ di s∗. La legge di composizione s∗ ◦ q∗ = idPic(T) permette
di scrivere la decomposizione Pic(C×T) = Im(q∗) ⊕ ker(s∗). Grazie a tale
decomposizione possiamo riscrivere la relazione di equivalenza del funtore
P 0
C(−) nella seguente forma: P 0(T) = P 0
C(T) = {L ∈ Pic(C×T) | degLt = 0
∀t,L|{P}×T ` e banale}.
Ora prima di invocare il teorema 3.1 bisogna veriﬁcare che nelle nostre ipo-
tesi C(T) sia 6= ∅ per ogni k-schema T. Prima abbiamo visto che se ∃ P ∈
C razionale allora esiste morﬁsmo φ : Spec(k) −→ C il quale rappresenta
l’inclusione di P in C. Inoltre un k-schema T ` e per deﬁnizione munito di un
morﬁsmo η: T −→ Spec(k), φ ◦ η ` e un oggetto di C(T).
Sia M ∈ P J
C il fascio “universale” corrispondente a id : J −→ J. Dall’osser-
vazione 3.6 dato un k-schema T ed un oggetto L in PC(T) ∃ ! oggetto φ di
J(T) per cui (1 × φ)∗M w L. La nuova scrittura della relazione di equiva-
lenza chiarisce che per avere una corrispondenza divisoriale tra (C , P) e (J
, 0) basta che vi sia almeno un elemento di P 0(J) che sia banale su C ×{0}.
In particolare considerando come k-schema lo stesso Spec(k) ha senso la scrit-
tura C × Spec(k) e P 0(Spec(k)) non ` e altro che Pic0(C). Per deﬁnizione di
rappresentabilit` a ∃ ! a ∈ J(k) con (1 × a)∗M w L e per deﬁnizione di pull-
back e di prodotto ﬁbra questo signiﬁca considerare il fascio Ma deﬁnito
su C ×Spec(k) {a}. Dal momento che per ipotesi J ` e variet` a abeliana esiste
il morﬁsmo τa di traslazione tale per cui posso sempre rimpiazzare {a} con
l’origine, pertanto se il fascio L era associato alla classe nulla nella relazione
di equivalenza lineare posso sempre pensare che M0 w L dove L ` e banale
su C × {0}. M ` e una corrispondenza divisoriale tra (C , P) e (J , 0) e per
costruzione gode della propriet` a universale richiesta. 2
Il morﬁsmo tra C e J che cerchiamo sar` a determinato dal teorema 3.2
una volta costruita una corrispondenza divisoriale tra (C ,P) e s` e stesso.
Sia P punto razionale su C, deﬁniamo il seguente fascio invertibile su C ×C:
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simmetrico (vedi deﬁnizione 1.16), inoltre LP
|{Q}×C = L(Q + Q − Q − P) da
cui si vede che la restrizione a {P} × C ` e banale. La simmetria mostra che
si tratta di una corrispondenza divisoriale .
Analizzeremo pi` u in dettaglio in un secondo tempo le propriet` a del morﬁsmo
tra C e J, prima dimostriamo il teorema 3.1.
passo 3.3 Il funtore P 0
C ` e rappresentabile mediante una variet` a abeliana.
Per dimostrare l’esistenza della Jacobiana introdurremo un funtore ausiliare
controvariante e rappresentabile deﬁnito nella categoria dei k-schemi che per-
mette di ridurre il problema alla ricerca di sezioni di un particolare morﬁsmo.
osservazione 3.9 Dato uno schema (X , OX) e {Vj} ricoprimento aperto
opportuno localmente posso pensarlo come Spec (Aj). Dato Ij ideale di Aj lo
schema che localmente si lascia scrivere come Spec (Aj/Ij) ` e un sottoschema
di X e la sua immersione canonica ` e per il teorema di corrispondenza degli
ideali di un anello quoziente e per deﬁnizione di topologia di Zariski una
mappa chiusa . E’ il prototipo di sottoschema chiuso di uno schema dato.
La sequenza esatta
0 −→ Ij −→ Aj −→ Aj/Ij −→ 0
pu` o essere globalizzata in senso geometrico cos` ı:
0 −→ ID −→ OX −→ OD −→ 0 (3.1)
dove ID ` e il fascio di ideali del sottoschema chiuso D e Γ(ID,Vj) = Ij. Nel
caso in cui Ij sia ideale principale ∀j il sottoschema associato si dice princi-
pale.
Ora l’idea ` e di costruire un funtore deﬁnito su k-schemi che siano particolari
sottoschemi chiusi di C × T (in analogia con PC(T)).
Per la nozione di divisore di Cartier come generalizzazione agli schemi non
integri del divisore di Weil precedentemente richiamato rimandiamo a [4]
cap.2 par.6 e [9] par.3. Nel nostro contesto (schemi normali) le due deﬁni-
zioni coincidono. Prenderemo in considerazione i divisori di Cartier eﬀettivi
limitandoci ad interpretarli come sottoschemi chiusi di X di codimensione 1
il cui fascio di ideali ID ` e localmente costituito da ideali principali di Aj.
deﬁnizione 3.10 Sia T k-schema e ψ :X −→ T k-morﬁsmo. D sottoschema
chiuso principale ` e divisore eﬀettivo relativo su X/T se il morﬁsmo ψ ◦im :
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La nozione di piattezza ` e locale e come tale possiamo leggere localmente sugli
aperti aﬃni. Sia T = Spec (A) allora D ∩ Vj = Spec(Aj/fjAj) perch´ e Ij ` e
per ipotesi principale. La piattezza dice che Aj/fjAj ` e A modulo piatto. Dal
momento che per ipotesi di partenza Aj ` e integro si ha la seguente sequenza
esatta di anelli:
0 −→ Aj −→ Aj −→ Aj/fjAj −→ 0 (3.2)
perch´ e l’endomorﬁsmo moltfj ` e iniettivo.
proposizione 3.1 Sia D divisore eﬀettivo relativo su X/T e T 0 un k-schema.
Se esiste un morﬁsmo ζ : T 0 −→ T allora ha senso la scrittura X ×T T 0 e il
pull-back D0 = D ×T T 0 di D ` e un divisore eﬀettivo relativo su X ×T T 0/T 0.
Dimostrazione: Anche in questo caso ragioniamo localmente: ponendo T 0
= Spec (A0) e T = Spec (A) bisogna mostrare che le propriet` a algebriche
viste prima si conservano sotto il cambiamento di base A −→ A0 . Come
ricoprimento aperto di X ×T T 0 = X0 si considera Vj × T 0 = V 0
j e V 0
j =
Spec(Aj ⊗A A0). In pratica bisogna veriﬁcare che tensorizzando la sequenza
3.2 con A0 essa rimane esatta e (Aj \ fjAj) ⊗A A0 ` e A0 modulo piatto.
0 −→ Aj ⊗A A
0 −→ Aj ⊗A A
0 −→ (Aj \ fjAj) ⊗A A
0 −→ 0
` e esatta (invece di moltfj si considera moltfj ⊗ 1A0 e cos` ı via ) inoltre dal
momento che la piattezza si conserva per cambiamento di base (Capitolo 1)
la veriﬁca ` e completata. 2
Dato D divisore eﬀettivo relativo su X/T, il divisore Dt = D ×T {t} ` e eﬀet-
tivo su X ×T {t}; viceversa se ∀t ∈ T Dt = D ×T {t} ` e un divisore eﬀettivo
su X ×T {t} allora D ` e a sua volta divisore eﬀettivo su T.
Per una dimostrazione dell’ultima aﬀermazione si rimanda a [9]3.8 ; l’aspetto
interessante di questo risultato sta nel poter ragionare localmente sulle ﬁbre
dal momento che la nozione di divisore eﬀettivo ` e locale.
deﬁnizione 3.11 Dato D divisore eﬀettivo relativo su X/T, D ha grado r
⇐⇒ OD ` e localmente (su un ricoprimento aperto di D) un OT modulo libero
di rango r.
osservazione 3.10 Si pu` o deﬁnire un funtore controvariante Divr
C nella
categoria dei k-schemi nel seguente modo:





C(T) si indicano i divisori eﬀettivi relativi su C ×T/T di grado
r. Dato g ∈ MorSch(T 0,T) il pull-back di un elemento di Divr
C ` e un diviso-
re eﬀettivo relativo di grado r su C ×Spec(k) T ×T T 0/T 0, per deﬁnizione di











La struttura funtoriale dei divisori eﬀettivi relativi associati ad una curva
non evidenzia per` o la notevole corrispondenza biunivoca che si ha a livello
insiemistico tra divisori eﬀettivi relativi e coppie (L,s) dove L ` e L(D) e s ` e
a sua volta
s(D) : OX −→ L(D)
Tale mappa si deduce dalla sequenza esatta (3.1) tensorizzando tramite L(D)
e ricordando che I(D) = L(−D). Se D ∼ e D allora i due fasci associati so-
no isomorﬁ (la corrispondenza rimane deﬁnita anche sulle classi) ma le due
sezioni s(D) e s(e D) non sono uguali. Introduciamo i divisori relativi eﬀettivi
“spezzanti” ed alcune propriet` a ad essi collegate.
Ipotesi: Sia π : V −→ T morﬁsmo liscio e proprio le cui ﬁbre hanno dimen-
sione 1.
proposizione 3.2 (Caratterizzazione dei divisori eﬀettivi relativi su V \T).
Sia D sottoschema chiuso di V: D ` e divisore eﬀettivo relativo su V \ T ⇐⇒
` e ﬁnito e piatto su T(come sottoschema di V).
Dimostrazione : Sia C curva su Spec(k). Sia
D ,→ C −→ Spec(k)
D ` e eﬀettivo ⇐⇒ ` e piatto e ﬁnito. Per quanto visto prima ` e possibile aﬀron-
tare il caso generale tramite le ﬁbre Dt pensate come divisori eﬀettivi relativi
di Vt su {t}. Dal momento che per ipotesi la ﬁbra di π ha dimensione 1 ci si
riconduce al caso precedente concludendo che D ` e eﬀettivo ⇐⇒ ` e sottosche-
ma chiuso di V piatto su t tale che le ﬁbre di im◦π siano ﬁnite. Il morﬁsmo
im ◦ π ` e inoltre proprio ( composizione di morﬁsmi propri ` e propria) per cui
dalla ﬁnitezza delle ﬁbre si risale alla ﬁnitezza del morﬁsmo (proprio e quasi
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osservazione 3.11 Se π ammette una sezione s : T −→ V s(T) ` e sottosche-
ma di V, e (in senso topologico) s(T) w T . Dal momento che π ` e mappa
chiusa T ` e chiuso in V. Si tratta dunque di un divisore eﬀettivo relativo di
grado 1 su V/T.
deﬁnizione 3.12 Sia D divisore eﬀettivo relativo di grado r su V/T. D ` e
spezzante se supp(D) =
S
i si(T) dove si sono sezioni del tipo precedente.
Nel caso unidimensionale ponendo V=C e T = Spec(k) le componenti di un
divisore sono 0-dimensionali e sappiamo che se un punto ` e k-razionale allora
` e determinato da un morﬁsmo Spec(k)−→ C, quindi un divisore (C normale
=⇒ Weil equivale a Cartier) D =
Pm
i=1 niPi ` e spezzante ⇐⇒ Pi ` e k-razionale
∀ i.





deﬁnizione 3.13 Sia V un k-schema , V × V × ··· × V | {z }
r
` e l’usuale prodot-
to ﬁbra V r, il prodotto simmetrico V (r) = V r/Sr dove Sr ` e il gruppo delle
permutazioni su r elementi.
Un esempio a riguardo ` e dato a partire dall’ usuale spazio aﬃne Ar = Spec
k[x1,x2,...,xr] = Spec k[x1] ×Speck[x2] ×...Speck[xr]: se consideriamo lo
schema che si ottiene considerando lo stabilizzatore dell’azione del gruppo
delle permutazioni sulle indeterminate si ottiene Spec (k[x1,x2,...,xr]/Sr)
che ` e lo spettro del dominio d’integrit` a il cui campo delle frazioni ` e il campo
delle funzioni simmetriche elementari.
Abbandoniamo la trattazione generale concentrando la nostra attenzione
sul caso V=C, mostriamo dunque che il funtore Divr
C ` e rappresentabile.
In primo luogo costruiamo le sezioni si : Cr −→ C × Cr alla seconda
proiezione canonica q : C × Cr −→ Cr:
si : (P1,...,Pr) 7−→ (Pi,P1,...,Pr)
Sia Di = si(Cr), D=
P
i Di; per l’osservazione precedente si tratta di un
divisore eﬀettivo relativo di grado r. La ﬁbra del morﬁsmo
q ◦ im : D ,→ C × C
r −→ C
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in un punto {P1,...,Pr} vale
P
i Pi. La particolarit` a di D sta nel non risentire
dell’ azione del gruppo Sr e come tale ha una struttura naturale di C ×
C(r)/C(r) divisore eﬀettivo relativo. Chiamiamo D/Sr = Dcan
teorema 3.3 Divr
C ` e rappresentabile e l’oggetto che lo rappresenta ` e C(r).
Dimostrazione: Dall’osservazione sul signiﬁcato di rappresentabilit` a vediamo
che si tratta in particolare di veriﬁcare che ﬁssato T ∈ Sch per ogni D ∈
Divr
C(T) esiste un unico φ : T −→ C(r) morﬁsmo di k-schemi con (1 ×
φ)−1Dcan = D.
1. Se D ` e spezzante allora D =
Pm
i=1 nisi(T) dove si ` e una sezione T −→
C ×T . A partire dalle si costruiamo una mappa che va da T a Cr nel
seguente modo:
t 7−→ (p ◦ s1(t),...,p ◦ s1 | {z }
ni
,...,p ◦ sm(t),...,p ◦ sm | {z }
nm
)
componendola con la proiezione canonica Cr −→ Cr/Sr si ottiene una
mappa φ : T −→ C(r). Ma φ ` e stata costruita a partire dalle sezioni
che determinano D e come tale si ha (1 × φ)−1Dcan = D.
2. Se D non ` e spezzante, tramite un morﬁsmo piatto , suriettivo e di tipo
ﬁnito ψ : T 0 −→ T posso pensare D0 = (1 × ψ)−1D come divisore
eﬀettivo relativo spezzante su C × T 0/T 0. Allora per il caso 1 esiste
ψ0 : T 0 −→ C(r) che determina D0. Ricordo [11]3.4 che un morﬁsmo
ﬁnito suriettivo e piatto ` e epimorﬁsmo eﬀettivo e come tale si ha la




0 −→ T −→ 0 (3.3)
o equivalentemente ∀S ∈ Sch
0 −→ Hom(T,S) −→ Hom(T,S) ⇒ Hom(T
0 ×T T
0,S) (3.4)
dove in 3.3 le doppie frecce indicano p e q mentre in 3.4 indicano p∗ e
q∗ rispettivamente. Sia S = C(r), se proviamo che ψ0 ◦p = ψ0 ◦q allora
per deﬁnizione di sequenza esatta ψ0 = α ◦ ψ con α : T −→ C(r). Ma
per come ` e stato deﬁnito D0 si vede che p−1(D0) = q−1(D0) e questi
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Ricordo che data C curva e OC fascio strutturale ad essa associato si pu` o
costruire la sequenza di fasci
0 −→ OC −→ D(OC) −→ D(OC)/OC −→ 0
dove D(OC)` e il fascio delle “sezioni discontinue” associato ad OC. In generale
dato F fascio su X spazio topologico D(F) indica quel fascio che ad ogni
aperto V di X associa
Q
v∈V Fv.
deﬁnizione 3.14 Il genere g della curva C ` e la dimensione (ﬁnita dal mo-
mento che si tratta di fasci coerenti) su k dello spazio vettoriale H1(C,OC).
Per completare la dimostrazione sulla rappresentabilit` a del funtore P 0
C sup-
poniamo di puntare lo schema con P e di pensare che la curva abbia genere
strettamente positivo (il caso g=0 ` e trattato a parte cfr. cap.IV).
deﬁnizione 3.15 P r
C(T) = {L ∈ Pic(C × T) | deg(L)t = r∀t}\ ∼
e ∼ ` e la stessa relazione di equivalenza di P 0
C.
osservazione 3.12 Se vogliamo riscrivere il funtore precedente nel linguag-
gio dei divisori si dovranno considerare i fasci L(Dt) con Dt di grado r ∀t
modulo l’equivalenza lineare.
osservazione 3.13 Sia Lr = L(rP), la mappa ψ : P 0
C(T) −→ P r
C(T)
L 7−→ L ⊗ p
∗Lr
` e una biiezione.
Dimostrazione: In primo luogo ` e ben deﬁnita ed iniettiva perch´ e la relazione
di equivalenza sui due insiemi ` e la medesima. In realt` a si tratta della tra-
slazione che trasforma [0] in [rP] che ` e suriettiva se si pensa che per ogni
divisore e D ∈ P r
C(T) esiste D ∈ P 0
C(T) con [Dt +rP] = [e Dt] (P razionale =⇒
ha senso deﬁnire (C × T) ×C {P}). 2
L’isomorﬁsmo traslazione garantisce che se P r
C ` e rappresentabile lo ` e an-
che P 0
C. Per come sono stati deﬁniti i funtori Divr
C e Picr
C sapendo che si
comportano nello stesso modo rispetto ai morﬁsmi di k-schemi (pull-back)
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proposizione 3.4 Se esiste una sezione s : Picr
C −→ Divr
C della trasfor-
mazione naturale allora P r
C ` e rappresentabile.
Dimostrazione: Dire che s ` e una sezione vuol dire che s ` e monomorﬁsmo e




C ` e rappresentabile mediante C(r) per cui la mappa
˜ φ si pu` o rappresentare come un endomorﬁsmo di C(r) (bisogna pensare al
diagramma commutativo implicitamente deﬁnito da ogni trasformazione na-
turale e ricordare che ogni oggetto ` e un morﬁsmo con codominio C(r)).





mediante i due morﬁsmi







(r) Immersione diagonale (3.6)
Allora J0(T) = {(a,b) ∈ C(r)(T)×C(r)(T) | a = b e ˜ φ(a) = a}. Vuol dire che
si considerano gli a ∈ C(r)(T) con a = s(c) (c ∈ P r
C(T) ). Se φ ammette una
sezione in particolare φ ` e suriettiva e dal momento che s ` e iniettiva questo
insieme ` e isomorfo a P r
C(T). J’ come k-schema rappresenta proprio P r
C. 2
In ultima analisi il problema della rappresentabilit` a ` e un problema di esi-
stenza di sezioni della trasformazione naturale φ che coinvolge il funtore
rappresentabile Divr
C.
Per costruire la sezione bisogna essere in grado di scrivere una corrispondenza
univoca tra L(D) e (L(D), s(D)). La multivocit` a ` e in generale dovuta al fatto
che la mappa non ` e ben deﬁnita se L ∼ e L ; (L,s) ∼ ( e L, ˜ s). Un esempio a
riguardo ` e il seguente : prendiamo T = Spec(k), i divisori eﬀettivi sono gli
usuali divisori di Weil sulle curve e i fasci appartengono a Picr(C); le ipotesi
su C sono compatibili con il teorema di Riemann-Roch e l’ ipotesi r > 2g
garantisce che l(D) = r+1-g ([4] cap.4 theo 1.3).
Questo mostra che se si riesce ad abbattere la dimensione di l(D) inserendo
dei vincoli geometrici opportuni allora il funtore P 0
C ` e rappresentabile. L’
idea ` e quella di scegliere (r-g)-uple di punti razionali e di considerare solo
divisori D ≥ Dγ dove Dγ ` e la somma degli r-g punti.
proposizione 3.5 Sia γ una (r-g)-upla di punti k-razionali su C, conside-
riamo Lγ = L(
P
P∈γ P).Allora valgono i seguenti fatti:
1. Esiste una sottovariet` a aperta Cγ di C(r) tale che ∀ k-schema T:
C
γ(T) = {D ∈ Div
r
C(T)|h
0(Dt − Dγ) = 1∀t ∈ T}3.2. INTERPRETAZIONE GEOMETRICA 53
dove Dγ corrisponde a Lγ. Se k ` e separabilmente chiuso allora C(r) ` e
l’ unione delle sottovariet` a Cγ.
2. Sia per ogni k-schema T
P





γ ) = 1∀t ∈ T}
P γ ` e un sottofunrore di P r
C e la trasformazione naturale f: Cγ −→ P γ
ammette una sezione.
Dimostrazione: Per una dimostrazione completa dell’enunciato rimandiamo
a [9] 4.2, qui ci limitiamo alle seguenti osservazioni.
Nel caso di un k-schema generale per utilizzare Riemann-Roch dobbiamo ra-
gionare sulle ﬁbre del tipo Dt.
Il punto 2) garantisce che il funtore P γ ` e rappresentabile mediante una sot-
tovariet` a chiusa di Cγ ed il punto 1) garantisce la possibilit` a di incollare i
Jγi per poter rappresentare P r
C e dunque anche P 0
C.
La struttura di gruppo di P 0
C(T) permette di veriﬁcare che J ` e variet` a di grup-
po inoltre la trasformazione naturale che si ottiene componendo il morﬁsmo
traslazione con φ induce un morﬁsmo η : C(r) −→ J per cui J ` e completa e
per deﬁnizione abeliana. Questo conclude la dimostrazione del passo 3.3 2
passo 3.4 Ogni rivestimento abeliano di una curva ` e il pull-back di un iso-
genia ´ etale della sua Jacobiana (J,0).
Data una isogenia ´ etale g : J0 −→ J la mappa f : C −→ J dedotta dalla
corrispondenza divisoriale d` a origine ad un rivestimento abeliano di C come
pull-back di g tramite f. Si tratta di mostrare che tutti i rivestimenti abeliani
´ etale provengono dalle isogenie di tipo g.
Dalle propriet` a topologiche del gruppo fondamentale algebrico pi` u volte ri-
chiamate il problema equivale a mostrare che ∀n
Hom(π1(C,P),Z \ nZ) ∼ Hom(π1(J,0),Z \ nZ) (3.7)
osservazione 3.14 Sia (X,P) schema puntato, Pic(X) = Pic0(X) ⊕ Z
Dimostrazione: La mappa deg: Pic(X) −→ Z che associa ad ogni classe [D]
il grado ` e ben deﬁnita (i divisori delle funzioni razionali hanno grado zero) e
suriettiva. Si ha dunque la seguente sequenza esatta di gruppi
0 −→ Pic
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che dobbiamo mostrare essere spezzante.
In realt` a possiamo costruire in maniera esplicita un isomorﬁsmo tra Pic(X) e
Pic0(X)⊕Z ponendo sul secondo gruppo la seguente relazione di equivalenza
(D,n) ∼ (D0,m) ⇐⇒ n = m e [D] = [D0] e costruendo la mappa
α : Pic(X) −→ Pic
0(X) ⊕ Z
[D] 7−→ ([D − rP],r)
2
deﬁnizione 3.16 Se X schema Pic(X)n = {L ∈ Pic0(X) | L ⊗ ... ⊗ L | {z }
n
=
OX} che riletto nel linguaggio dei divisori ={[D] ∈ Cl0(X)|[nD] = [0]}
deﬁnizione 3.17 Sia V schema su k. Un divisore su V si dice primo se,
come schema, ` e integro (irriducibile e ridotto)
Un esempio di divisore non primo sulla retta aﬃne Spec k[x] ` e dato da 2 O
con O origine, infatti tale schema non ` e altro che Spec(k[x]\(x2) che non ` e
integro.
Ora analizzeremo nello speciﬁco l’isomorﬁsmo 3.7 per rivestimenti abeliani
di grado coprimo con p. Il motivo per cui si distinguono i due casi ` e emerso
sotteraneamente sia pensando alla decomposizione del gruppo fondamentale
ed alla comologia dei gruppi ﬁniti sia nella teoria delle isogenie.
I rivestimenti di grado una potenza di p si descrivono mediante il p-rango
(cfr. cap. II sez.3 e cap.IV) che emerge dalla teoria di Artin-Schreier.
deﬁnizione 3.18 Un’estensione di campi L/K si dice una n-estensione di
Kummer se ` e di Galois e Gal(L/K) ` e gruppo ciclico di ordine n e K contiene
le radice n-esime dell’unit` a.
proposizione 3.6 C’` e una corrispondenza biunivoca tra le n-estensioni di
Kummer L di K e gli elementi α in K∗/K∗n. Tale corrispondenza associa
ad α il campo K(α
1
n) e Gal(L/K)w (α)/Kn.
dimostrazione Vedere [5] cap.5 theo.8.1.
proposizione 3.7 Data C curva nonsingolare, se (n, p) = 1 Hom(π1(C,P),Z\
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Dimostrazione: Sia D un elemento di Pic(C)n, allora esiste g ∈ k(C) per cui
nD = (g). Associamo a D il rivestimento ´ etale di grado n f : C0 −→ C dove




Bisogna mostrare che si tratta di un rivestimento ´ etale: distinguiamo i due
casi P ∈ Supp (D) e P 6∈ Supp(D). Supponiamo che P 6∈ supp(D), allora
per deﬁnizione di D si ha che ordP(g) = 0 da cui si vede che (g) ` e invertibile
dunque non nullo modulo mp. Allora localmente a P il rivestimento ` e analogo
all’esempio 1.1 del capitolo I di equazione yn − g(x) e g(P) 6= 0; abbiamo
mostrato in precedenza che tale morﬁsmo ` e ´ etale in P.
Se invece P ∈ Supp(D) per costruzione n | ordP(g). La teoria di Kummer
dice che allora il rivestimento ha equazione yn = uγn con u(P) 6= 0); questo
equivale all’equazione y0n = u (y0 =
y
γ) e ci riconduciamo alla situazione pre-
cedente.
Viceversa sia η : C0 −→ C rivestimento ´ etale galoisiano di gruppo di Galois
Z/nZ, allora data la corrispondenza tra radici primitive n-esime dell’unit` a
e generatori di Z/nZ si ha che C0 ` e normalizzazione di C rispetto ad una
n-estensione di Kummer k(C)(g
1
n). Poich´ e il rivestimento ` e ´ etale deve essere
n|ordP(g). La conseguenza di questo a livello di divisori ` e che ∃D divisore
di grado zero tale che nD = (g). 2
La mappa f : C −→ J determina per deﬁnizione del funtore di Picard
un morﬁsmo tra Pic(J) e Pic(C) ma per la propriet` a di autodualit` a della
Jacobiana (cfr. [9] 6.6, 6.10) si tratta di un isomorﬁsmo. Ora la catena di
isomorﬁsmi
Hom(π1(C,P),Z/nZ) v Pic(C)n v Pic(J)n v Hom(π1(J,0),Z/nZ)
conclude il passo 3.4 nell’ipotesi (n,p) =1. 2
In quest’ultima parte della sezione calcoliamo esplicitamente π
ab,p0
1 (C,P)
servendoci dell’isomorﬁsmo con π
p0
1 (J,0).
Ricordo che nella ricerca di una sezione per la trasformazione naturale Divr
C −→
P r
C si era osservato come ﬁssato r il grado di apparente indeterminazione fosse
legato esclusivamente al genere g della curva e che una curva ellitica (g =1 ,
∃ un punto origine ) (cfr. cap.I sez 2) coincide con la sua Jacobiana ; si tratta
di argomentazioni che giustiﬁcano senza dimostrare il seguente risultato di
natura comologica:
proposizione 3.8 Data C curva di genere g e J jacobiana di C esiste un
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dimostrazione [9] prop. 5.1
In particolare la dimensione della jacobiana della curva ` e uguale al suo genere.
La teoria delle isogenie (cfr. cap.I sez.2) mostra come per calcolare la p0-
parte del gruppo fondamentale basta considerare la famiglia dominante delle











3.3 La Jacobiana generalizzata
Scopo dell’introduzione della Jacobiana generalizzata ` e classiﬁcare i rive-
stimenti ´ etale abeliani di una curva che ramiﬁcano in un numero ﬁnito di
punti. Da un punto di vista geometrico ci ricondurremo a questa situazione
considerando rivestimenti di una curva non completa e ammettendo che il
rivestimento ramiﬁchi nei punti della compattiﬁcazione.
In tale contesto i rivestimenti ´ etale e abeliani si possono vedere come pull-
back di isogenie ´ etale aventi come codominio appunto la Jacobiana genera-
lizzata della curva.
Convenzione : D’ora in poi indichiamo con S un insieme ﬁnito di punti
di una curva su k.
deﬁnizione 3.19 Un modulo m su S ` e un divisore eﬀettivo con supporto su
S.
deﬁnizione 3.20 Sia m un modulo su S e φ funzione razionale (φ ∈ k(U)).
φ ` e congruente ad 1 modulo m (φ ≡ 1 mod m) se
vi(1 − φ) ≥ ni
dove vi = vPi (cfr. cap.III sez.1) e m =
P
i niPi.
osservazione 3.15 se φ ` e congruente ad 1 mod m allora φ ` e primo rispetto
a S (S ∩ Supp(φ) = ∅).
veriﬁca: Ricordo che vi(φ) = vi(−φ) e che vi(1−φ) ≥ min{vi(1),vi(φ)}. Dal
momento che vi(1) = 0 e che ni > 0 =⇒ vi(φ) = 0 altrimenti per le propriet` a
delle valutazioni vi(1 − φ) ≤ 0. (φ) ∩ Supp(S) = ∅ e (φ) non ` e nullo modulo3.3. LA JACOBIANA GENERALIZZATA 57
mPi∀i 2
Introduciamo brevemente il processo di singolarizzazione di una curva
rispetto ad un divisore.
A partire da una curva liscia X si considera un sottoinsieme ﬁnito di punti
S e su quest’ultimo una relazione di equivalenza ∼. Poniamo S0 = S/ ∼
e X0 = (X − S)
S
S0. Con questo procedimento puramente insiemistico si
ottiene una proiezione p:X −→ X0 che tra X − S e X0 − S0 ` e biiettiva.
Dopo aver introdotto su X0 la topologia dei chiusi ﬁniti, per ragionare in
termini di schemi devo assegnare un fascio. Riprendendo le notazioni della




Su X0 deﬁnisco un sottofascio O0 di OX0 nel modo seguente:
O
0
Q = OX0,Q∀Q ∈ X
0 − S
0
se Q ∈ S0 allora O0
Q ` e un sottoanello di OX0,Q tale che
k + rQ ⊃ O
0
Q ⊃ k + cQ
dove rQ = {f ∈ OQ |f(P) = 0∀P → Q} e cQ = {f ∈ O0
Q |g ∈ OQ =⇒
fg ∈ O0
Q}.
teorema 3.4 Nelle ipotesi della costruzione (X0O0)` e una variet` a algebrica
avente come normalizzazione (X,O) e come punti singolari S.
dimostrazione [13] cap. 4 prop. 2.
Data una curva liscia e completa X e un modulo m di grado ≥ 2 in maniera
del tutto analoga si pu` o costruire una curva singolare X0 avente X come
normalizzazione e S = Supp(m) come punti singolari. Basta deﬁnire una
relazione di equivalenza ∼ che mandi tutti gli elementi di S in un unico
punto Q e deﬁnire O0
Q come k + cQ.
osservazione 3.16 Singolarizzazione e grado del divisore m
Due commenti: dal momento che m ` e per ipotesi eﬀetivo dire che ha grado 1
equivale a dire che ` e costituito da un solo punto P. La relazione di equivalenza
sarebbe banale e dunque anche la singolarizzazione . D’altro canto dopo aver
ﬁssato un modulo cQ = {f ∈ K(X) |vP(f) ≥ nP∀P ∈ S} e il grado maggiore
di 1 assicura che k+cQ ⊂ k+rQ per cui la deﬁnizione di O0
Q determina una
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Dalla rappresentabilit` a del funtore P 0
C(−) mediante J si era visto come
P 0
C(k) = J(k) = punti chiusi di J = Pic0(C). La Jacobiana della curva C
si poteva dunque interpretare come la variet` a abeliana i cui punti razionali
sono in biiezione con le classi di isomorﬁsmo dei divisori di grado zero.
In maniera del tutto analoga ` e possibile deﬁnire la jacobiana generalizzata.
deﬁnizione 3.21 Dato un modulo m con supporto in S
Cm = {[D]|Supp(D) ∩ S = ∅}/∼
[D] ∼ [D0] ⇐⇒ ∃φ razionale φ ≡ 1 mod m tale che [D] = [D0] + (φ).
osservazione 3.17 La relazione di equivalenza deﬁnita su Cm ` e strettamente
pi` u ﬁne di quella lineare deﬁnita su DivC. Per distinguerla d’ora in poi la
denotiamo con <>.
A partire da Cm rimane deﬁnito C0
m = {< D >∈ Cm| deg D = 0}. Tale
insieme ` e in biiezione con i punti razionali della Jacobiana generalizzata
Struttura geometrica di C0
m












< D >7−→ [D]
L’ osservazione 3.17 dice che la deﬁnizione ` e ben posta e che il morﬁsmo ` e
suriettivo.
Gli elementi di Lm sono tutte e sole le classi che se sono distinti in <> ven-
gono identiﬁcate in [ ]. Lm ` e il nucleo dell’applicazione. 2
deﬁnizione 3.22 Fissato Pi ∈ S deﬁniamo Rmi come l’insieme degli ele-
menti in K(C) invertibili in Pi modulo quelli congruenti ad 1 mod m e Q
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Supponiamo che il nostro m abbia grado n e sia privo di molteplicit` a non
banali. Sotto queste ipotesi cerchiamo di mostrare che Lm ` e gruppo algebrico
∼ Gn−1
m .
L’idea ` e la seguente:
Ψi : Rmi −→ Gm
< φ >7−→ φ(Pi)
Tale mappa ` e ben deﬁnita ed iniettiva, infatti dire che < (˜ φ) >=< (φ) >
=⇒ vi(1−
φ
˜ φ) ≥ 1∀i equivale a dire che in
φ(Pi)
˜ φ(Pi) = 1. Se φ ∈ Rmi allora anche
φ−1 ∈ Rmi. L’esistenza della funzione che vale 1 su Pi e la moltiplicazione
per gli scalari porta la surietivit` a. Si tratta di un isomorﬁsmo.
osservazione 3.18 Se la molteplicit` a di Pi in m fosse > 1 allora l’applica-
zione precedente non ` e pi` u un isomorﬁsmo.
dimostrazione: Se ad esempio si volesse vi(1 −
φ
˜ φ) = 2∀i le due funzioni
dovrebbero coincidere nei Pi anche al primo ordine per cui si perderebbe l’i-
niettivit` a: infatti vi sarebero funzioni appartenenti a classi distinte ( derivata
prima distinta) aventi la stesa immagine!
A questo punto per concludere basterebbe mostrare che Lm ∼ Rm/Gm.
Tale risultato si ottiene mediante un’applicazione del teorema cinese del re-
sto al sistema ﬁnito di congruenze deﬁnito dalla relazione di equivalenza.
L’esistenza di una soluzione globale (le costanti) abbatte il grado di libert` a
del prodotto diretto.







0 −→ 0 (3.8)
In questo modo si pu` o vedere la jacobiana generalizzata come un’estensio-
ne del gruppo algebrico J tramite il gruppo algebrico Gn−1
m , in particolare
abbiamo recuperato per altra via la struttura di gruppo algebrico di Jm.
Geometricamente la jacobiana generalizzata Jm di una curva si pu` o pen-
sare come la jacobiana della curva singolarizzata Xm.
Analogamente a quanto abbiamo visto per la Jacobiana vale il seguente
teorema 3.5 Ogni rivestimento ´ etale abeliano di Cm si pu` o leggere come il
pull-back di un’isogenia ´ etale di Jm.60 CAPITOLO 3. RIVESTIMENTI ABELIANI DI CURVE
dimostrazione[13] cap.1 e cap.6 par.2
Per` o a diﬀerenza di quanto accade nel caso m = 0 un rivestimento abeliano
´ etale potrebbe essere il pull-back di due isogenie distinte di Jm0 e di Jm00
aventi il medesimo supporto. I seguenti risultati chiariscono come si possa
recuperare l’univocit` a in questo ambito.
lemma 3.3 Sia Y −→ X un rivestimento abeliano che sia il pull-back di
un’isogenia di Jm0 e di Jm00. Allora Y ` e il pull-back di un’isogenia di Jm dove
m = inf(m0,m00).
dimostrazione: [13] cap.6 lemma 1
proposizione 3.9 Sia Y −→ X ` e rivestimento abeliano di una curva X.
Allora esiste un modulo m pi` u piccolo di tutti gli altri tale che Y ` e il pull-back
di un’isogenia J0 −→ Jm e il supporto di tale modulo coincide con l’insieme
dei punti P ∈ X che ramiﬁcano in Y.
dimostrazione [13] cap.6 prop.11
Nell’ ipotesi di studiare rivestimenti di grado n con (n, char k) =1 la
teoria di Kummer (cfr. cap. I e [5] cap. 8 [13] cap. 3 prop. 6) mostra come
ci si possa ricondurre a moduli aventi come supporto i punti di ramiﬁcazione
e privi di molteplicit` a non banali.
Quest’ultima osservazione ` e decisiva per calcolare tramite la sequenza 3.8 la
p0-parte di πab
1 (U,P) dove U = X -{P1,...,Pn} ` e curva liscia privata di n
punti rispetto alla sua compattiﬁcazione.
Analogamente a quanto visto per un gruppo algebrico additivo (cfr. cap.I)
le isogenie del tipo
[n] : Gm −→ Gm
x 7−→ x
n
sono dominanti ed hanno grado n (ker [n] = Z/nZ). Allora la sequenza 3.8 a
livello di gruppi algebrici mostra come π
ab,p0
1 (Jm,0) = (b Zp0)⊕n−1+2g e questo
equivale a dire che
π
ab,p0




Concludiamo questo capitolo introducendo una notazione che sar` a ripresa
nel successivo e permette di scrivere in modo compatto il risultato chiave sui
rivestimenti abeliani ´ etale di ordine coprimo con la caratteristica.3.3. LA JACOBIANA GENERALIZZATA 61
deﬁnizione 3.23 Sia X curva liscia su k. Associamo a tale curva il numero
ν cos` ı deﬁnito: ν = 0 se n = 0 , ν = 1 se n > 0. dove n ` e il numero di punti
eventualmente mancanti rispetto alla compattiﬁcazione
Data una curva X liscia su k allora
π
ab,p0
1 = (b Z
p0
)
⊕2g+n−ν (3.9)62 CAPITOLO 3. RIVESTIMENTI ABELIANI DI CURVECapitolo 4
Invarianti geometrici e gruppo
fondamentale
Dato uno spazio topologico puntato ( X , x ) connesso e localmente con-
traibile possiamo introdurre il gruppo fondamentale topologico π1
top(X,x)
come un gruppo quoziente (rispetto alla relazione di equivalenza deﬁnita dall’
omotopia ) ma da un punto di vista pi` u astratto lo si pu` o interpretare come








X ` e la categoria dei rivestimenti topologici.
fatto 4.1 Data una superﬁcie di Riemann
P
con g buchi e privata di n punti
rispetto alla sua compattiﬁcazione il gruppo fondamentale topologico π1(
P
)
` e dato da 2g + n generatori
α1,...,αg,β1,...,βg,γ1,...,γn





g β−1γ1 ...γn = 1).
fatto 4.2 Date due superﬁcie di Riemann compatte
P
i (i = (1,2)) i grup-
pi fondamentali topologici corrispondenti sono isomorﬁ ⇐⇒ accade uno dei
seguenti fatti :
1. n1 = n2 = 0,g1 = g2
2. n1 ≥ 0,n2 ≥ 0,2g1 + n1 = 2g2 + n2
3. (g1,n1),(g2,n2) = (0,0),(0,1)
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osservazione 4.1 Dal risultato precedente si vede che il gruppo fondamen-
tale dipende solo da g e da n ma non riesce a determinarli univocamente.
Se trasportiamo la costruzione topologica nell’ ambito della geometria alge-
brica e quindi degli schemi dobbiamo operare una distinzione sulla caratte-
ristica del campo base: se k = C allora vi ` e ancora una struttura analitica
e dal momento che nella categoria Et/X si considerano solo morﬁsmi ﬁni-
ti il nuovo oggetto π
alg
1 (X,x) non ` e altro che il completamento proﬁnito di
π
top
1 (X,x) , per cui valgono le stesse conclusioni riguardo alla possibilit` a di
risalire agli invarianti geometrici.
Applicando il principio di Lefschetz, si pu` o concludere che tale risultato vale
per k campo arbitrario algebricamente chiuso di caratteristica zero. Per una
discussione dettagliata si rinvia a [3] cap. XII.
In questo capitolo vedremo come in caratteristica p la situazione cambia radi-
calmente dal momento che lo studio delle componenti p-primarie e pro-prime
a p del π1 algebrico (cfr. cap.II e III) permette di ricostruire il genere e il
numero di punti eventualmente tolti rispetto alla compattiﬁcazione liscia.
In questo caso ` e utile pensare al gruppo fondamentale algebrico come il
gruppo di automorﬁsmi di X nel punto geometrico x del funtore
e F : Et/X → Sets
precedentemente deﬁnito (cap. II sez. 1).
Ora introduciamo una notazione che formalizzi la situazione geometrica:
1. U = curva liscia connessa su campo k algebricamente chiuso di carat-
teristica positiva.
2. X = compattiﬁcazione liscia di U
3. S = X \ U
4. g = genere di X
5. n = |S| .
6. χ = 2 − 2g − n(caratteristica di Eulero-Poincar´ e)
Ripasso: Gli oggetti della categoria Et/X possono essere interpretati co-
me sottogruppi aperti di π1(X,x) e l’equivalenza di categorie da esso deﬁnita
porta a identiﬁcare le classi di isomorﬁsmo di rivestimenti ´ etale di gruppo di
Galois H con gli omomorﬁsmi continui e suriettivi da π1(U) ad H .
Tale interpretazione si pu` o estendere al grado di un rivestimento (sotto l’65
ulteriore ipotesi che X sia connesso) ; il grado non ` e altro che l’indice del
sottogruppo che deﬁnisce il rivestimento nel π1 algebrico.
Nella sezione 1 del cap. III si era analizzata la decomposizione di un ideale
primo p nel dominio di Dedekind ottenuto mediante un’estensione ﬁnita e se-
parabile. Si era evidenziato come tutti i primi avessero la stessa molteplicit` a
= e.
deﬁnizione 4.1 Il numero intero e viene deﬁnito indice di ramiﬁcazionein
P. Se p|e si dice che il punto P rappresentato dall’ideale p ramiﬁca selvaggia-
mente , in caso contrario si parla di ramiﬁcazione moderata. Notiamo che
la non-ramiﬁcazione ` e un caso particolare di ramiﬁcazione moderata.
Notazione : dato H sottogruppo aperto di π1(U) chiamiamo UH il rivesti-
mento associato e tutti gli invarianti ad esso associati saranno segnalati con
l’ indice H. Come diretta conseguenza la formula di Hurwitz
2g(X) − 2 = r(2g(Y ) − 2) + degR (4.1)
dove R ` e il divisore di ramiﬁcazione, si lascia riscrivere cos` ı:
2gH − 2 = (π1(U) : H)(2g − 2) + degR (4.2)
e pensando alle caratteristiche di (Eulero-Poincar´ e)




dove P = lenght(ΩXH/X,P) − eP − 1. Osserviamo che P = 0 ⇐⇒ il
ricoprimento ` e moderatamente ramiﬁcato in P.
deﬁnizione 4.2 Dato un invariante F(U) dipendente dalla classe di isomor-
ﬁsmo di U (nella categoria degli schemi) diciamo che F(U) ` e ricostruibile a
partire dal gruppo π1 (U) se π1(U1) w π1(U2) =⇒ F(U1) w F(U2)
osservazione 4.2 Abbiamo visto in precedenza che le variet` a Jacobiane ge-
neralizzate permettono di descrivere i rivestimenti abeliani di grado primo a
p aventi ramiﬁcazione moderata sulla compattiﬁcazione e come caso partico-
lare (modulo m = 0) la Jacobiana usuale caratterizza π1(X)ab,p0 tramite le
isogenie mentre non ` e chiaro in quale modo si possa calcolare π1(U)ab,p .
In primo luogo bisogner` a distinguere il caso proiettivo da quello generale. L’
ambito naturale per risolvere questo problema ` e la topologia ´ etale , in questo
contesto la sequenza di fasci (Artin-Schreier)
0 −→ Z/pZ −→ Ga −→
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dove ℘ = F − id. (F Frobenius assoluto) ` e esatta anche a destra (pu` o essere
completata con uno zero), per cui dal lemma del serpente si ha una sequenza
di comologia che determina l’ isomorﬁsmo H1(X,OX)
F w H1
et(X,Z/pZ)
deﬁnizione 4.3 Chiamiamo p-rango di una curva proiettiva X il numero
non negativo dimFpH1(X,OX)
F = γ .
osservazione 4.3 Dal momento che il genere g ` e stato deﬁnito come
dimkH1(X,OX) si ha che 0 ≤ γ ≤ g.
Ora analizziamo brevemente la struttura della p-parte di π1(U)ab.
caso 4.1 U ` e completa e coincide con X.
Dalla deﬁnizione di topologia ´ etale e dall’ esattezza della sequenza di fasci 4.4
si deduce che H1
et(X,Z/pZ) w Hom(π1(X),Z/pZ). Pertanto, dal signiﬁcato
di H1 per i pro-p gruppi (cfr. Formula di Shafarevich cap. II sez.3) il p-rango
determina il rango (come Zp modulo ) del gruppo che classiﬁca i rivestimenti
abeliani ´ etale di grado una potenza di p: π1(X)ab,p = Z⊕γ
p .
caso 4.2 U non ` e completa .
passo 4.1 Esistenza di funzioni razionali su X con poli concentrati in un
numero ﬁnito e ﬁssato di punti.
Dimostrazione: Si tratta di un’ applicazione del teorema di Riemann-Roch
l(D) − l(K − D) = degD + 1 − g (4.5)
(dove K indica il divisore associato al fascio invertibile ΩX/k dei diﬀerenziali
[4] cap.4 par.1) ; la veriﬁchiamo nel caso di un singolo punto P.
1. Se g = 0 la curva ` e la retta proiettiva (cfr. ﬁne capitolo) per cui dato
P ∈ X si ha f =
x−Q
x−P .
2. Se g > 0 considero D = nP con n > 2g - 2 ⇒ l(K−D) = 0 ( [4] esempio
1.3.4. cap.4) e dunque l(D) > 2g − 2 + 1 − g > 0 da cui si deduce che
esistono divisori eﬀettivi linearmente equivalenti a D.
L’arbitrariet` a del grado del divisore eﬀettivo D permette di scegliere l’ordine
del polo di f in P e tale dimostrazione si estende senza diﬃcolt` a ad un numero
ﬁnito di punti. 267
passo 4.2 Supponiamo n > 0.Allora ∃ un sottogruppo normale H in π1(U)
con (π1(U) : H) = p tale che il rivestimento associato ` e totalmente ramiﬁcato
nei punti della compattiﬁcazione S .









Tale morﬁsmo per il criterio jacobiano ` e ´ etale (cfr. cap.I), ma se aggiun-
go il punto all’inﬁnito (∞) allora in quel punto ramiﬁca: ℘−1(∞) ` e ∞ con
molteplicit` a p. Ora per costruire rivestimenti di grado p totalmente rami-
ﬁcati sulla compattiﬁcazione utilizziamo il passo 4.1 e il pull-back. Per il
passo 4.1 dato S esiste f : X −→ P1
k con f−1(∞) = S allora possiamo
costruire il pull-back a partire dal prodotto ﬁbra X ×P1
k P1
k. La proiezione
canonica (p1) sul primo fattore ` e un rivestimento di X, inoltre pensando che
X ×P1
k P1
k = {(x,y) ∈ X × P1
k : f(x) = yp − y} si veriﬁca che p1 ` e ´ etale su U
, ramiﬁca su S ed il suo gruppo di Galois ` e Z/pZ 2
Tali morﬁsmi di grado p sono totalmente ramiﬁcati nei punti di S , αf
al variare di α ∈ k descrive una famiglia inﬁnita (k algebricamente chiu-
so ⇒ k inﬁnito). Tramite la teoria delle valutazioni si dimostra inoltre che




Questo risultato completa la struttura della parte abeliana del gruppo
fondamentale nel seguente modo : sia U curva liscia e ammettiamo che i




















Zp (|I| = |k|) (4.8)
Tralasciamo per ora il caso “limite” (g,n) = (0,0) che tratteremo a parte
ed iniziamo ad analizzare il “potere di risoluzione ” del gruppo fondamentale
in caratteristica p :
proposizione 4.1 La caratteristica del campo ` e ricostruibile a partire da
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Dimostrazione : Si vuole mostrare che p ` e l’unico primo per cui π
ab,p0
1 (U) sia
uno b Zp0 modulo libero. “=⇒”: Se p = char(k) 4.7 porta alla tesi.
“⇐=”: Se ` ` e un primo diverso da char k =p allora la p-parte compare nella
`0 parte; sia nel caso moderato che in quello selvaggio si tratta di uno Zp
modulo di rango 6= 2g + n − ν per cui π
ab,`0
1 non pu` o essere libero. 2
proposizione 4.2 ν ` e ricostruibile a partire da π1(U).
Dimostrazione : Come nella dimostrazione precedente l’ idea ` e quella di ca-
ratterizzare ν a partire da una quantit` a legata a π1(U) e invariante per iso-
morﬁsmi ; dalla discussione precedente risulta che se n = 0 allora π1(U)ab,p
` e uno Zp modulo di rango γ < ∞ e π1(U)ab,p0 ` e uno b Zp0 modulo libero di
rango 2g da cui π1(U)ab ` e b Z modulo ﬁnitamente generato; se n 6= 0 π1(U)ab,p
` e un prodotto di inﬁnite copie di Zp ⇒ π1(U)ab non ` e ﬁnitamente generato
come b Z modulo. In conclusione ν = 0 ⇐⇒ π1(U)ab ` e b Z modulo ﬁnitamente
generato. 2
proposizione 4.3 χ ` e ricostruibile a partire da π1(U).
Dimostrazione : Supponiamo ν 6= 0 , allora il rango di π1(U)ab,p0 (come b Zp0
modulo ) ` e 2g + n − 1 e χ = 2 − 1 − (2g + n − 1) ; nel caso ν = 0 il ran-
go di π1(U)ab,p0 ` e 2g e χ = 2 − 2g. Dalla proposizione 4.2 e dal fatto che
χ = 2 − ν − rangob Zp0π1(U)ab,p0 si ha la tesi. 2
osservazione 4.4 Siamo gi` a in grado di ricostruire a partire da n il genere
g della curva tramite il π1 algebrico, basta infatti scrivere g come 1
2(2−χ−n).
Finora riusciamo a distinguere il caso n = 0 e quello n > 0. Il problema ora
consiste nel trovare una tecnica che permetta di calcolare n esplicitamente
per mezzo di quantit` a “ricostruibili”.
Nel corso di questo capitolo abbiamo ricordato il signiﬁcato di rivesti-
mento moderatamente ramiﬁcato, ora introduciamo un quoziente del gruppo
fondamentale che classiﬁchi tale famiglia di morﬁsmi.
Siano U = X−S come sopra e sia K = k(X). Se pensiamo ai rivestimenti in69
termini di un’estensione ﬁnita e separabile L/K allora dato un rivestimento
f:X0 −→ X in termini di teoria dei campi ` e sempre possibile individuare
un’estensione intermedia K0 tra L e K per cui K0/K determini un morﬁsmo
al pi` u moderato; con questa espressione intendiamo dire che il rivestimen-
to X00 −→ X ottenuto dalla normalizzazione rispetto all’estensione K0/K ` e
´ etale su U e sui punti di S ` e al pi` u moderatamente ramiﬁcato.
Dal momento che possiamo limitarci a prendere in considerazione solo rive-
stimenti di Galois K0 = Inv(G0) dove G0 ` e un sottogruppo di Gal(L/K) = G.
Le propriet` a della corrispondenza di Galois (si conservano i numeri e si ro-
vesciano le inclusioni) chiariscono come in termini di gruppi stiamo conside-
rando rivestimenti di gruppo G/G0.
Se pensiamo π1(X) come
lim
← Gal( e K/K) (4.9)
con e K estensione di K tale che K(X0) ` e ´ etale in U , si vede come il πmoderato
1
-deﬁnito come limite del tipo 4.9 prendendo e K/K ´ etale su U ed al pi` u mode-
rato su S- possa essere interpretato come quoziente del gruppo fondamentale.
proposizione 4.4 π1(U)moderato ` e ricostruibile a partire da π1(U).
Dimostrazione : Si tratta di interpretare π1(U)moderato come quoziente di
π1(U) e ricostruire il nucleo della proiezione. π1(U)moderato = π1(U)moderato,p⊕
π1(U)moderato,p0 ricordando che moderato in P signiﬁca che eP non divide p.
Poich` e il grado del rivestimento non cambia sulla compattiﬁcazione si vede
che π1(U)p0 = π1(U)moderato,p0. Per lo stesso motivo si ha anche π1(U)moderato,p =
π1(X)p visto che la ramiﬁcazione di indice una potenza di p ` e selvaggia. Ora








questa scrittura ha due conseguenze immediate
1. se n = 0 π1(U)moderato ∼ π1(U)
2. se n > 0 π1(U) 6= π1(U)moderato
Quest’ ultima considerazione ` e implicitamente dimostrata nel passo 4.2. Vale
π1(U)/kerφ ∼ π1(U)moderato; cerchiamo di ricostruire il nucleo di φ tramite
la formula di Hurwitz (3) : da un punto di vista insiemistico un sottogruppo
H di π1(U) ⊃ Kerφ ⇐⇒H rappresenta un rivestimento moderatamente ra-
miﬁcato ⇐⇒ χH = (π1(U) : H)χ. Ora Ker φ =
T
H con H come sopra. 2
Questo risultato porta con s` e due corollari.70 CAPITOLO 4. INVARIANTI GEOMETRICI
corollario 4.1 π1(X)p pu` o essere ricostruito a partire da π1(U).
Dimostrazione: Basta ricordare che π1(U)moderato,p = π1(X)p e che il primo
membro dell’ uguaglianza ` e ricostruibile. 2
corollario 4.2 Il p-rango γ ` e ricostruibile a partire da π1(U).
Dimostrazione: La formula 4.7 mostra che γ = rangoZp((π1(X)p)ab). Dal
corollario 4.1 segue la tesi. 2
Per riuscire a calcolare n bisogna introdurre una formula simile a quella
di Hurwitz che coinvolga anche il p-rango: Formula di Deuring-Shafarevich
γH − 1 = (π1(U) : H)(γ − 1) +
X
P∈XH
ep − 1 (4.10)
dove H ` e un sottogruppo normale di indice p. (Per una dimostrazione vedere
[2] par.3)
teorema 4.1 La coppia di invarianti geometrici ( g , n ) ` e ricostruibile a
partire da π1(U).
Dimostrazione :
1. Se n = 0, il teorema ` e gi` a stato dimostrato.




maxH/π1(U),π1(U):H=p(γH − 1 − p(γ − 1))
Una volta veriﬁcata la formula il teorema ` e provato.
Veriﬁca: γH −1−p (γ −1) = γH −1−[π1(U) : H](γ −1) per cui utilizzando
Deuring-Shafarevich la formula vale ⇐⇒ maxH/π1(U),[π1(U):H]=p
P
P∈XH ep −
1 = n(p − 1) ; dal passo 1 ∃H / π1(U),[π1(U) : H] = p che ramiﬁca in ogni
punto della compattiﬁcazione , per cui
P
P∈XH ep − 1 = n(p − 1). Viceversa
maxH/π1(U),[π1(U):H]=p(γH −1−p(γ −1)) ≤ n(p−1) per cui si tratta proprio
di un sup raggiungibile cio` e di un massimo. 2
corollario 4.3 π1(X) ` e ricostruibile a partire da π1(U)71
Dimostrazione: La strategia ` e la stessa della proposizione 4.4: ricosruire il
nucleo della proiezione η : π1(U) −→ π1(X) mediante la formula di Hurwitz.
Un sottogruppo H contiene Ker η ⇐⇒ 2gH −2 = (π1(U) : H)(2g −2). Con-
siderando l’intersezione si vede che il nucleo ` e ricostruibile e dunque anche il
quoziente. 2
L’ultimo caso da discutere ` e (g , n) = (0 , 0). E’ stato lasciato alla ﬁne perch´ e
si risolve utilizzando in modo opportuno alcune propriet` a dei morﬁsmi tra
curve lisce e complete.
proposizione 4.5 (g,n) = (0,0) ⇐⇒ il gruppo fondamentale associato ` e
banale.
Dimostrazione:“⇐=”per assurdo se (g , n ) 6= (0,0) allora abbiamo visto che
se g 6= 0 la p0-parte di π1(U) sarebbe non banale mentre se n 6= 0 allora la
p-parte sarebbe uno Zp modulo libero con inﬁniti generatori (basta pensare
(0 , 1) = A1
k).
“=⇒” Osserviamo in primo luogo che nelle nostre ipotesi stiamo prendendo
in considerazione curve lisce e complete di genere zero. Allora




Dimostriamo il punto 1 : In realt` a veriﬁchiamo la seguente catena di isomor-
ﬁsmi: X razionale ⇐⇒ X w P1
k e X razionale ⇐⇒ genere di X = 0.
Dire che X ` e razionale signiﬁca dire che il campo delle funzioni razionali su
X ` e un’ estensione trascendente pura di k da cui l’ implicazione “ ⇐= “ ` e
evidente mentre in tutta generalit` a non ` e vera “ =⇒ “ (un controesempio ` e
A1
k). In questo caso per` o X ` e nonsingolare e proiettiva e possiamo applicare
l’ equivalenza di categorie in [4] cap.1 cor.6.12.
Questa equivalenza mostra che l’isomorﬁsmo tra i campi delle funzioni ra-
zionali si trasporta anche alle curve corrispondenti. Da quanto appena visto
ragionando mediante le funzioni razionali si pu` o allora dire che X ` e razionale
equivale a dire che ∀P,Q ∈ X P ∼ Q dove ∼ ` e la relazione di equivalenza
lineare tra divisori.
Per concludere 1 resta da mostrare che se g = 0 allora X ` e razionale Appli-
chiamo il teorema di Riemann-Roch al divisore D = Q-P ; ponendo g = 0
nella formula e sapendo che deg (K - D) = -2 si ha l(D) = 1 =⇒ D ∼ 0 e
questo porta a P ∼ Q.
Punto 2 :La prima parte aveva lo scopo di veriﬁcare che senza perdita di
generalit` a ci possiamo limitare a studiare il caso della retta proiettiva. Sia
f : Y −→ P
1
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rivestimento ´ etale e supponiamo Y connesso.
Un morﬁsmo ´ etale ` e liscio di dimensione relativa zero. Le conseguenze di
questa osservazione sono che Y ha la stessa dimensione di P1
k e che Y ` e liscio
su Spec k ( composizione di morﬁsmi lisci ` e liscia ) quindi ` e uno schema
regolare.
Y connesso e regolare ` e irriducibile ed in conclusione f ` e un morﬁsmo ´ etale
tra curve lisce su k!
Applicando la formula di Hurwitz (1) si ottiene
2g(Y ) − 2 = deg(f)(−2)
da cui g(Y) = 1 - deg (f).
Poich` e deg(f)≥ 1 e g ≥ 0 segue che necessariamente g=0 e deg f =1: si tratta
di un isomorﬁsmo di P1
k.
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