We identify new sufficiency conditions for coercivity of general multivariate polynomials f ∈ R[x] which are expressed in terms of their Newton polytopes at infinity and which consist of a system of affinelinear inequalities in the space of polynomial coefficients. By sharpening the already existing necessary conditions for coercivity for a class of gem irregular polynomials we provide a characterization of coercivity of circuit polynomials, which extends the known results on this well studied class of polynomials. For the already existing sufficiency conditions for coercivity which contain a description involving a set projection operation, we identify an equivalent description involving a single posynomial inequality. This makes them more easy to apply and hence also more appealing from the practical perspective. We relate our results to the existing literature and we illustrate our results with several examples.
Introduction
Let R[x] = R[x 1 , . . . , x n ] denote the ring of polynomials in n variables with real coefficients. A function f : R n → R is called coercive on R n , if f (x) → +∞ holds whenever x → +∞, where · denotes some norm on R n . Coercivity of polynomials can be used as a sufficient condition for guaranteeing the existence of globally minimal points of optimization problems, which is often formulated as an assumption (see, e.g. [1, 2, 9, 15, 17, 18] ). For analyzing the global invertibility property of polynomial maps F : R n → R n (see e.g. [4, 6] ), an equivalence between the properness of F and coercivity of F 2 2 ∈ R[x] can be used for guaranteeing the global diffeomorphism property of F (see e.g. [3] ). Since coercivity of f ∈ R[x] is equivalent to the boundedness of its lower level sets {x ∈ R n | f (x) ≤ α} for all α ∈ R, appropriate coercivity sufficiency conditions are useful as a tool for analyzing the boundedness property of basic semialgebraic sets.
This article is structured as follows. First the main concepts and results on coercive polynomials and their Newton polytopes at infinity from [2] are briefly summarized as they form the conceptual framework we shall work with in the present article.
In Section 2 with Theorem 2.2 we derive new sufficient conditions for coercivity of general polynomials which are expressed in terms of their Newton polytopes at infinity and which consist of a system of affine-linear inequalities in the space of polynomial coefficients. Then with Lemma 2.3 we prepare a reformulation (Theorem 2.4) of the already existing coercivity sufficiency conditions (Theorem 1.8) which is easier to work with as it replaces the original projection-based formulation (2.7)-(2.9) by a single posynomial inequality (2.15) . With Theorem 2.6 we characterize coercivity of circuit polynomials and we also discuss the independence of coercivity sufficiency conditions from Theorems 2.2 and 2.4 in Examples 2.5 and 2.8. The article closes with some final remarks in Section 3.
In [2] it is shown how the coercivity of multivariate polynomials can often be analyzed by studying so-called Newton polytopes at infinity, whose definition we recall in the next step. The following three conditions from [2] are crucial for analyzing the coercivity of f ∈ R[x] on R n . Here and subsequently we put [n] := {1, . . . , n}.
For all i ∈ [n] the set V (f ) contains a vector of the form 2k i e i with k i ∈ N.
to be the set of the essential vertices at infinity of New ∞ (f ).
For
be the set of all nonempty faces of New ∞ (f ) not including the origin. The set Gem(f ) :=
is called the gem of f (in [12, 16] also called the "Newton boundary at infinity") and gives rise to the following important regularity concept for polynomials:
We denote the set of all gem degenerate points α ∈ A(f ) by D(f ).
b) The polynomial f is called gem regular if the set D(f ) is empty, otherwise it is called gem irregular.
We recall the following characterization of the set D(f ) from [2] which states that D(f ) contains exactly the exponent vectors in A(f ) which cannot be written as convex combination of elements from V 0 (f ) with the origin entering with a positive weight.
For a polynomial f ∈ R[x] satisfying the condition (C3) the following are equivalent:
Furthermore, the definition of D(f ) gives rise to a partitioning of V c (f ) into D(f ) and a set of "remaining exponents" R(f ) := V c (f ) \ D(f ), so that we may write
Using (1.1) together with the notation f S (x) :
can be expressed as
Now we are ready to state the general necessary conditions for coercivity of polynomials. 
Recall that, by Carathéodory's theorem, for any exponent vector α ∈ V c 0 (f ) there exists a set of affinely independent points W α ⊆ V 0 (f ) with α ∈ conv W α . In the case that a simplicial face G of New ∞ (f ) contains α , the set W α can be chosen as the vertex set Vert(G) of G. For non-simplicial faces G, however, there may exist several possibilities to choose W α ⊆ Vert(G). If, in addition, W α is chosen minimally in the sense that the presence of all points in W α is necessary for α ∈ conv W α to hold, then we also have λ α > 0 for all α ∈ W α . Note that a minimal choice of W α is not necessarily unique. This idea of 'minimality' gives rise to the following definition which proves to be convenient for the purposes of the present article. 
hold. Given a map of minimal barycentric coordinates λ f of some polynomial f ∈ R[x] and given some α ∈ V c 0 (f ), we call the set of affinely independent
Since for any set of affinely independent points W α with α ∈ conv W α , the set of solutions {λ f (α , α) ∈ R, α ∈ W α } corresponding to the system 
For any polynomial f ∈ R[x] and any map of minimal barycentric coordinates λ f of f , we may consider for each α ∈ V c 0 (f ) the circuit number (cf. [10] )
. Remark 1.7 Clearly, for any polynomial f ∈ R[x] satisfying the conditions (C2) and (C3) and any map of minimal barycentric coordinates λ f of f , the circuit number Θ(f, λ f , α ) corresponding to each gem degenerate exponent vector α ∈ D(f ) is positive: In fact, by (C3) and Remark 1.6 one has 0 / ∈ W α (λ f ) ⊆ V (f ) and condition (C2) implies f α > 0 for each α ∈ W α (λ f ).
We will see that for guaranteeing coercivity of some polynomial f only those circuit numbers corresponding to the gem degenerate exponent vectors α ∈ D(f ) are important. We recall the following result from [2] which, unlike Theorem 1.4, guarantees coercivity even for a broad class of gem irregular polynomials. We restate this result here by using the map of minimal barycentric coordinates from Definition 1.5. 
holds and let
Then f is coercive on R n .
Finally we recall the definition of a circuit polynomial from [7, 10] .
of the form
with r ≤ n is called a circuit polynomial if the following conditions are fulfilled:
iv) the exponent α can be written uniquely as
in barycentric coordinates λ j relative to the vertices α(j), j = 0, . . . , r.
For circuit polynomials the following characterization of their global nonnegativity via circuit numbers was shown (see, e.g. [7, 10] ) which was recently successfully used within the polynomial optimization area for developing the Sum-of-Nonnegative-Circuits-based (abbr. SONC) algorithmic solution approach (for more details see, e.g. [7, 11, 14, 19] ).
and
Main results
The crucial part in the proof of the Characterization Theorem 1.4 turns out to be the result asserting that the growth of gem regular polynomials f ∈ R[x] at infinity is governed from below by the part of the polynomial f corresponding to its vertices at infinity V (f ). We restate this result briefly as we will use it for the proof of our new coercivity sufficiency conditions in Theorem 2.2.
Let f be a gem regular polynomial satisfying the conditions (C1)-(C3). Then for any sequence of points (
The following theorem identifies polyhedral subsets in the space of coefficients which guarantee the coercivity property for a broad class of polynomials.
be a polynomial satisfying the conditions (C1)-(C3) and let λ f be a map of minimal barycentric coordinates of f . If the inequality
Proof. According to (1.1) and (1.
First we define
If we show that F is coercive and G is globally non-negative on R n , then we have coercivity of f . In fact, since F + f R(f ) is gem regular and satisfies (C1)-(C3), Lemma 2.1 implies that for any sequence of points (x k ) k∈N with lim k→+∞ x k = +∞ there exists some ε > 0 with
Since global non-negativity of G and (2.4) imply
holding for almost all k ∈ N, the coercivity of F on R n yields lim k→+∞ f (x k ) = +∞, which concludes the proof.
In order to show the coercivity of F on R n , we partition the set of vertices at infinity V (f ) of f into the set of the so-called essential vertices V ess (f ) ⊆ V (f ) corresponding to vertices at infinity of f which lie on the axes of R n as defined in the first chapter, and, into the remaining vertices at infinty of f in the following sense:
This yields the decomposition
Notice first, that due to the assumption (2.
2) one has f α − h α > 0 for all α ∈ V (f ). Since f satisfies the conditions (C1)-(C3), the latter implies that the polynomial
is coercive on R n and is further implies that the polynomial
is globally non-negative on R n . Then by (2.5) the polynomial F is coercive on R n as a sum of a coercive polynomial and a globally non-negative one.
In order to prove the global non-negativity of G on R n we first show that for each α ∈ D(f ) one has
Let α ∈ D(f ). Due to Definition 1.5 of λ f and Remark 1.6, there ex-
and, since W α (λ f ) ⊆ 2N n 0 holds due to condition (C2), g α is a circuit polynomial as defined in Theorem 1.10. For the circuit polynomial g α one obtains
and a direct application of Theorem 1.10 by checking the conditions (1.3)-
Finally, for the polynomial G the following non-negativity estimate holds
Thus the polynomial G is globally non-negative on R n . •
Next we turn our attention to the context of Theorem 1.8. The following lemma offers a way to reformulate Theorem 1.8 by eliminating the appearing weights ω(α ), α ∈ D(f ) by using a single posynomial inequality.
Lemma 2.3
Let all the assumptions and notation from Theorem 1.8 be given. Then there exist weights ω
if and only if
Proof. Under the assumptions of Theorem 1.8, the polynomial f satisfies the conditions (C1)-(C3) and according to the Remark 1.7 the expression (2.10) is well defined since all appearing circuit numbers Θ(f, λ f , α ) are positive.
For the first direction let some weights ω(α ) > 0, α ∈ D(f ) be given which satisfy (2.7)-(2.9). Then by (2.9)
Further, due to min{0, f α } = 0 for f α ≥ 0, -min{0, f α } = −f α for f α < 0 and the property (2.8) one obtains
Combining (2.11) and (2.12) and applying (2.7) yields
which implies (2.10).
For the other direction let (2.10) be satisfied. Then there exists some ε > 0 such that
In order prove the existence of some weights ω(α ), α ∈ D(f ) which satisfy (2.7)-(2.9) we first introduce the sets
If ∆ 1 = ∅ then D(f ) solely consists of points α ∈ (2N n 0 ) with f α > 0 and the conditions (2.8)-(2.9) are thus satisfied for any choice of weights ω(α ) > 0, α ∈ D(f ) fulfilling (2.7). In the following let us thus consider only the case ∆ 1 = ∅. If ∆ 1 = D(f ) then due to D(f ) = ∆ 1∪ ∆ 2 one obtains ∆ 2 = ∅ and one can define weights
where the second last equality is true due to − min{0, f α } = |f α | for all α ∈ ∆ 1 with α ∈ 2N n 0 and the last equality follows by (2.13). The condition (2.7) follows. By 2.14 for each α ∈ D(f ) one has
which directly implies the condition (2.9) and due to |f α | = −f α for α ∈ 2N n 0 , also the condition (2.8) follows. It remains to check the last case where ∆ 1 = ∅ and ∆ 2 = ∅. Here one can define
By
where the second last equality is true due to − min{0, f α } = |f α | for all α ∈ ∆ 1 with α ∈ 2N n 0 and due to min{0, f α } = 0 for all α ∈ ∆ 2 . The last equality follows by (2.13). The property (2.7) is thus satisfied, and finally, it is easy to see that the conditions (2.8) and (2.9) are fulfilled as well analogous to the case ∆ 2 = ∅ from above. 
then f is coercive on R n .
Note that by applying the definition of the circuit number we can rewrite the left-hand side of the expression (2.15) as follows
which reveals that (2.15) can be viewed as strict posynomial inequality in variables
For more details on theory of posynomials and geometric programming we refer to [5] . In the latter Example 2.5 it becomes aparent that the subset of polynomial coefficients C 2 ⊆ R 3 implying coercivity of f by Theorem 2.2 is contained in the set C 1 identified by Theorem 2.4. A natural question arising in this context is whether this is always true, or whether there exist polynomials for which Theorem 2.2 identifies coefficients implying their coercivity which are not captured by Theorem 2.4. Next Example 2.8 shows that the latter is true in general. Moreover we will show that the inclusion C 2 ⊆ C 1 in Example 2.5 is a consequence of the following result, which sharpens the existing result on necessary conditions for coercivity for a class of gem irregular polynomials (see Theorem 2.29 and Remark 3.6 in [2] ). Proof. "⇒" For the first direction let f be coercive on R n . By Theorem 1.3 polynomial f fulfills the conditions (C1)-(C3). Due to (C3) the inequality |V (f )| ≥ n holds and since for the set of vertices at infinity V (f ) of f the inclusion V (f ) ⊆ Vert(New(f )) holds, we obtain |Vert(New(f ))| ≥ n. By Definition 1.9 of a circuit polynomial we have that the set Vert(New(f )) = {α(0), . . . , α(r)} ⊆ R n is affinely independent and thus |Vert(New(f ))| ≤ n + 1 holds necessarily. Combining both inequalities yields the bounds n ≤ |Vert(New(f ))| ≤ n + 1 and thus r ∈ {n − 1, n} follows. Since the conditions (C1)-(C3) are fulfilled independently of the exact value r ∈ {n − 1, n}, the assertion (a) is already shown. For concluding the proof of the first direction it remains thus to show that additionally to conditions (C1)-(C3) also the strict inequalities (2.18) and (2.19) hold in case r = n − 1. In fact, due to condition (C3) all vectors in the set Vert(New(f )) = {α(0), . . . , α(n−1)} can be written in the form α(j) = 2k i(j) e i(j) with some k i(j) ∈ N, j = 0, . . . , n − 1 and with standard unit vectors e i 
where for the second equality we just apply the definition of the circuit number and for the third equality we use the property iv) from Definition 1. 
Since f α(i −1 (j)) > 0 is fulfilled for each j = 1, . . . , n due to condition (C2) and furthermore λ i −1 (j) > 0 and k i −1 (j) ∈ N for each j = 1, . . . , n we ob-
i −1 (j) → +∞ for t → +∞ and for each j = 1, . . . , n.
This yields x(t) → +∞ for t → +∞ with f (x(t)) ≡ 0 contradicting the coercivity of f on R n and the strict inequality (2.18) follows.
For the other case α ∈ (2N n 0 ) c we have to show that the equality f α = |Θ(f, λ f , α )| can not occur if f is coercive on R n . Here again, if f α = −Θ(f, λ f , α ), the same line of argumentation can be applied as above. On the other hand, if f α = Θ(f, λ f , α ), analogous to (2.22 ) we obtain
and since α ∈ (2N n 0 ) c there exists some s ∈ {1, . . . , n} with an odd entry α s ∈ (2N 0 ) c . Using the map x(·) from (2.23) let us definex(t) : R >0 → R n byx
which fulfills the property x(t) → +∞ for t → +∞ analogous to x(t).
for all t > 0, where the second equality holds due to eveness property α(j) ∈ 2N n 0 for each j = 0, . . . , n−1 as well as due to the property (x s (t)) α s = −(x s (t)) α s and the last equality follows from the weighted arithmetic-geometric mean inequality. For the case α ∈ (2N n 0 ) c the property f α = |Θ(f, λ f , α )| thus always enables a construction of a one-dimensional manifoldx(t) with
x(t) → +∞ for t → +∞ satisfying f (x(t)) ≡ 0. This contradicts the coercivity of f on R n and the strict inequality (2.19) follows.
"⇐" For the other direction it suffices to show that in case r = n the circuit polynomial f satisfying (C3) is gem regular and that in case r = n − 1 the circuit polynomial f satisfying (C3) is gem irregular with D(f ) = {α }. Then namely a direct application of Theorem 1.4 for case (a) and of Theorem 2.4 for case (b) yields coercivity of f . Since in the proof of the first direction "⇒", we have already shown that in case r = n − 1 the property (C3) implies gem-irregularity of the circuit polynomial f with D(f ) = {α }, it only remains to tackle the case r = n. For this aim let the circuit polynomial f with r = n be given. We want to show that under the presence of (C3) f is gem regular. Since {α(0), . . . , α(n)} are affinely independent, Newton polytope of f New(f ) = conv{α(0), . . . , α(n)} is a full-dimensional polytope containing the exponent vector α as its inner point. But then also the Newton polytope at infinity of f (f ) )| = n+1, due to 0 ∈ Vert(New ∞ (f )) and condition (C3), precisely n points from the set {α(0), . . . , α(n)} are vertices of New ∞ (f ) and they are of the form 2k i e i with some k i ∈ N for i = 1, . . . , n (w.l.o.g. assume these points are α(1), . . . , α(n)). Exponent vector α(0) thus eihter fulfills α(0) = 0 or α(0) is not a vertex of New ∞ (f ). In case α(0) = 0 the only possible candidade for a gem degenerate exponent vector of f is again the exponent vector α . Using the same line of argumentation for α as above, gem-regularity of f follows. In case α(0) is not a vertex of New ∞ (f ), we have two candidates for gem degenerate exponent vectors of f -the vectors α(0) and α . As we have already seen, α as an inner point of New ∞ (f ) can't be gem degenerate exponent vector of f , so it only remains to analyze α(0) for gem degeneracy. We have New ∞ (f ) = conv{0, 2k 1 e 1 , . . . , 2k n e n } and the only possibility for α(0) to be contained in some non-trivial face of New ∞ (f ) which does not include the origin is given only if α(0) ∈ conv{α(1), . . . , α(n)}. This contradicts the assumption of affine independence of vectors {α(0), . . . , α(n)} and the gem regularity of f follows. • Remark 2.7 In Example 2.5 the polynomial f is a circuit polynomial with r = n − 1. According to Theorem 2.6 the coercivity of f is characterized by conditions (C1)-(C3) and the strict inequality (2.19). Theorem 2.6 implies that the subset of coefficients C 1 as identified by Theorem 2.4 and depicted in Figure 1 is complete in the sense that it contains all polynomial coefficients for which f is coercive on R 2 . Even if in Example 2.5 our Theorem 2.2 identified only a strict (polyhedral) subset C 2 of the set C 1 , in the next example we will see that in general Theorem 2.2 can identify coercive polynomials which are not captured by Theorem 2.4.
Example 2.8 Consider the homogenous bivariate quartic g(x, y) = x 4 + ax 3 y + bxy 3 + y 4 with some parameter values a, b ∈ R. One obtains V (g) = {(4, 0), (0, 4)} and D(g) = {(3, 1), (1, 3)} which leads to unique map of minimal barycentric coordinates λ g of g with λ g ((1, 3) , (0, 4)) = λ g ((3, 1), (4, 0)) = 3 4 and λ g ((1, 3) , (4, 0)) = λ g ((3, 1), (0, 4)) = 1 4 . Computing the circuit numbers corresponding to all gem degenerate exponent vectors of g yields Θ(g, λ g , (3, 1)) = α∈{(4,0),(0,4)} to Theorem 2.2 and for which Theorem 2.4 does not imply coercivity of g.
The four dark-shaded quadrilateral areas lying outside the intersection of the rhombic and the hexagonal area represent those coefficients (a, b) ∈ R 2 for which the reverse is true.
Final remarks
With Theorem 2.2 we provide new conditions on Newton polytopes at infinity and on polynomial coefficients implying coercivity of general polynomials, which are independent from those identified in [2] . In fact, as shown in Example 2.8, our new conditions can in some cases guarantee coercivity for polynomials even if the other known sufficiency conditions are not satisfied and vice versa. With Characterization Theorem 2.6 we furthermore enlarge the class of polynomials beyond the class of gem regular polynomials introduced in [2] for which a characterization of their coercivity can be given using conditions involving Newton polytopes. As for the cone of Sum-of-Nonnegative-Circuits (SONC), the Characterization Theorem 1.10 forms a theoretical basis for developing algorithmically tractable nonnegativity certificates for polynomials, it could be interesting to consider the cone of Sumof-Coercive-Circuits (SOCC) in light of the Characterization Theorem 2.6 accordingly. Although it was recently shown in [1] that checking the coercivity property even for low degree polynomial instances is NP-hard, it would be still of practical interest to identify and describe a broader class of coercive polynomials (such as e.g. SOCC) for which the coercivity could be verified in some systematic and tractable way. In [8, 13] sufficiency conditions for polynomials for being sum of squares are identified which are linear in polynomial coefficients and are hence of alike nature as those identified in Theorem 2.2. This could be used to further analyze the structural differences between the cone of coercive polynomials and the cones of sum of squares or non-negative polynomials. We leave these aspects for future research.
