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Abstract
With the advent of thin film technology and more recently its applications in 
microelectronics and control o f surface properties, the interest in mechanical properties of 
thin films has grown tremendously. Mechanical defects such as creep, fracture and 
adhesion loss, play a very important role in physical instabilities o f thin film m aterials. An 
acoustic microscope has been built to study mechanical properties o f thin films. The 
microscope operates at a nominal frequency o f  50 MHz. Rayleigh surface waves velocities 
on the surface of film-substrate systems were measured from V(z) curves generated by the 
acoustic microscope. V(z) curves are produced from interference between the Rayleigh 
surface waves and the specularly reflected waves. Technologically important materials, 
non-stoichiometric titanium nitride (TiNx) films and diamond films, were fabricated by 
using magnetron plasma deposition and hot filament chemical vapor deposition (HFCVD) 
on Si (100) and Si (111) substrates. Spectra from XPS (X-ray Photoelectron 
Spectroscopy) were used to determine the chem ical composition of the films and SEM 
(Scanning Electron Microscope) micrographs were taken to study the morphology o f the 
films. Rayleigh surface wave velocity measurements on TiNx films show a sharp increase 
in velocity at x =  0.7. A comparison with the phase diagram of TiNx suggests that the 
sharp increase in velocity might be due to a crystal structural transition from tetragonal e- 
Ti2N to fee 8-TiN.
xiii
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Chapter 1 
Introduction
With the advent o f thin film technology and more recently its applications in 
microelectronics and control of surface properties, the interest in mechanical properties of 
thin films has grown tremendously. For instance, mechanical defects such as creep, 
fracture and adhesion loss, play a very important role in physical instabilities o f thin film 
materials [1], Acoustic waves, particularly Rayleigh waves, appear to be an attractive tool 
to characterize the mechanical properties of thin films. A Rayleigh wave is a surface wave 
that propagates within one wavelength from the specimen surface. Since its energy is 
concentrated very near to the surface, this type o f  wave is potentially useful for studying 
thin films deposited on the surface of a substrate. In this study, Rayleigh waves are 
generated with an acoustic microscope. T he acoustic microscope can produce 
characteristic interference curves known as V(z) curves that contain information on 
Rayleigh surface waves.
Page 2
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V(z) curves are generated by moving the transducer toward the specimen (defocusing). 
During the defocusing process, the difference o f the acoustic paths travelled by the 
Rayleigh wave and the specularly reflected wave varies continuously. The result is an 
interference pattern (a series o f maxima and minima) in the amplitude o f the reflected 
wave detected by the transducer.
A scanning acoustic microscope has been successfully constructed at the College of 
William and Mary to study thin film materials with Rayleigh waves. This type o f acoustic 
microscope follows the design of Quate and Lemons [2] which appears to be the most 
successful among different designs of acoustic microscope.
Since 1930s, various types o f acoustic microscope have been proposed. The challenge 
in designing an acoustic microscope is to devise means o f  visualizing the acoustic 
properties o f the specimen with the highest possible resolution. Since ultrasonics cannot 
be directly viewed and since no practical acoustic analog o f  photographic films exist, 
innovative techniques for translating the acoustic response o f the specimen into a visual 
image have been developed by researchers in the field.
These techniques include that of Sokolov [2], who in 1936 proposed an acoustic 
microscope using a scanned electron beam to read the electric potential pattern produced 
by an acoustic wave incident on a piezoelectric plate. Later, two groups - Dunn and Fry 
(1959) [3] and Suckling and Ben-Zui [4] - published their w ork on systems at 10 MHz that 
operate by using miniature probes. Their designs utilized miniature thermocouple and 
capacitive probes for monitoring the intensity profile of the acoustic pattern. Considerable
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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effort has been devoted to using optical switching o f a piezoelectric as the basis for an 
acoustic microscope.
In this thesis, the scanning acoustic microscope is used to study Rayleigh wave 
propagation on nitride (TiN) and diamond thin films. Diam ond thin films have drawn 
world-wide research interest since the announcement by M atsum oto et al. o f  a rapid 
growth deposition technique [5]. With its host o f superlative optical, electronic and 
structural properties, diamond film is destined to enable new technologies on a scale 
which might exceed that of semiconducting silicon. Nitride films have played important 
roles in tribologicai and semiconductor applications. With the prediction of the existence 
of carbon nitride C 3N4 by Liu and Cohen [7] (predicted to be alm ost as hard as diamond), 
titanium  nitride is recently drawing some attentions from  researchers. A t certain 
orientations, the lattice parameters o f TiN match those o f  C3N4. Therefore it could 
probably be grown on TiN [8].
Detail about the scanning acoustic microscope is presented in Chapter 2. It starts with 
the m ost important component: the lens-transducer assembly. The type o f the acoustic lens 
and its material is explained. Some details on the waves generated and used in the acoustic 
m icroscope, particularly the Rayleigh surface wave are subsequently described. The 
Rayleigh wave is responsible for creating V(z) curves. These curves are found only in 
acoustic microscopy systems. Finally, several acoustic microscopy im ages are presented.
In Chapter 3, the mathematical formulation for the acoustic m icroscope is studied. The 
chapter is started by a derivation o f  the formula for V(z) curves. This form ula contains the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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reflection coefficient o f the sample and the acoustic lens response functions. A  model for 
the reflection coefficients, originally developed by Lee, Kim and Achenbach [9], is 
extended to com pute the reflection coefficient for any surfaces o f cubic materials with 
orientations other than (100). Reflection coefficients for several materials is calculated and 
their interesting features are discussed. The chapter is ended by a section about the 
acoustic lens response functions.
Chapter 4 is devoted to a discussion on thin films studied in this research. Fabrication 
o f nitride films (TiN and TaN) and diamond films are explained. Diamond films are 
produced with a hot filament chemical vapor deposition (HF-CVD) technique. TiN and 
TaN films are fabricated with a physical vapor deposition (PVD) technique by using a 
magnetron plasm a deposition system. Physical and chemical properties of these materials 
are discussed. The chemical composition o f  TiNx films is obtained with X-ray 
photoelectron spectroscopy (XPS). A curve-synthesis technique for analyzing XPS 
spectra, developed during the course o f this thesis, is also discussed.
V(z) curves from both experiment and computation are shown in Chapter 5. The 
velocities of several materials, measured from the V(z) curves, are compared with results 
from computations. Surface wave velocity data from thin films with different composition 
is presented and its relation to the structure o f the material is discussed. Finally, several 
ideas concerning possible improvements of the acoustic m icroscope and future research 
topics are suggested.
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Chapter 2 
Acoustic Microscopy
An acoustic microscope differs from the conventional optical microscope in several 
ways. Imaging with an acoustic microscope is performed by scanning the acoustic lens- 
transducer assembly (see Figure 2.1) over the specimen. Another difference is that 
conventional optical microscopes are designed to use incoherent illumination with phase- 
insensitive detectors (the eye, a photographic film or a photodetector), while acoustic 
insonification is more coherent and acoustic receiving transducers are phase-sensitive. A 
conventional optical system with a coherent source tends to give images containing a  large 
am ount o f speckle [11], but this is not a problem in scanned systems like the acoustic 
m icroscope built in this research, because an acoustic microscope is a confocal system. In 
a confocal imaging system, the transm itter insonifies only a small area o f the object that 
corresponds to the focal diameter of the receiver.
Acoustic microscopy has found applications in many fields. Biological specimens 
have also been investigated with acoustic microscopy. One research activity in this field is
Page 6
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to study the locomotion of cells. Movement o f a  cell involves stretching and pulling o f the 
cell-body that alter its stiffness and therefore produce different contrast on the acoustic 
microscope images [12]. Another application has been proposed by Meeks e t al. [13]. By 
using a scanning phase-measuring acoustic microscope at 600 MHz, they had successfully 
mapped the microscopic residual stress distribution in a trench etched on a 15 (im layer o f 
sputtered alumina on a glass substrate. Their system is capable o f resolving 50 ppm 
velocity change and this feature is used to map residual stresses that induce tiny changes in 
acoustic velocity.
Cracks have been investigated by many researchers, because acoustic microscopes can 
produce high resolution images. A study by Briggs showed that the contrast is greatly 
enhanced through scattering of Rayleigh waves by cracks [14], Rayleigh waves scattering 
also has been used to distinguish between persistent slip bands (PSB) in aluminum that do 
and do not contain short cracks. The contrast o f  the PSB with short cracks increases with 
increasing crack-depth within a Rayleigh wavelength [15]. This study was pursued further 
by Zhai et al. to determine the depth and the orientation of short cracks [16]. Their method 
involves identification of various waves generated from the scattering of a Rayleigh wave 
by a crack. These scattered waves include a Rayleigh wave, a leaky longitudinal skimming 
wave and a mixed mode Rayleigh longitudinal wave.
The unique contrast in crack images produced with the acoustic microscope has also 
increased the understanding on hardness indentation tests. These tests involved plastic 
deformation and cracking on the specimen surface. Briggs com pares images taken with an
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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optical and an acoustic microscopes [17]. The acoustic microscope images clearly reveal 
cracks caused by the indentation process.
O ther approaches to characterize cracks are by investigating the V(z) and V(x) 
curves.These curves are interference patterns due to surface acoustic waves. V(z) curves 
are obtained by m easuring the acoustic signal as the transducer is moved progressively 
toward the sample and V(x) are obtained by moving the transducer along the sample 
surface. Addison and Cox observed changes in the V(z) curve when a crack is present [18]. 
They proposed a model to explain the phenomenon. V(x) curves have received more 
attention for characterizing cracks than V(z) curves. Chizhik and Bertoni developed a  ray- 
tracing theory to model V(x) curves taken with a spherical lens acoustic microscope [19]. 
Somekh et al. modeled V(x) curves taken with cylindrical lenses [20]. T heir model utilized 
the Fourier decomposition technique and the Green’s function. However, they did not 
discuss the response functions o f the acoustic lens in detail. Li and Achenbach [21] 
improved this model by calculating the lens response functions carefully.
A nother area studied with acoustic microscopes is machining dam ages on materials. 
Ishikawa et al. studied the dispersion o f SAW velocity to estimate the thickness of 
machining damaged region in an Si single crystal surface [22]. M achining damages in 
Beryllium surfaces w ere investigated by Weglein and Hanafee [23]. This material is light 
weight and possesses high specific and high specific modulus which make is ideal for 
guidance structures in satellite and aerospace structures. Machining dam age degrades the 
mechanical strength o f Be as much as 20-30%. The elongation can drop from well over
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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3% to less than 1%.  They found 3% reduction o f the Rayleigh surface wave velocity as a  
result o f the damage.
Coatings and films are attractive fields for applying acoustic microscopy techniques. 
With a cylindrical lens acoustic microscope, Kushibiki and Chubachi identified various 
other surfaces waves generated in thin films: leaky Sezawa waves, leaky-pseudo-Sezawa 
waves and leaky Lamb waves [24]. They conducted measurements both on thin films 
deposited on substrates and on free standing films. Kushibiki et al. utilized the transition 
from the leaky Sezawa mode to the leaky-pseudo-Sezawa mode to determine the thickness 
and elastic constants o f the layer [25]. (Sezawa and leaky Sezawa surface waves can be 
generated when the acoustic velocities in the film are lower than their counterparts in the 
substrate [26]). In another experim ent, Kushibiki et al determined thin layer thicknesses 
by extracting Rayleigh and leaky-pseudo-Sezawa waves data from V(z) curves [27].
Using a different technique, Lee, Tsai and Cheng could determine the thickness, the 
acoustic velocity and the density o f films. To calculate these properties, they measured 
three quantities: the resonant frequency and the magnitude as well as the phase of the 
reflection coefficient at the resonant frequency [28]. A more accurate thickness 
measurement was achieved by Liang, Bennett and Kino with their phase measuring 
acoustic microscope. Their 50 M H z system was able to determine the thickness o f 240 A 
and 620 A Indium films deposited on glass. They also showed the possibility o f  using the 
system as a profilometer.
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Just as ultrasonic techniques at conventional Nondestructive Evaluation (NDE) 
frequencies are invaluable for the inspection of bonding in large structures (see, for 
example, Ananda et ai., where ultrasonic “movies” were generated to study welding 
quality along the depth o f CEBAF (Continuous Electron Beam Accellerator Facilities) 
ceramic microwave absorbers [29]), so acoustic microscopy can be used to examine 
bonding of films to substrates. Briggs showed images of disbonds in InP layer bonded 
with gold to ceramic substrates[30]. Sinton et al. showed the effect of disbonds in a 40 pm  
layer o f polypropilene coated on steel to ultrasonic signals [31]. The unbonded coating 
gave higher signals and reversed the polarity o f the signals.
Related closely to disbonds is the quality o f adhesion. Unfortunately, it is not clear 
what aspect of adhesion the acoustic microscope should be sensitive to. Quality of 
adhesion is an elusive concept, because the strength of an adhesive in almost all cases 
involves the behavior under plastic deformation. Nevertheless, there is some evidence that 
imaging the quality o f adhesion may be possible. For example, Bray et al. observed 
changes of contrast on images of chromium films on glass samples with different quality 
o f adhesion [32]. Addison et al [18] investigated samples o f gold thin film on glass 
substrates. Each sample was split into two sections. In one section, the adhesion is 
enhanced by depositing a very thin Cr glue layer between the gold film and the glass 
substrate. They argued that since the Cr glue layer was very thin, any changes in the image 
contrast should be attributed to the adhesion quality. Their images showed different 
contrasts for the two halves. Lower velocity was observed for the glued films. This result 
seems to be consistent with a model based on the work by Thompson and Fiddler [34].
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Theoretical work in acoustic microscopy was started by the inventors o f the device, 
Quate and Lemons [2]. They discussed the effect o f aberration, the resolution o f a 
spherical acoustic lens and the lens transfer function in the present of an anti-reflection 
layer. They also pointed out the advantage o f  the confocal scanning nature found in 
acoustic microscopes over a conventional coherent imaging system.
Further developments in acoustic microscopy prompted new areas for theoretical 
study. Following his discovery of the V(z) curves, Atalar developed a model based on 
Fourier decomposition, reflection coefficient and Kirchoff diffraction theory [37], He 
simplified his calculation by using paraxial approximation for the lens response function.
A different approach in the theoretical study of V(z) curves was taken by Bertoni [58]. 
His model was based on the ray-theory, where contributions to the V(z) curve come from 
two main components: the specularly reflected and the Rayleigh rays. This work was later 
extended by Chan and Bertoni to model V(z) curves found on organic compounds [38]. 
Instead o f Rayleigh waves, V(z) curves in these materials are generated by the leaky 
skimming longitudinal waves. Chizhik, Davids and Bertoni improved their ray theory 
model by including the diffraction correction for the acoustic lens calculation [39]. They 
also applied the model to calculate V(x) curves, which are cross-sectional plots of 
interference fringes that appear on acoustic microscopy images [19]. These fringes arise 
when an acoustic microscope is scanned over a crack or other discontinuities.
Despite of some advantages of the ray-theory model, m ost researchers seem to prefer 
the Fourier decomposition model originated by Atalar. In 1981, Shepard and W ilson
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pointed out that paraxial approximation in Atalar’s model was not a sufficient model [40]. 
An improved theory was suggested by Liang. Chou and Kino [45, 41], They avoided the 
paraxial approxim ation by simplifying the system to consider a spherical transducer 
without a lens.
Bray e t al. [32] and Kundu [42] developed theories for V(z) curves o f isotropic layered 
structures. Kundu’s model is a combination o f the ray-theory and the Fourier 
decom position technique. However, his paper did not include experimental data. Later. 
Lee and Achenbach [43] extended these works to anisotropic layer-structures. They also 
gave a better and clearer treatment for the lens response functions. M ost of their studies 
were conducted with a cylindrical acoustic lens designed by Kushibiki and Chubachi.
In the next sections, we will discuss the main components of an acoustic microscope 
which are the lens, the thin film transducer and the electronics. Because o f its important 
role in acoustic microscopy, there will be a discussion o f the Rayleigh surface waves 
which propagate only in the vicinity o f  the specimen surface. The Rayleigh surface wave 
is responsible for creating a unique contrast mechanism found only in acoustic 
microscopy images.
2.1 .The Acoustic Lens
An acoustic lens produces a highly focused acoustic beam which makes it possible to 
achieve the resolution close to the theoretical diffraction lim it [44]. Figure 2.1 shows an 
acoustic lens-transducer assembly where the acoustic lens is used to focus plane acoustic 
waves generated by the thin film transducer.
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Figure 2.2. An optical lens suffers more aberrations than an acoustic Iens[2].
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W hile a combination o f several lenses is necessary to eliminate spherical aberrations 
in optical microscopes (i.e. aberrations resulting from the inaccuracy of the paraxial 
approximation), only one lens is needed in an acoustic microscope. This possible because 
the ratio o f  acoustic wave velocities in the coupling medium (usually water) and the 
acoustic lens (such as sapphire) can be as high as 1: 7.4. As a comparison, the ratio o f  light 
velocities in air and in an optical lens is only o f the order of 1 : 1.5. This leads to severe 
spherical aberration in optical lenses, because rays refracted by the lens area which is far 
from the lens axis do not converge at the focal point. Figure 2.2 compares the aberrations 
of an optical and an acoustic lenses by depicting the rays near focus. The high velocity 
ratio for the acoustic lens causes the acoustic rays that impinge on the lens surface to be 
refracted very close to the center o f  curvature of the sapphire lens, resulting in a sharply 
focused acoustic beam. The spot-size of the focused acoustic beam is only limited by the 
diffraction limit, because the spherical aberration is negligible. On the other hand, for the 
optical lens, the ratio is smaller. Therefore, the light rays that come from the air are not 
refracted to the center o f curvature o f the flint glass lens.
Employing media with very different wave velocities creates another problem. The 
impedance mismatch between the coupling media (water) and the acoustic lens is so large 
that m ost o f the wave is reflected back and does not reach the specimen. It is therefore 
necessary to apply a quarter wavelength anti-reflection coating (also known as matching 
layer) to the lens surface. The ideal material for matching layers is Chalcogenide glass, 
whose composition can be adjusted to give the optimum impedance [46].
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There are two different types o f lenses that have been widely used by researchers in 
the field. The first is the spherical lens. Because of its point-like beam configuration at 
focus, this type o f lens is superior for imaging purposes. The other type is the cylindrical 
lens. Its line-like beam configuration has proven to be useful in studying anisotropic 
material, where the elastic constants vary as a function o f orientation. Kushibiki et al. [47] 
have studied acoustic inhomogeneities in anisotropic in gadolinium gallium garnet (GGG) 
and lead zirconate titanate (PZT) wafers with a 250 MHz. cylindrical lens.
An interesting type of acoustic lens was built by Yamada et al [48]. Their planar lens 
worked according to the Fresnel principle. The lens was composed o f a num ber of 
concentric annular grooves of uniform depths. A  plasma etching technique was used to 
fabricate the grooves. Good quality images o f miniature electronic circuits were produce 
with this lens.
Several other designs has been proposed to obtain specific acoustic informations. In 
particular, the ability to get directionality in measurements have drawn some interest, 
because single crytals or stressed materials show anisotropic acoustic properties. Davids 
and Bertoni com puted the performance of a  spherical acoustic lens with a bow-tie 
transducer [50]. Theoretically, this system should have a comparable resolution to the 
conventional system and in addition offers directionality in measurements. Also designed 
for directionality is a spherical lens with a shear transducer system built by Khuri-Yakub 
and Chou [51]. Hildebrand and Lam addressed the problem of directionality by using a 
double transducer in one lens system [52]. The transducers were circular with their centers
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located above the opposite edges o f the spherical lens. Most recently, an acoustic 
microscopy system with a pair of lens-transducer assembly were constructed by Nakaso et 
al. to achieve directionality without sacrificing its resolution [53]. The lens-transducer pair 
is com posed o f spherical and planar lenses.
2.2. Thin Film Piezoelectric Transducer
The acoustic wave is generated and detected by a thin film piezoelectric transducer 
deposited on the flat side o f the lens as shown in Figure 2 .1. In commercial high-frequency 
acoustic lens assembly the most commonly used piezoelectric material is thin ZnO film, 
which is efficient. As generators these films can convert 50% o f the electrom agnetic 
energy into sound. As detectors they can convert 50% of the sound into electromagnetic 
energy [10].
In the past 15 years, many workers have investigated fabrication processes for ZnO, 
including sputter deposition, chemical deposition and ion plating. Among these processes, 
sputter deposition is the most popular. Sputter deposition is done in a mixture o f  A r and 0 2 
gas with Zn or ZnO as the target [49]. During deposition the thin film transducer thickness 
has to be monitored closely, because in order to generate the desired frequency effectively 
the thickness has to be an odd number of half wavelength (n + l/2)X.. Here, n is 0, I, 2... 
and X  is the wavelength o f the acoustic wave in the transducer [54]. This condition is 
required to create standing waves with anti-nodes at both ends of the transducer.
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2.3. The Lens-Transducer Assembly Used in This Study
The lens-transducer assembly in this study is made by Panam etrics and operates at 50 
MHz. The thin film transducer for this lens is Lithium Niobate (L iN bO j). This film can be 
produced by RF sputter deposition of L iN b03 from a compound target. The deposition is 
perform ed in A r/0 2 plasm a [49]. The electronics that drive the transducer are described in 
detail in Appendix 1.
The lens used here is spherical. It is made o f silica with focal length o f 0.234 inches 
and opening angle of 30°. The focal length is the distance travelled in the coupling media 
before reaching the sample. Therefore longer focal length means higher attenuation to the 
wave. For high frequency systems (in the GHz range), the focal length is designed to be as 
short as possible, because attenuation increases as frequency to the fourth power [55]. The 
im portance o f the opening angle will be discussed in Section 2.4 in connection to the 
properties o f Rayleigh surface wave.
2.4. Rayleigh Surface Waves
The thin film transducer launches a plane longitudinal sound wave which is then 
converted to a longitudinal spherical wave at the lens-water interface. Upon arrival at the 
water-specimen interface, a mode conversion occurs transforming the spherical 
longitudinal waves into leaky Rayleigh surface waves, specularly reflected longitudinal 
waves and bulk waves that propagate into the depth o f the specimen. As suggested by the 
name, leaky waves radiate energy to the water in the form o f longitudinal waves while 
propagating along the specim en’s surface. Longitudinal waves, generated by both leaky
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surface waves and specular reflection, propagate back to the lens and can be detected to 
create acoustic images or to obtain acoustic/mechanical information o f the specimen.
Surface waves have no counterpart in an optical system. Since acoustic surface waves 
are very sensitive to small changes in elastic properties o f  the specimen surface, they are 
responsible for producing contrasts that are not easily observable with an optical 
microscope. For example the optical image of a polished polycrystalline specimen is
Specularly 
reflected ray
Water droplet
N i / /  Leaky Surface W aveD efocus = -z
Focal plane
Figure 2.3. Surface waves generated by an acoustic microscope
smooth and featureless but in acoustic images the individual grains stand out, showing 
their random orientations [10]. This contrast between individual grains and their neighbors 
is because surface waves are generated on the surface o f the specimen and as mentioned 
before the propagation of surface waves is sensitive to small variations in the elastic 
constant o f the exposed surface. In this case, the individual grain has a different crystal 
orientation that leads to variations in the surface wave velocity.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Page 19
The Rayleigh surface wave is only excited by the incident longitudinal waves when the 
longitudinal waves strike the specimen at a critical angle, which is called the Rayleigh 
angle. Beyond this angle, the Rayleigh surface wave is not excited. The critical angle, 
shown in Figure 2.3 as 0SW, depends on the elastic constants ofboth the coupling liquid 
and the specimen. The critical angle can be computed from the following formula:
where vw is the longitudinal wave velocity in the liquid and vsw  is the surface wave 
velocity. When designing an acoustic lens for surface waves studies, the critical-angle 
phenom ena will be important in determining the opening angle o f the lens. If the opening 
angle is smaller than the critical angle, the surface waves will not be generated. Faster 
materials such as silicon, diamond and tribological compounds (nitrides or carbides) can 
be studied by using small opening angle lenses. Stainless steel and copper which have 
lower surface waves velocity require larger opening angle.
Surface waves can be observed by defocusing the lens. Figure 2.4 and Figure 2.5 show 
the reflected signals captured by the oscilloscope when the lens is at focus and at defocus. 
Here, the transducer is excited by short-pulse electrical signals. At focus, the reflected 
signal is detected 16.976 ps after it is generated and when defocused the signal comes 
back sooner (in this case 15.606 ps). Figure 2.4 only shows one signal, because at focus 
the specularly reflected signal and the surface wave arrive at the transducer at the same 
time. W hen the lens is defocused, however, Figure 2.5 shows that the reflected signal is 
com posed o f two contributions: from the specularly reflected wave and the wave radiated
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Figure 2.4. At focus, the surface wave is not detected.
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Figure 2.5. At defocus position the Rayleigh wave can be detected.
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out by the leaky surface waves. In order for the radiated wave to be captured by the lens, 
the surface wave has to travel for some distance on the sample surface (see Figure 2.7). 
Consequently, as evident from Figure 2.5 it arrives at a time later than the specularly 
reflected wave. When the lens is defocused more, the surface wave signal would lag 
behind even further.
2.5. V(z) curves
It has been mentioned in the previous section that V(z) curves are obtained by 
collecting data while moving the lens along the z-axis toward the specimen. The plot o f 
the z-position of the lens (with respect to the focal point) versus the peak to peak voltages 
o f the reflected wave signals typically looks like Figure 2.6. Since the reflected wave is a 
com bination of waves leaked out by the surface waves and the specularly reflected 
longitudinal wave which propagate along different acoustic paths, a sequence o f 
constructive and destructive interference occurs at the transducer as the lens moves along 
the z-direction.
The specularly reflected ray propagates along a simple path a-b-c-b-a but the ray 
which involves the surface wave travels along the A-B-C-D-E-F path as governed by the 
critical angle. The periodicity of maxima and minima has to depend on the speed o f the 
surface wave, because the critical angle itself is a function o f the surface wave velocity. In 
addition, along the path C-D the wave propagates with the surface wave velocity.
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Figure 2.7. The specularly reflected wave and the surface wave travel different paths.
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An equation for the phase difference between the specularly reflected wave and the 
surface wave which relates the surface wave velocity and the periodicity in the V(z) curve 
is
AO = ( 2 z - 2 z s e c 0 sw  + 2 z ta n 0 sw -s in 0 sw ) • k w
= 2z - ( I — sec0sw ( I -  ( s in 0 sw )2)) • kw (2.2)
= 2kw • z • (1 -  c o s0 sw )
Constructive interference occurs when AO = 2n7C. Therefore the oscillations in V(z) curves 
are periodic, with repeat distances given by
•^w _
2(1 -  C O S 0 S W ) 2(1 -  cos[sin -1(v / v )])
In Eq. (2.2) and Eq. (2.3), kw and are the wave-number and wavelength o f  the acoustic 
wave in water, 0SW is the critical angle and z is the defocus distance.
Surface waves spend some time propagating on the specimen surface, so they come 
later than the specularly reflected wave. This has been shown in Figure 2.5. W hen the lens 
is moved closer toward the specimen (defocused), the surface wave signal returns to the 
transducer at a longer time than the specularly reflected signal. Consequently the phase 
difference between the specularly reflected wave and the surface wave changes with the 
defocus distance. If the tone-bursts are made long enough, as in Figure 2.8 and  Figure 2.9, 
the signals then overlap, interfere and appear as maxima or m inim a in the V(z) curve.
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Figure 2.8. The tone-bursts o f the specularly reflected wave and the surface 
wave overlap and interfere destructively
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Figure 2.9. Sam e as Figure 2.8, except the interference is constructive
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
916313
Page 25
Destructive interference is shown in Figure 2.8 and constructive interference is shown 
in Figure 2.9. The times on the figures are included to indicate that in order to change the 
interference from destructive to constructive, the lens was moved slightly on the z 
direction with respect to the sample. Because the tone-bursts do not overlap completely, 
spikes appear at both ends o f the signal in Figure 2.8. These spikes might have caused the 
peak detector to measure a higher voltage. Fortunately this problem is elim inated by 
incorporating the 10-11 M Hz band-pass filter in the circuit. The filter, by rejecting the 
higher frequency components o f  the signal, smooths out sharp-edge features such as these 
spikes.
2.6. Acoustic Images
An acoustic image is obtained by scanning the lens over an area (x-y plane) on the 
sample. The measured peak to peak voltages are then stored in the com puter to be plotted 
as an acoustic image. An acoustic image shows mechanical features o f the specimen 
caused by variation in the elastic constants o f the material o r by surface topography. Both 
give rise to wave scattering or mode-conversion which consequently alter the signal.
Figure 2.10 is the acoustic image o f a 5 cent coin. The im age is taken by focusing the 
ultrasonic beam on the top surface of the coin. As can be seen, the flat portions of the coin 
are bright but the edges appear dark. This contrast is a result of changes in reflection 
direction; the edges are darker because less wave energy is reflected back to the 
transducer. In this imaging, only the longitudinal wave is used.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Page 26
A different type o f mechanism is responsible for the contrast in Figure 2.11 which is 
an acoustic image o f an optical fiber embedded in a carbon-carbon composite sample, 
taken with the 1.2 GHz Leitz acoustic microscope. Besides the optical fiber, the 
reinforcing carbon fiber is also visible. The contrast is different from the surrounding 
carbon matrix, because the carbon fibers are graphitic.
As the defocus distance varied, contrast reversal occurs on different portions of the 
optical fiber. On the other hand, the contrast o f the matrix does not change. Here surface 
waves play an important role in generating the contrast reversal. Different mode 
conversion occurs at different locations on the specimen. For the matrix material surface, 
the acoustic wave velocity is slower than the wave velocity in the coupling media (water). 
Consequently, there is no mode conversion from longitudinal wave into a surface wave.
Figure 2.10. Acoustic microscopy image of Thomas Jefferson
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Figure 2.11. Acoustic images at 1.2 GHz of an optical fiber embedded in a
fiber matrix composite.
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The change o f contrast o f the matrix is only due to the topography. However, the wave 
velocity on the optical fiber is high enough to support surface waves. The optical fiber 
consists o f  a  cladding and a core. The cladding contains doping materials (boron, 
phosphorus, chlorine or germanium) to control the fiber’s refractive index to form  a step 
index wave-guide [59,60].
Because o f doping, the cladding and the core have different mechanical elastic 
constants. As a result surface waves generated in both are not the sam e, hence the contrast 
is also different. The change of contrast with defocus distance is closely related to the 
series of maxim a and minima in the V(z) curves. Different elastic constants lead to 
different periodicity in the maxima and minima. Therefore a particular defocus distance 
might correspond to a maximum in one material and a minim um  for the other. This 
situation produces the contrast reversal o f the optical fiber in Figure 2.11.
2.7. Summary
An acoustic microscope, with a nominal frequency of 50 M Hz, has been built. The 
instrument is used to perform acoustic imaging and V(z) curves measurements. Rayleigh 
surface waves play important roles in V(z) curves. Rayleigh Surface waves also influence 
the contrast o f  acoustic microscope images, as shown in the images o f a step-index optical 
fiber. Areas o f  research involving acoustic microscopy include measurements on cracks, 
machining damages, thin films characterizations, disbonds and the quality o f adhesion.
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Theoretical Calculations
This chapter describes a model for computing V(z) curves for multi-layer m edia such 
as thin films on substrate specimens. The model utilizes the reflection coefficient of the 
specimen, so one section is devoted to derive the reflection coefficient for multi-layer 
media. The equation for V(z) curves also contains contributions from the lens-transducer 
assembly in the form of the angular spectrum and the voltage response functions. 
Therefore the derivation o f both functions has also been included at the end of the chapter. 
A discussion on Rayleigh waves in isotropic m edia for free-surface and for liquid loaded 
surface is presented in Appendix 2.
3.1.Mathematical Representation of V(z) curves
The waves radiated by the transducer are refracted by the spherical lens to form a 
spherical waves centered on the focal point o f the lens, which can be described by a 
function L((9). Therefore L |(0 ) is the angular spectrum of the spherical wave. Upon
arrival on the specimen, which is placed at focus, the spherical wave is reflected from  the
Page 29
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specim en surface with a reflection coefficient R(0). After being reflected, the wave returns 
through the lens to transducer, where it is detected to generate a voltage with magnitude 
L2(0) (this function L2(0) is called the voltage response function). Thus, the total received 
signal, with the specimen located at focus, can be computed by integrating over 0:
For anisotropic specimens, the integration should have beer, carried out over the 
azimuthal angle <j>, particularly . However, this is not necessary if the reflectance function 
R(0) is modeled to be an average over the azimuthal angle d. because it only contributes a 
proportionality constant to the integral.
V(z) curves are obtained by measuring the voltage generated by the transducer as the 
lens is defocused progressively toward the sample. Defocusing the specimen by a distance 
z introduces a phase shift o f magnitude 2 kwz z. where kW7 = kw cos 0. The factor o f two 
arises because the paths o f both the incident wave and the reflected wave are shortened by 
the defocus distance z. Expressing this phase shift as the complex exponential o f  the phase 
angle, the voltage generated by the transducer when the lens is defocused with a distance z 
is:
This is the equation for the V(z) curve that will be implemented to model the experim ental 
data.
(3.1)
rK /  2
■ e 'kwZeos0sin0 • d0V(z) = L , (0) • Lt(0 ) • R (0)
J0 (3.2)
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The reflection coefficient R(0) contains contributions from various reflected waves. 
These reflected waves include waves radiated by the leaky Rayleigh waves, which is 
responsible for creating the oscillations in V(z) curves. Appendix 2 discusses in detail the 
relation between Rayleigh waves propagating on a specimen and its reflection coefficient.
3.2.Calculation of the Reflection Coefficient R(9) for Multi-layered 
Media
Since the material of interest in this investigation are thin films - substrate systems, this 
section will derive the reflection coefficient for multi-layered media. Although the 
procedure is basically quite similar to the computation in Appendix 2. this derivation will 
be the wave solution for the multi-layered media. The calculation is based on a study by 
Lee, Kim and Achenbach [9] and the result will be very useful in synthesizing V(z) curves.
Consider a multi-layered media which is submerged in water (water loaded). The films 
and substrate are assumed to be anisotropic with cubic symmetry. As mentioned 
previously in Section 2, passive rotation operations will be utilized, because the 
propagation direction o f the incoming wave is defined to be always on the X j - x 3 plane. 
Referring to Figure 3.1. the un-primed coordinate axis are the rotated coordinate system 
(rotated by <{> around the x3 axis) and the primed coordinate axis represents the coordinate 
system used for listing the elastic constants in reference-literatures. The primed-axis are 
defined with respect to the natural crystalline axis. All calculations will be conducted in
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Figure 3.1. Incident wave and geometry of water-loaded single-layer/ 
substrate configuration [9]
the un-primed coordinates (the rotated coordinates), therefore every com ponent of the 
three acoustic equations (including the elastic constants Cy) has to be defined in the rotated 
coordinate system.
Following the developm ent by Lee et al, the plane wave solutions for the acoustic 
wave displacement field in one o f the layers are assumed to be [9]
Uj =  Vj • e x p [i^ (x , + a x 3 - c t ) ]
% = kwsin0 . (3.3)
c = c w/( s in 0 )
w here t, is the wave vector in the x t direction, a  is an unknown constant which will be 
derived later and cw is the wave speed in water. Substitution o f  Eq. (3.3) into Eq. (A2.14) 
leads to a system of equations:
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[ k ]  [vj -  0 . (3.4)
where £VJ is a 3x1 matrix of the eigenvectors v; and | kJ is a 3 x 3 symmetrical matrix 
with components:
K n  = c u + 2 a c 15 + c55cc2 - p c 2 K 12 = c 16 + ( c I4 + c 56) a  + c45a 2
K ,3 = c I5 + ( c I3 + c 55) a  + c 35a 2 K 22 = c66 + 2 a c 46 + c^cc2 -  p c 2 . (3.5)
K 23 =  c 56 +  ( c 3 6 + c 4 5 ) a  +  c 34a 2  K 33 =  C55 +  20CC35 +  C33a 2 -  p C 2
In deriving Eq. (3.5), the elastic constants have been rotated. Although the elastic constant
written in its natural crystalline coordinate systems may contain mostly zero elements,
upon rotation many o f the elements are no longer zero. Therefore to derive Eq. (3.5), the
triclinic elastic constant matrix (the lowest symmetry', no zero elements) has been utilized
to obtain the most general formulation.
Non-trivial solutions of Eq. (3.4) require the determinant o f Kjj to vanish and leads to a 
sixth-order polynomial equation of a :
which provides 6 values for a .  For each root a q o f Eq. (3.6) there is a corresponding 3- 
com ponent eigenvector vq that describes the type o f displacement possessed by each wave 
solution (such as longitudinal or shear waves or a combination o f both). The a ’s are to be 
arranged in such a manner that the propagation directions corresponding to 0Cj, a 3, 0C5 are 
directed into the solid. Some roots o f a  might be imaginary and they always com e as
6
(3.6)
q = 0
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complex conjugate pairs. Consistent with the arrangement, roots with positive imaginary 
parts are designated as a [5 a 3 or (X5 . Since there are six roots o f a ,  the general 
displacements in the layer should therefore be written as a super-position o f all the 
possible solutions [9]:
6
Uj = £  Uq v j e x p [ i£ ( x ,  + a x 3 - c t ) l .  (3.7)
q = 1
where Uq are unknown constants and v? is the j-th com ponent o f the eigenvector for the
q-th root. Here j = 1.2,3. Upon substitution of Eq. (3.7) into the constitutive relations Eq. 
(A 2.10) and Eq. (A 2 .11), the stresses associated with the wave solution can be computed. 
The only relevant stresses are the normal and in plane com ponents of stresses on the 
surface perpendicular to x3.
The displacements and the relevant stress components (the normal and in plane 
components of stress on the surface perpendicular to x3) may then be written in a 
combined form [9]
u l U,"
u 2 u 2
u 3 =  [ T L( x 3 ) ] U 3
<*33 U 4
<*13 U 5
_<*23 _U 6
where, for q = 1,2,... 6:
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t ^j( x3) = v? • e x p ( i^ a x 3), i = 1,2, 3
T 4q (x 3) = i^ [(o tc35 + C 13) v j  + ( a c 34 + c36)v? + ( a c 33 + c35)v ^ J e x p ( iq a c)x3)
L q (39)
T 5q(x 3) = i£ [ ( a c 55 + c 15)v j + ( a c 45+ c 56)v3 + ( a c 35 + c55)v 3 le x p ( i£ a qx3)
T 6q (x 3 ) = i4 [ ( a c 45 + c 14)vJ + ( a c 44 + c46)v5 + ( a c 34 + c45)v ^ ]e x p ( i^ a qx3) 
Beginning with Eq. (3.8), the term ex p [i£ (x , -  c t) ]  has been omitted.
Consider a layered medium com posed o f a layer o f film with thickness d deposited on 
an infinitely thick substrate. For this configuration, Eq. (3.8) and Eq. (3.9) are designated 
to be the solutions for waves propagating in the film. The wave solutions for the substrate 
can be obtained by applying the same procedure. Therefore, similar to Eq. (3.8), the 
displacem ents and the relevant stress components in the substrate are written as [9]
u l W,‘
u : 0
U3 =  [ T S ( x 3 )1
w 3
a 33 0
° I 3
w 5
O'23 _ 0
where the W ’s are the amplitude o f 6 eigenfunctions in the substrate.The substrate has 
been assumed to be infinitely thick, thus W 2, W4 and W 6 are set to zero in order to keep
these expressions bounded as x3 —» <». To distinguish the solutions, superscripts S and L
have been designated for the substrate and for the thin film respectively.
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At the interface o f the thin layer and the substrate (x 3 =  d ) . the displacements and the 
stresses are assumed to be continuous, thus [9]
U,‘ W,'
u 2 0
U3 =  [ T S( x 3 =  d)] w 3
U4 0
U 5 w 5
U6 _ 0_
From Eq. (3.11) it follows that at x3 = 0 (which is defined as the position o f the water- 
specimen interface) the displacements and the stress com ponents in the layer may be 
written as [9]:
U 1 W !
u 2 0
u 3 = [H] w 3
<*33 0
<*13 w 5
<*23 x 3 = 0 _0_
where [9]:
[H] = [T L(0)] [T L(d)]-*  [T s ( d ) ] . (3.13)
At this point, it is necessary to derive the solution for waves propagating in water. The
displacement field for the horizontal and vertical direction are:
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u, = s i n 0  • e x p [ i ^ ( X | + a w x 3 - c t ) ] + R(0) • s i n 9  • e x p [ i q ( x , - a w x 3 - c t ) J
(3.14)
u 3 = co s0  • exp[i£,(x, + a wx 3 — c t) 1 + R(0) • -c o s9  • exp [iq (x , - a wx3 - c t )  j 
where a w = cot0 and R(0)  is the reflection function o f the thin film-substrate specimen.
By using the same procedure in arriving at Eq. (3.8) from Eq. (3.7), the com bined form of 
displacem ent and stress in water is derived:
r- f -
u 3 COS0
2
5 3 3 l k wc w p w
exp[i£ccwx 3] +
- C O S 0 R (0) e x p [ - i ^ a w x 3 ] (3.15)
i k wCw P *
The term  e x p [ i£ ( x , - c t )  | has been omitted. In this equation only the relevant
displacem ent and stress, which will be used to satisfy the boundary' conditions, are 
included.
In the water-solid interface x3 = 0, the normal displacement (u 3 ) and the normal stress 
( g 33 ) are continuous while the shear stress (G13, a - , , ) vanishes. By using Eq. (3.12) and 
Eq. (3.15 ). this boundary condition leads to [9]
cos0 ( 1 - R ( 0 ) )
•kwC^PwC1 + R ( 9 ) )  
0 
0
Rearranging Eq. (3.16) gives [9]:
H3i H33 H 35
W,
= h 41 h 43 h 45
I
W -!
h 5, h 53 h 55 J
w ,
_^61 ^62 ^65
J
(3.16)
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COS0 ^3t ^33  H 35 COS0 W ,
i ^ w ^ w P w = ^41 ^43 ^45 — w 3
0 H51 H53 h 55 0 w 5
0 _^ 61 ^62 ^65 0 R(0)_
The reflection coefficient is then obtained by solving Eq. (3.17) for R(0).
3.3.Reflection Coefficients of Selected Materials
Reflection coefficients o f  two familiar materials: fused silica and GaAs are presented 
in Figure 3.2. Fused silica is isotropic while GaAs is anisotropic (with cubic symmetry). 
The reflection coefficient o f  fused silica (Figure 3.2A) contains several features: the angle 
at peak Aj (0 = 14.2°) is the critical angle of the longitudinal wave, the angle at A2 (0 = 
23.4°) is the critical angle o f  the shear waves and the angle at A3 (0 =  15.8°) where the 
phase shifts abruptly from 0° to 360° represents the Rayleigh wave critical angle. So, an 
incoming wave that strikes a surface of fused silica at 15.8° will generate a Rayleigh 
surface wave. Since fused silica is an isotropic material, its reflection coefficients for all 
planes and propagation directions are exactly the same.
This is not the case for an anisotropic material such as GaAs. Figure 3.2B and Figure 
3.2C respectively show its reflection coefficients on (100) plane at propagation directions 
$ = 0° and 25°. The dissimilarity between these two figures clearly shows the effect of 
anisotropy.
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Figure 3.2. The reflection coefficients of fused silica and GaAs
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Figure 3.3. Reflection coefficients of Si (100) at propagation directions
()> = 0”, 24° and 28°.
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Figure 3.4. Reflection coefficients of Si (100) at propagation directions <j> =
32°,38° and 45°.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Phase 
(degrees) 
Phase 
(degrees) 
Phase 
(degrees)
M
ag
ni
tu
de
 
(re
lat
ive
 
un
its
) 
M
ag
ni
tu
de
 
(re
lat
ive
 
un
its
)
Page 42
1
: 0 = 0 180
0.8 120
600.6
0.4
Magnitude
Phase
1200.2
0
5 10 15 20
Incidence Angle (degrees)
: o  =5 180
0.8 120
0.6
0.4
•60
Magnitude
Phase
1200.2
180
5 10 15 20
Incidence Angle (degrees)
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Figure 3.3 and Figure 3.4 show a series o f reflection function o f Si(100) for the 
propagation angle <j) between 0 to 45°. The reflection coefficients for angles beyond this 
range can be obtain by considering the symmetry of the cubic structure. A t (j) = 0°, the 
reflection coefficient appears quite sim ilar to an isotropic case, such as the reflection 
coefficient of fused silica in Figure 3.2A. Point A (0 = 9.6°) marks the longitudinal critical 
angle. Point B (0 = 15.2°) marks the shear wave critical angle, beyond which no waves can 
propagate into the bulk o f the silicon. Point C (0 = 17.5°) is the Rayleigh angle, where the 
phase changes from 0’ to 360°. The tiny glitch at D (0 = 14.6 ) indicates the critical angle 
for the shear vertical (SV) wave.
For an isotropic material, this angle would be the critical angle for both the shear 
vertical (SV) and shear horizontal (SH) waves. This difference to the cubic case can be 
explained by comparing the slowness diagram of an isotropic material and the (100) 
surface o f a cubic material [18]. For an isotropic solid, the slowness diagram consists o f 
only two circles: the longitudinal and the shear waves circles. On the other hand, for the 
(100) surface of silicon, the slowness diagram consists o f three curves. One circular curve 
for a pure shear wave and two non-circular curves for quasi-longitudinal and quasi-shear 
waves. The pure shear is SV, the quasi-longitudinal is com posed o f mostly longitudinal 
polarity and the quasi-shear wave is mostly an SH wave.
At <(> = 24°, the effects of anisotropy (cubic structure) are appearing. The peak for the 
longitudinal wave critical angle has moved to 0 = 9.6°. There are new peaks at 0 = 14.6° 
and 16.1°, which consecutively correspond to the critical angle o f the SV wave and the
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angle where a pseudo-Rayleigh wave is excited. The transitions to unity m agnitude at 0 = 
16.5° indicates the critical angle o f the SH wave, beyond which there is no wave can 
propagate into the bulk of silicon. Slightly before the SH critical angle, there is a  sharp 
dip. The sharp dip is caused by strong coupling between the pseudo-Rayleigh and the SH 
wave, so that the pseudo-Rayleigh wave can leak energy into the bulk o f the solid as an SH 
wave. (In contrast to a pseudo-Rayleigh wave, a  Rayleigh wave does not leak energy into 
the solid). A slight phase change accompanies this coupling. After the SH critical angle, a 
fam iliar 0° to - 360° phase change that corresponds to the Rayleigh critical angle occurs at 
0 = 16.1".
The pseudo-Rayleigh wave becomes increasingly dominant. At 0 = 28% the phase 
undergoes a larger phase change at the pseudo-Rayleigh angle, almost as large as the 
phase change for the Rayleigh wave.The phase change for the Rayleigh wave dim inishes 
with increasing (J), because the Rayleigh wave turns gradually into an SH wave. A t <{) = 38° 
(in Figure 3.4B), the initial Rayleigh wave is now mostly SH in character as can be seen 
from its phase change that has become negligible. In parallel to this, the pseudo-Rayleigh 
wave is transforming into a Rayleigh wave, because the dip associated with it has lessened 
considerably. For <j) = 45°, the reflection coefficient is again similar in appearance to the 
one at <{> = 0° although the critical angles now take different values.
Figure 3.5 and Figure 3.6 show a series o f reflection coefficient for S i(l 11). For this 
case, the velocity o f the SH wave is higher than the SV wave. Therefore, the critical angle 
for the SV wave occurs after that o f the SH wave. For example, at (j) = 0°, the critical
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angles for the SV and SH waves are 17.2° and 15.9"' respectively. Because o f this, there 
will be no interaction between the Rayleigh wave and the SH wave. Nevertheless, a 
pseudo-surface wave seems to be generated. This can be seen at propagation direction 0 = 
5°, where at 0 = 15.9° there is a dip in the magnitude o f the reflection function, 
accompanied by a phase change. This dip seems to remain over the entire (j), except when 
(J) = 0°.
Figure 3.7 sum m arizes velocities of various bulk waves and surface waves for Si on 
(100) and (111) planes, as a function of the propagation direction <{>. This figure is 
constructed by plotting the critical angles in the reflection coefficients (which are indicated 
by peaks and dips o f  their magnitude and abrupt changes o f  the phase). Some care should 
be taken in using this technique for extracting phase velocities waves propagating on a 
crystal-plane from the reflection function, because the wave vectors o f some waves at their 
critical angle may not parallel to that plane. For example, at its critical angle, the wave 
vector of the SH wave of Si (100) is not parallel to the (100) plane. Therefore, the SH 
wave phase velocity shown in Figure 3.7A is not the correct value. Nevertheless, the graph 
still gives an approxim ate idea on how the SH wave velocity varies as a function o f 
propagation direction <().
On the Si (100) surface (Figure 3.7A), for <j) *  0°. the longitudinal and shear horizontal 
(SH) turn into quasi-longitudinal and quasi-shear horizontal wave. The particle 
displacement o f a quasi-longitudinal wave is not parallel to its wave vector and the particle 
displacement o f a quasi-shear wave is not perpendicular to its propagation direction. The
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shear vertical (SV) remains a pure shear wave for all o. Located between $ = 24° to 30° is 
a crossover situation, where the Rayleigh and SH waves coupled, so that the pseudo- 
Rayleigh wave is increasingly dominating and the Rayleigh wave is starting to become 
more SH in nature.
Figure 3.8 through Figure 3. II are a sequence of reflection functions for Si (100) and 
Si (111) w ithout coating, with a  TiN film coating and w ith a Ti film coating. All o f the 
films are 4  fim thick. In general, the incorporation of films does not drastically alter the 
appearance o f  the reflection functions, because the films studied here are relatively thin. 
The relatively thin films do not visibly shift the critical angles o f the bulk waves 
(longitudinal and shear waves), although the Ti films seems to enhance the longitudinal 
wave peak in the magnitude o f the reflection coefficient (see Part C o f each figure). 
However, the films cause significant shifts on the critical angles for the surface waves (the 
pseudo-surface and Rayleigh waves). These waves are confined near the surface so they 
are influenced more by the films. The shifts are more visible for the Ti films than for the 
TiN films, because the acoustic velocities for Ti are very dissim ilar (about 50% slower) to 
those o f Si. For all the Rayleigh angle for the silicon substrates coated with Ti are higher 
than that o f the bare silicon. Therefore the Ti films slow the Rayleigh wave down.
O ther interesting modifications due to the films are changes of the magnitude o f the 
reflection coefficients at the critical angles o f the pseudo-surface waves. Figure 3.9B 
shows an enhancem ent of the dip at the pseudo-Rayleigh wave critical angle. Apparently, 
the TiN film causes the pseudo-Rayleigh wave to leak m ore energy into the bulk o f the
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solid as an SH wave. The opposite phenomenon happens when the deposited film is Ti 
(Figure 3.9C), where the pseudo-Rayleigh wave dip disappears entirely. For this case, the 
addition of aT i film seems to have transformed the pseudo-Rayleigh into a Rayleigh wave. 
Alterations on the depth of the pseudo-surface wave dips can also be seen for the S i(l 11) 
substrates coated with TiN and Ti films (see Figure 3.1 IB and C).
3.4.The Angular Spectrum Function L-|(@)
Liang et.al.[45] made an assumption that the wave launched by the lens is a perfect 
converging spherical wave radiating from a circular aperture o f  radius r0. At the local 
plane z=0, the converging spherical wave is [45]:
angle subtended by the aperture at the focus; k is the wave vector in the liquid medium and 
r is the radial distance. These parameters are shown in Figure 3.12. P(r) is the pupil 
function of the lens, which in the most general cases takes into account the non-uniform 
excitation of the transducer and any aberration effects. In the simplest case for an ideal 
lens [45]:
<D(r) = (3 .18)
where fj = -  r^ or f, = foco s0 . f0 is the focal length: 0O is the m axim um  half
P(r) =
0 < r < r0
0
(3 .19)
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Lj (k r) is the angular spectrum of the incoming wave. Therefore, by making use o f the
circular symmetry of the field distribution, it can be obtained by decomposing <])(r) into 
cylindrical radial waves o f wave number kr with the Hankel transform. The result is the 
following [45]:
L i ( U  =  K / k z -  (3 .20)
which sim ply means that with an ideal pupil function all angular spectral components
arrive in phase at the focal point. Since k r = kws in 0 . the formula for L ,(0 ) can easily be 
obtained.
• /  Water
Aperture plane
Focal plane z = 0
Object plane 
Figure 3.12. Schematic for deriving L ,(k r) [45]
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Figure 3.13. Ray diagram for waves received by the transducer [9].
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3.5.The Voltage Response Function L2(6)
Lee et al[9] has given a formula for L-,(kr) in cylindrical lens systems, where it is
defined as the voltage response o f the transducer when a plane wave of unit am plitude and 
wave vector is insonifying the lens. The formula can be modified for spherical lens 
systems:
where u^ (r) is the wave generated by the transducer and u£(r) is the wave detected by
the transducer. Since we assume the transducer produces a uniform plane wave field [9],
T he wave field u£(r) can be obtained by geometrical ray theory, as done by Lee [9]. 
Consider a plane wave incident on the lens at an angle 0 O . Referring to Figure 3.13, from 
geom etrical ray theory [9]:
r) • 27trdr (3.21)
the transducer. RT is the radius o f the thin-film transducer and r is the radial distance in
uo(r) = 1- (3.22)
0, = sin [ (c L/ c w) • s in (0 s - 0 o)] 
r = RL • sin0s + (L 0 -  RL • c o s0 s) • ta n (0 s — 0 f )
where the angle 0 S is defined in Figure 3.13.
(3.23)
The displacement of the wave that arrives on the aperture of the lens is [9]:
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where d = f - R L and kr = (co /cw) • sin0o . Therefore the wave that reaches the 
transducer at position r is given by [9]:
u ' ( r )  = (VhTi)  • e ik^  + h) • uap(0 s) , (3.25)
where 0 S is related to r by Eq. (3.23). By incorporating this equation into Eq. (3.21),
L2(k r) or L 2(0 ) can be computed.
3.6.Summary
The equation for V(z) curves is derived. It contains the reflection coefficient R(0), the 
angular spectrum functions 1^(0) and the voltage response function L2(0). To model the 
spherical lens employed in this research, an expression for the angular spectrum o f a 
spherical lens derived by Liang et al [45] is used as the L t(0) and a function originally 
formulated for cylindrical lenses by Lee et al [9] is modified to model Lo(0) for the 
spherical lens.
For investigating thin film - substrate systems, the reflection coefficient for m ulti-layer 
m edia is implemented. The existing model [9] that initially only covers reflection from the 
(100) surface is extended to compute reflection from other surfaces, including the (111) 
surface. Reflection coefficients of various materials computed with the model are 
presented. The materials include isotropic, anisotropic (cubic) and layer-structure solids. 
Important features contained in the reflection coefficients, such as the Rayleigh and 
pseudo-Rayleigh waves critical angles are discussed in detail.
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Chapter 4 
Thin-Film Deposition and 
XPS Analysis
Thin-film  science and technology play a crucial role in high-tech industries. W hile the 
major exploitation of thin-films has been in microelectronics, there are numerous and 
grow ing applications in communications, optical electronics and coatings o f  all kinds. 
Paralleling the dramatic development o f thin-film technology in microelectronics have 
been the no less remarkable advances in what may be conveniently called metallurgical 
and protective coatings. This kind of applications require extremely high hardness, very 
high m elting points and resistance to chemical attacks. Some materials such as diamond 
and TiN  can be implemented in both areas.
D iam ond is an attractive material because of its high thermal conductivity, high 
electrical resistivity, very high hardness as well as chemical inertness. These unique 
properties of diamond make it an excellent candidate not only for protective coatings, but 
also for electronic packaging, thermal heat sinks and other applications. The use o f 
diam ond as a protective layer for infrared optics and radome applications has also been
Page 58
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suggested because o f its excellent transmission in the infrared range of the 
electromagnetic spectrum  [69].
Another material which is technologically very im portant is Titanium Nitride (TiN). 
Due to its extremely high hardness, deposition o f thin-films o f  TiN  onto high speed steel 
cutting tool can appreciably increase the tool life compared with that for sim ilar uncoated 
tools [70]. This transition metal mononitride has also found im portant applications in 
microelectronics. TiN has been shown to be impermeable to silicon atoms and thus to 
form a very efficient diffusion barrier layer in contact structures in silicon integrated 
circuits [71 ]. Its golden color has also given TiN another application in decorative coatings 
[72],
4.1 .Vacuum System
Virtually all thin-film processing methods (including film deposition in this study) as 
well as techniques em ployed to characterize and measure the properties o f films require a 
vacuum environment to reduce the possibility o f contam ination due to unw anted vapors 
and gases. For exam ple the semiconductor process to produce M OS devices are very 
sensitive to contamination from  sodium which creates free charges that result in unstable 
performance. The vacuum environment also provides longer mean free paths for the 
species involved. In deposition processes, films produced in low er pressure generally 
show higher adhesion because the deposited species are scattered less and so maintain 
their speed.
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The deposition configuration is depicted in Figure 4.1. This apparatus has an ultimate 
pressure o f I O'7 Torn (Higher base pressure will introduce unwanted species in the 
deposition chamber, such as oxygen. The effect of oxygen on TiN  film deposition will 
discussed later in this chapter). Because a turbo-pump can not discharge directly into the 
atmosphere, a mechanical fore-vacuum pump is required to m aintain an outlet pressure of 
about 10 mTorr.
Prior to deposition, the vacuum chamber is baked at 150 C for about 12 hours to 
accelerate the outgassing process. There are two main m echanisms responsible for 
outgassing processes: desorption and diffusion [73]. Gas diffusion from the interior to the 
surface o f the cham ber followed by desorption into the cham ber contributes to the system 
outgassing. Atoms and molecules which do not dissociate on adsorption (physisorped) 
desorb a rate proportional to their surface concentration. This is called the first order 
desorption. For gases that dissociate on adsorption (chemisorped). they m ust recombine 
before desorbing. This type o f desorption is called the second order. It is a slower process 
than its first order counterpart. Both processes, desorption and diffusion, progress faster 
when the temperature of the cham ber wall is increased.
4.2.Chemical Vapor Deposition (CVD) of Diamond Films
During the past two decades, a wide variety of methods have been employed to 
synthesize diamond films. CVD (Chemical Vapor Deposition) techniques usually employ 
a mixture o f  hydrogen and hydrocarbon (methane, acetylene etc.) gases and apply heating 
o f the substrate to facilitate reaction. HFCVD (Hot Filament Chem ical Vapor Deposition)
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Figure 4 .1. HF-CVD diamond deposition equipment.
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Figure 4.2. Diamond crystallites grown with HFCVD on silicon.
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appears to be popular am ong researchers, probably because of its relative simplicity. This 
method was originally proposed by M atsumoto [5].
The use o f a hot filament is an improvement over the previous CVD techniques and 
increases the growth rate o f  diamond films by enhancing the production o f hydrogen 
atoms. It is argued that hydrogen atoms not only maintain the growth by selective etching 
(i.e. selective etching of graphite in favor of diamond) but also in some way activates the 
growth of diamond [76].
Both Tungsten wire (10 cm in length and 0.3 mm in diameter) and Rhenium foil (10 
cm in length. 0.01 mm in thickness and 1 mm in width) were used as cracking filaments. 
The later seems to perform better. It shows less reduction in elasticity and electrical 
conductivity during deposition. At temperature, hydrogen gas is absorbed in tungsten as 
hydrogen atoms. This is sim ilar to adsorption o f hydrogen on platinum [77]. The m ethane- 
hydrogen ratio has to be kept under 1.6 %  or otherwise graphite would be deposited on the 
surface o f the filament. This phenomenon is known as tungsten poisoning and is suspected 
to inhibit diamond growth by reducing the production of hydrogen atoms [79].
During deposition, the filament has to be white hot (around 2200 C). This can be 
achieved by maintaining 6 Amperes o f DC current (at vacuum) through the R henium  foil. 
The silicon substrate was kept at around 800 C (color was dull-red) by flowing 2 am peres 
o f current (at vacuum) through it.The resistivity o f silicon decreases when the tem perature 
increases, therefore it is essential to prevent a runaway effect by using a current lim ited 
power supply. Prior to deposition the m irror polished silicon substrate was cleaned
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ultrasonically in isopropanol for 20 minutes. Afterward, it was abraded with 0.5 micron 
diam ond paste to provide nucleation sites for the diamond to grow.
Very thin-films o f diamond give the appearance of bright rainbows to the naked eye 
due to refraction in the deposited diamond particles. An SEM  micrograph reveals the 
diam ond crystallites features (Figure 4.2) of the films.
Despite all the progress made recently, practical applications o f diamond have not yet 
been realized for several reasons [69]. The present processes are still unable to deposit 
films on large areas with the required thickness uniformity. The deposited films also do not 
possess all o f the properties required such as optical transparency or smooth surface 
topography. The high temperature substrate required for growth also poses problems for 
many applications.
4.3.Plasma Deposition of Titanium Nitride Films
A different approach was taken in making TiN films. These were deposited with a DC 
magnetron which is a popular type o f plasma sputtering device. A  Ti metal target is placed 
on the cathode o f the magnetron which is driven to a negative D C  potential (300 - 400 V). 
In the presence o f  argon gas at about I - 10 mTorr, an Ar plasm a is formed. The primary 
process that sustain the charged species in the plasm a is electron im pact ionization shown 
in Figure 4.3. Electrons accelerated by the cathode collide with the neutral Ar atoms to 
form A C  ions and liberate electrons. The resulting plasma is w eakly ionized, composed of
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Figure 4.3. Electron impact ionization [78]
a small amount o f A r1- and electrons while m ost of the gas particles (about 104 for every 
charged species) stay neutral.
The positive Ar+ ions in the plasma are accelerated toward the cathode w hich is 
covered by a Ti metal target. When the ions collide with the target, sputtering processes 
occur. These sputtered titanium neutrals and ions are eventually deposited on the substrate 
to form a film. Meanwhile, the Ar+ ions lost when hitting the target will be replenished 
through the electron impact ionization process shown in Figure 4.3. The sam e process is 
responsible for replenishing ions lost to the w alls o f the vacuum chamber.
In a magnetron, the magnets are installed in such a way to produce m agnetic field 
shown in Figure 4.4. Upon encountering this magnetic field, electrons which are initially 
accelerated away from the cathode, are forced to execute a cycloidal motion near the target
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Figure 4.4. Schematic of a magnetron device [80]
surface. The electrons are therefore trapped in the vicinity o f the target, enhancing the 
efficiency o f the electron impact ionization there. The enhancement consequently leads to 
larger discharge currents and increased sputter deposition rates. This is an advantage over 
com parable discharges in a simple diode-sputtering configuration that has to be operated 
at higher voltage and pressure in order to produce the same sputter rate [74]. Lower 
pressure is usually more desirable in film deposition processes.
4.4.Sputter yield and energy of the sputtered species
Sputtering itself is a very complicated many-body process as shown in Figure 4.5. The 
following phenomena are involved: implantation, secondary electron em ission, and
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sputtering of the target’s neutrals/ions. The sputtering process involves momentum 
transfer from the energetic particles to the surface atoms of the target. Therefore, 
sputtering has been likened to “atom ic pool” where the ion (the cue ball) breaks up the 
close-packed rack o f  atoms (billiard balls) in a collision cascade, scattering some 
backward toward the player [81].
secondary
energetic particles electronsphotons
energetic particles sputtered 
atoms (ions)
backscatter*
collision
cascade
displacement
implantation
Figure 4.5. The effect o f energetic particle bombardment on a surface [81].
The number of neutrals ejected from  a  target per incident ion is called the sputter yield. 
It is a measure of the efficiency o f sputtering. The sputter yield is influenced by several 
factors such as the energy o f the incident particles (gained by acceleration in the sheath 
voltage) and the target materials itself. A t lower than 100 eV, the sputter yield typically 
depends quadratically on the bom barding ion energy [18]. A linear relationship has been
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observed for energies to 10 keV. Increasing the energy beyond this limit would result in 
ion implantation and declining sputter yield [18].
With sputtering ion energies o f  a few hundred eV. the sputtered species are 
predominantly (95%) single neutral atoms o f the target material. A few percent o f these 
neutrals are ionized in the discharge region. The energy distribution of sputtered single 
atoms peaks at a few eV. More than 90% of the sputtered atoms have energies greater than 
1 eV [18] extending to 20 eV. The sputtered atom s are emitted as a result o f cascade 
collisions. The energy distribution o f cascade collisions can be written as [83]:
£ £
f ( e )  o c   ----- - eV-> (4.1)
(£, + £)-'
which does not depend on the bombarding ion energy. In this formula is the surface
binding energy of the target material. The m axim um  of this distribution occurs at
£ = e t/ 2 . Since £t = I - 4 eV, the characteristic energy of the sputtered species is 0.5 - 2
eV. In plasm a deposition processes, atoms striking the substrate with these energies can 
produce som e mixing and diffusion between incom ing atoms and substrate materials, 
leading to enhanced bonding and adhesion [83].
Two parameters that can be measured during magnetron deposition are the cathode 
voltage and current. The complexity of sputtering phenomena results in a non-trivial 
relation between the two. The cathode current is a  combination o f contributions from the
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ion bombardment and secondary electrons. Because o f the low secondary electron yields 
(<10%). most of the measured discharge current is due to ion bombardment at the cathode 
[80],
4.5.Reactive Sputtering of TiN
Compound coatings such as nitrides or oxides can be deposited either by sputtering a 
com pound target o f the desired material using rf  power or by reactively sputtering a metal 
target in nitrogen or oxygen environment. The later is usually the preferred method 
because o f several advantages, including that different types o f compounds can be 
fabricated by choosing different gas mixtures and that deposition rates are high 
comparable to those of pure metals [84],
To deposit TiN, a titanium metal target is placed on the cathode and a mixture o f argon 
and nitrogen is introduced into the vacuum chamber. The Ar gas serves as the sputtering 
agent and the N2 gas reacts with the sputtered Ti neutrals and ions to form TiN. Nitrogen is 
not very reactive, therefore the gases are fed near the target area where the plasm a species 
are most energetic to intensify the break-up rate o f the nitrogen.
There are two different modes in reactive sputtering. The first is called the covered­
mode which involves bleeding sufficient reactive gas into the cham ber to keep the target 
completely covered with the TiNx. This mode is limited by the low sputter-yield of the 
TiNx compound. To increase the sputter rate, the deposition has to be conducted in 
metallic-mode, by bleeding in less reactive gas to keep the target surface m etallic. The
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drop in film growth rate observed as the target surface changes from metal to compound is 
explained by the lower sputtering yield of TiN versus that of Ti as well as the greater 
secondary electron coefficient of the compound. The latter effect increases the electron 
current contribution (normally about one-tenth o f  the ion current for metals) to the total 
current and thus reduces the total number of ions available for sputtering.
The desired gas mixture composition can be achieved by monitoring the hysteresis 
curve o f the system pressure versus the reactive gas flow rate during reactive sputtering 
[84]. TiN film composition is sensitive to the nitrogen gas flow rate. The correct flow rate 
will produce stoichiometric TiN that can be recognized by its golden color. Less N2 flow 
results in film with grey metallic color while too much nitrogen produces darkened 
greenish films. Typical parameters for TiN magnetron sputtering deposition are shown in 
Table 4.1. Also included are deposition parameters which were used in this study to 
produce TaN films.
Table 4.1.Typical parameters for nitride-compounds magnetron deposition.
Compound Magnetron 
power (W)
Ar flow 
(seem)
N2 flow 
(seem)
Total pressure 
(mTorr)
Substrate 
temperature (°C)
TiN 100 20 0.7 5 200
TaN 100 20 2.0 7 400
The golden color and metallic luster of TiN are due to the transition of electrons in the 
energy bands. A spectrophotometry and ellipsometry study by Rivory show the evolution 
o f the reflectivity o f  TiNx films as the nitrogen content increases[85]. The contribution 
from the shorter wavelengths o f the visible light spectrum as the composition approaches
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stoichiometry. Mumtaz e t al [72] has studied the effect o f  deposition conditions on the 
color of TiN. They m easured the dominant wavelength (hue), purity (saturation) and 
brightness (brilliance) and found that TiN films made in the metallic mode are the closest 
to the gold hue.
Nitrogen flow rate above a  certain critical level results in darkened films that do not 
have the gold-like appearance required for decorative applications. These darkened films 
also have poorer hardness, abrasion resistance and corrosion resistance. These property 
changes, however, are not due to an increasing film nitrogen bom bardm ent [72]. Instead, 
these changes can be traced to the abrupt decrease in the titanium  arrival rate at the 
substrate, which occurs when the target surface changes from m etallic to metal nitride. 
The lower titanium arrival rate coupled with the greater propensity for titanium  to form 
oxide, rather than nitride, causes more oxygen to appear in the film prepared at lower rates 
(The oxygen is supplied by the residual oxygen and water vapor in the system, hence the 
need for a base pressure low er than I O'7 torr).
The increase in oxygen content is due to the free energy o f form ation o f TiN. At 400 
K, the free energy of form ation o f TiN is - 65 kcal/mole and for TiO is -115 kcal/mole 
[86]. Thus oxidation occurs despite the fact that the overall nitrogen content in the system 
has been increased. Oxygen content changes o f  a few percent cause the film color to vary 
from yellow to purple and grey [72], The presence o f oxygen reduces the num ber of 
energy states to which the electrons can be excited by yellow light. These electrons, on
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Page 72
relaxation, emit yellow light; their num ber determines the brightness. Consequently, the 
brightness, which is also an inverse measure of resistivity, is lowered with increasing
430
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<Draco 400 o >
©•a 390 
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O 380
Stoichiometric TiN
370
Nitrogen Flow (seem)
Figure 4.6. Variation o f cathode voltage reactive sputtering of TiN
oxygen content. Carbon is known to have the same effect on color. The direct correlations 
between increasing oxygen content and the color o f the samples is striking.
The cathode voltage can also be used to m onitor the reaction. Changes due to coverage 
o f the compound on the target surface can affect the cathode current. When the deposition 
power is kept constant, this leads to changes in the cathode voltage. In TiN deposition, 
there is a jum p in the cathode voltage as the flow o f N2 is varied (see Figure 4.6). The 
jum p is associated with the formation of TiNx layer on the titanium  target.
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This is explained by the fact that the cathode voltage in Figure 4.6 exhibits a similar 
behavior to the resistivity variation o f TiNx films. Figure 4.7 shows the resistivity 
measurements by Ahn et al [71] on TiN x films deposited with a sputter gun. In general, the 
resistivity rises as the nitrogen concentration increases. At some point, the resistivity
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Figure 4.7. Resistivity o f non-stoichiometric TiNx films [71]
reaches a maximum and starts to decrease to a minimum at the point where the TiN x film 
is near stoichiometric. From this position the resistivity starts to increase again as the TiNx 
becomes over-stoichiometric.
Because o f sputtering, the film formed on the target seems to be not o f the same 
com position as those on the substrate. As can be seen in Figure 4.6, the deposited TiN film
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becomes stoichiometric when the voltage (and hence the resistivity) o f the target has not 
reached the maximum value. Since this implies that the TiNx layer on the target is under- 
stoichiometric, it appears that the deposited film achieves stoichiometric com position 
before the layer on the target. The observation is in agreement with the m etallic mode 
deposition in reactive sputter deposition. In metallic mode deposition, the target surface is 
metallic although the deposited film is stoichiometric.
Several studies have been conducted to investigate the mechanism o f  reactive 
sputtering. One study involves using a mass-spectrometer to detect the species in the 
plasm a [91]. Ti, Ti+. N. N+ and N'2+ species have been detected, however only very small 
num ber of TiN molecules were seen. Therefore it appears that the reaction to form  TiN 
compound occurs mostly on the substrate surface.
4.6.The X-ray Photoelectron Spectroscopy (XPS)
In our studies, XPS is utilized extensively to study the thin-film surfaces and 
compositions. XPS uses a spectrom eter to measure the kinetic energy of photo-electrons 
ejected from the surface o f the specim en as a result of excitation by an X-ray beam . Based 
on the knowledge of the kinetic energy o f the photo-electrons and the energy o f the X-ray, 
the binding energy o f the electron can be measured by using the relation [87]:
Ek = hv -  EB -  0 , (4.2)
where Ek is the photo-electron kinetic energy (KE) measured by the spectrometer, hv the
energy of the exciting radiation, E B the binding energy (BE) o f the electron in the solid
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Figure 4.8. The XPS spectra of TiN
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and <(> the “work-function” (a term whose precise value depends on both the sample and 
the spectrometer). Since energy levels are unique for each element, the binding energies 
measured by XPS can be used to determine the chemical composition o f the specimen.
XPS is widely used as surface analysis tool, because electrons undergo strong 
scattering in materials and only those excited very near to the surface are able to escape 
from the specimen. Therefore XPS only probes the region in the vicinity o f the specim en’s 
surface (about 15 A deep). This instrument has its origins in the investigations o f the 
photo-electric effect (discovered by Heinrich Hertz in 1887 [88. 89. 90]) in which X -rays 
were used as the exciting photon source. Rutherford's laboratory, in Manchester, was at 
this time ideally placed to develop the field, having much experience in the measurement 
of the (3-ray spectrum of radioactive materials by magnetic analysis and being at the 
forefront o f the new field o f X-ray spectroscopy.
Figure 4.8 shows the XPS spectra o f TiN taken with M g K a  X-ray line as the photon 
source. The peaks of Ti correspond to the core-level electrons 2p of titanium atoms and the 
peak of N corresponds to the core-level electron Is in nitrogen atoms.The binding energy 
of the energy levels can be seen on the horizontal axes. The vertical axes are the count rate.
The peak width o f  XPS peaks is a convolution o f three major factors. The first factor is 
the natural width o f the core levels, which is a  direct reflection o f  uncertainty in the 
lifetime o f the ion-state (core-hole state) remaining after electron emission. This is 
governed by the processes through which the excess energy of the ion is dissipated. Two 
mechanisms may be involved here: emission on an X-ray photon (X-ray fluorescence) or
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em ission on an electron in an Auger process. The second factor is the width o f  the photon 
source (X-ray line). M g-K a and A I-K a are the most popular choices, because o f their 
narrow line widths which are sm aller than 1 eV (0.7 eV and 0.87 eV  for M g-K a and Al- 
K a  respectively). The third factor is the analyzer resolution.
4.7.Curve Synthesis of XPS-spectra
Very often, XPS spectra o f different elements overlap with each other. In this situation 
synthesizing the spectra can facilitate interpretation o f the data by resolving the 
overlapping peaks. Quantitative information o f the line shape o f the spectra can be 
obtained from the fit parameters. An XPS spectrum can be synthesized by summing a 
series o f functions representing the individual peaks in order to produce a final function 
that closely reproduce the experimental spectrum. The peak function is generally designed 
to be a function o f appropriate peak variables such as position, intensity width, function 
type and tail characteristics. Following Seah. the type of function being used in this work 
is a  product o f Gaussian and Lorentzian functions [92]:
f (x)  = h • G L ( x ) . (4.3)
where x is the binding energy (BE), h is the peak height and GL(x) is the mixed Gaussian-
Lorentzian function [92]
[ I  + ( m ( x - x 0)2) / p 2] • e x p { ( l  - m ) ( [ - 2 ( x - x 0)2] / p 2)}
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In Eq. (4.4), xQ is binding energy at the peak center, P is a peak-width parameter, m is the
mixing ratio and takes the value 1 for a pure Lorentzian peak and the value 0 for a pure 
Gaussian peak.
Perram [93] showed that a certain Gaussian profile could be represented by the sum of 
two separate Gaussian profiles, suggesting that the numerical decom position in Gaussian 
functions is not unique. However. Baruya and M addams [94] showed that his result is only 
applies to a very special case where the two com ponent peaks are o f equal intensity and 
half-width, symmetrically separated by -10%  o f their half-widths on either side of the 
initial Gaussian peak. They concluded that for most practical purposes, Gaussian and 
Lorentzian profiles are unique and curve-fitting may be undertaken.
A tail function has to be included, because generally the peak is not symmetrical. 
Instead, it exhibits tail-like features on the high binding energy side. Different classes of 
materials, for exam ple metals and oxides, produces different tail shapes. In metals, the tail 
is a result o f conduction band interaction effects. Following Seah. three tail parameters 
have been used, constant tail ratio (ct), an exponential ratio (et) and the tail mixing ratio 
(tm). The tail function is [92]
T(x )  = tm • ct + (1 -  tm) • exp( (x  -  xQ) • e t ) . (4.5)
The tail function is incorporated on the left side o f the peak center (the high BE side) 
as [92]
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fL(x) = h • [GL(x)  + (1 - G L ( x ) )  - T ( x ) |  (4 .6)
and the peak function to the right of the peak center (the low BE side) remains the same as 
Eq. (4.3):
f R(x) = h - G L ( x ) .  (4.7)
Thus, with the tail function included, the equation for the peak takes the following form:
f (x)  =
f f R(x)  for x > x 0
(4 .8)
f L(x) for x < x 0
To achieve the optimum result, the curve synthesis is best performed by using non­
linear least square techniques. For multiply peaked spectrum, each peak would have 7 
parameters associated with it: the peak center x0 . the peak height h. the peak width (3, the
G aussian/Lorentzian mixing ratio m, the constant tail height ct, the exponential tail slope 
et and the constant/exponential tail mixing ratio tm.
Therefore for N peaks, there are 7N parameters. In addition there is also the 
polynomial function
BG(x)  = b g 3 - x3 + b g 2 - x" + bg,  • x + bg0 (4 .9)
used for dealing with the background. The background is produced by electrons that 
undergo inelastic scattering in the specimen. Thus a maximum of 7N+4 param eters can be 
allowed to vary as desired. For a spectrum with N peaks, the com plete curve can be 
synthesized as a com bination o f  N peaks from Eq. (4.8) plus the back-ground:
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N
f (x)  = £ f j ( x )  +  BGfx) .  (4.10)
t
In practice, several considerations must be taken in order to ensure the uniqueness o f 
the fit. For example, in doublets which arise from spin-orbit coupling, the peak width P 
and the tail parameters (tm, ct and et) are almost never different. Therefore only one set o f 
these parameters are needed for both peaks in the doublet. The number of parameters can 
be restricted further by keeping the Lorentzian-Gaussian mixing ratio the sam e whenever 
possible. The tail function should not be perm itted to vary wildly. The main parameter o f 
interest is the ratio o f concentration - to these N parameters the other 7N + 4  - N = 6N 
m ust be constrained, i.e. cannot be given equal weight in the fit. Therefore, when fitting 
data from the same material, only the peak height can be varied.
With the Levenberg-Marquardt non-linear Ieast-square fit. the above parameters are 
varied to minimize the chi-square ( x 2 ) function:
k
X 2 =  X  Wr '  [ y r - f ( x r ) l 2 (4.11)
r =  I
where y r is the observed count at the binding energy x = x r on the spectrum, k is the total 
num ber o f the points in the spectrum and wr is a  weighting function which in this case can
be taken approximately as y " 1, because KPS intensity are random variables resulting
from  discrete counts per unit time in a detector, they follow the Poisson distribution [96]. 
The Levenberg-Marquardt algorithm uses the steepest descent technique in varying the
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Figure 4.9. Curve synthesis on XPS spectra o f Pb 4 f in PZT 
resolves 4  overlapping peaks.
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Figure 4.10. Curve synthesis o f noisy spectra o f Zr-3d in PZT.
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Figure 4.11. Curve synthesis for XPS spectra o f Ti and Ta.
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param eters to search for the minimum of the function. The computation is coded in 
M athem atica programming environment (see Appendix 3).
To illustrate the curve fitting method above, a spectra of Pb 4 f  doublet in a PZT 
ceramic is shown in Figure 4.9 [95]. Figure 4.9a shows the data, the initial trial function 
and the fit result. (Note: the background has been subtracted from the spectra). Figure 4.9b 
shows how the curve synthesis resolves 4  overlapping peaks in the spectra. It appears that 
the sm aller doublet has arisen from chemical shifts due to different chemical bonding of 
Pb in the ceramic. The curve synthesis is also robust in handling noisy spectra as seen in 
Figure 4.10. an XPS spectra of Zr 3d doublet from the same PZT ceramic. M ost o f the 
features in the spectra are reproduced by the fit, except there is a small problem for the dip 
between the two peaks in the spectra. The fit appears to miss the dip slightly. However, this 
problem  can be fixed easily by lengthening the dwelling time of the detector and by taking 
more data points.
Curve-synthesis technique is also useful for determining the composition o f  the 
deposited nitride materials. Figure 4.1 la  is a non-linear fit of the TiN  spectra where the 
spin-orbit doublet 2p3/2 and 2p J/2 are overlapping. Figure 4.1 lb shows the curve-synthesis 
result o f  Ta 4 f doublets obtained from TaN films deposited with reactive magnetron 
sputtering. For TaN, the N Is spectrum overlaps with the peak of Ta 4 p 3/2. After resolving 
the peaks with this technique, the area under the peak or the height o f the nitrogen peak 
can be found. These parameters are then used to compute the film composition.
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Table 4.2. Parameters for curve synthesis of several XPS spectra
XPS spectra
hi
xl
PI
h2
x2
P2
h3
x3
P3
h4
x4
N
m
tm
ct
et
bg3
bg2
bgl
bgO
14191 5819 0.0013 —
Ti 2p - 452.7 - 458.7 none none 0.89 0.0026 —
(from Ti film) 0.82 0.82 0.49 -4 1 3 .7
- 180810
1746. 1188 0.0025 1.278x10s
Zr 5d - 181.4 - 183.7 none none 0.95 0.027 700.
(from PZT) 0.8 0.79 2.39 127791.
7 .78x l06
4767. 3521. 0.0003 0.16
Ta 4f -20 .6 - 22.6 none none 0.71 0.04 11.9
(TaN0 § film) 0.79 0.83 0.66 237.3
2002.7
11843. 9377. 1238. 1048. 0.0003 —
Pb 4 f - 138.1 - 143.0 - 136.0 - 141.0 0.89 0.019 —
(from PZT) 0.77 0.77 0.73 0.73 1.7 -9 5 .9
- 9240.
Table 4.2 summarizes the curve-synthesis parameters used in generating Figure 4.9, 
Figure 4.10 and Figure 4.11. Some interesting features from the table are the mixing ratio 
m, the width of doublets and the tail parameters. In most cases, the mixing ratio is closer 
to I than 0, indicating the peaks to be predominantly Lorentzian. This is an expected 
result, since Lorentzian is the line shape of weakly damped oscillators such as those which 
are found in electronic transitions in atoms. Except for the Ti 2p, the curve-synthesis for 
the other spectra were conducted with peak-width ((3) o f the two peaks allowed to vary 
independently in the non-linear fitting process. As can be seen in the table, the values of P
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within a doublet are very close to each other. Therefore the fitting is simplified by having 
just one (3 for both peaks in a doublet. Some interesting features can also be seen from the 
tail parameters. The exponential ratio (et> for both Ti and Ta are sm aller than for Z r and 
Pb, indicating their spectra are more unsymmetrical. This will be discussed further in 
connection with the XPS spectra of TiNx films.
Table 4.3. A rea ratio of spin-orbit doublets in XPS spectra.
Doublets j values Area ratio 
(theory)
A rea ratio 
(measured)
Ti 2p 1/2 . 3/2 1 : 2 = 0.5 0.44
Zr 3d 3/2 , 5/2 2 : 3 =  0.67 0.67
Pb 5d 3/2 . 5/2 2 : 3  = 0.67 0.68
Ta 4f 5/2 .7 /2 3 : 4  = 0.75 0.75
Pb 4f 5/2 , 7/2 3 : 4  = 0.75 0.78
To perform the fit appropriately on spin-orbit doublets, the intensity ratio o f the 
doublets have to be considered. Different electron orbital quantum numbers yield unequal 
doublet intensity ratios. The intensity ratio of peaks in a doublet depends on the population 
o f each energy state which is proportional to the degeneracy, (2j +  1). Table 4.3 shows the 
ratios for p, d and f orbital com pared to the ratios obtained by the curve synthesis o f XPS 
data on titanium, tantalum and zirconium and lead. The tantalum spectra was obtained 
from an XPS run on a TaN0 8 sample grown by DC magnetron reactive sputter deposition. 
Since curve fitting sometimes does not result in a unique solution, the peak ratio can serve 
as an important guide to make sure that the fit result is correct
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With curve synthesis, the contribution from the overlapping peaks can be calculated 
separately. For TiN usually only the first of the doublet (2p3/2) is used. The atom  fraction 
Cv o f any constituent y can be com puted using the intensity or the height of the peaks with 
the following formula:
where ny is the num ber of atom species y. Iv is either the area under the peak or the height 
o f  the peak o f y XPS-spectrum. Sv is the atomic sensitivity factor (listed in [92]) o f  y and 
sum m ation over i represents all elements that are present in the compound.
As will be discussed later, the line shape o f the Ti XPS spectra changes significantly 
when the com position approaches stoichiometric TiN. In this situation, curve synthesis to 
separate the 2p3/2 and 2p |/2 peaks by using only two Gaussian-Lorentzian peaks is 
difficult. Vasile [97] utilized 6 peaks, simulating the presence o f  TiO in synthesizing the 
XPS spectra o f stoichiometric TiN. Computing the composition from the peak area o f the 
fit result for near stoichiometric TiN does not give the correct results. The peak height 
listed by Seah [92] appears to yield better performance in determining the com position of 
T iN x thin-films. For TaNx, composition measurement using both the area and height give 
the sam e result for x = 0.8.
(4.12)
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4.8.The XPS spectra of TiNx films.
A very interesting phenomena in XPS spectra are shifts of peak positions due to 
chem ical bonding. Chemical bonding alters the core wave functions o f electrons in 
elem ents which leads to changes in their binding energy. This phenomena is clearly shown 
by XPS spectra of titanium, taken in the same apparatus, from 3 different thin-film 
specimens: metallic Ti, TiN and T i0 2. As shown in Figure 4.12, the shift o f  the Ti 2p 
electrons peak for TiN is about I eV and for T i0 2 it is about 4  eV. Chemical shift 
information is very useful to determine the type o f compounds on the specimen surface. 
For highly reactive metal such as titanium in the atmosphere, a thin oxide protective layer 
forms very rapidly on the clean surface.
Figure 4.13 shows the XPS spectra of TiNx samples prior to sputter-cleaning. The 
samples were made by reactive magnetron sputter deposition with different nitrogen flow- 
rate. After fabrication, the samples were taken out of the deposition cham ber and exposed 
to the atmosphere. In agreement with observations of other groups [97,98], the samples 
contain T i0 2 (Ti 2p3/2 peaks at 458.8 eV are observed). Figure 4.13 shows that the degree 
o f  oxidation appears to vary with the amount o f nitrogen in the samples. Oxidation 
appears to be the strongest in metallic titanium and the least in stoichiometric TiN. Curve 
fitting analysis of the Ti 2p3/2 spectra from the metallic titanium sample deconvolves 
contributions from two sources: oxidized titanium (-90% ) and metallic titanium (-10% ). 
Since the surface of a titanium metal is always covered completely by a very thin oxide 
layer, the metallic component o f  the spectra must have come from beneath the oxide layer.
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Figure 4.12. Chemical shift of Ti spectra in Ti, TiN and TiC>2
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Figure 4.13. Titanium XPS spectra o f oxidized surface of TiNx
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Figure 4.14. Titanium XPS-spectra o f TiNx
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Figure 4.15. Nitrogen Is - XPS spectra of TiNx
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For the TiN  sample some portion o f the titanium (-40% ) on the surface is bound as T i0 2. 
Most o f the titanium on the surface is bound to nitrogen, as can be seen from the peak at 
454.8 eV. Due to the lower formation energy o f TiO? as compared to TiN [86], some 
nitrogen atoms has been replaced by oxygen.With increasing nitrogen content, the oxide- 
bound Ti peak appears to shift toward the nitrogen-bound titanium peak. M ixed oxy­
nitride compounds probably have formed on the surface causing this binding energy shift. 
A detail study, including the use the Auger depth-profile spectrometry, m ust be conducted 
to get a more complete picture of the chemical composition of a TiN surface.
The oxide layers can be removed by sputter cleaning with bombardment o f a 10 fiA/ 
cm 2 flux o f argon ions for 20 minutes. After the ion bombardment process, the surface 
composition has changed. This can be seen from the titanium XPS spectra in Figure 4.14 
where the oxide spectra have disappeared.
Figure 4.14 shows the evolution o f  the chemical shift in the Ti XPS-spectra from 454 
eV for Ti to 455 eV for TiN. A closer look also reveals that the line shape of the spectra to 
be sensitive to nitrogen content. For high nitrogen content, the Ti X PS-spectra show a 
smooth increase in the signal at the tail o f the 2p3/2 and 2pl/2 peaks. This result is in 
agreement with a study by Vasile et al[97] and Burrows et al [101]. Porte, Roux and Hanus 
[98] have found a sim ilar but much stronger spectral features. Halbritter et al [102] argues 
that the feature is a result of an intrinsic satellite structure (or shake-up structure). A 
significant shake-up or satellite structure can be expected for TiN, since the Ti is 
paramagnetic with oxidation states o f +3 in this compound [92].The nitrogen Is XPS
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spectra is recorded in Figure 4.15. Except for increased count rate, there seems to be no 
significant change as the nitrogen content increases.
4.9.Summary
Several technologically important thin-films have been synthesized: TiN, TaN and 
diamond. The diam ond film was grown with HF-CVD technique and the transition metal 
nitrides were grown with magnetron plasma deposition. In magnetron plasm a deposition 
o f TiN, the cathode voltage shows a peak. This phenomenon can be used to determ ine the 
correct nitrogen flow to produce stoichiometric golden TiN. By referring to resistivity data 
for TiNx thin-films [71]. the peak in the cathode voltage can be explained as caused by 
formation of nitride on the titanium target surface.
XPS was used to study the thin-films. To characterize the XPS spectra quantitatively, 
curve synthesis with non-linear fitting is developed. The curve synthesis results show that 
the spectra are mostly Lorentzian, the typical response o f  slowly dam ped oscillator 
systems. Ratios o f  the peak areas for spin-orbit doublets are in good agreement with the 
(2j + 1) degeneracies.
XPS spectra o f  TiN x films shows several interesting results. With increasing nitrogen 
content, the 2p doublets are shifted about 1 eV toward higher binding energy. In addition 
the line-shape o f the spectra is also sensitive to the com position. For high nitrogen 
contents, higher counts are recorded at the tail o f the 2p peaks. In oxidized TiNx, XPS 
spectra reveals that higher nitrogen concentration reduces oxidation. Peak shifts are also
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Page 95
observed here. The Ti-2p peaks from the oxide are shifted toward lower binding energy 
with increasing nitrogen content.
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Chapter 5 
V(z)- Curves of Thin-Films
Several materials have been studied by taking V(z) measurements with the acoustic 
microscope: silicon (100) and (111), bulk aluminum, bulk titanium and films o f  TiNx 
deposited on silicon (111) substrate. Computations for V(z) of these materials have been 
conducted and the results are compared with the experimental V(z)’s.
5.1.Measured and computed V(z) curves.
Since the films are deposited on Si substrates, it is necessary to characterize them. Si 
substrates are single crystals and produced with the mirror-polished surface oriented at 
(100) or (111) direction. In this study, the films are deposited on both types o f silicon 
substrates. V(z) data were taken with acoustic microscope and compared with the 
com puted V(z).
The param eters used for the computation are the ultrasonic frequency = 38.4 M Hz and 
the ultrasonic velocity in water = 1480 m/s. Table 5.1 lists the material properties used in
Page 96
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the calculations.The material properties for TiN are obtained from [65] and the others are 
quoted from [23].
Table 5.1.Material elastic constants and densities.
Material CU
(1010 N/m2)
c 44 C(2 Density
(kg/m3)
M aterial
structure
Aluminum 11.1 2.5 - 2695 polycrystal
Titanium 16.59 4.4 - 4500 polycrystal
Silicon 16.57 7.956 6.39 2332 cubic
Titanium
Nitride
62.5 16.3 16.5 5390 cubic
Figure 5.1a compares the V(z) curves of Si (100) and (111) substrates. Different 
crystal orientation o f the surface causes the Rayleigh wave to propagate at different 
velocity. This fact leads to different periodicity in the V(z). Figure 5.1b and  Figure 5.1c 
shows the experimental and computed V(z) curve for Si (100) and Si (111) substrate 
respectively. This study uses a spherical lens in the acoustic microscope. Therefore, the 
reflection function R(0) was calculated as an average of all propagation directions on the 
(100) and (111) surfaces. In Figure 5.2, a similar measurement and com putation for the 
TiN-Si (111) and Ti-Si (111) systems is presented.
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Figure 5.1 .Experimental and theoretical V (z) o f silicon wafers (100) and (111).
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Figure 5.2.V(z) o f TiN and Ti films deposited on Si (111) substrates.
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There are discrepancies in Figure 5 .1 and Figure 5.2 between the experimental and the 
com puted V(z)’s in the vicinity of the focal point (near to z = 0), where the focus peak is 
not reproduced in height and position. This arises from several simplifications in the Li(0) 
and L2(0) functions. The L |(0 ) function is derived by assuming the wave produced by the 
lens as a perfect spherical wave. Consequently the aberration and the diffraction o f the 
lens has not been accounted for. Another simplification in deriving the L j(0) and 1-2(0) is 
the assumption that the transmission coefficient on the lens-water interface is uniform for 
all angles and equal to unity. This ignores the fact that the sound wave produced by the 
transducer and the sound wave returning to the lens both arrive at the lens-water with 
variable angles and therefore experience different reflection and transmission coefficients. 
The existence of a matching-layer coating on the lens surface is also ignored. However, 
the matching-layer is a proprietary param eter in the lens design and therefore cannot be 
obtained.
Despite the disagreement near the focus, the calculations are quite good, because the 
focus peak is not part o f the periodic oscillations in V(z) curves. The com putation appears 
to predict the periodicity of V(z) curve well. As shown in Figure 5.1, it also reproduces the 
peaks and valleys of the V(z) curve reasonably well. Since the result for all samples are 
very encouraging, after some improvements in the Lj(0) and 1-2(0) functions the 
calculation can probably be extended to extract the elastic constants of the films. To 
achieve the best accuracy, a large portion of the surface wave must be propagating in the 
film which implies thicker film need to be grown or higher frequency ultrasonic has to be 
utilized.
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5.2.Measurements of Rayleigh Wave Velocity
From the V(z) curves, the Rayleigh wave velocity VR of different materials can be 
measured. To eliminate the contributions from L ((0) and L2(0) on the V(z), the V(z)’s 
were subtracted from the V(z) o f teflon. Since the longitudinal and the shear wave speeds 
o f teflon (1390 m/s and 700 m/s respectively) are smaller than the ultrasonic wave in the 
water, a Rayleigh wave cannot be generated. This means that V(z) curves on teflon only 
have contributions from L j(0) and L2(0). The subtracted V(z)’s were then Fourier- 
transformed to obtain the periodicity o f the oscillation. The Rayleigh wave velocities were 
calculated using Eq. (2.3).
Table 5.2.Rayleigh wave velocities from experiment and calculation.
Material
VR from 
exp.V(z) 
(m/s)
VR from 
calc.V(z) 
(m/s)
Relative
difference
(%)
VR from 
Eq. (2.1) 
(m/s)
Relative
difference
(%)
Aluminum (bulk) 3044 3050 0.3 2835 7.0
Titanium (bulk) 3097 3062 1.1 2977 4.0
Silicon (100) 5077 5027 0.9 4933 2.8
Silicon ( I I I ) 4675 4653 0.5 4625 1.0
T io n  Si(111) 4538 4494 1.0 4483 1.2
TiN  on Si (111) 4663 4620 0.9 4605 1.3
Table 5.2 lists results from measurements on bulk aluminum and titanium, Si (100) 
and Si (111) wafers and Ti and TiN films deposited on Si (111) substrate. The measured 
Rayleigh wave velocities are com pared to two separate calculations. The VR from  calc. 
V(z) column was obtained by calculating the V(z) curves, then measuring the periodicity
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of the oscillation with the Fourier transform and using Eq. (2.3) to get the velocity. The 
relative difference (in percent) between these values is shown in the fourth column.
Another value of VR was com puted using Eq. (2.1) and substituting in the Rayleigh 
angle from the phase discontinuity o f  the calculated reflection coefficients.These values 
are the same as the Rayleigh wave velocities quoted in the literatures. The last column 
compares this calculation with experiment.
Figure 5.3 A and B show SEM micrographs of Ti and TiN films. The vertical features 
on the cross section o f the films indicate the columnar structure o f  the films. Since the size 
o f the columns seems to be less than I (im, which is much less than the wavelength of the 
films, the columns will not produce scattering of the Rayleigh waves. These columns 
appear to be closely packed, because the pictures do not show  voids between them. 
Density measurements by Sundgreen et al [99] on TiNx films showed that for x=0 and x=l 
the film densities are very close to the bulk value. Consequently, the effect o f density on 
the velocity is small. Their result also shows a maximum density reduction from the bulk 
value of 20% at x = 0.3. Nevertheless, as will be discussed later, the effects o f density 
reduction are small when com pared to the changes due to the elastic constants.
The relative difference in the last column reveals the limitation o f the acoustic lens. 
For the bulk aluminum sample, the relative difference of 7% is rather large. This is due to 
its low Rayleigh velocity which implies a relatively larger Rayleigh critical angle = 31°. 
Since the opening angle o f the acoustic lens is only around 30°, the measurement is
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Figure 5.3.SEM micrographs o f the cross-sections o f Ti and TiN films.
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accordingly less reliable. Titanium has a slightly lower critical angle 29.8°. However, it is 
smaller than the opening angle of the lens and therefore gives a lower relative difference.
Although the critical Rayleigh angle for the bulk aluminum is larger than the lens 
opening angle, spherical aberrations enable the lens to produce V(z) curves. However, the 
ray tracing analysis for V(z) in Section 2.5. implies that spherical aberration will not affect 
the value o f velocity measurements. The large relative difference for the velocity in 
aluminum might have been caused by the fact that the waves which are responsible for 
generating Raleygh waves cannot be entirely represented by a single ray impinging at the 
critical angle 9SW. Instead, they consist of waves impinging with a finite angle interval A0. 
centered at 0 = 0SW. Therefore, when the opening angle of the lens is very close to 0SW, a 
portion o f these waves is not generated, producing an error in the measurement. Since the 
ray tracing approximates these waves as a single ray, the measurement error probably 
cannot be corrected with the ray tracing analysis.
The low relative differences in the fourth column suggests that the calculated V(z) 
curves are able to predict the periodicity of the oscillation in the experimental V(z) curves. 
Since the opening angle o f the lens is incorporated in the calculations, the results shows 
the dependence o f the accuracy o f Rayleigh wave velocity measurements on the opening 
angle of the lens. Accurate measurements can be achieved by employing lenses with 
opening angles larger than the critical angle of the material.
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Figure 5.4.V(z) curve o f HF-CVD diamond film on Si (111) substrate.
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5.3.V(z) Curves of Diamond Films
Thin-films of diamond have properties close to its bulk form. The Rayleigh wave 
propagates faster than in silicon, because the elastic constants are higher. Therefore the 
periodicity of V(z) on diam ond coated silicon should be less than V(z) o f bare silicon. This 
is shown in Figure 5.4. The diam ond film in Figure 5.4 A was fabricated by using hot 
filament assisted chemical vapor deposition (HF-CVD) technique, the SEM micrograph is 
shown in Figure 4.2. The V(z) in Figure 5.4 B was obtained from diamond film grown 
with plasma assisted chem ical vapor deposition (PA-CVD) technique in a microwave 
reactor system [100]. The difference between the bare silicon and the diamond coated 
silicon is more pronounced in the second sample, because the film is thicker than the first.
5.4.Surface wave velocity in TiNx films.
V(z) measurements were conducted on TiNx films. The V(z) curves are shown in 
Figure 5.5. The thin-films were fabricated by varying the flow of nitrogen. It is important 
to have the same thickness for all the films, because Rayleigh wave velocity varies with 
film thickness. Therefore the deposition time was monitored closely, because the 
deposition rate depends on the reactive and sputtering gases concentration. The film 
thickness of all the films is 4 jim  as measured with SEM. XPS was utilized to determ ine 
the composition o f the films.
Figure 5.6 shows the Rayleigh wave velocity data obtained from the V(z) curves. Since 
the films are very thin, the velocities are very close to that of the Si (111) substrate. For 
titanium at 38.4 M Hz the Rayleigh wave extends below the surface to a depth o f around
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V(z) of TiNx Films on Si (111)
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Figure 5.5.V(z) curves of TiNx films
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100 Jim. However, since the film thickness is only 4 pm, most of the Rayleigh wave is 
propagating in the Si ( 111) substrate.
To understand the velocity change in TiNx film, the chemical bonding involved should 
be considered. Transition metals tend to undergo transformation to the closest packed 
structures (fee or hep) when forming nitride, carbide, hydride or oxide[103]. At room 
tem perature and atmospheric pressure, Ti is metallic with an hep crystal structure (also 
called the hep a-Ti). The solubility limit of this phase occurs at around x = 0.4 where the 
structure changes into e-TioN. which has an unusual tetragonal structure. In £-Th N, the Ti 
atom s are at the corners of an octahedron and N is in the center of the octahedron. The 
octahedra form layers by sharing edges and corners with neighboring octahedra. A 
resistivity measurement and Auger spectra study shows indications of the effect of this 
transform ation [104]. In incrementing from x = 0 (pure Ti) to x = 1, the resistivity reaches 
a maximum at around x = 0.4 and decreases as the composition approaches the 
stoichiom etric TiN.
At x = 0.75 the structure changes into fee 8-TiN which has an NaCl crystal structure. 
In this structure, the N atoms are at the center o f the octahedral sites of the Ti fee sub­
lattice. Exam ining the Rayleigh wave velocity data in Figure 5.6 and the TiNx phase 
diagram  in Figure 5.7, it appears that the drastic increase in the velocity occurs at the £- 
Ti2N to fee 8-TiN transition.
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Page III
This com pound displays an unusual combination o f physical and chemical properties: 
high melting point, ultrahardness and good corrosion resistance, which are typical o f 
covalent crystal and electrical conductivities comparable to those of pure transition metal 
[105]. Band structure calculations have provided a good understanding o f this unusual 
combination of properties.The calculations show that the non-metal 2s states (at about 15 
eV below the Fermi level) are well separated from the valence band structures at 5-6 eV 
below the Fermi energy. The valence band is built up from  non-metal 2p states which are 
strongly hybridized with metal 3d states, where a portion o f  the 3d metallic band overlaps 
(in energy) with the non-metal 2p band. As shown in Figure 5.8. at the completion o f  the 
hybridized p-d states (at the top o f the overlap between the nitrogen p and the titanium  d 
bands), the density o f states falls to a minimum, then rises again due to states having 
mainly metai character. In the transition metal group, band overlaps occur between the 3d, 
4s and 4p [106]. The metallic 2p band is well separated from  the 3d band, so preventing it 
from hybridizing with the other bands.
Therefore, structural and bonding changes are probably responsible for the increase of 
the surface wave velocity. It appears that the changes in the elastic constants are very 
significant. Table 5.1 shows that the elastic constants o f stoichiometric TiN are around 4 
times higher than Ti, resulting in a 100% increase of velocity. At x = 0.9, the elastic 
constants are roughly twice higher. The density also increases with the incorporation o f 
nitrogen, because the crystal structures of Ti and TiN are both closest packed (hep and fee) 
with the sam e packing ratio. Higher density would have lowered the velocity.
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N evertheless, since the density of TiN is only increased by 20%, the effect o f the elastic 
constants is dominant.
Contributions to the velocity changes from other sources seems to be negligible. 
Im perfections in the deposited films can lead to reduced density. According to 
measurements by Sundgren et al, the maximum density reduction from the bulk value 
(20%) in TiN x films occur at x = 0.3. This will only increase the acoustic velocity by 15%, 
which is small when compared to the changes due to the increase in the elastic constants. 
Moreover, a porous film also has lower elastic moduli, which has an opposite influence on 
the velocities. Therefore, this will compensate the effect of density reduction on the 
acoustic velocities. Residual stresses may induce velocity changes in materials and are 
usually present in thin-films. Since the effects of residual stresses are known to be very 
small, the velocity changes are dominated by the variation of acoustic moduli as a result o f 
the structural transformations.
5.5.lmprovement of the System and Future Work
Since the velocity o f the Rayleigh surface wave depends on the Young’s modulus and 
the Poisson ratio, the acoustic microscope can be used to measure these important 
quantities. By fitting the V(z) curve with the acoustic model, the Young’s modulus and the 
Poisson ratio of a film can be determined non-destructively.
This non-destructive technique will be more advantageous as compared to the micro- 
and nano-indentation techniques which in recent years have been developed to measure
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the Young’s modulus. In these devices an indenter is pressed into the film at a constant 
loading or displacement rate. Once the desired load is achieved, the indenter motion is 
reversed. The applied load and resulting indentation depth are continuously monitored 
during both the loading and unloading cycles. During the indentation process both elastic 
and plastic deformations occur. D oem er and Nix [117] have shown that for an ideal 
Vickers pyramid indenter, the slope o f the tangent o f the initial unloading curve is related 
to the Young’s modules and Poisson ratio o f the film.
The acoustic microscope can be upgraded to measure velocity more accurately by 
operating in a phase sensitive mode. This technique involves the use of a lock-in amplifier. 
Good lock-in amplifiers routinely have phase resolution o f 0 .1 \ which theoretically 
translates to phase sensitivity o f 1/3600 of a wavelength. Assuming that only one 
wavelength of the Rayleigh wave propagates on the surface, this phase sensitivity 
corresponds to velocity sensitivity o f 1 in 3.0 xlO"4. This type of operation has been 
implemented by Liang, Bennett and Kino [45]. They were able to detect change of
o
velocity in the order of 0.2% caused by 240 A of indium film on a glass substrate. For 
anisotropic systems, a cylindrical lens might be needed to reduce the complexity o f taking 
into account the variation o f the elastic constant at different propagation directions.
High resolution in velocity measurement will be very useful for measuring residual 
stress. The change in velocity induced by stress can be as small as 0.5% [13]. Z. Sklar et al 
m easured stress induced velocity change in ion bombarded GaAs wafers, finding a change 
in velocity of 1.2%. Stress is an extremely important problem in thin-film technology. For
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exam ple, a passivated thin-film might experience electromigration stress. If there are weak 
spots in the passivation layer, electromigration-induced compressive stresses m ight crack 
the passivation and promote void and hillock growth [119].
With higher resolution in velocity measurement, the issue of adhesion can probably be 
addressed. A surface acoustic wave study o f adhesion has been conducted by Galipeau, 
Feger and Vetelino [120]. They used an DDT (interdigital transducer) sensor operated on 
the phase-mode to detect velocity changes in polyimide films. Velocity differences o f 
0.05%  (140° phase difference) were detected between coatings of polyimide films with 
and without a promoter. In the film with promoter, the adhesion is better so that higher 
stress is developed in the film. The difference in velocities appears to be due to less water 
being absorbed as a result o f  stress.
The advantage of using an IDT in SAW phase measurement comes from the fact that 
the sensor can be made longer to allow a larger phase difference to be measured. However, 
in contrast to the acoustic microscope, the film has to be deposited on the sensor. Another 
disadvantage is that point-measurement cannot be done with IDT.
In conjunction with the experimental improvements, a better theoretical understanding 
also has to be developed to provide more complete description o f the system. A procedure 
sim ilar to Sinha [121] can be incorporated to take into account the effect o f residual stress 
on the elastic constants and the density. To include adhesion, the boundary condition 
between layers can be replaced by the spring boundary-condition from Tattersall [122] or 
Chu and Rokhlin [123]. Singher et al [124] used Tattersal’s boundary condition to model
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their Rayleigh wave adhesion measurement on aluminum 2024 plates bonded with FM73 
adhesive.
The present system is theoretically capable o f detecting adhesion failure (disbond) in 
thin-films. Figure 5.9 shows calculated V(z) curves of 4 ]im thick TiN on Si (111) with and 
without disbond. To model the disbond, a very thin gap o f air or water (0.001 p.m) is 
inserted between the film and substrate. W hen the disbond is filled with air, the V(z) does 
not show oscillation. The film thickness is much smaller than the propagation depth o f the 
Rayleigh wave. Consequently, since the impedance of air is very small, the Rayleigh wave 
cannot propagate. The impedance difference also causes the signal at focus to be higher.
good bond 
disbond (air filled) 
disbond (water filled)
-2500 -2000 -1500 -1000 -500 0 500
Defocus (microns)
Figure 5.9.Com puted V(z) o f TiN film on Si (111) with disbond.
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For the water filled disbond, the periodicity of the V(z) curve changes because water does 
not support shear stress. Experimantal verifications of these results will be conducted in 
the future.
Adhesion in films is very often promoted by the formation o f an interphase layer, 
where chemical reaction takes place between layers. The thickness o f this layer can be 
quite small. However, there are also system where the thickness of this layer is relatively 
large. Kimura et al. [125] have conducted a study to improve the adhesion between 
dielectric and glass ceramics for fabrication o f multi-component ceramic substrates in 
high temperature oven. When they added MgO to the dielectric, the adhesion is enhanced 
considerably because o f formation of a reaction layer with a thickness of about 40 p.m.
5.6.Summary
V(z) curves of various materials have been measured. The velocities acquired from the 
curves are then compared with velocities calculated with the model developed in Chapter 
4. The experimental and calculation results only differ by a few percent.
Calculated V(z) curves of several system (Si (100). Si ( 1 11), Ti on Si (111) and TiN on 
Si (111)) are in good agreement with the experimental curves. Due to simplifications in 
modeling the lens-transducer contributions, there are discrepancies between experimental 
and calculated V(z) in the region close to the focus. The model has not taken into account 
the diffraction, aberration and lens-water wave transmission coefficient. Nevertheless, the 
main part of the V(z) curves (in particular their periodicity) is well reproduced. This
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encouraging result indicates that after improving on the L[(0) and L2(0) and by upgrading 
the system to operate at higher frequency, the analysis can probably be extended to 
extracting elastic constants of the non-stoichiometric TiNx thin-films through curve fitting.
The surface wave velocities on the TiN x films were measured from their V(z) curves. 
The chemical composition of the films were measured with XPS. The velocity shows an 
interesting relation to the composition, where at around x = 0.7 the velocity increases 
sharply. This increase is attributed to the much higher elastic constant of the nitride as 
com pared to that of the metal (four times higher). In these compounds, the densities only 
change by 20%. Therefore the phenomenon can probably be related to the crystal structure 
and bonding of the compounds. At x = 0.7, the phase diagram of TiNx shows a crystal 
structural transition from tetragonal e-T i2N to fee 8-TiN.
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Conclusion
An acoustic microscope, with nominal frequency of 50 MHz has been built. The 
instrum ent is used to perform acoustic imaging and V(z) curve measurement. To model the 
V(z) data, a theoretical calculation was implemented to calculate Rayleigh wave 
propagation on the (111) surface of a cubic crystal.
Several technologically important thin films have been synthesized: TiN, TaN and 
diam ond. The diamond film was grown with HF-CVD technique and the transition metal 
nitrides were grown with magnetron deposition. XPS was used to study the thin films. To 
characterize the XPS spectra quantitatively, curve synthesis with non-linear fitting were 
carried out.
V(z) curves o f various materials have been measured. The velocities acquired from the 
curves are then compared with velocities calculated with the model. Calculated V(z) 
curves o f several systems (bulk aluminum, bulk titanium, Si (100) wafer, Si (1 1 1) wafer,
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Ti on Si (1 11) and TiN on Si (1 11)) are in good agreem ent with the experimental curves. 
There are discrepancies at points close to focus, due to simplifications in modeling the 
lens-transducer contributions. The model has not taken into account the diffraction, 
aberration and lens-water wave transmission coefficient. Nevertheless, this does not affect 
the accuracy of the Rayleigh wave velocity measurements.
From the V(z) curves, the surface wave velocities o f the non-stoichiometric TiNx films 
were measured. XPS was utilized to determine the chem ical composition of the films. The 
velocity shows an interesting relation to the com position, where at around x = 0.7 it 
increases sharply. This increase is attributed to the much higher elastic constants of the 
nitride as com pared to that of the metal (four times higher). At x =  0.7, the phase diagram 
o f TiNx shows a crystal structural transition from tetragonal £-Ti2N to fee 8-TiN. 
Therefore the phenomenon can probably be related to the crystal structure and bonding of 
the com pounds.
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Appendix 1 
Electronics for the Acoustic 
Microscope
In our investigation, the acoustic microscope operates in the pulse-echo m ode where 
the sam e Iens-transducer is being used to launch and to receive acoustic waves. As shown 
in Figure 1.2, a function generator (Hewlett-Packard 8116A) is em ployed to excite the 
transducer with tone-bursts. The center frequency o f the tone burst is chosen to be near the 
resonance frequency o f the transducer (which is nominally 50 M Hz). However, the 
transducer still generates and detects reasonably good signals at frequencies as low as 30 
M Hz and as high as 65 MHz. This frequency range is within the 6 dB bandwidth of the 
transducer frequency response as shown in Figure 1.1. The spectrum was measured from 
the wave reflected by an equal phase reflector which in this case is a  0.25 inches steel ball 
[56]. In most of the measurements, the frequency is fixed at 38.4 MHz.
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Figure A 1.1. The frequency response of the 50 MHz Panametrics transducer.
The duration o f the tone-burst needs to be considered. Measurements such as the V(z) 
curve requires interference between the specularly reflected wave and the wave leaked out 
by the surface waves. Therefore the duration has to be long enough to allow enough 
overlap between signals o f these waves to provide better phase resolution. On the other 
hand, the duration should not be too long to avoid overlapping with other signals such as 
waves reflected back o ff the lens surface-water interface. These signals, the lens-water and 
the specim en signals, can be seen in Figure 1.3.
A fter impinging on the specimen, some waves propagate back to the lens. They are 
converted into electrical signals by the transducer and amplified with a pre-am p (HP-
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8447F, 22 dB gain). Data can be collected in the form of both the signal w aveform  and 
also the signal peak to peak voltage. The former is achieved by using a digital oscilloscope 
(LeCroy 9450) and the latter is obtained with a peak detector (M etrotek MD 702). D ue to 
limitation o f  the peak detector, which only operates in lower frequency range (0.5 - 20 
MHz), the electrical signal needs to be mixed down with another high frequency 
continuous wave. The continuous wave is generated with a wave generator (HP 60817). To 
mix the waves, a mixer is used (Mini Circuit, model ZA D -l or ZA D -6 or ZW H -1). The 
frequency o f  the continuous wave has to be adjusted such that the m ixed down signal has a 
frequency that falls within the frequency range of the peak detector.
To clean the mixed specim en signal, a narrow band-pass filter (Mini C ircuit, BPP- 
10.7) with nominal bandwidth from 10-11 MHz, is utilized. Consequently the continuous 
wave frequency should be 10-11 MHz lower then that o f the tone-burst. The evolution of 
the specimen signals before mixing, after mixing and after filtering can be seen in Figure 
1.4, where the waveforms were taken at points A, B and C in the electronic circuit- 
diagram. The use of a narrow band-pass filter also provides significant im provem ent in 
signal to noise ratio, because it rejects the higher and lower frequency noise. This is shown 
in Figure 1.3, where the noise to signal ratio (N/S) is reduced from 7% and 6% to ju s t 1%. 
W hen the microscope is operated with an air-damped optical table, N/S as low as 0.5% 
can be achieved easily.
Finally, the data is collected with Lab View software in a com puter (PowerM ac 7200) 
by digitizing the peak to peak voltage measured by the peak detector with an A /D  board.
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An acoustic image is taken by collecting data while scanning the lens-transducer assembly 
over an area o f the specimen. The other type o f measurement, the V(z) curve, is done by 
collecting data while moving the lens along the z-axis toward the specimen. V(z) curves 
will be discussed further in the following section.
Table 1.1 gives typical parameters for some the electronics instruments when being 
used to measure V(z) curves. The frequencies marked with (**) are as measured w ith the 
digital oscilloscope.
Table A l . l .  Typical parameters o f the electronics for V(z) measurements.
H P8116A frequency = 38.4 M Hz**, tone-burst =  51 waves, 
repetition rate =  800 ms, amplitude = 9 V p-p.
HP 608F
frequency = 28.4 M Hz**, RF-out = 0.35 V  (+4dBm), 
attenuation =  10 dBm, percent modulation = 0, 
modulation =  cw.
MR 106 gain = 38 dB, hi-pass = 10 MHz
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Wave Gen.
HP 608F •" Amplifier 
MR 106
Mixer
ZAD-6Pulse Gen. 
HP 8116A
Bandrpas
H lte rS :-^
Pre-amp 
HP 8447F
Oscilloscope
Signal
Acoustic Lens & 
Synchronization % Transducer 50 MHz
Scanning Stage 
Newport PM-500
PowerMac7100/88 
Software: LabView
Figure A 1.2. Electronic circuit diagram  of the acoustic microscope
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Figure A 1.3. Signals detected by the transducer
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a. The specim en signal a t point A in the circuit-diagram
b. The specim en signal at point B in the circuit-diagram
rafcn
c. The specim en signal at point C in the circuit-diagram
I’ssesrj
Figure A 1.4. The effect o f m ixer and filter on the signal.
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Appendix 2 
Rayleigh Surface Waves
This appendix presents the derivation of free surface Rayleigh waves. Proceeding the 
discussion are several sections in which the basic formalism o f the acoustic wave theory is 
presented. The theory is then applied to the discussion o f free surface Rayleigh surface 
waves. Because o f their importance in acoustic microscopy, several sections of this 
chapter will be devoted to the derivation of this class of waves.
The discussion starts with the most familiar derivation o f Rayleigh waves, which was 
originally proposed by Lord Rayleigh [14]. An alternative technique, based on calculating 
the reflection coefficient, is also presented. Using the reflection coefficient is very 
convenient, because it can be incorporated easily into the equation for V(z) curves.
A2.1.Basic Acoustic Wave Equations
The equation of motion for continuous media is [23]:
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2
d  U;a
a x a , j p -u2
i , j  = 1 ,2 ,3 . (A 2 .I)
■j a t -
where u{ is the displacement vector, is the stress tensor. The formula has been written
in Einstein notation, where repeated indices are to be sum m ed. Unless noted otherwise, 
this notation will be used throughout the chapter.
The generalized H ooke’s law is [23]:
c ijk l^kl’ (A 2.2)
where c ^ i  is the elastic constant o f the media, and the mathematical definition of strain 
[23] is:
S k. =  3
^ k + c V l  
v3x, a x kj ' (A 2.3)
In order to model the acoustic wave propagation, the three equations can be combined 
into a wave equation
c ijk|3x
(tok+ (tol_
3x, a t 2
(A 2.4)
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A2.2.Abbreviated subscript notation
The elastic constants cy^  are components o f a 4th-rank tensor and w ritten with 4 
subscripts. This cumbersome notation can be simplified by using conversion rules shown 
in Table A 2 .1.
Table A2 . 1. Abbreviated subscript notations.
I U
1 11
2 22
3 33
4 i 23.32i
5 13.31
6 12,21
For example:
c  1233  ^ C63* c 3211 - > C 4 , . . . e t C .  (A 2.5)
In the abbreviated form only two subscripts are needed and the 4th-rank tensor Cykl can be
presented in a 2 dimensional matrix (6 x 6) which is easier to visualize. The abbreviated 
subscript also can be used for the stress and strain. With this notation, the stress and strain 
can be written as a 6x 1 matrices.
A2.3.Basic acoustic equations written in matrices.
Using matrices during computation can be very convenient. For instance, in 
M athematica programming environm ent where matrix operations are fully supported,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Page 130
com putations expressed as matrices can be coded more concisely. Anticipating the 
com putational work, in this section the three basic acoustic equations will be written in 
matrices. The matrices for the strain, stress and displacem ent are:
[s] =
^xx S,"
Syy cm
00
Szz s 3
2Syz S4
2S X Z S5
'"’S“ J xy_ _S6
H -
-
^xx <*l
O y y a 2
®zz _ <*3
a yz <*4
<*xz <*5
_a xv 5 6
[u] = (A 2 .6 )
where the Arabic numerals are the abbreviated subscripts. With m atrices. Eq. (A2.1), the 
first o f the three basic equation, can be written as
M  [a] = " P c 2 [u] (A 2 .7 )
where
a. 0 0 0 a y ik i 0 0 0 ik 3 ik 2
0 3y 0 3Z 0 *x
= 0 ik 2 0 ik 3 0 ik ,
0 0 dy *x 0 0 0 ik3 ik-> ik i 0
(A 2 .8 )
and 3 X =  3 / 3 x . The last matrix in Eq. (A2.8) is the case for the displacem ent field:
Uj = Vj e x p [ i ( k ,x ,+ k 2x 2 + k3x3 - c t ) ] .  (A 2 .9 )
Eq. (A2.2), the constitutive equation relating the stress and strain can also be written as 
matrices:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Page 13!
H = [c] [s]
where £CJ is the elastic constant matrix.
(A2.10)
And finally Eq. (A2.3) also can be written in matrix form
[s] ■ D>.s] [«]
where:
0
rO
i k ,  0
1
o
0 3 y 0
r 1
o
0
0 0 0  0 ik 3
0 5 y 0  i k . i k 2
0 3* i k 3 0 ik ,
? y 3.x
0 i k 0 ik , 0
(A 2 .ll)
(A2.12)
By using all these matrices, Eq. (A2.8) can be rewritten:
[3 x ° ]  t ]  [ 3 .S ]  [u ] =  - P c 2  [u ]  • ‘A 2 .I3 )
This is Eq. (A2.4) in matrix notation. If the last terms of Eq. (A2.8) and Eq. (A2.12) have
been used, Eq. (A 2 .13) becomes an algebraic equation and the displacem ent matrix £UJ
can be omitted to give the dispersion relation of the wave:
M  [c] 0 ,s ]  = -p c 2 . (A2.14)
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A2.4.Coordinate transformation
It is a common practice in physics to apply rotation operations in order to facilitate 
calculations. When the rotation is applied to the system, it is called active rotation. On the 
other hand, when the rotation is performed on the coordinate axis (leaving the system
specimen specimen
Figure A2.1. Passive rotation for solving the acoustic wave equation 
in crystalline media. The arrows indicate propagation directions.
unchanged), the process is known as passive rotation [64]. By using passive rotation Eq. 
(A2.1), Eq. (A2.2) and Eq. (A2.3) can be defined in the most convenient coordinate 
system. For instance, Figure 2.1 shows a crystalline specimen on which acoustic waves 
can propagate along any direction. W hen solving the wave equation for this system, it is 
convenient to keep the propagation direction to be always along the x-axis, because the 
solution will simply depends only on x. This is done by rotating the coordinate system 
(passive rotation). Consequently the elastic constants also have to be defined in the rotated
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(un-primed) coordinate. Since the elastic constants listed in the literatures are normally 
listed with respect to the natural crystalline principle axis, rotation operations have to be 
performed. The formula is [9]
^mnop  P i m P j n P k o P l p ^ "  i j k l ' 
For rotation around the z-axis (as in Figure 2.1):
(A 2 .15 )
P =
cost!) sin<t> 0 
-sintf) costj) 0 
0 0 1
(A 2 .16 )
where $ is the rotation angle between x and x \  Here, Cjjkl are the elastic constants defined 
in the rotated coordinate axis (X|. x2, x3) and c 'mnop are the elastic constants with respect 
to the natural crystalline axis (x’ [, x’2, x ’3).
W hen the elastic constants are written in a 6x6 matrix by using the abbreviated 
subscript, the rotation operation is performed by making use o f the so called Bond 
matrices [23]. As an example, the Bond matrix for the rotation represented by Eq. (A2.16) 
is
[b] =
1
COS~<f)
•)
sin“(j) 0 0 0 sin2<j)
1
sin”<t> C0S"<1) 0 0 0 -sin2<j>
0 0 1 0 0 0
0 0 0 cost)) -sintj) 0
0 0 0 sin<[> cos<j> 0
—sin 20 
2
sin20
2
0 0 0 cos2<{>
(A 2 .1 7 )
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To rotate a 6x6 elastic constant matrix written in abbreviated subscripts, the following 
equation is used:
where B
[c] ■ [b]  [ c ]  [b
is the transpose o f the Bond matrix.
(A 2 .1 8 )
A2.5.Rayleigh Wave Propagation on a Free Isotropic Surface
An isotropic media has an elastic constant matrix
[c] =
C II C12 C j -) 0 0 0
C|2 cll C j2 0 0 0
C[2 C 12 C II 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44
(A 2 .1 9 )
where c !2 = c , , -  2 cu . Rayleigh wave only propagates on the surface o f the specim en.
Since the propagation o f Rayleigh wave is concentrated near to the surface, the 
displacem ent field to decay exponentially in the depth o f the media:
u  = v e 'P x - '|'z e IQ n. (A 2 .2 0 )
w h e r e  p  a n d  y  a r e  t h e  w a v e  n u m b e r s  a l o n g  t h e  x  a n d  z  - a x i s ,  CD is t h e  a n g u l a r  f r e q u e n c y  o f
the wave. Substituting this displacement field into Eq. (A2.13) gives
[ k ]  [ v ]  =  0 . (A 2 .2 1 )
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where Jk J is a symmetric 3x3 matrix w ith elements
* . . =  - ‘ . .P 2 + C-u'f2 + pCO2 * 1 2 =  * 2 1 = 0
K 22 = - c « P 2 + C4472 + pQ) 2 * 1 3 =  * 3 . = iY P(C 44-cn )
* 3 3 = -C-uP2 + C ii 7 2 + p 0 2 * 2 3 =  * 3 2 = 0
(A2.22)
and [v]  is the 3x 1 matrix for the eigenvector o f the wave v . Non-triviai solutions for [|VJ 
can be obtained if the determinant of is zero. This condition gives six values of y for
the waves:
Y l = ± / p^  y5 . ± p * - e « :
'V c l 1 H C44
(A2.23)
and the other two y’s are the same as ys . The subscripts L and S have been attached to the 
y’s, because the dispersion relations are similar to the one for longitudinal and shear 
waves. Solving for the eigenfunctions o f  yields
- i p / y
r°i
- i y / p
c'l = 0 v 2 = 1 v 3 = 0
1 Pi 1
(A2.24)
with two identical eigenfunctions for v-,. By performing dot product operations on these 
eigenvectors with the wave-vector ((3. 0, iy ) , it is straightforward to show that v, 
corresponds to the longitudinal wave w hile v , and v 3 to the shear wave.
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The Rayleigh wave is uniform along the y-direction, therefore its displacement field 
can be taken as a linear combination o f only v, and v3 :
u = (A  v, e'P* YlZ + B v 3 e'Px YsZ) » I O H (A2.25)
By using Eq. (A2.10), the relevant stress ct3 = G zz  and ct5 = G xz  can be computed. To
satisfy the boundary condition at z = 0 the stresses, shown below as a  matrix equation, 
have to be equal to zero:
- c « - ( P '  + Ys)
Yl
- 2  • c 44 • Ys
* - 2  c 4 4 -  Y s P
i - C 4 4 - ( P "  + Ys)
=  0 . (A2.26)
Non-trivial solutions o f A and B require the determinant of the middle matrix to be zero:
4 P 2YiYs - ( P 2 + Ys2) :  = 0 . (A 2 .ll)
This is the dispersion relation for the Rayleigh wave. It can also be written in term s o f the
longitudinal velocity VL, shear velocity Vs and Rayleigh wave velocity VR [14]:
W-G?)V dn4 + 8 = 0 . (A2.28)
where:
Vo =  “  Vr p . (A2.29)
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This equation has a real root, the Rayleigh root, which can be stated in the approximate 
form as [14]
ks VR 0.87+1.12c  
(3 Vs 1 + aP v : (A2.30)
The Rayleigh wave is a nondispersive wave, with V R varying from 0.87 V s to 0.95 V s as 
Poisson’s ratio varies from 0 to 0.5.
A2.6.Reflection Function and Rayleigh Wave Propagation
The previous section provides an introduction to Rayleigh waves propagation. Here
understanding the formalism used in this study. Instead of solving the problem by 
assuming a combination o f longitudinal and shear wave, this approach begins by solving 
the problem of reflection and refraction of waves on the boundary of a free half-space. The 
resulting reflection coefficient is then used to derive the dispersion relation for the 
Rayleigh wave. This section illustrates the fact that reflection coefficients contain 
information on Rayleigh waves.
Assume a displacement field for the waves in an isotropic space to be plane waves:
the same problem will be solved by using a different approach which will be beneficial in
u = v e ‘ + 'fz ' e ie}: (A2.31)
Substituting this displacement field into Eq. (A2.13) gives
(A2.32)
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where [jcj *s a symmetric 3x3 matrix with elements
K|| = —c 11P- — C44Y- + pco- K12 = K21 = 0
K 22 =  - C 4 4 P 2 - C4 4 Y 2 +  P C° 2 K I3 =  K 31 =  Y P ( c 4 4 ~ c l l )  • ( A 2 . 3 3 )
K 33 = - C44p2 - c llY2 +  P “ 2 ^ 2 3  =  K 32 = 0
Non-trivial solutions o f  can be obtained if the determ inant o f  is zero. This condition 
gives six values o f y:
VL = ± j - ^  Ys = ± / - P ^ ( A 2 . 3 4 )
•11 y 44
The other two are the same as y s . The subscript L is for the longitudinal wave and S for
the shear wave. Solving for the eigenfunction o f |j<;J yields 6  vectors:
± p / y 0 T y /p
*1 = 0 v2 = 1 v 3 = 0
1 0 1
( A 2 . 3 5 )
Note that there are two identical eigenfunctions for v2 . The Rayleigh wave is uniform 
along the y-direction, so its displacem ent field is a linear combination o f  v, and v 3 .
W ithout losing generality on the final result, the incoming wave can be assum ed to be a 
shear wave:
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/
- y / p
u, = 0
1
,i (P.x+yszj »i tut
The reflected wave are a combination of longitudinal and shear waves:
f
- p / y y / p
\
Ur = R l 0
e i ( p x  + YLz) +  Rs
0
e i - ( p x + y s z)
I 1 _ 1 /
>IClU
And the total displacement in the solid is the vector sum o f these fields:
u = u, + uR .
Figure 2.2 illustrate the displacement field in the isotropic half-space.
z Reflected
shear wave
. Reflected
\
*  longitudinal
/  wave
Incoming \
shear wave \
f X
fo s /s s s a s //////////////.
Figure A2.2. The reflection and refraction o f  shear and 
longitudinal waves on a free-surface [23]
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By using Eq. (A2.10) the relevant stress a 3 = a zz  and a 5 = crxz can be computed. To
satisfy the boundary condition at z = 0  the stresses, shown below as a matrix, have to be 
equal to zero:
(P “ + Y[)C i 1- 2 P - c«
-21(^44
~ 2 i YsC44
( P 2 - Y s ) C4 4
- i p
R,
2 iT sc44
( P 2 - Y s ) c 44
- i p
Is = 0 . (A2.39)
Solving for the reflection coefficients, which are defined as the ratios of the amplitudes 
yields
R l
Rsl = p
^ Y lYs C P '-Y s )
R-SS -  —  -
s 4 P ‘ 7LYS +  ( P “ - Y s )  
R s 4 p 2YLYs - ( P 2 - Y s ) ‘
(A2.40)
Is 4 p 27LYs + (p 2 -Y s )2 
To arrive at these equations. Eq. (A2.34) have been used to elim inate c n and C4 4 .
The dispersion relation o f  Rayleigh wave can be derived from Eq. (A2.40). Since the 
propagation is confined to the surface, a Rayleigh wave can be viewed as a guided wave 
with its longitudinal and shear waves constituents bounce back and forth on the surface, as 
shown in Figure 2.3 A and B. (As long as the curvature of the surface is not com parable to 
the wavelength, the surface wave propagates without significant scattering). Therefore 
these waves have to satisfy the following conditions [23]:
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where Is and IL are the am plitude o f the incoming shear and longitudinal waves. R s 
and R l are the amplitude o f the reflected shear and longitudinal waves. T heir wave 
numbers have to satisfy [23]
where (3 is the wave vector of the guided wave. k tL and ktS are the transverse wave vector 
components for the longitudinal and shear waves.
As shown in Figure 2.3 C. there are no incident waves arriving from the depth of the 
substrate ( Is =  IL = 0 ) to create a Rayleigh wave, but the reflected waves R L and R s
in Eq. (A2.41) must still exist. This obviously requires the reflection coefficients R s s , R LS,
R ll and Rsl all become infinite. That is, the denominator to the reflection coefficient
formulas in Eq. (A2.40) must be zero. Therefore the condition that has to be satisfied for 
Rayleigh wave to occur is [23]
(A2.42)
4 P 2YLYS +  ( P 2 - Y s ) '  = 0. (A2.43)
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/  i w /M m m y ///'////,V \  i
/  i
A  /  i
/  i
\ V \ |  r l /r s l  
\  1
/  1 
/  i
[s  f  1 
■
\  1
\  Rs /Rss
/  I \ S v  1
B  t
I
I
I
i
*
\  i r l /r l l  
\  1 
\  1 
V i
1 r s / r l s
r
c
S u r f a c e  w a v e
R l  ~  + r l l il )h^ is  =  o
Rs =  (^SS^S + RS L ^ IL = IS  = 0
Figure A2.3. Rayleigh wave is generated when Is = IL = 0 [23]
The reflected waves now are both evanescent, decaying exponentially into the depth of the 
substrate. Consequently as detailed previously, the transverse components of the wave 
vectors are imaginary and can be obtained by substituting
(A2.44)
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Leaky Rayleigh Waves
Accordingly, Eq. (A2.43) can now be rewritten as
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4 p 2YLYs + ( P 2 + Y s f  =  0 .  (A2.45)
Although calculated through a different approach. Eq. (A2.45) is exactly the same as Eq.
(A2.27), the dispersion relation for Rayleigh wave derived previously. Thus Rayleigh
wave propagation can be solve by starting with the reflection coefficient of the surface
A2.7.Leaky Rayleigh Waves
When the surface is loaded with liquid such as water, the Rayleigh waves radiate 
energy to the liquid as they travel along the surface. In acoustic microscopy water is used 
as the coupling liquid and the problem of leaky Rayleigh wave can also be solved by 
com puting the reflection coefficient o f waves on the liquid-solid interface.
O f the six boundary conditions (continuity across the boundary o f the three 
components of displacement and the three components o f stress), those concerned with 
displacement and stress in the y-direction are not relevant because o f the symmetry of the 
problem. The displacement in the x-direction is also irrelevant since the fluid is assumed to 
be capable o f sliding freely on the surface. Hence, there are only 3 relevant boundary 
conditions: the continuity of displacement and stress normal to the surface (u 2 and crzz)
and the zero stress parallel to the surface (crxz = 0 ) .
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Consider a longitudinal wave impinging on a  water-solid interface. The transmitted 
wave in the isotropic solid can be constructed from the result in Appendix 2. Rewriting 
Eq. (A2.34), the six dispersion relations o f the waves in the solid are
Y l = ±J_p2 + ^ ~  =  ± 7 ~ P 2 +  k L Y s =  ± J ~ p2  +  7 ^ '  =  ± 7 - P 2 +  k s - < A2- 
The other two relations are the sam e as y s . Eq. (A2.35) gives the 6 eigenfunctions:
46)
± p / y 0 =FY/p
V| = 0 v :  = 1 V; = 0
1 0 1
(A2.47)
Note that there are two identical eigenfunctions for v-,. In the solid, the transm itted wave 
is a combination o f longitudinal and shear wave. Therefore its displacement field can be 
taken as a linear combination o f and v^ :
/
- p / y L Y s / p
\
u soIid T L 0
e i ( | 3 x - Y Lz )  +  T s
0
e i ( P x - y s z)
V 1 1 y
>t(l)t (A2.48)
In water only the longitudinal mode is supported, because there is only one elastic 
constant:
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c w l l C w I I C w l l 0 0 0
C w l  1 C w i l C w l l 0 0 0
c w l l C w l l C w  I I 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
Therefore the dispersion relation is:
=  J -  p 2 +  k l  (A2.50)
-V cwll
and the eigenvector is:
vw =
P / y w
0 (A2.5I)
The displacement in the water can consequently be written as a com bination o f incoming
and reflected longitudinal waves:
(
- p / Y w P / Y w
\
C
l
s II K 0 e i (P*-7wZ) + Rw 0
e i (Px  + Y w Z )
I 1 I y
Figure 2.4 shows the displacem ent fields in the solid and water.
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Incoming
longitudinal
wave
Reflected
longitudinal
wave
Transmitted 
longitudinal 
and shear waves
Figure A2.4. The displacem ent fields in the water and solid
At the water-solid boundary (z = 0) the displacement at the z-direction and stresses 
c 3 =  Gzz and <r5 = G xz shown below as matrices, must be continuous:
f 1
u 3
<*3
_°5
I 1
( P 2 + y ; ) c w 11 ( p 2 + y « .)c w I1 V
w
»Yw ~ 'Y w  
0 0
_RW
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I 1
u 3 ( P 2 +  Y l ) c II  - 2 P 2 ° 4 4
“ 2 i Y s C44
( P 2 - Y s ) ° 4 4
T ,
<*3
_ ° 5 solid
>Yl
2 i p C 4 4
x L 
_T S
- i P  J
(A2.54)
The stresses a 3 = a zz and a 5 = a xz were com puted with Eq. (A2.10). To satisfy the
continuity o f  stress and displacement Eq. (A2.53) and Eq. (A2.54) have to be equal. From 
this continuity condition, the reflection coefficient can be calculated:
=  R w =  - ( 4 ( 3 2YLTS +  ( p 2 -  Y s ) 2 ) • YWP S +  ( P 2 +  Ys)~  ■ YLP
LL j  ^ ■) 2 ' i n ' *
w
(A 2.55)
(4 (3" y lY s +  (P" -  Ys)") ‘ Y w P s +  (P" +  Ys)" • Y l P w
By substituting Eq. (A2.46) and Eq. (A2.50) and defining k x =  (5, this equation can be 
easily converted into the form that appears in [27]:
[ ( 2 k 2 -  k 2)2 -  4 k 2/v/ ( k 2 - k 2) ( k 2 - k 2)] -  i ^ i j ( k l - k l ) ( k l - k l )
Pw
R l l  = (A 2.56)
[ ( 2 k 2 -  k 2)2 -  4 k 27 ( k 2 - k 2 ) ( k 2 - k 2)] + i - ^ - k t V ( k 2 - k 2 ) ( k 2 - k 2)
Pw
Similar to the case of reflection on a free half-space surface, the Rayleigh wave will be 
generated when the denominator of Eq. (A2.55) or Eq. (A2.56) is zero. Therefore the 
dispersion relation of the Rayleigh wave can be obtain by com puting the pole o f the 
reflection coefficient:
( 4 P 2YlYs +  ( P 2 - Y s ) 2) • YwP s +  ( P 2 +  Ys ) 2 - Y l P w =  ° - (A 2.57)
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Notice that if p w —> 0 and by substituting y s -»  iys , the dispersion relation o f Rayleigh 
wave on a free surface can be recovered.
The pole will be labelled as P = Pp and its value is a complex number:
Pp =  pL +  i a L- (A2.58)
where the subscript L stands for “leaky”. This situation can be com pared to the free
surface solution, by examining further the Rayleigh wave number on a free surface (which 
will be called PF ) that has been derived previously. Bertoni [27] found that a L/ p F « 1
and ( PL — PF) / p F « a L/ p F . Therefore the value o f a L is small and PL is very close to
PF .In Eq. (A2.58), the complex portion ocL indicates dissipation o f the Rayleigh wave
due to leakage of energy into the water. This is the reason for adding the word “leaky” to 
Rayleigh waves in this arrangement.
The above discussion does not include the viscosity of the liquid. A viscous fluid 
supports shear wave. When both media support longitudinal and shear waves, the wave 
that propagates in their interface is called the Stoneley wave [23]. The velocity o f this type 
o f waves lie between the Rayleigh velocity and the shear velocity o f the denser media. 
However, viscous fluids only support shear waves over a very short distance (-8 0  nm for 
water at 50 MHz). This distance is much shorter then the depth over which the Stoneley 
wave would have extended into the two media. Therefore, the Stoneley wave cannot be 
excited and the situation can be modelled accurately by the leaky Rayleigh wave.
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The last two sections have illustrated the fact that reflection coefficients contain 
information on Rayleigh wave propagation. For a water loaded specimen, the reflection 
coefficient R(0) contains contributions from various reflected waves, including waves 
radiated by the leaky Rayleigh waves.
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Appendix 3 
XPS Data Analysis Program
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Curve-synthesis of XPS spectra
Agus A. Ananda (Physics, W&M)
S  Load the Levenberg-Marguardt non-linear routine
«NonlinearFit2 .m 
?NonlinearFit
■ Create a model with 4 Gaussian-Lorentzian peaks + tail functions, 
(polynomial back-ground included).
(*The fitted parameters*)
pars = {hi,xol,h2,xo2,h3,xo3,h4,xo4,bl2,b34,m, tm, ct, et,mL,bL};
(*Initial guess*)
parsO = {11000.01, -138.113,
9000.03, -142.91,
2000.01, -136.21,
1000.01, -141.21,
0.8243,0.8243,
u. 83859, 0.001292, 0.0264, 2.49267,
-95 .799, -9260},-
(*Back-ground initial guess*) 
parsBGO = {m3L -> 2.399528109883328018,
m2L -> 327=.495705034007598, 
mL -> 1.492598016049290132*10^6, 
bL -> 2 .2643602061I0562536*10''8} ,-
Clear [GL1, Tl, Yl, GL2, T2, Y2, Yall, f,L, parsBG, parsYl, parsY2],- 
parsBG = {mL,bL};
parsYl = {hi,xol,bl2,m, tm,ct,et}; 
parsY2 = {h2 , xo2 , bl2 ,m, tm, ct, et} ,- 
parsY3 = {h3 ,xo3 , b34,m, tm, ct, et},- 
parsY4 = {h4,xo4, b34,m, tm, ct, et} ,-
(♦Fitting functions for 4-peaks*)
GL1[x_,{xol_,bl2_,m_}] =
Exp[-2*(1-m)*((x-xol)/bl2)"2]/(1+m* (x-xol)~2/bl2~2);
Tl[x_,{xol_,tm_,ct_,et_} ] =
Abs[tm]*Abs[ct] + Abs [ (1-Abs [tm] )] *Exp[ (x-xol) *et] ;
Yl[x_,{hl_,xol_,bl2_,m_, tm_, ct_,et_}] : =
hl*GLl[x,{xol,bl2,m}] /; (x > xol);
Yl[x_,{hl_,xol_,b!2_,m_, tm_,ct_,et_}] : =
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hi*(GL1[x,{xol,bl2,ra}] +
(1.0 - GL1[x, {xol,bl2,m}])*TI[x,{xol, tm,ct, et}]) / ; (x < xol),-
GL2 [x_, {xo2_, bl2_, m_} ] =
Exp [-2* (1-m) * ( (x-xo2) /bl2) "2] / (1+m* (x-xo2)A2/bl2A2 ) ;
T2[x_,{xo2_,tm_,ct_,et_}] =
Abs[tm]*Abs[ct] + Abs[(1-Abs[tm])]*Exp[(x-xo2)*et] ;
Y2 [x_, {h2_, xo2_, bl2_,m_, tm_, ct_, et_} ] : = 
h2*GL2[x,{xo2,bl2,m} ] /,- (x > xo2);
Y2 [x_, {h2_,xo2_,bl2_,m_, tm_,ct_,et_} ] : = 
h2*(GL2[x,{xo2, bl2, m} ] +
(1.0 - GL2 [x, {xo2 , bl2 , m} ] ) *T2 [x, {xo2, tm, ct, et} ] ) /; (x < xo2) ;
GL3[x_, {xo3_,b34_, m_}] =
Exp [-2*(1-m)*((x-xo3)/b34)A2]/(1+m*(x-xo3)A2/b34A2 ) ;
T3[x_, {xo3_,tm_,ct_,et_] ] =
Abs [ tm] *Abs [ct] + Abs [(1-Abs [tm] )] *Exp [ (x-xo3) *et] ,- 
Y3[x_, {h3_,xo3_, b34_,m_,tm_,ct_,et_]] : = 
h3*GL3[x,{xo3,b34,m}] / ,- (x > xo3);
Y3[x_, {h3_,xo3_, b34_,m_,tm_,ct_,et_} ] : = 
h3* (GL3[x,{xo3,b34, m} ] +
(1.0 - GL3 [x, {xo3 , b34, m} ] ) *T3 [x, {xo3 , tm, ct, et} ] ) /; (x < xo3 ) ,-
GL4[x_,{xo4_,b34_,m_}] =
Exp [-2*(1-m)*((x-xo4)/b34)A2]/ (1+m*(x-xo4)A2/b34A2 ) ;
T4[x_, {xo4_,tm_,ct_,et_} ] =
Abs [tm] *Abs [ct] + Abs [ (1-Abs [tm] )] *Exp[ (x-xo4) *et] ,- 
Y4[x_, {h4_,xo4_, b34_,m_,tm_, ct_, et_} ] : = 
h4*GL4 [x, (xo4 , b34, m} ] 1,- (x > xo4) ;
Y4[x_, {h4_,xo4_,b34_,m_,tm_,ct_,et_}] : = 
h4* (GL4[x,{xo4,b34, m} ] +
(1.0 - GL4[x,{xo4,b34,m}])*T4[x,{xo4, tm, ct, et} ] ) /; (x < xo4);
(*L[x_, {m3L_,m2L_, mL_,bL_}] = m3L*xA3 + m2L*xA2 + mL*x + bL;*)
L[x_,{mL_,bL_}1 = mL*x + bL;
f [x_, {hl_, xol_, h2_, xo2_, h3_, xo3_, h4_, xo4_, 
bl2_,b34_,m_, tm_,ct_,et_,mL_,bL_} ] =
Abs[Yl[x, {hi,xol,bl2,m,tm,ct,et}]] +
Abs [Y2 [x, {h2 , xo2 , bl2 , m, tm, ct, et} ] ] +
Abs [Y3 [x, {h3 , xo3, b34, m, tm, ct, et} ] ] +
Abs [Y4 [x, {h4,xo4, b34,m, tm, ct, et} ] ] +
Abs[L[x,{mL,bL}]];
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(*use only one of every n data points*) 
takeEveryN[oldata_,every_j :=
Module[{datC = Table[0, (2}],aatA,datB,datBt,nn, ii), 
nn = 2; (* the if of column in the matrix *)
Do [
(‘transpose to get nn number of rows*) 
datA = Transpose[oldata];
(‘split the ii-th row into "every" number of rows 
by using partition*) 
datB = Partition[datA[ [ii] ] .every] ,- 
datBt = Transpose [datB] ,-
(*get the every-th row*) 
datC[[ii]] = datBt[[every]],
{ii,1,nn)],- 
Transpose[datC]
] ;
■ Data: load experimental data.
(*bplot = OpenRead[“Hard Disk:Research:ESCA:PZT:Pb5d-data2.xps"];*)
bplot = OpenRead["Pb4f-data.xps"];
data = ReadList[bplot, Table[Number,{2}]];
Close[bplot];
Print["Dimensions = ".Dimensions[data]]; 
data = takeEveryN[data,2];
Print["Dimensions = ", Dimensions[data]]; 
datl = Transpose[data];
X = datl [ [1] ] ,-
Dimensions = {173, 2}
Dimensions = {86, 2}
(‘calculate and plot the guess-function*) 
tryO = (#,f[#,parsO]}& /@ X; (*for fitting*)
plotO = ListPlot[tryO,DisplayFunction->Identity, PlotJoined->True, 
Plotstyle->[RGBColor[0,1,0]}];
(‘plot the data*) 
data = Transpose[datl];
plotDat = ListPlot[data,DisplayFunction->Identity,
PlotStyle->[RGBColor[1,0,0]}];
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Show[plotO ,plotDat,DisplayFunction->$DisplayFunction, 
PlotLabel->“Model(G) and dara(R)“]
Model(G) and data(R)
1 6 0 0 0 • • •
1 4 0 0 0 •/ \
* \  / \
1 2 0 0 0 * \  '  \
« i\ ■
1 0 0 0 0
i >
.
• ; a.1 *
\ • \
8 0 0 0
•t n  «\
•
•
• • .  v
6 0 0 0 • \. •••*• *.%
• \
. . . . , . , . . . * • • • .  . . . .
- 1 4 7 . 5 - 1 4 2 . 5  - 1 4 0  - 1 3 7 . 5  2
-Graphics-
■ Do the actual fitting:
fitted =
NonlinearFit\
[data,f[x,pars], 
pars,x,Errors->0.1, 
InitialGuess->parsO, 
ProgressTrace->True]
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{h i  -> 11842.60089909511,  x o l  -> -138 .1021:47547751 ,  
h2 -> 9377.29748184334,  xo2 -> - 1 4 2 . 955C527195268. 
h3 -> 1238.373141434414,  xo3 -> -135 .9723158504078,  
h4 -> 1048.462506239778,  xo4  -> -141 .0165925660312 ,  
b ! 2  -> 0.7714031725593925,  b34  -> 0.728868832242614,  
m -> 0.889034488778859, tm -> -0 .0003474758311355583 ,  
c t  -> -0.01926740709825887,  et -> 1.700822889868635,  
mL -> -95 .8592426551253,  bL -> -9240 .6402248796 ,
Sigma [h i]  -> 0 .1423299933919003,
Sigma [ x o l]  ->  0 .00002061223531094171 ,
S igma[h2]  -> 0 .0798322100517805,
S igma[xo2]  -> 0 .00002105707506888872 ,
S ig m a [ h 3 ] -> 0 .1503888610148727,
S igma[xo3]  -> 0 .0000853588506766388,
S igma[h4]  -> 0 .1163276330140966,
S igma[xo4]  -> 0 .00007191226218261102,
S ig m a [ b l2 ]  -> 0 .00004190346131277717 ,
S ig m a [ b 3 4 ] -> 0 .000119365350847417,
Sigma[m] -> 0 .00003981345823162012 ,
S i g m a [ tm] -> 0 .0002705829603845415,
S i g m a [ c t ]  -> 0.0468066796460387,
S i g m a [ e t ]  -> 0. 0002078382560732712,
Sigma[mL] -> 0 .02815191050143021,
Sigma[bL]  -> 3.756307681946315}
(*Plot the fitted function*)
plot3 = ListPlot [{if, Release[f [#,pars]/. fitted] }& /<s X,
DisplayFunction->Identity, PlotJoined->True, 
PlotStyle->RGBColor[0,0,1]];
■ and plot it all together:
Show[plotO,plotDat,plot3,
DisplayFunction->$DisplayFunction,
PlotLabel->"Starting-fit(G), Data(R) and Final-fit (B )"]
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Starting-fit(G), Data(R) and Final-fit (B)
1 6 0 0 0
1 4 0 0 0
12000
10000
8 0 0 0
6 0 0 0
- 1 4 7 . 5 - 1 4 2  . 5 - 1 4 0 - 1 3 7 . 5 - 1 3 5
■ Calculating the area of peaks for composition, analysis
(*Reload data*)
bplot = OpenRead [''Hard Disk:Research: ESCA: PZT: Zr-data . xps" ] ;
(♦bplot = OpenRead["TiN4-final-clean-Ti.xps"];♦)
(*Skip[b, Number] ;♦)
data = ReadList[bplot, Table [Number, {2}]] ,-
Close[bplot];
datl = Transpose[data];
fitResult = fitted;
(♦Prepare data for plot*)
tryO = {#,(f[#,parsO] - L [#,parsBG]/.fitResult)}& /@ X; (♦for fitting*)
try = {#, ((f[#,pars] - L [#,parsBG])/.fitResult)}& /@ X;
tryl = {#, (Yl [#,parsYl]/.fitResult)}& /@ X;
try2 = {#,(Y2[#,parsY2]/.fitResult)}& /@ X;
try3 = {#,(Y3[#,parsY3]/.fitResult)}& /@ X;
try4 = {#, (Y4 [#,parsY4]/.fitResult)}& /@ X;
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(*set up the plot*)
plot = ListPloc [Cry, DisplayFunctiar.->Idencicy( PlotJoined->True,
PlocStyle->{RGBColor[0,1,C] }] ,- 
plotl = LiscPloC [tryl, DisplayFunction->Idencity, PlotJoined->True, 
PloCStyle->{RGBColor[0,0,1]}]; 
plot2 = LiscPloc [ Cry2 , DisplayFunction->Identity, PlotJoined->True, 
PlotStyle->{RGBColor[0,0,1]}]; 
plot3 = ListPlot [try3 , DisplayFunction->Identity, PlotJoined->True, 
PlocStyle->{RGBColor[0,0,1]}]; 
plot4 = ListPlot [ Cry4, DisplayFunccion->Idencity, PlotJoined->True, 
PlotStyle->{RGBColor[0,0,1]}],-
(*the raw data with the back-ground substracted*) 
datl[[2]] = datl[[2]] - ( (L [#, parsBG]/. fitResult) & /@ X) ,- 
data = Transpose[datl];
plotDat = ListPlot [data, DisplayFunction->Identity,
PlotStyle->{RGBColor[1,0,0]}];
Note on RGB colors of plots :
[0,1,0] = green 
[1,0,0] = red 
[0,0,1] = blue
(*Plot data, fitted-curve and individual peaks*)
Show [plot, plotl, plot2 , plot3 , plot4, plotDat, DisplayFunction->$DisplayFunction 
PlotLabel->"Model(G) and data{R)",PlotRange ->{0.0,13000.0}]
Model(G) and data(R)
12000
1 0 0 0 0
8 0 0 0
6 0 0 0
4 0 0 0
2 000
- 1 4 5 - 1 4 2 . 5- 1 4 7 . 5 - 1 4 0 - 1 3 7 . 5 - 1 3 5 - 1 3 2  . 5
-Graphics-
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( *Area under f itted-peaks*)
Ntry = Part[Dimensions[try],1]; Print[”Ntry=",Ntry]; 
rightTry = -138.0; 
leftTry = -144.0;
halfpeak = (h4/.fitResult)/2.0; Print[“halfPeak=",halfpeak] ; 
atry = try4;
arealTry = 0.0;
Do [If [ ( (atry [ [i, 1] ] <= rightTry) && (atry[[i+1,1]] >= leftTry)),
arealTry = arealTry + Abs[atry [[i,1]]-atry[[i+1,1]]]* 
(atry[[i,2]]+atry[[i+1,2]] ) /2.0] , [i, l,Ntry-l} ] ;
Print["areaFit =",arealTry];
arealTry = 0.0;
Do [If[(((atry[[i,1]] <= rightTry) && (atry[[i+1,1]] >= leftTry)) &&
((atry[ [i,2]] >= halfpeak) && (atry [[i + 1,2]] >= halfpeak))), 
arealTry = arealTry + Abs[atry [[i,1]]-atry[[i + 1,1]]]*
((atry [ [i,2]]+atry[[i + 1,2]])/2.0 - halfpeak)],{i,1,Ntry-1}]; 
Print["areaFit(1/2-peak) =“,arealTry] ;
N tr y = 8 6
ha. l fPea.k=524.231  
a r e a F i t  =1787.58  
a r e a F i t (1 / 2 - p e a k )  =471.624
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(*Area under raw-data*)
Ndata = Part[Dimensions[data],1]; Print["Ndata=",Ndata];
left = -456.0;
right = -452.0;
halfpeak = N[14100/2];
areal = 0.0;
Do [If[((data[[i, 1]] <= right) &£ (data[[i + 1,1]j >= left)),
areal = areal + Abs [data[[i,1]]-data [[i + 1,1]]]*
(data[[i, 2]]+data[[i + l,2]])/2.0],{i,1,Ndata-1}];
Print[“areaData = “,areal],-
arealTry = 0.0;
Do [If[(((data[[i,1]] <= right) && (data[[i+1,1]] >= left)) &&
((data[[i,2]] >= halfpeak) && (data[[i+1, 2]] >= halfpeak))), 
arealTry = arealTry + Abs[data[[i,1]]-data[[i+1,1] ]] *
((data[[i, 2]]+data[[i + 1,2]])/2.0 - halfpeak)],{i,1,Ndata-1}]; 
Print["areaFit(1/2-peak) = “,arealTry];
Ndata=352
areaData =32743 .
areaFit(1/2-peak) =9028.38
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■ Save the results for later use.
(*writeFit = OpenWrite["Hard Disk:Research:ESCA:PZT:Ti-fit .xps"];*)
writeFit = OpenWrite["Pb4f-fit2.xps“];
Ndata = Part[Dimensions[data] , 1] ; Print["Ndata=",Ndata];
outf = OutputForm[" ”],-
Write[writeFit,
OutputForm["energy "],
OutputForm["data " ] ,
OutputForm[“fit-try "],
OutputFormf"fit-all ”],
OutputForm["fitpkl " ] ,
OutputFormf“fitpk2 
OutputFormf“fitpk3 “ ] ,
OutputForm["fitpk4 "]];
outform[datl_,i i ] : =
Module[{ddat},
ddat = OutputForm[N[datl[[ii, 2]] ,4]];
If[N[datl[[ii,23]] < 10“-5, ddat = OutputForm[0.0jj; 
ddat
] ;
Do[Write[writeFit,
OutputForm[N[data[[i, 1 ] ] , 4 ] ] , outf, 
outform[data,i] ,outf, 
outform[tryO,i],outf, 
outform[try,i] , outf, 
outform[tryl,i] , outf, 
outform[try2,i] , outf, 
outform[try3,i],outf, 
outform[try4,i]],
[i, 1, Ndata) ] ,-
Close[writeFit],-
* * * * * * * * * * * * ** ** ** ** ** ** ** ** ** ** **  o f  P rogram  * * *********************************
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