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Abstract
We propose a novel framework that unifies and extends existing methods of transfer
learning (TL) for regression. To bridge a pretrained source model to the model on
a target task, we introduce a density-ratio reweighting function, which is estimated
through the Bayesian framework with a specific prior distribution. By changing two
intrinsic hyperparameters and the choice of the density-ratio model, the proposed
method can integrate three popular methods of TL: TL based on cross-domain
similarity regularization, a probabilistic TL using the density-ratio estimation, and
fine-tuning of pretrained neural networks. Moreover, the proposed method can
benefit from its simple implementation without any additional cost; the model can
be fully trained using off-the-shelf libraries for supervised learning in which the
original output variable is simply transformed to a new output. We demonstrate its
simplicity, generality, and applicability using various real data applications.
1 Introduction
Transfer learning (TL) [1, 2] is an increasingly popular machine learning framework that covers
a broad range of techniques to which a set of models trained on source tasks is repurposed on
another task of interest. It is proven that TL has the potential to significantly improve the prediction
performance on the target task, in particular, under a limited supply of training data in which the
learning from scratch is less effective. To date, the most outstanding successes of TL have been
brought from deep neural networks [3]. One or more layers in pretrained neural networks are refined
to the new task with the limited target dataset while the remaining layers are either left frozen (frozen
featurizer) or almost unchanged (fine-tuning) during the cross-domain adaptation.
In this study, we aim to establish a new class of TL, which is applicable to any regression models.
The proposed class unifies different classes of existing TL methods for regression. To model the
transition from a pretrained model to a new model, we introduce a density-ratio reweighting function.
The density-ratio function is estimated by conducting a Bayesian inference with a specific prior
distribution while keeping the given source model unchanged. Two hyperparameters and the choice
of the density-ratio model characterize the proposed class. It can integrate and extend three popular
methods of TL within a unified framework, including TL based on the cross-domain similarity
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regularization [4–6], TL based on density-ratio estimation [7, 8], and the fine-tuning of pretrained
neural networks [3, 9, 10].
In general, the model transfer operates through a regularization scheme to leverage the transferred
knowledge between different tasks. A conventional regularization aims to retain similarity between
the pretrained and transferred models. This natural idea is what we referred to as the cross-domain
similarity regularization. On the other hand, the density-ratio method operates with an opposite
learning objective that we call the cross-domain dissimilarity regularization; the discrepancy between
two tasks is modeled and inferred, and the transferred model is a weighted sum of the pretrained
source model and the newly trained model on the discrepancy. These totally different methods can be
unified within the proposed framework.
To summarize, the methodological features and contributions of our method are as follows:
• The method can operate with any kinds of regression models.
• The proposed class, which has two hyperparameters, can unify and hybridize three existing
methods of TL, including the regularization based on cross-domain similarity and dissimilarity.
• The two hyperparameters and a model for the density-ratio function are selected through cross-
validation. With this unified workflow, an ordinary supervised learning without transfer can also
be chosen if the previous learning experience interferes with learning in the new task.
• The proposed method can be implemented with no extra cost. With a simple transformation
of the output variable, the model can be trained using off-the-shelf libraries for regression that
implement the `2-loss minimization with any regularization scheme. In addition, the method is
applicable in scenarios where only the source model is accessible but not the source data.
Practical benefits of bridging totally different methods in the unified workflow are demonstrated on a
wide range of prediction tasks in science and engineering applications.
2 Proposed method
We are given a pretrained model y = fs(x) on the source task, which defines the mapping between
any input x to a real-valued output y ∈ R. The objective is to transform the given fs(x) into a target
model y = ft(x) by using n instances from the target domain, D = {(xi, yi)}ni=1.
Inspired by [7], we apply the probabilistic modeling for the transition from fs(x) to ft(x). With the
conditional distribution ps(y|x) of the source task, the one on the target can be written as
pt(y|x) = w(y, x)ps(y|x) where w(y, x) = pt(y|x)/ps(y|x). (1)
Consider that the source distribution is modelled by ps(y|x, fs) which involves the pretrained fs(x).
In addition, the density-ratio function w(y, x) is separately modeled as w(y, x|θw) with an unknown
parameter θw, which will be associated with a regression model fθw(x). The target model pt(y|x, θw)
is then
pt(y|x, θw) = w(y, x|θw)ps(y|x, fs) such that ∀x :
∫
w(y, x|θw)ps(y|x, fs)dy = 1, (2)
where the normalization constraint is subject to the conditional distribution.
We employ Bayesian inference to estimate the unknown θw in the density-ratio model w(y, x|θw).
The target model pt(y|x, θw) is given to the likelihood, and a prior distribution p(θw|fs) is placed on
θw, which depends on the given fs. The posterior distribution is then
p(θw|D) ∝
n∏
i=1
pt(yi|xi, θw)p(θw|fs). (3)
The two building blocks of the likelihood function are modelled by
w(y, x|θw) ∝ exp
(
− (y − fθw(x))
2
σ
)
and ps(y|x, fs) ∝ exp
(
− (y − fs(x))
2
η
)
, (4)
where σ > 0 and η > 0. The normalization constant for the product of the two expressions on
the right-hand side of Eq. 4 is given as exp
(−(σ + η)−1(fs(x)− fθw(x))2), which depends on
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the proximity of fθw(x) to fs(x). In addition, with the prior p(θw|fs), we aim to regularize the
training based on the discrepancy of the two models. To handle fθw(x) and fs(x), which can
belong to different classes of regression models, we introduce a prior distribution that implements a
function-based regularization as
p(θw|fs) ∝ exp
(
−
m∑
i=1
(fs(ui)− fθw(ui))2
λ
)
, λ ∈ R\{0}. (5)
The discrepancy is measured by the sum of their squared distances over m input values U = {ui}mi=1.
Hereafter, we use the n observed inputs in D for U . The posterior distribution involves three
hyperparameters (σ, η, λ). Note that λ can be either positive or negative to control the degree of
deviation, positively or negatively. As described below, this Gaussian-type modeling leads to an
analytic workflow that can benefit from less effort on the implementation.
We consider the MAP (maximum a posteriori) estimation of θw and a class of prediction functions
yˆ(x) that are characterized by two hyperparameters τ and ρ:
θˆw=arg min
θw
n∑
i=1
{
(yi − fθw(xi))2 − τ(fs(xi)− fθw(xi))2
}
, τ =
σ
σ + η
− σ
λ
∈ (−∞, 1), (6)
yˆ(x) = (1− ρ)fθˆw(x) + ρfs(x), ρ =
σ
σ + η
∈ (0, 1). (7)
In the training objective Eq. 6, the first term measures the goodness-of-fit with respect to D, and
the second term regularizes the training through the discrepancy between fθw(x) and the pretrained
fs(x). The prediction function Eq. 7 arises from yˆ(x) = argmaxy pt(y|x, θˆw), which corresponds to
the mode of the plug-in predictive distribution Eq. 2. Note that the original three hyperparameters are
reduced to τ ∈ (−∞, 1) and ρ ∈ (0, 1). With varying (τ, ρ) and arbitrary model on fθw(x) coupled
with the learning algorithms, the resulting class can bridge various methods of TL as described later.
3 Implementation cost
By completing the square of Eq. 6 with respect to fθw(x), the objective function can be rewritten as a
residual sum of squares on a transformed output variable z:
θˆw = arg min
θw
n∑
i=1
(zi − fθw(xi))2, zi =
yi − τfs(xi)
1− τ . (8)
Once the original output yi is simply converted to zi with a given fs(x) and τ , the model can be
trained by using a common library for regression that implements the minimization of the `2-loss.
Any regularization term, such as `1- or `2-regularization, can also be added. Therefore, the proposed
method is implementable at essentially no cost. In the applications shown later, we utilized ridge
regression, random forest regression, and neural networks as fθw(x). We simply used the standard
libraries of the R language (glmnet, ranger, and MXNet) without any customization or additional
coding.
Furthermore, as no source data appear in the objective function, the model is learnable by using
only training instances in a target domain as long as a source model is callable. This separately
learnable property will be a great advantage in cases where training the source model from scratch is
time-consuming, or source data are not disclosed.
4 Relations to existing methods
By adjusting (τ, ρ) coupled with the choice of fθw(x), our method can represent the different types
of TL as described below. Their relations in the class are visually overviewed in Figure 1.
Regularization based on cross-domain similarity
One of the most natural ideas for model refinement is to use the similarity to the pretrained fs(x)
as a constraint condition. Many studies have been made so far to incorporate such cross-domain
3
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Figure 1: Existing methods mapped onto the hyperparameter space (τ, ρ). The cross-domain
similarity regularization corresponds to τ < 0 and ρ = 0 (black line). If neural networks are put on
both fθw(x) and fs(x), this region corresponds to the fine-tuning of neural networks. If τ = ρ (blue
line), the class represents the density-ratio TL. The region with τ = ρ = 0 (black dot) or ρ = 1 (red
line) represents an ordinal regression without transfer or the case where a source model is directly
used as the target, respectively.
similarity regularization to TL or other related machine learning tasks such as avoiding catastrophic
forgetting in continual lifelong learning [10], knowledge distillation to compress pretrained complex
neural networks efficiently to simpler models [9].
Here, this type of regularization is described in a Bayesian fashion. We consider a posterior dis-
tribution of the same form as in Eq. 3, but impose the Gaussian distribution on the likelihood
pt(y|x, θw) = N (y|fθw(x), σ) and the same prior to Eq. 5 is given to p(θw|fs). Then, the MAP
estimator for θw and the mode of the plug-in predictive distribution are of the following form
θˆw = arg min
θw
n∑
i=1
{
(yi − fθw(xi))2 +
σ
λ
(fs(xi)− fθw(xi))2
}
and yˆ(x) = fθˆw(x). (9)
Our method can represent the MAP estimation with the objective function in Eq. 9 by restricting
the hyperparameter τ (or λ) to be negative, i.e., τ = −σ/λ < 0. The prediction function in Eq. 9
corresponds to ρ = 0 in our method. With a negative τ , the model fθw(x) is estimated to be closer to
the pretrained source model. Such a newly trained model is directly used as the prediction function
without using the source model.
Transfer learning based on neural networks
Currently, the most powerful and widely used method of TL relies on deep neural networks. When
neural networks are put on both fθw(x) and fs(x) in the objective function Eq. 9, the pretrained
fs(x) is fine-tuned to fθw(x) by retaining the cross-domain similarity between their output layers.
Transfer learning based on the density-ratio estimation
The density-ratio TL of [7] was designed to minimize the conditional Kullback-Leibler diver-
gence Ex∼q(x)[KL(q(y|x)||pt(y|x, θw))] between the true density q(y|x) and the transferred model
pt(y|x, θw) based on the density-ratio reweighting as in Eq. 2. As detailed in Supplementary Note A,
if the transfer model is paramterized in the same way as Eq. 4, the learning objective derived from an
empirical risk on the training set D takes the form
θˆw = arg min
θw
n∑
i=1
{
(yi − fθw(xi))2 − ρ(fs(xi)− fθw(xi))2
}
, ρ =
σ
σ + η
∈ [0, 1]. (10)
The second term represents the discrepancy between the density-ratio model and the source model
in which the degree of regularizaion is controlled by ρ ∈ (0, 1). For the prediction function, as
with Eq. 7, we consider yˆ(x) = (1− ρ)fθˆw(x) + ρfs(x) that corresponds to the plug-in estimator
argmaxy pt(y|x, θˆw).
In terms of the proposed class of TL, the method in [7] can be considered as a specific choice of
τ = ρ ∈ (0, 1) (the blue line in Figure 1). It is noted that the objective function in Eq. 10 resembles
Eq. 9 in the cross-domain similarity regularization. These two methods are regularized based on the
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discrepancy between fθw(x) and fs(x), but their regularization mechanisms work in the opposite
directions: the regularization parameter τ takes a positive value for the method in [7], while a negative
value for cross-domain similarity regularization.
Learning without transfer
The proposed class contains two learning schemes without transfer. If the hyperparameters are selected
to be τ = 0 and ρ = 0 (the black dot in Figure 1), the density-ratio model fˆθw(x) is estimated
without using the source model, and the resulting prediction model becomes yˆ(x) = fθˆw(x). This
corresponds to an ordinary regression procedure. When negative transfer occurs as the previous
learning experience interferes with learning in the new task, cross-validated hyperparameters would
be around τ = 0 and ρ = 0 . In addition, setting ρ = 1 (the red line in Figure 1), the source model
alone forms the prediction model as yˆ(x) = fs(x) regardless of any fθw(s). By cross-validating the
hyperparameters, the proposed framework will automatically determine when not to transfer without
using separate pipelines.
5 Selection of hyperparameters and preference to bias and variance
As described above, our method can hybridize various mechanisms of TL by adjusting τ and ρ.
The values of the hyperparameters are adjusted through cross-validation. Inevitably, the optimal
combination of the hyperparameters will differ depending on between-task relationships and the
choice for the target model.
Here, we show an expression of the mean squared error (MSE) based on the bias-variance de-
composition. For simplicity, we restrict fθˆw(x) to be in the set of all linear predictions taking the
form of fθˆw(x) = x
TSz. The n × n smoothing matrix S depends on n samples of p input feature
φ(xi) ∈ Rp (i = 1, . . . , n) with a predefined basis set φ, and z is a vector of n transformed outputs
zi (i = 1, . . . , n). For example, this class of prediction includes the kernel ridge regression.
We assume that y follows y = ft(x) +  where ft(x) denotes the true model and the observation
noise  has mean zero and variance σ2 . For the prediction function yˆ(x) = (1− ρ)fθˆw(x) + ρfs(x),
MSE(yˆ(x)) = Ey|x[y − yˆ(x)]2 can be expressed as:
MSE(yˆ(x)) =
[
ρ− τ
1− τ D(x) +
1− ρ
1− τ B1(x)−
τ(1− ρ)
1− τ B2(x)
]2
+
(
1− ρ
1− τ
)2
V(x) + σ2 , (11)
where
D(x) = ft(x)− fs(x), B1(x) = ft(x)− xTSft, B2(x) = fs(x)− xTSfs, V(x) = σ2xTSSTx.
(12)
The first term is the squared bias, which consists of three building blocks. D(x) represents the
discrepancy between ft(x) and fs(x). B1(x) is a bias of the linear estimator xTSft with respect
to the true model ft(x), assuming that n observations ft = (ft(x1), . . . , ft(xn))T for the unknown
ft(x) are given. Likewise, B2(x) is the bias of xTSfs with respect to fs(x). The second term
corresponds to the variance of yˆ(x). This is proportional to V(x) = σ2x
TSSTx. The third term is
the variance of the observation noise.
As discussed in Supplementary Note C, the relative magnitudes of Ex[D(x)2], Ex[B1(x)2],
Ex[B2(x)2], and Ex[V(x)] determine the optimal hyperparameters to the cross-domain similarity
regularization, the density-ratio TL, and the learning without transfer. In the numerical experiments
shown below, these quantities are approximated by sample averages and examined in relation to the
hyperparameters selected by the cross-validation.
6 Results
6.1 Illustrative example
Some intrinsic properties of the proposed method are clarified by presenting numerical examples
using artificial data. According to our experience, there is a tendency between the bias and variance
magnitudes and the hyperparameters that minimize the MSE. This will be demonstrated.
5
𝜌𝜌𝜏𝜏
𝜎𝜎𝜖𝜖
2 = 0.01 𝜎𝜎𝜖𝜖2 = 1 𝜎𝜎𝜖𝜖2 = 10 𝜎𝜎𝜖𝜖2 = 50 𝜎𝜎𝜖𝜖2 = 100
𝛼𝛼
=0
𝛼𝛼
=0.25
𝛼𝛼
=0.5
𝛼𝛼
=0.75
𝛼𝛼
=1
Figure 2: Heatmap display of the MSE landscape on the hyperparameter space (τ , ρ) that changes as
a function of the bias (α) and variance (σ). With given τ and ρ, the linear ridge regression was used
to train fθw(x) on the artificial data. The black dot denotes the lowest MSE.
We assumed the true functions on the source and target tasks to be linear as ft(x) = xTθt and
fs(x) = x
Tθs where x ∈ R300. The true parameters were generated as θt = αθs + (1 − α)θw
where θs ∼ N (0, I) and θw ∼ N (0, I). The output variable was assumed to follow y = ft(x) + 
where x ∼ N (0, I) and  ∼ N (0, σ2 ). With the given θw and θs, we generated {xi, yi}ni=1 with the
sample size set to n = 50 by randomly generating x and . The discrepancy between the source and
target models is controlled by the mixing rate α ∈ [0, 1] for any given θw. In particular, if α is set to
zero, the source and target models are the same (∀x: D(x) = 0 in Eq. 11). The variance σ2 of the
observational noises affects the magnitude of the variance E[V] in the model estimation.
We used the linear ridge regression to estimate fθw with the hyperparameter on the `2-regularization
that was fixed at λ = 0.0001. The true source model was given to fs(z). We then investigated the
change of the MSE landscape as a function of the bias α and the variance σ, which are summarized
in Figure 2. For any given values of τ and ρ, the MSE was approximately evaluated by averaging
the `2-loss over additionally generated 1,000 samples on (x, y) and rescaled to the range in [0, 1].
For α = 0 where the source and target models are the same, the MSE became small in the region
along ρ = 1 that corresponds to the use of the pretrained source model as the target model with no
modification. As α increased while keeping σ at smaller values, the region where the MSE becomes
small was concentrated around τ = ρ, indicating the dominance of the density-ratio TL. On the
other hand, as both α and σ became larger, the region with τ < 0 and ρ = 0 tended to be more
favored. This region corresponds to the TL with the cross-domain similarity regularization. It was
confirmed that the pattern of the MSE landscape varies continuously with respect to the bias and
variance components.
In many other applications, we have often observed the same trend on the preference of τ and ρ to
the relative magnitude of the bias and variance. Another example of assuming nonlinear models for
fs(x) and ft(x), and random forests for fθw(x) is shown in Supplementary Note B.
6.2 Real data applications
6.2.1 Task, data and analysis procedure
The proposed method was applied to five real data analyses in materials science and robotics
applications: (i) multiple properties of organic polymers and inorganic compounds [11], (ii) multiple
properties of polymers [12] and low-molecular-weight compounds (monomers, unpublished data),
(iii) properties of donor molecules in organic solar cells [13] obtained from experiments [14] and
quantum chemical calculations [15], (iv) formation energies of various inorganic compounds and
crystal polymorphisms of SiO2 and CdI2 [16], and (v) the feed-forward torques required to follow a
desired trajectory at seven joints of a SARCOS anthropomorphic robot arm [17]. The model transfers
were conducted exhaustively between all task pairs within each application, which resulted in a total
of 185 pairs of the source and target tasks with 9 different combinations of fs(x) and fθw(x) (a total
of 1,665 cases).
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Figure 3: Distribution of (τ, ρ) that delivered the lowest MSE in 1,665 cases (185 task pairs and 32
combinations of models for fs(x) and fθw(x)). The number in each pixel denotes the count of cases.
Table 1: Selected hyperparameter sets (the last three columns) and their corresponding MSEs (the
4-6th columns) for the TL from one source task to five target tasks. Three different models (LN: linear,
RF: random forests, and NN: neural networks) were applied to fs(x) and fθw(x). Supplementary
Note C provides full results for all the 1,665 cases.
Source task Target task fs(x)
fθw(x) Hyperparameter
LN RF NN LN RF NN
Monomer
- Dielectric constant
Monomer
- HOMO-LUMO gap
LN 0.8292 0.7435 0.8823 (-0.1, 0.1) (0.6, 0.4) (0.1, 0.3)
RF 0.8302 0.7139 0.7421 (-0.1, 0.2) (0.5, 0.3) (0.8, 0.8)
NN 0.8250 0.7372 0.7644 (-0.2, 0.2) (0.2, 0.3) (0.4, 0.4)
Monomer
- Refractive index
LN 0.0436 0.0424 0.0439 (0.8, 0.9) (0.8, 0.9) (0.8, 0.9)
RF 0.0463 0.0415 0.0415 (0.9, 0.9) (-, 1) (-, 1)
NN 0.0365 0.0355 0.0505 (0.8, 0.9) (0.8, 0.9) (0.4, 0.7)
Polymer
- Band gap
LN 1.0881 0.7862 0.8936 (0.3, 0.1) (0, 0.1) (0.6, 0.6)
RF 0.8594 0.7477 0.7130 (-0.2, 0.4) (0.4, 0.3) (0.8, 0.8)
NN 0.8654 0.8598 0.8908 (-0.5, 0.1) (0.3, 0.5) (0.6, 0.5)
Polymer
- Dielectric constant
LN 0.6031 0.5358 0.6376 (-0.4, 0.2) (0.3, 0.2) (-0.5, 0)
RF 0.5988 0.5786 0.6678 (-0.2, 0.2) (0.3, 0.2) (0, 0.4)
NN 0.6143 0.5478 0.7563 (-0.1, 0.2) (0.2, 0.3) (-0.2, 0.1)
Polymer
- Refractive index
LN 0.3156 0.3906 0.3442 (0, 0) (-0.4, 0) (0.2, 0.4)
RF 0.3270 0.3574 0.3312 (0, 0) (0.1, 0.1) (0.1, 0.2)
NN 0.3261 0.3845 0.4254 (0, 0) (-0.1, 0.1) (-1.7, 0)
For each task pair, we used three machine learning algorithms, ridge regression using a linear model
(LN), random forests (RF), and neural networks (NN) to estimate fs(x) and fθw(x). In the source
task, the entire dataset was used to train fs(x) under default settings of software packages used in our
study without adjusting hyperparameters on the model training. In all cases, 50 randomly selected
samples were used to train fθw(x). The 5-fold cross-validation was performed on this dataset and the
learning parameters were adjusted based on the evaluated values of the MSE. The resulting model
was used to predict all the remaining data, and the MSE of each (τ, ρ) was evaluated. Details of the
datasets and analysis procedure are presented in Supplementary Note C.
6.2.2 Results
Throughout all the 1,665 cases, we investigated how the hyperparameters selected by the cross-
validation are distributed (Figure 3). In many cases, the distribution of the selected hyperparameters
was concentrated in the neighboring areas of the density-ratio TL (τ = ρ) and the cross-domain
similarity regularization (τ < 0, ρ = 0). The density-ratio TL was selected for 609 cases (36.6%)
and the cross-domain similarity regularization was selected for 176 cases (10.6%). In particular, there
was a significant bias to the neighbors of τ = ρ.
The selected hyperparameters and the MSEs for the 1,665 cases are presented in Tables S1-S5 of
the Supplementary Note. As an illustrative example, Table 1 shows the result of the TL from one
source task (prediction of a dielectric property of small molecules) to five target tasks (prediction of
two properties of small molecules and three properties of polymers). This result also indicates the
7
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Figure 4: The MSE landscapes of the hyperparameter space for four different cases that exhibited the
best transferability in different hyperparameter sets. Sample estimates on three bias-related quantities
(Ex[D2], Ex[B12], and Ex[B22]) and the mean variance (Ex[V]) are shown on each plot.
presence of bias to τ and ρ. It was also observed that in some cases the choice of the density-ratio
model significantly affects the prediction performance and in other cases it does not.
We speculate that the four quantities related to the bias and variance of the linear estimator presented
in the previous section, or their counterparts in general regression, determine the preference of τ and
ρ. Figure 4 shows the MSE mapped on the hyperparameter space and the four quantities for four task
pairs, which were selected as the typical cases where the four different learning schemes are preferred.
The proposed method exhibited the preference to direct use of source models when the difference
between the source and target domains (Ex[D2]) was small. When Ex[D2] was large, the relative
magnitude of Ex[D2] and the other three quantities would determine the choice; if Ex[V] was small,
the density-ratio TL was preferred, and if Ex[V] was large, the cross-domain similarity regularization
was preferred. Furthermore, when both Ex[B12] and Ex[V] were small, training without transfer was
preferred. Such relationships were often observed in other cases as well. However, these are only
views derived from partial observations. Supplementary Note C shows the results of investigating the
magnitudes of the bias and variance and the selected hyperparameters for all cases.
7 Concluding remarks
We proposed a new class of TL that is characterized by two hyperparameters to control the procedure
of training and prediction. The class unifies two different types of existing methods that rely on the
cross-domain similarity regularization and the density-ratio estimation. If we assume neural networks
on the source and target models, the class represents the fine tuning of neural networks. In addition,
the selection of specific hyperparameters offers the choice of ordinary regression without transfer or
the direct use of a pretrained source model as the target. According to the choice of hyperparameters
and models, we can derive various learning methods in which these related methods are hybridized.
The cross-domain similarity regularization and the density-ratio TL follow opposite learning objec-
tives. In the former case, the target model is imposed as being closer to the source model. In the latter
case, the difference between the source and target models is estimated to be far away from the source
model. Most of the widely used techniques have adopted the former approach that leverages the
proximity of the target model to the source model. Interestingly, the empirical results of the present
study showed that, in many cases, the cross-domain similarity regularization rarely exhibited the best
transferability, and often, the density-ratio estimation or its neighboring areas in the hyperparameter
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space showed better performances. Although the idea of the cross-domain similarity regularization is
more widely adopted, our results indicate that we should further explore the direction based on the
opposite idea, such as the density-ratio estimation.
This study focused on the regression setting. In addition, in the Bayesian framework, we assumed the
specific type of the likelihood and prior distribution. The empirical risk derived from this assumption
takes the sum of the squared loss. With this formulation, we could perform the model training
simply by using an existing library for regression. This allows us to keep the implementation cost to
practically zero. However, there are also limitations of using the squared loss. We should consider a
wide range of loss functions and learning tasks. The treatment of more general loss functions and
discriminant problems is one of the future issues.
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Supplementary Note
A General Class of Transfer Learning Regression
without Implementation Cost
A Transfer learning based on the density-ratio estimation
In [1], the density-ratio TL was designed to minimize the conditional Kullback-Leibler divergence
Eq(x)[KL(q(y|x)||pt(y|x, θw))] between the true density q(y|x) and the target model pt(y|x, θw) ∝
w(y, x|θw)ps(y|x, fs) using the density-ratio reweighting as in Eq. 2 in the main text:
Eq(x)
[
KL(q(y|x)||pt(y|x, θw))
]
= −
∫
q(x)
∫
q(y|x) logw(y, x|θw)dydx
+
∫
q(x) log
∫
w(u, x|θw)ps(u|x, fs)dudx+ const. (S13)
The right-hand side represents the cross-entropy with respect to q(y|x) and pt(y|x, θw) in which
the source density ps(y|x, θs) is omitted as a constant. The second term corresponds to the
normalizing constant of the unnormalized target model in the right-hand side of pt(y|x, θw) ∝
w(y, x|θw)ps(y|x, fs).
While the original study was developed mainly on classification tasks, we focus on the regression
task with the specific form of the target model shown in Eq. 4 in the main text. Substituting Eq. 4
into Eq. S13, we obtain the normalizing constant as∫
w(u, x|θw)ps(u|x, fs)du ∝
∫
exp
(
− (u− fθw(x))
2
σ
− (u− fs(x))
2
η
)
du
=
∫
exp
(
−
(
1
σ
+
1
η
)(
u− ηfθw(x) + σfs(x)
σ + η
)2
− (fθw(x)− fs(x))
2
σ + η
)
du
∝ exp
(
− (fθw(x)− fs(x))
2
σ + η
)
. (S14)
With this expression, the empirical Kullback-Leibler divergence Eqˆ(x)[KL(qˆ(y|x)||pt(y|x, θw))] for
a training set D can be written as
Eqˆ(x)[KL(qˆ(y|x)||pt(y|x, θw))] = − 1
n
n∑
i=1
[
logw(yi, xi|θw)− log
∫
w(u, xi|θw)ps(u|xi, fs)du
]
∝ 1
n
n∑
i=1
[
(yi − fθw(xi))2 − ρ(fs(xi)− fθw(xi))2
]
+const,(S15)
where ρ = σ/(σ + η) ∈ (0, 1) and all the terms irrelevant to θw are omitted.
The parameter θw in the density-ratio model should be estimated by maximizing Eq. S15. Further-
more, we define the prediction function to be yˆ(x) = (1− ρ)fˆθw(x) + ρfs(x) that corresponds to
the plug-in estimator argmaxy pt(y|x, θˆw). In terms of our framework, the density-ratio TL of [1]
can be considered as a specific choice of τ = ρ.
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B Illustrative example
In Section 6.1 of the main text, we described the MSE landscape as a function of τ and ρ in the case
where a linear model was assumed for fθw(x). In this section, we show the same analysis in cases
where nonlinear models are assumed for fθw(x), ft(x), and fs(x), respectively. To be specific, we
considered three different cases as follows: (a) a random forest is given to fθw(x) where the true
models of ft(x) and fs(x) are assumed to be linear, (b) a linear model is given to fθw(x) where the
true models are assumed to be nonlinear, and (c) a random forest is given to fθw(x) where the true
models are assumed to be nonlinear.
To generate artificial data with nonlinearity, we assumed single hidden layer neural networks for the
source and target models as
fs(x) = Bsϕ(Asx), ft(x) = Btϕ(Atx), ϕ(x) = max{0, x}. (S16)
The weight parameters were generated as At = αAw + (1− α)As, Bt = αBw + (1− α)Bs, where
As,Aw ∈ R50×300 and Bs,Bw ∈ R1×50, and each element of As,Aw,Bs,Bw was drawn from
N (0, 0.5) independently. As in Section 6.1, the output variable was assumed to follow y = ft(x) + 
where x ∼ N (0, I) and  ∼ N (0, σ2 ). We generated 50 samples for the training of fθw(x) and 1,000
samples for the evaluation of the MSE.
We used the linear ridge regression and the random forest regression to train fθw(x) with the fixed
hyperparameters λ = 0.0001, ntree = 200 (the number of trees), and nvariable = 100 (the number of
randomly selected variables at each split). Figure S5 shows the changes of the MSE landscape for
varying α and σ for each case.
(a) ft and fs are linear, fθw is non-linear When assuming the nonlinear model for fθw(x), a
similar trend was observed as in the case study shown in Section 6.1, regarding the relationship
between hyperparameter preference and the magnitudes of the bias and variance components (α and
σ). As α (i.e., Ex[D(x)2]) was increased while keeping σ (i.e., Ex[V(x)]) small, the regions with
smaller MSEs were concentrated near τ = ρ. On the other hand, as both α and σ were increased,
the regions with τ < 0 and ρ = 0 became preferable.
(b) ft and fs are non-linear, fθw is linear In this case, the same argument as Section 5 holds
because the analysis shown in Section 5 does not place any specific assumption on the mathematical
forms of ft(x) and fs(x). However, in the lower left figure of Figure S5 (the case where α is large
and σ is small), the best hyperparameters are located slightly off the diagonal. This would be due to
that the linear model fθw(x) could not capture the nonlinearity of ft(x) and fs(x), thus Ex[B1(x)2]
and Ex[B2(x)2] did not get smaller. Statistical mechanisms on the relationships between the relative
magnitude of these two factors to Ex[D(x)2] and the preference of hyperparameters are discussed in
Section C.3.
(c) ft, fs, and fθw are non-linear As in (a), the pattern in the change of the MSE with respect to
α and σ was similar to the linear case. Assuming the nonlinear model for fθw(x), we could reduce
Ex[B1(x)2] and Ex[B2(x)2] more than in the case of assuming the linear model for fθw(x). As a
result, the region near the density-ratio TL became more favorable when α was larger and σ was
smaller.
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Figure S5: Heatmap display of the MSE landscape on the hyperparameter space (τ , ρ) in the three
different settings where the different models were assumed for ft(x), fs(x), and fθw(x), respectively.
The black dot denotes the lowest MSE.
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C Real data applications
C.1 Data and tasks
We performed the proposed method on the five applications using real data as detailed below. The
model transfers were conducted exhaustively between all task pairs within each application, which
resulted in the 185 pairs of the source and target tasks. For each task pair, we considered the use of
three differnet models (LN, RF, NN) for fθw(x) and fs(x), which resulted in the 1,665 cases.
Polymers and inorganic compounds The task is to make the prediction of five properties (band
gap, dielectric constant, refractive index, density, and volume) for inorganic compounds and six
properties (band gap, dielectric constant, refractive index, density, volume, and atomization energy)
for polymers. The number of the pairs for the source and target tasks to be transferred is 110 = 11×10.
The overall datasets represent the structure-property relationships for 1,056 inorganic compounds
and 1,070 polymers, respectively. See [2] for more details on the datasets. For all the materials,
any structural information was ignored, only the compositional features were encoded into the 290-
dimensional input descriptors, using XenonPy, an open-source platform of materials informatics for
Python [7].
Polymers and small molecules The task is to predict three properties (band gap, dielectric constant,
and refractive index) for polymers and three properties (HOMO-LUMO gap, dielectric constant,
and refractive index) for small organic molecules. The number of the paired tasks is 30 = 6 × 5.
The polymeric data consist of 854 polymers. By performing the quantum chemistry calculation
based on density functional theory using the Gaussian09 suite of program codes [8], we produced
a dataset on the three properties of 854 small organic molecules that correspond the constitutional
repeat units of the 854 polymers. In the DFT calculation, the molecular geometries were optimized at
the B3LYP/6-31+G(d) level of theory. The chemical structure of each monomer was encoded into a
descriptor vector of 1,905 binary digits using two molecular fingerprinting algorithms referred to as
the PubChem and circular fingerprints that are implemented in the rcdk package on R [9].
CEP and HOPV The task is to predict the highest occupied molecular orbital (HOMO) energy
for donor molecules in an organic solar cell devise. We used two datasets on the HOMO energy
levels of 2,322,649 and 351 molecules. The former dataset was obtained from high-throughput
quantum chemistry calculations conducted by Harvard clean energy project (CEP) [4] and the latter
is a collation of experimental photovoltaic data from the literature, referred to as the Harvard Organic
Photovoltaic Dataset (HOPV15) [3]. We used the same fingerprints of the second task to represent
input chemical structures.
Formation energy of SiO2 and all other compounds We used a dataset in Materials Project [5]
that records DFT formation energies of 69,641 inorganic compounds. The input crystal struc-
tures were translated by the 441-dimensional descriptors that were obtained by concatenating the
290-dimensional compositional descriptors and the 151-dimensional radial distribution function
descriptors in XenonPy. We first derive a pretrained source model using 80% of the 69,358 training
instances after removing 283 instances corresponding to SiO2. Such a global model originated from
the large dataset was transferred to a localized target model on SiO2 using the remaining small
dataset.
SARCOS robot arm The task is to predict the feed-forward torques required to follow a desired
trajectory at seven joints of a SARCOS anthropomorphic robot arm [6]. The number of the paired
tasks is 35. The dataset contains a total of 44,484 and 4,449 instances for training and testing. The 21
input features describe the position, velocity, and acceleration at the seven joints.
C.2 Results
For the 1,665 cases, the selected hyperparameters and the resulting RMSEs on the test sets are
presented in Tables S1-S5.
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Figure S6: The distribution of the selected hyperparameters in 555 cases where the linear model
was assumed for fθw(x). All the cases were divided according the four intervals of E[D2] or E[V],
respectively, that was approximately evaluated by taking the sample average on the test data. The
intervals were determined based on the quantile values of the two quantities. The resulting 16 panels
are separately shown. The colors refer to the relative frequency of each cell.
C.3 Remarks: preference of hyperparameters
In the real data applications, we investigated the relationship between the selected hyperparameters
and the bias and variance inherent in the data for the 555 (= 3× 185) cases, out of the total 1,665
cases, where the linear model was assumed for the density-ratio model. If we assume the linearity,
as described in the main text, the MSE can be expressed as Eq.11 in the main text. Here, we
focused on the relative magnitudes of Ex[D(x)2] and Ex[V(x)]. The expected value of Ex[D(x)]2
was approximated by the mean of 500 samples randomly selected from the test data. For Ex[V(x)],
the variance of the linear predictor function was calculated using 100 bootstrap sets extracted from
the training data. We divided the 555 cases into 16 (= 4× 4) groups according to the quartiles of
Ex[D(x)2] and Ex[V(x)2] respectively. The thresholds for each interval and the distribution of the
selected τ and ρ for each group are shown in Figure S6. A striking trend was observed, in which the
hyperparameters significantly concentrated in the domain of density-ratio TL as Ex[D(x)2] increased
relative to Ex[V(x)] (Ex[D(x)2]/Ex[V(x)]→∞). On the other hand, as Ex[V(x)] increased, some
of the selected hyperparameters appeared in the domain of the cross-domain similarity regularization.
However, many hyperparameters were still distributed in the region of the density-ratio TL. Compared
to the case of Ex[D(x)2]/Ex[V(x)]→∞, the trend was unclear.
Let D = D(x), B1 = B1(x), B2 = B2(x), and V = V(x), respectively. Consider the expectation of
the MSE in Eq. 11 with respect the marginal distribution of x: Ex∼q(x)[MSE(yˆ(x))]. Because the
expected MSE is quadratic with respect to ρ for any τ , the minimum under the inequality constraint
0 ≤ ρ ≤ 1 is achieved by
ρ(τ) =
{
0 ρ∗(τ) ≤ 0
ρ∗(τ) 0 < ρ∗(τ) < 1
1 ρ∗(τ) ≥ 1
(S17)
where ρ∗(τ) denotes the solution for the unconstrained minimization. Taking the derivative of the
expected MSE with respect to ρ, we have an equation as
1
(1− τ)2E[((ρ− τ)D + (1− ρ)B1 − τ(1− ρ)B2))(D− B1 + τB2)]−
1− ρ
(1− τ)2E[V] = 0.(S18)
Assuming that τ 6= 1, this leads to an expression for the unconstrained solution as
ρ∗(τ) =
E[(τD− B1 + τB2)(D− B1 + τB2)] + E[V]
E[D− B1 + τB2]2 + E[V] . (S19)
Likewise, taking the derivative of the expected MSE with respect to τ , we have
1− ρ
(1− τ)3E[((ρ− τ)D + (1− ρ)B1 − τ(1− ρ)B2))(D− B1 +B2)]−
(1− ρ)2
(1− τ)2E[V ] = 0. (S20)
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Combining Eq. S18 and Eq. S20 where τ 6= 1 and ρ 6= 1, we obtain an equation
(1− τ)E[τ(D + (1− ρ)B2)B2 − (1− ρ)B1B2 + ρDB2] = 0, (S21)
then yielding an expression for the solution
τ(ρ) =
(1− ρ)E[B1B2] + ρE[DB2]
(1− ρ)E[B22] + E[DB2]
. (S22)
According to the two expressions in Eq. S19 and Eq. S22, we can investigate the preference in
the hyperparameter selection in regard to the bias and variance components in the data generation
process.
Consider a case where the source and target models are significantly different by taking the
limit E[D2] → ∞. For the expectation of E[DX] for the product of D and any X, it holds that
E[DX]/E[D2]→ 0 as E[D2]→∞. This can be seen by considering the Cauchy-Schwarz inequality:
−E[D2] 12E[X2] 12 ≤E[DX] ≤ E[D2] 12E[X2] 12
⇔ −E[X
2]
1
2
E[D2] 12
≤E[DX]
E[D2]
≤ E[X
2]
1
2
E[D2] 12
. (S23)
In the second line, the upper- and the lower-bounds go to zero as E[D2] → ∞. Thus, in Eq. S19,
all terms except those having E[D2], which appear in its numerator and denominator, approach
asymptotically to zero, which results in
ρ∗(τ)→ τE[D
2]
E[D2]
= τ as E[D2]→∞. (S24)
Furthermore, noting that E[DX] = O(E[D2] 12 ), it can been seen that τ(ρ) in Eq. S22 approaches
asymptotically ρ:
τ(ρ)→ ρE[DB2]
E[DB2]
= ρ as E[D2]→∞. (S25)
Therefore, when E[D2] dominates the other three quantities, the density-ratio TL (τ = ρ) is preferred.
This fact accounts for the experimental observations presented above.
On the other hand, if the source and target models are completely the same (E[D2] = 0), it holds
that ρ∗(τ) = 1. Alternatively, if E[V] → ∞, ρ∗(τ) = 1. The direct use of the source model as a
prediction function tends to be optimal as the source and target tasks get closer or the variance E[V]
becomes larger. As for the cross-domain similarity regularization, statistical mechanisms have not
yet been clear, either theoretically or experimentally, on what conditions it is preferred.
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Table S2: Transfer between various properties of organic polymers and inorganic solid-state materials
Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Inorganic
- Band gap
Inorganic
- Density
LN 0.8192 0.9970 1.0827 (0, 0) (0.1, 0) (0.7, 0.7)
RF 0.8167 1.0142 0.9452 (-0.1, 0) (0.7, 0.5) (0.2, 0.3)
NN 0.8248 1.0276 1.6049 (0, 0.1) (0, 0) (0, 0.3)
Inorganic
- Dielectric constant
LN 20.1473 19.6531 19.6041 (0.3, 0.2) (0.6, 0.5) (0.1, 0.2)
RF 19.7176 19.7501 20.0451 (-0.7, 0.3) (-1.9, 0.3) (-0.9, 0)
NN 19.4657 19.8699 19.9731 (0.1, 0.3) (-1, 0) (0.1, 0.4)
Inorganic
- Refractive index
LN 1.1109 0.8972 0.7504 (0.2, 0.2) (0.3, 0.4) (-1.1, 0)
RF 1.1189 0.9347 0.8061 (0.2, 0.2) (0.5, 0.5) (0.6, 0.5)
NN 1.1324 0.8571 0.7091 (0.2, 0.2) (0.3, 0.4) (0.2, 0.4)
Inorganic
- Volume
LN 40.6092 45.3988 38.4877 (0, 0) (0.3, 0.1) (0.1, 0.1)
RF 42.5915 48.3426 44.4460 (0, 0) (0.3, 0.1) (0.1, 0)
NN 38.6102 46.0090 92.3290 (0, 0) (0, 0) (0.1, 0)
Organic
- Atomization energy
LN 0.7324 0.1912 0.2171 (-, 1) (0.1, 0) (0.1, 0)
RF 0.4507 0.1872 0.1639 (-, 1) (0.3, 0.2) (0.6, 0.6)
NN 0.1519 0.1901 0.2338 (0.7, 0.7) (0.4, 0.3) (0.4, 0.5)
Organic
- Band gap
LN 0.9027 0.7999 0.9218 (-0.1, 0) (0.3, 0.3) (0.3, 0.4)
RF 1.0192 0.7649 0.9449 (0.8, 0.8) (0.2, 0.2) (0.7, 0.7)
NN 0.8882 0.9094 0.9335 (0.2, 0.2) (0.7, 0.6) (0.4, 0.5)
Organic
- Density
LN 0.1713 0.1129 0.1318 (0, 0) (0, 0) (0.5, 0.5)
RF 0.1659 0.1060 0.1340 (0.3, 0.3) (0.6, 0.5) (0.5, 0.4)
NN 0.1559 0.1075 0.1588 (0.3, 0.3) (0.3, 0.1) (0.3, 0.1)
Organic
- Dielectric constant
LN 2.9637 3.0768 2.9597 (0.4, 0.4) (0.1, 0.2) (-0.2, 0)
RF 3.0465 2.9949 2.9624 (-0.2, 0.1) (0.5, 0.6) (0.6, 0.5)
NN 3.0092 3.0176 3.0861 (0.2, 0.2) (-0.2, 0) (0.3, 0.4)
Organic
- Refractive index
LN 0.1562 0.1617 0.1728 (0.9, 0.9) (0, 0.1) (0.1, 0.1)
RF 0.1759 0.1761 0.1723 (-0.3, 0) (0.6, 0.7) (0.7, 0.7)
NN 0.1649 0.1654 0.2195 (0.1, 0.1) (0, 0.2) (0, 0.3)
Organic
- Volume
LN 48.7003 83.3747 71.6098 (0, 0) (0, 0) (0.5, 0.5)
RF 50.6680 83.3609 70.4401 (0.4, 0.4) (0, 0) (0.7, 0.7)
NN 48.9811 83.8397 146.4638 (0.1, 0.1) (0, 0) (0.1, 0)
Inorganic
- Density
Inorganic
- Band gap
LN 1.3361 1.2897 1.1425 (-0.1, 0.1) (-0.4, 0) (0, 0)
RF 1.4270 1.2712 1.4680 (0.9, 0.9) (-0.1, 0.1) (0.6, 0.6)
NN 1.2149 1.2077 1.4934 (-0.2, 0) (0.7, 0.6) (0, 0.2)
Inorganic
- Dielectric constant
LN 19.7227 19.3058 20.0383 (-0.4, 0.1) (0.4, 0.3) (-0.3, 0.2)
RF 19.8611 19.6515 20.0582 (-1.4, 0.1) (-0.1, 0.1) (0, 0.2)
NN 19.9323 19.2853 19.4203 (-0.6, 0) (-0.5, 0.2) (0.5, 0.4)
Inorganic
- Refractive index
LN 0.9186 0.8816 0.9159 (0.3, 0.3) (0.5, 0.4) (0.2, 0.3)
RF 0.9313 0.9008 0.8904 (-0.1, 0.1) (0.5, 0.5) (0.5, 0.5)
NN 0.8952 0.8629 0.9264 (0.2, 0.2) (0.6, 0.5) (0.1, 0.1)
Inorganic
- Volume
LN 34.4274 38.3624 40.3459 (0.5, 0.5) (0.6, 0.5) (0.4, 0.4)
RF 34.6462 36.7618 56.7208 (0.3, 0.3) (0.5, 0.4) (0.3, 0.2)
NN 36.5000 35.3802 47.081 (0.1, 0.1) (0.4, 0.3) (0.2, 0.1)
Organic
- Atomization energy
LN 0.1557 0.2066 0.1697 (0.8, 0.8) (0.2, 0.2) (0.1, 0)
RF 0.2311 0.2051 0.1630 (-0.1, 0) (0, 0) (0.5, 0.5)
NN 0.1249 0.2032 0.2882 (0.2, 0.2) (0.3, 0.2) (0.2, 0.2)
Organic
- Band gap
LN 0.8232 0.8119 0.9380 (0, 0.1) (0.4, 0.4) (0.7, 0.8)
RF 0.8012 0.8070 0.8992 (-0.1, 0) (0.1, 0) (0.4, 0.5)
NN 0.8500 0.8147 0.8755 (-0.1, 0) (0.3, 0.3) (0.4, 0.4)
Organic
- Density
LN 0.0724 0.0799 0.0871 (0.4, 0.4) (0.1, 0.1) (0.7, 0.7)
RF 0.0789 0.1087 0.0978 (0.4, 0.4) (0.7, 0.6) (0.7, 0.7)
NN 0.0780 0.0900 0.0974 (0.1, 0) (0.3, 0.2) (0, 0)
Organic
- Dielectric constant
LN 2.9672 2.9775 2.9401 (0.1, 0.3) (-0.3, 0) (0.6, 0.6)
RF 2.9186 2.9675 2.9576 (-0.5, 0) (-0.4, 0) (0.9, 0.9)
NN 2.8104 2.8984 3.0289 (-0.3, 0) (-1.9, 0) (0.7, 0.5)
Organic
- Refractive index
LN 0.1592 0.1429 0.1607 (-0.1, 0) (0.8, 0.8) (0.2, 0.2)
RF 0.1581 0.1325 0.1469 (-0.1, 0) (0.8, 0.8) (0.6, 0.5)
NN 0.1584 0.1419 0.1759 (-0.3, 0) (-0.2, 0) (0.5, 0.5)
Organic
- Volume
LN 35.9712 31.9216 60.4470 (0, 0) (0.1, 0) (0.5, 0.5)
RF 40.9502 32.0241 51.2754 (0.8, 0.8) (0.2, 0.1) (0.4, 0.4)
NN 26.7953 34.1709 86.8750 (0.3, 0.3) (0.1, 0.1) (0.1, 0.1)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Inorganic
- Dielectric constant
Inorganic
- Band gap
LN 1.3808 1.2426 1.2490 (0.8, 0.8) (0, 0.1) (0.2, 0.2)
RF 1.2466 1.2092 1.2163 (0.3, 0.5) (0.9, 0.9) (0.3, 0.4)
NN 1.3438 1.3265 1.3236 (0.5, 0.6) (0.5, 0.4) (0.6, 0.6)
Inorganic
- Density
LN 0.8297 0.8183 0.8568 (0.4, 0.4) (0.7, 0.6) (0.5, 0.6)
RF 0.9654 0.8339 1.1390 (-0.5, 0) (0.7, 0.6) (0.8, 0.8)
NN 0.9368 0.9836 1.0594 (-0.4, 0) (0.6, 0.4) (0.4, 0.5)
Inorganic
- Refractive index
LN 1.1117 1.0731 1.0155 (-, 1) (0.4, 0.4) (0.6, 0.7)
RF 0.9892 1.0409 1.0480 (0.6, 0.7) (0.5, 0.4) (0.6, 0.6)
NN 0.9051 0.7884 0.9845 (-, 1) (0.8, 0.8) (0.2, 0.2)
Inorganic
- Volume
LN 70.6305 31.7758 41.1168 (-1.4, 0) (0.2, 0) (0.6, 0.6)
RF 40.0470 33.4685 62.3273 (0.4, 0.4) (0.2, 0.1) (0.7, 0.6)
NN 37.1534 47.9474 89.9738 (-0.1, 0) (0.5, 0.4) (-0.1, 0)
Organic
- Atomization energy
LN 0.1379 0.1748 0.1559 (0.3, 0.3) (0.1, 0.1) (0.7, 0.7)
RF 0.1359 0.1918 0.1671 (0.1, 0.1) (0.7, 0.7) (0.5, 0.5)
NN 0.1472 0.1824 0.3845 (0.1, 0) (0.7, 0.7) (0.1, 0.1)
Organic
- Band gap
LN 0.8597 0.8235 1.0263 (0.4, 0.5) (0.9, 0.9) (0.7, 0.7)
RF 0.8949 0.8596 1.1001 (-0.2, 0) (0.5, 0.4) (0.1, 0)
NN 0.9588 0.8485 1.0897 (0.6, 0.7) (0.7, 0.6) (0, 0.2)
Organic
- Density
LN 0.0914 0.1316 0.1179 (0, 0) (0.2, 0.1) (0.3, 0.2)
RF 0.0895 0.1394 0.1288 (0, 0) (0.1, 0) (0.6, 0.6)
NN 0.0889 0.1416 0.1508 (0, 0) (0.7, 0.7) (0.3, 0.3)
Organic
- Dielectric constant
LN 2.9222 2.8424 2.7925 (0.3, 0.6) (0.7, 0.8) (0.8, 0.8)
RF 2.7644 2.7255 2.8668 (0.5, 0.6) (0.9, 0.9) (0.8, 0.9)
NN 2.8067 2.8131 3.1630 (0.6, 0.7) (0.3, 0.5) (0.4, 0.6)
Organic
- Refractive index
LN 0.1465 0.1255 0.1457 (0.1, 0.1) (0.7, 0.7) (-0.1, 0)
RF 0.1445 0.1263 0.1458 (0, 0) (0.7, 0.7) (0.2, 0.3)
NN 0.1500 0.1270 0.1982 (-0.2, 0) (0.6, 0.5) (0.1, 0.2)
Organic
- Volume
LN 35.2985 37.7310 86.4402 (0.1, 0.1) (0.4, 0.4) (0.8, 0.8)
RF 34.0989 35.3355 46.9399 (0.6, 0.6) (0.2, 0.2) (-0.1, 0.1)
NN 34.2183 36.4149 55.3258 (0, 0) (0.1, 0.1) (0.1, 0.2)
Inorganic
- Refractive index
Inorganic
- Band gap
LN 1.2554 1.1748 1.2987 (0.1, 0.4) (0.9, 0.9) (0.9, 0.9)
RF 1.1459 1.1862 1.2803 (0.2, 0.4) (0.2, 0.5) (0.6, 0.4)
NN 1.2255 1.2344 1.4055 (-0.7, 0.4) (0.3, 0.5) (0.3, 0.5)
Inorganic
- Density
LN 0.8301 0.8713 0.9576 (0, 0) (0.4, 0.3) (0.4, 0.3)
RF 0.7596 1.0490 0.9408 (-0.1, 0) (0.3, 0) (0.2, 0.1)
NN 0.8157 1.0001 1.6358 (0, 0) (0.1, 0) (0.3, 0.3)
Inorganic
- Dielectric constant
LN 19.4964 19.0310 19.4271 (-0.5, 0.4) (0.3, 0.5) (0.6, 0.6)
RF 18.7022 18.1843 19.0652 (0.5, 0.6) (0.9, 0.9) (0.7, 0.7)
NN 17.9844 17.8379 18.1182 (0.6, 0.7) (0.9, 0.9) (-1.4, 0.6)
Inorganic
- Volume
LN 36.7848 46.0041 42.0380 (0.1, 0) (0.4, 0.3) (0.1, 0)
RF 37.7601 41.3024 40.5058 (0, 0) (0.2, 0) (0.1, 0.1)
NN 40.9691 41.6813 96.4219 (-0.1, 0) (0.1, 0) (0.1, 0.1)
Organic
- Atomization energy
LN 0.1209 0.1677 0.1516 (0, 0) (0, 0) (0.6, 0.6)
RF 0.1325 0.1708 0.1831 (0.2, 0.1) (0.6, 0.5) (0.7, 0.7)
NN 0.1319 0.1872 0.4072 (0.2, 0.2) (0.3, 0.1) (0, 0.1)
Organic
- Band gap
LN 0.7972 0.7615 0.8358 (0.2, 0.3) (0.9, 0.9) (0.1, 0.4)
RF 0.8060 0.7849 0.9059 (-0.1, 0) (0.2, 0.2) (0.1, 0.1)
NN 0.8810 0.8166 1.0677 (-0.3, 0) (0, 0) (0.5, 0.5)
Organic
- Density
LN 0.0778 0.0930 0.1253 (0.1, 0.1) (0.2, 0) (0.4, 0.4)
RF 0.0762 0.0926 0.1002 (0, 0) (0.1, 0.1) (0.7, 0.7)
NN 0.0759 0.0952 0.2158 (0.1, 0.1) (0.5, 0.4) (0.3, 0.2)
Organic
- Dielectric constant
LN 3.8983 3.3400 3.5859 (0.5, 0.6) (0.9, 0.9) (0.2, 0.3)
RF 4.0992 2.9391 3.9545 (0, 0) (-0.3, 0) (0.6, 0.4)
NN 3.9125 2.9799 3.2049 (-0.1, 0) (-0.2, 0) (-0.1, 0)
Organic
- Refractive index
LN 0.1469 0.1376 0.1612 (0.5, 0.6) (0.8, 0.8) (0.8, 0.8)
RF 0.1490 0.1420 0.1428 (0.1, 0.2) (0.6, 0.6) (0.7, 0.7)
NN 0.1500 0.1466 0.1832 (0.2, 0.2) (0.1, 0.1) (0.6, 0.5)
Organic
- Volume
LN 43.9842 71.0149 86.6729 (0.5, 0.5) (0.3, 0.3) (0.5, 0.6)
RF 50.4987 66.6849 71.3818 (0, 0) (0.5, 0.5) (0.3, 0.3)
NN 52.4927 66.3073 165.6133 (0, 0) (0.2, 0.1) (0.1, 0)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Inorganic
- Volume
Inorganic
- Band gap
LN 1.3327 1.2427 1.3580 (0.1, 0.2) (0, 0) (-0.2, 0)
RF 1.3116 1.2382 1.3712 (-0.1, 0) (0.4, 0.3) (0, 0.2)
NN 1.4462 1.3972 1.7492 (0.4, 0.5) (0, 0.2) (0.2, 0.4)
Inorganic
- Density
LN 0.8091 0.9130 1.0477 (0.3, 0.3) (0.5, 0.4) (0.4, 0.3)
RF 2.2622 0.9960 0.8983 (-, 1) (0.6, 0.5) (0.4, 0.3)
NN 2.3083 0.8758 1.1343 (-, 1) (0.5, 0.4) (0.4, 0.3)
Inorganic
- Dielectric constant
LN 18.6367 16.1081 18.5181 (0, 0) (0.2, 0.2) (0.6, 0.5)
RF 18.8976 16.5782 16.3408 (0, 0) (0.9, 0.9) (0.5, 0.6)
NN 17.7790 15.5996 15.7704 (-0.1, 0) (-0.1, 0.1) (0.4, 0.4)
Inorganic
- Refractive index
LN 1.0419 1.0268 1.0828 (0, 0) (0, 0) (0.1, 0)
RF 1.0460 1.0360 1.0880 (-0.1, 0) (-0.1, 0) (-0.3, 0)
NN 1.0812 1.0476 1.1245 (0, 0) (-0.2, 0) (-0.1, 0)
Organic
- Atomization energy
LN 0.1539 0.1903 0.1722 (0.1, 0.1) (0.4, 0.4) (0.7, 0.7)
RF 0.1469 0.2064 0.2325 (0.6, 0.6) (0, 0) (0.7, 0.7)
NN 0.1269 0.2113 0.2459 (0.5, 0.5) (0, 0) (0.5, 0.5)
Organic
- Band gap
LN 0.8450 0.8453 1.0204 (0.3, 0.3) (0.4, 0.4) (0.1, 0.1)
RF 0.9064 0.8897 0.9196 (0.6, 0.6) (0.1, 0.1) (0, 0)
NN 0.8950 0.9146 1.1818 (0.3, 0.3) (0.4, 0.4) (-0.3, 0)
Organic
- Density
LN 0.0836 0.1116 0.1478 (0.1, 0.1) (0, 0) (0.4, 0.2)
RF 0.0807 0.1059 0.1144 (0, 0) (0, 0) (0.4, 0.3)
NN 0.0809 0.1159 0.1945 (0, 0) (0.2, 0.1) (-0.1, 0.1)
Organic
- Dielectric constant
LN 2.9277 2.8334 2.8161 (-0.7, 0.3) (-1, 0.1) (-1.9, 0.1)
RF 2.9977 2.8176 2.8510 (-0.1, 0) (0.5, 0.5) (-0.3, 0)
NN 2.9591 2.7632 3.1282 (0.2, 0) (0.2, 0.1) (-1, 0)
Organic
- Refractive index
LN 0.1546 0.1505 0.1567 (-0.1, 0) (0.3, 0.2) (0, 0.1)
RF 0.1575 0.1512 0.1569 (0.4, 0.4) (0, 0) (0, 0)
NN 0.1580 0.1530 0.1716 (0.9, 0.9) (0.1, 0.1) (0.1, 0.1)
Organic
- Volume
LN 29.1443 49.6727 53.7153 (0.7, 0.7) (0.1, 0) (0.6, 0.6)
RF 32.8741 36.0432 32.3178 (0.7, 0.7) (0.9, 0.9) (0.8, 0.8)
NN 35.9744 47.0725 49.0530 (0.8, 0.8) (0.9, 0.9) (0.6, 0.6)
Organic
- Atomization energy
Inorganic
- Band gap
LN 8.7446 1.2550 1.2405 (0, 0) (0, 0) (0, 0)
RF 8.6841 1.2415 1.2768 (-0.3, 0) (-0.1, 0) (0, 0)
NN 2.4251 1.2506 1.5938 (-, 1) (0, 0) (0.1, 0.1)
Inorganic
- Density
LN 1.0837 1.0194 1.1242 (0, 0) (0.1, 0.1) (0.2, 0.1)
RF 1.1871 0.9960 1.2816 (-0.2, 0) (0.4, 0.4) (0.3, 0.1)
NN 1.1301 1.0323 1.6520 (-0.1, 0) (0.4, 0.3) (0.4, 0.4)
Inorganic
- Dielectric constant
LN 18.7991 17.0726 18.1379 (-0.1, 0) (-0.1, 0) (0, 0)
RF 18.1313 16.7010 17.7502 (-0.4, 0.4) (0.6, 0.6) (-0.4, 0.1)
NN 18.1296 16.787 18.1288 (0.1, 0.2) (0.2, 0.3) (-0.3, 0.2)
Inorganic
- Refractive index
LN 3.1219 0.8008 0.7889 (0.1, 0.1) (0.1, 0.1) (-0.1, 0)
RF 4.9126 0.7449 0.7155 (-1.6, 0) (0.3, 0.2) (0.2, 0.3)
NN 5.3363 0.7559 0.8211 (-0.2, 0) (0.1, 0.1) (0.5, 0.5)
Inorganic
- Volume
LN 55.3176 70.9819 50.3896 (0.1, 0.1) (0.1, 0.1) (0, 0)
RF 63.6384 57.8758 49.6017 (0.1, 0) (0.5, 0.5) (0.7, 0.7)
NN 61.6784 55.2097 100.9147 (0, 0) (0.3, 0.2) (0.1, 0.2)
Organic
- Band gap
LN 0.9024 0.8380 1.0104 (-0.4, 0) (0, 0) (0.3, 0.1)
RF 0.9084 0.8207 0.8893 (-1, 0) (-0.2, 0) (-0.4, 0)
NN 0.8928 0.8362 1.2863 (-0.4, 0) (0, 0) (-0.2, 0.1)
Organic
- Density
LN 0.1907 0.1420 0.1830 (0, 0) (0.1, 0.1) (0.7, 0.7)
RF 0.1820 0.1545 0.1496 (0.9, 0.9) (0.5, 0.5) (0.5, 0.5)
NN 0.1338 0.1683 0.2405 (0, 0) (0.5, 0.5) (0.4, 0.5)
Organic
- Dielectric constant
LN 2.2701 2.1462 2.2037 (0, 0) (0, 0.1) (0.2, 0)
RF 2.2590 2.1377 2.2022 (0.5, 0.4) (0.1, 0.2) (0, 0.1)
NN 2.6567 2.1436 2.6324 (-0.7, 0) (-0.2, 0) (-0.1, 0)
Organic
- Refractive index
LN 0.1358 0.1260 0.1558 (-0.1, 0) (0, 0) (0, 0)
RF 0.1526 0.1308 0.1906 (0.3, 0.5) (-0.1, 0) (0.5, 0.5)
NN 0.1445 0.1270 0.1901 (0.4, 0.4) (0, 0) (0.3, 0.4)
Organic
- Volume
LN 71.7697 52.8113 121.1668 (0.3, 0.3) (0.2, 0.2) (-0.2, 0)
RF 62.1807 42.9842 73.9654 (0, 0.1) (0.1, 0.1) (0.1, 0.2)
NN 63.2865 41.9871 156.4083 (0, 0.1) (0, 0) (0, 0.1)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Organic
- Band gap
Inorganic
- Band gap
LN 1.5506 1.2365 1.4975 (0, 0) (0.1, 0) (-0.2, 0.1)
RF 1.4018 1.2530 1.3354 (0.1, 0.6) (0.9, 0.9) (-0.3, 0)
NN 1.4035 1.2247 1.4142 (0.5, 0.5) (0.3, 0.4) (0.5, 0.6)
Inorganic
- Density
LN 1.2600 1.0271 1.6038 (0.1, 0.2) (-0.1, 0) (0.3, 0.3)
RF 0.9739 0.9507 0.9055 (0, 0) (0.5, 0.3) (0.4, 0.4)
NN 1.0126 1.0133 1.5513 (-0.2, 0) (0.2, 0.2) (0.1, 0.3)
Inorganic
- Dielectric constant
LN 13.6250 12.6773 16.4276 (-0.6, 0.1) (-1, 0) (-1.4, 0.1)
RF 12.7879 12.2533 13.0230 (-0.2, 0.3) (0.7, 0.8) (0.8, 0.6)
NN 12.6698 12.8531 12.7627 (0.2, 0.2) (0, 0) (0.3, 0.3)
Inorganic
- Refractive index
LN 2.6326 0.9505 0.9413 (0, 0.1) (0.1, 0) (0.1, 0.1)
RF 1.2439 0.9543 0.9565 (0.6, 0.6) (0.6, 0.5) (0.3, 0.3)
NN 0.9720 0.9382 0.9745 (0.3, 0.3) (0.4, 0.4) (0.1, 0.2)
Inorganic
- Volume
LN 52.1059 49.9397 68.7418 (0, 0) (0.1, 0) (0.2, 0.2)
RF 57.9366 49.0805 58.2921 (0, 0.2) (0.1, 0) (0.1, 0.2)
NN 50.5205 52.7731 96.6478 (0, 0) (0, 0) (-0.1, 0.1)
Organic
- Atomization energy
LN 0.1398 0.1892 0.2064 (0.1, 0.1) (0.3, 0.3) (0.5, 0.5)
RF 0.1279 0.1774 0.1590 (0.1, 0.1) (-0.1, 0.1) (0.2, 0.1)
NN 0.1334 0.2521 0.2788 (-0.1, 0) (-1.4, 0) (-0.7, 0)
Organic
- Density
LN 0.0911 0.0905 0.0937 (0.5, 0.5) (0.1, 0.1) (0, 0)
RF 0.1205 0.0913 0.0935 (0, 0) (0.2, 0.1) (0.3, 0.2)
NN 0.1001 0.0929 0.0778 (0, 0) (0.1, 0) (0, 0)
Organic
- Dielectric constant
LN 3.0899 3.0213 3.0405 (0.1, 0) (0.2, 0.2) (-0.2, 0)
RF 3.1742 2.9820 3.1827 (-0.2, 0.1) (0, 0.2) (0.2, 0.4)
NN 3.0596 2.9949 3.1632 (0.2, 0.3) (-0.3, 0) (0.4, 0.4)
Organic
- Refractive index
LN 0.1486 0.1219 0.1544 (-0.1, 0) (0.3, 0.4) (0, 0.1)
RF 0.1477 0.1226 0.1419 (-0.3, 0.1) (0.5, 0.5) (-1.8, 0.5)
NN 0.1424 0.1212 0.1704 (-0.6, 0.2) (0.2, 0.3) (-1.8, 0.3)
Organic
- Volume
LN 55.6166 33.6603 57.9079 (0, 0) (0.1, 0.1) (-0.2, 0)
RF 60.8741 31.6817 59.5051 (-0.1, 0) (0.2, 0.2) (0.7, 0.7)
NN 62.7167 35.7645 69.5504 (0, 0) (0.1, 0.1) (0.1, 0.1)
Organic
- Density
Inorganic
- Band gap
LN 1.3926 1.2412 1.3545 (0.2, 0.2) (-0.1, 0) (0.1, 0)
RF 1.3812 1.1932 1.2659 (0.1, 0.1) (0.4, 0.4) (0, 0)
NN 1.3386 1.2481 1.5174 (0.2, 0.2) (0.3, 0.3) (0.2, 0.2)
Inorganic
- Density
LN 0.8424 1.0359 0.9342 (0, 0) (0.3, 0.3) (0.2, 0.2)
RF 0.8190 1.0810 0.9240 (0.1, 0.1) (0.8, 0.8) (0.7, 0.7)
NN 0.8269 1.0152 1.1842 (0.1, 0.1) (0, 0) (0.4, 0.4)
Inorganic
- Dielectric constant
LN 14.9834 14.8942 14.6026 (0.2, 0.1) (0.1, 0) (0.3, 0.4)
RF 14.5941 14.8685 15.3146 (0, 0) (0, 0.1) (0.8, 0.8)
NN 14.9711 14.9001 14.6875 (0.2, 0.2) (0.3, 0.3) (0, 0)
Inorganic
- Refractive index
LN 24.8515 1.1179 1.0693 (0.6, 0.6) (0.2, 0.1) (0.2, 0.1)
RF 1.2748 1.1105 1.1093 (0, 0) (0, 0) (0, 0)
NN 1.3556 1.1051 1.2385 (0, 0) (0.3, 0.3) (0.3, 0.2)
Inorganic
- Volume
LN 52.8522 48.5924 56.4913 (0, 0) (0.2, 0.2) (0, 0)
RF 51.0095 52.3725 44.0897 (0.1, 0.1) (0.1, 0.1) (0.6, 0.6)
NN 50.2059 49.6877 76.7744 (0.1, 0.1) (0, 0) (0.4, 0.4)
Organic
- Atomization energy
LN 0.1477 0.1887 0.1667 (0, 0) (0.6, 0.6) (0.6, 0.6)
RF 0.2544 0.1808 0.1883 (-0.4, 0) (0, 0) (0.7, 0.7)
NN 0.3227 0.1853 0.1815 (-0.5, 0) (0.3, 0.3) (0, 0)
Organic
- Band gap
LN 1.1492 0.8384 0.8873 (-0.3, 0) (0, 0) (0.1, 0.1)
RF 1.0331 0.8431 0.9148 (0, 0) (0.1, 0) (0.1, 0.1)
NN 1.0153 0.8244 1.3501 (0.2, 0.2) (0.1, 0.1) (0.4, 0.4)
Organic
- Dielectric constant
LN 2.9771 2.8895 3.0364 (-0.1, 0) (0.1, 0) (0.4, 0.3)
RF 3.1880 2.8822 3.0437 (-0.1, 0) (0.1, 0) (0.2, 0.1)
NN 3.0069 2.9265 2.907 (0, 0) (0.1, 0) (0, 0)
Organic
- Refractive index
LN 0.1803 0.1596 0.2235 (-0.1, 0) (0, 0) (0.1, 0.1)
RF 0.1997 0.1562 0.2335 (-0.2, 0) (0.1, 0) (0.1, 0.2)
NN 0.2018 0.1568 0.2223 (-0.9, 0) (0.2, 0.1) (0.1, 0.1)
Organic
- Volume
LN 47.6037 40.0011 93.6506 (0.3, 0.3) (0.2, 0.1) (0.3, 0.2)
RF 35.8651 42.9998 62.8471 (0, 0) (0, 0) (0.3, 0)
NN 38.2080 42.2101 128.9882 (0.1, 0.1) (0.1, 0.1) (0.2, 0.2)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Organic
- Dielectric constant
Inorganic
- Band gap
LN 1.2983 1.1747 1.1375 (-0.5, 0.2) (0.4, 0.3) (-0.1, 0.1)
RF 1.3186 1.0989 1.2309 (0.3, 0.3) (0.9, 0.9) (0.1, 0)
NN 1.3605 1.1404 1.5927 (-0.2, 0) (0.5, 0.5) (0.2, 0.2)
Inorganic
- Density
LN 0.8087 0.9350 1.0492 (0, 0) (0.1, 0) (-0.1, 0)
RF 2.3837 0.9460 1.0010 (-, 1) (0.9, 0.9) (0.7, 0.7)
NN 0.9526 1.0487 1.3364 (-0.1, 0) (0.9, 0.9) (0, 0)
Inorganic
- Dielectric constant
LN 18.2690 16.5195 38.0583 (-2, 0.1) (-1.7, 0) (0.3, 0.4)
RF 15.5712 16.6785 15.6916 (0, 0) (0.2, 0.2) (0.2, 0.2)
NN 15.9667 17.2676 16.6247 (0.1, 0) (0.2, 0.2) (0.6, 0.6)
Inorganic
- Refractive index
LN 1.1526 1.0048 1.3551 (0, 0.3) (0.1, 0.2) (0.5, 0.3)
RF 1.0292 0.9202 0.9601 (0.7, 0.7) (0.2, 0.1) (0.3, 0.3)
NN 0.9963 0.9100 1.0973 (0.2, 0.3) (0, 0) (0, 0.1)
Inorganic
- Volume
LN 51.6332 50.2864 44.6702 (-0.1, 0) (0, 0) (0, 0)
RF 144.0797 52.1309 53.3079 (-, 1) (0.2, 0.2) (0.3, 0.2)
NN 50.3164 49.9905 93.4896 (0, 0) (0.1, 0.1) (0.2, 0.2)
Organic
- Atomization energy
LN 0.1183 0.1953 0.1779 (0.1, 0.1) (0.2, 0.1) (0.3, 0.3)
RF 0.1338 0.1819 0.1618 (0.1, 0) (0.1, 0) (0.7, 0.7)
NN 0.1329 0.1889 0.4287 (0.1, 0) (0.1, 0) (0.1, 0)
Organic
- Band gap
LN 0.7845 0.8743 0.9141 (0.2, 0.2) (0, 0) (-0.2, 0)
RF 0.7928 0.9062 0.9051 (0, 0.2) (0, 0.2) (0.8, 0.8)
NN 0.7734 0.9110 1.2327 (0.3, 0.4) (0, 0.1) (0.4, 0.4)
Organic
- Density
LN 0.1085 0.0984 0.0858 (0.2, 0.2) (0.4, 0.3) (0.5, 0.5)
RF 0.0703 0.0996 0.0815 (0.1, 0) (0.1, 0) (0.2, 0.2)
NN 0.0697 0.1246 0.1449 (0, 0) (0.3, 0) (0.4, 0.2)
Organic
- Refractive index
LN 0.1451 0.1482 0.1408 (-0.1, 0) (0, 0) (0, 0)
RF 0.1382 0.1458 0.1426 (0.7, 0.7) (0.3, 0.3) (0.7, 0.6)
NN 0.1322 0.1307 0.1524 (0.3, 0.4) (0.8, 0.8) (0.5, 0.5)
Organic
- Volume
LN 63.4836 54.8127 74.9539 (0.1, 0) (0.1, 0) (-0.1, 0)
RF 55.3764 52.5968 65.1766 (0.1, 0.1) (0.1, 0) (0.3, 0.2)
NN 62.6216 49.8665 156.4831 (0, 0) (0.2, 0) (0.2, 0)
Organic
- Refractive index
Inorganic
- Band gap
LN 1.6684 1.3252 1.2241 (0.3, 0.3) (0.1, 0.1) (0, 0.1)
RF 1.3032 1.3005 54.9561 (0.1, 0.2) (0.2, 0.2) (0.3, 0.4)
NN 1.2803 1.2268 13.5054 (0, 0) (0, 0) (-0.1, 0.1)
Inorganic
- Density
LN 1.2117 1.2517 1.3034 (0, 0) (-0.1, 0) (-0.1, 0)
RF 1.4225 1.2311 1.2652 (0, 0) (0, 0) (0.2, 0.1)
NN 1.2029 1.2391 1.7821 (0, 0) (0, 0) (-0.1, 0.1)
Inorganic
- Dielectric constant
LN 22.8981 25.5512 24.2963 (0, 0.1) (0.2, 0.2) (0.2, 0.1)
RF 22.1033 21.7199 22.3623 (0, 0) (0.6, 0.6) (-0.1, 0)
NN 21.9499 21.7897 22.5455 (0.1, 0.1) (0.3, 0.2) (0.4, 0.3)
Inorganic
- Refractive index
LN 1.7636 1.0674 0.9632 (0, 0.1) (0.2, 0.2) (0, 0.1)
RF 1.5027 0.9823 0.9651 (0.6, 0.6) (0.6, 0.6) (0.3, 0.3)
NN 1.0733 0.9487 1.0793 (0.1, 0.1) (0.1, 0.1) (0.1, 0.2)
Inorganic
- Volume
LN 52.3688 54.6623 48.5966 (0, 0) (0, 0) (0.2, 0.1)
RF 52.1246 51.6726 58.7672 (0, 0) (0.1, 0.1) (0.3, 0.4)
NN 84.2957 55.3328 67.5548 (0.4, 0.4) (0.1, 0) (0, 0)
Organic
- Atomization energy
LN 0.1647 0.1840 0.1994 (0, 0) (0.2, 0.2) (0.1, 0.1)
RF 0.1608 0.1637 0.1710 (0, 0) (0.2, 0.1) (0.3, 0.3)
NN 0.1851 0.1863 0.4062 (0, 0) (0.2, 0.1) (-0.2, 0)
Organic
- Band gap
LN 0.7513 0.7974 0.8941 (0.2, 0.2) (0.4, 0.4) (0.7, 0.7)
RF 0.7413 0.8632 0.8244 (-0.4, 0) (-0.2, 0.1) (-0.1, 0.2)
NN 0.7353 0.8721 1.2487 (-0.1, 0) (-0.1, 0.1) (0.2, 0.1)
Organic
- Density
LN 0.1054 0.1278 0.1205 (0.1, 0) (0.2, 0.2) (0.2, 0.1)
RF 0.0744 0.1165 0.0946 (0, 0) (0.1, 0.1) (0.4, 0.3)
NN 0.0784 0.1205 0.2202 (-0.1, 0) (0.1, 0) (0.1, 0)
Organic
- Dielectric constant
LN 2.7461 2.9176 2.835 (0, 0) (0, 0.1) (0.2, 0.2)
RF 2.9687 3.3352 2.8176 (-0.1, 0) (-0.3, 0) (-0.1, 0)
NN 3.4599 3.2881 3.2870 (-0.6, 0) (-0.3, 0) (-0.2, 0)
Organic
- Volume
LN 66.1096 62.1011 60.8003 (0, 0) (0, 0) (0.1, 0.1)
RF 65.6943 57.1853 70.4341 (0, 0) (0.1, 0.1) (0, 0)
NN 60.4089 62.5030 143.9603 (-0.1, 0) (0, 0) (0.2, 0.1)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Organic
- Volume
Inorganic
- Band gap
LN 1.5874 1.4348 1.4475 (0.2, 0.1) (0.1, 0.1) (0, 0)
RF 1.7560 1.2277 2.3249 (0.4, 0.4) (0.6, 0.5) (-0.1, 0.2)
NN 1.3455 1.216 1.5677 (-0.1, 0) (0, 0.1) (-0.1, 0.1)
Inorganic
- Density
LN 1.0201 1.3843 1.2173 (-0.1, 0) (0.2, 0.2) (0, 0)
RF 0.9371 1.0300 1.1362 (0.1, 0) (0.5, 0.3) (0.1, 0.2)
NN 1.0088 1.0084 1.5625 (0, 0) (0.3, 0) (0.1, 0)
Inorganic
- Dielectric constant
LN 21.7881 21.3385 22.2240 (0, 0) (0, 0) (0, 0)
RF 53.5124 21.3943 22.0687 (0.1, 0.1) (0, 0.1) (0.7, 0.7)
NN 59.6354 21.4615 22.9216 (0.1, 0.2) (0.5, 0.3) (0.4, 0.2)
Inorganic
- Refractive index
LN 0.9169 0.9469 0.9290 (0.1, 0) (0, 0) (-0.1, 0)
RF 1.3083 0.9581 0.8951 (0, 0.1) (0, 0) (0.2, 0)
NN 2.0802 0.9582 0.9586 (0, 0) (0, 0) (0.1, 0.1)
Inorganic
- Volume
LN 50.5716 38.1117 51.6926 (-0.1, 0) (0, 0) (0.1, 0.1)
RF 40.2486 41.4555 91.1113 (0.5, 0.6) (0.7, 0.6) (0.9, 0.9)
NN 46.9360 34.1469 6 9.0090 (0.1, 0.2) (0.3, 0.2) (-0.1, 0)
Organic
- Atomization energy
LN 0.1260 0.2151 0.1697 (0, 0) (0.1, 0) (0, 0)
RF 0.3113 0.2095 0.1777 (-0.2, 0) (0, 0) (-0.1, 0)
NN 0.1242 0.2037 0.2217 (0, 0) (0.1, 0) (0.1, 0)
Organic
- Band gap
LN 0.9716 0.8740 1.0811 (0.3, 0.2) (0.2, 0.1) (0.2, 0.4)
RF 0.9709 0.8997 1.3958 (0, 0) (0.2, 0.2) (-0.1, 0)
NN 0.9221 0.8921 1.3816 (-0.1, 0) (0.2, 0.2) (0.6, 0.4)
Organic
- Density
LN 0.0923 0.0982 0.0896 (0.9, 0.9) (0, 0) (0.3, 0.2)
RF 0.0752 0.0917 0.0978 (0, 0) (0.2, 0) (0.2, 0.2)
NN 0.0733 0.0863 0.1323 (-0.1, 0) (0.2, 0.1) (0.4, 0.3)
Organic
- Dielectric constant
LN 2.3299 2.3842 2.4527 (0, 0) (-0.1, 0.1) (0.3, 0.3)
RF 2.3103 2.3687 2.3716 (0.1, 0) (0, 0) (-0.1, 0)
NN 2.3489 2.3736 2.5188 (0, 0) (-0.1, 0) (-0.1, 0.1)
Organic
- Refractive index
LN 0.2128 0.1436 0.1608 (0, 0) (0, 0) (0.2, 0.2)
RF 0.2547 0.1589 0.1581 (0.3, 0.3) (0.1, 0) (0.1, 0.1)
NN 0.2351 0.1579 0.2070 (0, 0.1) (0.1, 0) (-0.2, 0.1)
Table S3: Transfer between monomeric and polymeric properties
Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Monomer
- Dielectric constant
Monomer
- HOMO-LUMO gap
LN 0.8292 0.7435 0.8823 (-0.1, 0.1) (0.6, 0.4) (0.1, 0.3)
RF 0.8302 0.7139 0.7421 (-0.1, 0.2) (0.5, 0.3) (0.8, 0.8)
NN 0.8250 0.7372 0.7644 (-0.2, 0.2) (0.2, 0.3) (0.4, 0.4)
Monomer
- Refractive index
LN 0.0436 0.0424 0.0439 (0.8, 0.9) (0.8, 0.9) (0.8, 0.9)
RF 0.0463 0.0415 0.0415 (0.9, 0.9) (-, 1) (-, 1)
NN 0.0365 0.0355 0.0505 (0.8, 0.9) (0.8, 0.9) (0.4, 0.7)
Polymer
- Band gap
LN 1.0881 0.7862 0.8936 (0.3, 0.1) (0, 0.1) (0.6, 0.6)
RF 0.8594 0.7477 0.7130 (-0.2, 0.4) (0.4, 0.3) (0.8, 0.8)
NN 0.8654 0.8598 0.8908 (-0.5, 0.1) (0.3, 0.5) (0.6, 0.5)
Polymer
- Dielectric constant
LN 0.6031 0.5358 0.6376 (-0.4, 0.2) (0.3, 0.2) (-0.5, 0)
RF 0.5988 0.5786 0.6678 (-0.2, 0.2) (0.3, 0.2) (0, 0.4)
NN 0.6143 0.5478 0.7563 (-0.1, 0.2) (0.2, 0.3) (-0.2, 0.1)
Polymer
- Refractive index
LN 0.3156 0.3906 0.3442 (0, 0) (-0.4, 0) (0.2, 0.4)
RF 0.3270 0.3574 0.3312 (0, 0) (0.1, 0.1) (0.1, 0.2)
NN 0.3261 0.3845 0.4254 (0, 0) (-0.1, 0.1) (-1.7, 0)
Monomer
- HOMO-LUMO gap
Monomer
- Dielectric constant
LN 0.2978 0.2906 0.3225 (0.9, 0.9) (0.6, 0.5) (0, 0.6)
RF 0.2672 0.2889 0.3189 (-0.3, 0) (0.4, 0.4) (-0.3, 0.1)
NN 0.2713 0.2936 0.3518 (-0.2, 0) (0.4, 0.3) (0.6, 0.6)
Monomer
- Refractive index
LN 0.0726 0.0724 0.0774 (0.6, 0.5) (0.4, 0.4) (0.5, 0.4)
RF 0.0822 0.0794 0.0912 (-0.1, 0.1) (0.2, 0.3) (0.4, 0.2)
NN 0.0825 0.0820 0.0858 (0, 0.1) (0.1, 0.3) (0.6, 0.6)
Polymer
- Band gap
LN 0.7679 0.7431 0.7771 (0.8, 0.9) (0.9, 0.9) (0.7, 0.6)
RF 0.6330 0.6593 0.6366 (0.9, 0.9) (0.8, 0.8) (0.9, 0.9)
NN 0.7416 0.8077 0.7816 (0.3, 0.5) (0.8, 0.7) (0.8, 0.7)
Polymer
- Dielectric constant
LN 0.5053 0.4960 0.4746 (0.1, 0) (0.6, 0.5) (0.5, 0.6)
RF 0.4981 0.4972 0.4982 (0.1, 0.1) (0.8, 0.7) (0.6, 0.5)
NN 0.4900 0.5233 0.5251 (0.2, 0.3) (0.9, 0.9) (0.7, 0.8)
Polymer
- Refractive index
LN 0.3202 0.3320 0.3943 (0, 0) (0.2, 0) (-1, 0)
RF 0.3212 0.3305 0.4305 (0.3, 0.3) (0.1, 0) (0.5, 0.4)
NN 0.3200 0.3308 0.3393 (-0.1, 0) (0.1, 0) (0.6, 0.6)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
Monomer
- Refractive index
Monomer
- Dielectric constant
LN 0.1986 0.1793 0.1951 (0.7, 0.8) (0.9, 0.9) (0.9, 0.9)
RF 0.1970 0.1739 0.1449 (0.3, 0.6) (0.7, 0.8) (0.9, 0.9)
NN 0.1482 0.1208 0.1588 (0.6, 0.7) (0.7, 0.7) (0.5, 0.6)
Monomer
- HOMO-LUMO gap
LN 0.7613 0.6881 0.7807 (0.1, 0.3) (0.7, 0.6) (0.1, 0.4)
RF 0.7645 0.6574 0.8061 (0, 0.3) (0.6, 0.4) (0.3, 0.4)
NN 0.7470 0.6939 0.9362 (0.1, 0.2) (0.5, 0.4) (0.8, 0.8)
Polymer
- Band gap
LN 1.0144 0.8676 0.8260 (0.3, 0.1) (0.4, 0.3) (0.8, 0.8)
RF 0.9307 0.7581 1.3794 (-0.2, 0.1) (0.7, 0.5) (0.9, 0.8)
NN 0.8978 0.8347 0.9124 (-0.1, 0.2) (0.6, 0.5) (0.8, 0.8)
Polymer
- Dielectric constant
LN 0.5930 0.5395 0.6011 (0.8, 0.8) (0.4, 0.4) (0.5, 0.7)
RF 0.5814 0.5816 0.5457 (0.2, 0.2) (0.7, 0.6) (0.8, 0.8)
NN 0.5767 0.5405 0.5841 (0.3, 0.3) (0.5, 0.4) (0.2, 0.2)
Polymer
- Refractive index
LN 0.3552 0.3368 0.5089 (0.8, 0.8) (0.5, 0.3) (0.5, 0.3)
RF 0.3392 0.3475 0.3542 (0, 0) (0.5, 0.2) (0.6, 0.5)
NN 0.3452 0.3363 0.3745 (0.4, 0.4) (0.4, 0.2) (0.4, 0.2)
Polymer
- Band gap
Monomer
- Dielectric constant
LN 0.3016 0.3284 0.3677 (0.3, 0.4) (0.6, 0.6) (0.8, 0.7)
RF 0.2971 0.3578 0.3016 (0.1, 0.2) (0.3, 0.3) (0.1, 0.3)
NN 0.3059 0.3282 0.3276 (0.1, 0.2) (0.6, 0.6) (0.6, 0.5)
Monomer
- HOMO-LUMO gap
LN 0.7779 0.7101 0.7579 (0.6, 0.7) (0.8, 0.8) (0.9, 0.9)
RF 0.6711 0.6118 0.6255 (0.8, 0.9) (0.9, 0.9) (0.7, 0.8)
NN 0.7652 0.6664 0.7692 (0.9, 0.9) (0.8, 0.8) (0.4, 0.4)
Monomer
- Refractive index
LN 0.0768 0.0833 0.0871 (0, 0.2) (0.6, 0.6) (0.6, 0.7)
RF 0.0784 0.0815 0.0817 (0, 0.1) (0.5, 0.3) (-0.2, 0.2)
NN 0.0768 0.0761 0.1053 (0, 0.3) (0.6, 0.4) (0.6, 0.7)
Polymer
- Dielectric constant
LN 0.4789 0.4898 0.5220 (0.6, 0.6) (0.6, 0.5) (0.6, 0.6)
RF 0.5349 0.5018 0.7531 (0.2, 0.4) (0.6, 0.6) (0.6, 0.5)
NN 0.4988 0.5053 0.5082 (0.2, 0.4) (0.6, 0.4) (0.8, 0.8)
Polymer
- Refractive index
LN 0.4311 0.4263 0.4248 (-0.9, 0) (-0.8, 0) (-0.5, 0)
RF 0.3735 0.3935 0.3720 (-0.1, 0.1) (-0.3, 0) (0.1, 0.3)
NN 0.3789 0.4322 0.3916 (0.6, 0.6) (-0.9, 0) (0.1, 0)
Polymer
- Dielectric constant
Monomer
- Dielectric constant
LN 0.2924 0.3133 0.3245 (0.5, 0.5) (0.9, 0.9) (0.7, 0.7)
RF 0.3005 0.3179 0.2706 (0.6, 0.6) (0.9, 0.9) (0.7, 0.6)
NN 0.2853 0.3113 0.3136 (0.2, 0.1) (0.5, 0.4) (0.3, 0.2)
Monomer
- HOMO-LUMO gap
LN 0.9456 0.8603 0.9252 (0.2, 0.2) (0.8, 0.8) (0.5, 0.5)
RF 0.8252 0.8266 1.0141 (0.9, 0.9) (0.9, 0.9) (0.7, 0.7)
NN 0.8960 0.9528 0.9730 (0.1, 0.1) (0.5, 0.5) (0.4, 0.3)
Monomer
- Refractive index
LN 0.0912 0.0859 0.0842 (-0.3, 0) (0.5, 0.4) (0.2, 0.2)
RF 0.0879 0.0869 0.0846 (0, 0.1) (0.4, 0.4) (0.1, 0.4)
NN 0.0843 0.0874 0.0890 (0.5, 0.5) (0.6, 0.6) (0.4, 0.4)
Polymer
- Band gap
LN 0.7835 0.7310 0.7243 (0.3, 0.5) (0.8, 0.7) (0.5, 0.5)
RF 0.8140 0.7811 0.7150 (0.6, 0.7) (0.8, 0.7) (0.8, 0.7)
NN 0.8146 0.7304 1.4287 (0.7, 0.7) (0.7, 0.6) (0.8, 0.6)
Polymer
- Refractive index
LN 0.3037 0.3035 0.3295 (0.3, 0.3) (0.5, 0.5) (0.2, 0.2)
RF 0.3051 0.3091 0.3160 (0.8, 0.8) (0.2, 0.3) (0.4, 0.5)
NN 0.3289 0.3021 0.3155 (0, 0.2) (0.2, 0.2) (0, 0)
Polymer
- Refractive index
Monomer
- Dielectric constant
LN 0.2649 0.2996 0.2831 (0.4, 0.3) (0.1, 0) (0.1, 0.2)
RF 0.2745 0.3235 0.2972 (0.2, 0.2) (0.1, 0) (0.1, 0)
NN 0.2621 0.3071 0.4090 (0.1, 0) (0.1, 0.1) (0.1, 0)
Monomer
- HOMO-LUMO gap
LN 0.8649 0.8294 0.9158 (0.3, 0.3) (0.5, 0.4) (0.7, 0.7)
RF 1.0292 0.8434 0.9853 (0.5, 0.4) (0.6, 0.5) (0.7, 0.7)
NN 0.9574 0.8242 0.9232 (0.2, 0.1) (0.4, 0.4) (0.5, 0.5)
Monomer
- Refractive index
LN 0.0745 0.0836 0.0992 (0.3, 0.3) (0.1, 0.1) (0.1, 0.2)
RF 0.0795 0.0810 0.1097 (0, 0.1) (0.2, 0.1) (0.8, 0.7)
NN 0.0758 0.0822 0.1628 (0.3, 0.3) (0.2, 0.1) (0.6, 0.5)
Polymer
- Band gap
LN 0.9409 1.0573 0.9767 (0.1, 0.2) (0.2, 0.2) (0.1, 0.1)
RF 0.9511 1.0695 2.7043 (0.3, 0.3) (0.4, 0.4) (0.8, 0.7)
NN 1.0031 1.0513 1.3597 (-0.1, 0.1) (0.2, 0.2) (0.5, 0.5)
Polymer
- Dielectric constant
LN 0.5058 0.4930 0.7578 (0.8, 0.8) (0.7, 0.7) (0.4, 0.2)
RF 0.4338 0.4669 0.5758 (0.3, 0.3) (0.6, 0.5) (0.6, 0.4)
NN 0.4782 0.5008 0.5661 (0.3, 0.2) (0.5, 0.4) (0, 0)
Table S4: Transfer between theoretical and experimental energy levels of HOMO for the OPV
molecules (CEP and HOPV15)
Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
CEP HOPV
LN 0.2158 0.2236 0.2362 (0.1, 0.1) (0.2, 0) (-0.7, 0)
RF 0.2220 0.2249 0.2548 (-0.8, 0) (0.1, 0) (0, 0.4)
NN 0.2255 0.2262 0.2220 (-0.4, 0.1) (0, 0.1) (0.1, 0.3)
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Table S5: Formation energy of SiO2/CdI2 and all other inorganic compounds in the Materials Project
database
Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
All (without SiO2) SiO2
LN 0.0183 0.0026 0.0020 (-1.7, 0.8) (0.3, 0.3) (0.6, 0.5)
RF 0.0012 0.0016 0.0023 (0.2, 0.2) (0.6, 0.6) (0.6, 0.5)
NN 0.0013 0.0021 0.0013 (0.5, 0.5) (0.4, 0.4) (0.4, 0.3)
All (without CdI2) CdI2
LN 0.2017 0.1825 0.1938 (0, 0) (0.3, 0.3) (0.3, 0.3)
RF 0.2055 0.1831 0.2181 (0.1, 0) (0.7, 0.7) (0.3, 0.3)
NN 0.2006 0.1951 0.2986 (0.8, 0.8) (0.4, 0.4) (0.2, 0.1)
Table S6: Transfer on the predictoin of torques at the seven joints in a SARCOS robot arm
Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
1st - torque
2nd - torque
LN 5.6960 9.3593 13.2922 (0, 0) (0.1, 0.1) (0.1, 0)
RF 6.1670 10.5782 10.5534 (0, 0) (-0.1, 0) (0.9, 0.9)
NN 5.7442 9.5127 16.4064 (0.2, 0.2) (0, 0) (0.4, 0.4)
3rd - torque
LN 3.9237 6.3168 8.4576 (-0.1, 0) (-0.2, 0) (0.3, 0.2)
RF 3.8288 6.3713 8.5799 (0.2, 0.2) (0.1, 0.1) (0.2, 0.2)
NN 3.8624 6.4329 8.6852 (0.4, 0.4) (0.1, 0.1) (0, 0)
4th - torque
LN 4.4868 5.3282 10.4277 (0.2, 0.2) (0.2, 0.2) (0.5, 0.5)
RF 5.7353 6.1729 6.3311 (0.1, 0.1) (0.1, 0.1) (0.8, 0.8)
NN 3.9939 4.9606 10.7022 (0.3, 0.3) (0.2, 0.2) (0, 0)
5th - torque
LN 0.4675 0.5851 0.6641 (0.4, 0.4) (0.2, 0.2) (0.6, 0.6)
RF 0.5052 0.6554 0.8211 (0.1, 0.1) (-0.1, 0) (-0.1, 0)
NN 0.5200 0.6164 1.0487 (0.7, 0.7) (0.4, 0.4) (0.1, 0.2)
6th - torque
LN 1.1295 1.1813 1.6859 (0, 0) (0.2, 0.2) (0.2, 0.2)
RF 1.1753 1.0476 1.5204 (0, 0) (0.1, 0.1) (0.7, 0.7)
NN 1.1324 1.0672 1.7652 (0, 0) (0.1, 0.1) (0.2, 0.2)
7th - torque
LN 0.8669 0.9591 1.9543 (0.7, 0.7) (0.2, 0.2) (0.9, 0.9)
RF 1.1220 1.1436 1.8786 (0.6, 0.6) (0.3, 0.3) (0.9, 0.9)
NN 0.7752 1.1278 2.1009 (0.2, 0.2) (0.1, 0.1) (0, 0)
2nd - torque
1st - torque
LN 9.3064 16.2701 16.8397 (-0.1, 0) (0.2, 0.3) (0.6, 0.5)
RF 8.3061 15.3679 20.9052 (0.2, 0.2) (0, 0.1) (-0.1, 0.1)
NN 7.8290 16.2357 24.5267 (0.1, 0.1) (0.1, 0.1) (0.4, 0.4)
3rd - torque
LN 4.1746 3.9728 4.2545 (0.3, 0.3) (0.5, 0.5) (0.7, 0.7)
RF 3.8081 4.7614 4.6055 (-0.2, 0) (0.6, 0.7) (0.7, 0.6)
NN 3.3664 4.0497 5.4699 (0.4, 0.4) (0.6, 0.6) (0.7, 0.7)
4th - torque
LN 4.9299 6.8884 10.7021 (0.1, 0.1) (0.1, 0.1) (0.5, 0.5)
RF 6.2204 8.1020 9.0565 (0.2, 0.2) (-0.2, 0.2) (0.6, 0.6)
NN 4.7459 7.1065 12.8886 (0.1, 0.1) (0.1, 0.1) (0, 0.1)
5th - torque
LN 0.4547 0.6474 1.0074 (0, 0) (0.3, 0.3) (0.6, 0.5)
RF 0.4870 0.6952 0.8257 (0, 0) (0.1, 0.1) (-0.2, 0.1)
NN 0.4853 0.6568 1.0325 (0, 0) (-0.1, 0) (0.3, 0.4)
6th - torque
LN 1.1858 1.1562 1.5120 (0.1, 0.2) (0.2, 0.2) (0.5, 0.5)
RF 1.1903 1.2049 1.4965 (-0.1, 0) (0.1, 0) (0.3, 0.1)
NN 1.0033 1.2771 2.1275 (0.6, 0.6) (0.3, 0.3) (0.5, 0.5)
7th - torque
LN 0.7848 1.3111 1.5989 (0, 0) (-0.3, 0.2) (-1.9, 0.3)
RF 1.0461 1.3100 1.5960 (0.4, 0.3) (0.3, 0.4) (0.6, 0.7)
NN 0.7609 1.3276 1.9390 (0.1, 0.1) (-0.3, 0.1) (-0.1, 0.3)
3rd - torque
1st - torque
LN 7.2746 15.5467 21.0889 (0.7, 0.7) (-0.1, 0) (-1.9, 0)
RF 8.8891 13.3262 14.9954 (0.4, 0.4) (0.2, 0.1) (0.9, 0.9)
NN 7.4104 16.0897 20.7171 (0.2, 0.2) (0, 0) (-0.2, 0)
2nd - torque
LN 5.9891 6.4451 7.8072 (0, 0.1) (0.9, 0.9) (0.9, 0.9)
RF 6.8353 8.8055 9.9978 (0.1, 0.2) (0.9, 0.9) (0.8, 0.8)
NN 5.6217 7.0240 8.8396 (0.2, 0.3) (0.9, 0.9) (0.5, 0.6)
4th - torque
LN 5.2976 6.6110 8.5316 (0, 0) (0.2, 0.1) (0.6, 0.6)
RF 6.1495 6.9619 9.9118 (0, 0) (0, 0.1) (0.9, 0.9)
NN 4.8195 6.5787 11.0696 (0.1, 0.1) (0.1, 0.2) (0.2, 0.2)
5th - torque
LN 0.4851 0.7878 0.7354 (0.2, 0.2) (0.8, 0.7) (0.8, 0.8)
RF 0.5023 0.6150 0.7001 (0.1, 0.1) (0.8, 0.8) (0.9, 0.9)
NN 0.4758 0.7211 0.9044 (-0.1, 0) (0.7, 0.7) (0.2, 0.1)
6th - torque
LN 1.1177 1.0614 1.0588 (0.2, 0.2) (0.3, 0.3) (0.7, 0.7)
RF 1.1677 1.0440 1.3502 (-0.1, 0) (0.3, 0.2) (0.7, 0.7)
NN 1.0026 0.9700 1.7429 (0.2, 0.3) (0.3, 0.3) (0.2, 0.2)
7th - torque
LN 0.8945 1.2976 1.6259 (0.1, 0.1) (0.2, 0.3) (0.5, 0.5)
RF 1.0918 1.2990 1.4541 (0.4, 0.5) (0.5, 0.6) (0.8, 0.8)
NN 0.8828 1.3315 2.5987 (0.2, 0.2) (0.3, 0.4) (-0.3, 0)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
4th - torque
1st - torque
LN 8.0995 12.9936 19.9786 (-0.1, 0) (0.4, 0.4) (0.9, 0.9)
RF 8.5322 13.1431 14.5646 (0.1, 0.1) (0.3, 0.3) (0.9, 0.9)
NN 6.5680 11.8912 19.9880 (0.4, 0.4) (0.4, 0.4) (0.2, 0.1)
2nd - torque
LN 5.6931 9.2281 10.4496 (-0.1, 0) (0.4, 0.4) (0.6, 0.5)
RF 5.7954 9.1785 9.9473 (0.1, 0.2) (-0.1, 0.2) (0.7, 0.6)
NN 5.6663 8.9926 15.0512 (0, 0) (0.2, 0.3) (0.1, 0)
3rd - torque
LN 3.7396 6.8087 7.3903 (0.2, 0.2) (-0.1, 0.1) (0.3, 0.5)
RF 3.9574 6.5700 6.7297 (0.4, 0.4) (0, 0.1) (0.7, 0.6)
NN 4.1697 6.9722 9.6155 (0.6, 0.6) (0.5, 0.5) (-0.2, 0.1)
5th - torque
LN 0.4547 0.7286 0.8032 (0, 0) (-0.4, 0) (0.6, 0.5)
RF 0.4870 0.6988 0.8216 (0, 0) (0.4, 0.3) (-0.7, 0)
NN 0.5083 0.7514 0.9661 (0.2, 0.2) (0.3, 0.3) (0.1, 0.1)
6th - torque
LN 1.3766 1.0171 1.3505 (0.1, 0.1) (0, 0) (0.6, 0.5)
RF 1.2000 1.1021 1.3935 (0, 0.1) (-0.1, 0) (0.6, 0.4)
NN 1.2626 1.0507 1.7482 (0.9, 0.9) (0, 0) (-0.3, 0.1)
7th - torque
LN 0.8748 0.7716 0.7966 (0.7, 0.7) (0.8, 0.8) (0.8, 0.8)
RF 0.8717 0.9576 0.9453 (0.7, 0.8) (0.8, 0.9) (0.7, 0.8)
NN 0.6443 0.6389 0.7314 (0.7, 0.7) (0.9, 0.9) (0.8, 0.8)
5th - torque
1st - torque
LN 7.7211 13.9029 16.2014 (0.3, 0.3) (0.4, 0.4) (0.8, 0.8)
RF 8.9821 13.7433 13.9902 (0.1, 0.1) (0.4, 0.3) (0.9, 0.9)
NN 6.8177 15.6776 22.3460 (0.1, 0.1) (0.3, 0.2) (0.2, 0.4)
2nd - torque
LN 6.0471 10.5736 11.4729 (0, 0) (0.5, 0.3) (0.5, 0.2)
RF 7.2125 10.3424 14.0582 (0.3, 0.3) (-0.1, 0) (0.9, 0.9)
NN 6.0471 11.3694 14.3235 (0, 0) (-0.3, 0.1) (0, 0.2)
3rd - torque
LN 3.5957 5.7964 6.7290 (0.4, 0.4) (0.6, 0.6) (0.5, 0.5)
RF 4.0692 5.4758 5.5414 (-0.1, 0) (0.2, 0.2) (0.8, 0.8)
NN 3.8504 5.6525 9.9498 (-0.1, 0) (0.2, 0.3) (-0.1, 0)
4th - torque
LN 4.9658 7.2390 12.0601 (0.1, 0) (0.1, 0) (0.5, 0.1)
RF 5.6206 7.0200 7.8489 (0.2, 0.2) (0.4, 0.3) (0.6, 0.5)
NN 4.7950 7.2771 10.9758 (0, 0) (0.1, 0) (0, 0)
6th - torque
LN 1.1063 1.1505 1.7214 (0.1, 0.2) (0.1, 0.1) (0.8, 0.8)
RF 1.1890 1.0032 1.5606 (0.2, 0.2) (0, 0) (0, 0.1)
NN 1.1182 1.0052 1.6663 (0, 0.1) (-0.1, 0) (-0.1, 0.1)
7th - torque
LN 0.8950 1.7796 2.1937 (0, 0) (0.4, 0.1) (0.6, 0.2)
RF 1.1093 1.4049 1.7934 (0.3, 0.3) (0.3, 0.2) (0.9, 0.9)
NN 0.8950 1.2099 2.1592 (0, 0) (0.3, 0.1) (0, 0)
6th - torque
1st - torque
LN 9.2817 16.4639 20.4946 (-0.1, 0) (0.8, 0.7) (0.7, 0.6)
RF 8.9775 16.4584 19.4356 (0, 0) (0.7, 0.6) (0.8, 0.9)
NN 8.1677 16.7334 20.8783 (0, 0) (0.2, 0.2) (-0.1, 0)
2nd - torque
LN 5.5422 8.5438 6.9889 (0.3, 0.3) (0.4, 0.3) (0.8, 0.8)
RF 5.6599 9.5813 8.9513 (0, 0) (0.1, 0.1) (0.7, 0.5)
NN 4.8473 8.2101 15.0102 (0.2, 0.2) (0.4, 0.3) (0.5, 0.4)
3rd - torque
LN 3.7646 6.5447 4.7942 (0, 0) (0.3, 0.3) (0.9, 0.9)
RF 4.1922 7.1206 6.1710 (-0.1, 0) (0.9, 0.9) (0.8, 0.8)
NN 3.1749 5.7504 9.4471 (0.3, 0.3) (0.4, 0.3) (0.4, 0.4)
4th - torque
LN 5.4536 6.8871 14.4824 (0, 0) (0, 0) (0.6, 0.2)
RF 7.8263 6.4084 7.0956 (0.2, 0.2) (0.5, 0.5) (0.9, 0.9)
NN 5.5404 6.6138 9.5746 (-0.1, 0) (0.1, 0.1) (0, 0)
5th - torque
LN 0.4767 0.7044 0.7184 (0.5, 0.5) (0.3, 0.2) (0.3, 0.2)
RF 0.5076 0.6808 0.6977 (0, 0) (0.1, 0) (0.3, 0.3)
NN 0.4921 0.6703 0.7647 (0, 0) (0, 0) (0, 0)
7th - torque
LN 0.7848 1.2692 3.6334 (0, 0) (0, 0) (0.9, 0.9)
RF 1.1371 1.2501 1.2843 (0.9, 0.9) (0.3, 0.2) (0.9, 0.9)
NN 0.7848 1.3704 2.6140 (0, 0) (0, 0) (0.2, 0)
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Source task Target task fs(x)
fθw (x) Hyperparameter
LN RF NN LN RF NN
7th - torque
1st - torque
LN 8.2293 13.3603 17.8432 (0.5, 0.5) (0.5, 0.4) (0.4, 0.4)
RF 8.6954 14.7708 15.3444 (0.2, 0.2) (0.4, 0.5) (0.9, 0.9)
NN 6.9347 13.6454 19.2643 (0.6, 0.6) (0.6, 0.6) (0, 0)
2nd - torque
LN 6.3065 9.7745 9.9898 (0.3, 0.3) (0.4, 0.4) (0.8, 0.8)
RF 6.4229 9.5041 10.7557 (0.2, 0.1) (0.3, 0.2) (0.8, 0.7)
NN 6.6774 10.3166 11.9388 (0.1, 0.1) (0.1, 0) (0.4, 0.5)
3rd - torque
LN 4.1459 5.7212 5.8396 (0.1, 0.1) (0.5, 0.5) (0.5, 0.5)
RF 3.9404 6.6709 6.2541 (0.2, 0.2) (0.5, 0.4) (0.7, 0.5)
NN 4.4954 6.3961 9.9788 (0, 0) (0.3, 0.3) (-0.1, 0)
4th - torque
LN 3.8986 3.7911 4.1658 (0.3, 0.3) (0.8, 0.8) (0.9, 0.9)
RF 5.1348 5.6002 5.8848 (0.3, 0.5) (0.8, 0.8) (0.9, 0.9)
NN 3.7655 3.9798 10.0019 (0.1, 0.1) (0.7, 0.7) (0.2, 0.3)
5th - torque
LN 0.4950 0.6895 0.8496 (0, 0) (0.2, 0.2) (0.3, 0.3)
RF 0.5350 0.7038 0.8149 (0.2, 0.2) (0.3, 0.3) (0.7, 0.6)
NN 0.5170 0.7280 1.0479 (-0.1, 0) (-0.1, 0) (-0.2, 0)
6th - torque
LN 1.1954 1.2089 2.1451 (0, 0) (0, 0) (0.9, 0.9)
RF 1.1798 1.2039 1.5165 (-0.1, 0) (0.4, 0.2) (0.6, 0.3)
NN 1.1419 1.1475 1.6955 (0.1, 0.2) (0, 0) (0.4, 0.4)
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