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We developed a method for measuring the similarity between materials, focusing on specific phys-
ical properties. The obtained information can be utilized to understand the underlying mechanisms
and to support the prediction of the physical properties of materials. The method consists of three
steps: variable evaluation based on non-linear regression, regression-based clustering, and similarity
measurement with a committee machine constructed from the clustering results. Three datasets of
well-characterized crystalline materials represented by critical atomic predicting variables are used
as test beds. Herein, we focus on the formation energy, lattice parameter, and Curie temperature of
the examined materials. Based on the information obtained on the similarities between the materi-
als, a hierarchical clustering technique is applied to learn the cluster structures of the materials that
facilitate interpreting the mechanism, and an improvement of regression models is introduced for
predicting the physical properties of the materials. Our experiments show that rational and mean-
ingful group structures can be obtained and that the prediction accuracy of the materials physical
properties can be significantly increased, confirming the rationality of the proposed similarity mea-
sure.
PACS numbers:
I. INTRODUCTION
Computational materials science encompasses a range
of methods that are used to model materials and simu-
late their responses on different length and time scales
[1]. The majority of problems addressed by computa-
tional materials science are related to methods that focus
on two central tasks. The first aims to predict the phys-
ical properties of materials, and the second aims to de-
scribe and interpret the underlying mechanism [2–4]. In
the first task of predicting physical properties, computer-
based quantum mechanics techniques [5–8] in the form of
well-established first-principles calculations are generally
performed with high accuracy and are applicable to any
material, but with high computational cost. Recently,
the increase in advanced machine learning techniques
[9–11] and volume of computational material databases
[12, 13] has provided new opportunities for researchers to
automatically construct prediction models (from a huge
amount of precomputed data) that predict specific physi-
cal properties with the same level of high accuracy, while
dramatically reducing the computational costs [14–18].
By contrast, the second task, i.e. describing and inter-
preting the mechanisms underlying the physical proper-
ties of materials, relies mostly on the experience, insight,
and even luck of the experts involved. In fact, com-
prehension of multivariate data with nonlinear correla-
tions is typically extremely challenging, even for experts.
Thus, the utilization of data mining and machine learn-
ing techniques to discover hidden structures and latent
semantics in multidimensional data [19–21] of materials
is promising, but only limited works have been reported
so far [22–24].
To apply well-established machine-learning methods to
solve problems in materials science, the primitive repre-
sentation of materials must usually be converted into vec-
tors, such that the comparison and calculations using the
new representation reflect the nature of the materials and
the underlying mechanisms of the chemical and physical
phenomena. However, real-world applications, especially
for solving the second task, often focus on physical prop-
erties of which the mechanism is not fully understood
[25, 26]. In these cases, it is almost impossible to ap-
propriately represent the materials as vectors of features
so that comparisons using well-established mathemat-
ical calculations can reflect the similarity/dissimilarity
between them. Therefore, a true data-driven approach
for solving materials science problems still requires much
ar
X
iv
:1
80
7.
10
75
1v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
26
 Ju
l 2
01
8
2further fundamental development.
In this study, we focus on establishing a data-driven
protocol for solving the second task of computational ma-
terials science. Focusing on a specific physical property,
we aim to develop a method for measuring the similarity
between materials from the viewpoint of the underlying
mechanisms that work in these materials. The method
for measuring this similarity consists of three steps: (1)
variable evaluation based on non-linear regression, (2)
regression-based clustering, and (3) similarity measure-
ment with a committee machine [27, 28] constructed
based on the clustering results. The variable evaluation
[29, 30] aims to identify and remove unneeded, irrelevant,
and redundant variables from the data [31–33]. We car-
ried out this analysis in an exhaustive manner by testing
all combinations of predicting variables to find the vari-
ables with the potential to yield good prediction accuracy
(PA) for the target variable. The regression-based clus-
tering method is developed from the well-known K-means
clustering method [34–36] with major modifications for
breaking down a large dataset into a set of separated
smaller datasets, in each of which the target variables
can be predicted by a different linear model. Regression-
based clustering models are then constructed for all the
selected potential combinations of predicting variables,
so as to construct a committee machine that votes for
the similarity between the materials.
Three datasets of well-characterized crystalline ma-
terials represented by appropriate predicting variables,
together with their physical properties as determined
through first-principles calculations or measured experi-
mentally, are used as test beds. Our experiments show
that the proposed similarity measure can derive rational
and meaningful material groupings and can significantly
improve the PA of the physical properties of the exam-
ined materials.
II. METHODS
We consider a dataset D of p materials. Assume that
a material with index i is described by an m-dimensional
predicting variable vector xi =
(
x1i , x
2
i , . . . , x
m
i
) ∈ Rm.
The dataset D is then represented using a (p ×m) ma-
trix. The target physical property values of the mate-
rials are stored as a p-dimensional target vector y =
(y1, y2 . . . yp) ∈ Rp. The entire data analysis flow is
shown in Figure 1.
A. Kernel regression-based variable evaluation
To develop a better understanding of the processes
that generated the data, we first utilize an exhaustive
search to evaluate all variable combinations [29, 30, 37]
to identify and remove unneeded, irrelevant, and redun-
dant variables [31–33]. We begin by learning non-linear
functions for predicting the values of a specific physical
property (target quantity) of the materials. We apply
the Gaussian kernel ridge regression (GKR) technique
[9], which has recently been applied successfully to sev-
eral challenges in materials science [38–40]. For GKR, the
predicted property y = f(x) at a point x is expressed as
the weighted sum of Gaussians:
f(x) =
p∑
i=1
ci exp
(
−||xi − x||22
2σ2
)
(1)
where p is the number of training data points, σ2 is a
parameter corresponding to the variance of the Gaussian
kernel function, and ||xi − x||22 =
∑m
α=0 (x
α
i − xα)2 is
the squared L2 norm of the difference between the two
m-dimensional vectors xi and x. The coefficients ci are
determined by minimizing
p∑
i=1
[f(xi)− yi]2 + λ
p∑
i=1
||ci||22 (2)
where yi is the observed data value for data instance i.
The regularization parameters λ and σ are selected with
the help of cross-validation, i.e. by excluding some of the
materials as a validation set during the training process
and measuring the coefficient of determination R2, which
is defined [41] as follows:
R2 = 1−
∑pvld
j=1 [f(xj)− yj ]2∑pvld
j=1 [y¯ − yj ]2
(3)
Here, pvld is the number of data points and y¯ is the av-
erage of the validation set used to compare the values
predicted for the excluded materials with the known ob-
served values. In this study, we use R2 as a measure of
PA.
To accurately estimate PA, we cross-validate the GKR
[42–44] using the collected data repeatedly. To obtain a
set of proper variable combinations that can accurately
predict the target variable, we train the GKR models for
all possible combinations of numerical predicting vari-
ables. It should be noted that, since we do not know
yet the effect of each predicting variable on the target
quantity, all the numerical predicting variables are nor-
malized in the same manner in this analysis. With each
combination, we search for the regularization parame-
ters to maximize PA of the corresponding GKR model.
Note that each of the selected combinations contributes
a perspective on the correlation between the target and
the predicting variables. Thus, an ensemble averaging
[27, 45, 46] technique can be applied to combine all
the pre-screened regression models to improve the PA.
Further, the similarity between materials regarding the
mechanism of the chemical and physical phenomena asso-
ciated with the target quantity can be investigated more
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FIG. 1: The data flow in our proposed method to measure similarity between materials, focusing on specific target
physical properties and using MapReduce representation language. The process consists of two sub-processes: (a) an
exhaustive test for all predicting variable combinations from which we can select the best combinations yielding the
most likely regression models, and (b) a utilization of the regression-based clustering technique to search for
partition models that can break down the dataset into a set of separated smaller datasets, so that each target
variable can be predicted by a different linear model. We can obtain a prediction model with higher PA by taking
an ensemble average of the yielding models in (a). We use the obtained partitioning models in (b) to construct a
committee machine that votes for the similarity between materials.
comprehensively if we consider all the perspectives. Con-
sequently, we need to construct regression-based cluster-
ing models for each obtained potential combination to
build the committee machine.
B. Regression-based clustering
In practice, a single linear model is often severely lim-
ited for modeling real data, because the data set can be
non-linear or the data itself can be heterogeneous and
contain multiple subsets, each of which fits best with a
different linear model. However, in traditional data anal-
ysis, linear models are often preferred because of their
highly advantageous interpretability. Within a linear
model, one can intuitively understand how the predict-
ing variables contribute to the target variable. There-
fore, several efforts have been devoted to developing
subspace segmentation techniques to decompose a high-
dimensional dataset into a set of separate small datasets,
each of which can be approximated well by different lin-
ear subspaces by employing principal component analysis
[47–49].
In this study, our primary interest is the local linearity
between the predicting variables and the target variable,
which may reflect the nature of the underlying physics
around the point of observation. Therefore, we employ a
simple strategy, in which the subspace segmentation is an
integration of a conventional clustering method and lin-
ear regression analysis. It should be noted that the sub-
spaces may have fewer dimensions than the whole space.
Hence, we apply the sparse linear regression analysis us-
ing L1 regularization [50] instead of the original one.
Our proposed regression-based clustering method is
based on the well-known K-means clustering method
with two modifications. (1) The sparse linear regression
model derived from data associated with materials in a
particular cluster (group) is considered to be its common
characteristic (center). The dissimilarities in the charac-
teristics of each material in a group relative to the shared
(common) nature of that group (the distance to the cen-
ter) are measured according to its deviation from the
corresponding linear regression model. (2) The sum of
the differences of all materials in a group from the corre-
sponding linear regression model of another group is used
to measure the dissimilarity in the characteristics of that
group with regard to the other group. The sum of the
dissimilarities between one group and another and that
4determined in the reverse direction are used to assess the
divergence between the two groups.
After performing the variable evaluation, we assume
we have selected combinations of predicting variables
that yield non-linear regression models of high PA. With
one of the selected combinations, m′ numerical vari-
ables are selected from the original m numerical vari-
ables. A material in the dataset is then described
by an m′-dimensional predicting variable vector x′i =
(x1i , x
2
i , . . . , x
m′
i ) ∈ Rm
′
, and the data are represented
using a (p×m′) matrix.
Given the set D of p data points represented by m′-
dimensional numerical vectors, a natural number k ≤ p
represents the number of clusters for a given experiment.
We assume that there are k linear regression models and
that each data point in D follows one of them. The aim
is to determine those k linear regression models, accord-
ingly, to divide D into k non-empty disjoint clusters. Our
algorithm searches for a partition of D into k non-empty
disjoint clusters (D1,D2, . . . ,Dk) that minimize the over-
all sum of the residuals between the observed and pre-
dicted values (using the corresponding models) of the tar-
get variable. The problem can be formulated in terms of
an optimization problem as follows.
For a given experiment with cluster number k, mini-
mize
P (W,M) =
k∑
i=1
p∑
j=1
wij ‖ yj − yMij ‖ (4)
subject to
∀j : ∑ki=1 wij = 1, wij ∈ {0, 1} (5)
1 ≤ k ≤ p, 1 ≤ i ≤ k, 1 ≤ j ≤ p (6)
where yj and y
Mi
j are the observed value and the value
predicted by model Mi (of k models) for the target prop-
erty of the material with index j; W = [wij ]p×k is a parti-
tion matrix (wij takes a value of 1 if object xj belongs to
cluster Di and 0 otherwise), and M = (M1,M2, . . . ,Mk)
is the set of regression models corresponding to clusters
(D1,D2, . . . ,Dk).
P can be optimized by iteratively solving two smaller
problems:
• fix M = Mˆ and solve the reduced problem
P (W,M) to find Wˆ (re-assign data points to the
cluster of the closest center);
• fix W = Wˆ and solve the reduced problem
P (W,M) to find Mˆ (reconstruct the linear model
for each cluster).
Our regression-based clustering algorithm comprises
three steps and iterates until P (W,M) converges to some
local minimum values:
1. The dataset is appropriately partitioned into k sub-
sets, 1 ≤ k ≤ p. Multiple linear regression analyses
are independently performed with the L1 regular-
ization method [50] on each subset to learn the set
of potential candidates for the sparse linear regres-
sion models M (0) =
{
M
(0)
1 ,M
(0)
2 , . . . ,M
(0)
k
}
. This
represents the initial step t = 0;
2. M (t) is retained and problem P (W,M (t)) is solved
to obtain W (t), by assigning data points in D to
clusters based upon models M
(t)
1 ,M
(t)
2 , . . . ,M
(t)
k ;
3. W (t) is fixed and M (t) is generated such that
P (W,M (t+1)) is minimized. That is, new regres-
sion models are learned according to the current
partition in step 2. If the convergence condition or
a given termination condition is fulfilled, the result
is output, and the iterations are stopped. Other-
wise, t is set to t + 1 and the algorithm returns to
step 2.
The group number k is chosen considering two cri-
teria: high linearity between the predicting and target
variables for all members of the group, and no model
representing two different groups. The first criterion has
higher priority and can be quantitatively evaluated by us-
ing the Pearson correlation scores between the predicted
and observed values for the target variable of the data
instances in each group, by applying the corresponding
linear model. The second criterion is implemented to
avoid the case in which one group with high linearity
is further divided into two subgroups that can be repre-
sented by the same linear model. The determination of k,
therefore, can be formulated in terms of an optimization
problem, as follows:
k = arg min
k≤p
[
log
1−min1≤i≤k R2i,i
min1≤i≤k R2i,i
+ max
1≤i 6=j≤k
R2i,j
]
(7)
where R2i,i and R
2
i,j are the Pearson correlation scores
between the predicted and observed values for the tar-
get variable when we apply the linear model Mi to data
instances in clusters i and j, respectively.
The first term in this optimization function monotoni-
cally decreases with respect to the range of min1≤i≤k R2i,i
varying from 0 to 1. When min1≤i≤k R2i,i approaches 1
(the entire cluster exhibits almost perfect linearity be-
tween the target and predicting variables), the optimiza-
tion function drops on a log scale to emphasize the ex-
pected region. In contrast, the optimization function ex-
ponentially increases when min1≤i≤k R2i,i approaches 0
(one of the clusters shows no linearity between the tar-
get and predicting variables). The second term in this
optimization function is introduced to avoid overestima-
tion of k, in which a group with high linearity further
divides into two subgroups that can be represented by
the same linear model. It should be noted that the crite-
rion for determining k is also the criterion for evaluating
a regression-based clustering model. Further, cluster la-
bels can be assigned for a material without knowing the
5value of the target physical property, by using the esti-
mated value obtained from a prediction model, e.g. a
non-linear regression model.
C. Similarity measure with committee machine
A clustering model, obtained through regression-based
clustering for a particular combination of predicting vari-
ables, represents a specific partitioning of the dataset into
groups in which the linear correlations between the pre-
dicting and target variables can be observed. The materi-
als belonging to the same group potentially have the same
actuating mechanisms for the target physical property.
However, materials that actually have the same actuat-
ing mechanisms for a specific physical property should be
observed similarly in many circumstances. Therefore, the
similarity between materials, focusing on a specific phys-
ical property, should be measured in a multilateral man-
ner. For this purpose, for each pre-screening of the sets of
predicting variables that yield non-linear regression mod-
els of high PA (section II A), we construct a regression-
based clustering model. A committee machine that votes
for the similarity between materials is then constructed
from all obtained clustering models. The similarity be-
tween two materials can be measured naively using the
committee algorithm [51, 52], by counting the number of
clustering models that partition these two materials into
the same cluster. The affinity matrix A of all pairs of
materials in the dataset is then constructed as follows:
Aa,b =
1
|Sh|
∑
∀S∈Sh
kS∑
i=1
wSiaw
S
ib (8)
where Sh is the set of all pre-screened combinations of
predicting variables that yield non-linear regression mod-
els of high PA and ks is the cluster number. Further,
WS =
[
wSij
]
p×kS is the partition matrix of the clustering
models obtained through the regression-based clustering
analysis using the combination of predicting variables S
(wSia takes a value of 1 if material a belongs to cluster i
and 0 otherwise). By using this affinity matrix, one can
easily implement a hierarchical clustering technique [53]
to obtain a hierarchical structure of groups of materials
that have similar correlations between the predicting and
target variables.
III. RESULTS AND DISCUSSION
We applied the methods described above to a sequen-
tial analysis for automatic extraction of physicochemical
information relating to considered materials from three
available datasets. For each dataset, a brute force exam-
ination of all combinations of numerical predicting vari-
ables was conducted using a non-linear regression tech-
nique, to identify combinations of predicting variables
that yielded regression models of high PA for the later
analysis process. For each of the pre-screened combi-
nations, physically meaningful patterns in the form of
material groups, as well as the linear relationships be-
tween the selected predicting and target variables, could
be detected automatically for the materials in each group
utilizing the regression-based clustering technique. The
committee machine was then constructed from the ob-
tained clustering models. Subsequently, a hierarchical
structure of material groups similar to each other could
be extracted using the hierarchical clustering technique.
We evaluated the obtained results from both qualitative
and quantitative perspectives. The qualitative evalua-
tions were based on the rationality and interpretability
of the obtained hierarchy with reference to the domain
knowledge; the quantitative evaluations were performed
based on the PA of the predictive models constructed
with reference to the obtained similarity between mate-
rials.
Experiment 1: Mining quantum calculated
formation energy data of Fm3¯m AB materials
In this experiment, we collected computational data
for 239 binary AB materials from the Materials Project
database [12]. The A atoms were virtually all metal-
lic forms: alkali, alkaline earth, transition, and post-
transition metals, as well as lanthanides. The B elements,
by contrast, were mostly all metalloids and non-metallic
atoms. We set the computed formation energy Eform of
each AB material as the physical property of interest. To
simplify the demonstration of our method, we limited the
collected compounds to those possessing the same cubic
structure as the Fm3¯m symmetry group (i.e. the NaCl
structure).
To represent each material, we used a set of 17 predict-
ing variables divided into three categories, as summarized
in Table I. The first and second categories pertained to
the predicting variables of the atomic properties of the
element A and element B constituents; these included
eight numerical predicting variables: (1) atomic num-
ber (ZA, ZB); (2) atomic radius (rA, rB); (3) average
ionic radius (rionA, rionB), (4) ionization potential (IPA,
IPB); (5) electronegativity (χA, χB); (6) number of elec-
trons in outer shell (neA, neB); (7) boiling temperature
(TbA, TbB); and (8) melting temperature (TmA, TmB)
of the corresponding single substances. The boiling and
melting temperatures were as measured under standard
conditions (0◦C, 105 Pa).
Information related to crystal structure is very valu-
able for understanding the physical properties of mate-
rials. Therefore, we designed the third category with
structural predicting variables whose values were calcu-
lated from the crystal structures of the materials. In this
experiment, owing to the similarities in the crystal struc-
tures of the collected materials, we utilized only the unit
cell volume (Vcell) as the structural predicting variable.
6TABLE I: Designed predicting variables describe
intrinsic properties of constituent elements and
structure-properties of materials in Eform prediction
problem. The A and B elements comprise the AB
materials with binary cubic structure identical to that
of the Fm3¯m symmetry group.
Category Predicting variables
Atomic properties
of A element
ZA, rionA, rA, IPA, χA, neA, TbA, TmA
Atomic properties
of B element
ZB , rionB , rB , IPB , χB , neB , TbB , TmB
Structural
information
Vcell
The computed Eform of each material was set as the tar-
get variable.
A kernel regression-based variable evaluation was
performed for these data with 3-times 10-fold cross-
validations. We first examined how Eform can be pre-
dicted from the designed predicting variables for all col-
lected materials. We performed a screening for all pos-
sible (217 - 1 = 131,071) variable combinations. Hence,
we found a total of 34,468 variable combinations deriv-
ing GKR models with R2 scores exceeding 0.90 (Fig.2).
Among them, there were 139 variable combinations
deriving GKR models with R2 scores exceeding 0.96.
These predicting variable combinations were then con-
sidered as candidates for the next step of the analy-
sis. The highest prediction accuracy PA in this ex-
periment is 0.967 (mean of absolute error, abbreviated
as MAE: 0.122 eV), obtained using the combination
{Vcell, χA, neA, neB , IPA, TbA, TmA, rB}. Moreover, we
could obtain superior PA with an R2 score of 0.972
(MAE: 0.117 eV) by taking ensemble averages [27, 45, 46]
of GKR models, which were constructed using the 139 se-
lected variable combinations.
We performed regression-based clustering analyses for
all 139 selected variable combinations with 1000 initial
randomized states. By using evaluation criteria similar
to those for determining the number of clusters (formula
7), the 200 best clustering results among these trials were
selected to construct a committee machine that voted for
the similarity between materials. The obtained affinity
matrix for all the Fm3¯m AB materials is shown in Fig.3a.
The similarity between each material pair varies from 0
to 1. A cell of the affinity matrix takes a 0 value when
the corresponding two materials are never included in the
same cluster by a regression-based clustering model. In
contrast, a cell of the affinity matrix takes a value of 1
when the corresponding two materials always appear in
the same cluster according to every regression-based clus-
tering model. By using this similarity, we could roughly
divide all the materials into two groups, as represented
by the upper left and bottom right of Fig.3a.
Figure 3b shows an enlarged view of the affinity ma-
trix for two groups of typical materials denoted by G1
and G2. We can clearly see that the affinities between
materials within each of the two groups, G1 and G2,
exceed 0.7, showing high intra-group similarities. In con-
trast, the affinities between materials in different groups
are smaller than 0.2, showing significant dissimilarity be-
tween G1 and G2. Further detailed investigation reveals
that the materials in G1 are oxide, nitride, and carbide.
The maximum common positive oxidation number of the
A elements is greater than or equal to the maximum com-
mon negative oxidation number of the B elements for the
compounds in this group. On the other hand, the materi-
als in G2 are halides of alkaline metal, oxide, nitride, and
carbide, for which the maximum common positive oxida-
tion number of the A elements is less than or equal to
the maximum common negative oxidation number of the
B elements. Further investigation shows that only seven
among 24 compounds in G1 have computed electronic
structures with a band gap. In contrast, half of the com-
pounds in G2 have computed electronic structures with
a band gap. The obtained results suggest that the bond-
ing nature of compounds in G1 is different from that of
compounds in G2.
The linearities between the target variable and the pre-
dicting variables for the two groups are summarized in
Fig.3c. The diagonal plots show the correlations between
the observed and predicted values for the target variables
obtained using linear models of the predicting variables
for the materials in the two groups. The off-diagonal
plots show the correlations between the observed values
and predicted values for the target variables obtained
using the linear models of the other groups. We could
again confirm the intra-group similarity and the dissim-
ilarity between different groups in terms of the linearity
between the target and predicting variables for the com-
pounds in the two groups.
To quantitatively evaluate the validity of the analy-
sis process, we embedded the similarity measured by the
committee machine into the regression of Eform of the
Fm3¯m AB materials. To predict the value of the target
variable for a new material, instead of using the entire
available dataset, we used only one-third of the available
materials having the highest similarity to the new mate-
rial. It should again be noted that the similarity between
the materials in the dataset and the new material can
be determined without knowing the value of the target
physical property, using the value predicted by ensemble
averaging of the non-linear regression models.
Table II summarizes the PA in predicting Eform val-
ues of the Fm3¯m materials obtained using several re-
gression models with the designed predicting variables.
The non-linear model obtained using ensemble averag-
ing of the best non-linear regression models, having an
R2 score of 0.972 (MAE: 0.117 eV), could be improved
significantly to an R2 score of 0.982 (MAE: 0.101 eV)
regarding the information from the similarity measure-
ment (Fig.4a). Therefore, the obtained results provide
significant evidence to support our hypothesis that the
similarity voted by the committee machine reflects the
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similarity in the actuating mechanisms of the target ma-
terial physical property.
Experiment 2: Mining quantum calculated lattice
parameter for body-centered cubic structure data
In this experiment, a dataset of 1541 binary AB body-
centered cubic (BCC) crystals with a 1:1 element ratio
was collected from Ref.[54]. We focused on the computed
lattice constant value Lconst of the crystals. The A ele-
ments corresponded to almost all transition metals {Ag,
Al, As, Au, Co, Cr, Cu, Fe, Ga, Li, Mg, Na, Ni, Os, Pd,
Pt, Rh, Ru, Si, Ti, V, W, and Zn} and the B elements
corresponded to those with atomic numbers in the ranges
of 1–42, 44–57, and 72–83. This dataset included unreal-
istic materials such as the binary material AgHe, which
incorporates He, an element that is known to possess a
closed shell structure and is, therefore, unlikely to form
a solid.
To describe each material, we used a combination of
17 variables that related to basic physical properties of
the A and B constituent elements, as summarized in Ta-
ble III. These chosen properties were as follows: the (1)
atomic radius (rA, rB); (2) mass (mA,mB); (3) atomic
number (ZA, ZB); (4) number of electrons in outermost
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FIG. 4: From left to right, observed and predicted target variable by taking ensemble averaging of 139 (Eform
problem), 57 (Lconst problem) and 59 (Tc problem) best prediction models including similarity measure information.
Ensemble models yield a PA with R2 scores of 0.982 (MAE: 0.101 eV) for predicting Eform problem, 0.992 (MAE:
0.011 A˚) for predicting Lconst problem and 0.991 (MAE: 24.16 K) for predicting Tc problem.
TABLE II: PA values for Eform, Lconst, and Tc prediction problems. The results obtained with and without using
the similarity measure (SM) information are shown for comparison.
Prediction method
Eform (eV) Lconst (A˚) Tc (K)
without
SM
with SM without
SM
with SM without
SM
with SM
GKR with all variables
R2 0.929 0.954 0.982 0.986 0.893 0.929
MAE 0.189 0.154 0.022 0.018 78.80 58.09
GKR with the best variable
combination
R2 0.967 0.978 0.989 0.992 0.968 0.988
MAE 0.122 0.110 0.014 0.013 42.74 25.76
Ensemble of GKRs with top
selected best variable combinations
R2 0.972 0.982 0.991 0.992 0.974 0.991
MAE 0.117 0.101 0.013 0.011 37.87 24.16
shell (neA, neB); (5) atomic orbital (`A, `B); and (6) elec-
tronegativity (χA, χB). The atomic orbital values were
converted from categorical symbols s, p, d, f to numerical
values representing the orbitals, i.e. 0, 1, 2, 3, respec-
tively. To embed the structure information, four more
properties were included: (7) the density of atoms per
unit volume (ρA, ρB); (8) the unit cell density ρ; (9) the
difference in electronegativity dχ; and (10) the sum of
the atomic orbital B and difference in electronegativity
sumAD (see Ref.[54]).
A kernel regression-based variable selection with 3-
times 10-fold cross-validation was performed to exam-
ine all combinations of the 17 variables. From the total
number of screening variable combinations (217 - 1 =
131,071), we found 60,568 variable combinations for de-
riving regression models with R2 scores exceeding 0.90
(Fig.2). Among them, there were 57 variable combina-
tions yielding regression models with R2 scores exceed-
ing 0.9895. The highest PA for this experiment is 0.989
(MAE: 0.014 A˚), which was obtained using the combi-
nation {ρ, `A, rcovB ,mA,mB , ρB , neB}. We could obtain
a better PA with an R2 score of 0.991 (MAE: 0.013 A˚)
TABLE III: Designed predicting variables describing
intrinsic properties of constituent elements and
structural properties of materials in the lattice
parameter prediction problem. A and B are elements of
the binary AB BCC materials.
Category Predicting variables
Atomic properties
of metals A
rcovA, mA, ZA, neA, `A, χA, ρA
Atomic properties
of metals B
rcovB , mB , ZB , neB , `B , χB , ρB
Structural & addi-
tional information
ρ, dχ, sumAD
by taking ensemble averaging of GKR models which de-
rived from the 57 selected variable combinations. This
result is a considerable improvement in comparison with
the maximum PA (R2 score: 0.90) of the support vector
regression technique with the feature selection strategy
mentioned in [54].
In the regression-based clustering analysis, the 57 se-
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FIG. 5: a) Similarity matrix between materials for Lconst prediction problem yielded by regression-based committee
voting machine. This similarity matrix can be approximated as three disjoint groups of materials denoted by G1,
G2, and G3. b) Confusion matrixes measuring linear similarities among materials in each group, as well as
dissimilarities between models generated for materials in different groups.
lected variable combinations accompanied by 1000 ini-
tial randomized states for each combination were used to
search for the most probable clustering results to con-
struct the committee machine. The affinity matrix ob-
tained for all materials is shown in Fig.5a, after rear-
rangement by a hierarchical clustering algorithm [53]. By
utilizing this similarity, we could roughly divide all ma-
terials in the dataset into three groups: G1, G2, and G3.
Further investigation revealed that most materials in G1
are constructed from two heavy transition metals. In con-
trast, the materials in G2 and G3 are constructed from a
metal and a non-metal element, e.g. oxide and nitride.
For a given A element, the Lconst of the materials in G1
increases with the atomic number of the B element. On
the other hand, the Lconst of the materials in G2 remains
constant for the materials sharing the same A element.
Further, the Lconst for the materials in group G3 mainly
depends on the electronegativity difference between the
constituent elements A and B. Note that the materials in
these three groups are visualized in detail in the Supple-
mental Materials. The linearities between the observed
and predicting variables for these groups are shown in
Fig.5b.
To predict the Lconst of a new material, we applied the
same strategy as that explained in the previous experi-
ment. Table II summarizes the PA values obtained in
our experiments. The non-linear model obtained using
ensemble averaging of the best 57 non-linear regression
models and having an R2 score of 0.991 (MAE: 0.013 A˚)
could be marginally improved to an R2 score of 0.992
(MAE: 0.011 A˚) by including information from the sim-
ilarity measurement (Fig.4b).
TABLE IV: Designed predicting variables describing
intrinsic properties of constituent elements and
structural properties in Tc value prediction for the
rare-earth–transition metal alloys problem.
Category Predicting variables
Atomic proper-
ties of transition
metals
ZT , rcovA, IPT , χT , S3d, L3d, J3d
Atomic proper-
ties of rare-earth
metals
ZR, rcovR, IPR, χR, S4f , L4f , J4f ,
J4fgj , J4f (1− gj)
Structural
information
CT , CR, rTT , rTR, rRR
Experiment 3: Mining experimentally observed
Curie temperature data of rare-earth–transition
metal alloys
In this experiment, we collected experimental data re-
lated to 101 binary alloys consisting of transition and
rare-earth metals from the NIMS AtomWork database
[55, 56], which included the crystal structures of the al-
loys and their observed Curie temperatures Tc.
To represent the structural and physical properties of
each binary alloy, we used a combination of 21 variables
divided into three categories, as summarized in Table
IV. The first and second categories contained predicting
variables describing the atomic properties of the transi-
tion metal elements and rare-earth elements, respectively.
The properties were as follows: (1) atomic number (ZR,
ZT ); (2) covalent radius (rcovR, rcovT ); (3) first ionization
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FIG. 6: a) Similarity matrix between the rare-earth–transition metal alloys yielded by regression-based committee
voting machine. b) Enlarged view of highly similar elements in G1, G2, and G3 regions in similarity matrix. c)
Confusion matrixes measuring linear similarities among alloys in each group as well as dissimilarities between
models generated for alloys in different groups.
(IPR, IPT ); and (4) electronegativity (χR, χT ). In ad-
dition, predicting variables related to the magnetic prop-
erties were included: the (5) total spin quantum number
(S3d, S4f ); (6) total orbital angular momentum quan-
tum number (L3d, L4f ); and (7) total angular momentum
(J3d, J4f ). For R metallic elements, additional variables
J4fgj and J4f (1− gj) were added, because of the strong
spin-orbit coupling effect.
As in the two previous experiments, a third category
variable was chosen which contained values calculated
from the crystal structures of the alloys reported in the
AtomWork database [55, 56]. The designed predicting
variables included the transition (CT ) and rare-earth
(CR) metal concentrations. Note that, if we use the
atomic percentage for the concentration, the two quan-
tities are not independent. Therefore, in this work, we
measured the concentrations in units of atoms/A˚3; this
unit is more informative than the atomic percentage as it
contains information on the constituent atomic size. As
a consequence, (CT ) and (CR) were not completely de-
pendent. Other additional structure variables were also
added: the mean radius of the unit cell between two
rare-earth elements rRR, between two transition metal
elements rTT , and between transition and rare-earth el-
ements rTR. We set the experimentally observed Tc as
the target variable.
A kernel regression-based variable selection analysis
was performed for these data using leave-one-out cross-
validation. Among all the examined variable combina-
tions, (221 − 1 = 2, 097, 151), we found 84,870 combi-
nations for which the corresponding GKR models ex-
hibited R2 scores exceeding 0.90 (Fig.2). Among them,
there were 59 variable combinations yielding GKR mod-
els associated with R2 scores exceeding 0.95. These pre-
dicting variable combinations were selected for the next
analysis step. The highest PA in this experiment was
0.968 (MAE: 42.74 K), obtained using the combination
{CR, ZR, ZT , χT , rcovT , L3d, J3d}. We could obtain a bet-
ter PA with an R2 score of 0.974 (MAE: 37.87 K), by
applying ensemble averaging to the GKR models, which
were derived from the selected 59 variable combinations.
We considered these variable combinations as candidates
for the next step of the analysis.
In the regression-based clustering analysis, 59 variable
combinations with 1000 initial randomized states were
used to search for the most probable clustering results
to construct the committee machine to vote for the sim-
ilarity between the alloys. The obtained affinity matrix
for all the alloys is shown in Fig.6a. An enlarged view of
the three groups of alloys having high similarity (denoted
G1, G2, and G3) is shown in Fig.6b. Further investiga-
tion revealed that G1 includes Mn- and Co-based alloys
with high Tc, e.g. Mn23Pr6 (448 K), Mn23Sm6 (450 K),
Co5Pr (931 K), and Co5Nd (910 K). Other low-Tc Co-
based alloys, e.g. Co2Pr (45 K) and Co2Nd (108 K), are
counted as having higher similarity with Ni-based alloys
in G3, e.g. Ni5Nd (7 K) and Ni2Ho (16 K). In contrast,
G2 includes all the Fe-based Fe17RE2 alloys, where RE
represents different rare-earth metals. To confirm the
value of our similarity measure, Fig.6c shows the linear-
ities between the observed and predicting variables for
these groups, as well as the dissimilarities among these
groups.
In the next analysis step, we utilized the obtained sim-
ilarity measure to predict Tc for a new material by using
the same strategy used in the two previous experiments.
The non-linear model obtained using ensemble averaging
of the best non-linear regression models and having an
R2 score of 0.974 (MAE: 37.87 K) could be improved sig-
nificantly to attain an R2 score of 0.991 (MAE: 24.16 K)
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by utilizing the information from the similarity measure-
ment (Fig.4c and Table II). The obtained results provide
significant evidence to support our hypothesis that the
similarity voted for by the committee machine indicates
the similarity in the actuating mechanisms of the Tc of
the binary alloys.
IV. CONCLUSION
In this work, we proposed a method to measure
the similarities between materials, focusing on specific
physical properties, to describe and interpret the ac-
tual mechanism underlying a physical phenomenon in a
given problem. The proposed method consists of three
steps: variable evaluation based on non-linear regression,
regression-based clustering, and similarity measurement
with a committee machine constructed from the clus-
tering result. Three datasets of well-characterized crys-
talline materials represented by key atomic predicting
variables were used as test beds. The formation energy,
lattice parameter, and Curie temperature were consid-
ered as target physical properties of the examined ma-
terials. Our experiments show that rational and mean-
ingful group structures can be obtained with the help
of the proposed approach. The similarity measure infor-
mation helped significantly increase the prediction accu-
racy for the material physical properties. Through use
of ensemble top kernel ridge prediction models, the R2
score increased from 0.972 to 0.982 for the formation en-
ergy prediction problem; 0.991 to 0.992 for the lattice
constant prediction problem, and 0.974 to 0.991 for the
Curie temperature prediction problem after utilizing the
similarity information. Thus, our results indicate that
our proposed data analysis flow can systematically facil-
itate further understanding of a given phenomenon by
identifying similarities among materials in the problem
dataset.
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