where (,) is the number of surveys region-wide within that month-year combination, and s is a list of random values, chosen with replacement from 1 to (,) . To calculate the monthly baseline encounter rate, Bj, a random sample of years, y, was chosen with replacement over the 13-year baseline sample (2001 to 2014 inclusive and excepting 2009), and for each year selected, a random value, ρ y , was chosen from the bootstrap mean distribution for that year: 
Thus the month-specific baseline distribution represents both survey-level and interannual variability in encounter rate estimates, whereas , represents only variability among surveys. The month-specific encounter rate averages for 2009, =,+..> , were taken as the mean of the 10,000 permutations comprising , . Month-specific baseline averages, = , were taken as the mean of . The 95% confidence intervals for both of these values were taken as the 2.5 th and 97.5 th percentiles of these distributions, respectively.
Section 2: Deposition model -additional spatio-temporal maps of carcass encounter rate
Figure S1. Baseline observations of Common murre carcass encounter rate (carcasses per km) plotted as a function of location and time. Bubble area is indicative of encounter rate. Firstly, we calculate the mean of the simulated counts for each survey and plot these against the observed counts to holistically examine how closely the simulated counts were able to replicate the observed counts. Observed counts that fell outside of the 80 and 90% range of the simulated counts were identified and highlighted ( Figure S2 ). Of the 387 observed counts, 27 were outside of the 80% range, and 12 were outside of the 90% range of simulated counts ( Figure S2 ). Figure S2 . Mean simulated counts, derived from deposition model parameter estimates, plotted as a function of the observed count from COASST surveys. C sim = mean simulated count, C obs = observed count, Q X = X percentile of the simulated count distribution.
Section 3: Deposition model -model parameter estimates
To examine the spatio-temporal distribution of model overestimation/underestimation, we plot the observed counts and mean simulated counts as a function of survey date and survey location, highlighting observed counts that were outside of the 80 and 90% range of the simulated counts ( Figure S3 ). For the northern event, model underestimation/overestimation occurred towards the beginning of the event, which may be associated with model uncertainty of event initiation time ( Figure S3 ). In particular, critical model overestimation followed by underestimation (blue dot, followed by red dot - Figure To examine whether the model-fitted events were a good match to the observed events, we compare the summed counts for all surveys within event bounds (Northern event bounded as 9-Sept-09 to 3-Oct-09, 47.350-47.968°N, Southern event bounded as 18-Oct-2009 to 7-Nov-2009 to the distribution of summed counts derived from model simulations ( Figure S4 ). The simulated event-wide counts for the northern event overestimated the observed counts by 11%, with 68% of the simulated counts exceeding the observed count ( Figure S4 ). The 95% CI for the simulated northern event ranged from 1,084 (-30%) to 3,033 (+94%), compared to an observed count of 1,565 ( Figure S4 ). For the southern event, the model underestimated the observed counts by 4%, but there was good agreement between the distribution of simulated and observed counts ( Figure S4 ). The 95% CI for the simulated southern event ranged from 174 (-51%) to 709 (+100%), compared to an observed count of 353 ( Figure S4 ) Figure S4 . Histograms of event-wide simulated counts for both northern and southern events, with observed counts indicated by vertical red-dashed lines.
To correct for model overestimation of the northern event, we correct our deposition estimates by a factor of 0.9, corresponding to the ratio of observed counts (1565) to the simulated median (1748) for the northern event.
No correction is applied to the southern event.
Section 5: Moult proportion methods and results
COASST volunteers record information on wing, bill and tarsus length as part of the routine measurement of bird carcasses. Morphometric information was used to delineate firstly juveniles from adults, and subsequently adult birds in moult from those not in moult using a gaussian mixture modelling approach. Gaussian mixture modelling (GMM) is a means of identifying sub-populations within a population, in the absence of subpopulation labels, based on the frequency distribution of a measured variable (Fraley and Raftery 2002) . This approach assumes that the measured response, x, could have arisen from one of many sub-populations, each described by a Gaussian distribution with different means and standard deviations. The probability that an observation came from any one of these distributions is referred to as the mixing weight, and determines the relative contribution of that sub-population to the overall frequency distribution. Thus, if we have three sub-populations with frequency distributions Y ( ), where i denotes sub-population, then the overall frequency distribution, ( ), is given by
where Y is the mixing weight of each sub-population. The parameters of Y ( ) and mixing weights, Y , are estimated based on the Expectation Maximization (EM) algorithm, which is an iterative method for identifying maximum likelihood estimates of model parameters in the presence of unobserved latent variables (i.e. sub-population variables).
GMMs were applied to bill length (juveniles/adult: Common Murre) and wing length (moult state: Common Murres and Scoters) distributions to identify whether there were discrete populations representative of different life-history stages expressed in the data. Scoter juveniles were distinguished from adults based on plumage characteristics, rather than morphometric measurements. The fitted distributions were assigned to the most likely lifehistory stage based on the estimated means, standard deviations and mixing weight. GMMs were fitted using the mixtools package (Benaglia et al. 2009) 
where * , + controls the time that moult proportion increases and decreases, respectively, * , + control the rate of increase and decrease, respectively, and λ controls the peak proportion of individuals in moult. Binary observations of moult state, M(d), were modelled as a Bernoulli random variable, with probability p(d):
We offset day-of-year (d) by labelling day-of-year for each observation as the number of days from March 31 st , continuing into the following year. This was to ensure that the expected peak (based on initial examination of the mean moult proportion as a function of time) of the double logistic function occurred near the middle of the effective year, and so was unaffected by edge effects (i.e. the peak occurring near d = 1, or 365). The double logistic moult timing model (eq. S4-S5) was fitted to the moult data, M(d), using the Bayesian inference software OpenBUGS (Lunn et al. 2000) . To identify the proportion of scoters in moult as a function of time we combined the Surf scoter and White-winged scoter moult states, as Dickson et al. (2012) identified that moult timing was similar between these species. Because moult timing might vary as a function of latitude, we restrict the Scoter analysis to only consider carcasses observed on the Northern Washington outer coast (North of 47.134 °N), corresponding with the locations where the majority of the scoters were deposited in 2009. Similarly, analyses of the Common murre moult states was restricted to Washington outer coast (North of 43.33 °N) surveys only. Training dataset sizes were: scoters -n moult = 29, n notmoult = 192, murres -n moult = 508, n notmoult = 2029, whereas test dataset sizes were: scoters -n moult = 325, n notmoult = 211, murres -n moult = 202, n notmoult = 161.
For Common murres, uninformative flat priors were defined for all model parameters. For Scoters informative priors were defined for several model parameters based on information presented in a previous study examining the timing of moult in Surf and White-winged scoters. Dickson et al. (2012) found that moult times for White-winged and Surf Scoters ranged from 20 th of June (effective day, d = 81) to the 3 rd of November (d = 217). This includes the variation among individuals (age, sex, species and among individuals within each class) in the date at which moult begins, and the duration of flightlessness, defined by Dickson et al. (2012) as the time required to regrow the 9 th primary feather. Priors for * and Δ d , which controls the placement of + , were defined based on the following observations made by Dickson et al. (2012) :
• The average date of Scoter moult initiation is 28 th July (d = 119), which we take to be the prior mean for *
• Scoter moult starts as early as 20 th June (d = 81), therefore this should be the lower limit of the 95% CI of * .
• We take the difference between the earliest scoter moult initiation and the mean moult initiation (119 -81 = 38) to represent the uncertainty in prior specification of * . Therefore, the prior for * is defined as (119, 19).
• The length of the flightless period (i.e. when feathers are being regrown) is between 45 and 50 days.
• Using this information we define a relatively weak prior for Δ d of (47.5, 20).
For both scoters and murres, moult-timing models were estimated based on five MCMC chains, each starting at a randomly generated set of initial parameter estimates. Chains were run for 50,000 iterations, or until convergence was reached. Convergence was determined by visual examination of chain mixing and Brooks-Gelman-Rubin diagnostics, with convergence identified when Y0t_1uvw = y z.
z. < 1.05, where y z. is the 80% interval width of estimates from all chains, and z. is the mean of the individual chain 80% interval widths. Upon convergence, a further 50,000 iterations were performed to estimate model parameters.
Using these models, we test the 2009 moult observations in two ways. Firstly, for each survey in 2009 we calculate a distribution for the expected number of carcasses in moult. This distribution was generated by simulating 10,000 random variables from a binomial process with n samples, where n is the number of carcasses observed in that survey, and probability , which is the fitted moult proportion estimate for day d. The observed number of carcasses in moult were then compared to the expected distribution on a survey-by-survey basis. Secondly, we look across entire events defined by the event limits given by the deposition model. For each survey, an expected number of carcasses in moult is generated based on the binomial process outlined above. These are then summed across all surveys within the event to get an expected event-wide number of carcasses in moult. This procedure is repeated 10,000 times to get a distribution for the expected number of carcasses in moult for the entire event. This is then compared to the observed event-wide number of carcasses in moult, and a p-value generated according to the overlap of expected and observed distributions. To account for uncertainty in the estimates of , for each permutation we sampled model parameters from the converged model MCMC chains to generate a range of expected values, incorporating uncertainty of model parameters.
Data on all scoters (438 White-winged, 711 Surf, 9 Black and 23 unknown) recorded by COASST from 2001 through 2015 was collated. Individuals positively identified as juveniles were removed from the dataset resulting in 424 White-winged, 694 Surf, 7 Black and 23 unknown scoters. Further analyses were only performed on Surf and White-winged scoters due to the lack of data for Black scoters and the unknown identify of the remaining scoters.
For surf scoters a two component GMM was fitted to the wing length data (n=694) resulting in distributions representative of individuals with shorter measured wings (mean = 14.8, sd = 2.8, weight = 0.33) and individuals with larger measured wings (mean = 22.8, sd = 1.9, weight = 0.67) (Figure S5) . We take the former to represent individuals in moult, and the latter as non-moulting individuals. The point at which these distributions have equal probability occurred at a measured length of 19.3 cm, which we used to subsequently classify individuals into moult (n = 237) and not-moult (n = 457) states. For White-winged scoters a two component GMM was also fitted to the wing length data (n = 424) resulting in distributions representative of moulting individuals (mean = 21.5, sd=4.2, weight = 0.41) and not-moulting individuals (mean = 27.3, sd = 1.2, weight = 0.59), with a transition point at 25.1 cm (Figure S5 ). Individuals were subsequently classified into moult (n = 163) and notmoult (n = 261) states. Figure S6) . The transition from juvenile to adult distributions occurred at a measured bill-length of 40.3 mm, which we used to classify individuals into adult (n = 5021) and juvenile (n = 3078) states. Taking only those individuals classified as adults we fit a three component GMM to the wing length data. This resulted in distributions representing (i) individuals with very short wings, potentially those that died immediately after moulting (mean = 12.7 cm, sd = 0.65, weight = 0.07), (ii) individuals with mid-sized wings, but covering a large range, indicative of individuals in the process of regrowing primary flight feathers (mean = 17.5 cm, sd = 3.1, weight = 0.16), and (iii) individuals with large wings within a narrow range (mean = 20.1 cm, sd = 0.75, weight = 0.77), likely representative of non-moulting adults ( Figure S6) . The point at which the non-moult distribution and the moult distributions have equal probability (i.e. the transition from most likely moulting, to most likely not moulting) occurs at a measured wing-length of 18.85 cm, which we subsequently used to classify individuals into not-moult (n = 4066) and moult (n = 955) states. The moult profile fitted to the scoter training data (all years except 2009) displayed a peak in August/early September (Table S4) , with proportion of individuals in moult increasing from ≈ 0 in early June, and then approaching zero again by February (Figure 4 -main text) . The moult profile fitted to the Common murre training data (all years except 2009) displayed a peak in mid-September/early October (Table S4) , with proportion of individuals in moult increasing from ≈ 0 in early July, and then approaching zero again by February (Figure 4 main text).
Testing the proportion of Scoters in moult in 2009 versus what would be expected based on data from other years we see that nearly all surveys carried out in September 2009, from 47.5 -48°N, contained significantly more scoters in moult than would be expected ( Figure S7) . However, the proportion of Common murres in moult in 2009 was within the range of what we would expect for those surveys ( Figure S7) . This, however, may result from relatively low sample size of individuals in each survey, as in nearly all surveys the proportion of individuals classified in-moult was higher than expected, but not so high to be statistically significant at the 5% level.
Examined across the entirety of events 1 and 2, there were significantly more scoters in-moult observed in event 1 than would be expected if mortality processes were the same as other years, but we could not demonstrate that there were significantly more scoters in moult in event 2 due to the low number of Scoters observed in this event ( Figure S8 ). Across events 1 and 2, there were significantly more Common murres than would be expected if mortality processes were the same as other years. (Figure S8 ). Figure S7 . Bubble plot illustrating the number of Scoters (A) and Murres (B), per survey plotted as a function of survey location (latitude) and time. Points are colored according to whether the surveyspecific number of carcasses was significantly higher than expected. Figure S8 . Expected (gray bars) and observed (arrows) numbers of Scoters and Common murres in moult for northern and southern mortality events. The expected distributions correspond to those calculated according to the fitted moult profile for each species. n is the total number of birds in each event where moult state could be determined, and p is the p-value of the observed value, relative to the distribution of simulated expected values.
Section 6: Sequential environmental foaming conditions -sensitivity analysis
In our assessment of environmental conditions necessary for a foaming event caused by A. sanguinea we examined how often several criteria are met in succession. Criterion 1 = upwelling conditions necessary for nutrient transport from depth; Criterion 2 = downwelling, inducing bloom senescence via depleted nutrients and simultaneous onshore transport of the bloom; Criterion 3 = foam formation via wave action. For the foaming events in 2009, Criterion 1 (upwelling) and Criterion 2 (transport) were met on days separated by a minimum of 1-4 days, whereas Criterion 2 and Criterion 3 were concurrent (Table S5) . We allowed a 7-day gap between the upwelling and onshore-transport criteria, and a 2-day gap between transport and wave action criteria to account for offshore and onshore bloom persistence, respectively (main text Table 3 ). However, because the persistence of a bloom in the offshore and onshore environment may depend on a suite of variables, we provide a sensitivity analysis to examine whether our conclusions would vary dependent on the separation requirements we assume for these environmental conditions. Specifically, we examine how the number of days where all three criteria are met changes when allowing gaps of 3,5,7,9 and 11 days between C1 and C2, and gaps of 1-5 days between C2 and C3. We also identify whether the number of contiguous events changes when varying these gaps.
In all cases, allowing for a larger gap between criteria resulted in more days under which combined criteria were met (Table S6) . However, the number of contiguous events didn't change as a function of the assumed gap size, but rather the duration of potential foaming events was extended when allowing for larger criteria separation (Table S6) . Therefore, the finding that environmental conditions sufficient for foam production tend to occur sporadically, but usually once per year in years in which they do occur, is not dependent on assumed criteria separation. Furthermore, all events were confined to late September -mid October, with the exception of 2009, irrespective of criteria separation (Table S6) . This indicates that the finding that 2009 was anomalous for meeting these requirements earlier in the season, is also not dependent on assumed criteria separation. Table S6 . The number of days where combined criteria were met allowing for variable gaps between the meeting of Criteria 1 (upwelling), 2 (transport) and 3 (waves). Contiguous event dates are presented in each case for a 5-day gap between C 2 and C 3 , for the stated gap between C 1 and C 2 . Years where criteria weren't met were omitted. 
