The Eighth Workshop on Mining and Learning with Graphs (MLG) 1 was held at KDD 2010 in Washington DC. It brought together a variete of researchers interested in analyzing data that is best represented as a graph. Examples include the WWW, social networks, biological networks, communication networks, and many others. The importance of being able to effectively mine and learn from such data is growing, as more and more structured and semi-structured data is becoming available. This is a problem across widely different fields such as economics, statistics, social science, physics and computer science, and is studied within a variety of sub-disciplines of machine learning and data mining including graph mining, graphical models, kernel theory, statistical relational learning, etc. The objective of this workshop was to bring together practitioners from these various fields and areas to foster a rich discussion of which problems we work on, how we frame them in the context of graphs, which tools and algorithms we apply and our general findings and lessons learned. This year's workshop was very successful with well over 100 attendees, excellent keynote speakers and papers. This is a rapidly growing area and we believe that this community is only in its infancy. We hope that the readers will join us next year for MLG 2011!
INTRODUCTION
The analysis of graphs is a problem which spans widely different fields such as economics, statistics, social science, physics and computer science, and is studied within a variety of subdisciplines of machine learning and data mining including graph mining, graphical models, kernel theory, statistical relational learning, etc. Many contributions developed in one area can have a direct impact on others once a common abstraction of the underlying problems is established.
The objective of the MLG workshop was therefore to bring together researchers from a variety of these areas, and discuss commonality and differences in challenges faced, survey some of the different approaches, and provide a forum to present and learn about some of the most cutting edge research in this area. One of our desired outcomes was to have participants walk away with a better sense of the variety of different tools available for graph mining and learning, and an appreciation for some of the 1 http://www.cs.umd.edu/mlg2010/ interesting emerging applications for mining and learning from graphs. One of the key challenges we addressed in this workshop was how to efficiently analyze large data sets that are relational in nature and hence easily represented as graphs. Such data are becoming ubiquitous in a plethora of application and research domains and now was an opportune time to bring together people from these various fields to exchange ideas about how we can mine and learn from these large data sets. As such, one of the primary goals of this workshop was to explore the state-of-the-art algorithms and methods, leveraging existing knowledge from other sub-disciplines, to examine graph-based models in the context of real-world applications, and to identify future challenges and issues. In particular we were interested in exploring following topics: The remainder of our report will discuss the format of the workshop, the themes and feedback we received from participants, and details about the keynote speakers and accepted papers. We finish by acknowledging everybody whom we felt had a large part in the overall success of this workshop.
WORKSHOP FORMAT
This workshop was the eighth in a series of workshops organized either as standalone workshops, or in conjunction with machine learning conferences (ICML and ECML). This is the first time that it has collocated with KDD, and we were very excited about the opportunity to bring MLG researchers together with KDD researchers. This was also the first time the workshop was held in the US. MLG has historically been a two-day workshop and we were very pleased when SIGKDD accepted our proposal and granted us a two-day workshop. We believe that the nature of this helped improve participation significantly.
We decided on a format where we would have a large number of keynote speakers to introduce the scope of MLG to this audience. We had only a small number of paper presentations, a large poster session, a final wrap-up discussion and many long breaks, all in order to facilitate in-depth discussions and fostering face-to-face interaction. We believe that this format was very successful, and the breaks and the poster session were filled with discussion much as we had hoped. Our final wrap-up session was well-attended and we received much useful feedback from the audience and participants.
THEMES AND FEEDBACK
We felt that this workshop was a great success all around. We had an unexpectedly large number of attendees and participants and all attendees whom we spoke with (presenters, keynote speakers and general audience alike) were universally very positive about the workshop. In particular, the keynote sessions and the poster session were two parts of the workshop which received the most positive feedback and we believe this workshop format really helped with the participation.
There were a number of themes that emerged from the workshop. Certainly the statistical challenges in dealing with graph data and the scaling challenges in dealing with large graph data were common. Other themes where the need to operate with dynamic graph data, handling missing and noisy data (missing attributes, nodes or edges), handling heterogeneous graph data, and graph databases. At the same time, there were a diverse range of techniques leveraged, including graphical models, kernel methods, spectral methods and frequent pattern algorithms.
There was a general agreement that identifying and working on concrete applications of graph modeling would be a useful way to advance this field and that having more diverse and rich social network data sets would also be useful.
ATTENDANCE
While we have not received the final number of registrants to the workshop, we counted well over 100 attendees during the first day. The second day, our workshop was competing with two other network-centric workshops at SIGKDD and we saw the attendance drop to about 80. The number of attendees was quite astonishing to us, and the rooms we had been assigned were too small to accommodate all participants. We were lucky on the first day to have one wall taken down to double the room-size. This helped in enabling us to have the poster session in our assigned room without having to spill into the hallways. However, we believe that having a small room the second day also hurt attendance, but it was good to know that those attendees at least had other network-centric workshops they could attend instead. The number of attendees was also unexpected as we only had 65 official registrants a week before SIGKDD was held.
It also speaks to the timeliness, popularity and general interest of the topics covered in MLG. We believe that the MLG community, despite this being the eight annual workshop, is still in its infancy and we believe that the community will only grow and the area and field will only become more mature in coming years. We look forward to being part of this growing community.
INVITED SPEAKERS
As mentioned above, this was the first time that MLG was at SIGKDD and in the US. We decided early on that the best way to introduce MLG to the US and data mining audience was to invite senior high-quality speakers which could community the breadth of topics, problem formulations and algorithms which are at the core of MLG. We settled on seven speakers which would achieve this goal for us and we believe their presence was one critical aspect of making MLG the success it was.
