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Abstract
In this paper, we investigate on minimizing the energy
consumption of a fixed broadband wireless network through
a joint optimization of data routing and radio configura-
tion. Every link holds a set of power-efficient configura-
tions, each of them associating a capacity with its energy
cost. The optimization problem involves deciding the net-
work’s configuration and flows that minimize the total en-
ergy consumption. An exact mathematical formulation of
the problem is presented. It relies on a minimum cost mul-
ticommodity flow with step increasing cost functions. We
then propose a piecewise linear convex function that pro-
vides a good approximation of the energy consumption on
the links, and present a relaxation of the previous formula-
tion that exploits the convexity of the cost functions. This
yields lower bounds on the energy consumption, and finally
a heuristic algorithm based on the fractional optimum is
employed to produce feasible solutions. Our models are
validated through extensive experiments.
1. Introduction
The increasing demand for high-speed data connections
has driven a rapid growth of telecommunications technolo-
gies [2]. For many reasons, such as economical equipment
cost, easy installation, and disaster resiliency, microwave
radio links have become a common preference over leased
lines to build broadband communication networks [12]. De-
spite this fact, network operators are now challenged to re-
duce operation costs while supporting the enormous growth
of bandwidth intensive applications and their very bursty
traffic behaviors. In addition, the tremendous rise of energy
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on the radio link’s characterization.
costs has yielded a strong social and economical incentive
for researchers and manufacturers to investigate on how to
reduce energy expenditure of communication systems.
Fostered by the poor behavior of wireless networks when
their size increases [8, 10], backhaul and mesh networks
have been intensively studied in recent years with a specific
focus on capacity or other QoS parameters and installation
costs [19, 7, 15]. Conversely, many researches have focused
on minimizing energy consumption in wireless network,
such as minimum energy broadcasting, backbone construc-
tion or monitoring in sensor and ad-hoc networks [18, 3].
In particular, most existing solutions are per-device power
optimization, while one should focus on a system-wide ap-
proach to reach a global energy expenditure minimum.
Furthermore, the optimum configuration choice for wire-
less networks is quite different from classical wired net-
works. Indeed wired channels are stationary and pre-
dictable, while wireless links are time-varying and present
a dynamic behavior (for instance, transmission power and
modulation format can be adjusted to environment con-
ditions and traffic requirements) [16]. Consequently, we
have to deal with a complex decision while setting the ra-
dio link’s parameters. This decision consists in determin-
ing the optimal system’s configuration, taking into account
the specific context under consideration and a set of concur-
rent performance requirements, such as energy expenditure,
throughput, and latency.
In this work, we are concerned with minimizing energy
consumption in fixed broadband wireless networks, focus-
ing on power-efficient radio configuration. The network
is modeled by a digraph in which the nodes represent ra-
dio base stations (RBS) with directional antennas and the
arcs represent radio links. Every link holds a set of power-
efficient configurations, each of them associating a capacity
with its energy cost. The optimization problem involves
deciding both the network’s configuration and flows that
minimize the total energy expenditure, while handling all
the traffic requirements simultaneously. It can be seen as
a special case of the minimum cost multicommodity flow
(MCMCF) problem, which is largely used for optimal de-
sign of telecommunication networks [13, 9, 4].
Various special cases of the MCMCF problem are re-
ported in [13], each of them associated with an appropriate
link cost function. When the cost function is considered
to be linear, then the MCMCF problem can be formulated
as a large scale continuous linear program, and many effi-
cient algorithms are available (see the survey [9]). On the
other hand, when considering realistic situations, we have
commonly to deal with piecewise linear concave or step in-
creasing cost functions, giving rise to large scale integer
linear programs, much more difficult to solve in practice
(see [4] and references therein). These cases usually ad-
dress the economy of scale phenomenon, where the link’s
average cost decreases as the installed capacity increases.
We consider here the power efficiency abstraction, re-
lated to many concepts of digital and wireless communi-
cations, such as modulation schemes, signal-to-noise rate
(SNR), bit error rate (BER), and channel capacity. Notably,
in this context, we perceive that the link’s average energy
cost raises as the channel capacity increases. We then pro-
pose a piecewise linear convex function, obtained by linear
interpolation of power-efficient configuration points, that
provides a good approximation of the energy consumption
on the links, and present a relaxation that exploits the con-
vexity of the cost functions. This yields lower bounds on
the total energy expenditure, and finally a heuristic algo-
rithm based on the fractional optimum is employed to pro-
duce feasible solutions. In particular, our algorithm induces
a satisfactory integrality gap in practice.
The remainder of the paper is organized as follows. In
Section 2, we convey more information with regard to the
radio link’s characterization, focusing on channel capacity
and power efficiency. In Section 3, we introduce an exact
formulation for the application considered here. It relies
on a minimum cost multicommodity flow with step increas-
ing cost functions. In Section 4, we propose a relaxation
of the previous formulation using piecewise linear convex
cost functions. A simple heuristic based on the fractional
optimum is introduced. In Section 5, we discuss some com-
putational results that we have achieved by experimenting
with benchmark problem instances. In Section 6, some final
remarks and comments on future work conclude the paper.
2 Link Characterization
The analysis of communication systems involves de-
tailed knowledge of the physical channels through which
the data is transmitted. Traditionally, the performance of
wireless communications is focused on computing signal
levels at the receiver, and it begins with a link budget, i.e. a
calculation involving the gain and loss associated with the
antennas, transmitters, transmission lines, as well as sig-
nal attenuation due to propagation [12, 16]. The result is
an estimation of the SNR value, from which we can obtain
some implications in terms of channel capacity and BER.
Given the channel bandwidth B and the signal-to-noise ra-
tio value S/N , expressed as a linear power fraction, we can
determine an upper bound for the channel capacity C, as-
suming that the BER approaches zero if the data transmis-
sion rate is below the channel capacity, according to the fol-
lowing Shannon’s capacity theorem [17]:
C[bits/s] = B[Hz] ∗ log2(1 + S[W ]
N [W ]
)
Actually, the degree to which a communication sys-
tem can approach this limit depends on receiver noise and
modulation technique. The receiver noise is generated by
components used to implement the communication system.
Other sources of noise may arise externally to the system,
such as interference from other users of the channel. As
we assume here the use of directional antennas, we do not
consider interference but receiver noise. With regard to the
modulation technique, several features influence the pref-
erence for some modulation scheme. Roughly speaking, a
desirable modulation provides low BER at low SNR and
occupies a minimum of bandwidth. These requirements are
conflicting, and existing modulations do not simultaneously
perform all of them [16, 6].
While focusing on energy expenditure, an important fac-
tor that must be considered is the power efficiency: a mea-
sure of the received power needed to achieve a specific BER
for a given modulation scheme. In other words, power ef-
ficiency represents the ability of a modulation technique to
preserve the fidelity of the digital message at low power lev-
els. Unfortunately, the most power-efficient modulations,
like binary phase shift keying (BPSK) and quadrature phase
shift keying (QPSK), present a rather modest number of bits
per transmitted symbol for a given bandwidth [2].
Commonly, to support broadband applications, modern
communications systems use M -ary digital modulations.
The modulating signal is represented as a time sequence of
symbols, where each of them has m finite states and rep-
resents n bits of information (with n = log2m). Many
fixed wireless systems use quadrature amplitude modu-
lation (QAM), which presents high bandwidth efficiency
and, when compared to other M -ary modulations, offers a
good trade-off between occupied bandwidth and power ef-
ficiency [14]. Fig. 1 illustrates the signal constellations for
16-QAM and 64-QAM. To increase the data rate, symbols
that convey more information bits with more signal constel-
lation states are required. Because the constallation states
are closer together, high-level modulations will be obvi-
ously more susceptible to noise [2].
Figure 1. 16-QAM and 64-QAM constellations.
Modern communication systems implement digital mod-
ulators completely in software. Instead of having a partic-
ular modem design frozen as hardware, embedded imple-
mentations now allow to work with different modulation
schemes [16]. As the modulation changes to accommodate
higher data rates, the SNR requirement increases to preserve
the BER performance. Since we can increase noise immu-
nity by increasing signal power, there is a trade-off between
bandwidth and power efficiencies. Fig. 2 shows the theo-
retical capacity (given by Shannon’s theorem), the practical
bitrate (using QAM schemes), and the SNR achieved for a
typical radio link in fixed broadband wireless networks.
Under this scenario, a power-efficient configuration can
be characterized by a modulation constellation size and a
transmission power level. Every radio link holds a set of
power-efficient configurations, each of them associating a
capacity with its energy cost. Fig. 3 illustrates both a dis-
continuous step increasing and a piecewise linear convex
energy cost functions on the links. The latter is obtained by
linear interpolation of power-efficient configuration points
and provides a good approximation of the energy consump-
tion on the links. Note that, for each modulation scheme,
only the most right point of the curve represents a power-
efficient configuration.
3 Mathematical Model
In this section, we introduce an exact formulation to the
problem of how to minimize energy consumption in fixed
broadband wireless networks. The optimization problem in-
volves deciding both the network’s configuration and flows,
Figure 2. Theoretical versus practical chan-
nel capacities.
while handling all the traffic requirements simultaneously.
By configuration, we mean the choice of the transmission
power level and the modulation scheme for each radio link,
assuming a finite set of power-efficient configurations. The
energy consumption on each link is given by a step increas-
ing cost function, as shown in Fig. 3, and depends on the
traffic volume that is supposed to pass through it.
This problem can be seen as a MCMCF with step in-
creasing cost functions, and it can be formally stated as:
Given the network’s topology as a digraph G = (V,E),
where each node v ∈ V denotes a RBS and each arc uv ∈ E
represents a radio link from u to v, with u, v ∈ V and
u 6= v. Let Muv be the number of power-efficient configu-
rations held by the arc uv, each of them associating a capac-
ity bmuv with its energy cost c
m
uv , for m = 1, . . . ,Muv . We
are also given the traffic requirements defined byK oriented
pairs of terminals (sk, tk), with sk, tk ∈ V and sk 6= tk, and
by the expected demand on them dk, with k = 1, . . . ,K.
We want to determine the network’s configuration and flows
that minimize the total energy expenditure. Consider the bi-
nary decision variable ymuv which alludes whether the con-
figurationm is active for the arc uv, and let xmkuv be the flow
through the arc uv under the configurationmwith respect to
the traffic requirement k. Finally, the optimization problem
can be formulated as:
min
∑
uv∈E
Muv∑
m=1
cmuvy
m
uv (1)
s.t.
∑
uv∈E
Muv∑
m=1
xmkuv −
∑
vu∈E
Mvu∑
m=1
xmkvu = −dk, (2)
∀v ∈ V, k = 1 . . .K, v = sk∑
uv∈E
Muv∑
m=1
xmkuv −
∑
vu∈E
Mvu∑
m=1
xmkvu = 0, (3)
∀v ∈ V, k = 1 . . .K, v 6= sk, v 6= tk∑
uv∈E
Muv∑
m=1
xmkuv −
∑
vu∈E
Mvu∑
m=1
xmkvu = dk, (4)
∀v ∈ V, k = 1 . . .K, v = tk
Figure 3. Step increasing and piecewise lin-
ear convex energy cost functions.
K∑
k=1
xmkuv ≤ bmuvymuv, (5)
∀uv ∈ E,m = 1 . . .Muv
Muv∑
m=1
ymuv ≤ 1,∀uv ∈ E (6)
x ∈ R+, y ∈ B (7)
In this formulation, the objective function (1) represents
the total energy cost that we want to minimize. For each
link, it counts the energy consumption due to the radio op-
eration at a given transmission power, defined by its config-
uration. The flow conservation property is expressed by (2),
(3), and (4). It provides the routes for each demand pair,
guaranteeing that the traffic requirements are entirely at-
tended. By (5), it is assured that, on each link, the available
capacity according to its configuration supports all the traf-
fic to be routed through it. The link’s configuration choice is
determined by (6). For each radio link, it forces a single se-
lection among the possible power-efficient configurations.
Unfortunately, this formulation results in large scale in-
teger linear programs, which are very hard to solve in prac-
tical cases. In addition, solution methods for this prob-
lem have received little attention in the literature. In [5], a
relaxation that combines both column and constraint gen-
eration is used to derive lower bounds to this problem.
In [1], a difference of convex function algorithm is applied
to provide feasible solutions. These studies consider gen-
eral step increasing functions, where “convexification” may
derive poor approximations. In the sequel, we introduce a
convexification-based relaxation that takes advantage of the
inherent convex shape of the energy cost functions on the
links to obtain lower bounds on the power consumption and
determine the network’s configuration.
4 Model Relaxation
In the subsequent formulation, in order to obtain an ap-
proximation of the energy consumption on the links, we use
linear interpolation of power-efficient points. In Fig. 4, for
each interval, the endpoints represent power-efficient con-
figurations and the decimal numbers denote the energy cost
per unit of capacity. These values were obtained for a real
world scenario, as further described in Section 5. Obvi-
ously, distinct scenarios lead to different cost values. Nev-
ertheless, the shape of the curve remains the same. Note that
the link’s cost per unit of capacity increases as the modula-
tion scheme changes to accommodate higher data rates.
The problem can be rewritten as a MCMCF with piece-
wise linear convex cost functions, giving rise to large scale
continuous linear programs. Consider the problem state-
ment, as in the previous section, and the following modifi-
cations: now bmuv represents the incremental of capacity on
the arc uv when we move from the configuration m − 1 to
Figure 4. Energy cost per unit of capacity.
the immediate higher level m, and cmuv denotes the marginal
energy cost into this configuration. As the marginal cost
for routing an amount of traffic over higher QAM schemes
is always increasing, the modulation and the transmission
power for each link can be determined by the variable x of
highest-level configuration and non-zero value, i.e. by the
flow at the highest QAM scheme. The problem can be then
formulated as:
min
∑
uv∈E
Muv∑
m=1
K∑
k=1
cmuvx
mk
uv (8)
s.t.
∑
uv∈E
Muv∑
m=1
xmkuv −
∑
vu∈E
Mvu∑
m=1
xmkvu = −dk, (9)
∀v ∈ V, k = 1 . . .K, v = sk∑
uv∈E
Muv∑
m=1
xmkuv −
∑
vu∈E
Mvu∑
m=1
xmkvu = 0, (10)
∀v ∈ V, k = 1 . . .K, v 6= sk, v 6= tk∑
uv∈E
Muv∑
m=1
xmkuv −
∑
vu∈E
Mvu∑
m=1
xmkvu = dk, (11)
∀v ∈ V, k = 1 . . .K, v = tk
K∑
k=1
xmkuv ≤ bmuv, (12)
∀uv ∈ E,m = 1 . . .Muv
x ∈ R+ (13)
The total energy cost is now given by a continuous linear
function (8). The constraints (9), (10), and (11) remain as
in the previous model and implicitly provide, besides the
routes for each demand pair, the network’s configuration.
By (12), we guarantee that, through every link, the flow over
each configuration level does not exceed its capacity.
This formulation gives rise to continuous linear pro-
grams and can be easily solved even if we have to deal with
very large instances. Despite the fact that the resulting opti-
mal solution of the associated linear program is not a practi-
cal one, it yields lower bounds on the energy consumption.
Furthermore, quite satisfactory solutions can be obtained by
means of simple heuristics based on the fractional optimum.
Particularly, we consider a direct heuristic algorithm that
considers the optimal solution of the relaxation and assigns,
for each radio link, the lowest-level power-efficient config-
uration capable of routing the network’s flows.
5 Computational Results
In a manner as to testify the potentialities behind the
novel approach, we have performed computational exper-
iments on standard benchmark grid network instances [11].
We consider that the radio base stations use directional an-
tennas and the transceivers devices present identical char-
acteristics, and all radio links are operated at the same fre-
quency and bandwidth. We assume here the free space path
loss attenuation model and do not consider interference, but
receiver noise. The following parameters are assumed:
• Channel Bandwidth: 28 MHz;
• Operated Frequency: 13 GHz;
• Antenna Gain: 30 dBi;
• Receiver Sensitivity: -90 dBm;
• Distance: 1000 m.
By means of a link budget, we can then compute the in-
formation related to the power-efficient configurations. Ta-
ble 1 shows the modulation schemes, along with the chan-
nel capacities, the transmission power levels, the marginal
costs, and the SNR requirements for a BER of 10−6.
Table 1. Power-efficient configurations data
Modulation Capacity Power Marginal Cost SNR
QPSK 56 Mbps 0.88 mW 0.016 mW 14.21 dB
16-QAM 112 Mbps 4.20 mW 0.059 mW 21.02 dB
32-QAM 140 Mbps 11.10 mW 0.247 mW 25.24 dB
64-QAM 168 Mbps 18.47 mW 0.263 mW 27.45 dB
128-QAM 196 Mbps 42.81 mW 0.869 mW 31.10 dB
256-QAM 224 Mbps 79.34 mW 1.305 mW 33.78 dB
We performed experiments on grid networks using the
traffic matrix given in [11]. In order to observe the evolu-
tion of the energy cost as a function of the traffic amount,
we have multiplied the traffic matrix by a traffic volume
factor λ, initiated at 0.05 and increased by 0.05 until the
network’s infrastructure does not support the traffic any-
more. We used CPLEX to execute both the discrete and the
continuous program models associated with the MCMCF
with step increasing and piecewise linear convex energy
cost functions, respectively. Fig. 5 illustrates that the energy
cost evolves exponentially as the traffic volume increases.
Overall, the computational results show that the heuristic
algorithm performs well compared to the exact formulation
and allows solving instances that are not reachable with the
exact model. Note that, for the exact formulation, after 2
hours of computation, integer solutions were found for all
5 × 5 grid instances (Fig. 5(a)). However, for the 10 × 10
grid instances (Fig. 5(b)), integer solutions were found just
for the first six instances, and the sixth one is worst than
the heuristic solution. None of the solutions for the exact
formulation was proven to be optimal.
Considering the MCMCF with piecewise linear convex
cost functions, fractional optimal solutions were found for
all problem instances, and the execution time has never ex-
ceeded few seconds. Furthermore, heuristic feasible solu-
tions based on the fractional optimum were generated for
all problems. As a drawback, instances on which the net-
work’s traffic was small have not presented good heuristic
solutions. As expected, the relaxation spreads the traffic
among several radio links. Therefore, by rounding up the
links’ capacity, many links may use a higher-level modula-
tion to carry a small extra amount of traffic that could be
routed through other links.
As an example, consider 4 radio base sta-
tions A,B,C,D, 4 radio links AB,AC,CD,DB,
and a traffic matrix with 4 demands of 10 Mbps
each, AB,AC,CD,DB. The relaxation routes the
demands on different links, for an overall cost of
4 × 10 × 0.016 = 0.64 mW . Actually, this solution
does not represent a real world configuration. Thus, in
order to obtain a feasible solution, the heuristic rounds the
capacity of all links from 10 Mbps to 56 Mbps, for a total
cost of 4 × 0.88 = 3.52 mW . The exact model, however,
avoids the use of the link AB, routing the demand AB
through the links AC,CD,DB, for an overall cost of
3 × 0.88 = 2.64 mW . This partially explains why the
gap is large in Fig. 6 when λ is small. Many links are
under-used to transport a small amount of traffic. This also
explains, in some degree, why the gap increases as λ moves
from 0.35 to 0.40 or from 0.70 to 0.75 in Fig. 6(a). Despite
this fact, good heuristic solutions were obtained with
few seconds of computation. Particularly, our algorithm
induces a very satisfactory integrality gap for instances on
which the amount of traffic is large.
6 Conclusion
In this paper, we presented mathematical formulations
for the joint optimization of data routing and radio config-
uration in fixed broadband wireless networks. In particular,
we proposed an approximation of the energy consumption
on the links by a piecewise linear convex cost function. A
heuristic based on the fractional optimum is used to gener-
ate feasible solutions. As future work, we intend to inves-
tigate alternative relaxations and heuristics to decrease the
gap to the exact solution.
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