Abstract-This paper introduces novel wavelet-based semiparametric centralized and distributed compression methods for a class of 1-D piecewise smooth functions. Classical centralized compression schemes are based on a relatively complex, nonlinear encoder and a simple, linear decoder. Recently, a new paradigm in compression called distributed source coding has emerged. This setup involves multiple encoders, where each one partially observes the source, and a centralized decoder. First, we focus on the dual situation of the centralized compression with a simple encoder and a complex decoder. We show that, by incorporating parametric estimation into the decoding procedure, it is possible to achieve the same rate-distortion performance as that of a conventional wavelet-based compression scheme. Second, we consider the distributed compression scenario, where each independent encoder partially observes the 1-D piecewise smooth function. We propose a new wavelet-based distributed compression scheme that uses parametric estimation to perform joint decoding. Our analysis shows that it is possible for the proposed scheme to achieve the same compression performance as that of a joint encoding scheme.
source is Gaussian, it is well known that the Karhunen-Loève Transform (KLT) is the optimal transform [2] , [3] .
Recently, a new paradigm in compression called distributed source coding (DSC) (see [4] [5] [6] [7] [8] [9] [10] ) has started to emerge. In contrast to the centralized scenario, the source is partially observed by a number of independent encoders. The observations, however, can be jointly decoded. Such scenario imposes a new set of requirements for compression, which typically includes low-complexity encoders, robustness and high compression efficiency [4] . It is then natural to wonder how the classical centralized transform coding strategy is going to change under this new scenario. Recent research has provided us with some precise answers. For example, the KLT has been shown to be the best transform for Gaussian sources [11] and the optimality conditions for transforms in high bit-rate regimes are given in [12] , [13] . If, however, the Gaussian and high bit rate assumptions are relaxed then the problem of distributed transform coding remains largely open. It is also of interest to note that the shift in complexity from the encoder to the decoder is also central to a set of new sampling theories such as compressed sensing (CS) [14] , [15] and sampling signals with finite rate of innovation (FRI) [16] , [17] . Compressed sensing has also led to new DSC results [18] , [19] . The work in this paper has been inspired by these recent sampling results; it is however closer to FRI theory since the signals considered here are closer to those studied in [17] .
In this paper, we will focus on the wavelet transform, which has had a profound impact on modern signal processing theory (see [20] ). In particular, we focus on the theoretical study of the performance of wavelets in compression schemes with simple encoders and a complex decoder. Our study is based on the compression of a class of piecewise smooth functions, which is usually used as a simplified model of a row (or a column) of an image [21] . For a conventional centralized transform coding setting, it has been shown that a wavelet-based compression strategy that employs a nonlinear encoder produces the best R-D performance [21] . The problem of finding the best strategy for a wavelet-based distributed compression, however, is still open.
In order to investigate the impact of the structural change in complexity, we first focus on the centralized scenario with a simple encoder and a nonlinear decoder. By including a form of nonlinear parametric estimation technique in the decoding process, we will show that it is indeed possible to achieve a comparable R-D performance to that of the traditional scheme. We then investigate how the concept of nonlinear decoding can be applied in the DSC setting. In particular, we focus on the case where the disparity between each observed signal can be described by a form of geometric transformation. This is, in spirit, similar to the use of motion compensated prediction algorithm in video compression. We will also propose a distributed compression scheme that uses the FRI-based parametric estimation technique. Finally, we briefly discuss how the theoretical results in this paper can be extended to real images.
The paper is organized as follows. In the next section, we review the notion of piecewise smooth functions including their wavelet-based approximation and compression results. Section III presents our proposed semiparametric compression algorithm for the centralized case, where a detailed R-D analysis is given. The concept of semiparametric compression is then extended to the distributed compression scenario in Section IV. A constructive parametric estimation algorithm based on the sampling theory of signals with finite rate of innovation is presented in Section V. We give our simulation results in Section VI. A brief discussion on application to real images is then presented in Section VII. Finally, the conclusion is given in Section VIII.
II. SIGNAL MODEL, APPROXIMATION, AND COMPRESSION

A. Signal Model
Throughout this paper, we will assume that the support of the continuous function is normalized to where denotes . We define the regularity of a function with the Lipschitz exponent [22] . Hence, our piecewise smooth functions can be written as follows:
The piecewise polynomial signal can be written as follows: (3) with . This signal model will be used in our analysis in the forthcoming sections.
B. Wavelet Representation and Approximation
Let us recall that the wavelet decomposition of a continuous function , is formally expressed as (4) where and . The low-pass and high-pass coefficients are given by the following inner products:
and , where and are the dual of and , respectively, such that and similarly for . One of the most well-known properties of the wavelet transform is the vanishing moments property. The wavelet transform is said to have vanishing moments if its analysis wavelet satisfies . Moreover, given a function that is uniformly -Lipschitz around and a wavelet with at least vanishing moments, the standard result in wavelet theory states that the wavelet coefficients in the cone of influence of decays as across scales with a constant . We refer to [20] , [22] , and [24] - [26] for a detailed treatment on wavelet theory.
The -term linear approximation of can then be obtained by representing with only coefficients where the choice of these coefficients is fixed a priori. Normally, the first coefficients are retained. If we assume that then the following approximation can be obtained: (5) with and . Note that this is also referred to as linear multiresolution approximation. Let us denote the squared approximation error with . Given that is uniformly -Lipschitz over and the wavelet has at least vanishing moments, it can be shown that the error decays as [22] . On the contrary, if is piecewise -Lipschitz smooth with pieces as given in (1) then [22] . If we now approximate with the largest amplitude coefficients instead, then the best approximation of is given by where is the index set of the largest amplitude coefficients. This is a form of nonlinear approximation since the index set depends on . Given the same piecewise -Lipschitz smooth function, it now follows that [22] . Therefore, nonlinear approximation is superior to linear approximation when the function is piecewise smooth. 
C. Wavelet Compression
One can think of compression as a process of approximation followed by quantization. Suppose that we are to compress a smooth -Lipschitz function. Given that the wavelet has at least vanishing moments, the distortion-rate function of a compression scheme that allocates the bits to the first coefficients is [21] . If, however, a function is piecewise smooth as described by (1), the achieved becomes . On the other hand, a compression scheme that allocates bits to the largest coefficients achieves [21] . Thus, at high rates, the distortion of a nonlinear compression scheme decays as whereas a scheme with a linear approximation strategy has a slower decay of .
III. CENTRALIZED SEMIPARAMETRIC COMPRESSION
We now consider the setup where the encoder is based on linear approximation and the decoder is nonlinear, which is the dual of the traditional compression.
A. Semiparametric Compression Strategy
Consider a piecewise smooth function
given by the signal model in (2) . Intuitively, one can recover by reconstructing and separately. Since is uniformly -Lipschitz, a compression method based on the linear approximation shown in (5) can be used to compress with . On the other hand, we can reconstruct by estimating the locations and the polynomial coefficients , which is a parametric estimation problem. First, consider the wavelet decomposition of as shown in (4) where we assume that the wavelet has at least vanishing moments. We denote with a set of indices such that . In other words, the coefficients are in the cone of influence of discontinuities of . In contrast, the coefficients in are outside the cone of influence and decay as This is illustrated in Fig. 1 .
Let us now address the linear approximation-based quantization strategy in details. From (5) , is approximated with only the coefficients in decomposition level . Since the wavelet coefficients of decays as , this is equivalent to setting the quantizer step size to . Therefore, the number of bits allocated to each coefficient at resolution is given by , where an extra bit is needed to code the sign. Hence, the total rate allocated to the high-pass coefficients for the reconstruction of is . In reality, the encoder does not have a direct access to the smooth component . This is not a problem for the coefficients outside the cone of influence of discontinuities as Hence the above quantization strategy can be applied directly. For the coefficients in the cone of influence of discontinuities, it follows that Since do not decay as across scales, the values of are outside the range of the quantizer, i.e., for the same , more than bits are required to code the coefficients in the set . However, it is true that the information of the wavelet coefficients of is fully contained within the first bits [starting from the less significant bits (LSB)]. Therefore, for , only the first LSBs are transmitted to the decoder and the rest of the bits can be discarded.
As aforementioned, the reconstruction of the piecewise polynomial component can be done parametrically. We recall that the wavelet coefficients of are given by . Let us denote with , the reconstructed version of , which is obtained from parametric estimation, and let be the corresponding wavelet coefficients. In addition, by following the above quantization strategy, the decoder receives the first LSBs of . We denote with , the quantized version of . We will now show that can be decoded using the concept of error correction code. Let us demonstrate this concept with the following example.
Consider the case where bits for a given . Suppose that the binary representation of is 1111 and that, at the decoder, parametric estimation gives . The encoder sends the first LSBs of , which is 11, to the decoder. Since , this means that the quantized version of can either take a positive value of 1 or a negative value of 111 (this is without the sign bit attached), which would lead to or , respectively. However, since the decoder knows that the magnitude of is bounded by bit, it can select as the correct decoded value. This is, in spirit, similar to the use channel coding technique in Wyner-Ziv coding [6] , [9] , where the first bits is the equivalent of the coset.
The proposed "semiparametric" compression algorithm for a piecewise smooth function can now be outlined as follows:
Algorithm 1: Centralized Semiparametric Compression
Encoding:
1: -term linear approximation: the encoder approximates as shown in (5); 2: Quantization: the coefficients and are quantized using a linear approximation-based quantization strategy as discussed in this section to obtain the quantized coefficients and .
Decoding:
1: Parametric estimation: the decoder approximates by estimating the locations and the polynomial coefficients of from the received quantized coefficients and to obtain ; 2: Cone of influence prediction: the coefficients in the cone of influence are predicted as follows:
3: Error correction decoding: the decoder uses the received LSBs of quantized coefficients together with the predicted coefficients to decode , where we denote with , the decoded version of ; 4: Final reconstruction:
is reconstructed from the inverse wavelet transform of the following set of coefficients: , and .
By using parametric estimation, the decoder is able to predict the coefficients in the cone of influence from the reconstructed function [see Fig. 1 (b) and (e)]. Moreover, the encoder in the proposed algorithm is low in complexity as it is based on linear wavelet approximation.
B. Cramér-Rao Bound (CRB) of Parametric Estimation
One of the core elements of the proposed algorithm is the parametric estimation step. Let us now assess the efficiency of using scaling and wavelet coefficients in parametric estimation with the CRB. Note that this is also an important step in determining the R-D performance of the proposed algorithm. Given a function where is a vector of deterministic parameters, the CRB gives us the lower bound on the variance of any unbiased estimator, i.e., , where is obtained from any unbiased estimation procedure. The CRB can be calculated from the inverse of the Fisher Information Matrix as where is the log-likelihood function and . Consider now the problem of estimating from a set of noisy transform coefficients given by , where is i.i.d. additive Gaussian noise with zero mean and variance , and denotes the index set of the received coefficients. It can be shown that is as follows:
The full derivation of this result can be found in [27] and [28] . In order to gain some intuition, we consider the following simplified estimation problem. The parametric function of interest is assumed to be piecewise constant with a single discontinuity (7) The estimator then has to retrieve from a set of noisy scaling coefficients . By applying the formula in (6), we have that CRB
, where is Therefore, the CRBs for the estimation of the location and the amplitude of are given by CRB and CRB(A)
where denotes the entry in the th row and th column of the matrix .
C. Rate-Distortion Analysis
The distortion-rate bound of the proposed semiparametric compression algorithm is derived in this section. For simplicity, we will use the simplified model of given by (9) where is the step function in (7) and is such that . In addition, let us assume that the decoder uses low-pass coefficients to estimate the and . With this set up, we will show that, at high rates, the distortion decays as for a wide range of rates.
First, let us revisit the low-pass representation of , which can be written as follows:
where (a) follows from (2) and the linearity of the inner product. We can then write the quantized coefficients as (10) where represents the quantization noise, which is assumed to be additive and Gaussian. Thus, we have written the quantized coefficients as the sum of the coefficients of the step function and the noise term . Suppose that a uniform scalar quantizer is used, at high rates, it follows that the variance of the quantization noise is given by (11) where is a constant and is the total rate allocated to represent . In the derivation of the bound that follows, we assume the following:
• the wavelet basis has at least vanishing moments; • the decoder uses quantized low-pass coefficients to estimate the parameters and ; • the estimators of and are minimum-variance unbiased estimator; • the quantization noise, , is additive Gaussian;
• the probability density function (pdf) of the low-pass coefficients of the smooth function denoted by is zero-mean Gaussian 1 with variance ; • the quantization noise and the coefficients are independent, which imply that is Gaussian distributed with zero mean and variance , where (12) We begin by noting that the proposed decoding algorithm essentially reconstructs and separately. The total distortion can, therefore, be written as (13) where and are the distortion for the reconstruction of and , respectively. Since is uniformly -Lipschitz smooth, an encoder in Algorithm 1 whose rate allocation follows the -term wavelet linear approximation strategy achieves (14) 1 The PDF of y and are arbitrarily assumed to be zero-mean Gaussian as this allows us to use the analytical expression of the CRB, given by (6). The derived distortion-rate bound is then verified with simulations.
where is the total rate (in bits) allocated for the compression of . Our next step then is to derive the expression for . The reconstructed step function can be written as
Here, the errors in the estimation of and are represented by and . It then follows that the average distortion is given by with a constant . By assuming that and are independent, we have that Let us denote with and the variances of and , respectively. Our assumption that the estimators are minimum variance estimators means that both and are given by their respective CRBs shown in (8) where, from (10) , is given by (12) . Using Jensen's inequality for concave functions, 2 we have that CRB as . Clearly, CRB . Therefore, the expected distortion can be written as CRB CRB By using the expression for the CRBs in (8) together with the relationship given in (10), we obtain the following R-D bound for the estimation of the step function:
where we have replaced and with and , respectively, and (a) and (b) follow from substituting in (12) and (11) .
The expression for the total distortion-rate bound can now be obtained by substituting (14) and (15) into (13) , which gives (16) with equal to . Given the total rate , we now need to allocate the bits among and so that the distortion in (16) is minimized. This is a well known constrained optimization problem, which can be solved using Lagrange multipliers. One necessary condition for the optimal bit allocation is that the derivatives of the distortion with respect to and are equal, i.e. (17) First, let us consider the case where the variance of is negligible i.e.,
. The function now becomes (18) By applying the condition given in (17) to (18) and assuming a high-rate regime, we have that the bits can be approximately allocated as (19) and the total rate is then given by (20) From the substitution of (19) into (18), together with the approximation in (20) , we have that the total distortion is (21) From (21), we can see that both terms and represent the distortion due to the discontinuity, which decay faster than . Therefore, given that , the curve of our proposed scheme follows at high . If we now consider the case where and assume that , the distortion given in (16) can then be approximated with a Taylor series expansion of the square root term to obtain (22) By solving the equal gradient condition in (17) , where is approximately given by (22), we obtain the following rate allocation: with a constant . Therefore, the overall function becomes
Note that the term now represents the distortion caused by the discontinuity, which still decays faster than the distortion from the encoding of the smooth function. It is straightforward to extend the results of this R-D analysis to the case where the signal is piecewise smooth as given in (2), which is summarized as follows:
Summary 1: Consider a piecewise smooth function as given in (2) . The semiparametric compression of , which employs a linear approximation strategy at the encoder and reconstructs the piecewise polynomial component and the uniformly smooth component separately, achieves the following function:
when the variance of the coefficients of is close to zero. Otherwise, the achievable function is Therefore, given that is sufficiently small, the proposed scheme can achieve the dominating decay rate of for a wide range of rates. Such performance is comparable to that of a compression scheme based on nonlinear approximation.
IV. DISTRIBUTED SEMIPARAMETRIC COMPRESSION
We now investigate the problem of distributed transform coding of piecewise smooth functions. Our aim here is to devise a suitable compression strategy for this new scenario. We then determine the differences in R-D performance among the distributed, joint and independent compression schemes.
A. Signal and Disparity Models
We consider the scenario where piecewise smooth signals are independently encoded but are decoded jointly. We denote a set of functions with , where the subscript indicates the signal that is observed by Encoder . Each function is given by the model in (2) . Hence, can be written as (23) We consider a disparity model where the main difference between the two observed signals is described by a shift. For simplicity, we write each function as (24) This is illustrated in Fig. 2 . The term represents the prediction error (or the residual), which is assumed to be uniformly -Lipschitz. The construction of this model is motivated by the block-based prediction or disparity estimation in applications such as video compression algorithms, multi-view images and image-based rendering. Fig. 3 shows an example of the scan lines taken from two images where the signals and the residual follow the model in (23) and (24) quite closely.
B. Distributed Semiparametric Compression Strategy
In the analysis that follows, we will assume that a reconstructed version of is available at the decoder by means of conventional wavelet nonlinear approximation-based compression strategy. Thus, , can be reconstructed by first estimating the shift parameter and then the residual as follows: , where and denote the reconstructed versions, and is the estimated shift parameter. One of the challenges here is that Encoders 2 to have no access to and, hence, the prediction error cannot be directly calculated and transmitted.
From the model of the piecewise smooth function in (23), let us define the locations of the discontinuities in with such that . Therefore, by retrieving , the shift parameters can be estimated by taking the average: (25) In the following analysis, we will assume for simplicity that the decoder is able to retrieve the locations of . Hence, the problem of estimating becomes the problem of estimating the locations . In addition, we will assume that the decoder only uses low-pass coefficients , of to estimate . Since the reconstructed version of is available at the decoder, the prediction of can be formed by . Assuming that the range of the amplitude of can be estimated a priori, we can adopt a similar quantization strategy as the one discussed in Section III, where the encoder only transmits the required LSBs to the decoder. We, therefore, propose the following semiparametric distributed compression algorithm:
Algorithm 2: Distributed Semiparametric Compression)
Encoding and Decoding of :
1: Nonlinear approximation-based compression: is encoded and decoded with a conventional wavelet nonlinear approximation-based compression scheme; 2: Extracting locations of discontinuities: the locations are extracted from .
Encoding of :
1: -term linear approximation: the encoder approximates as shown in (5); 2: Quantization: the coefficients and are quantized using a linear approximation-based quantization strategy as discussed in Section III-A to obtain and . For , only the required LSBs are transmitted. The analysis that determines the number of required LSBs will be given in the next section.
Joint Decoding of :
1: Parametric estimation: the decoder estimates the locations , from the quantized low-pass coefficients and the shift parameter is calculated using (25); 2: Prediction by translation: a predicted version of is formed by and the coefficients are obtained; 3: Error correction decoding: the error correction decoding technique discussed in Section III-A can also be applied at this stage where the received LSBs of quantized coefficients are used together with the predicted coefficients to decode . The decoded coefficient is denoted with ; 4: Final reconstruction: the signal is reconstructed by taking the inverse wavelet transform of the following set of coefficients:
and .
C. Rate-Distortion Analysis
As with the centralized case, we consider a simplified model of the piecewise smooth signal, which consists of a step function and a uniformly smooth -Lipschitz function. We also make the same set of assumptions as in the previous section here. For the sake of clarity, we begin by assuming that there are only two functions and where for . The generalization of the analysis to the case of signals will be given at the end of this section. We divide the derivation of the function into two parts; the first part will look at disparity by translation only and the second part will look at the residual. We will show that the overall function decays as for a wide range of rates and that the rate-distortion performance of the proposed distributed compression scheme is better than an independent encoding scheme and, in some cases, comparable to the joint encoding scheme.
1) Disparity by Translation:
Let us begin by assuming that there is no prediction error i.e.,
. Hence, the function can be written as . We have that the total distortion is (26) where and are the distortion due to the reconstruction of and , respectively. Since a conventional wavelet nonlinear approximation-based compression scheme is used to encode is given by (27) where is the total number of bits allocated to compress . Our next task is then to derive . Since the decoder reconstructs by estimating the shift parameter , the reconstructed function can be written as , where is the estimated shift parameter. Let denote the compression error of such that . It then follows that is given by . Let denote an error in the estimation of i.e., . Given that is sufficiently high and that is small, the distortion can be approximated as Given that the location can be retrieved by the decoder, the error in the parametric estimation becomes . From the analysis of the centralized case in Section III, this leads to the distortion of the form:
Using the same set of assumptions as in Section III, it follows that with . Here, is the variance of the quantization noise and represents the variance of the term . Hence, we have that (28) Therefore, the total distortion can be approximated by substituting (27) and (28) into (26), which gives
Assuming a high rate regime, where , the distortion given in (29) can be approximated with a Taylor series expansion of the square root function as follows: (30) By solving the Lagrange multiplier method, we have that the optimal rate allocation for is (31) with a constant . The total rate is thus given by
Therefore, by substituting (31) into (30) together with the approximation in (32), the overall function of the proposed scheme is as follows:
If the term is sufficiently small, then decays as for a wide range of rates. Finally, we note here that even though Encoder 2 employs a linear compression strategy, the overall function has a decay characteristic of a nonlinear scheme for a wide range of rates.
2) Disparity by Translation With Prediction Error:
Let us now include the prediction error to the distortion-rate analysis such that . It follows that the total distortion of the proposed scheme is now given by , where is due to the reconstruction of the prediction and is due to the reconstruction of the prediction error. Our next step is to determine .
First, we examine the approximation property of the prediction error. Since the function is uniformly -Lipschitz, the wavelet linear approximation based compression gives the following distortion: (33) where is the total rates allocated to represent . The constant is used to relate the energy of the prediction error to . In terms of the wavelet coefficients, (33) implies , where and denote the wavelet coefficients of and , respectively.
If we are to compress directly, a linear approximationbased compression would achieve the given in (33) with a quantizer step size (34) such that the coefficients in decomposition level are retained. Note that .
Let be the number of bits per coefficient required to directly quantize , it follows that with and . Note that one extra bit has been included for the sign.
In our setup, however, Encoder 2 does not have access to . Intuitively, one can still quantize the coefficients of with a step size as given in (34). If we assume that the best possible prediction is available at the decoder, then the information of the wavelet coefficients of is fully contained within the first LSBs. This means that the quantized coefficients of the prediction error can be retrieved from the first LSBs of each coefficient and any additional distortion is due to the error in the prediction.
In reality, has to be estimated prior to compression as is not accessible. We denote with , the value of estimated by Encoder 2. Thus, the actual quantizer step size used by Encoder 2 is given by . If is available at the decoder, then setting gives us the equivalent to that of a joint encoding scheme. Instead, if
, then the step size will be too large and the added redundancy will result in an inferior compression performance. Last, if then not enough bits will be transmitted for to be correctly decoded. In the analysis that follows, we will assume that . With the above quantization strategy, we can be certain that decays as with a linear approximationbased compression strategy both inside and outside the cone of influence of discontinuities. This is because the encoder transmits enough bits to carry the information of and any additional error is due to the parametric estimation of the prediction . Here, denotes the total number of bits allocated to represent . Note also that we have used the estimated instead of . From the analysis in the previous setup, where the prediction error was absent, it directly follows from (28) and (30) that is given by where is the number of bits allocated to the low-pass coefficients, which are used to estimate . We can now express the total distortion as follows: (35) with . The optimal bit allocation can then be obtained using the Lagrange multiplier method, which gives (36)
The total rate can then be approximated as (37) for high . By substituting (36) and (37) into (35), we have that the curve for the proposed distributed semiparametric compression scheme is given by If we assume that is high and that the term is negligible, then the distortion-rate behavior at high rates follows: (38)
3) Extension to
Signals: It is straight forward to extend the R-D analysis for the setup in (24) to signals. It is assumed here that for . In addition, we can assume that Encoder 2 to use the same . From (35), it follows that the total distortion is now given by which gives the following optimal rate allocation:
with . The total rate can then be approximated as . Finally, the resulting bound obtained is given as follows:
D. Comparison With Independent and Joint Compression
Let us now compare the R-D performance of the proposed compression scheme with that of an independent scheme and an ideal joint encoding scheme. For the sake of clarity in the following analysis, we first assume that there are only two signals, namely and .
1) Independent Compression:
The independent compression scheme encodes and decodes each observed signal independently. We denote the curve of such scheme with , which can be written as with . Clearly, the optimal rate allocation is given by . This gives the following distortion-rate function:
In comparison to the proposed distributed scheme, assuming that is sufficiently small, the distortion of the independent scheme is higher by a factor of Interestingly, the gain in the compression performance increases with the smoothness of the function. One can easily show that the independent compression scheme for signals achieves .
2) Centralized Compression:
Since an ideal centralized joint encoding scheme has access to all of the observed functions, the prediction error can be encoded with optimal bit allocation and transmitted directly to the decoder along with the quantized shift parameter . The decoder can then reconstruct as . Let be the quantization error of , assuming that a uniform quantizer is used, the distortion in the reconstruction of the prediction can be approximated by , where we have used the Jensen's inequality and denotes the number of bits allocated to quantize . By following a similar analysis as shown in the distributed case, the total distortion can be shown to be where is the total bits allocated to the compression of . It then follows that the optimal bit allocation is given by and . In a high-rate regime, we can approximate the total rate with It then follows that the joint encoding scheme achieves the following at high rates:
which has the same form as the distributed case given in (38). The only difference is in the values of and . This means that the closer the value of can be to the actual (i.e., the better the quality of the prediction of ), the closer the performance of the distributed compression scheme is to that of an ideal joint encoding scenario. The extension of this analysis to the case with signals gives
As with before, the analysis in this section can be generalized to the case where each function is piecewise smooth as given in (2) . We summarize the findings in this section as follows.
Summary 2: Consider a set of piecewise smooth functions, , where each consists of a piecewise polynomial function and a uniformly -Lipschitz function and . The function is uniformly -Lipschitz. Given that the function corresponding to a linear compression of follows , at high rates, the proposed semiparametric distributed compression scheme achieves where is the estimate of . At high rates, provided that is sufficiently small, if then the achieved performance is comparable to that of a joint encoding scheme and is better by a factor of when compared to an independent compression scheme.
V. CONSTRUCTIVE PARAMETRIC ESTIMATION ALGORITHMS
One of the key elements of the proposed algorithms is the use parametric estimation during the decoding stage. In this section, we introduce a practical parametric estimation technique based around the recently developed concept of sampling of signals with finite rate of innovation (FRI) [16] . FRI signals are, loosely speaking, a class of signals or functions that can be described by a finite number of free parameters over a given interval . The definition and sampling theory of FRI signals are given in details in [16] and [17] . It is easy to see that a piecewise polynomial signal as shown in (3) also belongs to this class of functions as there are a finite number of discontinuities and each polynomial piece can be described by at most polynomial coefficients. Let us present one of the key results from the sampling schemes of FRI signals described in [16] and [17] . Given a function and a scaling function , in the context of sampling, the samples or the coefficients are given by , where is the sampling period. Assume that together with its shifted versions can reproduce polynomials of maximum degree i.e., satisfies
for a proper set of coefficients . The polynomial reproduction coefficients can be calculated as , where is the dual of . It then follows that the continuous moment of order of the signal can be obtained as follows: (40) Therefore, given , one can retrieve the continuous moments of from the coefficients provided that lies in the region where the condition given by (39) is satisfied. In fact, the standard result in wavelet theory states that if the wavelet function has vanishing moments then the corresponding scaling function reproduces polynomial up to an order of .
In [17] , a sampling scheme that allows a perfect reconstruction of a piecewise polynomial signal was presented. First, the authors developed a sampling framework for a stream of Diracs and differentiated Diracs based on the annihilating filter method (a.k.a. Prony's method [29] ), which uses the retrieved continuous moments to calculate the locations and amplitudes of each Dirac. Since the th derivative of a piecewise polynomial function with pieces of maximum degree is also a stream of differentiated Diracs, the same sampling scheme can be applied to reconstruct . Let us denote with , the th-order finite difference of . It was shown in [17] that , which leads to the following identity:
where denotes a th-order B-spline function. Therefore, from (40), we have that (41) where is the th-order continuous moment of and are the polynomial reproduction coefficients of the new scaling function . One can, therefore, obtain directly from the coefficients using (41), which then allows the function and, hence, to be reconstructed.
Consider now a set of noisy quantized low-pass coefficients of a piecewise polynomial function , where and . Assuming that reproduces polynomials of maximum order
, we now present the following parametric estimation algorithm, which is based on the sampling theory of FRI signals, for the estimation of : , which is derived from the identity in (41) (see [17] ). 6: Integration: the function is estimated by integrating the reconstructed th derivative of .
Given that has a compact support , it was shown in [17] that the above algorithm can reproduce polynomials with pieces of maximum degree if there are at most discontinuities in an interval of size and . Note however that since has compact support, if groups of discontinuities are sufficiently distant, we can reconstruct them independently [17] and therefore we can still reconstruct piecewise polynomial signals with more than discontinuities. Finally, it is worth noting the stability of the proposed algorithm deteriorates as the number of discontinuities per time interval increases (as demonstrated in [17] ). In particular, we find that the algorithm is stable for one discontinuity per time interval even for piecewise polynomials with high order . The algorithm becomes noticeably less stable when . A practical centralized and distributed semiparametric compression schemes with a low-complexity encoder can now be constructed from Algorithm 1 and Algorithm 2, where the parametric estimation step can be implemented with Algorithm 3. This allows the decoder to approximate the piecewise polynomial function from the quantized low-pass coefficients .
VI. SIMULATION RESULTS
This section presents the simulation results of the proposed centralized and distributed semiparametric compression schemes, where the parametric estimation step is implemented with the FRI-based estimation algorithm presented in the previous section.
A. Parametric Estimation Algorithm
First, let us start by comparing the variance of an estimator that uses Algorithm 3 against the CRB described in Section III-B. In this simulation, the coefficients of a step function given by (7) are obtained as with , where is the first order B-spline scaling function. Note that a B-spline function of order is given by Gaussian noise with variance is then added to . The values of the amplitude and the location are estimated using Algorithm 3. Note that in our simulations, the parameter for the threshold was chosen empirically. Fig. 4 shows the plots of the MSE and the corresponding CRB for the retrieval of and . Note that the signal-to-noise ratio (SNR) is calculated as where is the variance of . For the estimation of , our proposed algorithm exhibits the same decay as the CRB when the SNR reaches approximately 15 dB even though the estimator does not achieve the lower bound. The MSE for the estimation of follows the CRB even at low SNR.
B. Centralized Semiparametric Compression Algorithm
We now present the simulation results of the centralized semiparametric compression scheme described in Algorithm 1, where the parametric estimation step is implemented with Algorithm 3. Note that in all our simulation, the function is generated by adding the piecewise polynomial component directly to the smooth component . The smooth function is generated in the wavelet domain as follows: first, a set of coefficients at the coarsest decomposition level is generated with a random number generator; the rest of the coefficients at th decomposition level are then created by scaling the maximum value of the random number generator as where . First, we present the simulation results of the simplified signal model in (9) where we set . A ten-level wavelet transform with a first order B-spline scaling function was used to decompose . Fig. 5(a) shows the distortion-rate plot of the proposed scheme in comparison with the curves of a linear and nonlinear approximation-based scheme. Note that we employ a 1-D version of the Set Partitioning In Hierarchical Trees (SPIHT) algorithm [30] to implement nonlinear approximation-based compression in all of our simulations. Our scheme achieves , which is in line with our analysis in Section III-C, and the performance is comparable with SPIHT. The reconstructed functions are illustrated in Fig. 5(b) . Note that, in this simulation, the term is insignificant. Fig . 6 shows the plot of the proposed scheme where is not negligible. Here, is given by (9) with . The behavior of changes from to after a certain rate point. The value of and depend largely on the performance of the parametric estimation algorithm. Thus, a better parametric estimation algorithm allows a wider range of where . The simulation results for a function described by (2) are given next. Here, is a piecewise quadratic function with three pieces and . We used a six-level wavelet decomposition with a second order B-spline scaling function. The parametric estimation for the two discontinuities in the function are done locally. The curves are given in Fig. 7(a) , where the proposed scheme also achieves . The reconstructed functions are shown in Fig. 7(b) .
C. Distributed Semiparametric Compression Algorithm
We now present the simulation result of the proposed distributed semiparametric compression schemes. The parametric estimation step is implemented with Algorithm 3. Two piecewise smooth functions, and , are generated, where = such that with . Both functions contain two smooth pieces with . We use a second order B-spline scaling function to decompose the signals up to six decomposition levels. Encoder 2 sets
. Fig. 8(a) shows plots of the proposed scheme. The distortion of the proposed scheme is approximately 2.33 times lower when compared to the independent coding scheme, which is in line with the predicted gain of 2.26 times from Summary 2. The result also shows that the achieved distortion is very close to that of the joint encoding scheme. This is because is well calibrated to be close to . From Fig. 8(b) , at high rates, our scheme outperforms the independent scheme by approximately 3 dB where the gain predicted in our analysis is 3.5 dB.
VII. APPLICATION TO REAL IMAGES
In this section, we briefly discuss how the distributed semiparametric compression scheme presented in this paper can be extended to a set of real images or video. First, we acknowledge that some textures of an image do not entirely fit the piecewise smooth model but are closer to noise. The encoding strategy presented in algorithm 2, therefore, has to be slightly modified by using a nonlinear approximation based quantization strategy rather than a linear one. The disparity between each image can be described with a motion vector. As an alternative to the FRIbased method, here the parametric estimation at the decoder is performed using a typical maximum likelihood block-based motion estimation. Fig. 9 presents a set of preliminary results for the distributed compression of the stereo images in Fig. 3 . We used a SPIHT-based algorithm to compress both images. At the joint decoder, the prediction of the second image is obtained from the first image by using a simple block-based motion estimation. Error correction code as the one discussed in Section III-A is then applied to fully decode the residual of the second image, where the power of the residual is estimated a priori. For this set of images, we found that the performance in terms of PSNR is better than an independent compression scheme.
VIII. CONCLUSION
The objective of this paper is to develop a new approach to centralized and distributed compression using wavelets. First, a new centralized semiparametric compression algorithm for piecewise smooth functions has been proposed. The encoder of the proposed algorithm uses a wavelet-based linear approximation strategy. The decoder is, instead, nonlinear and employs a parametric estimation technique to reconstruct the singular structure of the observed function. Our analysis shows that the function of the proposed scheme achieves a dominating decay rate of for a wide range of rates, which is comparable to that of a conventional compression scheme with a nonlinear encoder and a linear decoder. The concept of semiparametric compression has then been extended to a distributed compression scenario, where we modeled the disparity between each observed signal with a shift and a prediction error, which is uniformly smooth. By using this model, we have been able to provide precise answers on how the total rate has to be split between the different encoders, and devise an encoding and decoding strategy that achieves the same performance of a joint encoding scheme for a wide range of rates.
