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ABSTRACT 
The work presented here  demonstrates t h e  u s e  of d i r e c t  . 
method of ca lcu lus  of v a r i a t i o n s  t o  solve c i r c u i t  design problems, 
In p a r t i c u l a r ,  a technique is developed €or t h e  syn thes i s  and 
design of a d i s t r i b u t e d  parameter system guiding waves from one 
poin t  i n  space t o  another ,  The parameter d i s t r i b u t i o n s  are  
assumed t o  be u n r e s t r i c t e d  except for t h e  upper .and lower bounds 
r e s u l t i n g  from t h e  imposit ion of p r a c t i c a l  r e a l i z a b i l i t y ,  The 
problem i s  s i m i l a r  t o  t h e  " sens i t i v i ty"  problem encountered i n  
t h e  opt imal  con t ro l  of t h e  systems, 
F i r s t  Order Gradient Technique is used t o  obta in  t h e  opt imal  
d i s t r i b u t i o n s  of t h e  parameters,  The F i r s t  Order Gradient 
.!n improved vers ion of t h e  
Technique is s e n s i t i v e  t o  t h e  form of t h e  a r b i t r a r y  d i s t r i b u t i o n s  
assumed a t  t h e  s ta r t  of t h e  i t e r a t i o n s ,  This  technique has s e r i o u s  
convergence problems assoc ia ted  with it, The problem i s  par t icu-  
* larly severe  and is encountered i n  t h e  "singular" optimal c o n t r o l  
problems, The algori thm devised here improves t h e  F i r s t  Order 
Gradient Technique so t h a t  it becomes l e s s  s e n s i t i v e  t o  t h e  
i n i t i a l  assumed d i s t r i b u t i o n s  and v i r t u a l l y  e l imina te s  t h e  
convergence problems generated because of t h e  bounds on t h e  para- 
meter d i s t r i b u t i o n s ,  
A t ransmiss ion  l i n e  with d i s t r i b u t e d  s e r i e s  r R  and shunt c 
is a p a r t i c u l a r  case of t h e  d i s t r i b u t e d  parane ter  system, 
optimal design of a d i s t r i b u t e d  rc f i l t e r  f o r  t h e  feedback 
The 
c i r c u i t  of an d s c i l l a t o r  and t h e  optimal design of a notched 
V 
f i l t e r  employing a t h i n  f i l m  c i r c u i t ' i s  a success fu l  example of 
t h e  app l i ca t ion  of t h e  Improved Gradient Technique, These 
.- d i s t r i b u t i o n s  have been obtained by t h e  use  of a Hybrid Computer, 
. 
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CHAPTER 1 
.. l e 1  In t roduct ion  
Problems i n  t h e  f i e l d  of network syn thes i s  with lumped para- 
meters have been d e a l t  with q u i t e  ex tens ive ly  i n  t h e  e x i s t i n g  
l i t e r a t u r e  concerning c i r cu i t  theory,  
Systems with d i s t r i b u t e d  parameters,  s p e c i f i c a l l y  t ransmission 
l i n e s  with a known d - i s t r ibu t ion  of r e s i s t a n c e  , capaci tance 
inductance,  have been analyzed, 
syn thes i s  of systems with d i s t r i b u t e d  parameters is  r e l a t i v e l y  
and 
However, t h e  f i e l d  of d i r e c t  
unexplored as scems evident  from a few s t u d i e s  t h a t  have been 
r ecen t ly  repor ted  C1,2,3,41. 
- 
Most of t h e  systems t h a t  t ransmi t  signals, such as a t r a n s -  
-mission l i n e  ca r ry ing  e l e c t r i c a l  s i g n a l ,  a microwave channel carry-  
i ng  e lec t romagnet ic  wave $ an acous t i c  horn t r ansmi t t i ng  sound waves, c 
or a blood v e s s e l  t r ansmi t t i ng  blood, are b a s i c a l l y  d i s t r i b u t e d  
parameter systems. Since t h e  advent of th in- f i lm c i r c u i t s  t h e  
syn thes i s  problem has been introduced i n t o  t h e  minia tur ized  c i r c u i t r y .  
4 
Thin f i l m  c i r c u i t s  are rap lac ing  t h e  lumped components due t o  t h e  
requirement of 
1)- microminiatur izat ion 
and 2)  modular construct?on. 
A number of mater ik ls  have been used f o r  t h in - f i lm  r e s i s t o r s  
such as vacuum deposi ted nicrome spu t t e red  tantalum, vacuum 
2 
depos i ted  metal oxides , e tco  
by evaporating a high d i e l e c t r i c  m a t e r i a l  on t o  a r e s i s t i v e  pa th  
and covering it with another l a y e r  of conducting f i l m ,  
d i e l e c t r i c  l a y e r  may be forxed by ox id iza t ion ,  e,g,. s i l i c o n  dioxide,  
These va r ious  techniques enable  u s  t o  r e a l i z e  nonuniform d i s t r i b u -  
Thin-f i lm capac i to r s  are f a b r i c a t e d  
& 
. The 
* 
t i o n s ,  
of the films, 
t a k e  i n t o  cons idera t ion  t h e  e f f e c t  of t h e  d i s t r i b u t e d  inductance, 
This  can be achieved by c o n t r o l l i n g  t h e  phys ica l  dimensions 
At very h igh  f requencies  it becomes necessary t o  
There e x i s t s  a d e f i n i t e  p o s s i b i l i t y  of shaping t h e  d i s t r i b u t i o n s  
so as t o  optimize t h e  performmce of t h e  system i n  which t h e y  are . 
used, Our aim is t o  develop a technique for opt imal  syn thes i s .  
In  t h e  s y n t h e s i s  problem t h e  viewpoint is maintained that  t h e  
- - - - - -. _. . - -  -- 
energy is guided from one p o i n t  t o  another in an i n t eg ra t ed  circuit  
and t h e  d i s t r i b u t e d  parameters are determined as a functior,  of 
distance so  as t o  achieve minimization of a c o s t  func t iona l .  The 
bounded but otherwise u n r e s t r i c t e d  d i s t r i b u t i o n s  t h a t  we mzy have 
to cons ider  while handling t h e  syn thes i s  problem f a l l  i n t o  t h e  
category of nonuniform t ransmiss ion  l i n e s .  The problem we address 
4 
--ourselves to is t h e  optimal syn thes i s  of nonuniform t ransmiss ion  
Aines wi th  bounded bu t  otherwise u n r e s t r i c t e d  d i s t r i b u t i o n s  
Ekstrom C53 formulated a transfer matrix for such a trars- 
mission l i n e ,  However, fo r  a gene ra l  d i s t r i b u t i o n  - the  matrix can- 
not be eva lua ted ,  Ekstrom ts] solved t h e  system f o r  an exponential  
d i s t r i b u t i o n  of t h e  parameters and obtained t h e  t r a n s f e r  impedance 
3 
I 
matrix,  Castro and Happ [ 7 1  analyzed var ious  configurat ions of r c  
th in- f i lms  with uniform d i s t r i b u t i o n  and der ived t r a n s f e r  matr ix  
for each case. The d i f f e r e n t i a l  equat ions for  t h e  tapered  trans-.  
mission l i n e  have been solved i n  t h e  frequency and t h e  time domain 
f o r  exponent ia l  and l i n e a r  t a p e r s  [8,91. Su [lo] analyzed t h e  rc  
l i n e  with Sin2 and Csc2 d i s t r ibu t ions . .  
The .synthes is  problem for t h e  phase s h i f t  o s c i l l a t o r  was 
considered by Edson [U]. 
analyzed t h e  problem i n  t h e  frequency domain t o  obtain t h e  ga in  
of t h e  l i n e  under t h e  condi t ion of 180' phase s h i f t ,  
Edson assumed an exponent ia l  t a p e r  and 
. 
The technique 
used was t o  assume an exponent ia l  d i s t r i b u t i o n  of t h e  type  
r = Rekmx; 
d i f f e r e n t i a l  equat ions were solved i n  the  frequency domain i n  order  
. - 
c = Cetm with an unknown parameter "m". Then t h e  
t o  eva lua te  t h e  performance for various va lues  of ''mrr and t h e  d a t a  
achieved by t h i s  ana lys i s  was used f o r  synthes is .  
The problem i n  i t s  t r u e  perspect ive was first taken up by 
Rohrer, Resh and Hoyt El], The genera l  problem tackled  i n  t h e i r  
-gaper i s  t h a t  of generat ing a d i s t r i b u t e d  network from a given class 
wh,ich y i e l d s  t h e  bes t  approximation t o  a des i r ed  t i n e  or frequency 
domain input  output r e l a t ionsh ip ,  
r e s t r i c t i o n s  have been put  on t h e  form of t h e  d i s t r i b u t i o n  of t h e  
parameters except t h a t  t h e  parameter values  are bounded t o  t a k e  
It should be noted t h a t  no 
i n t o  account t h e  problem of f e a s i b i l i t y  of bu i ld ing  t h e  c i r c u i t ,  
The approach he re  has  been b a s i c a l l y  d i f f e r e n t  than t h e  syn thes i s  
J 
4 
techniques used i n  t h e  p a s t ,  i n  t h a t  a their  aim is t o  determine 
t h e  d i s t r i b u t i o n  of parameters so as t o  minimize i n  t h e  i n t e g r a l  
square sense  t h e  error between i d e a l  output and t h e  output of t h e  1 
rc l i n e ,  
f o r  d i s t r i b u t e d  systems. 
This technique resembles t h e  optimal parameter c o n t r o l  
The above paper used t h e  i n d i r e c t  method 
of ca lcu lus  of v a r i a t i o n s  f o r  minimization and ends up g e t t i n g  a 
set of integral  equat ions.  An i t e r a t i v e  technique h a s  been used 
c21 t o  solve t hese  i n t e g r a l  equat ions,  Wohler, Kopp and Moyer C31 
used a d i r e c t  method. of ca lcu lus  of v a r i a t i o n s  t o  obta in  so lu t ions  
t o  t h e  impedance matching problem f o r  a l o s s l e s s  t ransmission 
l i n e  . '  
The aim of t h e  present  work is  t o  develop a f e a s i b l e  technique 
t o  obta in  t h e  d i s t r i b u t i o n s  of parameters which optimize a 
spec i f i ed  c r i t e r i o n ,  and t o  so lve  some h i t h e r t o  unsolved p r a c t i c a l  
problems, such as a feedback c i r c u i t  f o r  t h e  oscil lator and t h e  
notched f i l t e r .  
5 
1.2 Statement of t h e  Problem , 
For t h e  i n t e g r a t e d  circuits i n t e r s t a g e s  between a c t i v e  devices  
.* are t y p i c a l l y  series r,& - shunt c B  d i s t r i b u t e d  networks as shdwn- 
i n  Fig, 1.1, 
c 
FIGURE 1.1' 
i DISTRIBUTED SERIES r, - SHUNT c CIRCUIT 
The frequency domain syn thes i s  problem can be s t a t e d  as 
follows . 
Given t h e  source  vol tage  cz(0,w) cos ( u t  i €I( 0 , w )  1, over t h e  
frequency i n t e r v a l  ( - m , m ) ,  f i n d  a s e r i e s  r,L and shunt c d i s t r i -  
buted network of length  L which causes t h e  output  vol tage 
a ( L , w >  cos ( a t  i 8(L,w))  t o  be t h e  b e s t  approximation t o  t h e  des i red  
output vo l t age  a (L,w) cos ( w t  i 8 ( L , w ) )  over t h e  frequency i n t e r v a l  d 
(-a,=), By l e t t i n g  8 ( L , w )  be f r e e ,  we are r equ i r ing  t h e  match only 4 
i n  t h e  magnitude of t h e  frequency c h a r a c t e r i s t i c s  between t h e  
des i r ed  and a c t u a l  output  vo l tages ,  A f u r t h e r  demand is  t h a t  t h e  
element- va lues  be chosen from within some phys ica l ly  obta inable  
sets i,e. p r a c t i c a l  r e a l i z a b i l i t y  d i c t a t e s  minimum an& maximum 
value% of P(X)  and c(x). 
Using t h e  concept of t h e  frequency response t r a n s f e r  func t ions  
6 
t h e  abso lu te  value of t h e  system ga ih  can be defined as, 
One can spec i fy  t h e  des i r ed  frequency response 1 Gd(w)  I . 
we seek  t h e  d i s t r i b u t i o n s  t h a t  g ive  t h e  b e s t  approximation t o  
t h e  s p e c i f i e d  frequency response IGd(w)l f o r  any inpu t  ?(O¶(.,J)~ 
The system equations governing t h e  r e l a t i o n s h i p  between t h e  
Thus 
vo l t age  and cu r ren t  i n  Fig. 1.2 are p a r t i a l  d i f f e r e n t i a l  equa- 
t i o n s  i n  time and space, 
FIGURE 1.2 
A SECTION OF A DISCPSTIZED SERIES r; - SHUNT c C I R C U I T  
( L 2 . 2 )  
The d r i v i n g  func t ion  v ( 0 , t )  is  assuned t o  be a co-s inusoida l  
input at  a frequency w e  Linea r i ty  and time invar iance  of para- 
meters r , c  and R a s s u r e  t h e  presence of  only one frequency 'bl*. 
Thu$ we can assume' a s teady  s ta te  s o l u t i o n  of t h e  form 
c 
'Schelkunoff E121 shows t h a t  t h e  p a r t i a l  d i f f e r e n t i a l  equa- 
t i o n  f o r  nonuniform t ransmiss ion  l i n e s  are separable  i n  t i n e  and 
space. 
7 
where e ( x , o )  = t a n  s p e c i f i e s  t h e  phase angle of t h e  
v,(x,w) 
voltage as a func t ion  of x,  and CY(X,W) = (V,(xsw) 2 + V,(xSw)) 2 1/2 
gives  t h e  amplitude of t h e  vol tage along th.e l i n e ,  S u b i t i t u t i n g  
this s o l u t i o n  i n t o  t h e  equation (1,2,2) and (1.2.3) we obta in  time 
independent s t a t e  equat ions 
5' I* The presence of "w" as an independent v a r i a b l e  for Vi, V2, 
. i d e n t i f i e s  t hese  system va r i ab le s  as t ra jector ies  for an input  a t  
frequency c r ~ "  a 
Since  t h e  behavior  of t h e  r a t i o  of t h e  output and t h e  input  
vo l t ages  is  of i n t e r e s t ,  one can specify t h e  vol tage  a t  e i t h e r  
end of t h e  l i n e ,  Without any loss of gene ra l i t y  we. can spec i fy ,  
c 
where If arr is a nonzero constant ,  
output end implying thereby 
We assume an open c i r c u i t  a t  t h e  
8 
I 1 ( L , w )  = 0, 
For ariy known load admittance 
where Y, is t h e  rea l  p a r t  and Ym is t h e  imaginary p a r t  of the  
complex admittance YLO t h e  terminal  current  is 
I1(L,w) = ay,, 
1 2 ( L , w )  = aY,. ;. 
The des i red  frequency response may 3e low pass ,  bzad pass,  o r  
nay have any genera l  form as i n  Fig, 1.3, 
1 -w - P-
F 1 G U . U  1.3 
AhT ARBITRAZY 'DES1Ril;D' FREQ'JENCY RESPONSE CHARACTERISTICS 
In  order t o  obtain an approximation to sucd a response one can 
formulate a quzdratic funct ional  
I 
I 
Noting from (1.2.5) t h a t  v ( L , w )  has been completely spec i f ied ,  
IG(d [ * as defined i n  ( l e 2 . 1 )  becoms a function of v(0,w) alone, 
i 
I I 
1 
Define 
v 
9 
I1 
We can rewrite t h e  c r i t e r i o n  functkoil 
Our ain is t o  find out r ( x )  and c ( x )  such that 4 is  minixized. 
Th,e i n d u c t a c e  g(x) i s  assumed t o  be a non-controllable parameter. 
Its value i s  decided by the  geometry of t h e  c i r c u i t ,  
I 
I 
Defining t h e  state var iab le  y as 
we 
j 
i 
I 
I .  
! 
i 
1 
- I  
! 
I 
i 
i 
can r e s t a t e  ' t h e  problem as: 
I .  
I 
! a 
dx I 
Given - y , =  A Y ~  ..= f (u ,y )  
I 
where the ,  matr ix  1 
A =  
I 
0 0 I - r (x )  
W t ( X >  0 0 
i 
0 -wc(x) 0 
.I i 
(1.2.9) 
( 1.2 10 
s 
( 5.2. loa) 
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wi th  t h e  boundary condi t ions  
f i n d  u=uopt imal such t h a t  
J = min. 0 D U t 
i :  
where* 
and t h e  c o n t r o l  v e c t o r  
subject t o  t h e  i n e q u a l i t y  c o n s t r a i n t s  
( l e  2 0 12 ) 
. -  - .  
(1.2.14) 
Cl m 2 o 15) 
The c o n t r o l  v e c t o r  u e n t e r s  t h e  system equat ions  (.l..2e10) in 
a l i n e a r  manner and is t c t a l l y  absent.from t h e  c r i t e r i o n  func t ion  
C l e 2 e 1 3 ) m  
t heo ry  "a s i n g u l a r  problem" c131. 
(1.2e12) may be 
As a r e s u l t  we have what i s  termed in optimal c o n t r o l  
The optimal c o n t r o l  s a t i s f y i n g  
2F may be a func t ion  of y(0,w) i n  genera l ,  
11 
(i) bang ,bang type ,  meaning thereby t h a t  u may be uH or u rn 
with s t e p  t r a n s i t i o n  or switching (F ig ,  1.4) or 
( i i )  
(Fig,  1.5) or 
l i m i t i n g  con t ro l  with s i n g u l a r  switching curves 
(iii) s t ay ing  e n t i r e l y  within t h e  open region and not  reach- 
ing t h e  boundaries a 
The mathematical t oo l s  ava i l ab le  fo r  t a c k l i n g  t h i s  problem 
can be ca tegor ized  as follows: 
(i) The first group c o n s i s t s  of t h e  approaches based on 
obta in ing  a set  of necessary condi t ions fo r  opt imal i ty .  These may 
be t h e  Euler  Lagrange d i f f e r e n t i a l  equat ions with mixed boundary 
condi t ions obtained from t h e  t r a n s v e r s a l i t y  r e l a t i o n s h i p ;  or a 
set of first order  state and ad jo in t  d i f f e r e n t i a l  equat ions wi th  
mixed boundary condi t ions  der ived from t h e  Maximum Pr inc ip l e ,  or 
- . - - - __ -._ - - --_ - - - - - - - - - - __ - - - --_ - - 
a Hamilton-Jacobi t ype  p a r t i a l  d i f f e r e n t i a l  equat ion der ived by 
using Bellman's approach of Dynamic Progrmming, If one can some- 
how f i n d  t h e  a n a l y t i c  so lu t ion  t o  these  set  of equat ions ,  one may 
have found t h e  c o n t r o l  t h a t  optimizes t h e  c r i t e r i o n  f m c t i o n a l  
(very r a r e l y  does one u t i l i z e  t h e  c r i t e r i o n  for su f f i c i ency) .  
I n  t h e  numerical  ana lys i s  aimed at  obta in ing  t h e  approxlrnate 
s o l u t i o n s  t o  t h e  se t  of necessary conditions,some kind of 
i t e r a t i v e  procedure is  used. However, t h e  success ive  i t e r a t i o n s  
are no t  geared t o  obta in ing  uniformly decreasing va lues  of (J-9 ). 
%or example, i n  so lv ing  a t w o  point  boundary va lue  problem t h e  
successive i t e r a t i o n s  may monotonically reduce t h e  difference 
! 
12 
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FIGURE 1.5 
CONTROL WITH ‘ SWITCHING CURVES 
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between t h e  spec i f i ed  boundary values' and t h e  ones t h a t  are 
obtained dur ing  i t e r a t i o n s ,  
t h a t  t h e  approximate s o l u t i o n s  gsnerated during t h e  i t e r a t i o n s .  
But t h i s  does not  a e c c s s a r i l y  imply 
.- 
w i l l  monotonically improve t h e  c r i t e r i o n  func t iona l ,  Thus t h e  
approximate s o l u t i o n s  t o  t h e  set of necessary condi t ions  may not 
be approximately opt imal  i n  t h e  sense t h a t  (J-4) may no t ,be  small  
enough t o  c a l l  t h e  t r a j e c t o r i e s  approximately opt imal ,  
?* 
( i i )  The a l t e r n a t e  approach is t o  use  one of t h e  d i r e c t  
methods of ca l cu lus  of v a r i a t i o n s  and seek gradual  improvement i n  
t h e  c r i t e r i o n '  func t iona l ,  The method is known as "Gradient 
Technique" [141, "Relaxation Method"., o r  I f H i l l  'Climbing Technique", 
It i s  l i k e  climbing a h i l l  i n  foggy weather, by es t imat ing  t h e  
. 
t e r r a i n  i n  t h e  neighborhood of t h e  present  pos i t i on  and proceeding 
i n  t h e  s t e e p e s t  upward d i r e c t i o n  i n  order  t o  reach  t h e  "highest" 
a l t i t u d e ,  Every s t e p  inproves t h e  pos i t i on ,  T o  be more s p e c i f i c ,  
one assumes an a r b i t r a r y  non-optimal u and then seeks a stepwise 
improvement i n  t h e  d i r e c t i o n  of t h e  optimum. The new va lues  of 
) 
u.generated a t  every s t e p  of i t e r a t i o n  r e s u l t  i n  an improvement a 
i n  t h e  va lue  of t h e  c r i t e r i o n  func t iona l ,  The process  hopeful ly  
converges t o  t h e  optimum, 
. .  
I n - o r d e r  t o  take an i terat ive s t e p  i n  t h e  proper d i r e c t i o n  
on& must have a r e l i a b l e  es t imate  of t h e  behavior o f  t h e  system 
i n  t h e  neighborhood of t h e  assumed a r b i t r a r y  c o n t r o l p  
w e  seek t o  ob ta in  a f u n c t i o n a l  r e l a t i o n s h i p  between v a r i a t i o n s  i n  
S p e c i f i c a l l y  I 
14 
t h e  c o n t r o l  vec to r  u and t h e  resu1tin.g v a r i a t i o n  i n  t h e  c r i t e r i o n  
func t iona l ,  This  y i e l d s  a s e l f - s u f f i c i e n t  i t e r a t i v e  procedure, 
We w i l l  u s e  t h i s  gradient  method i n  some of i t s  var ious  forms . 
developed i n  t h e  sequel  along with t h e  algorithms t h a t  aliow us 
t o  t ake  advantage of t h e  Hybrid Computational Technique, 
. 
.. ... . .  . .  . .  . .  . . .. 
- .  - -  . .. . .  
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I 
103 Gradient Method 
The b a s i c  equat ions used i n  t h e  algori thms for t h e  grad ien t  
. method can be der ived  as follows, Referring t o  t h e  set  of 
equat ions (1e2e10) we have 
i=l s, 4. (1.3.1) - y . ( x , ' d  d = fi(YSw,U) 9 
dx 
For us ing  t h e  grad ien t  technique one has t o  consider  a small 
pe r tu rba t ion  i n  t h e  c o n t r o l  v a r i a b l e  u, With new con t ro l  as 
uf6u and r e s u l t i n g  t r a j e c t o r i e s  as y t s y ,  t h e  r e s u l t i n g  first order  
v a r i a t i o n a l  eguat ions a r e  given by 
where Au denotes t h e  p a r t i a l  d i f f e r e n t i a t i o n  of "A" matrix with 
r e fe rence  t o  t h e  subscr ip ted  v a r i z b l e  u, With A defined as i n  
J 
(1.2.10a) 
0 -  
0 
-y3 
-y4 
0 'WY 2 
&Y1 0 
Now one can def ine  a set of ad jo in t  va r i ab le s  by t h e  
d i f f e r e n t i a l  equat ions 
The system equat ions (1e2e10) are l i n e a r  i n  y. 
circumstances t h e  a d j o i n t  equat ions w i l l  always be reduced t o  a '  
Under such 
form 
Before i l l u s t r a t i n g  t h e  func t ion  of t h e  a d j o i n t  variables . 
we can d i scuss  t h e i r  form, From (1 .2.10)  and (1'3.4) one can 
der ive  t h e  r e l a t i o n s h i p  
= o ;  d 
dx - (AtY) ( 1 ..3 5 1 
i.e, t h e  inne r  product of A and y reinains constant  for a l l  x, 
This imp l i e s  , 
xt(o)ycoj = A ~ ( L ) ~ ( L )  . (1e3.6) 
Y 
In  terms of fundamental matrices [15] Q ( x )  and y(x) ,  where 
c 
t h e  r e l a t i o n s h i p  ( 1.3'6 yields 
Hence, if t h e  solutions t o  (la2,lO) a r e  known in terms of t h e  
17 
fundamental matrix Qs t h e  so lu t ions  for a d j o i n t  equat ions can be 
obtained as  
without solv'ing (1,3.4) e 
Also for c e r t a i n  forms of matr ix  A t h e r e  e x i s t s  a simple - .  
l i n e a r  t ransformation of t h e  type 
where B i s  a nonsingular  constant  matr ix ,  such t h a t ,  with t h i s  
t ransformation t h e  ad jo in t  equat ions 
. 
dx 
be come 
-Ay * -y d = 
dx 
With t h e  change of v a r i a b l e  as 
2 = L - X  
t h e  eqqat ions reduce t o  
This  equation has  a form i d e n t i c a l  t o  (1.2.10). 
formed a d j o i n t  va r i ab le s  y(z) are so lu t ions  of t h e  system equa- 
Thus t h e  trans- 
t i o n s  with t h e  r e v e r s a l  of t h e  space va r i ab le ,  The "A" matrix as 
(1.3.12 
defined by (1.2.10) possesses  the  above prope r t i e s ,  
consider  t h e  corresponding B matr ix  and t h e  s ign i f i cance  of t h e  
We w i l l  
18 
proper ty  mentioned about later,  when'we w i l l  g e t  t o  t h e  s t a g e  
of obta in ing  t h e  numerical s o l u t i o n s . t o  t h e  system and t h e  
adj o i n t  equat ions a 
'Multiplying equat ion (1 .3 .1) '  by Xi' ( 1 , 3 . 3 )  by 6yi9 adding 
I :  
them t oge the r  and performing summation ov'er i, we g e t  
Def ide . 
. .  
L 
[E. Xi y.IL = I H Gudx ; 
i 1 0  o u  
C1.3el~b) 
L e t  us cons ider  a gene ra l  case where mixed boundary condi- 
t i o n s  have been s a t i s f i e d .  Divide y i n t o  two sets. 
yt = CY: 9 Ytfk3 
. in 
such t h a t  
(1.3.15) 
The mixed boundary condi t ions  are 
YiJX"O,W) = y i n m  ' 9 
yfg(x=L,W) - Y f p  * 
19 
Then w e  can cons ider  a gene ra l  c r i t e i i o n  func t ion  as 
Since yin(O # w )  and yfL(L,w) have been s p e c i f i e d ,  
and 
(1.3.17) 
. .  
\ 
So far we have not  defined t h e  boundary condi t ions  for t h e  . 
a d j o i n t  system. L e t  us def ine  
At - c x k + l $ e @ b l  n 3 4 (1-3 19) 
fP, 
In  o r d e r  t o  ob ta in  t h e  func t iona l  r e l a t i o n s h i p  between t h e  
v a r i a t i o n  i n  c r i t e r i o n  func t ion  and t h e  c o n t r o l  variable, def ine  
t h e  boundary condi t ions  as 
and 
(1.3.21) 
where F ( w )  and F ( w )  a r e  t h e  p a r t i a l  d i f f e r e n t i a l s  of F - .  with - 
Y 
'in fQ 
r e s p e c t  to yin and yfR e 
J 
Thus t h e  l e f t  hand s i d e  of (1@3.14) becomes 
20 
By us ing  ( 1 * 3 * 1 5 ) s  ( 1 . 3 . 2 0 )  and ( 1 $ 3 ' . 2 1 ) s  it reduces t o  
Hence (1.3e14) reduces t o  
dF(w) = i H (x,w)du(x>dx . ( l e 3 e 2 2 )  
U 
I n t e g r a t h g  ( 1 , 3 , 2 2 )  over  rru" and using t h e  r e l a t i o n s h i p  
( 1 . 3 * 1 7 )  w e  ob ta in  . 
The above expression gives  a func t iona l  r e l a t i o n s h i p  between 
t h e  v a r i a t i o n  i n  c o n t r o l  and change i n  c r i t e r i o n  funct ion i n  
response t o  it. 
t h a t  an unl imited number of so lu t ions  f o r  6u can be obtained from 
Noting t h a t  du is a func t ion  of x one r e a l i z e s  
( 1 . 3 . 2 3 )  f o r  a spec i f i ed  value  of do. Hence w e  s t i p u l a t e  an 
a r b i t r a r y  c r i t e r i o n  func t ion  
= r' SutWdudx ( 1 . 3  . 24) % 2 
which has  t o  be minimized while s a t i s f y i n g  ( 1 , 3 , 2 3 ) ,  The matr ix  
W(x) is  a square weighting f a c t o r  matr ix ,  The choice of W(x) is  
q u i t e  a r b i t r a r y  except t h a t  it h.as t o  be p o s i t i v e  f o r  a l l  xe  
This  is requi red  i n  order  t o  s a t i s f y  t h e  strengthened LegeGdre 
condi t ion  f o r  t h e  minimum of as, This  
21 
(5) e l imina te s  t h e  s i n g u l a r  psoblem s i n c e  t h e  c r i t e r i o n  
2s quadra t i c  i n  con t ro l ,  and 
norm 
on a 
( E )  
sense) .  This  is des i r ab le  s ince  t h e  de r iva t ions  are based 
keeps t h e  v a r i a t i o n  6u t o  a minimum ( i n  a Eucl idian 
. .  
small per turba t ion ,  
We have t o  f i n d  6u t h a t  minimizes 
fun ct ion 
I '  
t h e  composite c q i t e r i o n  
I . H  dudxdwl (1.3.25) u 
where v i s  an'undetermined Lagrange m u l t i p l i e r ,  t o  be chosen so  
as to s a t i s f y  (1.3.23) . Euler  . Lagrange. equat ions g ive  
S u b s t i t u t i n g  t h i s  r e s u l t  back i n  (1.3.23) we obta in  t h e  expression 
f o r  t h e  Lagrange m u l t i p l i e r  v,  
We f i n a l l y  have t h e  expression we were seeking f o r  t h e  opt imal  
d 
The i t e r a t i o n  algori thm is f a i r l y  s t ra ight forward  and 
proceeds as fol lows.  
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(1) Assume a nominal con t ro l  u1 Solve system equations 
(1,3 e 1) with boundary conditions (1,3.16 ) . 
(2) Solve t h e  ad jo in t  equations (1m3.3) with boundary 
condi t ions (1.3.20) and (1.3.21) t o  obtain X e  
(3) Evaluate bu from (1m3e27) f o r ' a  s t i pu la t ed  value of 
3d0 and an assumed.value of 4 1  W" .
(4)  .Add 6u t o  u and obta in  revised estimate f o r  con t ro l  as 
u+bu, The inequal i ty  cons t r a in t s  on u are taken i n t o  account 
by t runca t ing  (u+du) a t  uM o r  u 
The v a l i d i t y  of t runca t ion  can be proven (refer Appendix B) .  
wherever it b o s s e s  t h e  bounds. m 
Now brancn back to t h e  start of t h e  loop for t h e  next i t e r a t i o n  
cycle  
The 
ing t o  a 
time t h e  
procedure is repeated till t h e  improvement $ correspond- 
"reasonably" small 6u drops down considerably. By t h i s  
system hopefully converges t o  a t  l e a s t  a . l o c a l  optimum. 
The we,ighting matrix WCx) is found t o  be a c r i t i c a l - f a c t o r  i n  
inf luencing the  convergence. We postpone t h e  discussion of 
convergence till w e  face. t h a t  problem i n  t h e  next chapter.  
To obtain a b e t t e r  mders tznding  of t h e  na tu re  of ,the var i a -  
t%cn 6u, l e t  us def ine  
3d0 is chosen so as t o  obtain convergence of @to an optimum 
value. 
4The choice of 3I-l is  based on t h e  knowledge of t h e  system, 
The un i ty  matrix could be chosen as a first est imate  of I J - ~ .  
Sect ion 2 e 4  d e a l s  extensively with t h e  choice of w - l ,  . 
. 
Hence (1.3.26) can be r e w r i t t e n  as 
.* 
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(1.3.28) 
., 
There are two aspec t s  of t h e  form of 6u which we can influence: 
1. The shape of t h e  v a r i a t i o n  6us(x), as influenged by 
t h e  a r b i t r a r y  shaping matrix W-l(x); and 
2,  The amount of v a r i a t i o n ,  or t h e  s t e p  s i z e  v, which is  
cons tan t  for all X. 
in f luences  v I  
The a r b i t r a r i n e s s  i n  t h e  choice of d 4  . 
L e t  us cons ider  an analogy from t h e  f i e l d  of ord inary  cal- 
culus. Let t h e  c r i t e r i o n  func t ion  Q, which has t o  be minimized- - 
be a func t ion  of two independent v a r i a b l e s  x1 and x2 
Q = Q(x1,x2) , (1.3.30) 
Hence t h e  first order  v a r i a t i o n a l  equation is 
where +x and QX 
1 2 
are p a r t i a l  d i f f e r e n t i a l s  of @ with r e spec t  
t o  xl and x2 r e s p e c t i v e l y ,  
For a given dQ we can f i n d  non-unique va lues  of bxl and 
Qrq, 
is obtained when we seek a v a r i a t i o n  (6xl,6x2) that 
An a d d i t i o n a l  c o n s t r a i n t  t h a t  removes t h e  non-uniqueness 
24 
i 
(i) minimizes 
(1.3.32) 
and C i i )  sa t isf ies  .(1,3,30), 
The composite c r i t e r i o n  func t ion  for t h i s  accessory minimiza- 
. .  
t i o n  problem can be w r i t t e n  down ( r e f e r  (1,3.25)), 
The condi t ions  f o r  s t a t i o n a r i t y  of JI y i e l d  
gr [ ::j .' (1.3.33) 
S u b s t i t u t i n g  t h i s  back i n t o  (1,3*31) we get  
I n  (1,3.33) t h e  grad ien t  9 E:] 
space and p is  t h e  s t e p  s i z e .  
gives t h e  d i r e c t i o n  i n  (xI,xz) 
. .  
Refer r ing  back t o  t h e  problem of t h e  ca l cu lus  of v a r i a t i o n s  
1 
if we l e t  W- equal i d e n t i t y  matrix,  &us i n  (1,3,29) is  t h e  
"gradient" of 4 at any x, 
of t h e  v a r i a t i o n  t h a t  s p e c i f i e s  t h e  "d i rec t ion"  i n  y space .at a l l  
We can c a l l  t h i s  func t ion  a "shape" 
x .  The constant v i n  (1.3.29) is comparable t o  t h e  s t e p  s ize  v 
L 
J 
.. . . .  ._ .? . . .  .: ...... . .  . .  .:. . .  . .  .... L., .-':. . . . . . .  . .  . . *. a. . - .  - .  . .  : :. . . . . .  * .  . .  . e * . *  f. . - : .~ L .  . - . .  _ _  . 
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in t h e  above example, Thus, t h e  s e p i r a t i o n  of t h e  v a r i a t i o n  i n  
. c o n t r o l  6u as a "shape f a c t o r "  6u . and a s t e p  s ize  v is comparable 
S 
.- t o  t h e  "gradient" and a s t e p  size, 
So far w e  have considered a gene ra l  case and have t r i e d  t o  
' 
. .  ; "  
I 
b r i n g  ou t  c e r t a i n  p o i n t s  and desc r ibe  c e r t a i n  p r o p e r t i e s  t h a t  
w i l l  be made use of when we t r y  t o  handle p a r t i c u l a r  cases i n  t h e  
fo l lowing  chapters.  The numerical a n a l y s i s  w i l l  be done with t h e  
help of a Hybrid Computer u n i t .  
i n  frequency. 
The problem will be d i s c r e t i z e d  
As a fi&t s t a g e  we will consider t h e  system opera t ion  at  
only  one frequency, 
f o r  t h e  o s c i l l a t o r .  
notched f i l t e r  where one has  t o  shape t h e  frequency response of 
This  i s  t h e  syfithesis of a feedback c i r c u i t  
Then we r i i l l  consider t h e  design of a 
t h e  f i l ter .  
CHAPTER 2 
2,1 Phase-Shift O s c i l l a t o r  Feedback Network 
.* 
The design of a feedback network f o r  a phase s h i f t  oscilla- 
tor has been a t o p i c  of a number of s tud ie s ,  As shown in a very 
basic block diagram (Fig, 2.11, t h e  frequency s e n s i t i v e  feedback 
c i r c u i t  has t o  provide a proper 
___________ __ ___ __ FIGURE 261 
A BLOCK DIAGRAM FOR THE PHF.SE SHIFT OSCILLATOR 
gain and phase s h i f t  r e l a t i o n s h i p  so t h a t  t h e  system may oscillate, 
Assuming t h a t  t h e  ampl i f ie r  has a phase s h i f t  of 180 degrees,  t h e  
feedback c i r c u i t  has  t o  provide an add i t iona l  180 degree phase 
s h i f t  i n  order  t o  g e t  t h e  condi t ions for o s c i l l a t i o n ,  
u s u a l  requirement of t h e  feedback c i rcu i t  i s  t h a t  t h e  .a t tenuat ion  
One o t h e r  
dur ing  t h e  t ransmission of t h e  s i g n a l  should be  minimum, since 
t h e  t o t a l  gain around t h e  loop  should be uni ty .  This lowers t h e  
gain requirements of t h e  ampl i f ie r ,  _ -  
A t h r e e  s e c t i o n  lumped parameter -- s e r i e s  r, shunt c -- 
network, where all t h e  s e c t i o n s  have f i n i t e  nonzero r e s i s t a n c e  
and capaci tance va lues ,  g ives  [lS] an a t t enua t ion  of 29 for 180 
26 
27 
degree phase s h i f t ,  
is  completely i s o l a t e d ,  i , e ,  it does not load t h e  previous 
When each s e c t i o n  of such n sec t ion  cetwork 
s e c t i o n ,  t h e  ga in  corresponding t o  180 degme ,phase s h i f t  is 
given C173 by 
i 
i -  
! 
gain  = sec" H 
n 
The table 1 shows t h e  va lues  of a t t enua t ion  for circuits with n 
equal t o  one t o  e ight .  Johnson C181 has  shosm t h a t  t h e  c i r c u i t  
i n  F ig ,  2.2 g ives ,  i n  t h e  l i m i t ,  an !a t t enua t ion  of 8 as K t e n d s  
I 
I 
I 
FIGURE 2'.2 
A THREE SECTION FEEDBACK CIRCUIT USED BY JOENSON C183 
I 
t o  i n f i n i t y .  
r ,  p a r a l l e l  c network would produce an a t t enua t ion  of 11.6, 
Inc reas ing  t h e  n u d e r  of s e c t i o n s  i n  t h e  lumped parameter c i r c u i t  
He also showed thzt  a 'uniformly d i s t r i b u t e d  s e r i e s  
I 
1 
he lps  t o  reduce t h e  a t t enua t ion ,  
d i s t r i b u t e d  r c  transmission line. 
A ' l i m i t i n g  case is obviously a 
A t  very  h igh  f requencies  t he  
! 
d i s t r i b u t e d  s e r i e s  inductance begins t o  come i n t o  p i c t u r a ,  Ecison 
[.Ul states t ha t  I "unfor tuna te ly ,  thc a n a l y s i s  of multiple- 
s e c t i o n  lumped networks i s  exceedingly complicated and ted icus . .  .'*, 
It is  found t h a t  u s e f u l  in ferences  may be drahm f ron t h e  l i n i t i n g  
case i n  which t h e  number of s e c t i o n s  becones i n f i n i t e  and t h e  
I 
I 
i 
I I j 
I 
j 
i 
i -  
I 
TABLE .1 
THE ATTENUATIOX OF SERIES r SHUNT c, n SECTION 
NETWORK WITH 180 DEGLEE PiiASE SHIFT. 
ALL THE SECTIONS LIE IDENTICAL 
AND ISOLATED, 
n Attenuation Sec, T I n - No. of Sections n 
CQ 
CQ 
8 
4 
2,9 
2.37 
2.108 
1.884 
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' I  
29 I 
network becomes a smoothly fapered t ransmission l ine".  (F ig ,  1.1) 
He assumed an exponent ia l  v a r i a t i o n  of t h e  parameters correspond- 
. ing t o  
r ( x )  = RefIZkX 
i :  
I 
ceT2kx 
v 
Edson obtained curves for a t tenuat ion  a t  180 degree phase s h i f t  
as a func t ion  of parameters R,C, t a p e r  k ,  and l i n e  length L, It 
can be e a s i l y  shown'that as k approaches i n f i n i t y  t h e  a t tenuat ion  
a p p r c a c h s  un i ty ,  
The approach w e  w i l l  u s e . i n  t h e  sequel  is t o  keep t h e  form 
of t h e  d i s t r i b u t i o n s  complete1y.free except f o r  t h e  upper and 
lower bounds on r and c r e s u l t i n g  from t h e  phys ica l  c o n s t r a i n t s  
of r e a l i z a b i l i t y  and t r y  t o  obta in  t h e  d i s t r i b u t i o n s  of para- 
meters r(x) and c ( x )  which optimize t h e  spec i f i ed  L i t e r i o n ,  
v iz .  minimum a t t enua t ion  at 180 degree phase s h i f t  e 
30 
202 Mathematical Formulation df t h e  O s c i l l a t o r  Problem 
I 
The gene ra l  statement of t h e  problem is as follows: 
.. 
For a d i s t r i h u t e d  -- series r and E, shunt c -- feedback c i r c u i t  
f i n d  t h e  d i s t r i b u t i o n s  r ( x )  and c(x) [with r e fe rence  t o  Fig,  1.11 
such t h a t  at a given frequency, 
I 
( 5 )  There e x i s t s  a des i r ed  phase s h i f t  between t g e  input  
and output ,  and 
(ii) t h e  a t t enua t ion  i s  minimum. 
The d i s t r i b u t e d  inductance % ( x )  is assumed t o  be a non-controll-  . 
a b l e  quan t i ty  
e 
The system equat ions governing t h e  ' r e l a t i o n s h i p  between t h e  
vol tage  and cu r ren t  i n  F ig ,  1.1 a r e - p a r t i a l  d i f f e r e n t i a l  equa- 
t i o n s  i n  time and space as  given i n  (1.2.2) and (1.2.3). The 
d r iv ing  func t ion  vin(O,t) is a cosinusoidal  inpu.t a t  'frequency 
''u''~ We can assume a steady s ta te  so lu t ion  of t h e  form 
v ( x , t )  = ~ ( x )  cos ( w t + 8 )  = V ( x )  cos w t  + V,(x) sin ut 
1 
(2,201) 4 
= I (XI cos u t  + 12(x) s i n  u t  1 
(2.2,2) 
-' v2(x) where 6 (x )  = t a n  
vol tage  as a func t ion  of x and a ( x )  = (VL(x) t V , ( X ) ) ~ ' ~  is t h e  
amplitude of t h e  vo l t age  along t h e  l i n e .  
t i o n s  i n t o  (1 ,2 ,2)  and (1.2.3) we get  t h e  set  of equations 
s p e c i f i e s  t h e  phase angle  of t h e  
___o_ 
VI( X 1 
2 2 
Subs t i t u t ing  t h e  solu- 
, 
31 
' . ( l , 2 . 4 )  for f i x e d  w o  
A t  t h i s  stage w e  make two t r i v i a l  assumptions, 
(3.) The output  impedance of t h e  a n p l i f i e r  [source impedance . .  
at t h e  input  of t h e  l i n e ]  is zeroI  . 
( i i )  The input  impedance of t h e  a q p l i f i e r  [load impedance 
on t h e  line] i s  i n f i n i t e ,  
Without .any loss of g e n e r a l i t y  t h e  input  condi t ions of t h e  l i n e  
could be spec i f i ed  as 
V 2 ( 0 )  = 0 0 (2 .2 .3 )  
- - __._______ ___ 
The open c i r c u i t - a t  the-output end of t h e  l i n e  implies 
The two condi t ions  given above g e t  s l i g h t l y  modified f o r  a non- 
zero ampl i f ie r  output impedance and f i n i t e  ampl i f ie r  input 
impedance, 
-The 180 degree phase s h i f t  requirement i s  t r a n s l a t e d  as 
Equation (2.2.5) assures  a phase shi.f t  of B ,  3a, 5n, I *,. 
Since t h e  minimum a t t enua t ion  is same as t h e  maximum gain needed 
t o  maximize 4 ,  
. .  
32 
. .  
with a ( x )  as defined i n  (2,2a1). Since V2(0) = Vz(L)  = 0 and 
-. ' 
V1(0) = a ,  t h e  c r i t e r i o n  becomes 
The gene ra l  forms of t h e  s o l u t i o n  w i l l  be as shown i n  Fig, 2.3, 
FIGURE: 2.3 
A G€NERAL FORE! OF THE IN-PHASE &IUD OUT-OF-PHASE COi4PONENTS 
OF THE VOLTAGE WAVE ALONG THE TP&NSMISSION LINE 
The a t t e n u a t i o n  inc reases  as t h e  s i g n a l  t r a v e l s  along t h e  l i n e ,  
Shus t h e r e  is no p o s s i b i l i t y  of t h e  a t t enua t ion  at a phase s h i f t  
of 3s, 5R, .,, being smal le r  than t h a t  at ns We can sa fe ly  restrict  
our cons idera t ions  t o  t h e  phase s h i f t  of R, or the first zero  of 
. -  
V,(X)* . . -  
The boundary condi t ions  (2.2.3) and (2.2.4) r e q u i r e  so lv ing  
a two po in t  boundary va lue  problem, s ince  t h e  vol tage  i s  s p e c i f i e d  
at one end and t h e  cu r ren t  a t  t h e  o t h e r  end, I t  is  poss ib l e  t o  
avoid mixed boqndary condi t ions  by spec i fy ing  t h e  vol tage  a t  x=Le 
33 
If t h e  condi t ions a r e  spec i f i ed  as V1(L)=a, 
J 
x = o  
L =L 
a -  v, 
e- v, 
I 
FIGURE 2,4 
THE IN-PHASE AND OUT-OF-PHASE COPlPONENTS OF THE VOLTAGE 
WAVE FOR 180 DEGREE PHASE SHIFT 
V2(L)=0, from (2.2.6) it is apparent t h a t  with 
max 4 = min ~ v ~ ( o ) (  
Fig. 2.4 shows a gene ra l  form of t h e  so lu t ion .  For a > 0, 
vl(o) < 0, This  impl ies  t h a t  
Now we can de f ine  t h e  problem us ing  control system terminology. 
Define t h e  f our-vector 
The system equat ions are given by 
d 
dx . - y(x1 
34 
1 
The matrix A(u(x)) is defined by ' ( le2 .10a)  and u(x) is a two- 
v e c t o r  defined by a 
The inductance 2 ( x )  i s  assumed t o  be a non-controllable parameter, 
The endpoint boundary condi t ions  are 
. y f ( x = ~ >  = C ~ , O , O , O I  (2  '2' 11) 
with L f ixed;  and t h e  r i g i d  c o n s t r a i n t  fi is  given by 
. 
nCy(x=0)3 = y*(o) = 0 (2.2 * 12) 
Our task is t o  obta in  P and c d i s t r i b u t i o n s  t h a t  maximize 
. _ _  _______  ___________----- 
cp * where 
cp = y p  (2.2 13 ) 
We also assume t h a t  t h e  l i m i t a t i o n s  i n  f a b r i c a t i o n  r e q u i r e  . 
t h a t  t h e  va lues  of r e s i s t a n c e  and capacitance p e r  u n i t  l ength  
be with in  f i n i t e  upper and lower bounds. This  g ives  r i s e  t o  
t h e  i n e q u a l i t y  c o n s t r a i n t s  on t h e  contpol  v a r i a b l e s  r and c. 
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2 e3 Methods of Solut ion 
? 
A, 
Dynamic Programming is presented here t o  g ive  some idea  
Hamilton-Jacobi Equations v i a  Dynmic Programing:  
about t h e  complexity involved i n  t h e  numerical  s o l u t i o n s  of t h e  
two po in t  boundary value problem one may face i n  using techniques 
t h a t  lead t o  a s e t  of necessary condi t ions  f o r  opt imal i ty ,  
L e t  us def ine  a new independent v a r i a b l e  __  
2 = L - x  (2.3.1) 
. 
The state equat ion which was t h e  same as (2.12) now becomes 
e . _  . . .. . . . . . - . . - . . . .  
C2a3.2) d - Y C Z )  = .  - A(u(z))y(z) - 
dz 
and t h e  end po in t  condi t ions  spec i f i ed  in  (2,ll) now become 
i n i t i a l  condi t ions  
y(z=o) = yL = y o  a C2.3,3) 
With t h e  c r i t e r i o n  func t ion  as Q = Q(y(z=L)) we have a 
I 
Mayer forinulation of thz v a r i a t i o n a l  problem. 
. b e y f u s  [19] have used a h e u r i s t i c  approach t h a t  is very revea l -  
B e l l m a n  and 
ing. The opt imal  payoff func t ion  as designated by J ,  is an 
i m p l i c i t  func t ion  of t h e  i n i t i a l  s tate yo = y(z ) and t h e  l eng th  :o 
of t h e  pr0ces.s 
6 = L - 2  
0 
e (2.3 e 4) 
36 
The optimal payoff J is defined by I 
The opt imal  vec to r  u* (2)  and t h e  optimal state vec to r  yf; ( z )  all 
depend on y o  and S. Consider a d i s t ance  z along t h e  optimal 
t r a j e c t o r y  as shown i n  Fig.  2 , 5 ,  
FIGURE 2 . 5  
THE OPTIElAL AND NON-OPTIMAL TRP.JECTORIES 
The t r a j e c t o r y  fo r  nonoptimal u is a l s o  shown. Along t h e  optimum 
Path 9 
along t h e  optimum path ,  no matter 
( L )  
since we w i l l  end up at yc 
where we star t  from. 
If w e  t a k e  an arbitrary u from zo t o  zo+bz and an optimal 
u=uc from zo+Az t o  L then  t h e  payoff func t ion  w i l l  be 
J(ycZg+AZ)*S-AZ). 
37 
Thus., 
Expanding t h e  r i g h t  s i d e  i n  *a Taylor s e r i e s  and neglec t ing  . 
I 
second and higher  order termsp , ;  
C2.3.8) 
s ince  . 
. . .  - c2.3.9) 
- .  
d 
dz 1 
The term on t h e  r i g h t  s i d e  which depends on u is - y ,(zo). 
Hence we t ake  all t h e  o the r  terms outs ide  o f  t h e  bracket and 
d iv ide  by Az. Taking t h e  l i m i t  as Az+O w e  ob ta in  
(2.3.10) 
In (2.3.6) t h e  maximization was t o  be c a r r i e d  out over t h e  i n t e r -  
val z t o  zotAz, With Az-0 t h e  c o n t r o l  vec to r  becomes j u s t  
4 
0 .  
The p a r t i a l  d i f f e r e n t i a l  equatipn (2,3.10) is t r u e  f o r  any 
z along t h e  t r a j e c t o r y  and t h e  corresponding dura t ion  S. Thus, 
This is  a Hamilton-Jacobi equation. 
38 
For our case y i s  a 4-vector and u i s  a 2-vector,  
ut = [r(z),c(z)]. \le can incorpora te  t h e  c o n s t r a i n t  (2.2.12) 
-. into t h e ' c r i t e r i o n  funct ion by means of a Lagrange m u l t i p l i e r  . 
p and wr i t e  a new payoff func t ion ,  
4 = yl(z=L) + 1.I y2(z=L) a (2.3.12) 
In o rde r  t o  so lve  (2,3,7) numerical ly ,  we have t o  d i s c r e t h e  
As a ' f i r s t  s t e p  we have t o  obta in  s o l u t i o n  of u ( z  it i n  Z. 0 
and then  for uCz0+Az), assuming u(z ) t o  be constant  from z 
z +Az, and sd on. 
i n  f i v e  dimensional space [y,y, ,y3 ,yL),s], 
Lagrange m u l t i p l i e r  p . is -_ an ._. unkn0t.m - quan t i ty  - -  t h a t  - has t o  be 
determined by trial and error- 
to 0 0 
This  becomes a problem of g r i d  formation E201 
0 
The undetermined 
No at tempt  was made t o  c b t a h  t h e  numerical  so lu t ions  us ing  
t h i s  approach, s ince  t h e  c u r s e  of dimensional i ty  is  indefea tab le .  
B. 
The Maximum P r i n c i p l e  w i l l  y i e l d  a set of necessary condi t ions  
Pontryagin'  s Mzxinum Pr inc ip l e  : 
4 
t h a t  t h e  opt imal  c o n t r o l  uf: has  t o  s a t i s f y  i f  such c o n t r o l  exists, 
and i f  it opt imizes  t h e  c r i t e r i o n  funct ion.  
Given. t h e  system equat ions (restatement  of (2.3.2) and 
(2.3,3)) ,  . -. 
with boundary condi t ions  
(2.3 ,P4) 
39 
t h e  Waximum P r i n c i p l e  states t h a t  i n '  o rder  t h a t  t h e  t r a j e c t o r y  
y(z) be opt imal  i n  t h e  sense t h a t  t h e  c r i t e r i o n  func t ion  i s  
maximized it is necessary t h a t  one can f i n d  func t ions  X(Z), 
def ined  as t h e  a d j o i n t  v a r i a b l e s ,  s a t i s f y i n g  t h e  following 
.. 
= -  
p r o p e r t i e s  a 
- .  
(i) t h e  A .  s a t i s f y  t h e  d i f f e r e n t i a l  equat ions ,  
1 
4 
(ii) l e t t i n g  
where u is  a r b i t r a r y ,  nonoptimal 2-vector, then 
-. - . - - - - - - - - - - _____________--__ __ 
E(ufi(z)) > E(u(z))  for all z and. admissible  U. - 
(2.3.16) 
A t  t h i s  s t age  w e  may in t roduce  t h e  Hamiltonian, 
4 
j=1 
H(Y,U,X) = c X.f.(y,u) 1 3  (2.3.17) 
4 
Thus, i n  terms of t h e  Hamiltonian t h e  Maximum P r i n c i p l e  states 
t h a t ,  g iven 
d 
C '  -y = 
dz H; 
. . 
and - H ' t  , then  d 
dz Y 
= 
in orde r  t h a t  y ( z )  maximizes t h e  c r i t e r i o n  func t ion  it i s  
necessary t h a t  
where 6 is  any constant  admissible con t ro l  vec tor ,  
ad jo in t  va r i ab le s  have t o  satisfy t he  t r a n s v e r s a l i t y  condi t ion 
at z=L 
Also t h e  
where 4 is t h e  c r i t e r i o n  func t ion ,  Q is t h e  boundary cons t r a in t  
and p is t h e  undetermined Lagrange Mul t ip l ie r .  
Coming back t o  our system of equat ions,  . 
d 
dz 
-Y = - A y  J 
d = At x -. 
dz 
With t h e  i n e q u a l i t y  cons t r a in t  (2.2.14) on t h e  con t ro l ,  
(2.3.19) g e t s  transformed i n t o  
i 
a H  < 0 a ufi i 
> uf: > u if u a imax i imin 
(2.3,22) . 
and t h e  cons t r a in ing  equat ion 
r 
nty(L11 = 0 . -- (2.3.23) 
Equations (2.3.21) t o  (2.3,23) comprise a , s e l f - s u f f i c i e n t  
. t  f :  
set of equat ions ,  which, when solved w i l l  y i e l d  t h e  opt imal  
Since A(u(z) )  .is l i n e a r  i n  
U. 
. 
control u~(z), This is a t w o  poin t  boundary va lue  problem. 
us H t u r n s  out  t o  be l i n e a r  i n  
- 
9 
. -  (2.3.24) 
Thus (2.3,19) suggests  . _  a bang bang c o n t r o l ,  
we are tempted t o  be l i eve  t h a t  u 
In o t h e r  fr;ords, 
w i l l  always be at  e i t h e r  i 
boundary and w i l l  switch whenever H changes s ign ,  
u: 
A 
Assuming such a bang bang form of t h e  c o n t r o l ,  a combination 
o f . i t e r a t i o n s  and scanning (for v) was used t o  f i n d  a so lu t ion .  
The i t e r a t i o n s  d i d  no t  converge, 
g rad ien t  technique which i s  descr ibed l a t e r ,  i n d i c a t e  t h a t  t h e  
The s o l u t i o n s  obtairied by the  
assumption regard ing  t h e  form of t h e  c o n t r o l  was erroneousb 
does no t  t u r n  out  t o  be bang bang cont ro l .  
It 
One way of circumvent- 
i n g  t h i s .  i s  by adding to t h e  c r i t e r i o n  func t ion  a penal iz ing  
func t iona l  [4] t h a t  is n m l i n e a r  i n  cont ro l .  
A s  Johnson and Gibson C131 have pointed ou t ,  it is charac te r -  
i s t ic  of t h e  s o l u t i o n s  t o  l i n e a r  opt imizat ion problems t h a t  t h e  
switching func t ion  €Iu sometimes become i d e n t i c a l l y  zero over 
i 
some f i n i t e  i n t e r v a l  
does not  depend upon 
42 
of ' z l .  Since,' du r ing  t h i s  i n t e r v a l ,  H 
u e x p l i c i t l y ,  t he  usual procedure of 
.. s e l e c t i n g  uf: so as t o  maximize H breaks down, 
opt imizat ion problems where I-& 
f i n i t e  i n t e r v a l  have been referred t o  as '"singtilar", 
These l i n e a r  
9 
becomes i d e n t i c a l l y  zero  over 
, -  
It has  
. been shown t h a t  t h e  optimal c o n t r o l  may a c t u a l l y  consis: of 
i n t e r v a l s  of v a r i a b l e  c o n t r o l  e f f o r t  ( c a l l e d  "s ingular  switch- 
ing curves") combined with i n t e r v a l s  of l i m i t  ing c o n t r o l ,  
Thus, t h e r e  seems t o  be a d i s t i n c t  p o s s i b i l i t y  of the 
optimal  conWol being a l i m i t i n g  c o n t r o l  with s ingu la r  curves 
r a t h e r  thar, a bang bang c o n t r o l  with switching po in t s ,  
_ .  
C. Gradient Technique 1141: F i r s t  Order 
The approaches descr ibed so f a r  are based on obtaining a 
set  of necessary condi t ions  for opt imal i ty  and then  t r y i n g  t o  
g e t  s o l u t i o n s  t o  t h i s  set of equations.  The a l t e r n a t e  approach, 
as  a l ready  mentioned i n  t h e  previous chapter ,  is t h e  "Gradient 
Technique". 
v a r i i b l e  with r e fe rence  t o  t h e  s e t  of equat ions  (1.2.10). 
Consider a small per turba t ion  6u(x) i n  t h e  c o n t r o l  
4 
1 
The r e s u l t i n g  first order  v a r i a t i o n a l  equat ion is given by 
(2.3.25) 
I 
I  43 
Define a s e t  of a d j o i n t  va r i ab le s  byzthe d i f f e r e n t i a l  equat ions ,  
P 
- ( A i )  d = - c SAj 0 c2,3,26) 
'. dx j ayi 
I '  
Multiplying (2.3'25) by A. 
and perfolrming summation over  index i, 
(2.3,26) by 6yi9 adding.them toge the r  
2 
Define 
H = .<  X,f ' = c X i f i  , 
i 
Then, i n t e g r a t i n g  (2.3.27) from x=O t o  x=L, 
-. _._ - -_ - - - - . . - _  _ _ _  ~ __ - 
L ' L  
C C  Ai6yil0 = 1 Hududx 0 i 
- 
C2.3 28) 
Since y(L) is completely s p e c i f i e d  by (2,2.11) 
Q 
4 
Here we can def ine  X9 and X as t h e  a d j o i n t  system variables 
s a t i s f y i n g  (2.3.26) s u b j e c t  t o  boundary condi t ions  
. -. . . . . - 
r e spec t ive ly ,  
becomes 
When Q, is given by (2,2,13),  equation (2.3.2.9) 
Simi la r ly ,  when 0 i s  given by (2.2.121, equation (2.3.30) becomes 
Now we can de f ine  
H4 = < X9,f > 
and 
S u b s t i t u t i n g  (2.3.29) i n t o  (2.3.28; ,. xe o b t a b  ' 
Simi la r ly ,  s u b s t i t u t i n g  (2.3.30) i n t o  (2.3.28) we ob ta in  
dn = I $gudx 
U 
(2.3.32) 
Equations (2.3.31) and (2.3.32) g i v e  t h e  f u n c t i o n a l  r e l a t i o n s h i p  
between v a r i a t i o n  i n  c c n t r o l ,  and change i n  c r i t e r i o n  f u n c t i o n a l  
and c o n s t r a i n t  i n  response t o  it.. 
The i n i t i a l  a r b i t r a r y  non-optimal choice of u or t h e  subse- 
quent estimates of u during i t e r a t i o n  process may no t  exac t ly  
s a t i s f y  t h e  c o n s t r a i n t  R = O .  Therefore, a t  every s t age  t h e r e  
are two v a r i a t i o n s  requi red .  
(i) Change dr$ i n  o rde r  to.improve t h e  c r i t e r i o n  func t ion ,  
45 
( i i )  Change dfl = -R i n  order  t o  s a t i s f y  t h e  cons t ra in ing  
1 
equat ion,  thus  making fl-tdR = 0. a 
An accessory minimization problem is formed by s t i p u l a t i n g  
. .  
an a r b i t r a r y  c r i t e r i o n  functionah , .  
which has  t o  be minimized while s a t i s f y i n g  (2.3.31) and (5,3,32),  
[See equation (1.3.24) and t h e  following paragraph,] 
t o  obta in  t h e  des i r ed  va r i a t ion  i n  t h e  c r i t e r i o n  func t iona l  4 
and t h e  cons t r a in t  SZ while minimizing t h e  above c r i t e r i o n  func- 
t i o n ,  we form a composite c r i t e r i o n  func t iona l  for t h e  accessory 
minimization problem. We seek a 'Bu t h a t  minimizes t h e  composite 
In order  
-.___ 
0 
c r i t e r i o n  func t iona l  - .  . . . -  
. -  
. .. . .  
- -  
R where V' and v 
chosen s o  as t o  s a t i s f y  (2.3.31) and (2.3.32). 
are undetermined Lagrange mul t ip l i e r s  t o  be 
Euler Lagrange equat ions give 
Defining 
(2.3 , 34) 
. .  
i Y6 
I 
With 
I "  
therefore bu = ~ $ 6 ~ 4  t wR6ufl ' . (2.3.37) 
Subs t i t u ing  f o r  6u i n  (2 ,3 .31 )  and (2.3.;2) we'get ' f i n a l l y  
# :  
. 
The i t e r a t i o n  algori thm t h a t  i s  suggested by the above equations 
is  f a i r l y  s t ra ight forward  and .proceeds. as follows. 
1) Assume a noininal con t ro l  u; Solve t h e  system equa- 
t i o n s  (2 .2 .9)  with boundary condi t ions  (2.2.J-l)g 
2) Solve t h e  a d j o i n t  equat ions (2 .3 .26) :  (2) with boundary 
condition' (2 .3.29)  to obta in  A@(,) and i i i )  wi th  boundary condi- 
t i o n  (2 .3 .30)  t o  ob ta in  X*(x). 
3 )  Evaluate 61.14 and b @  from (2 .3.35)  and 2 , 3 . 3 6 ) ,  with 
5 -1 kl given. 
4 )  Solve (2 .3 .38)  and (2 .3 .39>6 f o r  v4 and uS2, c 
5 )  Evaluate bu from (2 .3 .37) .  . 
. .  
is chosen based on knowledge of t h e  system, and could 5* -1 
.be made equal  t o  t h e  u n i t y  matrix. 7 
6d $ and d o  must be chosen beforehand. d Q  is chosen for 
convergence and dR t o  s a t i s f y  the  c o n s t r a i n t  equat ion (2,2.12), 
.. 
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* 
6 )  Add 8u t o  u and obtain a r ev i sed  es t imate  for t h e  
c o n t r o l  as u+bu, The inequa l i ty  c o n s t r a i n t s  on u are taken 
i n t o  account by t runca t ing  (u+qu) +t uM or u wherever it rn 
a t tempts  t o  exceed t h e  bounds. 
connection with convergence can be proven for t h e  9 and S2 
cor rec t ions  s e p a r a t e l y  (see Appendix B) e A more d e t a i l i d  
T h e , v a l i d i t y  of t runca t ion  i n  
I 
discussLon i s  included in Sect ion 2.4. 
-- 
7 )  Now,branchback t o  t h e  s t a t  of t h e  loop for t h e  
next i t e r a t i o n  cycle .  
. .  
D. 
For 
grad ien t  
Gradient Technique: Second Order Improvement 
an open reg ion  for u; t h e  con+ergence of t h e  first order  
technique i n  t h e  neighborhood of t h e  opt imal  s o l u t i o n  
has always been poor. The reason for poor convergence is  t h a t  . .  
as a necessary condi t ion for t h e  op t imal i ty  t h e  ' influence func- 
tion Hu t ends  t o  ze ro  near t h e  optimal t r a j e c t o r y .  
terns t a k e  a dominatin'g r o l e  i n  t h i s  neighborhood. 
Second o rde r  
Bullock E211 
has  developed a method t h a t  takes i n t o  account t h e  second order  
v a r i a t i o n s .  Bullock c o r s i d e r s  t h e  second order  terms i n  t h e  
t i a r i a t i o n a l  equat ion r e l a t i n g  a v a r i a t i o n  i n  t h e  con t ro l  t o  t h e  
V a r i a t i o n  i n  t h e  c r i t e r i o n  func t iona l  and then so lves  t h e  two 
poin t  boundary value problem generated as a so lu t ion  t o  t h e  
.accessory opt imizat ion problem. ? 
It is felt bY t h i s  i n v e s t i g a t o r  t h a t  t h e r e  i s  enough i n f o r -  
mation a v a i l a b l e  i n  t h e  s o l u t i o n s  t o  t h e  s t a t e  a d  a d j o i n t  
48 
equat ions  t h a t  can be made 
estimates of 6u. 
The first p a r t  of t h e  
'. . 
use  of i n  obtaining seccmd order 
development hzndles a genera l  case 
where t h e  form f o r  f (y ,u)  in t h k  system equat ions  
- d y = 'f(y,u) (2,3040) 
dx 
is not  s p e c i f i e d ,  I n  p a r t  ( i i )  a s p e c i f i c  form of f is 
assumed so t h a t  the  r e s u l t s  can be d i r e c t l y  appl icable  t o  t h e  
system rep resen t ing  a t ransmission l i n e .  
Ci) General Case 
The system equat ions are given by (2.3.40) with  t h e  boundary 
condi t ions  
. .  
. ._____.____.._..c__._._ . __ __ 
YL 
The c r i t e r i o n  func t ion  i s  
4 (2.3.40a) 
and t h e  c o n s t r a i n t  is 
sl = Q(y(x=O)) = 0 I 
In  gene ra l ,  t h e  boundary condi t ions  may be s p e c i f i e d  p a r t l y  a t  
x=O and p a r t l y  at x=L. I n  such a case t h e  c r i t e r i o n  func t ion  9 
and t h e  c o n s t r a i n t  0 a l s o  can be t h e  func t ions  of t h e  t e rmina l  
values of y at both ends,  x=O and x=Lo 
-. 
The p a r t i c u l a r  case 
descr ibed by (2.3.40) t o  (2,3,40c) is chosen because it is s i m i l a r  
49 
t o  t h e  t rasmiss ion  l i n e  problem w e  will be handling later. 
However, t h e  r e s u l t s  can be extended, without any d i f f i c u l t y  t o  
t h e  case where t h e  boundary condi t ions are mixed, 
de r ive  a f u n c t i o n a l  r e l a t i o n s h i p  between a v a r i a t i o n  i n  c o n t r o l  
ESI and a corresponding v w i a t i o n  i n  t h e  c r i t e r i o n  f u n c t i o n a l  4 9  
l e t  us cons ider  a small per tu rba t ion  i n  t h e  c o n t r o l v e c z o r  U. 
.- In  order  to 
I ’  
The v a r i a t i o n a l  equat ion may be obtained as, 
c d (6y) = f 8y + fu6u t 2. 8ytf 6y -t 6y t E 6u + - 1&Utf 6u 
dx Y 2 YY w 2 uu 
where f r e p r e s e n t s  a l l  t h e  h igher  o rde r  terms i n  t h e  expansion. h 
As before  de f ine  a set of a d j o i n t  v a r i a b l e s  such t h a t ,  
d 
dx Y 
- - A  = - f t x  . (2.3.42) 
Multiplying (2.3.41) by, At  and (2,3.42) by C6yt) and adding 
them we ob ta in  
d t I t t :  t t  l t t  - [xtsy] x f 6u t - h 6y f 8y t x 6y f 
dx u .  2 -  Y Y .  Yu 2 
= 6u + - x 6u fuu6u : 
The Hmi l ton ian  i s  def ined  as 
H = .  h t f  
also 
I 
H = X t f h .  , 
h -  
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Now t h e  equation i s  i n t e g r a t e d  from k=O t o  x=L, t o  ob ta in  
t '  
+ Hh (y,u9by,6u)ldx e (2.3&3) 
'If we set  t h e  boundary condi t ions  on. X such t h a t  
(2.3.44) 
and neglect: t h e  terms higher  than  second order,  t h e  equation 
(2e3e43) can be rewritten as 
. .  (2.3.4 5) 
Similarly, if we d e f i n e  another set of boundary condi t ions  
corresponding t o  c o n s t r a i n t  R , 
we have 
dR = I L n  HUbudx t I L b y  t R  H Gudx i IL ( b y t H 2 y  
0 0 Yu 2 0  
The equat ions  (2.3.45) and (2.3.47) are t h e  second o rde r  estimates 
Of t h e  v a r i a t i o n s  i n  c r i t e r i o n  func t ion  Q and c o n s t r a i n t  func t ion  
1 
r e s u l t i n g  from a v a r i a t i o n  6u i n  t h e  control v a r i a b l e ,  as a 
f u n c t i o n a l  of t h e  nominal t r a j e c t o r y  corresponding t o  a nominal u' 
I 51 
and t h e  v a r i a t i o n s  &ye  The- nominal t r a j e c t o r y  w i l l  y i e l d  certain 
value of Q, and most probably a nonzero value of !d . One can pick  
.(i) a des i r ed  va lue  of d$ o 7s t o  improve $ 9  and rs 
( i i )  dR = -R so as t o  make t h e  new t r a j e c t o r y  f u l f i l l .  
the cons t ra in ing  equat ion,  R=O 
and hope t o  find a set  of functions 6u with t h e  he lp  o f t h e  
functionzd r e l a t i o n s h i p  given by (2.3.45) and (2,3.47). The . ,  
second order  v a r i a t i o n a l  equat ion for 6y is given by (2.3.41) 
without t h e  term fh, 
We have a problem of determining t h e  bes t  6u, i n  some sense ,  
so t h a t  t h e  t r a j e c t o r y  6y as governed by e 
- d (By) = f 6y f fugu + - 16,tf 6y t 6 Y t f Y u 6 U  t - 1 t  6u f 6u 
dx Y 2 YY 2 UU 
= g(Bu,6y) (2.3.4 8) 
= o  
( X = L )  
with t h e  boundary condi t ions  6y 
s a t i s f i e s  t h e  f u n c t i o n a l  equat ions (2.3.45) and (2.3.47). 
The problem, as has  been r e f e r r e d  t o  previously i n  p a r t  C 
4 
of Sect ion 2.3, is  an accessory opt imizat ion problem, The 
c r i t e r i o n  func t ion  f o r  t h e  zccessory prcblem is chosen as 
For t h e  accessory minimization problem, 6y is  t h e  s t a t e  v a r i a b l e  
and 6u is t h e  c o n t r o l  va r i ab le .  Equation (2.3,46) is t h e  system 
equation and (2,3,45) and (2.3.47) are t h e  cons t r a in ing  equat ions,  
I 52 
Incorporat ing t h e  system equat ions &d t h e  cons t ra in ing  equa- 
t i o n s  i n t o  t h e  c r i t e r i o n  func t ion  ( a s  i n  Pa r t  C ) ,  we ge t  the  
.- modified c r i t e r i o n  f i n c t  ion I . '  
. ,  
= 6u~'Wbudx + v@[d+ - J (3; p 6ytH@ )6udx 
2 w 
- 2! (6ytH by t 6utHuu6u)dx] 
2 YY 
where v @ ~  v*, and ,6X(x) are t h e  Lagrange mul t ip l i e r s .  
choice of & A  as t h e  Lagrange m u l t i p l i e r s  f o r  t h e  system equa- 
t i o n s  is by no means an a c c i d e n t a l  choice. 
equat ion (2.3.51) which de f ines  t h e  d i f f e r e n t i a l  equat ions f o r  
The 
0 
As w i l l  be seen from 
& A ,  t h e  v a r i a b l e  61 i s  a d j o i n t  t o  t h e  system variables.  By in  t h e  
same sense  as t h e  a d j o i n t  v a r i a b l e s  X are ad jo in t  t o  t h e  system 
v a r i a b l e s  y [see (1.3.1) and (1,3.3)]. We w i l l  use t h e  i n d i r e c t  
method of t h e  ca l cu lus  of v a r i a t i o n s  t o  obta in  t h e  se t  of 
necessary condi t ions  for opt imal i ty .  
4 
An i t e r a t i v e  technique is 
- developed f o r  so lv ing  these equations.  The Euler  Lagrange 
equat ion for 6u is ,  
53 
The Euler  Lagrange equat ions  €or system v a r i a b l e s  
ad j o i n t  system equation 
y y i e l d  t h e  
The t r a n s v e r s a l i t y  condi t ions  yield t h e  boundary conditions 
-_ 
The complete s e t  of equations requi red  t o  be solved for  
ob ta in ing  bu, is  now given by (2.3.481, (2,3.51), and (2,3,50) . 
' with (2.3.45) and (2.3.47). These are coupled d i f f e r e n t i a l  . 
equat ions  with mixed boandary condi t ions  . 
t o  be hopeless ly  complicated, 
The s i t u a t i o n  appears 
However, it is  observed t h a t  t h e  y and A t r a j e c t o r i e s  for 
u and u-tbu are r e l a t e d  to by and B X  i n  a simple manner. 
r e l a t i o n s h i p  can be made use  of i n  developing an i t e r a t i v e  
technique  t o  obta in  t h e  approximate so lu t ions  t o  the  set  of 
T h i s  
necessary condi t ions  for  t h e  accessory minimization problem. 
Let us cons ider  th; 141 system as defined by (2.3.26) 
d 
dx' Y 
- A+ = -ft XQ 
The v a r i a t i o n  i n  t h i s  system due t o  bu is given by 
. .  
The v a r i a t i o n  6x4 is not  
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(f; + f t  dU'+ ft 6Y)csX+ 
Yu YY 
(ft e f t '  du' e f' 6y)bX4 
y P ,  : Y Y  
( H +  du I- H i  csy) 
Yu YY (2.3.52) 
y e t  r e l a t e d  t o  & A ,  Thus by i s  not  an 
i m p l i c i t  func t ion  of 6x4, 
(2.3,52) are func t ions  of t h e  t r a j e c t o r i e s  y and X correspond- 
i n g  t o  a nominal c o n t r o l  U. 
(2.3 52) becones a l i n e a r  non-honog&eous d i f f e r e n t i a l  equation 
The o t h e r  c o e f f i c i e n t s  of 6x4 in 
. 
NOW, i f  t h e  estimate of 6u is known 
. for & A 4 .  The f a c t o r  (H4 du + ' H 4  6y) 
Yu YY - a f o r c i n g  func t ion  i n  
(2.3.521, 
condi t ions  are 
Since A 4  is  completely spec i f i ed  a t  x=Os t h e  boundary 
S imi l a r ly ,  w e  may o b t a h  
and 
6x*(x=o) = 0 0 (2;3.53) 
Equations (2,3.51), (2.3.521, and (2.3.53) are t h e  saxe d i f f e r e n -  
t i a l  equations with ider . t i ca1  boundary condi t ions  d i f f e r i n g  only 
i n  t h e  fo rc ing  functions.  It  may be noted t h a t  t h e  solutions t o  
_ . *  
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a set  of l i n e a r  d i f f e r e n t i a l  equation's with zero  boundary 
condi t ions  are l i n e a r l y  dependent upon t h e  f o r c i n g  func t ions .  
.. Making use  of t h i s  proper ty  we can write 
I '  
v 
(2.3 e 54 ) 
9 R where 6X and 6X are v a r i a t i o n s  i n  X9 and XR due t o  u phange 
i n  c o n t r o l  v a r i a b l e ,  As h a s  been s t a t e d  before ,  w e  hope to 
e x t r a c t  t h e  information a l r eady  a v a i l a b l e  without having t o  
s imula te  and s o l v e  any systems o t h e r  than  those  requi red  for 
t h e  first ord6r  estimate of 6u. R The v a r i a b l e s  6X9 and 6X are 
9 R t h e  v a r i a t i o n s  i n  A and X systems corresponding t o  a v a r i a t i o n  
bu, The s o l u t i o n s  t o  X and X systems with u+6u as t h e  c o n t r o l  
w i l l  y i e l d  t h e s e  v a r i a t i o n s .  
4 R 
- - - - - - ___ __ __ __ - __ - _ _ _  - - - - - __ - __ 
The v a r i a t i o n  6X can be es t imated  
with t h e  he lp  of (2,3.52). 
for so lv ing  t h e  s e t  of equations (2.3.51) i n  a d i r e c t  way. 
Thus w e  have e l imina ted  t h e  n e c e s s i t y  
This  
property is of paramount importance. i n  t h e  Hybrid Computations, 
As w i l l  be shown i n  Sec t ion  2.4 t h e  sys tens  y ,  A', and 1' can 
each b e  represented  by t h e  same analog computer pa tch ing  with 
t h e  he lp  of t h e  proper t ransformat ions  and change of v a r i a b l e ,  
Any a d d i t i o n a l  system rep resen t  a t  ion causes cons iderahle  compli- 
ca t ions ,  
r e w r i t t e n  as 
Flith (2.3.54) as a new estimate of 6A, (2,3,50) can bs 
. . . .  . . . . . . . .  . . .  , * .  . . .  . .  . .  . .  . . . . . . . . . .  . . . .  . . . .  * ..':. . .  . .  . .  - .  . .  . .  . i .  . * : 
. -  
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56 
The problem cannot be s impl i f i ed  any f u r t h e r  with f(y,u) a s  a 
g e n e r a l  vec to r  func t ion ,  L e t  us r e s t r i c t  ourse lves  t o  a more 
s p e c i f i c  case  which covers  t h e  t ransmiss ion  l i n e  problem. 
( i i )  Second Order System 'Equations 
Let us rest r ic t  t h e  form of f (y ,u)  s,o t h a t  t h e  system 
equat ions .me of second o rde r  i n  y and u, i.e, 
where i, j , and k t a k e  i n t e g r a l  values .  
o rde r  h i g h e r i h a n  two i n  t h e  v a r i a t i o n a l  equat ions developed so 
Thus t h e  terms of t h e  
far w i l l  van ish  i d e n t i c a l l y .  The sgcond order v a r i a t i o n a l  equa- 
t i o n s  beconle an exac t  desc r ip t ion  of t h e  second order  system 
r a t h e r  than being t h e  approximate ones, 
NOM we can o u t l i n e  an i t e r a t i o n  procedure t o  obta in  
- - _ _  - _ _  -. - - -- -- ___ - __ - 
successive approximations for 6u as a so lu t ion  of t h e  accessory 
- - minimization problem, Assuming t h e  knowledge of bu, say from 
t h e  first order  es t imat ion ,  t h e  v a r i a t i o n a l  func t ions  6y, 6x4 
and 6XQ can be obtained, as 
(2.3.56) 
(2.3 a571  
. - -  
(2.3.58) 
. .  ... * . . .  
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In o rde r  t o  g e t  t h e  new es t imate  of bu we can use  t h e  r e l a t i o n -  
ships  
Simi la r ly  
and 
- 
where 
(2 .$. 62) 
( z3 .63 )  
(2.3 a 64) 
The equat ions  (2.3.60), (2.3.61), and (2.3.62) are t h -  e restate- 
ments of (2.3.45), (2,3,47),  and (2.3m55) respec t ive ly .  
d 
The 
des i r ed  improvements d+ and dQ are spec i f ied .  Hence t h e  subs t i t u -  
t i o n  of (2.3,62) i n  (2.3.60) and (2.3,61) y i e l d  a p a i r  of 
simultaneous equat ions f o r  v’ and vn. The va lues  of I’ cp and vn 
obtained from these  simultaneous equat ions are s u b s t i t u t e d  i n  
(2.3,62) t o  obtain a new estimate of bu. With t h i s  bu one r e t u r n s  
? 
t o  equat ions (2,3.56), (2.3.571, and (2.3.58) and r epea t s  t h e  
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cycle.  
second order estimate of 6u at  a given nominal bu, 
vn, and bu "converge" t o  t h e i r  c o r r e c t  va lues  (see P a r t  B of . 
Sect ion 2.4) utdu is formed. This 2s a new es t imate  of u €or 
This  i s  a secondary i t e r a t i o n  loop for obta in ing  a 
After  v@,  
I *  
t h e  new i t e r a t i o n  . cyc le  of t h e  main i t e r a t i o n  loop. 
(iii) Phase-Shift  O s c i l l a t o r  Equations 
Now t h a t  we have a l l  t h e  tools for choosing 6u, l e t  us 
apply t h e  re thod  t o  phase-shif t  o s c i l l a t o r .  I n - t h e  case of a 
phase-shif t  o s c i l l a t o r  t h e  s i t u a t i o n  is s impler  and much more 
manageable. 'From equat ion (2.2.9) 
. 
vanish i d e n t i c a l l y .  Le t t i ng  and *UU Hence a l l  t h e  terms i n  H YY 
equat ion (2.3.62) assume t h e  form, 
Here w e  w i l l  make an approx imt ion  and neglec t  t h e  second order  
terms. i n  equat ion (2.3.48). Therefore,  
d 
i 
d -6y = f by -t € 6, . 
dx Y Yu (2.3 a 69 1 
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Lek us def ine  t h e  y system as 9 1 
and the yn sys tem.as  
= fy6yn f f 6uQ , (2e3 -71) d 
6ys1 yu 
"YnCXfO) = 0 e  
Then no t ing  t h a t  . 6~(,~) =O and t h e  systems (2.3,69), (2.3,70), 
(2.3,73) 
'C2.3.74) 
S u b s t i t u t i n g  f o r  6y froin (2,3,72) and f o r  6u from (2,3,68) t h e  
equat ion (2.3.60) takes a form 
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Simi la r ly ,  from (2,3.61) 
I ’  
If we know t h e  nominal t r a j e c t o r i e s  and first estimates of 6u4, 
bun, 6y4, and byn, t h e  above two equatioas can be solved fo r  
v@ and v’. Equation (2.3.55) can be approximated by . 
. 
Using t h e  same arguments and approximations as those  used for 
der iv ing  (2.3.73) and (2.3.74) we can de r ive  a similar relation- 
ship for the v a r i a t i o n  in. A 4  system, Thus, 
where X Q i s  t h e  v a r i a t i o n  i n  A@ system due t o  t h e  v a r i a t i o n  634 
and X 4 is t h e  varj .ation in. X 4 system due t o  t h e  v a r i a t i o n  6un. 
4 
s1 
Subs t i t u t ing  (2.3.72) and (2.3.78) i n  (2.3.771, 
Simi la r ly ,  for, t h e  An system 
6hQ = v%nn f. V%AQ 
4 . n  
and hence 
The above two expressions g ive  es t imates  of 6ub and &I' i n  terms 
of v Q s  6yg, 6x9, vns byi i ,  6AQ9 which i n  t u r n  depend upon t h e  
previous estimate of 6uO 2nd 6u*. 
. 
Thus, we have here  a recurrence 
0 
r e l a t i o n s h i p .  S t a r t i n g  with t h e  i n i t i a l  guess of 
one can so lve  t h e  v a r i a t i o n a l  equat ions f o r  6y and 61, and 
ob ta in  t h e  corresponding m u l t i p l i e r  v@ znd vn from (2.3,75) and 
(2.3.76). The estimate of Su9 and 6uQ may then be updated from 
(2.3.79) and (2.3.81). After t h r e e  or f o u r  i t e r a t i o n s  (2.3.68) 
can be used t o  estimate 6u t h a t  will effect t h e  des i r ed  chzinges 
d$ and dS1. 
4 
In t h e  case of t h e  problem attempted on t h e  Hybrid Computer, 
reasonable  convergence was obtained in t h r e e  or four i t e r a t i o n s ,  
It 
with re ference  t o  6u4 and 6uR. 
be noted t h a t  t h e  term'convergence has  been used here  only 
. 
The va lues  of V$ and V* s e t t l e d  
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down t o  what appeared t o  be t h e i r  f i A a l  va lues  for t h e  secondary 
i t e r a t i o n  loop, 
After t h e  secondary loop i s  completed t h e  6u obtained is 
( ' '  
The r e s u l t a n t  con t ro l  u+6u is checked for bounds added t o  u, 
and t runca ted  a t  t h e  boundaries if necessary. 
I 
, :  
'The main itea?a- 
t i o n  cyc le  then  proceeds t d t h  t h i s  new u+6u as a nominal c o n t r o l c  
The second order  grad ien t  technique y ie lded  a 6u t h a t  gave t h e  
p red ic t ed  iniprovements dQ and dQ as long as t h e  con t ro l  u 
s tayed  i n  t h e  open region.  
t h e  e s t ima t ions  s t a r t e d  t o  go wrong. 
menon are discussed i n  F a r t  A of the' next s ec t ion .  
Once t h e  c o n t r o l  reached t h e  bounds . 
The causes for  such a pheno- 
The fa i lure  
of t h e  second o rde r  technique ind ica ted  t h a t  t h e  convergence 
problems are not  n e c e s s m i l y  assoc ia ted  with t h e  co l lapse  of %. 
Ins tead ,  they  are assoc iz ted  with t h e  bounded nature of t h e  
control. 
order  g rad icn t  technique t h a t  i s  devised t o  hzndle t h i s  d i f f i -  
The f olloriing sec t ion  p resen t s  t h e  improved f i~st 
cul ty .  This  new technique y ie lded  very s a t i s f a c t o r y  resul ts .  
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2*4 Algorithms and Programs 
The i t e r a t i v e  s o l u t i o n s  are obtained on a Hybrid Computer 
using t h e  improved gradien t  tedhnique, 
t h e  f e a t u r e s  and c e r t a i n  opera t ions  of t h e  Hybrid system, 
analog computer Is used exc lus ive ly  f o r  solving t h e  d i f f e r e n t i a l  
Appendix A desc r ibes  
The 
I 
equat ions ,  
i ng  c o e f f i c i e n t s ,  
d i g i t a l  computer u n i t s  y i e l d s  t h e  so lu t ions  . to  t h e  d i f f e r e n t i a l  
The d i g i t a l  computer suppl ies  t h e  continuously vary- 
The synchronous operat ion of t h e  analog and 
-_ - 
equat ions.  The s o l u t i o n s  t o  t h e  var ious  system equat ions are 
s to red  i n t o  t h e  memory of t h e  d i g i t a l  computer’and are subse- 
quent ly  operated upon t o  obta in  t h e  des i red  v a r i a t i o n  i n  t h e  
. 
0 
control var i ab le s .  The e n t i r e  operat ion is under complete 
program c o n t r o l  of t h e  d i g i t a l  computer, 
. .  
. .  Analog Patching : 
We need t o  so lve  t h r e e  s e t s  of system equat ions on t h e  
analog c o n p t e r .  The system proper’ i s  descr ibed  by (from 
(2,382))s 
and 
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A s  shown i n  Fig,  2,4, 'XI  is a forward and I z 0  is a back- 
ward d i r e c t i o n  of i n t e g r a t i o n ,  The independent v a r i a b l e  fo r  an 
analog computer is t i m e  't'. The analog computer always inte- .  
grates forward in t i m e  t t 8 a  
, '  
By s e t t i n g  t = z  t h e  equat ions  (2.4.1) 
are i n t e g r a t e d  backwards i n  space. I I 
The two ad j o i n t  systems have i d e n t i c a l  d i f f e r e n t i a l  equa- 
t i o n s  (from (2.3.2611, 
With t h e  boundary condi t ions  s p e c i f i e d  by 
the s o l u t i o n s  of (2.4*3) y i e l d  A@(,) and with 
t h e  s o l u t i o n s  of (2.4,3) y i e l d  An(,). 
Equations (2.4.1) and (2.4.3) have t h e  same form, . t l i th  t h e  
t r a n s f  omat ion 
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; >  
t 
pq = y p  = y x )  a (2,4,6) 
. gmd wi th  t h e  proper choice o f . s p a c e  varying c o e f f i c i e n t s  r(x), 
c(x) and a ( x )  and t h e  i n i t i a l  condi t ions ,  t h e  same 'set - _. of 
equat ions  y i e l d  s o l u t i o n s  for e i t h e r  y ( z ) ,  x4(x) or X'((x). 
. -  
The '53" m a t r i x  r e f e r r e d  t o  i n  (3.31) t u r n s  out t o  be 
The 
t h e  
t h e  
analog computer patching is given i n  Fig. 2,6. 
The Hybrid Computer so lu t ion  was attempted at first us ing  
F i r s t  Order Grzdient Technique. The previous experience of 
o t h e r  i n v e s t i g a t o r s  i n  t h e  f i e l d  of opt imiza t ion  ind ica t ed  
t h a t  the  method would pose serious convergence problems, So was 
t h e  case, 4 An algorithm' s u i t a b l e  for Hybrid Computational tech- 
nique was developed , t ak ing  i n t o  cons idera t  ion t h e  second order 
v a r i a t i o n s ,  As descr ibed  i n  Part B of t h i s  s e c t i o n ,  t h e  method 
f a i l e d  t o  improve convergence. It i s  now understood t h a t  t h e  
convergence is s e r i o u s l y  a f f ec t ed  by t h e  t runca t ion  procedure 
' r e s u l t i n g  from t h e  upper and lower bounds on t h e  con t ro l ,  P a r t  
A i n  t h e  following sec t ion  desc r ibes  t h e  development and t h e  
66 
L 
I 67 
procedura l  d e t a i l s  of t h e  Improved F i r s t  Order Gradient Technique, 
This technique successfu l ly  tackles t h e  convergence problem and 
y i e l d s  "unique" d i s t r i b u t i o n s  for t h e  optimal cont ro l .  .. 
I f  
A. Algorithm f o r  t h e  Improved F i r s t  Order Gmdient Technique: 
t 
The flow cha r t  i n  Fig. 2.7 desc r ibes  t h e  hybrid program for 
t h e  first order  es t imat ion  of t h e  cor rec t ion  by t h e  improved 
g rad ien t  technique. 
Block 1: 
A more e l abora t e  desc r ip t ion  i s  given below. 
Preparatory Steps -- The input /output  channels 
of t h e  DC a r e  reset; t h e  l eng th  of i n t e g r a t i o n  i s  spec i f i ed ;  t h e  
quantum of t h e  x or z i n t e r v a l  which r e s u l t s  from d i s c r e t i z a -  
t i o n  of t h e  space i s  ca lcu la ted .  (The func t ions  r(x) and c (x )  
lower limits on t h e  c o n t r o l  v a r i a b l e s  are spec i f i ed  and t h e  
a r b i t r a r y  i n i t i a l  p r o f i l e  of t h e  c o n t r o l  v a r i a b l e s  is  assumed 
and loaded i n t o  t h e  memory. 
Block 2: Solving t h e  System Equaticns on Hybrid Unit -- 
The DC sets t h e  i n i t i a l  condi t ions  for t h e  i n t e g r a t o r s  of t h e  
4 
analog computer as given by (2.4.2). The i n i t i a l  values  for  t h e  
i n t e g r a t o r s  can be obtained e i the r  by (a) us ing  t h e  d i g i t a l  
computer t o  set a pot or ( b )  using DAC output  l i n e s ,  
values of t h e  func t ions  r ( z )  and c ( z )  are s e t  up on t h e  DAC. 
The i n i t i a l  
The s t a t i c  tes t  may be c a r r i e d  out a t  t h i s  time t o  check t h e  
i n i t i a l  condi t ions.  
The i n t e g r a t i o n  r o u t i n e  then follows. The analog computer ' 
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1. Initzialv s e t t i n g s  
2.  Solve system e q u a t i o n s  
R = 0 Y e s  Check d +  and R .  
drp too 
Set  new d@ and dR. small? 
Solve  a d j o i n t  e q u a t i o n s  
R fo r  X+ and x . 
v@ and vQ. Hence 6u. 
c 
5 .  Obta in  second estimate 
of 6u4, 6uR and v 4 ,  v R . 
FIGURE 2.7 
C O M P U T I N G  A L G O R I T H H  FOR IklPROVED HYBRID COE.iPUTING T E C H N I Q U E  . 
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so lves  t h e  system d i f f e r e n t i a l  equations.  
f i e d  by (2,4,1)  are in t eg ra t ed  backwards i n  space,  
i n t e g r a t i o n  t h e  AC r ece ives  from t h e  d i g i t a l  computer t h e  va lues  
of t h e  v a r i a b l e  c o e f f i c i e n t s  on t h e  DAC and t r a n s m i t s  back t h e  
The equations speci-  
During 
.. 
I !  
values of t h e  system v a r i a b l e s  on t h e  ADC, 
The so lu t ions  obtained by i n t e g r a t i o n  are converted t o  
d i g i t a l  fomn and we stored i n  t h e  memory of t h e  d i g i t a l  computer.' 
The va lues  of t h e  c r i t e r i o n  func t ion  and t h e  res idue  for the 
cons t r a in ing  equat ion are evaluated as, 
. & E  
4 = yl(z=L) 
. 
n = y*(z=L) * 
The v a r i a t i o n  i n  t h e  c r i t e r i o n  func t ion ,  d+ ,  is chosen so as t o  
d r ive  yl(x=O) towards t h e  value of yl(L) such t h z t  t h e  at tenua-  
tion approaches u n i t y  and dS2 is chosen so t h a t  61 cons t r a in t  is 
r igo rous ly  s a t i s f i e d  by t h e  next se t  of d i s t r i b u t i o n s  i.e, 
Block 3:  Solving t h e  Adjoint Equations on t h e  Hybrid Uni t  -- 
The opera t ions  are i d e n t i c a l  t o  t h e  previous block -except t h a t  
(a) t h e  i n i t i a l  condi t ions  are spec i f ied  by (2,4.4.) and (2.4.5) 
for A@ and AQ r e spec t ive ly ,  and ( b )  t h e  a d j o i n t  equat ions (2,4.3) 
are in tTgra ted  forward i n  space so t h a t  x = t .  Hence t h e  control 
d i s t r i b u t i o n s  a r e  ??(XI and c(x), The same analog program t h a t  
,70 
is  used for t h e  system equat ions i s  used for t h e  a d j o i n t  systems 
with t h e  t ransformat ion  of v a r i a b l e s  as given by (2,4,6). 
Block 4: 
(2,3,36), (2.3.38), (2.3.39) and (2.3,37) y i e l d  t h e  estimate of 
6u, 
The F i r s t  Estimzte of bu -- The equat ions (2,3.35), 
I ?  
( W  i s  assumed t o  be an i d e n t i t y  mat r ix , )  .Add&g 6u t o  u one 
g e t s  an e s t ima te  of t h e  new c o n t r o l  as u+-6u, However, bf u l i es  
close t o  or i s  equal  t o  t h e  l i m i t i n g  valuas  t h e  new con t ro l  u+6u 
may exceed t h e  limits, Under these  circumstances u+6u i s  con- 
f i n e d  t o  t h e  l i m i t i n g  va lues  wherever it exceeds t h e  limits on 
t h e  c o n t r o l  -_ v a r i a b l e s ,  This  amounts t o  the t runca t ion  of 6u so 
t h a t  u+6u l ies within t h e  s p e c i f i e d ’ l i n i t s  ( s e e  F5g. 2.9). 
. 
. 
The est imated new c o n t r o l  is monitored at t h i s  point to 
check if it exceeds t h e  bounds and t runca ted  i f  necessaryc ‘In 
t he  case of t h e  unimproved gradien t  technique,  t h e  progrrvn 
branches back from here  t o  block 2 and starts t h e  new i t e r a t i o n  
. -  
loop. 
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l i m i t i n g  va lues  and start g e t t i n g  t runca ted ,  t h e  subs2quent e 
i t e r a t i o n s  improve Q bu t  cause Q t o  diverge ins tead  of converging 
t o  zero, 
diverge  t o o  much, 
and monitor it a t  every i t e r a t ion ,  
It does not  pay ( i n  terms of convergence) t o  let R 
It becomes necessary t o  set a l i m i t  f o r  [Ql 
Whenever 0 diverges  and exceeds t h e  l i m i t ,  only a R correc-  
t i o n  is  appl ied during t h e  i t e r a t i o n  by assuming 6u$=O i n  equa- 
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t i o n  (2.3,37) e. Thus 
P 
R R  6u = v bu 
t '  
during such i t e r a t i o n s .  This  procedure d r i v e s  n c l o s e  t o  z e r o  
without any regard t o  t h e  value of 4, 
s u f f i c i e n t l y  below the  l i m i t i n g  value t h e  imposed r e s t r i c t i o n  
.*rSu@=O' can be removed and one can seek both 4 and 9 cor rec t ions  
When If21 i s ' d r i v e n  
simu It anem sly.  
So far we have not  s a i d  anything about what values t h e  
elements of t h e  weighting matrix W should have. The matrix W 
has t o  be p o s i t i v e  so as  t o  s a t i s f i - t h e  s t rengthened Legendre 
necessary condi t ion f o r  t h e  accessory problem, Normally W is 
chosen t o  be an i d e n t i t y  matrix,  
determines t h e  shape of 6u. H 
t ion"  or  t h e  " inf luence  funct ion" f o r  t h e  improvement in t h e  
In such a case Hu s o l e l y  
i s  also the  " s e n s i t i v i t y  func- 
U 
performance func t ion  with respec t  t o  a chznge i n  uc For the 
. sake ,of  c larr i ty  i n  t h e  argunent.1e-t us  consider  u t o  be a.one- 
dimensional vec tor .  If we def ine  u (x) as t h e  optimal 
d i s t r i b u t i o n  of t h e  c o n t r o l ,  then t h e  v a r i a t i o n  needed. t o  reach 
. . .  
opt 
t h e  optimal. d i s t r i b u t i o n  from u(x)  i n  one s t e p  i s  (u -u).' Opt 
The r a t i o  Cu 
is a good i n d i c a t o r  of t h e  uniformity i n  t h e  system var i a t ion .  
. If t h e  c o e f f i c i e n t  f a c t o r  is  a constant  then one can equate  this 
constant  t o  a s t e p  s i z e  u , so  t h a t  
-u)/H,, which nay be c a l l e d  "coef f ic ien t  f ac to r "  
OPt 
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6U 
vHU 
- u  opt U 
and reach t h e  optimum in one step: However, normally t h e  coe f f i -  
- c i e n t  f a c t o r  v a r i e s  over t h e  range of x ,  implying thereby  t h a t ’  
t h e  c o n t r o l  u(x)  may be a l r eady  c l o s e  t o  t h e  optimal p r o f i l e  i n  
I I ’  
1 < I  
the most s e n s i t i v e  reg ions  and f a r t h e r  away i n  ‘ t h e  least s e n s i t i v e  
regions, 
un les s  one makes a f o r t u i t o u s  choice of f a c t o r  \?-le 
Hence it is impossible t o  reach t h e  u i n  one s t e p  
When u i s  
opt  
a two dimensional v e c t o r  a matrix W(x) such as t h e  one defined i n  
(2,4,7) can be used as a compensating f ac to r .  The matrix . 
x +.rm * 
. .  
a .  
c -  M 
has  been found t o  be h e l p f u l  i n  t h e  present  case., The choice 
of W was governed by t h e  s e n s i t i v i t y .  
However, once 6u s t a r t s  g e t t i n g  t runca ted  a t  t h e  boun- 
d a r i e s ,  w e  f a c e  a d i f f e r e n t  type  of  convei’gence problem, In 
orde r  t o  g e t  a b e t t e r  unde r s tmding  We w i l l  first consider a 
simpler analogy, 
Let Q = Q(x,,x,.) be t h e  cos t  func t ion  of scalars x 
Figure 2.8 shows t h e  contours o f  t h e  l e v e l  l i n e s  f o r  cons tan t  
and x2’ 1 
9. i n  space (x,,x2). The v a r i a b l e s  x1 and x2 are bounded. 
to seek a minimum of 9. . Let xo,= ( x ~ , x ~ )  be an a r b i t r a r y  
We have 
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I 
c 
X 
. 2 M  
. 
r " 
I i ;  
FIGURE 2 s 8  
LEVEL LINES FOP, O R D I N A R Y  N I N I M I Z A T I O N  PROBLEM 
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s t a r t i n g  poin t  a I n  t h e  grad ien t  technique one. seeks t o  move i n  
t h e  d i r e c t i o n  of t h e  nega t ive  g rad ien t  -Po which is  normal t o  
.. t h e  l e v e l  l i n e  p k o  a t  xo. 
d e s i r e d  improvement d+*  If 
x2 t h e  s t e p  i n  t h e - n e g a t i v e  
The s t e p  s i z e  is  estimated from t h e  
x* i s , c l o s e  t o  t h e  boundary of x1 or 
gradient '  d i r e c t i o n  may go p a s t  t h e  
I t '  
boundary as shotm i n  Fig. 2.8, 
at x *  which is a po in t  on t h e  boundary. 
One has  t o  ' t r unca te '  t h e  s t e p  
It is a2parent t h a t  
from t h i s  po in t  on, . t he  s t e p  i n  t h e  d i r e c t i o n  of t h e  nega t ive  
g rad ien t  w i l l  be t runca ted  i n  t h e  x2 d i r e c t i o n ,  ' The t runca ted  
s t e p  w i l l  y i e l d  much less improvement t h a n  t h e  s t i p u l a e d  dQ, 
This s e r i m s l y  affects t h e  convergence, 
I t  is obvious from t h e  f i g u r e  that- '  t h e  b e s t  d i r e c t i o n  to 
follow i s  
i,e. t o  keep moving along t h e  boundary x2 = x ~ ~ .  
Block 5: Revised Estimate of 6u -- Let u s  consider t h e  
s i t u a t i o n  shown i n  Fig. 2.9 where u i s  a s c a l a  func t ion .  
par t  of u l i e s  on t h e  boundary urn and a p a r t  l i e s  on u ld8 '  The 
v a r i a t i o n s  6u4 and 6uR are t h e  components obtained as descr ibed  
A 
i n  Block 4* The variatj .on 6u is t h e  f irst  estimate. However, 
.after t runca t ion  it reduces t o  6u'. .It is apparent t h a t  a l a r g e  
s e c t i o n  of 6u -- shown hatched -- was counted upon t o  make .  
s u b s t a n t i a l  con t r ibu t ion  towards t h e  v a r i a t i o n s  d4  and dn, bu t  
75 
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FIGURE 2.9 
PLOTS OF u, 6uo, 6u' AND 6u' AS FUNCTION OF x 
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i 
is now i n e f f e c t i v e ,  
and 6u* cannot be est imated,  
affects dO, t h e  co r rec t ions  d+ ahd dQ r e s u l t i n g  from 6u' are 
The composition of 6u '  i n  terms of 6u4 
Since iu6 a f f e c t s  dR, and 6u' 
.. 
not only small but  are  a t  times fa r  d i f f e r e n t  from t h e  s t i pu -  
l a t e d  va lues  
This can be remedied, t o  a lege ex ten t ,  by giving'due 
cons idera t ion  t o  t h e  effect of t runca t ion  i n  t h e  rev ised  
e s t ima te  of 6u. 2 This  is ef fec ted  by us ing  [ 6 u t l  or ( 6 ~ ' )  
as a weighting factor, Thus we have . 
Glherever t h e  first estimate 6 u  g e t s  t runca ted ,  gu' is 
equal t o  ze ro  (see F-ig. 2 .3 ) .  The new e s t h a t e s  Bu9' 2nd 6uQt 
w i l l  also be zero  wherever t h e  first estimate 6u i s - t r u n c a t e d .  
Thus, t h e  second es t imate  of t h e  s t e p  s i z e s  wf$ and v' is 
obtained by reshaping 6u4 and Bun so t h a t  t h e  second e s t i m a b  
of t h e  v a r i a t i o n  Bu is confined, as fa r  as poss ib l e ,  t o  t h e  
region where t h e  p o s s i b i l i t y  of t h e  v a r i a t i o n  exists. 
Revised va lues  of vo andv'rnay be obtained from ( 2 , 3 , 3 8 )  
and (2.3,39) and t h e  new es t imate  of 6u is given by 
E f f e c t i v e l y  we u s e  a W factoi?, so  t h a t  
77 
where b r t  and 6c' are t runca ted  f irst  estimates from Block 4* 
The las t  p a r t  of t h i s  opera t ion  i s  checking and t r u n c a t i n g  
ut6ur 
i t e r a t i o n  cyc le  b 
Then t h e  program goes back t o  Block 2 for  t h e  next 
B. Secind Order Gradient Technique 
The Fig. 2.10 shows t h e  flow diagram for t h e  second o r d e r  . 
technique. 
improved f irst  o rde r  technique are repea ted  f o r  t h e  szcond order  
g rad ien t  technique. 
To a large e x t e n t  t h e  first few s t e p s  for t h e  
Block 1 through 3 are same as described i n  P a r t  A of t h i s  
+ 
sec t ion ,  
Block 4: The f irst  estimzte of 6u9 and 6uQ is evalua ted  
in accordance wi th  (2.3.79) and (2.3.81). The unknown Lagrange c 
m u l t i p l i e r s  u@ and un are assumed t o  be zero.  
Block 5: The  system v a r i a t i o n s  6y and 6yQ corresponding Q, 
t o  t h e  v a r i a t i o n s  i n  c o n t r o l  6u4 and bun a r e  obtained by de f in ing  
u'f' = u -t 8u4 and un = u -t 6uR , 
With u'f' as a c o n t r o l  v a r i a b l e  t h e  system equations a r e  in t eg ra t ed  
78 
r -------- 1 
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St ore 
x Q p  
4. Evaluate  first 
Estimate  of 6uo and 6u* 
I .- 
6, Obtain S A 4  , 61: , 6Xn R+ 
and 6AR. Calcula te  v(#' and vR 
for gpec i f i ed  d4 and dn, 
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6u4 and 6un r--- - 
r-J 1 
----___ S e condary No i te r  a t  ions 
completed 
i 7, Calcu la te  new 6u and utbu.  Check f o r  bounds t 
FIGURE 2.10 
COMPUTING ALGORITHE.1 FOR THE SECOND 
ORDER GRADIENT TECHNIQUE 
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backwards i n  space as i n  Block 2. 
during t h e  opera t ions  of Block 2 are sub t r ac t ed  fron t hese  
The s o l u t i o n s  y obtained 
. func t ions  t o  obta in  
I . '  
Similarly 
6Yn = Y1 - Y I  e 
UQ u 
Block 6: The a d j o i n t  system v a r i a t i o n s  & A + ,  4 Q 4  6A+, & A Q s  and 
n 
n . 6~ are obtained as follows, 
a d j o i n t  equat ions for A 4  are in t eg ra t ed  as i n  Block 3, 
s o l u t i o n s  A@ obtained during t h e  opera t ions  of Block 3 are 
With ub as a control v a r i a b l e  t h e  
The 
t r a c t e d  from t h e s e  func t ions  t o  obta in  
S imi l a r ly  t h e  o the r  ad jo in t  v a r i a t i o n s  are. obtained; 
The estimates of v+ and Vn are now updated with t h e  he lp  of 
(2.3.75) and (2.3.76). 
system and ad jo in t  v a r i s t i o n s  s to red  in t h e  memory of the 
The new values of v 4  and vR, and t h e  
d i g i t a l  computer are used i n  (2.3,79) and (2.3.83) t o  obtain 
t h e  ne i i  estimztes of 6u9 and 6uQe A cycle  of t h e  secondary 
80 
I t e r a t i o n  loop is completed hereo The program branches back t o  
Block 5 for t h e  next cycle of t h e  secondary i t e r a t i o n  loop, It 
.. was observed during t h e  computer operat ions t h a t  within t h r e e  t o  
four i t e r a t i o n s  a f a i r l y  good convergence is  obtained for v , 
uQp 6u4, and 6uRI After a prespec i f ied  number'of secondary 
i t e r a t i o n s  t h e  program e x i t s  from t h e  secondary i t e r a t i q n  loop 
9 
I 4  
and procedes t o  Block 7,  
Block 7: An estimate of t h e  6u, required for t h e  des i red  
change dcj and &, is obtained by using (2.3.68). 
added t o  u to' ob ta in  u+6u, This estimate of t h e  con t ro l  is 
This b u  is 
checked for t h e  l i m i t s  uEI and u, A d  t runca ted  wherever it tr ies  
6 '  
t o  c r o s s  t h e  l i m i t s .  
con t ro l  is obtained. 
p le ted  here.  
i t e r a t i o n  cyc le  of t h e  n a h  i t e r a t i o n  loop. 
Thus, a new est imate  f o r  t h e  inproved 
A cycle  of t h e  main i t e r a t i o n  loop is com- 
The program branches back t o  Block 2, for t h e  next 
During t h e  Hybrid Computer execution of t h e  program, L t  was 
observed t h a t  t h e  des i red  v m i a t i o n s  d+ a d  dn, and t h e  varia- 
t i o n s  obtained as a r e s u l t  of t h e  change in  con t ro l  "du", obtained 
4 
a 
as t h e  second order  estimate, are i n  very good agreement u n t i l  
t h e  con t ro l  reaches t h e  bounds, Once t h e  con t ro l  reaches t h e  
boundayy for any x, t h e  es t imates  a re  erroneous and t h e  so lu t ions  
s top converging, Thus, t h e  second order  technique do;s not help 
t o  so lve  t h e  convergence problem. Once t h e  con t ro l  reaches t h e  
bounds it becomes necessary t o  use  t h e  improved f irst  order  
grad ien t  technique. 
ai 
2.5 Computer Solut ions 
The use of t h e  Hybrid Computer was considered t o  be b e s t  
s u i t e d  for t h i s  problem due t o  +he 'following reasons:  
( 2 )  The Analog Computer can so lve  t h e  d i f f e r e n t i a l  equa- 
tions without d i s c r e t i z a t i o n  i n  'x' space. 
(ii) The D i g i t a l  Computer with t h e  he lp  of D t o  A'converter 
can genera te  a r b i t r a r y  shapes of d i s t r i b u t i o n s  and feed them t o  
the Analog Computer t o  ob ta in  t h e  r ep resen ta t ion  of a nonuniform 
t ransmiss ion  l i n e  e . 
C i i i )  The s to rage  f a c i l i t y  and t h e  computational c a p a b i l i t y  
of t h e  D i g i t a l  Computer can be u t i l i z e d  t o  eva lua te  t h e  est& 
-mates of bu. 
Appendix A desc r ibes  t h e  Hybrid Computer opera t ions ,  A s  a 
p a r t i c u l a r  case of t h e  o s c i l l a t o r  problem we chose t h e  follow- 
i n g  s e t  of va lues  f o r  t h e  numerical analys.is .  
The r a t i o  of ribl/rm and cn/cm is chosen t o  be 10. The l i m i t -  
ing va lues  are chosen t o  be 
M r 
I;n c m 
. 8  
This  choice is  governed by t h e  l i m i t a t i o n s  of t h e  dynmic  range 
of t h e  system. 
q u a n t i t i e s  l a r g e r  than u n i t y  (16 v o l t s ) ,  and for  t h e  va lues  of 
The ADC, DAC, and analog u n i t s  cannot h m d l e  
t h e  order  of . O O l O  t h e r e  is a se r ious  noise  problem. However, 
82' 
a l a r g e  spectrum of va lues  can be handled by transforming t h e  
independent v a r i a b l e  ( thus  e f f e c t i v e l y  changing t h e  scale) 
provided t h e  dynamic range is not  t oo  la rge .  
An exponent ia l  l i n e  such a's ,) 
1 
, :  
:p = r f 0.,08 m 
a ( x )  = 0 . 
is considered t o  be a good first estimate of u1 
graphs i n d i c a t e  t h a t  t h e  l eng th  of t h e  l i n e  requi red  for 180 
degree phase s h i f t ,  with t h e  above d i s t r i b u t i o n ,  should be 17.3 
u n i t s  and t h e  corresponding a t t enua t ion  i s  5. The c a l c u l a t i o n s  
Edson's [ll] . 
(P 0 
show t h a t  t h e  phase s h i f t  f o r  i i n e  l eng th  of 17.3 un i t s  i s  175 
degrees and t h e  a t t e n u a t i o n  is 4.7. When t h e  exponeni ia l s  are 
generated on t h e  Analog Computer and t h e  system equations are 
solved e n t i r e l y  on t h e  a.nalog u n i t ,  t h e  l eng th  requi red  for 180 
degree phase s h i f t  i s  found t o  be 18,9 units and t h e  correspond- 
ing  a t t e n u a t i o n  is  5.8. 
s h i f t  for l i n e  l eng th  of 18.9 u n i t s  i s  186 degrees and t h e  
* 
The c a l c u l a t i o n s  show t h a t  t h e  phase 
corresponding a t t enua t ion  i s  6.2, The d iscrepencies  could be 
a t t r i b u t e d  t o  t h e  following f a c t o r s ,  
(i) The Edson's graph leaves  sone room f o r  ambiguity i n  
r eg ion  of i n t e r e s t ,  
(ii) The analog m u l t i p l i e r s  are a b i t  no isy ,  
. 
83 
The quantum of t h e  i n t e r v a l  i s  chosen t o  be 1/10 u n i t r  
Thus, w e  have 189 d i s c r e t e  i n t e r v a l s  for l eng th  of 18.3 u n i t s .  
._ The func t ions  r ( x )  and Q C ( X )  a r e  represented  by stepwise approxi- 
mation, A t  t h e  start of each interval t h e  va lue  of r ( x )  o r  WC(X) 
at t h a t  po in t  i s  provided on DAC and held cons tan t  u n t i l  t h e  
s ta r t  of t h e  nex t  interval., 
I ’  
The system v i r iab les  are sampled on 
the ADC at t he  end of each  interval. The sampled va lues  are fed  
t o  t h e  DC through ADC while t h e  i n t e g r a t i o n  continues un in te r -  
rup ted  
The first order  unimproved g rad ien t  technique with W chosen 
as an i d e n t i t y  mztrix was t r i e d  first. Different d i s t r i b u t i o n s  
such 2s uniform d i s t r i b u t i o n ,  ramp d i s t r i b u t i o n ,  o r  exponent ia l  ___ ___ _ _  -- -- - . - - ____ - - - - 
d i s t r i b u t i o n  were used as an i n i t i a l  guess. 
s e n s i t i v i t y  was immediately f e l t  s i n c e  they  d i d  not converge t o  
The problem of 
a s i n g l e  d i s t r i b u t i o n  e 
5 
The unimproved f irst  order  technique with K as an i d e n t i t y  
matrix ind ica t ed  t h a t  with d i f f e r e n t  i n i t i a l  guesses t h e  itera- 
t i o n s  moved t h e  d i s t r i b u t i o n s  i n  t h e  same gene ra l  d i r e c t i o n ,  but 
4 
t h e  s e n s i t i v i t y  problems prevented them from converging t o  a 
singbe d i s t r i b u t i o n .  Also, t h e  simultaneous convergence of 4 and 
R was a f fec t ed  when t h e  6u es t ima tes  were t runca ted  (see Appendix 
B). The algorithm descr ibed  i n  Chapter 4 f o r  .the improved first 
o rde r  technique  is an attempt t o  correct t h e s e  defec ts .  
method seems t o  work s a t i s f a c t o r i l y .  
The 
The unimproved first o rde r  technique with W as an i d e n t i t y  
84 
matrix i s  used u n t i l  t h e  improvement lin Q becomes small, 
w e  branch t o  t h e  method using (2.b.9) as weighting f a c t o r ,  which 
Then 
-- is t h e  improved g rad ien t  t e c h n i  ue. 
P t  
The optimal d i s t r i b u t i o n s  obtairied from t h e  computer are 
quite noisy, 
Fig. 2,lL is t h e  no i sy  output from t h e  computerc 
(The reasons  are descr ibed  i n  the '  next chapter.)  
Fig. 2:12 g ives  
t h e  f i l t e r e d  ve r s ion ,  The rest of t h e  f i g u r e s  presented  here  
are t h e  f i l t e r e d  ve r s ions  of t h e  computer ou tput ;  
-In o r d e r  t o  check t h e  dependence of t h e  f i n a l  d i s t r i b u t i o n s  
on t h e  i n i t i a l  guess ,  two widely d i f f e r e n t  sets of d i s t r i b u t i o n s  
are s e l e c t e d  as an i n i t i d  guess. 
t h e  l i n e  is 14,  
In each case t h e  l e n g t h  of 
e 
Case 1: The i n i t i a l  d i s t r i b u t i o n s  are  
r(x) = WC(X) = 0,325 
The f i n a l  d i s t r i b u t i o n s  are  given i n  Fig. 12, 
Case 2: The i n i t i a l  d i s t r i b u t i o n s  are 
) X  
0.8-0 08 
L 
0 . 8  - ( 
>X 
0.8-0.08 
L 
o c ( x )  = 0.08 + ( 
The f i n a l  d i s t r i b u t i o n s  are given i n  Fig, 2.13. 
The comparison of t h e  r e s u l t s  recorded i n  Fig,  2.12. and 
Fig. 2.13 shotis t h a t  i n  both cases t h e  d i s t r i b u t i o n s  converged 
t o  t h e  same set  of f i n a l  d i s t r i b u t i o n s .  This i n d i c a t e s  t h a t  t h e  
a lgor i thm derived h e r e  is q u i t e  i n s e n s i t i v e  t o  t h e  choice of t h e  
i n i t i a l  d i s t r i b u t i o n s .  
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On t h e  optimal s n i t c h i n g  curve i n  between t h e  boundaries,  
% should be i d e n t i c a l l y  zero.  
t h e  s t a r t  of t h e  i t e r a t i o n  and a t  t h e  end d i f f e red  by a f a c t o r  
of about 1000 i n d i c a t i n g  t h a t  d h e : f i r s t  d i s t r i b u t i o n s  a r e  very  
The obsarved va lues  of H, a t  
' 
' 
; :  c lose  t o  t h e  optimum, 1 
Figures 2,14 through 2.18 g ive  t h e  results for d i f f e r e n t  
assumed length  *Lf. In  each  case t h e  s t a r t i n g  d i s t r i b u t i o n s  
are t aken  t o  be uniform and inductance RCx)=O, 
. t hese  results, 
Table 2 summarizes 
-_. 
Figure 2.19 plots t h e  optimum a t t e n u s t i o n  as a 
func t ion  of *e line length.  
For t h e  second set  of r e s u l t s  !e assumed i i f f e r e n t  values 
f o r  inductance % ( X I .  As s t a t e d  befoye .%(XI was assumed t o  be non- 
c o n t r o l l a b l e  and constant.  
. .  
F.istres 2.20 through 2.22 present  t h e  optimal r(x) and c(x) 
. .  . I  for d i f f e r e n t  %(XI .  Table 3 summarizes t h e s e  r e s u l t s .  
Figure 2.23 shows t h e  d i s t r i b u t i o n s  obtained by u s i n g  second 
order grad ien t  technique. 
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OPTIMUM A T T E N U A T I O N  AS P. F U N C T I O N  OF THE 
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TABLE ? 
THE I N I T I A L  UNIFORM DISTRIBUTIONS FOR 180 DEGREE PHASE SHIFT 
AND THE CORRESPONDING OPTIMUM' ATTENUATION FOR 
Total  length 
of l i n e  'L' 
6.0 
7 0 0  
9.9- 
14eO 
18.9 
30,O 
VARIOUS LENGTHS OF THE LINE 
I . '  
Uniform d i s t r i b u t i o n  for 
180 degree phase s h i f t ,  
wc(x) = r ( x )  
.73 
n 63 
6 44 
o 32 
e235 
15 
Optimum a t t enua t ion  
with nonunifom 
d i s t r i b u t i o n s  
10 
8 
6,3 
5 e 6  
5 e 3  
5.4 
0 . .  
. . . . . . . .  . . .  
-. ' 
. . . . .  - . . . . . . . . . .  - - . . .  
. .  
TABLE 3 
OPTIIdUM ATTENUATION FOR DIFFEFWiT VALUES 'OF wR ( x )  
TOTAL LENGTH OF A LINE ' L t  = 14.0 
0 
.02 
05 . 10 
In each case 0.8 S r(x)i wc(x) ,< 0.08, 
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a:Wc (x) Final Distribution;b-wc (x) Initial Distribution 
-235 
;2 
d-r ( X I ,  Final Distribution; h-r (x) , Initial Distribution 
' _  - . Second Order Gradient Technique . 
L=16 .9  , k(x)=O 
FIGURE 2.23 
DISTRIBUTIONS OBTAINED BY U S I N G  SECOND 
ORDER GRADIENT TECiiF IQUE 
I 
CHAPTER 3 
301 Notched F i l t e r  Syn thes i s .  
Many s i t u a t i o n s  occur in tfie :design of an e l e c t r o n i c  'system . 
in which it is d e s i r a b l e  t o  have frequency sele ,c t ive amplifica- 
t i o n ,  i , e ,  amplify t h e  inpu t s  l y ing  in  a narrow band of €re- 
guencies and reject a l l  others,  The s e l e c t i v i t y  i s  accomplished 
by combining an amplifying element with a frequency s e l e c t i v e  
f i l t e r  element. 
for a wide spectrum of f requencies  axd t h e  f i l t e r  elemer,t provides 
The amplifying element provides amplif icat ion 
t h e  freqtiency d iscr imina t ion ,  One sGch arrangement employing a 
negat ive  feedback loop i s  shown i n  Pig . .  3.1, 
. . .. . .  . . .  . .  
FIGURE 3.1 
BLOCK DIAGRAM FOR FREQUENCY SELECTIVE AMPLIFICATION 
The o v e r a l l  ga in  of t h e  system is given by 
G, = - A / ( 1  -t GA) 
where -A i s  t h e  gain of t h e  ampl i f ie r  2nd G i s  t h e  t r a n s f e r  func- 
t i o n ' o f  t h e  feedback network. 
ra t io  G becomes zero,  t h u s  e f f e c t i v e l y  e l imina t ing  t h e  feedback, 
A t  a n u l l  frequency wo t r a n s f e r  
100 
10 1 i ! 
The gain G, of t h e  system becomes - A a 1  A s  one moves away from 
q, G approaches u n i t y  and for very  l a r g e  va lues  of A t h e  ga in  
G, drops t o  minus u n i t y ,  
I , '  
A des i r ed  t ransmission c h a r a c t e r i s t i c  for such ' a  feedback 
network could be as  shown i n  F ig ,  3 # 2  
. 
I 
FIGURE 3.2 
FREQUENCY CHARACTERISTICS OF A NOTCHED FILTER 
The t ransmi t tance  curve Gd( w) sho& t h e  des i red  notched f i l t e r  
c h a r a c t e r i s t i c s ,  
A more real is t ic  and a t t a i n a b l e  c h a r a c t e r i s t i c  is represented 
by (G,(w)( (Fig.  3.21, 
c h a r a c t e r i s t i c s  such as IG,(u)/ 
A phys i ca l ly  r e a l i z a b l e  f i l t e r  with 
can be constructed E181 from 
r e s i s t i v e  and capac i t i ve  components. A d i s t r i b u t e d  parameter 
J 
configurat ion with frequency s e l e c t i v e  n u l l  c h a r a c t e r i s t i c s  i s  
shown i n  Fig.  3 . 3 .  
' ,  
10 2 
' FIGURE 3 * 3  
A DISTRIBUTED PARAMETER CIRCUIT FOR NOTCHED FILTER 
The d i s t r i b u t e d  p a r t  of t h e  c i r c u i t  i s  i d e n t i c a l  t o  t h e  r c  
f i l t e r  shown i n  Fig. 1,1, A lumped r e s i s t a n c e  R is added i n  
series with t h e  d i s t r i b u t e d  capaci tance c (x)  Again, induc- 
. .  
tance g(x) is  assumed t o  be a noncont ro l lab le  parameter and 
.only has s ign i f i cance  at  very high f requencies ,  Fuller.and 
- .  . . ~  .. ~ - . .  -~ .~..   .. - .  .. . . . - .  .- ~ - __ 
Castro f l 8 I  have assumed a uniform r c  d i s t r i b u t i o n ,  In order  
t o  have a n u l l  frequency a t  w0, t h e  parameter va lues  f o r  such 
a d i s t r i b u t e d  r c  c i r c u i t  are , 
2 
wor(x)c(x)L = 11.12 
and 
R = 0.0563 r (x )L  
If t h e  d i s t r i b u t i o n s  r(x) and c (x )  are not  r e s t r i c t e d  to 
u n i f o m  d i s t r i b u t i o n s  but  are allowed t o  take a f r e e  form, 2-t 
should be poss ib l e  t o  improve t h e  performance of  t h e  f i l t e r .  
the 
free except  for t h e  upper and lower bounds r e s u l t i n g  from t h e  
In  
we have kept t h e  form of t h e  d i s t r i b u t i o n s  coinpletely 
i 103 
prac t ica l  cons-pahts of rea l izabi l i ty  and t r i e d  t o  obta in  t h e  
d i s t r i b u t i o n s  of parameters r ( x )  and c(x) that y i e l d  the best  
approximation t o  the frequency character is t ics  I Gd( w )  I as i n  
! 
Fig, 3*2, 
I 
i =  
. 
0 
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- .  , *  
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3 +2 Notched F i l t e r  Problem F o r m l a t i o n  
The problem formulation remains e s s e n t i a l l y  t h e  same as i n  
Sec t ion  1,2, 
i n t e r v a l  ( - C D ~ Q ) ) ~  f i n d  t h e  d i s t r ibu t ions .  r(x) and c ( x )  which 
y i e l d  t h e  output vo l t age  aoUt(w) such t h a t  t h e  frequency response 
c h a r a c t e r i s t i c s  1 G(w) 1 
Given a source vol tage  ain(w) over t h e  frequency 
I 
; 
def ined  as 
i s  t h e  best approximations t o  t h e  des i r ed  response IGd(w) I The 
v o l t a g e s  aout(w) and a .  ( w )  are r e l a t e d  t o  t h e  v a r i a b l e s  V1, V2s 
Ilg and I2 which descr ibe  t h e  vo l t age  and cu r ren t  r e l a t i o n s h i p s  
along t h e  d i s t r i b u t e d  l i n e .  
i n  
These a r e  
The developnent f r c i i n  Equation (1,2,2) t o  ( l e 2 , 1 5 )  follows 
along t h e  i d e n t i c a l  l i n e s .  The s ta te  v a r i a b l e s  c o n t r o l  v a r i a b l e s  
and t h e  s t a t e  equat ions  dep ic t ing  t h e  behavior of t h e  d i s t r i b a t e d  
l i n e  remain t h e  sane. Hotrever, t h e  addi t ion  of lumped r e s i s t a n c e  
R al ters  t h e  form of t h e  c r i t e r i o n  func t iona l .  The problem can 
be s p e c i f i e d  as 
.. . .  . 
i 
with A defined by (b,2.10a), 
t . $  
ut = Cr(x), C ( X ) l  ’ 
; :  and ! 
yt(x=~> = C ~ , O , O , O I  
f i n d  u such t h a t  
sub jec t  t o  t h e  c o n s t r a i n t s  
. -. 
9 (3 2 e 7 
(.3 a 2 a 8) 
From the d e f i n i t i o n  (3.2.1) and r e l a t i o n s h i p s  (3,2,2) we’can 
express IG(w)I 
2 
as a func t ion  of R and the t e r m i n a l  values of 
t h e  s ta te  v a r i a b l e s  V1, Vi, I lp  and 12* 
30 6 
S u b s t i t u t i n g  f o r  t h e  boundary condit2ons from (3.2.4) w e  ob ta in  
In order  t o  make t h e  problem tractable wi th  t h e  he lp  of 
computers t h e  l i m i t s  on w are set as wm j u s  wH and t h e  
c r i t e r i o n  func t ion  is d i s c r e t i z e d  i n  w with  A as a quantum for 
d i s c r e t i z a t i o n .  (See Fig, 3,4) 
t . 
t 
IGI' 
L 
0 
2 
1G iwt 
FIGURE 3.4 
DISCRETIZATION OF THE FREQUEIICY CHARACTERISTICS OF A NOTCHED FILTER 
With t h e s e  modifications t h e  expressions ( 3 , 2 , 6 )  A d  (302~7) 
reduce t o  
where i t a k e s  all t h e  i n t e g r a l  values from --ma. t o  m2* 
mization of 
The rn-ini- 
impl ies  t h e  minimization of t h e  a r ea  shown hatchad 
i n  Fig. 3.4. However, since t h e  po in t  d i s c o n t i n u i t y  i n  Gd(u) 
a t  % does no t  affect t h e  t o t a l  hatched area, t h e  criterion 
10 7 
f u n c t i o n a l  4 cannot d i f f e r e n t i a t e  between t h e  following "desired" 
c h a r a c t e r i s t i c s ,  
0 '  = o  I *at w = w 
t * :  
and 
(ii) Gd(w) = I for  a l l  w m 
Under t h e s e  circumstances t h e  minimization procedure may produce 
a no tch le s s  f l a t  c h a r a c t e r i s t i c ,  
d i f f i c u l t y  is  by imposing a r i g i d  c o n s t r a i n t  'such as  
One way of overcoming this 
We w i l l  use Improved F i r s t  'Order Gradient Technique for 
t a c k l i n g  t h i s  problem. We seek a 6uCx) t h a t  w i l l  g ive  a spec i -  
6 f i e d  improvement dg. From expression (3.2,lO). 
d +  = C dF(mi) , i = - m 1 9 b . a ~ - l ~ C j , ~ ~ ~ a ~ m  2 :
wi I 
(3 a 2.12 1 
The func t ion  f ( w i )  i s  t h e  measursnent of t h e  error, or  cleviation 
from des i r ed  c h a r a c t e r i s t i c s  at  frequency w.. 
8 
Thus, dF(Q is  
1 
a v a r i a t i o n  i n  error a t  w..  
can fo l low t h e  development up t o  (1.3.22), obta in ing  
S t a r t i n g  with equation ( l e 3 . l )  one 
1 
(3 e 2 13 ) 
%he mul t ip ly ing  factor A will not: i n  any way z f fec t  t h e  
minimization procedure and hence can be dropped at t h i s  p o i n t ,  
'10 8 
The expression (3.2,12) g ives  v a r i a t i o n  dQ as a weighted sum of 
t h e  v a r i a t i o n s  dF(wi); t h e  weighting i s  uniforiil i n  t h i s  ca sec  
. Apparently t h e  summation' over wi w i l l  suppress  t h e  information 
a v a i l a b l e  i n  equat ions (3,2,13) regarding t h e  behavior of t h e  
frequency c h a r a c t e r i s t i c s  a t  each ai. ft i s  not  necessary t o  
loose t h i s  information, Ins tead  of spec i fy ing  dQ and l e t t i n g  
t h e  weighting f a c t o r s  d i s t r i b u t e  
c 
* .  
I 
t h e  co r rec t ion  over wi, we 
could spec i fy  each dF(wi) sepa ra t e ly ,  
i ng  t h e  e n t i r e  contour of t h e  improved frequency c h a r a c t e r i s t i c s .  , 
Thus, w e  t r i l l  be specify- 
This  amounts t o  spec i fy ing  (mlfm2+l)dF(oi) and having (mlSm2-+1) . 
equat ions ,  as s p e c i f i e d  by (3.2.13) 
every i t e r a t i o n  cycle .  
Cml+m2+l) equations.  
p r i c e  by having t o  solve Cm +m i-1) simultaneous equat ions t o  
obta in  t h e  requi red  v a r i a t i o n  i n  con t ro l  bu. 
t o  be complied with at  
0 
Equation (3.2.11) is  one of t h e s e  
As t r i l l  be apparent l a t e r ,  w e  pay t h e  
1 2  
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3.3 Method of Solution- 
The system b e k g  lineaa?, its behavior a t  any frequency w i g  
can be s tud ied  independently. Thus; we have Crnl+rn2+1) indepen- 
t I ;  
dent system equat ions  
Y(X0Wi) = A(x,oi)Y(x,wi) 9 (3e3 * I) ai? 
with boundary cond i t ions  
y t [ x = ~ , w i ~  = C~,O,O,OI (3 .3 .2)  
There are (rnL+m2+1) a d j o i n t  equat ions  
0 
- d X C X , O , ~ )  = -A t ( x , w ~ ) X ( X ~ ~ O ~ >  9 (3.3.3 
dx ' 
with boundary condi t ions  
(3.. 3 * 4 
and H ( x , w i )  i n  (3 .2 .13)  is  given by 
H(x,wi) = 1, t (x,wi)A(x,wi)yCx,wi) I (3 .3 , s )  
We seek 8u t h a t  satisfies (mli-m2+1) equations spec i f i ed  by 
(3 .2 .13) .  
frequency response c h a r a c t e r i s t i c s  and 
The va lues  of dF(wi) are chosen s o  as t o  improve t h e  
dF(wg) = -F(w0) 8 
As in Sect ions  1.3 and 2.3,' an accessory minimization problen 
110 
can be formulated with 6u as. a c o n t r o l  var iab le .  We can write 
t h e  composite c r i t e r i o n  f u n c t i o n a l  
where Vi are undefined Lagrange rnu l tkp l i eh .  The Eliler Lagrange 
Equations f o r  this minimization problem y ie ld  
Def h e  
Hence 0 
bu = c V . 6 U i  1 c 3 . 3 , 8 )  
i 
Thus, bu i s  composed of (ml+m2+1) components 6u 
ing s t e p s i z e s  v i e  
t h e  simultaneous equat ions i n  v i  
and.correspond- i 
S u b s t i t u t i n g  ( 3 . 3 , 8 )  i n t o  ( 3 , 2 * 1 3 )  w e  ob ta in  
df(wi) = C u 3 1 H(wi)6u.dx 3 
j =-m , 
.L 
For a nominal c o n t r o l  vec to r  u ,  (ml+m2tl) system and a d j o i n t  
equat ions can be solved and,H 
(3.3,5), 
Thus 
can be evaluated as def ined by 
U 
The shape factors ' ' 6 ~ ~ "  can be evaluated 'from ( 3 . 3 , 7 ) .  
t h e  equat ions ( 3 . 3  e 9 )  become a set of sirriultaneous a l g e b r a i c  
.equat ions i n  V. e 
1 
The i t e r a t i o n  algori thm is similar  t o  one presented h Par t  
A of Sect ion 2.3, The d e t a i l s  of t h e  algorithm are covered i n  
. . .  . . .  . . . . . .  .... . . . . . . . . .  . . . .  ........ .. . . . . .  . ................... . .  . a. ' - _ . e * : . .  ::'. ;. . . .  * _  . . . . .  :-: ..... . . .  ........ . . . . . . . . . .  . >  .. ;<' r . * j .  ._ .. : , . .: *. - ,- .:a . . . . . .  . . . .  . .  . . . .  . . . .  . . .  . .  . .;. . . .  ,='',.. ' . .  _ .  .  : .: . .  
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t h e  following s e c t i o n  during t h e  desd r ip t ion  of t h e  computer 
flow 
A of 
c h a r t  e 
The same d i f f i c u l t i e s  of convergence as descr ibed  in P a r t .  
I I '  
Section 2,4 are faced here ,  'As soon as t h e  c o n t r o l  reaches  
t h e  boundary va lues  and u+gu starts ge t t iAg t n i n c a t e d ,  t h e  
improvement i n  c r i t e r i o n  func t ion  does n o t  correspond t q  t h e  
s t i p u l a t e d  va lues  of dF(wi). 
"shaping fac tor"  o r  "the convergence f ac to r "  W(x) o t h e r  than 
t h e  i d e n t i t y  matrix, 
after truncation be 6u' (see Fig. 2,101, t hen  t h e  convergence 
It becomes necessary t o  use  t h e  
L e t  t h e  estimate of v a r i a t i o n  i n  c o n t r o l  
f a c t o r  FI i s  chosen t o  be . - 
(3.3.10) 
a second estimate of Wi i s  obtained 
I b r *  I [ 'rjl-rm) 5 + 
L 
L 
1 
With t h i s  d c f i n i t i o n  of W- 
from (3.3.7) and hence a second estimate of ui f r o v  (3,3,9). 
Equation (3.3.9) y i e l d s  new bu. The r ev i sed  estimate of t h e  
c o n t r o l  u-i-bu is checked f o r  bounds, t runca ted  if necessary and 
accepted as an improved con t ro l .  The progrm then  starts a new 
i t e r a t i o n  cyc le  
3 b4 Computer Program 
The i t e r a t i v e  so lu t ions  are obtained '  on t h e  Hybrid Computer 
using t h e  improved first order  Erad,ient technique, 
(i) Analog Patching 
The system proper is described by 
with t h e  boundary conditions 
y t ~ z = ~ , w ~ )  = c ~ , o , o , o I  , 
where 
(3,4.2) 
The ad jo in t  system equations m e  
where 
J 
7See equation (1*3.10). 
. .  
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t h e  equat ion (3,4.3) reduces. t o  
- a Y(X,Wi)  = - A(x ,wi )Ycx ,wi )  * (3.4.5) 
dx 
I '  
The form of t h e s e  equat ions i s  i d e n t i c a l  t o  ( 3 * 4 e l ) e  Thus, 
with a proper  choice of v a r i a b l e  c o e f f i c i e n t s .  and i n i t i a l  condi- 
t i o n s ,  t h e  same set  of equat ions y i e l d  t h e  s o l u t i o n s  y(z,wi) and 
a(x, ui). 
The boundary condi t ions  for X(x,wi) are obtained from 
We have a l ready  def ined the '  error func t ion  (3m3a4) 
We w i l l  need a set  of concise d e f i n i t i o n s  i n  order  t o  keep 
t h e  a lgeb ra  s t r a i g h t ,  Thus, l e t  us def ine  for every wi 
2 2 
DTR = (y1(x=O)+y3(x=O)R) t (y2(x=O)+y4(x=O)R) , 
NTR = Ca+y3(x=O)R) t (yy(x=O)R) . ' 2 2 
Then equat ion (3.3*4) g ives  t h e  boundary condi t ions for X at  
x=O and w=wi 
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The analog computer patching is  given i n  Fig. 2,6. 
(ii) Flow Diagram 
The algorithm used is s imilar  t o  one descr ibed i n  Part A 
of Sect ion  2.4. The flow cha r t  f o r  t h e  program i s  given in 
Fig ,  3.5. Thi! d e t a i l e d  explanation for t h e  flow char t  is as 
follows , 
Block 1: Preparatory Steps.  
The input  output  channels are reset; t h e  data, such as 
*' 
t h e  bounds on t h e  c o n t r o l  v a r i a b l e s ,  etc. is read  in .  The 
i n i t i a l  p r o f i l e s  of t h e  c o n t r o l  v a r i a b l e s  are loaded i n t o  the 
memory 
I 
Block 2: Solving t h e  system equation on Hybrid Unit .  
For each va lue  of wi t h e  elements of' mat r ix  A(z ,(J.') are 
t 
evaluated,  The i n i t i a l  condi t ions  are set up as given by 
(3.4.2). The equat ions are in t eg ra t ed  backwards i n  space on t h e  
analog computer. 
of t h e  d i g i t a l  computer, 'The q u a n t i t i e s  lG(ui)I and hence F(w.1 
The system variables are s t o r e d  i n  t h e  memory 
2 
1 
are obtained from (3.2.9) and (3.2,10), 
of equations a r e  solved -- one for each uie 
I n  a l l  (mL+m2+1) sets 
The va lues  f o r  
dF(wi) a r e  chosen so  as to d r i v e  F(Wi) towards zero. The r i g i d  
i 
equat ions f o r  X(wi) . 
I1 5 
I IJ 
f 
---____ L I $- 4, Evaluate t h e  first 
estimate of 6ui and 
vis hence 6Gs Check 
u+6u for bounds 
4 - 
_I- 
es t imate  of 6u. 
and vi 3. 
bu and u+6u, 
Check for bounds 
FIGUE 3,5 
COEIPUTING ALGORITHM FOR NOTCHED FILTER DESIGN U S I N G  
IMPROVED FIRST ORDZR GRADIEXT TECHNIQUE 
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c o n s t r a h t  a t  n u l l  frequency is taken, i n t o  account by s e t t i n g  
dF(wg) = -F(uo)@ 
Block 3 .  Solving t h e  Adjoint Equations on Hybrid Unit. 
For each va lue  of w. t h e  ele-ekts of matrix A(x,ui) are 
3. 
evaluated,  The in i e i a l .  condi t ions a r e  .set up as given by 
(3e4,6)e 
andog computero 
of t h e  d i g i t a l  computer, 
f o r  t h e  ad jo in t  system with t h e  t ransformation of va r i ab le s  
The equat ions are in t eg ra t ed  forward i n  space on t h e  
The a d j o i n t  va r i ab le s  are  s to red  in t h e  memory 
The same analog program t h a t  is used 
__ 
given by C3.4p4). I n  a l l  (rn t m  +1) s e t s  of equat ions me solved 1. 2 
f o r  each u. e 
. 1  0 
Block 4. F i r s t  Estimate of bu. . 
Assuming PI t o  be an i d e n t i t y  matr ix  6u is obtained from 
Simultaneous equat ions (3 ,3 ,9)  are solved to ob ta in  
i 
(3.3.7). 
v i .  The first estimate of b u  i s  obtained from (3.3.8). 
new c o n t r o l  u+6u is checked for  bounds and t runca ted  if 
The 
necessary,  t hus  obtaining SUI (sze Fig. 2.10) as  Em allowable 
v a r i a t i o n  i n  U. 
Block 5: Second Estimate of bu, 
The matrix \ Im1  is  evaluated from (3.3.10). With t h i s  v.alue 
1 
of Wm ,'6uig vi* a d  6u are evaluated f r o n  (3.3,7);  (3 ,3 ,9) ,  a d  
(3.3.8) respec t ive ly .  This  i s  a second estimate of bu, The 
prograx uses  t h e  first estimate of bu u n t i l  t h e  con t ro l  reaches 
one of t h e  bounds, When t h e  con t ro l  reaches a l i m i t i n g  value 
t h e  estimates of dF(ui) do not  correspond very well t o  the  a c t u a l  
* 
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improvement e f f ec t ed  by t h e  updated -- a d  t runca ted  -- control.  
A t  t h i s  po in t  t h e  program begins t o  ob ta in  a second estimate -- 
us ing  matrix W-’ from (3,3.10), .. 
The u+& obta ined  from t h i f ;  sekond estimate of .6u 2s 
checked f o r  bounds and t runca ted  i f  necessary.  
braches back t o  Block 2 f o r  t h e  next i t e r a t ion .  loop. 
The program now 
. 
11 8 
3e5 Numerical Solu t ions  
The numerical s o l u t i o n s  were obtained on a Hybrid Comjuter. 
As a particular example, t h e  raFio of rH/rm and cbi/cm is  chosen8. 
t o  bs 10, The limiting values are chosen t o  be, 
. ,  i :  
. .  
1 
- XIM .. UOCX = e 8  
where w is the null frequency of t h e  notched f i l t e r .  0 
To start t h e  i t e r a t i v e  procedure t h e  nominal d i s t r i b u t i o n s  
a r e  essumed tc be 0 - - .. . .  . . 
rCx) = W ~ C C X )  = 0.352 . .  
woRCx) ,=  0 
and 
R = .198 
(3.5,2) 
The l eng th  of t h e  line L is held constant a t  LO u n i t s ,  
values are obtained frcii t h e  r e s u l t s  repor ted  by F u l l e r  and 
These 
Castro C223. 
We have considered only three p o i n t s  i n  t h e  frequency doinain, 
1 &I u p  and 2 w  Thus w. t a k e s  only  t h r e e  va lues  2 o s  03 0" - 1  . _  
c 
8See Sec t ion  2,5, 
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0 "  
w1 = 2w 
; :  
It is observed t h a t  f o r  a given v a r i a t i o n  ' in  6 u ' t h e  v a r i a t i o n  
dF(w.1 moves i n  t h e  same d i r e c t i o n  i n  t h e  frequency range 
1 
1 
w$- w 0 *  
wo < wi. - 10 woo The saiie' ho lds  good f o r  wo > 
1 o s  too9 and 2u give a good representa t ion  of t h e  0 Thus., - w 
frequency response c h a r a c t e r i s t i c s  i n  t h e  range - 
The f b a i  lloptinaL't d i s t r i b u t i o n s  are given i n  Fig.  3 . 6 ,  
The d i s t r i b u t e d  inductance R(x) .is agsumed t o  be zero. During ' 
t h e  i t e r a t i o n s  H 
t h a t  t h e  f i n a l  d i s t r i b u t i o n s  are very  close t o  t h e  'loptirnallr. 
Figure 3.8 gives  t h e  frequency response c h a r a c t e r i s t i c s  for 
drops dokm by a factor of about 500 i n d i c a t h g  
U 
( i )  i n i t i a l  d i s t r i b u t i o n s  as given by (3.5.2) and ( i i )  t h e  
" f ina l"  d i s t r i b u t i o n s  as i n  Fig, 3.6. 
Figure 3.7 g ives  t h e  i n i t i a l  and f i n a l  d i s t r i b u t i o n s  for a 
case where wo&(x) = .04. The d i s t r i b u t e d  inductance is  assum2d + 
t o  be constant  and non-control lable ,  
. 
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CHAPTER 4 
Erro r s  and Limi ta t ions  1 
volt 
. unit 
A, Scale  and Range 
The analog  compute^ i s  a 10 v o l t  machine, The DAC is a 1 0  
unit with 14 b i t s  plus a s ign  b i t  and t h e  ADC i s  a 1 0  v o l t  
with 13 b i t s  p lus  a s ign  b i t ,  Thus, t h e  lowest vo l t age  
l e v e l  t h a t  t h e  s e tup  can handle i s  about 2 mv, as decide3 upon 
by t h e  ADCo 
zero by t h e  ADC a d  t h e  vol tage  l e v e l s  above 10  v o l t s  are e i t h e r  
Any vo l t age  l e v e l  below 2 mv is i n t e r p r e t e d  as a 
r e j e c t e d  by t h e  conve r t e r s  or cause s a t u r a t i o n  of t h e  ampl i f i e r s .  . 
5 Thus, t h e  dynamic range of t h e  se tup  is  5x10 
B.  Noise 
. .  
(i) Random Noise -- The ind iv idua l  component of t h e  
system has  a s p e c i f i e d  no i se  l e v e l  as given below. 
ADC - t h e  n o i s e  l e v e l  is 21 b i t ,  equiva len t  t o  about + 2  mv0 -
- DAC - t h e  no i se  l e v e l  is n e g l i g i b 1 e . a ~  compared t o  t h a t  of 
t h e  ADC and analog computer, 
Analog Coinputer -- t h e  non l inea r  m u l t i p l i e m  have t h e  high- 
est n o i s e  l e v e l .  It is  s p e c i f i e d  t o  be 53 mv. However, tihen 
t h e  t ransmiss ion  l i n e  equat ions  were i n t e g r a t e d  a number of times 
us ing  t h e  e n t i r e  Hybrid setup,  f o r  t h e  same d i s t r i b u t i o n s  r ( x ) p  
c(x) and E(x) t h e  end poi& va lues  of t h e  vol tage  V1(x) were 
found t o  be r epea tab le  wi th in  20 mv. 
(ii) Quantization Noise -- The ADC while reading t h e  
resu l t s  froin t h e  analog computer quant izes  them, The random 
12 3 
124 
noise is superposed on t o ?  of t h i s  qlJantized s i g n a l ,  I n  t h e  
a lgor i thms t h e s e  readings  are operated upon and m p l i f i e d  -- J 
. e s p e c i a l l y  dur ing  the. last  p a r t  of t h e  i t e r z t i o n  -- s e v e r a l  
times, 
I '  
Thus, 2 mv quan t i za t ion  s t e p  and about 6 mv'noise can 
cause a no i se  l e v e l  in t h e  range of a hundred mv, .Figures 2,12 
through 2 # 2 2  are t h e  smoothed out ve r s ions  of t h e  computer 
Mttput. Figure 2.11 i s  t h a t  of an o r i g i n a l  computer output. 
The no i se  problem becomes more se r ious  wi th  t h e  complicated 
a lgor i thms involving l a r g e  numbers of  a lgeb ra i c  opera t ions ,  
For t h i s  reason, t h e  algorithm should be as simple as  poss ib l e ,  
C. Limi ta t ions  of t h e  15ethoci 
H is a smoothly vary ing  function. Thus, every variation. . . - L .  
U 
i n  t h e  c o n t r o l  has  a continuous f i rs t  d e r i v a t i v e .  i n  t h e  open 
region. If t h e  optimal d i s t r i b u t i o n  h a s  a discontinuous first 
d e r i v a t i v e  and t h e  i n i t i a l  estimate does n o t ,  t h e  s o l u t i o n  % r i l l  
no t  converge on t o  t h e  optimal. Also i f  t h e  i n i t i a l  guess has 
a discontinuous f irst  d e r i v a t i v e ,  we can never g e t ' r i d  of t h i s  
d i s c o n t i n u i t y  i n  t h e  open region. I n  t h e  p re sen t  case,  t h e  4 
uniforms ramp exponent ia l  d i s t r i b u t i o n s  all converged t o  t h e  
same d i s t r i b u t i o n .  However, when t h e  i n i t i a l  guess was a bang 
bang t y p e  of d i s t r i b u t i o n ,  t h e  f i n a l  d i s t r i b u t i o n  r e t a ined  t h e  
d i s c o n t i n u i t i e s  i n  t h e  first de r iva t ive ,  
. . . .  . .  . . . .  . . .  .e . f .  . . . .  .: . . .  . . . . .  . . . . . . . . .  . . . . . .  :.. . . . . . .  . . . .  . . . . . . . . .  . . . . . . . . . . . .  . . . . . . .  . . .  . . . . . . .  . .  . . .  . I  . .  
e .  .. - . .  
.-e 
. .  : . . .- ' *. . . .  
.CHAPTER 5 
CON CLU S I ON S 
As s t a t e d  i n  t h e  In t roduct ion ,  t h e  aim of t h e  present  study 
'- was t o  develop a technique f o r  Fhe t synthes is  of t h e  opt imal  
d i s t r i b u t e d  parameter systems 
where t h e  parameters are bounded, 
. 
such as a t ransmiss ion  l h e  
. ,  
The problem is formulated as 
an optimal c o n t r o l  problem with t h e  parameter d i s t r i b u t i o n s  as 
the c o n t r o l  v a r i a b l e s ,  The gradien t  technique was p re fe r r ed  t o  
a l l  o t h e r  approaches because of i ts  property of stepwise improve- 
ment in t h e  c r i t e r i o n  function. The hybrid computational tech- . 
a ique  seems t o  be best s u i t e d  €or t h e  g rad ien t  method (see 
Sec t ion  2.5). . 
I n  obta in ing  t h e  optimal d i s t r i b u t i o n s  of t h e  parameters 
rCx) and c(x) u s ing  t h e  f irst  o rde r  g rad ien t  technique, two t ypes  
of convergence problems were encountered. 
(1) S e n s i t i v i t y :  A s  described i n  P a r t  A of Section 2.4, 
t h e  ratio. of t h e  cmponents  of t h e  s e n s i t h i t y  func t ion  Hu and 
t h e  t o t a l  d e s i r e d  vu?ia-Cion u -u may vary considerably over  t h e  
opt 
range of X. I n  t h e  case  of a one-dimensional c o n t r o l  v e c t o r ,  d 
t h i s  r a t i o  is a good i n d i c a t o r  of t h e  degree of convei?gence with 
r e spec t  t o  t h e  number of i t e r a t i o n s  requi red  t o  reach  " su f f i -  
c ien t l j r "  c l o s e  t o  t h e  optimum. A cons tan t  ratio can be compen- 
sa t ed  by a proper choice of t h e  f a c t o r  W e  ThTs presumes some 
knowledge regard ing  t h e  system behavior and t h e  na tu re  of t h e  
optimum d i s t r i b u t i o n ,  
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(2) Truncation: The bounds on ithe c o n t r o l  v a r i a b l e s  
require t h a t  t h e  v a r i a t i o n s  i n  t h e .  c o n t r o l  v a r i a b l e s  be r e s t r a i n e d  
. wherever t h e  c o n t r o l  t r i e s  t o  c ros s  t h e  bounds. 
t o  t h e  convergence problem described i n  Section 2@4, P a r t  A, 
Again, a proper choice of N matrix can el-Pminafe t h i s  problem, 
This  g ives  r i s e  
/ , '  
The fiatst estimate of t h e  v a r i a t i o n  ctin be used t o  obta in  t h e  
tseighting f a c t o r s  i n  t h e  form of W 
to ob ta in  a second es t imate  of t h e  r equ i r ed  v a r i a t i o n ,  
J These f a c t o r s  can be used 
c 
With t h e  bounds on r e s i s t a n c e  and capac i tance  decided upon 
by the fabric 'at ion l i m i t a t i o n s ,  and t h e  length  p re spec i f i ed ,  t he  
optimum 180 degree phase s h i f t  network with minimum a t t enua t ion  
turns ou t  t o  have d i s t r i b u t i o n s  of r arid c t h a t  have l i m i t i n g  
va lues  with t h e  s i n g u l a r  switching curves 
. .  
The a t t enua t ion .  of uni ty , -  as pro jec ted  by Johnson and 
c a l c u l a t e d  frorn E d s o n ' s ' r e s u l t s  is not r e a l i z a b l e  due t o  t h e  
phys ica l  l i m i t a t i o n s ,  
, 
The optimum a t t enua t ion  i s  not  f a r  b e t t e r  than  what c a  be 
a 
achieved by exponential .  d i s t r i b u t i o n s  given a f r e e  choice of 
l eng th  e 
With t h e  bounds on r e s i s t a n c e  and capacitance decided upon 
by t h e  f a b r i c a t i o n  l i m i t a t i o n s ,  and t h e  l eng th  p re spec i f i ed ,  t h e  
optimum notched f i l t e r  with t h e  conf igura t ion  as shohn i n  Fig.  3 . 3  
, t u r n s  out  t o  have d i s t r i b u t i o n s  of r . a n d  c t h a t  have l i m i t i n g  
va lues  with t h e  s i n g u l a r  switching curvesI 
H is a smoothly varying funct ion.  Thus every v a r i a t i o n  
M 
i n  t h e  c o n t r o l  has  a continuous first de r iva t ive  i n  t h e  open 
region, 
has a discont inuous first d e r i v a t i v e  i n  t h e  open region,  one 
shoEld expect problems of convergenceo 
above, t h e  same f i n a l  d i s t r i b u t i o n s  were obtained whether one 
assumes an i n i t i a l  uniform d i s t r i b u t i o n  or an i n i t i a l  rakp d i s t r i -  
butiona 
d i s t r i b u t i o n  
If e i t h e r  t h e  optimal d i s t r i b u t i o n  or t h e  i n i t i a l  guess  
I n  t h e  cases presented 
I 
Hogever, when t h e  i n i t i a l  guess was a bang bang t y p e  of 
__. 
t h e  f i na l  d i s t r i b u t i o n  r e t a ined  t h e  d i s c o n t i n u i t i e s  
i n  t h e  first de r iva t ive .  . 
We have shown here  t h a t  it is  poss ib le  t o  ob ta in  a so lu t ion  
0 
t o  a "s ingular"  opt imizat ion problem by us ing  t h e  Improved 
Gradient Technique developed here. 
spectrum of problems i n  t h e  t ransmission processes ,  
It is appl icable  t o  a l a r g e  
. 
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APPENDIX ,A 
Hybrid Computer System 
This  i s  a combination of Qhe analog and d i g i t a l  computersI 
_uI 
We have EA1680 analog computer and IBM7700 d i g i t a l  computer 
with input-output subchannels f o r  t h e  t r a n s f e r  of t h e  informa- 
. .  
t i o n ,  I n  o rde r  t o  transform t h i s  s e tup  i n t o  a Hybrid un’it, we 
designed and b u i l t  t h e  in t e r f ace .  Figure A . 1  shows t h e  flow 
diagram for t h e  Hybrid u n i t .  
(i) D i g i t a l  computer: The d i g i t a l  computer con ta ins  t h e  . 
mult ip lexor  channel,  channel B. It permits t h e  attachment of 
d i f f e r e n t  data a c q u i s i t i o n  and data  d i s t r i b u t i o n  devices t o  t h e  
processor of t h e  d i g i t a l  computer, The input  subchannels o f  - - - - __ - -- 
channel B are capable of record ing  t h e  logic l e v e l s  -- t r u e  or 
false -- of t h e  incoming l i n e s  and t h e  outpdt subchsnnels can 
send t h e  d e s i r e d  l o g i c  l e v e l s  on t h e  output l i n e s . 3  The opera- 
t i o n  of channel B is con t ro l l ed  by t h e  c e n t r a l  processor u n i t .  
(5-5) I n t e r f a c e :  The i n t e r f a c e  provides t h e  riedium of 
communication between t h e  analog computer and d i g i t a l  computer, 
It is e s s e n t i a l l y  a t r a n s l a t o r  u n i t .  The func t ion  of t h e  va r ious  
s e c t i o n s  of t h e  i n t e r f a c e  are described below. 
: The opera t ion  of 
. .  
t h e  analog conputer i s  con t ro l l ed  by t h e  coded l o g i c  s i g n a l s  s e n t  
f r o m  t h e  d i g i t a l  computer, The i n t e r f a c e  converts t h e  input 
logic l e v e l s  and a l s o  gene ra t e s  t h e  c lock .pu l ses  requi red  for 
c e r t a i n  opera t i9ns .  
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The operat ions con t ro l l ed  are as’ follows: 
Operate ( I n t e g r a t e )  
Analog component s e l c t i o n  f o r  readout or p o t s e t ;  
e . g o 0  Amplifier,  Trunk, Pot ,  etc, 
Time constant  s e l ec t ion ,  e r g . ,  Seconds, Mill iseconds,  
etc,  
D i g i t a l  mode se l ec t ion ,  e..g. Se t  Clear (Reg i s t e r s ,  
Counter), etc, 
D i g i t a l  c lock rate se l ec t ion  
Hold, I n i t i a l  condi t ion,  e t c ,  
I ’  -. 
Sel5c t ing  t h e  address  of t h e  andog component 
Se t t i ng  a pot  coe f f i c i en t  .’ . 
Analog Computer Monitor: The coded l o g i c  s i g n a l s  coining f r o m  
t h e  monitor of t h e  analog computer are t r ansmi t t ed  t o  t h e  d i g i t a l  
computer. The d i g i t a l  computer conpares t h e  c o n t r o l  order  with 
t h e  monitor s i g n a l  t o  f ind  out  whether t h e  execution is propere 
Logic Signals :  Certain dec is ions  made by t h e  d i g i t a l  coaputer 
I_____n_______ 
regarding t h e  s t a t u s  of t h e  program under execution we t r ans -  
mit ted through i n t e r f a c e  t o  t h e - l o g i c  t runks.  These s i g n a l s  can 
be used t o  e f f ec t  a change i n  t h e  analog computer program, 
Sense and I n t e r r u p t :  - The s t a t u s  of t h e  znaog ccmputer 
prograq such as a comparator output i s  conveyed t o - t h e  i n t e r f a c e  
on t h e  sense lines. The i n t e r f a c e  i n  t u r n  t r ansmi t s  the message 
t o  t h e  d i g i t a l  computer, 
ing  t h e  undes i rab le  s t a t u s  of operat ion such as overload, 
The i n t e r r u p t  l i n e s  are used f o r  convey- 
The 
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analog computer i s  programmed t o  i n t e r s u p t  t h e  opera t ion  under 
such condi t ions ,  
D i g i t a l  t o  Analog Converter: This  is  an e i g h t  channel 
I " 
serial  i n p u t s  p a r a l l e l  oldtput u n i t ,  I The c o n t r o l  s i g n a l  from 
t h e  analog computer i n i t i a t e s  t h e  conversion of the' d i g i t a l  data 
on t h e  inpu t  l i n e s  from t h e  d i g i t a l  computer i n t o  t h e  analog 
signal, 
t h e  c o n t r o l  word from t h e  d i g i t a l  computer, 
are connected t o  t h e  DAC t runks  on t h e  and.og computer. 
The analog signal appears on t h e  channel s e l ec t ed  by 
The output channels 
_I___ Ana1ogtD Digi-tal  Converter: This  i s  a 24 channel p a r a l l e l  
input se r ia l  output u n i t ,  It r ece ives  t h e  analog input from 
t h e  ADC t runks .  
selects t h e  channel and i n i t i a t e s  t h e  conversion, The d i g i t a l  
output i s  t r ansmi t t ed  t o  t h e  d i g i t a l  computer. 
The c o n t r o l  Fiord from'the d i g i t a l  computer 
(55.5.) Analog Computer: The anabog conputer can be divided 
$ 
i n t o  t h r e e  sec t ions .  
h a l o g  Section: It c o n s i s t s  of t h e  analog conponen-ts such 
as i n t e g r a t o r s  summing a m p l i f i e r s  t r a c k  and s t o r e  ampl i f i e r s ,  4 
etc. ADC t r u n k s  r ece ive  the i npu t s  frcin t h i s  s e c t i o n  and DAC 
t r u n k s  supply t h e  analog s i g n a l s  t o  t h i s  s ec t ion ,  
Logic Section: This  s ec t ion  conta ins  t h e  l o g i c  elements 
such as g a t e s ,  counters ,  r e g i s t e r s ,  along with t h e  clock outputs  
.and c o n t r o l  i npu t s  for c e r t a i n  analog components. The sense 
and i n t e r r u p t  t r u n k s  r ece ive  t h e  inpu t s  from t h i s  s ec t ion ,  Ths 
l o g i c  t r u n k s  appear i n  t h i s  s ec t ion ,  
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Operation Control: This  sec t ion  con t ro l s  t h e  operat ion of 
both t h e  analog and l o g i c  sec t ions .  I t  con t ro l s  a l l  of t h e  
opera t ions  l i s t e d  under "Operation Control of t h e  AC" i n  t h e  
I *  
description of t h e  in t e r f ace ,  It rece ives  t h e  coded con t ro l  
word, e i t h e r  from pushbuttons o r  from t h e  interface. ,  
genera tes  t h e  monitor s igna l s .  
It also 
. 
Hybrid Operations 
The two important l i n k s  i n  t h e  hybrid se tup  a r e  t h e  DfiC 
and t h e  ADC. 
- DAC: The output subchannel of t h e  d i g i t a l  computer t ransmits  
t h e  d i g i t i z e d  va lue  of t h e  va r i ab le .  The load conmmd frcx t h e  
d i g i t a l  computer l o a d s  t h e  word in to .  t h e  r e g i s t e r s  of t h e  DAC, 
However, un le s s  t h e  DAC channel r ece ives  t h e  enable  command, t h e  
analog output does not  appear a t  t h e  output t e rmina l  of t h e  DAC, 
. . . ~ . . . ..-- - - . . . .. .. . - .-. - . . .- __ . . 
The previous va lue  i s  r e t a i n e d  a t  t h e  output  u n t i l  a new e n i b l e  
conmand is received 
_- ADC: The digital cozputer selects the  ADC channel by 
c o n t r o l l i n g  t h e  mult iplexor  switches.  The conversior. of t h e  ana- 
4 
l o g  s i g n a l  on t h i s  p re se l ec t ed  channel is i n i t i a t e d  by t h e  s ta r t  
pulse ,  
input  subchannel of t h e  d i g i t a l  computer. 
On completion of t h e  conversion a pu l se  is sent  t o  the 
On rece iv ing  t h i s  
pu lse  t h e  input  subchannel r e g i s t e r s  t h e  d i g i t a l  output of t h e  
ADC. 
d i g i t a l  c onput e r  e 
This  i s  subsequently t r a n s f e r r e d  t o  t h e  memory of t h e  
i 
I 
S e t t i n g  up i n i t i a l  condi t ions  and s t a t i c  t e s t :  
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The opera t ion  con t ro l  subroutine sets t h e  analog computer 
.. i n  t h e  "set pot" mode, 
I '  
desired servo-control led po t ,  The value r t t g i s t e r  is loaded and ' 
The proper addmess word s e l e c t s  t h e  
.. . 
t h e  servo s t a r t  pulse  t ransmi t ted  -from t h e  d i g i t a l  .conputerr 
The monitor subrout ine checks i f  t h e  proper pot  has  been se l ec t ed  ' 
and the operat ion completed, Thus, t h e  i n i t i a l  condi t ion  -1C- 
is es t ab l i shed  with t h e  he lp  of servose t  pots .  
The analog computer is then dr iven i n t o  t h e  I C  mode and 
outputs  of ampl i f i e r s  are read  on t h e  ADC, 
tes t  e 
This  g ives  t h e  s t a t i c  
. In tegra t ion  rou t ine  : A subchannel of t h e  d i g i t a l  computer 
i s  used f o r  s t a r t i n g  and te rmina t ing  t h e  i n t e g r a t i o n  operat ion,  
-_ - - - __ _ _  .- -_ - __ -_ __ - _. -_ - -- ._ - _ _ _ _  . 
Selec t ion  of t h e  counter  SC turns  t runk  "00" (Fig.  A . 2 )  on and 
t h e  analog computer goes i n t o  "operate" node t h u s  s t a r t i n g  
in t eg ra t ion .  A t  t h e  same t ime,  the.  anal05 computer ccunter  
starts counting analog coaputer clock pulses and g ives  t h e  out- 
put as i n  Fig. A,2. The monostable mul t iv ib ra to r  (Fig.  A.3) 
genera tes  a pu l se  every 1000 sec.  which genera tes  a d i g i t a l  
computer i n t e r r u p t .  
such i n t e r r u p t s ,  
The d i g i - t a i  coinputer counts t h e  number 'of 
A s  soon as t h e  d i g i t a l  computer counts a 
spec i f i ed  number of pu l ses ,  it dese l ec t s  t h e  subchBnne1 terminat-  
ing  t h e  in t egca t ion  operat ion and d r iv ing  t h e  analog computer 
i n t o  t h e  I C  mode, 
also starts t h e  conversion and enables  t h e  DAC channels,  
The p u l s e  f ro3  t h e  monostable mul t iv ibra tor  
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Before t h e  s tar t  of i n t e g r a t i o n :  
(i) The analog computer counter i s  reset; 
(ii) The analog computer clock mode is s e l e c t e d  (such as.  
! *  
1 0  kc, 100 kc, 1000 kc) ;  . 
(iii) The analog computer time cons tan t  is se l ec t ed  (such 
as seconds, mi l l i seconds ,  etc. ) j 
(h) The va lues  of DAC func t ions  for 'the second in t e rv i l l  
are loaded. 
(For t h e  o s c 2 b a t o r  problern, t h e  clock mode was 1000 kc and 
the time cons tan t  was 0,b s e c , )  
Now t h e  i n t e g r a t i o n  i s  s t a r t e d  b j  s e l e c t i n g  t h e  counter  SC, .. 
Figure A . 4  descpibes t h e  flow of events. 
As t h e  first counter pu l se  comes i n ,  it enables  d l  t h e  DAC 
channels. Thus, va lues  of all t h e  coef f icents  f o r  t h e  sgcond 
interval we made ava i l ab le .  
go i n t o  stoi'e mode t h u s  preserv ing  t h e  va lues  a t  t h e  i n s t a n t  of 
All t h e  t r a c k  and s t o r e  mpl i f ie rs  
t h e  c o ~ i n t e r  pulse.  
t h e  ADC channels one by one. 
The d i g i t a l  computer now selec'is rmd reads 
This  i s  followed by s e r i a l  loading 
of DAC channels with t h e  va lues  for t h e  next i n t e r v a l .  This  
completes t h e  opera t ions  f o r  one i n t e r v a l  and t h e  d i g i t a l  computer 
waits for next counter pulse.  The process  r e p e a t s  u n t i l  t h e  
" 
counter SC is dese lec ted .  
I - -  
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L O G I C  P A T C H I N G  OF T H E  ANALOG COMPUTER 
-COUNTER SC O F  
F I G U R E  A.3 
MONOSTAB L E  EIULT I V I B RAT OR OUTPUTS 
DC 
F I G U R E  A e 4  
T H E  OPERATIONS CONTROLLED BY SENSE "0" P U L S E  
. -  
APPENDIX , B  
Truncation and Convergence 
For  a system represented  by 
d 
dx 
P_ y = f(y9upx) 0 
with c r i t e r i o n  func t ion  +(y(O) ,y(L)) t h e  f u n c t i o n a l  relation- 
s h i p  between a v a r i a t i o n  i n  $ and t h e  v a r i a t i o n  ’&’ i n  c o n t r o l  
u is obtained as (See equat ion  (2,3,31)) 
Let us  assume t h a t  + is  t o  be maximized, I n  t h e  Z;radie?t 
technique t h e  hope t h a t  t h e  i t e r a t i o n s  would converge is based 
on ob ta in ing  a p o s i t i v e  d+ as a r e s u l t  of every i t e r a t i o n  cyc les  
Thus, we can s t i p u l a t e  t h r e e  necessary condi t ions  for 6u(x) ,  
(i) S g n  6u(x) = S g n  H (x)  for a f i n i t e  l e q g t h ,  and U 
8u(x) = 0 for t h e  res t  of X. This assures d$ 2 0, (B,2) 
This  a s s u r e s  t h a t  t h e  v a r i a t i o n  bu(x) i s  small enough -to jus t ‘ i fy  
t h e  f irst  o rde r  approximations made i n  t h e  de r iva t ion  of (2,3,31). 
. Let us define 
,; . - 
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The bounds on Gu(x) can now be ipec i f i ed  as 
&urn 5 6u(x) s 6UM 0 
? $  
Since u(x)  is  an admissible  con t ro l  vec to r  
urn 5 UCX) - < UM e 
Hence 
6urn(x) < 0 9 
q x )  ’ 0 * 
and 
Let Gu(x) be any func t ion  t h a t  sa t isf ies  t h e  first and %he 
las t  condi t ion s t a t e d  i n  (B,2). (See Fig. B.1). The funct ion 
6u can be expressed as a sum of a function 6u and 6un such t h a t  
P 
and 
du = 6u =t 6Un . 
P 
The va r i a t ions  6u and 6un also s a t i s f y  t h e  first 2nd t h e  
. .  P 
last condi t ions s t a t e d  i n  (B.21, The func t ions  Gup(x) and 
14 0 
. 
"I x---s 
FIGURE B,I 
TRUNCATIOH OF THE CONTROL VARIABLE 
AT THE BO'JNDS 
where 6u 
bun r e spec t ive ly ,  
(x) and 6unt(x) are t h e  t runca ted  sec t ions  of 6u 
P t  P 
and 
We have 
I '  
Sgn 6u (XI = sgn  6Upa(X)  P 
and 
Thus 
t i o n  s t a t e d  i n  ( E , 2 ) ,  
(x )  and 6un,(x) satisfies t h e  first and t h e  las t  condi- 
Pa 
They a l s o  s a t i s f y  t h e  second condi t ion 
(See Fig,  Bel>, 
* 
The same is true about 6ua where 
The Eunction 6u,(x) is  a t runca ted  p a r t  of 6u(x),  
t runca t ion  does not  v i o l a t e  t h e  condi t ions foy convergence of 
Hence t h e  
t h e  grad ien t  method, 
However, with more than one t a r g e t  func t ion ,  such as I$ 2nd 
52, 6u is  conposed of more than one component such as 
b u  = V%U+ i- $6uQ (Be41 
and t h e  func t iona l  r e l a t i o n s h i p  is (See ( 3 , 4 3 ) ) .  
In such a case 6u' affects  d+ (and 6u4 affect &), The con- 
d i t i on  ( i )  holds  t r u e  f o r  t h e  first term on t h e  R.H,S, of equa- 
t i o n  ( B . 5 ) ,  However, t h e  second t e r n  does not  necessa r i ly  
14 2 i 
I 
s a t i s f y  t h e  condi t ion  Ci). -Besides, .6u@ and 6uR are no t  tmn-  
cated separa te ly .  The t runca t ion  of 6u does no t  provide m y  
information as t o  how t h e  t runca t ion  affects t h e  components 
Sub and 6u*, 
I *  
Thus t h e  argument about convergence breaks down. 
It is  observed dur ing  t h e  numerical c a l c u l a t i o n s  on computer 
t h a t  before t h e  c o n t r o l  d i s t r i b u t i o n s  reach  the  Limiting va lues  
the first order  grad ien t  technique (using first estimate of  6111 
y i e l d s  improvement i n  both 4 and Q simultaneously, 
once the c o n t r o l  v a r i a b l e s  r each  t h e  boundary only  one of t h e  
two improves .and t h e  o the r  starts d e t e r i o r a t i n g .  Thus, a 
However, 
simultaneous convergence breaks d o y ,  . 
_ '  , _ L _  . . . . . .. ...'?.' . . _ . .  . . . .  . .  . . '  .. , . . . ,_  . - . .. . i '  :. . , . . .  .. .. * I  . . . . _.. . . .  
