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A.tIW:iJI.l; I.n n:cmI years. ml\Jly buill-in KJf-IC$!lcchniques hive been 
proposed based on feedbiCk. shift-registers for pauem generation and 
signature analysis. SUI in general.!hcse ICSI·n:giSlers C&IVIOI!est several 
modules of !he ehlp concum:nlly. lnd !hey tlavc 10 be ronuolled by an 
extemalll!,llOlDaDc 1CsI equipnen!. 
TIle presenlCd paper proposes I melhod 10 in!egrtlC lbe additionallC$! 
control logic into tho:: chip. Bued on I register transfer description of!he 
circuil. !he test control is derived and an acanding fillile aUlOmaton is 
synlhesized. A hardware implernenwioo is proposed. rnulling in circuits, 
where !he entire scII·\C!.I only oonsists in activating the tesI roode. clocking 
and evalullinjj the overall sigrWWC. 
llirurodygjpn 
Most self-tcs\1CdIniques are implcmc:nlCd by mUlli-functional rcgis!eT$., 
which gertCrale ICSI pilICms and compress ICSt responses during special 
operation modC:S. The SI)·ciIled BILBO (buill·in logic block observer) 
bA'iCd on st.andanllincar feedback shilt-registers (LFSR) generates pseudo-
!mdom patterns iICCOOIing to I unifonn distribution [I). Weighted patterns 
can be generaled by I so-calJed OURT (genentor of \Il"Ie![uiprohable 
random ICSts) using modll1ar LFSRs (2). providing I higher faull coverage 
by shoner test lengths. Many other BIST (built-in self-tcsl)-registers have 
been proposed supponing a pseudo·random. delenninistic or I (pscudo-) 
exhaustive test. 
The benefits of a self-lest are retained. if !he resulting test schedule is 
oot be controlled by an exl£mal \C!.I equipment. butihe \C!.I control logic is 
integrated into the chip. Then the entire sclf·test will only consisl in 
activating the test mode. clocking. and evaluating the signllturc. 
The COOlIOllogic initiilius the involved 1es!-regisICTS forcach su~leSt. 
selects test-registcq f(lr ]»ttem generation and for compressing lest 
respc:mses and wUoads the signatures. Heocc the neoesslry CXlemallC~1 
cqllipmc!ll.onJy consiSts in an Ul£mal shift·register and a dock generdtor. 
fi&ut:U;. Sdf.tesI amfiguralioo 
In this paper. we discuss the logic synthcJis of the Iesl control. We as· 
sume \hal the BIST·registers are already placed by methods described in 
(3). [41. or [S) e. g .• and \hal J ItSI schedule is already okrive<l for instance 
by (6). (71 w 18J. Soonc imp!cmenw;on:! of WI loc;oniinS IC.!I control unit 
ttave been disCusS«! in [9J. Our approacll synthesius such a unil 
automatically. and it COncenlllltes 00 an integraltd self·lest. 
In scctioo 2, the design restrictiOns of tile propOscd approach arc 
discussed. "They include the clocking scheme and tile design slylc, and 
some requin:merc on the _·regiSter pla.%ment are skt;tched. 
In section 3. a method for !eSl scheduling is discussed. [I is shown. 
how a gcncrol teSt $Chedule can be described by I malri~. 
Based on this ma\riK. in section 4 I microplOgrammabie control unil is 
synthesized. The ICR (X)IItrollogic generates all neassary control signals 
for the \est·registers during the c:ntil!! test phase. II will also indicate lltalihc 
signalW"C is Jyailable III special oolpVt 
In scction S. allematives 10 synthoesiu Ihe lIardwlre suucture are 
diswssed. Finally the entire apprtladl is explained with the help of WI 
example. For I circuit description II regisler'liWISl'er levclihc ICS( matrix is 
generated. and the cootrol is s~zed. 
2) Dr.sjgn o;$lri£tion:s 
The presented Ipproacll can be applied II) fully synchronous circuits. 
"The circuil mlY be oontroUed by mu.lJjple. oon-ovenapping c1ock·phases. 
but _lIave 10 assume IIW a1I test-registers lit! doclr.ed by the same pIIlSe. 
1lw:re is no rcstriction on the leSt Slr.lIeJ)' (random r I I. weilhled 
random [2, 10) or pseudo-exhaU$live patterns [11.12» implell1enwl by the 
BIST ·registers. but they llave 10 work within four operatIOn mocks: I.n \he 
s~m mode they an: working IS parallel registcl'll. during the self-1eS1 
either \bey gmcmc tell ~lttms or they evilUlIC!he \eS1 responses. and 
!hey have 10 w<lf1r;: like I shift-regimr. II is assumed IIW the test-registCrs 
tlave lWt)a:JI\trol inputs bO and blto sclcct\he operation modes given by 
!he IIble I. 
b ..,., 
o I shift 
I 0 generate 
I I signarure 
IlI!l.C...l; Operation modes of a tcs\·registu 
AI regiSlcr·uansfer level. Ihc:sc test_registers an: placed dividing !he 
design iJlUl partitions. which an: tested by a Sll:1 of IesI·regiSters generating 
the test patterns and by a disjoint SCI of ICst·registers evalualing the test 
responses. An obvious consequence is Ihat every foedback loop of the data 
now graph mWI be cut 
For 00an1 !esling the 1.pprt)l<:h can be augmelllcd by a boundary scan. 
If no boo.lndaI)' scan is implemented. \eS1·registers at the inputs and oulpllts 
arc required. 
3) Test schcdytln~ 
"The self-\C!.I of the entire circuit is a collection of singlc \CSts. which an: 
described by three pararrtclCrs: 
- a subsel of regislCrs generating Lesl {*1Cms; 
- a disjoiru subset of regi$lers evalualUlg \CSI responses; 
- the numberof~lIcms. 
nr.: overall test time is red",ed. if scvera! singlc lests arc nmning 
concum:nlly. In general_the division of the globallC$t irno single \eSts is 
IlOl unique, it is rather a complex optimizin8 problem to be solved during 
the placement of \he \eS1·regiSters. The single lests an: collected 10 lest 
sessions. eonsiStin8 of compatible single tests w;IhoUI any inconsistent 
rcqui~ts on the operation modes of the involyed \C!.I-registcrs. 
various schedllling techniques tlave been proposed ([3). (8) e.g.). all of 
them lead 10 a resull thaI may be described by I malri~ A :'" (Ii}' [t 
describes the operation modes of ICSI-regiSlcr i := 1,. ..• 1 during \he leSI 
session j:= 1 •... ,5 
(
0. if regisler i generales plllems during lest scssioo j 
I.;J OK I. if regisler i compresses responses during lest session i 
~. if regisler i is nOllClive during lUI session j 
Each oolumn of A corresponds to . weighl o(j).i :. I ...... denoting the 
number of pallcms durin8 test session j. 
During the cnlire test all test-registers receive bo" I. and only the 
signals at \he bl inputs migtu differ. Table 2 describes whether IWO control 
values arc compatible. 
~I , , , 
, 
, 
IiIllU.:. Comparibility !able; - denotes incompatibility 
In mllri~ A cacll row rom:spOnds to a tcs\·register, and tWO rows can 
be merged if a.ll pairwise components are compatible. lbc number q of 
rows in the new matrix B ;= (bij).i$ the necessary number of C(lntn)llines 
at the b.1 .inputs. Of course. the ~tive function is I minimal numberq of 
rows. llIe matriK B with iccording weigllts ~(j) :_ a(j) complctely 
describes !be control ftow durill8 the entire test. 
El.ch column b(j) dekribes I lest ses.sion of length ~(j). and tCSI' 
regiSICf"S tuoYC I yalid signawre. if the com:spoodin8 conlIOl lines have a I . 
These signarures can be shifted OUI eitherimmedialdy a!lcruch session. 
or only once a!lcr the entire lest The Ialttr simplifies the control logic. bul 
il increases the aliuing probability slightly: 
If a regiSter contains i Yalid signature. and if it is switched into the 
pancm 8cno::ration mode. \heIl1Kl funhcr aliasing can occur. since no 
fu.nho::r dala is n:ceiYed: 
bul iflhil register is Swilched inlo the d3ta oomprcssion mode. then 
the dill inpul ~rooe is prolonged. and the known eSlimltions on 
aliasing probabilIties [Ill. [14) an: valid.. 
It should be noted. WI this rcasonin8 is only valid, if no register is 
doin& paacm generation and signatlil!! analysis COOCIJrrently. 
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4) The oorppJ unit 
"The behavior described by B can be implemen~ by J eomrol unil. 
providing I .:If-_ archi~ shown in figure 2. , 
r:==---,---CT 
T 
control unit 
EiJwLZ;. Sdf.!esl ilfthi~ 
"G 
ThND 
TIle ~ignal cr (chip test) SClects!he self·test mode. Thc ICsHegimrs 
l~eonnttted in series b)'!he Sot (scan data in) and SDO (scan d~la out) 
nodes. The scan data output of the lasl lesl_l"t'gisler f«:<:ls an additicmal 
primary pin SDO ofthede$ign. whe~!he signalll~ strings are $ltifted out 
Thesignal SIG (si~) indicates lh3.1 valid signarures are available. and 
!he end of !he entire SClf-\eSl is mart.ed by !he signal "TEND. 
The test centrol unit of figure 2 commwliutes 10 the lest-registers by 
~ 
!he signal TEST ccwoeelCd 10 all bo inputs. and by the sct of lines S . The 
~ ~ 
OUtpUlof S during test session j is detennined by !he malri~ B: S (j) '" 
(blj •... ~J). This is implemented by I microprogrwnmable s!I\KtUre: 
~O) ~) 
• 
" ! 
"""'" --- , micro-- n;u ,.,.... , ,.,.... T CT -- • ..... ~~ • "G • ThND 
Ei.ilIJ:t..l; Microprognmrnable implemerwion of !he alI1b'Ol wlil 
The loop-counter initi.1lizes!he \eSl-regislers if necessary. contmts \.he 
outpul of signatures IIId detennines the duration of I test session. 1lte 
variable c is !he number of different constants. which are selected by !he 
~ 
signals g . 1lte signa1100p tonIrOls !he timing of a loop: with loop. I !he 
~ 
IClO!)-COUlUf is initialized with a constant sdeaed by g. and with loop = 0 
the microprogram counter slOpS. until !he Ioop-<:Ounter ~ache$ zero. 
Table 3 gives an overview of!he insuuetion set.1lte puameter i is !he 
address of I COIlSWl1 for initi.1liting the loop_coumer. The parameter j i$ 
!he number of !he test scssion. 
At !he first addreu.!he instruc:;,!:fill controls !he chip during !he 
normal mode. The test sessions are . by the instr\lCOOn tul. II sdeas 
!he test-regislc~ for gc:ncming test pamms Of oompress:i."8 test ~
The instructions sllift &lid sig coolJOl shift operalion. Jig Iddition.olly in-
dicates a valid signanm: al the pin SOO.n.: inslruclion eNtscts!he sign.1l 
""D. 
Each lest senion described by b(j) and ~(j) can be realiv:d by Ihe 
instruction lUI. If I session is temlinated by checking the signarures. the 
instructiorL'l shift and slg are used. Hence \he microprogram. the no:cessary 
numbe r c or constants COIISt(i). and the constants can be erealed 
automatically by. SU1IigWorwanl algorithm GEN. The ,nptU ofOEN are 
the matrices A and B.!he number ortest panems foteach test session and 
the length of each tcSl·register (figure 4). 
n=='" 
GEN 
numbere QfconsWltS 
const{i). ; :_ I •... .c 
~ ~neration of a microprogrammablc strucwre 
Tho: OUtput of GEN is now used to synthesize the control automaton. 
More efficient SOlutiOns are Obtained by structures based on random logic 
or PL.As ra!hertlwl by ROM·based SOlutions. 
5) Efficii:O! bardwirt solutions 
In oddition to !he Inde..,ff between hardware·overhead and aliasing 
probabilily. there is anothertralie-Offbel""'!>tn hardware-overheod and lest 
length . 
Many differem coruaants conlJOl the shift and lesl operatiorL'l. If we use 
only two integers deltl11lining upper bounds of these constants. !hi: 
Iwdware is diminished drastiully. Then !he test coniIOl unload! !he emire 
scan pam (or checking the signature. regardless of the operation modes of 
\he respeclive tesHl!gislCrs. and !he shifting clocks are Clttended until a 
JlO~r of2 is ruched. Moreovcr. ~ iISlign!he same length to each !Cst 
session. which should also be augmented 10 I po~r of2. 
We SCI V(i):- length oftest·register i. and we .ssu= Wt !heenlire sun , , 
path al1caSl hau length ~ u(i) 2: 3. We defino: !Il : .. rlog2 (~ »(i).2)1 
and SCI OOfISI(O) to !he complemenl of2w. Hence we have 10 count upw~rd 
from COI1Sl(O) in order to generate 2(1) docks. 
In asimibr way. \tit dctennine t : .. rIog2 (m~ !Xil-2)1as the genmJ 
IS,Ss 
session length. and set oonsl(l) to the complemenl onto By !he reduction 
to a cell.Stant which is I JlOwer of 2 in a oomplemenlary "presentation. 
only an invcner is needed 1(1 create !tH: (OnStanlS. and the loop is 
implemented b)' m IIp''''anl roumer (figure 5). , 
" .- - n;sT ,.,.... PLA -CT ... -~ , "0 
rom 
~ Effictenlle5t oomoI. wtil 
[t should be noted. that !he program stofIge in figull! 5 is implemented 
by I PI.A genented by the program ESPRESSO [ 15). ESPRESSO can 
directly U$t!be microprogrwn code IS III! input, and produces 111 effICient 
hanlware struCwre. 
UplO now we have pte&etIIed Iwdware solutions aeeor!Ilng 10 different 
\nIde..,lfs • .I$ clarified by table 4. 
s _ 13~ 
1)0ptimaI o:onstanIJ I) Sipurecheckinaafler 
CIdI _ 2s.ston 
2) Two lIRl"'" bounds of 2) Signal"'" checkill£ ~ 
OOIUWIIS the ... 1iI<: It:St 
IJblU; Trade-offs 
6) Ancumplc 
n.e eumple is a ciJt:ui1 for matrix multiplication. accelerating some real 
timc critical applications in robotics. 11 is a standard cell design. and il i$ 
described in [16] in detail. Figu~ 6 SI\oWI its n:gister·tr1./IS rer structure 
after the placemern of the \eSI·n:giSICa 
....... gj$1cI' 1 
fiaIIL6;. RT· ... p=nanon of the example circuil with placed lesl·regiSICIS 
Wc obuin I complete self·teA by 2 \eS1 sessions: 
A teA session 1 lest session 2 
lCSI·repSler 
lCSI·regisler 2 1 0 
lCSI·regiSlC13 0 1 
tesI·regiSlC14 1 0 
lCSI·regiSICr 5 0 1 
tes[·regiSler6 • 1 
""'" -~ le.fI(I.]) 
shlfl(7.) 
slg(2) 
"W, ""', 
sJt,ifI(l) 
~n(I.2) 
,;go, 
shifl(7.) 
sig(2) 
shifr(3) 
""', .. 
U(1)+'U(2}+ll(1}+'U(4}+ll(S}-2"S4"1X11\SI(O) 
~1}-2=const(l) 
U(S}+U(6)·2:I4zamst(2) 
U("}-2= 14..00ns\{2) 
U(3}-2-14"1X11\St('2) 
'U(2}-~nstO) 
'U(1)+U(2)+u(3)+U(4}-U(S)+ll(6)·56·~(3) 
1I(2}-2=const(1) 
'U(5)+'U(6}b 14=lnU(2) 
U(4}-:z..14=oonst(2) 
U(3}-2= 14-<Xl1l$1(1:) 
U(2}-~3) 
U( I}-20c6=c0nsi(3) 
Using !he coding of table 3. this progron can be stored II 2& addrt:Sscs 
in a ROM. II can be minimi:r.ec\ by ESPRESSO, in orderlOoblain I PLA· 
impl~ by 20 prodUC14e~ 
Wc ha~ presented the (I1.III}-solution of table 4. Table 5 shows the 
1ICQeSSN)' number of producIlerms for all four VeTSiOM. 
20 r to i2 jo 
I'.Bb:It.1:. Necessary number of prOOuCl lenni for the implementations 
by table 4 
Especially the ([2.112)·50Iulion leads 10 a very smal l wnlrol unil 
(~",,]O): 
" .-
cr ... 
g 
PLA ..... 
with """",. 
iO produci -~ !enns 
El&u.rt.l: (l2JI2)-wmrol unil 
Condysions 
"" , 
'10 
m;o 
Methods have bttn p!Uerued 10 S)TIthesizc a self'leSI wnwl unil after 
the p\8oCeIIICI1I of \eSt·registers and the test scheduling. 
[f the \.eSI SChedule is given in a straighlfo ..... ard matrix foon. the 
pn:scnted algorithms autOmatically synthesize a fini\.e auromaton cOlllrolling 
the enlire \.eSl Different imrlcmcn[.;lliOns of the control unil are derived. 
b.alancing \he pM3II1elers 0 hardw,re-overhead. !Ut·tength and aliasing 
probabi~IY. 
III 
121 
131 
1<1 
lSI 
161 
!OI 
1'1 
[10) 
[II) 
[121 
113) 
[141 
[IS) 
116) 
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