I. INTRODUCTION
T HE UBIQUITOUS Fourier transform and its numerical counterpart-the discrete Fourier transform (DFT)-in one or in more dimensions are used in many fields such as mathematics (linear systems, random process, probability, boundary-value problems), physics (quantum mechanics, optics, acoustics, astronomy), chemistry (spectroscopy, crystallography), and engineering (telecommunications, signal processing, image processing, computer vision, multidimensional, and signal processing) [1] - [5] .
"The DFT is of interest primarily because it approximates the continuous Fourier transform." [1] . In this regard, the DFT, which is usually computed via a fast Fourier transform (FFT) algorithm, must be used with caution since it is not a correct approximation in all cases [6] - [9] . First, the DFT is periodical and constitutes a valid approximation of the Fourier transform in only one half of a period. Second, the sampling rate of the function to be submitted to the DFT is a critical issue. Without sampling the time 1 function at a sufficiently high rate, a phenomenon known as aliasing may become intolerable and spoil the acManuscript received August 13, 2001 ; revised November 19, 2002. The associate editor coordinating the review of this paper and approving it for publication was Dr. Xiang-Gen Xia.
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Digital Object Identifier 10.1109/TSP. 2003.810285 curacy of the DFT as an approximation of the Fourier transform. It could be thought that if the Nyquist criterion is fulfilled, everything should come out fine. The Nyquist criterion states that the sampling rate must be at least twice the highest frequency of the initial function [1] , [2] , [10] . However, a function may be defined between 0 and only, and the highest frequency of such a time-limited function is infinite. Consequently, the DFT produces aliasing. 2 One could argue that even though the highest frequency is infinite, it is always possible to sufficiently increase the number of sampled data points such that the error of the DFT becomes as small as one wants. However, the required number of data points could be exceedingly large. As an example, for the function , the error on DFT , around , decreases roughly as . Hence, one must increase by a factor of 1000 to decrease the error by a factor of 10. In some cases where the result of the DFT is used qualitatively, for example, in some Fourier transform infrared spectrometer (FTIR) experiments where the results are plotted and visually examined by an experienced spectroscopist, a high accuracy is not absolutely mandatory, but in some applications, such as in deconvolution, where a division is performed in the frequency domain, a slight error in the denominator function, particularly when it is close to zero, can seriously distort the results [11] .
However, one may increase the accuracy of the numerical Fourier transform when the number of sampled data points is limited. This can be implemented through the assumption that the function, from which the sampled data points are extracted, and its derivatives are continuous. The sampling process, which is performed through the Dirac comb [1] , in a sense, isolates each data point and renders them independent from each other. The function and its derivatives are no longer continuous. By re-establishing the continuity between the sampled data points, a method that yields an accurate numerical Fourier transform can be devised.
II. THEORY IN -DIMENSION
Let and , . is the set of real numbers, the set of nonnegative integers, and . Let us define Heaviside's function in -dimensions:
(1) 2 The usual method of avoiding aliasing is to filter out the high-frequency components, thus modifying the original signal.
1053-587X/03$17.00 © 2003 IEEE in which and are Heaviside's functions in -dimensions and in one dimension, respectively. Let us define a -dimensional rectangular functions such as (2) with and , , , , and in which (3) Let or ( is the field of complex numbers) be a continuous function that admits directional derivatives of any order in any direction for all . is any convex set such that . We now define the function (4) and adopt the following definition for the Fourier transform:
By expanding the inner product and reorganizing the terms, (5) becomes (6) It is a well-known fact, which is evident from (6) , that one -dimensional Fourier transform of a function can be performed by successive one-dimensional (1-D) Fourier transforms. Consequently, in the next section, we develop the theory in one dimension. In that case, generic nonindexed variables as that stand for any indexed variable of a particular dimension of the -dimensional space are used.
III. THEORY IN ONE DIMENSION
By virtue of the properties of the differentiation of Heaviside's and Dirac-delta functions [2] , [12] , the th derivative of with respect to is (7) in which is defined as if if . (8) Equations (7) and (8) express the fact that the th derivative of with respect to is the ordinary th derivative of the function strictly inside the rectangular box where it is continuous and differentiable, in addition to the th derivative of in the regions where it is discontinuous. According to our definition of the Fourier transform, we have (9) We can expand the integral in (9) into parts to form (10) The sum of the first and last integrals of the right-hand side of (10) clearly is . Hence, (10) becomes (11) By separating the interval into equal to subintervals, (11) can be rewritten as (12) Since is continuous and differentiable between and at 0 and , it can be approximated for for each , with a Taylor expansion (13) where is the th derivative of at point . Merging (12) and (13) yields (14) With the substitution and an adequate permutation of the integral and sums on and , (14) becomes (15) To numerically compute the Fourier transform of , we must evaluate it for some discrete values of . Let , be these discrete variables. In addition, let us define as the discrete version of . The integral in (15) depends only on the variable (or ) and on parameters and and can be evaluated analytically, whether is continuous or discrete, once and for all, for each value of as (16) Since the integral in the definition of is always finite and, in the context of the Gamma function [13] , when is a negative integer, then for . When , by direct integration of (16), we obtain (17) and by integration by parts, we have a recursive form for for any
The summation on in (15) We refer to ,
as the boundary conditions of the system. Up to this point, all equations are rigorously exact since tends toward infinity. However, in practical situations, we introduce approximations by limiting the range on . Let us define as the truncating parameter, which, for reasons discussed later, is always chosen as an odd integer. We refer to it as the order of the system.
Let us expand (25) for each value of . This generates a system of different equations, and for each of these, we let range from 1 to . This gives the following system written in a matrix form: On the right side of (31), every term, except , is known. contains the term , which is the DFT of the initial function. All other terms in and depend on parameters and of the function to be transformed and not on its data. (The evaluation of , which are the boundary conditions, is the subject of the next section.) With the knowledge of from (31), the terms of (21), for , are completely determined. Thus, the truncated version of (21) can be written as
Let us define a one row matrix as and write (32) as follows: (33) With (33), we approximate the Fourier transform (or its inverse) of a digitized function in one dimension. The digitized Fourier transform obtained with (33) is not bandlimited (as with the DFT, which is periodical). Equation (33) is valid as an accurate approximation of the analytical Fourier transform for all values of [14] .
One should note that in (32), is undetermined when . This can always be solved by Hospital's rule or by direct integration of (16) with . Once these undeterminations due to are solved, every term of (32) or (33) behaves well as long as is an odd integer. For even values of , there are singularities at , that cannot be removed. These are due to the fact that when is even, some terms in (involved in the computation of ) have denominators that go to 0, whereas the numerators remain nonzero. This is an imperative reason to choose odd values for .
It is important to observe that although (31) involves the inversion of , it does not mean that one has to invert the matrix each time a numerical Fourier transform is computed. Equation (31) is a part of the mathematical development of the formula used to compute the numerical Fourier transform. Each of its terms can be handled symbolically. For a specific order , the matrix is inverted only once to establish the formula for the numerical Fourier transform.
Equation (33) can be thought of as the Fourier domain counterpart for a complete function of the Taylor series in the time domain for a single point. In the same way, a Taylor expansion is more complex than its first term, and (33) is more complex than the standard FFT. If, in a specific application, one does not require to get rid of the periodicity of the DFT or is not bothered by the aliasing, if one does not need more accuracy or does not have to compute the Fourier transform for values of beyond those inside the usual frequency band of the DFT, then there is no point in using anything else than the usual DFT (FFT), which remains a simple and valid tool in these circumstances. However, if one or more of the aforementioned virtues of (33) are desirable, the benefits of these few more terms in the series are welcomed, and the burden of the added mathematical complexity is compensated, as we will see, by the fact that the time complexity of (33) remains that of the FFT.
Furthermore, although (33) contains the symbolic form of , which can be used as is to form a single formula without numerically evaluating each term of separately, (31) can be used to compute each term of for values of from 0 to to produce accurate approximations of the DFT of the derivatives for values of . Thus, applying the inverse DFT operation to each of these approximations generates the corresponding sequences that are accurate numerical derivatives of all orders from 1 to of the initial function . This implies that one can accurately compute the derivatives of any order of a digitized function or signal [14] .
Derivatives calculated in this manner are continuous in between and at each data point. Thus, with the , we obtain spline polynomials of any odd degree, with their corresponding properties [14] . Hence, such high-order spline interpolation polynomials allow integrals between any limit to be accurately computed [14] .
Let be any result (Fourier transform, derivative, or integral) obtained with an arbitrary order . Once the boundary conditions are established, the error on (noted can be fairly estimated since , relative to , can be considered almost as the exact result. To perform error estimation, one can use the following relation:
, where is any operator one can define to meet specific needs [14] .
IV. BOUNDARY CONDITIONS
The use of (33) implies the evaluation of matrix , which are the boundary conditions of the function, as defined in (27). One can use any method one wants to accomplish that task. However, a method is proposed here that proves to give very accurate boundary conditions, as long as the function to which it is applied is smooth enough. Fortunately, what is meant by smooth enough can be determined by the method itself. This is fully discussed toward the end of this section.
Let us expand (25) for each value of . This generates a system of different equations, and for each of these, we let range from 1 to . This gives the following system, which is written in matrix form:
or, more compactly, as
Note that the matrix is completely known since each and every one of its terms depends only on . The general expression for the elements of is (36) Matrix is unknown. If it were, we could evaluate from (35) as
Unfortunately, for , , it happens that and cannot be computed. However, for values of around , the approximation (37) is quite accurate when the function is smooth enough. We take advantage of this fact to compute .
The first element of , which is , is the DFT of the sequence . It is completely determined for each value of . It is not the same situation for the other elements of , which are still unknown. In addition, the elements of matrix are given for each value of . We can then extract the following from (37): (38) in which, for brevity, we set . Let us now define as an interval of values of centered on , as follows: (44) and (45) are used to fill matrix as specified by (40).
To compute through (41), the matrix has to be inverted. It should be noted that does not depend on the values of the function but only on its parameters ( and ). The size of is . is the order of the system and the degree of each interpolating Taylor polynomials between each data point. Although it is possible and not difficult to do, it is very unlikely that one uses very large values for . For example, in the context of this method, is a very high value, but is still a relatively small numerical matrix that can be inverted efficiently. Moreover, for a class of functions that share the same parameters (as is the case in many dimensions), matrix is inverted only once. The computation of boundary conditions is then a rapid operation.
In the context of the Nyquist sampling theorem, the function to be sampled is bounded in the frequency domain, and the sampling rate must be, at least, twice the highest frequency of the function [1] , [2] , [10] . Hence, such a function is always smooth enough. However, in the context of this paper, functions are bounded in the time domain and unbounded in the frequency domain. This is why the boundary conditions become an issue. The method presented in this section to compute boundary conditions is quite efficient as long as the function is smooth enough between the boundaries. Since the Nyquist criterion can no longer be used, one must have another criterion of smoothness. Fortunately, an operational criterion can be derived from the method itself, and it appears that a function does not have to be so smooth to be considered smooth enough by the method.
Let us define the following measure of error on boundary conditions for a specific order as follows: (46) The operator can be defined as one wants to fulfill its purpose. For example, one could use, as we do in the examples below, . For a specific sampled function, one may increase as long as decreases. The value of for which the error is minimum is the optimum value of and is denoted . The smoother the function is between the boundaries, the higher becomes. If the sampling rate is reduced or if the frequency component of the function is increased, decreases. If it happens that , then the method presented in this section to obtain boundary conditions is no longer adequate. It is the case, for example, for a discrete random function or for a high-frequency function that is so sparsely sampled that it appears almost to be random. However, in such situations, no method can claim to be very accurate, and one has to resort to information about the function that is not obtained from mere sampled data points. If such external information is unavailable, then one could use a method as simple as possible to compute the boundary conditions, such as linear interpolation between points.
It should be noted that even though for boundary conditions may be low, once these boundary conditions are established, a value of as high as one wants can be used with (31) or (33).
V. TIME COMPLEXITY
In one dimension, a close examination of (28) and (33) reveals that the computation of only one FFT is required. The other terms form a correcting operation to be applied only once on each of the values of the FFT. The time complexity of the entire correcting operation is thus , and the time complexity of the FFT is . Hence, the time complexity of the entire algorithm is when is kept constant. The time complexity of the correcting operation, relative to , is , but the error on computed results decreases exponentially with the increase of . Hence, as long as one can afford to increase , the tradeoff is strongly beneficial [14] .
According to (6) , this method can be applied sequentially to compute an accurate -dimensional Fourier transform. In this multidimensional case, for each , we have . This interval is separated into equal subintervals, and
. As with the ordinary DFT , the order in which the dimensions are The time complexity is then . Let us set , being constants. It is easy to show that the time complexity is , which is the same as that of the DFT in the -dimension. (This function mimics typical measurements of thermodynamics experiments conducted to determine the ratio , these parameters being the specific heat of a gas.) When , there are 12.8 data points for each cycle of the cosine term of the function. It is not a very high sampling rate, but it is sufficient to make the function appear relatively smooth between the boundaries. Then, we obtain , which means that a high accuracy can be reached with the method for boundary conditions described previously. When , we have 6.4 data points per cycle, and . The sampled function begins to appear coarse (see Fig. 1 ) but is still manageable and the method for boundary conditions performs very well. When , , there are 5.1 data points for each cycle of the cosine, and the method can still be used but it is at the limit. When the sampling rate relatively to the frequency of the function is reduced, drops rapidly, but conversely, this means that the sampling rate does not have to be greatly increased to obtain high values for . In the examples below, when , the following simple formulas are used for the boundary conditions: , and for . Fig. 1 shows function (48) when and its transforms by the DFT algorithm and by the PM algorithm. The parameters and error measures are indicated in the Fig. 1 . The curve given by PM is graphically indistinguishable from the analytical transform. is unbounded in frequency, and hence, it is not possible to discuss the sampling rate in terms of the Nyquist criterion since the highest frequency is infinite. If the cosine term in the function was alone and unbounded in the time domain, the minimum number of samples per cycle needed to satisfy the Nyquist criterion would be 2. With 2.56 samples per cycle, we are almost at the limit. This function is demanding for both methods, DFT and PM. The DFT is indeed periodical and the two central peaks are very close, which worsen the already present aliasing. Our PM attempts to remove the periodicity and the aliasing to make the computed result as close as possible to the exact result. To achieve this, the order has to be increased. With , Fig. 2 clearly shows a residual peak around . With , the result is almost exact. The residual peak disappears and the average error reduces to , which is about 408 times more accurate than the DFT. Furthermore, a proper removal of periodicity gives us access to the frequency content of the function, not only between 0 and but also between and , and even beyond, as we will see in the next example. In the present case, under integration, the frequency content between and is approximately 16% of the transform between 0 and . It may not be negligible. With usual DFT, this information is unavailable.
The next example uses another usual and frequent function: a fast exponential decay (49) Fig. 3 shows this function and its transforms. The number of sampled points between 10 and 100% of the amplitude is only four. The frequency spectrum of such a function is particularly wide. It is evident that the aliasing prevents the DFT from revealing the frequency content of . To obtain it accurately, this time, PM has been used to compute the Fourier transform over three periods of the usual DFT. Fortunately, PM does not have to be modified for such a task. The lower curve of Fig. 3 (b) (e) = 7. (f) = 13. E is the average of the absolute value of the error. For the DFT, the error is computed for points from 0 to N=2. For PM, the error is computed on the full range of frequency. shows this result, which is graphically indistinguishable from the exact transform. This time, under integration, the frequency content between and is about 50% of the total. It cannot be neglected. This example clearly shows that PM performs accurately for a function that is far from being smooth, whereas the classical DFT fails completely.
VII. EXAMPLES IN TWO DIMENSIONS
In this section, an example in two dimensions is used to illustrate the algorithm. The choice of such an example is not obvious. That is to say, the function must not be trivial; it must be difficult enough for the computation of the Fourier transform to be numerically demanding. On the other hand, for purposes of comparison, the Fourier transform of the function must be analytically known. The chosen initial function for our example is then the following complex function:
The real part is a combination of damped, slanted oscillations. The imaginary part is a nonsymmetrical Gaussian peak purposefully slanted by an exponential to avoid error cancellation by symmetry. For both variables, the function is discontinuous at 0 and at . Fig. 4(a) and (b) shows the modulus of (50) and of its analytical Fourier transform for , respec- tively. The formula of the analytical Fourier transform of this 2-D function is not shown here since it is several pages long. Fig. 5(a) shows the DFT of . The expected periodical behavior is evident. Fig. 5(b) shows the modulus of the error for the DFT relatively to the analytical Fourier transform. To be fair, this error must indeed be computed on the first data points only since the DFT is periodical. Fig. 6(a) shows the numerical Fourier transform of computed with (33) for . It is clearly seen that this approximation behaves as the analytical Fourier transform and is not periodical. Fig. 6(b) shows the modulus of the error for this approximation relative to the analytical Fourier transform, computed this time on the full range of the data points. For comparison, one should note the vertical scale factors in . We also note that, to the exception of small values of , the error from (33) is always much smaller than the error from the DFT, and for any , it decreases more rapidly with the increase of than does the error from the DFT with the same increase in .
VIII. CONCLUSION
In principle, when the Fourier integral of a function is analytically obtainable, it is possible to compute its Fourier transform exactly. In all other cases, one must resort to purely numerical techniques. In addition, the sampling process involves the Dirac comb, which destroys the continuity of a sampled analytical function. To make it manageable on a finite computer, the digitized function is defined as a finite number of points only. The usual tools to numerically compute the Fourier transform of a digitized function in one or more dimensions is the DFT, which is efficiently implemented as FFT algorithms. However, in many cases, the DFT is not an adequate numerical approximation of the Fourier transform. On the one hand, there is the analytical Fourier transform that is, most of the time, not known, and on the other hand, one has the efficient DFT, which computes an approximation of the Fourier transform without attempting to reduce the unavoidable ravages of the Dirac comb. The method presented in this contribution is between these two extremes; its position being determined by the value of , which is the order of the system. The method provides accurate approximations of the continuous Fourier transform, is no longer periodical, and computes the numerical Fourier transform in a broader frequency domain than the usual half-period of the DFT. The method gives accurate numerical partial derivatives of any order and the polynonial splines of any odd degree. The error can be easily computed by comparing the results of two successive odd orders. The time complexity is . The time complexity, relative to (independent of the time complexity related to ) is , whereas the accuracy increases exponentially with . Hence, the numerical accuracy increases much more rapidly than the computational cost of the proposed method. For smooth or rough functions, the proposed method performs better than the classical DFT and yields information that is not obtainable in principle with the DFT. The relative complexity of the proposed method is justified by the nature and the quality of the results it provides.
