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Resumen 
Este proyecto tiene como objetivo minimizar los retrasos que se producen en un 
problema de secuenciación.  
El problema se caracteriza, por un lado, porque se dispone de una sola máquina que 
requiere de unos tiempos de preparación entre la ejecución de diferentes tipos de piezas. 
La existencia de estos tiempos de preparación aumentan considerablemente el tiempo de 
producción en la máquina, por lo que interesa evitarlos, haciendo que las ejecuciones de 
lotes de una misma pieza sean consecutivas. 
Por otro lado, existe un carné de pedidos cuyas fechas de vencimiento determinan la 
presencia de retrasos en las entregas.  
Para un problema como éste, alcanzar la solución óptima requiere un proceso 
excesivamente largo. Por ello, se recurre al uso de meta-heurísticas, que, aunque no 
garantizan encontrar la solución óptima, sí son capaces de hallar una solución 
satisfactoria en un período de tiempo aceptable. 
La meta-heurística que se ha escogido son los algoritmos genéticos (Genetic Algorithms). 
Son una técnica de computación evolutiva, común en la resolución de problemas de 
optimización, cuyo proceso está basado en las ideas de la evolución natural. Cada uno 
de los diferentes operadores que configuran los algoritmos genéticos ha sido adaptado al 
problema, mediante la realización de un programa formalizado con la herramienta 
informática Visual Basic y que recibe el nombre el nombre de “Secuencia de Fabricación”.  
Los resultados computacionales obtenidos demuestran que el algoritmo genético 
propuesto logra explorar el espacio de búsqueda de forma eficaz, acortando los tiempos 
de resolución del problema. 
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1. Introducción 
1.1. Origen del Proyecto. Motivación. 
En muchos ambientes de manufactura tales como aquellos provenientes de las industrias 
química, farmacéutica y sobretodo de procesamiento de productos, es común que en las 
instalaciones se lleven a cabo diversos tipos de operaciones.  
Durante la ejecución de los distintos tipos de operaciones, las máquinas pueden requerir 
un cierto tiempo de preparación entre una operación y otra. Por ejemplo, el uso de un 
sistema para producir diferentes compuestos químicos puede requerir algún trabajo de 
limpieza entre el procesamiento de éstas; otro ejemplo se puede presentar en una línea 
de producción, donde el cambio en la ejecución de una pieza a otra puede precisar de un 
período de acondicionamiento de las instalaciones. El tiempo de preparación de la 
máquina o estación entre una tarea y otra depende en gran medida de la secuencia de 
éstas. 
A su vez, es posible la existencia de unas fechas límites para la entrega de ciertos 
pedidos. La introducción de estas fechas determina la presencia de retrasos en las 
entregas, con lo que el objetivo básico se convierte en la minimización de los retrasos de 
aquellas tareas que terminen tarde. 
Por ejemplo, el proceso de producción de la empresa Tubau S.A. (Grasas , 2001), 
presenta las dificultades mencionadas. 
La búsqueda de la secuencia óptima que minimiza los retrasos de las pedidos se 
convierte en un problema de tipo combinatorio. La aplicación de una meta-heurística 
como son los Algoritmos Genéticos, nos proporciona la posibilidad de encontrar una 
solución factible a este problema en un tiempo relativamente corto, en comparación a 
otros métodos exactos cuyos tiempos de resolución resultarían desorbitados. 
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1.2. Objetivos y alcance 
Los objetivos de este proyecto son: 
• Analizar y estudiar este tipo de problemas. 
• Describir los fundamentos, formalización y estructura de los Algoritmos 
Genéticos. 
• Implementar un programa informático con el uso de la herramienta Microsoft 
Visual Basic 6.0., que proporcione una solución factible a este tipo de 
problemas mediante la aplicación de Algoritmos Genéticos. 
• Estudiar un caso real. 
• Comprobar la aptitud del programa mediante la aplicación de un juego de 
pruebas. Analizar los resultados obtenidos y la influencia de las variables 
concluyendo cuáles son las mejores alternativas frente a los datos 
introducidos. 
El alcance de este proyecto se extiende a cualquier proceso igual o semejante al 
descrito.    
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 2. Planteamiento del Problema 
La situación a analizar consiste en un problema de secuenciación de unidades con 
restricciones múltiples. 
Según la notación, se trata del caso n/1//ΣT, en que n piezas deben procesarse en 1 
máquina y las piezas y la máquina están disponibles en el instante cero.  
En este proyecto, se analizará la respuesta del algoritmo cuando el número de piezas n 
está comprendido entre 8 y 15 piezas y cada una de ellas cuenta con una sola operación. 
La única máquina disponible requiere de unos tiempos de preparación para las piezas 
que son dependientes de la secuencia, es decir, el cambio de tipo de pieza a elaborar 
conlleva un tiempo de adaptación de la máquina que depende de la pieza precedente y 
de la pieza siguiente. 
Existe un carné de pedidos a satisfacer. Cada pedido se refiere a un tipo de piezas o a  
varias y en cada una de las pedidos se precisa la cantidad a hacer de cada una de ellas y 
una fecha de vencimiento. El número de pedidos por ejemplar oscila entre 5 y 10 y el 
número de piezas por pedido es inferior o igual a 7. 
La medida de eficacia que evalúa la calidad de las soluciones es el retraso medio en la 
entrega de las pedidos y, en caso de empate, el tiempo máximo de permanencia de una 
pieza en el taller. 
Se puede intercalar la producción de los lotes que conforman un mismo pedido, pero no 
se admite la partición de la cantidad total del conjunto de piezas que forman un lote. Por 
ejemplo, si en una pedido se pide producir, entre otras, cien unidades de piezas del tipo 
1, las cien unidades se deben producir consecutivamente. Si además, en la misma 
pedido, se solicitan cincuenta piezas del tipo 2, se permite producir ambos lotes de piezas 
separadamente, intercalando lotes de otras pedidos. En la Figura 2 se puede observar un 
ejemplo de fracción entre dos pedidos. 
De un modo gráfico, el problema queda reflejado en la figura 2.1: 
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[1] [1] [3] [2] [3] 
  
 
          8 ≤ n ≤ 15 
 
       
              1 ≤ npec ≤ 6 
         
 
 
 
     
                Máquina (tui, tpi,j) 
    
Carné de 
           pedidos m 
          15 ≤ m ≤ 25              
 
 
 
 
 
 
  
  Máquina            ...  
 
 
                Tiempo 
        Tiempo de preparación        Pedido 1 
        Tiempo de ejecución        Pedido 2 
   [ ]  Tipo de pieza   
 
 
  
 
m 
Fecha de vencimiento: 850  
   Nº pieza    Cantidad
         2       300   
 6       200 
 8       400 
...... 
Figura 2.1. Esquema general del problema 
Figura 2.2. Ejemplo de fracción de una secuencia con dos pedidos
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3. Problemas de Secuenciación 
3.1. Definición 
El prototipo del problema de secuenciación acostumbra a denominarse problema del 
Taller Mecánico (Job-Shop Problem). El enunciado básico general del problema es el 
siguiente (Companys, 2000): 
n piezas (lotes de piezas, pedidos u órdenes de trabajo) deben realizarse en m 
máquinas (recursos, secciones, puestos de trabajo). La realización de cada pieza implica 
la ejecución, en cierto orden establecido, de una serie de operaciones prefijadas donde 
cada operación está asignada a una de las m máquinas y tiene una duración (tiempo de 
proceso) determinada y conocida; debe establecerse un programa, es decir, la secuencia 
de operaciones en cada máquina y el intervalo temporal de ejecución de las operaciones, 
con el objetivo de optimizar un índice determinado que mide la eficiencia del programa.   
Problemas como el descrito se originan en los más diversos sectores, aunque no tengan 
la menor relación con la mecánica ni con los talleres; por comodidad de lenguaje y para 
unificar la nomenclatura se utiliza sistemáticamente las palabras pieza, máquina y taller al 
referirse a los conceptos equivalentes en dichos problemas. 
  
3.2. Clasificación 
El problema del taller mecánico puede ser de tres tipos: estático, semidinámico o 
dinámico. 
• Problema estático 
Un número de piezas finito y determinado debe realizarse en un taller con un 
número finito de máquinas. 
En el instante de realizar la programación se conoce la ruta de cada pieza, las 
operaciones que la componen, en qué máquina debe realizarse cada operación y 
la duración correspondiente. 
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Todas las piezas están disponibles en el mismo instante que habitualmente se 
adopta como instante inicial o instante 0 en tiempo relativo. 
La finalidad del problema se centra en la búsqueda de un programa que optimice 
un índice de eficiencia establecido. Dichos índices de eficiencia se verán en un 
apartado posterior. 
El problema objeto del proyecto es, por tanto, un problema estático. 
 
• Problema semidinámico 
Un número de piezas finito y determinado debe producirse en un taller con un 
número finito de máquinas. 
En el instante de determinar la programación se conoce la ruta de cada pieza, las 
operaciones que la componen, en qué máquina debe realizarse cada operación y 
la duración correspondiente. 
Los instantes de disponibilidad de las piezas y/o máquinas no son todos idénticos, 
pero sí conocidos en el instante de realizar la programación. 
La finalidad del problema se centra en la búsqueda de un programa que optimice 
un índice de eficiencia establecido.  
Como se puede observar, los problemas estáticos y semidinámicos tan sólo se 
diferencian en lo que hace referencia a los instantes de disponibilidad. 
 
• Problema dinámico 
El horizonte de funcionamiento del taller, así como el número de piezas, aunque 
no el de las máquinas, es ilimitado hacia el futuro.  
Todas las piezas que serán tratadas en el taller en el futuro no están definidas en 
un momento determinado, salvo, eventualmente, en probabilidad. 
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La definición de las piezas se realiza progresivamente a medida que transcurre el 
tiempo. Una pieza queda definida por completo cuando la orden se emite o llega 
al taller (o en un momento anterior muy próximo a la llegada efectiva). 
En cualquier instante el conocimiento determinista de la situación es muy 
semejante al disponible en un problema semidinámico. Se diferencian en que en 
este tipo de problemas, progresivamente algunas piezas terminan su elaboración 
en el taller y lo abandonan, siendo sustituidas por otras nuevas que llegan para 
ser elaboradas; en esta situación son necesarios los ciclos de reprogramación, ya 
que un único programa no es suficiente, al alterarse la situación del taller con el 
transcurrir del tiempo. 
La finalidad en los problemas dinámicos es establecer un procedimiento de 
programación; los índices de eficiencia deben estar asociados a las características 
medias de los programas y realizaciones obtenidas a lo largo de un intervalo 
temporal suficiente. 
 
3.3. Hipótesis generalmente aceptadas en los problemas 
estáticos 
Estas hipótesis fueron enunciadas por Conway, Maxwell y Miller (1967), y son totalmente 
aplicables a problemas estáticos, pero no así a problemas semidinámicos o dinámicos. 
Son las siguientes: 
1) Cada máquina está disponible continuamente desde un instante f ≥ 0 hasta T, 
con T arbitrariamente grande. 
2) En las rutas de las piezas no se producen convergencias (acoplamientos) ni 
divergencias (partición en lotes). Para cada operación existe una sola 
operación precedente inmediata (exceptuada la primera operación de cada 
pieza) y una sola operación siguiente inmediata (exceptuada la última 
operación de cada pieza). 
3) Cada operación puede ejecutarse en un solo tipo de máquina del taller. 
4) Sólo hay una máquina de cada tipo de taller. 
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5) Cuando una operación ha comenzado debe terminarse antes de ejecutar otra 
en la misma máquina. No se admiten interrupciones. 
6) No pueden solaparse dos operaciones de la misma pieza (en la misma 
máquina o en máquinas distintas). 
7) Cada máquina puede ejecutar una sola operación a la vez. 
8) La única restricción activa en el taller es la relativa a las máquinas; no existen 
restricciones relativas a la disponibilidad de mano de obra, utensilios, 
materiales, etc. 
 
3.4. Nomenclatura 
La tipología de los problemas de secuenciación suele describirse mediante una notación 
muy simple formada por cuatro símbolos: 
A / B / C / D 
donde, 
A: corresponde a la llegada de las piezas. En los problemas dinámicos puede 
indicar una ley de probabilidad; en los estáticos será el número de piezas (n indica 
un número de piezas arbitrario).  
B: número de máquinas (m indica un número de máquinas arbitrario). 
C: patrón de flujo. 
F: indica flujo regular (flow-shop), todas las piezas tienen esencialmente la 
misma ruta (se admite que algunas piezas no tengan operación en algunas 
máquinas). 
P: indica un caso particular del anterior en el que, además de lo indicado, 
todas las máquinas tienen la misma secuencia de piezas, es decir, la 
solución buscada es simplemente una permutación de las piezas, que 
constituye la secuencia en todas las máquinas. 
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R: indica rutas aleatorias (randomly routed job-shop). 
G: indica flujo general (job-shop). 
D: se refiere al índice de eficiencia elegido para evaluar los programas. 
Antes de explicar las diferentes medidas de eficiencia, es necesario introducir una serie 
de conceptos. Dada una pieza i: 
ri : instante de entrada de la pieza i en el taller 
di : fecha de vencimiento de la pieza i 
gi : número de operaciones de la pieza i 
mk,i: máquina para la operación k de la pieza i 
pk,i: duración de la operación k de la pieza i  ∑
=
= i
g
ik
i,ki pp                    (Ec. 3.1) 
ai : tiempo concedido para la realización de la pieza i     iii rda −=                         (Ec. 3.2) 
wk,i : tiempo de espera de la operación k de la pieza i    ∑
=
= i
g
ik
i,ki ww                (Ec. 3.3) 
ci : instante de salida de la pieza i              iiii pwrc ++=               (Ec. 3.4) 
Fi : tiempo de permanencia de la pieza i             iiiii pwrcF +=−=        (Ec. 3.5) 
Li : huelgo de la pieza i              iii dcL −=                (Ec. 3.6) 
Ti : retraso de la pieza i             { }0,LmaxT ii =                 (Ec. 3.7) 
Ei : adelanto de la pieza i                        { }0,LmaxE i−=              (Ec. 3.8) 
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Medidas de eficiencia 
Cmax: instante de salida de la última pieza 
    Cmax = MAX {Ci }                    (Ec. 3.9) 
 Fmax: tiempo máximo de permanencia en el taller de una pieza  
    Fmax = MAX {Fi }           (Ec. 3.10) 
 Tmax : retraso de la pieza que se retrasa más 
    Tmax = MAX {Ti }           (Ec. 3.11) 
 Fmed: tiempo medio de permanencia en el taller de las piezas 
    ∑
=
∗=
n
1i
imed Fn
1F            (Ec. 3.12) 
 Tmed : retraso medio de las piezas 
    ∑
=
∗=
n
1i
imed Tn
1T            (Ec. 3.13) 
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4. Problemas Combinatorios. Métodos de 
Resolución. 
4.1. Problemas combinatorios 
El problema objeto de estudio es, como muchos que se presentan en el dominio de 
organización industrial, de tipo combinatorio.  
Resolver un problema combinatorio se puede resumir en encontrar la solución óptima 
dentro de un conjunto finito de alternativas, asumiendo que la calidad de la solución es 
cuantificable y comparable con cualquier otra solución (Morales, 1999). Pero en muchos 
problemas, dependiendo de su complejidad, llegar a la solución óptima requiere un 
proceso excesivamente largo.  
Se habla de que un problema es P si existe un algoritmo que en tiempo polinomial es 
capaz de encontrar la solución; si, por el contrario, no existe ese algoritmo el problema es 
NP. Además, el problema se clasifica como NP-difícil si todo problema de NP 
es polinómicamente reducible a él. La mayoría de los problemas del taller mecánico son 
de este tipo. 
Así por ejemplo, si se pretende resolver un problema combinatorio por enumeración con 
n= 40 y se requiere una permutación, se tendrían 40!=8,16*1047 posibilidades. A un µs 
por posibilidad se tardarían 9,3*1035 siglos en llegar a analizar todas las soluciones. 
Obviamente, no es factible aunque se acote el espacio de búsqueda de la solución, por lo 
que se recurre a otro tipo de métodos de resolución llamados heurísticos.   
De esta manera, los procedimientos de resolución pueden ser de dos tipos: 
• Exactos: garantizan encontrar la solución óptima, pero si el problema es 
complejo, el tiempo empleado en hallar y garantizarla solución deseada no 
es viable. 
• Heurísticos: no garantizan encontrar la solución óptima buscada, pero tal 
vez sí una solución satisfactoria en un período de tiempo permisivo. 
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4.2. Clasificación de los métodos de resolución 
Una clasificación de los diferentes métodos de resolución que se pueden aplicar a la hora 
de resolver un problema como el descrito, puede ser la siguiente: 
 
 
       Exploración dirigida o branch-and-bound (B&B) 
       Programación lineal entera (PLE), binaria (PLB) o mixta (PLM) 
       Programación dinámica (PD) 
 Programación dinámica acotada o bounded dynamic                        
programming (BDP) 
         
 
          Palmer 
          Trapecios 
         Teixidó          
          Gupta 
        
 
               Optimización local (ANED y AED) 
               GRASP 
               Recocido simulado (SA) 
               Búsqueda tabú (TS) 
               Algoritmos genéticos (GA) 
               Ant Colony Optimization (ACO)   
 
 
 
 
 
 
 
Heurísticos
Exploración de entornos 
Directos (especialmente “greedy”) 
Exactos
 Figura 4.1. Clasificación de los métodos de resolución 
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4.2.1. Procedimientos exactos 
Los procedimientos exactos de uso más común son los siguientes: 
1. Exploración dirigida o “branch-and-bound” 
Organiza las soluciones en paquetes, progresivamente más pequeños y determina para 
cada paquete un indicador de la calidad de las soluciones que contiene. Este indicador 
permite considerar qué paquetes son los más interesantes para explorar. La exploración 
consiste en sustituir el paquete por dos o más subpaquetes que en conjunto tienen todas 
las soluciones de aquél.  
2. Programación lineal entera (PLE), binaria (PLB) o mixta (PLM) 
Casi la totalidad de los problemas combinatorios admiten una formulación como 
programas lineales enteros o binarios, y especialmente como mixtos. El inconveniente de 
este método reside en la gran cantidad de variables que surgen en la mayoría de los 
problemas. 
3. Programación dinámica (PD) 
En lugar de enfocar el problema como la optimización de una función global, se resuelve 
por etapas en cada una de las cuales se puede tomar una decisión independiente de las 
decisiones consideradas con anterioridad. 
4. Programación dinámica acotada o bounded dynamic programming (BDP) 
La estructura es la misma que en el procedimiento anterior. En este método, se conoce 
una cota inferior o superior de los elementos que deben integrarse para pasar de un 
estado a otro. Se compara el mejor valor esperado a partir del estado considerado con el 
de una solución heurística, cancelando los estados que no ofrecen garantías de mejora. 
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4.2.2. Procedimientos heurísticos 
Por lo que hace referencia a los procedimientos heurísticos, éstos se dividen en: 
• Directos: construyen una solución de forma progresiva por pasos. En 
problemas del Taller Mecánico de flujo regular destacan los 
procedimientos de Palmer, Trapecios, Teixidó y Gupta. 
• Exploración de entornos: a partir de la solución en curso se genera su 
entorno formado por soluciones vecinas y se elige entre ellas una nueva 
solución en curso guardándose a lo largo del proceso la mejor solución 
posible hallada.  
Los  diferentes procedimientos de exploración de entornos difieren en la definición del 
entorno, la elección de la solución inicial, la elección de la nueva solución en curso y la 
detención del proceso. Los procedimientos más utilizados en este sentido son los 
siguientes: 
1. Optimización local (ANED y AED) 
En el algoritmo exhaustivo de descenso (AED), a partir de la solución en curso, se 
generan y evalúan todos sus vecinos y si alguno es mejor que la solución en curso, se 
toma como nueva solución; en caso contrario, el procedimiento se da por terminado. 
El algoritmo no exhaustivo de descenso (ANED) se diferencia solamente en que se 
evalúan en cierto orden los vecinos.  
2. GRASP (Greedy Randomized Adaptive Search Procedure) 
Se construye una solución factible generalmente mediante una heurística greedy. En 
cada paso, se establece una lista de candidatos, pero en lugar de elegir el que aporta 
más, se elige al azar uno de los candidatos de una lista restringida. Si la solución 
obtenida es mejor que la guardada como tal, se efectúa la sustitución.  
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3. Recocido simulado (SA) 
El nombre procede de la analogía entre el procedimiento y el tratamiento térmico que se 
aplica a diversos materiales. 
Dada una solución curso, se obtiene una vecina de la misma. Si es mejor (o igual), la 
sustituye como tal; si es peor, puede pasar a ser la solución en curso con una 
probabilidad que depende de la diferencia entre el valor de la solución en curso y el de la 
vecina y que decrece monótonamente a lo largo de la ejecución del algoritmo. 
4. Búsqueda tabú (TS) 
Existe una lista de propiedades de las soluciones. Si alguna característica de una 
solución coincide con algunas de las propiedades de la lista es una solución tabú.  
Se generan todos los vecinos de la solución en curso, se clasifican (en no tabú y tabú) y 
se evalúan. Si el valor del mejor vecino es mejor que el de la mejor solución hallada, 
sustituye a ésta y a la solución en curso y se vacía la lista tabú. En caso contrario, la 
mejor solución no tabú pasa a ser la solución en curso y se introduce una característica 
de la antigua solución en curso en la lista tabú. 
5. Algoritmos genéticos 
Este procedimiento se basa en las ideas de la selección natural, y es el método 
seleccionado para la resolución del problema. 
Como ya se explicará con mucho más detalle en el posterior capítulo, en lugar de una 
solución en curso se arrastran varias (población). Se selecciona los padres, se cruzan y/o 
mutan y se obtienen los hijos regenerando la población inicial. 
6. Ant Colony Optimization (ACO) 
El comportamiento colectivo de una colonia de hormigas ha servido para inspirar esta 
novedosa técnica. El método consiste en simular la comunicación directa que utilizan las 
hormigas, insectos casi ciegos, para establecer el camino más corto desde su nido hasta 
la fuente de alimento y regresar.  
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5. Algoritmos Genéticos  
5.1. Introducción 
Los Algoritmos Genéticos fueron introducidos por John Holland, investigador en la 
Universidad de Michigan, en 1970, inspirándose en el proceso observado en la evolución 
natural de los seres vivos. En un principio denominó a esta técnica como “planes 
reproductivos”, pero se hizo popular bajo el nombre de "algoritmos genéticos" tras la 
publicación de su libro (Holland, 1975). 
El concepto de evolución nació en el siglo XIX a partir de los trabajos de Lamarck y, 
sobretodo, Darwin. Sus estudios postularon que los organismos existentes son el 
resultado de un proceso desarrollado a lo largo del tiempo y eliminaron la antigua 
creencia de que las especies existían y mantenían su aspecto inmutable a través del 
tiempo. 
La Teoría de la Evolución afirma que la evolución opera en los cromosomas y no en las 
individuos. Mediante la selección natural, los cromosomas con variaciones más 
ventajosas se reproducen más a menudo que los demás. Este proceso premia las formas 
más adaptadas al entorno natural en decremento de las menos adaptadas (supervivencia 
o predominancia de los más preparados). La evolución tiene lugar en el proceso de 
reproducción con la combinación (y posible mutación) de los cromosomas de los 
progenitores. 
Holland estableció una analogía entre el conjunto de soluciones de un problema y el 
conjunto de individuos de una población natural. En palabras del propio Holland (1975): 
“Se pueden encontrar soluciones aproximadas a problemas de gran complejidad 
computacional mediante un proceso de ‘evolución simulada’” 
La correspondencia del proceso citado con la secuencia seguida por los Algoritmos 
Genéticos es la siguiente: 
La información de un problema se codifica en una serie de cadenas o arrays 
(cromosomas) que forman una población. Por medio del intercambio de información entre 
ellas (cruce) y/o la variación aleatoria de esta información (mutación), se evalúa la 
solución definida por las cadenas, relacionada con el problema en cuestión, midiendo de 
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esta forma su adaptabilidad al entorno (evaluación de la función objetivo o fitness). Los 
individuos se eligen en función de su mejor adaptación (selección). Se genera una nueva 
población a partir de estos cromosomas de élite, sobre la que se vuelve a aplicar este 
proceso iterativo una y otra vez. De este modo, la calidad media de los individuos 
aumenta progresivamente. 
La Figura 5.1 muestra el funcionamiento de un Algoritmo Genético: 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
  
 
 
Actualmente, los Algoritmos Genéticos se presentan como uno de los más prometedores 
en el camino hacia la inteligencia artificial y han demostrado su validez en múltiples áreas 
de aplicación. Son más utilizados que el resto de métodos heurísticos, probablemente 
debido al poder seductor del neo-Darwinismo y porque poseen un gran interés por la 
evidente analogía que convierte al programador en un creador de "vida" (Herrán, 1998). 
 
POBLACIÓN 
INICIAL 
FUNCIÓN 
OBJETIVO 
NUEVA 
POBLACIÓN 
SELECCIÓN 
CRUCE 
MUTACIÓN 
REGENERACIÓN 
 
Figura 5.1. Esquema del funcionamiento de un Algoritmo Genético. 
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5.2. Elementos de un Algoritmo Genético 
Para llevar a la práctica el esquema anteriormente comentado y concretarlo en un 
algoritmo, hay que especificar los siguientes elementos: 
• Una representación cromosómica a modo de código. 
• Una población inicial. 
• Una medida de evaluación. 
• Un criterio de selección de cromosomas. 
• Una o varias operaciones de recombinación o cruce. 
• Una o varias operaciones de mutación. 
• Una o varias regeneraciones de la población. 
• Una condición de fin del algoritmo 
 
5.2.1. Codificación 
Decidir el código es la primera decisión que se debe tomar en el momento de 
implementar el algoritmo. El principal objetivo de la codificación reside en que los 
elementos característicos del problema se puedan representar de tal forma que resulte 
sencilla su implementación y comprensión. 
La codificación más común es a través de cadenas binarias, aunque también se pueden 
utilizar números reales o incluso letras, vectores, árboles o grafos. El primero de estos 
esquemas es el que goza de más popularidad dado que es el que propuso originalmente 
Holland (1975), resulta fácil de implementar y su convergencia está probada. Sin 
embargo, en muchos problemas puede resultar poco natural, ineficiente o imposible el 
utilizarlas. La elección de uno u otro método radica en la complejidad del problema. 
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5.2.2. Población inicial 
Para constituir la población inicial, que será la población base de las sucesivas 
generaciones, existen varios métodos. Suele ser concebida aleatoriamente, aunque 
últimamente se están utilizando métodos heurísticos para generar soluciones iniciales de 
buena calidad. En este caso, es importante garantizar la diversidad estructural de estas 
soluciones para tener una “representación”  de la mayor parte de la población y evitar así 
una convergencia prematura (Martí, 2000). 
Una cuestión importante es la relacionada con el tamaño idóneo de la población. Es 
intuitivo que las poblaciones pequeñas corren el riesgo de no cubrir adecuadamente el 
espacio de búsqueda, mientras que el trabajar con poblaciones de gran tamaño puede 
acarrear problemas relacionados con el excesivo coste computacional. 
Goldberg(1989) demostró que el tamaño óptimo de la población, con codificación binaria, 
crece exponencialmente con la longitud del cromosoma. Estudios posteriores, como los 
de Alander (1992) o Schaffer, coinciden en afirmar que una población inicial no superior a 
30 individuos garantiza, en general, dar con una solución factible al problema, aunque 
cabe decir que los problemas que les sirvieron de base para realizar dicha aseveración 
eran de complejidad media . En cambio, lo que sí parece seguro es que el tamaño de la 
población inicial debe estar relacionado con la longitud de los cromosomas y la 
complejidad del problema. 
   
5.2.3. Medida de evaluación o fitness 
El fitness o medida de evaluación asigna a cada cromosoma un número real, que refleja 
el nivel de adaptación al problema del individuo representado por el cromosoma. Dicho 
valor también recibe el nombre de función de aptitud, función adaptación o directamente 
función objetivo. 
Es la base para determinar qué soluciones tienen mayor o menor probabilidad de 
sobrevivir. 
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Esta función no debe crear diferencias muy grandes entre individuos y, por lo tanto, 
provocar una convergencia prematura, ni diferencias muy pequeñas que puedan producir 
un estancamiento en el proceso de búsqueda de la solución.  
La regla general para construir un buen fitness es que éste debe reflejar el valor del 
individuo de manera “real”, pero en muchos problemas de optimización combinatoria, 
donde existen gran cantidad de restricciones, buena parte de los puntos del espacio de 
búsqueda representan individuos no válidos. 
Para estas situaciones, existen diversas soluciones tales como no considerar aquellos 
individuos que no verifican las restricciones y seguir iterando hasta obtener individuos 
válidos, asignar a dichos individuos un fitness igual a cero o reconstruir aquellos 
individuos que no verifican las restricciones por medio de un nuevo operador que se 
acostumbra a denominar reparador. Pero el enfoque más generalizado está basado en la 
penalización de la función objetivo. La idea general consiste en dividir el fitness del 
individuo por una cantidad (la penalización) que guarda bien relación con las restricciones 
que dicho individuo viola, o bien con el coste asociado a la conversión de dicho individuo 
en otro que sí cumpla las restricciones.  
 
5.2.4. Selección 
La selección es el proceso por el cual se eligen una o varias parejas de individuos de la 
población inicial para que desempeñen el papel de progenitores, cruzándose 
posteriormente y obteniendo descendencia.  
Se pueden seleccionar sólo dos individuos para que se regeneren de entre todos los 
individuos que constituyen la población, o se puede optar por emparejar a un mayor 
número de los individuos que forman la población. La primera es la que se adecua más al 
modelo biológico, pero la segunda es la que obtiene mejores resultados en un tiempo 
menor. 
Los cuatro métodos más típicos de selección de parejas (Davis, 1991) son : 
1. Fit-Fit : los más competitivos se cruzan con los que lo son menos, y los 
peores con los peores. En una lista ordenada de forma decreciente según el 
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fitness de los individuos, el primero se emparejaría con el segundo, el tercero 
con el cuarto y así sucesivamente. 
2. Fit-weak : aquellos individuos con mejor fitness  se cruzan con los que 
lo tienen peor. El mejor evaluado se cruza con el peor evaluado, el segundo con 
mejor fitness con el segundo peor, y así sucesivamente. 
3. Random : el emparejamiento de padres se hace totalmente al azar, de 
manera que las probabilidades que tienen los individuos para cruzarse entre sí 
son equiprobables. 
4.  Roulette : la probabilidad de cada individuo para ser seleccionado 
para cruzarse es ponderada según el valor del fitness que posea. Recibe el 
nombre de “Ruleta” por la analogía que existe entra este método y una “ruleta 
de la suerte” donde aquellos individuos con mejor medida de evaluación son los 
que ocupan mayor superficie en la ruleta y, tienen por tanto mayor posibilidad de 
ser seleccionados. 
              ∑ 
=
i
i
isel
fitness
1
fitness
1
P                    (Ec. 5.1) 
 
5.2.5 Cruce 
El operador cruce permite el intercambio de información entre individuos de una 
población, recombinando los cromosomas, dando lugar a nuevos individuos. El cruce se 
aplica de acuerdo con la probabilidad de cruce pc (se cruzan si el número generado de 
forma aleatoria es menor o igual a pc, y no lo hacen en caso contrario) y en un punto, o 
puntos, escogidos aleatoriamente. 
El objetivo fundamental de este operador es aprovechar las mejores cualidades de todos 
los individuos. Así, si un individuo tiene un subgrupo de genes que lo vuelven más 
competitivo y se cruza con otro individuo que posee otro conjunto de genes igualmente 
ventajosos, la adición de ambos grupos de genes en un descendiente de ambos podrá 
producir un individuo con mayor nivel de fitness (Yolis, 2003). 
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Si el nuevo cromosoma creado es más competitivo, tendrá mas posibilidades de 
sobrevivir a la siguiente vez que se le aplique el operador fitness. En caso contrario, 
tendrás menos posibilidades de sobrevivir a la competencia. 
Los modelos más usuales de cruzamiento son los siguientes: 
1. De un punto de cruce (o básico): Se elige aleatoriamente un punto 
de ruptura en los padres y se intercambian sus genes. 
2. De dos puntos de cruce: Se eligen dos puntos de ruptura al azar para 
intercambiar. 
3. Uniforme: En cada gen se elige al azar un padre para que contribuya 
con su gen al del hijo, mientras que el segundo hijo recibe el gen del otro padre.  
4. Cruces para permutación (PMX, SEX, CX...): Son operadores más 
sofisticados fruto de mezclar y aleatorizar los anteriores. 
Según la codificación de los individuos, es más aconsejable el posible uso de uno u otro 
tipo. 
 
5.2.6. Mutación 
El operador mutación se aplica tras el cruce con el objetivo de incrementar la diversidad 
poblacional. Se define como una variación elemental de las informaciones contenidas en 
el código genético (habitualmente, un cambio de un gen a otro). La mutación se aplica de 
acuerdo con la probabilidad de mutación pm (cuyo uso es análogo al de la pc). En general, 
se recomiendan bajos porcentajes de mutación (pm), ya que tasas elevadas podrían 
aproximar la evolución a una búsqueda aleatoria intensamente explorativa. Cabe la 
posibilidad de aplicar este operador varias veces a la vez en el mismo individuo. 
Este operador permite, por una parte, aumentar la exploración en el espacio de búsqueda 
hacia nuevos entornos ya que produce un incremento de la diversidad poblacional, y, por 
otra parte, evita la aparición de algoritmos bloqueados o de poblaciones degeneradas 
(poblaciones iguales o semejantes). 
Los modelos más usuales de mutación son los siguientes: 
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1. Mutación blanda: Consiste en intercambiar, al azar, dos genes 
consecutivos en la secuencia. 
2. Mutación intercambio: Consiste en intercambiar, al azar, dos genes 
no consecutivos en la secuencia. 
3. Mutación inversión: Se escogen al azar dos puntos de la secuencia. 
Los genes comprendidos entre los dos puntos invierten su orden. 
 
5.2.7. Regeneración y condición de fin 
Después de los cruces y mutaciones, se debe regenerar la población. La forma más 
usual de regeneración de la población es que los individuos concebidos pasen a formar 
parte de la población substituyendo, bien a los individuos menos competitivos de la 
población, o bien a los padres que les engendraron. También se puede escoger 
directamente a los individuos más competitivos sin tener en cuenta su descendencia, o 
seleccionar, según un parámetro establecido, una parte de la población inicial y otra parte 
de la población filial.   
Esta población servirá de población inicial para la siguiente generación volviéndose a 
repetir el proceso que forman selección, cruce, mutación y regeneración, siempre con el 
objetivo de encontrar individuos más aptos a cada paso.  
El número de iteraciones o regeneraciones dependerá fundamentalmente de la 
complejidad del problema. A mayor número de regeneraciones, mayor será la 
probabilidad de encontrar una solución factible o cercana al óptimo al final del proceso, 
pero hay que tener en cuenta que, si este número es muy grande, el coste computacional 
puede ser muy elevado. Por ello, en ocasiones el número de regeneraciones depende 
directamente del tiempo de ejecución del problema. Otra posibilidad consiste en parar el 
algoritmo cuando se llega al óptimo (siempre que éste sea conocido), o bien cuando se 
considera que una solución en curso es satisfactoria (respecto al óptimo conocido).    
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5.2.8. Otros operadores genéticos 
Con el tiempo, se han incorporado otros operadores que no forman parte del Algoritmo 
Genético básico, pero que su utilización aporta mejores prestaciones a lo largo del 
algoritmo.   
 Elitismo: Trata de evitar que en el transcurso del algoritmo, individuos 
con excelentes cualidades puedan no generar descendencia o ser ésta 
reducida, perdiendo de este modo su valiosa información genética. Mediante 
este operador, el mejor o mejores individuos de una población se integran 
directamente en la población filial. El elitismo permite a su vez el empleo de 
probabilidades de cruce más altas. 
 Reinicialización: Este operador permite ejecutar de nuevo el 
algoritmo, tras la convergencia del algoritmo utilizado, tomando como punto de 
partida una población aleatoria nueva a la que se inserta el individuo de mejor 
fitness de la evolución finalizada. Este operador es útil si se pretende que la 
solución sea muy cercana al óptimo y se dispone del tiempo suficiente.  
 Repoblación: Se emplea cuando el algoritmo se estanca, con el fin de 
aumentar la diversidad. Consiste básicamente en preservar los individuos más 
adaptados, generando a partir de ellos una nueva población que elimina la 
anterior aplicando mutación. Una buena práctica consiste en generar una parte 
de la población de este modo, y el resto de modo aleatorio. Otra buena 
posibilidad, cuando se trabaja con estrategias elitistas, consiste en aplicar este 
operador cada cierto número de generaciones , independientemente de que el 
algoritmo se estanque o no, para acelerar la convergencia al óptimo global.  
 Clonación: Consiste en la duplicación de la estructura genética de un 
cromosoma para la generación siguiente con el fin de que este ejemplar 
sobreviva intacto para competir en la nueva generación. Esta técnica es 
especialmente útil para aquellos algoritmos en los que un excelente 
descendiente puede “eliminar” a uno no tan excelente, pero sí buen padre, que 
puede resultar muy útil para posteriores emparejamientos. 
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5.3. Problemas de los Algoritmos Genéticos 
Los Algoritmos Genéticos pueden presentar una serie de problemas que hay que tener 
muy en cuenta, tanto en el momento de llevar a cabo la programación del algoritmo como 
en la interpretación de los resultados finales. A continuación se comentan tres de estos 
problemas. 
 
5.3.1. Convergencia prematura 
Este es el problema más común, radica en encontrar un máximo o mínimo relativo en el 
espacio de soluciones y concentrar toda la búsqueda en ese entorno, descuidando la 
búsqueda en el resto del espacio de soluciones, donde se pueden obtener resultados 
mejores. 
Las posibles soluciones son varias y todas ellas están relacionadas con la variación de 
ciertos operadores: incremento de la tasa de mutación, aumento del tamaño de población 
o disminución del grado de selección. Todas estas medidas tienen como objetivo procurar 
que el espacio de exploración del espacio de soluciones sea lo más extenso posible. 
 
5.3.2. Terminación lenta 
El uso de los Algoritmos Genéticos no garantiza siempre encontrar una solución factible 
en un tiempo plausible. Por ello, muchas veces se debe encontrar un compromiso entre 
el grado de factibilidad de la solución y el coste computacional empleado para encontrar 
dicha solución. Este compromiso depende de los operadores de tamaño de la población y 
número de regeneraciones.  
 
5.3.3. Inhabilidad para enfrentar soluciones no factibles 
Para problemas con restricciones, es usual encontrarse con que las soluciones no 
respetan dichas restricciones. La opción más usada es la de introducir un coeficiente de 
penalización en la función objetivo en caso de no cumplir con alguna de las restricciones 
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que impone el problema. Hay que tener en cuenta que una penalización proporcional al 
grado de factibilidad degrada la función objetivo y que si la penalización es demasiado 
grande, existe la posibilidad de que muchos individuos no puedan llegar a ser nunca 
seleccionados, pudiéndose perder una valiosa información. 
 
5.4. Algoritmos Genéticos Paralelos: modelos de Islas 
Este tipo de Algoritmos Genéticos consiste en dividir la población en varias 
subpoblaciones, en cada una de las cuales se lleva a cabo un Algoritmo Genético. Cada 
subpoblación es una “isla”. Cada cierto número de regeneraciones, se efectúa un 
intercambio de información genética de una “isla” a otra, en un proceso que recibe el 
nombre de “migración”. La introducción de la “migración” hace que este modelo de 
algoritmo sea capaz de explotar las diferencias entre las diversas subpoblaciones, 
obteniéndose de esta manera una amplia diversidad genética.  De la tasa de migración 
puede depender la convergencia prematura de la búsqueda. 
En función de la comunicación entre las subpoblaciones, se pueden distinguir diferentes 
modelos de islas: 
1. Comunicación en estrella: La subpoblación con mejor medida de 
evaluación es seleccionada como “maestra”, siendo el resto considerada como 
“esclavas”. Las subpoblaciones esclavas mandan sus h1 (h1 > 1) mejores 
individuos a la subpoblación maestra, la cual a su vez manda sus h2 (h2 > 1) 
mejores individuos a cada una de las subpoblaciones esclavas (Figura 5.2). 
 
 
 
 
 
 
Programación de la secuencia de fabricación mediante AG                                  Pág. 33  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
2. Comunicación en red: No se crea una jerarquía entre las “islas”, 
intercambiándose sus mejores individuos h3 (h3 > 0) entre ellas (Figura 5.3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3. Comunicación en anillo: Cada subpoblación envía sus mejores 
individuos h4 (h4 > 1) a la población vecina, efectuándose la migración en un 
solo sentido de flujo (Figura 5.4). 
 
 
Subpobl.3 
Subpobl.1 
Subpobl.4
Subpobl.2
Subpobl. 
Esclava 
 
Figura 5.2. Modelos de Islas. Comunicación en Estrella. 
 
Figura 5.3. Modelos de Islas. Comunicación en Red. 
Subpobl. 
Esclava 
Subpobl. 
Esclava 
Subpobl. 
Esclava 
Subpobl. 
Esclava
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Subpobl.3
Subpobl.1
Subpobl.4
Subpobl.2
 
Figura 5.4. Modelos de Islas. Comunicación en Anillo.
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Figura 6.1. Pseudocodificación del Algoritmo Genético 
6. Aplicación de los Algoritmos Genéticos al 
problema 
6.1. Introducción 
Una vez que ya han sido expuestos el problema a resolver y el método que se va a 
emplear para llegar a una solución, es el momento de concretar cómo se van a aplicar los 
Algoritmos Genéticos al problema en cuestión. Para ello, es necesario tomar una serie de 
decisiones que atañen a cada uno de los pasos del algoritmo, desde la codificación a la 
finalización del mismo. 
El Algoritmo que se lleva a cabo sigue un esquema como el de la figura 6.1:  
  
Inicio Algoritmo 
Generación población inicial (de tamaño i)  
  Evaluación fitness    
  Mientras no final (número de regeneraciones) 
   Mientras no final (número de cruces i/2) 
    Selección pareja según probabilidades 
    Cruzamiento (según probabilidad de cruce) 
    Mutación (según probabilidad de mutación) 
    Evaluación fitness hijos  
    Selección individuos y regeneración nueva población 
   Fin mientras 
  Fin mientras 
 Fin Algoritmo 
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6.2. Codificación 
Cada lote de los respectivos pedidos a realizar se verá simbolizado mediante un gen. 
Cada gen deberá contener la siguiente información: 
• El pedido al cual pertenece 
• El tipo de piezas al cual concierne 
Dicha información se verá contenida en cinco dígitos. Los dos primeros harán referencia 
al pedido y los dos últimos al tipo de piezas. En el caso de que alguno de los números 
sea inferior a diez, éste se codificará con un cero anterior al número para evitar así 
posibles confusiones. El tercer dígito será un punto, con el fin de facilitar la comprensión 
de la información que el gen contiene. 
 
 
Número de pedido 1 
Fecha de vencimiento 400 
Número de piezas 3 
 
Tipo de piezas Cantidad 
3 500 
5 300 
12 600 
 
           
Por ejemplo, en la pedido de la Figura 6.2., la parte del cromosoma que codificará este 
pedido se leerá de la siguiente manera: 
 
 
01.03 ....... 01.12 01.05
Tabla 6.1. Ejemplo de pedido 
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Conforme a las especificaciones del problema, cada ejemplar puede concentrar hasta un 
máximo de 10 pedidos y un mínimo de 5, y cada pedido puede aglutinar hasta un máximo 
de 7 piezas y un mínimo de una sola pieza. Así pues, cada cromosoma tendrá una 
longitud mínima de 5 genes (5 pedidos * 1 pieza) y una máxima de 70 (10 pedidos * 7 
piezas). 
 
6.3. Población inicial 
En lo referente a la población inicial, hay dos decisiones que tomar: su tamaño y su 
composición. 
En lo que hace referencia al tamaño, es necesario que éste garantice que la solución 
alcanzada al final del algoritmo sea factible en un tiempo viable. El tamaño de la 
población debe depender de la complejidad del problema, y por tanto, de la longitud del 
cromosoma. Una manera de satisfacer estas necesidades es que la decisión dependa de 
parámetros del problema como n (número de piezas), ncom (número de pedidos) o el 
número de lotes que conforman todos los pedidos del ejemplar. Con este propósito, se ha 
optado por seleccionar como tamaño de la población inicial, bien el triple del número de 
piezas n, bien la suma de los lotes de todos los pedidos del ejemplar o bien un tamaño a 
elegir por el usuario.  
La primera opción se ajusta a las características de la colección, mientras que la segunda 
se ajusta a las características variables de cada ejemplar. La tercera, se deja a elección 
el usuario dependiendo de sus necesidades, por ejemplo, el tiempo que tenga disponible 
o la precisión que requiera la solución. 
Con el fin de hacer una exploración completa del espacio de búsqueda, la composición 
de la población inicial debe ser heterogénea. Una composición enteramente aleatoria 
supondría, debido a la longitud de los cromosomas, empezar con individuos con 
funciones de aptitud muy alejadas de la solución del problema, que no conducen a la 
obtención de una solución factible al final del algoritmo.  
Con los objetivos de garantizar la heterogeneidad de la población y empezar con 
individuos con un fitness aceptable, que lleven al algoritmo a la obtención de una solución 
factible, se ha optado por dividir la población en tres partes iguales donde en cada una de 
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ellas la composición varía. En la Figura 6.2 se puede observar un esquema de la 
confección de la población inicial. 
• Por un lado, una tercio de la población se forma de modo que todas los lotes de 
un mismo pedido estén agrupados; el orden en el cual se disponen los pedidos es 
elegido de forma aleatoria.    
• Por otra parte, un segundo tercio de la población se confecciona de la siguiente 
forma: los lotes que componen cada pedido se ordenan en orden ascendente de 
fecha de vencimiento y se divide el cromosoma equitativamente en cuatro partes. 
A continuación, en cada una de estas subdivisiones, se colocan de manera 
aleatoria los genes que la integran.  
• La tercera parte es más elaborada: se calculan las fechas acumuladas de 
finalización de los pedidos si éstos se ejecutaran en orden creciente de fecha de 
vencimiento y sin tener en cuenta los tiempos de preparación de las piezas. A 
continuación, se comparan las fechas calculadas con las fechas de vencimiento 
para cada pedido. En el punto en el que uno de los plazos calculados supera a 
una fecha de vencimiento, se marca el límite. Por debajo de este límite, las piezas 
se agrupan según el tipo de piezas en orden aleatorio y, a partir del límite se 
agrupan conforme al pedido al que pertenecen.  
En el ejemplar de la tabla 6.2, con las fechas de vencimiento y las acumuladas ya 
calculadas, por debajo del quinto pedido (marcado en rojo) a partir del cual la 
fecha acumulada supera a la fecha de vencimiento, las piezas se agrupan acorde 
al tipo de piezas y a partir de ahí, según el pedido al que pertenecen. 
En la Figura 6.2., se puede observar un esquema de la composición de la población 
inicial. 
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Fechas de 
vencimiento 
Fechas 
acumuladas 
393 217 
583 462 
863 736 
935 921 
991 1170 
1080 1351 
1084 1567 
 
 
 
 
 
 
 
 
  
   
 
 
 
 
 
Cromosoma 
codificado 
Según las pedidos 
Dividiendo el cromosoma en 4 partes y distribuyendo al azar en cada una
Según el tipo de piezas y los pedidos, dependiendo de las fechas.  
Composición 
población inicial 
Población inicial
Tabla 6.2. Ejemplar con fechas de vencimiento y acumuladas 
Figura 6.2. Esquema de la composición de la población inicial 
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Como se puede observar, los tres procedimientos acarrean un ingrediente de 
aleatoriedad para no perder el componente de azar que la composición de la población 
inicial debe tener. 
 
6.4. Fitness 
El objetivo esencial del problema es minimizar los retrasos en las entregas de los 
pedidos. Por tanto, la función objetivo o fitness que evalúa a cada uno de los individuos 
debe reflejar el valor de Tmed, retraso medio de los pedidos. En caso de empate entre dos 
individuos, se establece como criterio de desempate el tiempo máximo de permanencia 
en el taller de una de las piezas, Fmax. El retraso medio de los pedidos toma el valor de 
cero, en caso de que no se produzcan retrasos, o el valor entero que le corresponda, en 
caso de que sí se produzcan. El valor de Fmax se toma de tal forma que siempre esté 
comprendido entre cero y uno, para que sólo sirva de factor de desempate en caso de 
igualdad y nunca condicione el nivel de fitness entre individuos con diferente Tmed.  
La medida de evaluación para cada individuo quedará de la siguiente manera: 
 
     
donde ncom es el número total de pedidos del ejemplar y com es el número de cada 
pedido del ejemplar. 
 
6.5. Selección 
Una vez generada la población inicial, el proceso de selección de las parejas que se 
cruzarán para obtener descendencia, se lleva a cabo de la siguiente manera. A todos los 
elementos que configuran la población inicial, se les otorga una probabilidad en función 
de su nivel de adaptación o fitness, según la siguiente función matemática: 
 
[ ]1,0FT
ncom
1Fitness imax
ncom
1
com +∗= ∑                     (Ec 6.1) 
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donde (Psel)i es la probabilidad de cada individuo de ser seleccionado para obtener 
descendencia, fitnessi es la medida de evaluación de cada uno de ellos y tampob es el 
tamaño de la población. 
Como se puede observar en la ecuación 6.2, la probabilidad ponderada está multiplicada 
por un coeficiente de 0,8; el 0,2 restante se divide a proporciones iguales entre la cuarta 
parte de la población con mejor fitness. Esta corrección tiene como propósito dar mayor 
probabilidad de selección a aquellos individuos más competitivos, ya que si no se 
efectuase la corrección, la ecuación proporcionaría probabilidades con variaciones muy 
pequeñas entre los individuos.  
A continuación, se establecen las diferentes parejas destinadas a generar nuevos 
individuos, atendiendo a las probabilidades asignadas. Se constituyen tantas parejas 
como la mitad entera del tamaño de la población inicial. 


= 2
tamINTnp pob                                   (Ec. 6.3.) 
donde np es el número de parejas y tampob es el tamaño de la población. 
Este proceso genera la posibilidad de que un individuo sea cruzado en más de una 
ocasión con individuos diferentes. Se crea de esta forma el concepto de “poligamia” 
dentro del Algoritmo Genético. El objetivo fundamental que busca este nuevo operador es 
aprovechar las aptitudes de los individuos con mayor fitness mediante el cruzamiento 
entre ellos mismos o con otros individuos. 
    
si el individuo i  no se encuentra 
entre la cuarta parte de la 
población con mejor fitness 
si el individuo i  no se 
encuentra entre la cuarta 
parte de la población 
con mejor fitness 
(Ec 6.2)
Pág. 42      Memoria 
 
6.6. Cruce 
A continuación, se lleva a cabo el emparejamiento propiamente dicho. Existe una 
probabilidad de cruce que no puede ser menor del 80%. Cada pareja de progenitores 
cruzada concibe una pareja de hijos.  
Las diferentes modalidades de cruce que se realizan son: 1 punto de cruce, PMX y OX 
(estos dos últimos con dos puntos de cruce). Los puntos de cruce se repiten en el primer 
y segundo hijo, y son elegidos al azar sin que en alguna de las posiciones del cromosoma 
sea más probable que se produzca el cruce.  
Los tres tipos de cruce se pueden simultanear a lo largo del algoritmo, es decir, cabe la 
posibilidad de aplicar uno, dos o los tres tipos de cruce en el desarrollo del algoritmo. 
Esta opción se lleva a cabo para aprovechar la conjunción de las cualidades de varios 
tipos de cruces a lo largo del desarrollo del algoritmo.  
A continuación, se detalla el funcionamiento de estos operadores de cruzamiento. 
Con el fin de facilitar la comprensión, los ejemplos se ejecutan con números enteros y no 
con la codificación con la que se trabaja en el algoritmo. 
 
1. 1 punto de cruce 
Se escoge al azar un punto de cruce. Se copian los genes de un padre en uno de 
los hijos hasta el punto de cruce. El resto de genes no copiados se completan en el 
mismo orden en el que están colocados en el otro padre. 
Si se tienen, por ejemplo, los dos siguientes padres, y el punto de cruce resulta ser 
el que separa el gen situado en quinto lugar con el situado en el sexto lugar: 
 
 
  
 
4 2 5 1 6 9 37 
42 71 8 96 3 5 
8 
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Para obtener el primer hijo, se copia los cinco primeros genes del primer padre (4, 
7, 2, 5 y 8); para completar el resto de genes que no han sido copiados (1, 6, 9 y 3) 
es necesario fijarse en el orden como están colocados en el segundo padre (3, 1, 6 
y 9, por este orden).  
De esta manera, se obtiene para el primer hijo: 
 
 
Y, análogamente, para el segundo hijo: 
 
 
2. Cruce OX 
En este caso, se procede igual que en el anterior con la salvedad que existen dos 
puntos de cruce.  
Se generan al azar los dos puntos de cruce. Los genes de un padre situados entre 
el primer y el segundo punto de cruce se copian en el hijo. El resto de genes no 
copiados se completan en el mismo orden en que estén colocados en el otro padre. 
Siguiendo con el mismo caso, y si los puntos de cruce son el punto que separa el 
tercer del cuarto gen, y el punto que separa el séptimo del octavo gen, 
respectivamente. 
 
 
 
 
Para obtener el primer hijo, se copian los genes del primer hijo situados entre el 
cuarto y el séptimo gen ambos inclusive (5, 8, 1 y 6); para completar el resto de 
97 21 8 463 5 
4 2 5 8 1 9 37 
471 8 963 5
6
2
4 2 5 3 1 6 97 8
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genes que no han sido copiados (4, 7, 2, 9 y 3) se toman en el orden en el que 
estén colocados en el segundo padre (3, 9, 2, 7 y 4, por este orden).  
De esta manera, se obtiene para el primer hijo: 
 
 
Y, análogamente, para el segundo hijo:  
 
 
3. Cruce PMX 
Se generan al azar dos puntos de cruce. Se copian en un hijo los genes de un 
padre situados entre el primer y el segundo punto de cruce. Hasta aquí, es igual que 
en el caso anterior. Para completar el resto de genes, se siguen dos pasos: 
a. Los genes que no han sido copiados y que en el otro padre no están 
situados entre el primer y segundo punto de cruce, se copian en el 
mismo lugar donde se encuentran en este otro padre 
b.  El resto de genes no copiados se completan en el mismo orden el cual 
los tiene el otro padre. 
Siguiendo con el mismo ejemplo, y si los puntos de cruce son el punto que separa el 
tercer del cuarto gen, y el séptimo del octavo gen, respectivamente: 
 
 
 
 
3 2 7 49 5 8 1 6
315 28 96 7 4 
4 2 5 8 1 9 37 
471 8 96 3 5 
6
2
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Para obtener el primer hijo, se copian los genes del primer hijo situados entre el 
cuarto y el séptimo gen ambos inclusive (5, 8, 1 y 6); a continuación, se seleccionan 
el resto de genes que no han sido copiados (4, 7, 2, 9 y 3) se encuentran en el 
segundo padre en una situación no comprendida entre el cuarto y séptimo gen, 
ambos inclusive. Los genes 3, 7 y 4 cumplen esta condición, por lo que se copian 
estos genes en el primer hijo en el mismo lugar en que se encuentren en el segundo 
padre.  
De esta manera, se obtiene para el primer hijo: 
padre2: 
 
 
 
hijo1: 
          
 
 
                    copiado del primer padre 
El resto de genes no copiados se completan en el mismo orden en el cual están 
colocados en el segundo padre (9 y 2, por este orden). 
 
 
Análogamente para el segundo hijo, el segundo hijo quedaría de la siguiente 
manera: 
 
  
Una vez que se ha llevado a cabo el proceso de cruce, cabe la posibilidad de que alguno 
de los hijos sea genéticamente igual a alguno de los padres. En este caso, se repite el 
proceso de cruzamiento desde el principio. Los motivos por los que padres e hijos 
pueden llegar a ser idénticos son dos: bien porque los puntos de cruce corresponden a 
9 2 5 8 1 6 7 43 
4 5 8 6 9 1 37 2
42 71 8 965 
 5 8 1 6 7 43 
3 
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los primeros elementos o a los últimos de la cadena o bien porque ambos padres tienen 
características muy semejantes. 
Se busca evitar que un padre y su descendencia tengan la misma estructura para que no 
coexistan en la población individuos competitivos iguales que, a medida que avance el 
algoritmo, dominen al resto de la población provocando una concentración no deseada en 
el desarrollo del algoritmo.  
 
6.7. Mutación 
Una vez cruzados los padres y obtenidos los dos hijos, se somete a los hijos a un 
proceso de mutación con el objetivo de originar variaciones elementales en la población. 
Esta cantidad de cambios dependerá de una probabilidad de mutación que no debe ser 
elevada. Para el problema, se ha fijado un límite superior del 40%.  
Se ha optado por aplicar tres tipos de mutación: las clásicas mutaciones, blandas y de 
intercambio, y una tercera más específica del problema, que se apoda como “pareja”. Los 
genes mutados son, como sucede en el operador de cruce, los mismos para los dos hijos 
que se conciben. 
Como sucede en el cruzamiento, los tipos de mutación se pueden simultanear y para 
hacer más comprensibles los ejemplos, éstos se llevan a cabo con números enteros, 
excepto en el caso de la mutación “pareja”, donde la codificación  empleada en el 
algoritmo hace más perceptible su funcionamiento. 
 
1. Mutación blanda 
La mutación blanda consiste en intercambiar un gen, seleccionado al azar, con su 
consecutivo en la secuencia. 
En el siguiente ejemplo, considerando que el gen seleccionado al azar es el cuarto 
de la cadena: 
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2. Mutación intercambio 
Este tipo de mutación consiste en intercambiar dos genes, seleccionados al azar, no 
consecutivos en la secuencia.  
Siguiendo con el mismo ejemplo, y si los genes seleccionados al azar son los que 
se encuentran en el cuarto y séptimo lugar: 
 
 
 
 
3. Mutación “pareja” 
Este tipo de mutación es específico del problema y su objetivo es contribuir a 
conjuntar lotes de un mismo tipo de piezas, disminuyendo así el uso de tiempos de 
preparación para la máquina.  
El gen que va a ser mutado se elige aleatoriamente. Dicho gen se desplaza a lo 
largo de la cadena en sentido “descendente” hasta situarse después de un gen que 
contenga la misma información que él en cuanto al tipo de pieza, es decir cuyos 
cuarto y quinto dígito codificado coincidan. 
En el siguiente ejemplo, codificado según el problema, y el azar indica la mutación 
del gen situado en sexto lugar (02.03): 
97 83 4 652 1 
97 83 5 642 1 
983 652 1
983 652 1 47
4 7
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Este gen se irá desplazando hacia la izquierda hasta que encuentre un gen que, 
como él, contenga información a cerca de la pieza número 3; en este caso, el gen 
está situado en tercer lugar (01.03). Así, el gen 02.03 se situará justo después de 
éste, en el cuarto lugar; los genes situados entre estos dos, correrán un sitio su 
posición, quedando la cadena de la siguiente manera: 
 
 
En el caso de que el gen elegido al azar llegue al principio de la cadena sin que 
haya encontrado un gen de las características mencionadas, se verifica si el estado 
inicial de la máquina coincide con el tipo de pieza que ejecutaría el gen elegido. En 
caso afirmativo, el gen pasa a ser el primero de la cadena corriéndose los demás un 
lugar. Si no es el caso, la cadena permanece tal y como estaba sin que se produzca 
la mutación.   
  
6.8. Regeneración 
De entre los individuos de la población inicial y los nuevos hijos concebidos, se 
selecciona un número de individuos de modo que el tamaño de la población no varíe. 
Tres quintas partes de la población generada se forma con los individuos que posean 
mayor fitness, tanto si estos individuos forman parte de la población inicial como de la 
filial. Entre los individuos restantes, una quinta parte de la población generada se escoge 
de forma aleatoria de entre la población inicial y la quinta parte restante es elegida, 
también aleatoriamente, de entre la población filial.  
En la nueva población generada (de la que saldrán las parejas de padres en la siguiente 
iteración), la mayor parte (3/5) está formada por aquellos elementos con mayor fitness 
para que estos individuos competitivos permanezcan en la siguiente generación y 
conseguir así que el algoritmo evolucione con cada regeneración (elitismo). Una mayor 
parte de estos individuos pertenecen a la población filial; ésta es la razón por la que, para 
03.05 01.03 02.02 01.04 02.03 02.05 04.02 
03.05 01.03 02.03 02.02 01.04 02.05 04.02 
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completar la población generada, se selecciona la misma proporción (1/5) de individuos 
de ambas poblaciones. De esta manera, se garantiza que en la población generada 
predominen los individuos de la población filial y, por consiguiente, evolucione el 
algoritmo. 
No se escoge directamente todos aquellos individuos más competitivos, ya que si se 
optara por este método, por un lado, se podría caer en el peligro de caer en una 
convergencia prematura ante la ausencia de heterogeneidad en la población; y por otro 
lado, es usual encontrar que un individuo que no tiene una buena medida de evaluación, 
resulta importante de mantener en la población porque sí contiene excelentes segmentos 
de información genética que puede resultar valiosa para posteriores cruces.   
 
6.9. Condición de fin 
El final del algoritmo viene marcado por el número de regeneraciones (o iteraciones) que 
se quieran llevar a cabo. 
Si se itera pocas veces, la solución se verá alejada del óptimo y no será factible. Si, por el 
contrario, el número de iteraciones es muy elevado, la solución se aproximará al óptimo, 
aunque el coste computacional será elevado.  
Por tanto, en el momento de fijar el número de regeneraciones, es necesario buscar un 
número que, ni grande ni pequeño, nos aporte una solución factible sin un coste 
computacional excesivo, tal y como sucedía cuando se establecía  el tamaño de la 
población. 
El número de regeneraciones conviene que dependa de la complejidad del problema. Así, 
cuatro veces el número de piezas o el triple de la suma de los lotes de los pedidos de 
cada ejemplar, son variables que pueden ser adoptadas para fijar dicho número y que 
cumplen los objetivos marcados (factibilidad de la solución y no excesivo coste 
computacional). También dependiendo de las necesidades del usuario se le permite que 
seleccione el valor de este operador. 
La Figura 6.2 muestra un esquema general del algoritmo, haciendo especial hincapié en 
el proceso de regeneración. 
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    Población inicial          Población filial    
      
       Cruces y  
       mutaciones 
 
    
 
 
 
 
 
 
         Población generada 
 
  
 
 
      
     Individuos con mejor fitness 
       de entre la población inicial y  
      la filial 
 
 
 
Figura 6.3. Esquema del Algoritmo. 
Enunciado del Problema 
Codificación en un cromosoma 
Composición de la 
población inicial  
Regeneración
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7. Experiencia computacional y Análisis de 
los Resultados 
7.1. Objetivos y estrategia en la determinación de operadores 
Se ha llevado a cabo la programación informática del algoritmo planteado en el capítulo 
anterior. Se ha codificado en lenguaje Basic y ha sido compilado mediante el compilador 
Microsoft Visual Basic versión 6.0.  
Para comprobar la viabilidad y aptitud del algoritmo propuesto se dispone de tres 
colecciones de 100 ejemplares, donde n, número de piezas, toma los valores de 10, 12 y 
15 en cada una de las colecciones. Los ejemplares se caracterizan porque en todos ellos 
aparecen retrasos en la entrega de las pedidos. 
El algoritmo planteado deja una serie de operadores que son variables y deben ser 
ajustados antes de iniciar el algoritmo. Estos operadores son: 
• Tamaño de la población inicial.  
• Número de regeneraciones.  
• Probabilidad de cruce.  
• Probabilidad de mutación. 
• Tipos de cruce a aplicar.  
• Tipos de mutación a aplicar. 
Los dos primeros operadores no tienen límite superior; la probabilidad de cruce está 
comprendida entre el 80 y el 100%; la probabilidad de mutación entre el 0 y el 40% y los 
posibles cruces a utilizar son tres (1 punto de cruce, PMX, OX) al igual que las posibles 
mutaciones a emplear (blanda, pareja, intercambio). Todo ello supone que las 
combinaciones son infinitas, por lo que analizarlas todas resulta imposible.  
Sin embargo, los dos primeros están acotados superiormente por el hecho de que a 
medida que la población y el número de regeneraciones crecen, el coste computacional 
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resulta cada vez más elevado hasta un punto que no resulta viable. Por lo tanto, la 
elección de estos dos operadores supondrá un compromiso entre la aptitud de la solución 
y el coste computacional. El resto de operadores intervienen de diferente manera, ya que 
la elección de éstos no influye en el coste computacional. Por lo tanto, se debe analizar la 
mejor combinación de todos ellos, es decir, aquella que nos proporciona soluciones más 
próximas al óptimo, sin preocuparnos de dicho coste. 
El análisis de los resultados persigue dos objetivos:  
• Analizar la influencia de los diferentes parámetros elegibles en el algoritmo. 
• Determinar cuál o cuáles son las mejores combinaciones de los operadores, es 
decir, aquellas que proporcionan soluciones más competitivas.  
Para ello, se empezará haciendo una primera criba entre las diferentes combinaciones de 
los tipos de cruce y mutación que existen, por medio de un análisis ABC. A continuación 
se estudiará la influencia de las probabilidades de cruce y mutación. Posteriormente, se 
determinará los valores óptimos del tamaño de la población y del número de 
regeneraciones, atendiendo al compromiso entre coste computacional y aptitud de las 
soluciones. Para acabar, se establecerá la mejor combinación de cruces y mutaciones 
entre aquellas combinaciones seleccionadas al principio. 
En la Figura 7.1 se puede observar el desarrollo de las fases que integran el proceso 
desde su inicio hasta su fin. A la derecha de cada una de las fases, se señala la técnica 
que se utiliza y a la izquierda el estado de análisis en el que se encuentran los 
operadores variables. Si éstos se encuentran en color negro, es que no han sido 
analizados todavía; si están en color rojo, es que ya han sido determinados y, si están en 
color azul, es que se ha hecho una primera selección de ellos.     
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Figura 7.1 Estrategia en la determinación de operadores. 
(Análisis ABC)
(Estudio 
combinaciones) 
(Compromiso 
entre coste 
computacional y 
aptitud de las 
soluciones ) 
INICIO 
Tamaño población inicial 
Número regeneraciones 
Probabilidad cruce 
Probabilidad mutación 
Tipos cruce 
Tipos mutación 
FASE 1: Selección 
mejores combinaciones 
Tipos Cruce y Mutación 
Tamaño población inicial 
Número regeneraciones 
Probabilidad cruce 
Probabilidad mutación 
Tipos cruce 
Tipos mutación 
FASE 2: Determinación  
Pc y Pm 
Tamaño población inicial 
Número regeneraciones 
Probabilidad cruce 
Probabilidad mutación 
Tipos cruce 
Tipos mutación 
FASE 3: Determinación 
tamaño población inicial y 
número regeneraciones 
Tamaño población inicial 
Número regeneraciones 
Probabilidad cruce 
Probabilidad mutación 
Tipos cruce 
Tipos mutación 
FASE 4: Determinación 
Tipos Cruce y Mutación 
Tamaño población inicial 
Número regeneraciones 
Probabilidad cruce 
Probabilidad mutación 
Tipos cruce 
Tipos mutación 
FIN 
(Nivel de 
aptitud) 
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7.2. Fase 1: Selección de tipos de cruce y mutación mediante 
un Análisis ABC  
Dado que se consideran tres tipos de cruce (1 punto de cruce, PMX y OX) y tres tipos de 
mutación posibles (blanda, pareja e intercambio) y se puede elegir indistintamente uno, 
dos o los tres tipos para cada operador, existen 49 combinaciones posibles (Figura 7.2). 
Por un lado, 49 combinaciones es un número demasiado elevado como para estudiarlas 
en su totalidad y, por otro lado, existen unas combinaciones que proporcionan soluciones 
mucho mejores que otras. Por ello, no resulta apropiado estar ejecutando las 49 
combinaciones posibles cada vez que se quiera analizar la influencia del resto de 
variables.  
 
           Tipos de cruce         Tipos de mutación 
 
 
 
 
 
 
 
 
 
 
 
 
1 pto 
PMX 
OX 
1 pto, PMX 
1 pto.,OX 
PMX, OX 
Blanda, Pareja, Interc.1 pto, PMX, OX 
Pareja, Interc. 
Blanda, Interc. 
Blanda, Pareja 
Intercambio 
Pareja 
Blanda 
Figura 7.2. Combinaciones de los tipos de mutación y cruce. 
A cada una de las siete posibles combinaciones de tipos de cruce le 
corresponden siete de tipos de mutación. Se señaliza una única 
correspondencia para no recargar la figura con excesivas flechas. 
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Con el objetivo de reducir el número de combinaciones a estudiar, se lleva a cabo un 
análisis ABC (Figura 7.3), en el cual se dividen las 49 combinaciones en tres categorías: 
A, B y C. La categoría A englobará el 15% de las combinaciones y estará constituida por 
aquellas que proporcionan las soluciones más competitivas, que serán las que se 
estudiarán con detenimiento posteriormente. El resto se distribuirán en las categorías B 
(el siguiente 25%) y C (el restante 60%) y no serán estudiadas al no ser representativas. 
Redondeando, el 15% de 49, supone un total de 8 combinaciones a estudiar. 
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Para seleccionar este número de combinaciones, se han analizado todas la 
combinaciones con los valores del resto de parámetros que se indican: 
• Tamaño de la población inicial = 3 * n 
• Número de regeneraciones = 4 * n 
Figura 7.3. Gráfico de un análisis ABC. 
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• Probabilidad de cruce = 90% 
• Probabilidad de mutación = 20% 
 
Se escoge un tamaño de la población y un número de regeneraciones no excesivamente 
grande (sobretodo para valores de n=10), ya que se considera que con estos valores es 
suficiente para distinguir cuáles son las mejores combinaciones. Las probabilidades 
seleccionadas son el término medio de los valores que estos operadores comprenden 
(80-100 y 0-40).  
Para evaluar las diferentes soluciones, se calcula el error medio de las soluciones con la 
siguiente fórmula: 
∑= 1
nejem
i(%)error(%)medio_error              (Ec. 7.1.) 
donde el error de cada solución se halla con la siguiente ecuación: 
100
solución
soluciónsolución
(%)error
mejor
mejorhallada ∗−=            (Ec. 7.2.) 
No se disponen de los óptimos para el conjunto de ejemplares del juego de pruebas, por 
lo que para comprobar los errores, se utilizarán como referencia los mejores resultados 
que se hayan encontrado en esta primera exploración inicial. Aunque no se dispone de 
los óptimos propiamente dichos, esta aproximación nos sirve para comprobar entre sí las 
diferentes combinaciones, que es el objetivo que se pretende.   
Los resultados obtenidos para cada una de las colecciones se encuentran en la Tabla 
7.1. Las 8 mejores combinaciones, que constituyen la categoría A del análisis, son las 
que se encuentran marcadas en rojo. Las soluciones obtenidas hasta el momento con 
estas combinaciones de la categoría A, se encuentran recogidas en las tablas B.1-B.3 del 
Anexo B. 
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1 pto. PMX OX 1 pto., 
PMX 
1 pto., 
OX 
PMX, 
OX 
1 pto, 
PMX, 
OX 
Blanda 15,45 
18,21 
15,75 
17,96 
17,88 
15,50 
14,48 
16,22 
14,40 
15,11 
14,80 
14,50 
14,03 
10,67 
14,60 
14,36 
15,30 
14,18 
14,81 
13,40 
13,81 
Pareja 9,52 
12,04 
10,65 
12,64 
13,16 
8,14 
10,89 
11,74 
10,74 
9,71 
8,94 
7,04  
10,07 
10,48 
8,99  
9,42 
11,90 
8,44   
9,67 
9,14 
7,52  
Intercambio 17,82 
18,04 
17,05 
22,81 
22,87 
20,56 
16,35 
18,41 
14,92 
18,06 
18,54 
13,96 
13,93 
18,35 
14,51 
16,90 
18,53 
13,68 
16,02 
16,79 
13,13 
Blanda, 
Pareja 
9,62 
11,53 
8,59   
13,51 
13,24 
9,94 
10,52 
12,28 
9,54 
9,43 
8,95 
8,30  
10,71 
9,62 
8,56  
12,74 
10,59 
10,34 
10,69 
11,53 
8,87  
Blanda, 
Intercambio
15,86 
16,62 
15,50 
17,75 
18,18 
17,22 
14,92 
16,38 
15,71 
13,95 
16,67 
13,64 
14,53 
15,95 
13,55 
15,06 
17,93 
13,73 
14,43 
17,50 
12,27 
Pareja, 
Intercambio
16,43 
20,01 
17,08 
16,70 
19,02 
16,42 
16,95 
16,70 
12,37 
15,02 
15,15 
11,69 
15,13 
15,32 
11,79 
14,95 
18,67 
12,02 
15,42 
12,50 
13,04 
Blanda, 
Pareja, 
Intercambio
11,7 
12,95 
12,82 
14,67 
14,47 
12,54 
13,24 
12,78 
10,23 
11,77 
12,59 
9,57 
12,53 
14,14 
9,95 
12,48 
13,90 
10,87 
13,63 
11,83 
11,14 
 
 
 
En un primer análisis, cabe decir que la combinación de los distintos tipos de cruce y 
mutación en el desarrollo del algoritmo, proporciona, en general, mejores resultados que 
si sólo se pudiera optar, durante todo el algoritmo, por un único tipo de cruce y un único 
tipo de mutación. 
Tabla 7.1. Error Medio según las combinaciones de tipos de cruce y mutación; tamaño 
población = 3 * n; número generaciones = 4 * n; Pc = 90%; Pm=10%. 
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Las diferentes combinaciones de los tres tipos de cruce son capaces de proporcionar 
descendencia competitiva como queda reflejado en los resultados obtenidos. 
La mutación pareja, especialmente creada para este problema aporta excelentes 
variaciones elementales de las cadenas de individuos, debido, sin duda, a que este tipo 
de mutación contribuye a minimizar los tiempos de preparación de la máquina. Por el 
contrario, la mutación intercambio no resulta beneficiosa, por cuanto no considera 
especialmente este aspecto. 
A partir de ahora, para determinar el resto de operadores, se analizarán únicamente las 8 
mejores combinaciones de tipos de cruce y mutación (las marcadas en rojo). Al término 
del análisis, se determinará cuál o cuáles de ellas son las más idóneas. 
  
7.3. Fase 2: Influencia y determinación de las Probabilidades 
de Cruce y Mutación 
El paso siguiente consiste en determinar la influencia y los mejores valores de las 
probabilidades de cruce y de mutación. Como valores a estudiar se han tomado los 
siguientes: 
• Probabilidad de cruce: 80, 90, 100. 
• Probabilidad de mutación: 0, 10, 20, 30, 40. 
De las combinaciones entre los valores de ambas probabilidades, surgen 15 posibilidades 
a estudiar (Figura 7.4), de las cuales una de ellas (pc = 90, pm = 20) ya ha sido analizada 
en el apartado anterior. 
El tamaño de la población inicial y el número de regeneraciones sigue siendo de 3 * n y 4 
* n respectivamente. Se considera nuevamente que dichos valores, aunque no elevados, 
sí son suficientes para estudiar la influencia de estos operadores. 
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Al aplicar el algoritmo para cada una de las 15 combinaciones de cruce y mutación 
seleccionadas, según las diferentes probabilidades de cruce y mutación, se obtienen los 
resultados de la Tabla 7.2 para cada una de las colecciones. Para calcular el error medio 
se toman como referencia los mejores resultados obtenidos hasta el momento. La 
combinación que proporciona mejores resultados es la marcada en color rojo. 
En las Figura 7.5, 7.6 y 7.7 se pueden observar las diferencias en los errores medios para 
cada una de las colecciones y cada una de las diferentes combinaciones de 
probabilidades.    
 
 
 
Figura 7.4. Combinaciones de las probabilidades de cruce y mutación. 
A cada una de las tres probabilidades de cruce establecidas le corresponden 
cinco probabilidades de mutación. Se señaliza una de ellas para no recargar la 
figura con excesivas flechas. 
80 
90 
100 
40 
30 
20 
10 
0 
Pc Pm
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0 10 20 30 40 
80 28,19 
29,88 
28,07 
17,32 
19,53 
15,71 
15,73 
16,53 
14,87 
15,07 
15,16 
13,21 
13,71 
14,56 
14,28 
90 24,37 
28,74 
24,91 
17,15 
17,49 
14,97 
14,54 
15,41 
12,52 
13,29 
13,61 
12 
12,07 
13,58 
11,45 
100 22,31 
24,66 
24,07 
15,31 
16,09 
13,50 
13,18 
13,71 
12,20 
11,55 
12,86 
10,35 
11,65 
12,69 
10,69 
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Tabla 7.2. Variaciones de las probabilidades de cruce y de mutación; tamaño 
población = 3 * n; número regeneraciones= 4 * n.  
Figura 7.5. Comparativa de los errores cometidos en la colección de n=10 según las 
variaciones de Pc y Pm 
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Figura 7.6. Comparativa de los errores cometidos en la colección de n=12 según las 
variaciones de Pc y Pm 
Figura 7.7. Comparativa de los errores cometidos en la colección de n=15 según las 
variaciones de Pc y Pm 
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Analizando la Figura 7.5, 7.6 y 7.7, se observa la gran importancia que adquieren los 
operadores de cruce y mutación. En general, el error medio disminuye a medida que Pm y 
Pc adoptan valores tendentes a su máximo (40 y 100%, respectivamente). 
Si se analizan cada uno de los operadores por separado, aglutinando los datos según el 
operador en cuestión, se llegan a las siguientes conclusiones:  
• En el caso de Pc, (Figura 7.8) el error medio disminuye a medida que Pc aumenta 
y lo hace de forma aproximadamente lineal. 
• En el caso de Pm, (Figura 7.9) el error medio también disminuye cuanto mayor sea 
Pm, pero, tal como se puede observar en la Figura 7.9, decrece de manera 
exponencial; cuanto mayores son los valores de Pm, el error medio disminuye de 
forma más contenida. 
El valor óptimo de la probabilidad de cruce es del 100%. Para determinar el valor de Pm 
se debe tener en cuenta que, tal como se describe en el Capítulo 5, una tasa elevada de 
la probabilidad de mutación aproxima la evolución a una búsqueda aleatoria perdiéndose 
parte de la esencia de los algoritmos genéticos. Por ello, y como la diferencia entre los 
resultados obtenidos con Pm=30% y Pm=40% es pequeña (de hecho, el menor error 
medio se obtiene con Pc=100% y Pm=30%) se estima que el valor preferible de Pm es del 
30%.  Los resultados obtenidos con estos valores de las probabilidades se encuentran 
reflejados en las tablas B.4-B.7 del Anexo B. 
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Figura 7.8. Comparativa del error medio producido según Pc 
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7.4. Fase 3: Influencia y determinación del tamaño de la 
población inicial y del número de regeneraciones 
Como ya se ha comentado, la determinación tanto del tamaño de la población inicial 
como del número de regeneraciones, exige un compromiso entre el coste 
computacional y la factibilidad de las soluciones: Cuanto mayores son los valores de 
ambos parámetros, el coste computacional aumenta y el error medio de las soluciones 
decrece. Por el contrario, cuando adquieren valores inferiores, la situación se invierte: el 
coste computacional disminuye y el error medio aumenta. 
Para alcanzar dicho compromiso, se ha considerado, teniendo en cuenta la complejidad 
del problema, que el tiempo en el cual el programa debe llegar a la solución debe rondar 
el minuto. No es un tiempo de espera excesivo para resolver un problema de este calibre 
y debe ser suficiente para llegar a soluciones satisfactorias. 
Figura 7.9. Comparativa del error medio producido según Pm 
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Hasta ahora, se han tomado, como tamaño de la población inicial, un valor igual al triple 
del número de piezas (3 * n) y, como número de regeneraciones, una tasa igual a cuatro 
veces el número de piezas (4 * n). Como ya se ha comentado, se ha estimado que 
ambos valores, aunque no elevados, son suficientes para (dependiendo de cada fase) 
analizar, seleccionar o determinar los operadores estudiados hasta el momento.  
A continuación se muestra un resumen de las estadísticas de los tiempos por ejemplar 
que se invierten con estos valores (y Pc=100% y Pm =30%): 
 
n=10 n=12 n=15 
Tiempo mínimo (s) 3,13 3,24 3,18 
Tiempo promedio (s) 6,79 6,5 6,65 
Tiempo máximo (s) 11,97 12,16 12,21 
  
 
Como se puede observar el tiempo medio de ejecución por ejemplar no supera los 7 
segundos, por lo que se dispone de un amplio margen de tiempo hasta llegar a 60 
segundos. Esto significa que los valores del tamaño de la población inicial y del número 
de regeneraciones se pueden incrementar respecto a los que se han escogido hasta 
ahora. 
Se aumenta por tanto el valor de ambos parámetros y se fija como tamaño de la 
población inicial, la suma del número de lotes de todos los pedidos del ejemplar, y como 
número de regeneraciones se toma el triple de este valor. Como consecuencia, y tal 
como se verá a continuación, el tiempo medio de ejecución por ejemplar aumenta sin 
llegar al minuto y se alcanzan soluciones con menor error medio que las logradas hasta 
ahora.  
Otra ventaja de adoptar estos valores es que, como dependen del número de pedidos y 
del número de piezas que engloba cada pedido, varían de un ejemplar a otro ajustándose 
Tabla 7.3. Resumen de los tiempos computacionales con los valores de tamaño 
población = 3 * n  y  número generaciones = 4 * n
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a las características de cada ejemplar, cosa que no sucedía antes cuando ambos 
parámetros dependían únicamente del número de piezas n, característica general del 
problema.   
Se aplica el algoritmo, considerando como tamaño de la población inicial y como número 
de regeneraciones los valores mencionados y empleando como probabilidades de cruce 
y mutación, las determinadas en la fase anterior (100% y 30%, respectivamente). Se 
calcula de nuevo el error medio (Tabla 7.4) utilizando como referencia, como se hacía en 
las fases anteriores, las mejores soluciones halladas hasta el momento. 
 
1 pto. PMX OX 1 pto., 
PMX 
1 pto., 
OX 
PMX, 
OX 
1 pto, 
PMX, OX
Blanda   
 
     
Pareja    5,65 
6,29 
7,38 
6,13 
9,51 
9,47 
6,13 
10,70 
9,01 
7,11 
8,77 
8,53 
Intercambio   
 
     
Blanda, 
Pareja 
9,24 
11,71 
8,17 
  7,56 
9,48 
7,03 
5,89 
9,85 
8,98 
 7,30 
9,03 
8,64 
Blanda, 
Intercambio
  
 
     
Pareja, 
Intercambio
  
 
     
Blanda, 
Pareja, 
Intercambio
       
 
Tabla 7.4. Error Medio según las combinaciones seleccionadas de tipos de cruce y mutación; 
tamaño población = suma lotes; número generaciones= triple suma lotes;  Pc=100%; Pm =30%.  
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Con estos nuevos valores de los operadores se alcanzan soluciones más satisfactorias 
que las logradas hasta el momento.  
Atendiendo a los tiempos de ejecución (Tabla 7.4) se puede observar que el tiempo 
medio por ejemplar es de aproximadamente unos 40 segundos, dentro del límite 
establecido de un minuto.  
 
n=10 n=12 n=15 
Tiempo mínimo (s) 5,62 5,78 5,36 
Tiempo promedio (s) 41,10 39,98 40, 56 
Tiempo máximo (s) 128,20 129,73 122,68 
 
 
7.5. Determinación de los tipos de cruce y mutación 
Como se puede observar en la Tabla 7.4, la combinación de tipos de cruce y de mutación 
que proporciona un error medio menor se basa en el cruce de un punto, cruce PMX y la 
mutación pareja con un error medio aproximado que va del 5% al 7% aumentando según 
aumenta el número de piezas n. 
 
7.6. Conclusiones de la determinación de operadores 
La combinación de los operadores dejados a elección del usuario que proporcionan 
mejores resultados considerando un límite de tiempo medio de ejecución por ejemplar de 
un minuto, es la siguiente: 
• Tamaño de la población inicial: suma del número de lotes de todos los 
pedidos del ejemplar.  
Figura 7.5. Resumen de los tiempos computacionales con los valores de tamaño 
población inicial = suma lotes y número generaciones = triple suma lotes
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• Número de regeneraciones: triple de la suma del número de lotes de todos 
los pedidos del ejemplar. 
• Probabilidad de cruce: 100 %  
• Probabilidad de mutación: 30% 
• Tipos de cruce a aplicar: 1 punto de cruce, PMX. 
• Tipos de mutación a aplicar: Pareja 
Un aumento en el valor de los dos primeros operadores conlleva alcanzar resultados 
posiblemente mejores, pero se eleva el coste computacional corriendo el riesgo de 
sobrepasar el límite de tiempo establecido. 
Los valores de las probabilidades de cruce y de mutación que ofrecen mejores resultados 
son Pc=100% y Pm =30%. Para Pc se opta por el máximo valor posible. Para Pm se 
escoge este valor porque la diferencia del error medio de las soluciones entre Pm =30% y 
valores superiores no es significativa, y porque un valor excesivamente alto de Pm 
aleatoriza la búsqueda en demasía, perdiéndoseparte de la esencia de los algoritmos 
genéticos. 
Los tipos de cruce y de mutación que se apuntan como los mejores, son aquellos que 
han cosechado menor error medio por ejemplar. Existen otras combinaciones, como las 
estudiadas, cuyos resultados finales también resultan satisfactorios. 
Al no poder asegurar la disponibilidad de los óptimos de los ejemplares del juego de 
pruebas, los porcentajes de error señalados a lo largo de este análisis podrían no ser del 
todo acertados, sino que en realidad podrían ser ligeramente superiores. Tampoco se 
pueden comparar con otros resultados obtenidos mediante otras heurísticas y meta-
heurísticas, por la falta de estudios sobre este problema a través de otros métodos. 
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8. Caso Real 
Un ejemplo de una empresa donde se presenta el problema expuesto, es el de la 
empresa Tubau S.A. (Grasas, 2001).  
Tubau S.A. se dedica a la producción y envasado de zumos de naranja y limón. Para 
cada uno de los dos sabores fabrica envases de  500 ml, 1000 ml y 1500 ml. Por tanto, 
realiza un total de 6 productos diferentes. Para designar cada uno de los productos se 
señala la capacidad del envase y su sabor, este último mediante una letra (N ó L, 
dependiendo de si el zumo es de naranja o de limón). De esta manera los seis productos 
que fabrica son: 500N, 500L, 1000L, 1000N, 1500N y 1500L. 
Los tiempos unitarios de producción dependen del tipo de envase y, expresados en 
minuto/botella, son los siguientes: 
 
 
Sin embargo, se debe tener en cuenta que la máquina presenta un rendimiento del 75% 
debido a diferentes incidencias que suceden durante su funcionamiento. Para tener en 
cuenta este factor se multiplican los tiempos unitarios teóricos por 100 / 75, con lo que los 
tiempos unitarios reales son los siguientes: 
 
 
En el cambio de la fabricación de un producto a otro, se originan unos tiempos de 
acondicionamiento en la máquina que dependen tanto del tipo de envase como del sabor. 
Así, el cambio de formato supone un tiempo de preparación de la máquina de 75 minutos 
y el cambio de sabor, un tiempo de 15 minutos. De esta manera, la matriz de tiempos de 
preparación expresada en minutos es la siguiente: 
 
 
 
 
  0   15   75   90   75   90 
15     0   90   75   90   75 
75   90     0   15   75   90 
90   75   15     0   90   75 
75   90   75   90     0   15 
90 75 90 75 15 0
0,0025 0,0025 0,00375 0,00375 0,005 0,005
0,0033 0,0033 0,005 0,005 0,0066 0,0066
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Tubau S.A. distribuye sus productos a 4 zonas: Barcelonés, Barcelona, Tarragona y 
Lleida/Girona. Cada una de estas zonas tiene una demanda de botellas y el objetivo de la 
empresa es satisfacerlas al máximo. En un horizonte de 8 días, las demandas son las de 
las tablas 8.1-8.4.  
 
Barcelonés 
Día 1 Día 2 Día 3 Día 4 Día 5 Día 6 Día 7 Día 8 
500 N 31200        
500 L    34500    39300 
1000 N  29600    27200   
1000 L   31000     24400 
1500 N     18600    
1500 L    19950   17850  
 
 
 
Barcelona 
Día 1 Día 2 Día 3 Día 4 Día 5 Día 6 Día 7 Día 8 
500 N    37500    33000 
500 L 42600        
1000 N   33600    32800  
1000 L  38400       
1500 N    24750     
1500 L     26100   19500 
 
 
Tabla 8.1. Demanda de botellas del Barcelonés 
Tabla 8.2. Demanda de botellas de Barcelona 
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Tarragona 
Día 1 Día 2 Día 3 Día 4 Día 5 Día 6 Día 7 Día 8 
500 N  15900       
500 L     18600  15600  
1000 N 12400       12400 
1000 L     13800    
1500 N   10800   8550   
1500 L   10050   10500   
 
 
 
Lleida/ Girona 
Día 1 Día 2 Día 3 Día 4 Día 5 Día 6 Día 7 Día 8 
500 N       44400  
500 L  21600       
1000 N    35400     
1000 L 20800     19400   
1500 N  15000       
1500 L         
 
  
Se considera que las fechas de vencimiento coinciden con el fin de una jornada de 
trabajo (y comienzo de la siguiente). La jornada de trabajo es de 10 horas (con 2 horas 
extra). Las fechas de vencimiento, expresadas en minutos, son una progresión aritmética 
de 600 minutos: 600, 1200, 1800, 2400, 3000, 3600, 4200 y 4800. 
Tabla 8.3. Demanda de botellas de Tarragona 
Tabla 8.4. Demanda de botellas de Lleida/Girona 
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Se aplica el algoritmo propuesto (con los valores de los operadores determinados en el 
capítulo anterior) con los tiempos de preparación, los tiempos unitarios, las fechas de 
vencimiento y las demandas indicadas.  Se supone que el último producto que ha pasado 
por la máquina es 500N. Se obtienen los resultados de la tabla 8.5, donde los retrasos 
están expresados en minutos, el lote que tiene retraso está marcado en rojo y la 
codificación de los lotes es la siguiente:  
• Los dos primeros dígitos corresponden al día de la semana en que se debe hacer 
efectivo el lote en cuestión. 
• Los dos últimos dígitos corresponden al tipo de piezas. 500 N es la pieza 01, 500 
L es la pieza 02, 1500 N es la pieza 03 y así sucesivamente. 
Por ejemplo el lote 01.01 es aquel que se debe entregar al finalizar el Día 1 y que 
engloba botellas del tipo 500 N. Observando las tablas de demandas, se comprueba que 
es la demanda de 31200 botellas correspondiente a la comarca del Barcelonés.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pág. 72      Memoria 
 
Lote Fecha de fin 
(minutos) 
Fecha de 
vencimiento 
(minutos) 
Retraso 
(minutos)
Piezas 
con 
retraso 
01.01 102 600   
02.01 155 1200   
01.02 310 600   
02.02 382 1200   
01.04 561 600   
01.03 638 600 38 7600 
04.03 815 2400   
03.04 985 1800   
02.04 1177 1200   
02.03 1340 1200 140 28000 
03.03 1508 1800   
02.05 1682 1200 482 15000 
03.05 1753 1800   
03.06 1834 1800 34 5151 
04.06 1966 2400   
06.06 2035 3600   
04.05 2213 2400   
04.01 2412 2400 12 3636 
04.02 2541 2400 141 34500 
05.02 2602 3000   
07.02 2653 4200   
06.04 2825 2400   
05.04 2894 3000   
06.03 3045 3600   
06.05 3176 3600   
05.05 3299 3000 299 8550 
05.06 3486 3000 486 10500 
07.06 3604 4200   
07.03 3858 4200   
08.03 3920 4800   
07.01 4141 4200   
08.01 4251 4800   
08.02 4370 4800   
08.06 4574 4800   
08.04 4771 4800   
 
    Retraso Total (min.) 1181 
    Retraso Medio (min.) 147,63 
 
 
Tabla 8.5. Resultados de aplicar el algoritmo propuesto a Tubau S.A. 
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9. Presupuesto 
A continuación se llevará a cabo un análisis económico, planteando el proyecto como una 
inversión, que requiere de un gasto inicial para su implementación, y que se verá 
compensado y superado con el tiempo por el ahorro que supone la aplicación del 
proyecto para la empresa, en este caso Tubau S.A. 
 
9.1. Inversión inicial 
Los gastos iniciales que se estiman en todas las fases de desarrollo del proyecto están 
reflejadas en la tabla 9.1. 
 
Concepto Horas Coste €/h Precio total (€)
1. Definición del Problema    
1.1. Búsqueda de información 200 30 6000 
1.2. Definición de las especificaciones 50 30 1500 
2. Diseño    
2.1. Diseño de los parámetros 100 30 3000 
2.2. Diseño de la interface e 
implementación 
80 30 2400 
2.3. Depuración y Pruebas 140 30 4200 
3. Interpretación y Datos 150 30 4500 
4. Estudio de la actividad Industrial 150 30 4500 
5. Actividades Administrativas-
Auxiliares  
  600 
6. Derechos Uso de Instalación    
TOTAL 24100 
 
Tabla 9.1. Inversión inicial  
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9.2. Ahorro: Costes de ruptura 
Para cuantificar el ahorro que se produce con la implementación y la aplicación del 
programa desarrollado, se llevará a cabo una comparación entre la solución que aporta el 
algoritmo propuesto y los resultados obtenidos por Grasas (2001) mediante simulación.  
Los retrasos que se producen en la entrega de los productos suponen un coste de 
ruptura (CR) para la empresa (Tabla 9.2). Cuanto más retrasos se producen, mayores 
son los costes de ruptura. Con la aplicación del programa desarrollado, se consigue 
disminuir los tiempos de preparación de la máquina y disminuir los retrasos en las 
entregas de los pedidos. Al disminuir los retrasos, se consigue, por tanto, disminuir los 
costes de ruptura.  
 
Envase CR (€ / botella) 
500 ml 0,1 
1000 ml 0,12 
1500 ml 0,15 
 
 
También se debe tener en cuenta, aunque no se pueda cuantificar económicamente, que 
se consigue un aumento de la fidelidad y la satisfacción de los clientes al ver éstos que 
sus pedidos son entregados con mayor puntualidad.  
Los resultados obtenidos por Grasas (2001) mediante simulación se basan en lo que 
llama “grado de satisfacción”, que es una puntuación de 0 a 10 en base a la penalización 
de las cajas de botellas que llegan con retraso y la bonificación de aquellas que se 
fabrican a tiempo. 
A partir de este dato se extraen los porcentajes de la demanda que es entregada a 
tiempo según cada tipo de zona (Tabla 9.3)  
 
 
 
Tabla 9.2. Costes de ruptura 
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Zona Satisfacción  de la 
demanda (%) 
Barcelonés 81 
Barcelona 84 
Tarragona 88 
Lleida/Girona 81 
 
 
Con estos valores y las demandas de botellas para cada zona (Tablas 8.1-8.4), se 
pueden extraer los costes de ruptura derivados del programa de producción llevado a 
cabo por simulación (Tabla 9.3).    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabla 9.3. Satisfacción de la demanda en Grasas (2001) 
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Zona Envases Demanda 
botellas 
Demanda 
insatisfecha
Costes de 
ruptura (€) 
500 ml 105000 19950 1995 
1000 ml 112200 21318 2558,2 
Barcelonés 
1500 ml 56400 10716 1607,4 
500 ml 113100 18096 1809,6 
1000 ml 104800 16768 2012,2 
Barcelona 
1500 ml 70350 11256 1688,4 
500 ml 50100 6012 601,2 
1000 ml 38600 4632 555,8 
Tarragona 
1500 ml 39900 4788 718,2 
500 ml 66000 12540 1254 
1000 ml 75600 14364 201,4 
Lleida/ 
Girona 
1500 ml 15000 2850 62,45 
TOTAL  15063,8 
 
 
La secuencia de fabricación que se obtiene mediante la ejecución del programa 
propuesto se halla en la tabla 8.5 del capítulo anterior. Sabiendo el número de botellas en 
las que se producen retrasos, se pueden extraer los costes de ruptura derivados de este 
programa de producción.  
 
 
 
 
Tabla 9.4. Costes de ruptura en Grasas (2001) 
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Zona Envases Demanda 
botellas 
Demanda 
insatisfecha 
Costes de 
ruptura (€) 
500 ml 105000 34500 3450 
1000 ml 112200 28000 3360 
Barcelonés 
1500 ml 56400 8550 1282,5 
500 ml 113100 3636 363,6 
1000 ml 104800 0 0 
Barcelona 
1500 ml 70350 0 0 
500 ml 50100 0 0 
1000 ml 38600 7600 912 
Tarragona 
1500 ml 39900 15651 2347,7 
500 ml 66000 0 0 
1000 ml 75600 0 0 
Lleida/ 
Girona 
1500 ml 15000 15000 2250 
TOTAL  13965,8 
 
 
Con lo cual, en un horizonte de 8 días se obtiene un ahorro de 1098 €. Considerando que 
un año tiene 240 días de trabajo, el ahorro anual que supone la implementación y 
aplicación del programa propuesto para la empresa Tubau S.A. es de 32940 €. 
 
9.3. Cálculo de la inversión 
Con este valor del ahorro se realiza el cálculo de la inversión en un horizonte de 3 años 
(Tabla 9.6). 
 
Tabla 9.5. Costes de ruptura con la secuencia del programa propuesto 
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Año 0 Año 1 Año 2 Año 3 
Inversión (€) - 24100     
+ Reducción de costes (€)  32940 32940 32940 
Flujo de Caja Qt  (€) -24100 32940 32940 32940 
Flujo de caja acumulado - 24100  8840 41780 74720 
 
 
Según estos valores, se pueden extraer los valores del VAN (Valor Actualizado Neto), el 
TIR (Tasa Interna de Rentabilidad) y el Período de Retorno (Pay-Back).  
( )∑= +=
n
0t
t
t
k1
QVAN = 60790 €  
( ) rTIR0r1
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n
0t
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donde,  
Qt  = Flujo de Caja del período t 
n = Horizonte económico del proyecto 
k = Coste del Capital = 8% 
 
 
 
 
Tabla 9.6. Cálculo de la inversión 
= 125% 
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Conclusiones y Trabajo Futuro 
Desde su creación, los algoritmos genéticos han demostrado ser un buen método de 
resolución para una gran variedad de problemas difíciles. En esta ocasión, se han 
adoptado a un problema de secuenciación marcado por:  
• La existencia de tiempos de preparación entre la ejecución de diferentes tipos de 
piezas.  
• La presencia de fechas de vencimiento, que pueden ocasionar la aparición de 
retrasos en la entrega de pedidos.  
Los resultados computacionales demuestran convincentemente la efectividad del 
algoritmo planteado: el error medio producido con la mejor combinación de operadores es 
de aproximadamente el 6% tomando como referencia las mejores soluciones obtenidas. 
Ello confirma que los algoritmos genéticos son una eficaz herramienta para resolver  
problemas con un espacio de soluciones amplio y una función de optimización compleja.  
La estructura básica de los algoritmos genéticos está definida y no varía en su aplicación 
a la multitud de problemas que pueden abarcar, pero los algoritmos genéticos no son un 
método de solución universal, sino un paradigma que debe adaptarse a cada problema. 
Algunos operadores del algoritmo deben ser específicos a cada problema. En este caso, 
los parámetros más significativos que se han introducido son:  
• Una codificación concreta determinada por los pedidos y los tipos de piezas. 
• Una población inicial heterogénea que permite empezar la búsqueda con 
individuos con un nivel de fitness aceptable. 
• Una medida de selección que introduce el concepto de “poligamia”, al ser posible 
que un individuo se cruce más de una vez en una misma generación. 
• Un tipo de mutación llamada “Pareja” cuyo objetivo es emparejar lotes de un 
mismo tipo de pieza, reduciendo así los tiempos de preparación.  
La aplicación de los algoritmos genéticos ha permitido explorar el espacio de búsqueda 
de forma muy eficiente. Esta afirmación se basa en la diversidad de los individuos. Dicha 
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diversidad empieza, en el algoritmo propuesto, por la generación heterogénea de la 
población inicial y continúa en la creación de nuevos individuos, en la cual el algoritmo no 
selecciona directamente a los individuos más competitivos (sólo una parte), sino que da a 
los individuos con menor fitness la posibilidad de ser seleccionados para cruzarse con 
otros, momento en el cual tienen la oportunidad de pasar alguna de sus características 
positivas a uno de sus hijos.  
La variación de los operadores que participan en el desarrollo del algoritmo genético 
propuesto influyen en la obtención de una solución:  
• Los valores del tamaño de la población inicial y del número de regeneraciones 
están condicionados por el compromiso existente entre el coste computacional y 
la aptitud de las soluciones. Dependiendo de las circunstancias en que se 
encuentre el usuario, éste optará por unos valores u otros. Suponiendo un tiempo 
medio de espera de un minuto por ejemplar para alcanzar una solución, se 
propone que el tamaño de la población debe ser la suma de los lotes de los 
pedidos y el número de regeneraciones, el triple de este valor. 
• El error medio se minimiza, por un lado, cuando la probabilidad de cruce alcanza 
su valor máximo (100%) y, por otro lado, cuando la probabilidad de mutación 
adopta un valor del 30%. A valores superiores de Pm, el error medio no disminuye 
de forma significativa y la búsqueda se aleatoriza en exceso.  
• El error medio de las soluciones se minimiza cuando se combinan dos de los tipos 
de cruce propuestos con la mutación Pareja. Concretamente, las mejores 
soluciones se obtienen con los tipos de cruce de 1 punto y PMX.  
Las futuras líneas de trabajo recomendadas siguen dos caminos: 
• Uno encaminado a resolver este mismo problema mediante otro tipo de meta-
heurísticas, como pueden ser el Recocido Simulado (SA), la Búsqueda Tabú (TS) 
o un algoritmo GRASP, y poder comparar los resultados obtenidos.  
• Un segundo camino enfocado en considerar variaciones del problema estudiado, 
tales como la introducción de más máquinas o la existencia de penalizaciones por 
retraso producido, que varíen dependiendo del pedido que se retrasa o de la 
magnitud del retraso. 
Programación de la secuencia de fabricación mediante AG                                Pág. 81  
   
Bibliografía 
Referencias Bibliográficas 
Companys, Ramón. Transparències II. Optimització Combinatoria. Publicacions d’Abast 
S.L.L., 2002.  
Companys, Ramón. Programació d’Operacions. Equilibrat i seqüenciació de línies. 
Publicacions d’Abast S.L.L., 2000. 
Holland, J. H. Adaptation in natural an d artificial systems. Ann Harbor, The University of 
Michigan Press, 1975. 
Davis, Lawrence (Editor) Practical Handbook of Genetic Algorithms. Applications. New 
York Van Nostrand Reinhold, 1991. Pág 43-45. 
Goldberg, David E. Genetic Algorithms in Search, Optimization &Machine Learning, Ed. 
Addison-Wesley, 1989. 
Herrán, Manuel de la. Notas sobre Computación Evolutiva. Revista Solo Programadores nº 
43. Ed. Towercom. Marzo 1998 
[http://www.redcientifica.com/gaia/ceno_c.htm]  
Morales, Eduardo. Búsqueda, Optimización y Aprendizaje. Marzo 1999 
[http://dns1.mor.itesm.mx/~emorales/Cursos/Busqueda/principal.html] 
Martí, Rafael. Meta Heurísticas en Optimización Combinatoria: Algoritmos Genéticos. 
2000. 
[http://www.uv.es/~rmarti/genet.html] 
Alander, J.T. On optimal population size of genetic algorithms. Computer Systems and 
Software Engineering, 6th Annual European Computer Conference, 1992. Págs 65-70. 
Yolis, Eugenio. Tesis de grado en ingenieria informática: Algoritmos Genéticos aplicados 
a la categorización de documentos. Abril 2003. 
[www.fi.uba.ar/laboratorios/lsi/ yolis-tesisingenieriainformatica.pdf] 
Grasas León, Alexandre. Projecte de fi de carrera de l’ETSEIB: Desenvolupament d’un 
Business Game per a la presa de decisions per a estudiants  d’organització de la 
producció. Barcelona, 2001.  
Pág. 82      Memoria 
 
 
Bibliografía complementaria 
Díaz, Adenso (Editor) Optimización Heurística y Redes Neuronales. Editorial Paraninfo, 
1996. 
Canovas Tarrés, Inés y Crespo Navarro, Victoria. Proyecto fin de carrera de l’ETSEIB: 
Resolución mediante Algoritmos Genéticos del problema de flow-shop sin pulmones. 
Aplicación a una empresa de autobastidores para autobuses. Barcelona, 2001. 
Mendoza Moré, Agustín. Projecte de fi de carrera de l’ETSEIB: Resolució del problema 
del flow-shop sense pulmons intermàquina mitjançant algorismes memètics. Barcelona, 
2001.  
Cevallos Sierra. Fco. Javier. Visual Basic: Curso de Programación. 2ª edición. RA-MA 
editorial. Mayo, 1999. 
                           Pág. 83  
   
 
