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Abstract
In this paper, we show through examples, how the existing definitions of informa-
tion transfer, namely directed information and transfer entropy fail to capture true
causal interaction between states in control dynamical system. We propose a new
definition of information transfer, based on the ideas from dynamical system theory,
and show that this new definition can capture true causal interaction between states.
The information transfer measure is generalized to define transfers between the var-
ious signals in a control dynamical system and analytical expression for information
transfer between state-to-state, input-to-state, state-to-output, and input-to-output
are provided for linear systems. There is a natural extension of our proposed defini-
tion to define information transfer over n time steps and average information transfer
over infinite time step. We show that the average information transfer in feedback
control system between plant output and input is equal to the entropy of the open
loop dynamics thereby re-deriving the Bode fundamental limitation results using the
proposed definition of transfer.
1 Introduction
From the days of Aristotle, philosophers and scientists have been concerned with the notion
of causality. As far back as 300 B.C. Aristotle had realized the importance of causality
and even after about two and half thousand years, there is no universally accepted defi-
nition of causality. But causality and influence characterization is a subject of immense
importance and finds its application in many different applications like world wide web and
social media, biological networks, neural science, economics, finance etc. Usually, concepts
of information theory are used in such applications and a study of the information flow
∗Financial support from the National Science Foundation grant ECCS-1150405 and CNS-1329915 is
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between the components of the network throws light on causality and the influential nodes
of the network. In [1] the authors use information based metric to characterize the most
influential nodes in social networks. In neuroscience, concepts of information theory are
used to understand how information flows in different parts of the brain [2] and identifying
influence in gene regulatory networks [3, 4] . In economic and financial networks, informa-
tion transfer can be used to infer causal interactions from the time series data [5, 6, 7]. In
control theoretic setting, in [8], the authors have used information theoretic ideas to study
the classical concepts of control like controllability and observability.
Causality characterization was initially geared towards time series data and Granger causal-
ity [5],[7], directed information [9],[10] and Schreiber’s transfer entropy [11] have been the
most popular tools used for inferring the causality structure and influence characteriza-
tion. In dynamical system setting, it was Liang and Kleeman [12],[13] who introduced the
concept of information transfer between the states and used it for predictability analysis.
The formulation of information transfer used in this paper is in dynamical systems setting
and is closely related to and inspired from information transfer framework developed in [14,
12, 15] for nonlinear dynamical systems. We used the ideas of Liang-Kleeman transfer to
propose an axiomatic definition of information transfer in discrete linear dynamic network
[16]. The axioms were physically motivated and it was shown in [16] that there exists a
unique expression for information transfer in a dynamic network satisfying these axioms.
In [16], we had used absolute entropy to characterize the information flow. However,
motivated by the definitions of directed information and transfer entropy, in this work we
use conditional entropy instead of absolute entropy to characterize the information flow.
Motivation for this work lies in the fact that, in dynamical systems, directed information
fails to capture the intuitions of information transfer, and thus provide erroneous conclu-
sion about the causal structure in a dynamical system. We show that our definition of
information transfer does capture the correct causal structure of the system. We show,
how this definition of information transfer between the states of a dynamical system can
be easily extended to study the the information transfer between the inputs and outputs
in a control dynamical system. In fact, this natural extension leads us to connect the in-
formation transfer to the Bode integral of the sensitivity transfer function from the output
to the input in a feedback control system.
The paper is organised as follows. In section 2, we discuss, through some examples, how
directed information fails to capture the notions of causality (zero transfer and indirect
influence). In section 3 we provide our definition of information transfer. We also define
n-step information transfer and average information transfer and for linear systems, we
provide explicit formulas for computing the transfer. We also revisit the examples in
section 2 and show how our definition of information transfer captures the intuitions of
information transfer. In section 4, we generalize our definition of information transfer to
define information transfer between the inputs and outputs in a linear control dynamical
system. We also study the information transfer in a feedback control system and show how
this is related to the Bode integral of the sensitivity transfer function from the output to
the input. This is followed by conclusions in section 6.
2
2 Directed Information as a Measure of Causality
Directed information and transfer entropy are two of the most popular notions of infor-
mation transfer used to characterize causality. In this section, we show that these notions
of information transfer cannot faithfully capture the true causality structure in control
dynamical system.
Directed information was first defined by Massey [9] as a generalization of Marko’s bidi-
rectional information [17]. Both bidirectional information and directed information gave
a sense of direction to Shannon’s information theory and is viewed as a generalized infor-
mation theory. Let Xn = {X1, X2, · · · , Xn} and Y n = {Y1, Y2, · · · , Yn} be two stochastic
processes, viewed as a sequence of random variables. Massey and Kramer [10] defined the
directed information from Xn to Y n as
I(Xn → Y n) = H(Y n)−H(Y n ‖ Xn) (1)
where H(Y n) is the entropy of the sequence Y n and H(Y n ‖ Xn) := ∑ni=1H(Yi|Y i−1, X i)
is the entropy of Y n causally conditioned on Xn.
The directed information is asymmetric and gives a directional sense to the information and
defines a measure to determine the direction of information flow. Since the development
of the concept of directed information, this has been used in many different applications,
like determining the channel capacity of a communication channel. Moreover, for Gaussian
variables, directed information and Granger causality [7], [5] are equivalent [18]. This allows
the concept of directed information to be used as a measure of causality and hence it has
been used to infer about the causal structure of statistical processes. In the following, we
demonstrate using three different examples how the directed information fails to capture
the true causality structure in dynamical systems setting. While the arguments are made
in the context of directed information, similar conclusions can be drawn in the context of
transfer entropy. We claim that at the heart of the problem is the manner in which causal
conditioning is performed in both these definitions of information transfer.
2.1 Examples
Example 1. Consider the following linear system with outputx1(t+ 1)x2(t+ 1)
x3(t+ 1)
 =
0 0.5 0.50 0 0.5
0 1 0
x1(t)x2(t)
x3(t)
+ σξ(k)
(2)
where xi(t) are the states at time step t and ξ(t) is a independent identically distributed
(i.i.d.) zero mean unit variance Gaussian noise and σ is a constant. We notice that while
there is directed path from x2 → x1 and x3 → x1 (fig. 1(a)), there is no path from x1 to
x2 or from x1 to x3. Hence, we conclude that x1 is not a cause of x2 or x3, that is, x1 is
not influencing x2 or x3. So if we treat the dynamical system as a stochastic process, we
3
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 
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𝑥1 𝑥2 𝑥n−1 𝑥n𝑥k
Control Node Sensing Node
(b)
Figure 1: (a) Graph of dynamical system of example 1. (b) Graph of dynamical system of
example 2.
expect that the flow of information from x1 → x2 and x1 → x3 to be zero, thereby inferring
that there is no causal connection from x1 → x2 and x1 → x3. In fact closer examination
reveals that x1 is not influencing x2 and x3 over any number of time steps. However, as we
show below, the directed information fails to capture this true causal interaction between
state x1, x2, and x3. In particular, we show that I(x
n
1 → xn2 ) 6= 0 and I(xn1 → xn3 ) 6= 0 for
any n. In Fig. 2(a), we plot the directed information from x1 → x2 and x1 → x3 over
different time steps.
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Figure 2: (a) Directed information plots for example 1. (b) Directed information plots for
example 2.
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Example 2. Next we consider a single input single output linear system
x(t+ 1) =

0 0 . . . 0 0
1 0 . . . 0 0
...
...
...
. . .
...
0 0 . . . 1 0
x(t) +

1
0
...
0
u
y(t) =
(
0 . . . 1
)
x(t) (3)
where x(t) ∈ RN . We note that the state x1 is directly controlled through u and mea-
surements are made at state xN . State xk, for 1 << k << N , is assumed to be some
intermittent state. Since the control input u does not affect state xk instantaneously, but
through series of k delays, we expect the information flow from state x1 to xk to be zero for
time step t = 0, . . . , k − 1. On the other hand since xk influence xN again through series
of delay we expect the information flow from xk to xn to zero for t = k, . . . , N − k − 1.
However as we show in Fig. 2(b), directed information from x1 → xk and xk → xN is
nonzero for all time t = 0, . . . , conveying that there is instantaneous flow of information
from x1 to xk and from xk to xN . The simulation results in Fig. 2(b) are obtained for
N = 30 nodes with k = 15. This example demonstrates that the directed information fails
to capture indirect path of influence.
The above examples reveal some serious deficiencies of directed information as a measure
of causality in dynamical system setting. This suggest that the directed information is a
measure of statistical interaction between two signals but it does not successfully capture
the true dynamical interactions between dynamical states. We expect that any mean-
ingful definition of information transfer in network dynamical system be able to capture
true causal interaction and also obey time constraint of information flow. Our proposed
definition of information transfer discussed in the following section precisely does that.
3 A New Definition of Information Transfer
Consider the following discrete time dynamical system,
z(t+ 1) = f(z(t)) + ξ(t) (4)
where z(t) ∈ RN , ξ(t) ∈ RN is assumed to vector valued random variable and ξ(0), ξ(1), . . .
are independent random vectors each having the same density g. The mapping f : RN →
RN is assumed to be at least continuous. Let z = (z1, . . . , zN)> ∈ RN . We are interested
in defining the information transfer from state zi to state zj, as the system evolves from
time step t to time step t+ 1. We denote this transfer by the notation [Tzi→zj ]
t+1
t .
We provide the following definition for information transfer from state zi to state zj for
the dynamical system (4) :
5
Definition 3 (Information transfer). The information transfer from zi to zj for dynamical
system (4) as the system evolves from time t to time t + 1 and denoted by [Tzi→zj ]
t+1
t is
given by following formula
[Tzi→zj ]
t+1
t = H(ρ(zj(t+ 1)|zj(t)))−H(ρ 6zi(zj(t+ 1)|zj(t)) (5)
where H(ρ(zj)) = −
∫
R|zj | ρ(zj) log ρ(zj)dzj is the entropy of probability density function
ρ(zj) and H(ρ 6zi(zj(t + 1)|zj(t)) is the entropy of zj(t + 1), conditioned on zj(t), where zi
has been frozen.
The above definition of information transfer can be understood by rewriting the expression
of information transfer as follows:
H(ρ(zj(t+ 1)|zj(t))) = [Tzi→zj ]t+1t +H(ρ 6zi(zj(t+ 1)|zj(t))) (6)
so that the total entropy of zj is the sum of transfer from zi and the entropy of zj, when
zi is absent.
3.1 n-step Information Transfer
The information transfer defined in (5) gives the information transferred from zi to zj as
the dynamical system evolves from time step t to time step t+ 1. So one can look at this
definition as a one-step transfer. To generalize the one step transfer to n-step transfer, we
define the n-step transfer from zi to zj as the system evolves from time step t to t + n,
where n ∈ Z>0, as follows :
Definition 4 (n-step Information transfer). The information transferred over n time steps,
n ∈ Z>0, from zi to zj, which is denoted as (Tzi→zj)t+nt , as the dynamical system (4) evolves
from time step t to t+ n, is defined as
(Tzi→zj)
t+n
t = H(ρ(zj(t+ n)|zj(t+ n− 1) · · · zj(t)))
−H(ρ6zi(zj(t+ n)|zj(t+ n− 1) · · · zj(t))) (7)
where H(ρ(zj(t+n)|zj(t+n−1) · · · zj(t))) is the conditional entropy of zj(t+n), conditioned
on past n-steps of zj and H(ρ 6zi(zj(t+ n)|zj(t+ n− 1) · · · zj(t))) is the conditional entropy
of zj(t + n) on its past n-steps and the state zi has been frozen (held constant) from time
step t to time step t+ n.
In general, we have the following
Theorem 5.
n∑
i=1
(Tzi→zj)
t+i
t = H(zj(t+ n) · · · zj(t))−H6zi(zj(t+ n) · · · zj(t)) (8)
6
where
H(zj(t+ n) · · · zj(t)) = H(ρ(zj(t+ n) · · · zj(t)))
and
H6zi(zj(t+ n) · · · zj(t)) = H(ρ6zi(zj(t+ n) · · · zj(t))).
Proof. We prove this by induction. For i = 1, using the fact that H(y) = H6x(y), we have
(Tx→y)t+1t = H(y
′, y)−H6x(y′, y).
Let this be true for i = k. Hence, we have,
k∑
i=1
(Tx→y)t+it = H(y(t+ k) · · · y(t))−H6x(y(t+ k) · · · y(t))
Now,
(Tx→y)t+k+1t = H(y(t+ k + 1)|y(t+ k) · · · y(t))−H6x(y(t+ k + 1)|y(t+ k) · · · y(t))
= [H(y(t+ k + 1) · · · y(t))−H6x(y(t+ k + 1) · · · y(t))]
− [H(y(t+ k) · · · y(t))−H6x(y(t+ k) · · · y(t))]
= [H(y(t+ k + 1) · · · y(t))−H6x(y(t+ k + 1) · · · y(t))]−
k∑
i=1
(Tx→y)t+it
Hence,
k+1∑
i=1
(Tx→y)t+it = H(y(t+ k + 1) · · · y(t))−H6x(y(t+ k + 1) · · · y(t))
Hence,
n∑
i=1
(Tx→y)t+it = H(y(t+ n) · · · y(t))−H6x(y(t+ n) · · · y(t))
After this point, for notational convenience, we will use the notation ρ(yt+nt ) to denote
the density of the joint distribution of y(t + n)y(t + n − 1) · · · y(t), that is, ρ(yt+nt ) =
ρ(y(t+n)y(t+n−1) · · · y(t)). When t = 0, we will simply use ρ(yn) to denote ρ(y(n)y(n−
1) · · · y(0)).
Definition 6 (Average Information Transfer). The average information transfer from X
to Y is defined as
T¯x→y = lim
T→∞
1
T
T∑
i=0
(Tx→y)i0 (9)
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With this,
T¯x→y = lim
n→∞
1
n
[H(yn)−H6x(yn)] (10)
Hence, the average information transfer from X to Y is a difference of two entropy rates,
namely, entropy rate of Y (limn→∞ 1nH(y
n)) and entropy rate of Y when X is frozen
(limn→∞ 1nH6x(y
n)).
The average information transfer and average directed information, however, coincide as
time goes to infinity. Intuitively, this can be explained as follows. Both average information
transfer and average directed information can be written as a difference of two terms,
where the first term is the same for both of them. The difference lies in the fact that,
our definition of information transfer uses freezing, whereas, in directed information, one
uses conditioning. However, as time goes to infinity, infinite step freezing and infinite
step conditioning is the same and hence they converge to the same value. For example,
Figure 3: Comparison of average information transfer and average directed information for
example (2).
lets consider the example (2). In figure 3, we plot the average information transfer and
average directed information from x1 to x30. From the figure, we see that though average
information transfer and average directed information differs in the initial stages, as the
system evolves, they both converge to the same value.
3.2 Information transfer in linear dynamical system
The Eq. (5) provides formula for information transfer in general nonlinear system however
for a special class of linear system analytical expression for the information transfer can
be obtained. Consider the following linear time invariant dynamical system
z(t+ 1) = Az(t) + σξ(t) (11)
8
where z(t) ∈ RN and ξ(t) is vector valued Gaussian random variable with zero mean and
unit variance. We assume that the initial conditions are Gaussian with covariance Σ(0).
Since the system is linear, the distribution of the system state for all future time will remain
Gaussian with covariance Σ(t) satisfying
AΣ(t− 1)A> + σ2I = Σ(t)
To define the information transfer between various subspace we introduce following nota-
tion to split the A matrix :
z(t+ 1) =
(
x
′
y
′
)
=
(
Ax Axy
Ayx Ay
)(
x
y
)
+ σξ (12)
The A matrix can be further split using the subspace decomposition x = (x>1 , x
>
2 )
> as
follows: (
Ax Axy
Ayx Ay
)
=
 Ax1 Ax1x2 Ax1yAx2x1 Ax2 Ax2y
Ayx1 Ayx2 Ay
 (13)
Based on the decomposition of the system A matrix we can also decompose the covariance
matrix Σ at time instant t as follows.
Σ =
(
Σx Σxy
Σ>xy Σy
)
=
 Σx1 Σx1x2 Σx1yΣ>x1x2 Σx2 Σx2y
Σ>x1y Σ
>
x2y
Σy

(14)
Using the above notation, we state following theorem providing explicit expression for
information transfer in linear dynamical system during transient and steady state.
Theorem 7. Consider the linear dynamical system (11) and associated splitting of state
space in Eqs. (12) and (13). We have following expression for information transfer between
various subspace
[Tx→y]t+1t =
1
2
log
|AyxΣsy(t)A>yx + σ2I|
σ2
(15)
where Σsy(t) = Σx(t)−Σxy(t)Σy(t)−1Σxy(t)> is the Schur complement of Σy(t) in the matrix
Σ(t).
[Tx1→y]
t+1
t =
1
2
log
|AyxΣsy(t)A>yx + σ2I|
|Ayx2(Σsy)yx2(t)A>yx2 + σ2I|
(16)
where | · | is the determinant and (Σsy)yx2 is the Schur complement of Σy in the matrix(
Σx2 Σx2y
Σ>x2y Σy
)
9
Proof. From the formula of information transfer we have
[Tx→y]t+1t = H(ρ(y
′ |y))−H6x(ρ(y′|y))
So to compute the transfer, we need to know ρ(y
′ |y) = ρ(y
′
,y)
ρ(y)
and ρ 6x(y
′ |y). Furthermore,
since all the probability density function involved are Gaussian, we use following formula
for the entropy of Gaussian density function.
H(ρ(w)) =
1
2
log((2pie)N |Σ(t)|)
for ρ(w) of the form
ρ(w) =
1
(2pi)
N
2 |Σ(t)| 12
exp
(
−1
2
w>Σ(t)−1z
)
Hence to compute the required transfer, we only need to know the covariance of ρ(y
′|y)
and ρ6x(y
′ |y). The covariance matrix for the joint z′ and z is given by
Rz′z =
(
Σz′ Σz′z
Σzz′ Σz
)
, Σz =
(
Σx Σxy
Σ>xy Σy
)
where Σz′ = AΣzA
> + σ2I, Σzz′ = ΣzA
>, Σz′z = AΣz = Σ
>
zz′ Hence, we have
Ry′y =
(
Σy′ Σy′y
Σ>
y′y Σy
)
, y
′|y ∼ N (−,Σy′ − Σy′yΣ−1y Σ>y′y)
Σy′ = AyxΣxA
>
yx + AyΣxyA
>
yx + AyxΣxyA
>
y
+AyΣyA
>
y + σ
2I
Σy′y = AyxΣxy + AyΣy
Note that since the entropy is function of covariance, we ignore the explicit computation
of mean for the underlying Gaussian random variable. After simplification, we obtain
ρ(y
′ |y) ∼ N (−, Ayx(Σx − ΣxyΣ−1y Σ>xy)A>yx + σ2I).
For ρ 6x(y
′|y) we look at the system, y′ = Ayy+σξy. Hence, we have ρ 6x(y′|y) ∼ N (−, σ2I).
Hence we have
Tx→y(t) =
1
2
log
|AyxΣsy(t)A>yx + σ2I|
σ2
where Σsy(t) = Σx(t)− Σxy(t)Σy(t)−1Σxy(t)>.
To compute the information transfer from x1 → y, we need to compute covariance for
ρ 6x1(y
′|y). Hence, we look at the system where x1 is absent. Hence, we look at
x
′
2 = Ax2x2 + Ax2yy + ξx2
y
′
= Ayx2x2 + Ayy + ξy (17)
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The expression for ρ(y
′|y) remains unchanged from the previous case. To compute ρ 6x1(y′|y),
we use system equation (17) and use procedure similar to one used in the derivation of
ρ 6x(y
′|y) with x replaced with x1. Hence, we have
ρ 6x1(y
′|y) = N (−, Ayx2(Σsy)yx2(t)A>yx2 + σ2I) (18)
where,
(Σsy)yx2(t) = (Σx2(t)− Σx2y(t)Σ−1y (t)Σ>x2y(t)).
Hence,
[Tx1→y]
t+1
t =
1
2
log
|AyxΣsy(t)A>yx + σ2I|
|Ayx2(Σsy)yx2(t)A>yx2 + σ2I|
(19)
.
The results from the above theorem can be used to provide general expression for informa-
tion transfer between scalar state zi and zj for linear network system. In particular with
no loss of generality we can assume zi = z1 and zj = z2, then the expression for Tz1→z2 can
be obtained from (16) by defining
x1 := z1, y = z2, x2 := (z3, . . . , zN)
The formula for n-step transfer can also be derived in a similar manner, where one has to
look at the n-step covariance matrix.
For linear systems with Gaussian noise, the one step zero transfer can be characterized by
looking at system matrix A. In particular, we have the following theorem.
Theorem 8. Azjzi = 0, iff [Tzi→zj ]
t+1
t = 0.
Proof. The proof follows from formula (16).
3.3 Information transfer and Causal Inference in Nonlinear Sys-
tems
In this subsection we connect information transfer and causal inference for general nolinear
systems. However, we will consider systems without noise. In particular, we consider the
system
zt+1 = T (zt) (20)
where T : Rn → Rn is assumed to be at least continuous and z(t) ∈ Rn. In component
form, equation (20) can be written as
z1t+1 = T1(z
1
t , z
2
t , · · · , znt )
z2t+1 = T2(z
1
t , z
2
t , · · · , znt )
...
znt+1 = Tn(z
1
t , z
2
t , · · · , znt )
(21)
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Information transfer between the states of a dynamical system is defined in terms of dif-
ference of certain entropies, as the dynamical system evolves in time. As such to compute
the information transfer, it is necessary to know the evolution of densities. This is given
by the Perron-Frobenius (PF) operator
P : L1(Rn)→ L1(Rn) (22)
and is defined as ∫
ω
Pρ(z)dz =
∫
T−1(ω)
ρ(z)dz (23)
for any ω ∈ B(Rn), where B(Rn) is the Borel σ-algebra on Rn. When T is non-singular
and invertible, the PF operator can be written explicitly as
Pρ(z) = ρ[T−1(z)]|J−1| (24)
where J is the Jacobian of T and | · | signify the determinant. The joint density ρ(z) is
used to define the Shannon entropy
H(z) = −
∫
Ω
ρ(z) log ρ(z)dz (25)
where Ω is the sample space.
Assumption 9. We assume Ω to be Cartesian product of Ω1,Ω2, · · · ,Ωn, in which z1, z2, · · · , zn
are respectively lying. Here each Ωi are open in R, for i = 1, 2, · · · , n.
The marginal entropy of any variable of interest, say z1 is defined as
H(z1) = −
∫
Ω1
ρ1(z
1) log ρ1(z
1)dz1 (26)
where ρ1 = ρ(z
1) =
∫
Ω2n
ρ(z)dz2dz3 · · · dzn is the marginal distribution of z1. Here we use
the notation
Ωjn = Ωj × Ωj+1 × · · · × Ωn, 1 ≤ j ≤ n, and Ω1n = Ω. (27)
We further use the notation
ρ6i = ρ(z1, · · · zi−1, zi+1, · · · , zn)
=
∫
Ωi
ρ(z1, · · · zi−1, zi+1, · · · , zn)dzi
ρ6i 6j = ρ(z1, · · · zi−1, zi+1, · · · , zj−1, zj+1 · · · , zn)
=
∫
Ωi×Ωj
ρ(z1, · · · zi−1, zi+1, · · · , zj−1, zj+1, · · · , zn)dzidzj
With this, we state the following theorem which connects information transfer with causal
inference.
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Theorem 10. If Tj is independent of z
i, then Tzi→zj = 0. At the same time, Tzi→zj need
not be zero if Tj does not rely on z
i.
Proof. Without loss of generality, we assume i = 2 and j = 1, so that we look at the
information transfer from z2 to z1. We consider the system zt+1 = T (zt) given in component
form as in (21). Define zˆit = z
i
t+1 and consider the dynamical system
zit+1 = Ti(z)
zˆit+1 = Ti(zˆ)
(28)
for i = 1, 2, · · · , n. Now, from (??),
Tz2→z1 = H(z
1
t+1, z
1
t )−H6z2(z1t+1, z1t )
= H(z1t+1, zˆ
1
t+1)−H6z2(z1t+1, zˆ1t+1) (29)
It is given that T1(z) is independent of z
2. Hence, T1(zˆ) is independent of zˆ
2 and also z2.
To prove that if T1(z) is independent of z2, then Tz2→z1 = 0, we have to show
H(z1t+1, zˆ
1
t+1) = H6z2(z
1
t+1, zˆ
1
t+1)
Let U be the sample space where the system (28) evolves. Note that U satisfies assumption
(9) and we use the notation defined in (27). For notational convenience we use the notation
x1t to signify the subspace (z
1
t , zˆ
1
t )
>, x2t = z
2
t , yt = zˆ
2
t , x
i
t = (z
i
t, zˆ
i
t)
> for i = 3, · · · , n.
Similarly we define Ui and Uy. Hence we need to prove
H(x1t+1) = H6x2(x
1
t+1)
The dynamical system (28) can be written as
xit+1 = φi(xt, yt)
x2t+1 = φ2(xt, yt)
yt+1 = φy(xt, yt)
(30)
for i = 1, 3, · · · , n and φi = (Ti, Ti)>, φ2 = T2 and φy = T2. Define Φ =
(
φ>i φ2 φy
)>
.
For any subset of U˜1, u˜1 ∈ U˜1, we have∫
u˜1
(Pρ 6x2)1(x1)dx1 =
∫
u˜1×U3n×Uy
(Pρ 6x2)(x1, y, x3, · · · , xn)
×dx1dx3 · · · dxndy
=
∫
Φ−162 (u˜1×U3n×Uy)
ρ 6x2(x
1, y, x3, · · · , xn)
×dx1dx3 · · · dxndy
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Now1,
Φ−162 (u˜1 × U3n × Uy) = Φ−1162 u˜1 × U3n × Uy (31)
Hence, ∫
u˜1
(Pρ 6x2)1(x1)dx1 =
∫
Φ−11 62 u˜1
dx1
·
∫
U3n×Uy
ρ 6x2(x
1, x3, · · · , xn, y)
×dx1dx3 · · · dxndy
=
∫
Φ−11 62 u˜1
ρ1(x
1)dx1
=
∫
φ1
−1u˜1
ρ1(x
1)dx1
where the last equality follows from the fact that φ1 and hence φ
−1
1 is independent of x2.
Again, ∫
u˜1
(Pρ)1(x1)dx1 =
∫
u˜1×U2n×Uy
Pρ(x, y)dxdy
=
∫
Φ−1(u˜1×U2n×Uy)
ρ(x, y)dxdy
=
∫
φ−1u˜1×U2n×Uy
ρ(x, y)dxdy
=
∫
φ−11 u˜1
dx1
∫
U2n×Uy
ρ(x)dx2 · · · dxndy
=
∫
φ−11 u˜1
ρ1(x
1)dx1.
Hence, ∫
u˜1
(Pρ 6x2)1(x1)dx1 =
∫
u˜1
(Pρ)1(x1)dx1 (32)
for any u˜1 ∈ U1. Hence, (Pρ 6x2)1 = (Pρ)1 almost everywhere, when φ1 is independent of x2.
1In the proof, Φ−1162 u˜1 and φ
−1
1 u˜1 is the projection of the Cartesian product on the subspace x
1.
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Now, in [?] it was shown that
H6x2(x
1
t+1) = −
∫
U
(Pρ6x2)1(y1) log((Pρ 6x2)1(y1))
·ρ(x2|x1, x3 · · · , xn, y)
·ρ3···n,y(x3, · · · xn, y)dy1dx2dx3 · · · dxndy
= −
∫
U
(Pρ)1(y1) log((Pρ)1(y1))
·ρ(x2|x1, x3 · · · , xn, y)
·ρ3···n,y(x3, · · ·xn, y)dy1dx2dx3 · · · dxndy
= −
∫
U1
(Pρ)1(y1) log((Pρ)1(y1))dy1
·
[ ∫
U2
∫
U3n×Uy
ρ(x2|x1, x3 · · · , xn, y)
·ρ3···n,y(x3, · · ·xn, y)dx2dx3 · · · dxndy
]
= −
∫
U1
(Pρ)1(y1) log((Pρ)1(y1))dy1
= H(x1t+1)
This is because the integrand in the brackets integrate to one. Hence, H(x1t+1) = H6x2(x
1
t+1),
that is,
H(z1t+1) = H6z2(z
1
t+1)
Hence, Tz2→z1 = 0.
3.4 Revisiting the examples
In this subsection we revisit the examples presented in section (2) and show that the new
definition of information overcome some of the issues with directed information.
Example 1 revisited : For the three state example discussed in section 2, we compute the
information transfer using our proposed definition of information transfer and the formula
(16). In Fig. 4(a), we plot the information transfer over n time steps and we notice that
the information transfer from x1 → x2 and x1 → x3 are identically zero.
Example 2 revisited : We compute the information transfer from x1 → xk and from xk →
xN for k = 15. Since, x1 is connected to xk through series of k delays, as expected the
information transfer Tx1→xk is zero over n < k time step and for n = k the information
transfer jumps from zero to non-zero value as shown in Fig. 4(b). Similarly information
transfer from xk → xN also shows a sudden jump. This proves that our proposed definition
of information transfer obeys the time constraints of transfer.
15
(a) (b)
Figure 4: (a) N-step information transfer for example 1. (b) N-step information transfer
for example 2.
4 Information Transfer in Linear Control Systems
In this section, we derive expression for information transfer in control dynamical system.
In particular, we derive expressions for information transfer from state to output, input to
state, and input to output. For the simplicity of discussion we also restrict our discussion
to single input single output case.
We consider the following linear linear time invariant system with input and output.
z(t+ 1) = Az(t) +Bu(t)
θ(t) = Cz(t) + ω(t)
(33)
where z ∈ RN are the states, A ∈ RN×N , B and C are of appropriate dimensions, u(t) ∈ R
is the input, θ ∈ R is output and ω(t) is the output noise, which is assumed to be zero mean
i.i.d. Gaussian noise. For the simplicity of presentation, we will restrict our discussion to
the case where the state space z is split in only two subspace i.e., z = (x>, y>)> and the
inputs and outputs are one dimensional. With this assumption, we have following splitting
of the A,B, and C matrices.
A =
(
Ax Axy
Ayx Ay
)
, B =
(
Bx
By
)
, C =
(
Cx Cy
)
(34)
4.1 Information from Input to State
The evolution of the state x is x′ = Axx + Axyy + Bxu. In deriving the formulas in this
section, we think of the input u(t) as a i.i.d. Gaussian variable such that
E[u(t)u(t+ k)>] = 0,∀k 6= t and E[zu>] = 0.
Hence,
Σx′|x = AxyΣsxA
>
xy +BxΣuB
>
x (35)
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where Σsx is the Schur complement of Σx in Σz and Σu is the covariance of the input at
time t.
When the input u is held frozen,
Σ6ux′|x = AxyΣ
s
xA
>
xy (36)
Hence the information transfer from u1 to x is
Tu→x =
1
2
log
|AxyΣsxA>xy +BxΣuB>x |
|AxyΣsxA>xy|
(37)
where | · | is the determinant.
4.2 Information from State to Output
In this subsection, we look at the information transfer from the states of the system to the
output of the control system. For simplicity, we only look at the information transfer from
the entire state space z to the output θ. The general case of the information transfer from
any state zi to any output θj for a MIMO system can be dealt with in similar manner.
From the output equation, we have
Σθ′|θ = CΣz′C> + Σω − (CAΣzC>)(CΣzC>)−1(CAΣzC>)>
where Σz′ = AΣzA
> +BΣuB> and Σω is the covariance of the output noise.
When z is frozen, the output equation is
θ6z(t) = ω(t) (38)
Hence, Σ 6zθ′|θ = Σω.
So the transfer is
Tz→θ =
1
2
log
|Σθ′|θ|
|Σω|
where
Σθ′|θ = CΣz′C> + Σω − (CAΣzC>)(CΣzC>)−1(CAΣzC>)>
4.3 Information from Input to Output
As before, we address the case of SISO systems for simplicity. We have
Σ′θ = CAΣzA
>C> + CBΣuB>C>
Hence,
Σθ′|θ = CAΣzA>C> + CBΣuB>c> + Σω − (CAΣzC>)(CΣzC>)−1(CAΣzC>)> (39)
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z(t + 1) = Az(t) +Bu(t)
w(t) = Cz(t)
w(t)u(t)
ξ(t)
1
Figure 5: Feedback control system
When u is frozen, we have
z′ = Az
θ = Cz + ω
(40)
Hence,
Σθ′6u|θ6u = CAΣzA
>C> + Σω − (CAΣzC>)(CΣzC>)−1(CAΣzC>)> (41)
Hence the transfer is
Tu→θ =
1
2
log
|Σθ′|θ|
|Σθ′6u|θ 6u|
(42)
where Σθ′|θ and Σθ′6u|θ6u are given by equations (39) and (41) respectively.
4.4 Information Transfer in Feedback Control Systems
Information theory and feedback systems are interlinked and researchers have studied their
interplay [19, 20, 21, 22]. Again, Massey [9] had shown that the feedback capacity (Cfb)
satisfies
Cfb ≤ lim
n→∞
max
ρ(Xn||Y n−1)
1
n
I(Xn → Y n) (43)
where ρ(Xn||Y n−1) is the conditional distribution of Xn, causally conditioned on Y n−1.
Again, in [23], it has been proved that in a feedback system, the Bode sensitivity transfer
function from the output to the input is equal to the average directed information from
the output (w) to the input (u), where the average directed information from the output
to the input is defined as
lim
n→∞
1
n
I(wn → un) (44)
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In this section, we consider the following feedback control system (figure 5)
z(t+ 1) = Az(t) +Bu(t)
w(t) = Cz(t), u(t) = w(t) + ξ(t)
(45)
and we are interested in computing information flow from output to input of the feedback
control system i.e., Tw→u. This is the information transfer from the plant to itself. Towards
this goal we write the feedback control system as follows:
z(t+ 1) = (A+BC)z(t) +Bξ(t)
w(t) = Cz(t), u(t) = w(t) + ξ(t) (46)
Hence, H6w(ρ(u
′|u)) = H(ρ(ξ′)). With this, and theorem (5), next we show that the Bode
sensitivity transfer function, S, from w to u is same as the average information transfer
from w to u.
Theorem 11.
T¯x→y =
∫ 1
2
− 1
2
log |S(ej2piθ)|dθ =
m∑
i=1
log |λi(Au)|
where λi(Au) are the unstable eigenvalues of the open loop system.
Proof. From theorem (5), we have
T¯x→y = lim
T→∞
1
T
T∑
i=1
(Tx→y)i0
= lim
T→∞
1
T
[H(uT )−H6w(uT )] = lim
T→∞
1
T
[H(uT )−H(ξT )]
= lim
T→∞
1
2T
log
|ΣuT |
|ΣξT |
=
∫ 1
2
− 1
2
log
|u(ej2piθ)|2
|ξ(ej2piθ)|2 dθ
=
∫ 1
2
− 1
2
log |S(ej2piθ)|dθ =
m∑
i=1
log |λi(Au)|
where λi(Au) are the unstable poles of A.
Hence, the average directed information and average information transfer are the same for
the above feedback control system. This theorem, along with the fact that the channel
capacity of a feedback channel is related to directed information, presents further evidence
that our formulation of information transfer, though developed from dynamical systems
point of view, is consistent with already existing concepts in information theory and control
theory. We feel this will allow us to study the concepts of information theory, control theory
and dynamical systems from a more fundamental and common point of view.
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Example 12. Consider the feedback system given in figure 5 with
A =
(
4 2
0 0.7
)
, B =
(
1
0
)
, C = [ −3.5 0 ]
We also assume that the noise ω is i.i.d. zero mean unit variance Gaussian white noise.
The open loop system has unstable pole at 4. Hence the Bode integral of the sensitivity
(a) (b)
Figure 6: (a) N-step information transfer; (b) Average information transfer and average
directed information
transfer function is log(4) = 1.3863. Figure 6(a) shows the N-step information transfer
from the output of the system to the input of the system. The steady state value of the
information transfer is 1.3863. Similarly, the average information transfer from the output
to the input is also 1.3863. This is shown in figure 6(b). In this figure we also plot the
average directed information transfer from the output to input. Here again we observe that
the average information transfer converges to the Bode integral of the sensitivity transfer
function much faster than the average directed information.
5 Information Transfer and Structural Controllability
and Observability
Structural controllability was developed by [24], and is a weaker notion of controllability,
where a system is said to structurally controllable, if either the system is controllable or
is controllable when the non-zero entries of the system matrix are perturbed so that the
perturbed system becomes controllable. Associated with a system
z(t+ 1) = Az(t) + ξ(t), z ∈ RN (47)
is a directed graph Z = (Vz, Ez) where Vz = {zi|i = 1, . . . , N} is the node set and Ez is the
edge set, such that there is directed edge from zi to zj iff ji
th entry of A is non-zero. Now
if a single control input is placed at node k, then one can construct an extended graph
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G = (V,E), with one extra node u and one extra edge from u to zk. With this, the system
is said to structurally controllable if all the nodes of the extended graph can be reached
from node u [25]. Since u is directly connected to zk, one can say that the system, with
input at zk, is structurally controllable if there exists paths to all the nodes of Z from zk.
In this section we show that if information transfer from the input to all the nodes is non-
zero, then the system is structurally controllable. Note that in this section, by information
transfer, we will mean n-step information transfer for n ∈ Z>0.
Theorem 13. If the k-step information transfer from state zi to zj of system (47) is non-
zero for some k ∈ Z>0, then there is a directed path from node zi to zj in the corresponding
directed graph for the system.
Proof. We prove this by contrapositive argument. Without loss of generality, we assume
i = 2 and j = 1. Suppose there is no path from z2 to z1. Hence, [A
k]12 = 0 for all k ∈ Z
2. We show that in this case the k-step information transfer from z2 to z1 is zero for all
k ∈ Z. The evolution of the states can be written as
z(k) = Akz(0) + Ak−1ξ(0) + . . .+ ξ(k − 1) (48)
Hence,
z1(k) =
N∑
j=1,j 6=2
[Ak](1j)zj(0) +
N∑
j=1,j 6=2
[Ak−1](1j)ξj(0)
+ . . .+ ξ1(k) (49)
since [Ak]12 = 0 and when z2 is held frozen, we have
z162(k) =
N∑
j=1,j 6=2
[Ak62](1j)zj(0) +
N∑
j=1,j 6=2
[Ak−162 ](1j)ξj(0)
+ . . .+ ξ1(k) (50)
where A62 is the system matrix when z2 is held frozen, that is A62 is obtained from A by
deleting the second row and second column of A.
Now,
[A2](1j) =
N∑
i=1
a1iaij = a12a2j +
∑
i 6=2
a1iaij
=
∑
i 6=2
a1iaij = [A
2
62]1j (51)
since a12 = 0.
2Here [Ak]ij means the ij
th entry of Ak
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Similarly,
[A3]1j = [A
2A]1j = [A2A]1j =
∑
i
(a2)1iaij =
(a2)12a2j +
∑
i 6=2
(a2)1iaij =
∑
i 6=2
(a2)1iaij = [A
3
62]1j
since [A2]12 = (a2)12 = 0. Let [A
l]1j = [A
l
62]1j for some l ∈ Z>0. Then
[Al+1]1j = [A
lA]1j = [AlA]1j =
∑
i
(al)1iaij =
(al)12a2j +
∑
i 6=2
(al)1iaij =
∑
i 6=2
(al)1iaij = [A
l+1
62 ]1j
Hence, [Ak]1j = [A
k
62]1j for all k ∈ Z. Hence from (49) and (50), z1(k) = z162(k). So,
H(z1(k)|z1(k − 1) . . . z1(0))
= H6z2(z1(k)|z1(k − 1) . . . z1(0)).
Hence [Tz2→z1 ]
k
0 = 0 for all k ∈ Z. Hence, if there is non zero information transfer from z2
to z1, then there exists a directed path from z2 to z1.
Theorem 14. If the information transfer from the input to all the states are non-zero,
then the system is structurally controllable.
Proof. We consider the extended graph associated with the dynamical system and consider
the input node as an extra state. From theorem (13), if the information transfer from the
input to any state zi is non-zero, then there exists a path from the input node to the node
zi in the directed graph associated with the system. So, if the information transfer from
the input to all the states is non zero, then there exists directed paths from the input
node to all the other nodes in the directed graph associated with the system and hence the
system is input reachable and hence is structurally controllable.
Results for structural observability follows from duality and can be stated as
Theorem 15. If the information transfer from all the states to the output is non zero,
then the system is structurally observable.
Here we have proved the result for structural controllability for SISO case, but the result
for MIMO case is similar.
6 Conclusion
In this paper, we discussed how directed information fails to capture the causal structure in
a dynamical system and provided a new measure of causality based on a new definition of
22
information transfer and have shown that it captures the intuitions of causality. The new
definition of information, which is based on dynamical system setting, has been generalized
to define information transfer between the various signals in a control dynamical system.
This generalization resulted in connecting the information transfer with Bode integral of
the sensitivity transfer function from the output to the input in a feedback control system.
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