We propose a sequential learning policy for noisy discrete global optimization and ranking and selection (R&S) problems with high dimensional sparse belief functions, where there are hundreds or even thousands of features, but only a small portion of these features contain explanatory power. We aim to identify the sparsity pattern and select the best alternative before the finite budget is exhausted. We derive a knowledge gradient policy for sparse linear models (KGSpLin) with group Lasso penalty. This policy is a unique and novel hybrid of Bayesian R&S with frequentist learning. Particularly, our method naturally combines B-spline basis expansion and generalizes to the nonparametric additive model (KGSpAM) and functional ANOVA model. Theoretically, we provide the estimation error bounds of the posterior mean estimate and the functional estimate. Controlled experiments show that the algorithm efficiently learns the correct set of nonzero parameters even when the model is imbedded with hundreds of dummy parameters. Also it outperforms the knowledge gradient for a linear model.
Introduction
The ranking and selection (R&S) problem arises when we are trying to find the best of a set of competing alternatives through a process of sequentially testing different choices, which we have to evaluate using noisy measurements. In specific, we are maximizing an unknown function µ(x) : X → R, where X ⊂ R m is a finite set with M alternatives. We have the ability to sequentially choose a set of measurements to estimate. Our goal is to select the best alternative when the finite budget is exhausted. We assume that experiments are time consuming and expensive. This problem arises in applications such as simulation optimization, medical diagnostics and the design of business processes. In such applications, the number of underlying parameters might be quite large; for example, we might have to choose a series of parameters to design a new material which might involve temperature, pressure, concentration and choice of component materials such as catalysts.
The early R&S literature assumes a lookup table belief model [Frazier et al., 2008 [Frazier et al., , 2009 ], but recent research has used a parametric belief model, making it possible to represent many thousands or even millions of alternatives using a low-dimensional model. Let µ be the vector representing values of all alternatives. Linear beliefs assume the truth µ can be represented as a linear combination of a set of parameters, that is, µ = Xα, where α is the underlying coefficient and X represent the alternative matrix, that is, each row of X is a vector representing an alternative.
The problem is that there are many applications that is high dimensional, that is, the coefficient α can potentially have hundreds or even thousands of coponents. For example, in learning the accessibility profile of a large RNA molecule, the underlying weight coefficient describing the accessibility of each site is high dimensional due to the large size of RNA molecule. However, it is typically the case that only a small portion of these coefficients contain explanatory power [Reyes et al., 2014] .
More generally, for these applications, we propose a sparse additive model which offers considerably more flexibility than a linear model, while recognizing that the final model will be relatively low dimensional. Sparse additive model assumes the truth takes the form µ i = f 1 ( X i1 ) + f 2 ( X i2 ) + · · · + f p ( X ip ) + ς i , for i = 1, . . . , M, where the f j s are one-dimensional smooth functions, ς i is some Gaussian noise and M is the number of competing alternatives. In high dimensional settings, we assume that most of the f j s are zeros. If each f j is a linear function, then the sparse additive belief reduces to linear belief. In this model, we are working on a model with a potentially large number of features, most of which do not contribute significant explanatory power. Our challenge is not only to design an efficient search algorithm for identifying the best alternative, but also identify the underlying sparsity structure.
In this paper, we study high dimensional optimal learning with sparse beliefs. We first derive a knowledge gradient policy for linear models (KGSpLin) with ℓ 1,∞ group Lasso penalty. More generally, we can assume the belief function takes an additive model, which is a summation of unknown smooth functions of each feature, where only a few components are nonzero. If we approximate each smooth function by B-splines basis, the sparse additive model can be fitted using group Lasso. Therefore, KGSpLin can be naturally generalized to the knowledge gradient policy for sparse additive models (KGSpAM). Here we introduce a random indicator variable and maintain a Beta-Bernoulli conjugate prior to model our belief about which variables should be included in or dropped from the model. Additionally, in the broader class of models known as multivariate splines functional ANOVA model, tensor product B-splines can be adopted. KGSpAM can also be used in this model. The remainder of the paper is organized as follows. Section 3 formulates the ranking and selection model in a Bayesian setting and establishes the notation used in this paper. It also highlights the knowledge gradient using both lookup table and a low dimensional linear, parametric belief model and introduces the homotopy algorithm for recursive ℓ 1,∞ group Lasso. Section 4 is devoted to a detailed description of the KGSpLin policy for high dimensional linear models with ℓ 1,∞ group Lasso. Section 5 generalizes the algorithm to nonparametric sparse additive belief model (KGSpAM) and also SS-ANOVA. Theoretical results are presented in Section 6, which shows the estimation error bounds for both posterior mean and functional estimate. In Section 7, we test the algorithm in the context of a series of controlled experiments.
Literature
There has been a substantial literature on the general problem of finding the maximum of an unknown function where we rely on making noisy measurements to actively make searching decisions. Spall [2005] provides a thorough review of the literature that traces its roots to stochastic approximation methods. However, these methods require lots of measurements to find maxima precisely, which is unrealistic when measurements are very expensive.
Our problem originates from the R&S problem, which has been considered by many authors, under four distinct mathematical formulations. We specifically consider the Bayesian formulation, for which early work dates to Raiffa and Schlaifer [1968] . The other mathematical formulations are the indif-ference-zone formulation [Bechhofer et al., 1995] ; the optimal computing budget allocation, or OCBA [Chen, 2010 ; and the large-deviations approach [Glynn and Juneja, 2004] .
In the Bayesian formulation, this R&S problem has received considerable attention under the umbrella of optimal learning [Powell and Ryzhov, 2012] . In this work, there are three major classes of function approximation methods: look-up tables, parametric models and nonparametric models. Gupta and Miescke [1996] introduces the idea of selecting an altermative based on the marginal value of information. Frazier et al. [2008] extends the idea under the name knowledge gradient using a Bayesian approach which estimates the value of measuring an alternative by the predictive distributions of the means, where it was shown that the policy is myopically optimal by construction and asymptotically optimal. The knowledge gradient using a lookup table belief model approximates the function in a discrete way, without any underlying explicit structural assumption, for both uncorrelated and correlated alternatives [Frazier et al., 2008 [Frazier et al., , 2009 . Another closely related idea can be found in Chick et al. [2001] , where samples are allocated to maximize an approximation to the expected value of information. Negoescu et al. [2011] introduces the use of a parametric belief model, making it possible to solve problems with thousands of alternatives. For nonparametric beliefs, Mes et al. [2011] proposes a hierarchical aggregation technique using the common features shared by alternatives to learn about many alternatives from even a single measurement, while Barut and Powell [2013] estimates the belief function using kernel regression and aggregation of kernels. However, all the methods above assume low dimensional belief models, where the number of features is relatively small. There are applications with hundreds or even thousands of features, but where only a few features are relevant. In such settings, previous algorithms may require a lot of tedious computation on the overall features.
Additionally, outside of the Bayesian framework, there is another line of research on sparse online learning, in which an algorithm is faced with a collection of noisy options of unknown value, and has the opportunity to engage these options sequentially. In the online learning literature, an algorithm is measured according to the cumulative value of the options engaged, while in our problem we only need to select the best one at the end of experiments. Another difference is that, rather than value, researchers often consider the regret, which is the loss of our option compared with the optimal decision in hindsight. Cumulative value/regret is appropriate in dynamic settings such as maximizing the cumulative rewards (learning while doing), while terminal value/regret fits in settings such as finding the best route in a transportation network (learn then do). Moreover, most of the algorithms in online learning are based on stochastic gradient/subgradient descent method. The key idea to induce sparsity is to introduce some regularizer in the gradient mapping [Duchi and Singer, 2009 , Langford et al., 2009 , Xiao, 2010 , Lin et al., 2011 , Ghadimi and Lan, 2012 ]. However, a major problem with these methods is that while the intermediate solutions are sparse, the final solution may not be exactly sparse because it is usually obtained by taking the average of the intermediate solutions.
Additive models were first proposed by Friedman and Stuetzle [1981] as a class of nonparametric regression models and has received more attention over the decades [Hastie and Tibshirani, 1990] . In high dimensional statistics, there has been much work on estimation, prediction and model selection for penalized methods on additive model [Zhang et al., 2004 , Lin and Zhang, 2006 , Ravikumar et al., 2009 , Fan et al., 2011 , Guedj and Alquier, 2013 . Sparsity is a feature present in a plethora of natural as well as manmade systems. In optimal learning problems, it is also natural to consider sparsity structure not only because nature itself is parsimonious but also because simple models and processing with minimal degrees of freedom are attractive from an implementation perspective. Most of the previous work on sparse additive models study it in a batch setting, but here we study it in an active learning setting, where not only observations come in recursively, but also we get to actively choose which alternative to measure.
Notation and Preliminaries
In this section, we briefly review some results from Bayesian models for R&S and the recursive algorithm for ℓ 1,∞ group Lasso. We start with an introduction of notation: Let
We denote v I to be the subvector of v whose entries are indexed by a set I. We also denote M I,J to be the submatrix of M whose rows are indexed by I and columns are indexed by J. For I = J, we simply denote it by M I or M J . Let M I * and M * J be the submatrix of M with rows indexed by I, and the submatrix of M with columns indexed by J. Let supp(v) := {j : v j = 0}. For 0 < p < ∞, we define the ℓ 0 , ℓ p , ℓ ∞ vector norms as
For a matrix M, we define the Frobenius norm as:
1/2 and the ℓ p norm to be: M p = max v p =1 Mv p . For any square matrix M, let Λ max (M) and Λ min (M) be the largest and smallest eigenvalue of M. For a summary of most symbols we use, please refer to Table 2 in Appendix A.
The Bayesian Model for Ranking and Selection
We denote the unknown function µ(x) : X → R, where X ⊂ R m is a finite set with M alternatives. In addition, if we have a measurement budget of N , our goal is to sequentially decide which alternatives to measure so that when we exhaust our budget, we have maximized our ability to find the best alternative using our estimated belief model. Here we use x to denote the vector and x to denote the corresponding alternative index, that is, x ∈ {1, . . . , M }. We also use µ x for µ(x). Let µ = [µ 1 , . . . , µ M ] T . Under this setting, the number of alternatives M can be extremely large relative to the measurement budget N . In a Bayesian setting, we assume µ takes multinormal distribution µ ∼ N (θ, Σ).
(1)
Now suppose we have a sequence of measurement decisions, x 0 , x 1 , . . . , x N −1 to learn about these alternatives. Here x i ∈ X , for i = 0, . . . , N − 1. At time n, if we measure alternative x, we observe
where ǫ n+1 x ∼ N (0, σ 2 x ) and σ x is known. Initially, assume we have a multivariate normal prior distribution on µ,
Additionally, because decisions are made sequentially, x n is only allowed to depend on the outcomes of the sampling decisions x 0 , x 1 , . . . , x n−1 . In the remainder of the paper, a random variable indexed by n means it is measurable with respect to F n , which is defined as the σ-algebra generated by {(x 0 , y 1 x 0 ), (x 1 , y 2 x 1 ), . . . , (x n−1 , y n x n−1 )}. Following this definition, we denote θ n := E[µ|F n ], and Σ n := Var[µ|F n ]. It means conditionally on F n , our posterior belief distribution on µ is multivariate normal with mean θ n and covariance matrix Σ n . When the measurement budget of N is exhausted, our goal is to find the optimal alternative, so the final decision is
We define Π to be the set of all possible policies satisfying our sequential requirement; that is, Π := {[x 0 , . . . , x N −1 ] : x n ∈ F n }. Let E π indicate the expectation with respect to the prior over both the noisy outcomes and the truth µ while the sampling policy is fixed to π ∈ Π. After exhausting the budget of N measurements, we select the alternative with the highest posterior mean. Our goal is to choose a measurement policy maximizing expected reward, which can be written as
We work in the Bayesian setting to sequentially update the estimates of the alternatives. At time n, suppose we select x n = x and observe y x n+1 ; we can compute the n + 1 time posterior distribution with the following Bayesian updating equations [Gelman et al., 2003 ]:
where e x is the standard basis vector with one indexed by x and zeros elsewhere.
Knowledge Gradient for Linear Belief
In this section, we briefly review the knowledge gradient for correlated normal beliefs (KGCB), which is a fully sequential sampling policy for learning correlated alternatives [Frazier et al., 2008] . Here correlated alternatives mean that the performances of different alternatives may have correlations as described in (1). We also review the knowledge gradient for a linear belief model (KGLin). It means that the belief model is linear in terms of a set of known basis functions. In this case, Bayesian updating is performed using recursive least squares [Frazier et al., 2009] . We represent the state of knowledge at time n as: S n := (θ n , Σ n ). The corresponding value of being in state S n at time n is
The knowledge gradient policy is to choose the alternative that can maximize the expected incremental value,
Frazier et al. [2009] proposes an algorithm to compute the KG values for alternatives with correlated beliefs. First we can further rearrange equation (2) as the time n conditional distribution of θ n+1 , namely,
where
It is easy to see that Z n+1 is standard normal when conditioned on F n [Frazier et al., 2008] . Then we substitute equation (3) into the KG formula,
where σ(Σ n , x) is a vector-valued function defined in (4) and 
Here φ(z) and Φ(z) are the normal density and cumulative distribution functions respectively. a and b are the new vectors after sorting a and b and dropping off the redundant components and are of dimension M . If the number of alternatives is quite large, the above representation becomes clumsy. Thus if the underlying belief model has some structure, then we could take advantage of this structure to represent the model and simplify the computation. In a simple case, if f has a linear form or can be written as a basis expansion, we can make it easier by maintaining a belief on the coefficients instead of the alternatives.
Negoescu et al. [2011] further extends KGCB to parametric beliefs using a linear model. Now we assume the truth µ can be represented as a linear combination of a set of parameters, that is, µ = Xα, where µ ∈ R M and α = [α 1 , . . . , α m ] T ∈ R m are random variables, X ∈ R M ×m represent the alternative matrix, that is, each row of X is a vector representing an alternative. If we assume α ∼ N (ϑ, Σ ϑ ), this induces a normal distribution on µ via linear transformation,
At time n, if we measure alternative x n = x, we can update ϑ n+1 and Σ ϑ,n+1 recursively via Recursive Least Squares [Powell and Ryzhov, 2012] ,
where ǫ n+1 = y n+1 − (ϑ n ) T x n and γ n = σ 2 x + (x n ) T Σ ϑ,n x n . The linear model allows us to represent the alternatives in a compact format since the dimension of the parameters is usually much smaller than the number of the alternatives. Suppose we have tens of thousands of alternatives, without the linear model, we would need to create and update the covariance matrix Σ n with tens of thousands of rows and columns. With the linear model, we only need to maintain the parameter covariance matrix Σ ϑ,n , the size of which is equal to the dimension of the parameter vector ϑ. In addition, we never need to compute the full matrix XΣ ϑ X T . We only have to compute a row of this matrix.
A Homotopy Algorithm for Recursive ℓ 1,∞ Group Lasso
In the Bayesian updating scheme described in Section 4 and 5, a recursive ℓ 1,∞ group Lasso is required, which we review in this section. When the regularization takes the ℓ 1 norm, this regularized version with least squares loss is Lasso (least absolute shrinkage and selection operator) [Tibshirani, 1996] . It is well known that Lasso leads to solutions that are sparse and therefore achieves model selection. If we consider a more general group sparsity system, which is composed of a few nonoverlapping clusters of nonzero coefficients, ℓ 1,∞ group Lasso penalty can be used to encourage correlations within groups and achieve sparsity at a group level. Here we briefly describe the recursive homotopy algorithm for ℓ 1,∞ group Lasso proposed in Chen and Hero [2012] . For the recursive homotopy algorithm for Lasso, one can refer to Garrigues and El Ghaoui [2008] . This algorithm computes an exact update of the optimal ℓ 1,∞ penalized recursive least squares predictor. Each update minimizes a convex but nondifferentiable function optimization problem. This algorithm has been demonstrated to have lower implementation complexity than direct group Lasso solvers. It also fits the recursive setting in optimal learning.
The ℓ 1,∞ group Lasso estimator after n observations is given by
where (y i , x i−1 ) ∈ R × R m , i = 1, . . . , n are the n observations. λ n is the regularization parameter, and
is the group partition of the index set G = {1, . . . , m}, that is,
and β G j is a subvector of β indexed by G j . Let d j = |G j | be the number of features in the jth group, and m = p j=1 d j . Group Lasso reduces to Lasso when each group contains only one coefficient.
At time n, suppose we have β n to the Lasso with n observation and we are given the next observation (y n+1 , x n ) ∈ R × R m . The algorithm computes the next estimate β n+1 via the following optimization problem.
We have β n = u(0, λ n ) and β n+1 = u(1, λ n+1 ). The homotopy algorithm that computes a path from β n to β n+1 in two steps:
4 Knowledge Gradient for Linear Model with ℓ 1,∞ Group Lasso
In Section 3.2, we review knowledge gradient policy for linear belief models in low dimensional settings. In this section, we derive the KG policy in a high dimensional linear model. We have µ = Xα, where X ∈ R M ×m is the alternative matrix and α ∈ R m , µ ∈ R M are random variables. Here m can become relatively large and α is sparse in the sense that only a few components of α contribute to µ. However, unlike the sparsity assumption in classical frequentist statistics, we assume the sparsity structure is random; that is, the group indicator variable of which is selected or not is a random vector. Specifically, we now assume there exists some known group structure in α, let ζ = [ζ 1 , . . . , ζ p ] ∈ R p be a group indicator random variable of α,
Additionally, α is assumed to be sparse in the following sense,
Let S = {j : ζ j = 1}. Thus, without loss of generality, conditioning on ζ, we can permute the elements of α to create the following partition,
. So ϑ and Σ ϑ can be correspondingly partitioned
Here we make a critical assumption on the distribution of α. Let us assume that conditioning on ζ = 1, α has the following distribution: α|ζ = 1 ∼ N (ϑ, Σ ϑ ). Then for any other ζ ′ , the conditional distribution of α on ζ ′ is normal with mean θ S ′ and variance Σ θ S ′ . Here S ′ = {j : ζ ′ j = 1}. This means that we can write all the conditional distributions of α through an index set S characterized by ζ. So in the following we use both ζ and S as indices. We also omit the time dependent variable n to simplify notations. Furthermore, as we are updating the mean and covariance matrix of a certain conditional distribution, we also update all the elements with the same index in the other distributions. That means, through all the updatings, we just need to maintain the mean and covariance matrix on ζ = 1.
Knowledge Gradient Policy for Sparse Linear Model
Before deriving the sparse knowledge gradient algorithm, let us describe the Bayesian model at time n. To get a Bayesian update, we can maintain Beta-Bernoulli conjugate priors on each component of ζ. At time n, we have the following Bayesian model, for j, j ′ = 1, . . . , p,
At time n, the prior ζ n is a discrete random variable. Let ζ n,1 , . . . , ζ n,N ζ be all the possible realizations of ζ n , and P(ζ n = ζ n,k ) = p n,k , k = 1, . . . , N ζ . So by the Law of Total Expectation, the KG value can be computed by
Note that conditioning on each sample realization of ζ n , the KG calculation is identical with KGLin. The KG value for a sparse linear model is a weighted summation over all the possible sample realization of ζ n , of which the weight E p n (p n,k ) is computed by the independent Beta distributions on all the p n j 's. Also, if N ζ takes its largest possible value, that is N ζ = 2 p , we can re-sort the weights and approximate the knowledge gradient value by only computing ones with several top largest probabilities.
Bayesian Update
At time n we have the Bayesian model described in (7)- (10). Parallel with that, we also have the current Lasso estimate, denoted as ϑ n . The nonzero part is ϑ n S . The covariance matrix corresponding to ϑ n S is denoted as Σ ϑ,n S , which is Monte Carlo simulated from the first order optimality condition of the optimization problem (5) (details described in Section 4.3). After we get the new observation, we can update to the next Lasso estimate recursively by the algorithm described in Section 3.3. Thus we have the updated Lasso estimate ϑ n+1 S and Σ ϑ,n+1 S . Let P n := {j : ϑ n G j = 0}. The Bayesian updating equations are given by Gelman et al. [2003] :
Now we briefly recall and summarize the random variables which play a role in the measurement process. The underlying and unknown value of alternative x is denoted µ x and parametrized by α. Here α follows a "mixture" normal distribution by (6) and ζ j follows a conditional Bernoulli distribution with the frequency of "in" and "out" denoted by ξ j and η j . Both α and ζ are randomly fixed at the beginning of the measurement process. At time n, ζ n and ϑ n give us the best estimate of α. (Σ ϑ,n S ) −1 is the precision with which we make this estimate. The result of our time n measurement causes us to first update the Lasso solution from ϑ n to ϑ n+1 and then update the mean estimate from ϑ n S to ϑ n+1 S , which we now know with precision (Σ ϑ,n+1 S ) −1 . One may think of ζ and α as fixed and of ζ n as converging toward ζ and ϑ n S as converging toward α while some norm of the precision matrix (Σ ϑ,n S ) −1 converging to infinity under some appropriate sampling strategy. It is also appropriate, however, to fix ζ n and ϑ n S and think of ζ and α as unknown quantities. Furthermore, from this perspective, the randomness of ζ and α does not imply they must be chosen from Bernoulli and mixture normal distribution respectively, but instead it only quantifies our uncertain knowledge of ζ and α adopted when they were first chosen.
Knowledge Gradient with Recursive ℓ 1,∞ Group Lasso
In this section, we first provide a technique to approximately sample the covariance matrix Σ ϑ,n+1 S from the first order optimality condition in problem (5). Then we outline the knowledge gradient policy for sparse linear models in Algorithm 1,
We begin with a series of set definitions. Figure 1 provides an illustrative example. Let us divide the entire group index into P and Q respectively, where P contains active groups and Q is the complement. For each active group j ∈ P, we partition the group into two parts: A j with maximum absolute values and B j with the rest of the values. That is Figure 1 : Illustration of the partitioning of a 20 element coefficient vector β into five groups of four indices. The sets P and Q contains the active groups and the inactive groups, respectively. Within each of the two active groups the coefficients with maximal absolute values are denoted by the black color.
The set A and B are defined as the union of the A j and B j sets, respectively,
Finally, we define
The ℓ 1,∞ group Lasso problem (5) can also be written as
This optimization problem is convex and nonsmooth since the ℓ 1,∞ norm is nondifferentiable.
Here there is a global minimum at β if and only if the subdifferential of the objective function at β contains the 0-vector. The optimality conditions for (13) are given by
We also have that z ∈ ∂ β 1,∞ if and only if z satisfies the following conditions,
where A, B, C, P and Q are β-dependent sets defined above. For notational convenience we leave out the time variable n in the set notation. As β C = 0, (14) implies that
is invertible, then the solution is unique and we can rewrite (18) as
Let X n−1 ∈ R n×m be the design matrix at time n defined as
and
Then (19) is equivalent to 
By definition, Σ ϑ,n S := Cov(β S ) (n) . If we replace n with n + 1, (21) provides us with the equation
One should note that we can not directly compute Σ ϑ,n+1 S from the right hand side of (22), since z S is also a random variable dependent on ϑ n+1 S . But assuming that ϑ n+1 S should not be far from ϑ n S , one can sample a set of random variables from the distribution N (ϑ n S , Σ ϑ,n S ) and then sample the subgradients according to the equations (15), (16) and (17), so Cov(z S ) (n+1) can be estimated from the sample covariance matrix estimator Cov(z S ) (n+1) . Additionally, to make this estimator stable in theory, we need to make sure that all the eigenvalues of Cov(z S ) (n+1) are bounded away from 0 and infinity. Heuristically, we first define a matrix space M(C min , C max ) as
Then we can project Cov(z S ) (n+1) into M(C min , C max ) and find a solution Cov(z S ) (n+1) to the following convex optimization problem
Empirically we can use a surrogate projection procedure that computes a singular value decomposition of Cov(z S ) (n+1) and truncates all the eigenvalues to be within interval [C min , C max ]. Therefore we can approximately estimate Σ
Now we have all the ingredients for the knowledge gradient policy for sparse linear model (KGSpLin) and we outline it in Algorithm 1.
Algorithm 1 Sparse Knowledge Gradient Algorithm
; 2. Lasso homotopy update: 1 ϑ n , (x n , y n+1 ) ∈ R m × R, λ n , λ n+1 → ϑ n+1 ; 3. Monte Carlo Simulation: approximately simulate Σ ϑ,n+1 S from (24); 4. Bayesian update to: ϑ n+1 , Σ ϑ,n+1 , {ξ 
Knowledge Gradient for Sparse Additive Model
As we have the sparse knowledge gradient algorithm for ℓ 1,∞ group Lasso, we can generalize the knowlege gradient for sparse linear model to a nonparametric sparse additive model. In this section, we first describe the knowledge gradient for a sparse additive model, then we generalize it to the multivariate functional ANOVA model through tensor product splines.
Sparse Additive Modeling
In the additive model, µ = [µ 1 , . . . , µ M ] T ∈ R M , X = [ X ij ] ∈ R M ×p is the alternative matrix and
where the f j s are one-dimensional smooth component functions, one for each covariate and
T is the residual term. For simplicity and identification purposes, we assume ς = 0 and f j (x j ) dx j = 0 for each j. When f j (x) = α j x, this simply reduces to the linear model in Section 4. In a high dimensional setting, where p may be relatively large, we assume most of the f j s are zeros. If the truth takes the nonparametric additive form as in (25), similarly, we let the choice of which f j is selected or not be random. Let ζ = [ζ 1 , . . . , ζ p ] T ∈ R p be the indicator random variable of f j 's, that is,
Firstly, let us approximate each functional component in (25) through one-dimensional splines. Without loss of generality, suppose that all elements of X take values in [0, 1]. Let 0 = τ 0 < τ 1 < · · · < τ K < τ K+1 = 1 be a partition of [0, 1] into K + 1 subintervals. Let S l be the space of polynomial splines of order l (or degree l − 1) consisting of functions h satisfying 1 the restriction of h to each subinterval is a polynomial of degree l − 1; 2 for l ≥ 2 and 0
This definition is phrased after Stone [1985] , which is a descriptive version of Definition 4.1 in Schumaker [1981, p. 108] . Under suitable smoothness assumptions, the f j 's can be well approximated by functions in S l j . Specifically, let f j ∈ S l j be the estimate of f j . Furthermore, for each f j , there exists a normalized B-spline basis {φ jk (x), 1 ≤ k ≤ d j } for S l j , where d j = K + l j [Schumaker, 1981] . If we let α j• = [α j1 , . . . , α jd j ] be the coefficients of f j projected onto S l j , then for any f j ∈ S l j , we can write
Algorithm 2 Knowledge Gradient Algorithm for Sparse Additive Models
Output:
; 2. Lasso homotopy update: ϑ n , (φ jk (x n j ), y n+1 ) ∈ R m × R, λ n , λ n+1 → ϑ n+1 ; 3. Monte Carlo Simulation: approximately simulate Σ ϑ,n+1 from (24); 4. Bayesian update to: {f
. end 2 The prior mean and covariance matrix can also be obtained by some priors on fj 's.
We assume that α takes the conditional distribution
and also has the sparsity structure as described in Section 4. Then at time n, we also have estimate f n j from group Lasso based on one-dimensional splines. More Specifically, for each f n j ∈ S l j , let ϑ n j• = [ ϑ n j1 , . . . , ϑ n jd j ] be the coefficients of f n j and let ϑ n = [ ϑ n 1• , . . . , ϑ n p• ]. Accordingly, in the batch setting, where we already have n samples (x i−1 , y i ) ∈ R m × R, i = 1, . . . , n, one can get ϑ n by solving the following penalized least squares problem
where λ is the tuning parameter. Optimization problem (27) is essentially an ℓ 1,∞ group Lasso optimization problem. The parameter p is the number of groups and the group sparse solution on ϑ would lead to a sparse solution on f j 's. Accordingly, we can also derive the knowledge gradient policy and Bayesian updating formulas as in Section 4. Here we let f n j be the Bayesian estimate of f j at time n, that is,
We outline the knowledge gradient algorithm for sparse additive models (KGSpAM) in Algorithm 2.
Tensor Product Smoothing Splines Functional ANOVA
If the regression functions in (25) can also take bivariate or even multivariate functions, this model is known as the smoothing spline analysis of variance (SS-ANOVA) model [Wahba, 1990 , Wahba et al., 1995 , Gu, 2002 . In SS-ANOVA, we write
where f j 's are the main effects components, f jk 's are the two-factor interaction components, and so on. ς is the residual term. Similar as before, we assume ς = 0, f j (x j ) dx j = 0 for each j, f jk (x j , x k ) dx j dx k = 0 for each j, k and so on. This model is also called functional ANOVA. The sequence is usually truncated somewhere to enhance interpretability. This SS-ANOVA generalizes the popular additive model in Section 5.1 and provides a general framework for nonparametric multivariate function estimation, thus has been widely studied in the past decades.
As we approximate each f j by S l j , under certain smoothness assumptions, f jk can be well approximated by the tensor product space S l j ⊗ S l k defined by
then these are the basis functions for d j d k dimensional tensor product space S l j ⊗ S l k . This can also be generalized to multi-factor interaction components. Therefore, similarly, we can write all the functional components in (28) as basis expansion forms. Then we can generalize a knowledge gradient algorithm for SS-ANOVA model.
Theoretical Results
In this section we provide the estimation error bounds of the Bayesian posterior mean estimate in Algorithm 1 as well as of the functional estimate in Algorithm 2. We first state the selection and estimation properties of ℓ 1,∞ group Lasso in high dimensional settings when the number of groups exceeds the sample size. We show the estimation error bound of group Lasso. We also provide the sufficient conditions under which the group Lasso selects a model whose dimension is comparable with the underlying model with high probability. Based on these results, we assume that we begin with some historical observations and the Lasso estimator from the historical dataset has good initial property. If we have such a "warm" start, we can show that the Bayesian posterior estimation error is bounded as in Theorem 1. The theorem actually shows that the posterior can converge to the truth at the same rate as that of group Lasso. Besides, based on this error bound, we can also show the estimation error bound of the functional estimate as in Theorem 2. Note that these error bounds are proved on the intersectionS of the support set S n from group Lasso estimator. But we can also prove thatS is comparable with the true support set S * . Additionally, all these theorems show the estimation error bounds as large enough measurements are made. Since our policy is also myopically optimal by construction, this lends a strong theoretical guarantee that the algorithm will work well for finite budgets.
Bayesian Posterior Mean Estimation Error Bound
In addition to the aforementioned notation, let ǫ n = [ǫ 1 , . . . , ǫ n ] T be the measurement noise vector, so we have Y n := X n−1 ϑ + ǫ n . Then, we define the maximum group sizē d := max j=1,...,p d j and the minimum group size d := min j=1,...,p d j . Let d =d/d. Let S n = {j : ϑ n G j = 0} be the estimated group support from current Lasso estimator. Let S * be the true support. Also, let s * = |S * | be the cardinality of S * .
Before proving the estimation error bound, let us first introduce the selection and estimation properties of ℓ 1,∞ group Lasso. Our presentation will need the following assumptions. Assumption 1. For any n, the random noise errors ǫ 1 , . . . , ǫ n are independent and identically distributed as N (0, σ 2 ǫ ).
Assumption 2. The design matrix X n−1 satisfies the sparse Riesz condition (SRC) with rank r and spectrum bounds 0 < c * < c * < ∞ if
, ∀S with r = |S| and ν ∈ R j∈S d j .
We refer to this condition as SRC (r, c * , c * ).
Assumption 3. For a given group G = {G 1 , . . . , G p }. We say X n−1 is block normalized if
Remark 1. In Assumption 3, we set the upper bound to one in order to simplify notation. This particular choice entails no loss of generality. Note that this assumption is a natural generalization of the column normalization condition. Specifically, if we have m = p groups, each of size one, the matrix norm reduces to the vector norm on every column of X n−1 .
All three assumptions can be reasonably expected to hold in practice. Assumption 1 is on the distribution of random noise. The SRC in Assumption 2 assumes the eigenvalues of the sample covariance matrix Σ X,n−1 S := 1 n (X n−1 * S ) T X n−1 * S are bounded below from zero and above from infinity when the size of S is no greater than r. It is natural to ask whether such condition also holds for general matrices. In fact, Zhang and Huang [2008] provides sufficient conditions for the sparse Riesz condition for both deterministic and random design matrices X. As we consider the designs are deterministic in this work, we only present the sufficient condition for deterministic design matrices proved by Zhang and Huang [2008] in the following proposition. Proposition 1. Suppose X n−1 is column standardized with X n−1 * j 2 2 /n = 1. Let ρ jk = (X n−1 * j ) T X n−1 * k /n be the correlation. If
then the sparse Riesz condition in Assumption 2 holds with rank r and spectrum bounds c * = 1 − δ and c * = 1 + δ. In particular, Assumption 2 holds with c * = 1 − δ and c * = 1 + δ if
Based on these assumptions, we can combine the results in Wei and Huang [2010] and Negahban et al. [2012] and get the estimation error bound for ℓ 1,∞ group Lasso estimator as given in Lemma 1. Lemma 1. Under Assumption 1, 2 and 3, if we solve the group Lasso given in (5) with
then the following properties hold with probability converging to 1:
(1) |S n | ≤ C 1 |S * | for some finite positive constant C 1 . In specific, C 1 = 2 + 4dc, wherē c := c * /c * .
(2) Any optimal solution β n to (5) satisfies the following error bound
for some positive constant C 2 .
As one can see from the updating equations in (13) and (12), the posterior mean estimate
is the weighted sum of prior ϑ n S and the current Lasso estimate ϑ n+1 S . If the Lasso estimate has ℓ 2 estimation bound as described in Lemma 1, the posterior estimate should also have a similar bound under certain conditions of the weighted covariance matrix. One should note that both the mean and covariance are updated on some support S from the current Lasso estimate. Thus we will work on a sequence of Lasso solutions and prove the bound on the intersection support set as large enough samples are made. Also note that in order to use the bound in Lemma 1, we need to make sure that assumptions 1, 2 and 3 are satisfied for every Lasso problem in such a sequence. Assumptions 1 and 3 are easy to satisfy. To show all the sequential Lasso problems satisfy Assumption 2, we work from a "warm" start at time N ′ . The following proposition actually verifies that if the design matrix at time N ′ satisfies Assumption 2, then the following ones should also satisfy this assumption, only with a slight loose on the constant. Proposition 2. If for any n, there exists some constant B > 0 such that x n 2 2 ≤ B. Besides, assume for some large enough N ′ , the design matrix X N ′ −1 satisfies condition SRC (r, c * , c * ). Then, for all N ′ < n ′ ≤ cN ′ , of which c > 1 is some constant, the design matrix X n ′ −1 can satisfy condition SRC (r, c * /c, max(c * , B)).
Thus we have all the ingredients to complete the proof of ℓ 2 error bound of the Bayesian posterior mean estimator. Before that, let us state some assumptions for this result.
Assumption 4. For any n, there exists some constant B > 0 such that x n 2 2 ≤ B.
Assumption 5. For some large enough n, suppose for some constant c > 1 and n ≤ cN ′ , the design matrix X N ′ −1 satisfies the block normalization condition 3 and condition SRC (C 3 s * , c * , c * ), where C 3 := 2 + 4dc max(c * , B)/c * .
Under these assumptions, we have the following theorem of the ℓ 2 mean posterior estimation error bound. Theorem 1. Under Assumption 1, 4 and 5, if we solve the group Lasso given in (5) with
and letS := n n ′ =N ′ S n ′ , then the following properties hold with probability converging to 1:
(1) |S| ≤ C 3 |S * | for some finite positive constant C 3 defined in Assumption 5.
(2) Any posterior estimate ϑ n from Algorithm 1 satisfies
for some positive constant C 4 .
Functional Estimation Error Bound
Based on the results in Section 6.1, we can also get the error bound for functional estimate of Algorithm 2 in Section 5.1. To show this error bound, let us introduce more definitions and assumptions.
Let β be a nonnegative integer, let δ ∈ [0, 1] be such that q = β +δ > 0.5, and L ∈ (0, ∞). Let H(q, L) denote the collection of functions h on [0,1] whose βth derivative, h (β) , exists and satisfies the Hölder condition with exponent δ,
Whenever the integral exists, for a function h on [0, 1], denote its · 2 norm by
Additionally, for any S ⊂ {1, . . . , p}, we define
To prove the functional estimation error bound, we assume the true functions belong to this function class with smoothness parameter q = 2.
Also note here we have the new design matrix X n−1 on the basis φ jk . Let Ψ Theorem 2. Under assumptions 1 and 6, if the design matrix Ψ N ′ −1 satisfies Assumption 5 and 4, the group Lasso is solved with some λ n satisfying
, then the following properties hold with probability converging to 1:
(1) |S| ≤ C 3 |S * | for some finite positive constant C 3 .
(2) Any posterior estimate f n from Algorithm 2 satisfies
where C 5 is some positive constant.
Remark 2. Note here we use ℓ 1,∞ group Lasso instead of ℓ 1,2 group Lasso, this is because the homotopy algorithm for recursive ℓ 1,∞ group Lasso largely reduces the computational complexity, but we do not have such results for ℓ 1,2 group Lasso. However for ℓ 1,2 group Lasso, the bound takes the form β n − β 2 2 s * d log p n . As one can see, the error term for ℓ 1,∞ group Lasso s * d2 log p n is larger by a factor ofd, which corresponds to the amount by which an ℓ ∞ -ball ind dimensions is larger than the corresponding ℓ 2 -ball. Therefore, we do not achieve the minimax optimal rate as in ℓ 1,2 group Lasso. Thus using ℓ 1,∞ group Lasso instead of ℓ 1,2 group Lasso is actually a tradeoff between computational complexity and statistical estimation.
Experimental Testing
In this section, we investigate the performance of KGSpLin and KGSpAM in controlled experiments. In these experiments, we repeatedly sample the truth from some distribution and compare different policies to see how well we are discovering the truth.
We first test the KGSpLin by generating a linear model with p = 100 predictors, in ten groups of ten. The last 80 predictors all have coefficients of zero. The coefficients of the first 2 groups, that is 20 predictors, are randomly sampled from a normal distribution with means from 11 to 30 respectively, with standard deviation of 30% of the mean. We randomly choose M = 100 alternatives from some Gaussian distribution. Finally, normal measurement noise with standard deviation ǫ is added to each observation. In our first experiment, we focus on the comparison with KGLin and exploration policies using a relatively large measurement budget N = 200.
Furthermore, of all the experiments in this paper, to make a fair comparison of KG and exploration, the updating scheme when using the exploration policy is as described in Section 4.2. The only difference is that at each iteration, exploration randomly measures each alternative with the same probability, while KG chooses the one with maximum KG value. Also, we assume that we do not have any prior information on the sparsity structures. That is, ξ 0 j = η 0 j = 1, for j = 1, . . . , p. From Figure 2 we can see that during the first several iterations, KGSpLin behaves comparable with pure exploration, because Lasso takes several iterations to identify the key features. However, after several initial samples, KGSpLin far outperforms both KGLin and pure exploration. This is because Lasso gives a rather precise estimate of the sparse linear coefficients given enough samples. So the algorithm mainly updates the beliefs on the key features based on these Lasso estimators, leading to more precise estimates of the model.
To further compare the KGSpLin policy with KGLin from Negoescu et al. [2011] for high dimensional sparse belief functions, we take several standard low dimensional test functions and hide them in a p = 200 dimensional space. These functions were designed to be minimized, so both policies were applied to the negative of the functions. Table 1 shows the performance on the different functions. Each policy was run 500 times with the specified amount of observation noise. Table 1 gives the sample mean and standard deviation of the mean of the opportunity cost after N = 50 iterations of each policy. Here each function is scaled to have a range of 100, so that the measurement noises are given on the same scale.
Furthermore, we now test the KGSpAM policy on the following SS-ANOVA model with p = 100 and four relevant variables, 
where the first component function f 12 in (29) is known as the Three-hump camel function. We plot the true Three-hump camel function in Figure 3 (a), while the key part is shown in Figure 3 a good job estimating the lower key regions of the functions as desired after 10 observations and it identifies the areas of the three maxima after 30 observations. For the remaining three relevant functional components in (30), (31) and (32), we plot the prior, truth and final estimates of KGLin and KGSpAM in Figure 5 . 
Conclusion
In this paper, we extend the KG policy to high dimensional linear and nonparametric additive beliefs. It is a novel hybrid of Bayesian R&S with the frequentist learning approach. Parallel with the Bayesian model, the policies use frequentist recursive Lasso approach to generate estimates and update the Bayesian model. Empirically, both KGSpLin and KGSpAM greatly reduce the measurement budget effort and perform significantly better than several other policies in high dimensional setting. In addition, these policies are easy to implement and fast to compute. Theoretically, we prove that our policies are consistent. That is, the estimates can converge to the truth when given enough measurements. This also guarantees the convergence to global optimal alternative. All these advantages make them reasonable alternatives to other policies for high dimensional applications with sparse structure. Despite the advances, the convergence theory requires a number of structural assumptions, suggesting that future research should look to identify algorithms that work with more general model structures in high dimensions.
. For any N ′ < n ′ ≤ cN ′ , let us divide the design matrix X n ′ −1 ,
We need to prove X n ′ −1 satisfies condition SRC (r, c * /c, max(c * , B)). Note that X N ′ −1 satisfies SRC (r, c * , c * ) is equivalent to
) ≤ c * , ∀S with r = |S| and ν ∈ R j∈S d j . 
Combining (33) and (34) completes the proof.
B.2 Proof of Theorem 1
The proof of part (1) directly follows Assumption 5, Proposition 2 and Lemma 1. We now proceed to prove part (2). If we letS := n n ′ =N ′ S n ′ , then from updating formula in (13) and (12) We now proceed to bound each of the quantities. Let us for now assume that N ′ ≤ n ′ ≤ n. As we suppose the design matrix for Lasso solution ϑ N ′ S satisfies Assumption 5, by Proposition 2 and Lemma 1, if we choose λ n ′ such that
then there exists some constant C 6 such that
with probability converging to 1. We know from (24) that
Assumption 5 gives us
for any S with |S| = C 3 s * . Therefore, since |S n ′ | ≤ C 3 s * , by Proposition 2, we can show that for all N ′ ≤ n ′ ≤ n, there exist positive constants C 7 and C 8 , such that
It is not hard to prove
for any positive semidefinite matrices M and N, so using Weyl's inequality in matrix theory, (23) and (38), we have the following bound,
for some constant C 9 . Similarly, by (35), (37), and (23), we can also get 
for some constant C 12 , which is equivalent to ϑ n S − ϑS 2 2 ≤ C 4 σ 2 ǫ s * d2 log p n and thus completes the proof.
B.3 Proof of Theorem 2
By definition of f j , 1 ≤ j ≤ p, part (1) follows from part (2) of Theorem 1 directly. Now consider part (2). We denote f * j as
ϑ jk ψ jk (x), for 1 ≤ j ≤ p.
We also have Also by Assumption 6 and Lemma 8 in Stone [1986] , taking q = 2, we have
Thus by the result of Theorem 1, we have
Note that choosingd = O(n 1/6 ) and s * = O(1) would not change the rate in equation (41), so we have the following bound
C 5 σ 2 ǫ log p n 2/3 .
