Abstract. For many fixed-parameter problems that are trivially soluable in polynomial time, such as (k-)DOMINATING SET, essentially no better algorithm is presently known than the one which tries all possible solutions. Other problems, such as (k-)FEEDBACK VERTEX SET, exhibit fixed-parameter tractability: for each fixed k the problem is soluable in time bounded by a polynomial of degree c, where c is a constant independent of k. We establish the main results of a completeness program which addresses the apparent fixed-parameter intractability of many parameterized problems. In particular, we define a hierarchy of classes of parameterized problems FPT 
1. Introduction. Many natural computational problems have input that consists of a pair of items. For example, the GRAPH GENUS problem is that of determining for an input pair (G, k), where G is a graph and k is a positive integer, whether the graph G embeds on the genus k surface. The problem of MINOR TESTING is that of determining for an input pair of graphs (G, H) whether H is a minor of G.
One of the reasons for our interest in parameterized problems is that while many of these problems are NP-complete P SPA C E-complete, or even provably intractable, it is sometimes the case that only a small range of parameter values are really important in practice, so that the (apparent) intractability of the general problem may be unduly pessimistic information. For many parameterized problems, we now have encouraging and perhaps useful fixed-parameter tractability results, such as the following. THEOREM 1.1 (Robertson and Seymour [108] ). For everyfixed graph H it can be determined in time O(n3) whether a graph G of order n has a minor isomorphic to H. THEOREM 1.2 (Bienstock and Monma [15] ). For every fixed k, it can be determined in time 0 (n) whether a graph G of order n can be embedded in the plane so that k faces cover all the vertices. THEOREM 1.3 (Bodlaender [16] ). For every fixed k, it can be determined in time O(n) whether a graph G of order n has a spanning tree with at least k leaves. THEOREM 1.4 (Lagergren [95] ). For everyfixed k, it can be determined in time 0 (n log 2 n)
whether a graph G of order n has treewidth at most k. THEOREM 1.5 (Plehn and Voigt [102] (Fellows and Langston [74] ). For every fixed k, it can be determined in time O(n) whether a graph G of order n has a cycle of length at least k. THEOREM 1.7 (Bodlaender [17] , Downey and Fellows [55] ). For everyfixed k, it can be determined in time 0 (n whether a graph G of order n contains k vertex-disjoint cycles.
For other parameterized problems, such as DOMINATING SET (given a graph G and a positive integer k is there a set of k vertices in G such that every vertex either belongs to the set or has a neighbour in the set) we have the contrasting situation where essentially no better algorithm is known than the "trivial" one which just exhaustively tries all possible solutions.
For each fixed k, k-DOMINATING SET is soluable in this way in time O(ng+).
We make the following definitions in order to frame these complexity issues. DEFINITION 1.8. A parameterized problem is a set L c_ E* x E* where E is a fixed alphabet.
For a parameterized problem L and y E* we write Ly to denote the associated fixedparameter problem ( 108], and general algorithmic methods for bounded treewidth (e.g., Abrahamson and Fellows [4] , [5] ; Arnborg [7] ; Arnborg, Lagergren, and Seese [10] ; Bern, Lawler and Wong [13] ; Courcelle [49] ; and Wimer, Hedetniemi, and Laskar [118] ).
The reader should note an important detail of the definition of fixed-parameter tractability given above. The results of Theorems 1.2-1.7 (and our Theorem 2.1 below) are clearly uniform; the proofs of these results can be implemented as a single algorithm that works for every parameter value. Consider, contrastingly, the consequence of Theorem 1.1 and the graph minor theorem 108] that for each fixed k, it can be determined in time O (n3) whether a graph G of order n embeds on the surface of genus k. It is not immediately clear how these (infinitely many) distinct O(n3) algorithms, each based on a different finite obstruction set, can be combined into a single finite algorithm. This can done, however, by the two different methods of Fellows and Langston [74] , [75] . Almost all of the known fixed-parameter tractability results are (or can be made) uniform. While it is possible to construct examples (Downey and Fellows [58] ) that show that the notions of tractability are indeed provably distinct, we also remark that there are natural examples of apparently all flavours of tractability. For instance consider the following examples. We remark that both of these examples are known to be fixed-parameter tractable via the Robertson-Seymour theorems. But at present PLANAR IMPROVEMENT is known only to be weakly uniformly tractable and GRAPH LINKING NUMBER is known only to be nonuniformly tractable.
The difference between the known fixed-parameter complexity of DOMINATING SET and the problems addressed in Theorems 1.1-1.7 and the two examples, is analogous to the apparent complexity difference between NP-complete problems and problems in P. For most NP-complete problems we essentially know no better algorithm than the "trivial" one requiring exponential time which tries all possible solutions.
If P NP then DOMINATING SET is fixed-parameter tractable. A converse to this statement is not known and is perhaps unlikely. The reasonable (we think) conjecture that DOMINATING SET is not fixed-parameter tractable is thus apparently stronger than the conjecture that P -NP. Certainly there is oracle evidence to perhaps support this claim (Downey and Fellows [58] ). The graph minor theorem has the consequence that for each fixed surface we can decide graph embedability by employing finitely many minor tests. Thus the fixed-parameter tractability of MINOR TESTING leads to the fixed-parameter tractability of the GRAPH GENUS problem. This may be kept in mind as a motivating example for the following definition. (2) For each y E* there is a finite subset Jy cc_ E* such that A consults oracles only for fixed-parameter decision problems L where w Jy.
Of course in the above an oracle computation takes only one unit of time. If the oracle is consulted only once by A, then we will term the reduction many: 1. As with the notion of tractability, there is a strong version. If the function f and the map taking y to Jy are both recursive, we say that the reduction is strongly uniform. ( Similarly there is a notion of nonuniform reduction, which we do not consider in detail here.) All of the results we prove in this paper hold for all of the frameworks, with the single exception of Theorem 4.1. LEMMA 1.11 . If the parameterized problem L reduces to the parameterized problem Lt, and if L' is fixed-parameter tractable, then L is fixed-parameter tractable.
Proof Let f(lyl)q(lxl) be the bound on the running time of the reduction from L to L', and suppose Lo is decidable in time g(lw[), n=. Without loss of generality, we can take f and g to be increasing. Let y 6 E* and let Jy c_ E* be the associated finite subset of E* for the reduction. Then we can determine if (x, y) 6 L in time O(f(lYl)q(Ixl)g(m)(f(lYl)q(Ixl))
where rn max{IT[ w Jy}. [-] Working definition. Actually for the sake of most naturally occuring concrete reductions, we can take a simpler definition than the above. Most concrete reductions are mreductions of the form (x, k) (x', f(k)) with x' depending upon x and k, running in time h(k)lxl with f and h recursive. The reason for this is that most natural problems are smooth in the sense that one has a natural encoding of the slices with parameters below k into the kth slice and hence we only need to look at one slice f(k) for any input (x, k). The general definition is useful at times, and is certainly needed for structural theorems. It does the reader no harm to take the simplified definition for the remainder of the paper.
Remark: Alternative definition. Another view of the ideas above is provided by Cai et al. [41 ] , the advice view. In that paper, Cai et Related work and historical remarks. To conclude this section we give some brief remarks concerning related investigations. As far as we are aware, the first person to suggest that something might be interesting in the fact that DOMINATING SET seems to require time fg(nk+) was Ken Regan [104] , in some comments in that paper. Regan did not pursue this issue. There have been investigations into "nondeterminism in P" such as the KintalaFischer/-hierarchy [93] and the work of Buss and Goldsmith [35] but these and similar related investigations were mainly structural, and looked at problems for a single k. One then cannot use P-time reductions since the class is in DTIME(nf(k) and usually DTIME(n). These authors instead used small reductions such as quasilinear (e.g., Gurevich and Shelah [86] ) time reductions, which are of course machine dependent. The only paper to truely study the asymptotic parameterized behavior (i.e., the issue of n versus n f(k) with f(k) cx) is Abrahamson et al. [3] . (Some of these results were recast in [35] .) In that paper the objects were P-checkable, P-indexed relations, called (polynomial time) generator tester pairs. For each k, one needed to be able to generate a P-time list of potential candidates for solutions that were easy to test. The actual definition is very involved but the following example gives the flavour.
If we consider the problem VERTEX COVER, then for an instance G and a parameter k, the potential witnesses would be pairs consisting of G and a vertex cover V with the index of V _< j () /... / (). The ideas only seemed to apply to relations in NP. While there is a notion of parameterized tractability in [3] , it is roughly equivalent to our notion of nonuniform fixed-parameter tractability and hence suffers from the problem that the tractable classes can be nonrecursive. The real problem with that paper is that the notion of reducibility, which is defined on relations rather than parameterized languages, is rather unnatural and very unwieldy, and the notion of intractability is that of (essentially) being P-complete (or "dual P-complete") under logspace reducibility "by the slice." That is, in [3] , problems are P G Tcomplete (in their notation) only when for each k they are more or less P-complete. Of [2] ) and yet have parameterized versions that are F P T. Also [59] , and Papadimitriou and Yannakakis 100]). Finally take any set A and consider the parameterized problem {(x, x) x 6 A}. Then this problem is just as hard as A classically, so it can even be provably intractable, and yet it is trivially F PT. These examples show that the parameterized complexity of problems and their unparameterized versions are pretty well unrelated, and thus our investigations point to a new dimension in the structure of problems.
2. A key combinatorial reduction. Neither of the well-known computational problems of (1) determining whether a graph G has a dominating set of size k (DOMINATING SET), and (2) determining whether a graph G has an independent set of size k (INDEPENDENT SET) is know to be fixed-parameter tractable, and it is perhaps a reasonable conjecture that they are not. The reader skeptical of this conjecture and willing to challenge it, will be advised by the results of this section to begin by working on INDEPENDENT SET, since a consequence of Theorem 2.1 is that INDEPENDENT SET reduces to DOMINATING SET (and so the latter is "apparently harder" with respect to fixed-parameter tractability). Presently the best known results for these problems are the trivial O(nk+) algorithm for DOMINATING SET and a nontrivial algorithm for INDEPENDENT SET due to Nesetril and Poljak [99] Proof Let X be a Boolean expression in conjuctive normal form consisting of m clauses C Cm over the set of n variables x0
x,_. We show how to produce in polynomialtime by local replacement a graph G (V, E) that has a dominating set of size 2k if and only if X is satisfied by a truth assignment of weight k.
A diagram of the gadget used in the reduction is given in Fig. 1 Since we will need exactly 2k (or even < 2k) dominating elements it follows that we must pick exactly one from each of the A(r) and B(r) for r k.
As the name suggests these will be picked by the variable selection components, A (r), r 0 k 1. Each of these k components consists of a clique of n vertices labeled 0 n 1, the intention being that the vertex labeled represents a choice of variable being made true in the formula X. Correspondingly formulae. It turns out that this hierarchy is quite useful for the classification of the complexity of many natural problems, and t-normalized formulae do give quite a bit more computational power. We make this more precise through the introduction of the circuit-based classes below.
The classes that we define below are intuitively based on the complexity of the circuits required to check a solution. The size of a circuit is as usual the number of gates in the circuit.
We first define decision circuits in which some gates have bounded fan-in and some have unrestricted fan-in. It is assumed that fan-out is never restricted. SATISFIABILITY. An instance of the latter problem may be viewed as a pair consisting of a positive integer k and a circuit having alternating layers of And and Or gates corresponding to the t-normalized expression structure P-o-S-o-Pand having a single output And gate.
Thus the argument essentially shows how to "normalize" the circuits in '.
Let (C, k) be an instance of L-. We show how to determine whether C accepts a weight k input vector by consulting an oracle for WEIGHTED t-NORMALIZED SATISFIABILITY (viewed as a problem about circuits) for finitely many weights k'. The algorithm for this determination will be uniform in k, and run in time f (k)n where n is the size of the circuit C. The exponent c will be a (possibly exponential) function of h and t. This is permissible, since every circuit in 9 r" observes these bounds on depth and weft.
Step 1. The reduction to tree circuits. The first step is to transform C into a tree circuit C' (or formula) of depth and weft bounded by h and t, respectively. In a tree circuit every logic gate has fan-out one. (The input nodes may have large fan-out.) The transformation is accomplished by replicating the portion of the circuit above a gate as many times as the fan-out of the gate, beginning with the top level of logic gates and proceeding downward level by level. ( We regard a decision circuit as arranged with the inputs on top and the output on the bottom.) The creation of C' from C may require time O(n (h)) and involve a similar blow-up in the size of the circuit. The tree circuit C' accepts a weight k input vector if and only if the original circuit C accepts a weight k input vector.
Step 2. Moving the not gates to the top of the circuit.
Let C denote the circuit we receive from the previous step (we will use this notational convention throughout the proof). Transform C into an equivalent circuit C' by commuting the not gates to the top, using DeMorgan's laws. This may increase the size of the circuit by at most a constant factor. The tree circuit C' thus consists (from the top) of the input nodes, with not gates on some of the lines fanning out from the inputs. In counting levels we consider all of this as level 0, and may refer to negated fan-out lines from the input nodes as negated inputs. Next, there are levels consisting only of large and small and and or gates, with a single output gate (which may be of either principal logical denomination at this point).
Step 3. Homogenizing the layers.
The goal of this step is to reduce to the situation where all of the large gates are at the bottom of the circuit, in alternating layers of large And and Or gates. To achieve this we work from the bottom up, with the first task being to arrange for the output gate to be large. Let p denote the output and gate of C' (corresponding to the product in Ez). Let sl Sm denote the or gates of C' corresponding to the sums of Ez. We consider all of these gates to be small, since the number of inputs to them does not depend on n or k. (Equivalently, if the gates of these two levels were replaced by binary input gates, we would see that the reduction of C to C' has increased circuit depth from h to 2h.)
Each or gate si of C' has three kinds of input lines: those coming from large And gates, those coming from large Or gates, and those coming from input gates of C'. We will use the same symbol to denote an input line, the subcircuit of C' that computes the value on that line, or the Boolean expression corresponding to the subcircuit (since C' is a tree circuit, it is equivalent to a Boolean expression). Let these three groups of inputs be denoted, respectively, by We describe how to produce a weft circuit C" from C' that accepts an input vector of weight k" k + k' if and only if C' (and therefore C) accepts an input vector of weight k.
The tree circuit C" will have a large And gate giving the output.
Let X Xn denote the inputs to C'. The circuit C" has additional input variables that, for the most part, correspond to the input lines to the or gates singled out for attention above. The set V of new input variables is the union of the following groups of variables:
The circuit C" is represented by the Boolean expression
The size of C" is bounded by IC'[2. Claim 1. The circuit C" has weft t.
To see this, note first that since > 2, any input-output path beginning from a new input variable (in V) that has at most two large gates as the expression for C" is essentially a product-of-sums. In E5 and E7 the sums involve subexpressions of C'; any input-output path from an original input variable (of C') passes through one of these or If g and g' are gates in C of the same logical character (/x or x/) with the output of g going to g', then they can be consolidated into a single gate without increasing weft if g is small and g' is large. We term this a permitted contraction. Note that if g is large and g' is small then contraction may not preserve weft. We will assume that permitted contractions are performed whenever possible, interleaved with the following two operations.
( In case (iii), we similarly replace hi and its argument gates with circuitry representing a product-of-sums of the inputs to the arguments of hi. The difference is that in this case, the replacement is a large/ of large (rather than small) /gates. Weft is preserved when we take advantage of the contraction now permitted between the large/ gate and gi.
We may achieve our purpose in this step by repeating the cycle of (1) and (2) . At most h repetitions are required. The total blow-up in the size of the circuit in this step is crudely bounded by n 2hz
Step 4 Step 5. Organizing the small gates.
The tree circuit C received from the previous step has the following properties: (i) the output gate is an And gate, (ii) from the bottom, the circuit consists of layers which alternately consist of only And Step Ii. A monotone change of variables (two cases).
In this step (in both cases) we employ a "change of variables" based on the combinatorial reduction of Theorem 2.1. The goal is to obtain an equivalent circuit that has the property that either all the inputs are MONOTONE (Case 1) (i.e., no inverters in the circuit), or all the inputs are negated with no other inverters in the circuit, which we call ANTIMONOTONE.
(Actually in this case we will have some of the inputs positive but these will only be enforcers as we will see. So we should call this case NEARLY ANTIMONOTONE) (Case 2). The point of this step becomes apparent in the next step when we use the special character of the circuit thus constructed to enable us to eliminate the small gates.
Consider the reduction of Theorem 2.1, especially in the light of the remark following the proof. This reduction consists of two parts. The first is the ring of selection gadgets which allow variable choice, gap choice, and then gap enforcement; the second part is consistency obtained by clause wiring. The idea is to "hard wire" the selection and consistency parts of the construction into the circuit, the point being that we can replace positive instances of variable fan-out in the original circuit by outputs corresponding to choice of that variable in the positive selection component. We can replace negative fan-out in the original circuit by the appropriate sets of gap variables. Finally we can wire in the fact that we need a dominating set and other enforcements by using the facts that we will only look at a weight 2k input, and an And of Or's, which will not add to the weft of the circuit. We argue more precisely below, and also prove in two parts that the whole process cn be accomplished without increasing weft, given that the weft is > 2.
Suppose the inputs to the circuit C received at the beginning of this step are x[ where the product is taken over all nonclause vertices of G r, and the sum for a vertex u is the sum of the new inputs corresponding to the nonclause vertices in N[u] (this is the dominating set and other enforcements). Let C denote the circuit obtained from
Step 5 and perform a change of variables as described above. The sequence of transformations of C for this step is shown schematically in Fig. 2 .
The result is a circuit C' with no not gates. The input weight we are now concerned with is 2k, and the construction of C' from C may involve quadratic blow-up.
Next Step 4. We are now in position for the last step.
Step 7. Eliminating the remaining small gates.
If we regard the inputs to C as variables, this step consists of another"change of variables." Let k be the relevant weight parameter value supplied by the last transformation. In this step we will produce a circuit C' corresponding directly to a t-normalized boolean expression (that As can be seen from the appendix and the reference list, in the time that this paper has been in the refereeing/publication process, there has already been quite a bit of work using our classification. We believe that our techniques are of particular interest in the area of molecular biology, and because of the fact that although problems may have no polynomial time approximation scheme unless P N P, they can certainly still be in F P T. In some ways, the study of fixed-parameter tractability and completeness addresses the subject ofcomputational infeasibility inside of P. For related work from a different perspective see Buss and Goldsmith [35] and the references cited there. Many of the approaches and issues concerning the standard complexity classes have natural analogues in this setting that are thus far unexplored.
Consider, for example, the issue of parallel complexity. Trivially, there is a parallel algorithm running in time O (log n) and using n k processors to determine if a graph G on n vertices has a dominating set of size k, for each fixed k. For a contrasting result, Lagergren [95] has shown that for each fixed k, it can be determined in time O(log 3 n) with O(n) processors whether a graph has treewidth at most k. This suggests a natural fixed-parameter analogue of NC. Similar remarks apply to randomized complexity. With Ken Regan, the authors have made a little progress with randomized complexity [64] .
For another example, consider approximation algorithms. One of the fundamental results of Robertson and Seymour (apart from their work on graph minors) is that there is an algorithm that in time f(k) n 2 finds, for a graph G of order n, either (1) a tree decomposition of width at most 5k, or (2) evidence that the treeewidth of G is greater than k. (Of course this is now replaced by Bodlaender's linear time algorithm [23] .) An analogous result for DOMINATING SET might be an algorithm running in time f(k) n c that finds either (1) a dominating set of size O(k), or (2) evidence that the minimum size of a dominating set for G is greater than k. Such an algorithm is presently unknown. It may even be that the existence of such an algorithm would imply the collapse of the W-Hierarchy, much as the existence of a Ptime relative approximation algorithm for the TRAVELING SALESPERSON problem would imply P N P (Garey and Johnson [81 ] Actually, we can prove a much stronger result along the lines of the full Ladner [94] theorem. Also Downey and Fellows [58] contains quite a number of other structural and relativization results. For instance we know that there is an oracle with P -N P yet the WHierarchy collapses. It is an open question whether an analogue of Theorem 4.1 holds in the uniform case. We remark that the setting of parameterized problems introduces some technical challenges for density results. Our proof of Theorem 4.1 [58] employs techniques from the infinite-injury priority method. Technically while the standard polynomial time reductions are E2 (on recursive languages), the fact is that strong uniform reducibility is E3-complete, and the other two reductions are En-complete [61 ] . ( The last result needs a tree of strategies infinite injury priority argument.)
Finally, we think the primary value ofour theory of fixed-parameter tractability is that there is, for many parameterized problems, a compelling practical interest. There are many natural parameterized problems that may well be complete for various levels of the W-Hierarchy. Demonstrations of such completeness would provide an explanation of why, although they are soluable in polynomial time for each fixed parameter value, these problems resist attempts to show fixed-parameter tractability. [81, Bp7] ). This problem is in FPT by Abrahamson, Downey, and Fellows [2] . Soluable in O(n) time for fixed kl and k2. The general version of this problem is NP-complete by a reduction from SIMPLE MAX CUT (see Garey and Johnson [81, GT44] ). This problem is in FPT by Fellows and Langston [75] . Soluable in O(n) time for fixed k (Bodlaender [17] ). [81, GT7] ). This problem is in FPT by Downey and Fellows [59] and Bodlaender 16] . Soluable in O (n) time for fixed k. This problem is in F P T by Fellows and Langston [77] . Soluable in O (n) time for fixed k Bodlaender [17] . Equivalent to GRAPH PATHWIDTH. GRAPH GENUS Instance: A graph G (V, E). Parameter: A positive integer ko Question: Does G have genus k?
DIAMETER IMPROVEMENT FOR PLANAR GRAPHS Instance: A planar graph G (V, E

GATE MATRIX LAYOUT
The general version of this problem is NP-complete. This problem is in FPT by Fellows and Langston [74] via Robertson and Seymour [106] . Soluable [81, ND28] ). This problem is in FPT by Fellows and Langston [74] . Soluable in O(n) time for fixed k. MAX LEAF SPANNING TREE Instance: A graph G (V, E). Parameter: A positive integer k. Question: Does G have a spanning tree with k or more leaves?
The general version of this problem is NP-complete by a reduction from DOMINATING SET (see Garey and Johnson [81, ND2] ). This problem is in F P T by Downey, and Fellows [59] and Bodlaender [16] . In LOGSPACE + Advice by Cai et [81, LO9] ). This problem is in FPT by [66] . Soluable 
PLANAR FACE COVER Instance: A graph G (V, E).
Parameter: A positive integer k. Question: Can G be embedded in the plane so that there are k faces which cover all vertices?
The general version ofthis problem is NP-complete by a reduction from VERTEX COVER (Fellows [70] ). This problem is in FPT by Bienstock and Monma [15] . Soluable The general version of this problem is NP-complete. This problem is in F P T by Fellows and Langston [75] . Soluable in O(n) time for fixed k (Bodlaender [17] [81, ND12] ) [82] . This problem is in FPT by Dreyfus and Wagner [65] . Soluable [81, GT1 ] ). This problem is in FPT by Downey and Fellows [59] and Buss [34] ; and in fact in LOGSPACE + Adoice by Cai et The general problem of finding the maximum number ofperfect matchings is #P complete (in the size of G) even for bipartite graphs by Valiant [113] . For k 1, the problem is in P for bipartite graphs by the old work of Ford and Fulkerson, and for general graphs by the work of Edmonds. The problem is O (k.e), where e denotes the number of edges, for any fixed k by Itai, Rodeh, and Tanimoto [89] . For weighted graphs one finding the best k matchings is FP T by, for instance, Chegireddy and Hamacher [46] . The general problem with k varying is NP complete and is one of Garey and Johnson's six basic problems. For k fixed the problem is FPT by Downey and Fellows [61 ] .
In FPT(nonuniform). GRAPH LINKING NUMBER Instance: A graph G (V, E).
Parameter: A positive integer k. Question: Can G be embedded into 3-space such that the maximum size of a collection of topologically linked disjoint cycles is bounded by k ?
This problem is in FPT(nonuniform) by Fellows and Langston [74] [32] , [33] . Not known to be in F P T. POLYNOMIALLY SMOOTH NUMBER Instance: An n-bit positive integer N. Parameter: A positive integer k.
Question: Is N nk-smooth, i.e., is every prime divisor of N bounded by n ' ?
This problem is in randomized F P T by Fellows and Koblitz [72] , [73] . nk-smoothness of n-digit numbers is a natural number-theoretic property that arises in the study of polynomialtime complexity. For example, the concept plays a central role in the demonstration that primality is in UP f co-UP. SMALL PRIME DIVISOR Instance: An n-bit positive integer N. Parameter: A positive integer k.
Question: Does N have a nontrivial divisor less than n'?
This problem is in randomized FPT by Fellows and Koblitz [72] , [73] The general version ofthis problem is NP-complete by a reduction from CLIQUE (Day and Sankoff [52] ). This The general version of this problem is NP-complete by a reduction from BINARY CLADISTIC CHARACTER COMPATIBILITY (Day and Sankoff [52] , Wareham [117] [81, GT20] [56] . Fixed-parameter tractable for planar graphs.
LONGEST COMMON SUBSEQUENCE (I)
Instance: A set of k strings X1 X, over an alphabet E, a positive integer m.
Parameter: k, m Question: Is there a string X E* of length at least m that is a subsequence of Xi for i=1 k?
The general version ofthis problem is NP-complete by a reduction from VERTEX COVER (see Garey and Johnson [81, SR10] ). This problem is W [1]-complete by a reduction from CLIQUE by Bodlaender et al. [25] . [81, SP3] ). This The general version of this problem is P SP AC E-complete by a reduction from LINEAR BOUNDED AUTOMATON ACCEPTANCE (see Garey and Johnson [81, AL20] ). This problem is W[ ]-complete by a reduction from CLIQUE (Downey et al. [62] , [63] .) SHORT TURING MACHINE ACCEPTANCE Instance: A nondeterministic Turing machine M operating on alphabet E, a word x E*. Parameter: A positive integer k. Question: Is there a computation of M on input x that reaches an accept state in at most k steps?
The general version of this problem is undecidable (see for example Hopcroft and Ullman [88] ). This problem is W[1]-complete by a reduction from CLIQUE (Downey et al. [63] , Cesati [44] ). In The classical POST CORRESPONDENCE problem is a well-known undecidable problem. This problem is W[ ]-complete by a reduction from SHORT UNRESTRICTED GRAM-MAR DERIVATION (Cai et al. [40] .) SHORT UNRESTRICTED GRAMMAR DERIVATION Instance: An unrestricted phrase-structure grammar G, a word x. Parameter: A positive integer k. Question: Is there a G-derivation of x of length at most k?
The general version of this problem is undecidable (see for example Hopcroft and Ullman [88] . This problem is W[ ]-complete by a reduction from CLIQUE (Cai et al. [40] ). SQUARE TILING Instance: A set C of "colors," a collection T _ _ _ [61] .
VAPNIK-CHERVONENKIS (VC) DIMENSION
Instance: A family of subsets F of a base set X. Parameter: A positive integer k. Question: Is the VC dimension of F at least k? (The VC dimension of a family of subsets F of a base set X is the maximum cardinality of a set S _c X such that for each subset S' _c S, 3Y F such that S f3 Y S'.)
The general version of this problem is LOG SNP-complete (Papadimitriou and Yannakakis [100] ). This problem is W[1]-complete by a reduction from CLIQUE (Downey, Evans, and Fellows [54] ). Membership of W[ 1] is proven by a generic reduction in [59] .
WEIGHTED q-CNF SATISFIABILITY Instance: A q-CNF formula X, i.e., a CNF formula such that each clause has no more than q [56] [56] ). Equivalent to PERFECT CODE (Downey and Fellows [56] [64] have shown that a weighted version of [114] holds for all > 2. This seems a very fruitful area to analyse.
UNIQUE WEIGHTED CNF SATISFIABILITY is in Dp [2] It suffices to describe how to say that a CNF expression has at least two satisfying expressions in W [2] . Let C be the circuit corresponding to X. Take two copies of C. Add oIxI many gates to express the fact that the first copy of C has a satisfying assignment different from the second. Now for k choose q and r appropriately and take q copies of the the left circuit and r copies of the right. Add new gates to express the fact that the inputs of the left q must all be equal and the fact that the inputs of the right r must all be equal. Now accept C if the new circuit has a weight (q / r)k accepting input. Then for the correct choice of (q, r), depending only on k, C has two or more accepting inputs if and only if the new circuit has one of weight (q + r)k.
We remark that this seems to be where UNIQUE DOMINATING SET would lie. We do not at present know if there are Dp[t] complete problems. [40] . SUBSET SUM Instance: A set of integers X {xl Xn}, integers s, k. Parameter: k Question: Is there a subset X' __c X of cardinality k such that the sum of the integers in X' equals s ?
The general version of this problem is NP-complete by a reduction from Partition (see Garey and Johnson [81, SP13] [90] . EXACT CHEAP TOUR Instance: A weighted graph G (V, E), a weight function w E Z. Parameter: A positive integer k. Question: Is there a tour through at least k nodes of G of cost exactly S?
The general version of this problem is NP-complete by a reduction from HAMILTON CIRCUIT (see Garey and Johnson [81, ND22] [88] ). This problem is W[ 1]-hard by a reduction from SHORT TURING MACHINE COMPUTATION (Cesati [44] ).
SHORT TAPE NDTM COMPUTATION (II)
Instance: An/-tape nondeterministic Turing machine M operating on alphabet E, a word x E E*, a positive integer k. Parameter: k, Question: Is there a computation of M on input x that reaches an accept state in at most k steps?
The general version of this problem is undecidable (see Hopcroft and Ullman [88] ). This problem is W[ ]-hard by a reduction from SHORT TURING MACHINE COMPUTATION (Cesati[44] ). The general version of this problem is NP-complete by a reduction from X3C (see Garey and Johnson [81, SP14] ). This problem is W[l]-hard by a reduction from PERFECT CODE by Fellows and Koblitz [72] , [73] . The general version of this problem is NP-complete by a reduction from VERTEX COVER (see Garey and Johnson [81, GT2] [55] , this paper). Fixedparameter tractable for planar graphs (Downey and Fellows [59] ). Problem is W [2] -hard if the dominating set V' is required to be either connected or total, i.e., for each vertex in V there is an edge to some vertex in V' (Bodlaender and Kratsch [30] . _ _ _ V that is both an independent set and a dominating set in G?
SUBSET PRODUCT
COLORED GRAPH AUTOMORPHISM
The general version of this problem is NP-complete by a reduction from VERTEX COVER (see Garey and Johnson [81, GT2] [55] . Fixed-parameter tractable for planar graphs (Downey and Fellows [59] ). SET COVER Instance: A finite family of sets S S1
Sn.
Parameter: A positive integer k.
Question: Is there a subset R c__ S whose union is all elements in the union of S?
The general version of this problem is NP-complete by a reduction from X3C (see Garey and Johnson [81, SP5] The general version of this problem is LOG SN P-complete (Papadimitriou and Yannakakis [100] ). This problem is W[2]-complete by a reduction from DOMINATING SET (Downey and Fellows [59] [25] ). [30] The general version ofthis problem is NP-complete by a reduction from 3PARTITION (see Garey and Johnson [81, ND40] Siv of subsets of V, such that So 0, Sly contains all vertices of in-degree 0 in G, and for all i, < < IVI, f-l (i) Si, Si {f-l(/)} c_ Si-i and Si-i contains all vertices u for which (f-l (i), u) E, and for all j, < j _< k, there is at most one vertex u Si with r(u) Rj ?
MAXIMAL IRREDUNDANT SET
The general version of this problem is NP-complete by a reduction from 3SAT (see Garey and Johnson [81, PO2] [90] . Equivalent to the BANDWIDTH problem by Kaplan and Shamir [90] (also Hallett [87] [2] ).
Comment. The following classes are not discussed in this paper but are listed for completeness. They are analogues of the QBFSAT and PSPACE in some sense and correspond as we see to the complexity of k-move games. They are discussed at length in ], [2] . In each case the first problem defines the class. [81, GP2] [81, GP3] The general version of this problem is P SP AC E-complete by a reduction from QBF (see Garey and Johnson [81, GP1] [2] ).
