In this paper, the problem of supervisory control of discrete-event systems (DES) with output is presented and discussed at length. In such systems, causal output maps are employed to assign to each sequence of input events a corresponding sequence of output events. When the specification of desired behaviour is given by a formal language over the output alphabet, necessary and sufficient conditions are derived for the existence of non-blocking input as well as non-blocking output supervisory control. After making minor adjustments the theory is applied to non-deterministic discrete-event abstractions of hybrid systems, giving rise to the development of a theory for non-blocking supervisory control of hybrid systems. Our results enable one to apply classical supervisory control theory to design supervisors for DES approximations of hybrid systems, and to import many interesting concepts from classical theory such as modular and hierarchical control.
Introduction
Hybrid systems arise naturally whenever logical decision-making is mixed with the generation of continuous control laws. Hybrid control systems have a wide range of applications in communication networks, transportation systems, manufacturing systems, and broadly speaking, whenever a computer is used to control a continuous processes.
Several attempts have been made to apply supervisory control ideas to hybrid control systems, such as O'Young (1997, 1998) , Stiver et al. (2000) and Franke et al. (2000) . In Koutsoukos et al. (2000) continuous state space is partitioned by hypersurfaces in order to represent the approximated continuous plant by a DES abstract model via a non-deterministic finite automaton. A plant symbol may be generated each time the continuous system trajectory crosses a hypersurface.
We follow Koutsoukos et al. (2000) and approximate the behaviour of hybrid systems with DES plants. Further, the desired behaviour is specified by a formal language over the alphabet of plant symbols, and the objective is to design a discrete-event supervisor such that the controlled system satisfies the specification. Although Koutsoukos et al. (2000) proposes to apply supervisory control of DES to hybrid systems, the theory of supervisory control of hybrid systems is not clearly connected to that of supervisory control of DES. The most notable problem is that in Koutsoukos et al. (2000) a specification language that forces the supervisor to disable all controllable events at its disposal is called uncontrollable. We believe that the unacceptability of a supervisor implementing such a specification has little to do with its controllability -after all, since each event is a command generated by the supervisor, all events can be considered to be controllable. In classical supervisory control of DES a system in which all events out of an unmarked state are disabled is said to be blocking. Thus, a unified theory for supervisory control of DES and hybrid systems is achievable only if the notion of blocking is properly introduced in supervisory control of hybrid systems.
In this paper we address the problem of nonblocking supervisory control of hybrid systems. Noting that hybrid systems are approximated by nondeterministic finite automata in Koutsoukos et al. (2000) , in this paper we first extend classical supervisory control of DES to develop a theory for nonblocking supervisory control of DES with output, and find necessary and sufficient conditions for the existence of a non-blocking supervisor when the desired behaviour is specified by a language over the alphabet of output events. We then adjust the theory to make it applicable to DES models of hybrid systems by requiring that a supervisor treat all transitions carrying the same label out of a state consistently; that is, either to enable or to disable all.
The rest of the paper is organised as follows. Section 2 reviews basics of DES with output. After defining input and output supervisory control, in x 3 we develop a theory for non-blocking supervisory control of DES with output, and find necessary and sufficient conditions for the existence of a supervisor. An algorithm to determine whether the language generated by an automaton is output-consistent is presented in x 4. After presenting a brief overview of supervisory control of hybrid systems introduced in Koutsoukos et al. (2000) , minor adjustments are made to the theory developed in this paper to make it applicable to nondeterministic DES models of hybrid systems, and an example is worked out to illustrate the approach. Finally, we conclude the paper in x 6 and point out directions for future research.
Preliminaries
A DES with output is modelled by a Mealy automaton, which is a finite automaton in which each transition is labelled with a pair of input and output events. When a transition from q to q 0 is labelled i/o, the input symbol i received at state q triggers a transition to state q 0 while the output symbol o is generated. The sequences of output events may be controlled via controlling the corresponding sequences of input events. Given the alphabets of input and output events AE i and AE o , respectively, the behaviour of a Mealy automaton G can be represented by a triple (L m (G), L(G), ), where L m ðGÞ LðGÞ AE Ã i , L(G) is prefix-closed and : LðGÞ ! AE Ã o is an output map modelling the interaction between sequences of output and input events generated by the system. The output map is recursively defined as follows: for all s 2 L(G) and 2 AE i ð"Þ ¼ "; ðsÞ ¼ ðsÞ ðsÞ for some 2 AE o :
( The output map is prefix-preserving, that is, if s s 0 then (s) (s 0 ). In fact, is a causal map that assigns a sequence of output events to every sequence of input events based on the internal behaviour of the DES. In supervisory control of DES with output, it is desired to control the system, by enabling or disabling an appropriate set of controllable input events based on the observation of its input/output sequences, such that the output of the supervised system satisfies a desired specification on the output behaviour.
Supervisory control of discrete-event systems
with output In supervisory control, the controller's objective is to restrict the behaviour of the uncontrolled system in such a way that some undesirable behaviour is excluded from the plant's closed-loop behaviour. For discrete-event systems, when the desirable behaviour is specified by a formal language over the alphabet of input events, classical supervisory control theory (SCT) of DES (Ramadge and Wonham 1987, Wonham 2006) can be employed to design a supervisor so that the behaviour of the supervised system satisfies the specification.
For a DES with output, the desired behaviour of the system may be specified by a language over the alphabet of output events. The objective of supervisory control is then to restrict the behaviour of the plant by appropriately disabling a subset of controllable input events in such a way that sequences of output events generated by the supervised system satisfy the output specification. As usual, denote the disjoint sets of controllable and uncontrollable input events by AE i,c and AE i,u , respectively, where
Controllable input events can be disabled by a supervisor. As a result, an output event can be prevented from occurring if the input event that leads to its generation is controllable and can therefore be disabled. We call a supervisor an input supervisor if it decides which controllable input events to disable by observing sequences of input events. Similarly, we call a supervisor an output supervisor if it decides which controllable input events to disable by observing sequences of output events.
Non-blocking input supervisory control
Suppose the plant is specified by the triple (L m (G), L(G), ). Denote the set of control patterns with À, where
A control pattern contains all uncontrollable input events, indicating that a supervisor does not have the ability to disable uncontrollable input events. An input supervisory control map for DES G is any map V i : L(G) ! À. The pair (G, V i ) will be written as V i /G to suggest 'G under the supervision of V i '. An input supervisor has access to all system inputs while at the same time it can observe the corresponding sequences of output events through the system's output map. The system under supervision is denoted by
The language generated by the closed-loop system (V i /G) is defined recursively as follows:
The language L m (V i /G) is the collection of plant marked strings that survive the supervision of V i , i.e.
Finally, j L(V i /G) denotes the restriction of to L(V i /G). We call an input supervisory control map non-blocking if L m ðV i =GÞ ¼ LðV i =GÞ. In input supervisory control, the decisionmaking process by a supervisor is based on observing the entire sequences of input events, and comparing the corresponding output sequences with the desired output specification. In fact, the supervisor enables an input event if the output it generates does not violate the output specification language.
The input supervisory control problem is formulated as follows: given a specification K (L m (G)) on the output behaviour of the system, design a supervisor V i : L(G) ! À such that the system under supervision implements the specification, in other words, (L m (V i /G) ¼ K.
Non-blocking output supervisory control
In output supervisory control, a supervisor does not have access to input sequences generated by the system; rather, it can only observe sequences of the system output. Compared to an input supervisor, an output supervisor has to be more conservative because the decision as to whether to enable or disable an input event can only be based on the observation of output sequences: an output supervisor has to make the same control decision after observing all input sequences that generate the same output sequence. As a result, the class of specifications that can be satisfied by output supervisory control is more restricted.
Formally, an output supervisory control map for DES G is any map V o : (L(G)) ! À. The supervised system, denoted by V o /G, is defined as before. In particular, for s 2 L(V o /G) we have s 2 L(V o /G) if and only if s 2 L(G) and 2 V o ((s)). The output supervisory control problem is formulated as follows: given a specification K (L m (G)) on the output behaviour of the system, design a supervisor V o : (L(G)) ! À such that the system under supervision implements the specification; in other words,
In what follows, we characterise the class of languages that can be implemented by input and output supervisory control maps.
In plain words, a language H is output-consistent if every pair of strings in H with identical outputs have consistent one-step continuations with respect to H.
Theorem 1: Given a specification on outputs K (L m (G)): 
Next, we show that if the condition in part (ii) is satisfied and V i is a non-blocking input supervisory control map such that L m (V i /G) ¼ H, then as shown in Figure 1 V i factors through : that is, there exists an output supervisory control map V o such that V o ((s 1 )) ¼ V o ((s 2 )). We prove this by contradiction: assume in the non-trivial case where s 1 ,
. Then there must exist 2 AE i such that, for example, 2 V i (s 1 ) but = 2 V i (s 2 ). Assume without loss of generality that s 1 and s 2 are both in L(G) (otherwise for s 2 L(G) if we have s = 2 L(G) then can be safely added to or removed from V i (s) without changing the closed-loop behaviour). It follows from the definition that s 1 2 L(V i /G) but s 2 = 2 L(V i /G), which contradicts the condition in part(ii) since
H is controllable and L m ðGÞ À closedg and
H is controllable, L m ðGÞ-closed and output-consistentg:
When the type of supervisory control is not specified (input vs. output), we simply write HðKÞ: According to Theorem 1, for a non-blocking supervisory control map V such that ðL m ðV=GÞÞ ¼ K to exist, it is necessary and sufficient that HðKÞ 6 ¼ ;.
It is straightforward to verify that H i ðKÞ is closed under arbitrary union and therefore one can always find a minimally restrictive input supervisor when one exists (i.e. H i ðKÞ 6 ¼ ;). However, as Example 2 at the end of this section suggests, H o ðKÞ is not closed under finite union, and therefore a minimally restrictive output supervisor does not in general exist.
A natural candidate for H in Theorem 1 is À1 (K) \ L m (G). As the following result suggests, since ( À1 (K) \ L m (G)) ¼ K, one only needs to check À1 (K) \ L m (G) for controllability and L m (G)closedness (and output-consistency in case of output supervisory control).
Example 1: Consider the system shown in Figure 2 , together with a specification language K of the desired output behaviour. We represent a language M by an automaton M generating marked and closed languages M and M, respectively. Note that K (L m (G)). The language H 1 ¼ À1 (K) \ L m (G) shown in Figure 2 (c), despite being controllable and L m (G)-closed, does not satisfy the condition in part (ii) of Theorem 1: a, ab 2 H 1 , (a) ¼ (ab), abc 2 L(G), ac 2 H 1 but abc = 2 H 1 . However, it is not difficult to see that the language H 2 shown in Figure 2 
The supervisor simply disables the input event b after observing the output event .
Example 2: Consider the system shown in Figure 3 , together with a specification language K over the output alphabet and the language H 1 ¼ À1 (K) \ L m (G For E (L m (G)), if HðEÞ ¼ ; then by Theorem 1 no non-blocking supervisory control map V can be found such that (L m (V/G)) ¼ E. In this case, a natural question to ask is whether a largest subset K " E can be found such that HðK " Þ 6 ¼ ;. To this end we define
Once again, it can be readily verified that C i ðEÞ is closed under arbitrary union, while as illustrated by the next example C o ðEÞ is not. Thus, in general, minimally restrictive supervisory control based on the observation of outputs is not possible unless conditions that are yet to be determined are imposed on the class of plants and/or specifications.
Example 3: Consider the system shown in Figure 4(a) , where all states are marked and all events are controllable. 
if such a supervisor existed, then , 2 K ¼ (L(V o /G)). Since ab 2 À1 () and ec 2 À1 (), we would have ab, ec 2 L(V o /G). On the other hand, since a, e 2 L(V o /G), (a) ¼ (e) ¼ , ab 2 L(V o /G) and eb 2 L(G), by the condition in part (ii) of Theorem (1) we would have eb 2 L(V o /G), or (eb) ¼ 2 K, which is a contradiction. Intuitively, it is not clear whether any such V o should disable b after observing : if it does, the output event cannot be generated, while if it does not, the output event may be generated.
Computation of output-consistent languages
This section presents a computational algorithm to determine whether the language of a closed-loop system is output-consistent. The algorithm makes it feasible to translate the language-based property of output-consistency into the automaton framework, thus enabling one to check the output-consistency of the language of a closed-loop system using familiar operations in automata theory. Suppose the original system is modelled by a Mealy automaton G, and the system under supervision is modelled by S, where L m (S) L m (G). Our objective is to design an algorithm that outputs 'yes' if the language marked by S is output-consistent with respect to G.
Since checking output-consistency in the languagebased framework requires consistency of control actions for strings generating identical output sequences, construction of output state machines for tracking outputs of the plant and the controlled system seems to be necessary. To obtain a deterministic output automaton G o corresponding to the Mealy automaton G, first a non-deterministic "-automaton G ",o is obtained by labelling every transition in G with its generated output symbol (" when no output symbol is generated), and then the resulting non-deterministic "-automaton is converted to a deterministic one by following the procedure outlined below (adopted from Hopcroft et al. (2000) ).
An "-automaton is represented by a five-tuple A ¼ (Q, Q m , q 0 , AE, ), where Q is a finite set of states, Q m Q is a set of marked states, q 0 is an initial state, AE is an alphabet of events, and : Q Â (AE [ {"}) ! pwr(Q) is a transition function. To convert the "-automaton into a deterministic finite automaton (DFA), the notion of "-closure of a state is introduced. Informally, "-closure of a state q consists of all states that can be reached from q along a path whose every transition is labelled with ". Formally, the "-closure of a state q, denoted by q " , is the smallest set with the property that q 2 q " and ðp, "Þ q " for all p 2 q " .
For any set of states P Q define P " ¼ S p2P p " . The equivalent DFA of the non-deterministic "-automaton A is denoted by D ¼ (R, R m , r 0 , AE, ), where R ¼ pwr(Q), R m ¼ {r 2 R j r \ Q m 6 ¼ ;}, r 0 ¼ q 0" , and ðr, Þ ¼ S q2r ðq, Þ " . Following the outlined procedure, denote by G o and S o the output automata of plant G and controlled system S, respectively. In order to determine whether L m (S) is output-consistent with respect to G, we form the product of G, G o , S and S o to keep track of the system output when a controllable input event is disabled. Let G ¼ (Q, Q m , q 0 , AE i , AE o , , !) be a Mealy automaton where Q is a set of states, Q m is a set of marked states, q 0 is an initial state, AE i is an alphabet of input events, AE o is an alphabet of output events, : Q Â AE i ! Q is a transition function and !: Q Â AE i ! AE o is an output function. Denote the corresponding output automaton by and ((q, r), ) ¼ !(q, ). Each state of G Â S Â G o Â S o can be represented by a four-tuple, in which each component represents the state of the corresponding machine. Observe that the property of output-consistency is violated if conflicting control decisions are made at two strings where output sequences are identical. More precisely, the algorithm looks for two states of the form (q G , q S , q G o , q S o ) and (q 0 G , q 0 S , q G o , q S o ) of the product Mealy automaton where an event 2 AE i is eligible at q G and q 0 G , enabled at q S , but disabled at q 0 S . Since the last two components (namely, q G o and q S o ) are identical, the output sequences corresponding to any two strings s, s 0 2
, respectively, could potentially be equal, and thus the algorithm returns 'no'. The language of the closed-loop system L m (S) is output-consistent if no such pair of states could be found. if p is eligible in q G and q 0 G , enabled in q S , disabled in q 0 S return 'no'; endif; endfor; return 'yes';
The following example illustrates the steps of the algorithm.
Example 4: Consider the system G shown in Figure 5(a) , where all states are marked and all input events are controllable; therefore, the conditions of controllability and L m (G)-closedness are automatically satisfied for any automaton S with L m (S) ¼ L(S) L m (G). We would like to find out if an output supervisor can be found such that the system under supervision can be represented by the Mealy automaton S in Figure 5 (b). Since L m (S) is controllable and L m (G)-closed, it follows from the theory developed in the previous section that this would be the case if L m (S) is output-consistent with respect to G, which we would like to verify using the algorithm presented in this section. In order to examine the output-consistency of L m (S), we first construct deterministic output machines for G and S. The corresponding output machines, denoted respectively by G o and S o , are shown in Figures 6(a) and 6(b), respectively. The Mealy automaton G Â S Â G o Â S o is shown in Figure 6(c) . In the product automaton, each state is labelled by four components corresponding to states of G, S, G o and S o , respectively. The algorithm presented in this section isolates three pairs of states of the product automaton in which outputs are potentially identical but conflicting control decisions are made: ((1, 1, R, O) , (0, 2, R, O)); ((0, 4, R, T), (1, 3, R, T)); and ((1, 5, R, V), (0, 0, R, V)). For instance, in state (1, 1, R, O) , the event d is enabled while in the other state of the pair, namely, (0, 2, R, O), this event is disabled. We conclude that L m (S) is not outputconsistent with respect to G, hence no output supervisory control can be found to implement S. One can see that the definition of output-consistency is violated since ad, ae 2 H, (ad) ¼ (ae) ¼ , aed 2 L(G) and add 2 H, but aed = 2 H. 
Application to supervisory control of hybrid systems
In this section, we use supervisory control theory of DES with output developed in x 3 to design discreteevent supervisors for continuous dynamics approximated by DES with output.
Overview of supervisory control of hybrid systems
In supervisory control of hybrid systems, proposed by Koutsoukos et al. (2000) , the control loop consists of three components: continuous process, discrete-event controller and interface. The dynamics of the continuous process (plant), which could include continuous controllers, is governed by differential equations. The controller (supervisor) is an event-driven, asynchronous discrete-event system modelled by a finite automaton. The interface enables continuous plant and discrete-event controller to communicate with each other, connecting them via a feedback loop. This control architecture is shown in Figure 7 . In hybrid systems, the plant is considered as a nonlinear, time-invariant system represented by the differential equation
where x(t) 2 X & R n and r(t) 2 R & R m are the state and input vectors, respectively, and f: X Â R ! R n is a controlled vector field. It is assumed that the function f(Á, r(t)): X ! R n is continuous in X, and all conditions for existence and uniqueness of its solutions are satisfied. The supervisor is a finite automaton which can be represented by a five tuple S ¼ (S˜, X˜, R˜, , ), where S˜is the set of states, X˜is the set of plant symbols, R˜is the set of controller symbols, : S˜Â X˜! S˜is the transition function which determines the next state of the controller based on its current state and plant symbol received from the interface, and : S˜! R˜is the output function which assigns a controller command to each state of the controller. The interface consists of two subsystems, the actuator and the generator. Generator and actuator play roles somewhat similar to, but more general than, A/D and D/A in digital control systems. The actuator feeds the appropriate control signals to the plant by converting the sequence of controller symbols to continuous-time staircase signals. The generator, on the other hand, converts the continuous-time output of the plant to the sequence of input symbols to be used by the controller, where plant events are generated whenever the state trajectory crosses some predefined hypersurfaces in specified directions.
From the discrete supervisor's point of view, the behaviour of plant and interface combined can be modelled by a discrete-event system. As shown in Figure 7 , this combination generates the sequence of output evens by the generator and accepts the sequence of input symbols from the controller. The discreteevent system which represents continuous plant together with generator and actuator can be modelled by a non-deterministic finite automaton called the DES plant model. The DES plant is represented by a five-tuple (P˜, X˜, R˜, , ) where P˜is the discrete set of states, X˜represents the set of plant symbols and R˜is the set of control commands. For a given pair of control command and DES plant state, the state transition function : P˜Â R˜! 2 P˜d etermines the set of possible next DES plant states. Moreover, the current and next states are mapped to a set of plant symbols via the output function : P˜Â P˜! 2 X˜. Note that the output function can be equivalently written as a function !: P˜Â R˜! 2 X˜: (p˜, r˜)°S p˜02 (p˜, r˜) (p˜, p˜0).
It is to be noted that the DES plant is in general non-deterministic . Several researchers have studied the problem of supervisory control of non-deterministic DES (Park and Lim 2002, Zhou and Kumar 2004) ; the theory developed in this work can be used to control such systems when the specification is defined on the language of output events.
In the second part of this section we assume that the extraction of the DES plant model for a hybrid control system is complete, and an input/output automaton representing the DES plant is available for the problem of supervisory control.
Non-blocking supervisory control of hybrid systems
As mentioned in the previous subsection, the continuous process along with its interface can be approximated by a DES plant model, a nondeterministic finite automaton which can be represented by a 6-tuple (P˜, P˜m, X˜, R˜, , ) , where in addition to the model in Koutsoukos et al. (2000) , we now allow the user to specify a subset P˜m P˜of marked states. We assume that X˜includes a silent symbol " corresponding to the case where crossing a hypersurface does not generate an output. In addition, as in Koutsoukos et al. (2000) we assume that crossing a hypersurface generates at most one output symbol, and thus can be reduced to a partial function : P˜Â P˜! X˜.
To make the supervisory control theory of DES with output applicable to DES models of hybrid systems, we first make the plant model deterministic by renaming identical transition labels originating from every state. The non-deterministic nature of the plant is preserved, as we require that a supervisor treat all transitions with identical labels (in the non-deterministic model) consistently, that is, to enable or disable all events which have identical corresponding symbols in the non-deterministic automaton. Thus, the supervisor must act as if the labels were still identical.
For an event r˜2 R˜denote by n r˜t he maximum number of transitions, out of any state, labelled with r˜: n r˜: ¼ max p˜2P˜j (p˜, r˜)j. Define the set of siblings corresponding to r˜according to SblðrÞ ¼ fr i ji ¼ 1, 2, . . . , nrg:
We assume that controllability of r˜is inherited by all siblings in Sbl(r˜). Let the non-deterministic DES plant be given by G ndet ¼ (P˜, P˜m, X˜, R˜, , ). Define its corresponding deterministic Mealy automaton as G det ¼ (P˜, P˜m, X˜, U˜, , !), where:
. U˜¼ S r˜2R˜S bl(r˜) . For p˜2 P˜and r˜2 R˜, if (p˜, r˜) 6 ¼ ; let (p˜, r˜) ¼ (p˜1, . . . , p˜k), where k n r˜i s a natural number.
Define the partial function : P˜Â U˜! Pã ccording to 8i 2 f1, 2, . . . , kg: ðp,r i Þ :¼p i :
. !: P˜Â U˜! X˜: (p˜, u˜)° (p˜, (p˜, u˜) ).
We say u˜, u˜0 2 U˜are siblings, denoted by u˜ sbl u˜0, if there exists an r˜2 R˜such that u˜, u˜0 2 Sbl(r˜). An output supervisory control map V o for G det is also an output supervisory control map for G ndet if for all t 2 X˜* and u˜, u˜0 2 U˜, we havẽ
Intuitively, to a supervisor all siblings look identical, and if one is enabled (disabled), all other siblings should be enabled (respectively, disabled) by the supervisor as well. Given a language H L m (G det ) and a non-blocking output supervisory control V o with L m (V o /G det ) ¼ H, the condition given by (1) is satisfied if 8s 2 H,ũ,ũ 0 2Ũ: sũ 2 H^sũ 0 2 LðG det Þ^ũ
Thus, when designing supervisory control for nondeterministic DES models of hybrid systems, the condition given by (2) must be checked along with all other conditions of Theorem 1. In the following example, we use the ideas developed in this section to illustrate the conversion of a non-deterministic automaton modelling a hybrid system's DES plant to a deterministic Mealy automaton with the same behaviour, and examine whether a discrete-event supervisor for a specification on output behaviour can be designed.
Example 5: Consider the system shown in Figure 8 problem in supervisory control of hybrid systems is to supervise the system such that it never enters some undesirable states. Suppose in this example that we want to design a supervisor such that it prevents the state of the system from entering the unsafe region p˜4. The specification K can be defined on the output behaviour of the system, represented by a finite automaton shown in Figure 8(b) . This example is similar to Example 2 in Koutsoukos et al. (2000) , with the major difference being that in our DES plant model the initial state is marked. In order to design a non-blocking output supervisory control for the DES plant to implement the desired specification, we first convert the non-deterministic model of the DES plant into a deterministic Mealy automaton. The deterministic model of the DES plant is shown in Figure 9 (a). As illustrated in the previous examples, a natural candidate for the solution of output supervisory control problem is H ¼ À1 (K) \ L m (G det ), which is represented by the automaton of Figure 9 (b). Observe that H is controllable (since all events are controllable), L m (G det )-closed and output-consistent. Therefore, by Theorem 1, there exists an output supervisory control V o such that L m (V o /G det ) ¼ H. However, H does not satisfy the condition given by (2), becauser 2 2 2 H, r 1 2 2 LðG det Þ andr 1 2 sblr 2 2 butr 1 2 = 2 H. In state p˜1, the output supervisory control map V o requires disablingr 1 2 while enablingr 2 2 , which is not possible because in the actual non-deterministic systemr 1 2 and r 2 2 are indistinguishable. We construct the output supervisory control map Vˆo from V o by disabling, in addition,r 2 2 in state p˜1 and r 1 1 in state p˜3. The supervised system Vˆo/G det is shown in Figure 9 (c). There are two major problems with the supervisor Vˆo: the output generated by the supervised system is strictly smaller than K, and more important, the supervisor is blocking, as the supervised system blocks in state p˜3. We conclude that the supervisor Vˆo does not satisfy the output specification K due to blocking in state p˜3, and inability to produce the output event x˜2 after observing the output event x˜3. Next, consider the output specification K 0 K shown in Figure 10 , which in addition to the unsafe region p˜4, prevents the system from entering the blocking region p˜3. The language H 0 ¼ À1 (K 0 ) \ L m (G det ) shown in Figure 10 disabled; thus,V 0 o disables bothr 1 2 andr 2 2 (i.e. disables r˜2) in state p˜1, andr 1 1 andr 2 1 (i.e. disables r˜1) in state p˜2. The supervisorV 0 o, ndet is represented by the automaton of Figure 11(a) . The automaton has two states. A transition from the initial state is triggered when x˜1 is observed, while a transition back to the initial state is triggered when x˜2 is observed. Each state outputs the list of events that are enabled at that state. The supervised non-deterministic plant is shown in Figure 11 (b).
It is worthwhile to note that in Koutsoukos et al. (2000) a specification such as K of Figure 8 (b) is called 'uncontrollable'. We believe this to be inconsistent with the standard definition of controllability in supervisory control theory: as all events are controller commands and thus controllable, every specification is trivially controllable according to the classical definition of controllability in Wonham (2006) . As illustrated in the above example, the problem is that a supervisor designed to implement K causes the DES plant of Figure 8 (a) to block in state p˜3 by disabling both r˜1 and r˜2. The issue of blocking was not addressed in Koutsoukos et al. (2000) .
Conclusion and future research
In this paper, supervisory control of discrete-event systems with output and its application to hybrid systems have been extensively studied. A causal output map is used to correspond sequences of input events with sequences of output events. Necessary and sufficient conditions are proposed for the existence of non-blocking input/output supervisory control such that the controlled system generates some desired specification language on output behaviour. Next, the result is extended to hybrid systems approximated by non-deterministic Mealy automata by requiring that in its every state a supervisor enables or disables all transitions carrying the same label. The major contribution of this work has been the development of a theory for supervisory control of hybrid systems that is fully compatible with supervisory control theory of DES.
For future research, we would like to develop an algorithm for designing non-blocking output supervisory control for a specification on output behaviour. In addition, now that a link between supervisory control of hybrid systems and supervisory control of DES is established, further research is needed to import such concepts from supervisory control of DES as decentralised and hierarchal control, and to study the computational complexity of synthesising supervisors for hybrid systems (Gohari and Wonham 2000) .
