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Abstract. In this work we investigate the possibility of generation of primordial magnetic field in the early
universe near the QCD phase transition epoch via the collapse of Z(3) domains. The Z(3) domain walls
arise in the deconfined phase of the QCD (above T ∼ 200 MeV) and their collapse leads to a net quark
concentration near the wall boundary due to non-trivial reflection of quarks. We look at the response of
leptons to this quark excess and find that leptons do not cancel the electric charge concentration due to
the quarks. The wall collapse and a net charge concentration can lead to the generation of vorticity and
turbulence in the primordial plasma. We estimate the magnitude of the magnetic field generated and find
that it can be quite large O(1015−18G). The mechanism is independent of the order of the QCD phase
transition.
PACS. 12.38.MH Quark-Gluon Plasma – 25.75.Nq Phase transitions in quark-gluon plasma – 11.27.+d
Domain walls in field theory – 98.80.Cq Domain walls in cosmology
1 INTRODUCTION
The origin of the observed magnetic fields in the Universe
remains an unresolved problem of cosmology. Observa-
tions like Zeeman splitting of spectral lines, polarization
and intensity measurement of of synchrotron radiation of
electrons and Faraday rotation measurements indicate the
presence of large scales magnetic fields in the universe.
The strengths of these fields vary from 1− 10 µG for the
length scales of the order of a few kpc to strengths of
O(10−15−10−18G) for Mpc scales. The kpc scale field cor-
relations can be explained by producing the seed magnetic
fields using a Biermann battery mechanism in the proto
galaxy, which are then amplified by a galactic dynamo.
This process, however, fails for the large scale magnetic
fields. An appealing alternative to the above scenario is to
argue that the seed magnetic field has primordial origin
which gets amplified as the proto galactic cloud undergoes
collapse. This would naturally provide magnetic fields at
all scales. For details, we refer to ref. [1,2,3,4] and the
references cited therein.
The Universe has a rich thermal history and each of the
stage can provide us the seed required to produce the ob-
served magnetic field. In this work we focus on the epoch
of the Quark-Hadron (Q-H) transition. This is expected to
occur when the universe was roughly micro-seconds old.
Till the turn of the century the Q-H transition was thought
to be a first order transition. The bubble wall dynamics
associated with the first order transition provided a rich
spectrum of possibilities like quark nuggets as dark mat-
ter candidates [5], production of baryon inhomogeneities
[6] and also the primordial magnetic fields [7,8,9]. Un-
fortunately, none of the above scenarios hold in the light
of results from lattice gauge theory showing that a first
order quark-hadron transition is very unlikely. The tran-
sition, for the range of chemical potentials relevant for the
early universe, is most likely a crossover. Thus there are
no bubble walls and hence the entire spectrum of possi-
bilities is relinquished. See ref. [10,11,12] and references
therein for details on the discussion of the order of the
phase transition.
Our proposal for an alternate mechanism for the mag-
netic field generation is through the collapse of closed do-
main walls in the quark-gluon plasma (QGP) phase of
QCD. An important point to note is that this mechanism
does not depend on the order of the QCD phase transition
as the domain walls are present in the QGP phase of the
system and are not a result of the Q-H transition. Since
these defects are in the deconfined phase of QCD and van-
ish in the confined phase, they are not constrained, unlike
the GUT defects.
The possibility of extended topological objects in the
QGP has been extensively discussed in the literature [13,
14,15]. These are domain wall defects that arise from the
spontaneous breaking of Z(3) symmetry in the high tem-
perature phase (QGP phase) of QCD. We should men-
tion that the existence of these Z(3) walls becomes a non-
trivial issue in the presence of quarks [16,17]. However it
has also been argued that the effect of quarks can be un-
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derstood in terms of the explicit breaking of Z(3) symme-
try [18,19]. This interpretation allows for very interesting
possibilities for the QGP phase with rich phenomenology
which can have very important implications for cosmol-
ogy. This finds support in the recent lattice calculations
of QCD with quarks [20] and also in the effective model
studies of QGP [21] which suggest that there is a strong
possibility of existence of these Z(3) vacua at high tem-
perature.
However the magnetic field produced during processess
that happen before the QCD phase transition, like the
electro-weak phase transition, might be present at the
time of the Q-H transition (see reviews [1,2,3,4] and ref.
[22,23] for more recent works). In presence of magnetic
field the QCD phase transition shows intriguing behaviour.
The chiral condensate at T = 0 grows monotonically with
the magnetic field strength, an effect known as magnetic
catalysis. At finite T the situation gets a bit involved. Be-
low critical temperature, the chiral condensate increases
with magnetic field with values consistently smaller than
those at T = 0 for the same magnetic field strength. As
T approaches Tc, the chiral condensate reaches a peak
value for a threshold value of magnetic filed and shows
a reduction with further increase in the magnetic field.
Above the critical temperature the chiral condensate de-
creases for all values of magnetic field. This phenomenon
is termed as the inverse magnetic catalysis [11]. The ef-
fective models of QCD phase transition do not reproduce
this pattern quite well. Even though attempts have been
made to explain the discrepancy between Lattice studies
and the effective models by trying to separate the con-
tributions of valance and sea quarks (see sec. IXA of ref.
[11]), a final word still remains to be said. The magnetic
field, through quark contribution, tends to break the Z(3)
symmetry explicitly [24]. Recent lattice results [25] indi-
cate that in the presence of an asymptotically large mag-
netic field, the transition is quite sharp (possibly a first
order too) and is at a lower temperature than in the ab-
sence of a magnetic field. A similar effect is expected in
the case of electro-weak phase transition in presence of
magnetic field [26,27]. In such a situation it is quite possi-
ble that all the possibilities mentioned above are realised
in the early universe near the Q-H transition. We refer to
[11] and references therein for a comprehensive discussion
of QCD phase transition in a magnetic field.
Even when there is no magnetic field, Z(3) defects can
revive the first order transition scenarios of baryon in-
homogeneities and quark nuggets formation [28,29]. We
might add that these are the only relativistic field theory
topological solitons which are accessible in laboratory ex-
periments. Their detection will provide deep insights in
the non-trivial physics of the QGP phase. It therefore
looks reasonable to explore the possible consequences of
these Z(3) domains and associated walls.
As the Z(3) domain wall collapses, it produces shocks
in the plasma which will lead to turbulence being gen-
erated in the wake of the the wall. As the wall sweeps
through the quark gluon plasma, an excess baryon concen-
tration builds in the collapsing region. We use Poisson’s
equation to estimate the electric charge, due to leptons,
on the domain wall. We find that the lepton concentration
doesn’t cancel the charge due to the baryon concentration.
Assuming the domain wall collapse to be spherical, we cal-
culate the magnetic field generated during the collapse.
The magnetic field generated depends on the baryon den-
sity contrast across the domain wall and the size of the
collapsing region. It can be as high as 1015−18 G for a
baryon density contrast of the order of 106 within a ra-
dius of roughly one meter. Since the collapse of the domain
walls happen before the quark hadron phase transition,
the magnetic field is generated in the quark gluon plasma
epoch. Thus the mechanism is completely independent of
the order of the phase transition.
The organization of the paper is as follows. In section 2
we briefly discuss the Z(3) symmetry. This is the symme-
try of the Polyakov loop which is the order parameter of
the confinement transition. We estimate the profile of the
domain wall and the transmission coefficients for differ-
ent quarks. In section 3 we discuss the formation of Z(3)
structures in the early universe and how a charge density
is accumulated within a collapsing Z(3) domain In section
4, we first argue that these collapsing domains can gener-
ate the vorticity in the plasma and then make an estimate
of the magnetic field generated. We conclude in section 5.
2 Z(3) DEFECTS AND QUARK
INTERACTIONS
2.1 Z(3) domains in QGP
The order parameter of the confinement-deconfinement
transition for a pure gauge SU(N) system at tempera-
ture T , is the thermal expectation value of the Polyakov
loop [30,31,32] defined as
L(x) =
1
N
Tr
{
P
[
exp
(
ig
∫ β
0
A0(x, τ)dτ
)]}
, (1)
where β = T−1 and and g is the gauge coupling. The
trace denotes the summing over color degrees of freedom
and P denotes the path ordering in the Euclidean time
τ . The SU(N) gauge fields satisfy the periodic boundary
conditions in τ , viz A0(x, 0) = A0(x, β).
The free energy of a test quark can then be studied by
writing the partition function and noting that 〈L(x)〉 ∝
e−βF . In the confined phase, 〈L(x)〉 = 0 implying that
the free energy of a test quark is infinite (i.e. system is
below Tc). In the deconfined phase, a test quark has finite
free energy and hence 〈L(x)〉 6= 0. We will use l(x) to
denote 〈L(x)〉 from now on, for the sake of brevity. Under
Z(N) transformation (which is the center of SU(N)), l(x)
transforms as
l(x) −→ Z × l(x), where Z = eiφ, (2)
and φ = 2pim/N ; m = 0, 1 . . . (N − 1). This gives rise
to the spontaneous breaking of Z(N) symmetry with N
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Fig. 1. Effective potential of Polyakov loop for T > Tc. The
plot is at T = 200 MeV.
degenerate vacua in the deconfined phase, where 〈L(x)〉 6=
0. For QCD, N = 3 and hence it has three degenerate
Z(3) vacua resulting from the spontaneous breaking of
Z(3) symmetry at T > Tc. This leads to the formation of
interfaces between regions of different Z(N) vacua. These
vacua are characterized by, l(x) = 1, e2pii/3, e4pii/3.
The effective potential for Polyakov loop which cap-
tures the basic features of Z(3) structures is given by [33]
V (l) =
(
−b2
2
|l|2 − b3
6
(
l3 + (l∗)3
)
+
1
4
(|l|2)2
)
b4T
4, (3)
where b2 = (1− 1.11/x) (1 + 0.265/x)2 (1 + 0.300/x)3 −
0.478 (with x = T/Tc with Tc ∼ 182 MeV) ,b3 = 2.0 and
b4 = 0.6061×47.5/16. The value of Tc and the coefficients
are fixed by fitting the energy and pressure to the lattice
results [34]. An overall factor of (47.5)/16 in b4 is used
to compensate for the change in the energy density by
re-scaling the number of degrees of freedom for the three
flavor case. In T −→ ∞ limit, l (x) −→ y = b3/2 + 12 ×√
b23 + 4b2 (T =∞). As |l(x)| = exp(−β∆F ), l(x) −→ 1
in the limit T −→∞. We re-scale the quantities as
l (x)→ l (x)
y
, b2 → b2
y2
, b3 → b3
y
, b4 → b4y4,
to get the desired asymptotic behavior of l(x). Writing
l(x) = |l(x)|eiθ, we see that (l3 + (l∗)3) = cos(3θ). This
results in three degenerate Z(3) vacua for T > Tc, as
shown in fig 1.
2.2 Interaction of Quarks with the Domain Wall
We now discuss the interaction of the quarks with the
domain wall. Fig 1 shows that l(x) varies as we go from
one vacua to other. As |l(x)| = exp(−β∆F ) (∆F being
the change in the free energy of a quark); the change in
the free energy of the quark as it traverses the domain
wall is given by
∆F = −T ln (|l(x)|) (4)
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Fig. 2. Top:- The l(x) profile at T = 200 MeV. Bottom:- The
corresponding free energy change and the fitted curve (see text
for details).
A moving quark thus experiences an effective poten-
tial as it crosses the wall. To estimate ∆F we need the
domain wall profile l(x). For obtaining the l(x) profile we
use the energy minimization technique. We write, l(x) =
l1(x)+ ι˙l2(x), then we express eq. (3) in terms of l1(x) and
l2(x). We then start the linear interpolation with values
of l1, l2 between θ = 0 and θ = 2pi/3 and minimize the
total energy
(
(∇l)2 + V (l)) of the system. The numeri-
cal technique used to minimize energy is over relaxation
technique. This technique requires that the field be fluc-
tuated at a lattice site and then the change is observed
in the energy density due to the fluctuation. With three
such fluctuations a parabola is fitted. The minimum of the
parabola provides the minimum energy configuration. The
actual change in the field is taken as a fraction of this min-
imum value. We take the the fraction to be 0.05 times the
field value obtained. The energy is then calculated with
the new field values and the process is repeated till the
energy stops changing effectively. The resultant l(x) pro-
file and the corresponding variation in the free energy are
shown in fig 2. The free energy is fitted with a curve. The
form of the function and the parameters are presented in
Table 1. For more details on the process of obtaining l(x)
profile, we refer to [35].
This free energy change is like an effective potential
(V ) experienced by the quark as it traverses the domain
wall. We approximate the l(x) profile with a box of width
∼ 1 fm and height ∼ 0.6. This translates to an effective
potential of width a = 1 fm and height ∼ 305 MeV. We
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Table 1. Table for the parameters used for fit-
ting the free energy variation with the function
−200 ln{√[a tanh(bx + c) + d]2 + [e tanh(fx + g) + h)]2}+ p
Parameter Value
a 1.0036
b −0.739001
c 3.68957
d 0.00450475
e −0.0898081
f −14.4524
g 26.833
h 0.0916998
p −0.381349
use this potential to estimate the transmission coefficient.
The analytic expression for the transmission coefficient for
a free quark incident on a box potential is given by [36]:
T =
1
cos2 (Ka) + 14
∣∣∣Λλ + λΛ ∣∣∣2|sin(Ka)|2 ; (5a)
where λ =
k
E +m
; Λ =
K
(E − V ) +m ; (5b)
with k = (E2 −m2)1/2 ; K = ((E − V )2 −m2)1/2
(5c)
The transmission coefficients for u,d and s quarks are
listed in Table 2. From Table 2, we conclude that the
transmission coefficients of u/d quarks are higher than
the transmission coefficient of the s-quarks.
The recent lattice results with quarks [37,38] have re-
ported slightly different values of Tc than the value used
above. It is then advisable to see how our results obtained
above fare in the light of these results. We note that the
l(x) profile depends on the shape of the potential given
in 3. Since the potential depends on the ratio T/Tc, it is
this value which will be important, not the exact value
of Tc, in determining the shape of the potential. For our
case we are focusing on T = 200 MeV, which translates
to T/Tc ∼ 1.1 for Tc ∼ 182 MeV quoted in ref. [34]. The
shape of the profile will remain same for the corresponding
T which keeps the above value fixed. For Tc ∼ 155 MeV,
which is quoted in ref. [37,38], the corresponding T ∼ 170
MeV, which is close to T ∼ 200 MeV used by us. Thus
we hope to capture the correct qualitative features of the
Z(3) symmetry in our analysis.
Also replacing a box function with a smooth profile
would change the transmission coefficients. It was shown
in [39] that for a step potential, the coefficients are larger
than those for a smooth profile with the width ∼ 1 fm.
This essentially means that u and d quarks will essentially
pass through and not get reflected while strange quarks
will get reflected but with a lower probability, for a more
realistic profile of the scattering potential. So qualitative
features of the results will not change, as in that the con-
Table 2. Transmission for different quark flavors for incoming
E = 500 MeV.
q flavor T
u/d 0.999329
s 0.855293
centration in the collapsing region would be solely because
of strange quarks.
3 Charge Inhomogeneity due to collapsing
Z(3) domains
In this section we discuss how a net charge is concentrated
across the domain wall as it collapses. We start with a
probable scenario of Z(3) domain formation in early uni-
verse and their survivability till the QCD phase transition.
We then estimate the density of quarks trapped inside the
collapsing Z(3) domains. Since quarks have electric charge
too, their concentration leads to a electric charge concen-
tration across the domain walls. We look at the response
of the leptons to this baryon excess and find that leptons
do not cancel this net electric charge concentration.
3.1 Formation of Z(3) domains in early universe
The standard picture of defect formation in cosmology re-
lies on the Kibble mechanism [40]. The defects are formed
during the transition to the symmetry broken phase as the
universe cools during its evolution. Since Z(3) symmetry
is broken in the high temperature phase, and is restored
as the universe cools while expanding, the question then
arises as to how these defects were formed. This question
was first addressed in ref. [28].
The pre inflationary universe was in the deconfined
state as T >> Tc. During inflation the universe cools ex-
ponentially and Z(3) interfaces disappear as T → 0. When
temperature eventually becomes higher than Tc, during re-
heating, Z(3) symmetry breaks spontaneously, and Z(3)
defects form via the Kibble mechanism. However quarks
lead to an explicit breaking of Z(3) symmetry. Two of
the vacua, with l(x) = z, z2, become meta-stable lead-
ing to a pressure difference between the true vacuum and
the meta-stable vacua [41]. This leads to a preferential
shrinking of the meta-stable vacua. The explicitly break-
ing of Z(3) symmetry might get amplified in presence of
magnetic field as discussed in section (1).
As the collapse of these closed regions can be very fast
[42,43], they are unlikely to survive until late times, say
until the QCD scale. However the dynamics of these Z(3)
walls might be friction dominated due to the non-trivial
scattering of quarks from the domain wall. For large fric-
tion, they might survive till the late times. In certain low
energy inflationary models with low reheating tempera-
ture [44,45,46], even a small friction in the domain walls
Abhishek Atreya, Soma Sanyal: Generation of Magnetic Fields Near QCD Transition by Collapsing Z(3) Domains 5
collapse will allow the walls to survive until QCD transi-
tion. If these domains survive till late times (which cannot
be below the QCD transition epoch), then the magnetic
fields will be generated near the QCD transition epoch.
3.2 Number Density Evolution in the Collapsing
Region
We now estimate the number density concentration within
the collapsing region. We are interested in demonstrating a
new method of generating magnetic fields from collapsing
Z(3) domain walls. To make an approximate estimate of
the magnetic field generated in this method, we make some
simplifying assumptions. The first one being that the col-
lapse happens faster than the Hubble expansion rate, thus
the universe is at a constant temperature. This means that
the domain wall configuration can be taken as constant,
since l(x) depends on T which is constant. This also means
that one can neglect the expansion of the universe in the
present context. Another assumption is that the particles
thermalize instantaneously as they reflect from the wall.
Finally we ignore the baryon diffusion in the plasma. This
essentially translates to assumption that the baryons in-
stantaneously homogenize after the collision with the wall.
Let there be N domains with radius R(t). Then the
total volume within the domain is Vd = N(4pi/3)R(t)
3. If
V is the Hubble volume, then V − Vd ≡ Vo is the volume
outside the region enclosed by domains. Let the number
density of particles outside and inside the closed domains
be no and ni. Then the rate of change of concentration is
given by
n˙i =
(
−2
3
vwTwni+
vrelo noT− − vreli niT+
6
) S
Vd
−ni V˙d
Vd
(6)
n˙0 =
(2
3
vwTwni− v
rel
o noT− − vreli niT+
6
) S
Vd
+no
V˙d
Vo
, (7)
where vw is the wall velocity, S is the surface area of the
enclosed region. The particle motion can be studied with
components parallel to the wall (vw) and perpendicular to
 0
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 1x107
 1.2x107
 44.0065  44.007  44.0075  44.008
n
i/n
0 
→
t (µ-sec) →
u-d quarks
strange quarks
Fig. 3. Build up of the quark number density inside the do-
main wall at T = 200 MeV. The collapse velocity is chosen to
be 0.5/
√
3.
the wall. vrelo,i is the relative velocity of the particle (outside
or inside), perpendicular w.r.t. the wall. Each particle has
6 degrees of freedom with 4/6 in the parallel direction and
1/6 moving towards the wall, perpendicular to it. These
are the ones that contribute to the change in the number
density. The remaining 1/6 are moving away from the wall
and therefore do not contribute. The change in the domain
volume V˙i is estimated by looking at R(t)
R(t) =
rH
N1/3
− vw(t− t0), (8)
where rH is the horizon size of the universe at t = t0 '
30
(
150
T (MeV )
)2
. Tw are the reflection coefficient for the par-
ticles moving parallel to wall and T−(T+) are the transmis-
sion coefficients calculated for the quarks that are moving
from outside (inside) of the wall towards the inside (out-
side).
We solve eq. (6), (7) and (8) simultaneously to get
the increase in the charge concentration across the do-
main wall. We consider the wall velocity to be 0.5/
√
3
and the number of domains within the horizon, N = 10.
The evolution of the number density normalized to the
background number density is plotted in Fig. (3). One
can clearly see the rise in the number density inside the
collapsing region. The difference between the concentra-
tion of different quark species is also clearly visible. The
entire concentration inside the domain can be attributed
to the strange quarks that outnumber the other quark
species by an order of magnitude. Since the l(x) profile is
color neutral, the effective potential as seen by quarks is
also color neutral and thus the anti-quarks have the same
concentration.
To estimate the density of quarks trapped in the col-
lapsing domain, we look at the density profile left behind
the collapsing domain. Let ρ(r) be the particle density left
behind the domain wall. Then total number of particles
in a shell of thickness dr at a distance r from the center
of domain wall is given by dN = 4pir2ρ(r)dr. This gives
ρ(r) = − N˙
4pir2vw
(9)
The quark profile as the function of the radius of the
collapsing region is shown in the Fig (4). We notice that
almost the entire quark concentration can be solely owed
to the strange quarks. The same profile will be obtained
for the anti-quarks owing to the color neutral nature of
the effective potential seen by quarks anti-quarks. How-
ever there is a small baryon asymmetry (∼ 10−10) in the
universe near QCD transition. Thus even though the den-
sity profile is same for the quarks and anti-quarks, there
is a difference in their net numbers. We now make an or-
der of magnitude estimates of quark over-densities. From
Fig (4) we see that the density within a radius of 1 m is
roughly 106 times the background density. At T = 200
MeV, the corresponding length scale is 1 fm, thus we take
the background density to be ∼ 1fm−3 which is 1045 m−3.
Thus we get ∼ 1051 quarks within a radius of 1 m which
translates to an net excess baryon number of 1041.
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The transmission coefficients from eq. (5a) appear di-
rectly in the eq. (6) and (7). Thus naively one can say
that the rate of concentration of quarks will be slower for
the realistic scenario as the transmission is larger there.
This would mean that the charge pile up will take some
more time to reach the values quoted in the fig. (3). This
would translate to the size of domain wall thus effecting
the density profile in fig (4). The numbers quoted there
will be attained a bit later than the present case. How-
ever if the collapse is faster than what we consider it to be
(which is likely as argued in sec 4.1), these high densities
can be attained quite easily as vrel and vw in eq. (6) will
compensate for the reduction in transmission coefficients.
In either case the concentration quoted by us can be at-
tained a bit sooner or later depending on how the realistic
situation unfolds.
3.3 Dynamical Charge build up across the domain wall
As we discussed, quarks/anti-quarks undergo non-trivial
reflection and transmission from Z(3) domains. Thus there
is a density contrast across the domain wall. We also ar-
gued that anti-quarks do not cancel this baryon excess due
to tiny baryon asymmetry. Since quarks also carry electric
charge, a density contrast across the interface also leads
to a charge asymmetry due to the difference in charges of
the u,d and s quarks. While the net baryon over-density
is given by, nB = (nu + nd + ns)/3, the net charge over-
density is given by ρc = e(2nu−nd−ns)/3. Substituting,
the over-densities of the respective quarks inside the Z(3)
domain walls, we find that ρc ≈ −106e.
Due to this charge concentration, a potential is gener-
ated across the domain wall. We can use the Debye model
to estimate the strength of the potential. We reiterate that
since the quark hadron transition has not taken place as
yet, the only charged particles in plasma are the quarks
and leptons.
The strong interaction screening for QGP is effective at
the length scale of ∼ 1 fm, while it is different for the EM
interactions. To estimate the EM Debye length we make
the approximation that near the domain wall the electrons
 0
 1x106
 2x106
 3x106
 4x106
 5x106
 6x106
 7x106
 0  0.00025  0.0005  0.00075  0.001
ρ 
→
z (Km) →
u-d quarks
strange quarks
Fig. 4. The density profile of the particles left behind by the
domain wall at T = 200 MeV. The collapse velocity is chosen
to be 0.5/
√
3.
are moving in the background of quarks and muons which
are much heavier than the electrons. In this approximation
the situation is akin to that of an electron-ion plasma and
one can use the following expression to estimate the Debye
length
λD =
[
1
2pie2
(
ne
Te
+
∑
i
q2i ni
Ti
)]1/2, (10)
ne and Te are the temperatures of the electron and qi, ni, Ti
are the charge, number density and temperature of the ion
species i. For us Te = Ti and qi = 2/3, − 1/3, − 1/3 and
−1 for u, d, s quarks and muon respectively. Since all par-
ticles are relativistic one can assume that ne ∼ ni. This
reduces the eq. (10) to
λD =
(
9T
16pie2ne
)1/2
, (11)
Since the number density of fermions at temperature T >>
m, the mass of electron, is ni ∼ 3ζ(3)4pi2 T 3 is (where ζ(3) is
the Riemann zeta function). This translates to λD ∼ 10−9
m for T ∼ 200 MeV.
The charge density of the quarks on the domain wall
has been obtained in the previous section. For this charge
density, one can solve the Poisson’s equation (∂
2φ(x)
∂x2 =
−4pi × 106e) numerically and obtain the potential φ(x).
Here x is the distance from the domain walls. This gives
us the charge density profile for the quarks. Since the po-
tential is now known, one can use the standard solution
nie
(− eφT )to obtain the lepton profile in response to the
charged potential. Here ni is the number density of lep-
tons defined previously and φ is the numerical solution ob-
tained previously. The numerical calculation is done using
standard codes in R software. We note that the difference
between the two profiles is not very large. However there
exists a finite difference. To show that the lepton charges
and the quark charges cannot cancel each other exactly,
we plot the charge density scaled by a factor of 106 for
both the cases. Fig.5 shows the response of leptons to the
charge build up of quarks near the domain wall. We see
that the lepton charge density doesn’t cancel the quark
charge density in the vicinity of the domain wall.
4 Magnetic field generation
In this section we will take a look at the magnetic field
generation in the QGP phase due to the collapse of the
Z(3) domain walls. We first argue that the collapse of
the domain walls lead to turbulence in the plasma and
then estimate the strength of the magnetic field due to
the charge build up around the collapsing domain walls.
4.1 Turbulence Generation by Collapsing Domains
A closed surface collapses due to the surface tension σ,
and the energy difference between the enclosed region and
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Fig. 5. The quark density profile and the lepton density profile
(scaled by 106) near the domain wall.
the outside, . One can then write the Lagrangian for the
domain wall as [47],
L = −4piσR2(1− R˙2)1/2 + 4pi
3
R3 (12)
The equation of motion for a perfectly spherical wall
is then
R¨ =

σ
(
1− R˙2
)3/2
− 2
R
(
1− R˙2
)
. (13)
On integrating the above equation we get the velocity of
the domain wall as a function of its radius.(
1− R˙2
)1/2
=
R2
R3/3σ + constant
, (14)
As the domain wall collapses R→ 0, and |R˙| → 1. As
a result when a spherical domain collapses, it will produce
shocks in the cosmic plasma. Turbulence is generated in
the wake of the shocks. The shocks in the charge concen-
tration left behind the collapsing region will then generate
the magnetic field.
If the dynamics of domain walls is friction dominated,
like the scenario above where the collapse will be slow
and for which we have estimated the quark densities, the
shocks will not be produced in the plasma. Even then
there would be turbulence produced near the surface of
the domain wall. The momentum equation for the velocity
field is given by,
∂u
∂t
+ u.∇u = −∇p
ρ
+ Fvisc. (15)
Here ρ is the density of the fluid, ∇p is the change in
pressure and u is the velocity field of the fluid particles.
For simplification, let us assume that the viscous forces
Fvisc are negligible. Due to the concentration of quarks
inside the collapsing walls, there is a jump in the density
across the wall. Therefore, on one side of the domain wall,
we have a density ρ1 and on the other side it is ρ2. Since
the density is related to the pressure of the fluid in the
two regions, a density jump indicates a pressure differ-
ence (p1 − p2) across the wall. Vorticity is generated at
an interface or boundary due to a jump in the tangen-
tial acceleration or tangential pressure gradient [48]. The
exact estimation of the vorticity generated will require a
detailed numerical simulation. In this work we make a or-
der of magnitude estimates (in the next section) and defer
the exact calculation for future.
In addition, there is a net electric potential produced
across the domain wall since the lepton and quarks do not
cancel the electric charge of each other. This net poten-
tial would lead to generation of charged streams of leptons
flowing through each other. There would be two kind of
streams for the positive and the negative charges. The
negatively charged leptons would be repelled from the do-
main wall in the radial direction (both inward and out-
ward) while the positive charges would be attracted. The
two oppositely charged streams would flow into each other
and lead to the formation of eddies in the cosmic plasma.
4.2 Estimation of the Magnetic field
We now make an estimate of the magnetic field generated
by the collapsing domain wall. The important thing is to
find the charged current in the plasma which, in turn, re-
quires the knowledge of the velocity of the fluid. To extract
velocity profile one would require detailed numerical sim-
ulations which we presently avoid. Instead, we make an
order of estimate of the vorticity generated. Our method
of estimation of the charged current is similar to the one in
ref. [8]. Even though the physical scenario is quite differ-
ent, there are some basic similarities: there is an interface
between two regions in the cosmic fluid and the non-trivial
reflection of particles from the interface leads to a density
contrast across it.
Far away from the wall the cosmic fluid satisfies the
condition ∇µuµ = 0. Using uµ = (γ, γvp) and v2p << 1,
we get ∇.vp = −3HQCD. Thus |vp| ∼ dHQCD where d is
the distance from the center of the sphere. In our case, d
can be as large as the size of the domain wall as it starts
to collapse. The peculiar velocity generated is therefore
quite high. The value of HQCD is chosen to be t
−1
QCD ∼(
10−6s
)−1
.
We make an order of magnitude estimate from the
magnitude of the current generated and the peculiar ve-
locity close to the wall.
B ∝ (ρc × ρavg)rw|vp| (16)
Here ρavg ∼ 10−14 GeV3 is the average baryon number
density at QCD epoch. ρc ∼ 2 × 106e as estimated in
the previous section. To fix the width of the charge layer
we consider two cases: 1) The effective charge layer thick-
ness is the Debye length (∼ 10−9m) and 2) The width
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of the charged layer, rw is the diffusion length of quarks
in the medium (∼ µm). This yields B ∼ 1015−18 G. The
estimated magnetic field thus has a value lower than the
equipartition value. However, this is only an approximate
estimate and a better estimate can be obtained by study-
ing the collapse of the domain wall numerically.
5 Conclusion
We have presented a new mechanism of generating a pri-
mordial magnetic field in the early universe from collaps-
ing Z(3) domain walls. The Z(3) domain walls have dif-
ferent transmission probabilities for the quarks. This gives
rise to a charge asymmetry across the domain wall. This
charge asymmetry gives rise to an electric potential along
the sides of the wall. The leptons in the flowing plasma
are affected by this potential. As the walls move through
the plasma, the velocity of the particles changes in the
vicinity of the wall. We discussed how the wall moving in
the plasma can lead to vorticity in the cosmic plasma. The
presence of the charge asymmetry and the vorticity near
the wall generates the magnetic field.
In this work we describe a novel mechanism to generate
magnetic fields near the QCD phase transition irrespective
of the order of phase transition. The earlier scenarios of
magnetic field generation near the QCD phase transition
required a first order Q-H phase transition. However the
lattice studies show that the quark-hadron transition is
a cross-over transition for the range of baryon chemical
potential relevant for the early universe. This rules out
essentially all previous models for magnetic field genera-
tion at this epoch. Unlike in the previous cases, where the
phase boundary separated two different phases (QGP and
hadrons), we have the same phase (QGP) on both sides of
the domain wall. Thus the vorticity generation and hence
the magnetic field production occurs in the QGP phase
itself. Since there are no hadrons in QGP phase, it is the
leptons whose motion is affected by the electric field gen-
erated due to the charge concentration in the vicinity of
collapsing domain wall. We solve the Poisson’s equation
numerically and show that the lepton charge is not can-
celed out by the quark electric charge.
We have not been able to obtain a numerical value for
the velocity generated due to the vorticity and this is a
limitation that we would like to work upon. However we
made an order of magnitude estimate of the peculiar ve-
locities generated by the collapsing domain and used these
estimates to obtain the strength of the magnetic field thus
produced. Simulations of Z(3) show that the collapsing
Z(3) domains would give rise to shock waves. In addition,
the motion of charged particles across the domain wall
could lead to a two stream instability in the plasma as
well. Also there could be other hydro-dynamical instabil-
ities if the collapse of the domain wall is non-spherical.
The presence of shock waves and instabilities will defi-
nitely contribute to the generated magnetic field. We have
avoided any such complications and argued that even in
the simplest of scenarios a large magnetic field can be gen-
erated in the early universe. Further investigations, incor-
porating the shock and instabilities, are needed to give us
a better understanding of the nature of the magnetic field
generated from the collapsing domain walls.
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