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Abstract--The computer generated symbolic Cayley-Hamilton recursion solution of the matrix equation 
dx/dt = Ax is obtained using the PL/I-FORMAC Interpreter. The generated solution is a polynomial 
whose degree is larger than the order of A. The Leverrier method is then used to generate he characteristic 
polynomial of A and the Cayley-Hamilton theorem is used to reduce powers of A in the solution. This 
method has applications in the area of networks of RCL circuits and networks of mechanical circuits. 
In the area of statistics, the explicit solution of multi-component generalized birth-death stochastic 
processes can be obtained. Finally, our linear system also represents many input-output economic models, 
as well as input-output models in other social sciences and business analysis. 
INTRODUCTION 
The matrix equation dx/dt  = Ax  is investigated for an arbitrary n by n matrix A and arbitrary 
initial conditions on x. A computer generated symbolic polynomial solution is obtained using the 
PL/ I -FORMAC interpreter [1]. FORMAC, which includes PL/I as a subset, provides for the 
symbolic manipulation of mathematical expressions allowing for the use of analytic as well as 
numeric techniques. 
The theoretical solution to the equation dx/dt  = Ax, x0 = x(0), is exp(At)xo or 
(A'ti/i !)Xo. 
i=0 
The characteristic polynomial of A (degree n) is obtained using the method of Leverrier [2]. By the 
Cayley-Hamilton theorem [3], A is a root of the characteristic polynomial, and hence, A" and all 
higher powers of A may be written as a polynomial in A of degree no more than n - 1. Thus, 
if we want to extract an approximate solution vector x, each element of which is a polynomial of 
degree k or less (k t> n), we use the first k + 1 terms of the above series and compute Aixo for only 
i = 1,2 . . . . .  n - 1. All other A ;x0, i = n . . . . .  k, are linear combinations of the A ix 0, i = 2 . . . . .  n - 1. 
The method was tested on randomly generated A for various values of n and k. The precision 
of x vs t is observed. 
As a special case, the method was also tested on idempotent A. Idempotent matrices take the 
form TiT - t [4], where T is nonsingular and T i is the matrix whose first i columns are identical to 
those of T and whose last n - i columns are zero. In the case of idempotent A the solution 
polynomial vector is known and is ( I  + (e t -  1)A)x0. The known solution is compared with the 
computer generated solution for various values of k. 
EXAMPLE CALCULAT ION 
Let 
A= 1 , x0 = 
0 
1 
1 , 
1 
n = 3 (order of A), k = 6 (degree of polynomials in the solution). 
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The characteristic polynomial of A is 
det(A - Iy) = y3 _ 3y2 + 2y. 
So, from the Cayley-Hami l ton theorem, 
A 3 = 3A 2 - 2A, 
A 4 = 3A 3 - 2A z = 3(3A z - 2A) - 2A 2 = 7A 2 -- 6A, 
A 5 = 15A 2 -  14A, 
A 6 = 31A z -  30A. 
Our approximate solution is 
x= (1 +At  + A2tZ/2! + A3t3/3! + A4t4/4! + AStS/5! + A6t6/6!)Xo 
= (Xo + Axo t + A 2x o t2/2 ! ) + A 3x 0 t3/3 ! + A 4x 0 #/4! + A 5Xo ts/5 ! + A 6x 0 t6/6 !. 
Substituting the expressions obtained above from the Cayley-Hami l ton theorem, we obtain 
x = (Xo + Axot + AZxot2/2!) + (3A z -- 2A)xot3/3! 
+ (7A 2 - 6A)xot4/4! + (15A z - 14A)xotS/5! + (31A 2 -- 30A)xot6/6! 
= l(x0) + (t -- 2t3/3! - 6t4/4! - 14t5/5! - 30t6/6!)Axo 
+ (tz/2! + 3t3/3! + 7t4/4! + 15ts/5! + 31t6/6!)AZxo . (1) 
Substituting appropriate values for A and x0 yields 
1 + 2t + 2t z+4/3t  3+ 2/3t 4+4/15t  5+4/45t  6 [-x~ 
x = 1 + 2t + 3/2t z + 5/6t 3 + 3/8t 4+ 17/120t 5+ 11/240t 6 = lx2 
1 + t + t2+2/3t3+ l /3 t4+2/15ts+2/45t  6 x3 
The actual solution is 
x*=e 2', x*=l /2e  2 t+e ' -1 /2 ,  x~'= l /2e  2'+1/2. 
The approximate solution using the Cayley-Hami l ton theorem yielded the first seven terms of the 
Taylor series for x* ,  x* and x* .  Table 1 gives the error in the approximations for various values 
of t. 
DATA STRUCTURES 
In the computer generated solution, if n is the order of A and k is the degree of the polynomial 
solution, we store Aixo, for i = 0, 1 . . . . .  n - 1. We also store for each AJ, j <<. n, the coefficients of 
Table 1. Error in solution in example calculation 
t x, - x,* x2 - x* x3 - x* 
0 0 0 0 
0.01 -10  H 2 ,10  ,L 0 
0.02 0 -9*  10 -'L -6*  10 " 
0.05 --10 l0 - -8*  l0 -It - -2*  10 -tt 
0.1 - -3 ,10  9 _1 ,10-9  - - I *10  9 
0.2 - -3 ,10  7 _2 ,10-7  - -2 ,10  7 
0.5 - -2 ,10  -4 - -1 ,10  -4 - -1 ,10  4 
h0 -3 ,10  -2 -1 .6 ,10  2 - - I *10  2 
1.2 --0.13 --0.06 --0.06 
1.5 -0 .67  --0.34 -0 .33  
2.0 - 6.0 -- 3.0 -- 3.0 
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A ;, i = 0, 1 . . . . .  n - 1 needed to express A j as a linear combination of the A ~, i = 0, 1 . . . . .  n - 1. 
The general approximate solution is 
k 
x= ~ (t'/i!)Aixo 
i=0  
= (ti/i!) ,iA j Xo 
i=O j 
= i~i (i~0 (ti/i'l)bji) (Ajx°) ' 
(for coefficients bj, t obtained 
by using the Cayley-Hamilton 
theorem) 
n- - I  k 
= ~'. qj(t)pj, where qj= ~" (bj.,/i!)t' and pj=AJxo . 
j=o i=o 
In the applications, each qj will be a polynomial of degree k or less• The two main data structures 
in the computer generated solution are the following two dimensional arrays: 
0 1 2 n -1  
P(n,O:n -1 )=2 
rl 
Xo Axo A2xo An-~Xo 
0 1 2 n -1  
B(n:k, 0:n - 1) = 
n 
n+l  
- coefficients for A" 
coefficients for A" + 
coefficients for A k 
In the example calculation, the above data structures take the following forms: 
P(3,0:2)= [i2i12 
and 
B(3:6, 0:2)= 
0 -2  3 
0 -6  7 
0 -14  15 
0 -30  31 
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Also, from equation (1), we see that 
q0 = 1, 
ql = t -- 2t3/3I -- 6t4/4! - 14t5/5! -- 30t6/6!, 
q2 = t2/2! + 3t3/3! + 7t4/4! + 15t5/5! + 31t6/6!. 
The coefficients, except for the first terms (which are all 1), are the columns of B. Indeed, our 
solution is now easily expressed as 
x =qoP(* ,O)+q iP (* ,  1)+q2P(* ,2 ) .  
LEVERRIER 'S  METHOD 
One of the more costly procedures in terms of computing time in the solution of the problem 
is the calculation of the characteristic polynomial. Using a recursive procedure to calculate 
determinants of minors could be prohibitive. The method of Leverrier is a more time-efficient 
algorithm for obtaining the characteristic polynomial. The following method is used to generate 
the characteristic polynomial as a PL/I character string which is used as input to FORMAC 
functions for symbolic manipulation and evaluation. 
Leverrier's method states that 
det(A - Iy)  = ( -  1)"(y" - q ly  n - I  - q2Y" 2 . . . . .  q.), 
where the qi are defined as follows: 
A 1 =A tr(Al) = qL, Bi =A i - -q l I  
A2 = ABj  , tr(A2)/2 = q2, B2 = A2 - q2I 
A .  = AB._  j, t r (A. ) /n  = q., B.  = A.  - q .L  
TEST RUNS 
The PL / I -FORMAC program was run on an IBM 370/158 using our earlier example of A and 
x0, where 
A = 
2 0 0 
0 1 1 
1 0 0 
and Xo = 
1 
1 
1 
Results are shown in Table 2 for various values of t and various values of k (degree of polynomial 
solution). The values listed are maxlx(i) - Ax( i )  I, for 1 ,%< i ~< n, where x is the vector polynomial 
solution (in t) obtained in the program. Also listed in Table 2 are the CPU times for the three job 
steps including the initial FORMAC preprocessing step. 
Table 2. max~ .<~<,12(i)-  Ax(i) I and CPU times for sample matrix A 
Table 2(a) 
t k = 6 k = 20 Table 2(b) 
0 0 0 
0.5 2.78 * 10 -3 2.22 * 10-~5 Preprocessing Compile Execution Total 
1 1 .78,10 I 8.52* 10 ~3 k time time time time 
2 1 .14,10 -7 9 .04 ,10  -7 6 3.14 10.16 5.41 18.71 
10 1.78 * 105 8.62 • l07 20 3.11 9.8 7.9 20.81 
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Table 3. maxl~i~l~(i)-Ax(i) l  for randomly generated 
matrix A 
t k=4 k=8 k=12 
0 8.22 * 10 -9 8.22 * 10 -9 8.22 * l0 -9 
0.5 1.97 * 10 -3 3.79 * 10 -S 7.35 * l0 -9 
1 3 .14 ,10  -2 9 ,95 ,10  -6 7 .11,10 -9 
2 5 .03 ,10  -] 2 .55 ,10 -3 1.25,10 -6 
10 3,13 * 102 9.90 * 102 3.03 * 102 
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The program was further tested on several randomly generated A. Table 3 gives the results for 
a 4 by 4 matrix A whose elements are randomly generated numbers between - 1 and 1. The initial 
vector x0 from above was used in the example presented in the table. Again, the values listed are 
maxlx(i ) - Ax(i)[ ,  for 1 ~< i ~< n. 
As a special case the program was also tested on certain idempotent matrices. In the case of 
idempotent A, the known solution is 
e A' = (I + At  + A2t2/2! +.  • • )Xo 
= ( I+A( t  + t2/2! +. . . ) )Xo  
= (I + (e ' -  l)A)x0. 
In Table 4 results are shown for the case when the Rodman matrix [5] was used in generating 
idempotent A. The Rodman matrix is defined to be 1 on the diagonal and s elsewhere. The results 
listed in Table 4 used a 4 by 4 Rodman matrix R with s = 0.5. The generated matrix A = RiR  -~, 
where R i is the matrix whose first i columns are identical to R and whose last n - i columns are 
zero. The values listed in the table are the maximum differences between the known solution and 
the generated solution; that is, maxlx(i  ) - ( I  + (e'-1)A)x0[, for l~<i~< n. 
GENERAL APPL ICATIONS 
System engineers habitually solve our problem herein by Laplace transform methods and only 
rarely display the time-domain solution, but instead content themselves with inspecting the 
s-domain solution. This method provides for the time-domain solution despite the enormity of the 
algebra. Specific examples in this area are networks of RCL circuits and networks of mechanical 
circuits. 
In statistics, the explicit solution of multi-component generalized birth-death stochastic 
processes can be obtained. The statistician eed not be satisfied with obtaining only a few statistical 
measures, such as the mean and first few moments. 
This linear system also represents many input-output economic models, as well as input-output 
models in other social sciences and in business analysis. 
Table 4. max I~i~lx(i) - (I + (e' - I)A)x0 [ for idempotent matrix A 
Table 4(a) Table 4(b) 
t i=2 ,  k=4 i=2,  k=8 i=2,  k= 12 t i=3, k=4 i=3 ,  k=8 i=3,  k=12 
0 0 0 0 0 0 0 0 
0.5 1.69 • 10 4 3.29 * 10 7 3.32 * 10 7 0.5 2.66 * 10 4 4.38 * 10 -7 4.43 * 10 -7 
I 5.97* 10 -3 7 .40 ,10  7 1.09,10 6 I 7 .96 ,10 3 9.86* 10 -7 1.46,10 -6 
2 2 .33 ,10  I 1 .05,10 3 5.02* 10 -6 2 3 .11,10 -] 1 .40,10 -3 6 .71 ,10  -6 
10 1.28 * 104 8.82 * 103 2.75 * 103 10 1.71 * 104 1,18 * 104 3.67 * 103 
Table 4(c) 
t i =4 ,k  =4 i=4 ,k  =8 i =4.  k = 12 
0 0 0 0 
0.5 2 .83 ,10  -3 5.48 • 10 -7 5.53 • 10 -7 
I 9.95* ]0 -3 1.23 .10  -6 1.82,10 -6 
2 3.89* 10 -~ 1.74 .10  -3 8.35* 10 6 
10 2.14, 104 1,47, 104 4.59* 10 a 
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