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Abstract—Efﬁcient distributed algorithms are an important
enabling technology for large-scale ad-hoc wireless sensor and
communications networks. In this paper, optimal Bayesian data
fusion under the assumption of linear Gaussian state and mea-
surement models is presented. Within this framework, an efﬁcient
algorithm for distributed state estimation in ad-hoc networks
is developed. Approximate algorithms are then developed for
further improvements in network resource efﬁciency. These
include a parameterizable tradeoff of improved communications
efﬁciency for increased latency in the rate at which information
propagates through the network. It is also shown that the
algorithms are well-suited for use with non-linear measurements.
Finally, for distributed node position estimation in a mobile ad-
hoc network, simulation results show that accurate, efﬁcient node
localization is achieved.
I. INTRODUCTION
Distributed estimation algorithms which provide savings
in communication, computation, and memory resources are
required for deployment of ad-hoc sensor and communica-
tions networks with large numbers of nodes. The applications
of such networks are nearly limitless. Networks of low-
cost wireless sensors can autonomously monitor phenomena
of commercial, domestic, scientiﬁc, or military interest. For
example, wireless sensor networks are useful in industrial
process control, inventory management, applications enabling
human safety/efﬁciency/convenience, scientiﬁc observation,
and surveillance/target tracking.
In wireless sensor networks (WSNs) [1], information may
be communicated multi-hop to a sink or central processor, with
some degree of data reduction or fusion en route. The central
processor would then compute the central (global) estimate of
the phenomena of interest. However, in large networks, nodes
which are near the sink are heavily burdened by relaying pack-
ets from more distant nodes. As a result, the sink data rate may
be insufﬁcient, and relay nodes may quickly become energy-
depleted. It is therefore necessary to distribute computation
throughout the network, with each node performing data fusion
and reduction. In ad-hoc networks operating in the absence of
any infrastructure/network backbones, distributed computation
is in fact the only viable option.
In the distributed estimation approach presented here, raw
measurements collected at each sensor are processed locally to
generate local estimates of the states of interest. The sufﬁcient
statistics of these estimates provide a lossless compression of
all measurement data used to generate the local estimates.
Information packets based on these sufﬁcient statistics are
then transmitted to other nearby nodes and fused. The com-
munication and computation burden is shared equally by the
network nodes, leading to improved network performance and
longevity. Furthermore, the overall algorithm is parameteriz-
able in the tradeoff of improved communications efﬁciency for
increased latency in the rate at which information propagates
through the network.
Work on distributed estimation dates back at least to
the 1970s [5] and continues vigorously [19][24][34][27][28].
However, for the case of time-varying parameters (states), the
development of practical algorithms which can effectively han-
dle realistic communication delays and throughput contraints
is an open problem. This case appears very often in real-world
applications, especially in large ad-hoc networks of mobile
nodes, where communications delays (e.g., due to medium
access contention) are non-negligible, and inequitable load
sharing between nodes would quickly lead to node and link
failures due to energy depletion and trafﬁc congestion.
In many previous approaches for distributed/decentralized
estimation, solutions were limited to time-invariant states,
or failed to account for correlations between local estimates
(which leads to re-use of mutual information, resulting in
inaccurate estimation and instability [36]). In [24][23], correla-
tions between local estimates of static states were considered,
with limited applicability for non-linear state observations.
In [11], optimal distributed estimation was investigated via
information ﬂow graphs, and a procedure for identifying
mutual information contained in two or three local estimates
was provided for the time-invariant case. In [19], efﬁcient dis-
tributed estimation for non-linear observations of static states
in networks with incomplete connectivity was investigated
in detail, building upon the work in [11]. In this paper, the
difﬁculties associated with estimating time-varying states in
the presence of ﬁnite communication delays are explained,
and a Bayesian framework for efﬁcient estimate fusion is
presented. The resulting distributed estimation algorithm is
designed for communications resource efﬁciency, and approx-
imations to this optimal algorithm yield further increases in
communications, computation, and memory efﬁciency.
As an example application, distributed localization in mo-
bile ad-hoc networks is discussed, and simulations show that
accurate, efﬁcient localization can be achieved using inter-
node range measurements under practical conditions. Theapplication to distributed node position estimation is important
because, for example, node position information is valuable
for enabling efﬁcient routing in networks [33][22], and is
required for position-dependent services. Node localization
is also required for providing context to collected data in
sensor networks, for example in habitat monitoring and in
surveillance and tracking applications [35][26][1]. GPS cannot
always be relied upon due to node design constraints (e.g.,
cost, power consumption, and/or form factor) and reliability
(e.g., position estimate unavailability due to shadowing, multi-
path, and/or jamming). Thus, GPS-less distributed localization
is an active research area in wireless sensor networks for
both civilian [26][31][12][29] and military [13][25][36][19]
applications.
II. LOCAL STATE ESTIMATION
Consider an ad-hoc network of sensor nodes which obtain
state measurements and which communicate sufﬁcient statis-
tics for these measurements to some subset of neighboring
nodes with which they are connected (e.g., via a shared wire-
less channel). Information packets may also be communicated
multi-hop to other more distant nodes. In this and Sections III
through V, the standard assumption of linear Gaussian state
and measurement equations is made. The extension of these
results to nonlinear state and/or measurement models is dis-
cussed in Section VI, and the particular application of position
estimation based on (nonlinear) range estimates is discussed
in Sections VII through VIII.
The linear state dynamics model is
x(n) = F(n,n − 1)x(n − 1) + v(n − 1) ∈ RNx, (1)
(see, for example, [4]), where the initial state x(0) is assumed
Gaussian distributed, F(n,n−1) is the state transition matrix,
and v(n − 1) ∈ ℜNw is white Gaussian process noise with
covariance Q(n − 1). In the sequel, it will be convenient to
write the state transition from discrete time index m to n (with
m ≤ n) as
x(n) = F(n,m)x(m) + v(n,m), (2)
where the white Gaussian process noise v(n,m) has covari-
ance Q(n,m). The matrices F(n,m) and Q(n,m) can be
obtained recursively using
F(m′,m) = F(m′,m′ − 1)F(m′ − 1,m), (3)
Q(m′,m) = F(m′,m′ − 1)Q(m′ − 1,m)FT(m′,m′ − 1)
+Q(m′ − 1),
(4)
where m′ = m + 2,...,n. However, for computational
efﬁciency, F(n,m) and Q(n,m) should be computed directly,
e.g., as demonstrated for a particular choice of linear state
dynamics model in Section VII. The linear measurement
model is
z(n) = H(n)x(n) + w(n) ∈ RNz, (5)
where H(n) is the observation matrix, and w(n) is white
Gaussian measurement noise with covariance R(n). The index
n references the time tn when some event (relevant to the
distributed estimation) occurs asynchronously in the network;
the delay tn+1 − tn between consecutive events is arbitrary.
Note that for time-varying states, network-wide clock synchro-
nization is required, but if unavailable, the clock biases can
be estimated jointly with x(n).
The cumulative measurement set Zm
i is deﬁned as the set
of all measurements recorded at node i, along with the set
of all measurements for which sufﬁcient statistics are received
via communication with other nodes, up to and including time
(index) m. That is, p(x(n)|Zm
i ) denotes the a posteriori prob-
ability distribution on x(n), given the cumulative information
available at node i at time m. Then the state estimate, the state
estimate error, and the covariance of this error (equivalently,
it can be shown, of the state), are given, respectively, by
ˆ x(n|Zm
i ) = E {x(n)|Zm
i }, (6)
˜ x(n|Zm
i ) = x(n) − ˆ x(n|Zm
i ), (7)
˜ P(n|Zm
i ) = Cov {˜ x(n|Zm
i )}
= Cov {x(n)|Zm
i }
= P(n|Zm
i ).
(8)
For n ≥ m, ˆ x(n|Zm
i ) and P(n|Zm
i ) can be efﬁciently
calculated using the well-known Kalman ﬁlter (KF) algo-
rithm [18][2][3] running locally at node i. Together, this
conditional mean and covariance constitute sufﬁcient statistics
for the a posteriori density p(x(n)|Zm
i ), under the assumption
of linear Gaussian state and measurement models.
III. STATE ESTIMATE FUSION
Consider a data fusion event at node i and time n ≥ m: node
i receives a transmission from node j containing sufﬁcient
statistics ˆ x(m|Zm
j ), P(m|Zm
j ), with Zm
j denoting some set of
measurements (though not necessarily a cumulative measure-
ment set) up to time m. Using the KF prediction equations,
node i can propagate ˆ x(m|Zm
j ), P(m|Zm
j ) to the current time
n:
ˆ x(n|Zm
j ) = F(n,m)ˆ x(m|Zm
j ), (9)
P(n|Zm
j ) = Q(n,m) + F(n,m)P(m|Zm
j )FT(n,m). (10)
Node i’s task is then to fuse ˆ x(n|Zm
j ), P(n|Zm
j ) from node j
with its previous local information ˆ x(n|Z
n−1
i ), P(n|Z
n−1
i ) to
form ˆ x(n|Zn
i ), P(n|Zn
i ) (sufﬁcient statistics for p(x(n)|Zn
i )).
To fuse two Gaussian posteriori densities p(x(n)|Z1) and
p(x(n)|Z2) conditioned on measurement sets Z1 and Z2, the
fusion formula
p(x(n)|Z1 ∪ Z2) =
1
cf
p(x(n)|Z1)p(x(n)|Z2)
p(x(n)|Z1 ∩ Z2)
(11)
from [11] can be used if
p(Z1 ∪ Z2|x(n)) = p(Z1 − Z2|x(n))
 p(Z2 − Z1|x(n))   p(Z1 ∩ Z2|x(n)), (12)
where ‘∪’, ‘∩’, and ‘−’ denote the set union, intersection, and
reduction operators. That is, the fusion formula (11) holds
if the measurement sets Z1 − Z2, Z2 − Z1, and Z1 ∩ Z2are independent, given x(n). This is not generally the case
for time-varying x(n). For example, if Z1 − Z2 contains the
measurement zk1(mk1) obtained at node k1 at time mk1, and
Z2 − Z1 contains the measurement zk2(mk2) obtained at node
k2 at time mk2, where n > mk1 > mk2, then zk1(mk1)
and zk2(mk2) are dependent, since x(mk2) and x(mk1) are
dependent. Condition (12) does hold for estimation of the
joint posterior density xn = {x(n),x(n − 1),...,x(0)} of
the process at all measurement times:
p(Z1 ∪ Z2|xn) = p(Z1 − Z2|xn)
 p(Z2 − Z1|xn)   p(Z1 ∩ Z2|xn). (13)
However, since the number of states grows linearly with n,
this approach is impractical due to computation and memory
requirements.
There is an important case for which the fusion formula (11)
can be used efﬁciently: condition (12) holds when either Z1
or Z2 is simply zi(n), the vector of measurements obtained
at the most recent measurement time n. Given x(n), these
measurements are independent, under the assumption of white
measurement noise in (5). The implications of this observation
will be demonstrated in the following sections.
IV. OPTIMAL DISTRIBUTED STATE ESTIMATION
When node i obtains measurements zi(n) at time n, it uses
the KF to compute (sufﬁcient statistics for) p(x(n)|Zn
i ), given
p
￿
x(n − 1)|Z
n−1
i
￿
. Node i can then use (11) to calculate
sufﬁcient statistics for the posterior density based only on the
new measurements zi(n). Speciﬁcally,
p
￿
x(n)|zi(n)
￿
=
1
c′
f
p(x(n))p(x(n)|Zn
i )
p
￿
x(n)|Z
n−1
i
￿ , (14)
where p(x(n)) is the a priori probability distribution (efﬁcient
formulas for computing the multiplication and division of
Gaussian densities are provided in the Appendix). The sufﬁ-
cient statistics ˆ x(n|zi(n)),P(n|zi(n)) for p
￿
x(n)|zi(n)
￿
can
then be communicated via a sufﬁcient statistics packet (SSP)
to other nearby nodes, which can use the received information
to update their local state estimates1. Implicitly, it is assumed
that SSPs are time-stamped with the most recent asynchronous
measurement time, tn in this case.
When node j  = i receives an SSP containing ˆ x(n|zi(n)),
P(n|zi(n)), it fuses this new information with its most
recently-computed sufﬁcient statistics ˆ x(m|Zm
j ), P(m|Zm
j )
for p
￿
x(m)|Zm
j
￿
. If node j receives redundant copies of
ˆ x(n|zi(n)), P(n|zi(n)), it can identify (based on the index
pair (i,n)) and discard them. For fusing new information, there
are two cases to consider, n ≥ m and n < m. In the ﬁrst case,
it is simple to obtain optimal fusion:
IF n ≥ m:
ˆ x(n|Zm
j ) = F(n,m)ˆ x(m|Zm
j )
P(n|Zm
j ) = Q(n,m) + F(n,m)P(m|Zm
j )FT(n,m)
1For improved communications efﬁciency, SSP messages may be included
in packets transmitted for other purposes.
p
￿
x(n)|Zn
j
￿
=
1
c′′
f
p
￿
x(n)|Zm
j
￿
p
￿
x(n)|zi(n)
￿
p(x(n))
(15)
END IF
In the case n < m, optimal fusion is more difﬁcult, and
unfortunately, this case is commonly encountered when com-
munications delays are non-negligible. In formulating the op-
timal fusion algorithm, the following deﬁnitions are adopted:
p
￿
x(n − 1)|Z
n−1
j
￿
denotes the posterior density given the set
of measurements Z
n−1
j up to time n−12 for which SSPs are
known at node j, and
￿
p
￿
x(mk)|zk(mk)
￿￿
denotes a set of
posterior densities, with k = 1,2,...,K indexing the SSPs
previously known at node j, for measurement times mk ≥ n
(mK = m). Note that k references the node of origin for
the SSP formed from zk(mk). Given ˆ x(n − 1|Z
n−1
j ),P(n −
1|Z
n−1
j ) and
￿
ˆ x(mk|zk(mk))
￿
,
￿
P(mk|zk(mk))
￿
, optimal
fusion of ˆ x(n|zi(n)),P(n|zi(n)) is performed as follows:
IF n < m:
ˆ xtemp ← ˆ x(n − 1|Z
n−1
j ),
Ptemp = P(n − 1|Z
n−1
j )
m−1 ← n − 1, m0 ← n
ˆ x(m0|z0(m0)) ← ˆ x(n|zi(n))
P(m0|z0(m0)) ← P(n|zi(n))
FOR k = 0,1,...,K:
ˆ xtemp ← F(mk,mk−1)ˆ xtemp
Ptemp ← Q(mk,mk−1)
+ F(mk,mk−1)PtempFT(mk,mk−1)
ptemp =
1
c′′′
f
ptempp
￿
x(mk)|zk(mk)
￿
p(x(mk))
(16)
(ptemp is represented by suff. stats. ˆ xtemp, Ptemp)
END FOR
p
￿
x(m)|Zm
j
￿
← ptemp
END IF
Due to SSP reprocessing required in this optimal fusion algo-
rithm, the computation and memory requirement is O(K +1)
times greater in the case n < m, compared with the case
n ≥ m.
V. APPROXIMATE DISTRIBUTED STATE ESTIMATION
Though the optimal distributed estimation algorithm of
Section IV is a practical choice for many applications, there
will be other applications for which greater efﬁciency is
required. In Section V-A, an approximate estimate fusion
algorithm is introduced for improved computation and memory
resource efﬁciency, and in Section V-B, a method for improved
communications efﬁciency is presented.
2Speciﬁcally, n − 1 = max
n
nk′ : zk′
(nk′) ∈ Zm
j ,nk′ ≤ n
oA. Improvements in Computation and Memory Resource Efﬁ-
ciency
In the case n < m, the computational complexity of optimal
estimate fusion is O((K + 1)N3
x), which can be reduced to
O(N3
x), with a similar reduction in memory requirements,
using the following approximate fusion algorithm:
IF n < m:
ˆ x(m|zi(n)) = F(m,n)ˆ x(n|zi(n))
P(m|zi(n)) = Q(m,n)
+ F(m,n)P(n|zi(n))FT(m,n)
p
￿
x(m)|Zm
j
￿
←
1
c′′′′
f
p
￿
x(m)|Zm
j
￿
p
￿
x(m)|zi(n)
￿
p(x(m))
(17)
END IF
From Section III, (17) results from the approximation
p
￿
Zm
j ∪ zi(n)|x(m)
￿
≈ p
￿
Zm
j |x(m)
￿
p
￿
zi(n)|x(m)
￿
,
(18)
which holds exactly if the states are time-invariant. Notice that
for n = m, (17) is the same as (15); i.e., the fusion is optimal
if the SSP communication delay is 0.
B. Improvements in Communications Resource Efﬁciency
The algorithms of Sections IV and V-A can be modiﬁed to
obtain an approximate distributed state estimation algorithm
which is parameterizable in the tradeoff of improved commu-
nications efﬁciency for increased latency in the rate at which
information propagates through the network. The approach
is essentially the same, except that transmitted SSPs contain
information for blocks of Nb consecutive measurements at
a single node, rather than for a single measurement vector
obtained at one node and one time3.
SSP formation for improved communications efﬁciency is
accomplished as follows. As each new measurement vector
zi(n) is obtained, the new information is extracted via (14)
using the predicted and updated KF estimates. The extracted
information ˆ x(n|zi(n)),P(n|zi(n)) is then fused into the
current SSP sufﬁcient statistics ˆ x(n|Zn
SSP),P(n|Zn
SSP) (pre-
dicted to the current time via the KF prediction equations),
where Zn
SSP is the set of measurements whose information is
included in the current SSP. The fusion of new information
into an SSP is accomplished via another application of (11):
p(x(n)|Zn
SSP) ←
1
c′′′′′
f
p
￿
x(n)|zi(n)
￿
p(x(n)|Zn
SSP)
p(x(n))
. (19)
When the full block of Nb measurements has been processed,
the SSP is transmitted to nearby nodes. When node j  = i
receives the SSP, it uses the approximate fusion algorithm of
Section V-A to update its local estimate ˆ x(m|Zm
j ),P(m|Zm
j )
using ˆ x(n|Zn
SSP),ˆ P(n|Zn
SSP). In Section VIII, simulation re-
sults are presented for various choices of Nb, and it is shown
3The resulting improvement in communications efﬁciency is especially
large if SSPs are transmitted wirelessly as individual packets in a network
using a carrier sense multiple access collision avoidance protocol (such as in
802.11).
that signiﬁcant improvement in communications efﬁciency
may be possible with minimal degradation of estimation
accuracy.
VI. NONLINEAR STATE ESTIMATION
The distributed algorithms of Sections IV and V are well-
suited for estimation with non-linear state dynamics and/or
measurement equations. The extension to this case is now
discussed, along with considerations affecting estimation ac-
curacy. Consider the state dynamics model
x(n + 1) = fn (x(n)) + gn (x(n))w(n), (20)
where fn (.) is a linear or non-linear function of x(n), and
gn (.) is an Nx × Nw matrix whose components depend on
x(n). For the measurement model, let
z(n) = hn (x(n)) + v(n), (21)
where hn (.) is a linear or non-linear function of x(n).
The extended Kalman ﬁlter (EKF) is the algorithm most
commonly applied for non-linear estimation. In the EKF,
equations (20) and (21) are simply linearized via a ﬁrst-order
Taylor series expansion about the most recent local state es-
timates, ˆ x(n|Zn
i ) and ˆ x(n|Z
n−1
i ). The EKF equations [2] are
then obtained by applying the standard KF for the linearized
model.
The distributed estimation algorithms of Sections IV and V
can be applied using conditional means and covariances ob-
tained from EKF algorithms running locally at each node. Due
to the linearizations in the EKF, the estimates obtained are ap-
proximations to the optimal minimum variance estimates, and
the estimation errors are only approximately Gaussian. For cal-
culation via (14) of sufﬁcient statistics ˆ x(n|zi(n)),P(n|zi(n))
based on the current measurement vector zi(n), good accuracy
can be obtained if the EKF is closely tracking the states (i.e.,
if the estimation errors are small). In fact, the utility of (14)
is most evident in the context of non-linear estimation. The
reason for this can be seen as follows. The calculated density
p
￿
x(n)|zi(n)
￿
is the a posteriori distribution based on a
single measurement vector zi(n) and the a priori distribution
p(x(n)). For the sake of argument, ignore linearization errors.
Then p
￿
x(n)|zi(n)
￿
could be calculated by predicting the a
priori density (which in practice may be based on some initial
measurements shared among all nodes) to the current time us-
ing the KF/EKF prediction equations, and then calculating the
updated density using zi(n) in the KF/EKF update equations.
However, bringing linearization error back into the picture, in
the non-linear case the estimation of p
￿
x(n)|zi(n)
￿
would be
severely inaccurate because the a priori mean predicted to the
current time would likely be very far from the true state, and
the predicted a priori covariance would be very large [2]4. In
contrast, (14) can provide an accurate method for estimating
sufﬁcient statistics for p
￿
x(n)|zi(n)
￿
. The utility of (14) is
demonstrated in Section VIII for distributed EKF-based node
4In [2] it is shown that the linearization is highly accurate if the state
estimate covariance is very small.localization using inter-node range measurements (non-linear
transformations of the node positions).
The method of Section V-B for improving communications
efﬁciency at the expense of increased delays in information
propagation should also be evaluated in the context of non-
linear estimation. Increasing the number Np of measurements
represented by one SSP could cause the local estimation errors
at each node to increase, since the most recent measure-
ments obtained at other nodes are unavailable locally. This
increase in instantaneous estimation errors could make the
EKF linearization less accurate, leading to further increases
in estimation errors. However, this effect may be negligible
as long as the local estimation errors are kept small (e.g.,
by ensuring a sufﬁcient local measurement rate). For the
simulations described in Section VIII, Np was varied between
1 and 10, with little effect on estimation performance.
VII. DISTRIBUTED POSITION ESTIMATION
In wireless ad-hoc networks in which GPS is unavailable
to all or some fraction of the network nodes, localization
can be based on any of a variety of measurements, includ-
ing received signal strength [30], connectivity [7], angle of
arrival (AOA), time of arrival (TOA), and time difference
of arrival (TDOA) [8]. Received Signal Strength Indicator
(RSSI) measurements are available from existing radios, but
this position estimation method [15][14][30] is vulnerable
to multipath fading [8] and requires extensive environment-
speciﬁc calibration. Connectivity-based localization cannot
yield high-resolution position estimates in many cases. When
AOA measurements are used, a position can be estimated
with only two reference nodes. However, performance may be
severely degraded by scattering near antennas [8], and the use
of antenna arrays corresponds to increased sensor node cost,
power consumption, size, and complexity. In the simulations
described in Section VIII, node positions are estimated using
range measurements between pairs of nodes. Such range
measurements can be obtained, for example, from round-trip
travel time (RTT) measurements [17][25][16][21][20][19].
For a master node i located at xi(n) obtaining range
measurements to Nz (Nz = 1 for the simulations discussed)
reference nodes j = j1,j2,...,jNz located at xj(n), the non-
linear measurement equation is given by
zi(n) = hn(x(n)) + v(n) ∈ RNz×1, (22)
where
hn(x(n)) = [ρi,j1(n) ρi,j2(n)    ρi,jJ(n)]
T , (23)
and ρi,j(n) =  xj(n) − xi(n) . Node positions estimation
is thus complicated by the non-linearity and state coupling
inherent in the measurement equation. In this paper, time-
varying node positions are estimated and tracked using the
EKF. Other approaches to position estimation based on range
measurements have included methods based on semideﬁnite
programming [12] and local coordinate system construction
based on geometry [9]. Combinations of the local coordinate
and an EKF approach were developed in [31][32]. Indeed,
for time-varying states, a KF-based algorithm is best able to
provide the required position tracking capabilities.
The linearization of (22), as required for the EKF algorithm,
is speciﬁed in [6][19]. For the simulations presented in Sec-
tion VIII, a common linear model, the discretized “continuous
white noise acceleration model” [4], is assumed for the state
dynamics. In this model, position y(n) and velocity vy(n) in
one coordinate are described by
y1D(n) = F(n,m)y1D(m) + v(n,m), (24)
where
y1D(n) =
￿
y(n)
vy(n)
￿T
, (25)
F(n,m) =
￿
1 tn − tm
0 1
￿
, (26)
and v(n,m) has covariance
Q(n,m) =
￿ 1
3 (tn − tm)
3 1
2 (tn − tm)
2
1
2 (tn − tm)
2 (tn − tm)
￿
σ2
∆v. (27)
The overall state vector x(n) is of dimension Nx = 4Nn, for
a network of Nn nodes distributed in two dimensions. Each
node estimates the entire vector x(n) locally. This is necessary
due to the coupled nature of the node pair positions in range
measurements, if there is uncertainty in both node locations.
The resulting cross-correlations between position and velocity
coordinate estimates for all nodes must be accounted for in
order to avoid information loops leading to instability [36].
Since the complexity of the overall distributed estimation is
O(N3
x), in large networks the formation of smaller subnet-
works, though sub-optimal, is a practical necessity.
VIII. POSITION ESTIMATION RESULTS
The distributed estimation algorithms of Sections IV-V and
the EKF-based position estimation and tracking algorithm of
Section VII were simulated for networks of Nn = 20 and
Nn = 40 nodes. All nodes were randomly deployed in the
network area (667-by-667 m for Nn = 20 and 1000-by-
1000 m for Nn = 40) and moved according to the white
noise acceleration model of Section VII with 10 m/s initial
velocity standard deviation and σ∆v = 1 m/s2 acceleration
standard deviation. The measurement and one-hop commu-
nication range of each node was limited to 275 m (a shorter
range could be used in denser networks), and each node ranged
(with measurement errors of 10 m standard deviation) to its
nearest ﬁve neighbors (if within range) once every 0.5 to
1.5 seconds (one range measurement was obtained every 0.1
to 0.3 sec., selected randomly from a uniform distribution).
Nodes communicated SSPs to neighbors located a maximum
of Nh = 1,2, or 3 hops away, where the number of hops was
modeled according to the distance d (m) between source and
destination nodes: 0 ≤ d ≤ 275 → 1 hop, 275 < d ≤ 478 → 2
hops, and 478 < d ≤ 662 → 3 hops. Note that in this model
the number of hops required to guarantee that a message could
be communicated between two nodes at far corners of the
network would be 5 hops for the Nn = 20 network and8 hops for Nn = 40 network. Source nodes communicated
SSPs to one-hop neighbors with a delay (including processing
delay) of 0.3 sec., or more, and the communications delay
for any additional hops was 0.2 sec., or more, per hop.
The standard deviation for initial node position and velocity
estimates was 150 m and 5 m/s, respectively, for 70% of the
nodes. The other 30% of nodes were “assisted” (e.g., via GPS)
and obtained independent estimates of their own position and
velocity once per second with error standard deviations of 10
m and 0.333 m/s, respectively. The existence of “assisted”
nodes was assumed in order to enable geographic, as opposed
to relative, localization (the assisted nodes serve a role similar
to that of “anchor” or “beacon” nodes in the localization
literature). Because estimation errors are coupled across nodes
(as discussed in Section VII), assisted nodes communicated
measurements of their own positions to other nodes up to Nh
hops away, with the same communication delays as for SSPs.
The approximate algorithms of Sections IV-V were simu-
lated over 100 (for Nn = 20) or 5 (for Nn = 40) ensemble
runs, and their performance was compared with that of the
centralized algorithm (optimal except for EKF linearization).
In Figure 1, for Nn = 20, Nh = 1, and SSP block size Nb =
1, the mean absolute position estimation error and the rms
position estimation error (equivalently, the standard deviation
of the zero-mean errors) for the unassisted nodes is shown
versus time, illustrating the speed with which the EKF-based
distributed estimation algorithm converges and the efﬁciency
with which it tracks the node positions. As expected, the
centralized algorithm achieves lower average errors in these
simulations, since it is given all measurements with no delays.
Note that the centralized EKF rms error increases after t = 4
sec., perhaps due to decreasing network connectivity caused
by the random node motion. In Figures 2-3 (20 nodes) and 4-5
(40 nodes), the performance of the approximate algorithms is
further evaluated, in terms of the ﬁnal mean absolute and rms
error, for various choices of Nh and Nb. Signiﬁcant savings
in communications resources are achieved for smaller values
of Nh and/or larger values of Nb, and there seems to be
little degradation in estimation accuracy for SSP block sizes
of up to at least Nb = 5. Finally, while the development of
approximate fusion algorithms for time-varying states and non-
negligible communications delays deserves further attention,
the distributed estimation algorithms presented here have been
shown to provide an attractive choice for EKF-based localiza-
tion in ad-hoc networks of mobile nodes.
IX. CONCLUSIONS
A computationally-efﬁcient algorithm for optimal Bayesian
data fusion in mobile ad-hoc networks has been presented.
It was shown that this algorithm leads to practical overall
distributed estimation algorithms which are resource-efﬁcient,
and which are well-suited for use with non-linear measure-
ments. Finally, for distributed node position estimation based
on range measurements in a mobile ad-hoc network, simula-
tion results show that accurate, efﬁcient node localization is
achieved.
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Fig. 1. Comparison of approximate distributed and optimal centralized
algorithms: Mean absolute and rms position estimation errors versus time for
Nn = 20 network nodes, with communication over a maximum of Nh = 1
hop.
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or 3 hops, for Nn = 20 network nodes.
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APPENDIX: EFFICIENT MULTIPLICATION AND DIVISION OF
GAUSSIAN DENSITIES
From [10][11][19], sufﬁcient statistics for the Gaussian
density
p(x(n)|Z4) =
1
cf
p(x(n)|Z1)p(x(n)|Z2)
p(x(n)|Z3)
(28)0 2 4 6 8 10
0
10
20
30
40
50
60
70
80
90
100
Number of Measurements per Sufficient Statistics Packet
R
M
S
 
P
o
s
i
t
i
o
n
 
E
s
t
i
m
a
t
i
o
n
 
E
r
r
o
r
 
(
m
)
1 hop
2 hops
3 hops
Fig. 3. rms position estimation errors versus sufﬁcient statistics packet block
size Nb, with communication over a maximum of Nh = 1, 2, or 3 hops, for
Nn = 20 network nodes.
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Fig. 4. Mean absolute position estimation errors versus sufﬁcient statistics
packet block size Nb, with communication over a maximum of Nh = 1, 2,
or 3 hops, for Nn = 40 network nodes.
are given by
P(n|Z4)−1 = P(n|Z1)−1 +P(n|Z2)−1 −P(n|Z3)−1, (29)
ˆ x(n|Z4) = P(n|Z4)[P(n|Z1)−1ˆ x(n|Z1)
+P(n|Z2)−1ˆ x(n|Z2) − P(n|Z3)−1ˆ x(n|Z3)]. (30)
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