Let Γ be a d-bounded distance-regular graph with d ≥ 3. Suppose that P (x) is a set of all strongly closed subgraphs containing x and that P (x, i) is a subset of P (x) consisting of the elements of P (x) with diameter i. Let L (x, i) be the set generated by the join of the elements in P (x, i).
Introduction
All graphs considered in this paper are finite undirected graphs without loops or multiple
edges. Let Γ = (V (Γ), E(Γ)) be a graph, with vertex set V (Γ) and edge set E(Γ).
For two vertices u, v ∈ Γ, let ∂ Γ (u, v) denote the distance between u and v in Γ, i.e., the length of a shortest path connecting u and v. We also write ∂ (u, v) when no confusion occurs. For the cardinalities we use lower case letters, i.e.,
A connected graph Γ is said to be distance-regular if c i , a i , b i well-defined for all i, 0 ≤ i ≤ d, i.e., these numbers depend only on i rather than the individual choice of vertices.
All graphs considered in this paper are distance-regular graphs. The reader is referred to [ 2, 3, 5 ] for general theory of distance-regular graphs.
Recall a subgraph ∆ of Γ is said to be strongly closed if C(u, v) ∪ A(u, v) ⊂ ∆ for every
pair of vertices u, v ∈ ∆. Properties of strongly closed subgraphs of distance-regular graphs are discussed first by H. Suzuki in [12] . A subspace of Γ is a regular strongly closed subgraph ( [14] ). It is obvious the strongly closed subgraphs are connected and for all u, v ∈ ∆, ∂ Γ (u, v) = ∂ ∆ (u, v). We use x, y to denote the smallest strongly closed subgraph containing x and y for x, y ∈ V (Γ).
Let Γ be a distance-regular graph with diameter d. Γ is said to be d-bounded, if the following (i), (ii) hold.
(i) Every strongly closed subgraph of Γ is regular.
(ii) For all x, y ∈ V (Γ), x and y are contained in a common strongly closed subgraph of diameter ∂(x, y).
It is clear that every strongly closed subgraph in d-bounded distance-regular graphs is a subspace.
Let Γ be a d-bounded distance-regular graph with diameter d. Suppose that ∆ 1 and ∆ 2 are two subspaces in Γ. Call the smallest subspace containing ∆ 1 and ∆ 2 the join of ∆ 1 and ∆ 2 , and denoted by ∆ 1 + ∆ 2 .
Let Γ be a d-bounded distance-regular graph with diameter d ≥ 3. Pick x ∈ V (Γ), and let P (x) be the set of all strongly closed subgraphs containing x.
In paper [6] , using the intersection of elements in P (x, i), we constructed two classes of lattices from the subspaces of d-bounded distance-regular graphs, discussed their geometricity, and computed their eigenpolynomials.
In this paper, suppose L (x, i) is the set of the join of elements in P (x, i) (every element in P (x, i) is the join of itself). We make the convention that the join of an empty set of elements is {x}. Then {x} ∈ L (x, i). L (x, i) is called the set generated by the join of elements in P (x, i). If we define the partial order of L (x, i) by inclusion (resp. inverse inclusion), x, i) ). The purpose of this paper is to study the lattices
and L R (x, i) are both finite atomic lattices, and give the conditions for them both being geometric lattices. We also give
The results on the lattices generated by different transitive sets of subspaces and the geometricity of lattices generated by orbits of subspaces under finite classical groups can be found in Huo, Liu and Wan ( [8, 9] ), Huo and Wan ([10] ), Gao and You ( [7] ), Orlik and Solomon ( [11] ). Now we state our main results. 
) is a finite geometric lattice if and only if for any
∆ 1 , ∆ 2 ∈ L R (x, 1), d(∆ 1 ∩ ∆ 2 ) + d(∆ 1 + ∆ 2 ) = d(∆ 1 ) + d(∆ 2 ).
Theorem 1.2. Let Γ be a d-bounded distance-regular graph with diameter d ≥ 3 and let
where
Preliminary results
We recall some definitions relevant to lattices. The reader is referred to [1, 4, 13] for details.
Let P denote a poset with partial order ≤, and let p, q ∈ P . As usual, we write p < q whenever p ≤ q and p = q. We say q covers p, denoted by p < ·q, whenever p < q, and there is no r ∈ P such that p < r < q. An element p ∈ P is said to be minimal (resp. maximal) whenever there is no q ∈ P such that q < p (resp. p < q). Whenever P has a unique minimal (resp. maximal) element, we denote it by 0 (resp. 1), and we say P has a 0 (resp. 1).
Suppose P is a poset with 0. By an atom in P , we mean an element in P that covers 0.
By a rank function on P , we mean a function r : P → N, such that r(0) = 0, and for all p, q ∈ P , if p < ·q, then we have r(q) = r(p) + 1. Here N is the set of nonnegative integers.
Let P be a poset with minimal element 0 and maximal element 1. Assume r is the rank function of P . The polynomial
is said to be the eigenpolynomial on P , where µ is the Möbius function of P.
A poset P is said to be a lattice whenever for any elements p, q ∈ P , the upper bound a ∨ b and the lower bound a ∧ b exist.
A lattice P with minimal element 0 is said to be atomic whenever for any a ∈ P \{0}, a is a upper bound of some atoms in P . That is a = ∨{p ∈ P |0 < ·p ≤ a}. It is obvious that if P is finite, P is a atomic lattice if and only if every element in P \{0} is a upper bound of finite atoms.
A finite lattice with minimal element 0 is said to be geometric if the following (i), (ii) hold.
(i) Every element in P \{0} is a upper bound of finite atoms.
(ii) There exists a rank function r on P such that
for any p, q ∈ P . (i) The intersection of two subspaces is either a subspace or the empty set.
(ii) Let ∆ be a subspace of Γ and
(iii) For any x, y ∈ V (Γ), the subspace of diameter ∂(x, y) containing x, y is unique. 
Proposition 2.2. ( [14] Lemma 2.6 ) Let
Γ = (V (Γ), E(Γ)) be a d-bounded distance-regular graph with diameter d. Then we have b i > b i+1 , 0 ≤ i ≤ d − 1.(b i − b i+s+t )(b i+1 − b i+s+t ) · · · (b i+s−1 − b i+s+t ) (b i − b i+s )(b i+1 − b i+s ) · · · (b i+s−1 − b i+s ) ,where i + 1 ≤ i + s ≤ i + s + t ≤ d, 0 ≤ i ≤ d.0 ≤ i ≤ i + s, i + t ≤ i + s + t ≤ d. If d(∆ ∩ ∆ ) = i, then d(∆) + d(∆ ) ≥ d(∆ ∩ ∆ )+ d(∆ + ∆ ). Lemma 2.5. Let Γ be a d-bounded distance-regular graph with diameter d ≥ 3 and let 1 ≤ i, j ≤ d − 1. Then L (x, i) ⊂ L (x, j) if and only if j ≤ i. Proof. If i = j, it is easy to see that L (x, i) ⊂ L (x, j). If j < i, we first prove L (x, i) ⊂ L (x, i−
Now noting that
is clear that ∆ = {x}. So ∆ is the join of some elements in P (x, j). Therefore there exists ∆ ∈ P (x, j) such that ∆ ⊂ ∆. Thus j ≤ i.
Lemma 2.6. Let Γ be a d-bounded distance-regular graph with diameter d ≥ 3 and let
1 ≤ i ≤ d − 1. Then L (x, i
) is composed of {x} and the all subspaces containing x with diameter
Proof. Let ∆ be a subspace of Γ containing x with d(∆) = j ≥ i. Then by Lemma 2.5 we (ii) L O (x, i) is a lattice with minimal element {x} and maximal element Γ.
we have ∆ and ∆ are both joins of some elements in P (x, i). Hence ∆ ∧ ∆ is the join of some elements in P (x, i).
Since {x} ⊂ ∆, ∆ , and
(ii) Similar to the proof of (i).
Let ∆ be a fixed strongly closed subgraph with diameter i,
is a set of all strongly closed subgraphs containing ∆. If the partial order on P (∆) is defined by inclusion, P (∆) is denoted by P O (∆).
Lemma 2.8. Let Γ be a d-bounded distance-regular graph with diameter
Proof. Similar to the proof of Theorem 4.2 in [6] .
It is obvious that χ(P
O (∆), t), denoted by g O (d(∆); t), is uniquely determined by d(∆) = i.
Proof of main results
Proof of Theorem 1.1 (i) By Lemma 2.6 we know that L R (x, i) is composed of the subspaces with diameter ≥ i in Γ and {x} itself and that L R (x, i) is a lattice with minimal element Γ from Lemma 2.7 (i).
. Next we will prove any element in L R (x, i) excluding Γ can be expressed to an upper bound of some elements in
, it suffices to prove every element of P (x)\Γ = 
Therefore there exist two subspaces ∆ ,
and this is a contradiction. Hence
We have ∆ = ∆ also by Proposition 2.1(iii). This shows ∆ can be expressed to an upper bound of some elements in P (x, d − k). By induction ∆ is an upper bound of 
Then ∂(y, z) = j − t and ∂(x, z) = j. It follows from Proposition 2.1(iii) that ∆ = x, z . 
Hence from (1) we have L R (x, d − 1) is a finite geometric lattice.
(iii) We first note that L R (x, 1) = P (x). It implies that for any
shows that L R (x, 1) is a finite geometric lattice.
Conversely, let L R (x, 1) be a finite geometric lattice. Then for any ∆ 1 , ∆ 2 ∈ P (x),
Namely,
It follows from Proposition 2.4 that We first note that L O (x, 1) = P (x). It implies that for any ∆ 1 , ∆ 2 ∈ P (x), ∆ 1 ∩ ∆ 2 = ∆ 1 ∨ ∆ 2 and ∆ 1 + ∆ 2 = ∆ 1 ∧ ∆ 2 . By Proposition 2.4 we know that
This shows that L R (x, 1) is a finite geometric lattice.
Proof of Theorem 1.3
Write P = L O (x, i). For ∆ ∈ P, define the set P ∆ as follows:
It is clear that P {x} = P. By Lemma 2.6, for any ∆ ∈ P \{x}, P ∆ is the set of all subspaces containing ∆ in Γ. It follows from Lemma 2.7 that
By the definition of eigenpolynomial on P χ(P, t) = χ(P {x} , t) = By the Möbius inversion formula,
t).
It follows from Proposition 2.1 and 2.3 that χ(P, t) = χ(P {x} , t)
