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A large fraction of papers in the climate literature includes erroneous uses of significance
tests. A Bayesian analysis is presented to highlight the meaning of significance tests and
why typical misuse occurs. It is concluded that a significance test very rarely provides
useful quantitative information. The significance statistic is not a quantitative measure of
how confident we can be of the ‘reality’ of a given result.
1. Introduction
In the climate literature one can regularly read statements such as ‘this correlation is 95% sig-
nificant’ or ‘areas of significant anomalies at the 90% significance level are shaded’ or ‘the
significant values are printed in bold.’ Unfortunately this is an incorrect and misleading way of
using significance tests. In this note we highlight why this is wrong. We will also indicate what
a significance test does mean.
Although this note does not add new theory to significance tests, it does employ a Bayesian
framework to exemplify the issues. Practitioners in climate science are generally familiar with
the technical aspects of Bayesian statistics, but will perhaps be less familiar with its use in the
analysis of significance tests.
We tested a recent, randomly selected issue of The Journal of Climate for at least one such
misuse of significance tests in each article. The Journal of Climate was not selected because
it is prone to include such errors but because it can safely be considered to be one of the top
journals in climate science. In that particular issue we observed a misuse of significance tests
in 14 out of 19 articles. A randomly selected issue of ten years before showed such misuse of
significance tests in 7 out of 13 articles. These two samples perhaps would not pass a traditional
significance test, but they do indicate that such errors occur in the best journals with the most
careful writing and editing. Indeed, in one of this author’s papers such erroneous use occurred.
Comparing the papers in the two examined issues, it appears that papers with a more dynamical
focus generally do not stray as much into significance testing as paper with a more geographical,
diagnostic focus. The distinction between these two categories is necessarily vague. The author
also wonders whether an increased ease with which such tests can be performed with data pro-
cessing and plotting software has lead to a near default inclusion of such tests in papers. From
experience, the author is also aware that reviewers often insist on the inclusion of significance
tests.
This reported misuse of significance tests does not necessarily invalidate the results from those
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parts of the papers. The significance test is sometimes only a small part of the evidence pre-
sented, often it is only a subsidiary, if misleading piece of information. Furthermore, many
papers contain somewhat neutral statements such as ‘this correlation is highly significant (p <
0.01).’ Such a statement could be read at face value, namely that the correlation was subjected
to a significance test and a p-value of less than 0.01 was found. In such a neutral reading, the
statement is also somewhat meaningless, as will be shown below.
Such a statement is more likely intended to mean that the correlation is in some sense ‘real’ and
the p-value is a quantification of that. We will show here that this quantification of confidence
is wrong. Data highlighted as significant may easily be less significant than data that were
suppressed as not passing the significance threshold. Simply put, the significance statistic is not
a quantitative measure of how confident we can be of the ‘reality’ of a given result.
A typical scenario in which people use significance tests in climate science is the following:
some experiment produces two time-series and they are correlated (for example, global mean
temperature and the ENSO index.) Is the observed correlation real or is it a fluke? We will
use this correlation scenario throughout to be able to exemplify specific aspects of significance
testing; however, the discussion is valid for any significance test which is based on assessing the
probability of an alternative hypothesis, the null-hypothesis, which assumes that the data exhibit
no relation.
So let us concentrate on the typical question of whether an observed correlation is real or a
statistical fluke. The correct answer to this question is in fact very difficult to obtain. Indeed,
it is usually impossible to quantify our degree of believe either way by statistics alone. Un-
fortunately, it is widely held that a standard significance test (for example, a t-test) provides
an answer. Standard significance tests hardly ever give a useful answer to the question we are
trying to answer.
It can be argued that the significance test more accurately should be named the insignificance
test, as it may be a reasonable test for insignificance. Clearly if Fisher had called his test the
insignificance test, then it would probably not be used very much. Marketing plays an important
role in science.
There is quite a bit of literature on the misuse of statistical significance tests. It has been argued
that the power of R. A. Fisher, the great proponent of significance testing, is the real reason
why significance tests are so ubiquitous; see Ziliak and McCloskey (2008). In the psychological
literature the false use of significance tests has been regularly pointed out, although, perhaps,
not with much success. See for example Cohen (1994), Hunter (1997), or Armstrong (2007).
In the geophysical literature there has been much less attention to the misuse of significance
tests. A nice review of significance testing in atmospheric science, including stern critique of
the misuse of significance testing, can be found in Nicholls (2001). A thorough and detailed
discussion in the context of scientific hypothesis testing can be found in Jaynes, 2003.
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In the next section we will highlight the general structure of a significance test and exemplify,
using frequency tables, the relationship between what the significance test provides and what
we really would like to know. Section 3 provides a Bayesian analysis of significance tests.
This quantifies the relationship between significance tests and hypothesis tests. It also quantifies
what we do get out of a significance test. Some concluding remarks regarding the practical use
of significance tests are in section 4.
2. General structure of significance tests
First, let us examine the structure of a typical significance test in the scenario described before.
A brief introduction can also be found in Jolliffe, 2004. The hypothesis we are trying to test is:
‘the two time-series are related; the correlation r0 we observe is a measure of this relation.’ Note
the distinction between relation and correlation here. A correlation is a statistical property of two
time-series, while a relation indicates that the two time-series are dependent in some physical
way. We then define the so-called null-hypothesis which in some sense states the opposite. In
our case: ‘The two time-series are not related; the observed correlation r0 is a fluke.’ We then
continue to test the validity of the null hypothesis.
Here is where the first confusion comes in. We want to devise a way to assign a probability to
the validity of the null-hypothesis, given the observed correlation. But what we end up doing
is calculating the probability of the observed correlation when the null hypothesis is assumed
to be true. These two probabilities are different, although they are related by Bayes’ theorem.
This common error is called the error of the transposed conditional. The discussion of Bayesian
statistics, below, formalizes this.
Let us continue with the usual significance test. There are standard procedures for assigning a
probability to the observed correlation, assuming the null-hypothesis is true: t-tests for Gaussian
data, parametric or or non-parametric tests (for example, the Kolmogorov–Smirnov test) for
non-Gaussian data. In general, we study synthetic time-series with similar properties, perhaps
similar temporal autocorrelation, etc., to the original time-series but which are unrelated by
construction. We can then see what the probability is to find a correlation between such unrelated
series at least as large as the observed correlation r0. This probability is called the p-value.
There is a distinction between the use of the absolute value of the correlation or the actual value
which then correspond to a two-sided or a one-sided test, respectively. The presented arguments
work the same for either test and also wider classes of tests: significance tests always find the
probability, the p-value, of an observation, assuming the truth of the null-hypothesis.
If the p-value is large then two unrelated time-series can easily produce a correlation as large
as r0. We must then conclude that the observed correlation provides little evidence for an actual
relation between the two original time-series. If the p-value is low (typically, values of 5% or
even 1% are chosen to define what is ‘low’) then the observed correlation is unlikely to occur in
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unrelated time-series.
What can we conclude from those two possible outcomes? It is reasonable to conclude that,
if we only have these statistics available, a high p-value is a good indicator that the observed
correlation r0 is not particularly special. Any pair of unrelated time-series could easily (high p)
have a correlation as large as r0. Note that this does not mean that the null-hypothesis is highly
probable; it means that the correlation value is highly probable, given that the null-hypothesis is
true. Beware of the error of the transposed conditional.
Further confusion occurs when the p-value is low. All it means is that it not likely that the
observed correlation would occur in two unrelated time-series. However, we cannot conclude
from such an outcome that the two original time-series are likely related, that is, significantly
correlated.
It can be argued that ‘significantly correlated’ is defined to correspond to a low p-value. Al-
though this would be technically correct, it would render the statement of significant correlation
quite insignificant in any practical sense. The low p-value is a property of unrelated time-series;
it says nothing about related time-series. In philosophy such a situation is called a category
error. Statements such as ‘the two time-series are significantly correlated at the 95% level’ (that
is p is lower than 5%) commit a category error.
It is instructive to work this out using a 2× 2 frequency table. Suppose we can repeat our ex-
periment that produced the two original time-series as often as we like and we know beforehand
that the series are related. For example, we run an ensemble of climate models and extract
the global mean temperature and the ENSO-signal for each ensemble member. We then find
some correlation r between the two time-series. We can then compare that correlation with the
threshold correlation, say rp, which corresponds to a given p-value. For example we can chose
a p-value for significance of 5%. This will correspond to a particular threshold correlation rp.
The correlation between the related time-series of any experiment will be either larger or smaller
than rp.
We have not dwelled on what is meant when we know something to be true beforehand. In
science, we need to use an operational definition stating that there is a wide body of historical
evidence which supports the hypothesis. For example, Netwon’s laws are known to be ‘true.’
This example is so well-known that we immediately can understand the subtleties of scientific
truths. We know for example that Newton’s laws have a limited validity. Scientific truth always
has to be qualified; it cannot be compared with logical truth. A wide-ranging discussion can be
found in Jaynes, 2003.
In our example we run a hundred experiments and divide them in two categories with either
high (higher than rp) or low (lower than rp) correlation. Because the time-series are related by
construction we expect a fairly large fraction to produce a high correlation. Let us, for the sake
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of argument, say that 60% of our experiments show a high correlation.
We now do the same thing for a hundred synthetic time-series which are unrelated by con-
struction. If our significance test is defined properly, then out of a hundred unrelated synthetic
time-series, on average, 5 will have a high correlation and 95 will have a low correlation. The
results are summarized in the table, below.
low r high r
related 40 60
unrelated 95 5
From the table we see that the p-value of 5% is a statement about the unrelated time-series. It
says nothing about the related time-series. To get a statement about the related time-series we
need to be able to repeat our experiment a sufficient number of times to produce a trustworthy
probability density of the correlation values for related time-series. This is often impossible.
Regularly we only have a single series, say from a climate record. We can then not infer the
probability density without extra information or some physically based estimates about the sizes
and properties of the signal and the noise.
Based on this example table, we can now partly answer the question that most people are in-
terested in: is the observed correlation r0 an indication of a real relation or is it a fluke? If we
assume that the observed correlation is larger than the threshold correlation rp then we see from
the above table that the chance of it being representative of a real relation is 60/(60+5)≈ 92%,
where we have employed equal prior odds on the time-series being related or unrelated; this
probability is different from the 95% that the significance test would have us believe.
Note that the 92% value above depends on the prior odds. If we do not know whether the
time-series are related or unrelated, it does not mean these two options have equal odds; it just
means that the odds are undefined, see Cox (1961). The assumption of equal odds is a strong
additional assumption, although it can be thought of as the maximum entropy prior, that is, it is
the assumption that is maximally non-committal given lack of any further information regarding
the relation between the time-series, see Jaynes (1963, 2003). Of course, in reality such equal
prior odds are unlikely, and it is usually impossible to quantify the actual prior odds.
The actual probability also depends on the division between the high and low probabilities for
the related time-series. If the signal–to–noise ratio is low in our experiments we expect a weak
distinction between related and unrelated time-series. In the limit of very low signal–to–noise
ratio, the related series would also show 95% low correlations and 5% high correlations, see
table below. The probability that our observed r0 with r0 > rp is indicative of an actual relation
is then 5/(5+ 5) = 50%, again assuming equal prior odds for the time-series to be related or
unrelated: the observed correlation does not provide evidence either way, even though it is
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low signal/noise low r high r
related 95 5
unrelated 95 5
thought to be ‘significant’ according to a significance test. Of course, this should not come as
a surprise: if the signal–to–noise ratio is very low, then any observed correlation essentially
provides information about the noise and it is therefore impossible to use this observation to
infer anything about the signal. Although this last case represents an extreme example, it does
demonstrate that the p-value can be very far from the actual probability of the truth of a null-
hypothesis.
3. Bayesian analysis
We can formalize the situation by using Bayesian statistics. Let us define the hypothesis H as
‘the time-series are related.’ We observe that the time-series have a correlation of r0. We are
now interested in the conditional probability, p(H|r0), that the hypothesis is true, given that the
time-series have correlation of at least r0. The significance test gives us the p-value, that is,
the conditional probability p(r0|H) that we observe a correlation r0 given that the hypothesis is
false (H). So:
p-value ≡ p(r0|H). (1)
It is important to keep this Bayesian expression for the p-value in mind.
A common mistake is to assume that p(H|r0) = 1− p(r0|H). This is the mistake of the trans-
posed conditional: it is wrongly assumed that p(r0|H) = p(H|r0). It is straightforward to do the
correct algebra:
p(H|r0) = 1− p(H|r0) (complementarity)
= 1− p(r0|H)
p(H)
p(r0)
(Bayes’ theorem)
= 1− p(r0|H)
p(H)
p(r0|H)p(H)+ p(r0|H)p(H)
(exclusive propositions)
= 1− p(r0|H)
1
p(r0|H)O(H)+ p(r0|H)
, (2)
where we have introduced the (prior) odds ratio for the hypothesis H ,
O(H) = p(H)/p(H). (3)
This equation is essentially Bayes’ theorem written out to indicate the relationship between the
posterior probability p(H|r0) and the p-value. With this equation it is obvious that we cannot
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use the p-value p(r0|H) to estimate the probability of the truth of the hypothesis. We also need
the prior odds ratio as well as the conditional probability p(r0|H). Note that, if we assume an
odds ratio of O(H) = 1, then we recover the results we presented in the previous section.
Perhaps in hindsight, it should come as no surprise that the probability of the truth of H needs to
depend on the prior odds for H. If H is overwhelmingly likely (O(H)→∞), then the observation
of correlation r0 does very little to change this: p(H|r0)→ 1. If H is very unlikely (O(H)→ 0),
then the observation of correlation r0 does again very little to change this: p(H|r0)→ 0.
It is also interesting to consider again the case of low signal–to–noise ratio. In this limit the
conditional probabilities p(r0|H) and p(r0|H) become indistinguishable. From Eq. 2 we then
find
p(H|r0)≈
O(H)
1+O(H)
= p(H). (4)
As expected, in this case the observation of r0 changes nothing to the probability of H; the
observed correlation is mainly a measure of the noise and says little about the signal. For a prior
odds ratio of 1, the probability for the hypothesis to be true remains 50% after the observation.
Written out like this, it seems surprising that so many of us regularly get confused by signifi-
cance tests at all. Let us analyse the following apparently innocuous statements which in some
form or another seem to be the mainstay of many investigations, for example a physical mea-
surement:
1. My measurement stands out from the noise.
2. So my measurement is not likely to be caused by noise.
3. It is therefore unlikely that what I am seeing is noise.
4. The measurement is therefore positive evidence that there is really something happening.
5. This provides evidence for my theory
The first two statements are essentially expressions of the fact that we have a situation with a
low p-value: the chance that the observation is produced by noise is low. The main error occurs
in the third statement. It is the error of the transposed conditional. The probability of the data
to be noise, given our measurements, is not the same as the probability of our measurements,
given that the data is noise. The fourth statement would follow from the third statement if it
were true. The truth of the fifth statement depends on what alternatives there are to the noise
hypothesis; this is where physics comes in as well as Occam’s razor: is my theory the next
most likely explanation of the observation? The presence of alternative theories also influences
prior odds for hypotheses. For example, if there are many plausible alternative hypotheses, the
present hypothesis will have low prior odds. A beautiful quantification of such ideas can be
found in Jaynes, 2003.
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A more compact form of Eq. 2 can be found by writing Bayes’ theorem in terms of prior odds
ratio O(H) and posterior odds ratio O(H|r0) with
O(H|r0) = p(H|r0)/p(H|r0). (5)
We find
O(H|r0) = O(H)
p(r0|H)
p(r0|H)
. (6)
The factor which updates the prior odds to the posterior odds is called the likelihood ratio. For
example, in the case of a low signal–to–noise ratio, the likelihood ratio equals 1; in this case the
posterior and prior odds are the same. Note again, that to find the posterior odds, the p-value,
p(r0|H), is insufficient; we need the prior odds as well as the likelihood ratio.
So what do we do? Equation 6 gives some quantitative clues. It is true that from Eq. 6 it
follows that a low p-value seems to indicate that the odds for H typically have increased by
our ‘statistically significant’ observation. By how much depends on the value of the likelihood
ratio p(r0|H)/p(r0|H). If the p-value is low compared to p(r0|H) then the posterior odds for
H are larger than the prior odds. Although its value is usually hard to determine, we normally
assume that p(r0|H) is not small (it depends, for example, on the signal–to–noise ratio.) In this
sense a low p-value can provide positive evidence for the hypothesis. What it does not provide
is any quantitative measure of what the posterior odds are or by what amount the odds might
have improved. The 5% (or 1%) significance bound is utterly irrelevant: the improvement or
deterioration of the odds for H depend on how large the p-value is compared to p(r0|H), a
quantity that in practice is hard to determine.
4. Conclusions
So are significance tests at all useful? As indicated before, a high p-value is a useful indication
that our observed correlation is not particularly noteworthy. Note that a high p-value (that is,
high p(r0|H)) does not mean that p(H|r0) is low, see Eq. 2. It just means that the observed
correlation is easily consistent with null-hypothesis H so that H cannot be rejected. Occam’s
razor then tells us that we should not hypothesize a relationship for which there is no evidence.
Oppositely, a low p-value is not indicative of much at all except that the observed correlation
is not very probable if the null-hypothesis were true. There is a tentative, but unquantified and
possibly incorrect, indication that the posterior odds for our hypothesis may have increased, as
quantified by Eq. 6. But especially in this case, which is regularly used as positive evidence for
the hypothesis, any information assuming the null-hypothesis is quite irrelevant.
A so-called ‘significant correlation’ is meaningless in any practical sense; such a statement is
a category error. Significance tests of a single experiment alone cannot be used to provide
quantitative evidence for a physical relation.
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