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Abstract: We show how many classes of partial differential systems with lo-
cal and nonlocal nonlinearities are linearisable. By this we mean that solutions
can be generated by solving a corresponding linear partial differential system
together with a linear Fredholm integral equation. The flows of such nonlinear
systems are examples of linear flows on Fredholm Stiefel manifolds that can be
projected onto Fredholm Grassmann manifolds or of further projections onto
natural subspaces thereof. Detailed expositions of such flows are provided for
the Korteweg de Vries and nonlinear Schro¨dinger equations, as well as Smolu-
chowski’s coagulation and related equations in the constant frequency kernel
case. We then consider Smoluchowski’s equation in the additive and multiplica-
tive frequency kernel cases which correspond to the inviscid Burgers equation.
The solution flow in these cases prompts us to introduce a new class of flows we
call “graph flows”. These generalise flows on a Grassmann manifold from sets of
graphs of linear maps to sets of graphs of nonlinear maps. We include a detailed
discussion of directions in which these flows can be generalised to include many
other partial differential systems with local and nonlocal nonlinearities.
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1. Introduction
Our goal herein is to demonstrate how the solution flow of certain classes of
nonlinear partial differential systems can be generated as the solution to a cor-
responding set of linear partial differential systems together with either a linear
or nonlinear Fredholm integral equation. The linear Fredholm integral equa-
tion is the Marchenko equation in the context of classical integrable systems.
It played an analogous role for the classes of partial differential systems with
nonlocal nonlinearities considered by Beck, Doikou, Malham and Stylianidis [10,
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11]. The nonlinear Fredholm integral equation is the natural nonlinear general-
isation of the Marchenko equation. In the preliminary applications we consider
herein though, it is realised as a nonlinear function relation. The classes of non-
linear systems that fall into each category of solution method, i.e. utilising either
the linear or nonlinear Fredholm integral equation, are thinly though distinctly
separated. We show that the category of nonlinear systems that are linearisable
in the sense that the linear Fredholm integral equation is required are unified
as either Fredholm Grassmannian flows in a given coordinate chart, or as fur-
ther projections onto natural subspaces. The category of nonlinear systems for
which a nonlinear Fredholm integral equation is utilised are unified as nonlinear
graph flows. Herein we formally propose the notion of a nonlinear graph mani-
fold as the generalisation of the Fredholm Grassmann manifold. The Fredholm
Grassmann manifold can be thought of as consisting of all collections of graphs
of compatible linear Hilbert–Schmidt maps. The nonlinear graph manifold we
propose consists of all collections of graphs of all compatible Hilbert–Schmidt
maps, whether linear or nonlinear.
The unifying approach to solving nonlinear partial differential equations we
develop herein has its roots in computational spectral theory where Grassman-
nian flows were developed to deal with numerical difficulties associated with
different exponential growth rates in the far-field for large (high order) sys-
tems, see Ledoux, Malham and Thu¨mmler [53] and Ledoux, Malham, Niesen and
Thu¨mmler [52] as well as Karambal and Malham [45]. In Beck and Malham [9]
Grassmannian flows and representative coordinate patches were instrumental
to the characterisation and computation of the Maslov index for large systems.
This led to the need to develop the theory of Fredholm Grassmannian flows
and thus nonlinear partial differential systems. We were then motivated by a
sequence of papers by Po¨ppe [67,68,69], Po¨ppe and Sattinger [70] and Bauhardt
and Po¨ppe [8]. These papers advocated, at the operator level, the solution of
classical integrable systems by solving a linearised version of the system at hand
together with a Marchenko operator relation. This was the natural development
from classical constructions of this type suggested and developed in particular
by Miura [62], Dyson [34] and Ablowitz, Ramani and Segur [2]. Of specific inter-
est in Po¨ppe’s papers was that the structure underlying the approach advocated
therein appeared to be that of a Fredholm Grassmannian. In Beck et al. [10,11]
we first explored this question and showed how to solve classes of partial differ-
ential systems with nonlocal nonlinearities. Herein we generalise the theory to
now include some classical integrable equations as well as further extensions to
Smoluchowski’s coagulation equations and the related inviscid Burgers equation
as well as some elliptic partial differential systems.
Explicitly, though formally for the moment, the essential ideas underlying the
Grassmann–Po¨ppe programme we advocate here and the extension to nonlinear
graph flows can be summarised as follows. Let us consider the forward problem
to begin with. Suppose the maps Q = Q(t) and P = P (t) satisfy the following
linear system of differential equations:
Q˙ = AQ+BP,
P˙ = CQ+DP,
whereA, B, C andD are known operators.We assumeQ(0) = Q0 and P (0) = P0
for some given data Q0 and P0 such that Q0 − id and P0 are Hilbert–Schmidt
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maps and A and C are bounded operators while B andD are possibly unbounded
operators. Assume there exists a solution in the sense that Q(t)− id and P (t) are
Hilbert–Schmidt maps for t ∈ [0, T ] for some T > 0. We now pose the following
linear time-dependent map G from Q to P for each t ∈ [0, T ]:
G : Q 7→ P,
i.e. P = GQ for some Hilbert–Schmidt map G = G(t). A straightforward calcu-
lation shows that if Q and P satisfy the linear equations above then G satisfies
the Riccati differential equation:
G˙ = C +DG−G(A+BG),
as a Hilbert–Schmidt map for t ∈ [0, T ′] for some 0 < T ′ < T . If D and B are
differential operators then this Riccati equation could take the form of an evolu-
tionary partial differential differential equation with a nonlocal nonlinearity for
the integral kernel g corresponding to G. As we shall see, a further projection
on a subspace parametrised by a subclass of kernels g may generate an evolu-
tionary partial differential equation with a local nonlinearity. Now instead pose
the following nonlinear time-dependent map π from Q to P for each t ∈ [0, T ]:
π : (Q, t) 7→ P,
i.e. P = π(Q, t) for some Hilbert–Schmidt map π. Again a straightforward cal-
culation reveals if Q and P satisfy the same pair of linear differential equations
above then π = π(Q, t) satisfies the advective partial differential equation
∂tπ = CQ+Dπ − (∇π)(AQ +Bπ),
as a Hilbert–Schmidt map for t ∈ [0, T ′] for some 0 < T ′ < T . This naturally
collapses to the Riccati equation case above when we assume π is a linear time-
dependent map of the form π(Q, t) = G(t)Q(t).
Let us now consider the inverse problem. By this we mean, given a nonlinear
partial differential system, can we match it to either the Riccati or advective
differential equations above? First let us suppose we can match a given evolu-
tionary nonlinear partial differential system to the Riccati equation above when
expressed in terms of the integral kernel g corresponding to G. This means we
can identify the corresponding operators A, B, C and D. Given some initial
data g0 and thus G0, though this does depend on the context as we shall see,
one natural identification is to set Q0 = id and P0 = G0. Then we could solve
the corresponding linear partial differential equations for the integral kernels qˆ
and p corresponding to Q − id and P , respectively. With these in hand we can
then solve the Fredholm integral equation P = GQ for G and thus g at any given
time t ∈ [0, T ′]. This procedure represents the gain we have made. To emphasise
this, assume we can solve the linear evolutionary partial differential system for
qˆ and p analytically; this is often feasible. We choose a time t ∈ [0, T ′] of inter-
est and evaluate qˆ and p at those times. We can then generate the solution g
to the nonlinear evolutionary partial differential system of interest at that time
by solving the linear Fredholm integral equation represented by P = GQ. In
other words we can solve a nonlinear evolutionary partial differential system by
solving a pair of linear evolutionary partial differential equations and a linear
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integral equation. This technique is employed to solve many classes of evolu-
tionary partial differential systems with nonlocal nonlinearities in Beck et al.
[10,11]. Here we extend it to the Korteweg de Vries and nonlinear Schro¨dinger
equations as well as to a general Smoluchowski-type equation in the case of
constant coagulation frequency. See sections 3—5 for these and related cases. It
was when we tried to extend this Riccati approach to the additive and multi-
plicative frequency cases that, taking inspiration from Byrnes [16] and Byrnes
and Jhemi [17], we considered the nonlinear Fredholm integral map leading to
the advective evolutionary partial differential equation above. Still with the in-
verse problem in mind, suppose we are given an advective evolutionary partial
differential equation for π = π(x, t) of the form
∂tπ = Cx+Dπ − (∇π)(Ax +Bπ),
where for simplicity we assume for the moment A, B, C and D are suitably
commensurate matrices, all of which we have identified explicitly. In this case
by characteristics, the problem is given initial data π0 = π0(x) and a position
x and time t ∈ [0, T ′] at which we wish to evaluate the solution, to find where
the characteristic through (x, t) emanated from at time t = 0. Assume we have
solved the pair of ordinary differential equations for Q and P so that we know
the functions Q = Q(t, Q0, P0) and P = P (t, Q0, P0) explicitly. To find where
the characteristic through (x, t) emanated from we must solve the nonlinear
algebraic equation
x = Q
(
t, Q0, π0(Q0)
)
,
for Q0. Then upon substituting this value for Q0, the solution to the advective
partial differential equation above is given by π(x, t) = P (t, Q0, π0(Q0)). For
example, as is well-known, the inviscid Burgers equation which represents the
desingularised Laplace transform of the Smoluchowski coagulation equation in
the additive and multiplicative frequency cases can be solved in this manner. In
Section 6 we explore this case in detail and discuss immediate generalisations.
The Riccati flow above can be considered as a flow expressed in a given coor-
dinate patch of a Fredholm Grassmann manifold, as already mentioned, and we
thus denote them as Fredholm Grassmannian flows. We explored this connection
is some detail in Beck et al. [10,11] as well as the interpretation of singularities
as poor representative coordinate patches. For completeness we review this per-
spective in Section 2 as well as derive some new general regularity results for the
Riccati flow. The advective flow above can be considered as a nonlinear graph
flow. As already mentioned we propose in Section 6, when we first come across it,
the notion of a nonlinear graph manifold. It is important to mention the central
role Riccati equations and Grassmann manifolds play in optimal control the-
ory. In optimal linear-quadratic (LQ) control the optimal continuous feedback
operator satisfies an anologous Riccati equation to that above. See for example
Bittanti, Laub and Willems [13], Brockett and Byrnes [14], Hermann [42,43],
Hermann and Martin [44], Martin and Hermann [58] and Zelikin [87] for more
details. A comprehensive list of these and other applications of Grassmannian
flows can be found in Ledoux, Malham and Thu¨mmler [53]. Byrnes [16] and
Byrnes and Jhemi [17] extended the LQ optimal control theory to nonlinear
systems and cost functions and derived a Riccati partial differential equation for
the optimal continuous feedback map. Our advective evolutionary partial differ-
ential equation for π above is just a special case of a Riccati partial differential
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equation. As for the LQ case the idea is to find the solution to the Riccati partial
differential equation offline and then use it to mediate the optimal feedback in
situ. See Section 6 for some more details.
Finally summarising what is new in this paper, we:
1. Establish by a direct minimal proof at the operator level that the classical
Korteweg de Vries and nonlinear Schro¨dinger solution flows are generated by a
corresponding linear base flow doubly projected, first onto a natural Fredholm
Grassmannian of graphs of linear Hilbert–Schmidt maps, and second onto a
further natural subspace;
2. Prove the solution flow of a general Smoluchowski-type equation with nonlocal
nonlinearities is generated by a corresponding linear base flow projected onto
a Fredholm Grassmannian of graphs of linear Hilbert–Schmidt maps;
3. Demonstrate how inviscid Burgers and Riccati partial differential equation
flows can be realised as nonlinear graph flows. As a consequence we propose
the notion of a nonlinear graph manifold as the set of all compatible graphs
of nonlinear Hilbert–Schmidt maps;
4. Show how a class of elliptic flows are generated as stationary Riccati solutions;
5. Formally discuss the application of the Grassmann–Po¨ppe approach we pro-
pose to many more nonlinear systems.
Our paper is structured as follows. In Section 2 we provide some preliminary
background material on Fredholm Grassmann manifolds and their structure.
Then we show in sections 3 and 4 how the solution flows to the Korteweg de Vries
and nonlinear Schro¨dinger equations, respectively, can be realised as Fredholm
Grassmann flows projected onto a further natural subspace. We show how a
classical system with nonlocal nonlinearities, namely Smoluchowski’s coagulation
equation, can be linearised in Section 5. Then in Section 6 we consider the
inviscid Burgers equation and introduce the proposed “nonlinear graph flows”.
We also show how the linearisation approach we propose classically applies to
certain classes of nonlinear elliptic systems in Section 7. Finally in Section 8 we
formally consider a multitude of possible further applications of the approach
we propose. There are three appendices with both numerical simulation results
and some further applications to systems with nonlocal nonlinearities.
2. Fredholm Grassmannian flows
An important structure underlying a large class of nonlinear systems is the Fred-
holm Grassmann manifold. Herein we introduce its structure. More details and
background information can be found in Beck et al. [10,11], Segal and Wil-
son [78] and Pressley and Segal [72]. Towards the end of this section we also
introduce some specialist sub-structures we will need for the different applica-
tions to come. The Fredholm Grassmann manifold or Fredholm Grassmannian is
also known as the Sato Grassmannian or Segal–Wilson Grassmannian, amongst
other nominations; see Sato [75,76], Miwa, Jimbo and Date [63], Segal and Wil-
son [78, Section 2]) and Pressley and Segal [72, Chapters 6,7].
Suppose we have a separable Hilbert space H = H(C). All separable Hilbert
spaces are isomorphic to the sequence space ℓ2(C) of square summable complex
sequences; see Reed and Simon [73, p. 47]. It is sufficient for us to parametrise
the sequences in ℓ2(C) by N. We choose to represent any sequence a ∈ ℓ2(C) as
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a column vector a = (a(1), a(2), a(3), . . .)T where a(n) ∈ C for each n ∈ N. Any
element a ∈ ℓ2(C) if and only if a†a =∑n∈N a∗(n)a(n) <∞ where † denotes the
complex conjugate transpose and ∗ denotes the complex conjugate only. For two
elements a, b ∈ ℓ2(C) the natural inner product on ℓ2(C) is given by a†b. Conse-
quently a natural canonical orthonormal basis for ℓ2(C) are the vectors {en}n∈N
where en is the vector with one in its nth component and zeros elsewhere. The
Fredholm Grassmannian of all subspaces of H that are comparable in size to a
given closed subspace V ⊂ H is defined as follows; see Pressley and Segal [72].
Definition 1 (Fredholm Grassmannian). Let H be a separable Hilbert space
with a given decomposition H = V⊕V⊥, where V and V⊥ are infinite dimensional
closed subspaces. The Grassmannian Gr(H,V) is the set of all subspaces W of
H such that:
(i) The orthogonal projection pr : W → V is a Fredholm operator, indeed it is a
Hilbert–Schmidt perturbation of the identity; and
(ii) The orthogonal projection pr : W→ V⊥ is a Hilbert–Schmidt operator.
We assume herein the underlying separable Hilbert space H and closed subspace
V are of the form H := ℓ2(C)×ℓ2d(C) and V := ℓ2(C), where ℓ2d(C) is either ℓ2(C)
or a closed subspace of ℓ2(C). This specific setting is the form for our applications.
Suppose we are given a set of independent sequences in ℓ2(C)×ℓ2d(C) which span
ℓ2(C) and we record them as columns in the infinite matrix
W =
(
Q
P
)
.
Hence each column of Q lies in ℓ2(C) and each column of P lies in ℓ2d(C). Let
us also assume when we constructed Q we additionally ensured Q is a Fredholm
operator on ℓ2(C) of the form Q = id + Qˆ where Qˆ ∈ J2(ℓ2(C); ℓ2(C)) and
id = idℓ2(C). Here J2(ℓ
2(C); ℓ2(C)) is the class of Hilbert–Schmidt operators
from ℓ2(C)→ ℓ2(C), equipped with the norm ‖Qˆ‖2J2 := tr Qˆ†Qˆ where ‘tr’ is the
trace operator. Associated with any Hilbert–Schmidt operator is the regularised
Fredholm determinant
det2(id + Qˆ) := exp
(∑
k>2
(−1)k−1
k
tr Qˆk
)
.
The operator Q = id+Qˆ is invertible iff det2(id+Qˆ) 6= 0; see Simon [79]. Further
we assume when we constructed P we additionally ensured P is a Hilbert–
Schmidt operator from ℓ2(C) → ℓ2d(C), i.e. P ∈ J2(ℓ2(C); ℓ2d(C)). With this in
hand, let W denote the subspace of ℓ2(C) × ℓ2d(C) spanned by the columns of
W . Further we denote by V0 the canonical subspace with the representation
V0 =
(
id
O
)
,
where id = idV0 and O is the infinite matrix of zeros. Suppose we now project
W onto V0, the projections pr : W→ V0 and pr : W→ V⊥0 respectively give
W ‖ =
(
Q
O
)
and W⊥ =
(
O
P
)
.
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This projection is only achievable if det2Q 6= 0. We assume this holds for the
moment and address what happens when it does not hold momentarily. We can
now assert that the subspace of H spanned by the columns of W ‖ coincides with
the subspace spanned by V0 which is V0. The transformation given by Q
−1 ∈
GL(V) transforms W ‖ to V0. Indeed under the transformation of coordinates
Q−1 ∈ GL(V) the representation W for W above becomes(
id
G
)
,
where G = PQ−1. Any subspace that can be projected onto V0 can be rep-
resented in this way and vice-versa. Indeed the operator G ∈ J2(ℓ2(C); ℓ2d(C))
parametrises all subspaces W that can be projected onto V0. See Pressley and
Segal [72] and Segal and Wilson [78] for more details. The Fredholm index of the
Fredholm operator Q is called the virtual dimension of W. What about the case
when we cannot project W onto V0, i.e. when det2Q = 0? This occurs when
dim(W ∩ V⊥0 ) > 0 and corresponds to the poor choice of a representative coor-
dinate patch. Given a subset S = {i1, i2, . . .} ⊂ N let V0(S) denote the subspace
given by span{ei1 , ei2 , . . .}. The vectors {ei}i∈S◦ span the subspace V⊥0 (S) which
is orthogonal to V0(S). From Pressley and Segal [72, Prop. 7.1.6] we know for
any W ∈ Gr(H,V) there exists a set S ⊂ N such that the orthogonal projection
W→ V0(S) is an isomorphism. The collection of all such subspaces V0(S) form
an open covering and represent the coordinate charts of Gr(H,V). Explicitly the
projections pr : W→ V0(S) and pr : W→ V⊥0 (S) would have the representations
W ‖ =
(
WS
OS◦
)
and W⊥ =
(
OS
WS◦
)
,
where WS represents the S rows of W and so forth. For any subspace W =
span{W} there exists a set S such that det2(WS) 6= 0 and we can make a trans-
formation of coordinates V0(S)→ V0(S) using W−1S ∈ GL(V) so W becomes(
idS
GS◦
)
.
For further details on submanifolds, the stratification and the Schubert cell de-
composition of the Fredholm Grassmannian, see Pressley and Segal [72, Chap. 7].
In our applications we consider evolutionary flows where operators Q = Q(t)
and P = P (t) evolve in time t > 0 as solutions to a system of linear differential
equations. We typically assume Q to be of the form Q = id + Qˆ and require
both Qˆ and P to be Hilbert–Schmidt operators. The initial data is typically
required to be Qˆ(0) = Qˆ0 ∈ J2(ℓ2(C); ℓ2(C)) and P (0) = P0 ∈ J2(ℓ2(C); ℓ2d(C)).
Our applications in sections 3 and 5 for example, directly fall into the following
canonical category. We assume there exists a T > 0 such that for t ∈ [0, T ]
there exists a smooth path of subspaces W = W(t) of H and such that the
projections pr : W(t) → V and pr : W(t) → V⊥0 are respectively parametrised
by the operators Q(t) = id + Qˆ(t) and P (t) with Qˆ ∈ C∞([0, T ]; J2(V;V)) and
P ∈ C∞([0, T ]; Dom(D) ∩ Dom(B)). Here the subspaces Dom(D) ⊆ J2(V;V⊥)
and Dom(B) ⊆ J2(V;V⊥) are the domains, respectively, of the unbounded op-
erators D and B. Our prescription also involves two bounded operators A ∈
C∞([0, T ]; J2(V;V)) and C ∈ C∞([0, T ]; J2(V;V⊥)).
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Prescription 1 (Canonical linear system). Assume there exists a T > 0
such that Qˆ ∈ C∞([0, T ]; J2(V;V)) and P ∈ C∞([0, T ]; Dom(D) ∩ Dom(B))
satisfy the following linear system of evolutionary differential equations while
G ∈ C∞([0, T ]; Dom(D)∩Dom(B)) satisfies the linear Fredholm equation shown:
Q˙ = AQ+BP,
P˙ = CQ+DP,
P = GQ,
where Q = id + Qˆ. We assume Qˆ(0) = Qˆ0 and P (0) = P0 for some given Qˆ0 ∈
J2(ℓ
2(C); ℓ2(C)) and P0 ∈ Dom(D)∩Dom(B). We also assume det2(id+Qˆ0) 6= 0.
We call the evolution equations for Q and P the base equations and the linear
Fredholm integral equation defining G = G(t) the Riccati relation. Assuming we
have established suitable solutions Q = Q(t) and P = P (t) as indicated, we now
establish the existence of the solution G = G(t) to the linear Fredholm equation.
Lemma 1 (Existence and Uniqueness: Canonical prescription). Assume
for some T > 0 we know Qˆ ∈ C∞([0, T ]; J2(V;V)) and P ∈ C∞([0, T ]; J∗(V;V⊥))
where J∗(V;V
⊥) is either J2(V;V
⊥) or a closed subspace of J2(V;V
⊥). Further
assume det2(id + Qˆ0) 6= 0. Then there exists a T ′ > 0 with T ′ 6 T such that for
t ∈ [0, T ′] we have det2(id+Qˆ(t)) 6= 0. In particular there exists a unique solution
G ∈ C∞([0, T ′]; J∗(V;V⊥)) to the linear Fredholm equation P = G(id + Qˆ).
Proof. Our proof relies on results from Simon [79] and Beck et al. [11]. First,
since Qˆ ∈ C∞([0, T ]; J2(V;V)) and det2(id+ Qˆ0) 6= 0, by continuity there exists
a T ′ > 0 with T ′ 6 T such that for t ∈ [0, T ′] we know det2(id + Qˆ(t)) 6= 0.
Second, if ‖ · ‖op denotes the operator norm for bounded operators on V, then
for any ℓ ∈ N, H ∈ J∗ and K ∈ J2(V;V) we have: ‖HKℓ‖J∗ 6 ‖H‖J∗‖K‖ℓop 6
‖H‖J∗‖K‖ℓJ2(V;V). Third, we can establish (see Beck et al. [11, Lemma 2.4, proof])
using the identity (id + Qˆ)−1 ≡ (id + Qˆ0)−1(id + (Qˆ− Qˆ0)(id + Qˆ0)−1)−1, that
‖P (id + Qˆ)−1‖J∗ 6 ‖P (id + Qˆ0)−1‖J∗
(
1− ∥∥(Qˆ− Qˆ0)(id + Qˆ0)−1∥∥J2(V;V))−1.
With this inequality in hand, our goal is to establish ‖P (id+Qˆ0)−1‖J∗ is bounded
and ‖(Qˆ−Qˆ0)(id+Qˆ0)−1‖J2 < 1. Fourth, note we can write (id+Qˆ0)−1 = id−Qˆ∗
where Qˆ∗ := Qˆ0(id + Qˆ0)
−1. Therefore we observe using the ideal property we
can establish the two inequalities
‖P (id + Qˆ0)−1‖J∗ 6 ‖P‖J∗
(
1 + ‖Qˆ∗‖J2
)
,
‖(Qˆ− Qˆ0)(id + Qˆ0)−1‖J2 6 ‖(Qˆ− Qˆ0)‖J2
(
1 + ‖Qˆ∗‖J2
)
.
By assumption we know ‖P‖J∗ is bounded and by continuity ‖(Qˆ − Qˆ0)‖J2 is
as small as we require for sufficiently small times. Fifth, our goal now is to
demonstrate ‖Qˆ∗‖J2 is bounded. We define f to be the regularised Fredholm
determinant function f(A) := det2(id + A) for any A ∈ J2. From Simon [79,
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Theorem 9.2] we know there exists a constant Γ such that |det2(id + A)| 6
exp(Γ‖A‖2J2). From Simon [79, p. 76] we have the following identity,
det2
(
(id +A)(id +B)
)
= det2(id +A)det2(id +B)e
−tr (AB),
for any A,B ∈ J2. Hence see for any µ ∈ C we have
det2(id + A+ µB) = det2(id +A)det2
(
id + µ(id +A)−1B
)
e−µ tr (A(id+A)
−1B)
= det2(id +A)
(
1− µ tr (A(id +A)−1B) +O(µ2)),
where we used the definition of the regularised determinant to expand the second
determinant factor above. From this computation we deduce the derivative of
f is given by Df(A) = −A(id + A)−1det2(id + A). Further from Simon [79,
Theorem 5.1] we deduce that ‖Df(A)‖J2 6 exp(Γ (‖A‖J2 + 1)2). Finally since
Qˆ∗ = −Df(Qˆ0)/det2(id + Qˆ0) we can establish the required bound for ‖Qˆ∗‖J2
and the conclusion for G = P (id + Qˆ)−1 follows. ⊓⊔
The point of all this is the following central result.
Theorem 1 (Canonical decomposition). Assume the operators Q, P and
G satisfy the Canonical Prescription 1 and conditions stated therein. Then the
results of the existence and uniqueness Lemma 1 imply there exists a T > 0 such
that for all t ∈ [0, T ] the operator G ∈ C∞([0, T ]; Dom(D) ∩Dom(B)) satisfies
G˙ = C +DG−G(A+BG),
with G0 = P0Q
−1
0 where Q0 = id + Qˆ0.
Proof. Differentiating the Riccati relation P = GQ with respect to time us-
ing the product rule, using the base equations and feeding through the Riccati
relation once more generates G˙Q = P˙ − GQ˙ = (C + DG)Q − G(A + BG)Q.
Postcomposing by Q−1 establishes the result. ⊓⊔
Remark 1 (Canonical matching). The examples we consider in sections 3 and 5
for the Korteweg de Vries equation and Smoluchowski-type models, respectively,
can be matched to this canonical case straightforwardly. The matching involves
identifying the correct context and operators. For the nonlinear Schro¨dinger
equation we consider in Section 4 we need to generalise the canonical case slightly
as follows. We extend the system therein to include corresponding equations for
the adjoints of all the operators present. Then noting the evolution equations for
P and its adjoint P † are closed and solvable, we generate evolution equations
for Qˆ and its adjoint Qˆ† for which the corresponding unbounded operator B has
coefficients that are P - or P †-dependent.
We end this section with some results specific to the applications in sections 3
and 4. In particular we define what we mean by an additive or Hankel operator,
our so-called observation functional, and prove a product rule involving both.
Definition 2 (Additive operator with parameter).We say a given Hilbert–
Schmidt operator R ∈ J2 with corresponding square integrable kernel ‘r’ is Han-
kel or additive with a parameter x ∈ R if its action, for any square integrable
function ψ, is given for all y ∈ (−∞, 0] by (Rψ)(y;x) := ∫ 0−∞ r(y+z+x)ψ(z) dz.
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The observation functional is defined for any Hilbert–Schmidt operator as fol-
lows; exactly as in Po¨ppe [68].
Definition 3 (Observation functional). Given a Hilbert–Schmidt operator G
with corresponding square integrable kernel g = g(y, z), the operator observation
functional 〈 · 〉 is defined to be 〈G〉 := g(0, 0).
Remark 2 (Observation functional/forward map). We call this the observation
functional due to the following analogy. In data assimilation theory the forward
map characterises the relation between the system state and partially observed
data. Here the system state is represented by the Hilbert–Schmidt operator G
or its integral kernel g = g(y, z) and the image of the forward map 〈 · 〉 is the
”partial observation” g(0, 0). More generally as we see below, G and thus g
depend on parameters x and t so g = g(y, z;x, t) and thus 〈G〉 := g(0, 0;x, t).
An immediate property we can deduce when we have a serial composition of
operators of the form FRR′F ′ where R and R′ are additive operators is the
following crucial product rule given by Po¨ppe [68].
Lemma 2 (Product rule). Assume R and R′ are additive Hilbert–Schmidt
operators with parameter x and F and F ′ are Hilbert–Schmidt operators. Then,
suppressing the implicit dependence on x, we have
[F∂x(RR
′)F ′](y, z) =
(
[FR](y, 0)
)(
[R′F ′](0, z)
)
,
and the following product rule holds: 〈F∂x(RR′)F ′〉 ≡ 〈FR〉〈R′F ′〉.
Proof. This is a consequence of the fundamental theorem of calculus and additive
properties of R and R′. Let f , r, r′ and f ′ denote the integral kernels of F , R,
R′ and F ′ respectively. By direct computation [F∂x(RR
′)F ′](y, z;x) equals∫
R3
−
f(y, ξ1)∂x
(
r(ξ1 + ξ2 + x)r
′(ξ2 + ξ3 + x)
)
f ′(ξ3, z) dξ3 dξ2 dξ1
=
∫
R3
−
f(y, ξ1)∂ξ2
(
r(ξ1 + ξ2 + x)r
′(ξ2 + ξ3 + x)
)
f ′(ξ3, z) dξ3 dξ2 dξ1
=
∫
R2
−
f(y, ξ1)r(ξ1 + x)r
′(ξ3 + x)f
′(ξ3, z) dξ3 dξ1
=
∫
R−
f(y, ξ1)r(ξ1 + x) dξ1 ·
∫
R−
r′(ξ3 + x)f
′(ξ3, z) dξ3
=
(
[FR](y, 0)
)(
[R′F ′](0, z)
)
,
giving the result. Setting y = z = 0 generates the secondary product rule. ⊓⊔
3. Korteweg de Vries equation
We explicitly carry through Po¨ppe’s programme for the Korteweg de Vries (KdV)
equation, streamlining the argument given in Po¨ppe [68]; also see McKean [60].
Our prescription for the KdV equation is the following system of linear equations.
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Prescription 2 (Korteweg de Vries equation). Assume the Hilbert–Schmidt
operators P = P (x, t) and Qˆ = Qˆ(x, t) are additive in the sense given in Def-
inition 2, with corresponding kernels given by p = p(y + z + x; t) and qˆ =
qˆ(y+ z+ x; t). Assume together with the Hilbert–Schmidt operator G = G(x, t)
with integral kernel g = g(y, z;x, t) they satisfy the system of linear equations
∂tP = ∂
3
xP,
Qˆ = P,
P = G(id + Qˆ).
Remark 3. We observe the additive kernel p = p(x, t) satisfies ∂tp = ∂
3
xp.
Remark 4. Since we set Qˆ = P we could have equivalently stated ∂tQˆ = ∂
3
xQˆ
instead of the linear differential equation for P shown.
Remark 5 (Motivation and nomenclature). The first two equations represent the
base relations. That we set Qˆ = P , is motivated by the corresponding assumption
in Ablowitz et al. [2]. The relation P = G(id+Qˆ) represents the Riccati relation.
Here, if d(∂) = ∂3 with ∂ = ∂x, then we note H = Dom(d) × Dom(d) and
V = Dom(d) ⊆ L2(R;R).
In this and the next section, for any given integrable function f = f(x), we
denote its Fourier transform by f = f(k) and define its inverse by the formulae
f(k) :=
∫
R
f(x)e2πikx dx and f(x) :=
∫
R
f(k)e−2πikx dk.
We need to establish basic regularity results for linear partial differential equa-
tions such as the linearised Korteweg de Vries equation for the integral kernel
p = p(x; t); see Remark 3. Further, we need to know under what conditions they
generate corresponding Hilbert–Schmidt operators P . Classical regularity results
for the KdV equation can be found in Craig and Goodman [26]. Here, in order
to include the linearised nonlinear Schro¨dinger equation in the next section, we
establish the required results for the following general dispersive linear partial
differential equation for p = p(x; t) from R× R+ to C:
∂tp = d(∂x)p,
where d = d(∂x) is a polynomial of ∂x satisfying (d(iκ))
∗ = −d(iκ) for any κ ∈ R.
For w : R→ R+ the weighted L2 norm of any function f : R→ C is defined by
‖f‖2L2
w
:=
∫
R
f∗(x)f(x)w(x) dx.
We also set
H(R;C) :=
⋂
ℓ∈{0}∪N
Hℓ(R;C),
i.e. the Sobolev space of all functions which themselves as well as all their deriva-
tives are square integrable. Any such functions are thus smooth.
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Lemma 3 (Dispersive linear PDE properties). Assume p = p(x; t) is a
solution to the general dispersive linear partial differential equation above. Let
w : R → R denote an arbitrary polynomial function with constant non-negative
coefficients, whose Fourier transform we denote w = w(k) while W : R → R+
denotes the specific function W : x 7→ 1 + x2. Then p and its Fourier transform
p = p(k; t) satisfy the following properties for all k ∈ R and t > 0:
(i) ‖∂p‖2L2 6 (2π)2‖W 1/2p‖2L2;
(ii) p(0) ∈ H(R;C) ⇒ p(0) ∈ L2w(R;C);
(iii) p(0) ∈ L2W (R;C) ⇒ p(0) ∈ H1(R;C);
(iv) p(k; t) = etd(2πik)p(k; 0);
(v) p∗(k; t)p(k; t) = p∗(k; 0)p(k; 0);
(vi) ‖w(∂)p(t)‖2L2 = ‖wp(t)‖2L2 = ‖wp(0)‖2L2 = ‖w(∂)p(0)‖2L2 ;
(vii) p(0) ∈ H(R;C) ⇒ p(t) ∈ H(R;C);
(viii) ‖∂p(t)‖2L2 6 2((2π)2t2‖d′p(0)‖2L2 + ‖∂p(0)‖2L2);
(ix) p(0) ∈ H1(R;C) ∩ L2(d′)2(R;C) ⇒ p(t) ∈ H1(R;C);
(x) ‖W 1/2p(t)‖2L2 = ‖p(0)‖2L2 + (2π)−2‖∂p(t)‖2L2;
(xi) p(0) ∈ L2W (R;C) ∩Hd
′
(R;C) ⇒ p(t) ∈ L2W (R;C);
(xii) p(t) ∈ L2W (R;C) ⇒ additive P (t) ∈ J2.
Proof. Let V : R→ R+ denote the function V : x 7→ x2. We establish the results
in order as follows: (i) By the Plancherel Theorem and the definition of the
Fourier transform we observe ‖∂p‖2L2 = (2π)2‖V 1/2p‖2L2 which we then combine
with the fact ‖V 1/2p‖2L2 6 ‖W 1/2p‖2L2 ; (ii) This follows again by the Plancherel
Theorem and standard properties of the Fourier transform; (iii) This follows
from (i) applied at time t = 0; (iv) and (v) These follow by directly solving
the linear differential equation for the general dispersive equation in Fourier
space; (vi) The first and third equalities follow by the Plancherel theorem, while
the second uses (v); (vii) Follows from (vi) and that w is arbitrary; (viii) The
derivative with respect to k of the explicit solution from (iv) generates ∂p(t) =
etd(2πik)(t(2πi)d′p(k; 0) + ∂p(k; 0)), where d′ denotes the derivative of d. Taking
the complex conjugate of this and using both expressions to expand ∂p∗(t)∂p(t)
generates the inequality shown when we integrate with respect to k and use the
Cauchy–Schwarz and Young inequalities; (ix) Follows from (viii); (x) We observe
‖W 1/2p(t)‖2L2 = ‖p(t)‖2L2 + ‖V 1/2p(t)‖2L2 = ‖p(0)‖2L2 + (2π)−2‖∂p(t)‖2L2, where
we used the equality stated in the proof of (i) just above; (xi) This follows from
(iii), (ix) and (x); and finally (xii) By a standard change of variables ξ = y + z
and η = y − z we have (see for example Power [71])∫ 0
−∞
∫ 0
−∞
p∗(y + z; t)p(y + z; t) dy dz =
∫ 0
−∞
∫ −ξ
ξ
p∗(ξ; t)p(ξ; t) dη dξ
=
∫ 0
−∞
(2|ξ|)p∗(ξ; t)p(ξ; t) dξ,
which is bounded by ‖W 1/2p(t)‖2L2 . Now if p(t) ∈ L2W (R;C) then we observe
that additive P (t) ∈ J2. ⊓⊔
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We establish the sense in which a solution to the KdV Prescription 2 exists.
Lemma 4 (Existence and Uniqueness: KdV prescription). Assume that
p0 ∈ H(R;R) ∩ L2W (R;R), qˆ0 ≡ p0 and det(id + Qˆ(x; 0)) 6= 0 where Qˆ(x; 0) has
integral kernel q0 = q0( · + x) for any x ∈ R. Then there exists a T > 0 such
that for each t ∈ [0, T ] and x ∈ R we have: (i) The solution p = p(y + x; t)
to the equation ∂tp = ∂
3
xp is such that p( · + x; t) ∈ H(R;R) ∩ L2W (R;R) with
p(x; 0) = p0(x) and thus P (x; t) ∈ J2 and is a smooth function of x and t;
(ii) The determinant det2(id + Qˆ(x; t)) 6= 0; (iii) There exists a unique solution
g ∈ C∞([0, T ];C∞(R×2− × R;R)) to the linear Fredholm equation (with qˆ ≡ p):
p(y + z + x; t) = g(y, z;x, t) +
∫ 0
−∞
g(y, ξ;x, t)qˆ(ξ + z + x; t) dξ.
Proof. In order, the results are established as follows. First (i), the time regular-
ity of p follows directly from the spatial regularity assumed on the initial data.
Further, the regularity of p = p( · + x, t) with respect to x follows by the addi-
tivity assumption. Thus via the results of the dispersive linear PDE Lemma 3
we deduce P (x; t) ∈ J2 and it is a smooth function of x and t; Second (ii), since
P = P (x; t) ∈ J2 is a smooth function of x and t so is Qˆ = Qˆ(x; t) ∈ J2 and so
det2(id + Qˆ(x; t)) 6= 0 for t ∈ [0, T ′] for some time T ′ > 0, if T ′ < T we reset T
to be T ′; Third (iii) now follows from the abstract result given in the existence
and uniqueness Lemma 1 for the canonical prescription; recall Qˆ = P here. ⊓⊔
We now prove the following result originally given by Po¨ppe [68]. Note that
〈G〉 = 〈G〉(x, t) and is given by 〈G〉(x, t) = g(0, 0;x, t). We think of 〈G〉 as our
observations of the operator quantity G.
Theorem 2 (KdV decomposition). Assume the Hilbert–Schmidt operators
P , Qˆ and G satisfy the Po¨ppe Prescription 2 and their corresponding kernels sat-
isfy all the assumptions of the corresponding existence and uniqueness Lemma 4.
Then for some T > 0 the integral kernel g = g(y, z;x, t) corresponding to G sat-
isfies the non-local evolution equation for every t ∈ [0, T ],
∂tg(y, z;x, t)− 3∂xg(y, 0;x, t)∂xg(0, z;x, t) = ∂3xg(y, z;x, t),
and so the function 〈G〉 = 〈G〉(x, t) given by 〈G〉(x, t) = g(0, 0;x, t) satisfies the
primitive form of the Korteweg de Vries equation
∂t〈G〉 − 3
(
∂x〈G〉
)2
= ∂3x〈G〉.
Proof. Since Qˆ = P we note G = P (id + P )−1, and we set U := (id + P )−1. We
also observe the partial fractions formula: id − U = PU = UP . Since G = PU
and ∂U = −U(∂P )U , direct computation using the Leibniz rule and ∂tP = ∂3xP
reveals (subscripts denote partial derivatives)
∂tG− ∂3xG = −UxxPxU − UPxUxx − 2UxPxxU − 2UPxxUx − 2UxPxUx.
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Next using id− U = PU = UP we observe Ux = −UxP − UPx = −PxU − PUx
and thus Uxx = −2UxPxU − UPxxU = −2UPxUx − UPxxU . Hence we have
−UxxPxU − UPxUxx = (2UxPxU + UPxxU)(PxU)
+ (UPx)(2UPxUx + UPxxU)
= − 4UxPxUx − UPxxUx − UxPxxU.
Substituting into the expression for ∂tG− ∂3xG above we find
∂tG− ∂3xG = − 3
(
UxPxUx + UPxxUx + UxPxUx + UxPxxU
)
= 3
(
UxPxPxU + UxPxPUx + UxPPxxU + UPxPxxU
+ UxPPxUx + UPxPxUx + UPxxPxU + UPxxPUx
)
= 3
(
Ux(PPx)xU + Ux(P
2)xUx + U(PxP )xUx + U(P
2
x )xU
)
,
where we used Ux = −UxP − UPx = −PxU − PUx and combined similar terms
on the right hand side. Using the first relation in the product rule Lemma 2 and
suppressing the implicit x and t dependence we observe since G = PU = UP :
∂tg(y, z)− ∂3xg(y, z) = 3
(
Ux U
)( P 2 PPx
PxP P
2
x
)
x
(
Ux
U
)
= 3
(
Ux U
)((P
Px
)(
P Px
))
x
(
Ux
U
)
= 3
(
[UxP + UPx](y, 0)
)(
[PUx + PxU ](0, z)
)
= 3
(
[(UP )x](y, 0)
)(
[(PU)x](0, z)
)
= 3
(
[Gx](y, 0)
)(
[Gx](0, z)
)
,
which gives the result. ⊓⊔
Remark 6. The proof above is based on Po¨ppe [68]. It only utilises simple non-
commutative calculus rules and the product rule Lemma 2.
The Existence and Uniqueness Lemma 4 for the Korteweg de Vries prescrip-
tion and Theorem 2 establishing the decomposition, imply that we can generate
solutions to the Korteweg de Vries equation as follows. Suppose we are given
the arbitrary smooth data function p0 = p0(x). We generate the correspond-
ing solution p = p(x, t) to the linear equation ∂tp = ∂
3
xp analytically either in
Fourier space or as a convolution integral with the Airy function kernel. In other
words we analytically evaluate p = p(x; t) at the prescribed time t > 0. Then for
any given time t > 0 we can generate a corresponding solution 〈G〉 = 〈G〉(x, t)
where 〈G〉(x, t) = g(0, 0;x, t) by solving the Fredholm equation in Lemma 4
for g(y, z;x, t). Then setting y = z = 0 generates the corresponding solution
〈G〉 = 〈G〉(x, t) to the primitive form of the Korteweg de Vries equation.
Remark 7 (Initial data). Note we start with initial data say p0 for the linearised
Korteweg de Vries equation which is quite arbitrary, and then compute the cor-
responding initial data 〈G〉(x, 0) for the nonlinear Korteweg de Vries equation.
Ideally we would like the logical flow to be in the other direction, i.e. given
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〈G〉(x, 0) we would like to compute a corresponding p0. In principle this is pos-
sible via classical “scattering” methods. Indeed McKean [60, p. 238] remarks on
whether we could perform this more straightforwardly in the Grassmann–Po¨ppe
approach herein.
We demonstrate this approach with numerical simulations in Appendix A.
4. Nonlinear Schro¨dinger equation
We give a new proof that the solution to the nonlinear Schro¨dinger equation
(NLS) is given by the solution to a linear Fredholm equation involving the data
from the linearised form of the nonlinear Schro¨dinger equation together with a
quadratic relation as outlined presently. Referring to the notation and definitions
given in Section 3 just above, we carry through Po¨ppe’s programme for the
nonlinear Schro¨dinger equation through the following prescription.
Prescription 3 (Nonlinear Schro¨dinger equation). Assume the Hilbert–
Schmidt operator P = P (x, t) is additive in the sense given in Definition 2 with
corresponding integral kernel given by p = p(y + z + x; t). Assume also that
Qˆ = Qˆ(x, t) and G = G(x, t) are time-dependent Hilbert–Schmidt operators
with corresponding integral kernels given by qˆ = qˆ(y, z;x, t) and g = g(y, z;x, t).
Suppose all three operators satisfy the system of linear equations
i∂tP = ∂
2
xP,
Qˆ = P †P,
P = G(id + Qˆ).
As in the last Section 3 for the Korteweg de Vries equation, we note 〈G〉 =
〈G〉(x, t) is given by 〈G〉(x, t) = g(0, 0;x, t), and from the prescription, the ad-
ditive kernel p = p(x, t) satisfies i∂tp = ∂
2
xp. Note we now assume a quadratic
relation between Qˆ and P as shown, where P † denotes the adjoint of the complex-
valued Hilbert–Schmidt operator P . Our motivation for this quadratic relation
comes from Zakharov and Shabat [86] and Ablowitz et al. [2].
Lemma 5 (Existence and Uniqueness: NLS prescription). Assume that
p0 ∈ H(R;C)∩L2W (R;C), then there exists a T > 0 such that for each t ∈ [0, T ]
and x ∈ R we have: (i) The solution p = p(y + x; t) to i∂tp = ∂2xp is such that
p( · +x; t) ∈ H(R;C)∩L2W (R;C) with p(x, 0) = p0(x) and thus P (x; t) ∈ J2 and
is a smooth function of x and t; (ii) The function given by
qˆ(y, z;x, t) =
∫ 0
−∞
p∗(y + ξ + x; t)p(ξ + z + x; t) dξ,
i.e. the kernel corresponding to Qˆ, is such that Qˆ(x; t) ∈ J1 and is a smooth
function of x and t; (iii) If det(id+Qˆ(x; 0)) 6= 0, which we assume, then we have
det(id+Qˆ(x; t)) 6= 0; (iv) There exists a unique g ∈ C∞([0, T ];C∞(R×2− ×R;C))
which satisfies the linear Fredholm equation:
p(y + z + x; t) = g(y, z;x, t) +
∫ 0
−∞
g(y, ξ;x, t)qˆ(ξ, z;x, t) dξ.
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Proof. In order, the results are established as follows. First (i), these results are
established exactly as for the existence and uniqueness Lemma 4 for the KdV
equation via the results of the dispersive linear PDE Lemma 3. Second (ii), that
Qˆ = P †P ∈ J1 for every x ∈ R and t ∈ [0, T ] follows from the Hilbert–Schmidt
ideal property since ‖P †P‖J1 6 ‖P †‖J2‖P‖J2. Third (iii), since P = P (x; t) is
smooth in x and t so is Qˆ = Qˆ(x; t) and so det(id+ Qˆ(x; t)) 6= 0 for t ∈ [0, T ′] for
some time T ′ > 0, if T ′ < T we reset T to be T ′. Fourth (iv), again follows from
the corresponding abstract result given in the existence and uniqueness Lemma 1
for the canonical prescription with the mild modification Qˆ = P †P ∈ J1. ⊓⊔
Theorem 3 (Nonlinear Schro¨dinger decomposition). Assume the Hilbert–
Schmidt operators P , Qˆ and G satisfy the Po¨ppe Prescription 3 and their corre-
sponding kernels satisfy all the assumptions of the corresponding existence and
uniqueness Lemma 5. Then for some T > 0 the integral kernel g = g(y, z;x, t)
corresponding to G satisfies the non-local evolution equation for every t ∈ [0, T ],
i∂tg(y, z;x, t) = ∂
2
xg(y, z;x, t) + 2g(y, 0;x, t)g
∗(0, 0;x, t)g(0, z;x, t),
and so the function 〈G〉 = 〈G〉(x, t) given by 〈G〉(x, t) = g(0, 0;x, t) satisfies the
nonlinear Schro¨dinger equation
i∂t〈G〉 = ∂2x〈G〉+ 2
∣∣〈G〉∣∣2〈G〉.
Proof. Our procedure is similar to that for the Korteweg de Vries equation. Since
Qˆ = P †P we write G = P (id + P †P )−1 and set U := (id + P †P )−1. We note
the partial fractions formula id − U = P †PU = UP †P . We also observe since
i∂tP = ∂
2
xP we have i∂t(P
†P ) = −P †xxP+P †Pxx. Since ∂U = −U(∂(P †P ))U by
further differentiation we have Uxx = −Ux(P †P )xU−U(P †P )xxU−U(P †P )xUx.
Using i∂tP = ∂
2
xP direct computation implies
i∂tG− ∂2xG = − PU
(
i∂t(P
†P )
)
U − 2PxUx − PUxx
= PU
(
P †xxP − P †Pxx
)
U + 2PxU(P
†P )xU
+ PUx(P
†P )xU + PU(P
†P )xxU + PU(P
†P )xUx
= 2PUP †xxPU + 2PxU(P
†P )xU + PUx(P
†P )xU
+ 2PU(P †xPx)U + PU(P
†P )xUx
= 2
(
PU(P †xP )xU + PxU(P
†P )xU + PUx(P
†P )xU
)
,
where in the last step we used Ux = −U(P †P )xU . If we set V := (id + PP †)−1
we have PU = V P and 1 − V = V PP † = PUP † so Vx = −(PUP †)x =
−V (PP †)xV . Using these relations, the first relation in the product rule Lemma 2
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and suppressing the implicit x and t dependence we observe:
i∂tg(y, z)− ∂2xg(y, z) = 2
((
[PUP †x ](y, 0)
)(
[PU ](0, z)
)
+
(
[PxUP
†](y, 0)
)(
[PU ](0, z)
)
+
(
[PUxP
†](y, 0)
)(
[PU ](0, z)
))
= 2
(
[(PUP †)x](y, 0)
)(
[PU ](0, z)
)
= 2
(
[V (PP †)xV ](y, 0)
)(
[PU ](0, z)
)
= 2
([
V P ](y, 0)
)(
[P †V ](0, 0)
))(
[G](0, z)
)
= 2
([
G](y, 0)
)(
[G†](0, 0)
))(
[G](0, z)
)
which gives the result. ⊓⊔
As for the Korteweg de Vries equation, we can generate solutions to the nonlinear
Schro¨dinger equation as follows. Suppose we are given the arbitrary smooth
data function p0 = p0(x). We generate the corresponding solution p = p(x, t)
to the linear equation i∂tp = ∂
2
xp analytically, again either in Fourier space
or as a convolution integral. We can generate the corresponding function qˆ =
qˆ(x, t) by computing the integral given in part (ii) of Lemma 5. Then for any
given time t > 0 we can generate a corresponding solution 〈G〉 = 〈G〉(x, t)
where 〈G〉(x, t) = g(0, 0;x, t) by solving the Fredholm equation in Lemma 5
for g(y, z;x, t). Setting y = z = 0 generates the corresponding solution 〈G〉 =
〈G〉(x, t) to the nonlinear Schro¨dinger equation. Remark 7 regarding arbitrary
data given for 〈G〉 also applies here. Lastly, we demonstrate the approach above
in practice with numerical simulations in Appendix A.
Remark 8 (Integrable hierarchy). The Grassmann–Po¨ppe approach we outlined
for the KdV and NLS equations extends to the integrable hierarchy including the
modified KdV, coupled diffusion and anti-diffusion system with cubic nonlinear-
ity (see Kraenkel and Senthilvelan [48]) and so forth. See Doikou, Malham and
Stylianidis [29] and Stylianidis [80] for these and non-commutative extensions.
5. Smoluchowski’s coagulation and related equations
We extend Po¨ppe’s programme to Smoluchowski’s coagulation equations and
some related models. Smoluchowski’s coagulation equation has the form
∂tg(x; t) =
1
2
∫ x
0
K(y, x− y)g(y; t)g(x− y; t) dy − g(x; t)
∫ ∞
0
K(x, y)g(y; t) dy,
where g(x; t) denotes the density of molecular clusters of mass x andK = K(x, y)
is a given frequency kernel. Briefly, the rationale for this model is as follows. Let
us focus on a cluster of mass x. The underlying assumption is that the rate at
which a cluster of mass x merges with a cluster of mass y is proportional to the
product of the density of the clusters, i.e. proportional to g(x; t)g(y; t). The con-
stant of proportionality is the frequency kernelK = K(x, y) which takes different
forms depending on the application; see Aldous [4] for more details. Only clusters
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of mass less than x can coalesce to produce clusters of mass x and thus the rate
at which clusters of mass y 6 x and x−y coalesce is 12K(y, x−y) g(y; t)g(x−y; t),
where the half factor accounts for the labelling symmetry x − y ↔ y. The total
contribution to the rate of increase of clusters of density g(x; t) is thus the total
coalescence gain term shown above. In the coalescence process clusters of mass
x are being lost at all levels at the rate K(x, y) g(x; t)g(y; t) and this results in
the total loss term (second term on the right) shown above. Smoluchowski’s co-
agulation equation has been employed in many applications which include mod-
elling of polymerisation, aerosols, clouds/smog, clustering of stars and galaxies
as well as schooling and flocking. Again see Aldous [4] for more details. For
any frequency kernel K the total mass m1(t) :=
∫
[0,∞) xg(x; t) dx of clusters is
constant. This can be established by multiplying the equation above by x, inte-
grating over x ∈ [0,∞), swapping the order of integration in the first term and
making a simple change of variables. There are three special kernels K(x, y) = 1,
K(x, y) = x+y and K(x, y) = xy which are notable because in each case Smolu-
chowski’s coagulation equation is explicitly solvable; see for example Menon and
Pego [61]. Our goals herein are as follows. We explore the constant kernel case
in detail and show how it fits naturally into our context of Grassmann–Po¨ppe
flows. We show how more general Smoluchowski-type equations also naturally fit
into this context as well. We then briefly explain the well-known natural context
for the additive and multiplicative kernel cases which will then be considered in
more detail in Section 6.
Hence we begin by assuming K(x, y) = 1 throughout this section apart from
where indicated otherwise. In the case K(x, y) = 1 the evolution of the total
number of clustersm0(t) :=
∫
g(x; t) dx, where the integration is over x ∈ [0,∞),
is given immediately as follows. Integrating the equation above over x ∈ [0,∞),
swapping the order of integration in the first term and making a change of
variables reveals m˙0 = − 12m20 and so m0(t) = m0(0)/(1 + tm0(0)/2). With
m0 = m0(t) determined, we observe g = g(x; t) satisfies
∂tg(x; t) =
1
2
∫ x
0
g(y; t)g(x− y; t) dy − g(x; t)m0(t).
With this in hand, as is well-known, the natural context for the Smoluchowski
equation in this case is Laplace transform space, see Menon and Pego [61]. For
any function g ∈ L1(R+;R), we define its Laplace transform g = g(s) by
g(s) :=
∫ ∞
0
e−sx g(x) dx.
Direct computation reveals if g = g(x; t) satisfies Smoluchowski’s equation with
K = 1, then its Laplace transform g = g(s; t) satisfies the Riccati equation
∂tg =
1
2g
2 −m0g.
The natural prescription is given by the following linear system. Assume we are
given arbitrary data g0 = g0(s) to the Riccati equation above so g(s, 0) = g0(s).
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Prescription 4 (Smoluchowski constant kernel equation). Assume the
real-valued functions q = q(s; t), p = p(s; t) and g = g(s; t) satisfy:
∂tp = −m0p,
∂tq = − 12p,
p = gq,
where q(s, 0) = 1 and p(s, 0) = g0(s).
A straightforward calculation reveals g satisfies the Riccati equation above pro-
vided q 6= 0. Since q(s, 0) = 1, this is guaranteed for t ∈ [0, T ] for some T > 0.
The corresponding prescription in mass cluster space in this case is as follows.
Assume the real-valued functions qˆ = qˆ(x; t), p = p(x; t) and g = g(x; t) satisfy:
∂tp = −m0p,
∂tqˆ = − 12p,
p(x; t) = g(x; t) +
∫ x
0
g(y; t) qˆ(x − y; t) dy,
where qˆ(x, 0) = 0 and p(x, 0) = g0(x). Note we decomposed the Laplace trans-
form q(s, t) = 1+qˆ(s, t) where qˆ is the Laplace transform of qˆ. To show g = g(x; t)
satisfies Smoluchowski’s equation in this context, we require the result of the In-
verse Kernel Lemma 6 below. We omit this demonstration here as this example
is a special case of our general Smoluchowski-type equation result below.
Remark 9 (Rescaling). We can always rescale the solution g so that g = Hg˜ for
some function H = H(x). For example in the case of Smoluchowski’s coagulation
equation with K = 1 this would result in the equation
∂tg˜(x; t) =
1
2
∫ x
0
H(y)H(x− y)
H(x)
g˜(y)g˜(x− y) dy − g˜(x)
∫ x
0
H(y)g˜(y) dy.
Any coagulation-type equations of this form can be solved as outlined above as
they can be converted to the K = 1 case by rescaling.
Remark 10 (Exponential coagulation kernels). Some not-so-obvious example fre-
quency kernel cases can be solved in the manner outlined in the last Remark 9.
Consider the equation in Remark 9, but only involving the gain term on the right-
hand side. Suppose H(x) = exp(αx2) for some constant α ∈ C. Then the ratio
H(y)H(x−y)/H(x) = exp(−2αy(x−y)). Thus we could solve a gain-only Smolu-
chowski coagulation equation with frequency K(y, x−y) = exp(−2αy(x−y)) by
reversing the rescaling process outlined above. Indeed there is a whole family of
exponential coagulation frequency kernels generated by exponential functions of
monomials of x of any degree, for which the gain-only Smoluchowski coagulation
equation can be solved in this manner.
Our main goal in this section is to prove a given prescription of linear equations
generates the solution of a general Smoluchowski-type equation with constant
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coagulation frequency kernel K = 1. This equation has the form:
∂tg(x; t) =
∫ x
0
g(x− y; t)b(∂y)g(y; t) dy − g(x; t)
∫ ∞
0
g(y; t) dy
+ d(∂x)g(x; t)−
∫ x
0
a(x− y; t)g(y; t) dy
−
∫ x
0
∫ y
0
b0(y − z; t)g(z; t) dz g(x− y; t) dy.
In this equation: d = d(∂x) is a constant coefficient polynomial in ∂x of dis-
sipative or dispersive form; a = a(x, t) is a continuous function in space-time;
b = b(∂x) is a constant coefficient polynomial in ∂x of degree strictly less than
that of d and b0 = b0(x) is a continuous function. We think of this equation as
a general equation with non-local terms with the solution g = g(x; t) not neces-
sarily associated with a density of molecular clusters of mass x. For example we
do not expect there to be dissipation of the form “d(∂x)g(x; t)” of mass clusters
in the original coagulation context. However, if we omit this latter term, then in
the coagulation context the other local and nonlocal linear terms shown could be
interpreted as special fragmentation terms. In the general context, these equa-
tions have a natural form when expressed in terms of the convolution product
as we see presently. We immediately observe that if m0(t) :=
∫
g(x; t) dx, where
the integration is over x ∈ [0,∞), then by integrating the equation above over
x ∈ [0,∞) and swapping the order of integrations, we find
m˙0 = (D0 − a)m0 + (B0 − b0 − 1)m20.
Here we set: (i) D0 and B0 as the coefficients of the zero degree terms in d
and b, respectively; (ii) a and b0 as the averages of the functions a and b0 over
[0,∞), respectively, which we assume to exist. Further we have assumed the
boundary conditions ∂mg(0; t) = 0 for allm ∈ {0, 1, . . . , deg(d)−1} and t ∈ [0, T ]
together with analogous decay conditions in the far-field limit. This is a scalar
Riccati equation form0 so in principle we can determine m0 explicitly for a short
time at least. Hence we replace the second term on the right in the equation
above by g(x; t)m0(t) and henceforth subsume this term into the operator d,
thus allowing its coefficient of zero degree to be time dependent. With this
in hand, the general Smoluchowski-type equation above has a prescription in
terms of linear equations as follows. Note ‘∗’ represents the convolution product
(g ∗ q)(x) := ∫ x
0
g(x− y)q(y) dy.
Prescription 5 (General Smoluchowski-type equation). Assume the real-
valued functions q = q(x; t), p = p(x; t) and g = g(x; t) satisfy
∂tp = d(∂)p,
∂tq = a ∗ q + b0 ∗ p− b(∂)p,
p = g ∗ q,
where q = δ + qˆ, with δ = δ(x) the Dirac delta-function. We assume for all
t > 0 for which a solution exists ∂mp(0; t) = 0 for all m ∈ {0, 1, . . . , deg(d)− 1}.
Further we assume qˆ(x; 0) = 0 and p(x; 0) = g0(x) for a given data function g0
also satisfying the boundary conditions stated.
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In this context H = L2(R+;R)×Dom(d) and V = L2(R+;R), where Dom(d) is
the domain of the operator d in L2(R+;R) and we observe Dom(d) ⊆ Dom(b) ⊆
L2(R+;R). We assume qˆ ∈ C∞([0, T ];L2(R+;R)) and p ∈ C∞([0, T ]; Dom(d))
are convolution kernels associated with the operators Qˆ ∈ C∞([0, T ]; J2(V;V))
and P ∈ C∞([0, T ]; J2(V; Dom(d)), respectively, which satisfy the pair of dif-
ferential equations given in the prescription above. Indeed we derive explicit
formulae for them below in Remark 11.
Lemma 6 (Inverse kernel). Assume qˆ = qˆ(x; t) is such that qˆ(x; 0) = 0 and
qˆ ∈ C([0, T ];L2(R+;R)) for some T > 0. Then there exists a T ′ > 0 with
T ′ < T , such that there exists a Hilbert–Schmidt operator with kernel function
qˆ∗ = qˆ∗(y − x; t) with qˆ∗ ∈ C([0, T ′];L2(R2+;R)) such that for t ∈ [0, T ′] we
have q(x; t) = δ(x) + qˆ(x; t) and q∗(y − x; t) = δ(y − x) + qˆ∗(y − x; t) satisfy the
following relation for any function f ∈ C([0, T ′];C(R+;R)):∫ y
0
∫ x
0
f(z; t)q(x− z; t) dz q∗(y − x; t) dx = f(y; t).
Proof. The Laplace transform of the result shown is f(s; t)q(s; t)q∗(s; t) = f(s; t).
Hence in Laplace transform space, provided q(s; t) 6= 0, there exists a q∗ =
q∗(s; t), namely q∗(s; t) = 1/q(s; t), such that the relation stated in the lemma
holds. Observe that q(s; t) = 1+ qˆ(s; t) with qˆ(s; 0) = 0 and q∗(s; t) = 1+ qˆ∗(s; t).
Hence at t = 0 we have qˆ∗(s; t) = 0. Further, for a short time at least q(s; t) 6= 0
and thus q∗(s; t) = 1/q(s; t) exists. Translating all these statements under the
inverse Laplace transform gives the result stated. ⊓⊔
Lemma 7 (Existence and Uniqueness: Smoluchowski prescription). As-
sume the data g0 ∈ Dom(d) is given and that there exists a T > 0 such that
p ∈ C∞([0, T ]; Dom(d)) and qˆ ∈ C∞([0, T ];L2(R+;R)) satisfy the system of
equations given in Prescription 5 for the general Smoluchowski-type equation.
Then by the Inverse Kernel Lemma 6 there exists an inverse kernel q∗ with
qˆ∗ ∈ C([0, T ′];L2(R+;R)) for some 0 < T ′ < T , and there exists a unique
solution g ∈ C∞([0, T ′]; Dom(d)) to the linear Volterra equation p = g ∗ q.
Lemma 7 follows immediately from Lemma 1 for the canonical linear system.
Theorem 4 (General Smoluchowski-type decomposition). Given g0 ∈
Dom(d) assume q = q(x; t), p = p(x; t) and g = g(x; t) satisfy the Smoluchowski
prescription 5 and the assumptions of the existence and uniqueness Lemma 7.
Then for some T > 0 the unique solution g ∈ C∞([0, T ]; Dom(d)) to the linear
Fredholm integral equation p = g ∗ q satisfies the evolution equation,
∂tg = d(∂)g + g ∗ (b(∂)g)− g ∗ a− g ∗ b0 ∗ g,
for all t ∈ [0, T ], with g(x; 0) = g0(x) together with the boundary conditions
∂mg(0; t) = 0 for all m ∈ {0, 1, . . . , deg(d)− 1} and t ∈ [0, T ].
Proof. In principle with careful matching we can call on our result for the canoni-
cal system in Section 2 here. However it is just as easy to prove directly, which we
now do. First, consider the boundary conditions. We set ∂ = ∂x. Since p = g∗q we
observe ∂p(x; t) = ((∂g)∗q)(x; t)+g(0; t)q(x; t). Since by assumption ∂p(0; t) = 0
and the first term on the right collapses to zero at x = 0 we deduce g(0; t) = 0.
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Using this we then see ∂2p(x; t) = ((∂2g) ∗ q)(x; t) + ∂g(0; t)q(x; t). Again since
∂2p(0; t) = 0 and the integral term vanishes at x = 0 we deduce ∂g(0; t) = 0.
Iterating this procedure we deduce that ∂m+1p(0; t) = 0 implies ∂mg(0; t) = 0
for m ∈ {0, 1, . . . , deg(d)− 2}. Hence the final boundary condition for ∂mg(0; t)
with m = deg(d) − 1 is not fixed yet. Hence we see
d(∂)p =
(
d(∂)g
) ∗ q + (Dg|0)q,
where Dg|0 := C∂deg(d)−1g(0; t) and C is the coefficient of the highest degree
term in d. Recall the degree of b is strictly less than d so this boundary term
does not appear in the corresponding expression involving b. Second, by direct
computation using p = g∗q, the product rule and that q and p satisfy the general
Smoluchowski-type prescription equations we find:
∂tg ∗ q = d(∂)p− g ∗ a ∗ q − g ∗ b0 ∗ p+ g ∗
(
b(∂)p
)
+ (Dg|0)q
=
(
d(∂)g
) ∗ q − (g ∗ a) ∗ q − g ∗ b0 ∗ g ∗ q + g ∗ (b(∂)(g ∗ q))+ (Dg|0)q
=
(
d(∂)g − g ∗ a− g ∗ b0 ∗ g + g ∗ (b(∂)g)
) ∗ q + (Dg|0)q.
We now multiply both sides by q∗, integrate over x ∈ [0, y] and use the In-
verse Kernel Lemma. The result of this is an equation involving the general
Smoluchowski-type equation evaluated at y plus the term (Dg|0)δ(y) equal to
zero. We deduce g must necessarily satisfy the general Smoluchowski-type equa-
tion and the final boundary condition ∂mg(0; t) = 0 for m = deg(d) − 1. ⊓⊔
Remark 11 (Explicit solution in practice). Using Prescription 5, in Laplace trans-
form space we observe p(s; t) = etd(s)g0(s). Solving the evolution equation for q
in Laplace transform space and using q0(s) = 1 and p0(s) = g0(s), we find
q(s; t) = e
∫
t
0
a(s;τ) dτ +
∫ t
0
e
∫
t
τ1
a(s;τ2) dτ2
(
b0(s) + b(s)
)
eτ1d(s) dτ1 g0(s).
The solution to the Smoluchowski Prescription 5 is then given by computing the
inverse Laplace transform of g(s; t) = p(s; t)/q(s; t).
Remark 12 (Domain the whole real line). We can equivalently consider a general
Smoluchowski-type equation over R, with all the integrals shown in the model
defined over R rather than [0,∞) and [0, x) and carry through the complete
scheme above analogously.
We round off this section with two related observations. The first is the following.
In the general Smoluchowski-type Theorem 4 above we imposed d = d(∂) and
b = b(∂) have constant coefficients. However there is at least one exceptional
case as follows. Consider the following prescription of linear equations.
Prescription 6 (Pre-Laplace Burgers equation). Assume q = q(x; t), p =
p(x; t) and g = g(x; t), with ν > 0 a constant parameter, satisfy for x ∈ R+:
∂tq = νx
2q,
p = 2νxq,
p(x; t) =
∫ x
0
g(y; t) q(x− y; t) dy.
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Proposition 1 (Pre-Laplace Burgers). Given real data g0 which is square
integrable over R+ with respect to all cubic polynomial weights, assume q =
q(x; t) and p = p(x; t) satisfy the prescription given just above. Assume we choose
T > 0 such that there exists an inverse kernel q∗ which is continuous in time
and square integrable over R with respect to all cubic polynomial weights and
satisfies the Inverse Kernel Lemma 6. Then there exists a unique solution g,
square integrable over R+ with respect to all cubic polynomial weights, satisfying
∂tg(x; t) = νx
2g(x; t) + 12x
∫ x
0
g(y)g(x− y) dy.
Proof. Note p also satisfies ∂tp = νx
2p. By direct calculation we observe∫ x
0
∂tg(y; t) q(x− y; t) dy = νx2p−
∫ x
0
g(y; t) ν(x − y)2q(x− y; t) dy
=
∫ x
0
ν
(
y2 + 2y(x− y))g(y)q(x− y; t) dy
=
∫ x
0
νy2g(y)q(x − y; t) dy +
∫ x
0
yg(y)p(x− y; t) dy.
In the last step we used p(x; t) = 2νxq(x; t). Using the final relation in the
prescription the second term on the right can be expressed in the form
∫ x
0
yg(y)p(x− y; t) dy =
∫ x
0
yg(y)
∫ x−y
0
g(z; t) q(x− y − z; t) dz dy
=
∫ x
0
yg(y)
∫ x
y
g(ξ − y; t) q(x− ξ; t) dξ dy
=
∫ x
0
∫ y
0
ξg(ξ)g(y − ξ; t) dξ q(x− y; t) dy
where we used the substitution ξ = y + z, swapped the labels ξ and y and
then swapped the order of integration. If we insert this expression into the first
calculation above, multiply both sides of the resulting equation by q∗, integrate
and use the Inverse Kernel Lemma 6, then we observe g = g(x; t) satisfies
∂tg(y; t) = νx
2g(x; t) +
∫ x
0
yg(y)g(x− y) dy.
This is equivalent to the equation stated when we integrate by parts. ⊓⊔
Remark 13. This result is the analogue of that in Beck et al. [10, Remark 8].
The second observation concerns Smoluchowski’s equation in the cases of the
additive K = x + y and multiplicative K = xy coagulation frequency kernels.
These two cases are intimately related, see Deaconu and Tanre´ [27, Section 3.3].
The natural contexts for these two cases are the desingularised and modified-
desingularised Laplace transform spaces, see Menon and Pego [61]. For any func-
tion g ∈ L1(R+;R), its desingularised Laplace transform π = π(s) is defined by
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π(s) :=
∫∞
0
(1− e−sx) g(x) dx. The desingularised Laplace transform of the solu-
tion to Smoluchowski’s equation in the additiveK = x+y case satisfies the invis-
cid Burgers equation with linear decay: ∂tπ+π∂sπ = −π. We define the modified-
desingularised Laplace transform π˜ = π˜(s) for any function g integrable on R+
with respect to any linear weight function by π˜(s) :=
∫∞
0
(1 − e−sx)xg(x) dx.
Then the modified-desingularised Laplace transform of the solution to Smolu-
chowski’s equation in the multiplicative K = xy case satisfies the inviscid Burg-
ers equation: ∂tπ˜ + π˜∂sπ˜ = 0. See Menon and Pego [61] for more details.
6. Inviscid Burgers equation and nonlinear graph flows
We consider the inviscid Burgers equation in light of its connection to Smolu-
chowski’s coagulation equation in the last section. Our results herein were in-
stigated by our work on Grassmannian flows and their applications to partial
differential equations with nonlocal nonlinearities; see Beck et al. [10,11]. We
were inspired by the work of Byrnes [16] and Byrnes and Jhemi [17] which
comes to the inviscid Burgers equation as a very special case of an optimal non-
linear control problem, as follows. They consider a control system of the form
q˙ = b(q) + σ(q)u for the system state q = q(t) where b is a nonlinear vec-
tor field as are each of the columns of the matrix σ. The function u = u(t) is
a control which must be chosen to minimise a general nonlinear cost function∫ T
0 L(q, u) dt+Q(q(T )), where L is a nonlinear Lagrangian density and Q a non-
linear final state realisation cost at time T > 0. See Byrnes [16] for more details.
For the Bolza problem every extremal control u∗ for any initial state q0 gives rise
to a canonical pair satisfying q˙ = ∇pH∗, p˙ = −∇qH∗, for some Hamiltonian H∗,
and p(T ) = −∇Q(q(T )). In addition u∗ = u∗(q, p) and the goal is to find a map
π such that p = π(q, t) so that the optimal control u∗ can be expressed in terms
of the current state q. Indeed a further goal is to solve the equation for the cur-
rent state feedback map π backwards in time from time T offline, and then use
it in the dynamical forward optimal control problem. This is analogous to the
case in optimal linear-quadratic control theory when π satisfies a Riccati ordi-
nary differential system. Here π satisfies the Riccati partial differential equation
∂tπ = ∇qH∗(q, π) + (∇qπ)∇pH∗(q, π) with π(0, t) = 0 and π(q, T ) = ∇qQ(q).
In the case of the Bolza problem for the quadratic cost function L(q, u) = |u|2
where p = u, the evolution of q and p is given by the pair of linear ordinary
differential equations q˙ = p and p˙ = 0. The Riccati partial differential equation
in this case corresponds to the inviscid Burgers equation.
With this knowledge in hand, we begin here with a reinterpretation of the
inviscid Burgers equation as follows. On the one hand we have the classical result
that the inviscid Burgers equation ∂tπ + (∇π)π = 0 for π = π(q; t) with initial
data π0 can be solved via characteristics by defining space-time curves q = q(a, t)
by q˙ = π(q, t) with q(a, 0) = a for all a ∈ Rn. Here n ∈ N is any fixed dimension.
Hence if π satisfies the inviscid Burgers equation and q evolves according to
the characteristic curves, we deduce π˙(q; t) = 0 along the characteristics curves.
Hence we find π(q(a, t); t) = π0(a) along the characteristics which are given
by q(a, t) = a + tπ0(a). Consequently to determine π = π(x; t) at any point
(x, t) ∈ R×R+ we must solve the algebraic equation x = a+tπ0(a) for a ∈ Rn and
substitute the result into π(x; t) = π0(a) so that π(x; t) = π0((id + tπ0)
−1(x)).
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On the other hand, as indicated by Byrnes [16] and Byrnes and Jhemi [17],
we can consider the prescription given by the following system of equations.
Prescription 7 (Inviscid Burgers equation). Assume for each a ∈ Rn the
R
n-valued functions q = q(a, t), p = p(a, t) and π = π( · , t) satisfy
q˙(a, t) = p(a, t),
p˙(a, t) = 0,
p(a, t) = π
(
q(a, t), t
)
,
where q(a, 0) = a so p(a, 0) = π0(a) and π0 : R
n → Rn is a given function.
We think of these equations as prescribing the evolution of a continuum of par-
ticles labelled by a ∈ Rn at time t = 0. The path of each particle is represented
by q(a, t) ∈ Rn. We call q(a, t) for all a ∈ Rn the flow while we shall call the map
qt : a 7→ q(a, t) the flowmap. Note the first two equations above, which are linear,
assert that the evolution of each of the particles in the ensemble is characterised
by zero acceleration, i.e. q¨(a, t) = 0 for all a ∈ Rn. The third relation in the pre-
scription above however represents a fundamental difference to our development
in the previous sections. In our current perspective we now seek a nonlinear
map π : (q(a, t), t) 7→ p(a, t), i.e. from the particle trajectory coordinates to the
particle momentum coordinates. In other words, we propose the existence of a
time-dependent nonlinear map that emulates or reproduces the momentum path
from knowledge of the particle path. In phase space we have(
q
p
)
=
(
q
πt ◦ q
)
=
(
id
πt
)
◦ q,
representing the graph of πt at any time t > 0. Note we have omitted the labels
‘a’ as well as explicit t-dependence for brevity, and to be precise πt ◦ q ≡ π(q, t).
Remark 14. We can also view the map πt above as follows. Since p˙ = 0, as
already intimated, we have π(q(a, t), t) = π0(a). For any given fixed t > 0, we
can re-write this as the relation πt ◦ qt = π0. Hence the map πt is analogous to
the inverse map to qt with respect to π0, or more precisely for any given fixed
t > 0, we see πt ◦ x = π0 ◦ q−1t ◦ x for all x ∈ Rn for which q−1t ◦ x ∈ Rn exists.
We now return to the result of Byrnes [16] and Byrnes and Jhemi [17].
Proposition 2 (Inviscid Burgers decomposition). For any a ∈ Rn assume
that q = q(a, t) and p = p(a, t) satisfy the prescription for the inviscid Burgers
equation given above. Assume for some T > 0 there exists a smooth invertible
function π such that for all t ∈ [0, T ] and a ∈ Rn we have p(a, t) = π(q(a, t), t).
Then π = π(q(a, t), t) satisfies the inviscid Burgers equation: ∂tπ + (∇π)π = 0.
Proof. By direct computation, since 0 = p˙(a, t) = π˙(q(a, t), t), the chain rule
implies 0 = (∂tπ)(q(a, t), t) + ((∇qπ)π)(q(a, t), t). ⊓⊔
We can now establish the well-known explicit solution as follows.
Corollary 1 (Inviscid Burgers solution). Given a smooth function π0 : R
n →
Rn, there exists a T > 0 such that for all t ∈ [0, T ] and x ∈ Rn the solution π =
π(x, t) to the inviscid Burgers equation is given by π(x, t) = π0((id+ tπ0)
−1(x)).
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Proof. Using q˙(a, t) = p(a, t) and p(a, t) = p(a, 0) = π0(a) we see q(a, t) =
a + tπ0(a). Via the standard argument, given x ∈ Rn, provided we can solve
x = a+ tπ0(a), which we can do for sufficiently small times when π0 is smooth,
then π(x, t) = π(q(a, t), t) = p(a, t) = π0(a) where a = (id + tπ0)
−1(x). ⊓⊔
We note the essential ingredient to finding an explicit solution is the ability to
determine the solution ‘a’ to the nonlinear algebraic relation x = a+ tπ0(a).
Remark 15 (Nonlinear graph manifold and coordinate patches). In the inviscid
Burgers Prescription Lemma 7 the underlying linear flow corresponds to the
phase space for (qt, pt) shown. The prescription also posits the time-dependent
nonlinear map πt : qt 7→ pt, from the particle to the momentum coordinates. As
we have just seen, the map πt satisfies the inviscid Burgers equation and the
prescription provides the mechanism for solution as a realisation of the method
of characteristics. Recall our discussion preceding Remark 14. We can view this
procedure as the projection of the linear flow of the phase space (qt, pt) on a
Stiefel manifold of n-frames in R2n onto the graph (id, πt)
T of the nonlinear map
πt. This interpretation can be found in Byrnes [16] and Byrnes and Jhemi [17]; in
optimal control this choice was made so the optimal feedback could be described
in terms of the current system state qt. If the map πt were linear we would
view this as the projection onto a given coordinate chart of the Grassmannian
Gr(R2n,Rn). In principle, as πt is nonlinear, this represents a coordinate patch
of a nonlinear graph manifold. We provide a formal description of such an object
here. We can think of the Grassmannian Gr(R2n,Rn) as the collection of all
possible suitably compatible graphs (
idS
πS◦
)
of linear maps πS◦ : R
n → Rn where S = {i1, . . . , in} with i1 < i2 < · · · < in
represents a subset of {1, . . . , 2n}. We think of the nonlinear graph manifold as
the collection of all possible suitably compatible graphs of linear or nonlinear
maps πS◦ : R
n → Rn of the form just above. Let us consider one particular
different coordinate patch, to the canonical choice where S = {1, . . . , n}, the
coordinate patch with S = {n + 1, . . . , 2n}. Hence, given the same underlying
phase space (qt, pt) from the prescription with q˙t = pt and p˙t = 0, suppose now
instead we seek the nonlinear map π′t : pt 7→ qt and to determine its evolution.
Thus in phase space we now have(
q
p
)
=
(
π′t ◦ p
p
)
=
(
π′t
id
)
◦ p,
which corresponds to S = {n + 1, . . . , 2n} and represents another coordinate
patch of the nonlinear graph manifold. Naturally in this case π′t = π
−1
t . Using
the underlying linear evolution equations for qt and pt we observe
p0 = pt = q˙t = (∂tπ
′
t) ◦ pt = (∂tπ′t) ◦ p0.
In other words, if we set y = p0 we find π
′
t ◦ y = π′0 ◦ y + ty. For a well defined
π′0 this solution is always well-defined. The question is, can we use such coor-
dinate patches to define patches in space-time using which we can construct a
generalised notion of solution to the inviscid Burgers equation for all t > 0? We
intend to investigate this question in detail elsewhere.
Applications of Grassmannian and graph flows 27
Remark 16. We make the following further formal observations:
(i) Generalised inviscid Burgers models. The evolution equations for q =
q(a, t) and p = p(a, t) can be generalised as follows. Assume q˙ = A(q, p, t)q +
B(q, p, t)p and p˙ = C(q, p, t)q+D(q, p, t)p, where A, B, C and D are commensu-
rate matrix-valued nonlinear functions of q and p. Then if p = π(q, t) we observe
that Cq+Dp = π˙ = ∂tπ+(∇qπ)(Aq+Bp). Hence if x = q(a, t) then π = π(x, t)
satisfies the first order nonlinear equation ∂tπ+(∇π)(A(x, π, t)x+B(x, π, t)π) =
C(x, π, t)x + D(x, π, t)π. Being able to find an explicit solution relies on be-
ing able to determine q and then q−1 for fixed t > 0 explicitly. For example
assume A, C and D are all zero but B = f(|p|2) for some smooth scalar-
valued function f . In this instance p˙ = 0 and the evolution of q is given by
q(a, t) = a + tf(|π0(a)|2)π0(a). Thus provided we can solve the nonlinear alge-
braic relation x = q(a, t) for a, thus establishing q−1, then π(x, t) = π0(q
−1(x))
is the solution to the equation ∂tπ + (∇π)f(|π|2)π = 0.
(ii) Linear Riccati maps. Suppose in (i) above for general coefficients A, B, C
and D, the Riccati map π is linear so p = πq, i.e. π is a suitably commensurate
multiplicative matrix. Then in this case p˙ = π˙q + πq˙ and the evolution of q and
p can be replaced by the pair of equations for q and π given by q˙ = A(q, π, t)q+
B(q, π, t)πq and the Riccati equation π˙ = C(q, π, t)+D(q, π, t)π−π(A(q, π, t)+
B(q, π, t)π). Note if A = A(t), B = B(t), C = C(t), D = D(t), then we obtain a
closed Riccati ordinary differential system for π, namely π˙ = C+Dπ−π(A+Bπ).
Once we solve this, we can in principle use the solution to solve the corresponding
ordinary differential equation for q; also see Ledoux, Malham and Thu¨mmler [53].
(iii) Riccati flow is a linear inviscid Burgers subflow. Let us examine a special
case of (ii) just above in detail. Suppose πR = πR(t; y) is a Riccati flow satisfying
the ordinary differential equation ∂tπR + π
2
R = 0, with y ∈ Rn a parameter. The
flow π(x, t; y) = πR(t; y)x is a linear subflow to the inviscid Burgers equation
generated by the initial data π0(a; y) = πR(0; y)a. This is established as fol-
lows. The inviscid Burgers solution corresponding to such initial data requires
x = a + tπR(0; y)a, i.e. a = (In + tπR(0; y))
−1x where the inverse is a ma-
trix inverse. Hence we see π(x, t; y) = πR(0; y)a = πR(0; y)(In + tπR(0; y))
−1x.
We note π(x, t; y) is linear in x so we set πR(t; y) := πR(0; y)(In + tπR(0; y))
−1
which is the solution to the Riccati equation mentioned. Indeed explicitly we
find ∂tπ(x, t; y) = −π2R(t; y)x and naturally (∇xπ)π = π2R(t; y)x.
(iv) Generalised Riccati equations. In Beck et al. [10,11] we assumed q and
p were in general the integral kernels associated with Hilbert–Schmidt opera-
tors, say Q and P respectively, with the operators A, B, C and D indicated in
Remark 16 as either bounded operators or with B and D possibly differential
operators. Further, as in the last example, we assumed the Riccati relation was
linear, indeed the operators associated with the kernels q and p were related via
a Fredholm equation. More generally though we could also consider a nonlinear
Fredholm equation relating the operators associated with the kernels q and p,
for example of the form P = π(Q, t), where the Hilbert–Schmidt valued kernel
of the solution operator π satisfies a generalised Riccati evolution equation in
the sense suggested by Byrnes [16].
Remark 17 (Madelung transform). This transform takes solutions w = w(x, t) to
the Schro¨dinger equation i∂tw+
1
2∆w = (f(|w|2)+W )w, for some given potential
W =W (x, t), and transforms them to solutions of the following inviscid system
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of compressible fluid equations (and vice-versa)
∂tv + (∇v)v +∇
(
f(ρ) +W
)
= 12∇
(
∆(
√
ρ)/
√
ρ
)
,
∂tρ+∇T(ρv) = 0,
for potential flows v = ∇φ. The transform is given by w = √ρeiφ and represents
the complex form of the Cole–Hopf transform. To see this we set v = ∇φ and√
ρ = eψ. We set f ≡ 0 for simplicity. In these variables the Madelung transform
becomes w = eψ+iφ or w = eΦ if Φ = ψ + iφ. The pair of equations above is
then equivalent to i∂tΦ +
1
2 |∇Φ|2 + 12∆Φ = W . As is well-known, if we make
the transform w = eΦ then w satisfies the linear Schro¨dinger equation i∂tw +
1
2∆w = Ww. For more details on the Madelung transform see Carles, Danchin
and Saut [19] or Khesin, Misolek and Modin [46,47].
A natural question is how the graph flows we considered for the inviscid Burg-
ers equation might extend to the viscous Burgers equation. Briefly, suppose we
consider particle paths labelled by a ∈ Rn generated by the stochastic processes
Qt(a) = a+
∫ t
0 Ps(a) ds+
√
2νBt, where ν > 0 is a constant, Bt is an R
n-valued
standard Brownian motion and the precise form for the drift Ps = Ps(a) will be
given presently. A representation for the solution π = π(x, t) with x ∈ Rn can
be obtained via the Itoˆ chain rule as follows; see Constantin and Iyer [22].
Lemma 8 (Burgers solution representation). Assume for some T > 0 that
π : Rn × [0, T ] → Rn is a smooth solution π = π(x, t) to the Burgers equation
∂tπ + (∇π)π + ν∆π = 0 for t ∈ [0, T ] with π(x, 0) = π0(x) for all x ∈ Rn
where π0 ∈ C∞(Rn;Rn) ∩ H1(Rn;Rn). Further assume that Qt = Qt(a) is
the stochastic process given by Qt(a) = a +
∫ t
0 Ps(a) ds +
√
2νBt with the drift
function given by Pt(a) = π(Qt(a), t). Then the solution π = π(x, t) to the
Burgers equation has the representation: π(x, t) = E [π0(Q
−1
t (x))].
Proof. By direct computation using the Itoˆ chain rule, see Øksendal [65], we find
π
(
Qt(a), t
)
= π0(a) +
∫ t
0
(
∂sπ + (∇π)π + ν∆π
)(
Qs(a), s
)
ds
+
√
2ν
∫ t
0
(∇π)(Qs(a), s) dBs.
Setting x = Qt(a), using π is a smooth solution to the Burgers equation and
taking the expectation of both sides, we obtain the stated representation. ⊓⊔
This last result is reminiscent of the method of characteristics for the inviscid
Burgers equation, and indeed represents the natural extension of the method
to this context. For a comprehensive account of this see Busnello, Flandoli and
Romito [15] and Constantin and Iyer [22,23]. Also see Section 8 where we for-
mally explore graph flows and the stochastic Burgers equation.
Remark 18 (Generalised graph flows). In general we have complete freedom in
the prescriptions we have given. For example, a theme we can identify is a
functional relation between three dynamic variables with the dynamics of two of
the variables prescribed. Hence, as an explicit example, suppose we choose the
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functional relation to be p = q(π) where p = p(x, t), π = π(x, t) and q = q(π)
only, with all variables scalar and real. Further assume p satisfies the linear
partial differential equation ∂tp = ∂
2
xp. We will prescribe the constraint on the
function variable q presently. Our goal is to determine the potential dynamics
satisfied by π. By direct computation we observe that ∂tp = (∂πq)∂tπ and ∂
2
xp =
(∂πq)(∂
2
xπ) + (∂
2
πq)(∂xπ)
2. Equating these two quantities and assuming ∂πq 6= 0
we find that ∂tπ = ∂
2
xπ + ((∂
2
πq)/(∂πq))(∂xπ)
2. Suppose we now prescribe q
so that it satisfies the linear differential equation ∂2πq = −c∂πq for some real
constant c. This completes our prescription. One solution is q(π) = exp(−cπ).
This represents the Cole–Hopf transformation for the Hamilton–Jacobi equation
∂tπ + c(∂xπ)
2 = ∂2xπ and thus potential solutions of Burgers’ equation; see
Evans [37, p. 194] and Remark 19.
Remark 19 (Cole–Hopf and Cameron–Martin–Girsanov theorems). We record
the natural connection between the Cole–Hopf transformation for potential so-
lutions of the viscous Burgers equation and the Cameron–Martin–Girsanov The-
orem. At the partial differential equation level we note that if v = v(y, t) sat-
isfies Burgers equation ∂tv + v
T∇v = ν∆v, and v = ∇φ for some function
φ = φ(y, t), then φ satisfies the Hamilton–Jacobi partial differential equation
∂tφ +
1
2 |∇φ|2 = ν∆φ. Suppose we set w′ = −(2ν)−1e−φ/2νv. Note this is
equivalent to the change of measure at the stochastic differential equation level
and thus here the Cameron–Martin–Girsanov Theorem is realised at the func-
tion partial differential equation level. We note that w′ satisfies the heat equa-
tion since we have ν∆w′ = ν∆(−(2ν)−1e−φ/2νv) = e−φ/2ν((2ν)−2(12 |∇φ|2 +
ν∆φ)v− (2ν)−1(vT∇v+ ν∆v)) = −(2ν)−1e−φ/2ν(−(2ν)−1(∂tφ)v+ ∂tv) = ∂tw′.
Then if w′ = ∇w, with w necessarily satisfying the heat equation, then we see
∇w = −(2ν)−1e−φ/2ν∇φ∇w = −(2ν)−1e−φ/2ν∇φ ⇔ w = e−φ/2νw = e−φ/2ν ,
and thus v = −2νeφ/2ν∇w = −2νw−1∇w = −2ν∇ logw. This is the Cole–
Hopf transformation for Burgers potential solutions. It is an example of the
Grassmann–Po¨ppe approach, see Beck et al. [10, Remark 8]. Also see Lejay [54]
and Doikou, Malham and Wiese [31].
7. Nonlinear elliptic systems
Herein we briefly explore how the Grassmannian flow prescription we developed
above can be adapted to linearise and construct solutions, here rational solutions,
to specific classes of nonlinear elliptic systems. Suppose for x ∈ Rn with n ∈ N
that a = a(x) and d = d(x) are Rn-valued smooth functions, while b = b(x) and
c = c(x) are real-valued smooth functions. Consider the following prescription.
Prescription 8 (Nonlinear elliptic system). Assume the the real-valued
function q = q(x), the Rn-valued functions p = p(x) and g = g(x) satisfy
∇q = aq + bp,
∇Tp = cq + dTp,
p = gq,
where we also assume b is non-zero on R.
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Theorem 5 (Nonlinear elliptic system decomposition). Assuming there
exist smooth solution functions q = q(x) ∈ R, p = p(x) ∈ Rn to the pair of first
order differential equations given in the prescription with q non-zero on R, then
the function g = g(x) satisfies the partial differential equation:
∇Tg = c+ dTg − gTa− gTbg.
Furthermore the solution to this equation is given by g = p/q.
Proof. Using the product rule to compute the ∇T derivative of p = gq we find
∇Tp = (∇Tg)q + gT∇q ⇔ cq + dTgq = (∇Tg)q + gT(a+ bg)q.
Dividing by q 6= 0 and rearranging the terms gives the result. ⊓⊔
This abstract result aligns with our goals herein when we assume g = g(x) is
given by g = D∇φ where D = D(x) is a non-singular Rd×d diffusion matrix
and φ = φ(x) is a scalar potential function. Define the coefficient functions
d′(x) = DT(x)d(x), a′(x) = DT(x)a(x) and b′(x) = DT(x)b(x)D(x). Then we
see that φ = φ(x) satisfies the nonlinear elliptic equation
∇T(D∇φ) = c+ (d′)T∇φ− (∇φ)Ta′ − (∇φ)Tb′(∇φ).
Now the question is whether our prescription above can be used to solve such a
nonlinear elliptic equation? Consider the case when a = a′ = 0, D(x) = ε(x)In
for some scalar-valued function ε(x) and c = 0. In this case the nonlinear elliptic
equation reduces to the following case (recall b is scalar)
∇T(ε∇φ) = εdT∇φ− εb|∇φ|2.
According to our prescription we are required to solve the pair of first order
equations ∇q = bp and ∇Tp = dTp, which upon substituting the former into the
latter amounts to solving the linear elliptic equation ∇T(b−1∇q) = dT(b−1∇q).
Hence assuming we can solve this linear elliptic equation for q = q(x), which is
the linearised form of the nonlinear elliptic equation above, then we can set p =
b−1∇q and solutions to the nonlinear elliptic equation are given by ε∇φ = p/q.
Remark 20 (Time-dependent system).We can pursue our strategy above one step
further as follows. Let us assume for x ∈ Rn and t > 0 that a = a(x, t) is an Rn-
valued smooth function, while b = b(x, t) and c = c(x, t) are real-valued smooth
functions. Now consider the following time-dependent prescription. Assume the
the real-valued function q = q(x, t), the Rn-valued functions p = p(x, t) and
g = g(x, t) satisfy ∇q = a∂tq + bp, ∇Tp = cq + aT∂tp and p = gq. We now
employ analogous computations to those given in the proof of the decomposition
Theorem 5 above for the nonlinear elliptic system. Thus using the product rule
to compute the ∇T derivative of p = gq we find ∇Tp = (∇Tg)q + gT∇q which
upon substituting for∇Tp and∇q gives cq+aT∂t(gq) = (∇Tg)q+gT(a∂tq+bgq).
After cancellation this implies cq+(aT∂tg)q = (∇Tg)q+(gTbg)q. Then as before,
dividing by q 6= 0 generates the nonlinear equation for g = g(x, t):
∇Tg = c+ aT∂tg − gTbg.
Again, the solution to this equation is given by g = p/q, assuming we can
determine the solutions q = q(x, t) and p = p(x, t) to the first order linear
partial differential equations given in the prescription.
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Remark 21 (Superpotentials). The solution g can be thought of as the superpo-
tential associated with the boundary value problem prescribed by the coupled
equations for q and p; see Beck and Malham [9, Remark 4.7].
8. Discussion
We formally discuss further extensions of the Grassmann the graph flows we
outlined above. We thus present the following sequence of examples:
(1) Systems upon systems.We emphasise we can build systems upon systems.
By this mean that now we know that we can solve some nonlinear evolutionary
partial differential equations via the Grassmann–Po¨ppe approach we can assume
our base equations are such nonlinear evolution equations and construct more
elaborate programmes for solving more sophisticated nonlinear equations. To
demonstrate we restrict ourselves to partial differential equations with nonlocal
nonlinearities. As a first example here consider the following prescription:
∂tp = p ∗ d ∗ p,
∂tq = ∆q,
p = g ∗ q,
where p = p(x; t), q = q(x; t) and g = g(x; t) are assumed to be all sufficiently
smooth functions in space x ∈ Rn and time t ∈ [0, T ] for some n ∈ N and T > 0
for our subsequent arguments to make sense. Further, d is a function that will
be chosen presently while ‘∗’ is the convolution product on Rn so that
(g ∗ q)(x) :=
∫
Rn
g(x− y)q(y) dy.
We note that if q and p denote the Fourier transforms of q and p respectively,
then q(k; t) = exp(t|2πik|2)q(k; 0) while ∂tp = pdp which is a scalar Riccati
equation. We can either solve this directly or equivalently via the Grassmann–
Po¨ppe approach we advocate to find p = p(k; t) explicitly. By a straightforward
calculation taking the time derivative and using the product rule, integration
by parts on the Laplacian term as well as the Inverse Kernel Lemma 6, we see
g = g(x; t) satisfies the partial differential equation with nonlocal nonlinearity:
∂tg = ∆g + g ∗ q ∗ d ∗ g.
Note by an appropriate choice of d we fit q ∗ d to be any function including, by
invoking the Inverse Kernel Lemma 6 again, the Dirac delta function.
As a second example under this heading consider the following prescription:
∂tp = ∆1p+ p ⋆ d ⋆ p,
∂tq = −∆1q + bp,
p = g ⋆ q,
where p = p(x, y; t), q = q(x, y; t) and g = g(x, y; t) are assumed to be sufficiently
smooth functions with respect to the space x, y ∈ Rn and time t ∈ [0, T ] param-
eters for some n ∈ N and T > 0 for our subsequent arguments to make sense.
Here ∆1 denotes the Laplacian with respect to the first argument, b = b(x) and
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d = d(x, y) are functions chosen presently and the product ‘⋆’ represents the ‘big
matrix’ product between Hilbert–Schmidt operator kernels:
(f ⋆ g)(x, y) :=
∫
Rn
f(x, z)g(z, y) dz.
The evolutionary partial differential equation with nonlocal nonlinearity pre-
scribing p = p(x, y; t) above can be linearised in the Grassmann–Po¨ppe sense as
follows. Assume the prescription: ∂tp
′ = ∆1p
′, ∂tq
′ = −b′ ⋆ p′ and p′ = g′ ⋆ q′
for p′ = p′(x, y; t), q′ = q′(x, y; t) and g′ = g′(x, y; t), and where b′ = b′(x, y).
Then by direct calculation we observe g′ satisfies the evolutionary partial dif-
ferential equation with nonlocal nonlinearity ∂tg
′ = ∆1g
′ + g′ ⋆ b′ ⋆ g′ which is
precisely the equation governing the evolution of p above. Also now note that
given p = p(x, y; t) we can substitute it directly into the linear evolutionary
partial differential equation prescribing q and in principle solve for q = q(x, y; t)
explicitly. Again by direct calculation, differentiating p = g ⋆ q with respect to
time using the product rule, using integration by parts for the Laplacian term
emanating from the equation for q and postcomposing by the inverse operator
to the operator corresponding to the kernel q, we observe that g = g(x, y; t)
satisfies the evolutionary partial differential equation with nonlocal nonlinearity
∂tg = ∆g + g ⋆ (q ⋆ d ⋆ g − bg).
In this case if we wanted to choose d such that q ⋆ d = δ then we would need
to go back and solve the equations prescribing the evolution of p and q as a
coupled system. An important development here should be emphasised though,
which is independent of d, that this equation with nonlocal nonlinearity now has
a general isotropic Laplacian term as opposed to the anisotropic diffusion term
prevalent in the analogous examples considered in Beck et al. [10,11]. This is
due to the term ∆1q in the linear evolution equation for q above.
(2) Stochastic partial differential equations. More specifically we mean those
with nonlocal nonlinearities. Consider for example the following prescription:
∂tp = α∂
2
1p+ γW˙ ∗ p,
∂tq = −β∂21q + ǫp,
p = g ⋆ q,
where p = p(x, y; t), q = q(x, y; t) and g = g(x, y; t) are periodic functions of x
and y, and t ∈ R+. The parameters α > 0, β ∈ R, γ > 0 and ǫ ∈ R are constant,
while W =W (x, t) is a space-time standard Brownian sheet, periodic in x. The
products ‘∗’ and ‘⋆’ are the convolution and ‘big matrix’ products, respectively,
as above in the last example. To be precise the term W˙ ∗ p is given by
(W˙ ∗ p)(x, y; t) =
∫
R
W˙ (z; t)p(x− z, y; t) dz.
We assume q(x, y; 0) = δ(x − y) and p(x, y; 0) = g0(x, y) for given data g0 =
g0(x, y). By direct computation we observe
(∂tg) ⋆ q = ∂tp− g ⋆ ∂tq
= α∂21(g ⋆ q) + γW˙ ∗ (g ⋆ q) + g ⋆ (β∂21q)− g ⋆
(
ǫ(g ⋆ q)
)
=
(
(α∂21 + β∂
2
2 )g
)
⋆ q + (γW˙ ∗ g) ⋆ q − (ǫ(g ⋆ g)) ⋆ q,
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where in the last step we used integration by parts on the term with factor β.
We also used that W˙ ∗ (g ⋆ q) = (W˙ ∗ g) ⋆ q which can be confirmed directly.
Hence multiplying the equation by the kernel q∗ = q∗(x, y; t) corresponding to
the kernel of the operator that is the inverse of that associated with q, and
integrating with respect to x we deduce that g = g(x, y; t) satisfies
∂tg = (α∂
2
1 + β∂
2
2 )g + γW˙ ∗ g − ǫg ⋆ g,
with g(x, y; 0) = g0(x, y). In Appendix C we demonstrate how to numerically
solve this stochastic partial differential equation with the nonlocal nonlinearity
shown using the Grassmann–Po¨ppe approach advocated here. Also see Doikou,
Malham and Wiese [32] for more details.
(3) Stochastic Burgers equation. Towards the end of Section 6 in Lemma 8
we derived a Feynman–Kac solution representation for the Burgers equation
solution as originally considered by Constantin and Iyer [22]. There we assumed
the smooth function π satisfied the backwards Burgers equation. To close the
loop in our programme herein, we now show how to construct solutions to a
stochastic Burgers equation using the Grassmann–Po¨ppe approach. The idea is
to consider a prescription involving stochastic processes Qt and Pt, such that
if we pose a time-dependent nonlinear map π : (Qt, t) 7→ Pt, then π satisfies
a Burgers-like stochastic partial differential equation. This approach also more
closely matches the spirit of Constantin and Iyer [22]. Assume n ∈ N and consider
the following prescription. Assume for each a ∈ Rn the Rn-valued stochastic
processes Q = Q(a), P = P (a) and π = π( · , t) satisfy
Qt(a) = a+
∫ t
0
Ps(a) ds+
√
2νBt,
Pt(a) = P0(a),
Pt(a) = π
(
Qt(a), t
)
,
where P0(a) = π0(a) and π0 : R
n → Rn is a given function. Naturally ν > 0 is a
given diffusion constant and Bt is a standard R
n-valued Brownian motion. We
remark that the generalised momentum Pt(a) = P0(a) is constant. Given this, we
see from our prescription above that for a given a ∈ Rn the generalised coordinate
Qt = Qt(a) is a stochastic process satisfying Qt(a) = a+ tπ0(a)+
√
2νBt. In the
prescription, the nonlinear map π = π( · , t) is assumed to be a stochastic process
that is twice continuously differentiable with respect to its first argument and a
C1-semimartingale; see Kunita [49] for more details. From Kunita [49, pg. 54] or
Constantin and Iyer [22] we have the generalised Itoˆ formula: Given a continuous
semimartingale Qt, then π = π(Qt, t) satisfies the equation
π(Qt, t) = π0(Q0) +
∫ t
0
π(Qs, ds) +
∫ t
0
(∇π)(Qs, s) dQs
+ 12
∫ t
0
tr
(
(∇∇Tπ)(Qs, s) d〈〈Q,QT〉〉s
)
+
〈〈
Qt,
∫ t
0
(∇π)(Qs, ds)
〉〉
.
Here ‘〈〈 · 〉〉’ is the quadratic covariation. We now follow the argument in Con-
stantin and Iyer [22] closely. As mentioned above, Qt(a) = a+tπ0(a)+
√
2νBt, so
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〈〈Q,QT〉〉s = 2νs id. Since Pt(a) = P0(a) we know π(Qt2(a), t2) = π(Qt1(a), t1) =
π0(a). Hence for any two times t1 and t2 we observe that∫ t2
t1
π
(
Qs(a), ds
)
+
∫ t2
t1
(((∇π)(Qs(a), s))π0(a) + (ν∆π)(Qs(a), s)
)
ds
+
〈 (
Qt2(a)−Qt1(a)
)
,
∫ t2
t1
(∇π)(Qs(a), ds)
〉〉
+
√
2ν
∫ t2
t1
(∇π)(Qs(a), s) dBs
equals zero. Keeping track of the finite variation terms, by direct computation,
see Constantin and Iyer [22], we know〈〈(
Qt2(a)−Qt1(a)
)
,
∫ t2
t1
(∇π)(Qs(a), ds)
〉〉
= −2ν
∫ t2
t1
(
∆π
)(
Qs(a), s
)
ds.
Since these relations hold for all t1 and t2, and π0(a) = π(Qt(a), t), we observe
if we set Qt(a) = x then π = π(x, t) satisfies the stochastic Burgers equation:
dπ +
(
(∇π)π − ν∆π) dt+√2ν(∇π) dBt = 0.
How to interpret the solution to this stochastic partial differential equation in
terms of the paths Q is discussed in Busnello et al. [15] and Constantin and
Iyer [23]. We remark with regards to the particle paths for a given a ∈ Rn,
assuming the driving paths Bt are differentiable for the moment, the dynamics
of Qt(a) and Pt(a) is Lagrangian L(Q˙t, t) =
1
2 |Q˙t −
√
2νB˙t|2 and Hamiltonian
H(Pt, t) =
1
2P
2
t −
√
2νPtB˙t (which is neither conserved nor the total energy).
(4) FKPP and branched Brownian motions. McKean [59] proved the solution
to the Fisher–Kolmogorov–Petrovskii–Piskunov equation ∂tw = ∂
2
xw + w
2 − w
can be expressed in the form
w(x, t) = E
[∏
w0(Y
i
t )
]
,
for any initial data satisfying 0 6 w0 6 1, x ∈ Rn. The product is over all indi-
vidual particles alive at time t. The process Yt represents a branched Brownian
motion (BBM) where individual Brownian motions develop branches at times
given by a particular distribution. See McKean [59] or Etheridge [36] for more
details. This is a very natural representation of the actual underlying chemical
autocatalyst reaction. Together with the results of Henry–Laborde`re, Oudjane,
Tan, Touzi and Warin [50], Henry–Laborde`re and Touzi [51] and Thieullen and
Vigot [82] these represent very interesting further directions of investigation for
evolutionary nonlinear partial differential equations.
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A. Numerical Simulations
We present numerical simulations for the Korteweg de Vries and also nonlin-
ear Schro¨dinger equations we presented in Sections 3 and 4. For each nonlinear
equation we provide two independent simulations: (i) Direct numerical simula-
tion using well-known spectral algorithms, advancing the approximate solution
um in successive time steps; (ii) Generation of an approximate solution 〈Gapprox〉
using the Grassmann–Po¨ppe approach via the relevant “prescriptions” we out-
lined in the corresponding sections. Let us first explain the direct numerical sim-
ulation approach we employed. We chose an initial profile function p0 = p0(x)
on the interval [−L/2, L/2] for some fixed domain length L > 0. In the Ko-
rteweg de Vries equation case we then numerically solved the Fredholm integral
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equation in Lemma 4 for gapprox = gapprox(0, z;x, 0), with data qˆ0 ≡ p0. This is
solved numerically by approximating the integral over [−L/2, 0] by a Riemann
sum and solving the resulting system of linear algebraic equations. We then set
u0(x) = gapprox(0, 0;x, 0). We chose the initial profile p0(x) = − 12 cosh(x/20) and
L = 10 in this case. The resulting initial data u0 for the Korteweg de Vries equa-
tion, computed by quite crude numerical means, thus corresponds approximately
to the one-soliton solution. The Fourier spectral method we used to advance the
Korteweg de Vries solution forward in time is the following split-step method,
vm = exp(∆tK
3)um and um+1 = vm + 3∆tF
(F−1(vm)F−1(Kvm))
where F denotes the Fourier transform and K is the diagonal matrix of Fourier
coefficients 2πik. In practice we use the fast Fourier transform. We chose ∆t =
0.0001 and the number of Fourier modes is 28. The result is shown in the top left
panel in Figure 1. In the Grassmann–Po¨ppe approach, given the the initial profile
p0 = p0(x) we advance the solution analytically in Fourier space to p(x, t) =
F−1(exp(tK3)F(p0)) at any given time t ∈ [0, T ], where T = 15. We set qˆ =
p and then solve the Fredholm integral equation in Lemma 4 for gapprox =
gapprox(0, z;x, t). This is achieved by a crude Riemann sum as described above.
The solution to the Korteweg de Vries equation at the given time t is then
computed as 〈Gapprox〉(x, t) = gapprox(0, 0;x, t). The result is shown in the top
right panel in Figure 1, with the absolute difference between the approximations
〈Gapprox〉 and um plotted in the lower left panel. The lower right panel shows
the magnitude of the Fredholm determinant det(id + Qˆ(x, t)).
In the case of the nonlinear Schro¨dinger equation the procedure is very similar
to that for the Korteweg de Vries equation. Given p0(x) =
1
2 cosh(x/40) we solve
the Fredholm integral equation in Lemma 5 for gapprox = gapprox(0, z;x, 0), with
data p0 and q0 defined in terms of p0 as shown in the lemma. This is achieved
numerically by approximating the integrals in both the definition of q0 and the
Fredholm equation over [−L/2, 0] by Riemann sums and solving the resulting
system of linear algebraic equations. We then set u0(x) = gapprox(0, 0;x, 0). We
chose L = 40 in this case. The Fourier spectral method we used to advance the
nonlinear Schro¨dinger solution forward in time is the split-step method:
vm = exp(−i∆tK2)um and um+1 = vm − 2i∆tF
((F−1(vm))2(F−1(vm)∗)).
We chose ∆t = 0.01 and the number of Fourier modes is 28. The result is shown
in the top two panels in Figure 2. In the Grassmann–Po¨ppe approach, given
the initial profile p0 = p0(x) we advance the solution analytically to p(x, t) =
F−1(exp(−itK2)F(p0)) for any given time t ∈ [0, T ], where T = 100. Then
using Lemma 5, we compute q using a Riemann sum approximation for its
definition in terms of p and solve the Fredholm integral equation, again using
a Riemann sum approximation, as for the initial data above. This generates
gapprox = gapprox(0, z;x, t). The solution to the nonlinear Schro¨dinger equation
is then computed as 〈Gapprox〉(x, t) = gapprox(0, 0;x, t). The result is shown in the
middle two panels in Figure 2, with the magnitude of the difference between the
two approximations 〈Gapprox〉 and um shown in the lower left panel. The lower
right panel shows the magnitude of the Fredholm determinant det(id+ Qˆ(x, t)).
Applications of Grassmannian and graph flows 39
Fig. 1. We plot the solution to the Korteweg de Vries equation from Section 3. The top panels
show the evolution of the KdV solution computed using a direct integration approach (left)
and the corresponding solution computed using the Grassmann–Po¨ppe approach (right). The
bottom left panel shows the absolute value of the difference of the two computed solutions.
The bottom right panel shows the evolution of the Fredholm Determinant of Q = Q(x, t).
Remark 22 (Periodic boundary conditions). All the results we proved in Sec-
tions 3 and 4 concerned the Korteweg de Vries and nonlinear Schro¨dinger equa-
tions on the real line. In practice, all the numerical simulations above are Fourier
spectral based and thus are effectively approximations on the domain [−L/2, L/2]
with periodic boundary conditions. In particular, for the Grassmann–Po¨ppe ap-
proach we compute the solutions to the linear “base” partial differential equa-
tions by taking the inverse fast Fourier transform of the exact spectral rep-
resentation for it. As we observe, the Grassmann–Po¨ppe approach appears to
work perfectly well in the periodic context, though this needs to be investigated
analytically further.
B. Classes of nonlinear PDEs with quotient solutions
We consider some specific classes of nonlinear partial differential equations that
admit quotient solutions. They are characterised as follows. We assume the com-
plex matrix-valued functions g = g(x, y; t) with x, y ∈ Rn for some n ∈ N satisfy
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Fig. 2. We plot the solution to the nonlinear Scho¨dinger equation from Section 4. The top
panels show the real and imaginary parts computed using a direct integration approach,
while the middle panels show the corresponding real and imaginary parts computed using
the Grassmann–Po¨ppe approach, of the solution evolution. The bottom left panel shows the
magnitude of the difference between the two computed solutions. The bottom right panel shows
the evolution of the magnitude of the Fredholm determinant of Q = Q(x, t).
Applications of Grassmannian and graph flows 41
either of the following two forms of equations:
∂tg(x, y; t) = Dxg(x, y; t)− g(x, y; t)b(y)g(y, y; t),
or ∂tg(x, y; t) = Dxg(x, y; t)− g(x, y; t)F
(
g(y, y; t)g†(y, y, t)
)
.
In the second equation, the notation g† denotes the complex conjugate trans-
pose of the matrix g and the function F is purely imaginary valued. In both
equations the operator Dx := d(
√−∆x) where d is a polynomial of
√−∆x. A
linear advective term such as v(x) ·∇xg(x, y; t) for some given advective velocity
v = v(x) can also be incorporated in d; as well as more general linear terms of
this form. However we will not pursue such generalisations here. The function
b = b(y) is assumed to be bounded and smooth. We remark that in both equa-
tions the linear terms involving Dx might correspond to anisotropic diffusion or
dispersion. Further note the form of the nonlocal nonlinearities indicated in each
equation.
Let us now be more precise. Assume for any N,M, n ∈ N we are given ini-
tial data g0 ∈ C∞(R2n;CN×M ) ∩ Dom(D). Here Dom(D) represents the do-
main of the operator Dx in L
2(R2n;CN×M ); this operator is prescribed more
explicitly below. Our goal is to use a simple version of the Grassmann–Po¨ppe
approach to construct for some time T > 0 of existence, the corresponding solu-
tion g = g(x, y; t) with g ∈ C∞([0, T ];C∞(R2n;CN×M ) ∩Dom(D)) to either of
the partial differential equations ∂tg = Dxg − gbg or ∂tg = Dxg − gF (g g†).
We use the notation g and p to denote the corresponding functions evalu-
ated along the diagonal so that g(y; t) := g(y, y; t) and p(y; t) := p(y, y; t).
The operator Dx = d(
√−∆x) is a constant coefficient polynomial of
√−∆x,
while b ∈ C∞(Rn;CM×N ) ∩ L2(Rn;CM×N ) ∩ L∞(Rn;CM×N ). The function
F : RM×M → RM×M is assumed to have a power series representation with in-
finite radius of convergence and takes the form F (u) = i
∑
m>0 αmu
m. Here we
assume u : Rn → RM×M and the coefficients αm = αm(y) ∈ R are bounded and
smooth. We set qˆ := q − IM where IM is the M ×M identity matrix.
Prescription 9 (PDE with anisotropic diffusion). For the linear operators
d and b described above, assume the functions p = p(x, y; t) ∈ CN×M , q =
q(y; t) ∈ CM×M with q(y; 0) = IM and g = g(x, y; t) ∈ CN×M satisfy the system
of linear equations
∂tp = Dxp,
∂tq = bp,
p = gq.
Remark 23 (Higher odd degree nonlinearity prescription). For the higher odd
degree example we replace the linear equation for q ∈ CM×M by ∂tq = F (p p†)q.
Lemma 9 (Existence and Uniqueness: Anisotropic PDE prescription).
Assume that g0 ∈ C∞(R2n;CN×M ) ∩ Dom(D) is given and that there exists
a time T > 0 such that p ∈ C∞([0, T ];C∞(R2n;CN×M ) ∩ Dom(D)) and qˆ ∈
C∞([0, T ];C∞(Rn;CM×M ) ∩ L2(Rn;CM×M )) satisfy the system of linear dif-
ferential equations given in Prescription 9 for the PDE with anisotropic diffu-
sion, with qˆ(y; 0) = O. Then there exists a function g = g(x, y; t) such that
g ∈ C∞([0, T ];C∞(R2n;CN×M ) ∩Dom(D)).
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Proof. Since q(y; 0) = IM , by continuity we are guaranteed there exists a T > 0
such that for t ∈ [0, T ] we have det q(y; t) 6= 0 and ‖qˆ(·; t)‖L2(Rn;CM×M) < 1. We
deduce g(x, y; t) = p(x, y; t)(q(y; t))−1 exists. The regularity of g is guaranteed
by arguments analogous to, and simpler than, those in the proof of Lemma 1 for
the canonical prescription in Section 2 and/or Lemma 2.4 in Beck et al. [11]. ⊓⊔
Remark 24 (Initial data). Since we set q(y; 0) = IM , consistent with the Riccati
relation we hereafter set p(x, y; 0) = g0(x, y).
Our main result is as follows.
Theorem 6 (PDE with anisotropic diffusion decomposition). Given data
g0 ∈ C∞(R2n;CN×M ) ∩Dom(D), we set q(y; 0) = IM and p(x, y; 0) = g0(x, y).
Assume that p, qˆ and g satisfy the complete system of linear equations given in
Prescription 9 and the assumptions of the existence and uniqueness Lemma 9.
Then for some T > 0 the function g = g(x, y; t) satisfies g(x, y; 0) = g0(x, y) and
the evolution equation for every t ∈ [0, T ]: ∂tg = Dxg − gb(y)g.
Proof. By direct computation, differentiating p(x, y; t) = g(x, y; t) q(y; t) with
respect to time using the product rule and use the linear equations for p and q
as follows: (∂tg)q = ∂tp− g∂tq = Dxp− gb(y)p = (Dxg)q − (gb(y)g)q. Postmul-
tiplying by q−1 establishes the result. ⊓⊔
Remark 25 (Higher odd degree nonlinearity). The corresponding existence and
uniqueness result for the higher odd degree equation example follows from ar-
guments analogous to those above combined with arguments adapted to this
simpler case from Beck et al. [11]. The corresponding decomposition proof for
this case where ∂tg = Dxg − gF (gg†) proceeds as follows. First, we establish
q(y; t) = IM implies q(y; t)q
†(y; t) = IM for all t ∈ [0, T ]. By definition f † = −f .
Using the product rule ∂t(qq
†) = f (qq†)−(qq†) f . Thus qq† = IM is a fixed point
of this flow and q(y; 0) = IM , for all y ∈ R, implies q(y; t)q†(y; t) = IM for all
t ∈ [0, T ] and y ∈ R. Second, from the Riccati relation and q(y; t)q†(y; t) = IM ,
we deduce that pp† = gqq†g† = gg† for all t ∈ [0, T ] and y ∈ R. Hence we find
F (pp†) = F (gg†) for all t ∈ [0, T ] and y ∈ R. Then as in the proof above, by di-
rect computation, we differentiate the Riccati relation p(x, y; t) = g(x, y; t) q(y; t)
with respect to time using the product rule and use the appropriate equations
for p and q. We see (∂tg)q = ∂tp−g∂tq = Dxp−gF (pp†) = (Dxg)q−(gF (gg†))q.
Again postmultiplying by q−1 establishes the result.
We can find an explicit solution for the general cases as follows. We extend to Rn
our notation for the Fourier transform from Section 3 so the Fourier transform
of p = p(x, y) with respect to x ∈ Rn is denoted by p = p(k, y) with k ∈ Rn.
Lemma 10. Let p = p(x, y; t) and q = q(y; t) be the solutions to the linear base
equations just above. Assume q(y; 0) ≡ IM and p(x, y; 0) = p0(x, y) ∈ CN×M .
Then for all t > 0 the functions p and q are explicitly given by
p(x, y; t) =
∫
Rn
ed(2π|k|)tp0(k, y) e
2πik·x dk
and
q(y; t) = IM + b(y)
∫
Rn
(
ed(2π|k|)t − 1
d(2π|k|)
)
p0(k, y) e
2πik·y dk.
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Proof. By definition the operator
√−∆x corresponds to multiplication by 2π|k|
in Fourier space. Hence taking the Fourier transform of the base equation gen-
erates the decoupled equation ∂tp(k, y; t) = d(2π|k|)p(k, κ; t). Solving this equa-
tion and taking the inverse Fourier transform generates the solution form p =
p(x, y; t) shown above. To find q = q(y; t) we substitute the expression for
p = p(x, y; t) into the equation for q and integrate in time. ⊓⊔
Lemma 11 (Explicit solutions). Given g0 ∈ C∞(R2n;CN×M )∩Dom(D), the
solution to the nonlinear partial differential equation ∂tg = Dxg − gb(y)g, for
g = g(x, y; t) with g = g(y, y; t) is given by g(x, y; t) = p(x, y; t)(q(y; t))−1, where
p = p(x, y; t) and q = q(y; t) have the explicit forms shown in Lemma 10. This
fact can be verified by direct substitution.
Remark 26. In the higher odd degree case we solve the first equation to determine
p = p(x, y; t) and thus p = p(y, y; t). We then substitute p into the second
equation so F (pp†) is a given coefficient function.
C. SPDE with nonlocal nonlinearity
We present numerical simulations for the stochastic partial differential equation
(SPDE) for g = g(x, y; t) given in the second example in the discussion Section 8.
For these simulations we set α = 1, β = 0 so the diffusion is anisotropic, γ = 10
which is the quantity ‘wf’ indicated in Figure 3, and ǫ = 1000. As in Appendix A
we provide two independent simulations: (i) Direct numerical simulation using
an exponential spectral algorithm similar to an approximate mild formulation of
the SPDE, advancing the solution um in successive time steps; (ii) Generation
of an approximate solution gapprox using the Grassmann–Po¨ppe approach via
the prescription given in the second example in Section 8. We first explain the
direct numerical simulation approach. The periodic domain was [0, 2π]2 and final
computation time T = 0.007. We chose an initial profile g0 = g0(x, y) to be
g0(x, y) = sech
(
10(x+ y − 2π))sech(10(y − π)),
together with some initial added noise we describe presently. We computed the
two-dimensional discrete Fourier transform of the initial data on 25 modes in each
spatial direction, adding 0.001 times an independent standard normal random
variable to each mode. The quantity ‘icnf’ indicated in Figure 3 is the factor
0.001. The total number of time steps was 28. Rather crudely, to generate the
numerical algorithm for the SPDE with the nonlocal nonlinearity concerned, we
proceeded as follows. First we computed the two-dimensional discrete Fourier
transform of the SPDE, utilising the natural Fourier formulation for the space-
time Brownian sheet. Second, over a computation step [tm, tm+∆t] where ∆t =
T/28, we used the integrating factor technique to integrate the discrete form of
the diffusive term ∂21u to generate an equivalent approximate mild formulation
for the equation. We used standard approximations for the time integrals for
this approximate mild formulation, see for example Malham [56] or Doikou et al.
[32]. This generates the following numerical scheme to advance the approximate
SPDE solution in Fourier space um = um(k, κ) forward in time
um+1 = exp(−∆tK2)(um + γ
√
πK−1∆Wmum)− ǫ∆t dexp(−∆tK2)umum,
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Fig. 3. We plot the solution to the SPDE with nonlocal nonlinearity from Section 8. The
panels show the solution computed at time t = 0.007 using a direct integration approach (left)
and the corresponding solution computed using the Grassmann–Po¨ppe approach (right).
where K is the diagonal matrix of Fourier coefficients k. Note ∆Wm represents
the diagonal matrix of time increments of each mode of the Fourier formulation
for the space-time Brownian sheet—from the term γW˙ ∗g in the original SPDE.
All the products in this time-stepping scheme are matrix products naturally
assimilating the convolution and ‘big matrix’ products present in the original
SPDE. The result for a single realised Brownian sheet, translated back into
physical space, is shown in the left panel in Figure 3. In the Grassmann–Po¨ppe
approach, given the initial profile p0 = g0(x, y) we advance the solution p =
p(k, κ; t) in Fourier space to
p(t) = exp(−tK2 + γ√πK−1Wt − 12 tπγ2K−2)p0.
Special care is required for the k = 0 mode. And note for comparison purposes
we take Wt to be the same Brownian sheet we used for the direct numerical
simulation above. An important issue now arises. To compute q = 1 + qˆ we
need to time-integrate the differential equation ∂tqˆ = ǫp governing its evolution
with qˆ(k, κ; 0) = 0. We can only achieve this by numerical quadrature and we
thus require the evaluation of p = p(k, κ; t) at sufficiently close intervening times
in [0, T ] in order to evaluate qˆ = qˆ(k, κ;T ) sufficiently accurately. This is of
course perfectly feasible but means that we lose the efficiency of the Grassmann–
Po¨ppe approach mentioned as the “gain” we have achieved in the introduction.
We explore this issue in some detail in Doikou et al. [32]. Further details on
exact solvability of some SPDEs can also be found in Corwin [25]. Ploughing
on, having accurately computed qˆ(T ) we then solve the matrix equation p =
gapprox(I + qˆ) with p and qˆ evaluated at T for gapprox = gapprox(T ), where we
have approximated the ‘big matrix’ product in Fourier space by a Riemann
sum. The result, for the same single realised Brownian sheet as that for the
direct simulation approach and translated back into physical space, is shown in
the right panel in Figure 3. The two results match up remarkably well.
