I. INTRODUCTION

I
N signal processing, it is well known that any rational system function may be decomposed into a minimum phase system function and an all-pass system function as [17] . There is an ample amount of studies of minimum phase systems and all-pass systems that are based on the above mentioned decomposition [2] , [3] , [9] , [13] - [15] . In [17] , a minimum phase system is restricted to a system of finite order, and is defined in terms of locations of poles and zeros of the system. There are equivalent definitions through phase-lag function or group delay. The group delay is defined to be , where . The definition via group delay amounts to say that a minimum phase system has a minimum group delay. The phenomenon of minimum group delay, however, is based on the fact that all-pass systems have positive group delay, i.e.,
. By definition, positivity of group delay means negativity of the phase derivative. Thus, the whole theory rests on the fact that suitably defined phase derivatives of all-pass systems are negative. To our knowledge, before the study in [23] , the proofs of negativity of phase derivatives of all-pass systems were valid only for finite Blaschke products [17] , [5] . In [23] , it is proved that all inner functions have positive phase derivatives (using variable to replace ), where inner functions are identical with all-pass system functions in which finite Blaschke products are particular cases. Those particular cases are what practical signal analysis mainly concerns. Based on the positivity of phase derivatives of all-pass system functions, we can obtain that any causal and stable system function (a function in the Hardy space) can be factorized into a product of an all-pass system and a minimum phase system. In the present paper, we call signals corresponding to all-pass system functions all-pass filters, and signals corresponding to minimum-phase system functions minimum phase signals. The purpose of the paper is to give a systematical study on the all-pass filters and signals of minimum phase in both the discrete and continuous signals cases based on the mentioned phase derivative results. The theory for the discrete signals case may be said to have been partially formulated, while that for the continuous signals case is essentially new. For both cases we provide full details.
The theory of the functions being boundary limits of functions in the Hardy spaces has important applications to all-pass filters and signals of minimum phase (Section III). In the complex and harmonic analysis terminology, the -transforms of all-pass filters in discrete case are inner functions, and the -transforms of minimum phase signals are outer functions; in the continuous case, all-pass filters are distributional Fourier transforms of the boundary limits of inner functions, and signals of minimum phase are -Fourier transforms of the boundary limits of outer functions. The relevant results in all-pass and minimum phase analysis are interplays between the two types of analytic functions. A series of papers by Kumaresan et al., including [13] , [14] , and [15] , study minimum/maximum/all-pass decompositions in the time and frequency domains mainly for periodic analytic signal of finite bandwidth.
Comprehensive views of analytic signals and instantaneous frequencies with applications are contained in [2] , [5] , [6] , and [19] . The literature [27] contains a fundamental study on analytic signals with nonnegative analytic instantaneous frequencies.
Instantaneous frequency is a fundamental concept in signal analysis. Its rigorous mathematical definition, however, has not been well agreed by signal analysts. The divergent understandings, as a matter of fact, have created many of the controversies [6] . It is accepted that instantaneous frequency of a signal is its phase derivative with respect to the time variable (see [4] and [20] ). The question is how to uniquely determine a phase, and, once it is determined, in case the phase function is nonsmooth, how to define a "phase derivative." For , it would be ambiguous to decide that both the signals and have the same phase function , and thus have the same frequency . Signal analysts would write and then determine that has the same instantaneous frequency . The background idea of transferring to would be traced back to Gabor. Until 1946, Gabor raised the concept analytic signal that is composed by a real-valued signal and its Hilbert transform in the pattern (see below), called the analytic signal associated with . The analytic instantaneous frequency of a real-valued signal is then defined to be the phase derivative of the associated (complex-valued) analytic signal in its natural amplitude-phase, or quadrature, representation (see [10] ), viz. , provided that the latter exists as a measurable function. It should then be called the analytic phase derivative or analytic instantaneous frequency.
On the other hand, any complex-valued signal , including real-valued signals, or analytic, or nonanalytic signals, has its natural quadrature representation, , called quadrature amplitude-phase representation, or simply amplitude-phase representation, and the phase derivative is defined to be the quadrature instantaneous frequency, or simply the instantaneous frequency, if exists. Therefore, the analytic instantaneous frequency of a real-valued signal is the quadrature instantaneous frequency of the (complex-valued) analytic signal . In this terminology, is the analytic instantaneous frequency of both and , obtained, respectively, as the quadrature instantaneous frequency of and that of . The above-introduced method of determining phase via the associated analytic signal is applicable to both real-valued and complex-valued signals. In general, a signal of finite energy is decomposed into a sum of two signals of which one is boundary limit of a holomorphic function in the Hardy space of the upperhalf plane, and the other is boundary limit of one in the Hardy space of the lower-half plane, viz. Under the extra condition , meaning that is in the Sobolev space, and both have certain smoothness and thus possess the nontangential analytic boundary derivatives and [8] . These allow to further formulate the so called Hardy-Sobolev phase derivative (see [7] ):
We similarly define Hardy-Sobolev derivatives of and , denoted by and , respectively. We prove in [7] that when the derivatives , and exist in the classical sense, then the Hardy-Sobolev derivatives and coincide with them. A large number of relations for smooth signals are extendable to general functions in the Sobolev space by using Hardy-Sobolev derivatives [7] . The frequency spectra or inverse Fourier transforms, respectively, for the discrete or continuous all-pass filters and signals of minimum phase, are themselves analytic signals. Their Hardy spaces decompositions then satisfy . This will be regarded as the "one-sided" case. In the case, the Hardy-Sobolev derivatives are reduced to one-sided, as well, namely called nontangential analytic phase derivative or, in brief, analytic phase derivative. Although inner functions do not belong to the Sobolev space, their properties still guarantee the existence of the phase derivative. For signals of minimum phase, the Sobolev space assumption should be added to ensure existence of such phase derivative. In Section II, we provide more details for nontangential analytic phase derivative.
The writing plan of the paper is as follows. In Section II, we discuss nontangential analytic phase derivatives for inner and outer functions in the unit disc and in the upper-half complex plan. In Section III, we study the properties of all-pass filters and signals of minimum phase for both discrete and continuous signals.
II. GENERALIZED AMPLITUDE AND PHASE DERIVATIVES
The quadrature amplitude and phase derivatives of a given real-or complex-valued signal , at the time moment are defined to be the classical deriva or is the zero function, then belongs to the one-sided category; and otherwise two-sided. From now on we concentrate in the one-sided case. The task of the rest part of this section is to define phase and amplitude derivatives of the nontangential boundary values of some functions in the Hardy spaces [11] , [12] . We will treat both the unit disc and a half complex plane cases.
i) The unit disc context. If , then has a nontangential boundary value at almost all points on the boundary. We denote the limit function by , that is (2.9)
The Hardy space theory asserts that the limit does exist for almost all , and the limit function belongs to
. The boundary values of form a closed subspace of the . For the mapping is isometrically isomorphic (see [11] Note that these relations may be extended to , if is analytic at the point . In the case , where is the continuous continuation of . Then, is the phase derivative of at . For a general point , at which the function may not have an analytic continuation, a generalized phase derivative is defined through the nontangential limit of the quantity given by (2.13). Throughout the paper, whenever we concern boundary limit we always mean nontangential boundary limit from inside of the domain (see [11] [5] .
It may be observed that for outer functions its boundary phase derivatives are sometimes positive and sometimes negative. As example, we consider a fractional linear transform that maps the unit disc to a disc that does not contain the origin. It is an outer function mapping the unit circle to the boundary of the disc in the same orientation. It follows that the phase is increasing in an open interval of the variable, and then decreasing in an adjacent interval. The fact that the wending number being zero implies that the phase derivative has zero mean property. The following theorem concerns outer functions in a more general context. Theorem 2.5 [23] : Let be an outer function in some space for , and the analytic function belong to the Hardy space. Then the boundary limits and both exist and are finite a.e., and is integrable with (2.15)
As consequence, (2.16) Theorem 2.5 addresses the fact that in general an outer functions has positive phase derivatives in a measurable set of positive measure, and has negative phase derivatives in a measurable set of positive measure as well.
ii) The upper-and lower-half complex planes context. The theory for a half complex plane is analogous with that for the unit disc. We only deal with the upper-half complex plane case.
Denote by the Cayley transformation that maps the upperhalf complex plane conformally onto the disc and the mapping continuously and in a one-to-one manner extends to their boundaries:
On the boundaries, and In the [11] and [12] There is an alternative way to define the phase derivative of the nontangential boundary value : We proceed by converting it to the unit disc. That is to map everything in the upper-half complex plane, through the Cayley transformation, to the unit disc. Note that Cayley transformation preserves complex analyticity and is of monotonicity when restricted to the boundaries. The phase derivative of may be defined by . We now prove that the phase derivatives defined by the two methods are identical. is a -function in , and thus there is no singularity on the closed unit disc .
Conversely, assume that (3.34) holds. Take the input signal to be whose -transform is . Then, the output under the filter is whose -transform is . Invoking Proposition 3.5, we get the equality (3.33).
In digital signal processing, although minimum energy delay signal and minimum phase signal are two different concepts, they, in fact, are the same. Minimum energy delay signal is from the view of energy delay, and minimum phase signal is from the view of time delay.
B. Continuous Signal Definition 3.8:
i) A signal of finite energy is said to be physically realizable if it satisfies . ii) The frequency spectrum of a physically realizable signal is defined to be the inverse For a proof of the theorem, see [24] or [26] . 
