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Abstract
By means of functional integrations spectral properties of semi-relativistic
Pauli-Fierz Hamiltonians
H =
√
(p − αA)2 +m2 −m+ V +Hrad
in quantum electrodynamics is considered. Here p is the momentum operator,
A a quantized radiation field on which an ultraviolet cutoff is imposed, V an
external potential, Hrad the free field Hamiltonian and m ≥ 0 describes the
mass of electron. Two self-adjoint extensions of a semi-relativistic Pauli-Fierz
Hamiltonian are defined. The Feynman-Kac type formula of e−tH is given. An
essential self-adjointness, a spatial decay of bound states, a Gaussian domination
of the ground state and the existence of a measure associated with the ground
state are shown. All the results are independent of values of coupling constant
α, and it is emphasized that m = 0 is included.
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1 Introduction
1.1 Preliminary
In the past decade a great deal of work has been devoted to studying spectral proper-
ties of non-relativistic quantum electrodynamics in the purely mathematical point of
view. In this paper we are concerned with the semi-relativistic Pauli-Fierz model (it is
abbreviated as SRPF model) in quantum electrodynamics and its spectral properties
by using functional integrations. The SRPF model describes a minimal interaction
between semi-relativistic electrons and a massless quantized radiation field A on which
an ultraviolet cutoff function is imposed. We assume throughout this paper that the
electron is spinless and moves in d (≥ 3) dimensional Euclidean space for simplicity.
In the case where the electron has spin 1/2, the procedure is similar and we shall pub-
lish details somewhere. A Hamiltonian of semi-relativistic as well as non-relativistic
quantum electrodynamics is usually described as a self-adjoint operator in the ten-
sor product of a Hilbert space and a boson Fock space. In this paper instead of the
boson Fock space we can formulate the Hamiltonian as a self-adjoint operator in the
known Schro¨dinger representation in a functional realization of the boson Fock space
as a space of square integrable functions with respect to the corresponding Gaussian
measure. Through the Schro¨dinger representation a Fyenman-Kac type formula of the
strongly continuous one parameter semigroup generated by the SRPF Hamiltonian is
given. A functional integral or a path measure approach is proven to be useful to
study properties of bound states associated with embedded eigenvalues in the continu-
ous spectrum. See e.g., [LHB11, Sections 6 and 7] . We are interested in investigating
properties of bound states and ground states of the SRPF Hamiltonian by functional
integrations.
1.2 Self-adjoint extensions and functional integrations
The SRPF Hamiltonian can be realized as a self-adjoint operator bounded from below
in the tensor product of L2(Rd) and a boson Fock space F , where L2(Rd) denotes the
state space of a semi-relativistic electron and F that of photons. Then the decoupled
Hamiltonian is given by
(
√
p2 +m2 −m+ V )⊗ 1l + 1l⊗ Hrad, (1.1)
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where p = (p1, ..., pd) = (−i∂x1 , ...,−i∂xd) denotes the momentum operator, m electron
mass, V : Rd → R an external potntial, and Hrad the free field Hamiltonian on F . The
SRPF Hamiltonian is defined by introducing the minimal coupling by the quantized
radiation field A with cutoff function ϕˆ, i.e., replacing p⊗1l with p⊗1l−αA and, then
H =
√
(p⊗ 1l− αA)2 +m2 −m+ V ⊗ 1l + 1l⊗ Hrad, (1.2)
where α is a real coupling constant. In order to investigate the semigroup e−tH, t ≥ 0,
we redefine H on L2(Rd)⊗L2(Q) instead of L2(Rd)⊗F , where L2(Q) denotes the set
of square integrable functions on a Gaussian probability space (Q, µ), and is called a
Schro¨dinger representation of F .
We introduce three classes, Vqf , VKato and Vrel, of external potentials. The defini-
tions of Vqf , VKato and Vrel are given in Definitions 3.13, 5.1, and 3.11, respectively.
Note that VKato contains relativistic Kato-class potentials (see (1.7)), Vrel potentials be-
ing relatively bounded with respect to
√
p2 +m2−m, and VKato ⊂ Vqf , Vrel ⊂ Vqf hold.
We show in Theorems 4.5 and 4.7 that H is self-adjoint on D(|p|⊗1l)∩D(1l⊗Hrad) for
V ∈ Vrel. For more singular potentials we shall construct two appropriate self-adjoint
extensions of H, which are denoted by Hqf and HK. The former is defined for V ∈ Vqf
by the quadratic form sum and the later for V ∈ VKato through Feynman-Kac type
formula. See Definition 3.13 for Hqf and Definition 5.3 for HK. Although Vqf is wider
than VKato, HK is defined under weaker condition on cutoff function ϕˆ than that for
Hqf .
In Introduction H stands for Hqf or HK in what follows. We construct the Feynman-
Kac type formula of e−tH in terms of a composition of Euclidean quantum field AE(f)
with test function f ∈ E =⊕d L2R(Rd+1), d-dimensional Brownian motion (Bt)t∈R on
the whole real line R defined on a probability space (ΩP,BP,P
x), and a subordina-
tor (Tt)t≥0 on (Ων ,Bν , ν). The Euclidean quantum field AE(f) is Gaussian, and the
covariance is given by EµE [AE(f)AE(g)] = qE(f, g) with some bilinear form qE(·, ·) on
E × E . Hence it is driven in Theorem 3.15 and Corollary 3.16 that
(F, e−2tHG) =
∫
Rd
dxEx,0P×ν
[(
J−tF (B−Tt), e
−iαAE(I[−t,t])e−
∫ t
−t V (BTs )dsJtG(BTt)
)]
(1.3)
for F,G ∈ L2(Rd;L2(Q)) ∼= L2(Rd) ⊗ L2(Q). Here I[−t, t] is a limit of E -valued
stochastic integrals, which is formally written as
I[−t, t] =
d⊕
µ=1
∫ Tt
−Tt
jT ∗s λ(· − Bs)dBµs (1.4)
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with λ = (ϕˆ/
√
ω)ˇ. Here T ∗s = inf{t|Tt = s} is the first hitting time of (Tt)t≥0 at s.
Notations Jt and jt are defined in Section 2.2 below, and the rigorous definition of (1.4)
is given in Lemma 3.7, Remarks 3.8 and 3.17.
1.3 Main results
By using the Feynman-Kac type formula (1.3) we study the spectrum of the SRPF
Hamiltonian H. The main results of this paper are (a)-(d) below:
(a) Self-adjointness and essential self-adjointness of H (Theorems 4.5 and 4.7).
(b) Spatial decay of bound states Φb of H (Theorem 5.12).
(c) Gaussian domination of the ground state ϕg of H (Theorem 6.8).
(d) Existence of a probability measure µ∞ associated with ϕg (Theorem 7.3).
The spectrum of non-relativistic versions of H, which is the so-called Pauli-Fierz model,
have been studied, and among other things the existence of a ground state is proven
in [BFS99, GLL01]. See also [Spo04] and references therein. The spectrum of semi-
relativistic versions, H, is also studied in e.g., [FGS01, HH13a, HH13b, KMS09, KMS11,
KMS12, MS10, MS09] from an operator-theoretic point of view. In particular the exis-
tence of ground states of H are considered under some conditions in [KMS09, KMS12]
for m > 0 and [HH13b] for m ≥ 0.
Here are outlines of assertions (a)-(d) mentioned above.
(a) Following our previous work [Hir00b], we investigate (a). This can be proven
by estimating the scalar product |(KF, e−tHG)| for self-adjoint operators K = 1l⊗Hrad
and pµ ⊗ 1l. Let V = 0. Then a bound |(KF, e−tHG)| ≤ CK,G‖F‖, F,G ∈ D(H), is
shown with some constant CK,G. Hence e
−tH leaves D(|p| ⊗ 1l) ∩D(1l⊗Hrad) invariant
for V = 0 and we can conclude that H is essentially self-adjoint on D(|p| ⊗ 1l) ∩D(1l⊗
Hrad) by Proposition 3.3 for V ∈ Vrel for arbitrary values of α. This is an extension
of that of a non-relativistic case established in [Hir00b] and [LHB11, Section 7.4.1].
Furthermore the self-adjointness of H is shown in Theorem 4.7. Examples include
a spinless hydrogen like atom (Example 4.8). It is noted that our method is also
available to the SRPF Hamiltonian with spin. We give a comment on known results.
Although in [KMS11, MS10] the self-adjointness of the SRPF Hamiltonian with spin
1/2 is considered, it is not sure that the method can be available to spinless cases.
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(b) Let
Hp =
√
p2 +m2 −m+ V (1.5)
be the semi-relativistic Schro¨dinger operator. Let (zt)t≥0 be the d-dimensional Le´vy
process on a probability space (ΩZ,BZ,Z
x) such that ExZ [e
−iu·zt] = e−t(
√
|u|2+m2−m)e−iu·x.
Hence the self-adjoint generator of (zt)t≥0 is given by
√
p2 +m2−m. The Feynman-Kac
type formula for Hp is thus given by
(f, e−tHpg) =
∫
Rd
dxExZ
[
f¯(z0)g(zt)e
− ∫ t0 V (zs)ds
]
. (1.6)
Conversely taking a potential −V such that
sup
x∈Rd
E
x
Z[e
− ∫ t
0
V (zs)ds] <∞, (1.7)
we can define the strongly continuous one-parameter symmetric semigroup st, t ≥ 0,
on L2(Rd) by
(stf)(x) = E
x
Z
[
f(zt)e
− ∫ t0 V (zs)ds
]
. (1.8)
Thus we can define the unique self-adjoint operator HKp by st = e
−tHKp , t ≥ 0. A po-
tential V satisfying supx∈Rd E
x
P[e
+
∫ t
0 V (Bs)ds] < ∞ is known as a Kato-class potential.
Replacing the Brownian motion Bt with Le´vy process zt, we call a potential −V sat-
isfying (1.7) a relativistic Kato-class potential. The property (1.7) is also used in the
proofs of Lemmas 5.8 and 5.11, and Corollary 5.9. Let V = V+ − V− be such that
V± ≥ 0, V+ ∈ L1loc(Rd) and V− is a relativistic Kato-class potential. VKato denotes the
set of such potentials. Furthermore let φb be a bound state of H
K
p with V ∈ VKato, i.e.,
HKp φb = Eφb with some E ∈ R. Then the stochastic process(
etEe−
∫ t
0
V (zs+x)dsφb(zt + x)
)
t≥0
(1.9)
is martingale with respect to the natural filtration Mt = σ(zs, 0 ≤ s ≤ t). From
martingale property we can derive a spatial decay of φb(x) ([CMS90]). Furthermore
in [HIL13] we can extend these procedures to a semi-relativistic Schro¨dinger operators
of the form:
√
(σ · (p− a))2 +m2 − m + V on C2 ⊗ L2(R3), where σ = (σ1, σ2, σ3)
denotes 2 × 2 Pauli matrices and a = (a1, a2, a3) a vector potential satisfying suitable
conditions.
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In a similar manner to (1.8) we define a strongly continuous one-parameter sym-
metric semigroup and define the SRPF Hamiltonian with V ∈ VKato. We can show in
Theorem 5.2 that the map
(StF )(x) = E
x,0
P×ν
[
J∗0e
−iαAE(I[0,t])e−
∫ t
0
V (BTs )dsJtF (BTt)
]
is the strongly continuous one-parameter symmetric semigroup under the identification
L2(Rd)⊗L2(Q) ∼= L2(Rd;L2(Q)). Thus we can define the self-adjoint operator HK by
St = e
−tHK , t ≥ 0. To study (b) we also show a martingale property of some stochastic
process derived from the Feynman-Kac type formula (1.3). Let Φb be any bound state
of HK, i.e., HKΦb = EΦb with some E ∈ R. We can show in Theorem 5.10 that the
L2(QE)-valued stochastic process
(Mt(x))t≥0 =
(
etEe−iαAE(I
x[0,t])e−
∫ t
0
V (BTr+x)drJtΦb(BTt + x)
)
t≥0
, t ≥ 0, (1.10)
is martingale with respect to a filtration (Mt)t≥0. Suppose that |V (x)| → 0 as |x| → ∞.
Then we can show in Theorem 5.12 that ‖Φb(x)‖L2(Q) spatially decays exponentially
in the case of m > 0 and polynomially in the case of m = 0. As far as we know a
polynomial decay of bound states of the SRPF Hamiltonian with m = 0 is new.
(c) By the phase factor e−iαAE(I[−t,t]) appeared in the Feynman-Kac type formula
(1.3), (F, e−tHG) ∈ C for F,G ≥ 0 in general. However it is established in a similar
manner to [Hir00a] that (F, e−i
pi
2
Ne−tHei
pi
2
NG) > 0 for F,G ≥ 0 (F 6≡ 0, G 6≡ 0), where
N denotes the number operator. I.e., e−i
pi
2
Ne−tHei
pi
2
N is positivity improving. Then the
ground state ϕg satisfies that e
−ipi
2
Nϕg > 0. This is a key point to study the ground
state of H by path measures. By e−i
pi
2
Nϕg > 0, normalizing sequence
ϕtg = e
−tH(φ⊗ 1l)/‖e−tH(φ⊗ 1l)‖ (1.11)
strongly converges to a normalized ground state ϕg as t→∞ for any 0 ≤ φ ∈ L2(Rd)
but φ 6≡ 0.
Physically it is interested in observing expectation values of some observable O
with respect to ϕg, i.e., (ϕg,Oϕg). Since ϕtg → ϕg as t → ∞ strongly, we can see
that (ϕg,Oϕg) = lim
t→∞
(ϕtg,Oϕtg). Let Aξ be the quantized radiation field smeared by
ξ ∈⊕d L2R(Rd). To show (c) we prove in Lemma 6.7 the bound
(ϕtg, e
βA2ξϕtg) ≤
1√
1− 2βqE(j0ξ, j0ξ)2
(1.12)
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uniformly in t for some β > 0. Taking the limit t → ∞ on both sides of (1.12), we
show that ϕg ∈ D(eβA2ξ) for some 0 < β.
(d) For some important observablesO, by (1.3) we can see that (ϕtg,Oϕtg) = Eµt [F tO]
with an integrant F tO and probability measures (we call this as finite volume Gibbs
measure) given by
µSRPFt (A) = µt(A) =
1
Zt
∫
Rd
dxEx,0P×ν
[
1lAe
−α2
2
qE(I[−t,t])e−
∫ t
−t
V (BTs )ds
]
, t ≥ 0, (1.13)
where Zt denotes the normalization constant. See Definition 6.4. Furthermore it
is interesting to show the convergence of measures µt, t ≥ 0, for its own sake in
mathematics. Formally we have (ϕg,Oϕg) = Eµ∞ [F∞O ]. Exponent qE(I[−t, t]) in (1.13)
is called a pair interaction associated with H, which is formally given by
W SRPF = qE(I[−t, t]) =
d∑
µ,ν=1
∫ Tt
−Tt
dBµs
∫ Tt
−Tt
dBνrWµν(T
∗
s − T ∗r , Bs −Br), (1.14)
where the pair potential Wµν is given by
Wµν(t, X) =
1
2
∫
Rd
|ϕˆ(k)|2
ω(k)
(
δµν − kµkν|k|2
)
e−ik·Xe−|t|ω(k)dk. (1.15)
See (6.4) and (6.5) for details. Several limits of some finite volume Gibbs mea-
sures associated with models in quantum field theory are considered, e.g., exam-
ples include the Nelson model [BHLMS02, OS99], spin-boson model [HHL12] and the
Pauli-Fierz model [BH09]. In this paper we consider a limit of finite volume Gibbs
measures associated with the SRPF model. The pair interaction associated with a
spin-boson model [HHL12], the Nelson model [BHLMS02] and the Pauli-Fierz model
[BH09, Hir00a, Spo87] are given by
W SB =
∫ t
−t
ds
∫ t
−t
dr
∫
Rd
|ϕˆ(k)|2
2ω(k)
(−1)Ns−Nre−|s−r|ω(k)dk, (1.16)
WN =
∫ t
−t
ds
∫ t
−t
dr
∫
Rd
|ϕˆ(k)|2
2ω(k)
e−ik·(Bs−Br)e−|s−r|ω(k)dk, (1.17)
WPF =
d∑
µ,ν=1
∫ t
−t
dBµs
∫ t
−t
dBνr
∫
Rd
|ϕˆ(k)|2
2ω(k)
(
δµν − kµkν|k|2
)
e−ik·(Bs−Br)e−|s−r|ω(k)dk, (1.18)
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Path without jumps Path with jumps
Uniformly bounded W# µNt µ
SB
t
Non-uniformly bounded W# µPFt µ
SRPF
t
Figure 1: Finite volume Gibbs measures
respectively. Let µ#t be the finite volume Gibbs measure with the pair interaction W
#,
where # stands for SRPF, SB,N,PF. Note that WN and W SB are uniformly bounded
with respect to paths, i.e.,
W# ≤
∫ t
−t
ds
∫ t
−t
dr
∫
Rd
|ϕˆ(k)|2
2ω(k)
e−|t−s|ω(k)dk, # = SB,N,
while W SRPF and WPF are not uniformly bounded. In addition, µNt and µ
PF
t are
measures defined on the set of continuous paths, µSBt and µ
SRPF
t , however, on the set
of paths with jumps. See Figure 1.
Existence of limits of µNt and µ
PF
t is proven in [LHB11, Theorem 6.12] and [BH09],
respectively, by showing the tightness of the family of measures (µNt )t≥0 and (µ
PF
t )t≥0.
It is, however, not straightforward to show the convergence of µSBt , since (µ
SB
t )t≥0 is a
measure defined on the set of paths with jumps ±1. Then the local weak convergence
of µSBt is shown in [HHL12] instead of a weak convergence. Since both µ
N
t and µ
SB
t
include the uniformly bounded pair interactions, we can fortunately easily use the
limit measures to express the ground state expectation with some observable, e.g.
e+βN, etc. See [HHL12] and [LHB11, Section 6]. On the other hand since µPFt includes
the non-uniformly bounded pair interaction, it is unfortunately hard to apply the limit
measure to express the ground state expectation with some concrete observable. See
[Spo04, p.196-197]. It is however worthwhile showing the existence of limit measure
itself, since our pair interaction is far singular than that of e.g. [OS99]. The family of
probability measures µSRPFt , which is our main object in this paper, is defined on the set
of ca´dla´g paths, and its pair interaction is not uniformly bounded. We prove that µSRPFt
converges to a probability measure µSRPF∞ in the local weak sense as t → ∞ by using
the existence of the ground state of H, which is studied in [HH13a, KMS09, KMS11].
This paper is organized as follows: Section 2 is devoted to defining the SRPF
Hamiltonian Hqf in both a Fock space and a function space to study the semigroup
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by a path measure. In Section 3 we construct a Feynman-Kac type formula for Hqf .
In Section 4 we show the essential self-adjointness and the self-adjointness of Hqf .
In Section 5 we define the self-adjoint operator HK of the SRPF Hamiltonian with
a potential in the relativistic Kato-class, and show that some stochastic process is
martingale by which a spatial decay of bound states is proven. Section 6 is devoted to
showing a Gaussian domination of the ground state. In Section 7 the existence of an
infinite volume limit of finite Gibbs measures is shown. In Section 8 we give comments
on a model with spin 1/2 and model with a fixed total momentum. Finally in Appendix
we give fundamental tools of probability theory and proofs of some equalities used in
this paper.
2 Semi-relativistic Pauli-Fierz model
2.1 SRPF model in Fock space
Let us begin by defining fundamental tools of quantum field theory in Fock repre-
sentation. Let W = L2(Rd×{1, .., d−1}) be the Hilbert space of a single photon in
the d-dimension Euclidean space, where Rd × {1, .., d−1} ∋ (k, j) denotes the pair of
momentum k and polarization j of a single photon. We denote the n-fold symmetric
tensor product of W by ⊗nsymW for n ≥ 1 and set ⊗0symW = C, where C is the set
of complex numbers. The boson Fock space describing the full photon field is defined
then as the Hilbert space
F =
∞⊕
n=0
(⊗nsymW) (2.1)
endowed with the scalar product (Ψ,Φ)F =
∑∞
n=0(Ψ
(n),Φ(n))⊗nW for Ψ =
⊕∞
n=0Ψ
(n)
and Φ =
⊕∞
n=0Φ
(n). Alternatively, F can be identified as the set of ℓ2-sequences
{Ψ(n)}∞n=0 with
∑∞
n=0 ‖Ψ(n)‖2⊗nsymW < ∞. The vector Ωb = {1, 0, 0, ...} ∈ F is called
the Fock vacuum. The finite particle subspace Ffin is defined by
Ffin =
{
{Ψ(n)}∞n=0 ∈ F
∣∣Ψ(m) = 0 for ∀m ≥M with some M} . (2.2)
With each f ∈ W a creation operator and an annihilation operator are associated. The
creation operator a†(f) : F → F is defined by
(a†(f)Ψ)(n) =
√
nSn(f ⊗Ψ(n−1)) (2.3)
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for n ≥ 1, where Sn(f1⊗· · ·⊗ fn) = (1/n!)
∑
π∈Sn fπ(1)⊗· · ·⊗ fπ(n) is the symmetrizer
with respect to the permutation group Sn of degree n. The domain of a
†(f) is maxi-
mally defined by D(a†(f)) =
{{Ψ(n)}∞n=0 ∈ F ∣∣∑∞n=1 n‖Sn(f ⊗Ψ(n−1))‖2 <∞}. The
annihilation operator a(f) is introduced as the adjoint of a†(f¯), i.e., a(f) = (a†(f¯))∗.
Both a†(f) and a(f) are closable operators, their closed extensions are denoted by the
same symbols. Also, they leave Ffin invariant and obey the canonical commutation
relations on Ffin:
[a(f), a†(g)] = (f¯ , g)1l, [a(f), a(g)] = 0, [a†(f), a†(g)] = 0. (2.4)
The dispersion relation considered in this paper is chosen to be ω(k) = |k| for k ∈ Rd.
We denote fˆ the Fourier transformation of f ∈ L2(Rd). We use the informal expression
d−1∑
j=1
∫
a♯(k, j)f(k, j)dk for a♯(f) for convenience. Then the quantized radiation field
smeared by f ∈ L2(Rd) is defined by
Aµ(f, x) =
1√
2
d−1∑
j=1
∫
eµ(k, j)√
ω(k)
(
a†(k, j)e−ikxfˆ(k) + a(k, j)eikxfˆ(−k)
)
dk (2.5)
for each x ∈ Rd and its momentum conjugate by
Πµ(f, x) =
i√
2
d−1∑
j=1
∫
eµ(k, j)
√
ω(k)
(
a†(k, j)e−ikxfˆ(k)− a(k, j)eikxfˆ(−k)
)
dk, (2.6)
where e(k, j), k ∈ Rd \ {0}, j = 1, ..., d− 1, are d dimensional polarization vector such
that e(k, j) · e(k, j′) = δjj′ and k · e(k, j) = 0. From canonical commutation relations
it follows that [Aµ(f, x),Πν(g, y)] = i
∫
δ⊥µν(k)fˆ(−k)gˆ(k)eik(x−y)dk, where
δ⊥µν(k) = δµν −
kµkν
|k|2 , k 6= 0,
denotes the transversal delta function. The quantized radiation field with a fixed
ultraviolet cutoff function ϕˆ is then defined by
Aµ(x) = Aµ(ϕ, x). (2.7)
By k · e(k, j) = 0, the Coulomb gauge condition
∇x · A(x) = 0 (2.8)
holds as an operator. A standing assumption in this paper is as follows.
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Assumption 2.1 We suppose that ϕˆ(k) = ϕˆ(−k) and ϕˆ/√ω ∈ L2(Rd).
We also introduce an assumption.
Assumption 2.2 We suppose that ω
√
ωϕˆ, ϕˆ/
√
ω ∈ L2(Rd).
Under Assumption 2.1, Aµ(x) is a well-defined symmetric operator in F . By the
fact that
∞∑
n=0
‖Aµ(x)nΦ‖tn
n!
< ∞ for Φ ∈ Ffin and t > 0, and Nelson’s analytic vec-
tor theorem [Nel59], the symmetric operator Aµ(x)⌈Ffin is essentially self-adjoint. We
denote its closure Aµ(x)⌈Ffin by the same symbol Aµ(x).
Next we define the free quantum field Hamiltonian on F . The free quantum field
Hamiltonian is defined as the infinitesimal generator of a one-parameter unitary group.
This unitary group is constructed through a functor Γ. Let C (X → Y ) denote the set
of contraction operators from X to Y . We set C (X) for C (X → X) for simplicity.
Functor Γ : C (W) → C (F ) is defined as Γ(T ) =⊕∞n=0[⊗nT ], where ⊗0T = 1l. For a
self-adjoint operator h onW, Γ(eith), t ∈ R, is a strongly continuous one-parameter uni-
tary group on F . Then by Stone’s theorem there exists a unique self-adjoint operator
dΓ(h) on F such that Γ(eith) = eitdΓ(h), t ∈ R. dΓ(h) is called the second quantization
of h. Let ω be regarded as the multiplication operator f 7→ ω(k)f(k, j) = |k|f(k, j).
The operator dΓ(ω) is then the free quantum field Hamiltonian.
The Hilbert space describing a state space of a single electron is L2(Rd). The semi-
relativistic electron Hamiltonian on L2(Rd) with a real-valued external potential V is
given by
Hp =
√
p2 +m2 −m+ V. (2.9)
Here p2 =
∑d
µ=1 p
2
µ, V acts as the multiplication operator in L
2(Rd), and m ≥ 0
describes the mass of an electron. We regard m ≥ 0 as a non-negative parameter and
it is allowed to be m = 0. The state space of the joint electron-field system is
HFock = L
2(Rd)⊗F . (2.10)
To define the quantized radiation field A we identify HFock with the set of F -valued
L2 functions on Rd, i.e., HFock ∼=
∫ ⊕
Rd
Fdx and Aµ is defined by Aµ =
∫ ⊕
Rd
Aµ(x)dx with
the domain
D(Aµ) =
{
F ∈
∫ ⊕
Rd
Fdx
∣∣∣∣F (x) ∈ D(Aµ(x)) a.e. x ∈ Rd and
∫
Rd
‖Aµ(x)F (x)‖2Fdx <∞
}
.
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Hence (AµF )(x) = Aµ(x)F (x) for F (x) ∈ D(Aµ(x)) and Aµ is self-adjoint. The
Friedrichs extension of 1
2
(p⊗ 1l− αA)2⌈C∞0 (Rd)⊗ˆFfin is denoted by hA.
Definition 2.3 (Definition of SRPF Hamiltonian) Suppose Assumption 2.1. The
SRPF Hamiltonian is defined by
(2hA +m
2)1/2 −m+ V ⊗ 1l + 1l⊗ dΓ(ω) (2.11)
with the domain D((2hA +m
2)1/2) ∩ D(V ⊗ 1l) ∩ D(1l⊗ Hrad).
2.2 SRPF model in function space
In order to construct the Feynman-Kac type formula of the semigroup generated by the
SRPF Hamiltonian we prepare some probabilistic tools for the field and the particle.
Let us use a Q-space representation instead of the Fock representation. Define the
field operator Aµ(f) by
Aµ(f) =
1√
2
d−1∑
j=1
∫
eµ(k, j)
(
fˆ(k)a†(k, j) + fˆ(−k)a(k, j)
)
dk
and the d× d matrix D(k) by D(k) = (δ⊥µν(k))1≤µ,ν≤d for k 6= 0. Consider the bilinear
form qM : ⊕dL2(Rd)×⊕dL2(Rd)→ C defined by
qM(f, g) =
1
2
∫
Rd
〈fˆ(k),D(k)gˆ(k)〉dk, (2.12)
where 〈x, y〉 = x¯ · y denotes the standard scalar product on Cd. Then we have∑d−1
µ,ν=1(Aµ(fµ)Ωb, Aν(gν)Ωb)F = qM(f, g).
We introduce another bilinear form qE : ⊕dL2(Rd+1)×⊕dL2(Rd+1)→ C by
qE(F,G) =
1
2
∫
Rd+1
〈Fˆ (k, k0),D(k)Gˆ(k, k0)〉dkdk0. (2.13)
Note that D(k) is independent of k0 ∈ R in the definition of qE. We denote q#(K,K)
by q#(K) for simplicity, where q# stands for qM and qE.
Let SR(R
d) be the set of real-valued Schwarz test functions on Rd. Let Q =
(⊕dSR(Rd))′ and QE = (⊕dSR(Rd+1))′. Here X ′ denotes the dual space of a locally
convex space X . We denote the pairing between elements of Q and ⊕dSR(Rd) by
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〈φ, f〉M ∈ R for φ ∈ Q and f ∈ ⊕dSR(Rd). We denote the expectation with respect to
a probability path measure P x starting from x at t = 0 by ExP [· · · ] =
∫ · · ·dPx. By the
Bochner-Minlos Theorem there exists a probability space (Q,ΣM, µM) such that ΣM is
the smallest σ-field generated by {〈φ, f〉M|f ∈
⊕d
µ=1 SR(R
d)} and 〈φ, f〉M is a Gaussian
random variable with mean zero and the covariance given by EµM [〈φ, f〉M〈φ, g〉M] =
qM(f, g). Then we have
EµM
[
ei〈φ,f〉M
]
= e−
1
2
qM(f,f). (2.14)
Since 〈φ,⊕dµ δµνf〉 is a Q-representation of the quantized radiation field with test
function f ∈ SR(Rd), we have to extend f ∈ SR(Rd) to a more general class since
our cutoff is (ϕˆ/
√
ω)∨ ∈ L2(Rd). For any f = ℜf + iℑf ∈ ⊕dµ=1 S (Rd) we set
〈φ, f〉M = 〈φ,ℜf〉M + i〈φ,ℑf〉M. Let
M =
d⊕
L2(Rd). (2.15)
Since S (Rd) is dense in L2(Rd) and the equality
∫
Q
|〈φ, f〉M|2dµM = 12‖f‖2M holds by
(2.14), we can define 〈φ, f〉M for f ∈ M by 〈φ, f〉M = s−limn→∞〈φ, fn〉M in L2(Q),
where {fn}∞n=1 ⊂
⊕d
µ=1 S (R
d) is any sequence such that s−limn→∞ fn = f in M . Thus
we define the multiplication operator A(f) by
(A(f)F) (φ) = 〈φ, f〉MF (φ), f ∈ M
in L2(Q) with the domain D(A(f)) =
{
F ∈ L2(Q)| ∫
Q
|〈φ, f〉MF (φ)|2dµM <∞
}
. De-
note the identity function in L2(Q) by 1lQ and the function A(f)1lQ by A(f) unless
confusion may arise. It is known as the Wiener-Itoˆ decomposition that
L2(Q) =
∞⊕
n=0
L2n(Q)
with L2n(Q) = L.H.
{
:
∏n
j=1A(fj):|fj ∈ M , j = 1, 2, ..., n
}
. Here L20(Q) = C and :X:
denotes Wick product recursively defined by :A(f): = A(f) and :A(f)
∏n
j=1A(fj): =
A(f):
∏n
j=1A(fj): −
∑n
j=1 qM(f, fj):
∏n
i 6=j A(fi):. We set Aµ(f) = A(
⊕d
ν=1 δνµf) for
f ∈ L2(Rd).
Let
E =
d⊕
L2(Rd+1). (2.16)
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Similarly we can define the Gaussian random variable AE(f) labelled by f ∈ E on a
probability space (QE,ΣE, µE) with qM replaced by qE in (2.14). In particular
EµE
[
ei〈φ,f〉E
]
= e−
1
2
qE(f,f) (2.17)
and (AE(f)F) (φ) = 〈φ, f〉EF (φ) hold for f ∈ E .
We define the second quantization on L2(Q). Let T ∈ C (L2(Rd)). Then Γ(T ) ∈
C (L2(Q)) is defined by
Γ(T )1lQ = 1lQ, Γ(T ):
n∏
j=1
A(fj): = :
n∏
j=1
A(Tfj):. (2.18)
For T ∈ C (L2(Rd+1)) (resp. C (L2(Rd) → L2(Rd+1)), Γ(T ) ∈ C (L2(QE)) (resp.
Γ(T ) ∈ C (L2(Q) → L2(QE)) is similarly defined. For each self-adjoint operator h
in L2(Rd) (resp. L2(Rd+1)), Γ(eith), t ∈ R, is a one-parameter unitary group on L2(Q)
(resp. L2(QE)). Then there exists a unique self-adjoint operator dΓ(h) in L
2(Q) (resp.
L2(QE)) such that Γ(e
ith) = eitdΓ(h) for all t ∈ R. We set
Hrad = dΓ(ω(p)), Pfµ = dΓ(pµ), N = dΓ(1lL2(Rd)) (2.19)
in L2(Q), where ω(p) = |p| =
√
p2. We also set
Hrad = dΓ(1l⊗ ω(p)), Pfµ = dΓ(1l⊗ pµ), N = dΓ(1l⊗ 1lL2(Rd)), (2.20)
where we identify L2(Rd+1) = L2(R)⊗L2(Rd). Hrad denotes the free field Hamiltonian
of L2(Q), Pf the momentum operator and N the number operator, and Hrad, Pf and N
the Euclidean version of Hrad, Pf and N, respectively. The spaces L
2(Q) and L2(QE)
are connected by the family of isometries. Let jt : L
2(Rd) → L2(Rd+1), t ∈ R, be the
family of isometries such that (jsf, jtg)L2(Rd+1) = (fˆ , e
−|t−s|ωgˆ)L2(Rd), and then Jt = Γ(jt),
t ∈ R, turns to be the family of isometry transforming L2(Q) to L2(QE) such that
(JsΦ, JtΨ)L2(QE) = (Φ, e
−|t−s|HradΦ)L2(Q). We have the relations:
JtHrad = HradJt, JtN = NJt, JtPf = PfJt. (2.21)
It is known that F , Aµ(f) and dΓ(h) are isomorphic to L
2(Q), Aµ(f) and dΓ(h(p)),
respectively, where h is the multiplication operator by h. That is, there exists a unitary
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operator U : F → L2(Q) such that (1) UΩb = 1lL2(Q), (2) U ⊗nsym W = L2n(Q), (3)
UAµ(f)U
−1 = Aµ(f), and (4) UdΓ(h)U−1 = dΓ(h(p)). We set
H = L2(Rd)⊗ L2(Q). (2.22)
Through the unitary operator U = 1l⊗ U : L2(Rd)⊗F → H the SRPF Hamiltonian
is defined as an operator on H . Let
λ = (ϕˆ/
√
ω)∨, (2.23)
where fˇ denotes the inverse Fourier transform of f in L2(Rd). Set Aµ(λ(· − x)) =
A(
⊕d
ν=1 δµνλ(· − x)). Then the quantized radiation field with cutoff function ϕ is
defined by Aµ =
∫ ⊕
Rd
Aµ(λ(· − x))dx. Then A is a self-adjoint operator in H under
the identification: H ∼= ∫ ⊕
Rd
L2(Q)dx. Let L2fin(Q) be the finite particle subspace of
L2(Q), i.e.,
L2fin(Q) = Linear hull of
{
:
n∏
j=1
A(fj):, 1l
∣∣∣∣∣ fj ∈ M , j = 1, ..., n, n ≥ 1
}
. (2.24)
Then the Friedrichs extension of 1
2
(p− αA)2⌈C∞0 (Rd)⊗ˆL2fin(Q) is denoted by hA.
Definition 2.4 (Definition of HF) Suppose Assumption 2.1. The SRPF Hamilto-
nian in the function space H is defined by
HF = Tkin + V +Hrad, (2.25)
Tkin = (2hA +m
2)1/2 −m (2.26)
with the domain D(HF) = D(Tkin) ∩ D(V ) ∩D(Hrad).
We investigate HF instead of (2.11) in what follows.
3 Feynman-Kac type formula
3.1 Markov properties
Let O ⊂ R and we set
UO = L.H.{f ∈ L2R(Rd+1)|f ∈ Ran jt with some t ∈ O}
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and define the sub-σ-field ΣO by the minimal σ-filed generated by AE(f), f ∈ UO, i.e.,
ΣO = σ (AE(f)|f ∈ UO). We also set Σ{s} = Σs. Let eO : L2R(Rd+1) → UO be the
projection and the second quantization Γ(eO) : L2(Q) → L2(QE) is denoted by EO.
Hence EOL2(Q) is the set of ΣO-measurable functions in L2(QE). Moreover we set
Es = JsJ
∗
s. Then Es = E{s} follows. Let EµE [Φ|ΣO] be the conditional expectation
of Φ ∈ L2(QE) with respect to ΣO, i.e., By the Jensen inequality ρ = EµE [Φ|ΣO] is
the unique L2-function such that it is ΣO-measurable and EµE [ΨΦ] = EµE [Ψρ] for all
ΣO-measurable function Ψ.
Lemma 3.1 Let Φ ∈ L2(QE). Then EOΦ = EµE [Φ|ΣO].
Proof: We see that ̺ = EOΦ is measurable with respect to ΣO and EµE [Ψ ]̺ =
(Ψ, EOΦ) = (Ψ,Φ) = EµE [ΨΦ] for all ΣO-measurable function Ψ. Thus the lemma
follows. ✷
The property below is known as Markov property [Sim74]: let a ≤ b ≤ t ≤ c ≤ d,
then E[a,b]EtE[c,d] = E[a,b]E[c,d] follows. From this property we can see the corollary
below:
Corollary 3.2 It follows that EµE
[
Φ|Σ(−∞,s]
]
= EµE [Φ|Σs] for all Σ[s,∞)-measurable
function Φ.
Proof: We note that E(−∞,s]E[s,∞)Φ = E(−∞,s]EsE[s,∞)Φ = EsE[s,∞)Φ by the Markov
property. Then the lemma follows from Lemma 3.1 and Es = E{s}. ✷
3.2 Euclidean groups
We introduce the second quantization of Euclidean group {ut, r} on L2(Rd+1), where
the time shift operator ut is defined by utf(x0,x) = f(x0− t,x) and the time reflection
r by rf(x0,x) = f(−x0,x). The second quantization of ut and r are denoted by
Ut = Γ(ut) : L
2(QE) → L2(QE) and R = Γ(r) : L2(QE) → L2(QE), respectively.
Note that r∗ = r, rr = r∗r = 1l, u∗t = u−t and u
∗
tut = 1l and that Ut and R are
unitary. The time shift ut, the time reflection r and isometry jt satisfy the algebraic
relations: utjs = js+t and rjs = j−sr. From these relations it follows that UtJs = Js+t
and RUs = U−sR as operators.
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3.3 Feynman-Kac type formula and time-shift
Let (ΩP,BP,P
x) be a probability space, and (Bt)t∈R the d-dimensional Brownian mo-
tion on whole real line R on (ΩP,BP,P
x) starting from x at t = 0. See Appendix
A for the detail of the Brownian motion on whole real line R. We also introduce a
subordinator (Tt)t≥0 on a probability space (Ων ,Bν , ν) such that
E
0
ν
[
e−uTt
]
= e−t(
√
2u+m2−m), t ≥ 0, u ≥ 0. (3.1)
The subordinator (Tt)t≥0 is one-dimensional Le´vy process and indeed given by Tt =
inf{s > 0|B1s +ms = t}, where (B1t )t≥0 denotes the one-dimensional Brownian motion.
Path [0,∞) ∋ t→ Tt ∈ [0,∞) is nondecreasing and right continuous, and the left limit
exists almost surely in ν. The distribution ρt of Tt, t ≥ 0, on R is given by
ρt(s) =
t√
2π
etms−3/2 exp
(
−1
2
(
t2
s
+m2s
))
1[0,∞)(s) (3.2)
and thus Exν [f(Tt)] =
∫
R
f(s+ x)ρt(s)ds. Notice that E
0
ν [Tt] <∞ if and only if m > 0.
We need to define a self-adjoint extension of HF, which is constructed through a func-
tional integration. The idea is a combination of Proposition 3.4 below and a subordina-
tor (Tt)t≥0. In quantum mechanics, the path integral representation of the heat semi-
group generated by the semi-relativistic Schro¨dinger operator
√
(p− a)2 +m2−m+V
is given by
(f, e−t(
√
(p−a)2+m2−m+V )g) =
∫
Rd
dxEx,0P×ν
[
f(BT0)g(BTt)e
− ∫ t
0
V (BTs )dse−i
∫ Tt
0 a(Bs)◦dBs
]
.
(3.3)
Here
∫ Tt
0
a(Bs) ◦dBs is defined by
∫ T
0
a(Bs) ◦dBs evaluated at T = Tt. Although
the SRPF Hamiltonian is of a similar form of
√
(p− a)2 +m2 − m + V , it is not
straightforward to construct the Feynman-Kac type formula of e−tHF . The Feynman-
Kac type formula for the case of α = 0 is however immediately given by
(F, e−t(Hp+Hrad)G)H =
∫
Rd
dxEx,0P×ν
[
(J0F (BT0), JtG(BTt))L2(QE)e
− ∫ t
0
V (BTs )ds
]
. (3.4)
We shall extend this formula for an arbitrary value of α. The self-adjoint operator
hA is defined by the Friedrichs extension. In general self-adjoint extensions are not
18
unique, and it is also not trivial to signify an operator core of hA. As is shown in the
proposition below we can however show the essential self-adjointness of hA by means of
functional integral approach under some conditions. Let C∞(N) = ∩∞n=1D(Nn), where
we recall that N denotes the number operator. We define the L2(Rd)-valued stochastic
integral
∫ t
0
λ(· − Bs)dBµs by∫ t
0
λ(· − Bs)dBµs = s− lim
n→∞
2n∑
j=1
λ(· −Btj−1)(Bµtj − Bµtj−1)
in L2(Rd × ΩP,dx⊗dPx) with tj = tj/2n.
Proposition 3.3 Let h be closed and the generator of a contraction semigroup on a
Banach space. Let D be dense and D ⊂ D(h), so that e−thD ⊂ D. Then D is a core
of h, i.e., h⌈D = h.
Proof: See [RS75, Theorem X.49]. ✷
To prove an essential self-adjoint of hA we apply Proposition 3.3.
Proposition 3.4 Suppose Assumptions 2.1 and 2.2. Then hA is essentially self-
adjoint on D(p2) ∩ C∞(N), and it follows that
(F, e−thAG) =
∫
Rd
dxExP
[
(F (B0), e
−iαA(K˜[0,t])G(Bt))
]
, (3.5)
where K˜[0, t] =
⊕d
µ=1
∫ t
0
λ(· −Bs)dBµs .
Proof: See Appendix B. ✷
The path integral representation of the semigroup generated by the semi-relativistic
Schro¨dinger operator can be constructed by a combination of the d-dimensional Brow-
nian motion (Bt)t≥0 and a subordinator (Tt)t≥0. In a similar manner we can see the
lemma below:
Lemma 3.5 Suppose Assumptions 2.1 and 2.2. Then
(F, e−tTkinG) =
∫
Rd
dxEx,0P×ν
[
(F (BT0), e
−iαA(K[0,t])G(BTt))
]
, (3.6)
where K[0, t] =
⊕d
µ=1
∫ Tt
0
λ(· − Bs)dBµs is defined by
⊕d
µ=1
∫ T
0
λ(· − Bs)dBµs evaluated
at T = Tt.
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Proof: Since (F, e−tTkinG) = E0ν
[
(Ψ, e−TthAΦ)
]
, by Proposition 3.4 and (3.1), we see
that (F, e−tTkinG) = E0ν
[∫
Rd
dxExP
[
(Ψ(BT0), e
−iαA(K˜[0,t])Φ(BTt))
]]
. We can exchange
∫
dν
and
∫
dx by Fubini’s lemma. Then the lemma follows. ✷
By Lemma 3.5 we see that D(Tkin) ∩ D(Hrad) is dense. Then we can define the
quadratic form sum Tkin +˙Hrad. Let V be bounded. Then by the Trotter-Kato product
formula [KM78] we have
e−t(Tkin +˙ Hrad+V ) = s− lim
n→∞
(
e−
t
2n
Tkine−
t
2n
Hrade−
t
2n
V
)2n
, t ≥ 0. (3.7)
Using this formula we construct a Feynman-Kac type formula of e−t(Tkin +˙ Hrad+V ) for
a bounded V . We define an L2(Rd+1)-valued stochastic integral
∫ T
S
jsλ(· − Bs)dBµs by
the strong limit:∫ T
S
jsλ(· −Bs)dBµs = s− lim
n→∞
2n∑
j=1
∫ S+∆j
S+∆j−1
jS+∆j−1λ(· − Bs)dBµs (3.8)
in L2(Rd+1 × ΩP,dx ⊗dPx), where ∆j = (T − S) j2n . We give a remark on notation.
Notation λ(· −Br) denotes the function λ = λ(·) shifted by Br. We denotes the image
of λ(· −Br) by the isometry jt by jtλ(· −Bs). More precisely
̂jtλ(· − Bs)(k0, k) = e
−itk0
√
π
√
ω(k)√
ω(k)2 + |k0|2
λˆ(k)e−ikBs , (k0, k) ∈ R× Rd.
Let us recall the family of projections: Et = JtJ
∗
t , t ∈ R.
Lemma 3.6 Suppose Assumptions 2.1, 2.2, and that V ∈ C∞0 (Rd). Then(
F,
(
e−
t
2n
Tkine−
t
2n
Hrade−
t
2n
V
)2n
G
)
=
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(In[0,t])JtG(BTt)
)
e
−∑2nj=0 t2n V (BTtj )
]
, (3.9)
where
In[0, t] =
d⊕
µ=1
2n∑
j=1
∫ Ttj
Ttj−1
jtj−1λ(· − Bs)dBµs (3.10)
with tj = tj/2
n, and
∫ Ttj
Ttj−1
jtj−1λ(· −Bs)dBµs denotes L2(Rd+1)-valued stochastic integral∫ S
T
jtj−1λ(· −Bs)dBµs evaluated at T = Ttj−1 and S = Ttj .
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Proof: By the formula J∗tJs = e
−|t−s|Hrad , we have(
F,
(
e−
t
2n
Tkine−
t
2n
Hrade−
t
2n
V
)2n
G
)
=
∫
Rd
dxEx,0P×ν
[
Une
−∑2nj=0 t2n V (BTtj )
]
,
where
Un =
(
J0F (BT0),
2n∏
j=1
(
Jtj−1e
−iαA
(⊕d
µ=1
∫ Ttj
Ttj−1
λ(·−Br)dBµr
)
J∗tj−1
)
JtG(BTt)
)
,
and we see that
Jtj−1e
−iαA
(⊕d
µ=1
∫ Ttj
Ttj−1
λ(·−Br)dBµr
)
J∗tj−1 = Etj−1e
−iαAE
(⊕d
µ=1
∫ Ttj
Ttj−1
jtj−1λ(·−Br)dB
µ
r
)
Etj−1
(3.11)
by the definition of Jt and Et. Then by the Markov property of EO, E ′ts can be removed
in (3.11) and thus the lemma follows. ✷
(In[0, t])t≥0 can be regarded as an E -valued stochastic process on the product prob-
ability space (ΩP × Ων ,BP ×Bν ,Px ⊗ ν). By the Itoˆ isometry we have
E
x
P
[‖In[0, t]‖2E] = d 2
n∑
j=1
E
x
P
[∫ Ttj
Ttj−1
‖jtj−1λ(· − Bs)‖2L2(Rd+1)ds
]
= dTt‖ϕˆ/
√
ω‖2. (3.12)
We will show that In[0, t] has a limit as n → ∞ in some sense. Let Nν ∈ Bν be a
null set, i.e., ν(Nν) = 0, such that for arbitrary w ∈ Ων \ Nν , the path t 7→ Tt(w) is
nondecreasing and right-continuous, and has the left-limit.
Lemma 3.7 For each w ∈ Ων \ Nν the sequence {In[0, t]}n strongly converges in
L2(ΩP,P
x) ⊗ E as n → ∞, i.e,. there exists an I[0, t] ∈ L2(ΩP,Px) ⊗ E such that
lim
n→∞
E
x
P
[‖In[0, t]− I[0, t]‖2E] = 0.
Proof: Set In = In[0, t]. It is enough to show that {In}n is a Cauchy sequence in
L2(ΩP,P
x)⊗ E . We have In+1− In =
⊕d
µ=1
∑2n
m=1
∫ Tt2m
Tt2m−1
(jt2m−1 − jt2m−2)λ(· −Bs)dBµs ,
where tj = tj/2
n+1. Thus
E
x
P[‖In+1 − In‖2E ] = d
2n∑
m=1
E
x
P
[∫ Tt2m
Tt2m−1
‖(jt2m−1 − jt2m−2)λ(· − Bs)‖2L2(Rd+1)ds
]
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by the Itoˆ isometry (3.12). Notice that ‖(jt − js)f‖2 = 2(fˆ , (1l− e−|t−s|ω)fˆ). Thus
E
x
P[‖In+1 − In‖2E ] ≤ d
2n∑
m=1
2(ϕˆ/
√
ω, (1l− e− t2n+1 ω)ϕˆ/√ω)(Tt2m − Tt2m−1).
Since Tt = Tt(w) is not decreasing in t for w ∈ Ων \ Nν ,
∑2n
m=1(Tt2m − Tt2m−1) ≤ Tt
follows. Thus ExP[‖In+1 − In‖2E ] ≤ dTt t2n‖ϕˆ/
√
ω‖2. Hence we have
E
x
P[‖Im − In‖2E ] ≤
(√
dtTt‖ϕˆ/
√
ω‖
m∑
j=n+1
(
1√
2
)j)2
for m > n. The right-hand side above converges to zero as n,m → ∞. Then the
sequence In is a Cauchy sequence for almost surely ν. Then the lemma follows. ✷
Remark 3.8 Integral I[0, t] is informally written as
I[0, t] =
d⊕
µ=1
∫ Tt
0
jT ∗s λ(· − Bs)dBµs . (3.13)
Here T ∗s = inf{t|Tt = s} is the first hitting time of (Tt)t≥0 at s.
In a similar way to I[0, t] we define I[s, t] by the limit of
In[s, t] =
d⊕
µ=1
2n∑
j=1
∫ Ts+(t−s)j
Ts+(t−s)j−1
js+(t−s)j−1λ(· − Br)dBµr (3.14)
with (t − s)j = (t − s)j/2n in L2(ΩP,Px) ⊗ E . Moreover it can be straightforwardly
seen that I[s, t] coincides with the limit of subdivisions
In[s, t] =
d⊕
µ=1
a2n∑
j=1
∫ T
s+
(t−s)j
a
T
s+
(t−s)j−1
a
j
s+
(t−s)j−1
a
λ(· − Bs)dBµs (3.15)
for arbitrary a ∈ N. We show some properties of I[a, b] in Appendix B.
Lemma 3.9 Suppose Assumptions 2.1 and 2.2. Then
(F, e−t(Tkin +˙ Hrad)G)H =
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,t])JtG(BTt)
)]
. (3.16)
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Proof: The proof is similar to that of Theorem 3.15 below for V = 0. We omit it. ✷
The immediate consequence of Lemma 3.9 is the diamagnetic inequality.
Corollary 3.10 Suppose Assumptions 2.1 and 2.2. Let F,G ∈ H . Then it follows
that
(1) |(F, e−t(Tkin +˙ Hrad)G)| ≤ (|F |, e−t(
√
p2+m2−m+Hrad)|G|)
(2) |(F, e−t(Tkin +˙ Hrad)G)| ≤ (‖F‖L2(Q), e−t(
√
p2+m2−m)‖G‖L2(Q))L2(Rd).
Proof: Since |JtG| ≤ Jt|G|, it is straightforward to see that
|(F, e−t(Tkin +˙ Hrad)G)| ≤
∫
Rd
dxEx,0P×ν
[(|F (BT0)|, e−tHrad |G(BTt)|)]
= (|F |, e−t(
√
p2+m2−m+Hrad)|G|).
Then (1) follows. (2) is similarly proven. ✷
We introduce a class of potentials.
Definition 3.11 V is in Vrel if and only if V is relatively bounded with respect to√
p2 +m2 with a relative bound strictly smaller than one.
Lemma 3.12 Suppose Assumptions 2.1 and 2.2. Let V ∈ Vrel. Then V is also rela-
tively form bounded (resp. bounded) with respect to Tkin +˙ Hrad with a relative bound
smaller than a.
Proof: Let sgnF (x) = F (x)‖F (x)‖L2(Q)
for ‖F (x)‖L2(Q) 6= 0 and = 0 for ‖F (x)‖L2(Q) = 0.
Let z > 0 be sufficiently large. Let ψ ∈ C∞0 (Rd) and ψ(x) ≥ 0. Substituting the vector
F = sgn((Tkin +˙ Hrad + z)
−1/2G) · ψ ∈ H in the inequality
|(F, (Tkin +˙Hrad + z)−1/2G)H | ≤ (‖F‖, (
√
p2 +m2 −m+ z)−1/2‖G‖)L2(Rd)
derived from Corollary 3.10 (2), we see that
(ψ, ‖(Tkin +˙ Hrad + z)−1/2G)(·)‖L2(Q)) ≤ (ψ, (
√
p2 +m2 −m+ z)−1/2‖G(·)‖L2(Q)).
Thus ‖((Tkin +˙Hrad−z)−1/2G)(x)‖L2(Q) ≤ (
√
p2 +m2−m−z)−1/2‖G(x)‖L2(Q) follows
for almost every x ∈ Rd, and
‖|V |1/2(Tkin +˙ Hrad − z)−1/2G‖H ≤ ‖|V |1/2(
√
p2 +m2 −m− z)−1/2G‖H
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are derived. Then V is also form bounded with respect to Tkin +˙Hrad.
‖|V |(Tkin +˙Hrad − z)−1G‖H ≤ ‖|V |(
√
p2 +m2 −m− z)−1G‖H
is similarly derived. ✷
If V ∈ L1loc(Rd), then D(Tkin) ∩ D(Hrad) ∩ D(V ) is dense. Let V = V+ − V−, where
V+ = max{V, 0} is the positive part of V and V− = max{−V, 0} the negative part. We
introduce a class of potentials:
Definition 3.13 V = V+ − V− is in Vqf if and only if V+ ∈ L1loc(Rd) and V− relatively
form bounded with respect to (p2 +m2)1/2 with relative bound strictly smaller than
one.
Let V = V+ − V− ∈ Vqf . Define the quadratic form t on H by
t(F,G) = (T
1/2
kinF,T
1/2
kinG) + (H
1/2
radF,H
1/2
radG) + (V
1/2
+ F, V
1/2
+ G)− (V 1/2− F, V 1/2− G) (3.17)
with the form domain Q(t) = D(T
1/2
kin ) ∩ D(H1/2rad) ∩ D(V 1/2+ ). By Lemma 3.12 t is
semibounded and closed.
Definition 3.14 (Definition of Hqf) Suppose Assumptions 2.1 and 2.2. Let V ∈ Vqf .
Then the self-adjoint operator associated with the quadratic form t is denoted by Hqf
and written as
Hqf = Tkin +˙ Hrad +˙V+ −˙V−. (3.18)
Note that the form domain of Hqf coincides with Q(t).
We now construct a Feynman-Kac type formula of e−tHqf .
Theorem 3.15 Suppose Assumptions 2.1 and 2.2. Let V ∈ Vqf . Then
(F, e−tHqfG)H =
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,t])JtG(BTt)
)
e−
∫ t
0
V (BTs )ds
]
. (3.19)
Proof: By the Trotter product formula (3.9) we have
(F, e−tHqfG) = lim
n→∞
(
F,
(
e−
t
2n
Tkine−
t
2n
Hrade−
t
2n
V
)2n
G
)
= lim
n→∞
∫
Rd
dxEx,0P×ν
[
(J0F (BT0), e
−iαAE(In[0,t])JtG(BTt))e
−∑2nj=0 t2n V (BTtj )
]
.
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Suppose that V is in C∞0 (R
d). By Lemma 3.6 and the dominated convergence theorem
we can show that the right-hand side above converges to that of (3.19). For general
V , by monotone convergence theorems for both integrals and quadratic forms, we can
establish (3.19). See [Sim05, Theorem 6.2] and [LHB11, Theorem 3.31]. ✷
We can shift the time in the Feynman-Kac type formula. We see it in the corollary
below.
Corollary 3.16 Suppose Assumptions 2.1 and 2.2. Let V ∈ Vqf . Then
(F, e−2tHqfG)H
=
∫
Rd
dxEx,0P×ν
[(
J−tF (B−Tt), e
−iαAE(I[−t,0]+I[0,t])JtG(BTt)
)
e−
∫ 0
−t V (B−T−s )ds−
∫ t
0 V (BTs )ds
]
,
(3.20)
where I[−t, 0] is defined by
I[−t, 0] =
d⊕
µ=1
lim
n→∞
2n∑
j=1
∫ −T−(tj−t)
−T−(tj−1−t)
j−(tj−1−t)λ(· − Bs)dBµs . (3.21)
Proof: This is proven by means of the shift Ut in the field and the facts that Ts−Tt =
Ts−t in law. By Theorem 3.15 we have
(F, e−2tHqfG)H =
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,2t])J2tG(BT2t)
)
e−
∫ 2t
0 V (BTs )ds
]
and
=
∫
Rd
dxEx,0P×ν
[(
J−tF (BT0),Ute
−iαAE(I[0,2t])U−tJtG(BT2t)
)
e−
∫ 2t
0
V (BTs )ds
]
.
By the shift of the Brownian motion, Bt → Bt−Tt , we have
=
∫
Rd
dxEx,0P×ν
[(
J−tF (B−Tt), e
−iαAE(S)JtG(BT2t−Tt)
)
e−
∫ 2t
0 V (BTs−Tt )ds
]
,
where S = lim
n→∞
d⊕
µ=1
2·2n∑
j=1
∫ Ttj−Tt
Ttj−1−Tt
jtj−1−tλ(· −Bs)dBµs and, since Ts− Tt = Ts−t for s ≥ t
in law, we can check that∫ 2t
0
V (BTs−Tt)ds =
∫ t
0
V (B−(Tt−s))ds+
∫ 2t
t
V (BTs−t)ds =
∫ 0
−t
V (B−T−s)ds+
∫ t
0
V (BTs)ds.
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Furthermore we have
2·2n∑
j=1
∫ Ttj−Tt
Ttj−1−Tt
jtj−1−tλ(· −Bs)dBµs
=
2n∑
j=1
∫ −T−(tj−t)
−T−(tj−1−t)
j−(tj−1−t)λ(· −Bs)dBµs +
2·2n∑
j=2n+1
∫ Ttj−t
Ttj−1−t
jtj−1−tλ(· − Bs)dBµs .
Then the theorem follows. ✷
Remark 3.17 For the notational convenience we denote I[−t, 0] + I[0, t] by I[−t, t] =⊕d
µ=1
∫ Tt
−Tt jT ∗s λ(· − Bs)dBµs , and
∫ 0
−t V (B−T−s)ds +
∫ t
0
V (BTs)ds by
∫ t
−t V (BTs)dBs.
For later use we construct a functional integral representation of the Green function of
the form:
(F0, e
−(t1−t0)HqfF1e
−(t2−t1)Hqf · · ·Fn−1e−(tn−tn−1)HqfFn)H . (3.22)
Corollary 3.18 Suppose Assumptions 2.1 and 2.2. Let V ∈ Vqf . Let −∞ < t0 < t1 <
· · · < tn < ∞. For F0, Fn ∈ H and Fj = Fj(x,A(ρj)) ∈ L∞(Rd)⊗ L∞(Q), it follows
that
(F0, e
−(t1−t0)HqfF1e
−(t2−t1)Hqf · · ·Fn−1e−(tn−tn−1)HqfFn)H
=
∫
Rd
dxEx,0P×ν
[(
J0F0(BTt0 ),
(
n−1∏
j=1
F˜j
)
e−iαAE(I[t0,tn])JtFn(BTtn )
)
e
− ∫ tn
t0
V (BTs )ds
]
. (3.23)
Here F˜j = Fj(BTtj ,AE(jtj (ρj))), j = 1, ..., n−1, and Ts = −T−s for s < 0. In particular
(f ⊗ 1l, e−(t1−t0)Hqf1lA1e−(t2−t1)Hqf · · ·1lAn−1e−(tn−tn−1)Hqfg)H
=
∫
Rd
dxEx,0P×ν
[
f(BTt0 )
(
n−1∏
j=1
1lAj (BTtj )
)
g(BTtn)
(
1l, e−iαAE(I[t0,tn])1l
)
e
− ∫ tnt0 V (BTs )ds
]
.
(3.24)
Proof: Note that Fj, j = 1, ..., n − 1, can be regarded as bounded operators. Thus
the corollary can be proven in a similar manner to Theorem 3.15 and Corollary 3.16.
✷
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4 Self-adjointness
4.1 Burkholder type inequalities
In this section by using the functional integral representation derived in Theorem 3.15
we show the essential self-adjointness of Hqf for arbitrary values of coupling constants.
To prove this we find an invariant domain D so that D ⊂ D(Hqf) and e−tHqfD ⊂
D. Then Hqf is essentially self-adjoint on D by Proposition 3.3. Let T be a self-
adjoint operator. The strategy is to estimate the scalar product (TF, e−tHqfG) as
|(TF, e−tHqfG)| ≤ c(G, T )‖F‖ for all F,G ∈ D(T ) with some constant c(G, T ), which
implies that e−tHqfG ∈ D(T ) for G ∈ D(T ).
By the Itoˆ isometry we have
E
x,0
P×ν
[‖1l⊗ ω(p)α/2I[0, t]‖2E] = dEx,0P×ν
[∫ Tt
0
‖ω(p)α/2λ(· −Br)‖2L2(Rd)dr
]
. (4.1)
In particular
E
x,0
P×ν
[‖1l⊗ ω(p)α/2I[0, t]‖2E] ≤ dE0ν [Tt]‖ω(α−1)/2ϕˆ‖2L2(Rd) (4.2)
and the right-hand side above is finite in the case of m > 0, since E0ν [Tt] <∞. We can
also estimate Ex,0P×ν
[‖1l⊗ ω(p)α/2I[0, t]‖4
E
]
.
Lemma 4.1 Suppose m > 0. Then the Burkholder type inequalities hold:
E
x,0
P×ν
[‖1l⊗ ω(p)α/2I[0, t]‖4E] ≤ C‖ω(α−1)/2ϕˆ‖4L2(Rd), (4.3)
where C is a constant.
Proof: It is known that by [Hir00b, Theorem 4.6]
E
x
P
[∥∥∥∥1l⊗ ω(p)α/2
∫ t
0
jsλ(· −Bs)dBµs
∥∥∥∥
2m
L2(Rd+1)
]
≤ (2m)!
2m
tm‖ω(α−1)/2ϕˆ‖2mL2(Rd). (4.4)
Notice that I[0, t] = s− lim
n→∞
d⊕
µ=1
2n∑
j=1
aµj with a
µ
j =
∫ Ttj
Ttj−1
jtj−1λα(· − Bs)dBµs ∈ L2(Rd+1),
and λα = ω(p)
α/2λ and λˆα = ω
(α−1)/2ϕˆ. We fix a µ and set aµj = aj for simplicity. aj
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and ai are independent for i 6= j and then we have
E
x,0
P×ν


∥∥∥∥∥
2n∑
j=1
aj
∥∥∥∥∥
4
L2(Rd+1)


=
∑
j,j′
∑
i,i′
E
x,0
P×ν
[(∫
Rd+1
aj(x)aj′(x)dx
)(∫
Rd+1
ai(y)ai′(y)dy
)]
=
2n∑
j=1
E
x,0
P×ν
[(∫
Rd+1
aj(x)
2dx
)2]
+
2n∑
j=1
E
x,0
P×ν
[∫
Rd+1
aj(x)
2dx
]∑
i 6=j
E
x,0
P×ν
[∫
Rd+1
ai(x)
2dx
]
+
2n∑
j=1
∑
i 6=j
E
x,0
P×ν
[∫
Rd+1
aj(x)ai(x)dx
∫
Rd+1
aj(y)ai(y)dy
]
.
We estimate the first term of the right-hand side above. We have by (4.4)
2n∑
j=1
E
x,0
P×ν
[(∫
aj(x)
2dx
)2]
=
2n∑
j=1
E
x,0
P×ν
[‖aj‖4] ≤ 6‖ω(α−1)/2ϕˆ‖4 2
n∑
j=1
E
0
ν
[∣∣∣T t
2n+1
∣∣∣2] .
By using the distribution (3.2) of Tt and the assumption m > 0 we have
2n∑
j=1
E
x,0
P×ν
[(∫
aj(x)
2dx
)2]
≤ 6‖ω(α−1)/2ϕˆ‖4 t
2
√
2π
e
mt
2n+1
∫ ∞
0
√
s exp
(
−1
2
(
( t
2n+1
)2
s
+m2s
))
ds.
The right-hand side converges to
3t√
2π
‖ω(α−1)/2ϕˆ‖4
∫ ∞
0
√
s exp
(
−1
2
m2s
)
ds
as n→∞. The second term is estimated as
2n∑
j=1
E
x,0
P×ν
[∫
aj(x)
2dx
]∑
i 6=j
E
x,0
P×ν
[∫
aj(x)
2dx
]
≤
(
2n∑
j=1
E
x,0
P×ν
[∫
aj(x)
2dx
])2
.
By the Itoˆ isometry we have
2n∑
j=1
E
x,0
P×ν
[∫
aj(x)
2dx
]
= Ex,0P×ν
[∫ Tt
0
‖jsλα(· − Bs)‖2ds
]
≤ E0ν [Tt]‖ω(α−1)/2ϕˆ‖2.
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Hence
2n∑
j=1
E
x,0
P×ν
[∫
aj(x)
2dx
]∑
i 6=j
E
x,0
P×ν
[∫
aj(x)
2dx
]
≤ (E0ν [Tt])2‖ω(α−1)/2ϕˆ‖4.
Finally we estimate the third term. We see that
2n∑
j=1
∑
i 6=j
E
x,0
P×ν
[∫
aj(x)ai(x)dx
∫
aj(y)ai(y)dy
]
≤
∫
Rd+1
dx
∫
Rd+1
dy
∣∣∣∣∣
2n∑
j=1
E
x,0
P×ν [aj(x)aj(y)]
∣∣∣∣∣
2
.
Note that Ex,0P×ν [aj(x)aj(y)] = E
x,0
P×ν
[∫ Ttj
Ttj−1
As(x, j)As(y, j)ds
]
, where we set As(x, j) =
(jtj−1λα(· − Bs))(x). By the Schwarz inequality we have
≤
∫
Rd+1
dx
∫
Rd+1
dyEx,0P×ν

( 2n∑
j=1
∫ Ttj
Ttj−1
As(x, j)As(y, j)ds
)2
≤
∫
Rd+1
dx
∫
Rd+1
dyEx,0P×ν
[(
2n∑
j=1
∫ Ttj
Ttj−1
As(x, j)
2ds
)(
2n∑
j=1
∫ Ttj
Ttj−1
As(y, j)
2ds
)]
and the Fubini’s lemma yields that
= Ex,0P×ν
[∫
Rd+1
dx
(
2n∑
j=1
∫ Ttj
Ttj−1
As(x, j)
2ds
)∫
Rd+1
dy
(
2n∑
j=1
∫ Ttj
Ttj−1
As(y, j)
2ds
)]
= Ex,0P×ν
[
T 2t ‖ω(α−1)/2ϕˆ‖4
]
= E0ν [T
2
t ]‖ω(α−1)/2ϕˆ‖4.
Note that E0ν [T
n
t ] =
tetm√
2π
∫∞
0
sn
s3/2
exp
(
−1
2
(
t2
s
+m2s
))
ds < ∞ for n ≥ 0. Then the
lemma follows. ✷
4.2 Invariant domain and self-adjointness
Let Pµ = pµ ⊗ 1l + 1l⊗ Pfµ be the total momentum operator in H .
Lemma 4.2 Let V = 0. Then e−itPµe−sHqfeitPµ = e−sHqf .
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Proof: By the Feynman-Kac type formula we have
(F, e−itPµe−sHqfeitPµG)=
∫
Rd
dxEx,0P×ν
[
(J0F (BT0), e
−itpµe−itPfµe−iAE(I[0,t])eitPfµeitpµJtG(BTt))
]
.
Since e−itpµe−itPfµe−iAE(I[0,t])eitPfµeitpµ = e−iAE(I[0,t]), the lemma follows. ✷
Lemma 4.3 Suppose Assumptions 2.1 and 2.2. Let V = 0. For F ∈ D(pµ) and
G ∈ D(pµ) ∩ D(H1/2rad) it follows that
(pµF, e
−tHqfG) ≤ C
(
(‖√ωϕˆ‖+ ‖ϕˆ‖)‖(Hrad + 1l)1/2G‖+ ‖pµG‖
)
‖F‖. (4.5)
Proof: Notice that (eispµF, e−tHqfG) = (e−isPfµF, e−tHqfe−isPµG). Then
(eispµF, e−tHqfG) =
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
+isPfµe−iαAE(I)e−isPfµJte−ispµG(BTt)
)]
.
(4.6)
Here and in what follows in this proof we set I =
⊕d
µ I
µ = I[0, t]. We see that
e+isPfµe−iαAE(I)e−isPfµ = e−iαAE(e
is(1l⊗pµ)I). Take the derivative at s = 0 on both sides of
(4.6). We have
(ipµF, e
−tHqfG) =
∫
Rd
dxEx,0P×ν
[(
J0F (BT0),−iαAEµ(ipµIµ)e−iαAE(I)JtG(BTt)
)]
+
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I)Jt(−ipµG)(BTt)
)]
. (4.7)
It is trivial to see that∣∣∣∣
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I)Jt(−ipµG)(BTt)
)]∣∣∣∣ ≤ ‖F‖‖pµG‖.
We can estimate the first term on the right-hand side of (4.7) as∣∣∣∣
∫
Rd
dxEx,0P×ν
[(
J0F (BT0),AEµ(ipµI
µ)e−iαAEµ(I
µ)JtG(BTt)
)]∣∣∣∣
≤
∫
Rd
dxEx,0P×ν
[‖AEµ(ipµIµ)J0F (BT0)‖‖JtG(BTt)‖]
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By the bound ‖AEµ(f)Φ‖ ≤ C(‖fˆ‖ + ‖fˆ/
√
ω‖)‖(Hrad + 1l)1/2Φ‖ with some constant
C > 0, we have
≤ C
∫
Rd
dxEx,0P×ν
[
(‖pµI‖+ ‖ω(p)−1/2pµI‖)‖(Hrad + 1l)1/2F (BT0)‖‖G(BTt)‖
]
and by the Schwarz inequality,
≤ C
(∫
Rd
dxEx,0P×ν
[
(‖ω(p)Iµ‖+ ‖ω(p)1/2Iµ‖)2] ‖(Hrad + 1l)1/2F (x)‖2
)1/2
‖G‖
≤ C(‖ω1/2ϕˆ‖+ ‖ϕˆ‖)‖(Hrad + 1l)1/2F‖‖G‖.
Then the lemma follows. ✷
We define the momentum conjugate of AE(f) by ΠE(f) = i[Hrad,AE(f)] in the
function space.
Lemma 4.4 Suppose Assumptions 2.1 and 2.2. Let V = 0. Then for F,G ∈ D(Hrad)
it follows that
(HradF, e
−tHqfG)
≤
(
‖HradG‖+ |α|(‖
√
ωϕˆ‖+ ‖ϕˆ‖)‖(Hrad + 1l)1/2G‖+ |α|2‖ϕˆ/
√
ω‖2‖G‖
)
‖F‖.
Proof: By the Feynman-Kac type formula we have
(HradF, e
−tHqfG) =
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,t])SJtG(BTt)
)]
,
where S = eiαAE(I[0,t])Hrade
−iαAE(I[0,t]) = Hrad − αΠE(I[0, t]) + α2g with the constant
g = qE(I[0, t]). It is trivial to see that∣∣∣∣
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,t])HradJtG(BTt)
)]∣∣∣∣ ≤ ‖F‖‖HradG‖. (4.8)
In the same way as the estimate of the first term of the right-hand side of (4.7) we can
see that ∣∣∣∣
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,t])ΠE(I[0, t])JtG(BTt)
)]∣∣∣∣
≤ C(‖√ωϕˆ‖+‖ϕˆ‖)‖F‖‖(Hrad + 1l)1/2G‖
31
with some constant C > 0. Here we used the fundamental bound ‖ΠEµ(f)Φ‖ ≤
C
(
‖√ωfˆ‖+ ‖fˆ‖
)
‖(Hrad+1l)1/2Φ‖ and Lemma 4.1. Finally we see that g ≤ C‖I[0, t]‖2E
and by Lemma 4.1 again,∣∣∣∣
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,t])gJtG(BTt)
)]∣∣∣∣
≤ C
(∫
Rd
dxEx,0P×ν
[‖I[0, t]‖4E] ‖F (x)‖2
)1/2
‖G‖ ≤ C‖ϕˆ/√ω‖2‖F‖‖G‖. (4.9)
Then the lemma follows. ✷
Theorem 4.5 (Essential self-adjointness) Let V ∈ Vrel. Suppose that m > 0, and
Assumptions 2.1 and 2.2 hold. Then Hqf is essentially self-adjoint on D(|p|)∩D(Hrad).
Proof: Suppose V = 0. Let F ∈ C∞0 (Rd)⊗Ffin. Then we see that
‖(Tkin +˙Hrad)F‖2 ≤ C1‖|p|F‖2 + C2‖HradF‖2 + C3‖F‖2
with some constants C1, C2 and C3. Since C
∞
0 (R
d)⊗Ffin is a core of |p|+Hrad,
D(Tkin +˙ Hrad) ⊃ D(|p|) ∩D(Hrad) (4.10)
follows from a limiting argument. By Lemmas 4.3 and 4.4, we also see that
e−t(Tkin +˙ Hrad) (D(|p|) ∩D(Hrad)) ⊂ (D(|p|) ∩ D(Hrad)) . (4.11)
(4.10) and (4.11) imply that Tkin +˙ Hrad is essentially self-adjoint on D(|p|) ∩ D(Hrad)
by Proposition 3.3. Next we suppose that V satisfies assumptions in the theorem. By
Lemma 3.12, V is also relatively bounded with respect to Tkin +˙ Hrad with a relative
bound strictly smaller than one. Then the theorem follows by the Kato-Rellich theorem.
✷
Furthermore in Hidaka and Hiroshima [HH13b] the self-adjointness of Hqf for arbi-
trary m ≥ 0 is established. The key inequality is as follows.
Lemma 4.6 Suppose that m > 0, and Assumptions 2.1 and 2.2 hold. Let V = 0.
Then there exists a constant C such that
‖|p|F‖2 + ‖HradF‖2 ≤ C‖(Tkin +˙Hrad + 1l)F‖2 (4.12)
for all F ∈ D(|p|) ∩D(Hrad).
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Proof: See [HH13b, Lemma 2.7]. ✷
Theorem 4.7 (Self-adjointness [HH13b]) Suppose that m ≥ 0, and Assumptions
2.1 and 2.2 hold. Let V ∈ Vrel. Then Hqf is self-adjoint on D(|p|) ∩D(Hrad).
Proof: We show an outline of the proof. See [HH13b] for detail. Suppose that
V = 0 and m > 0. We write Hm for Hqf to emphasize m-dependence. By (4.12),
Hm⌈D(|p|)∩D(Hrad) is closed on D(|p|) ∩ D(Hrad). Then Hm is self-adjoint on D(|p|) ∩
D(Hrad). Note that H0 = Hm + (H0 − Hm) and H0 − Hm is bounded. Then H0 is
also self-adjoint on D(|p|) ∩ D(Hrad) for V = 0. Finally let V ∈ Vrel. Then V is also
relatively bounded with respect to Hm with a relative bound strictly smaller than one.
Then the theorem follows from Kato-Rellich theorem. ✷
Example 4.8 (Hydrogen like atom)Let d = 3. A spinless hydrogen like atom is
defined by introducing the Coulomb potential VCoulomb(x) = −g/|x|, g > 0, which
is relatively form bounded with respect to
√
p2 +m2 with a relative bound strictly
smaller than one if g ≤ 2/π by [Her77] (see also [BE11, Theorem 2.2.6]). Furthermore
if g < 1/2, VCoulomb is relatively bounded with respect to
√
p2 +m2 with a relative
bound strictly smaller than one. Let AΛ be the quantized radiation field with the cutoff
function ϕˆ(k) = 1l|k|<Λ(k)/
√
(2π)3, where Λ > 0 describes a UV cutoff parameter. By
Lemma 3.12, when g < 2/π, V is relatively form bounded with respect to Tkin +˙Hrad
and Hqf is well defined as a self-adjoint operator. Furthermore by Theorem 4.7 when
g < 1/2, Hqf is self-adjoint on D(|p|) ∩D(Hrad). All the statements mentioned above
are true for arbitrary values of α ∈ R and Λ > 0.
5 Martingale properties and fall-off of bound states
5.1 Semigroup and relativistic Kato-class potential
In this subsection we define the self-adjoint operator HK with a potential V in the
so-called relativistic Kato-class through the Feynman-Kac type formula. Let us define
the relativistic Kato-class.
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Definition 5.1 (Relativistic Kato-class) (1) Potential V is in the relativistic Kato-
class if and only if
sup
x
E
x,0
P×ν
[
e
∫ t
0 V (BTs )ds
]
<∞. (5.1)
(2) V = V+ − V− is in VKato if and only if V+ ∈ L1loc(Rd) and V− is in relativistic
Kato-class.
The property (5.1) is used in the proofs of Lemmas 5.8 and 5.11, and Corollary 5.9.
When V ∈ VKato, we can see that
rt(F,G) =
∫
Rd
dxEx,0P×ν
[(
J0F (BT0), e
−iαAE(I[0,t])e−
∫ t
0
V (BTr )drJtG(BTt)
)]
is well defined for all F,G ∈ H , and |rt(F,G)| ≤ ct‖F‖‖G‖ follows with some constant
ct. Then the Riesz representation theorem yields that there exists a bounded operator
St such that rt(F,G) = (F, StG) for F,G ∈ H and ‖St‖ ≤ ct. By the Feynman-Kac
type formula (3.15) we indeed see that (StG)(x) = E
x,0
P
[
J[0,t]G(BTt)
]
, where
J[0,t] = J
∗
0e
− ∫ t
0
V (BTr )dre−iαAE(I[0,t])Jt. (5.2)
Theorem 5.2 Let V ∈ VKato. Suppose Assumption 2.1. Then St, t ≥ 0, is a strongly
continuous one-parameter symmetric semigroup.
Definition 5.3 (Definition of HK) Let V ∈ VKato. Suppose Assumption 2.1. The
unique self-adjoint generator of St, t ≥ 0, is denoted by HK, i.e., St = e−tHK , t ≥ 0.
Remark 5.4 Note that
Vrel ⊂ Vqf , VKato ⊂ Vqf . (5.3)
It is easy to see that Vrel ⊂ Vqf . See Appendix C for the inclusion VKato ⊂ Vqf . We
give a remark on the difference between Hqf and HK. In order to define Hqf we need
Assumptions 2.1 and 2.2, an extra Assumption 2.2 is, however, not needed to define
HK.
In order to prove Theorem 5.2 we need several lemmas:
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Lemma 5.5 Let V ∈ VKato. Suppose Assumption 2.1. Then St, t ≥ 0, satisfies the
semigroup property, i.e., SsSt = Ss+t for all s, t ≥ 0.
Proof: We have (F, SsStG) =
(
F,Ex,0P×ν
[
J[0,s]E
BTs ,0
P×ν
[
J[0,t]G(BTt)
]])
. By Lemma E.1 we
show that
E
x,0
P×ν
[
J[0,s]E
BTs ,0
P×ν
[
J[0,t]G(BTt)
]]
= Ex,0P×ν
[
J[0,s]J
∗
0e
− ∫ s+t
s
V (BTr )dre−iαAE(I0[s,s+t])JtG(BTs+t)
]
,
(5.4)
where
I0[s, s+ t] = s− lim
n→∞
d⊕
µ=1
2n∑
j=1
∫ T t
2n
j+s
T t
2n
(j−1)+s
j t
2n
(j−1)λ(· − Br)dBµr . (5.5)
Since it is obtained that
J[0,s]J
∗
0e
− ∫ s+ts V (BTr )dre−iαAE(I0[s,s+t])JtG(BTs+t)
= J∗0e
− ∫ s+t
0
V (BTr )dre−iαAE(I[0,s])JsJ∗0e
−iαAE(I0[s,s+t])JtG(BTs+t)
and JsJ
∗
0 = UsJ0J
∗
0 = UsEs, we have
(F, SsStG) =
(
F,Ex,0P×ν
[
J∗0e
−iαAE(I[0,s])UsEse−iαAE(I0[s,s+t])e−
∫ s+t
0 V (BTr )drJtG(BTs+t)
])
.
By the Markov property of projection Es, Es can be deleted, and Us satisfies that
Use
−iαAE(I0[s,s+t])JtG(BTs+t) = e
−iαAE(I[s,s+t])Js+tG(BTs+t). Then by Proposition D.2 we
have
(F, SsStG) =
(
F,Ex,0P×ν
[
J∗0e
− ∫ s+t
0
V (BTr )dre−iαAE(I[0,s+t])Js+tG(BTs+t)
])
= (F, Ss+tG).
Then the semigroup property, SsSt = Ss+t, follows. ✷
Lemma 5.6 Let V ∈ VKato. Suppose Assumption 2.1. Then St, t ≥ 0, is strongly
continuous in t and s−lim
t→0
St = 1l.
Proof: It is enough to show that (F, StG) → (F,G) as t → 0 for F,G ∈ C∞0 (Rd) ⊗
Ffin. Let F = f ⊗Ψ and G = g ⊗ Φ. Since V ∈ VKato, we have
|(F, (St − 1l)G)| ≤ C‖F‖H
{∫
dxEx,0P×ν
[‖(e−iαAE(I[0,t]) − 1)g(BTt)Φ‖2]
}1/2
.
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Since g ∈ C∞0 (Rd), |g(x)| ≤ a1lK(x) with some a and a compact domain K ⊂ Rd, we
have
|(F, (St − 1l)G)| ≤ aC‖F‖H
{∫
K
dxEx,0P×ν
[‖(e−iαAE(I[0,t]) − 1)Φ‖2]}1/2 .
By the bound E
[‖(e−iαAE(I[0,t]) − 1)Φ‖2] ≤ |α|‖I[0, t]‖‖(N + 1l)1/2Φ‖, we have
(F, (St − 1l)G)| ≤ |α|aC‖F‖H
{∫
K
dxEx,0P×ν
[‖I[0, t]‖2] ‖(N + 1l)1/2Φ‖}1/2
≤ √ta|α|C‖ϕˆ/√ω‖‖F‖H
(∫
K
dx
)1/2
‖(N + 1l)1/2Φ‖.
Then |(F, (St − 1l)G)| → 0 as t→ 0 follows. ✷
Lemma 5.7 Let V ∈ VKato. Suppose Assumption 2.1. Then St, t ≥ 0, is symmetric,
i.e., S∗t = St for all t ≥ 0.
Proof: Recall that R = Γ(r) is the second quantization of the reflection r. We have
(F, StG) =
∫
dxEx,0P×ν
[
e−
∫ t
0 V (BTr )dr
(
J0F (BT0), e
−iαAE(rI[0,t])J−tG(BTt)
)]
,
and by the time-shift Ut = Γ(ut),
=
∫
dxEx,0P×ν
[
e−
∫ t
0 V (BTr )dr
(
JtF (BT0), e
−iαAE(utrI[0,t])J0G(BTt)
)]
.
Notice that utrI[0, t] = lim
n→∞
2n∑
j=1
∫ Ttj
Ttj−1
jt−tj−1λ(· − Bs)dBµs . Exchanging integrals
∫
dP0
and
∫
dx and changing the variable x to y − BTt , we can have
= E0,0P×ν
[∫
dye−
∫ t
0 V (BTr−BTt+y)dr
(
JtF (y −BTt), e−iαAE(utrI˜[0,t])J0G(y)
)]
, (5.6)
where utrI˜[0, t] = lim
n→∞
2n∑
j=1
∫ Ttj
Ttj−1
jt−tj−1λ(· − (Bs − BTt + y))dBµs . By Lemma E.2, we
can see that
(5.6) =
∫
dyE0,yP×ν
[
e−
∫ t
0
V (BTr )dr
(
J∗0e
−iαAE(I[0,t])JtF (y +BTt), G(y)
)]
= (StF,G).
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Then the lemma follows. ✷
Proof of Theorem 5.2
Lemmas 5.5-5.7 yield that St is symmetric and strongly continuous one-parameter
semigroup. Then there exists the unique self-adjoint operator such that St = e
−tHK by
a semigroup version of the Stone theorem [LHB11, Proposition 3.26]. ✷
5.2 Martingale properties
Let Φb be a bound state of HK and E ∈ R the eigenvalue associated with Φb:
HKΦb = EΦb.
In this section we study the spatial decay of ‖Φb(x)‖L2(Q) as |x| → ∞. In order to do
that we show the martingale property of the stochastic process (Mt(x))t≥0:
Mt(x) = e
tEe−
∫ t
0
V (BTs+x)dse−iαAE(I
x[0,t])JtΦb(BTt + x), t ≥ 0, (5.7)
on ΩP × Ων × QE. Here Ix[0, t] is defined by I[0, t] with Bs replaced by Bs + x, i.e.,
Ix[0, t] =
⊕d
µ=1
∫ Tt
0
jT ∗s λ(·−Bs−x)dBµs . Using the stochastic process (Mt(x))t≥0, bound
state Φb can be represented as
Φb(x) = E
0,0
P×ν [J
∗
0Mt(x)] (5.8)
for arbitrary t ≥ 0. We can also obtain that (u ⊗ Φ,Φb) = (u ⊗ Φ, e−t(HK−E)Φb) =∫
Rd
dxu(x)E0,0P×νEµE [J0Φ ·Mt(x)]. Then we have (Φ,Φb(x))L2(Q) = E0,0P×νEµE [J0Φ ·Mt(x)].
Lemma 5.8 Let V ∈ VKato. Suppose Assumption 2.1. Then ‖Φb(·)‖L2(Q) ∈ L∞(Rd).
Proof: By Φb(x) = E
0,0
P×νEµE [J
∗
0Mt(x)] for arbitrary t > 0, we have
‖Φb(x)‖L2(Q) ≤ etE
(
E
0,0
P×ν
[
e−2
∫ t
0 V (BTs+x)ds
])1/2 (
E
0,0
P×ν
[‖Φb(BTt + x)‖2])1/2 .
We have supx∈Rd E
0,0
P×ν
[
e−2
∫ t
0
V (BTs+x)ds
]
<∞, since V is relativistic Kato-class, and
E
0,0
P×ν
[‖Φb(BTt + x)‖2] =
∫
Rd
dy
∫ ∞
0
ds
ρt(s)e
−|y|2/(2s)
(2πs)d/2
‖Φb(x+ y)‖2 ≤ C‖Φb‖2H .
Then supx∈Rd ‖Φb(x)‖2 ≤ C‖Φb‖2H follows. ✷
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Corollary 5.9 It follows that E0,0P×νEµE
[‖Mt(x)‖L2(Q)] <∞ for all x ∈ Rd.
Proof: This follows from Lemma 5.8. ✷
We define a filtration under which (Mt(x))t≥0 is martingale. Let
F (1)[0,t] =
{ ⋃
w1∈Ων
(A(w1), w1)
∣∣∣∣∣A(w1) ∈ σ(Br, 0 ≤ r ≤ Tt(w1))
}
⊂ BP ×Bν (5.9)
and
F (2)[0,t] =
{ ⋃
w2∈ΩP
(w2, B(w2))
∣∣∣∣∣B(w2) ∈ σ(Tr, 0 ≤ r ≤ t)
}
⊂ BP ×Bν . (5.10)
Then we set F[0,t] = F (1)[0,t] ∩ F (2)[0,t], t ≥ 0, and define a filtration in BP ×Bν × ΣE by
(Mt)t≥0 =
(F[0,t] × Σ(−∞,t])t≥0 . (5.11)
Theorem 5.10 (Martingale property of (Mt)t≥0) Let V ∈ VKato. Suppose As-
sumption 2.1. Then the stochastic process (Mt(x))t≥0 is martigale with respect to the
filtration (Mt)t≥0. I.e., E0,0P×νEµE [Mt(x)|Ms] = Ms(x) for t ≥ s.
Proof: By Proposition D.2 we have AE(I
x[0, t]) = AE(I
x[0, s])+AE(I
x[s, t]) for s ≤ t.
Since e−iαAE(I
x[0,s])e−
∫ s
0
V (BTr )dr is Ms-measurable, we have
E
0,0
P×νEµE [Mt(x)|Ms] = etEe−iαAE(I
x[0,s])e−
∫ s
0 V (BTr+x)dr
× E0,0P×νEµE
[
e−iαAE(I
x[s,t])e−
∫ t
s V (BTr+x)drJtΦb(BTt + x)|Ms
]
.
By the definition of I[s, t] it is seen that
E
0,0
P×νEµE
[
e−iαAE(I
x[s,t])e−
∫ t
s V (BTr+x)drJtΦb(BTt + x)|Ms
]
= lim
n→∞
E
0,0
P×νEµE
[
e−iαAE(I
x
n[s,t])e−
∫ t
s
V (BTr+x)drJtΦb(BTt + x)|Ms
]
,
and then
E
0,0
P×νEµE
[
e−iαAE(I
x
n[s,t])e−
∫ t
s V (BTr+x)drJtΦb(BTt + x)|Ms
]
= EµE
[
E
0
ν
[
E
0
P
[
e−iαAE(I
x
n[s,t])e−
∫ t
s
V (BTr+x)drJtΦb(BTt + x)|F (1)[0,s]
]
|F (2)[0,s]
]
|Σ[−∞,s]
]
.
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By the Markov property of the Brownian motion we see that
E
0
P
[
e−iαAE(I
x
n[s,t])e−
∫ t
s
V (BTr+x)drJtΦb(BTt + x)|F (1)[0,s]
]
= lim
n→∞
E
BTs
P
[
e−iαAE(I
(1),x
n [s,t])e−
∫ t
s V (BTr−Ts+x)drJtΦb(BTt−Ts + x)
]
,
where E
BTs
P menas E
y
P evaluated at y = BTs and
I(1),xn [s, t] =
d⊕
µ=1
2n∑
j=1
∫ T (t−s)
2n
j+s
−Ts
T (t−s)
2n
(j−1)+s
−Ts
j (t−s)
2n
(j−1)+sλ(· −Br − x)dBµr .
Since the subordinator (Tt)t≥0 is also a Markov process, we have
E
0
ν
[
E
BTs
P
[
e−iαAE(I
(1),x
n [s,t])e−
∫ t
s V (BTr−Ts+x)drJtΦb(BTt−Ts + x)
]
|F (2)[0,s]
]
= ETsν E
BT0
P
[
e−iαAE(I
(2),x
n [s,t])e−
∫ t
s V (BTr−s−T0+x)drJtΦb(BTt−s−T0 + x)
]
,
where ETsν also means E
y
ν evaluated at y = Ts and
I(2),xn [s, t] =
d⊕
µ=1
2n∑
j=1
∫ T (t−s)
2n
j
−T0
T (t−s)
2n
(j−1)
−T0
j (t−s)
2n
(j−1)+sλ(· − Br − x)dBµr .
Again the Markov property of the Euclidean field yields that
EµE
[
E
Ts
ν E
BT0
P
[
e−iαAE(I
(2),x
n [s,t])e−
∫ t
s V (BTr−s−T0+x)drJtΦb(BTt−s−T0 + x)
]
|Σ[−∞,s]
]
= EµE
[
E
Ts
ν E
BT0
P
[
e−iαAE(I
(2),x
n [s,t])e−
∫ t
s
V (BTr−s−T0+x)drJtΦb(BTt−s−T0 + x)
]
|Σs
]
.
The right-hand side above equals to
= EsE
Ts
ν E
BT0
P
[
e−iαAE(I
(2),x
n [s,t])e−
∫ t
s
V (BTr−s−T0+x)drJtΦb(BTt−s−T0 + x)
]
= JsJ
∗
0U−sE
Ts
ν E
BT0
P
[
e−iαAE(I
(2),x
n [s,t])e−
∫ t
s V (BTr−s−T0+x)drJtΦb(BTt−s−T0 + x)
]
. (5.12)
Since U−s is the shift by −s, we have
= JsJ
∗
0E
Ts
ν E
BT0
P
[
e−iαAE(I
(3),x
n [s,t])e−
∫ t
s V (BTr−s−T0+x)drJt−sΦb(BTt−s−T0 + x)
]
,
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where
I(3),xn [s, t] =
d⊕
µ=1
2n∑
j=1
∫ T (t−s)
2n
j
−T0
T (t−s)
2n
(j−1)
−T0
j (t−s)
2n
(j−1)λ(· −Br − x)dBµr .
We notice that the random variable Tt + y under ν has the same law as Tt under ν
y,
i.e., Eyν [f(Tt)] = E
0
ν [f(Tt + y)], we can see that
= JsJ
∗
0E
0
νE
Bu+T0
P
[
e−iαAE(I
(3),x
n [s,t])e−
∫ t
s V (BTr−s−T0+x)drJt−sΦb(BTt−s−T0 + x)
]⌈
u=Ts
= JsJ
∗
0E
0
νE
BTs
P
[
e−iαAE(I
(4),x
n [s,t])e−
∫ t
s V (BTr−s+x)drJt−sΦb(BTt−s + x)
]
,
where
I(4),xn [s, t] =
d⊕
µ=1
2n∑
j=1
∫ T (t−s)
2n
j
T (t−s)
2n
(j−1)
j (t−s)
2n
(j−1)λ(· − Br − x)dBµr .
Taking the limit n→∞, we finally obtain that
E
0,0
P×νEµE [Mt(x)|Ms] = esEe−iαAE(I
x[0,s])e−
∫ s
0 V (BTr+x)drJs
× e(t−s)EEBTs ,0P×ν
[
J∗0e
−iαAE(Ix[0,t−s])e−
∫ t−s
0 V (BTr+x)drJt−sΦb(BTt−s + x)
]
.
Notice that
e(t−s)EEBTs ,0P×ν
[
J∗0e
−iαAE(Ix[0,t−s])e−
∫ t−s
0 V (BTr+x)drJt−sΦb(BTt−s + x)
]
= Φb(BTs + x)
and hence
E
0,0
P×νEµE [Mt(x)|Ms] = esEe−iαAE(I
x[0,s])e−
∫ s
0 V (BTr+x)drJsΦb(BTs + x) = Ms(x).
Then the proof is complete. ✷
Since we show that (Mt(x))t≥0 is a martingale, for an arbitrary stopping time τ
with respect to (Mt)t≥0, (Mt∧τ (x))t≥0 is also a martingale. By using this fact we can
show a spatial decay of bound state Φb of HK.
5.3 Fall-off of bound states
Let us recall that (zt)t≥0 is the d-dimensional Le´vy process on a probability space
(ΩZ,BZ,Z
x) such that ExZ [e
−iu·zt] = e−t(
√
|u|2+m2−m)e−iu·x. Hence the generator of (zt)t≥0
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is given by
√
p2 +m2 −m, and the distribution kt,m(x) of zt by
kt,m(x) = 2
(m
2π
)d+1
2
tetmK d+1
2
(m
√
t2 + |x|2)
(t2 + |x|2) d+14
, m > 0,
kt,0(x) =
Γ(d+1
2
)
(2π)
d+1
2
t
(t2 + |x|2) d+12
, m = 0.
Here Γ(m) denotes the Gamma function, Kν(z) is the modified Bessel function of the
third kind of order ν, and it is known that Kν(z) ∼ 12Γ(ν)(12z)−ν as z ∼ 0.
Lemma 5.11 Let V ∈ VKato. Suppose Assumption 2.1. Let τ be a stopping time with
respect to the filtration (Mt)t≥0. Then
‖Φb(x)‖ ≤ ‖Φb‖H ExZ
[
e−
∫ t∧τ
0
(V (zr)−E)dr
]
. (5.13)
Proof: Since (J0Φ ·Mt(x))t≥0 is a martingale with respect to the filtration (Mt)t≥0,
also is (J0Φ ·Mt∧τ (x))t≥0. Then E0,0P×νEµE [J0Φ ·Mt(x)] = E0,0P×νEµE [J0Φ ·Mt∧τ (x)] follows.
It is immediate to see by Lemma 5.8 that
|E0,0P×νEµE [J0Φ ·Mt∧τ (x)] | ≤ C‖Φ‖E0,0P×ν
[
e−
∫ t∧τ
0 (V (BTr+x)−E)dr
]
,
where C = sup
x∈Rd
‖Φb(x)‖. Since BTt = zt in law, we then have
|E0,0P×νEµE [J0Φ ·Mt(x)] | ≤ ‖Φ‖ExZ
[
e−
∫ t∧τ
0
(V (zr)−E)dr
]
. (5.14)
From ‖Φb(x)‖L2(Q) = supΦ∈L2(Q),Φ 6=0 E0,0P×νEµE [J0Φ ·Mt(x)] /‖Φ‖, the lemma follows. ✷
Theorem 5.12 (Fall-off of bound states) Let V = V+ − V− ∈ VKato. Suppose
Assumption 2.1.
(1) Suppose that lim
|x|→∞
V−(x) + E = a < 0. Then
Case m = 0 : there exists C > 0 such that
‖Φb(x)‖L2(Q)
‖Φb‖H ≤
C
1 + |x|d+1 ;
Case m > 0 : there exist C > 0 and c > 0 such that
‖Φb(x)‖L2(Q)
‖Φb‖H ≤ Ce
−c|x|.
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(2) Suppose that lim
|x|→∞
V (x) = ∞. Then there exist C > 0 and c > 0 such that
‖Φb(x)‖L2(Q) ≤ Ce−c|x|‖Φb‖H .
Proof: (1) Suppose that V−(x) + E < a + ǫ < 0 for all x such that |x| > R, and
τR = inf{s||zs| < R} is a stopping time with respect to the filtration (Mt)t≥0. By
(5.13) we have ‖Φb(x)‖ ≤ ‖Φb‖H ExZ
[
e+2(ǫ+a)(t∧τR)
]
for |x| > R. In a similar way to
[CMS90, Proposition IV.1] we have
E
x
Z
[
e+2(ǫ+a)(t∧τR)
] ≤ C
1 + |x|d+1 , m = 0,
E
x
Z
[
e+2(ǫ+a)(t∧τR)
] ≤ Ce−c|x|, m > 0. (5.15)
Thus (1) follows.
(2) Let τR = inf{s||zs| > R}, which is the stopping time with respect to the
filtration (Mt)t≥0. Let W (x) = inf{V (y)||x − y| < R}. Then it can be shown in
[HIL13, Theorem 4.7] and [CMS90, Proposition IV.4] that
E
x
Z
[
e(t∧τR)Ee−
∫ t∧τR
0 V (zr)dr
]
≤ e−t(W (x)−E) + Ce−αRect (5.16)
with some constants α, c and C. Inserting R = p|x| with any 0 < p < 1, we see that
W (x)→∞ as |x| → ∞. Substituting t = δ|x| for sufficiently small δ > 0 and R = p|x|
with some 0 < p < 1, (2) follows. ✷
6 Gaussian domination of ground states
Let H = Hqf or HK in this section. Throughout this section, when we consider Hqf we
suppose Assumptions 2.1 and 2.2, and when we consider HK we suppose Assumption
2.1. A fundamental assumption in this section is that H has a ground state ϕg.
Assumption 6.1 Suppose that m ≥ 0 and H has a ground state ϕg , i.e.,
Hϕg = Eϕg, E = inf σ(H). (6.1)
The existence of ground state is studied in [HH13a, KMS09, KMS11].
42
Corollary 6.2 The operator ei
pi
2
Ne−tHe−i
pi
2
N is positivity improving for t > 0, i.e.,
(F, ei
pi
2
Ne−tHe−i
pi
2
NG) > 0 for any F ≥ 0 and G ≥ 0 (F 6≡ 0, G 6≡ 0). In particular
ei
pi
2
Nϕg is strictly positive and then the ground state of H is unique up to multiplication
constants.
Proof: It is established in [Hir00a] that J∗0e
ipi
2
Ne−iαAE(f)e−i
pi
2
NJt is positivity improving
for arbitrary f ∈⊕d L2R(Rd). Thus the first statement follows. Since eipi2N is unitary,
the statement on the uniqueness also follows from the Perron-Frobenius theorem. ✷
For an arbitrary fixed 0 ≤ φ ∈ L2(Rd) but φ 6≡ 0, we define
φt = e
−t(H−E)(φ⊗ 1l), ϕtg = φt/‖φt‖. (6.2)
Then it follows that ϕtg → ϕg strongly as t→∞, since (φ⊗ 1l, ϕg) 6= 0. Let
Lt = φ(B−Tt)φ(BTt)e
−α2
2
qE(I[−t,t])e−
∫ t
−t V (BTs )ds, t ≥ 0. (6.3)
Remark 6.3 We formally write the pair interaction W SRPF = qE(I[−t, t]) by
qE(I[−t, t]) = −α
2
2
d∑
µ,ν=1
∫ Tt
−Tt
dBµs
∫ Tt
−Tt
dBνrWµν(T
∗
s − T ∗r , Bs − Br), (6.4)
where the pair potential, Wµν(t, X), is given by
Wµν(t, X) =
1
2
∫
Rd
|ϕˆ(k)|2
ω(k)
(
δµν − kµkν|k|2
)
e−ik·Xe−ω(k)|t|dk. (6.5)
Definition 6.4 Define the probability measure µSRPFt = µt on the measurable space
(ΩP × Ων ,BP ×Bν) by
BP ×Bν ∋ A 7→ µt(A) = 1
Zt
∫
Rd
dxEx,0P×ν [1lALt] , t ≥ 0. (6.6)
Here Zt is the normalizing constant such that µt(ΩP × Ων) = 1.
We define the self-adjoint operator Aξ in H by Aξ =
∫ ⊕
Rd
A(ξ(· − x))dx, where ξ ∈⊕d L2R(Rd). Then we have
(ϕg, e
−iβAξϕg) = lim
t→∞
(e−tHφ⊗ 1l, e−iβAξe−tHφ⊗ 1l)
(e−tHφ⊗ 1l, e−tHφ⊗ 1l) , β ∈ R. (6.7)
43
Lemma 6.5 Let β ∈ R. Then it follows that
(e−tHφ⊗ 1l, e−iβAξe−tHφ⊗ 1l)
(e−tHφ⊗ 1l, e−tHφ⊗ 1l) = Eµt [e
− 1
2
(2αβℜqE(I[−t,t],j0ξ)+β2qE(j0ξ))] (6.8)
Proof: This follows from Corollary 3.18. ✷
Note that both qE(I[−t, t], j0ξ) and qE(j0ξ) do not depend on x.
Corollary 6.6 Let ξ =
⊕d
ν=1 δµνξµ and Aµ =
∫ ⊕
Rd
A(ξ(· − x))dx. We suppose that
suppξˆµ ∩ suppϕˆ = ∅. Then
(ϕg,A
n
µϕg)H = (1l,Aµ(0)
n1l)L2(Q)
=
{
(−1)m(2m− 1)!!
(
1
2
∫
Rd
|ξˆµ(k)|2(1− k
2
µ
|k|2 )dk
)m
n = 2m
0 n = 2m− 1,
(6.9)
where Aµ(0) = A(ξ).
Proof: Formally we see that
qE(I[−t, t], j0ξ) = 1
2
d∑
ν=1
∫ Tt
−Tt
dBνs
(∫
Rd
ξˆµ(k)
ϕˆ(k)√
ω(k)
e−T
∗
s ω(k)e−ikBs
(
δµν − kµkν|k|2
)
dk
)
= 0.
This is proven rigorously from the definition of I[−t, t]. By (6.8) and taking the limit
t → ∞, we have (ϕg, e−iβAµϕg) = e−β2qE(j0ξ))/2. Since ϕg ∈ D(Anµ) by Theorem 6.8
below, we derive (6.9) by taking n-times derivative at β = 0. ✷
Lemma 6.7 Suppose that β < (2qE(j0ξ))
−1. Then ϕtg ∈ D(eβA
2
ξ/2) and
‖eβA2ξ/2ϕtg‖2 = (1− 2βqE(j0ξ))−1/2Eµt
[
e
−βα2qE(I[−t,t],j0ξ)
2
(1−2βqE(j0ξ))
]
. (6.10)
Proof: We have (ϕtg, e
−ikAξϕtg) = Eµt
[
e−αkqE(I[−t,t],j0ξ)
]
e−
1
2
k2qE(j0ξ). By the Gaussian
transformation with respect to k, we see that
(ϕtg, e
−A2ξ/2ϕtg) = (2π)
−1/2
∫
R
e−
k2
2 Eµt
[
e−αkqE(I[−t,t],j0ξ)
]
e−
1
2
k2qE(j0ξ)dk,
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and by Fubini’s lemma, we can exchange
∫
dk and
∫
dµt. Then
(ϕtg, e
−A2ξ/2ϕtg) =
1√
1 + qE(j0ξ)
Eµt
[
e
α2qE(I[−t,t],j0ξ)
2
2(1+qE(j0ξ))
]
. (6.11)
Replacing ξ with
√−2βξ for β < 0, we have (6.10) with β < 0. We can extend
this to β < (2qE(j0ξ))
−1 by an analytic continuation. For notational simplicity we set
b = qE(j0ξ). Let
χ(z) = (ϕtg, e
−zA2ξϕtg), ρ(z) = Eµt
[
exp
(
zα2
qE(I[−t, t], j0ξ)2
2b
)]
, θ(z) =
2zb
1 + 2zb
.
Then (6.10) is realized as
χ(z) =
1√
1 + 2zb
ρ ◦ θ(z) (6.12)
for z ≥ 0. Notice that Eµt
[
exp
(
zα2 qE(I[−t,t],j0ξ)
2
2b
)]
< ∞ for all z > 0. Then we know
that
ρ(z) =
∞∑
n=0
1
n!
Eµt
[(
α2qE(I[−t, t], j0ξ)2
2b
)n]
zn (6.13)
for z ≥ 0, and hence ρ(z) can be analytically continued to the whole complex plane
C, which is denoted by ρ¯(z) and it follows that ρ¯(z) = Eµt
[
exp
(
zα2 qE(I[−t,t],j0ξ)
2
2b
)]
for
z ∈ C. Then 1√
1+2zb
ρ ◦ θ(z) can be analytically continued to the domain: (Fig.2)
D = {z ∈ C||z| < (2b)−1} ∪ {z ∈ C|ℜz > 0}.
In particular the radius of convergence r of 1√
1+2zb
ρ¯ ◦ θ(z) at z = 0 satisfies that
1− ǫ < r < 1 for an arbitrary ǫ > 0. By the equality (6.12), χ can be also analytically
continued to the domain D, which is denoted by χ¯. Let ǫ > 0. Then
χ(z) =
∞∑
n=0
(
(−1)n
n!
∫ ∞
0
λne−ǫλdE(λ)
)
(z − ǫ)n (6.14)
for 0 < ǫ− z, where dE(λ) denotes the spectral resolution of the self-adjoint operator
A2ξ with respect to ϕ
t
g. Since we have
1√
1 + 2zb
ρ¯ ◦ θ(z) =
∞∑
n=0
an(z − ǫ)n (6.15)
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1/ (2b)
Figure 2: Domain D
for z ∈ C such that |z−ǫ| <
√
1
(2b)2
+ ǫ2. Comparing both expansions (6.14) and (6.15)
we see that an =
(−1)n
n!
∫∞
0
λne−ǫλdE(λ) and by (6.15) we have
1√
1 + 2zb
ρ¯ ◦ θ(z) =
∞∑
n=0
(
(−1)n
n!
∫ ∞
0
λne−ǫλdE(λ)
)
(z − ǫ)n. (6.16)
In particular it follows that for −δ < 0 with ǫ+ δ <
√
1
(2b)2
+ ǫ2,
χ¯(δ) =
∞∑
n=0
(
1
n!
∫ ∞
0
λne−ǫλdE(λ)
)
(δ + ǫ)n <∞.
Thus ∞∑
n=0
(
1
n!
∫ N
0
λne−ǫλdE(λ)
)
(δ + ǫ)n =
∫ N
0
eδλdE(λ)
and take N → ∞ on both sides we have χ¯(δ) = ∫∞
0
eδλdE(λ) < ∞. Since ǫ > 0 is
arbitrary, then it follows that (ϕtg, e
zA2ξϕtg) <∞ for β > (2b)−1. ✷
Theorem 6.8 (Gaussian domination of the ground state) Let β < (2qE(j0ξ))
−1.
Then ϕg ∈ D(eβA2ξ/4) follows.
Proof: By Lemma 6.7 we have the uniform bound ‖eβA2ξϕtg‖2 ≤ 1√1−2βqE(j0ξ)2 in
t. Thus there exists a subsequence t′ such that ‖eβA2ξ/4ϕt′g ‖2 converges to some c as
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t′ →∞. We reset t′ as t. We claim that {eβA2ξ/4ϕtg}t is a Cauchy sequence. Directly we
have ‖eβA2ξ/4ϕtg − eβA
2
ξ/4ϕsg‖2 = ‖eβA
2
ξ/4ϕtg‖2 + ‖eβA
2
ξ/4ϕsg‖2 − 2(ϕsg, eβA
2
ξ/2ϕtg). Note that
ϕtg strongly converges to ϕg as t→∞. Since the uniform bound of ‖eβA
2
ξϕtg‖2 implies
that
(ϕsg, e
βA2ξ/2ϕtg) = (ϕ
s
g − ϕtg, eβA
2
ξ/2ϕtg) + ‖eβA
2
ξ/4ϕtg‖2 → c
as t, s→∞, we obtain that limt,s→∞ ‖eβA2ξ/4ϕtg − eβA
2
ξ/4ϕsg‖ = 0 and eβA
2
ξ/4ϕtg, t > 0, is
a convergent sequence. Hence the closedness of eβA
2
ξ/4 yields the desired results. ✷
7 Measures associated with the ground state
Similar to Section 6 in this section let H = Hqf or HK, and we suppose that H has a
ground state ϕg.
7.1 Outline
We set X = ΩP × Ων and Wx = Px ⊗ ν in what follows. Let Xt = BTt for t ≥ 0
and X−t = B−Tt for −t < 0. Thus t 7→ Xt(ω1, ω2) = BTt(ω2)(ω1) for (ω1, ω2) ∈ X is
a ca´dla´g path, i.e., paths are right continuous and the left limits exist. Let F[−s,s] =
σ(Xr; r ∈ [−s, s]). Then
Gt =
⋃
0≤s≤t
F[−s,s], G =
⋃
0≤s
F[−s,s] (7.1)
are finitely additive families of sets. We define the correction of probability spaces by
(X , σ(G ), µt), t > 0, (7.2)
where µt is given by (6.6). We show in this section that there exists a probability
measure µ∞ on (X , σ(G )) such that µt → µ∞ as t→∞ in the local weak sense.
The outline of the idea to show the convergence is as follows. First by using ϕtg
we define the family of finitely additive set functions ρt on (X ,Gt), t > 0, and we
denote the extension to the probability measure on (X , σ(Gt)) by ρ¯t. Thus we define
the probability space
(X , σ(Gt)), ρ¯t). (7.3)
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µt
Lemma7.5
= ρt ⊂ ρ¯t Lemma7.6−−−−−−→ µ ⊂ µ∞
Figure 3: Local weak convergence of µt to µ∞
We show in Lemma 7.5 by using functional integrations that
ρ¯t(A) = ρt(A) = µt(A) (7.4)
for A ∈ Gs for all s ≤ t. Next by using the ground state ϕg we define a finitely
additive set function µ on (X ,G ) and denote the extension to the probability measure
on (X , σ(G )) by µ∞. Thus we define the probability space
(X , σ(G )), µ∞). (7.5)
By applying the fact that ϕtg strongly converges to ϕg as t→∞, we prove that
ρt(A)→ µ(A), t→∞, (7.6)
for A ∈ G in Lemma 7.6, which, together with (7.4), implies that
µt(A)→ µ∞(A), A ∈ G (7.7)
and µt converges to the measure µ∞ in the sense of local weak. By the construction of
µ∞ we can show an explicit form of µ∞(A) for A ∈ G . See Figure 3.
7.2 Local weak convergences
Let us define
J[−t,t] = J∗−te
− ∫ t
−t V (Xs)dse−iαAE(I[−t,t])Jt. (7.8)
Note that for a.s. (ω1, ω2) ∈ X , J[−t,t] : L2(Q)→ L2(Q) is a bounded linear operator.
Define an additive set function µ : G → R by
µ(A) = e2Et
∫
Rd
dxExW
[
1lA(ϕg(X−t), J[−t,t]ϕg(Xt))
]
, A ∈ F[−t,t]. (7.9)
Lemma 7.1 It follows that µ(A) ≥ 0 for A ∈ F[−t,t].
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Proof: We note that ei
pi
2
Nϕg > 0 and e
ipi
2
NJ[−t,t]e−i
pi
2
N is positivity improving by
Corollary 6.2. Then
µ(A) = e2Et
∫
Rd
dxExW
[
1lA(e
ipi
2
Nϕg(X−t), ei
pi
2
NJ[−t,t]e
−ipi
2
Nei
pi
2
Nϕg(Xt))
] ≥ 0,
the lemma follows. ✷
Lemma 7.2 The set function µ is well defined, i.e., for A ∈ F[−t,t] ⊂ F[−s,s]
µ(A) = e2Et
∫
Rd
dxExW
[
1lA(ϕg(X−t), J[−t,t]ϕg(Xt))
]
= e2Es
∫
Rd
dxExW
[
1lA(ϕg(X−s), J[−s,s]ϕg(Xs))
]
Proof: Let µ(t) = µ⌈F[−t,t]. Then µ(t) is a probability measure on (X ,F[−t,t]). Let
−s < −t = t0 < t1 < · · · < tn = t < s. Then by Corollary 3.18 the finite dimensional
distribution is given by
µt0,...,tn(t) (A0 × · · · × An) = µ(Xt0 ∈ A0, · · · , Xtn ∈ An)
= e2Et
∫
Rd
dxExW
[(
n∏
j=0
1lAj(Xtj )
)
(ϕg(X−t), J[−t,t]ϕg(Xt))
]
= (ϕg, 1lA0e
−(t1−t0)(H−E) · · · e−(tn−tn−1)(H−E)1lAnϕg).
By e−(t0+s)(H−E)ϕg = ϕg we have
= (ϕg, e
−(t0+s)(H−E)1lA0e
−(t1−t0)H · · · e−(tn−tn−1)H1lAne−(s−tn)(H−E)ϕg)
= e2Es
∫
Rd
dxExW
[(
n∏
j=0
1lAj (Xtj )
)
(ϕg(X−s), J[−s,s]ϕg(Xs))
]
= µt0,...,tn(s) (A0 × · · · ×An).
It can be also seen that the finite dimensional distributions µΛ(t), Λ ⊂ [−t, t],#Λ <∞,
satisfy the consistency condition, i.e.,
µt0,...,tn(t) (A0 × · · · × An) = µt0,...,tn,tn+1,...,tn+l(t) (A0 × · · · ×An ×
l∏
R
d).
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By the Kolmogorov extension theorem there exists a unique probability space (Y ,Bq, q)
and a stochastic process (Ys)s∈[−t,t] up to isomorphisms (e.g., [Sim05, Theorem 2.1])
such that Bq is the minimal σ-field, Bq = σ(Ys, s ∈ [−t, t]), and µt0,...,tn(t) (A0×· · ·×An) =
q(Yt0 ∈ A0, · · · , Ytn ∈ An). By the uniqueness, (Y ,Bq, q) and (X ,F[−t,t], µ(t)) are
isomorphic, and also is (Y ,Bq, q) and (X ,F[−t,t], µ(s)⌈F[−t,t]). Hence q(A) = µ(s)(A) =
µ(t)(A) for A ∈ F[−t,t] follows. ✷
Clearly µ is a completely additive set function on (X ,G ). There exists a unique
probability measure µ∞ on (X , σ(G )) such that µ∞(A) = µ(A) for A ∈ G by the Hopf
theorem.
Theorem 7.3 (Local weak convergence and uniqueness) The probability mea-
sures µt converges to µ∞ in the local weak sense, i.e., µt(A) → µ∞(A) as t → ∞ for
each A ∈ G , and µ∞ is independent of φ.
Before giving a proof of Theorem 7.3 we need several lemmas. We define an additive
set function ρt : Gt → R by
ρt(A) = e
2Es
∫
Rd
dxExW
[
1lA
(
φt−s(X0)
‖φt‖ , J[−s,s]
φt−s(Xs)
‖φt‖
)]
(7.10)
for A ∈ F[−s,s] with s ≤ t.
Lemma 7.4 The set function ρt satisfies ρt(A) ≥ 0 and is well defined, i.e.,
ρt(A) = e
2Er
∫
Rd
dxExW
[
1lA
(
φt−r(X−r)
‖φt‖ , J[−r,r]
φt−r(Xr)
‖φt‖
)]
= e2Es
∫
Rd
dxExW
[
1lA
(
φt−s(X−s)
‖φt‖ , J[−s,s]
φt−s(Xs)
‖φt‖
)]
(7.11)
for all r ≤ s ≤ t.
Proof: ρt(A) ≥ 0 follows in a similar way to Lemma 7.1. The proof of the second
statement is similar to that of Lemma 7.2. The left-hand side of (7.11) is denoted by
ρ(r)(A) and the right-hand side by ρ(s)(A). The finite dimensional distribution of ρ(r)
is given by
ρt0,...,tn(r) (A0 × · · · × An) = ρ(r)(Xt0 ∈ A0, ..., Xtn ∈ An)
=
e2Er
‖φt‖2
∫
Rd
dxExW
[(
n∏
j=0
1lAj(Xtj )
)
(φt−r(X−r), J[−r,r]φt−r(Xr)
]
.
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By Corollary 3.18 the right-hand side above can be represented as
=
1
‖φt‖2
(
φt−r, e−(t0+r)(H−E)1lA0e
−(t1−t0)(H−E) · · · e−(tn−tn−1)(H−E)1lAne−(r−tn)(H−E)φt−r
)
=
1
‖φt‖2
(
φ⊗ 1l, e−(t+t0)(H−E)1lA0e−(t1−t0)(H−E) · · · e−(tn−tn−1)(H−E)1lAne−(t−tn)(H−E)φ⊗ 1l
)
=
1
‖φt‖2
(
φt−s, e−(t0+s)(H−E)1lA0e
−(t1−t0)(H−E) · · · e−(tn−tn−1)(H−E)1lAne−(s−tn)(H−E)φt−s
)
=
e2Es
‖φt‖2
∫
Rd
dxExW
[(
n∏
j=0
1lAj (Xtj )
)
(φt−s(X−s), J[−s,s]φt−s(Xs))
]
= ρt0,...,tn(s) (A0 × · · · ×An).
Note that ρΛ(r) and ρ
Λ
(s), Λ ⊂ [−t, t], #Λ < ∞, satisfy the consistency condition. Note
that ρ(r)⌈F[−r,r] and ρ(s)⌈F[−r,r] are probability measures on (X ,F[−r,r]). By the Kol-
mogorov extension theorem we see that ρ(r)(A) = ρ(s)(A) for A ∈ F[−r,r] ⊂ F[−s,s].
Then the lemma follows. ✷
By the Hopf theorem there exists a probability measure ρ¯t on (X , σ(Gr)) such that
ρt = ρ¯t⌈Gt .
Lemma 7.5 Let s ≤ t and A ∈ Gs. Then ρ¯t(A) = µt(A).
Proof: For Λ = {t0, t1, · · · , tn} ⊂ [−s, s] and A0 × · · · ×An ∈ ×nj=0B(Rd), we define
ρΛt (A0 × · · · × An) = ρt(Xt0 ∈ A0, ..., Xtn ∈ An)
=
e2Es
‖φt‖2
∫
Rd
dxExW
[(
n∏
j=0
1lAj (Xtj )
)(
φt−s(X−s), J[−s,s]φt−s(Xs)
)]
and
µΛt (A0 × · · · ×An) = µt(Xt0 ∈ A0, ..., Xtn ∈ An) =
1
Zt
∫
Rd
dxExW
[(
n∏
j=0
1lAj(Xtj )
)
Lt
]
.
Both ρΛt and µ
Λ
t are probability measures on ((R
d)Λ,B(Rd)Λ). We have
µΛt (A0 × · · · × An) =
(φ⊗ 1l, e−(t0+t)H1lA0e−(t1−t0)H1lA1 · · · 1lAne−(t−tn)Hφ⊗ 1l)
‖φt‖2
=
e2Es(φt−s, e−(t0+s)H1lA0e
−(t1−t0)H1lA1 · · · 1lAne−(s−tn)Hφt−s)
‖φt‖2
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by the definition of φt−s. The right-hand side above can be expressed as
= e2Es
∫
Rd
dxExW
[(
n∏
j=0
1lAj (Xtj )
)(
φt−s(X0)
‖φt‖ , J[−s,s]
φt−s(Xs)
‖φt‖
)]
.
Then ρΛt (A0 × · · · × An) = µΛt (A0 × · · · × An) follows. The probability measures µΛt
and ρΛt satisfy the consistency condition. Then by the Kolmogorov extension theorem
there exists a unique probability space (Y ,Bq, q) and stochastic process Ys such that
Bq = σ(Ys, s ∈ [−t, t]) and q(Yt0 ∈ A0, · · · , Ytn ∈ An) = µt0,...,tnt (A0 × · · · × An) =
ρt0,...,tnt (A0 × · · · × An). On the other hand it holds that µt0,...,tnt (A0 × · · · × An) =
ρt0,...,tnt (A0×· · ·×An) = ρ¯t(A0×· · ·×An) = µt⌈Gt(A0×· · ·×An). Hence ρ¯t = q = µt⌈Gt
follows by the uniqueness of extensions. ✷
Lemma 7.6 Let A ∈ G . Then lim
t→∞
µt(A) = µ∞(A).
Proof: Suppose that A ∈ Gs with some s. By Lemma 7.5 we have
lim
t→∞
µt(A) = lim
t→∞
ρ¯t(A) = lim
t→∞
e2Es
∫
Rd
dxExW
[
1lA
(
φt−s(X−s)
‖φt‖ , J[−s,s]
φt−s(Xs)
‖φt‖
)]
.
Since φt → ϕg strongly as t→∞, we have
lim
t→∞
µt(A) = e
2Es
∫
Rd
dxExW
[
1lA
(
ϕg(X−s), J[−s,s]ϕg(Xs)
)]
= µ∞(A).
Then the lemma follows. ✷
Now we state the proof of Theorem 7.3.
Proof of Theorem 7.3: By Lemma 7.6 it follows that µt(A) → µ∞(A) for A ∈ G .
Next we show that µ∞ is independence of the choice of φ. Suppose that µ′∞ is a local
weak limit of µ′t defined by µt with φ replace by φ
′ such that 0 ≤ φ′ ∈ L2(Rd). By the
construction of µ∞, µ∞(A) = µ′∞(A) for A ∈ G . The uniqueness of Hopf’s extension
implies µ∞ = µ′∞. Thus µ∞ is independent of the choice of φ. Then the theorem
follows. ✷
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8 Concluding remarks
8.1 Translation invariant models
Let H = HK or Hqf . Suppose that V = 0. Then we already see that e
−itPe−tHeitP = e−tH.
Then H can be decomposable with respect to the spectrum of P. Thus we have
H =
∫ ⊕
Rd
H(p)dp. (8.1)
Here H(p) is defined by
H(p) =
√
L(p) +m2 −m +˙ Hrad (8.2)
and
L(p) = (p− Pf − αA(0))2⌈D(Pf 2)∩D(Hrad). (8.3)
It is established that (p− Pf − αA(0))2 is essentially self-adjoint on D(Pf2) ∩D(Hrad)
in [Hir07, Theorem 2.3]. We can construct the functional integral representation of
e−tH(p) for each p ∈ Rd in a similar manner to [Hir07].
Theorem 8.1 Let F,G ∈ L2(Q). Then it follows that
(F, e−tH(p)G) = E0,0P×ν
[
e−ip·BTt
(
J0F (BT0), e
iPf ·BTt e−iαAE(I[0,t])JtG(BTt)
)]
. (8.4)
From this functional integral representation we can show the self-adjointness of H(p)
in a similar manner to H.
Corollary 8.2 Suppose Assumptions 2.1 and 2.2. Then for all p ∈ Rd, H(p) is self-
adjoint on D(|Pf |) ∩D(Hrad).
Proof: The proof is similar to that of Theorems 4.5 and 4.7, i.e, it can be show that
e−tH(p) leaves D(|Pf |) ∩ D(Hrad) invariant fo rm > 0, and that by using the inequality
‖|p−Pf |Φ‖2+ ‖HradΦ‖ ≤ C‖(H(p)+1l)Φ‖ we can show the self-adjointness of H(p) for
m ≥ 0. See [HH13b]. ✷
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8.2 Spin 1/2 and generalizations
Let us assume that the space dimension d = 3. The SRPF Hamiltonian with spin 1/2
is defined by
HSR =
√
(σ · (p− αA))2 +m2 −m+ V +Hrad (8.5)
on the Hilbert space (C2 ⊗ L2(R3))⊗ L2(Q). Here σ = (σ1, σ2, σ3) are the 2 × 2 Pauli
matrices given by
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
. (8.6)
Let (Nt)t≥0 be the Poisson process with the unit intensity on a probability space
(Ων ,Bν , ν). We define the stochastic process σt = σ(−1)Nt , t ≥ 0, where σ ∈
{−1,+1}. Under some condition we can construct a functional integral representation
of e−tH in terms of stochastic processes (Bt)t≥0, (Tt)t≥0 and (σt)t≥0. We can identify
(C2 ⊗ L2(R3)) ⊗ L2(Q) with L2(R3 × {±1};L2(Q)). Under this identification we can
construct the Feynman-Kac type formula of e−tH with
HNR =
1
2
(σ · (p− αA))2 + V +Hrad
in [HL08]. By a minor modification we can also construct the Feynman-Kac type
formula for H in (8.5).
Theorem 8.3 Let F,G ∈ L2(R3 × {±1};L2(Q)). Then
(F, e−tHSRG) = eTt
∑
σ=±1
∫
R3
dxEx,0,σP×µ×ν
[
e−
∫ t
0 V (BTs )ds
(
J0F (BT0, σT0), e
SJtG(BTt , σTt)
)]
,
(8.7)
where
S =− iαAE(I[0, t])− α
2
∫ Tt
0
σsB3(λ(· − Bs))ds
+
∫ Tt+
0
log
(α
2
(B1(λ(· − Bs))− iσsB2(λ(· − Bs))
)
dNs
and B(x) = ∇x × AE(x) describes the quantized magnetic field.
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We can furthermore consider general Hamiltonians of the form:
Ψ
(
1
2
(σ · (p− αA))2
)
+ V +Hrad, (8.8)
where Ψ denotes a Bernstein function. The standard Pauli-Fierz Hamiltonian is real-
ized by Ψ(u) = u, and the SRPF Hamiltonian with spin 1/2 by Ψ(u) =
√
2u+m2−m.
(8.8) can be also investigated by path measures, and only the difference from (8.7) is to
take the subordinator (TΨt)t≥0 associated with Bernstein function Ψ instead of (Tt)t≥0.
See Appendix F for relationship between Bernstein functions and subordinatos. We
will publish details somewhere in near future.
Remark 8.4 We give comments on both of semigroups (8.4) and (8.7).
(1) The semigroup (8.4) is not positivity improving for p 6= 0 and positivity improving
for p = 0, since the semigroup includes e−ip·BTt .
(2) Let V and ϕˆ be rotation invariant. Then in a similar manner to [LHB11, Corollary
7.70] it can be shown that (8.5) has degenerate ground state if it exists. In particular
in this case (8.7) can not be positivity improving.
8.3 Gaussian domination and local weak convergence
We can see that qE(I[−t, t], j0ξ) in (6.10) converges as t→∞.
Lemma 8.5 Sequence {qE(I[−t, t], j0ξ)}t is a Cauchy sequence in L2(X ,W0).
Proof: Let s < t and we estimate E0W[qE(I[s, t], j0ξ)
2]. By the definition of I[s, t] we
have
E
0
W[qE(I[s, t], j0ξ)
2] ≤ lim
n→∞
E
0
W


∣∣∣∣∣
2n∑
j=1
∫ Ttj
Ttj−1
(jtj−1λ(· −Bs), j0ξ)dBs
∣∣∣∣∣
2

 .
By the independent increments of the Brownian motion we have
≤ lim
n→∞
2n∑
j=1
E
0
W
[∫ Ttj
Ttj−1
(ξ, e−2tj−1ωξ)ds
]
‖λ‖2=lim
n→∞
2n∑
j=1
E
0
W
[
(Ttj − Ttj−1)(ξ, e−2tj−1ωξ)
]‖λ‖2.
55
Since Ttj−tj−1 and Ttj − Ttj−1 have the same low, we see that
=
(
ξ, lim
n→∞
2n∑
j=1
E
0
W
[
Ttj−tj−1e
−2tj−1ω] ξ
)
‖λ‖2.
Using the distribution of Tt we have
=
(
ξ, lim
n→∞
2n∑
j=1
(∫ ∞
0
ds
∆tj√
2π
1√
s
exp
(
−1
2
(
(∆tj)
2
s
+m2s)
)
e−2tj−1ω
)
ξ
)
‖λ‖2,
where ∆tj = tj − tj−1. Since m > 0 we obtain that
≤ C
(
ξ, ξ lim
n→∞
2n∑
j=1
∆tje
−2tj−1ω
)
= C
(
ξ, ξ
∫ t
s
e−2rωdr
)
= C
(
ξ,
e−2sω − e−2tω
2ω
ξ
)
with some constant C. Then qE(I[−t, t], j0ξ) is a Cauchy sequence. ✷
By Lemma 8.5 there exists qE(I(−∞,∞), j0ξ) such that lim
t→∞
qE(I[−t, t], j0ξ) =
qE(I(−∞,∞), j0ξ) in L2(X ,W0).
Remark 8.6 By Theorem 7.3 and Lemma 8.5 we conjecture that
(ϕg, e
βA2ξϕg) =
1√
1− 2βqE(j0ξ)
Eµ∞
[
e
−βα2qE(I[−∞,∞],j0ξ)
2
(1−2βqE(j0ξ))
]
(8.9)
and limβ↑qE(j0ξ)/2 ‖eβA
2
ξ/2ϕg‖ = ∞. This type of results are derived for a spin-boson
model [HHL12].
A Brownian motion on R
Let (Bt)t∈R be d-dimensional Brownian motion on a probability space (ΩP,BP,Px).
The properties of Brownian motion on the whole real line can be summarized as follows.
Let Nt be the Gaussian random variable with mean zero and covariance t.
(1) Px(B0 = x) = 1;
(2) the increments (Bti −Bti−1)1≤i≤n are independent Gaussian random variables for
any 0 = t0 < t1 < · · · < tn with Bt − Bs d= Nt−s, for t > s;
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(3) the increments (B−ti−1 − B−ti)1≤i≤n are independent Gaussian random variables
for any 0 = −t0 > −t1 > · · · > −tn with B−t −B−s d= Ns−t, for −t > −s;
(4) the function R ∋ t 7→ Bt(ω) ∈ R is continuous for almost every ω;
(5) Bt and Bs for t > 0 and s < 0 are independent;
(6) the joint distribution of Bt0 , . . . , Btn , −∞ < t0 < t1 < · · · < tn <∞, with respect
to dx⊗dPx is invariant under time shift, i.e.,
∫
Rd
dxExP
[
n∏
i=0
fi(Bti)
]
=
∫
Rd
dxExP
[
n∏
i=0
fi(Bti+s)
]
(1.1)
for all s ∈ R.
B Proof of Proposition 3.4
Proof of Proposition 3.4: We show an outline of a proof. This is a modification of
[Hir00b, Theorem 2.7] and [LHB11, Lemma 7.53]. By the Riesz theorem the right-hand
side of (3.5) can be expressed as (F, StG) with some bounded operator St. We can check
that St, t ≥ 0, is symmetric and strongly continuous one-parameter semigroup. Thus
there exists a self-adjoint operator K such that St = e
−tK . It is also shown [Hir97, the
proof of Lemma 4.8] that
1
t
((e−tK − 1l)F,G) =
∫ 1
0
(−hAF, e−tsKG)ds (2.1)
for F,G ∈ C∞0 (Rd) ⊗ L2fin(Q). By the inequality ‖hAF‖ ≤ C(‖p2F‖ + ‖(N + 1l)F‖)
with some positive constant C, (2.1) can be extended for F,G ∈ D(p2) ∩D(N). Thus
K = hA on D(p
2) ∩ C∞(N). We also see that |(UF, e−tKG)| ≤ C(U,K,G)‖F‖ for
F,G ∈ D(U), where C(U,K,G) is a positive constant, U = p2 and U = Nn for any
n ≥ 1. Thus e−tK leaves D(p2) ∩ C∞(N) invariant. Thus the proposition follows from
Proposition 3.3.
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C Relativistic Kato-class
Let m ≥ 0. Set h =
√
p2 +m2 − m. It is known that V ≥ 0 is in the relativistic
Kato-class if and only if lim
E→∞
sup
x∈Rd
|((h− E)−1V )(x)| = 0. See e.g.[HIL13, Proposition
4.5].
Lemma C.1 Let V > 0 be in the relativistic Kato-class. Then V is infinitesimally
small form bounded with respect to h, i.e., for arbitrary ǫ there exists bǫ ≥ 0 such that
‖V 1/2f‖ ≤ ǫ‖h1/2f‖+ bǫ‖f‖ for arbitrary f ∈ D(h1/2). In particular VKato ⊂ Vqf .
Proof: Let ‖ · ‖p,p be bounded operator norm on Lp(Rd). By duality it is seen
that ‖(h + E)−1V ‖1,1 = ‖(h + E)−1V ‖∞,∞. By the Stein interpolation theorem we
have ‖V 1/2(h− E)−1V 1/2‖2,2 ≤ ‖(h + E)−1V ‖1,1 and notice that ‖(h + E)−1V ‖∞,∞ =
supx∈Rd |((h−E)−1V )(x)|. Hence ‖V 1/2(h−E)−1/2‖22,2 ≤ supx∈Rd |((h−E)−1V )(x)| → 0
as E → ∞. From ‖V 1/2f‖ ≤ ‖V 1/2(h − E)−1/2‖2,2‖(h − E)1/2f‖ it follows that V is
form bounded with an infinitesimally small relative bound. ✷
D Integral I[a, b]
Proposition D.1 Let I′n[0, t] =
d⊕
µ=1
2n∑
j=1
∫ Ttj
Ttj−1
jtjλ(· − Bs)dBµs . Then s− lim
n→∞
I′n[0, t] =
I[0, t] in L2(ΩP,P
x)⊗ E .
Proof: We have ‖I′n[0, t]− In[0, t]‖2 = d(Tt − T0)(λ, 2(1− e−tω/2n)λ)→ 0 as n→∞.
Then the proof is complete. ✷
Proposition D.2 For each w ∈ Ων \Nν, I[0, t] = I[0, s] + I[s, t] for 0 < s < t follows
in the sense of L2(ΩP,P
x)⊗ E , i.e.,
E
x
P
[‖I[0, t]− I[0, s]− I[s, t]‖2
E
]
= 0. (4.1)
Proof: By a limiting argument we see that
E
x
P
[‖I[0, t]‖2E] = dTt‖ϕˆ/√ω‖2 (4.2)
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for almost surely in ν. We suppose that s = at/2k with some a, k ∈ N. Then by the
definition of In[0, t] we have I[0, t] = lim
n→∞
d⊕
µ=1
2n+k∑
j=1
∫ Ttj
Ttj−1
jtj−1λ(·−Bs)dBµs with tj = tj2n+k ,
and
2n+k∑
j=1
∫ Ttj
Ttj−1
jtj−1λ(· −Bs)dBµs
=
2na∑
j=1
∫ T s
2na
j
T s
2na
(j−1)
j s
2na
(j−1)λ(· −Br)dBµr +
2nb∑
j=1
∫ T
s+ t−s
2nb
j
T
s+ t−s
2nb
(j−1)
js+ t−s
2nb
(j−1)λ(· − Br)dBµr ,
where b = 2k − a. Hence I[0, t] = I[0, s] + I[s, t] follows. Let 0 < s < t. Then
there exists s(ǫ) > s such that s(ǫ) = a/2k with some a, k ∈ N and s(ǫ) ↓ s as
ǫ → 0. Hence I[0, t] = I[0, s(ǫ)] + I[s(ǫ), t]. Note that I[0, s(ǫ)] − I[0, s] = I[s, s(ǫ)] and
ExP [‖I[s, s(ǫ)]‖2] = (Ts(ǫ) − Ts)‖ϕˆ/
√
ω‖2 by the Itoˆ isometry (4.2). Since Ts = Ts(w) is
right continuous in s for w ∈ Ων \Nν , (4.1) follows. ✷
Proposition D.3 Let a ≤ b and c ≤ d, and suppose that [a, b] ∩ [c, d] = [c, b]. Then
for each w ∈ Ων \Nν, ExP [(I[a, b], I[c, d])E] = d(Tb − Tc)‖ϕˆ/
√
ω‖2L2(Rd).
Proof: Suppose that [a, b] ∩ [c, d] = ∅. Then it follows that
E
x
P [(I[a, b], I[c, d])] = lim
n→∞
lim
m→∞
E
x
P [(In[a, b], Im[c, d])] = 0.
Thus by Proposition D.2 we see that
E
x
P [(I[a, b], I[c, d])] =E
x
P [(I[a, c], I[b, d])] + E
x
P [(I[a, c], I[c, b])]
+ ExP [(I[b, d], I[c, b])] + E
x
P
[‖I[c, b]‖2] .
Then the lemma follows from ExP [‖I[c, b]‖2] = dExP
[∫ Tb
Tc
‖λ(· − Br)‖2dr
]
by the Itoˆ isom-
etry (4.2). ✷
E Proofs of (5.4) and (5.7)
Lemma E.1 (5.4) follows.
59
Proof: From the proof of Theorem 5.10 and (5.12), it follows that
E
0,0
P×ν
[
e−iαAE(I
x[s,t])e−
∫ t
s
V (BTr+x)drJtG(BTt + x)
∣∣∣F[0,s]]
= E
BTs ,0
P×ν
[
e−iαAE(I
(2),x[0,t−s])e−
∫ t−s
0 V (BTr+x)drJtG(BTt−s + x)
]
(5.1)
for arbitrary G ∈ H . Then we have
E
x,0
P×ν
[
J[0,s]E
BTs ,0
P×ν
[
J[0,t]G(BTt)
]]
= E0,0P×ν
[
J[0,s](x)E
BTs ,0
P×ν
[
J[0,t](x)G(BTt + x)
]]
= E0,0P×ν
[
J[0,s](x)E
0,0
P×ν
[
J∗0e
− ∫ s+t
s
V (BTr+x)dre−iαAE(I
x
0 [s,s+t])JtG(BTs+t + x)
∣∣∣F[0,s]]] .
Here Ix0 [s, s + t](resp. J[0,s](x)) denotes I0[s, s + t] (resp. J[0,s]) with Br replaced by
Br + x. Since a conditional expectation leaves expectation invariant, we have
= E0,0P×ν
[
J[0,s](x)J
∗
0e
− ∫ s+t
s
V (BTr+x)dre−iαAE(I
x
0 [s,s+t])JtG(BTs+t + x)
]
= Ex,0P×ν
[
J[0,s]J
∗
0e
− ∫ s+ts V (BTr )dre−iαAE(I0[s,s+t])JtG(BTs+t)
]
and (5.4) follows. ✷
Lemma E.2 (5.7) follows.
Proof: Note that BTr − BTt = BTt−Tr and y − BTt = y +BTt in law. We investigate
utrI˜n[0, t]. We see that
utrI˜n[0, t] =
d⊕
µ=1
2n∑
j=1
∫ Ttj
Ttj−1
jt−tj−1λ(· − (Bs − BTt + y))dBµs
= lim
m→∞
d⊕
µ=1
2m∑
i=1
2n∑
j=1
jt−tj−1λ
(
· − (BTtj−1+(i−1)∆j−1 − BTt + y)
)
×
(
BTtj−1+i∆j−1 − BTtj−1+(i−1)∆j−1
)
= lim
m→∞
d⊕
µ=1
2m∑
i=1
2n∑
j=1
jt−tj−1λ
(
· −BTt−Ttj−1−(i−1)∆j−1 − y
)
×
(
BTt−Ttj−1−i∆j−1 − BTt−Ttj−1−(i−1)∆j−1
)
,
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where ∆j−1 = 12n
(
Ttj − Ttj−1
)
. Since Tt − Ts has the same law as Tt−s, we can replace
the right-hand side above with
− lim
m→∞
d⊕
µ=1
2m∑
i=1
2n∑
j=1
jt−tj−1λ
(
· −BTt−tj−1− i−12n (Tt−tj−1−Tt−tj ) − y
)
×
(
BTt−tj−1− i−12n (Tt−tj−1−Tt−tj ) −BTt−tj−1− i2n (Tt−tj−1−Tt−tj )
)
. (5.2)
By the definition of
∫ T
S
jsλ(·−Bs)dBµs and the Coulomb gauge condition (2.8) it follows
that
= −
d⊕
µ=1
2n∑
j=1
∫ Tt−tj−1
Tt−tj
jt−tj−1λ(· − Bs − y)dBµs = −
d⊕
µ=1
2n∑
j=1
∫ Ttj
Ttj−1
jtjλ(· − Bs − y)dBµs .
(5.3)
Finally we have by Proposition D.1
−
d⊕
µ=1
2n∑
j=1
∫ Ttj
Ttj−1
jtjλ(· −Bs − y)dBµs . = −
d⊕
µ=1
2n∑
j=1
∫ Ttj
Ttj−1
jtj−1λ(· −Bs − y)dBµs . (5.4)
Then the proof is complete. ✷
F Subordinators
A subordiantor (Tt)t≥0 is a 1-dimensional Le´vy process which has a almost surely
nondecreasing path t 7→ Tt. Subordinator may be thought as a random time, since
Tt ≥ 0 and Tt ≤ Ts for t ≤ s. The subordinator (Tt)t≥0 satisfies that E[e−uTt ] = e−tψ(u),
where
ψ(u) = bu+
∫ ∞
0
(1− e−uy)λ(dy) (6.1)
for u > 0, where b ≥ 0 a constant and λ(dy) denotes a Le´vy measure such that
λ((−∞, 0)) = 0 and ∫∞
0
(y ∧ 1)λ(dy) < ∞. Let f ∈ C∞((0,∞)) with f ≥ 0. f is a
Bernstein function if and only if (−1)ndnf/dxn ≤ 0 for all n = 1, 2, 3, .... For each
Bernstein function ψ such that limu↓0 ψ(u) = 0 can be realized as (6.1). The examples
of Bernstein functions are ψ(u) = uα with 0 < α < 1 and ψ(u) =
√
u2 +m2 −m.
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