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Abstract
In real-time trajectory planning for unmanned vehicles, on-board sensors, radars and other
instruments are used to collect information on possible obstacles to be avoided and pathways
to be followed. Since, in practice, observations of the sensors have measurement errors,
the stochasticity of the data has to be incorporated into the models. In this paper, we
consider using a genetic algorithm for the constrained optimization problem of finding the
trajectory with minimum length between two locations, avoiding the obstacles on the way.
To incorporate the variability of the sensor readings, we propose a more general framework,
where the feasible regions of the genetic algorithm are stochastic. In this way, the probability
that a possible solution of the search space, say x, is feasible can be derived from the random
observations of obstacles and pathways, creating a real-time data learning algorithm. By
building a confidence region from the observed data such that its border intersects with the
solution point x, the level of the confidence region defines the probability that x is feasible.
We propose using a smooth penalty function based on the Gaussian distribution, facilitating
the borders of the feasible regions to be reached by the algorithm.
Keywords: constrained optimization; stochastic feasible regions; penalty function; au-
tonomous vehicle; nonparametric curve estimation.
1 Introduction
Genetic Algorithms are very powerful and efficient search metaheuristics inspired by
natural selection and concepts of evolution. Dating back to ? and ?, this methodology has
become very popular in several fields such as engineering, bioinformatics and basically any
application of nonlinear optimization. However, the simple strategies of genetic algorithms
completely disregard possible constraints, and hence candidate solutions of the optimization
problem found without any control of these constraints may not be feasible. Hence, it is
necessary to consider adaptations of the algorithms in order to solve constrained optimization
problems.
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Researchers have recently developed several procedures and techniques to handle con-
strained optimization, not allowing candidate solutions to stay outside the feasibility region.
An interesting and throughly review can be found in ?. The most common way of incorporat-
ing constraints into a genetic algorithm is to add a penalty function to the minimization(or
maximization) problem, so that infeasible solutions are penalized according to the degree of
violation. By doing this, the constrained optimization problem becomes a nonlinear uncon-
strained optimization problem.
When the penalty functions are not well chosen, they may become a burden to the
algorithm extending its time to converge. If the penalty is too low to the point that it
is negligible with respect to the objective function, then the algorithm will have a longer
expected time to converge, for it will spend too much time searching infeasible regions.
On the other hand, if the penalty is too high and the optimum lies near the boundary of
feasibility, the algorithm will push the candidates inside the feasible region, and will have
problems reaching the optimum. In general, genetic algorithms should follow the minimum
penalty rule (see ?, ?, ?), keeping the penalty as low as possible.
Inspired by modern unmanned vehicle problems, we propose using a genetic algorithm to
search for the trajectory with minimum length between two locations. In most applications
of autonomous vehicles, on-board sensors and radars are used to collect information on
possible obstacles to be avoided and pathways to be followed. Thus, genetic algorithms are
appropriate methods to deal with the several local minima in the trajectory search. Moreover,
in practice the radars of the vehicles have measurement errors, so that a stochastic approach
has to be incorporated when computing the feasible regions. In this paper we address the
general problem that the feasibility region of solutions in a genetic algorithm is not crisply
known, but instead, its stochasticity can be determined by the observation of a random
process, enabling the estimation of the probability that a possible solution of the algorithm
is feasible. In addition, we propose a different definition for the feasibility region, facilitating
the handling of disjoint regions with penalty functions. Finally, we propose a new penalty
function, whose smoothness and continuity make it suitable for the stochastic feasibility
regions, and help deal with the border problem of feasibility regions in genetic algorithms.
The remainder of the paper is as follows: In Section 2, we propose a new definition for
the unconstrained optimization problem for feasibility regions that are union of disjoint sets.
Section 3 contains the methodology proposed for when the feasible regions are stochastic,
originated from observations of random processes. In Section 4 we run simulations on ex-
perimental examples, and in Section 5 we present an application of the methodology for
autonomous vehicle path planning.
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2 Feasibility Regions with Union of Sets
The problem of constrained optimization is usually written as a nonlinear optimization
problem defined by a set of linear and nonlinear constraints, specifically
minimize f(x) x ∈ F ⊆ S ⊆ Rn
subject to
gi(x) ≤ 0 i = 1, . . . , p
hj(x) = 0 j = 1, . . . , q, (1)
where x is a vector of possible solutions, F is the feasibility set and S is the search space.
Note that there are p nonlinear constraints and q linear constraints which basically define
the feasibility set F . This definition is widely accepted and includes most types of feasibility
regions, as long as the functions gi, i = 1, . . . , p and hj, j = 1, . . . , q are carefully chosen
according to the problem at hand.
There are several ways of dealing with constraints in genetic algorithms, including re-
pairing unfeasible individuals (?, ?), preserving feasibility of solutions (?, ?), rankings (?),
just to cite a few. However, the most accepted approach is to make use of penalty functions.
Penalized constrained optimization has received extensive attention in recent years, see for
example ?, ?, ? and references there in. The general formulation of the problem using the
penalization approach is to minimize the function
`(x) = f(x) + p(x), where
p(x) =
p∑
i=1
ri max(0, gi(x))
α +
q∑
j=1
ci|hj(x)|β, (2)
ri and cj are penalty parameters, α and β are constants (usually equal to 1 or 2).
Let us now concentrate for a moment on the restrictions implied by the inequalities
gi(x) ≤ 0, i = 1, . . . , p. Even though the definition of the problem in (1) can be used for
most situations, it is really suitable for feasibility regions that are obtained by the intersection
of the p regions defined by the inequalities. If the feasible set F is composed by the union of
several possibly disjoint regions, it may not be easy to find inequalities that combined would
yield F . Explicit work on disjoint regions is not very common, and in most cases it is only
considered as a direct application without much formal strategies, see for instance ?, ?.
To facilitate dealing with difficult feasibility regions, which are composed of union of
several sets, we propose handling the constrained optimization problem with another formu-
lation. Suppose that F can be written as the union of m feasible regions Fk, k = 1, . . . ,m,
which are defined by a set of pk, k = 1, . . . ,m inequalities respectively. Note that by defining
F = F1∪ . . .∪Fm, a solution x which belongs to one of the sets Fk but does not belong to any
other Fk′ , k 6= k′, should not receive any penalty. Hence, the simple somation of penalties for
each of the inequalities may penalize feasible solutions. Formally, we propose the following
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model. Suppose that we want to minimize f(x) subject to
g
(1)
1 (x) ≤ 0, . . . , g(1)p1 (x) ≤ 0
or
g
(2)
1 (x) ≤ 0, . . . , g(2)p2 (x) ≤ 0
or
...
g
(m)
1 (x) ≤ 0, . . . , g(m)pm (x) ≤ 0 (3)
where each of the above set of inequalities define a set/region of feasibility Fk = {x : g(k)1 (x) ≤
0, . . . , g
(k)
pk (x) ≤ 0}, k = 1, . . . ,m, so that the feasible region is F = ∪mk=1Fk. In this case, we
propose using the following penalty function
p(x) = min
k=1,...,m
(
pk∑
i=1
r
(k)
i max(0, g
(k)
i (x))
αk
)
.
It is easy to see that if any of the m sets of constraints is satisfied, the penalty is equal to 0.
Another penalty that would be suitable for this situation is
p(x) =
[
m∑
k=1
pk∑
i=1
r
(k)
i max(0, g
(k)
i (x))
αk
]
1
(
pk∑
i=1
max(0, g
(k)
i (x))
αk > 0, k = 1, . . . ,m
)
,
where 1 is the indicator function
1(A) =
{
1 if condition A is satisfied
0 otherwise.
Note that it is enough to have one of the m sets of pk constraints satisfied in order for the
penalty to be 0 since the indicator function will be 0.
The same approach can be used for the linear constraints, defining
h
(1)
1 (x) = 0, . . . , h
(1)
q1
(x) = 0
or
h
(2)
1 (x) = 0, . . . , h
(2)
q2
(x) = 0
or
...
h
(s)
1 (x) = 0, . . . , h
(s)
qs (x) = 0. (4)
Thus, for the optimization problem with the inequalities constraints in (3) and linear con-
straints in (4), we define the following penalty
p(x) = min
k=1,...,m
(
pk∑
i=1
r
(k)
i max(0, g
(k)
i (x))
αk
)
+ min
k=1,...,s
(
qk∑
i=1
c
(k)
i |h(k)i (x)|βk
)
.
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3 Stochastic Feasibility
In the last decades, an enormous amount of work has been done on constrained opti-
mization using genetic algorithms. Several types of penalty functions have been proposed
to reduce the fitness of infeasible solutions according to the degree of constraint violation.
When defining a penalty function, it is sightlessly assumed that the feasibility region F is
fully known (crisp set). This means that all the constraints (e.g. (1)) that form F are
hypothesized to be known a priori.
Consider the situation where the feasible set is not well defined or entirely known in
advance, but instead it is possible to derive the probability that a solution of the search
space x is feasible. This set up has a wide range of applications in diverse fields such as
engineering, mathematics, operations research, water management, optimization of chemical
processes and many others, see for example ?, ? and ?.
Assume we have the formulation of the optimization problem as described in Section 2
such that the feasibility region is F = F1 ∪ . . . ∪ Fm. Also, assume that we observe the
random vectors
X11, . . . ,X
1
n1
X21, . . . ,X
2
n2
...
Xm1 , . . . ,X
m
nm
where Xk1, . . . ,X
k
nk
, k = 1, . . . ,m are i.i.d. independent of Xk
′
1 , . . . ,X
k′
n1
, k′ 6= k. The main
idea is that, for a possible solution x of the genetic algorithm, the observations Xk :=
(Xk1, . . . ,X
k
nk
) yield the probability γknk(x) that x is in the k-th feasibility region, i.e.,
P (x ∈ Gkγknk (X
k)) = γknk(x),
where Gk
γknk
(Xk) is the confidence region of feasibility for the set Fk estimated from the
random vectors Xk1, . . . ,X
k
nk
. We will omit the subscript nk of γ
k(x) for ease of notation. By
building the confidence region such that its border intersects with the solution point x, the
level of confidence of this region defines the probability γk(x) that the solution x is feasible.
The calculation of γk(x) clearly reminds that of the p-value, for the probability is computed
using the tail of the distribution.
By construction, the sizes of confidence regions depend on the standard deviation esti-
mated from the data. As the number of observations nk grows, the volume of the confidence
region tends to be smaller, approaching the true location of the feasibility region. In this
way, the solution of the genetic algorithm that runs with the stochastic feasible sets gets
closer to the solution of a genetic algorithm with the true feasible region whenever more
observations are made. This property can be used to build an iterative algorithm, where
the feasible regions are constantly updated with new observations of the random process,
creating a real time data learning algorithm. Such approach can be improved by using a
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Markovian structure to estimate the probabilities, as in ?, however further exploration of
this procedure is needed and will be left for future investigation.
One may find the definition and construction of the proposed methodology similar to
that of fuzzy theory for chance constrained programming. Since ? and ?, several authors
have considered the problem of chance constrained programming throughout the years, see
for example ?, ?, ?, ?, ?, and references therein. It consists basically of minimizing f(x)
subject to P (ξ|`k(x, ξ) ≤ 0, k = 1, . . . ,m) ≥ α˜, where ξ is a random variable, gk(x, ξ) are
stochastic constraint functions and α˜ is the choice of level. In this definition, a solution x
that satisfies this probability constraint is called feasible.
The methodology proposed in this paper differs conceptually from that of chance con-
strained programming in the sense that, the stochastic constraints that compose the fea-
sibility regions are fundamentally based on data learning. The proposed approach states
that, given a possible solution x, one can build a confidence interval/region that intersects
with x such that the level of confidence of this region will be taken as the probability of
feasibility estimated from the data. Nothing is specified about the form of the constraints
or how the random process (data) will have influence on it. Thus, this stochastic approach
is very general, to such a degree that it can accommodate any type of error in the feasibility
regions, more specifically, the definition of how the random vectors X will be used to build
the confidence region Gk is completely free and problem specific. Chance constrained pro-
gramming on the other hand, specifies a priori a deterministic structure that is taken to be
randomly perturbed, without learning from data.
In the usual formulation, where the feasibility region F is crisp, penalty functions are
equal to 0 when no violation occurs, and increase with the degree of constraint violation,
having as consequence discontinuities on the borders, jumping from 0 to ri (see Equation
(2)). Due to the fact that probabilities are always between 0 and 1, we propose the following
smooth penalty function
p(x) = min
k=1...m
ΨΦ(Zα +
√
H(α˜− γk(x))), (5)
where Ψ, α and H are running parameters, α˜ represents the significance level (user choice)
and Φ is the cumulative standard Normal distribution. A similar penalty function was used
by ?.
By using such penalty function, and choosing wisely the slope, we do not penalize too
much individuals of the genetic algorithm which are near the border of feasibility, allowing
their information to be passed on to next generations. In this way, the minimum penalty rule
is alleviated, and minimums near the border can be found faster. Moreover, the proposed
penalty function is not a hard thresholding type, instead it has a slope and a maximum that
can be controlled according to the specific problem at hand. These are considered tuning
parameters, and can be estimated with cross-validation or other adequate procedures.
In the next section we will present two different scenarios with simulations where this
definition is suitable.
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Figure 1: Left: Feasible region in red. Right: Example of observations of X1 and X2
4 Experimental Studies
4.1 Unknown Location of Feasible Circles
Suppose we want to find the point x = (x1, x2) that minimizes the two dimensional
Rastrigin function
f(x) = 20 +
2∑
i=1
(x2i − 10 cos(2pixi)).
Assume that the search space is S = {x : −60 < x1 < 60,−60 < x2 < 60} and the
feasible set F is given by
F = F1 ∪ . . . ∪ Fm,
where
Fk = {x : (x1 − (15k − 60))2 + (x2 − (15k − 60))2 − 10 ≤ 0},
for m = 7. Basically, the feasible set F is composed by the union of the circles in Figure 1.
Consider the situation where the feasible set F is not completely known, i.e., we can not
verify exactly the feasibility conditions as stated in (3). Suppose that it is known that the
feasible regions Fk, k = 1, . . . ,m are circles of known radius r = 10, but the location of each
circle center is unknown. Then, given a set of n observations of each of the random vectors
X1, . . . ,Xm, we can estimate a confidence region that covers the true center of the circle
using the mean vector of the bivariate distributions. The confidence region that intersects
with the solution point x will be used to determine the probability that this point is feasible.
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In this scenario, we simulate
X11, . . . ,X
1
n ∼ N(µ1, I1)
...
Xm1 , . . . ,X
m
n ∼ N(µm, Im),
where µk = (15k − 60, 15k − 60)T and
Ik =
(
(10/3)2 0
0 (10/3)2
)
, k = 1, . . . ,m.
Note that each µk, representing the mean of the random vector X
k, is exactly at the center
of the feasible region Fk.
In the Genetic Algorithm, given an individual x of the population, define the probability
that it is in the feasible set as:
1. if d(x, X¯k) > r, build a 100(1−γk(x))% confidence ellipseGk(γk(x)) : d(x, Gk(γk(x))) =
r, hence, the probability that x is feasible for the k-th constraint is equal to γk(x).
2. if d(x, X¯k) ≤ r, then the probability that x is feasible for the k-th constraint is ap-
proximately equal to γk(x) ≈ 1,
where d(x, Gk(γk(x))) = inf{d(x,y) : y ∈ Gk(γk(x))} for a distance d(., .) (Euclidian dis-
tance was used) and a region (ellipse) Gk(γk(x)). Thus, we can set the penalty function for
feasibility as
p(x) = min
k=1...m
ΨΦ(Zα +
√
H(α˜− γk(x))),
where Ψ, α, α˜ and H are running parameters, and Φ is the cumulative standard Normal
distribution.
In the simulations, we set Ψ = 7200, α = α˜ = 0.05, H = 10000. Ψ = 7200 was chosen
because the maximum of the rastrigin function in the selected search space is f(60, 60) =
7200, while H = 10000 is a reasonably steep slope for the transition to the penalty. Using the
function ”ga” from the package GA” in ”R” (www.r-project.org), we tested several crossover
and mutation probabilities, all of which gave similar results, so that in what follows we present
the solutions for crossover probability 0.5 and mutation 0.025 since they gave slightly better
results. For the stochasticity, we generated n = 10 random observations from each circle
center, and obtained the results on shown in Figure 2, where fitness is defined as −f(x)
(since ”ga” runs maximization).
It is clear from the contour plot that the feasible region has much smaller fitness when
compared to the rest of the search area. Moreover, the penalty function has facilitated
moving from one feasible region to the other, adjusting for stochasticity on the borders.
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Figure 2: Contour plot, mean fitness curves for several population sizes and mean fitness
curve for the ga with population size 80.
Each of the mean curves in the middle plot of Figure 2 was computed averaging 10 runs
of the genetic algorithm using population sizes 20, 50, 80, 120 and 180. The larger the
population size is, the faster the algorithm approaches the minimum fitness, however, with
a population size of as low as 80 individuals, the algorithm has good performance. It can
be seen from the plot on the right hand side of Figure 2, where we used a population size of
80 individuals, that the genetic algorithm converges fast towards the target, having a fitness
equal to -8.571568e-08 at the end of 100 iterations, close enough to the real solution 0.
4.2 Regression: Dividing the Plane
Suppose that we want to minimize the two-dimensional Schwefel function
f(x) =
2∑
k=1
(
k∑
j=1
xj
)2
,
within the search space S = {x : −60 < x1 < 60,−60 < x2 < 60}, however the feasible set
is defined by the restrictions
g1(x) = x1 − x2 + 20 ≤ 0
or
g2(x) = x1 − 30 + 12 sin(x1/5)− x2 ≥ 0.
Define F1 to be the set of values that satisfy F1 = {x : g1(x) ≤ 0} and F2 = {x : g2(x) ≥ 0},
so that the feasible set F = F1 ∪ F2 (see left plot of Figure 3).
Assume that the functions g1(x) and g2(x) are not known, however we have a sample of
n1 = 30 observations of X
1 = (X11, X12) and n2 = 100 observations of X
2 = (X21, X22),
where X11 ∼ U(−60, 60), X21 ∼ U(−60, 60) and
X12i = X
11
i + 20 + 
1
i , i = 1, . . . , n1
X22i = X
21
i − 30 + 12 sin(X21i /5) + 2i , i = 1, . . . , n2, (6)
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Figure 3: Left: Feasible region in red. Right: Example of observations of X1 and X2
for 1 ∼ N(0, 5) and 2 ∼ N(0, 2). An example of such observations is found in the right
plot of Figure 3. The equations in (6) naturally characterise a linear and a nonlinear model.
In statistical literature, the methodology commonly adopted to estimate these functions is
the widely used regression analysis. If nothing is known about the type of function to be
estimated, it is always advisable to use a nonparametric estimate, however we will assume
that the the form of g1 is known up to the parameters, but not the form of g2. In this
way, g1 will be estimated with a simple linear regression while g2 will be estimated with the
Nadaraya-Watson kernel regression. From the linear regression we obtain βˆ0 and βˆ1, and
from the nonparametric regression we obtain gˆ2(x1).
In this example, we define the probability γk(x) that a possible solution point x is feasible
by
1. if βˆ0 + βˆ1x1 ≤ x2, then the probability that x is in feasible for the first constraint is
approximately equal to γ1(x) ≈ 1
2. if βˆ0 + βˆ1x1 > x2, then the probability that x is feasible for the first constraint is
approximately equal to γ1(x) = 2(1− Γ(t, (n1 − 2))), where Γ(t, (n1 − 2)) is the accu-
mulated t-Student distribution with n1 − 2 degrees of freedom at point t, and
t = (βˆ0 + βˆ1x1 − x2)/
√
σˆ2(1/n1 + (x1 − X¯)2/
∑
(Xi − X¯)2).
3. if x2 − mˆ(x1) ≤ 0, then the probability that x is feasible for the second constraint is
approximately equal to γ2(x) ≈ 1
4. if x2 − mˆ(x1) > 0, then the probability that x is feasible for the second constraint is
approximately equal to γ2(x) = 2(1 − Φ(z)), where Φ is the accumulated Gaussian
distribution, and z = (x2 − mˆ(x1))/
√
||K||2σˆ2(x1)/nhfˆh(x1).
In the simulations, we set Ψ = 18000, α = 0.05, α˜ = 0.30, H = 200. Ψ = 18000 was chosen
because the maximum of the Schwefel function in the selected search space is f(60, 60) =
18000. Using the function ”ga” in R, again different mutation and crossover probabilities
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were tested giving similar results, so that we show the results with crossover probability of
0.9 and mutation probability of 0.075. We generate n1 = 30 observations from the linear
regression and n2 = 100 observations for the nonlinear regression, obtaining the results
displayed in Figure 4.
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Figure 4: Contour plot, mean fitness curves for several population sizes and mean fitness
curve for the ga with population size 50.
After 100 iterations, the final solution of the algorithm was the coordinates (3.541831,
-3.745075) with fitness -12.58606. It can be seen from the contour plot on Figure 4, that this
solution is, in the feasible region, as close as possible to the point (0,0) (the unconstrained
solution). A population size of as low as 50 gives fast convergence of the algorithm, as can
be seen in the mean regression curves in the middle plot of Figure 4. The plot on the right
hand side of Figure 4 shows the final result of the genetic algorithm when using a population
size of 50 and crossover and mutation probabilities 0.9 and 0.075 respectively. Note that the
fitness of the best individual of the population converges to the solution with just under 20
iterations.
5 Vehicle Path Planning
Metaheuristic search methods have recently become popular in applications such as robot
or vehicle path planning. The main goal is to find a path with minimum length from a
starting to an ending point avoiding obstacles on the way. Many authors have addressed
this problem with different strategies, see ?, ?, ?, ?, ?, ?, ? just to cite a few. For example,
? describes the fitness function as a sum of the lengths of partial paths and proposes a
penalty function that penalizes the individuals by counting the number of collisions between
the path and the obstacles. He also stores the path as a collection of angles in waypoints,
what allows the path to have some abrupt changes. ? describe a genetic algorithm which
searches for a minimal path going through grids. The computational cost of this approach
increases as the size of the cells decreases and the number of allowed headings increases,
and moreover, it also allows the vehicle to have abrupt changes on the way. ? propose
an algorithm that runs independently with N+1 parallel populations, and at some point, it
updates the main population with the best individuals of the other N populations. Even
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though the probability that the algorithm will be trapped in a local minimum is smaller for
this kind of algorithm, they need many more iterations to find the global minimum when
considering all parallel populations.
In this paper, we consider only smooth functions to describe the vehicle’s trajectory, that
is, no abrupt changes in direction are allowed. We adopt the stochastic model studied in ?,
where the sensor of the vehicle observes obstacles with error measurement and a nonpara-
metric method is used to find the best trajectory completely based on data learning. In
most non-evolutionary search methods, obtaining the exact solution may depend drastically
on the initial values. For this reason, we propose using a genetic algorithm to find the pa-
rameters that minimize the function corresponding to the minimal path. In section 5.1 we
describe the stochastic scenario and the function that needs to be minimized.
5.1 The Stochastic Model
As in ?, we will consider the search for a path with minimum length, which can be
represented by the graph of a smooth function f joining the starting and ending point.
Without loss of generality, consider the starting point A = (0, 0) and the ending point B =
(b, 0), and that we observe m points in R2 with coordinates ξ` = (w`, v`), l = 1, ...,m. Denote
the center of the obstacles by N = (ξ1, ..., ξm) and the observed obstacles by η = N + ε,
where ε = (ε1, . . . , εm) are the measurement errors. Specifically, we will assume that the
region representing the obstacles is
F = ∪mk=1Bk((wk, vk), r)
for some radius r, where Bk((wk, vk), r) = {z ∈ R2; d(z, (wk, vk)) < r} and d is the Eu-
clidean distance, but the observations are (Wk, Vk) = (wk, vk) + (εk1, εk2), k = 1, ...,m
with (εk1, εk2) ∼ N2((0, 0),Σk), k = 1, . . . ,m independent random variables with covariance
matrix Σk (which can depend on the obstacle (wk, vk)) given by
Σk =
(
σ2k,1 ρσk,1σk,2
ρσk,1σk,2 σ
2
k,2
)
. (7)
This definition of the covariance matrix incorporates several practical situations, such as
larger variance for darker spots, increasing variance depending on the distance to the obsta-
cle/threat zone, sensor uncalibrated, etc.
Moreover, we have for each point, n independent readings. Thus, our data is composed
of n readings of the point process ηi = {(W1,i, V1,i), . . . , (Wm,i, Vm,i)} for i = 1, . . . , n. Denote
Wk = (Wk,1, . . . ,Wk,n) and Vk = (Vk,1, . . . , Vk,n), k = 1, . . . ,m.
The goal is to find a smooth function f joining A and B, avoiding F and with miminum
length, which can be represented by
fθ(x) =
L∑
j=1
θjBj(x) (8)
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where Bj are cubic B-splines and θ is a vector of unknown coefficients for a fixed sequence of
knots t = (t1, ..., tL). We consider only functions f belonging to a subset of the Sobolev space
H22 :=
{
f : [xa, xb]→ R,
∫
f 2 +
∫
(f ′)2 +
∫
(f ′′)2 <∞, f(xa) = ya, f(xb) = yb
}
. This Sobolev
space is convenient because it consists of smooth functions that can be well approximated
by uniform B-splines.
The proposed estimator for fθ is the function
fγ
θˆ
(x) =
L∑
j=1
θˆjBj(x) (9)
where θˆ is the solution of the problem
θˆ = arg minQα,ψ,r,H,n(θ) (10)
subject to fγθ (0) = 0, f
γ
θ (b) = 0, where
Qα,ψ,r,H,n(θ) =
∫ b
0
(
1 + (
L∑
j=1
θjB
′
j(t))
2
)1/2
dt (11)
+ψΦ
(
Zα +
√
H(r − d(
L∑
j=1
θjBj(·), F γn )
)
.
where d(f, F ) = inf{d(y, z) : y ∈ Graph(f), z ∈ F} for Graph(f) = {(x, y) : x ∈
[xa, xb] and y = f(x)}.
The first summand is the length of the function and the second is the penalty for being
close to the obstacles. The set F γn is defined by
F γn =
m⋃
k=1
Gkγk(Wk,Vk) (12)
where for each k = 1, . . . ,m, Gk
γk
(Wk,Vk) is a 100(1 − γ)% confidence ellipse based on n
readings for the kth point (Wk,Vk), defined as the ellipse formed by the points (x, y) which
satisfy the equation
n((Wk,Vk)− (x, y))tΣ−1k ((Wk,Vk)− (x, y)) ≤ χ22(γ).
Suppose that besides the constraints of the obstacles in the way, the autonomous vehicle
has to follow a pre-determined path, from which it can not deviate. Using the union of
sets definition of Section 2, we can add the union of t restrictions that correspond to the
constraints of the corridor (path). Hence we let
F γn =
m⋃
k=1
Gkγk(Wk,Vk)
t⋃
`=1
H`γ`(X`,Y`),
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where X`,Y`, ` = 1, . . . , t, are random variables that can be used to estimate the path,
and H`
γ`
define the form of the restrictions. The penalty function can then be modified to
incorporate this new set of restrictions.
Note that each individual of the population of the genetic algorithm is represented by θ,
and that the feasibility region is composed by the union of regions on the search space Θ
such that, the function fθ is distant (with probability γ) from the obstacles. The union of
balls corresponding to the obstacles F = ∪mk=1Bk((wk, vk), r), or its stochastic version F γn ,
does not correspond directly to the feasible region, for it is not defined explicitly with the
vector θ, but it can be translated into regions in the search space Θ with respect to fθ.
Also, the penalty function in (11) can be modified to be in the form of penalties defined in
(5), just by noting that d(
∑L
j=1 θjBj(·), F γn ) is the minimum distance between the graph of
f and any point in F γn .
Hence, this is a constrained optimization problem that can be solved using a genetic
algorithm. To be specific, the algorithm searches for the minimum of Qα,ψ,r,H,n(θ), the length
of the estimated trajectory penalized according to the degree of violation of the probability
that the solution is feasible.
5.2 Numerical Examples
We simulate obstacle fields with obstacles scattered on the path the vehicle must travel.
In all simulations, the goal is to go from point A to point B, taken in all the examples to be
(0,0) and (150, 0) respectively. We assume, without loss of generality, that the obstacles are
circles of radius 4. The radar observations of the center of the obstacles were generated from a
bivariate Gaussian distribution and for illustration purposes, we exhibit only the cases where
we have 10 and 45 readings for each obstacle. In all the plots, black circles represent the real
obstacles, the red crosses are the mean of the observed obstacles, and the confidence ellipses
are drawn in grey. Each trajectory was estimated as in (9) using 3 B-splines basis functions,
restricting the estimated trajectory to a very smooth curve and reducing computational cost.
Nevertheless, the degree of smoothness for a solution can be adapted to a specific problem by
choosing the number of basis functions adequately. The tuning parameters for the penalty
function are taken to be γ = 0.05, ψ = 50, α = 0.01, H = 200. The results presented in this
section are based on 100 generations of the genetic algorithm with stochastic feasibility as
described in Section 5, using the ”ga” function for a real-coded algorithm from package GA
in ”R” (www.r-project.org).
In the first scenario, we simulate the corridor limits in the following way: 30 independent
observations of each of the random variables (X1, . . . , X6) are randomly generated from
uniform distributions (denoted by U(., .)) such that
X1, X2 ∼ U(0, 30),
X3, X4 ∼ U(30, 100),
X5, X6 ∼ U(100, 150).
Using these observations, we generate the random variables (Y1, . . . , Y6) from the following
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linear regressions
Y1 = 20 +X1 + 1,
Y2 = −20 +X2 + 2,
Y3 = 80−X3 + 3,
Y4 = 40−X4 + 4,
Y5 = −120 +X5 + 5,
Y6 = −160 +X6 + 6,
where 1, . . . , 6 are independent measurement errors, which in this example have standard
Gaussian distributions, except for 3, 4 which are Gaussian but with mean 0 and standard
deviation 2. The estimated linear regressions are used to build each H`
γ`
(X`,Y`), ` = 1, . . . , 6,
restricting the vehicle to the path. The results are displayed in graph (a) of Figure 5.
For the remaining simulations, we estimate the corridor limits with nonparametric re-
gressions using local quadratic fits. Hence, the algorithm learns the directions from the
data, without any assumptions about the form of the corridors. Also, we generate 300 of the
random variables
X1, X2 ∼ U(0, 150),
to be used in constructing the pathways of the remaining numerical examples.
In the second scenario, we use the observations from (X1, X2) to generate the random
variables (Y1, Y2) from the following nonlinear relations
Y1 = 20 + 30 sin(X1/45) + 
Y2 = −20 + 30 sin(X1/45) + ,
where  the measurement error, whose distribution is standard Gaussian. These two nonlin-
ear regressions compose the corridor limits where the vehicle can not deviate, i.e,
H`
γ`
(X`,Y`), ` = 1, 2. The results are shown in graph (b) of Figure 5. The third scenario
has the following nonlinear regressions defining the pathway
Y1 = 1 + 30 cos(X1/25) + 
Y2 = −40 + 30 cos(X2/25) + ,
where  is standard Gaussian. The results are in graph (c) of Figure 5. In the last graph of
Figure 5, the limits of the corridors are defined by the equations
Y1 = 40− 30 sin(X1/30) + 
Y2 = −40 + 30 sin(X2/30) + .
All the plots in Figure 5 show that in the presence of random variability, the paths tend
to stay further from the obstacles, increasing the length of the trajectory. However, as the
number of readings increases, the algorithm can compute smaller confidence regions from
data learning, establishing shorter trajectories.
15
(a) (b)
Figure 5: Estimated trajectories after 100 generations based on 10 readings (solid curve) and
45 readings (dashed line) of the obstacles. The obstacles are normally (Gaussian) distributed
with (a) ρ = −0.8, σk,1 = 4 and σk,2 = 6; (b) ρ = −0.8, σk,1 = 4 and σk,2 = 5.
6 Conclusion
In most practical situations, observed data have measurement errors. In this paper, we
presented an approach for genetic algorithms to solve constrained optimization problems in
the presence of stochastic feasibility regions. The proposed method allows the algorithm to
learn from the data by building confidence regions of feasibility that the solutions should be
restrained to. As the number of observations grows, the confidence regions shrink to the true
feasibility regions, defining an automatic data learning algorithm. We proposed a smooth
penalty function that penalizes individuals by the probability of violation of the confidence
regions. The probability of feasibility is problem specific and can be computed by charac-
terizing the confidence level of the region that intersects with each possible solution of the
search space. We also proposed working with a slightly different definition of the constrained
optimization problem. In this definition, we write the feasibility regions as the union of dis-
joint sets, facilitating mathematical notation. Lastly, we applied the genetic algorithm with
stochastic feasibility regions to the problem of trajectory planning for unmanned vehicles.
The algorithm searches for the trajectory with minimum length, while avoiding obstacles on
the way and keeping within pathway limits, which are observed with measurement errors.
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