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Abstract
We solve a Hodge decomposition problem with respect to a weight function that vanishes on the bound-
ary. This problem is present in several works on the Gross–Pitaevskii energy, and we use our solution to
show that a Γ -convergence result that links these works is still valid for more general data than previously
considered.
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0. Introduction
Let us start by considering a Hodge decomposition problem, for n = 3, that can be stated as
follows. Let a ∈ C∞(Rn) be a real-valued function that has
lim|x|→∞a(x) = +∞. (0.1)
Choose a regular value of a, λ ∈ R, define
ρ = (λ− a)+ and Ω = {x ∈ Rn: ρ(x) > 0}, (0.2)
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sV ∈ C2,α(Ω), BV ∈ C2,α(Ω;Rn) and a harmonic vector field hV :Ω → Rn, such that
ρm(∇sV + hV − V ) = ∇ ×BV in Ω. (0.3)
Here we say that a vector field h :Ω → Rn is harmonic if
∇ × h = 0, ∇ · h = 0, (0.4)
and we would also like to obtain some boundary conditions for BV , besides its regularity (con-
cretely, we have applications in mind, for m = 1, that require at least BV = 0 on ∂Ω quadrat-
ically). Finally, the application we have in mind requires the regularity to be relative to the
standard Euclidean metric in Ω .
This is of course a classical Hodge decomposition problem for V . The amount of work on
this problem is phenomenal, so we refer the reader to the survey of the subject by Schwarz [24],
rather than make a brief (and surely unjust) summary here. The main difference between this
article and what one finds in the literature, is the function ρ in (0.3). We point out that, under the
conditions we require on the function a above, and hence on ρ, one can find positive constants
0 <C1  C2 so that
C1 
ρ(x)
dist(x; ∂Ω)  C2
for all x ∈ Ω . Here dist(x;A) denotes the distance from x ∈ Rn to A ⊂ Rn.
The first contribution of this paper, roughly speaking (see Theorem 2.1 for a precise state-
ment), is that one can in fact solve (0.3) for any V ∈ C2,α(Ω;Rn). Furthermore, one can choose
sV , hV and BV so that the following conditions hold on ∂Ω :
hV · ν = 0, (V − ∇sV ) · ν = 0,
and BV vanishes quadratically on ∂Ω .
We should point out that in its standard version (ρ ≡ 1), this problem is usually written in
terms of differential forms. In this case it is not clear to the author the extent to which this
problem can be re-cast in terms of differential forms. For our proofs to carry over, we need the
following statement: There is a constant C > 0 such that, for a smooth differential k-form ω, one
has
∫
Ω
ρ|∇ω|2  C
{∫
Ω
ρ |dω|2 +
∫
Ω
ρ
∣∣d∗ω∣∣2}, (0.5)
where d and d∗ are the exterior derivative and its adjoint, respectively. In our case we (implicitly)
apply this estimate to a differential 3-form in R3, which is the same as a function, so |∇ω|2 =
|d∗ω|2, avoiding the problem altogether. However, for a general differential form, and when
ρ ≡ 1, (0.5) requires some boundary control over ω which we do not have (cf. [15]).
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of sV and BV . In order to establish this regularity we appeal to Lemma 2.2 below, which loosely
says the following. Given an integer m 1 and a function φ ∈ C0,α(Ω) that satisfies
∫
Ω
ρmφ = 0,
one can find s0 ∈ C2,α(Ω) such that
−div(ρm∇s0)= ρmφ in Ω, (0.6)
and ∇s0 · ν = 0 on ∂Ω . Furthermore, this solution is unique up to a constant among functions s
that satisfy
∫
Ω
ρm
{|∇s|2 + s2}< ∞.
It is worth mentioning that studies on equations that lose regularity on the boundary have been
carried out before. For instance Koch [19] finds several regularity estimates for such equations in
terms of non-Euclidean metrics, and also provides several references. Bolley, Camus and Mete-
vier [9] also consider degenerate equations, but their results are not quite enough for our needs.
Finally we mention the work by Trudinger [26], who also studies equations that lose ellipticity,
but requires the reciprocal of ρ above to have some integrability conditions that in our case are
not true.
To explain the main idea behind the regularity for Eq. (0.6), let Ω ⊂ Rn be the half-space
Ω = {y = (y′, yn) ∈ Rn−1 × R: yn > 0}= Rn−1 × ]0,∞[,
and let ρ be exactly the distance to ∂Ω , so that
ρ(y′, yn) = yn.
One can interpret (0.6) in this case as an equation in Rn+m as follows. Write
p ∈ Rn+m = Rn−1 × Rm+1 and p = (y′, z) ∈ Rn−1 × Rm+1.
One finds directly that if f ∈ W 1,2(Rn+m) is radial in z, that is
f (p) = f (y′, z) = h(y′, |z|) for some h: Rn−1 × ]0,∞[, (0.7)
its Laplacian in terms of h above can be written as
f = y′h+ 1m
∂
(
ymn
∂h
)
= 1
m
divy
(
ymn ∇yh
)
.yn ∂yn ∂yn yn
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sponding differential operator in all n variables y = (y′, yn), and make the identification yn = |z|.
This means that −f = g in Rn+m, for g radial in z, can be re-written as
−divy
(
ymn ∇yh
)= ymn g in Rn−1 × ]0,∞[,
and this is exactly the model equation one needs to study (0.6) in the bounded domain Ω via
flattening of the boundary.
As an application of this Hodge decomposition, we revisit several works regarding the energy
functional
E˜ε(u) =
∫
Rn
{ |(∇ − iVε)u|2
2
+ a
2ε2
|u|2 + |u|
4
4ε2
}
. (0.8)
Here Vε ∈ C2,α(Rn;Rn) is a vector field, the function a satisfies (0.1), and we shall refer to
it as the potential, and ε > 0 is a small parameter, all data of the functional. The variable is
u ∈ W 1,2(Rn;C) (we will be more precise about this point below), a complex-valued function,
and we study (0.8) under the constraint
∫
Rn
|u|2 = 1. (0.9)
Again we shall concentrate in the case n = 3, and refer the reader to the works of Aftalion, Alama
and Bronsard [4], and Ignat and Millot [14], for much more detailed analyzes of E˜ε when n = 2.
This energy is usually referred to as the Gross–Pitaevskii (which we abbreviate GP) func-
tional, and has been extensively studied by physicists in the context of Bose–Einstein conden-
sation (see for example [22] or [1] for relatively recent surveys of condensation in the sense of
Bose and Einstein, the first by physicists, the second by a mathematician, that also discus the
applicability of E˜ε in this context). The results we intend to revisit deal with asymptotic values
for E˜ε as ε → 0. First, it is well known that this energy functional is strongly related to the
Ginzburg–Landau energy of superconductivity (or GL for short). For example, an important tool
developed in that context, the weak Jacobian that in dimensions n 3 has been studied by Jerrard
and Soner [17], Alberti Baldo and Orlandi [7] and Sandier and Serfaty [23] among others, has
been adapted to, and used for, the study of E˜ε in this dimension by Jerrard [16] (see also Alama,
Bronsard and Montero in [5] that use these results of Jerrard in a different domain).
However, because of the lack of a general solution to the Hodge decomposition problem
mentioned above, these studies are (mostly) in the model case
V0(x1, x2, x3) = (−y, x,0), Vε =
∣∣ln(ε)∣∣V0, and
a(x1, x2, x3) = α21x21 + α21x22 + α21x23 . (0.10)
Our second objective in this paper is to use Theorem 2.1 to show that a Γ -convergence result, that
is somehow subjacent to these works, and is in fact stated for the model case in [16] (and in a torus
of revolution in [5]), remains valid for significantly more general Vε and a than considered in the
papers mentioned above. This result is stated in Theorem 4.1, and roughly speaking, says that in
1930 J.A. Montero / Journal of Functional Analysis 254 (2008) 1926–1973certain scalings for E˜ε , the Γ -limit of this energy as ε → 0 is an energy on curves γ : ]a, b[ → Ω ,
without boundary in Ω , the set from (0.2), that can be expressed as
E0(γ ) =
b∫
a
{
ρ(γ )|γ ′| +BV (γ ) · γ ′
}
.
Here ρ is the function defined in (0.2) and BV comes from (0.3). This line energy has been
identified in this context before, formally by Aftalion and Riviere in [3], and rigorously as we
mention above by Jerrard in [16] in the model case (0.10). This energy for curves highlights the
connection between the GP and GL energies, because in some scalings of the GL energy, one
gets the same Γ -limit, but with ρ ≡ 1 (see for example Alama, Bronsard and Montero [6] and
Jerrard, Montero and Sternberg [18]). It is worth mentioning that in this last situation the energy
for curves corresponds to the energy of a charged particle moving in the magnetic field ∇ ×BV .
We should point out a second difference between [16], [4] and [5], and the present work:
the former papers do not study E˜ε in all of Rn, but rather in a bounded domain that could be
thought of as the set Ω above, and replace the constraint (0.9) by Dirichlet boundary data. From
this perspective our work is closer to that of [14] in n = 2, that also handles an unbounded
domain (R2), but mainly for the model case. We follow this last paper particularly regarding the
setting we choose to study E˜ε , as well as in the analysis of the real-valued minimizers of Eε for
Vε = 0 in all of Rn.
Finally, it is worth mentioning that Γ -limits for the energy E˜ε are also considered by Af-
talion [2], who considers ε > 0 fixed, and potential a like the model case with a periodic
perturbation superimposed on it. She finds a Γ -limit for E˜ε as the potential a becomes a se-
quence of wells separated by infinite walls, again for V as in the model case. Finally, E˜ε also
appears in the work of Lieb and Seiringer [21], who show that it arises as a rigorous limit from
the quantum mechanical description of particular kinds of rotating gases.
This paper is organized as follows. In Section 1 we introduce notation and standard concepts
that we use throughout the paper. In Section 2 we analyze the Hodge decomposition problem,
as well as the regularity for the degenerate equation (0.6). In Section 3, we apply a division
argument that goes back to the work of Lassoued and Mironescu [20], and Andre and Shafrir [8],
and that has been applied in most of the papers mentioned above regarding E˜ε . In this section
we basically adapt what has one finds on these works to the case of a general Vε . In Section 4
we prove the Γ -convergence result we mentioned before, which is done largely following [16].
In Appendix A we summarize some facts regarding weighted Sobolev spaces that we use in
Section 2. These results are most likely known to experts in the field, but we could not find the
precise versions we need, so we include them here. Finally, in Appendix B we summarize the
properties of the real-valued minimizers of E˜ε . The proofs of these facts are in [14], as well as
[25] and [4], and we only give rough sketches of them.
1. Preliminaries
Most of this work is devoted to n = 3 but in this section, and a few others that we point out
as we write them, we consider n  2. We will use the notation χA to denote the characteristic
function of the set A ⊂ Rn, and |A| for its Lebesgue measure. Throughout, we use either BR(x0)
or B(x0,R) to refer to the open ball of radius R > 0 around x0 ∈ Rn.
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E˜ε from (0.8) satisfies a ∈ C∞(Rn) and (0.1). We also assume that there is λ ∈ R, regular value
of a, such that
∫
Rn
(
λ− a(x))+ dx = 1. (1.1)
By regular value of a we mean that
∇a(x) 
= 0 for all x ∈ Rn with a(x) = λ. (1.2)
The choice of the value 1 in (1.1) is determined by the constraint (0.9).
In terms of this λ, we recall the definitions of the function ρ and the set Ω in (0.2), in terms
of the potential a, and define additionally
ω = (a − λ)+. (1.3)
We notice that, by (0.1) Ω is bounded. Since λ in (1.1) and (0.2) is a regular value of a, Ω has
finitely many connected components and any two of them are separated by a finite distance. In
this situation ∂Ω is as smooth as a, and the first homology group of Ω with integer coefficients,
usually denoted by H1(Ω;Z), is finitely generated. Although some statements below apply to
more general open sets, in key portions of this paper we make heavy use of the fact that Ω
is defined through the potential a as above. For notational consistency we will always use the
letter Ω for such an open set. Under all these hypotheses, one can check that there is a number
δ0 = δ0(ρ) > 0 such that
|∇ρ|2 + ρ  δ0 in Ω, (1.4)
as well as constants 0 < c1  c2 with
c1 
ρ(x)
dist(x; ∂Ω)  c2 for all x ∈ Ω. (1.5)
Here, and throughout the rest of the paper, dist(x;A) denotes the distance of x to the set A. The
smoothness of a, and hence that of ∂Ω , also implies for x ∈ Ω near enough to ∂Ω , that there is
a unique point Px ∈ ∂Ω smooth in x, with
dist(x; ∂Ω) = |x − Px|. (1.6)
We will use the notation νx , or just ν sometimes, to refer to the normal to the boundary of Ω at
x ∈ ∂Ω . In most places we will use the outer-pointing normal, but in a couple of places we will
prefer ν to be the inner-pointing one. We will explicitly state when we make this choice.
As regards the vector field Vε in E˜ε , we assume Vε ∈ C2,α(Rn;Rn) and, in the notation
of (1.3), that there is a constant Cε > 0 with
∣∣Vε(x)∣∣2  Cε(1 +ω(x)) for all x ∈ Rn. (1.7)
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H∗ (1.8)
to be the completion of C∞0 (Rn;C) with respect to the (norm induced by the) inner product
〈f,g〉 =
∫
Rn
{∇f · ∇g¯ + (1 +ω)f g¯}dx. (1.9)
Throughout this paper v¯ denotes the complex conjugate of v, and we will denote as usual i =√−1. We will also use the notation
H= {f ∈H∗: f¯ = f }, (1.10)
the subspace of real-valued functions in H∗. The constraint
∫
Rn
|u|2 = 1
makes sense for u ∈ H∗ and, in light of (1.7), the energy E˜ε(u) defined in (0.8) is finite for
u ∈H∗.
It is convenient to re-write E˜ε using (1.1) and (0.2), following Aftalion and Riviere [3], as
follows:
E˜ε(u) = 12
∫
Rn
{∣∣(∇ − iVε)u∣∣2 + 12ε2
(
ρ − |u|2)2 + ω
ε2
|u|2
}
+ 1
2ε2
∫
Rn
{
λ|u|2 − ρ
2
2
}
.
Under the constraint (0.9), the last integral does not depend on u. It follows that the energy
Eε(u) = 12
∫
Rn
{∣∣(∇ − iVε)u∣∣2 + 12ε2
(
ρ − |u|2)2 + ω
ε2
|u|2
}
, (1.11)
under the constraint (0.9) is equivalent to E˜ε under the same constraint. From now on we study
Eε(u) among u ∈H∗ that satisfy (0.9). We write
Eε(u,O) = 12
∫
O
{∣∣(∇ − iVε)u∣∣2 + 12ε2
(
ρ − |u|2)2 + ω
ε2
|u|2
}
(1.12)
for the portion of the energy in an open set O ⊂ Rn, and
Ω1 = Rn \Ω. (1.13)
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an integer 0  k  n, that refers to the dual of the space C∞0 (Ω;kRn) of smooth, compactly
supported k-forms in Ω . Dk(Ω) is usually referred to as the space of k-currents (in Ω). The
boundary ∂T ∈ Dk−1(Ω), of T ∈ Dk(Ω), is defined by
(∂T )(B) = T (dB), (1.14)
when k  1, and ∂T = 0 for k = 0. Here dB denotes the exterior derivative of B ∈
C∞0 (Ω;k−1Rn). We will often identify C∞0 (Ω;1Rn) with the space of smooth, compactly
supported vector fields in Ω . When n = 3, for B ∈ C∞0 (Ω;R3) we will also identify
dB = ∇ ×B and d∗B = div(B),
where d∗ is the adjoint of the exterior derivative d . In this case the Jacobian of a map u ∈
W 1,2(Ω;C) can be defined as the current
J (u) = 1
2
∇ × j (u), (1.15)
in the sense of distributions, where
j (u) = 1
2i
(u¯∇u− u∇u¯). (1.16)
In other words, for B ∈ C∞0 (Ω;R3),
J (u)(B) = 1
2
∫
Ω
j (u) · ∇ ×B.
A usual norm for currents is the mass. To define it, we consider a non-negative weight function
ζ ∈ C∞(Ω) and let, for T ∈ Dk(Ω),
Mζ (T ) = sup
{
T (B): B ∈ C∞0
(
Ω;kRn) and |B| ζ in Ω}. (1.17)
When ζ ≡ 1 in the above definition we will write M(T ) instead of M1(T ). We will use the
notation
Rk,ζ (Ω) and R˙k,ζ (Ω) (1.18)
for the subsets of Dk(Ω) consisting of the k-rectifiable, integer multiplicity currents with
Mζ (T ) < ∞, and of those that additionally satisfy ∂T = 0 in Ω , respectively.
When Ωj ⊂ Rn, j = 1,2, and f :Ω1 → Ω2 is a diffeomorphism, one can define the push-
forward f #T ∈ Dk(Ω2) of a current T ∈ Dk(Ω1) by the formula(
f #T
)
(B) = T (f#B),
where f#B denotes the pull-back of the form B ∈ C∞0 (Ω2;kRn). One can show that
∂
(
f #T
)= f #(∂T ).
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that the first homology group H1(Ω;Z) is finitely generated, say of rank q . Next, define
H(Ω) = {h ∈ W 1,2(Ω;Rn): ∇ × h = 0, div(h) = 0}. (1.19)
Vector fields h ∈ H(Ω) are often referred to as harmonic. A subspace of H(Ω) that will be
relevant later is
HN(Ω) =
{
h ∈ H(Ω): h · ν = 0 on ∂Ω}. (1.20)
It is well known that under the assumptions we make for Ω ⊂ Rn, HN(Ω) is finite-dimensional
(in fact of dimension q) and the vector fields h ∈ HN(Ω) are smooth up to ∂Ω . Now let
γ1, . . . , γq be q closed, smooth curves in Ω , each representing a generator of H1(Ω;Z). By
De Rham cohomology theorem we can find a basis {h1, . . . , hq} ∈ HN(Ω) (same q!) such that
∫
γj
hk = 2πδj,k, (1.21)
where δj,k is the Kronecker symbol. It follows from here that there are (harmonic) multi-valued
functions θj :Ω → R such that eiθj is smooth, single-valued and
hj = ∇θj .
Since the hj are a basis for HN(Ω), there is a constant C = C(Ω;h1, . . . , hq) > 0 with the
following property: for any h ∈ HN(Ω) one can find integers n1 = n1(h), . . . , nq = nq(h) such
that the function
θh =
q∑
j=1
nj θj (1.22)
satisfies
∣∣h(x)− (∇θh)(x)∣∣ C for all x ∈ Ω. (1.23)
Note that eiθh is smooth and single-valued in Ω .
2. Hodge decomposition with respect to a degenerate weight
We consider here the Hodge decomposition problem introduced in (0.3). In this section we
take n = 3, and use the function ρ ∈ C∞(Ω) and the set Ω ⊂ R3 defined in (0.2). We also as-
sume these satisfy (0.1), as well as (1.1)–(1.5). We recall that Ω has finitely many connected
components, any two of which are separated by a finite distance. We make the implicit assump-
tion below that Ω is in fact connected, but when this is not the case one can apply the reasoning
to one connected component of Ω at a time.
The main result of this section is the following theorem.
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C2,α(Ω;R3). One can always find s0 ∈ C2,α(Ω), B0 ∈ C2,α(Ω;R3) and h0 ∈ HN(Ω), such
that
ρ(∇s0 + h0 − V0) = ∇ ×B0 in Ω. (2.1)
Furthermore, ∇s0 ·ν = V0 ·ν on ∂Ω , and we can choose B0 so that B0 = 0 and DB0 = 0 on ∂Ω ,
where DB represents the Jacobian matrix of the vector field B . In particular, we can choose B0
above to vanish quadratically on ∂Ω , that is, there is a constant C > 0 such that
|B0| C
(
dist(x; ∂Ω))2.
One can replace here ρ by ρm, for any integer m 1, but we only get the boundary conditions
on B0 mentioned above.
As we mention in the introduction, the regularity of B0 and s0 in Theorem 2.1 comes largely
from the regularity of the solutions of the equation
−div(ρ∇s) = ρφ0 in Ω,
where φ0 ∈ C0,α(Ω) is a given function that satisfies the compatibility condition
∫
Ω
ρφ0 dx = 0.
Our results for this equation hold in a slightly more general setting than stated so far, and we
describe this new setting presently. For n  2, let A ∈ C∞(Ω;Mn(R)) denote a symmetric
matrix-valued function, for which there are numbers Λ λ > 0 so that
Λ|ξ |2  ξ ·A(x)ξ  λ|ξ |2 for all (x, ξ) ∈ Ω × Rn. (2.2)
Let us also recall from Appendix A the notations Lpk (Ω) and W
1,p
m,k(Ω), that refer to the closure
of C∞(Ω) with respect to the norms
‖s‖k =
{∫
Ω
ρk|s|p
}1/p
and
‖s‖m,k =
{∫
Ω
(
ρm|∇s|p + ρk|s|p)}1/p,
respectively. Our regularity result is the following lemma.
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φ0 ∈ C0,α(Ω) such that ∫
Ω
ρmφ0 dx = 0
there is s0 ∈ W 1,2m,m(Ω), unique up to a constant, that satisfies
−div(ρmA∇s0)= ρmφ0 (2.3)
weakly in Ω , that is, ∫
Ω
ρm∇s ·A∇s0 =
∫
Ω
ρmφ0s for all s ∈ W 1,2m,m(Ω). (2.4)
Furthermore, s0 ∈ C2,α(Ω) and ∇s0 ·Aν = 0 on ∂Ω .
We can now give the
Proof of Theorem 2.1. In this proof ν always refers to the exterior normal to ∂Ω , and recall
that we assume n = 3. We start by finding φ∗ :Ω → R such that
−φ∗ = div(V0) in Ω,(
V0 + ∇φ∗
) · ν = 0 on ∂Ω. (2.5)
Define next V ∗ = V0 + ∇φ∗, and note that V0 ∈ C2,α(Ω;R3) implies φ∗ ∈ C3,α(Ω). We intend
to minimize
I (∇s + h) =
∫
Ω
ρ
∣∣∇s + h− V ∗∣∣2, (2.6)
among h ∈ HN(Ω) and
s ∈ F =
{
s ∈ W 1,21,1 (Ω):
∫
Ω
ρ s dx = 0
}
. (2.7)
To do this we show that I is coercive on an appropriate space as follows. Note that in L21(Ω;R3)
with respect to the standard inner product
〈A,B〉 =
∫
Ω
ρA ·B
the vector subspace
E1 = {∇s: s ∈ F }
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a closed subspace of L21(Ω;R3) because it is finite-dimensional) satisfy
E1 ∩HN(Ω) = {0}. (2.8)
This is true because, if h = ∇s ∈ E1 ∩HN(Ω), then both s = 0 in Ω and ∇s · ν = 0 on ∂Ω , so
s is constant, hence h = ∇s = 0. It follows that E1 ∩HN(Ω) = {0}, and then
A= E1 ⊕HN(Ω) (2.9)
is indeed a direct sum (again because HN(Ω) is finite-dimensional).
Our next claim is that the functional I defined in (2.6) is coercive in A with respect to the
norm
‖B‖A = ‖∇s + h‖A =
{∫
Ω
ρ|∇s|2
}1/2
+
{∫
Ω
ρ|h|2
}1/2
for B = ∇s + h ∈ E1 ⊕HN(Ω) =A.
That this is indeed a norm in A follows from the fact that A is the direct sum (2.9).
To show that I is coercive we define λ 0 by
λ = sup
{(∇s,h)∈E1×HN(Ω): max{‖∇s‖A,‖h‖A}1}
∫
Ω
ρ∇s · h.
Since HN(Ω) is finite-dimensional, and E1 ∩HN(Ω) = {0}, a standard Hilbert spaces argument
shows that
0 λ < 1.
The coercivity of I follows directly from here since
I (B) = I (∇s + h)
=
∫
Ω
ρ
∣∣∇s + h− V ∗∣∣2
 1
2
∫
Ω
ρ|∇s + h|2 −
∫
Ω
ρ
∣∣V ∗∣∣2
 1
2
∫
Ω
ρ
{|h|2 + |∇s|2 + 2∇s · h}− ∫
Ω
ρ
∣∣V ∗∣∣2
 1
2
∫
ρ
{|h|2 + |∇s|2}− λ{∫ ρ|∇s|2 ∫ ρ|h|2}1/2 − ∫ ρ∣∣V ∗∣∣2Ω Ω Ω Ω
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2
∫
Ω
ρ
{|h|2 + |∇s|2}− ∫
Ω
ρ
∣∣V ∗∣∣2
 1 − λ
4
‖∇s + h‖2A −
∫
Ω
ρ
∣∣V ∗∣∣2
= 1 − λ
4
‖B‖2A −
∫
Ω
ρ
∣∣V ∗∣∣2.
Now that we know I to be coercive, the existence of a minimizer of this functional in A =
E1 ⊕HN(Ω) is standard. Calling the minimizer ∇s∗ + h0, we have
∫
Ω
ρ
{∇s∗ + h0 − V ∗} · (∇s + h) = 0 for all ∇s + h ∈ E1 ⊕HN(Ω). (2.10)
Taking h = 0 and integrating by parts one obtains
∫
Ω
ρ∇s∗ · ∇s =
∫
Ω
s div
(
ρ
(
V ∗ − h0
))
for all s ∈ F.
Since ρ = 0 on ∂Ω , and V ∗, h0 ∈ C1,α(Ω;R3), the divergence theorem implies that this equa-
tion for s∗ is also valid for a constant function s, and hence it is valid for all s ∈ W 1,2m,m(Ω).
Furthermore, the boundary conditions on h0 and V ∗ (recall (2.5)) imply
φ = div(ρ(V
∗ − h0))
ρ
∈ C0,α(Ω),
and
∫
Ω
ρφ = 0.
An appeal to Lemma 2.2 gives that s∗ ∈ C2,α(Ω) and ∇s∗ · ν = 0 on ∂Ω . We call now s0 =
s∗ − φ∗, where φ∗ was defined in (2.5). Clearly
ρ
(∇s∗ + h0 − V ∗)= ρ(∇s0 + h0 − V0),
and s0 ∈ C2,α(Ω). Moreover, from the boundary conditions on s∗ and φ∗ we obtain ∇s0 · ν =
V0 · ν on ∂Ω .
Now since ρ is bounded in Ω , by construction ρ(∇s0 + h0 − V0) ∈ L2(Ω;R3), un-weighted
this time, so Theorem 5.7 of [15] gives us the decomposition
ρ(∇s0 + h0 − V0) = ∇ ×B1 + ∇s1 + h1, (2.11)
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h1 ∈ L2(Ω;R3) is harmonic. It is clear that W 1,20 (Ω) ⊂ W 1,21,1 (Ω), so that s1 ∈ W 1,21,1 (Ω), and
then we can plug in s = s1 and h = 0 in (2.10) to obtain
0 =
∫
Ω
ρ
{∇s∗ + h0 − V ∗} · ∇s1 =
∫
Ω
ρ{∇s0 + h0 − V0} · ∇s1.
From here and (2.11), we find after integration by parts
0 =
∫
Ω
{∇ ×B1 + ∇s1 + h1} · ∇s1 =
∫
Ω
|∇s1|2,
so that (2.11) reduces to
ρ(∇s0 + h0 − V0) = ∇ ×B1 + h1. (2.12)
Applying the curl to this last equation, and using the fact that B1 in (2.11) has div(B1) = 0, we
find
−B1 = ∇ × ∇ ×B1 = ∇ ×
(
ρ(∇s0 + h0 − V0)
)
in Ω,
and B1 × ν = 0 on ∂Ω . Standard regularity for elliptic systems (div(B1) = 0!) gives B1 ∈
C3,α(Ω;R3), since ∇ × (ρ(∇s0 + h0 − V0)) ∈ C1,α(Ω;R3). Now, it is well known that
B1 × ν = 0 implies ∇ × B1 · ν = 0. By the regularity of the left-hand side of (2.12), this ob-
viously implies that h1 · ν = 0 on ∂Ω . In particular h1 ∈ HN(Ω), so we can replace h = h1 and
s = 0 in (2.10) to obtain
∫
Ω
ρ{∇s0 + h0 − V0} · h1 =
∫
Ω
ρ
{∇s∗ + h0 − V ∗} · h1 = 0.
It follows from (2.12) that
0 =
∫
Ω
(∇ ×B1 + h1) · h1 =
∫
Ω
|h1|2,
so that (2.12) reduces further to
ρ(∇s0 + h0 − V0) = ∇ ×B1.
All we need to show now is how to impose the boundary conditions on B1. To do this, recall the
notation Px from (1.6), for x ∈ Ω near ∂Ω . We abbreviate
d(x) = dist(x; ∂Ω) = |x − Px|.
1940 J.A. Montero / Journal of Functional Analysis 254 (2008) 1926–1973Since we assume ∂Ω is C∞, it is not hard to check that for η1, η2 ∈ C3,α(∂Ω;R),
f (x) = −η1(Px)d(x)− η2(Px)d
2(x)
2
,
is also C3,α near ∂Ω . We can extend then f to f ∈ C3,α(Ω). Now, a direct computation shows
that (ν is the outer normal)
∇f = η1ν and f = η1d − η2 on ∂Ω.
Choose
η1 = B1 · ν and η2 = η1d on ∂Ω.
Since B1 ∈ C3,α(Ω;R3), we obtain η1, η2 ∈ C3,α(∂Ω). Follows that f ∈ C3,α(Ω), and then
B0 = B1 − ∇f ∈ C2,α
(
Ω;R3).
We use again that B1 in (2.11) has div(B1) = 0 in Ω , as well as B1 × ν = 0 on ∂Ω , and the
choices for η1 and η2, to find
B0 = 0 and div(B0) = 0, both on ∂Ω.
Since obviously ∇ × B0 = ∇ × B1, all we need now is to show that DB0 = 0 on ∂Ω . But
DB0 is a symmetric matrix on ∂Ω , since ∇ × B0 = 0 on ∂Ω by the properties of ρ. Follows
that DB0 is diagonalizable on ∂Ω . It also has 2 linearly independent eigenvectors associated to
the eigenvalue 0, since B0 = 0 on ∂Ω implies DB0(x)τ = 0 for any τ ∈ R3 with τ · νx = 0.
Finally, div(B0) = 0 on ∂Ω implies that the last eigenvalue of DB0(x) at x ∈ ∂Ω is also zero.
We conclude that, on ∂Ω , DB0(x) is a diagonalizable matrix with all its eigenvalues equal to
zero. This shows that DB0 = 0 on ∂Ω and the proof of the theorem is complete. 
We now give the
Proof of Lemma 2.2. Although we intend to apply it for n = 3, this proof is valid for any n 2.
We first show existence, which is rather standard. In fact, our assumptions on Ω and ρ, and the
fact that m 1, allow us to apply the results of Appendix A. Specifically, Poincaré inequality
∫
Ω
ρm|s|2 C
∫
Ω
ρm|∇s|2
is valid for all
s ∈ F =
{
s ∈ W 1,2m,m(Ω):
∫
ρms = 0
}
.Ω
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I (s) =
∫
Ω
ρm
(∇s · (A∇s)
2
− φ0s
)
is coercive in s ∈ F , as well as strictly convex. Hence, I has a unique minimizer s0 ∈ F that
satisfies ∫
Ω
ρm∇s · (A∇s0) =
∫
Ω
ρmφs
for all s ∈ F . Now, this last equation is also valid for a constant function s, since in this case
the left-hand side is obviously zero, and φ satisfies the compatibility condition
∫
Ω
ρmφ = 0. We
obtain ∫
Ω
ρm∇s · (A∇s0) =
∫
Ω
ρmφs (2.13)
for all s ∈ W 1,2m,m(Ω). It follows easily from the discussion above that s0 ∈ W 1,21,1 (Ω) is unique up
to a constant, because for any s ∈ W 1,21,1 (Ω) one has
s − 1∫
Ω
ρm
∫
Ω
ρms ∈ F.
To prove the regularity claim, we follow the digression regarding this equation that we gave
in the introduction. Let us denote
H = {y = (y′, yn) ∈ Rn−1 × R: yn > 0}. (2.14)
Note that in this case dist(y; ∂H) = dist((y′, yn); ∂H) = yn. We also denote ∇y′ , ∇y , divy′ , divy ,
etc., the differential operators with respect to the corresponding variables. Write now Rn+m =
R
n−1 × Rm+1, p ∈ Rn+m as p = (y′, z) ∈ Rn−1 × Rm+1, and set
rz = |z|, rˆz = z|z| , (2.15)
and
T (O) = {p = (y′, z) ∈ Rn−1 × Rm+1 = Rn+m: (y′, rz) ∈ O}. (2.16)
With this definition, identifying yn = rz and writing f (y′, z) = h(y′, |z|), we have
∫
T (O)
(|∇n+mf |2 + f 2)= σm
∫
O
ymn
(
|∇y′h|2 +
∣∣∣∣ ∂h∂yn
∣∣∣∣
2
+ h2
)
dy′ dyn, (2.17)
where σm denotes the area of the boundary of the unit ball in Rm+1.
1942 J.A. Montero / Journal of Functional Analysis 254 (2008) 1926–1973Our first claim is the following. For every x0 ∈ ∂Ω we can find R > 0 and ψ =
(ψ1, . . . ,ψn)T ∈ C∞(BR(x0);Rn), a diffeomorphism onto its image, with
ψ
(
BR(x0)∩Ω
)⊂ H = Rn−1 × ]0,∞[, (2.18)
ψ
(
BR(x0)∩ ∂Ω
)⊂ ∂H, (2.19)
ψ
(
BR(x0) \Ω
)⊂ Rn \H, (2.20)
∇ψj ·A∇ψn = 0 on BR(x0)∩ ∂Ω, j = 1, . . . , n− 1 and (2.21)
∇ψn = −ν on BR(x0)∩ ∂Ω. (2.22)
These requirements on ψ are of course standard, except the fourth. We first use this claim to
show the regularity of s0 in Ω ∩BR(x0) (for x0 ∈ ∂Ω), and show afterwards that one can always
flatten the boundary under the constraints (2.18) through (2.22).
We use ψ to transplant Eq. (2.13) from Ω ∩BR(x0) to
O = ψ(Ω ∩BR(x0))⊂ H. (2.23)
Denote h(ψ(x)) = s(x), h0(ψ(x)) = s0(x),
A(y) = A
(
ψ(x)
)= ρm(x)Jψ−1(ψ(x))
ψmn (x)
(Dψ)(x)A(x)(Dψ)T (x) (2.24)
and
g0(y) = g0
(
ψ(x)
)= ρm(x)Jψ−1(ψ(x))
ψmn (x)
φ0(x).
Changing variables in (2.13) we get
∫
O
ymn ∇h ·A∇h0 =
∫
Ω∩BR(x0)
ρm∇s ·A∇s0 =
∫
Ω∩BR(x0)
ρmφ0s =
∫
O
ymn g0h,
for all h ∈ C20(ψ(BR(x0))). Moreover, the assumption (1.5) ensures that, if φ0 is C0,α(Ω), then
g0 ∈ C0,α(O). At this point it is convenient to adopt the following block-splitting of A:
A =
⎛
⎜⎜⎜⎜⎜⎝
...
A,0
... A,C
. . . . . . . . . . . . . . .
... . . .
A,R
... an,n;
⎞
⎟⎟⎟⎟⎟⎠ , (2.25)
where A,0 is an (n − 1) × (n − 1) matrix, A,R (respectively A,C ) is an (n − 1)-row vector
(respectively column vector) (actually AT,R = A,C since A = AT ), and an,n; is a real-valued
function.
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for O = ψ(Ω ∩ BR(x0)) ⊂ H as follows. Recall the notation p = (y′, z) ∈ T (O) ⊂ Rn+m =
Rn−1 × Rm+1, (2.15), (2.25) and identify yn = rz. Let A,ext be the (n+m)× (n+m) matrix
A,ext(p) = A,ext(y, z)
=
⎛
⎜⎜⎜⎜⎜⎝
...
A,0(y′, rz)
... A,C(y
′, rz)rˆTz
. . . . . . . . . . . . . . .
... . . .
rˆzA,R(y
′, rz)
... an,n;(y′, rz)Im+1
⎞
⎟⎟⎟⎟⎟⎠ . (2.26)
Here by rˆzA,R we refer to the (m + 1) × (n − 1) matrix obtained by multiplying the column
vector rˆz by the row A,R , and A,CrˆTz is an (n − 1) × (m + 1) matrix similarly obtained. One
easily checks that if p = (y′, z) ∈ T (O) and
A,ext(p)
(
y˜′
z˜
)
= A,ext(y′, z)
(
y˜′
z˜
)
= λ
(
y˜′
z˜
)
for some (y˜′, z˜) ∈ Rn−1 × Rm+1, then, by construction, y = (y′, rz) ∈ O and
A(y
′, rz)
(
y˜′
|z˜|
)
= λ
(
y˜′
|z˜|
)
.
The strict ellipticity of A implies that of A in O = ψ(Ω ∩ BR(x0)) and then we conclude that
A,ext is strictly elliptic in T (O). Recall now that if f :T (O) → R is radial in the z variables,
that is f (y′, z) = f (y′, rz), then
∇n+mf = ∇y′f + ∂f
∂rz
rˆz.
It is easy to see from here that the equation
∫
O
ymn ∇h · (A∇h0) =
∫
O
ymn g0h,
becomes ∫
T (O)
∇f · (A,ext∇f0) =
∫
T (O)
q0f, (2.27)
where we use the notation f0(p) = f0(y′, z) = h0(y′, rz), f (p) = f (y′, z) = h(y′, rz) and
q0(p) = q0(y′, z) = g0(y′, rz). Initially (2.27) is only valid for test functions f (p) = f (y′, z) =
f (y′, rz) radial in z, but it is not hard to see that in fact also holds for non-radial f ∈ C∞0 (T (O))
as well.
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Af,ext(p) = Af,ext(y′, z) = A,ext(y′,0). (2.28)
In other words, we freeze the coefficients in z ∈ Rm+1. We will write, with the notation
from (2.25), Af,0(y′, z) = A,0(y′,0) and an,n;f (y′, z) = an,n;(y′,0).
At this point we claim that, also in the notation from (2.25),
A,C(y
′,0) = AT,R(y′,0) = 0. (2.29)
We prove this fact below, but use now to conclude that Af,ext is smooth in T (O), because A
and ψ are. Furthermore, since divn+m(A,ext∇n+mf0) is radial in z ∈ Rm+1 whenever f0 is, we
obtain in T (O):
−divn+m(Af,ext∇n+mf0) = q0 + divn+m
(
(A,ext −Af,ext)∇n+mf0
)
= q0 + divy′
(
(A,0 −Af,0)∇y′f0
)+ ∂f0
∂rz
divy′(A,C)
+A,C · ∂
∂rz
∇y′f0 + m
rz
∇y′f0 ·A,R
+A,R · ∂
∂rz
∇y′f0 + ∇y′f0 · ∂
∂rz
A,R
+ (an,n; − an,n;f )zf0
+ 1
rmz
∂f0
∂rz
∂
∂rz
(
rmz (an,n; − an,n;f )
)
. (2.30)
By standard interior Schauder estimates in T (O), one obtains that the C2,α-norm of f0 is con-
trolled by the C0,α norm of the right-hand side of this last equation. Now we recall two simple
facts: first, if s ∈ C1,α(Rn−1 × ]0,∞[), and s(y′,0) = 0, then
s(y′, yn)
yn
∈ C0,α(Rn−1 × ]0,∞[).
Second, for p = (y′, z) ∈ Rn+m = Rn−1 × Rm+1 one has
∂
∂rz
∇y′f = ∇y′ ∂f
∂rz
whenever f (p) = f (y′, z) ∈ C∞(T (O)) is radial in the z coordinates. From here one can ap-
ply the techniques of [13, Chapter 6] to (2.30). In particular one notices that the quantities
multiplying second derivatives of f0 in the right-hand side of (2.30) can be made arbitrarily
small by choosing ψ(x0) = 0, which we can do without loss of generality, recalling (2.28)
and (2.29), and taking R > 0 small enough in O = ψ(Ω ∩BR(x0)). We conclude that f0 is C2,α
in the interior of T (O), if we can show for example that f0 ∈ W 1,2(T (O)). However, since
f0(y′, z) = h0(y′, rz), (2.17) implies that f0 ∈ W 1,2(T (O)) is equivalent to h0 ∈ W 1,2m,m(O),
which in turn is equivalent, by (1.5), to s0(x) = h0(ψ(x)) ∈ W 1,2m,m(Ω ∩ BR(x0)). We conclude
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interior of T (O). We conclude that h0(y′, yn) ∈ C2,α(O1/2), where O1/2 = ψ(Ω ∩ BR/2(x0)),
and s0(x) = h0(ψ(x)) ∈ C2,α(Ω ∩ BR/2(x0)). This can be done at any point x0 ∈ ∂Ω , and we
conclude that s0 ∈ C2,α(Ω).
We still need to check a few details. First, we assumed A,C(y′,0) = 0. To see that this is true
note that
A(y) = ρ
m(ψ−1(y))Jψ−1(y)
ymn
(Dψ)
(
ψ−1(y)
)
A
(
ψ−1(y)
)
(Dψ)T
(
ψ−1(y)
)
.
Block-multiplying one obtains
Dψ(x)A(x)DψT (x) =
⎛
⎜⎜⎜⎜⎝
∇ψT1
. . . . . . . . .
...
. . . . . . . . .
∇ψTn
⎞
⎟⎟⎟⎟⎠ (A∇ψ1 | . . . | A∇ψn ) .
Now by construction ψ−1(y′,0) ∈ ∂Ω , whenever the expression ψ−1(y′,0) makes sense. This,
(2.21), (2.22) and the last block-multiplication imply A,C(y′,0) = 0.
Next, we check that it is possible to flatten the boundary under the constraint (2.18)–(2.22).
Consider x0 ∈ ∂Ω and set up a Cartesian coordinate system {e1, . . . , en} with x0 at the origin,
and so that {e1, . . . , en−1} is a basis for the tangent to ∂Ω at x0, and en = −νx0 , the exterior
normal to ∂Ω at x0. Define
ψn =
{
dist(x, ∂Ω) for x ∈ Ω ∩BR(x0),
−dist(x, ∂Ω) in BR(x0) \Ω.
We also set
ψj = (x − x0) · ej + aj (x)ψn(x), (2.31)
for j = 1, . . . , n− 1, where the functions aj are yet to be determined.
Now for R > 0 small enough, ψn is smooth in BR(x0). By the properties of the distance
function, ∇ψn(x0) = −νx0 on ∂Ω , which gives the validity of (2.22). This also implies
∇ψj = ej − aj ν on ∂Ω ∩RR(x0),
for j = 1, . . . , n− 1. Setting
aj = ej ·Aν
ν ·Aν
on ∂Ω ∩ BR(x0) and extending then aj as a smooth function to BR(x0) clearly yields all the
claims, except for whether or not ψ is actually a diffeomorphism. To see this we notice that on
∂Ω ∩BR(x0),
DψT = ( e1 − a1ν | . . . | en−1 − an−1ν | −ν ) .
1946 J.A. Montero / Journal of Functional Analysis 254 (2008) 1926–1973It follows that det(Dψ)(x0) = 1 because we chose νx0 = −en. By the inverse function theorem
we can choose R > 0 so that ψ :BR(x0) → Rn is a diffeomorphism onto its image, that also
satisfies (2.18) through (2.22). We point out that the regularity of ψ is determined by that of ∂Ω ,
which in turn is determined by the potential a ∈ C∞(Rn) and the fact that λ in (0.2) is a regular
value of a. We conclude that ψ ∈ C∞(Ω).
Finally, we need to check the boundary conditions. For this note that the condition f0(y′, z) =
h0(y′, rz) ∈ C2,αloc (T (O)) implies
0 = ∂f0
∂rz
(y′,0) = ∂h0
∂yn
(y′,0), (2.32)
whenever (y′,0) ∈ T (O). By (2.19), for x ∈ ∂Ω ∩BR(x0) we have, for some y′ ∈ Rn−1, ψ(x) =
(y′,0) ∈ T (O). This, (2.32), (2.21) and (2.22) yield for x ∈ ∂Ω
∇s0(x) ·Aν = (∇h0)
(
ψ(x)
)T
(Dψ)(x)Aν
= (∇h0)
(
ψ(x)
)T
⎛
⎜⎝
∇ψT1
...
∇ψTn
⎞
⎟⎠Aν
= (∇h0)
(
ψ(x)
)T
⎛
⎜⎜⎝
0
...
0
−ν ·Aν
⎞
⎟⎟⎠
= −(ν ·Aν)(∂ynh0)
(
ψ(x)
)
= 0.
This shows ∇s0(x) · Aν = 0 on ∂Ω , which gives the boundary conditions for s0, and completes
the proof of the lemma. 
3. Reduction of Eε to Ω
In this section we apply the Hodge decomposition from the previous section to the knowledge
obtained by several authors in the study of Eε from (1.11) for particular vector fields Vε and
functions ρ and ω defined as in (0.2). We assume here n = 3. Our aim is an expression for Eε
that allows us to do two things: first, reduce the analysis from Rn to the bounded set Ω defined
in (0.2). Second, separate Eε(u) in two terms: one that is independent of the variable function u,
and depends only on Vε , Ω and the functions ρ and ω, and a second term that depends on u. We
assume throughout this section u ∈H∗, the space defined in (1.8). We also recall the notation H
for we subspace of real-valued functions in H∗.
To apply the previous chapter we use a well-known division argument that can be traced back
to [8,20], but also appears in this context in [4,5,14,16,25]. To set it up, we let f1 :Rn → R be the
global minimizer of Eε in H for Vε = 0, that we describe in the main theorem of Appendix B.
Recall that f1 > 0 in Rn to define
v1 = u . (3.1)
f1
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Lemma 3.1. For every u ∈H∗, and v1 as in (3.1), one has
Eε(u) = E(f1v1)
=
∫
Rn
{
f 21
2
∣∣(∇ − iVε)v1∣∣2 + f 414ε2
(
1 − |v1|2
)2}
+
∫
Rn
{
1
2
|∇f1|2 + 14ε2
(
ρ − f 21
)2 + ω
2ε2
f 21
}
.
Proof. We follow the papers mentioned above. For u ∈ C∞0 (Rn), and u = f1v1, one has
∇u = f1∇v1 + v1∇f1.
Furthermore (Appendix B), f1 satisfies
−f1 + ω
ε2
f1 = 1
ε2
(
ρ − f 21
)
f1.
One can compute from the energy
2Eε(u) =
∫
Rn
{|v1|2|∇f1|2 + f 21 ∣∣(∇ − iVε)v1∣∣2 + f1∇f1 · ∇|v1|2}
+
∫
Rn
{
1
2ε2
(
ρ − f 21 |v1|2
)2 + ωf 21
ε2
|v1|2
}
,
because Vε and f1 are real-valued. Then, one uses
(
ρ − f 21 |v1|2
)2 = (ρ − f 21 + f 21 − f 21 |v1|2)2
= (ρ − f 21 )2 + f 41 (1 − |v1|2)2 + 2f 21 (1 − |v1|2)(ρ − f 21 ),
and the PDE for f1 to conclude
2Eε(u) =
∫
Rn
{
f 21
∣∣(∇ − iVε)v1∣∣2 + f 412ε2
(
1 − |v1|2
)2 + 1
ε2
(
ρ − f 21
)
f 21 +
1
2ε2
(
ρ − f 21
)2}
.
Also from the equation for f1 we conclude
1
ε2
∫
Rn
(
ρ − f 21
)
f 21 =
∫
Rn
{
|∇f1|2 + ω
ε2
f 21
}
.
These last two identities give the claim of the lemma. 
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before, and θ :Ω → R a (perhaps multi-valued) smooth function with eiθ smooth, single-valued,
to be chosen later. Define v :Ω → C by the division v1 = eiθ v in Ω . We have the
Lemma 3.2. With the notation described above, one has
Eε(u) =
∫
Ω
{
f 21
2
∣∣(∇ − i(Vε − ∇θ))v∣∣2 + f 414ε2
(
1 − |v|2)2}
+
∫
Rn\Ω
{
f 21
2
∣∣(∇ − iVε)v1∣∣2 + f 414ε2
(
1 − |v1|2
)2}
+
∫
Rn
{
1
2
|∇f1|2 + 14ε2
(
ρ − f 21
)2 + ω
2ε2
f 21
}
.
Remark 3.3. The same argument shows that the lemma is still valid for u defined as follows.
Let f0 ∈ W 1,20 (Ω) be the real-valued minimizer of Eε in W 1,20 (Ω) corresponding to Vε = 0 (also
described in Appendix B), with zero Dirichlet conditions in Ω rather than f1. Define u = f0eiθ v
in Ω , for v ∈ C∞(Ω;C) and θ multi-valued with eiθ single-valued as above, and u = 0 in
R
n \Ω . In this case, the conclusion reads
Eε(u) = Eε
(
f0e
iθ v
)
=
∫
Ω
{
f 20
2
∣∣(∇ − i(Vε − ∇θ))v∣∣2 + f 404ε2
(
1 − |v|2)2}
+
∫
Ω
{
1
2
|∇f0|2 + 14ε2
(
ρ − f 20
)2}
.
Proof of Lemma 3.2. This is a simple fact. Indeed, note first that
∇v1 = ∇
(
eiθ v
)= eiθ (∇v + iv∇θ).
With this, one verifies that
(∇ − iVε)
(
eiθ v
)= eiθ (∇ − i(Vε − ∇θ))v.
The proof follows directly from here since |eiθ | = 1. 
In the last step of this section we apply the results of Section 2 to the choice of the func-
tion θ in the previous lemma, unspecified as yet. To do this recall that Theorem 2.1 gives the
decomposition
ρ(∇sε + hε − Vε) = ∇ ×Bε in Ω, (3.2)
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a vector field that vanishes quadratically on ∂Ω . To choose θ , we appeal to (1.23) to find a
harmonic, real (multi)-valued function θhε :Ω → R, with eiθhε smooth single-valued, and
sup
x∈Ω
|hε − ∇θhε | C. (3.3)
We choose
θ = θε = θhε + sε. (3.4)
We also recall from Section 1 the notation
j (u) = 1
2i
(u¯∇u− u∇u¯),
and set
vˆ = min{1, |v|} v|v| . (3.5)
The theorem below gives an expression for Eε in Ω that suits our needs in the next section.
Theorem 3.4. For u ∈H∗ let u = f1v1 in Rn and v1 = eiθεv in Ω as above. There is ε0 > 0 and
C > 0 independent of ε such that for ε ∈ ]0, ε0] and α = 1/4, we have
Eε(u)
(
1 −Cεα(1 + ‖∇θε − Vε‖∞;Ω))
∫
Ω
{
f 21
2
|∇v|2 + f
4
1
4ε2
(
1 − |v|2)2}
+
∫
Ω
j (vˆ) · ∇ ×Bε
+
∫
Ω
ρj (vˆ) · (∇θhε − hε)
+ (1 −Cεα‖∇θε − Vε‖∞;Ω)
∫
Rn
{ |∇f1|2
2
+ 1
4ε2
(
ρ − f 21
)2 + ωf 21
2ε2
}
+
∫
Ω
f 21 |∇θε − Vε|2
−Cεα(1 + ‖∇θε − Vε‖∞;Ω)2.
Proof. First one notices from Lemma 3.2 that
Eε(u)
∫ {
f 21
2
∣∣(∇ − i(Vε − ∇θε))v∣∣2 + f 414ε2
(
1 − |v|2)2}Ω
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∫
Rn
{
1
2
|∇f1|2 + 14ε2
(
ρ − f 21
)2 + ω
2ε2
f 21
}
, (3.6)
because the missing term from that lemma is positive. Next, one checks directly that
∣∣(∇ − iV )v∣∣2 = |∇v|2 + |v|2|V |2 − 2j (v) · V.
We use this, (3.2), (3.4) and (3.5) in (3.6) to obtain, after some rearrangement
Eε(u)
∫
Ω
{
f 21
2
|∇v|2 + f
4
1
4ε2
(
1 − |v|2)2}
+
∫
Ω
j (vˆ) · ∇ ×Bε
+
∫
Ω
ρj (vˆ) · (∇θhε − hε)
+
∫
Rn
{
1
2
|∇f1|2 + 14ε2
(
ρ − f 21
)2 + ω
2ε2
f 21
}
+
∫
Ω
f 21
2
|∇θε − Vε|2
+
∫
Ω
{(
f 21 − ρ
)
j (vˆ)+ f 21
(
j (v)− j (vˆ))} · (∇θε − Vε)
− 1
2
∫
Ω
f 21
(
1 − |v|2)|∇θε − Vε|2. (3.7)
We estimate the terms in the last two integrals as follows. First, |vˆ| 1 by (3.5), so that∣∣j (vˆ)∣∣ |∇vˆ| |∇v|,
and then ∣∣∣∣
∫
Ω
(
f 21 − ρ
)∣∣j (vˆ)∣∣∣∣∣∣ 12εμ
∫
Ω
(f 21 − ρ)2
f 21
+ ε
μ
2
∫
Ω
f 21 |∇v|2 (3.8)
for any μ > 0. We recall now from Appendix B that for any β > 0 and any α ∈ ]0,1/3[, there
are constants C1,C2 > 0 with
ρ1/2 +C1ε1/3  f1 max
{
ρ1/2 −C1εα,C2ρ1+β
}
in Ω . Set
Dt =
{
x ∈ Rn: ρ > t}.
We use this in (3.8) to obtain that, for tε = Mεα and M > 0 large enough, but independent of ε,
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∣∣∣∣
∫
Ω
(
f 21 − ρ
)∣∣j (vˆ)∣∣∣∣∣∣
 1
2εμ
∫
Dtε
(f 21 − ρ)2
f 21
+ 1
2εμ
∫
Ω\Dtε
(f 21 − ρ)2
f 21
+ ε
μ
2
∫
Ω
f 21 |∇v|2
 C(Ω;ρ)max{ε3α−μ; εα(1−2β)}
+C max{εμ; ε2−μ−α}∫
Ω
{
(f 21 − ρ)2
ε2
+ f 21 |∇v|2
}
. (3.9)
Next, it is not hard to check that
j (v)− j (vˆ) = (|v|2 − 1)χ{x∈Ω: |v|>1}j (vˆ).
This implies that
∣∣∣∣
∫
Ω
f 21
(
j (v)− j (vˆ)) · (∇θε − Vε)
∣∣∣∣
=
∣∣∣∣
∫
{x∈Ω: |v|>1}
f 21
(|v|2 − 1)j (vˆ) · (∇θε − Vε)
∣∣∣∣
 ‖∇θε − Vε‖∞;Ω
{ ∫
{x∈Ω: |v|>1}
f 21
(|v|2 − 1)2
|v|2
∫
Ω
f 21 |v|2
∣∣j (vˆ)∣∣2}1/2
 ‖∇θε − Vε‖∞;Ω
{ ∫
{x∈Ω: |v|>1}
f 21
(|v|2 − 1)∫
Ω
f 21 |v|2
∣∣j (vˆ)∣∣2}1/2.
One verifies directly that |v||j (vˆ)| |∇v|, so that
∣∣∣∣
∫
Ω
f 21
(
j (v)− j (vˆ)) · (∇θε − Vε)
∣∣∣∣
 ‖∇θε − Vε‖∞;Ω
{ ∫
{x∈Ω: |v|>1}
f 21
(|v|2 − 1)∫
Ω
f 21 |∇v|2
}1/2
 ε1/2‖∇θε − Vε‖∞;Ω
{
|Ω|
∫
Ω
f 41
ε2
(|v|2 − 1)2}1/4{∫
Ω
f 21 |∇v|2
}1/2
. (3.10)
Finally, (3.9) and (3.10) in (3.7) yield the conclusion of the lemma by appropriate choices of
μ,α,β > 0. 
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The results of the previous sections allow us now to state and prove a Γ -convergence result
for Eε , when the stirring Vε in (1.11) is not too strong. Consider
Vε = μεV0,
where με = μ0|ln(ε)| for some constant μ0 > 0 independent of ε, and V0 ∈ C2,α(R3,R3) is a
given (fixed) vector field. With the notation of (1.3), we require
|V0|2 C(1 +ω).
We recall the notation θε , from (3.4), u = f1ei θε v, from the paragraph before Lemma 3.2, and
vˆ from (3.5). Let us also recall the decomposition (3.2), which is linear in Vε , and divided by με
gives the following for V0:
ρ(∇s0 + h0 − V0) = ∇ ×B0 in Ω. (4.1)
Finally we will also use the notation
Hε(v) =
∫
Ω
{
f 21
2
|∇v|2 + f
4
1
4ε2
(
1 − |v|2)2},
and
Kε =
∫
Rn
{ |∇f1|2
2
+ 1
4ε2
(
ρ − f 21
)2 + ωf 21
2ε2
}
+ 1
2
∫
Ω
f 21 |∇θε − Vε|2.
The main result of this section is the
Theorem 4.1. For Vε = μεV0, 0  με = μ0|ln(ε)|, and with the notation described above, let
{uε} ⊂H∗ be a family of functions that satisfy∫
R3
|uε|2 = 1
and
Hε(vε) C
∣∣ln(ε)∣∣
for all ε ∈ ]0, ε0]. There is a current 1π J ∈ R˙ρ,1(Ω), such that for any B ∈ C∞(Ω;R3) with
max
{∥∥B/ρ2∥∥∞,‖DB/ρ‖∞}< ∞, (4.2)
we have
lim J (vˆε)(B) = J (B).
ε→0
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lim inf
ε→0
(
Eε(uε)−Kε
)
/
∣∣ln(ε)∣∣Mρ(J )+ 2μ0J (B0), (4.3)
where B0 is the vector field in (4.1).
On the other hand, for any boundary 1
π
J ∈ R˙ρ,1(Ω), that is 1π J = ∂S for some S ∈ R˙ρ,2(Ω),
there is a sequence of functions {uε} ⊂H∗ with
lim
ε→0
(
Eε(uε)−Kε
)
/
∣∣ln(ε)∣∣= Mρ(J )+ 2μ0J (B0) (4.4)
and ∫
Rn
|uε|2 = 1.
One also has here
lim
ε→0J (vˆε)(B) = J (B)
for any B ∈ C∞(Ω;R3) that satisfies (4.2).
Proof. As we mentioned in the introduction, many of the ingredients of this proof are contained
in previous works regarding both Eε , and the Ginzburg–Landau energy. In particular, after reduc-
ing the problem to Ω with the aid of Section 3, we will essentially follow [16], and the references
therein.
We address first the lower bound part of the Γ -convergence. First, apply (4.1) to Theorem 3.4
to obtain
Eε(u)
(
1 −Cεα(1 + ‖∇θε − Vε‖∞;Ω))
∫
Ω
{
f 21
2
|∇v|2 + f
4
1
4ε2
(
1 − |v|2)2}
+μ0
∣∣ln(ε)∣∣ ∫
Ω
B0 · ∇ × j (vˆ)
+
∫
Ω
ρj (vˆ) · (∇θhε − hε)
+ (1 −Cεα‖∇θε − Vε‖∞;Ω)
∫
Rn
{ |∇f1|2
2
+ 1
4ε2
(
ρ − f 21
)2 + ωf 21
2ε2
}
+
∫
Ω
f 21 |∇θε − Vε|2
−Cεα(1 + ‖∇θε − Vε‖∞;Ω)2. (4.5)
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J (vˆε)(B0) = 12
∫
Ω
B0 · ∇ × j (vˆε),
a lower bound for Hε(vε), and control of the error term
Eε(v) =
∫
Ω
ρj (vˆ) · (∇θhε − hε).
We address each one of these separately, and then conclude this half of the proof.
Compactness for J (vˆε). As in [16], we build first a modification of J (vˆε) that is compact, and
then conclude for J (vˆε) by approximation. To modify J (vˆε), choose η ∈ C∞0 (B(0,1), [0,∞[)
with
∫
B(0,1)
η dx = 1,
and with this define ηδ = 1δ3 η( 1δ x). Note that ηδ ∈ C∞0 (B(0, δ), [0,∞[) and∫
B(0,δ)
ηδ dx = 1.
We will use throughout the rest of this chapter the notation
Ωδ =
{
x ∈ Ω: dist(x, ∂Ω) > δ}.
Define next
Bδ(x) =
(
ηδ ∗ (χΩ3δB)
)
(x) =
∫
B(x,δ)∩Ω3δ
ηδ(x − y)B(y)dy. (4.6)
Note that Bδ = 0 in Ω \Ω2δ . With all this we define the approximate Jacobian Jδ(v) by
Jδ(v)(B) = J (v)(Bδ).
We will show that, for δ = δ(ε) appropriately chosen, Jδ(vˆε) has a convergent subsequence in the
sense enunciated in the statement of the theorem. This will be a consequence of the following
inequality, an adaptation to this weighted situation found in [16] of a similar one from [17]:
there are constants C,α > 0 such that, for any Ω ⊂ R3, ε ∈ ]0,1], u ∈ W 1,2(Ω;C), and B ∈
C0,1(Ω;R3), one has
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∣∣∣∣
∫
Ω
B · J (u)
∣∣∣∣ C|ln(ε)|
∫
Ω
|B|eε(u)
+Cεα
[(
1 + ‖DB‖∞
)(
εα + ‖B‖∞ +
∫
supp(B)
(
1 + |B|)eε(u)
)]
. (4.7)
To see how the compactness follows we first claim that, for δ > 0 appropriately chosen, one has∥∥Bδ/f 21 ∥∥∞ + δ‖DBδ‖∞  C‖B/ρ‖∞. (4.8)
To see this we recall from Appendix B that for β = 1/6, and some constant C > 0, we have
f 21  ρ −Cεβ. (4.9)
Recall now that
c1 dist(x, ∂Ω) ρ(x) c2 dist(x, ∂Ω)
for some 0 < c1  c2. Setting
γ = min{α,β}
4
, (4.10)
where α and β are the constants from (4.7) and (4.9), we see through (4.9) that there is ε0 > 0
such that, for δ = εγ and all ε ∈ ]0, ε0], we have the lower bound
2f 21  ρ in Ωδ.
Since Bδ = 0 in Ω \Ω2δ , this implies∥∥Bδ/f 21 ∥∥∞ C‖B/ρ‖∞.
That
δ‖DBδ‖∞  C‖B/ρ‖∞
is direct from (4.6). This digression gives (4.8).
We apply now (4.8) in (4.7) with B = Bδ to obtain∣∣∣∣
∫
Ω
Bδ · J (v)
∣∣∣∣ C|ln(ε1)|
∫
Ω2δ
|Bδ|eε1(v)
+Cεα1
[(
1 + ‖DBδ‖∞
)(
εα1 + ‖Bδ‖∞ +
∫
supp(Bδ)
(
1 + |Bδ|
)
eε1(v)
)]
 C‖B/ρ‖∞|ln(ε1)|
∫
f 21 eε1(v)Ω2δ
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α
1
δ2
[(
δ + δ‖DBδ‖∞
)(
δεα1 + δ‖Bδ‖∞ +
∫
supp(Bδ)
f 21
(
1 + |Bδ|
)
eε1(v)
)]
for all ε1 ∈ ]0,1]. We choose ε1 = ε/δ = ε1−γ . Note that in Ωδ we have δ  Cρ  2Cf 21 , so,
writing C instead of 2C, f−21 ε
−2
1  Cε−2. All of this in this last inequality shows that∣∣∣∣
∫
Ω
Bδ · J (v)
∣∣∣∣ C‖B/ρ‖∞|ln(ε)| Hε(v)
+Cεζ [(δ + ‖B/ρ‖∞)(δεα1 + δ‖Bδ‖∞ + (1 + ‖Bδ‖∞)Hε(v))],
where ζ = α − (2 + α)γ > 0. From here, and the assumption Hε(vε) C|ln(ε)|, it is clear that
Mρ
(
Jδ(vˆε)
)= sup
‖B/ρ‖∞1
Jδ(vˆε)(B) C
for some C > 0 independent of ε. In other words, the masses Mρ(Jδ(vˆε)) are uniformly bounded.
We conclude with the help of the Banach–Alaoglu theorem that along a subsequence, that we
still denote ε → 0, Jδ(vˆε) → J in the sense that for any B ∈ C0(Ω;R3) with ‖B/ρ‖∞ < ∞ we
have
lim
ε→0Jδ(vˆε)(B) = J (B).
From now on we always refer to this subsequence along which Jδ(vˆε) is convergent, or perhaps
to a further subsequence if needs be. The semi-continuity of the mass gives
Mρ(J ) = sup
‖B/ρ‖∞1
J (B) C,
where C is the same constant that bounds the masses of Jδ(vˆε).
We claim next that, again for δ = εγ , and γ > 0 as in (4.10), J (vˆε) and Jδ(vˆε) are very close
to each other in the following sense. For any B ∈ C0,1(Ω;R3) such that∥∥B/ρ2∥∥∞ + ‖DB/ρ‖∞ < ∞,
we have
∣∣(Jδ(vˆε)− J (vˆε))(B)∣∣ C(∥∥B/ρ2∥∥∞ + ‖DB/ρ‖∞){δ1/2Hε(v)}1/2
+Cδ∥∥(Bδ −B)/ρ2∥∥∞{Hε(v)}1/2
+Cδ‖DB/ρ‖∞Hε(v). (4.11)
We prove this claim below, but use here to conclude most of the facts about J that we need.
First, since the vector field B0 that appears in (4.5) satisfies ‖B0/ρ2‖∞ + ‖DB0/ρ‖∞ < ∞, we
have
lim J (vˆε)(B0) = J (B0). (4.12)
ε→0
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for all B ∈ C∞0 (Ω;R3). We conclude that J (vˆε)(B) → J (B) as ε → 0, for all B ∈ C∞0 (Ω;R3).
Since ∂J (vˆε) = 0, we must have ∂J = 0. Finally, for any open set Ω ′ Ω we have∫
Ω ′
{
|∇v|2 + 1
2ε2
(
1 − |v|2)2} C(Ω ′)Hε(v),
for some C(Ω ′) > 0 that depends only on Ω ′, and is independent of v and ε. The hypothesis
Hε(vε)  C|ln(ε)|, along with results from [17], imply that 1π J is 1-rectifiable, integer multi-
plicity. If we can establish (4.11), then, we have all we need regarding J (vˆε).
To establish (4.11) we select first δ∗ ∈ ]4δ,5δ[ such that
∫
∂Ωδ∗
{
f 21 |∇v|2 +
f 41
2ε2
(
1 − |v|2)2}
 1
δ
5δ∫
4δ
∫
∂Ωs
{
f 21 |∇v|2 +
f 41
2ε2
(
1 − |v|2)2}dH 2 ds. (4.13)
We note then that, writing v instead of vˆε ,
(
Jδ(v)− J (v)
)
(B) = J (v)(Bδ −B)
= 1
2
∫
Ω
j (v) · ∇ × (Bδ −B)
= 1
2
∫
Ω\Ωδ∗
j (v) · ∇ × (Bδ −B)
+ 1
2
∫
∂Ωδ∗
(
(Bδ −B)× j (v)
) · ν
+
∫
Ωδ∗
(Bδ −B) · J (v). (4.14)
We now point out the following simple facts. First, for some C > 0 independent of ε > 0, and
for all x ∈ Ωδ∗ we have ∣∣Bδ(x)−B(x)∣∣ Cδ‖DB/ρ‖∞ρ(x).
Second, for all x ∈ Ω , it holds∣∣∇ ×Bδ(x)∣∣ C(∥∥B/ρ2∥∥ + ‖DB/ρ‖∞)ρ(x).∞
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∥∥Bδ/ρ2∥∥∞  C∥∥B/ρ2∥∥∞.
These are a rather direct consequence of δ∗  4δ and (4.6). We apply these in (4.14), for δ > 0
small enough, and the fact that 1 |v| since we are writing v instead of vˆ, to obtain
∣∣(Jδ(v)− J (v))(B)∣∣ ‖∇ × (Bδ −B)/ρ‖∞2
×
[ ∫
Ω\Ωδ∗
ρ2
f 21
dx
∫
Ω\Ωδ∗
f 21 |∇v|2 dx
]1/2
+C(Ω)∥∥(Bδ −B)/ρ2∥∥∞
[ ∫
∂Ωδ∗
ρ4
∣∣j (v)∣∣2]1/2
+Cδ‖DB/ρ‖∞
∫
Ωδ∗
ρ
∣∣J (v)∣∣. (4.15)
We now recall that 2f 21  ρ in Ωδ∗ , ρ  Cδ on ∂Ωδ∗ and 2|J (v)| |∇v|2, to obtain from (4.15)
that
∣∣(Jδ(v)− J (v))(B)∣∣ C(∥∥B/ρ2∥∥∞ + ‖DB/ρ‖∞)
×
[ ∫
Ω\Ωδ∗
ρ2
f 21
dx
∫
Ω\Ωδ∗
f 21 |∇v|2 dx
]1/2
+C(Ω)δ∥∥(Bδ −B)/ρ2∥∥∞
[
δ
∫
∂Ωδ∗
f 21
∣∣j (v)∣∣2]1/2
+Cδ‖DB/ρ‖∞
∫
Ωδ∗
f 21 |∇v|2. (4.16)
Set v = vˆε , recall |vˆε|  1, the definition of j (v) and the choice of δ∗ > 0 (4.13). Finally,
from Appendix B, for any τ ∈ ]0,1[ there is a constant independent of ε > 0 such that
f1  Cρ1+τ
in Ω , so that choosing for instance τ = 1/4, we obtain
∫
Ω\Ω5δ
ρ2
f 21
dx C
∫
Ω\Ω5δ
ρ−2τ dx  Cδ1/2.
All this in (4.16) gives (4.11).
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lim inf
ε→0 Hε(vε)/
∣∣ln(ε)∣∣Mρ(J ). (4.17)
To show this we follow [16] and choose Ω ′ Ω . Note that, from Appendix B, we can always
find r0 = r0(Ω ′) > 0, independent of ε > 0, such that f1  r0 in Ω ′. In particular, denoting
ε1 = ε/r0, we have
Hε(v)
∫
Ω ′
f 21 eε1(v) dx  r20
∫
Ω ′
eε1(vˆ) dx. (4.18)
We note now that
lim
ε→0
ln(ε)
ln(ε1)
= 1.
Our assumption Hε(vε) C|ln(ε)| implies then∫
Ω ′
eε1(vˆε) dx  Cr−20
∣∣ln(ε1)∣∣.
It follows that the measures με1 defined in Ω ′ by
με1(A) =
1
|ln(ε1)|
∫
A∩Ω ′
eε1(vˆε)
are uniformly bounded in Ω ′. The results of [17] show that, since along the subsequence we
consider J (vˆε) → J , and calling μ any weak limit of με1 , |J |  μ, and d|J |/dμ 1 in Ω ′. We
obtain from here, and the fact that f 21 → ρ uniformly (cf. Appendix B), that
lim inf
ε→0
1
|ln(ε)|Hε(vε)
∫
Ω ′
ρ d|J |
for all Ω ′ Ω . Taking supremum on this last inequality over all Ω ′ Ω we conclude
lim inf
ε→0
1
|ln(ε)|Hε(vε)
∫
Ω
ρ d|J | = Mρ(J ). (4.19)
This is the lower bound we need.
Control of the error term Eε(vε). Let us remember here
Eε(v) =
∫
Ω
ρ(∇θhε − hε) · j (vˆ).
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∣∣Eε(v)∣∣C{Hε(vε)}1/2. (4.20)
The assumption Hε(vε)C|ln(ε)| implies clearly then that
lim
ε→0
Eε(vε)
|ln(ε)| = 0. (4.21)
To show (4.20) we recall that by (1.23), there is a constant C = C(Ω) such that
|hε − ∇θhε | C.
This gives (4.20) immediately.
We can now conclude the lower bound part of the Γ -convergence as follows. First, the vector
field Bε that appears in (4.5) is μ0|ln(ε)|B0, and B0 satisfies ‖B0/ρ2‖∞ + ‖DB0/ρ‖∞ < ∞.
From (4.12) we conclude that
lim
ε→0J (vˆε)(B0) = J (B0).
Moreover, by (4.17), we have
lim inf
ε→0 Hε(vε)/
∣∣ln(ε)∣∣Mρ(J ).
We apply these two facts along with (4.21) in (4.5) to obtain
lim inf
ε→0
(
Eε
(
u;R3)−Kε)/∣∣ln(ε)∣∣Mρ(J )+ 2μ0J (B0).
This is the lower bound part of the Γ -convergence result.
Upper bound for the Γ -convergence. All we have left to prove now for the Γ -convergence is
that, for some sequence εn → 0 and un :R3 → C, (4.4) holds. To do this we start by choosing
gδ : [δ, δ1/2] → [0, δ1/2], smooth, strictly increasing and onto, such that
dgδ
dt
(δ) = dgδ
dt
(
δ1/2
)= 1,
and with
1 −Cδ  g′δ(t) 1 +Cδ
for all t ∈ [δ, δ1/2].
Next, we use the notation Px from (1.6), so that
|x − Px| = inf{|x − y|: y ∈ ∂Ω}.
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Fδ :Ωδ → Ω
by the formula
Fδ(x) =
{
x if x ∈ Ωδ1/2 ,
P x − gδ(|x − Px|)νx if x ∈ Ωδ \Ωδ1/2 , (4.22)
where νx is the outer-pointing normal to ∂Ω . Note that Fδ :Ωδ → Ω is a diffeomorphism with
|Id −DFδ| Cδ
in Ωδ . Since ∇ρ 
= 0 on ∂Ω , and in fact ∇ρ × ν = 0 on ∂Ω , for δ > 0 small enough Fδ also
satisfies
ρ
(
Fδ(x)
)
 ρ(x) (4.23)
for all x ∈ Ω , and from here one has
∣∣B − (Fδ)#B∣∣(x) C∥∥B/ρ2∥∥∞ρ2(x) (4.24)
for all x ∈ Ω .
We consider now T = ∂S ∈ R1,ρ(Ω), a 1-rectifiable, integer multiplicity current with
Mρ(T ) < ∞. Note that we can consider T = ∂S ∈R1(Ωδ) (unweighted), and define
Tδ(B) =
(
(Fδ)
#T
)
(B) = T ((Fδ)#B).
We have Tδ ∈R1(Ω), again unweighted. From (4.23) we also conclude
Mρ(Tδ) = sup
‖B/ρ‖∞1
Tδ(B) = sup
‖B/ρ‖∞1
T
(
(Fδ)#B
)
 CMρ(T ).
It follows that Mρ(Tδ) is uniformly bounded. We apply next (4.23) and (4.24) to estimate
∣∣(T − Tδ)(B)∣∣= ∣∣T (B − (Fδ)#B)∣∣
= ∣∣(T (Ω \Ωδ1/2))(B − (Fδ)#B)∣∣
 Cδ1/2
∥∥B/ρ2∥∥∞Mρ(T ).
Also one can verify that M(Tδ) Cδ−1/2Mρ(T ), so in particular Tδ has finite unweighted mass
for each δ > 0. Moreover, Tδ = (Fδ)#T = (Fδ)#∂S = ∂(Fδ)#S, so Tδ is also a boundary.
We can now appeal to [7, Theorem 1.1] to find functions uδε :Ω → C with
lim
ε→0
1
|ln(ε)|
∫ { |∇uδε|2
2
+ 1
4ε2
(
1 − ∣∣uδε∣∣2)2
}
= πM(Tδ), (4.25)Ω
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actually the energy densities eε(uδε) converge as measures to π |Tδ|, in the sense that, for any
φ ∈ C0(Ω), one has
lim
ε→0
1
|ln(ε)|
∫
Ω
{
φ
|∇uδε|2
2
+ φ
4ε2
(
1 − ∣∣uδε∣∣2)2
}
= π
∫
Ω
φ d|Tδ|. (4.26)
To see this last claim we note first that, by [17, Theorem 5.2], π |Tδ| is absolutely continuous
with respect to any weak limit μ of the sequence of bounded measures με = eε(uδε)/|ln(ε)|, and
π d|Tδ|/dμ  1. But then, (4.25) implies that π d|Tδ|/dμ = 1, μ almost everywhere, so that
μ = π |Tδ|, and (4.26) follows. Note next, that the remark after Theorem 1.1 in [7] implies that
the second term in the energy
∫
Ω
{ |∇uδε|2
2
+ 1
4ε2
(
1 − ∣∣uδε∣∣2)2
}
satisfies
lim
ε→0
1
|ln(ε)|
1
4ε2
∫
Ω
(
1 − ∣∣uδε∣∣2)2 = 0.
In particular, we can re-write (4.26) as
lim
ε→0
1
|ln(ε)|
∫
Ω
{
φ
|∇uδε|2
2
+ φ
2
4ε2
(
1 − ∣∣uδε∣∣2)2
}
= π
∫
Ω
φ d|Tδ|. (4.27)
We now recall that the function f0 ∈ W 1,20 (Ω) described in the main theorem of Appendix B
satisfies f 20 → ρ uniformly in Ω , as ε → 0. From the discussion above it is clear that, for 0 <
ε = ε(δ) δ small enough, we have both
1
|ln(ε)|
∫
Ω
{
f 20
|∇uδε|2
2
+ f
4
0
4ε2
(
1 − ∣∣uδε∣∣2)2
}
 π
∫
Ω
ρ d|Tδ| + δ
and ∥∥J (uδε)− Tδ∥∥  δ.
We choose finally δn → 0 as n → 0, and 0 < εn  δn so that these last two bounds hold. To
conclude we notice that by the remark following Lemma 3.2, we have
Eε
(
f0e
iθεn uδnεn
)= 1
2
∫
Ω
f 20
∣∣(∇ − i(Vεn − ∇θεn))uδnεn ∣∣2 + 14ε2
∫
Ω
f 40
(
1 − ∣∣uδnεn ∣∣2)2
+ 1
2
∫ {
|∇f0|2 + 12ε2
(
ρ − f 20
)2}
.Ω
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lim
n→∞
1
|ln(εn)|
(
Eεn
(
uδnεn
)−Kε)= πMρ(T )+ 2μ0T (B0),
because by the results of Appendix B we have
1
2
∫
Ω
(
f 20 − f 21
)|∇θε − Vε|2
 1
2
∫
Ω
{
|∇f0|2 + 12ε2
(
ρ − f 20
)2 + f 20 |∇θε − Vε|2
}
−Kε
 C
for some constant C > 0 independent of ε > 0. One can also check that
lim
n→∞J
(
uδnεn
)
(B) = πT (B)
for all B ∈ C0,1(Ω;R3) with
∥∥B/ρ2∥∥∞ + ‖DB/ρ‖∞ < ∞,
and
lim
n→∞
∫
Rn
f 20 |uεn |2 = limn→∞
∫
Ω
f 20 |uεn |2 = 1.
From here the upper bound of the Γ -convergence follows. 
Acknowledgment
I wish to express my gratitude to Robert L. Jerrard, both for suggesting this problem to me and
for many helpful conversations while I was a post-doc under his supervision at the University of
Toronto.
Appendix A. Weighted Sobolev spaces
In this section we summarize some results concerning weighted Sobolev spaces that we use
basically in Section 2. These results are most likely well known to experts in this field, but we
could not find in the literature the specific versions we require so we include them here. Related
results valid on the half-space, for non-Euclidean metrics, can be found in [19]. Throughout
this appendix n  2, and Ω ⊂ Rn and ρ ∈ C∞(Ω) are the open set and the function described
in (0.2), and we assume (0.1), as well as (1.1)–(1.6). In this section we always consider ν to be
the inner-pointing normal.
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k + p > m (so in particular this condition holds for p = 2 and k = m since m is a positive
integer). For such m, k and p, we define the norm
‖s‖k,m =
{∫
Ω
{
ρm|∇s|p + ρk|s|p}}1/p, (A.1)
for s ∈ C∞(Ω), and let W 1,pm,k(Ω) be the closure of C∞(Ω) with respect to ‖ · ‖m,k . We also
define Lpk (Ω) to be the closure of C∞(Ω) with respect to the norm
‖s‖k =
{∫
Ω
ρk|s|p dx
}1/p
.
The following theorem contains the facts about W 1,pk,m(Ω) that we use in this paper.
Theorem A.1. For p ∈ ]1,∞[, k > −1 and a positive integer m 1 so that k+p >m, the space
W
1,p
m,k(Ω) is reflexive, and embeds compactly in Lpk (Ω). Furthermore, Poincaré inequality holds
for functions s ∈ W 1,pm,k(Ω) with zero average, that is, there is a constant C = C(Ω) such that,
for any s ∈ W 1,pm,k(Ω) with ∫
Ω
ρks = 0
one has ∫
Ω
ρk|s|p  C
∫
Ω
ρm|∇s|p.
Proof. Clearly the classical Clarkson’s inequalities are still valid (cf. Clarkson [12]), that is
∥∥∥∥f + g2
∥∥∥∥
p
k
+
∥∥∥∥f − g2
∥∥∥∥
p
k
 1
2
(‖f ‖pk + ‖g‖pk ),
for p  2 and f,g ∈ Lpk (Ω), and
∥∥∥∥f + g2
∥∥∥∥
q
k
+
∥∥∥∥f − g2
∥∥∥∥
q
k

{
1
2
(‖f ‖pk + ‖g‖pk )
}q/p
,
for 1 < p  2, f,g ∈ Lpk (Ω), and q  2 the Sobolev conjugate of p, defined as always by
1/p + 1/q = 1. These inequalities imply as usual the uniform convexity of Lpk (Ω) for any 1 <
p < ∞, hence its reflexivity. It is also well known that this implies that W 1,pm,k(Ω) is reflexive
when p ∈ ]1,∞[.
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p
k (Ω), we notice that it suffices to show this
for a smooth function ρ0 such that ρ0(x) = dist(x, ∂Ω) for any x ∈ Ω such that dist(x, ∂Ω) δ,
and ρ0(x) > δ for dist(x, ∂Ω) > δ. Indeed, the condition (1.5) clearly implies that the space
W
1,p
m,k(Ω) built with ρ is isomorphic to W
1,p
m,k(Ω) built with ρ0, and the same happens for L
p
k (Ω).
We choose δ∗ = δ∗(Ω) > 0 small enough for dist(x,Ω) to be smooth in {x ∈ Ω: dist(x, ∂Ω)
δ∗}, and consider then ρ0 smooth such that ρ0(x) = dist(x, ∂Ω) for any x ∈ Ω such that
dist(x, ∂Ω) δ∗, and ρ0(x) > δ∗ for dist(x, ∂Ω) > δ∗. The main step in proving the compact-
ness of the embedding is the following claim:
There is 0 < δ1 = δ1(Ω)  δ∗ such that, for any 0 < t0  t1  δ1 and any s ∈ C∞(Ω), one
has
∫
Ω\Ωt0
ρk0 |s|p  2p+1
{(
t0
t1
)k+1 ∫
Ω\Ωt1
ρk0 |s|p
+ tk+10
( t1∫
t0
t−(m+1)/p
)p ∫
Ω\Ωt1
ρm0 |∇s|p
}
. (A.2)
As before, we use the notation
Ωt =
{
x ∈ Ω: dist(x, ∂Ω) > t}.
By our assumptions k > −1 and k+p >m, the compactness of the embedding of W 1,pm,k(Ω) into
L
p
k (Ω) follows from (A.2) by standard arguments (see for instance Brezis [10]), because in the
interior of Ω the function ρ is strictly positive.
To prove the claim we choose x ∈ ∂Ω , recall that in this section ν is the inner normal, and
compute, for 0 < t  δ∗,
ρk+10 |s|p(x + t ν) = p
t∫
0
ρk+10 sgn(s)|s|p−1(∇s)(x + ξ ν) · ν dξ
+ (k + 1)
t∫
0
ρk0 |s|p(x + ξ ν) dξ. (A.3)
Here sgn(x) represents the sign of the real number x. This identity is actually just the funda-
mental theorem of calculus, with respect to t , applied to its left-hand side (recall that, by our
assumption on ρ0, for 0 < t  δ∗ we have ρ0(x + t ν) = t). Calling
ψ(t) =
t∫ (
ρk0 |s|p
)
(x + ξν) dξ,0
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ψ ′ − k + 1
t
ψ = p
t
t∫
0
ρk+10 sgn(s)|s|p−1(∇s)(x + ξν) · ν dξ,
or
d
dt
(
t−(k+1)ψ
)= p
tk+2
t∫
0
ρk+10 sgn(s)|s|p−1(∇s)(x + ξν) · ν dξ. (A.4)
Now
k + 1 = (p − 1)k
p
+ k
p
+ 1,
so Hölder’s inequality in (A.4) gives
∣∣∣∣ ddt
(
t−(k+1)ψ
)∣∣∣∣ ptk+2
( t∫
0
ρk0 |s|p(x + ξν) dξ
)(p−1)/p
×
( t∫
0
ρ
k+p
0 |∇s|p(x + ξν) dξ
)1/p
.
We rewrite this inequality, setting now
v(t) = 1
tk+1
ψ(t),
as follows:
|v′| p
tk+2
t
(p−1)(k+1)
p v1−1/p
( t∫
0
ρ
k+p
0 |∇s|p(x + ξν) dξ
)1/p
,
or
∣∣∣∣ ddt v1/p
∣∣∣∣ t−(k+p+1)/p
( t∫
0
ρ
k+p
0 |∇s|p(x + ξν) dξ
)1/p
. (A.5)
We recall now that k + p >m, so that if ξ ∈ ]0, t[,
ρ
k+p
(x + ξν) = ρm(x + ξν)ρk+p−m(x + ξν) tk+p−mρm(x + ξν),0 0 0 0
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∣∣∣∣ ddt v1/p
∣∣∣∣ t−(m+1)/p
( t∫
0
ρm0 |∇s|p(x + ξν) dξ
)1/p
. (A.6)
This last inequality yields
v1/p(t0) v1/p(t1)+
( t1∫
0
ρm0 |∇s|p(x + ξν) dξ
)1/p t1∫
t0
t
−m+1
p dt,
for any 0 < t0  t1  δ∗, and recalling the definition of v, we obtain from here
t0∫
0
ρk0 |s|p(x + ξν) dξ  2p−1
{(
t0
t1
)k+1 t1∫
0
ρk0 |s|p(x + ξν) dξ
+ tk+10
( t1∫
t0
t−(m+1)/p
)p t1∫
0
ρm0 |∇s|p(x + ξ ν) dξ
}
. (A.7)
To conclude the claim from here we note that, choosing 0 < δ1 = δ1(Ω) δ∗ small enough, one
can always assume that, for any t ∈ ]0, δ1[, the map
Tt : ∂Ω →
{
x ∈ Ω: dist(x, ∂Ω) = t}
defined by
Tt (x) = x + tν
is a diffeomorphism between the surfaces ∂Ω and {x ∈ Ω: dist(x, ∂Ω) = t} (recall that ν here
denotes the inner normal to ∂Ω at x). Furthermore, by perhaps shrinking δ1 further, we can also
assume that the Jacobian of Tt , denoted by JTt , satisfies
1
2
 JTt (x) 2 (A.8)
for all x ∈ ∂Ω and all t ∈ ]0, δ1[. We integrate now (A.7) with respect to x ∈ ∂Ω , and apply the
co-area formula along with (A.8) to obtain
∫
Ω\Ωt0
ρk0 |s|p  2p+1
{(
t0
t1
)k+1 ∫
Ω\Ωt1
ρk0 |s|p + tk+10
( t1∫
t0
t−(m+1)/p
)p ∫
Ω\Ωt1
ρm0 |∇s|p
}
for all 0 < t0  t1  δ1, which concludes the proof of the claim.
All we need to prove now is that Poincaré inequality holds. However, it is easy to see that the
compactness of the embedding of W 1,p(Ω) into Lp(Ω) has the consequence that the standardk,m k
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unchanged in this situation. This concludes the proof of the theorem. 
Appendix B. Real-valued minimizers of Eε
In this section we gather some known properties of the real-valued minimizers of
Eε(f ;O) = 12
∫
O
{
|∇f |2 + 1
2ε2
(
ρ − f 2)2 + ω
ε2
f
}
. (B.1)
These have been well studied in various contexts (see for instance [4,14,25]). Throughout this
section n 2, and we again use the notation Ω , ρ and ω from (0.2) and (1.3), under the assump-
tions (0.1) and (1.1)–(1.6). We consider Eε in two different situations:
O = Ω (B.2)
and
O = Rn. (B.3)
In the first case, we minimize Eε among f ∈ W 1,20 (Ω). In the second, we consider f ∈H, the
space defined in (1.10).
The following lemma contains what we need. Most of the proofs can be found in complete
detail in the references mention earlier in this section [4,14,25], so we only sketch them.
Lemma B.1. There are f0 ∈ W 1,20 (Ω) and f1 ∈H, global minimizers of Eε in their respective
spaces. Furthermore, there is ε2 > 0 such that neither f0 nor f1 is constant when ε ∈ ]0, ε2[. In
this case, one can choose them to satisfy the following properties:
(1) 0 < f0  f1 in Ω . Furthermore, f1 > 0 for all x ∈ Rn.
(2) For some C > 0, f1(x) ρ1/2(x)+Cε1/3 for all x ∈ Rn.
(3) For any α ∈ ]0,1/3[, there are constants C > 0 and 0 < ε1  ε2 such that, for any 0 <
ε  ε1, and all x ∈ Ω , one has
ρ1/2(x)−Cεα  f0(x).
(4) For any β > 0 there are numbers ε0, η0 > 0 such that
f0(x) η0ρ1+β(x)
for all x ∈ Ω and ε ∈ ]0, ε0].
(5) There is a constant C > 0 independent of ε > 0 such that, for 0 < ε  ε1, one has
0Eε(f0;Ω)−Eε
(
f1;Rn
)
C.
J.A. Montero / Journal of Functional Analysis 254 (2008) 1926–1973 1969Proof. Note first that the existence of global minimizers of Eε , f0 ∈ W 1,20 (Ω) and f1 ∈ H is
standard, since H embeds compactly in L2(Rn) by (0.1). Neither of these minimizers can be
constant for ε > 0 small enough, because we one easily shows that Eε(fj ) C|ln(ε)| for both
j = 0,1.
The Euler–Lagrange equations for f0, f1 are
−f1 + ω
ε2
f1 = 1
ε2
(
ρ − f 21
)
f1 in Rn
and
−f0 = 1
ε2
(
ρ − f 20
)
f0 in Ω.
By the results of Brezis and Oswald [11], one has f1  f0 > 0 in Ω . Next, one proceeds as
in [14]. First, if f0,R denotes the minimizer of Eε in W 1,20 (B(0,R)), f1  f0,R > 0 in B(0,R),
which gives f1 > 0 in Rn. This gives the first claim of the theorem.
To prove the second claim of the lemma, we follow [14] again. Consider
φ(x) =
⎧⎪⎨
⎪⎩
(λ− a(x)+ δ)1/2 if λ− a(x) > σ,
λ−a+δ
2(σ+δ)1/2 + (σ+δ)
1/2
2 if σ  λ− a(x) > −δ and
Ce−b/η if λ− a(x)−δ.
(B.4)
Following the proof of Theorem 2.1 in [14] one can show that, for appropriate choices of the
constants C,δ,σ, η > 0 and the function b, φ is a C1 super-solution of
−f + ω
ε2
f = 1
ε2
(
ρ − f 2)f. (B.5)
In particular, we choose
C = (σ + δ)
1/2
2
, η = σ + δ.
For b, we assume
∇a = ∇b
on ∂{x ∈ Rn: λ − a(x) > −δ}. We conclude that φ ∈ C1(Rn). Furthermore, we let R0 > 0 be
large enough for
{
x ∈ Rn: λ− a(x) > −δ}⊂ BR0/2(0),
and assume
b(x) = |x|
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Mε2/3 = δ = 4σ (B.6)
and M > 0 large enough, but independent of ε > 0,
ε2φ + (λ− a − φ2)φ  0
in Rn. [11] implies that φ  f0,R defined as the solution of
−ε2f0,R =
(
λ− a − f 20,R
)
f0,R, f0,R  0 in B(0,R),
f0,R = 0 on ∂B(0,R).
One concludes that f1  φ if one can show that
f1 = lim
R→∞f0,R in R
n. (B.7)
To do this, one notices that∫
Rn
f 21 =
∫
Ω
ρ +
∫
Ω
(
f 21 − ρ
)+ ∫
{x∈Rn: 0<ω<ε}
f 21 +
∫
Rn\{x∈Rn: ω>ε}
f 21 .
Since Eε(f1;Rn) C|ln(ε)| and 0 f1  ρ0, it is not hard to check that∫
Rn
f 21
is in fact uniformly bounded in ε > 0. With this one can follow the proof of Theorem 2.1
from [14]. Particularly, we notice (B.7) is exactly what Step 3 of that theorem shows, and the
one detail in that step that depends on the dimension can be replaced by the bound in
∫
Rn
f 21 to
conclude (B.7), and hence 0 < f1  φ. This is the second claim of the theorem.
To check the third claim we follow the proof of Proposition 1 of [4], which works basically
unchanged. One recalls the exponential decay estimate
1 − g0  Ce−dist(x;∂Ω)/Cε,
from [25], for the solution g0 ∈ W 1,20 (B(0,1)) of
−g0 = 1
ε2
(
1 − g20
)
g0, g0  0 in Ω,
and then freezes the coefficient ρ in the equation for f0 in small balls, to obtain a sub-solution to
the equation for f0. This gives the third claim of the theorem.
To prove the fourth claim of the lemma we let w = ηρ1+β . A direct computation shows that
w + 12
(
ρ −w2)w = 1 + β1−β {β|∇ρ|2 + ρρ}+ 12 (ρ −w2)w.ε ρ ε
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w = η0ρ1+β , and all ε ∈ ]0, ε0], we have
w + 1
ε2
(
ρ −w2)w  0 = f0 + 1
ε2
(
ρ − f 20
)
f0.
Since w  f0 on ∂Ω , by the results [11] we conclude that w  f0 in Ω , which is what we wanted
to prove.
To show the last claim of the lemma we notice that, extending f0 as 0 in Rn \ Ω , f0 ∈H, so
that Eε(f1;Rn)Eε(f0;Ω). Define now v0 = f0/f1. The same division argument of Section 3
gives in this case
Eε(f0;Ω) = Eε
(
f1;Rn
)+ ∫
Ω
{
f 21 |∇v0|2
2
+ f
4
1
4ε2
(
1 − v20
)2}
+
∫
Rn\Ω
{
f 41
2ε2
− ωf
2
1
2ε2
}
.
One then shows that both
Fε(v0) =
∫
Ω
{
f 21 |∇v0|2
2
+ f
4
1
4ε2
(
1 − v20
)2}
and
∫
Rn\Ω
f 41
2ε2
are uniformly bounded in ε > 0. To show that
∫
Rn\Ω
f 41
2ε2
is bounded, one compares f1 to the super-solution φ from (B.4). With some work, one obtains
that ∫
Rn\Ω
f 41
2ε2
is bounded uniformly in ε > 0.
To show that
Fε(v0) =
∫
Ω
{
f 21 |∇v0|2
2
+ f
4
1
4ε2
(
1 − v20
)2}
is bounded independently of ε > 0, we recall the definition of f0 ∈ W 1,20 (Ω) as a minimizer to
conclude that, for any v ∈ C0,10 (Ω), Eε(f0;Ω) = Eε(f1v0;Ω)Eε(f1v;Ω). We consider
vε(x) =
{
1 if dist(x; ∂Ω) ε2/3,
max{1; dist(x;∂Ω)2/3 } if dist(x; ∂Ω) < ε2/3.ε
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one can show that ∫
Ω
{
f 21 |∇vε|2
2
+ f
4
1
4ε2
(
1 − v2ε
)2} C,
also for some constant C > 0 independent of ε > 0. We obtain that
0Eε(f0;Ω)−Eε
(
f1;Rn
)
C
for a constant C > 0 independent of ε. 
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