Abstract. Recently we developed a new method for attenuation correction in 3D imaging by a confocal scanning laser microscope (CSLM) in the (epi)fluorescence mode. The fundamental element in our approach consisted of multiplying the measured fluorescent intensity by a correction factor involving a convolution integral of this intensity, which can be computed efficiently by the fast Fourier transform (FFT). The resulting algorithm is one or two orders of magnitude faster than an existing iterative method, but it was found to have a somewhat smaller accuracy. In this paper we improve on this latter point by reformulating the problem as a statistical estimation problem. In particular, 'we derive first-order-moment and cumulant estimators leading to a nonlinear integral equation for the unknown fluorescent density, which is solved by an iterative method in which in each step a discrete convolution is performed by using the FFT. We find that only a few iterations are needed. It is shown that the estimators proposed here are more accurate than the existing iterative method, while they retain the advantage in computational efficiency of the FFT-based approach.
I Introduction
A major problem in 3D imaging by a confocal scanning laser microscope (CSLM) in the (epi)ftuorescence mode is the darkening of the deeper layers in the object due to scattering and absorption of excitation and fluorescence light [1] , [7] . Visser et al. [6] have devised a method for correcting for this effect by layer stripping, in which one iteratively corrects the layers one at a time; see Visser et al. [6] . In previous research [5] we developed a new restoration method to correct for these effects. Assuming that the attenuation is weak, we constructed by analytic methods a correction factor to the standard restoration that takes the form of a 3D convolution of the measured signal, which can be efficiently computed by the use of the fast Fourier transform (FFT). We therefore refer to this method as the "FFT method." In this way, the complexity of computation is re-*Present address: Dept. of Mathematics and Computing Science, University of Groningen, The Netherlands. duced to O(Nz log Nz), where N~ is the number of vertical layers to be restored. The accuracy of the results depends on the depth of the layer considered; deeper layers are less accurately reconstructed than are shallower layers.
We also compared the computational efficiency of our algorithm with the iterative layerstripping method of [6] , henceforth referred to as the "layer method." In its original form this method has computational complexity O(N4), which is unacceptably slow, taking many hours on a RISC workstation for a 256 × 256 x 16 image [6] . The layer method "with condensation," developed in [6] to reduce the computation time, still has complexity ©(N~). Thus when the number of vertical layers gets larger, the difference in computational efficiency between this method and the FFT method becomes increasingly pronounced. For spatially varying image densities the restoration quality of our method was found to be a little poorer than that of the layer method.
In this paper we improve the accuracy of the FFT method by reformulating the problem as a statistical estimation problem. In particular, we derive first-order-moment and cumulant estimators leading to a nonlinear integral equation for the unknown fluorescent density, which is solved by an iterative method. It is shown that the new estimators, the moment estimator in particular, are more accurate than the layer method. Since only two or three iterations are needed and each iteration step involves a discrete 3D convolution computable by the FFT, the advantage in computational efficiency over the layer method is retained.
The organization of this paper is as follows. In section 2 we review the mathematical model of the imaging process of the CSLM, leading to a nonlinear integral transform of the object function, and we review the solution method of [5] . In section 3 we then reformulate the CSLM transform as a statistical averaging problem and derive the corresponding first-order moment and cumulant estimators. The resulting nonlinear integral equations for the object density can be solved by an iterative method, which is described in section 4. We apply our method in section 5 to the test images used in [5] , and we present results on the restoration accuracy. Section 6 contains a summary and conclusions.
The CSLM Transform
The imaging process of a CSLM operating in the fluorescence mode was described in detail in [5] . A laser beam is focused on a pinhole, expanded again, and, through a system of lenses, focused on a point r = (x, y, z) in the object. Here the z direction is chosen along the optical axis. The rays converging to the object point are contained in a circular cone (light cone) with angle w, called the "semiaperture angle"; see figure 1 . The radiation absorbed at the point in focus is uniformly reemitted as fluorescent radiation, and the part that travels back the same route as the incoming radiation is detected. The object is discretized into a number Nz of layers along the optical axis, a distance 6z apart. The total depth of the sample is denoted by d~. Also, each layer is discretized into a rectangular grid of N,, by /V-y points, with spacings 6~ and 6y in the x and y directions, respectively. When the scan table of the CSLM is moved, each object point of the 3D grid so formed is brought into focus and the corresponding fluorescent intensity (energy per unit of time) is measured. As a result, the measured fluorescent intensity f(r) can be expressed as the following nonlinear integral transform (CSLM transform) of the unknown fluorescent density p(r): 
is the backward attenuation factor (both factors equal unit?, if there is no attenuation). In these equations e is a proportionality constant and 1 1 Gf := fr sin 2w
Cb := 21r(1 -cosw) (2.4) are the normalization constants referring to the forward and backward attenuation factors, respectively. Here ~ is the vector F(r; O, 4, z') = (x + (z -z')tan 0 cos ¢, y + (z -z')tan 0 sin 4, z'). (2.5)
As z' runs from 0 to z this vector describes a light ray traveling to the point r = (x, y, z) and making polar angles 0 and ¢ with respect to the optical axis; see figure 1.
A measure for the degree of attenuation of the signal when it traverses the complete sample is provided by the dimensionless parameter ed,, where d, is the depth of the sample. Here we have restricted ourselves to the case in which the attenuation is proportional to the fluorescent density. For a more general case see [5] .
Inversion of the CSLM Transform
By performing a perturbation expansion of the density p in the parameter e and collecting terms to first order in e, we derived in [5] the following approximation ~'(r) for the density:
where c(r) is the convolution integral
with ~;(r), the space-invariant kernel, given by { z + 1
where it should be kept in mind that the densities f and p are nonzero only for 0 < z < d~. This means that in the computation of c(x, y, z) only the part of the kernel between 0 and z has to be taken into account; see figure 1.
Numerical Computation
For numerical computation the integral (2.7) is discretized on a grid of N~ x Ny x ~ voxels, each voxel being a box of dimensions 6~., 3y, 6, in ~Ihe x, y, and z directions. Then the approximation (2.6) is replaced by
where
(2.10)
for (i, j, k) in the index set II := {(i, j, k) : i = 1 .... , N=; j = 1, ..., Nu; k = 1, ..., N~} and where it is tacitly understood that array elements are defined to be zero when the indices are not in the index set II (so the third summation in (2.10) actually runs from 1 to k-1). Here K is the discrete counterpart of the convolution kernel (2.8), Treating the x and y summations differently from the z summation is justified because the kernel is symmetric in the x and y directions, whereas it extends over only nonnegative values in the z direction. The discrete convolution (2.10) can be computed efficiently by FFT methods [5] ; see also [4] .
Statistical Estimators
It is useful to provide a probabilistic formulation of the CSLM transform. To this end we notice that by introducing the probability densities into (0, ¢) space {(0, ¢) :0 < 0 < w, 0 _< ¢ < 2zr}, sin 0 cos 0
we can rewrite the basic transform (2.1) as
where IEi denotes the mathematical expectation (statistical average) with respect to the density
Now we can apply moment and cumulant expansions of characteristic functions [2] . Performing the first-order moment expansion for the random variable X(O, ¢), where ~, p denotes the convolution of the functions ~ and p and the kernel ~ is identical to that in (2.8).
Next we look also at the first-order cumulant expansion,
for both averages. Then we find the cumulant approximation p(~)(r) for the density, satisfying the equation If in (3.8) and (3.9) only first-order terms in e are taken into account and p(C) or p('~) is replaced by f in the right-hand sides of these equations, respectively, we recover approximation (2.6). It is therefore to be expected that the moment and cumulant estimators may give accurate results for a larger range of values of e than the estimator used in [5] . This will be investigated further in section 5.
Computation by Iterative Algorithms
which equals zero because Rqk = 0 for k _< 0. Since G(0) = 1 for both estimators, we get so that there are only nonzero contributions from the previous k-1 vertical layers to the Each iteration step involves the computation of the discrete convolution K. R (n-l) of the estimate R ('-1) of the previous iteration (with the same convolution kernel K), which can be efficiently computed by the FFT. The first iterate of (4.5) with G(z) = 1 + ez coincides with the discrete analogon of (2.6) and is the approximation used in [5] .
The question of convergence of the iteration (4.5) is answered by the following proposition. PROPOSITION 4.2. The iterates ~,(n) ~oqk of (4.5) converge in a finite number of N~ steps towards the unique solution of (4.1). The convergence is monotonic; that is, *oijk °(n) >--oqk~' (n-1).
Proof. We will prove the following assertion: after n iterations, the array elements ~'(n) in Finally, monotonicity of the iterates is easily proved by induction as well. First, because G is increasing,
Next, we assume that ~(~) > 0(~-1) (induction "~iSk "~Sk hypothesis). Then, using (T) nonnegativity of the convolution kernel, (ii) the fact that G is increasing, and (iii) the induction hypothesis, we deduce
and we are done.
In section 5 we apply the iterative procedure of this proposition for improving the image restorations as described in [5] . We will see that only a few iterations are needed for obtaining accurate results. If this were not the case and the full N~ iterations were needed, then the complexity of our algorithm would increase from O(N~ log N~) (single convolution) to O(N~ log N~) and the advantage of our method over the layer method with condensation of Visser et al. [6] , which has complexity O(N~), would be lost.
A final result concerns the relative ordering of the two estimators considered. This can be proved by complete induction, just as in the proof of Proposition 4.2. It seems very hard to obtain any general statement as to the ordering of these estimators with respect to the exact solution p. When the exact density p depends only on z, one may show by convexity arguments that
p(C) <_ p <_ p(m)
pointwise (that is, for every z). In that case it is also clear that the cumulant estimator is more accurate than the approximation (2.6). For the following examples with densities varying in the x and y directions these inequalities are found to be satisfied as well.
Restoration of a Test Image
In this section we consider a test density (trigonometric image) p(r) with a sinusoidal spatial variation which was used in [5] Table 1 shows results for the moment estimator (3.9), and table 2 shows results for the cumulant estimator (3.8). For the moment estimator the errors first decrease and then start to grow again after the third iteration. This occurs because the initial estimate f(r) is smaller than the exact density p(r) (this is obvious from (2.1)-(2.3)), so that at first the iterates underestimate the true solution. Because of the monotonicity property, the iterates always increase, so that (if the solution p(,n) is larger than the true p, which is apparently the case here), they will start to overestimate the true density. The cumulant estimator p(C) underestimates the true density, and the values were stable within an accuracy of three digits after the third iteration. For comparison we give in column 2 of the tables the error before restoration, which is denoted by "signal" and is computed according to (5.2) with ~" replaced by fo
Comparing the numbers in [5, table 4~, we conclude that both the moment estimator with iter --1, 2 and cumulant estimator with iter _> 2 are more accurate than the layer method of [6] , which gives a restoration error of 0.301 at the deepest layer. From the tables it is clear that the moment estimator, when run to conver--gence, overestimates the exact image densities° The first iterate, however, underestimates the exact values. Therefore, in the case of the moment estimator, we take the reconstruction c, orresponding to the intermediate value iter = 2, which gives the best results.
In figure 2 we show the corresponding restored images. We rescale the restored values of the densities to make sure that they occupy the complete gray scale, which consists of the set of integer values from 0 to 255. To ensure that a few outliers did not cause a large visual degradation of the resulting images, we constrained the approximate solutions ~" to lie between the known lower and upper bounds, i.e., 0 < ~" < 1. In each row, the first, fourth, and seventh layers are displayed from left to right, out of a total of eight depth layers. Since the exact density p(r) does not depend on z, the original image in each layer is identical to the first image in row 1. The top row contains the attenuated test images f(r), the middle row contains the restoration by the cumulant estimator, and the bottom row contains the restoration by the moment estimator; both restorations are after two iterations. The images restored by the cumulant estimator are virtually identical to those of the layer method of Visser et al. [6] ; see [5, figure 4 ]. Clearly, the largest improvement in restoration quality has been obtained by using the moment estimator. The reconstruction is not perfect, however: the central regions in the centers of the light circular regions are slightly overestimated. The calculations made here for the trigonometric image have been repeated for the "circle image" used in [5] , leading to similar conclusions: the reconstruction errors are smallest when we use the moment estimator with iter = 2, but the reconstructed images are still somewhat different from the original images; see figure 3 . Nevertheless, a considerable improvement in restoration accuracy has been obtained by using the estimators developed here, which, in addition, are efficiently computable by using FFT methods.
S u m m a r y
In this paper we describe a refinement of the method developed in [5] for attenuation correction in fluorescence confocal microscopy by using FFT methods. Our approach, valid for weak attenuation, consists of multiplying the measured fluorescent intensity by a correction factor involving a convolution integral of the measured signal, which can be computed efficiently by an FFT-based algorithm. By a statistical reformulation of the problem we derive first-order moment and cumulant estima- In each iteration the convolution of the previous estimate is computed by means of the FFT (using the kernel K of (2.11)). The first iterate of the new estimators coincides with the approximation used in [5] for very weak attenuation. It turns out that the moment estimator with two iterations gives the best results, which are more accurate than those of the layer method of [6] . Since only two iterations are needed, the advantage in computational efficiency over the layer method is retained. We conclude therefore that the combined results of [5] and this paper provide an efficient and accurate method for attenuation correction in confocal microscopy.
