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Abstract
We elaborate on a recently discovered phenomenon where a scalar field close to big-bang
is forced to climb a steep potential by its dynamics. We analyze the phenomenon in more
general terms by writing the leading order equations of motion near the singularity. We
formulate the conditions for climbing to exist in the case of several scalars and after inclusion
of higher-derivative corrections and we apply our results to some models of moduli stabi-
lization. We analyze an example with steep stabilizing potential and notice again a related
critical behavior: for a potential steepness above a critical value, going backwards towards
big-bang, the scalar undergoes wilder oscillations, with the steep potential pushing it back
at every passage and not allowing the scalar to escape to infinity.
Whereas it was pointed out earlier that there are possible implications of the climbing
phase to CMB, we point out here another potential application, to the issue of initial condi-
tions in inflation.
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1
1 Introduction
A generic feature of string theory solutions with supersymmetry breaking at the string scale
is the presence of scalar fields obeying an exponential potential law. This can have important
consequences for cosmology, especially in the context of inflationary models [1]. Based on
the earlier work [2, 3, 4], it was found in [5] that for steep enough potentials, scalar fields
are forced to climb their potential right after big-bang. Indeed, for a system consisting of
an exponential potential for a scalar field minimally coupled to a (purely) time dependent
homogeneous gravitational background, one can find the exact solutions to the field equations.
The results show that, when the logarithmic slope of the potential exceeds a critical value,
the solution where the scalar descends the scalar potential after big-bang disappears. The
scalar field is forced to climb the potential for a finite amount of time after which it will
start descending. A more refined scenario involving a scalar potential given by a sum of two
exponentials can naturally lead to inflation after the climbing phase. The consequences for
the CMB power spectrum in this type of scenario have been investigated in [6]. An interesting
fact from the string theory point of view is that the critical value is precisely realized in the
simplest orientifold models1 with supersymmetry breaking at the string scale: tachyon-free
non-BPS vacua [8] and the KKLT scenario of moduli stabilization [9]. A natural question
that arises is how often a climbing scalar aries in string effective actions. An approach based
on exact solutions is clearly limited to specific effective actions.
The analysis that we carry on in this paper is two fold. On the one hand we look for
climbing behavior in more complicated scenarios involving multiple scalars or more generic
gravitational backgrounds. A crucial fact about the climbing phenomenon is that the scalar
starts to climb asymptotically close to the big-bang. This opens up the possibility to find
algebraic criteria for the existence of a climbing scalar by solving the field equations in the
leading order close to the big-bang cosmological singularity 2. The typical solutions that we
find are of Kasner type both for the metric and for the scalar fields, which in the case of
homogeneous and isotropic universes reduce to FRW-like time evolution for the scale factor.
For the case analyzed in [5] we recover the critical exponent from the condition that the scalar
potential and its first derivative are (fractionally) less singular than the kinetic terms in the
equations of motion. The descending Kasner solution disappears due to the fact that for a
supercritical exponent the scalar potential becomes too singular. It would be interesting to
compare what we find by asymptotic methods with other exact solutions [12]. There is also
a large literature on black-hole solutions and exact solutions of gravity-scalar systems that,
by analytic continuation, could be used for finding exact cosmological solutions [13].
1For earlier papers and reviews on orientifold models, see e.g. [7].
2In principle our analysis should be valid for any naked space-time singularity, though according to the
Cosmic Censorship Hypothesis (CCH) the big-bang is the only one of this type [10]. For observational
consequences of other naked singularities, see [11]. We thank K.S. Virbhadra for pointing out these references
to us.
2
There are two immediate generalizations of the case above that we consider. One of them
is to relax the SO(d) symmetry condition of the gravitational background, with d being the
number of space dimensions (thus excluding time). It is easy to see that in this case one can
always find asymptotic solutions where the scalar is allowed to descend immediately after
big-bang. The other generalization that we consider is to have a model with an arbitrary
number of scalars. We find exact solutions generalizing the Lucchin-Matarrese attractor
[14] for the case of a multi-exponential potential. These solutions are characterized by the
fact that the potential cannot be neglected asymptotically and that they require fine-tuned
“initial” conditions. We give necessary and sufficient conditions for having climbing in a
model with two scalar fields and an exponential potential. We also provide a simple sufficient
condition for a model with an arbitrary number of scalar fields. Furthermore, we analyze
with the same method some string effective actions with moduli stabilization. In the KKLT
toy model there is always a descending scalar solution but with fine-tuned “initial” condition.
For generic “initial” conditions there is a climbing scalar. We also show that the addition of
the axion-dilaton with linear superpotential will spoil the climbing in the KKLT scenario.
There is an intriguing example consisting of one scalar field with a stabilizing potential given
by a sum of two exponential terms with supercritical exponents. We were not able to find
in this case any Kasner solution close to the big-bang. In addition to the obvious de Sitter
solution with the scalar sitting at the minimum of the potential, there are solutions with
wild oscillations of the scalar field near big-bang. More precisely, going backwards in time
towards big-bang, the scalar undergoes wilder and wilder oscillations, with the steep potential
sending the scalar back at each passage. The scalar has therefore no well-defined limit at the
singularity, which is otherwise reached in finite time. In counter-distinction, for subcritical
potentials going backwards in time, the oscillations of the scalar field are amplified until a
Planckian time, before which the scalar escapes and goes to infinity at the singularity.
On the other hand we consider the first α′ corrections to the model with one scalar field.
We start with an action containing quadratic terms in the curvature and (non-minimal)
couplings of the scalar field to the curvature tensor and scalar and to the Ricci tensor with
arbitrary coefficients. We impose first the condition that the action is ghost free, that is the
equations of motion do not contain derivatives higher than two (for an arbitrary gravitational
background). Afterwards we ask that the ghost free action preserve the Kasner solution that
we find at zeroth order. It turns out that there is a unique (up to normalization) action
at quadratic level in the curvature that is both ghost-free and that preserves the Kasner
solution and hence the original climbing behavior. It is far fetched to assume that this
exact combination can be realised in string theory. Even so, there is an infinite series of α′
corrections that can destroy the climbing. From this point of view, to make a full analysis,
it would be necessary to find a string model with a climbing scalar in the effective theory
and with an exact CFT description available. We solve asymptotically two other examples,
one based on DBI type correction
√
1 + (∇Φ)2 and one based on the ghost free operator
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Gµν∇µΦ∇νΦ, where the addition of the extra higher order term(s) to the original action
changes the solution in such a way that the climbing disappears.
The paper is organized as follows. In Section 2 we review the model considered in [5]
with one scalar field from the point of view of an asymptotic (local) analysis in the vicinity of
the big-bang. We reproduce the same conclusions and we further show that, when relaxing
the SO(d) symmetry condition on the gravitational background metric, one can always find
descending solutions. Section 3 considers solutions for which the potential cannot be neglected
asymptotically for systems with n scalar fields. Section 4 is dedicated to a model with wild
scalar oscillations at the big-bang singularity. This arises because the potential considered
is a steep stabilizing potential, more precisely a sum of two exponentials with critical (or
supercritical) exponents. In this case, both the climbing and descending Kasner solutions
disappear as they lead to a too singular potential. We find a de Sitter solution with the scalar
field sitting at the minimum of the potential. On a toy model with critical exponent we argue
that the period of oscillations of the scalar field becomes smaller and smaller approaching
the big-bang. This forces the scalar to oscillate forever going backwards in time towards the
singularity, and therefore it has no well defined limit. In Section 5 we consider the effect of
higher derivative corrections or α′ corrections to the model with one scalar field exhibiting
climbing. Considering the curvature square corrections and the couplings to the scalar field
we find that there is a unique action, up to a normalization factor, which contains only up
to second order derivatives in the field equations and which preserves the climbing Kasner
solution for the scalar field. Section 6 is dedicated to models with multiple scalar fields. We
give algebraic criteria on the initial data, e.g. exponents of the scalar potential, which imply
the existence of a climbing scalar. Particular attention is given to the case of two scalar fields
where we find necessary and sufficient conditions for climbing. In the general case we give
only a sufficient condition. An exhaustive analysis is possible for the case of several scalars,
but it is beyond the scope of this paper. Finally, in Section 7 we apply the results from
Section 6 to string models with moduli stabilization. In particular we (re)consider the KKLT
scenario and analyze the effect of adding to the relevant dynamics the axion-dilaton field
subject to a polynomial superpotential. We show that in the case of a linear superpotential
the phenomenon of climbing disappears. Two appendices collect some details about the
higher derivative corrections and about how to transform quantities from the Einstein frame
to the string frame for the effective action considered in Section 5.
2 Kasner solutions and climbing: one scalar field
We reconsider in this section, from a different point of view, the simplest model with a
climbing scalar [5]. It consists of a single scalar field minimally coupled to gravity with an
exponential potential. The metric background is chosen to depend only on time and to be
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SO(d) symmetric with d being the number of space dimensions. The conclusion of [5], based
on finding the exact solutions of the field equations, was that the scalar is forced to climb
the potential right after big-bang if the logarithmic slope of the potential is above a certain
critical value λc. We shall reproduce the same result by means of an asymptotic analysis
near the big-bang singularity. Throughout the paper, we use the terminology of Kasner
solutions even for solutions with maximal space symmetry, which should more appropriately
be called FRW. The reason is the emergence of Kasner spheres, like in general relativity with
asymmetric scale factors, similar as in our eq. (17), but with the Kasner vector having as
components the velocity of various scalar fields, like for example in (31) and (38) later on.
2.1 Kasner solutions with SO(d) Symmetry
A scalar field with potential V propagating in a gravitational background is described by the
following action3
S0 =
1
2
∫
dd+1x
√−g
[
R− 1
2
(∇Φ)2 − V (Φ)
]
. (1)
We leave the potential V (Φ) unspecified for the moment, in order to describe the general
strategy for finding asymptotic solutions close to the big-bang singularity. We start from the
beginning with a gravitational background with SO(d) symmetry of the following form
ds2 = −dt2 + e2A(t)
d∑
i=1
(dxi)2 . (2)
As we will see later on, relaxing the SO(d) symmetry condition generically allows to find
always descending solutions. The equations of motion in the aforementioned background are
readily found to be
d(d− 1)
2
A˙2 =
1
4
Φ˙2 +
1
2
V (Φ) ,
d(d− 1)
2
A˙2 + (d− 1)A¨ = −1
4
Φ˙2 +
1
2
V (Φ) ,
Φ¨ + dA˙Φ˙ = −∂V
∂Φ
.
(3)
We search for asymptotic solutions valid in a small neighbourhood of the Big Bang time t0.
We assume that the terms involving the scalar potential V in the equations of motion (3)
can be neglected in the limit t→ t0. Neglecting the scalar potential then yields the following
solutions for scale factor A(t) and for the scalar field Φ(t)
A =
1
d
ln(t− t0) +A0 , Φ = ±
√
2(d− 1)
d
ln(t− t0) + Φ0 . (4)
3We use the “mostly plus” metric throughout the paper.
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The integration constants A0 and Φ0 fix the value of the fields at a reference time after the
Big Bang, while t0 specifies the Big Bang time. Without loss of generality we can choose
A0 = 0 , t0 = 0 , (5)
so that the asymptotic solutions are of the form
A = b ln t , Φ = p ln t+ Φ0 , (6)
with the constants a and p having the values
b =
1
d
, p = ±
√
2(d− 1)
d
. (7)
We keep the “initial” condition Φ0 since, as we will see later, it plays an important role
in finding exact attractor solutions for late times. Notice that there are two solutions for
the scalar field Φ, one with positive velocity and one with negative velocity. Suppose that
the potential V (Φ) is a monotonically increasing function. Then the solution with positive
velocity describes a climbing scalar, whereas the solution with negative velocity describes a
descending scalar.
With the solutions in eq. (4) it is easy to see that the asymptotic behavior of R and
(∇Φ)2 is the following
R ∼ t−2 , (∇Φ)2 ∼ t−2 . (8)
The same behavior is found for the various terms they generate in the equations of motion.
In view of this it follows that the solutions we found in eq. (4) are valid as long as they
satisfy the following consistency constraint
V (Φ(t)) ,
∂V (Φ(t))
∂Φ
∼ O(t−2+) , (9)
that is, they are fractionally negligible with respect to the kinetic part. In other words, any
free solution to the equations of motion can describe the asymptotic behavior of the system
if and only if the constraint above is satisfied. Let us consider the case, examined in [5], of
an exponential scalar potential
V (Φ) = 2 α eλΦ , (10)
with α and λ positive real constants4, such that the potential is an increasing function of Φ
and also bounded from below. Notice that the replacement λ→ −λ would only exchange the
climbing with the descending solution and viceversa. Accordingly, it can be eliminated by
redefining the scalar field Φ→ −Φ. The condition in eq. (9) then implies that the asymptotic
solutions in eq. (4) are valid as long as the following inequality is satisfied
λ p > − 2 . (11)
4Our conventions in this paper differ from the ones in [5] and [6]. The connection between our exponent λ
and γ from [5, 6] is λ =
√
2d
d−1γ. Our scalar field is related to the field ϕ of these references via Φ =
√
2(d−1)
d
ϕ.
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The solution describing a climbing scalar (p > 0), satisfies automatically this condition for
any given positive constant λ. However, the descending solution (p < 0) exists if and only if
λ satisfies the following inequality
λ <
√
2d
d− 1 ≡ λc . (12)
Conclusion: If λ ≥ λc then only the climbing solution exists. This is indeed what has been
found in [5] by a direct analysis of the exact equations of motion using a parametric time τ
related to the cosmological time via dt ∼ dτ/√V .
A useful viewpoint is to reverse the arrow of time and go backwards towards the big-bang.
In the subcritical case λ < λc, starting at a given time with an initial velocity such that the
scalar climbs the potential, there is always a minimum velocity such that the kinetic term
is winning over the potential terms and the scalar continues to climb until the singularity is
reached for infinite field value. In the critical and supercritical case λ ≥ λc, the potential
becomes too abrupt and, irrespective of how fast the scalar is smashed again the potential
wall, it will stop at some point and revert its motion before reaching the singularity. This is
nothing but the time reversal description of the climbing phenomenon discovered in [5].
2.2 Kasner solutions without symmetry: no climbing
In the following we relax the SO(d) symmetry condition of the gravitational background,
thus allowing different scale factors depending on direction. This corresponds to considering
Kasner type metric tensors [15]
ds2 = −dt2 +
d∑
i=1
e2Ai(t)(dxi)2 , (13)
with the functions Ai(t) distinct of the form Ai = bi ln t. We search for asymptotic solutions
to the equations of motion with metric given in eq. (13). Taking into account the form of
the gravitational background we have the following system of differential equations
1
2
( d∑
i=1
A˙i
)2
−
d∑
i=1
A˙2i
 = 1
4
Φ˙2 +
1
2
V (Φ) ,
∑
i 6=k
A¨i +
1
2
( d∑
i=1
A˙i
)2
+
d∑
i=1
A˙2i
− A˙k d∑
i=1
A˙i = −1
4
Φ˙2 +
1
2
V (Φ) for k = 1, ..., d ,
Φ¨ + Φ˙
d∑
i=1
A˙i = −∂V
∂Φ
.
(14)
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Similar as for the SO(d) symmetric background, one can show that, for the case of an
asymptotically negligible scalar potential (and first derivative), the solutions for the scale
factors Ai(t) and for the scalar field Φ have to be of the form
Ai = bi ln t , Φ = p ln t+ Φ0 , (15)
in the limit t→ 0, that is close to the Big Bang. Neglecting the terms arising from the scalar
potential one is left with the following constraints to be satisfied by the parameters bi and p:
1
2
( d∑
i=1
bi
)2
−
d∑
i=1
b2i
 = 1
4
p2 ,
−
∑
i 6=k
bi +
1
2
( d∑
i=1
bi
)2
+
d∑
i=1
b2i
− bk d∑
i=1
bi = −1
4
p2 ,
− p+ p
∑
i=1d
bi = 0 .
(16)
Furthermore, one can show that the algebraic constraints above reduce to
d∑
i=1
bi = 1 ,
d∑
i=1
b2i +
1
2
p2 = 1 . (17)
In general relativity without scalar fields (equivalent to p = 0 in the eqs. above), these
conditions tell us that bi live at the intersection between a Kasner sphere and a hyperplane,
as found in the original paper by Kasner [15]. For a given solution for the metric, that is
coefficients bi satisfying
∑d
i=1 bi = 1, we have two solutions for the scalar field with parameter
p given by
p = ±
√√√√2(1− d∑
i=1
b2i
)
. (18)
Let us consider again the case of an exponential scalar potential, V (Φ) ∼ eλΦ. The descending
solution exists as long as we satisfy λp > −2. Notice that, in this case, one can always tune
the parameters bi satisfying the first eq. in (17) such that the resulting solution for p can be
made arbitrarily small. Indeed, take for example
b1 = 1−  , b2 = ... = bd = 
d− 1 (19)
were  > 0 can be taken arbitrarily small. Then it is easy to see that we have
p2 ∼  (20)
As a consequence, for a given finite λ one can always find a descending solution such that
λp > −2. Hence the climbing phenomenon disappears if one relaxes the SO(d) symmetry
considered in the previous section.
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3 Exact and mixed-type solutions for n scalar fields
In this section we relax the condition of having negligible potential close to big-bang and
allow for the possibility that the potential and kinetic contributions are similar. Some of
the solutions below are generalizations of the original Lucchin-Matarrese exact solution [14],
which has in turn the interpretation of late-time attractor for the more general solution
described in [5], [6].
Let us start with the case of one scalar field. We search for solutions such that the scalar
potential cannot be neglected for t→ 0. Suppose that we have a solution for the scalar field
Φ such that the potential behaves as
V (Φ(t)) ∼ t−2 . (21)
Then for the exponential scalar potential we have that the solution for Φ must be of the form
Φ = − 2
λ
ln t+ Φ0 , (22)
or, in other words, we have descending scalar with the constant p now satisfying λ p = −2.
We search for solutions of the form A = b ln(t), since we must have A˙2 ∼ t−2. All terms
are of the order t−2 and one is reduced to the following algebraic system
d(d− 1)
2
b2 =
p2
4
+ α˜ ,
d(d− 1)
2
b2 − (d− 1)b = −p
2
4
+ α˜ ,
− p+ d b p = −2λα˜ , λp = −2 .
(23)
The system above has a solution if and only if the integration constant α˜ = α eλΦ0 satisfies
the following equation
α˜ =
λ2c − λ2
λ4
. (24)
In this case, the constant parameters b and p determining the signs of the velocities of the
scale factor and scalar field respectively, are given by
b =
1
d
λ2c
λ2
, p = − 2
λ
. (25)
Since α˜ is strictly positive, then making use of eq. (24) it follows that we must have the
condition
λ <
√
2d
d− 1 ≡ λc . (26)
Notice that this descending solution is actually exact for all times and was found originally
by Lucchin and Matarrese [14], that noticed that it can generate a power-law inflationary
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universe. Moreover, eq. (24) informs us that the integration constant Φ0 is exactly determined
by the dynamics. It was shown in [5, 6] that more general solutions all tend asymptotically for
late time to this Lucchin-Matarrese attractor. Moreover, one can also show that no solutions
exist if the exponential scalar potential is more singular than t−2.
We consider now the generalization of such solution for a system of n scalar fields. Einstein
and scalar fields eqs. are
d(d− 1)
2
A˙2 =
1
4
n∑
i=1
Φ˙2i +
1
2
V (Φ1, ...,Φn) ,
d(d− 1)
2
A˙2 + (d− 1)A¨ = −1
4
n∑
i=1
Φ˙2i +
1
2
V (Φ1, ...,Φn) ,
Φ¨k + dA˙Φ˙k = −∂V (Φ1, ...,Φn)
∂Φk
. (27)
The scalar potential is taken to be of the following form:
V (Φ1, ...,Φn) =
n∑
i=1
2αi e
∑n
j=1 λijΦj , (28)
where the simple form of sum of exponentials allows to discuss both exact solutions and the
climbing behavior in simple terms. We look for exact solutions of the system above of the
following form:
A = b ln t+A0 , (29)
Φk = pk ln t+ Φ0k . (30)
Notice that irrespective of the form of the scalar potential, combining the Einstein eqs. tell
us that the scalar fields speeds sit on a Kasner-like sphere with radius determined by the
scale factor
1
2
∑
i
p2i = (d− 1) b . (31)
The scalar potential’s behavior as a function of time is given by:
V (Φ1(t), ...,Φn(t) =
n∑
i=1
2αi e
∑n
j=1 λijΦ0j t
∑n
j=1 λijpj ≡
n∑
i=1
2α˜i t
−2 , (32)
where we have defined α˜i
α˜i = αi e
∑n
j=1 λijΦ0j (33)
and we imposed the following constraints
n∑
j=1
λijpj = −2 for all i = 1, ..., n . (34)
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Suppose, for simplicity that the matrix λ = λij has non-zero determinant. Then one can
solve uniquely the constraints above for the (constant) velocities of the scalar fields
pi = −2
n∑
j=1
(λ−1)ij , (35)
that define one unique vector on the Kasner sphere, where the exact solution is pointing. In
order to satisfy the equations of motion one has to impose the following algebraic constraints
on the “initial” conditions Φ0k of the scalar fields contained in the redefined scalar potential
parameters α˜i:
d(d− 1)
2
b2 =
n∑
i,j,k=1
(λ−1)ij(λ−1)ik +
n∑
i=1
α˜i ,
(−1 + b d)
n∑
j=1
(λ−1)kj =
n∑
i=1
α˜iλik , ∀ k = 1, ..., n (36)
The algebraic system above consists of n+ 1 equations determining the unknowns α˜i and b.
The solution is given by
b =
1
d
λ2c
n∑
i,j,k=1
(λ−1)ij(λ−1)ik ,
α˜i =
λ2c n∑
j,k,l=1
(λ−1)jk(λ−1)jl − 1
 n∑
j,k=1
(λ−1)kj(λ−1)ki , (37)
that fix all the integration constants Φ0k. Notice that we have the following relation
n∑
i,j,k=1
(λ−1)ij(λ−1)ik =
n∑
i=1
 n∑
j=1
(λ−1)ij
2 = 1
4
n∑
i=1
p2i ≥ 0 , (38)
thus implying that the scale factor velocity is indeed positive b > 0. Let us define the
quantities xi appearing in eq. (37)
xi =
n∑
j,k=1
(λ−1)kj(λ−1)ki = −1
2
n∑
k=1
pk(λ
−1)ki . (39)
Then we can rewrite eq. (37) as
α˜i =
λ2c n∑
j=1
xj − 1
xi . (40)
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The exact solution found in eqs. (35) and (37) exist as long as the constraints in eq. (37) are
satisfied. In particular for stability of the scalar potential one must also have
α˜i > 0 ∀ i = 1, ..., n . (41)
Since we have that
n∑
i=1
xi =
1
4
n∑
i=1
p2i > 0 , (42)
then there exists an index k ∈ {1, ..., n} such that xk > 0. From the condition α˜k > 0 it
immediately follows that the following condition is necessary (though not sufficient)
λ2c
n∑
j,k,l=1
(λ−1)jk(λ−1)jl > 1 . (43)
Moreover, one has to satisfy xi > 0
n∑
j,k=1
(λ−1)kj(λ−1)ki > 0 ∀i (44)
The condition for an accelerating Universe in our notation is b > 1, which leads to the
condition
n∑
i,j,k=1
(λ−1)ij(λ−1)ik >
d
λ2c
=
d− 1
2
. (45)
One Scalar Field
By particularizing the formulas above for the case of one scalar field one obtains again
the results in eqs. (24), (25). Thus the solution for the scale factor A and scalar field Φ can
be written as
A =
1
d
λ2c
λ2
ln t+A0 ,
Φ = − 2
λ
ln t+
1
λ
ln
1
αλ2
(
λ2c
λ2
− 1
)
. (46)
The condition in eq. (43) is actually sufficient in the case of one scalar field and it becomes
λ < λc . (47)
We recover therefore the Lucchin-Matarrese solution [14] displayed at the beginning of this
Section. The condition for an accelerating Universe is b > 1 leading to λ < λc√
d
.
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Two Scalar Fields
For the case of two scalar fields it is useful to define the matrix of coefficients and its
inverse
λ =
(
λ11 λ12
λ21 λ22
)
, λ−1 =
1
detλ
(
λ22 −λ12
−λ21 λ11
)
. (48)
Then it is easy to see that the equations for n scalar fields found earlier in the section now
reduce to
p1 =
2
detλ
(λ12 − λ22) , p2 = 2
detλ
(λ21 − λ11) , (49)
x1 =
1
(detλ)2
(λ222 + λ
2
21 − λ12λ22 − λ11λ21) , (50)
x2 =
1
(detλ)2
(λ211 + λ
2
12 − λ12λ22 − λ11λ21) , (51)
b =
1
d
λ2c
(detλ)2
[
(λ11 − λ21)2 + (λ22 − λ12)2
]
. (52)
It is useful to show explicitly that the solutions written above can describe only two descending
scalars. Indeed, this is a consequence of the following proposition.
Proposition. Let λ ∈ GL2(R+) be an invertible 2×2 matrix with positive entries satisfying
the following constraints
x1, x2 > 0 , (53)
then the following inequalities must hold
p1, p2 < 0 . (54)
Proof. We prove the result by reductio ad absurdum. There are two cases to consider. First
let us assume that both pi’s are positive. Then one of the following must hold
λ12 > λ22 , λ21 > λ11 , if detλ > 0 or
λ12 < λ22 , λ21 < λ11 , if detλ < 0 . (55)
Using the fact that we must have λij > 0, the contradiction follows immediately by multi-
plying the inequalities
λ12λ21 > λ11λ22 if detλ > 0 ,
λ12λ21 < λ11λ22 if detλ < 0 . (56)
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Hence p1 and p2 cannot be both positive. The second case to consider is when one of the pi’s
is positive and the other negative. Then one of the two must hold
λ12 > λ22 , λ21 < λ11 or
λ12 < λ22 , λ21 > λ11 . (57)
It is easy to see that one must have one of the following cases
λ12λ22 > λ
2
22 , λ
2
21 < λ11λ21 or
λ212 < λ22λ12 , λ21λ11 > λ
2
11 . (58)
The contradiction follows as the inequalities above imply that we have
x1 < 0 or x2 < 0 . (59)
Hence the only possibility is that both scalars are descending. This completes the proof. 
This solution is the generalization of the Lucchin-Matarrese attractor for the two fields case
and it probably describes the late time attractor behavior for any solution.
Mixed Case for Two Scalar Fields
Let us now consider the mixed case in which one of the two potential terms behaves as
t−2, whereas the other is negligible. Suppose therefore that the following relations hold
λ11p1 + λ12p2 = −2 ,
λ21p1 + λ22p2 > −2 . (60)
Then asymptotically the scalar potential terms in the equations of motion are given by
V (Φ1(t),Φ2(t)) ' 2α˜1 t−2 , ∂V (Φ1(t),Φ2(t))
∂Φi
' 2α˜1 λ1i t−2 , (61)
where, as before, we have absorbed the integration constants Φ01 and Φ02 into a redefined
constant α˜1
α˜1 = α1 e
λ11Φ01+λ12Φ02 . (62)
One can find solutions to the equations of motion by solving the following system of algebraic
equations
d(d− 1)
2
b2 =
1
4
(
p21 + p
2
2
)
+ α˜1 ,
− p1 + d b p1 = −2α˜1 λ11 ,
− p2 + d b p2 = −2α˜1 λ12 ,
λ11p1 + λ12p2 = −2 . (63)
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The solution is then found to be
p1 = − 2λ11
λ211 + λ
2
12
, p2 = − 2λ12
λ211 + λ
2
12
,
b =
1
d
λ2c
λ211 + λ
2
12
, α˜1 =
λ2c − λ211 − λ212
(λ211 + λ
2
12)
2
, (64)
describing again two descending scalars. The solution exists as long as we have the condition
α˜1 > 0 satisfied. Using the expression of α˜1 found above, on gets the following condition
λ211 + λ
2
12 < λ
2
c . (65)
Furthermore, an accelerating Universe arises if b > 1, thus leading to the condition
λ211 + λ
2
12 <
λ2c
d
. (66)
Notice that these solutions are not exact as we have neglected one term in the scalar potential.
Unlike the Lucchin-Matarrese type solutions found before these cannot be attractor solutions
for late times. By construction they are valid only in the vicinity of the big-bang.
Two Scalar Fields with detλ = 0
In this particular case, we search for solutions satisfying the following constraints
λ11p1 + λ12p2 = −2 , λ21p1 + λ22p2 = −2 ,
detλ = λ11λ22 − λ12λ21 = 0 . (67)
It is easy to see that in order to have the equalities above satisfied the following relations
must hold
λ =
(
λ11 λ22
λ11 λ22
)
, λ11p1 + λ22p2 = −2 . (68)
The scalar potential of the solution then become
V = 2(α˜1 + α˜2) t
−2 ,
∂V
∂Φi
= 2(α˜1 + α˜2)λii t
−2 . (69)
One arrives at the following system of equations
d(d− 1)
2
a2 =
1
4
(
p21 + p
2
2
)
+ (α˜1 + α˜2) ,
− p1 + d b p1 = −2(α˜1 + α˜2)λ11 ,
− p2 + d b p2 = −2(α˜1 + α˜2)λ22 ,
λ11p1 + λ22p2 = −2 . (70)
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The exact solution is then determined to be
p1 = − 2λ11
λ211 + λ
2
22
, p2 = − 2λ22
λ211 + λ
2
22
,
b =
1
d
λ2c
λ211 + λ
2
22
, α˜1 + α˜2 =
λ2c − λ211 − λ222
(λ211 + λ
2
22)
2
. (71)
describing two descending scalars. Notice that only one of the integration constants Φ0k is
determined in this case.
4 Steep stabilizing potentials and oscillatory behavior near
big-bang
Let us consider the class of potentials
V = 2 α1e
λ1Φ + 2 α2e
−λ2Φ , (72)
with αi > 0, that are stabilizing the scalar at a minimum with positive vacuum energy.
Whereas the late time dynamics of the scalar towards the minimum is transparent, the early
dynamics close to big-bang is interesting. Indeed, according to the viewpoint going backwards
in time, for subcritical exponents λi the field oscillates until it goes to infinity on one side of
the potential. This can be either of them if both λ1, λ2 < λc are subcritical or, if λ1 > λc,
λ2 < λc, the field escapes to infinity at the big-bang on the flatter side Φ → −∞. If both
exponents are supercritical λ1, λ2 > λc, for any velocity of the scalar approaching big-bang,
we expect that the potential will always stop the scalar and send it back into the potential,
producing wilder and wilder oscillations that continue up to the singularity. The goal of this
Section is to study in more detail this intuitive picture in a simple enough toy model.
With the cosmological ansatz (2) and the asymptotic Kasner solutions of the form (4),
the equations of motion (3) become
d(d− 1)
2
b2
t2
=
p2
4t2
+ α˜1 t
λ1p + α˜2 t
−λ2p ,
d(d− 1)
2
b2
t2
− (d− 1)b
t2
= − p
2
4t2
+ α˜1 t
λ1p + α˜2 t
−λ2p ,
(d b− 1) p
t2
= −2 (λ1α˜1 tλ1p − λ2α˜2 t−λ2p) ,
, (73)
where α˜i = αie
λiΦ0 . As before, Kasner type solutions are the ones where the terms arising
from the scalar potential can be neglected (9) with respect to the ones arising from the
Einstein tensor in the limit t→ 0. In our case this translates to the condition
|λip| < 2 . (74)
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The Kasner coefficients a and p are determined again by (7) and there is again a critical
coefficient λc defined in (12).
There are now three distinct cases of interest:
• λ1, λ2 < λc.
In this case there are Kasner solutions with the scalar starting on either side (±∞) of
the minimum. The potential is negligible near big-bang. There are also corresponding
particular solutions of the type (23)-(25), with λ1p = −2 and λ2p = 2. In this case
however they are not exact solutions anymore, but are valid only near big-bang.
• λ1 < λc , λ2 > λc (or the other way around).
In this case there are Kasner solutions with the scalar starting near big-bang necessarily
on the flat side (−∞ for this example) of the potential. This is the typical example of
climbing, investigated in a related example in [6], with two exponentials of the same
sign of exponent. There is also a LM like solution (23)-(25) for λ1p = −2, valid for
early time.
• λ1, λ2 > λc.
There is obviously a de Sitter solution with the scalar sitting at the minimum of the
potential,
A = σ t , Φ = Φ0 , where d(d− 1)λ2 = V0 , V ′(Φ0) = 0 , (75)
leading to a de Sitter exponential inflation, free of big-bang singularities. As expected,
in all the three cases above there are solutions evolving exponentially fast to de Sitter
one. This can be checked by linearizing around the de Sitter solution
A = σ t + x , Φ = Φ0 + φ , (76)
with x, φ suitably small. Notice that since (d− 1)A¨ = −(1/2)Φ˙2, then x ∼ φ2. In this
case, the leading order eqs. of motion (3) in the perturbations x, φ become
d(d− 1)σ x˙ = 1
4
(φ˙2 + φ2V
′′
0 ) ,
d(d− 1)σ x˙+ (d− 1)x¨ = 1
4
(−φ˙2 + φ2V ′′0 ) ,
φ¨+ d σ φ˙+ φV
′′
0 = 0 . (77)
The solutions to (77) are
φ = α± eµ±t , x = β± e2µ±t , (78)
where
µ± =
1
2
(−d σ ±
√
d2 σ2 − 4V ′′0 ) , 8(d− 1)β± = − α2± . (79)
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Notice that µ± < 0, so both solutions tend exponentially fast to the de Sitter, as
expected. The solutions (78),(79) are clearly valid only for late enough time, when the
perturbations x, φ are small. For the potential under consideration, V
′′
0 /V0 = λ1λ2 and
therefore
∆ ≡ d2 σ2 − 4V ′′0 =
(
d
d− 1 − 4λ1λ2
)
V0 . (80)
Therefore,
• for λ1λ2 ≤ d4(d−1) = 18λ2c , the scalar is exponentially damped to the minimum.
• for λ1λ2 > d4(d−1) , the scalar is damped, but it also subject to oscillations around the
minimum.
The third case above λ1, λ2 > λc is puzzling. There are no possible Kasner solutions near
big-bang: the scalar potential with Kasner ansatz is too singular for any initial position of
the scalar. We were also unable to find solutions with definite limiting behavior for the scalar
field. In Kasner solutions described in previous Sections, starting from a given time and going
backwards towards big-bang, the scalar field oscillates with larger and larger amplitudes, until
a time close to big-bang where the scalar goes at infinity on the flat side of the potential.
In the present example, the potential is too steep to allow this to happen. Going backwards
to big-bang, oscillations become larger and larger and the field continues to oscillates wildly
until the singularity is reached in finite time. This is maybe connected somehow to the
singularity theorems [16]: when the scalar potential becomes more singular than the kinetic
terms, the dominant and the strong energy conditions are violated. This oscillatory behavior
of the scalar field is reminiscent of the BKL chaotic approach of the singularity in general
relativity [17] in Kasner solutions.
Whereas we did not find an analytical method to investigate the dynamics, we believe
that a useful insight could come from a simplified toy model, with stabilizing scalar potential
with critical slope on both sides of the minimum 5
V (Φ) = 2α eλc|Φ| , (81)
which is an exponential potential with critical slope on both sides of its minimum, here at
Φ = 0. This potential is very similar to his smooth cousin V (Φ) = 4α ch(λcΦ); we expect
the conclusions below to apply to the smooth case of well. The solution in this case for Φ > 0
and Φ < 0 is known analytically in a parametric time τ and is given, up to a multiplicative
constant, by [5]6
ϕn(τ) = ϕ0n − (−1)n
[
1
2
log(τ + dn) − 1
4
(τ + dn)
2
]
, (82)
5This example was worked out in collaboration with A. Sagnotti. We are grateful to him for numerous
discussions which shaped the arguments and conclusions below.
6Strictly speaking one has to do the rescaling ϕn =
√
d
2(d−1) Φn in order to go to the variables used in [5],
where the eq. (82) holds.
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where n = 2k corresponds to the region I on the left of the minimum ϕ < 0, whereas n = 2k+1
corresponds to the region II on the right of the minimum ϕ > 0. Matching conditions on the
field and its derivative have to be imposed at ϕ = 0 each time the field passes through its
minimum. Our goal is to go backwards in time (τ < 0) starting from large negative values
and approaching the big-bang τ = 0. The behavior of the solution closer and closer to the
singularity will hopefully provide insights on the nature of the solution. For large oscillations
( large |ϕ0n|), they are well approximated by a portion of parabola to the right and an almost
vertical line to the left, where the argument of log vanishes. So one of the zeroes is for
τ ≈ −dn and the other is far away, and as a result from the zeroes one can find the relations
ϕ0n ≈ 1
2
(−1)n log(τn + dn) , ϕ0n ≈ − 1
4
(−1)n (τn−1 + dn)2 . (83)
Moreover, matching the derivatives of ϕn
ϕ′n(τ) = −
1
2
(−1)n
[
1
(τ + tn)
− (τ + τn)
]
(84)
and ϕn+1 at τn gives the relations
xn ≡ τn + dn = 1
τn + dn+1
. (85)
Combining eqs. (83) now gives
τn + dn ≈ e− 12 (τn−1+dn)2 , (86)
so that using eq. (85) one arrives at the sequence
xn ≈ e
− 1
2x2n−1 , (87)
which converges extremely rapidly to zero, and then the peaks of the oscillatory motion are
essentially given by
ϕ0n ≈ 1
2
(−1)n log xn ≈ − (−1)
n
4x2n−1
. (88)
One can also estimate the half–periods in parametric time
1
2
∆τn ≈ −(τn − τn−1) = −(τn + dn) + (τn−1 + dn) = − xn + 1
xn−1
, (89)
or
1
2
∆τn ≈ 1
xn−1
. (90)
Now turn to cosmic time, using the relation
dt ∼ 1√
V
dτ , (91)
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and let us make the approximation that most of the time within a lob ϕ ∼ ϕ0n. Then, taking
into account the symmetry of the potential ϕ → −ϕ, so that opposite lobs contribute the
same, we have
1
2
∆T2k =
∫ τ2k+1
τ2k
dτ√
V (ϕ)
=
∫ τ2k+1
τ2k
dτ
|τ + d2k|1/2
e−
1
4
(τ2k+1+d2k)
2+ 1
4
(τ+d2k)
2
= e−
1
4
(τ2k+1+d2k)
2
∫ 1
x2k+1
x2k
dz√
z
e
1
4
z2 ' 1
2
e
− 1
4x2
2k+1
∫ 1
x2
2k+1
0
dw w−
3
4 e
w
4 . (92)
The integral above is well approximated for very small x2k+1 by the following function
e
− 1
4x2
2k+1
∫ 1
x2
2k+1
0
dw w−
3
4 e
w
4 '
(
1
x22k+1
)−3/4
(93)
Thus the estimated half period can be written as
1
2
∆T2k ' 1
2
x
3/2
2k+1 → 0 (94)
The upshot is that approaching the singularity, the period of oscillations becomes smaller
and smaller. The oscillations become uncontrollable such that there is no limit for the scalar
field, whereas the scale factor goes monotonically to big-bang. This is to be contrasted with
the Kasner solutions discussed in previous Sections where, after a certain time approaching
backwards big-bang, the field would stay in one region (I or II) and go to infinity values at
big-bang, as in the example discussed in [5]. From this point of view, the de-Sitter solution
with the scalar at the minimum, is unstable (evolving backwards towards the singularity) to
small perturbations towards the wild oscillatory behavior described above.
Whereas we do not have concrete examples of controllable setups leading to super-critical
potentials of this type, it is easy to find non-supersymmetric examples in the limit of neglect-
ing backreaction. For example7, type IIB orientifolds with five-form fluxes lead to a scalar
potential for the overall volume breathing mode with λ1 = λ2 = 4λc/3.
5 Higher derivative corrections
In this section we examine the effect of adding higher order terms to the action of a scalar
field with exponential potential moving in a Kasner background with SO(d) symmetry. The
original action was given by
S0 =
1
2
∫
dd+1x
√−g
[
R− 1
2
(∇Φ)2 − V (Φ)
]
. (95)
7We thank A. Sagnotti for discussions leading to this example.
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Assuming that the exponent λ of the scalar potential is equal or larger than the critical value
λc then the asymptotic solutions to the equations of motion following from the action above
were given by
A = b ln t , φ = p ln t with b =
1
d
, p =
√
2(d− 1)
d
, (96)
describing a climbing scalar and an expanding universe with metric tensor given by
ds2 = −dt2 + e2A(t)
d∑
i=1
(dxi)2 = −dt2 + t2/d
d∑
i=1
(dxi)2 . (97)
Notice that the Ricci scalar and the kinetic term of φ behave like t−2 when t → 0. We
are looking for corrections of order t−(4+qp) which preserve the solutions in eq. (96). Such
behavior arises from quadratic terms in the curvature that we parametrize in the following
way
S1 =
1
2
∫
dd+1x
√−ge−qΦ [α1R2 + α2RµνRµν + α3RµνρσRµνρσ] . (98)
For the particular choice of coefficients α1 = η, α2 = −4η, α3 = η and q = 0 the action above
is proportional to the Gauss-Bonnet term. Furthermore, the following terms involving the
scalar field Φ
S2 =
1
2
∫
dd+1x
√−ge−qΦ [β1R(∇Φ)2 + β2Rµν ∇µΦ∇νΦ + β3(∇Φ)4 + β4(Φ)2
+β5(∇Φ)2Φ + β6RΦ + β7Rµν ∇µ∇ν Φ
]
(99)
also have to be included at the t−(4+qp) order. Notice that the degree of singularity of the
actions S1,2 depends explicitly on the parameter q. In string theory, its value is determined
by the string perturbation order which can generate these terms in the effective action. For
instance, curvature squared terms can arise at disk level [18] in effective D-brane actions.
This corresponds to a value q˜ = 1 in the string frame. In Appendix B we show how to
translate various quantities from the string frame to the Einstein frame. It follows that we
have the following relation
q =
√
d− 1
8
(
q˜ − 2d− 3
d− 1
)
. (100)
Then, for the case of a disk contribution we have that qp ≥ −2 for all d = 1, ..., 25 with
equality for d = 25. This implies that the actions S1,2 are more singular than t
−2 for all
dimensions smaller than 26. Similarly, in the case of a one-loop contribution, corresponding
to q˜ = 0, we have that gp ≥ −2 for all d = 1, ..., 9 with equality for d = 9. Hence, S1,2 are
more singular than t−2 for all dimensions smaller than 10.
In general, αi, βi could be arbitrary functions of φ. In the string effective models consid-
ered in [5] they are naturally functions of eΦ such that they become constants when eΦ → 0.
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The existence of the climbing phenomenon itself heavily depends on the explicit form of
the functions αi, βi, since the descending solutions correspond to the nonperturbative regime
eΦ →∞. This is the critical weak point of the effective field theory analysis: it is very hard to
argue for the existence or absence of the descending solutions by including higher-order and
higher derivative corrections to the effective action. What it can be reliably studied however,
is the climbing solution and which type of corrections preserve its form. This is therefore the
purpose of this section.
One can find in the Appendix the actions S1 and S2 in eqs. (98), (99) written in terms
of A(t), B(t) and Φ(t). We also show there, that, imposing the absence of higher derivatives
and absence of ghosts in the equations of motion yields the following constraints
α1 = η α2 = −4η α3 = η ,
β1 + 2β2 = 0 β4 = β6 = β7 = 0 . (101)
Hence, taking into account eqs. (101) and (101) we are lead to consider the following action
S1 + S2 =
1
2
∫
dd+1x
√−g e−qΦ
[
η
(
R2 − 4RµνRµν +RµνρσRµνρσ
)
−2β1Gµν∇µΦ∇νΦ + β3(∇Φ)4 + β5(∇Φ)2Φ
]
. (102)
Explicitly, in terms of A(t), B(t) and Φ(t) one has
S1 =
1
2
∫
dd+1x edA−3B−qΦ d(d− 1)(d− 2)η
[
4A¨A˙2 + (d+ 1)A˙4 − 4A˙3B˙
]
,
S2 =
1
2
∫
dd+1x edA−3B−qΦ
[
−d(d− 1)β1A˙2 + β3Φ˙2 + β5(Φ¨ + dA˙Φ˙− B˙Φ˙)
]
Φ˙2 .
Furthermore, we ask that the equations of motion following from the variation of eq. (102)
preserve the (asymptotic) solution in eq. (96), i.e. the terms more singular than t−2 vanish.
One then obtains the constraints
β1 = 0 ,
β3 =
(d− 2) [−3(d− 3) + 3q2dp2 + q(d+ 3)p]
12d(d− 1) η ,
β5 =
(d− 2) [2(d− 3)− 3q2dp2 − q(5d+ 3)p] p
2d(d− 1)(qp+ 2) η . (103)
Notice that we obtain a unique combination of terms up to an overall normalization factor η,
written explicitly in Appendix A. For the simple case of q = 0, we find that the combination
of terms of order t−4 preserving the asymptotic solution in eq. (96) is
S1 + S2 =
1
2
∫
dd+1x
√−g η
{
R2 − 4RµνRµν +RµνρσRµνρσ
− (d− 2)(d− 3)
4d(d− 1)
[
(∇Φ)4 − 2
√
2(d− 1)
d
(∇Φ)2Φ
]}
,
(104)
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where η is an arbitrary real parameter. Notice that in four dimensions (d=3), for q = 0, only
the Gauss-Bonnet term can be added in order to preserve the solutions in eq. (96). In the
following we will consider a few examples where adding an arbitrary higher order term to the
initial Lagrangian will change the behavior of the solution for the scalar field close to the Big
Bang, and hence destroying the climbing phenomenon.
5.1 Examples of Higher Order Terms which change the behavior of the
solution
In this section we examine the effect of adding arbitrary higher order terms to the original
action S0. The first example that we consider is a DBI scalar coupled to gravity. The second
one involves adding an extra term of the form
Gµν ∇µΦ ∇νΦ , (105)
where the Einstein tensor, Gµν = Rµν − 12gµνR, is used in order to ensure that the equations
of motion do not contain higher derivatives.
• Example 1.
We consider a scalar field coupled to gravity with the following DBI-like action
S =
1
2
∫
dd+1x
√−g
[
R−
√
1 + (∇Φ)2 − V (Φ)
]
, (106)
that was intensively studied in the recent years as an alternative to slow-roll inflation [19].
The energy-momentum tensor corresponding to the action above is given by
Tµν =
∇µΦ∇νΦ
2
√
1 + (∇Φ)2 −
1
2
gµν
[√
1 + (∇Φ)2 + V (Φ)
]
. (107)
Taking into account that we are searching for solutions which are dependent only of time
A = A(t), Φ = Φ(t), one is lead to the following equations of motion
d(d− 1)
2
A˙2 =
1
2
(√
1− Φ˙2 + Φ˙
2√
1− Φ˙2
)
+
1
2
V (Φ) ,
d(d− 1)
2
A˙2 + (d− 1)A¨ = 1
2
√
1− Φ˙2 + 1
2
V (Φ) ,
e−dA
d
dt
(
edA
Φ˙√
1− Φ˙2
)
+
∂V
∂Φ
= 0 .
(108)
In order to compensate for the l.h.s. (which behaves like t−2 for A = b ln t) in the Einstein
equations one requests the limiting behavior
Φ˙2√
1− Φ˙2
' t−2 for t → 0 . (109)
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The asymptotic solution for the scalar field has then to satisfy
Φ˙2 = 1− p2t4 which implies Φ˙ ' 
(
1− p
2t4
2
)
, (110)
where  is an undetermined sign. Furthermore, asymptotically we get a linear behavior for
Φ:
Φ ' Φ0 + 
(
t− p
2t5
10
)
. (111)
Finally, plugging everything back in the equations of motion we obtain that the constants
b, p, determining the solutions for the scale factor and the scalar field are given by
b =
2
d
, |p| = d
4(d− 1) . (112)
Notice that the scalar potential V (Φ) ∼ eλΦ is now regular for both solutions found above,
hence it does not give any other constraints on the allowable solutions. This is in contrast
to the case with standard kinetic term for the scalar field where for λ > λc the descending
scalar solution did not exist due to the singularity in the potential term. The conclusion
is that a DBI scalar does not present the phenomenon of climbing. The intuitive reason is
that the speed of the scalar field is slower due to the DBI kinetic term and approaches its
maximum, light speed value at the big-bang. Because of the slower speed, the potential term
is less singular, such that both speed directions are compatible now with field equations.
• Example 2.
In this example we consider the following action as the starting point [20]
S =
1
2
∫
dd+1x
√−g
[
R− 1
2
(∇Φ)2 + 1
2
Gµν∇µΦ∇νΦ− V (Φ)
]
. (113)
The Einstein tensor Gµν appearing above is defined in the usual way in terms of the Ricci
tensor Rµν and the curvature scalar R
Gµν = Rµν − 1
2
gµνR . (114)
For a metric background of the form in eq. (97) on obtains the following equations of motion
d(d− 1)
2
A˙2 =
1
4
Φ˙2(1 + d2A˙2) +
1
2
V (Φ) ,
e−dA
d
dt
[
edAΦ˙(1 + dA˙2)
]
= −∂V
∂Φ
.
(115)
Examination of the first equation indicates that the solution for Φ cannot be singular in order
to compensate for the l.h.s. which behaves like t−2. One has actually to impose that
Φ˙2 = p2 , (116)
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thus obtaining that asymptotically
Φ = ± |p| t + Φ0 . (117)
It easy to see that in order to satisfy the equations of motion one must have
b =
2
d
, p = ±
√
2(d− 1)
d
. (118)
The solution for the scalar field is no longer singular when t→ 0, thus the potential term can
always be neglected close to the Big Bang. As for the case of a DBI scalar we obtain that
adding a term Gµν∇µΦ∇νΦ to the action destroys the phenomenon of climbing, due to the
slow-down of the scalar field speed close to the big-bang.
6 Kasner solutions and climbing : Multiple Scalar Fields
In this section we generalize the asymptotic analysis of the field equations to the cases with
multiple scalar fields propagating in a SO(d) symmetric gravitational background with the
potential already considered previously
V (Φ1, ...,Φn) = 2
∑
i
αi e
∑
j λijΦj , (119)
where we have introduced the positive constants αi, λij > 0. The assumption that all λij ’s
are positive ensures that the potential above is a monotonically increasing function of Φk for
any k. As discussed in detail in Section 3, the multi-exponential potentials allow also for
exact solutions, which have the interpretation of generalized Lucchin-Mattarese attractors.
The goal is to find conditions for λij in order to force one scalar to climb its potential. As we
will see, it is straightforward to find a sufficient condition. The most general necessary and
sufficient condition to be satisfied is more involved and will be explicitly worked out for the
case of two scalars only.
6.1 Kasner solutions with SO(d) Symmetry
The equations of motion describing n scalar fields Φ1, ...,Φn minimally coupled to gravity in
the background in eq . (2) are:
d(d− 1)
2
A˙2 =
1
4
∑
i
Φ˙2i +
1
2
V (Φ) ,
d(d− 1)
2
A˙2 + (d− 1)A¨ = −1
4
∑
i
Φ˙2i +
1
2
V (Φ) ,
Φ¨i + dA˙Φ˙i = −∂V (Φ)
∂Φi
.
(120)
25
Neglecting the terms involving the scalar potential in the limit t→ 0 implies that the solutions
to the system of equations above have the following asymptotic behavior
A =
1
d
ln t+A0 , Φi = pi ln t+ Φ0 . (121)
As before, we have chosen the big-bang time to be t0 = 0. Moreover, the constants pi have
to satisfy the following Kasner type constraint∑
i
p2i =
2(d− 1)
d
, (122)
in order for eq. (121) to be an asymptotic solution. We now have that the space of (asymp-
totic) solutions for n scalar fields is parametrized by a (n − 1) dimensional sphere. Thus,
there is a continuously varying set of climbing and descending solutions. These solutions are
valid as long as the constraint in eq. (9) is satisfied. For the scalar potential in eq. (119) one
obtains that we must have the following inequalities∑
j
λij pj > −2 . (123)
The question we are asking is the following : what is the condition on λij such that we have
at least one scalar climbing? This is equivalent with asking that the solution in eq. (122)
does not exist in the region where all pi’s are negative.
We partition the space of solutions into 2n regions classified by the possible signs of each
pi.
p1 p2 ... pn
I + + ... +
II + + ... -
... ... ... ... ...
2n - - - -
For convenience, we rescale the pi’s such that we can work on a sphere or radius 1. Thus,
we make the substitution
pi →
√
d
2(d− 1) pi . (124)
A given solution (p1, ..., pn) ∈ Sn−1 ≡ {(x1, ..., xn) ∈ Rn; x21 + ... + x2n = 1} exist as long as
the following condition is satisfied
∑
j
λijpj > −
√
2d
d− 1 . (125)
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where above we have taken into account the rescaling in eq. (124).
Let us denote by Ω ⊂ Sn−1 the subset where all pi’s are negative. Then the most general
condition in order to have climbing is the following:
There exist indices i1, ..., ik ∈ {1, ..., n} and the subsets Ωi1 , ...,Ωik ⊂ Sn−1 such that the
following two conditions are satisfied:
Ω ⊂ Ωi1 ∪ ... ∪ Ωik . (126)
and
Fim(p1, ..., pn) ≡
∑
j
λimj pj ≤ −
√
2d
d− 1 for all (p1, ..., pn) ∈ Ωim , (127)
with m = 1, ..., k. Eq. (127) implies that the solutions corresponding to (p1, ..., pn) in the
region Ωim violate the constraint in eq. (9), and thus do not exist as asymptotic solutions.
Further, eq. (126),(127) entails that all the subset of solutions in Ω, for which all scalars are
descending, is not allowed by the scalar potential considered.
In view of the above, it is easy to see that for the case of n scalar fields, the following
condition is sufficient (though not necessary) to have climbing:
There exist an index i ∈ {1, ..., n} such that
Fi(p1, ..., pn) ≤ −
√
2d
d− 1 for all (p1, ..., pn) ∈ Ω . (128)
One then can show (by induction) that the condition in eq. (128) is equivalent to demanding
that
λi1, ..., λin ≥ λc with i ∈ {1, ..., n} a fixed index. (129)
6.1.1 Kasner solutions with two scalar fields
In the following we will examine explicitly the most general condition for climbing in the case
of two scalar fields with monotonically increasing potential in both directions. In this case,
we can parametrize the solutions to p21 + p
2
2 = 1 by the angle θ ∈ [0, 2pi) in the following way
p1 = cos θ , p2 = sin θ . (130)
We have four regions depending on the four possible signs of p1, p2
p1 = cos θ p2 = sin θ θ
I + + (0, pi2 )
II - + (pi2 , pi)
III - - (pi, 3pi2 )
IV + - (3pi2 , 2pi)
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Let us start by analyzing the (stronger) condition
F (p1, p2) = λ11p1 + λ12p2 = λ11 cos θ + λ12 sin θ ≤ −
√
2d
d− 1 for θ ∈
(
pi,
3pi
2
)
≡ III
(131)
In the region III, corresponding to a solution with two descending scalars, the function F has
only one extremum point which is a minimum. This implies that the function F, restricted
on the open interval (pi, 3pi2 ), has a maximum on the boundary, that is, in one of the points pi
and 3pi2 :
sup
θ∈(pi, 3pi2 )
F (θ) = max
(
F (pi), F
(
3pi
2
))
= max (−λ11,−λ12) . (132)
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Figure 1: We represent the function F (θ) = 32 cos θ +
3
2 sin θ in the interval θ ∈ (pi, 3pi2 ). The
function has a minimum. Its maximum value is 3/2 obtained on the ends of the interval.
Hence, we have shown that the condition in eq. (131) is equivalent to the following
λ11, λ12 ≥
√
2d
d− 1 ≡ λc . (133)
Notice that eq. (133) is not the most general condition to have climbing. Recall that, for
two scalars the scalar potential that we consider, evaluated on the Kasner solution, is of the
following form
V (Φ1(t),Φ2(t)) = α1 t
F1(p1,p2) + α2 t
F2(p1,p2) , (134)
with the two functions F1,2 being linear in p1, p2:
F1(p1, p2) = λ11p1 + λ12p2 ,
F2(p1, p2) = λ21p1 + λ22p2 .
(135)
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In general, we can have climbing if F1 < −
√
2d
d−1 in the interval Ω1 ⊂ (pi, 3pi2 ) and that
F2 < −
√
2d
d−1 in the interval Ω2 ⊂ (pi, 3pi2 ) where Ω1 ∪ Ω2 = (pi, 3pi2 ).
It is not difficult to show that, in the general case, one has a climbing scalar if and only
if one of the following conditions is satisfied:
(a) λ11 , λ12 ≥ λc ,
(b) λ21 , λ22 ≥ λc ,
(c) λ11 , λ22 ≥ λc and θ∗1 ≥ θ∗2 ,
(d) λ12 , λ21 ≥ λc and θ˜∗2 ≥ θ˜∗1 ,
where the angles θ∗1,2 are given by
tan θ∗1 =
1
λ212 − λ2c
(
−λ11λ12 − λc
√
λ211 + λ
2
12 − λ2c
)
, (136)
tan θ∗2 =
1
λ222 − λ2c
(
−λ21λ22 + λc
√
λ221 + λ
2
22 − λ2c
)
. (137)
Similar expressions can be written down for θ˜∗1,2 by flipping the signs inside the paren-
theses. Let us explicitate a bit more the case (c). One implicitly assumes that we have
λ12, λ21 < λc so that we do not fall on the cases (a) or (b). Then the function F1(θ) ≤ −λc
when θ ∈ Ω1 = [pi, θ∗1] and F2(θ) ≤ −λc when θ ∈ Ω2 = [θ∗2, 3pi2 ]. Thus the condition
Ω1 ∪ Ω2 =
[
pi, 3pi2
]
corresponds to having θ∗1 ≥ θ∗2. Notice that the angles θ∗1, θ∗2 are solutions
to the equations:
F1(θ
∗
1) = F2(θ
∗
2) = λc . (138)
They are unique (in the third quadrant) provided that we have λ11, λ22 ≥ λc and λ12, λ21 <
λc.
6.1.2 Two Scalar Fields with Potential Monotonic in one Direction
Up to now we have analyzed only scalar potentials that were increasing functions of the
corresponding scalar fields. Here we relax this assumption for the case of two scalar fields.
Concretely, we consider a model with the following scalar potential
V (Φ1,Φ2) = 2α1e
λ11Φ1+λ12Φ2 + 2α2e
λ21Φ1−λ22Φ2 , (139)
with all λij > 0 by convention, as before. Thus V is an increasing function with respect to
Φ1 and as a function of Φ2 it has a minimum. The asymptotic solutions are of the form
Φ1 = p1 ln t+ Φ01 Φ2 = p2 ln t+ Φ02 , (140)
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with p1, p2 varying over the one dimensional sphere
p21 + p
2
2 =
2(d− 1)
d
. (141)
We can find a condition to have the field Φ1 climbing irrespective of what the field Φ2 does.
Indeed, this behavior can be obtained if the following conditions hold
λ11p1 + λ12p2 ≤ −2 for all (p1, p2) ∈ III ,
λ21p1 − λ22p2 ≤ −2 for all (p1, p2) ∈ II .
(142)
As in the previous section, it is easy to see that the two conditions above are equivalent to
have
λ11, λ12, λ21, λ22 ≥ λc . (143)
The condition λ11, λ12 ≥ λc forbids any solution with p1 < 0, p2 < 0 whereas the condition
λ21, λ22 ≥ λc forbids any solution with p1 < 0, p2 > 0. Notice that, similar to the case
analyzed in Section 6.1.1 , conditions more general than eq. (143) are possible also here.
7 Climbing in effective string models with moduli stabiliza-
tion
A particularly interesting framework for discussing the early time dynamics are models with
moduli stabilization [21, 9], with moduli fields, called M describing the fluctuations of the
dilaton and internal space in string theory. Since the potentials are of stabilizing type and the
kinetic terms are non-canonical, the analysis of climbing is more involved than in the examples
in the previous sections. One should emphasize the lagrangians used below cannot be exact,
in particular for small field valued the effective field theory approximation breaks down and
a full-fledged string theory approach would be necessary. The conclusions in this section are
based on the (big) assumption that the effective lagrangian describes well the dynamics for
all values of moduli fields. Our goal here is to write down conditions on the coefficients ni
of the so-called uplift potentials below (146) in order for the climbing phenomenon to take
place.
Let us consider an effective action containing N scalar fields coupled to gravity
S = 1
2
∫
dd+1x
√−g
[
R− 2Ki¯(∂M i)(∂M¯ ¯)− VF (Mk, M¯ k¯)− Vup(Re(Mk))
]
, (144)
where g is the metric tensor of d + 1 dimensional space-time, {M i}i=1,...,N are N complex
scalar fields with Ka¨hler potential given by
K = −
N∑
i=1
ri ln(M
i + M¯ i) , (145)
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with unspecified, for the time being, superpotential W (M i). Whereas VF is a scalar potential
containing effects from fluxes and nonperturbative effects, the uplift potential Vup can come
from antibranes [9], D-terms generated by magnetic fluxes [22] or F-terms from a dynamical
supersymmetry breaking sector [23]. The uplift is not depending on the imaginary parts of
M i( axions) and is generically of the following form
Vup =
D∏N
i=1(M
i + M¯ ı¯)ni
, (146)
where the integers ni have different values for the three uplifts mentioned above. We search
for asymptotic (Kasner) solutions to the equations of motion which depend only on time.
The metric tensor is assumed to have SO(d) symmetry
ds2 = −dt2 + e2A(t)
d∑
i=1
(dxi)2 . (147)
The Einstein equations for this metric are
d(d− 1)
2
A˙2 = Ki¯ M˙
i ˙¯M ¯ +
1
2
V (Mk, M¯k) ,
d(d− 1)
2
A˙2 + (d− 1)A¨ = −Ki¯ M˙ i ˙¯M ¯ + 1
2
V (Mk, M¯k) . (148)
In addition, one obtains the following equations of motion for the complex scalar fields Mk
M¨k + dA˙M˙k + Γkij M˙
iM˙ j = −1
2
Kkl¯
∂V
∂M¯ l¯
, (149)
where the Ka¨hler connection Γkij is expressed in terms of the Ka¨hler potential as follows
Γkij = K
kl¯Kij l¯ . (150)
Adding and subtracting the two equations in (148) one obtains
d(d− 1)A˙2 + (d− 1)A¨ = V ,
− (d− 1)A¨ = 2 Ki¯ M˙ i ˙¯M ¯ . (151)
We first neglect in the equations of motion the terms containing the scalar potential. The
solutions that we find have to satisfy the analogous conditions in eq.(9). In this case, inte-
gration of the first equation leads to the following solution (up to integration constants) for
the scale factor :
A = b ln t with b =
1
d
. (152)
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It is useful to parameterize the complex scalar fields Mk in the following way
Mk = e
Φk√
rk + i
θk√
rk
. (153)
Then making use of the Ka¨hler potential in eq. (145) one obtains that the kinetic terms for
the fields Mk can be written as
Ki¯ M˙
i ˙¯M ¯ =
1
4
N∑
i=1
(
Φ˙2k + e
− 2Φk√
rk θ˙2k
)
. (154)
We search for solutions of the following form
Φk(t) = pk ln(t) , θ˙k(t) = qk t
pk√
rk
−1
. (155)
The exponent for the axion θk has been chosen in such a way that the corresponding kinetic
term behaves like t−2. This is due to the fact that the parametrization for the real and
imaginary part of Mk is different. Plugging everything in eq. (151) one obtains the Kasner
sphere condition
N∑
k=1
(
p2k + q
2
k
)
=
2(d− 1)
d
. (156)
Rewriting the equations of motion for Mk in terms of the real fields Φk, θk and making use
of the Ka¨hler potential in eq. (145) one is led to the field equations
Φ¨k + dA˙Φ˙k +
1√
rk
e
− 2Φk√
rk θ˙2k = −
∂V
∂Φk
,
e
− Φk√
rk
(
θ¨k + dA˙θ˙k − 2√
rk
θ˙kΦ˙k
)
= −e
Φk√
rk
∂V
∂θk
.
(157)
Neglecting the terms involving the scalar potential and plugging the solutions in eq. (155),
one gets
pk(−1 + d b) + q
2
k√
rk
= 0 , qk
(
− pk√
rk
− 1 + da
)
= 0 . (158)
Further making use of the fact that b = 1/d it follows immediately we must have
qk = 0 for all k = 1, ..., N , (159)
i.e. the axions dynamics is frozen close to the big-bang. To summarize, the asymptotic
solutions for the scalar fields Φk = pk ln(t), θ˙k = qkt
pk√
rk
−1
are parameterized by the Kasner
sphere
N∑
k=1
p2k =
2(d− 1)
d
, qk = 0 , (160)
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subject to the constraints arriving from the behavior of the scalar potential near the singu-
larity t = 0
V ,
∂V
∂Φk
, e
Φk√
rk
∂V
∂θk
∼ O(t−2+) with  > 0 . (161)
In order to analyze the conditions above one needs to specify an explicit form of the scalar
potential.
7.1 Climbing in KKLT
We consider the KKLT scenario for moduli stabilization [9] in type IIB strings. It is a
particular case of the general setting considered above with one complex scalar field in d = 3
space dimensions
T = e
Φ√
3 + i
θ√
3
, (162)
with the following Ka¨hler and superpotential functions
K = −3 ln(T + T¯ ) , W = W0 + c e−b˜T . (163)
The asymptotic solution that one finds when neglecting the scalar potential terms in the
equations of motion close to the singularity t→ 0 are
A =
1
3
ln t , Φ = ± 2√
3
ln t , θ = 0 . (164)
In order to examine the existence of the descending solution we consider the following scalar
potential uplift depending only on Φ
Vup =
D
(T + T¯ )nT
=
D
2nT
e
−nT√
3
Φ
. (165)
Notice that in the KKLT scenario there is also a supergravity F-term (VF ) part of the scalar
potential containing the dependence on the axion field θ. This term is exponentially sup-
pressed for large Re T , whereas for small Re T it behaves as (T+T¯ )−2, although it should not
really be trusted. As it can be checked aposteriori, even in the small field limit Re T → 0, one
can neglect this part close to big-bang t→ 0, since the condition for climbing will impose the
uplift to dominates the potential both for large and small field values. We are then reduced
to the situation of one real scalar field with exponential potential V ∼ e−λΦ defined by the
constant
λ =
nT√
3
. (166)
Using the fact that the critical coefficient λc in d = 3 is given by
λc =
√
3 , (167)
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one obtains that the condition to have climbing in the KKLT case is
nT ≥ 3 . (168)
Notice that the antibranes uplift [9] generates a subcritical slope nT = 2, whereas the D-terms
[22] and F-terms [23] uplifts generate precisely the critical value nT = 3.
7.2 Quasi-exact Solutions in KKLT
We consider solutions in the KKLT scenario where the uplift potential behaves like Vup ∼ t−2,
by still ignoring the non-perturbative F-term potential. As such, unlike solutions described
in Section 3, these solutions are not exact, but approximate on the portion of the potential
where nonperturbative effects are negligible. We also assume the same behavior for the
various terms in the equations of motion. This implies that the solution of the scale factor
A, the scalar field Φ and the axion field θ is of the following form
A(t) = b ln t , Φ(t) =
2
√
3
nT
ln t+ Φ0 , θ˙(t) = q t
2−nT
nT . (169)
Notice that the system considered here is different from the one analyzed in Section 3 as now
we have that the scalar potential does not depend on the axion field θ.
Vup(Φ) = 2α e
−λΦ , α =
D
2nT+1
. (170)
Replacing eqs. (169), (170) into the equations of motion for the scale factor A(t), scalar field
Φ(t) and axion θ(t) given by
3A˙2 =
1
4
(
Φ˙2 + e
− 2Φ√
3 θ˙2
)
+
1
2
V ,
3A˙2 + 2A¨ = −1
4
(
Φ˙2 + e
− 2Φ√
3 θ˙2
)
+
1
2
V ,
Φ¨ + d A˙ Φ˙ +
1√
3
e
− 2Φ√
3 θ˙2 = −∂V
∂Φ
,
e
− Φ√
3
(
θ¨ + d A˙ θ˙ − 2√
3
θ˙ Φ˙
)
= e
Φ√
3
∂V
∂θ
, (171)
one obtains that the constants b, q and Φ0 are determined as follows (for the case q 6= 0)
b =
nT + 2
dnT
α˜ =
2 (nT + 2)
3n2T
q˜ = ± 2
nT
√
3
√
nT (nT + 2)− 9 . (172)
In the above, we have defined the constants α˜ and q˜ to include the “initial” condition Φ0 in
the following way
α˜ = α e
−nT√
3
Φ0 , q˜ = q e
−Φ0√
3 . (173)
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Notice that even though we always have α˜ > 0 (since n > 0), there is a non-trivial positivity
condition coming from the expression for q˜. Namely, one needs to have the following condition
satisfied in order for the solutions above to be valid
nT >
√
10− 1 ' 2.16 . (174)
This condition and the resulting solution was first found in [5] (eqs. (3.12)-(3.13) there), where
was interpreted as a late time attractor. Here we remark that the solution is actually exact
as far as the nonperturbative piece of the potential is ignored. In conclusion, there exists
a descending solution for Φ with fixed Φ0 for any nT ≥ 3. Together with the descending
solution with free asymptotics found in the previous section which exists for nT < 3, it
follows that in the KKLT scenario there is always a descending solution available for the
scalar field Φ irrespective of the value of nT . This exact solution is an attractor for late time
for more general solutions. For early time, however, it exists for a fine-tuned value of the
initial condition Φ0, whereas for the other initial conditions climbing persists for nT ≥ 3.
Moreover, the solution is valid only in the region where the nonperturbative portion of the
potential is negligible.
Finally, a different exact solution corresponding to Lucchin-Matarrese can be found if one
freezes the axion dynamics (i.e. q = 0).
A =
√
3
nT
ln t , Φ =
2
√
3
nT
ln t+
√
3
nT
ln
3(9− n2T )
αn4T
, θ = θ0 . (175)
This solution describes a descending scalar and it exists if and only if nT < 3.
7.3 Inclusion of the S modulus
We now considers the possible effects of fields stabilized by fluxes in KKLT like models.
Indeed, whereas these fields can obtain a large mass from fluxes which freeze their dynamics
at energies below their mass, close to big-bang their dynamics is crucial in order to determine
the climbing behavior. We consider for definiteness the axion-dilaton S. The corresponding
Ka¨hler potential and superpotential are
K = − ln(S + S¯) − 3 ln(T + T¯ ) , W = Weff (S) + c e−b˜T . (176)
According to [5] and arguments in Section 7.1, we neglect the non-perturbative term ce−b˜T
close to the Big Bang. The resulting SUGRA scalar potential is of the form
VF =
|Weff (S)− (S + S¯) W ′eff (S)|2
(S + S¯)(T + T¯ )3
. (177)
In addition we consider un uplift potential given by
Vup =
D
(S + S¯)nS (T + T¯ )nT
, (178)
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where the uplift parameters nS , nT depend on the specific uplift mechanism and are consid-
ered, as before, as free parameters in what follows. We parametrize the complex scalar fields
S and T as
S = eΦS + iθS , T = e
ΦT√
3 + i
θT√
3
. (179)
The form of the asymptotic solutions is as follows
ΦS = pS ln t , ΦT = pT ln t , θ˙S = qS t
pS−1 , θ˙T = qT t
pT√
3
−1
, (180)
where the exponents in the axion fields were chosen such that their kinetic terms behave as
t−2 close to big-bang. We take the effective superpotential for S to be a polynomial of degree
n
Weff (S) = W0 + W1 S + ...+ Wn S
n . (181)
Indeed, whereas three form fluxes lead originally to linear terms in the dilaton in the superpo-
tential [24, 21], integrating out other (complex scalar) fields lead to a more general polynomial
in S. Strictly speaking, according to our previous argument, dynamics of all fields should be
explicitly kept close to big-bang. We however proceed by considering only the axion-dilaton
in order to keep the analysis as simple as possible in what follows. The constants pS , pT , qS , qT
parameterizing the asymptotic solution have then to satisfy the constraints
p2S + p
2
T =
4
3
, qS = qT = 0 ,
− pS −
√
3 pT > −2 ,
(2n− 1) pS −
√
3 pT > −2 ,
− nS pS − nT√
3
pT > −2 .
(182)
The three inequalities in (182) correspond to regularity conditions on the scalar potential as
in eq. (161), which ensure that the terms involving the potential can be neglected in the
limit t→ 0. According to our general analysis in section 5 and specifically the case in Section
6.1.2, if the following conditions are satisfied
n ≥ 2 , nS ≥
√
3 , nT ≥ 3 . (183)
then there is no solution with pT < 0, or equivalently with Φ˙T < 0. This implies that the
inequalities in eq. (183) have to be satisfied in order to obtain a climbing behavior for the
scalar ΦT . An immediate consequence of the conditions above is that a superpotential with
a linear term in S, i.e. with n = 1 above, would spoil the climbing.
8 Conclusions
An effective field theory analysis shows that, under certain assumptions, a scalar field may be
forced to climb its potential when it emerges from the big-bang. This was demonstrated in
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[5] by finding the exact solution(s) to a system consisting of a single scalar field propagating
in a gravitational background. There are several assumptions involved in this scenario: (i)
all fields, that is the metric and the scalar field, are assumed to have only a dependence
on time; (ii) the metric is assumed to have an SO(d) symmetry and thus its dynamics is
reduced to that of a scale factor; (iii) there is only one scalar field in the theory subject
to an exponential potential V ∼ eλΦ with λ above a certain critical value λc depending on
the number of dimensions; (iv) one has to trust the field theory analysis all the way to the
big-bang singularity, thus neglecting any possible corrections coming from quantum gravity.
Although, as our results point out as well, the existence of a climbing scalar in the very early
cosmology is a very special scenario, it is not limited to the case mentioned above. We have
shown that climbing can arise in more general scenarios with multiple scalar fields present in
the theory. Our analysis relies on solving the equations of motion asymptotically close to the
big-bang. This is sufficient in order to hunt for climbing scalars in the very early universe
as the climbing phase starts immediately after the big-bang. The strategy is the following.
Neglecting the scalar potential allows one to solve the equations of motion for the particular
gravitational background mentioned earlier. Generically the solution for the scale factor and
for the scalar fields is of Kasner type. Not all solutions found in this way correspond to
asymptotic solutions of the full system including the potential. One has to eliminate the
solutions which lead to a too singular scalar potential (and its first derivative). Given that
the kinetic terms have a singularity of order t−2 it follows that an asymptotic solution Φ has
to satisfy V (Φ(t)), ∂ΦV (Φ(t)) ∼ O(t−2+). The condition for climbing λ > λc, from [5], is
recovered in this way for the case of one scalar field. Scenarios with more scalar fields have
to satisfy more general algebraic constraints in order to have climbing, displayed in Section
6.
An important note is that, although the models considered have more scalars present, only
one of them could be forced to climb the potential. In other words, the algebraic constraints
necessary in order to have two (or more) scalars forced to climb have no solution. Our analysis
was done for the maximal space symmetry of the background considered in [5]. The reason
is that the climbing phenomenon disappears whenever one relaxes the SO(d) symmetry of
the background. We have shown this explicitly for the case of one scalar field. This happens
because in the absence of maximal space symmetry, it is possible to find solutions for the
scale factors such that the velocity of the scalar field Φ is arbitrarily small. Thus, for a given
exponent λ it is always possible to find a descending scalar with a small enough velocity. The
bigger λ is the smaller is the maximum velocity allowed for a descending solution.
We have also presented exact solutions for the case of multi-exponential scalar potentials,
which are generalizations of the Lucchin-Matarrese attractor [14] to several scalar fields, to be
interpreted, in analogy with the one field case, as late-time attractor solutions. Such solutions
are characterized by the fact that all terms in the (exponential) scalar potential behave like
kinetic terms (in t−2) at any time. Moreover, we worked out asymptotic solutions for mixed
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cases, in which some terms behaves like t−2 for early times, while other terms are negligible.
In all such examples that we analyzed explicitly, all scalar fields are of descending type.
There is an interesting example, studied in Section 4, based on a single scalar field with
a potential given by a sum of two exponentials with critical or supercritical exponents and
a flipped sign. One term would kill the descending Kasner solution whereas the other would
kill the climbing Kasner solution. Thus, for this system we were not able to find any Kasner
solution. With the notable exception of the obvious solution of a de Sitter universe with the
scalar field frozen at the minimum of the potential, there are oscillating solutions with scalar
oscillations amplifying forever going backwards in time towards big-bang.
Another direction that we considered in Section 5 is the robustness of the Kasner climbing
solution when higher derivative corrections are included. This is relevant if one wants to
embed such a climbing scenario in string theory. The correction to the original action contains
now curvature square terms and non-minimal couplings of the scalar field to the various
components of the Riemann curvature tensor. From a string theory point of view this would
correspond to the first α′ corrections. Demanding that the new action is ghost free (absence
of higher derivatives than two in the equations of motion) and that the Kasner climbing
solution for one scalar field be preserved we have deduced a number of conditions on the
couplings in the α′ corrected action. It turns out that there is essentially an unique action
(up to a normalization factor) at squared level in the curvature that is both ghost free and
that preserves the climbing. In order to see if the climbing phenomenon could survive the
whole series of α′ corrections coming from string theory one would need in principle an exactly
solvable string background containing a climbing scalar in the effective theory. This is very
difficult to achieve in practice.
Finally, we have applied the asymptotic method for hunting climbing scalars to string
effective actions with moduli stabilization. In particular, we considered the KKLT scenario
of moduli stabilization. As shown in [5], the system is exactly critical for F-terms [23] or
D-terms uplift [22], whereas is subcritical for the original antibranes uplift [9]. For KKLT
and by keeping only the uplift part of the scalar potential, we find that there is always a
descending scalar, but with a fine-tuned initial condition, whereas for other initial conditions
the climbing can persist. We also complicated the dynamics by including the axion-dilaton
field and deduced a condition on its superpotential in order for the system to still have a
climbing for the Ka¨hler modulus. As an immediate consequence, we found that the presence
of an axion-dilaton with a linear superpotential would spoil the climbing.
The method that we proposed only allows one to decide wether there is or not a climbing
scalar in the very early universe. Following the dynamics afterwards requires one to resort
either to exact solutions as in our Section 3 or [5, 12] or to numerical analysis. In the standard
cosmology the climbing phase would be followed by an inflationary epoch. In general, inflation
has a tendency to wash away the physical dynamics prior to it. This depends in principle
38
on the number of e-folds. The presence of a climbing phase can lead to observable effects
in the later times if the total number of e-folds is not too large. Indeed, recent results in
[6, 25, 12] indicate that a climbing phase would lead to a dampening of the power spectrum
on large scales and oscillations superimposed on it that fit relatively well the Planck 2013
data [26, 27, 28, 29].
Another potential application of the climbing phase of a scalar field is in the issue of initial
conditions in inflation. Indeed, it was pointed out recently8 that most inflationary potentials
favored by the recent Planck 2013 data require somewhat non-generic initial conditions [30].
The climbing potentials we investigated in this paper can force the inflaton to be in the right
parameter space values for successful inflationary predictions. For example, in Figure 2 we
display a hill-top inflationary potential (see e.g. [31]) V = Λ4(1 − Φ2/µ2)2, with µ >> MP .
Planck 2013 prefers the flat region |Φ| < µ, whereas most of the region in field space, for
Φ > µ, corresponds to a Φ4 potential which is highly disfavored by the Planck data. By
adding on top of this Higgs-like potential a steep potential V ∼ α(eλ(Φ−Φ0) + eλ(−Φ−Φ0)),
with Φ0 ≤ µ, similarly to the example discussed in Section 4, the scalar field is forced to stay
within the field region |Φ| < Φ0 < µ most of the time, whereas in the short initial times when
it goes outside this region it cannot inflate, improving therefore the initial value problems for
inflation. Lastly, it would be interesting to investigate the effect of the climbing dynamics on
the chaotic BKL behavior [17] in general relativity.
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Figure 2: Hill-top inflationary potential V1(Φ) =
(
1− Φ200
)2
(blue), abrupt potential as in
Section 4 V2 = e
Φ−14 + e−Φ−14 (red) and their sum V3(Φ) = V1(Φ) + V2(Φ) (brown). The
large field values are inaccessible, the scalar is forced to move within the two abrupt walls
where inflation takes place.
independent equations, two Einstein equations and one corresponding to the scalar field Φ.
In order to get all the equations it is necessary to introduce a lapse function B:
ds2 = −e2B(t)dt2 + e2A(t)
d∑
i=1
(dxi)2 (184)
Then taking the variation of the action with respect to A(t), B(t) and Φ(t) yield the three
equations of motion. At the end we shall impose the condition
B = 0 (185)
For the metric tensor in eq. (184) one obtains the following expressions for the Riemann
tensor Rµνρσ, Ricci tensor Rµν and curvature scalar R:
R00 = −d(A¨+ A˙2 − A˙B˙) Rij = e2A−2B(A¨+ dA˙2 − A˙B˙)δij (186)
R0i0j = −e2A(A¨+ A˙2 − A˙B˙)δij Rijkl = e4A−2BA˙2(δikδjl − δilδjk) (187)
R = e−2B(2dA¨+ d(d+ 1)A˙2 − 2dA˙B˙) (188)
where the indices i, j, k, l = 1, ..., d.
It is useful to define the following combinations of coefficients
c1 = 4α1d+ α2(d+ 1) + 4α3 ,
c2 = α1d(d+ 1) + α2d+ 2α3 .
(189)
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Making use of the equations above one can easily show that the actions S1 and S2 can be
rewritten as
S1 =
1
2
∫
dd+1x edA−3B−qΦd
[
c1A¨
2 + 4c2A¨A˙
2 + (d+ 1)c2A˙
4 + c1(A˙
2B˙2 − 2A˙B˙A¨)− 4c2A˙3B˙
]
,
(190)
S2 =
1
2
∫
dd+1xedA−3B−qΦ
{[
2dA¨+ d(d+ 1)A˙2 − 2dA˙B˙
]
×
[
−β1Φ˙2 − β6(Φ¨ + dA˙Φ˙− B˙Φ˙)
]
+ d(A¨+ A˙2 − A˙B˙)×
[
−β2Φ˙2 − β7(Φ¨ + B˙Φ˙)
]
+ d(A¨+ dA˙2 − A˙B˙)β7A˙Φ˙ + β3Φ˙4
+(Φ¨ + dA˙Φ˙− B˙Φ˙)×
[
β4(Φ¨ + dA˙Φ˙− B˙Φ˙) + β5Φ˙2
]}
(191)
By taking the variation the variation of the action S1 + S2 with respect to A(t), B(t) and
Φ and demanding the absence of derivatives higher than two in the equations of motion one
arrives at the following conditions
c2 = 0 (192)
2β1 + β2 = 0 (193)
β4 = β6 = β7 = 0 (194)
Notice that the condition c2 = 0 is satisfied by the Gauss-Bonnet term, that is for the
following choice of parameters
α1 = η α2 = −4η α3 = η (195)
with η a real arbitrary parameter. In fact, this is the unique combination (up to an overall
normalization η) which does not contain higher derivatives in the equation of motion (see
[32]). It does not follow from our calculation due to the fact that we consider pure time
dependent solutions with SO(d) symmetry. Imposing the conditions of absence of higher
derivative terms leads one to consider the following action
S =
1
2
∫
dd+1x
√−ge−qΦ
[
η
(
R2 − 4RµνRµν +RµνρσRµνρσ
)
− 2β1Gµν∇µΦ∇νΦ + β3(∇Φ)4 + β5(∇Φ)2Φ
]
(196)
Explicitly, in terms of A(t), B(t) and Φ(t) one has
S1 =
1
2
∫
dd+1xedA−3B−qΦ d(d− 1)(d− 2)η
[
4A¨A˙2 + (d+ 1)A˙4 − 4A˙3B˙
]
(197)
S2 =
1
2
∫
dd+1xedA−3B−qΦ
[
−d(d− 1)β1A˙2 + β3Φ˙2 + β5(Φ¨ + dA˙Φ˙− B˙Φ˙)
]
Φ˙2 (198)
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The equations of motion, after putting B = 0, are then found to be:
δBS =
1
2
edA−qΦ
{
d(d− 1)(d− 2)η[(d− 3)A˙4 − 4qA˙3Φ˙] + 3d(d− 1)β1A˙2Φ˙2
− (3β3 + qβ5)Φ˙4 − 2dβ5A˙Φ˙3
}
(199)
δAS =
1
2
edA−qΦ
{
d(d− 1)(d− 2)η
[
4(d− 3)A˙2A¨+ d(d− 3)A˙4 + 4q2A˙2Φ˙2 − 4q(d− 1)A˙3Φ˙
− 8qA˙A¨Φ˙− 4qA˙2Φ¨
]
+ d
[
d(d− 1)β1A˙2Φ˙2 − 2q(d− 1)β1A˙Φ˙3 + (β3 + qβ5)Φ˙4 − 2β5Φ˙2Φ¨
+ 2(d− 1)β1A¨Φ˙2 + 8(d− 1)β1A˙Φ˙Φ¨
]}
(200)
δΦS =
1
2
edA−qΦ
{
− q(d− 1)(d− 2)η
[
4dA˙2A¨+ d(d+ 1)A˙4
]
− 2dβ5A¨Φ˙2
− d[(d− 1)qβ1 + 2dβ5]A˙2Φ˙2 + 2d(d− 1)β1A˙A¨Φ˙ + 2d2(d− 1)β1A˙3Φ˙
+ d(d− 1)β1A˙2Φ¨− 4dβ3A˙Φ˙3 − 4dβ5A˙Φ˙Φ¨ + q(3β3 + qβ5)Φ˙4 − 4(3β3 + qβ5)Φ˙2Φ¨
}
(201)
Finally, we demand that the corrections of order t−4 preserve the (asymptotic) solution
in eq. (96). This amounts to imposing that we must have
δAS = δBS = δΦS = 0 (202)
for the respective solutions. Plugging in A = 1d ln t and Φ = p ln t one can show that the
coefficients β1, β3, β5 and η have to satisfy the following conditions
β1 = 0 (203)
β3 =
(d− 2) [−3(d− 3) + 3q2dp2 + q(d+ 3)p]
12d(d− 1) η (204)
β5 =
(d− 2) [2(d− 3)− 3q2dp2 − q(5d+ 3)p] p
2d(d− 1)(qp+ 2) η (205)
We conclude that there is a unique (up to normalization) combination of terms of order t−4
preserving the asymptotic solution in eq. (96). Consider, for instance, the simple case of
q = 0, then the eqs. (203), (204), (205) simplify to
β1 = 0 β3 = −(d− 2)(d− 3)
4d(d− 1) η β5 =
(d− 2)(d− 3)p
2d(d− 1) η (206)
and the corresponding action preserving the asymptotic solutions in eq. (96) is given by
S =
1
2
∫
dd+1x
√−gη
{
R2 − 4RµνRµν +RµνρσRµνρσ
− (d− 2)(d− 3)
4d(d− 1)
[
(∇Φ)4 − 2
√
2(d− 1)
d
(∇Φ)2Φ
]}
(207)
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Finally, in the general case, for q arbitrary we have that the following action preserves the
solutions in eq. (96)
S =
1
2
∫
dd+1x
√−g η e−qΦ
{
R2 − 4RµνRµν +RµνρσRµνρσ
− (d− 2)
12d(d− 1)
{ [
3(d− 3)− 3q2dp2 − q(d+ 3)p] (∇Φ)4
− 6 [2(d− 3)− 3q2dp2 − q(5d+ 3)p] p
qp+ 2
(∇Φ)2Φ
}}
(208)
B String frame vs Einstein frame
In this appendix we present formulas for relating the parameters in the string frame to the
ones in the Einstein frame. We define the following action in the string frame
S =
∫
dd+1x
√
−g˜
[
e−2ϕ
(
R˜+ 4(∇˜ϕ)2
)
+ e−q˜ϕ
(
α˜1R˜
2 + α˜2R˜µνR˜
µν + α˜3R˜µνρσR˜
µνρσ
)
+ e−q˜ϕ
(
β˜1R˜(∇˜ϕ)2 + β˜2R˜µν∇˜µϕ∇˜νϕ+ β˜3(∇˜ϕ)4 + β˜4(˜ϕ)2 + β˜5(∇˜ϕ)2˜ϕ
+β˜6R˜˜ϕ+ β˜7R˜µν∇˜µ∇˜νϕ
)]
(209)
The transformation to the Einstein frame is defined by a Weyl rescaling of the metric tensor
g˜αβ = e
2ωgαβ (210)
with the scalar function ω given by
ω =
2
d− 1ϕ (211)
One further needs to do the following redefinition of the scalar field ϕ in order to obtain
a canonically normalized kinetic term for the field Φ:
ϕ =
√
d− 1
8
Φ (212)
Making use of the transformation rules of the Ricci scalar, Ricci tensor and Riemann tensor
under the Weyl rescaling in eq. (210)
R˜ = e−2ω
[
R− 2dω − d(d− 1)(∇ω)2] (213)
R˜µν = Rµν − (d− 1)∇µ∇νω − gµνω + (d− 1)∇µω∇νω − (d− 1)gµν(∇ω)2 (214)
R˜µνρσ = e
2ω
[
Rµνρσ + 2gσ[µ∇ν]∇ρω − 2gρ[µ∇ν]∇σω + 2∇[µωgν]σ∇ρω
−2∇[µωgν]ρ∇σω − 2gρ[µgν]σ(∇ω)2
]
(215)
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one can show that the resulting action in the Einstein frame is given by
SE =
∫
dd+1x
√−g
[(
R− 1
2
(∇Φ)2
)
+ e−qΦ
(
α1R
2 + α2RµνR
µν + α3RµνρσR
µνρσ
)
+ e−qΦ
(
β1R(∇Φ)2 + β2Rµν∇µΦ∇νΦ + β3(∇Φ)4 + β4(Φ)2 + β5(∇Φ)2Φ
+β6RΦ + β7Rµν∇µ∇νΦ)]
(216)
were the parameters in the Einstein frame {αi}i=1,2,3 and {βj}j=1,...,7 are related to the ones
in the string frame by
α1 = α˜1 α2 = α˜2 α3 = α˜3 (217)
β1 = −dα˜1 − α˜2 − 2
d− 1 α˜3 +
d− 1
8
(
β˜1 + 2β˜6
)
+
1
4
β˜7 (218)
β2 = −d− 3
2
α˜2 − 2d− 2
d− 1 α˜3 +
d− 1
8
β˜2 − d− 3
4(d− 1) β˜7 (219)
β3 =
(
d− 1
8
)2{
16
(
d
d− 1
)2
α˜1 + 2
[
q′2 + 4
2d− q′(d− 1)
d− 1
]
α˜2 (220)
+
16
(d− 1)2
[
1
2
q′2d+
2d− q′(2d− 1)
d− 1
]
α˜3 − 4 d
d− 1 β˜1 − q
′β˜2 + β˜3
+ 4β˜4 + 2β˜5 − 8 d
d− 1 β˜6 −
[
q′2 +
8d− 6q′(d− 1)
(d− 1)2
]
β˜7
}
β4 =
1
2(d− 1)
[
4d2α˜1 + d(d+ 1)α˜2 + 4(d+ 1)α˜3
]
+
d− 1
8
β˜4 − d
4
(
2β˜6 + β˜7
)
(221)
β5 =
(
d− 1
8
)3/2{
32
(
d
d− 1
)2
α˜1 +
[
−6q′ + 8 5d− 3
(d− 1)2
]
α˜2 +
16
(d− 1)2
[
6d− 5
d− 1 −
3
2
q′d
]
α˜3
− 4 d
d− 1 β˜1 +
d− 3
d− 1 β˜2 + 4β˜4 + β˜5 − 12
d
d− 1 β˜6 +
(
3q′ − 18
d− 1
)
β˜7
}
(222)
β6 =
√
d− 1
8
[
− 4
d− 1
(
2dα˜1 + α˜2
)
+ β˜6
]
(223)
β7 =
√
d− 1
8
(
−4α˜2 − 16
d− 1 α˜3 + β˜7
)
(224)
Finally the power of dilaton in the Einstein frame q is related to the one in the string frame
q˜ by the following relation
q =
(
d− 1
8
)1/2
q′ =
(
d− 1
8
)1/2(
q˜ − 2d− 3
d− 1
)
. (225)
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