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Abstract
The derivation of mean-field limits for quantum systems at zero temperature has attracted
many researchers in the last decades. Recent developments are the consideration of pair corre-
lations in the effective description, which lead to a much more precise description of both the
ground state properties and the dynamics of the Bose gas in the weak coupling limit. While
mean-field results typically allow a convergence result for the reduced density matrix only, one
gets norm convergence when considering the pair correlations proposed by Bogoliubov in his sem-
inal 1947 paper. In the present paper we consider an interacting Bose gas in the ground state
with slight perturbations. We consider the case where the volume of the gas—in units of the
support of the excitation—and the density of the gas tend to infinity simultaneously. We assume
that the coupling constant is such that the self-interaction of the fluctuations is of leading order,
which leads to a finite (non-zero) speed of sound in the gas. We show that the difference between
the N-body description and the Bogoliubov description is small in L2 as the density of the gas
tends to infinity. In this situation the ratio of the occupation number of the ground-state and
the excitation forming the fluctuations will influence the leading order of the dynamics of the
system. In this sense we show the validity of the Bogoliubov time evolution in a situation where
the temperature has an effect on the dynamics of the system.
1 Introduction
The effective description of Bose gases has been extensively discussed in the math and physics literature
[1, 5, 6, 9, 10, 11, 12, 13, 17, 18, 25, 26, 31, 32]. Most recent developments include the control of gases
of large volumes [7] and higher order corrections to the mean-field dynamics.
Typically the convergence of the many body system towards the effective descriptions is in terms
of reduced density matrices. However, considering pair-correlations in the gas it has been shown that
one gets L2 convergence in the weak coupling limit, i.e., the limit where the volume is kept fixed
and the density scales with the particle number N ∼ ρ while the coupling constant of the interaction
is N−1. The idea that pair correlations give a very good description of the ground state and time
evolution of the interacting Bose gas goes back to Bogoliubov [4].
The rigorous analysis of spectral low energy properties in terms of Bogoliubov theory for the
weakly interacting Bose gas [21, 22] has been initiated more recently. In [14, 23, 24, 34, 35], the next-
to-leading order contribution EBog in the ground state energy E0N = Ne
(0) +EBog + oN (1) has been
derived. Then, in [33], the complete Bogoliubov theory (of the low energy spectrum and low energy
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eigenfunctions) was derived for the homogenous gas on the torus, which was generalized in [15, 20],
and further generalized to a mean field large volume limit in [8]. Large volume means here that the
diameter of the support of the gas is large compared to the scattering length of the interaction. In
[3, 16, 19, 28, 29], Bogoliubov theory was derived also for the time-dependent problem.
In this paper we extend these results and show that the Bogoliubov approximation is also valid
for gases of large volumes.
Therefore we consider a Bose gas, e.g., on a torus, with local excitations. As in [7] we assume
that the initial wave function Ψ0N =
∏N
j=1 ϕ0(xj) where ϕ0 = ϕ
(ref)
0 + ǫ0 is the sum of a reference
state ϕ
(ref)
0 and local excitations ǫ0. Large volume Λ means that the volume of the full gas is large
compared to the volume of the support of the excitations. The density ρ of the gas is given by the
number of particles building the excitations, i.e., ‖ǫ0‖2 = Λ−1 and Λ = N/ρ. By this definition both
ρ and Λ are dimensionless.
So in contrast to the papers mentioned above we shall consider a system where both the density
and volume are large. At the same time we take a coupling constant for the interaction proportional
to ρ−1. So in our case the number of excited particles is of order ρ, which means—considering the
scaling of the coupling constant—that the interaction between the particles forming the excitation is
of order one per particle. This guarantees that there is a finite speed of sound when considering the
motion of the excitations (see [7] for a more detailed discussion).
Note that, if one understands ǫ0 to be the first excited state of the gas, our result can also be seen
as a step towards a regime with finite temperature. Still, the number of excitations compared to the
full number of particles goes to zero in our case, but with a rate which is much slower (ρ−1 = ΛN−1
compared to N−1).
As long as Λ ≪ ρ1/3 we can show convergence in L2-norm of the wave function Ψ describing the
microscopic system towards a wave function Ψ˜ where pair correlations are considered with explicit
bounds. We shall work in first quantization. The time evolution of Ψ˜ can be understood as a first
quantized version of the Bogoliubov time evolution; it is such that correlations of order higher than
two can not be formed under the time evolution.
We are interested in solutions of the N -particle Schro¨dinger equation
i~∂tΨ
t
N = HNΨ
t
N (1)
with symmetric Ψ0N we shall specify below and the Hamiltonian
HN = −
N∑
j=1
~
2∆j +
∑
1≤j<k≤N
ρ−1v(xj − xk) (2)
acting on the Hilbert space L2(R3N ). HN conserves symmetry, i.e., any symmetric function Ψ
0
N
evolves into a symmetric function ΨtN .
Assume that the initial wave function Ψ0N =
∏N
j=1 ϕ0(xj) where ϕ0 ∈ L2, and that the Hartree
equation
i~∂tϕt =
(
−~2∆+ N − 1
ρ
[
(v ∗ |ϕt|2)− µϕt
])
ϕt := h
H,ϕtϕt, (3)
where µϕt = 12
∫
(v ∗ |ϕt|2)|ϕt|2, has a solution. Then ϕt effectively describes the time evolution of the
Bose gas in a sense that can be expressed using the following projectors.
Definition 1.1. Let ϕ ∈ L2(R3).
(a) For any 1 ≤ j ≤ N the projectors pϕj : L2(R3N ) → L2(R3N ) and qϕj : L2(R3N ) → L2(R3N ) are
given by
pϕj ΨN = ϕ(xj)
∫
ϕ∗(xj)ΨN (x1, . . . , xN )d
3xj ∀ ΨN ∈ L2(R3N ) (4)
2
and qϕj = 1 − pϕj . We shall also use the bra-ket notation pϕj = |ϕ(xj)〉〈ϕ(xj)| and drop the
index ϕ whenever the wave function is the solution of the Hartree equation, i.e., pj = p
ϕt
j and
qj = 1− pj. Note that with ϕt also the pj and qj are time dependent.
(b) For any 0 ≤ k ≤ N we define the set
Ak := {(a1, a2, . . . , aN ) : ak ∈ {0, 1} ;
N∑
j=1
aj = k} (5)
and the orthogonal projector Pϕk acting on L
2(R3N ) as
Pϕk :=
(
q1 . . . qkpk+1 . . . pN
)
sym
:=
∑
a∈Ak
N∏
j=1
(
pϕj
)1−al(qϕj )al . (6)
For negative k and k > N we set Pϕk := 0.
The expectation value for any particle to be in the state ϕt given by the Hartree equation converges
to one in the limit N →∞, i.e., for all 1 ≤ j ≤ N
lim
N→∞
〈Ψt, pjΨt〉 = 1, lim
N→∞
〈Ψt, qjΨt〉 = 0.
In the present paper we want to go beyond the mean field description and compare the time
evolution of Ψ with the time evolution of Ψ˜ given by the Schro¨dinger euqation
i~∂tΨ˜
t
N = H˜Ψ˜
t
N (7)
with the Hamiltonian
H˜ = Hϕmf+
1
ρ
∑
i<j
[
piqjv(xi−xj)qipj+qipjv(xi−xj)piqj+pipjv(xi−xj)qiqj+qiqjv(xi−xj)pipj
]
, (8)
where
Hϕmf :=
N∑
k=1
hH,ϕk . (9)
Assuming that Ψ˜0 = Ψ0, in particular that Ψ˜0 has only pair correlations, it follows that Ψ˜t—although
its time evolution was subject to some interaction—does not have any correlations higher than two.
This is a direct consequence of the definition of the Hamiltonian H˜ . None of the terms in this
Hamiltonian can lead to a correlation of three or more pairs. For example the term q2q3v(x2−x3)p2p3
acting on a wave function where particle one and two and particle three and four are correlated gives
a state where particle two and three are in the state ϕ while one and four are correlated.
The central theorem of this paper states that the true wave function Ψ can be approximated by
Ψ˜ in L2 norm.
Theorem 1.2. Let T > 0, v ∈ L1(R3) ∩ L∞(R3) and Ψ0N = Ψ˜0N = ϕ⊗N0 . Assume that there is a
constant M <∞, uniform in Λ and ρ, such that the solution ϕt of the Hartree equation (3) satisfies
sup0≤t≤T ‖ϕt‖∞ < MΛ−1/2. Then there is a C(t) (uniform in Λ and ρ) such that
‖ΨtN − Ψ˜tN‖22 ≤ C(t)
(
Λ3
ρ
)1/2
. (10)
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Remark. (a) A more precise estimate is
‖ΨtN − Ψ˜tN‖2 ≤ 8DteDc2t
Λ2
ρ
+ 12(Dt)5/2c
3/2
2 e
Dc2t
Λ3/2
ρ1/2
+ 12DteDcjt
(
Λ
ρ
)j
(Dcjt)
j−1
(j − 1)! . (11)
where
D := 9 sup
0≤t≤T
~
−1(1 +M)2(‖v‖1 + ‖v‖2 + ‖v‖∞) , (12)
and the cj are some (increasing) sequence of constants (which can be inferred from (101). Recall
that by our definition above, ρ and Λ are dimensionless, thus also norms of the wave function
ϕt are dimensionless. Since space is dimensionless, all the norms of v have the dimension of an
energy, thus D has the dimension of an inverse time.
(b) In [7] it was shown that one can find a class of initial wave functions ϕ0 such that there is in
fact an M < ∞ uniform in Λ and ρ such that sup0≤t≤T ‖ϕt‖∞ < MΛ−1/2 (see Section 2.1 for
more details).
(c) The assumption Ψ0N = Ψ˜
0
N = ϕ
⊗N
0 can of course be relaxed, i.e., the result still holds if the
initial states have some small correlations. This can be done in a similar way as in [27].
Note that any wave function can be decomposed as
Ψ =
N∑
k=0
Pϕk ψ =
N∑
k=0
ϕ⊗(N−k) ⊗s χ(k), (13)
where ⊗s denotes the symmetric tensor product, and the k-particle wave functions χ(k) are chosen
orthogonal to ϕ (in each tensor component). We have thus decomposed ψ into a sum of wave functions
with exactly k particles outside the condensate. With the previous definition Pϕk =
(
q1 . . . qkpk+1 . . . pN
)
sym
,
we have
∣∣∣∣χ(k)∣∣∣∣ = ||Pϕk Ψ||, and thus∑Nk=0 ∣∣∣∣χ(k)∣∣∣∣2 =∑Nk=0 ||Pϕk Ψ||2 = ||Ψ||2. Written out explicitly,
we have
χ(k)(x1, . . . , xk) =
√(
N
k
) k∏
i=1
qi
∫ N∏
i=k+1
ϕ(xi)Ψ(x1, . . . , xN )dxk+1 . . . dxN . (14)
Let us next decompose a solution Ψ˜t to the equation i∂tΨ˜t = H˜Ψ˜ as in (13). Then one calculates
that the equation that χ˜
(k)
t satisfies is for all 0 ≤ k ≤ N given by
i∂tχ˜
(k)
t (x1, . . . , xk) =
k∑
i=1
(
hH,ϕti +
N − k
N
K
(1)
t (xi)
)
χ˜
(k)
t
+
1
2
√
(N − k + 2)(N − k + 1)
N
1√
k(k − 1)
∑
1≤i<j≤k
K
(2)
t (xi, xj)χ˜
(k−2)
t (x1, . . . , xk \ xi \ xj)
+
1
2
√
(N − k)(N − k − 1)
N
√
(k + 1)(k + 2)
∫
dx dy K
(2)
t (xy)χ˜
(k+2)
t (x1, . . . , xk, x, y), (15)
where
K
(1)
t : H → H, K(1)t = qtK˜(1)t qt with K˜(1)t (x, y) = Λϕt(x)v(x − y)ϕt(y), (16)
and
K
(2)
t ∈ H⊗2, K(2)t = qt ⊗ qtK˜(2)t with K˜(2)t (x, y) = Λv(x− y)ϕt(x)ϕt(y). (17)
In the equation for k = 0 the first and second line in (15) are understood to be zero, and so are for
k = 1 the second line, and for k = N − 1 and k = N the last line.
Since these equations describe the same evolution as 7, they also give an approximate description
of the behavior of the true state Ψ. Writing the equations as in (15) suggests that they can be
approximated by an evolution equation on Fock space, which we discuss in Section 2.2.
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2 Applications of the Theorem
2.1 The Speed of Sound in the Bose Gas
In [7] the mean-field limit for a gas of large volume is considered. The estimates therein are sufficiently
strong to be able to track the dynamics of a initially localized excitation in the Bose gas of large volume.
The conditions the initial wave function has to fulfill are
Condition 1.2 in [7]. The functions ϕ
(ref)
0 , ǫ0 ∈ C∞c have the following properties:
suppϕ
(ref)
0 ⊆ Λ, ‖ϕ(ref)0 ‖∞ ≤
∥∥∥∥ ̂|ϕ(ref)0 | ∥∥∥∥
1
≤ C, (18)
supp ǫ0 ⊂ B1/4Λ1/3 , ‖ǫ0‖∞ ≤
∥∥∥ |̂ǫ0| ∥∥∥
1
≤ C, ‖ǫ0‖2 ≤ C. (19)
Here B1/4Λ1/3 stands for a ball centered at the origin with radius 1/4Λ1/3. Note that
‖ϕ0‖2 = Λ1/2 ⇔ ‖Ψ0‖2 = 1. (20)
Furthermore, we assume that the density of the gas condensate is essentially constant in some large
region inside the container to which the gas is confined. Therefore, with the help of a family of cut-off
functions χr ∈ C2(R3), 0 < r < 1,
χr(x) =
{
0 for x ∈ BrΛ1/3
1 for x /∈ BΛ1/3
and ‖∇χr‖∞ ≤ CΛ−1/3, (21)
we require ∣∣∣ϕ(ref)0 (x)− 1 ∣∣∣ ≤ χ1/2(x). (22)
This will allow us to track the dynamics of the excitations with the properties (19) in that region.
Finally, we require some control of the kinetic energy of the initial reference wave function:
‖∇ϕ(ref)0 ‖∞ ≤ CΛ−
1
3 , ‖∇ϕ(ref)0 ‖2 ≤ CΛ
1
6 , ‖∆ϕ(ref)0 ‖2 ≤ CΛ−
1
6 . (23)
Under this condition it has been shown in Theorem 1.4 in [7] that there exists a time dependent
constant C(t) such that ∥∥∥ρ(micro)t − ρ(macro)t ∥∥∥ ≤ C(t)Λ3/2ρ1/2 , (24)
for all times t ≥ 0 provided Λ is sufficiently large. Here
ρ
(micro)
t := q
(ref)
t Trx2,...,xN
∣∣∣Λ1/2Ψt〉〈Λ1/2Ψt∣∣∣ q(ref)t (25)
is the reduced density of Λ1/2Ψt projected at the orthogonal complement of the reference state ϕ
ref ,
i.e., q
(ref)
t = 1− |ϕreft 〉〈ϕreft |, and
ρ
(macro)
t := |ǫt〉 〈ǫt| . (26)
Our Theorem 1.2 applies to this situation. It shows that, considering pair-correlation, one even
gets norm convergence for these systems. Furthermore, we are able to improve the error estimate. In
particular we are able to prove convergence of the reduced densities in situations where ρ ≫ Λ ≫ 1
compared to ρ≫ Λ3 ≫ 1 (see (24)).
Theorem 2.1. Let v ∈ C∞c (R3,R+0 ) be a repulsive potential (i.e., v(x) ≥ 0 for all x ∈ R3). Then
there exists for any j ∈ N a time dependent constant Cj(t) such that
Tr
∣∣∣ρ(micro)t − ρ(macro)t ∣∣∣ ≤ Cj(t)(Λ1/2ρ1/2 + Λj+1ρj
)
, (27)
for all times t ≥ 0, provided Λ is sufficiently large.
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2.2 Relation to the Bogoliubov Approximation
If we could disregard the combinatorial factors in front of the K
(1)
t and K
(2)
t , the system of equations
(15) could be nicely written as one equation for a vector in Fock space. Since the combinatorial
factors are approximately given by 1+ kN , we can indeed approximate them by 1. Before we state this
rigorously in Theorem 2.2 below, let us discuss these equations better.
Let us use the notation hH,ϕti for the Hartree operator (see (3)) acting on coordinate i and define
the vector χBogt =
(
χ
Bog,(0)
t , χ
Bog,(1)
t , χ
Bog,(2)
t , . . .
)
in Fock space. If its components satisfy the coupled
equations
i~∂tχ
Bog,(k)
t =
k∑
i=1
(
hH,ϕti +K
(1)
t (xi)
)
χ
Bog,(k)
t
+
1
2
1√
k(k − 1)
∑
1≤i<j≤k
K
(2)
t (xi, xj)χ
Bog,(k−2)
t (x1, . . . , xk \ xi \ xj)
+
1
2
√
(k + 1)(k + 2)
∫
dx dy K
(2)
t (x, y)χ
Bog,(k+2)
t (x1, . . . , xk, x, y), (28)
for all k ≥ 0, then χBogt satisfies
i~∂tχ
Bog
t = H
Bog
t χ
Bog
t (29)
with
HBogt =
∫
a†x
(
hH,ϕtx +K
(1)
t (x)
)
axdx+
1
2
∫ ∫ (
K
(2)
t (x, y)a
†
xa
†
y +K
(2)
t (x, y)axay
)
dx dy, (30)
where a†, a are bosonic creation/annihilation operators with the canonical commutation relations
(CCR)
[ax, a
†
y] = δxy, [a
†
x, a
†
y] = 0 = [ax, ay]. (31)
The Hamiltonian (30) is a quadratic operator on Fock space, and it is called the Bogoliubov
Hamiltonian. Note that there are two differences between the equations (15) and (28). One are the
combinatorial factors in front of the K
(1)
t and K
(2)
t terms, and the the other is that the the equations
for k ≥ N − 1 are different. While χ˜(k)t = 0 for all k > N , the χBog,(k)t do not have to vanish for
k > N . However, for k > N the norm of χ
Bog,(k)
t will be very small, since the norm of χ
Bog,(k)
t for
all k of order N is very small. Thus, the error terms coming from those two sources are small which
allows us to prove Theorem 2.2 below.
Note that the Bogoliubov equation (29) can be rewritten by introducing the reduced one-body
density matrix γt : H → H and pairing density αt : H → H, defined by
〈f, γtg〉 = 〈χBogt , a†(g)a(f)χBogt 〉, 〈f, αtg〉 = 〈χBogt , a(g)a(f)χBogt 〉, (32)
where
a†(f) =
∫
f(x)a†xdx, a(f) =
∫
f(x)axdx. (33)
Then a direct calculation shows that if χBogt solves the Bogoliubov equation (29) with Hamiltonian
(30), then γt and αt solve the closed system of equations
i~∂tγt =
[
hH,ϕt +K
(1)
t , γt
]
+K
(2)
t α
†
t − αt
(
K
(2)
t
)†
, (34)
i~∂tαt =
(
hH,ϕt +K
(1)
t
)
αt + αt
(
hH,ϕt +K
(1)
t
)T
+K
(2)
t +K
(2)
t γ
T
t + γtK
(2)
t , (35)
where γT : H → H is the operator with kernel γTt (x, y) = γt(y, x). Similar equations are discussed in
[2].
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Theorem 2.2. Let Ψ0 =
∑N
k=0 ϕ
⊗(N−k)
0 ⊗s χBog,(k)0 . Then under the same conditions as in Theo-
rem 1.2, we get for any j ∈ N the estimate∥∥∥∥Ψ˜t − N∑
k=0
ϕ
⊗(N−k)
t ⊗s χBog,(k)t
∥∥∥∥2
L2(R3N )
≤ D
[
eDc4t
Λ2
ρ2
(Dc4t)
4
4!
+ eDcjt
Λj+2
ρj−2
(Dcjt)
j−1
(j − 1)! + e
DtN−2
]
. (36)
Note that the error term for the norm difference of Ψ˜t and the Bogoliubov state is small if Λ/ρ
is small, i.e., it is much less restrictive than the main error term of order (Λ3/ρ)1/2 for the norm
difference between Ψt and Ψ˜t. By the triangle inequality, we arrive at a bound for the norm difference
of Ψt and the Bogoliubov state, i.e.,∥∥∥∥Ψt − N∑
k=0
ϕ
⊗(N−k)
t ⊗s χBog,(k)t
∥∥∥∥2
L2(R3N )
≤ C(t)
(
Λ3
ρ
)1/2
. (37)
Proof. Let us first note that∥∥∥∥Ψ˜t − N∑
k=0
ϕ
⊗(N−k)
t ⊗s χBog,(k)t
∥∥∥∥2
L2(R3N )
=
∥∥∥∥ N∑
k=0
ϕ
⊗(N−k)
t ⊗s
(
χ
Bog,(k)
t − χ˜(k)t
)∥∥∥∥2
L2(R3N )
=
N∑
k=0
∥∥χBog,(k)t − χ˜(k)t ∥∥2L2(R3k)
≤
∞∑
k=0
∥∥χBog,(k)t − χ˜(k)t ∥∥2L2(R3k)
= 2− 2Re
N∑
k=0
〈
χ
Bog,(k)
t , χ˜
(k)
t
〉
. (38)
A direct calculation as in [27, Proof of Lemma 2.9] yields
∂t
∞∑
k=0
∥∥χBog,(k)t − χ˜(k)t ∥∥2L2(R3k)
= 2~−1
N∑
k=1
Im
〈
χ
Bog,(k)
t − χ˜(k)t ,
(
1− N − k
N
)∫
dxK
(1)
t (x)
(
a†xaxχ˜t
)(k)〉
+ ~−1
N∑
k=2
Im
〈
χ
Bog,(k)
t − χ˜(k)t ,
(
1−
√
(N − k + 2)(N − k + 1)
N
)∫
dx
∫
dy K
(2)
t (x, y)
(
a†xa
†
yχ˜t
)(k)〉
+ ~−1
N−2∑
k=0
Im
〈
χ
Bog,(k)
t − χ˜(k)t ,
(
1−
√
(N − k)(N − k − 1)
N
)∫
dx
∫
dy K
(2)
t (x, y)
(
axayχ˜t
)(k)〉
+ ~−1
N∑
k=N−1
Im
〈∫
dx
∫
dy K
(2)
t (x, y)
(
axayχ˜
Bog
t
)(k)
, χ˜
(k)
t
〉
. (39)
The first three terms come from the difference in the combinatorial factors in the equations for χ˜
(k)
t
and χ
Bog,(k)
t , and the last term comes from the fact that χ
Bog,(k)
t can have non-zero k-particle sectors
for k > N . To estimates the first three terms, note that the combinatorial factors are all bounded by
k+1
N , and also K
(1)
t and K
(2)
t are bounded, more precisely,∥∥K(1)t ∥∥∞ ≤ Λ ||ϕt||2∞ ||v||1 ≤M ||v||1 , (40)
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and ∥∥K(2)t ∥∥H⊗2 ≤ Λ ||ϕt||2∞ ||v||2 ≤M ||v||2 . (41)
Then we can use∣∣∣∣∣∣∣∣∫ dxK(1)t (x)(a†xaxχt)(k)∣∣∣∣∣∣∣∣ ≤ k∥∥K(1)t ∥∥∞ ∣∣∣∣∣∣χ(k)∣∣∣∣∣∣ ≤M ||v||1 k ∣∣∣∣∣∣χ(k)∣∣∣∣∣∣ , (42)
∣∣∣∣∣∣∣∣∫ dx∫ dy K(2)t (x, y)(a†xa†yχ)(k)∣∣∣∣∣∣∣∣ ≤√k(k − 1)∥∥K(2)t ∥∥H⊗2 ∣∣∣∣∣∣χ(k−2)∣∣∣∣∣∣
≤M ||v||2
√
k(k − 1)
∣∣∣∣∣∣χ(k−2)∣∣∣∣∣∣ , (43)
and ∣∣∣∣∣∣∣∣∫ dx∫ dy K(2)t (x, y)(axayχ)(k)∣∣∣∣∣∣∣∣ ≤√(k + 1)(k + 2)∥∥K(2)t ∥∥H⊗2 ∣∣∣∣∣∣χ(k+2)∣∣∣∣∣∣
≤M ||v||2
√
(k + 1)(k + 2)
∣∣∣∣∣∣χ(k+2)∣∣∣∣∣∣ . (44)
Thus, the sum of the first three terms in (39) is bounded by
~
−1M
( ||v||1 + ||v||2 ) N∑
k=0
∥∥∥χBog,(k)t − χ˜(k)t ∥∥∥
(k2
N
∣∣∣∣∣∣χ˜(k)∣∣∣∣∣∣ + √k(k − 1)3
N
∣∣∣∣∣∣χ˜(k−2)∣∣∣∣∣∣ + √(k + 1)3(k + 2)
N
∣∣∣∣∣∣χ˜(k+2)∣∣∣∣∣∣ )
≤ 9~−1M( ||v||1 + ||v||2 ) N∑
k=0
∥∥∥χBog,(k)t − χ˜(k)t ∥∥∥2
+
1
4
~
−1M
( ||v||1 + ||v||2 ) N∑
k=0
11k4 + 13
N2
∣∣∣∣∣∣χ˜(k)∣∣∣∣∣∣2 (45)
where we used the inequality of the geometric and arithmetic mean and that
(k + 2)(k + 1)3 ≤ 11k4 + 13 (46)
in the last step. With Corollary 4.2 (note the definition (63)) it follows that
N∑
k=0
11k4 + 13
N2
∣∣∣∣∣∣χ˜(k)∣∣∣∣∣∣2 = N∑
k=0
11k4 + 13
N2
∣∣∣∣∣∣Pϕtk Ψ˜∣∣∣∣∣∣2
≤
(
11N2αN (n
4, Ψ˜t, ϕ
t) + 13N−2
)
≤ 11eDc4tρ−4 (Dc4t)
3
3!
+ 11eDcjt
Λj+2
ρj−2
(Dcjt)
j−1
(j − 1)! + 13N
−2. (47)
The fourth term in (39) can be estimated by
~
−1
N∑
k=N−1
M ||v||2 (k + 2)
∥∥∥χBog,(k+2)t ∥∥∥ ∥∥∥χ˜(k)∥∥∥ ≤ ~−1M ||v||2 (N + 2)∥∥∥χBogt ∥∥∥ N∑
k=N−1
∥∥∥χ˜(k)∥∥∥
≤ ~−1M ||v||2 (N + 2)αN (wj , Ψ˜t, ϕt) . (48)
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With Corollary 4.2 it follows that this is bounded by
3N~−1M ||v||2 eDcjt
(
Λ
ρ
)j
(Dcjt)
j−1
(j − 1)! = 3~
−1M ||v||2 eDcjt
Λj+2
ρj−2
(Dcjt)
j−1
(j − 1)! . (49)
Summarizing our estimates, we have found that for ρ > Λ > 1,
∂t
∞∑
k=0
∥∥χBog,(k)t − χ˜(k)t ∥∥2L2(R3k)
≤ D
∞∑
k=0
∥∥χBog,(k)t − χ˜(k)t ∥∥2L2(R3k) +D [eDc4tΛ2ρ2 (Dc4t)44! + eDcjtΛj+2ρj−2 (Dcjt)j−1(j − 1)! +N−2
]
(50)
with D given in (98). Applying Gronwall’s lemma proves (36).
3 Derivation of the Hartree equation
Before we prove Theorem 1.2 we shall first show that the Hartree equation describes the dynamics of
our system in good approximation. Following [30] we will show that the number of particles which
are not in the state ϕt, i.e., the number of “bad particles”, is small. Later we shall use the control on
the number of bad particles to prove the theorem, following the approach presented in [27] for a gas
of bounded volume. Note that the focus of this (and the next) section is to get a very strong result
for the control on the number of bad particles, e.g., stronger than the result in [7]. Only a sufficiently
strong result will make it possible to prove L2 convergence of Ψ to Ψ˜.
3.1 Counting the Bad Particles
We wish to control the number of bad particles in the condensate (i.e., the particles not in the state ϕt)
using the method presented in [30]. Following [30] we first define certain weighted operators in terms
of the projectors from Definition 1.1. We shall also give some general properties of these operators
before turning to the special case of deriving the Hartree equation in a large box in Section 3.2.
Definition 3.1. For any function f : {0, 1, . . . , N} → R+0 we define the operator f̂ϕ : L2(R3N ) →
L2(R3N ) as
f̂ϕ :=
N∑
j=0
f(j)Pϕj . (51)
We also define the shifted operators f̂ϕd : L
2(R3N )→ L2(R3N ) as
f̂ϕd :=
N−d∑
j=−d
f(j + d)Pϕj . (52)
Notation. Throughout the paper hats ·̂ shall only be used in the sense of Definition 3.1. The letter
n shall always be used for the function n(k) = k/N .
With Definition 1.1 and Definition 3.1 we arrive directly at the following lemma based on combi-
natorics of the pϕj and q
ϕ
j . The lemma was already proved, e.g., in [17], and we repeat a proof here
for the convenience of the reader.
Lemma 3.2.
(a) For any functions l,m : {0, 1, . . . , N} → R+0 we have that
l̂ϕm̂ϕ = l̂m
ϕ
= m̂ϕ l̂ϕ, m̂ϕpϕj = p
ϕ
j m̂
ϕ, m̂ϕPϕk = P
ϕ
k m̂
ϕ . (53)
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(b) Let n : {0, 1, . . . , N} → R+0 be given by n(k) = k/N . Then n̂ϕ (c.f. (51)) equals the relative
particle number operator of particles not in the state ϕ, i.e.,
n̂ϕ = N−1
N∑
j=1
qϕj . (54)
(c) For any m : {0, 1, . . . , N} → R+0 and any symmetric ΨN ∈ L2(R3N )
‖m̂ϕqϕ1ΨN‖2 = ‖m̂ϕ(n̂ϕ)1/2ΨN‖2 (55)
‖m̂ϕqϕ1 qϕ2ΨN‖2 ≤
N
N − 1‖m̂
ϕn̂ϕΨN‖2 . (56)
(d) For any function m : {0, 1, . . . , N} → R+0 , any function f : R6 → R and any j, k = 0, 1, 2 we
have
Qϕk f(x1, x2)Q
ϕ
j m̂
ϕ = Qϕk m̂
ϕ
j−kf(x1, x2)Q
ϕ
j , (57)
where Qϕ0 := p
ϕ
1 p
ϕ
2 , Q
ϕ
1 := p
ϕ
1 q
ϕ
2 + q
ϕ
1 p
ϕ
2 and Q
ϕ
2 := q
ϕ
1 q
ϕ
2 .
Proof. (a) follows immediately from Definition 1.1 and Definition 3.1, using that pj and qj are
orthogonal projectors.
(b) Note that ∪Nk=0Ak = {0, 1}N , so 1 =
∑N
k=0 P
ϕ
k . Using also (q
ϕ
k )
2 = qϕk and q
ϕ
k p
ϕ
k = 0 we get
N−1
N∑
k=1
qϕk = N
−1
N∑
k=1
qϕk
N∑
j=0
Pϕj = N
−1
N∑
j=0
N∑
k=1
qϕkP
ϕ
j = N
−1
N∑
j=0
jPϕj (58)
and (b) follows.
(c) Let 〈·, ·〉 be the scalar product on L2(R3N ). For (55) we can write using symmetry of ΨN
‖m̂ϕ(n̂ϕ)1/2ΨN‖2 = 〈ΨN , (m̂ϕ)2n̂ϕΨN〉 = N−1
N∑
k=1
〈ΨN , (m̂ϕ)2qϕkΨN〉
= 〈ΨN , (m̂ϕ)2qϕ1ΨN〉 = 〈ΨN , qϕ1 (m̂ϕ)2qϕ1ΨN 〉
= ‖m̂ϕqϕ1ΨN‖2 . (59)
Similarly we have for (56)
‖m̂ϕn̂ϕΨN‖2 = 〈ΨN , (m̂ϕ)2(n̂ϕ)2ΨN〉 = N−2
N∑
j,k=1
〈ΨN , (m̂ϕ)2qϕj qϕkΨN〉
=
N − 1
N
〈ΨN , (m̂ϕ)2qϕ1 qϕ2ΨN〉+N−1〈ΨN , (m̂ϕ)2qϕ1ΨN〉
=
N − 1
N
‖m̂ϕqϕ1 qϕ2ΨN‖+N−1‖m̂ϕqϕ1ΨN‖ (60)
and (c) follows.
(d) Using the definitions above we have
Qϕkf(x1, x2)Q
ϕ
j m̂ =
N∑
ℓ=0
m(ℓ)Qϕkf(x1, x2)Q
ϕ
j P
ϕ
ℓ . (61)
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The number of projectors qϕj in P
ϕ
ℓ Q
ϕ
j in the coordinates j = 3, . . . , N is equal to ℓ − j.
The pϕj and q
ϕ
j with j = 3, . . . , N commute with Q
ϕ
kf(x1, x2)Q
ϕ
j . Thus Q
ϕ
kf(x1, x2)Q
ϕ
j P
ϕ
ℓ =
Pϕℓ−j+kQ
ϕ
k f(x1, x2)Q
ϕ
j and
Qϕkf(x1, x2)Q
ϕ
j m̂
ϕ =
N∑
ℓ=0
m(ℓ)Pϕℓ−j+kQ
ϕ
k f(x1, x2)Q
ϕ
j
=
N+k−j∑
ℓ=k−j
m(ℓ+ j − k)Pϕℓ Qϕk f(x1, x2)Qϕj = m̂ϕj−kQϕkf(x1, x2)Qϕj . (62)
3.2 Estimating the Number of Bad Particles
As presented in [30] we wish to control the functional αN given by
αN (m,ΨN , ϕ) = 〈ΨN , m̂ϕΨN〉 (63)
for any weight m : {0, . . . , N} → [0, 1], Ψ ∈ L2(R3N ) and ϕ ∈ L2(R3).
As mentioned above we shall need comparably strong conditions on the “purity” of the initial
condensate to derive the Hartree equation for the large volume. This is encoded in the weights we
shall choose below (see Definition 4.1). For these weights convergence of the respective α is stronger
than convergence of the reduced density to |ϕ〉〈ϕ| in operator norm (see [30]).
To start with we shall now give some general statements and estimates for solutions of the
Schro¨dinger equation with Hamiltonian
H =
N∑
j=1
h0 + ρ−1
∑
j<k
v(xj − xk) (64)
and the respective nonlinear wave equation
i~∂tϕt = h
0ϕt +
N − 1
ρ
[
(v ∗ |ϕt|2)− µϕt
]
ϕt. (65)
We shall prove the theorem using Gronwall’s lemma. For that, we estimate ∂tαN (m,Ψ
t
N , ϕt) in terms
of αN (m,Ψ
t
N , ϕt).
To shorten notation we use the following definitions:
Definition 3.3. Let
Wj,k := Λ(N − 1)
(
v(xj − xk)− (v ∗ |ϕ|2)(xj)− (v ∗ |ϕ|2)(xk) + 2µϕ
)
. (66)
We define the functionals γa,b,cN as
γaN (m,ΨN , ϕ) := 2~
−1Im〈ΨN , (m̂ϕ − m̂ϕ−1)p1q2W1,2p1p2ΨN 〉, (67)
γbN (m,ΨN , ϕ) := ~
−1Im〈ΨN , (m̂ϕ − m̂ϕ−2)q1q2W1,2p1p2ΨN〉, (68)
γcN (m,ΨN , ϕ) := 2~
−1Im〈ΨN , (m̂ϕ − m̂ϕ−1)q1q2W1,2p1q2ΨN〉. (69)
The γa,b,cN were defined in such a way that for any solution of the Schro¨dinger equation Ψ
t
N and any
solution ϕt of the Hartree equation (3). ∂tαN (m,Ψ
t
N , ϕt) = γ
a
N (Ψ
t
N , ϕt) + γ
b
N (Ψ
t
N , ϕt) + γ
c
N (Ψ
t
N , ϕt)
(see Lemma 3.4 below). It is left to show that the γa,b,cN (m,Ψ
t
N , ϕ
t) can be controlled by αN (m,Ψ
t
N , ϕ
t)
and small error terms (which is done in Lemma 3.5 and Corollary 4.2 below) to close the Gronwall
argument. The following lemma is a standard result, see, e.g., [30] or [27], and we repeat the proof
here for the convenience of the reader.
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Lemma 3.4. For any solution of the Schro¨dinger equation ΨtN , any solution Ψ˜
t
N of (7), any solution
of the Hartree equation ϕt and any weight m we have
∂tαN (m,Ψ
t
N , ϕt) = γ
a
N (m,Ψ
t
N , ϕt) + γ
b
N (m,Ψ
t
N , ϕt) + γ
c
N (m,Ψ
t
N , ϕt) (70)
and
∂tαN (m, Ψ˜
t
N , ϕt) = γ
a
N (Ψ˜
t
N , ϕt) + γ
b
N (Ψ˜
t
N , ϕt) . (71)
Proof. Recall the definition
Hϕtmf :=
N∑
k=1
hH,ϕtk (72)
for the sum of Hartree Hamiltonians in each particle. It follows that
d
dt
m̂ϕt = − i
~
[
Hϕtmf , m̂
ϕt
]
(73)
for any weight m : {0, . . . , N} → R. With (73) we get
∂tαN (m,Ψ
t
N , ϕt) = −
i
~
〈ΨtN , m̂ϕtHΨtN〉+
i
~
〈HΨtN , m̂ϕtΨtN 〉 −
i
~
〈ΨtN , [Hϕtmf , m̂ϕt ]ΨtN 〉
=
i
~
〈ΨtN , [H −Hϕtmf , m̂ϕt ]ΨtN 〉 . (74)
Using symmetry of ΨtN and selfadjointness of Wj,k it follows that
∂tαN (m,Ψ
t
N , ϕ
t) =
i
~
〈ΨtN ,
[
1
ρ
∑
j<k
v(xj − xk)− N − 1
ρ
N∑
j=1
(
v ∗ |ϕ|2)(xj), m̂ϕt]ΨtN〉
=
i
2~
〈ΨtN ,
[
W1,2, m̂
ϕt
]
ΨtN〉. (75)
Let us next establish a formula for the commutator. For any function f : R6 → R, any ϕ ∈ H and any
weight m : {0, . . . , N} → R we have that, using again the notation Qϕ0 := pϕ1 pϕ2 , Qϕ1 := pϕ1 qϕ2 + qϕ1 pϕ2
and Qϕ2 := q
ϕ
1 q
ϕ
2 (note that
∑2
k=0Q
ϕ
k = 1) from above, and Lemma 3.2 (d),
[
f(x1, x2), m̂
ϕ
]
=
2∑
k,j=0
(
Qϕk f(x1, x2)Q
ϕ
j m̂
ϕ − m̂ϕQϕk f(x1, x2)Qϕj
)
=
∑
k>j
(m̂ϕj−k − m̂ϕ)Qϕkf(x1, x2)Qϕj +
∑
k<j
Qϕkf(x1, x2)Q
ϕ
j (m̂
ϕ − m̂ϕk−j)
=
∑
k>j
(m̂ϕj−k − m̂ϕ)Qϕkf(x1, x2)Qϕj − h.c., (76)
where h.c. stands for the hermitian conjugate of the preceding term. Thus, for f(x1, x2) = W1,2, we
get from (75)
∂tαN (m,Ψ
t
N , ϕ
t) = ~−1
∑
k>j
Im〈ΨtN , (m̂ϕ
t − m̂ϕtj−k)QϕkW1,2Qϕj ΨtN〉. (77)
Now (70) follows using the symmetry of W1,2 and Ψ
t
N , i.e., Q
ϕ
1 = p
ϕ
1 q
ϕ
2 + q
ϕ
1 p
ϕ
2 can be replaced by
2pϕ1 q
ϕ
2 in the scalar product. Using the generator H˜ instead of H we get (71) with just the same
calculation, except that the γcN term does not appear since we did not include it in the definition of
H˜ .
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With Lemma 3.4, a good control of αN follows once we can control the different summands
appearing in the γN ’s in a suitable way. The following lemma has already been proven in a slightly
less general form in [7].
Lemma 3.5. Let m : {0, . . . , N} → R be monotone increasing and let l : {0, . . . , N} → R+0 be such
that for any k ∈ Z
m(k + 2)−m(k) ≤ l(k), m(k)−m(k − 2) ≤ l(k),
m(k + 1)−m(k) ≤ l(k), m(k)−m(k − 1) ≤ l(k). (78)
Then, for any ϕ ∈ L∞(R3) and any ΨN ∈ HN , we have
γaN (m,ΨN , ϕ) = 0, (79)
γbN (m,ΨN , ϕ) ≤ 2~−1ΛN‖ϕ‖2∞
(‖v‖1 + ‖v‖2)〈ΨN , l̂n̂ΨN〉+ ~−1‖v‖2Λ 〈ΨN , l̂ΨN 〉, (80)
γcN (m,ΨN , ϕ) ≤ 6~−1ΛN‖ϕ‖∞‖v‖2
(
〈ΨN , l̂n̂2ΨN 〉 〈ΨN , l̂n̂ΨN 〉
)1/2
. (81)
Before we prove the lemma, let us briefly discuss how to estimate the γa,b,cN . It is γ
a
N which is
physically the most important. Here the mean field cancels out most of the interaction. The central
point in the mean field argument is to observe that pϕ1 q
ϕ
2W1,2p
ϕ
1 p
ϕ
2 is small or even zero in our case.
For γbN we use the trick introduced in [30] to bring one of the two operators q
ϕ to the other side of the
interaction term, in order to gain the expectation value of l̂ n̂ which for suitable weight functions can
be estimated in terms of αN . Note that this trick works due to the symmetry of the wave function
and gives a small error in terms of the expectation value of l̂. For γcN the choice of the weights m
plays an important role. Note that we only have one projector pϕ here and ‖qϕ1 qϕ2W1,2pϕ1 qϕ2 ‖op can
not just be controlled by the L1-norm of v times Λ−1. On the other hand, we have altogether three
projectors qϕ in γcN . Assuming that the condensate is very clean (which is encoded in m̂
ϕ), these qϕ’s
make γcN small.
Proof. In the proof, we shall drop the index ϕt for ease of notation. Constants appearing in estimates
will generically be denoted by C. We shall not distinguish constants appearing in a sequence of
estimates, i.e., in X ≤ CY ≤ CZ the constants C may differ. Recall the definition
W1,2 := Λ(N − 1)
(
v(x1 − x2)−
(
v ∗ |ϕ|2)(x1)− (v ∗ |ϕ|2)(x2) + 2µϕ). (82)
Estimate for γaN . Using the bra-ket notation p
ϕ
1 = |ϕ(x1)〉〈ϕ(x1)| and writing ∗ for the convolu-
tion we find
pϕ1 v(x1 − x2)pϕ1 = |ϕt(x1)〉〈ϕt(x1)|v(x1 − x2)|ϕt(x1)〉〈ϕt(x1)| = pϕ1 (v ∗ |ϕt|2)(x2), (83)
so from the definition of W1,2 and from p
ϕ
2 q
ϕ
2 = 0 it follows that p
ϕ
1 q
ϕ
2W1,2p
ϕ
1 p
ϕ
2 = 0 and thus that
γaN = 0.
Estimate for γbN . We use first that q1q2w(x1)p1p2 = 0 for any function w. It follows with Lemma
3.2 (d) and monotonicity of m that
γbN (m,ΨN , ϕ) = ~
−1Λ(N − 1) Im〈ΨN , (m̂ϕ − m̂ϕ−2)qϕ1 qϕ2 v(x1 − x2)pϕ1 pϕ2ΨN 〉
= ~−1Λ(N − 1) Im〈ΨN , qϕ1 qϕ2 (m̂ϕ − m̂ϕ−2)1/2v(x1 − x2)(m̂ϕ2 − m̂ϕ)1/2pϕ1 pϕ2ΨN 〉. (84)
Before we estimate this term note that the operator norm of q1q2v(x1−x2) restricted to the subspace
of symmetric functions is much smaller than the operator norm on full L2(R3N ). This comes from
the fact that v(x1 − x2) is only nonzero in a small domain where x1 ≈ x2. A non-symmetric wave
function may be fully localized in that area, whereas for a symmetric wave function only a small part
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lies in that area. To get sufficiently good control of (84) we “symmetrize” (N−1)v(x1−x2), replacing
it by
∑N
j=2 v(x1 − xj). This leads to
(84) = ~−1Λ(N − 1)〈ΨN , q1q2(m̂− m̂−2)1/2v(x1 − x2)(m̂2 − m̂)1/2p1p2ΨN〉
= ~−1Λ
〈
ΨN , (m̂− m̂−2)1/2
N∑
j=2
q1qjv(x1 − xj)p1pj(m̂2 − m̂)1/2ΨN
〉
≤ ~−1Λ
∥∥∥(m̂− m̂−2)1/2q1ΨN∥∥∥
∥∥∥∥∥
N∑
j=2
qjv(x1 − xj)p1pj(m̂2 − m̂)1/2ΨN
∥∥∥∥∥ . (85)
For the first factor we have in view of Lemma 3.2 (c) that
‖(m̂− m̂−2)1/2q1ΨN‖2 = 〈ΨN (m̂− m̂−2)n̂ΨN 〉 . (86)
For the second factor of (85) we calculate∥∥∥∥∥
N∑
j=2
qjv(x1 − xj)p1pj(m̂2 − m̂)1/2ΨN
∥∥∥∥∥
2
=
N∑
j,k=2
j 6=k
〈(m̂2 − m̂)1/2ΨN , p1pjv(x1 − xj)qjqkv(x1 − xk)(m̂2 − m̂)1/2p1pkΨN 〉
+
N∑
k=2
‖qkv(x1 − xk)p1pk(m̂2 − m̂)1/2ΨN‖2 . (87)
Using symmetry the first summand in (87) is bounded by
N2
∣∣〈(m̂2 − m̂)1/2ΨN , p1p2q3v(x1 − x2)v(x1 − x3)p1q2p3(m̂2 − m̂)1/2ΨN 〉∣∣
≤ N2‖
√
|v(x1 − x2)|
√
|v(x1 − x3)|p1q2p3(m̂2 − m̂)1/2ΨN‖2
≤ N2‖
√
|v(x1 − x2)|p1‖4op ‖(m̂2 − m̂)1/2q2ΨN‖2
≤ N2‖ϕt‖4∞‖v‖21‖(m̂2 − m̂)1/2q2ΨN‖2
≤ N2‖ϕt‖4∞‖v‖21〈ΨN , (m̂2 − m̂)n̂ΨN〉 . (88)
The second summand in (87) can be controlled by
N〈(m̂2 − m̂)1/2ΨN , p1p2(v(x1 − x2))2p1p2(m̂2 − m̂)1/2ΨN 〉
≤ N‖p1(v(x1 − x2))2p1‖op ‖(m̂2 − m̂)1/2ΨN‖2
≤ N‖v‖22‖ϕt‖2∞ 〈ΨN (m̂2 − m̂)ΨN 〉 . (89)
Using
√
a+ b ≤ √a+
√
b it follows that√
(87) ≤ N‖ϕt‖2∞‖v‖1〈ΨN , (m̂2 − m̂)n̂ΨN 〉1/2 +
√
N‖v‖2‖ϕt‖∞ 〈ΨN (m̂2 − m̂)ΨN 〉1/2 . (90)
Since (84) ≤ ~−1Λ
√
(86)(87) (see (85)) we get that
(84) ≤ ~−1Λ〈ΨN (m̂− m̂−2)n̂ΨN〉1/2N‖ϕt‖2∞‖v‖1〈ΨN , (m̂2 − m̂)n̂ΨN〉1/2
+ ~−1Λ〈ΨN (m̂− m̂−2)n̂ΨN 〉1/2
√
N‖v‖2‖ϕt‖∞ 〈ΨN (m̂2 − m̂)ΨN〉1/2 (91)
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Using ab ≤ a2/2 + b2/2 and the assumptions on m, in particular that |m(k + 2)−m(k)| ≤ l(k) and
|m(k − 2)−m(k)| ≤ l(k), we get that
(84) ≤ ~−1ΛN‖ϕt‖2∞(‖v‖1 + ‖v‖2)〈ΨN l̂n̂ΨN 〉+ ~−1‖v‖2Λ〈ΨN l̂ΨN〉. (92)
Estimate for γcN . Using Lemma 3.2 (d) and Cauchy-Schwarz we get
γcN = 2~
−1Im〈ΨN , (m̂− m̂−1)1/2q1q2W1,2(m̂1 − m̂)1/2p1q2ΨN 〉
≤ 2~−1‖(m̂− m̂−1)1/2q1q2ΨN‖ ‖W1,2(m̂1 − m̂)1/2p1q2ΨN‖ . (93)
For both factors we use Lemma 3.2 (c) to get the bound
γcN ≤ 2~−1‖(m̂− m̂−1)1/2n̂ΨN‖ ‖W1,2p1‖op‖(m̂1 − m̂)1/2(n̂)1/2ΨN‖ . (94)
Note that by using the triangle inequality,
‖W1,2p1‖op ≤ ΛN‖v(x1 − x2)p1‖op + 2ΛN‖(v ∗ |ϕt|2)p1‖op ≤ 3ΛN‖ϕt‖∞‖v‖2 . (95)
Thus,
γcN ≤ 6~−1ΛN‖ϕt‖∞‖v‖2
(
〈ΨN , l̂n̂2ΨN〉 〈ΨN , l̂n̂ΨN 〉
)1/2
. (96)
4 Beyond the Mean-field Description
In this section we use the estimates established above for a suitable weight to prove Theorem 1.2 with
the help of Duhamel’s formula.
4.1 Choice of a Suitable Weight Function
Definition 4.1. We define the function w : {0, . . . , N} → R+0 given by
w(k) :=
{
(k + 1)/ρ, for k ≤ ρ,
1, else.
(97)
With this definitions we get
Corollary 4.2. Let
D := 4 sup
0≤t≤T
~
−1(1 +
√
Λ‖ϕt‖∞)2(‖v‖1 + ‖v‖2 + ‖v‖∞). (98)
Then, under the assumptions of Theorem 1.2, we have for all j ∈ N,
αN (w
j ,ΨtN , ϕt)
αN (w
j , Ψ˜tN , ϕt)
}
≤ eDcjt
(
Λ
ρ
)j
(Dcjt)
j−1
(j − 1)! , (99)
for some constant cj. Furthermore we get for any j, ℓ ∈ N the estimate
αN (n̂
ℓ,ΨtN , ϕt)
αN (n̂
ℓ, Ψ˜tN , ϕt)
}
≤ eDcℓtρ−ℓ (Dcℓt)
ℓ−1
(ℓ− 1)! + e
Dcjt
(
Λ
ρ
)j
(Dcjt)
j−1
(j − 1)! . (100)
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Proof. Choosing for any 1 ≤ j ≤ N the weight lj given by
lj(k) :=
{ cj
ρ w
j−1(k), for k ≤ ρ,
0, else,
(101)
it follows that for some appropriate cj ,∣∣wj(k + 2)− wj(k)∣∣ ≤ lj(k), ∣∣wj(k − 2)− wj(k)∣∣ ≤ lj(k),∣∣wj(k + 1)− wj(k)∣∣ ≤ lj(k), ∣∣wj(k − 1)− wj(k)∣∣ ≤ lj(k) . (102)
Note also that
k
N
lj(k) ≤ cj
N
wj(k),
k2
N2
lj(k) ≤ cj
NΛ
wj(k) . (103)
So we get using the estimates from Lemma 3.5 in (70) respectively (71) that
d
dt
αN (w
j ,ΨtN , ϕt) ≤ 2~−1ΛN‖ϕt‖2∞(‖v‖1 + ‖v‖2)〈ΨtN , l̂j n̂ΨtN〉+ ~−1‖v‖2Λ〈ΨtN , l̂jΨtN〉
+ 6~−1ΛN‖ϕt‖∞‖v‖2
(
〈ΨtN , l̂j n̂2ΨtN〉 〈ΨtN , l̂j n̂ΨtN〉
)1/2
≤ 2cj~−1Λ‖ϕt‖2∞(‖v‖1 + ‖v‖2)〈ΨtN , ŵjΨtN〉+ cj~−1‖v‖2
Λ
ρ
〈ΨtN , ŵj−1ΨtN〉
+ 6cj~
−1Λ1/2‖ϕt‖∞‖v‖2〈ΨtN , ŵjΨtN〉
≤ 3cj~−1(1 +
√
Λ‖ϕt‖∞)2(‖v‖1 + ‖v‖2)〈ΨtN , ŵjΨtN〉
+ cj~
−1‖v‖2Λ
ρ
〈ΨtN , ŵj−1ΨtN〉 , (104)
respectively
d
dt
αN (w
j , Ψ˜tN , ϕt) ≤ 2cj~−1Λ‖ϕt‖2∞(‖v‖1 + ‖v‖2)〈Ψ˜tN , ŵjΨ˜tN 〉+ cj~−1‖v‖2
Λ
ρ
〈Ψ˜tN , ŵj−1Ψ˜tN 〉 . (105)
In terms of the constant (98) we get
d
dt
αN (w
j ,ΨtN , ϕt) ≤ Dcj
(
αN (w
j ,ΨtN , ϕt) +
Λ
ρ
αN (w
j−1,ΨtN , ϕt)
)
, (106)
respectively
d
dt
αN (w
j , Ψ˜tN , ϕt) ≤ Dcj
(
αN (w
j , Ψ˜tN , ϕt) +
Λ
ρ
αN (w
j−1, Ψ˜tN , ϕt)
)
. (107)
Note that αN (w
j ,Ψ0N , ϕ0) = 0 = αN (w
j , Ψ˜0N , ϕ0) since Ψ
0
N =
∏
ϕ0. Similar as in the proof of
Gronwall’s lemma one can show that the αN (w
j ,ΨtN , ϕt) and αN (w
j , Ψ˜tN , ϕt) are bounded by any
functions βj(t) satisfying
d
dt
βj(t) ≥ Dcj
(
βj(t) +
Λ
ρ
βj−1(t)
)
(108)
with βj(0) ≥ 0 and β0(t) ≡ 0. Choosing βj(t) = eDcjt
(
Λ
ρ
)j
(Dcjt)
j−1
(j−1)! one gets
d
dt
βj(t) = Dcje
Dcjt
(
Λ
ρ
)j
(Dcjt)
j−1
(j − 1)! +Dcje
Dcjt
(
Λ
ρ
)j
(Dcjt)
j−2
(j − 2)!
= Dcjβj(t) + e
D(cj−cj−1)tDcj
Λ
ρ
βj−1(t) ≥ Dcj
(
βj(t) +
Λ
ρ
βj−1(t)
)
. (109)
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In particular, (108) is satisfied and we have found in βj(t) an upper bound for αN (w
j ,ΨtN , ϕt) and
αN (w
j , Ψ˜tN , ϕt), proving (99).
To get (100) note that for 0 ≤ k ≤ ρ and any ℓ ∈ N,(
k
N
)ℓ
≤ Λ−ℓwℓ(k), (110)
and for N ≥ k > ρ and any j, ℓ ∈ N, (
k
N
)ℓ
≤ 1 = wj(k). (111)
Thus, (
k
N
)ℓ
≤ Λ−ℓwℓ(k) + wj(k) , (112)
i.e., (99) implies (100).
4.2 Proof of the Theorems
Proof of Theorem 2.1. In [7] it is shown in equations (105)–(110) that
Tr
∣∣∣ρ(micro)t − ρ(macro)t ∣∣∣ ≤ C(t)2Λ + C(t)Λ1/2 + αN (n̂,ΨN , ϕt)C(t)2
+ 2
√
ΛαN (n̂,ΨN , ϕt)C(t) + ΛαN(n̂,ΨN , ϕt). (113)
Using (100) the theorem follows.
Proof of Theorem 1.2. Note first that ‖ΨtN − Ψ˜tN‖22 = 2Re〈ΨtN ,ΨtN − Ψ˜tN〉. Using (83) it follows that
pjWj,kpj = 0 for any j 6= k. Since
H =
N∑
j=1
hHj +
1
N(N − 1)
∑
j<k
Wj,k, (114)
we have
H − H˜ = 1
N(N − 1)
∑
j<k
(
qjqkWj,kqjqk+pjqkWj,kqjqk + qjqkWj,kpjqk + qjpkWj,kqjqk + qjqkWj,kqjpk
)
.
(115)
Using Duhamel we get
ΨtN − Ψ˜tN =
−i
~N(N − 1)
∫ t
0
dsU(t, s)
∑
j<k
(
qjqkWj,kqjqk+pjqkWj,kqjqk + qjqkWj,kpjqk
+qjpkWj,kqjqk + qjqkWj,kqjpk
)
Ψ˜sN . (116)
It follows using symmetry that∣∣〈ΨtN ,ΨtN − Ψ˜tN 〉∣∣ ≤ ~−1∣∣∣ ∫ t
0
〈ΨsN , (q1q2W1,2q1q2 + 2p1q2W1,2q1q2 + 2q1q2W1,2p1q2) Ψ˜sN 〉ds
∣∣∣
≤ ~−1
∫ t
0
(
‖W1,2‖∞‖q1q2ΨsN‖2‖q1q2Ψ˜sN‖2 + 2‖p1W1,2‖op‖‖q2ΨsN‖2‖q1q2Ψ˜sN‖2
+ 2‖p1W1,2‖op‖‖q1q2ΨsN‖2‖q2Ψ˜sN‖2
)
ds (117)
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Using Lemma 3.2 and Corollary 4.2, we find
∣∣〈ΨtN ,ΨtN − Ψ˜tN 〉∣∣ ≤ 4~−1‖v‖∞ΛN ∫ t
0
(
Dc2sΛ
−2eDc2s
(
Λ
ρ
)2
+ eDcjs
(
Λ
ρ
)j
(Dcjs)
j−1
(j − 1)!
)
ds
+ 6~−1‖v‖2ΛN
∫ t
0
‖ϕs‖∞
(
(Dc2s)
3/2Λ−3/2eDc2s
(
Λ
ρ
)3/2
+ eDcjs
(
Λ
ρ
)j
(Dcjs)
j−1
(j − 1)!
)
ds
≤
∫ t
0
(
4D2c2se
Dc2sΛ
2
ρ
+ 6D5/2(c2s)
3/2eDc2s
Λ3/2
ρ1/2
+ 6DeDcjs
(
Λ
ρ
)j
(Dcjs)
j−1
(j − 1)!
)
ds
≤ 4DteDc2tΛ
2
ρ
+ 6(Dt)5/2c
3/2
2 e
Dc2t
Λ3/2
ρ1/2
+ 6DteDcjt
(
Λ
ρ
)j
(Dcjt)
j−1
(j − 1)! . (118)
Using that the norm-difference is bounded by
√
2, we have that the bound in the theorem is trivial
for Λρ of order one or larger. In the other case the first summand is negligible compared to the second
and so is the third for sufficiently large j. It follows that there is a time dependent constant Ct such
that
‖ΨtN − Ψ˜tN‖22 ≤ Ct
Λ3/2
ρ1/2
. (119)
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