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Abstract
A novel lattice Boltzmann method (LBM) -based 3D computational fluid dynamics (CFD) technique has
been implemented on the graphics processing unit (GPU) for the purpose of simulating the indoor
environment in real-time . We study the time evolution of the turbulent air flow and temperature inside a test
chamber and in a simple model of a four-bed hospital room. The predicted results from LBM are compared
with traditional CFD-based large eddy simulations (LES). Reasonable agreement between LBM results and
LES method are observed with significantly faster computational times.
Keywords – Real-time; Lattice Boltzmann; Graphics processing unit; Computational fluid dynamics;
hospital room
1. Introduction
In the past few years, computational fluid dynamics (CFD) has been playing an increasingly important role in
the assessment of building design (Zhai, 2006). The information provided by CFD has been extensively
applied to all aspects and stages of building design. CFD can provide detailed information about outdoor
airflows around buildings as well as parameters in the indoor environment, such as air velocity, temperature
and contaminant concentrations. CFD has been used to analyse the thermal environment (Mariani and Silva,
2007), design of ventilation systems (Asfour and Gadi, 2007) and for evaluating indoor air quality (IAQ)
(Zhao and Guan, 2007). Furthermore, CFD methods have been used to study smoke dispersion in buildings
(Qin et al., 2009) and model environment specific parameters such as airborne pathogen transport (Noakes et
al., 2006) inside hospitals.
While these CFD studies yield valuable information that informs building design and operation, the
majority of models consider steady-state scenarios which are not able to capture the transient effects due
factors such as the movement of people, changes to heat sources or fluctuations present, particularly in
naturally ventilated systems. The major constraint in developing transient models is excessive computation
time (Jin et al., 2012); depending on the CFD model used the calculation time might extend from hours to
months (Zuo et al., 2010). Hence, CFD based models are limited in their ability to provide quick evaluation at
conceptual design stage, and in conducting risk assessments for situations such as smoke management in case
of building fire and the transmission of airborne infectious contaminant spreading in hospital wards.
Researchers (Béghein et al., 2005) have attempted using supercomputers or computer clusters to
accelerate the CFD simulation. Although this resulted in a significant reduction of the computation time, this
approach requires large, well-managed and expensive computing facilities (Zuo and Chen, 2010) . Such
facilities are seldom available to building designers and emergency management teams. Hence, in order to
simulate indoor air distributions with good physical accuracy and within an acceptable computing time, it is
essential to develop a method that is faster than conventional CFD while maintaining the accuracy of the
results. The most popular amongst the fast computational methods for predicting indoor air distributions,
faster than CFD, are multizone network models (Wang and Chen, 2007) and zonal models (Megri and
Haghighat, 2007) . These models can give a reasonable approximation of bulk parameters and the influence of
key parameters but are simplistic in their assumptions and hence suffer in terms of physical accuracy. For
example, multi-zone network models assume a uniform contaminant concentration and temperature
distribution inside each zone or room and thereby cannot provide insight into the variation of these quantities
present in a real room. Furthermore, these models are not easily adaptable and require special models and
zones to be incorporated for every new building configuration. CFD simulations can be coupled with
multizone (Wang and Chen, 2007) models to improve accuracy for specific zones of interest, but at the
expense of losing the advantage of fast computation time due to the CFD simulation’s long computing
time(Jin et al., 2012). More recently a fast fluid dynamics (FFD) method has been used to simulate indoor
environments in real-time (Zuo and Chen, 2009; Zuo et al., 2010). The FFD model was originally developed
for creating visually appealing fluid animations in the computer games industry (Stam, 1999) rather than
aiming for physical accuracy. The FFD model solves the Navier-Stokes equations (NSE) based on the
combination of the semi-Lagrangian and pressure projection method thereby sacrificing some accuracy (Zuo
and Chen, 2009). The FFD method significantly reduces computing effort but it is not as accurate as a CFD
model. It can capture the overall flow features of indoor air flows and provide much more detailed
information than the multizone and nodal models. The computing speed of the FFD model has been shown to
be about 50 times faster than that of the CFD (Zuo and Chen, 2009). Although more accurate than network
and zonal models, FFD still needs further improvements to be used as an engineering tool. Recent works by
(Jin et al., 2012) and (Zuo et al., 2010) have shown some promising outcomes.
In this work we explore the potential for using a non-traditional lattice Boltzmann method (LBM) (Chen
and Doolen, 1998) for indoor air flow simulation. We apply an interactive and real-time LBM CFD model
with an integrated visualisation tool developed in (Delbosc et al., 2014) to evaluate the suitability, accuracy
and usefulness of a 3D LBM based real-time, thermal and turbulent air flow solver running on a GPU
platform. The implementation of LBM on the GPU is not unique in the sense that traditional CFD based
methods could also be implemented on the GPU (Thibault and Senocak, 2009). But due to the local nature of
the LBM algorithm along with the absence of any non-local Poisson pressure loop lends itself to be easily
parallelisable compared to traditional CFD methodology on GPUs (Delbosc et al., 2014). Furthermore our
algorithm allows turbulent flow simulation and visualisation to be performed simultaneously with real-time
user interaction and computational steering on a single desktop computer (Delbosc et al., 2014). Results
obtained from our computations are compared with a traditional turbulent flow solver running on multi-core
central processing units (CPUs) based platform. This is initially carried out on a highly accurate lid-driven
cavity benchmark problem, followed by a comparison of the computational speed and accuracy of the LBM
method with traditional CFD method for a full-scale environment chamber. The study also demonstrates the
application of the method to evaluating transient thermal flows in hospital scenario.
2. The LBMMethod for Three Dimensional Thermal and Turbulent Flow
The LBM approach is a microscopically inspired method designed to solve macroscopic fluid dynamics
problems. It is at the interface between the microscopic (molecular) and macroscopic (continuum) worlds,
aiming to capture the best of both. The LBM originates from the lattice gas automata (LGA) method (Frisch et
al., 1986) and can be regarded as an explicit discretisation of the Boltzmann equation. The LBM has several
advantages over the Navier Stokes equations, such as its numerical stability and accuracy, the capacity to
efficiently handle complex geometries and the data-parallel nature of its algorithm. Thus the LBM is an
explicit numerical scheme with only local operations. It has the advantage of being easy to implement and is
especially well suited for massively parallel machines like graphics processing units (GPU) (Obrecht et al.,
2012). There are few disadvantages of the LBM in comparison to the traditional CFD based method. It is
currently limited to extremely low Mach number flows and the algorithm is memory intensive (Elhadidi and
Khalifa, 2013). LBM also uses more time steps due the explicit nature of the scheme with advection limited
step size (Elhadidi and Khalifa, 2013). Furthermore implementations of the boundary conditions in LBM are
nontrivial and sometimes complicated due to the fact that a single boundary condition (such as no-slip) on the
macroscopic scale could be formulated with many different types of microscopic formulation(Chen and
Doolen, 1998). LBM has been previously used by (Crouse et al., 2002; Zhang and Lin, 2010) to explore its
usefulness in the indoor environment simulation. Recent claims by (Elhadidi and Khalifa, 2013) of a
traditional CFD based coarse simulation using commercial software Fluent to perform faster than real-time
and more accurate than LBM method is questionable due to the usefulness of such a method in a real dynamic
scenario.
The LBM algorithm is based on threefold discretisation of the Boltzmann equation in phase space,
involving space, time and velocities. The movement and distributions of a fluid are described by particle
distribution functions residing at the sites of a regular grid or lattice of points which encompasses our entire
indoor environment i.e. a room for example. The particle distribution functions represent the probability of
particle presence with a given velocity at each lattice site. The macroscopic quantities of the fluid like the
density ȡ or the velocity v can be recovered from these distribution functions. The movement of the particle
population is restricted to a fixed set of directions ei defined on the links between neighbouring sites and given
for a three dimensional lattice D3Q19 (see Figure 1) by
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The LBM is composed of two fundamental steps. In every discrete time step, distribution functions are
first streamed along links from each site to their neighbouring sites (the streaming-step). Then the distribution
functions are relaxed towards a local equilibrium based on the new macroscopic quantities at the site (the
collision-step). While the streaming-step only depends on the lattice geometry, the collision-step encodes all
the physics of the model and the chosen relaxation scheme specifies the stability and the accuracy of the
method. Another important part of any LBM simulation is the implementation of the boundary conditions
which takes place before or after the collision-step. Boundary conditions can be implemented in various ways
in the LBM, but in principle, they define the unknown distribution functions at the boundary in order to
recover the desired macroscopic equations. Full details of this approach are set out in (Delbosc et al., 2014).
The D3Q19 Model
A common labelling for lattices used in LBM is DdQq; where d is the space dimension and q the number
of microscopic velocities. There are several possible nodes for 3D lattices, such as D3Q13, D3Q15, D3Q19,
D3Q27... The D3Q19 model, illustrated on Figure 1(a), was chosen because it has a minimum number of
velocities while maintaining good isotropy of the lattice.
(a) (b)
Fig. 1 Diagram of a single node in the (a) D3Q19 and (b) D3Q6 lattice respectively
The simulation of the velocity field is carried out on such a D3Q19 lattice; the complex collision operator is
approximated by using the standard Bhatnagar-Gross-Krook (BGK) scheme (Bhatnagar et al., 1954) which
states that the distribution functions f ={ fi }, iࣅ^`LVFORVHWRDORFDOHTXLOLEULXPf(eq) ={ fi(eq) }, iࣅ^
1,. . ., 18} and relaxes toward this equilibrium with some characteristic time Ĳ. The evolution of the
distribution functions using the BGK collision is described by the following equation:
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where c='x/'t is the lattice speed, and 'x and 't are the lattice spacing and time increment, respectively. The
fluid density ȡ and velocity u are determined from the zero and the first moments of the distribution functions
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The local equilibrium distribution functions are computed from the new density ȡ and velocity u (obtained
after the streaming step) by using the following formula:
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where wi is a weight coefficient depending on the magnitude of ei, w0=1/3, w1,...,6=1/18, w7,...,18=1/36. It can be
shown through Chapman-Enskog expansion (Chapman et al., 1960) that the NSE can be recovered from the
lattice BGK model with an error proportional to O(Ma
3
), whereMa=u/cs is the Mach number of the system:
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Here p=c
2
sȡ is the pressure, cs = c¥3 is the speed of sound and the kinematic viscosity Ȟ is related to the
relaxation time Ĳ by    tx '' /6/12 2WQ .
Modelling temperature through a coupled model
In order to simulate the temperature, a coupled model (Guo et al., 2002) is used. In this model, the
velocity and density are solved as usual using a D3Q19 lattice with a BGK collision operator and the
temperature is solved on a separate, smaller, D3Q6 lattice, as shown in Figure 1(b). When temperature is
added as a separate scalar or concentration field advected by the fluid and the buoyancy effects are taken into
account by adding a forcing term to the NSE, relative to the temperature differences, this is also known as the
Boussinesq approximation (Tritton, 1978). The six temperature distribution functions T = {Ti }, iࣅ^`
are streamed along D3Q6 velocities and relaxed using the corresponding BGK equation
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Here ĲT is the relaxation time for the temperature field, Ti is the corresponding distribution function along the
direction ei and Ti
(eq)
is the equilibrium distribution function given by
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The fluid temperature is computed from the temperature distribution functions:
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The thermal diffusivity D of the fluid is linked to the temperature relaxation time by    txD T '' /6/12 2W .
We can again recover (Guo et al., 2002), the following macroscopic temperature equation from the
temperature BGK equation
   .22 MaOTDT
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w
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In order to take account of the buoyancy effects the two lattice Boltzmann simulations are coupled via the
Boussinesq approximation (Tritton, 1978) as mentioned before. With this approximation, it is assumed that all
fluid properties (density, viscosity, thermal diffusivity) can be considered as constant except in the body force
term, where the fluid density ȡ is assumed to be a linear function of the temperature:
  ,1 00 TT  EUU where ȡ0 and T0 are respectively the average fluid density and temperature, and ȕ is the
coefficient of thermal expansion. With the Boussinesq approximation included, equations (4) and (5) become:
0,  u (10)
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In the LBM formulation, the Boussinesq forcing term FB=-gȕ(T-T0) is added to the right hand side of the
LBGK equation (1)
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Where Fi is computed using the following (Guo et al., 2002)
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and the macroscopic fluid velocity u is redefined as
.
2
1
¹¸
·
©¨
§ ' ¦ B
i
ii
t
f Feu U (14)
Inclusion of Turbulence Model
Airflow in indoor environments is generally turbulent (Srebric, 2010); hence our flow solver should take into
account the effect of turbulence. In order to simulate turbulent flows with LBM, it is necessary to resolve a
wide range of scales of fluid motion present in such flows. Resolving all the scales in a turbulent flow
simulation, including the smallest ones, would require a very fine lattice and very long computation time.
Instead, a Smagorinsky sub-grid/sub-lattice model similar to the traditional CFD based large eddy simulation
(LES) (Smagorinsky, 1963), can be used to simulate the effects of the unresolved sub-grid motion on the
resolved fluid motion. In the LBM formulation, the effect of the sub-grid is incorporated into local relaxation
WLPHĲS (Hou et al., 1996). This modified relaxation time is then used in the relaxation process, so each node of
the lattice relaxes at different rates. For a more detailed discussion about sub-grid modelling in LBM see (Hou
et al., 1996).
3. Performance of the LBMmodel
In order to assess the performance of the LBM program, two simplified models were considered, a standard
lid-driven 3D cavity benchmark and airflow in an empty room.
Driven Cavity Benchmark
A 3D cubic cavity of height L containing an incompressible viscous fluid is modelled; the geometry is shown
in Figure 2. The fluid flow is considered to be isothermal and laminar. It is primarily driven by the constant
translation of the top lid aligned with the x-axis. The boundary condition on the top-lid is: u(y=L) = (Ulid, 0, 0)
and the no-slip boundary conditions on the other walls are: u= (0, 0, 0). The popularity of this benchmark
comes from its ability to generate rich flow structure while maintaining a simplified geometrical shape and
boundary condition. Flow field in the lid-driven cavity has been studied extensively both experimentally
(Aidun et al., 1991) and numerically (Albensoeder and Kuhlmann, 2005; Ku et al., 1987).
Fig. 2 Schematic diagram of 3D lid-driven cavity benchmark
Results presented in Figure 3 compare the time-independent steady velocity profiles from the 3D LBM
simulation at a Reynolds number of 100 and 1000 with computational results published by (Ku et al., 1987)
and (Albensoeder and Kuhlmann, 2005) respectively. Our LBM results are clearly in good agreement with
the benchmark results, obtained through highly accurate spectral based CFD methodology, at both Reynolds
numbers. This gives confidence in the model to apply to more complex scenarios including those
representative of indoor environments.
Fig. 3 Velocity profiles along x-axis (Top plot) and along y-axis (Bottom plot) through the geometric centre
of the 3D lid-driven cavity in Figure 2. The Reynolds number (based on the cavity height L and lid velocity
Ulid ) of the flow are Re =100 (Left plot) and Re=1000 (Right plot) with grid resolution of 256
3
. The • sign
represent computational results of (Ku et al., 1987) (left plot) and (Albensoeder and Kuhlmann, 2005) (right
plot).
Parameter CFD (Physical units) LBM (Lattice Units)
Inlet velocity u0 0.48 (m/sec) 0.1
Inlet temperature Tin 22°C 7
Reference temperature T0 18.5°C 3.5
Wall temperature Twall 15°C 0
)OXLGGHQVLW\ȡ NJP3) 1.0
Prandtl number Pr 0.75 0.75
.LQHPDWLFYLVFRVLW\Ȟ î-5 (m2/sec) 1.049 ×10-06
Thermal diffusivity D 1.963 ×10
-05
(m
2
/sec) 1.40 ×10
-06
Room Height (H) 2.26 (m) 86
RoomWidth (W) 3.36 (m) 127
Room Length (L) 4.20 (m) 160
Inlet height (h) 0.23 (m) 9
Inlet width (w) 0.48 (m) 18
Reynolds number
Re=4(h× w)/2(h+w)
10200
Sub-grid Smagorinsky model
constant Cs
0.1 0.04
Turbulent Prandtl number Prt 0.85 0.85
Number of grid points 106×58×85 with inlet & outlet
refinement = 533918
160×86×127=1.7× 10
6
Uniform cubic.
Time step 0.01 sec 1
Table 1 Computational domain and simulation parameters of ANSYS CFD and LBM method used to
simulate the flow inside the test chamber in Figure 4.
Empty RoomModel
The second case considered an empty ventilated room and compared results from a commercial CFD
software ANSYS Fluent v13 (ANSYS, 2010) based LES simulation and our 3D LBM model running on the
GPU. The simulated room is based on a real 32 m
3
bioaerosol chamber (King et al., 2013) and the geometry
of the room is shown in Figure 4. Warm air is assumed to be supplied to the room through a high level wall
mounted inlet on one side, at a constant speed of u0 = 0.48 meters/seconds normal to the inlet (equivalent to
6 air changes per hour (ACH)) and temperature of Tin = 22 °C. On the other side of the room there is a low
level outlet with zero pressure boundary condition. The walls of the room are maintained at a temperature of
Twall = 15 °C. The Reynolds number of the room computed from the hydraulic diameter of the inlet was
10200 (see table 1).
The LBM simulation was performed on a regular mesh of 1.7 million nodes. The choice of the number of
nodes in LBM was found to be a good trade-off between speed and accuracy (Delbosc et al., 2014). The
speed at the inlet is 0.1 in lattice units and the viscosity is computed to match the non-dimensional Reynolds
number in the test chamber (Delbosc et al., 2014). Bounce back boundary condition was imposed on the
velocity distribution functions to realise no-slip velocity on the walls at the macroscopic scale (Chen and
Doolen, 1998). A fixed value was specified for the corresponding temperature distribution functions on the
walls. Inlet and outlet conditions were implemented using the Zou He boundary condition (Chen and
Doolen, 1998). No near wall treatment was implemented for the current LBM based LES simulation. To
compare the results of the LBM calculation we performed a large eddy simulation (LES) using ANSYS
Fluent v13 (ANSYS, 2010) based on the Navier-Stokes equations. This simulation was carried out on a mesh
composed of 534000 hexahedral cells and refined at the inlet and outlet surfaces. Boundary conditions on the
walls were no-slip for the velocity and a fixed value of 15°C for the temperature. At the inlet a fixed velocity
of 0.48 meters/second was imposed and the outlet was assigned a zero pressure condition. We have used the
Smagorinsky sub-grid model for turbulence modelling and the default wall functions for near wall treatment,
see ANSYS Fluent user manual (ANSYS, 2010). Simulation parameters for both models are set out in Table
1. In both the LES and LBM models, flow was simulated for a total of 460 seconds of physical time so that
the flow inside chamber becomes statistically steady. We then averaged all the flow variables over a further
100 seconds of computation to find their mean and enable a steady-state comparison. The LES results were
considered to be converged when the residuals of all the governing equations were less than 10
í
at every
time step. The LES CFD simulation was performed on a server with 16 CPU processor cores and each
physical second of simulation required 7 minutes of real computation time; total simulation time to generate
the results was therefore 65 hours. The LBM simulation on a single Tesla K40 (NVIDIA, 2013) GPU took
0.34 seconds to compute a physical second of simulation time.
Fig. 4 Ventilated test chamber geometry showing the locations of supply and extract vents along with the
position of the “poles” P1-P5 for velocity and temperature comparisons.
Figure 5 shows a comparison between the LES and LBM models during the initial transient phase of the
simulation of an isothermal turbulent airflow in the test chamber of Figure 4. The images show contours of
instantaneous velocity magnitudes at various times (0.5 to 5.5 seconds) on a plane throung the centerline of
the inlet. The inlet airflow is inclined at angle with the inlet centerline. Our LBM simulation shows
qualitatively similar behaviour to the LES simulation. The main difference is the appearance of the pressure
waves as shocks in the LBM velocity field during the initial phase of the simulation due to slightly
compressible formulation of the LBM algorithm (Chen and Doolen, 1998).
Fig. 5 Transient comparison of the isothermal normalised velocity magnitude _u_ of the inlet jet of the test
chamber shown in Figure 4. FLUENT simulation (Left plots)and LBM results(Right plots). From top to
bottom the images show snapshots at times 0.5,1.5, 2.5, 3.5, 4.5 and 5.5 seconds respectively.
Fig. 6 Steady-state comparison between LES (Left plots) and LBM simulation(Right plots) of the test
chamber (Figure 4). Contours of normalised mean velocity magnitude _u_ (Top plots) and mean temperature
1
0
1
0
1 10
0
T (Bottom plots) averaged over 100 seconds are shown across the plane through the centerline of the
chamber inlet.
Fig. 7 Comparison between LBM and LES simulation of the test chamber (Fig 3(b)). Mean velocity
magnitude (Left plots) and mean temperature (Right plots) profiles along the y-axis at positions P1 to P5
(Top to bottom) respectively.
Figure 6 shows the normalised contour plots of the time averaged velocity magnitude and temperature
respectively across a plane through the centreline of the chamber inlet. In both cases the contours show the
effect of buoyancy on the incoming air flow. The warm inlet jet rises and comes in contact with the cold
ceiling and drops towards the floor as it reaches the other end of the chamber. This creates a vertically
stratified flow pattern captured both by LES and LBM simulations. The boundary layer produced by LBM
simulation appears to be thicker than that produced by LES simulation. This difference could be due to the
absence of any near wall modelling in the current LBM implementation and also due to the type of
microscopic boundary used to realise the equivalent macroscopic no-slip boundary conditions (Chen and
Doolen, 1998). A detailed discussion on the various types of LBM boundary conditions and their limitations
are given in (Delbosc et al., 2014) and references therein. Figure 7 compares the profiles of the mean
velocity and temperature computed along the chamber height at five different positions designated as poles
P1–P5 inside the chamber (see Fig. 4). The position coordinates (in meters) of the poles P1-P5 on the floor
(x-z plane) of the chamber are (1.1, 0, 1), (1.1, 0, 2.36), (3.1, 0, 1), (3.1, 0, 2.36) and (2.1, 0, 1.68)
respectively. Our LBM results show similar trends to the LES model but differ numerically especially for
the temperature profiles near the top wall of the chamber. This discrepancy could be due to the absence of
any sub-grid forcing term due to temperature gradients (Delbosc et al., 2014), absence of near wall
modelling and also due to the choice of temperature microscopic boundary conditions. We are currently
working on the implementation of an improved LBM model to address some of these issues of our model.
Real-time Performance
In order to simulate fluid flow in real-time (or faster than real-time), the physical time between two
simulation-steps needs to be equal to (or bigger than) the time taken by the computer to simulate one time-
step. In order to compute the physical time corresponding to one simulation time-step, we need to convert the
“lattice-units” used in our program into “real-world units” (Delbosc et al., 2014). To do this, the physical
quantities are rescaled into dimensionless quantities through conversion factors: we will write Cphys=QCCLBM,
where Cphys is the physical quantity, QC is the conversion factor and CLBM is the dimensionless quantity used in
the LBM. If we consider length, time and speed in our simulation, only two of them can be independently
scaled using the conversion factors and the third one can be obtained from a combination of these two. We
can write the scaling of the length, time and speed as: xphys = Qx xLBM, tphys=Qt tLBM and uphys = Qu uLBM.. If we
assume length and speed to be independently scaled the scaling factor Qt for the time can be found fromQt =
Qx/Qu. The velocity conversion factor can be computed from the characteristic lattice velocity uLBM and the
characteristic physical velocity uphys. The lattice velocity uLBM should never exceed 0.2 due to stability
(Delbosc et al., 2014). In the case of the chamber (see Figure 4) the velocity conversion factor is based on the
inlet speed and it is given by Qu=uphys/uLBM=0.48 /0.1 =4.8 m/sec. The length conversion is factor is based on
the chamber width 3.36m and the number of nodes (127) along that direction, hence Qx=3.36m/127 =0.026m.
Finally the physical time between two time steps in our LBM simulation is calculated to be
't=Qt=Qx/Qu=0.0055 seconds. To compute the speed-up the physical time needs to be compared to the
computational time. The flow in the test chamber can be simulated at rate which is equivalent to the room
made of 1.7 million nodes being updated 540 times per second, so each time-step is computed in 1.85 × 10
í
seconds. Computing the ratio to the physical time shows that a speed-up of 2.97 is obtained. Thus, the air-flow
in this room can be simulated 2.97 times faster than the real flow.
(a)
(b)
Fig. 8 (a) Four bed hospital room layout with patients and healthcare worker (HCW). (b) Front view of the
LBM simulation of the ward. Where the color corresponds to temperature distribution in the ward. Red
corresponds to hot (37 °C) and blue cold (15 °C). The three images (top to bottom) in (b) corresponds to
three time-ordered snapshots at times 4, 10 and 20 seconds respectively of the evolving turbulent
temperature field.
4. Application to a Hospital Room
The LBM model was applied to a hypothetical four bed hospital room scenario to explore the potential
insights that can be derived from a real-time transient model. Figure 8(a) shows the geometry of this
scenario. The room is assumed to be ventilated via a supply inlet mounted on the left hand wall and air is
extracted by a similar vent on the opposite wall. Both the inlet and the extract vents are assumed to be simple
rectangular (0.48m x 0.23m) openings without any grills. The room (7.2m x 7.2m x 3m) contains patients
(1.0m x 0.3m x 0.3m) on four beds (1.8m x 0.6m x 0.75m) and a healthcare worker (HCW) of similar
dimensions as the patients positioned at the center of the room. The positions of the inlet and outlet vents are
on the lower left and higher right wall respectively. The inlet air temperature was fixed at 15 °C and the
patients and HCW were represented by heat sources with a fixed temparature of 37 °C similar to human
body temperature. All the walls including the floor, ceiling and beds of the ward are assumed to be thermally
insulated with zero air velocity conditions imposed on them. Figure 8(b) shows snapshots (volume render) of
the time dependent turbulent flow field inside the room. The images were rendered offline using Blender
(Blender, 2010) to add lighting and realism. The colours represent temperature field inside the ward (see
Figure 8(b)). The images in Figure 8(b) shows the complex interactions between the cold inlet airflow and
the thermal plumes of the patients and the HCW. Positions of the inlet, outlet and the HCW could be
interactively changed while the simulation is running, providing an unprecedented level of visual and
quantitative feedback into the effects of different ventilation strategy on thermal comfort and IAQ.
Furthermore it can also provide a quick and visual insight into the effects of ward design and user behaviour
on thermal comfort, IAQ and potentially airborne infection risk in a ward.
5. Discussions and Conclusions
A novel LBM based interactive real-time CFD technique with integrated visualisation method has been
implemented on the graphics processor unit (GPU). Simulations on an empty test chamber and a hypothetical
hospital room have shown the capability of the LBM method to reproduce realistic results which compare
well with traditional CFD-based methodology. The computational results were validated against mechanically
driven 3D cavities and a 32 m
3
ventilated test chamber. The results of these simulations are compared with
both benchmark results in the literature and simulations using standard LES approaches, showing reasonable
agreement and faster computational time. Adding a dynamic sub-grid model and implementing wall functions
in LBM which will be done in the future should capture the wall boundary layers more accurately. Since our
algorithm is mainly dominated by GPU memory bandwidth (Thibault and Senocak, 2009) adding more
computations will not degrade the real-time capability of our method. Furthermore implementation of non-
uniform lattice and extending the algorithm to multiple-GPU platform will enable real-time simulation of
indoor environments with complicated geometry and large domain sizes.
Experimental validation of LBM based methods exists in the literature for simple configurations (Ampofo,
2003; Zhang and Lin, 2010). But in a realistic environment where the flow field is transient and turbulent it is
difficult to obtain the data and often becomes less detailed and less reliable in terms of quality for validation.
We hope to perform a detailed chamber based experiments in the future for the purpose of validating our
computational results.
Our LBM-based method has the potential for accelerating the performance based design optimisation
procedure of building ventilation system during the design phase, as well as allowing real-time control and
prediction for building management systems. A potential field of application is real-time simulation of
airborne pollutant transport, for example in hospitals, enabling smart and intelligent response to the spread of
contaminants.
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