Abstract-In image segmentation, the shape knowledge of the object may be used to guide the segmentation process. From a training set of representative shapes, a statistical model can be constructed and used to constrain the segmentation results. The shape space is usually constructed with tools such such as principal component analysis (PCA). However the main assumption of PCA that shapes lie a linear space might not hold for real world shape sets. Thus manifold learning techniques have been developed, such as Laplacian Eigenmaps and Diffusion Maps. Recently a framework for image segmentation based on non linear shape modeling has been proposed; still some challenges remain, such as the so-called out-of-sample extension and the preimage problems. This paper presents such a framework relying on Diffusion Maps to encode the shape variations of the training set, and graph cut for the segmentation part. Finally, some segmentation results are shown on a medical imaging application.
I. INTRODUCTION
In many segmentation applications, the shape of the object to be segmented is known a priori, up to some variability. Image segmentation can benefit from the use of information regarding the shape or the gray levels of the object to be segmented, to increase robustness against noise and occlusions. The shape knowledge may be incorporated by first constructing a statistical shape model from training cases, and then constraining the segmentation results to be within the learned shape space. The shape space can be constructed with statistical analysis, e.g. with tools such as principal component analysis (PCA). The seminal work of Active Shape Models [1] , based on point distribution modeling (PDM), established much of the framework in this area. However, the parameterized representation of the PDM and manual positioning of landmarks drastically limits its usage on some applications. In many subsequent research works, a different, implicit representation of shapes, namely the signed distance map, has been used and exploited successfully, in particular in variational frameworks, be it the level sets [2] , [3] or the graph cuts [4] . The use of a statistical shape model often imposes an iterative process, which alternates between shape model registration (estimation of pose parameters) and graphcut based segmentation. For example, in [4] , the method consists in alternatively searching for the PCA, GMM and pose parameters using gradient descent (maximisation step) and segmenting by graph cut using the current shape from the PCA (estimation step), as in an EM framework.
A limitation of these approaches is that statistical analysis of the shape dataset is made via a PCA. Yet the main assumption of PCA is that shapes lie in a linear space and follow a multivariate Gaussian distribution, an hypothesis which might not hold for real world shape sets. Thus non linear or manifold learning techniques have been developed, among which MultiDimensional Scaling (MDS) [5] , Isomap [6] , Local Linear Embedding (LLE) [7] , Laplacian Eigenmaps [8] , and Diffusion Maps [9] .
In image analysis, these nonlinear methods have shown their potential in facial recognition, hyperspectral image classification, gait recognition, hand-written character recognition [10] and several medical imaging tasks such as segmentation and registration [11] . For the segmentation task, non linear shape statistics were first introduced with kernel PCA [12] , [13] and pursued in the following years with Laplacian Eigenmaps [14] and Diffusion Maps [15] , [16] . Etyngier et al. in particular were the first to introduce non-linear shape priors into a deformable model framework [15] . In their work, Diffusion Maps have been proven capable of representing the intrinsic non-linearity found in many datasets. Diffusion Maps are known to be robust to noise and computationally inexpensive [9] .
Inspired by [15] and [16] , we investigate the use of a nonlinear shape prior in a graph cut framework. In our paper, we model a category of shapes as a smooth finite-dimensional submanifold of the infinite-dimensional shapes space, termed the shape prior manifold, using a manifold learning techniques, the Diffusion Maps [9] , [17] , [18] , to approximate a mapping from the original shape space into a low-dimensional space. Advantageously this mapping is an isometry from the original shape space. We include the shape prior in the segmentation process, through a non-linear energy term designed to attract the shape towards its projection onto the manifold. Doing so requires to be able to project the segmentation result, i.e. a new shape (different from the training set) onto the manifold and, vice-versa, to extract the shape representation of any point in the manifold. This issues are known as the out-of-sample extension and the pre-image problem [19] , [20] , respectively; and like most of the manifold learning techniques, Diffusion Maps are not equipped with such capabilities.
The remainder of this document is organized as follows. Section II introduces the necessary background in manifold learning. Section III describes the method for this nonlinear shape-prior based segmentation framework. Results are reported in section IV, and conclusions in Section V.
II. LEARNING THE SHAPE PRIOR MANIFOLD
Manifold learning is the process of recovering the underlying low dimensional structure for data sets which lie on nonlinear manifolds in a high-dimensional space [21] . It is closely related to the notion of dimensionality reduction. If the original data lies in a subspace of R d , then manifold learning aims at finding coordinates for each point in a smaller m-dimensional
In our work, each data point is a shape, that is defined as a simple bounded, closed and non-intersecting surface. The shape is represented by its signed distance map to the contour [3] . The space of such shapes is denoted by S ⊂ R d (where d is the number of pixels of the shape binary image or distance map) and the shape prior manifold after the embedding is denoted X ⊂ R m . Figure 1 is an illustration of manifold learning framework.
In this section, we will review how to construct an embedded space using Diffusion Maps, and how to handle the out-of-sample and the pre-image problems.
A. Diffusion maps
The first step is to view the data points S = {s 1 , . . . , s N } as the nodes of symmetric graph in which any two nodes s i and s j are connected by an edge. The strength of this connection is measured by a non-negative weight w(s i , s j ) that reflects their similarity. A common weighting function is the Gaussian kernel:
with σ a parameter usually chosen so that it preserves at least one connection in each node. It is to be noted that this notion of similarity is completely application-driven. Following the classical construction of the normalized graph Laplacian, and thanks to the properties of the induced Markov Chain P , we can create a random walk on the data set by forming the following kernel of probabilities of transition in t time steps:
is the degree of node s i . In [8] , it is shown that when data is uniformly sampled from a low-dimensional manifold, the first largest eigenvectors of the matrix of transition of this Markov chain are the discrete approximation of the eigenfunctions of the Laplace-Baltrami operator on the manifold, thus making it possible to perform the following eigendecomposition:
where {λ i } are eigenvalues of P , and ψ l and φ l are the corresponding left and right eigenvectors.
Finally, unifying the notions from Markov chains and potential theory, the diffusion distance is defined as:
Let us retain only m terms, we can now construct the diffusion map:
The eigenvectors are thus used as the new coordinates for the data, in the reduced m-dimensional space. It is interesting to note that the scaling parameter σ of the Gaussian kernel and the number of random walks t allow the Diffusion Maps to act either as a local or a global method by trying to preserve the respective parameterization of the data at each scale, unlike many other manifold learning algorithms. Here we use t = 1. For a more algorithmic description of the framework, please refer to [18] .
B. Out-of-sample extension
The embedding is computed with the points of the training set, but does not allow to project points which are not part the training set, i.e. which are "out-of-sample". This case arises frequently; in particular, for our situation, the segmentation result will have to be projected in the reduced space, and as it does not belong to the original shape set, an out-of-sample approximation is needed.
Various solutions have been proposed for out-of-sample [9] , [22] . The Nyström extension, a method used to speed up kernel methods computations, is one of the most frequently used [19] . It is based on the assumption that the similarity measure used to compute the embedding may be expressed as a kernel function, which is the case of Diffusion Maps. The Nyström extension is based on the principle of convergence of eigenvectors and eigenvalues as the number of examples increases. In [19] , Bengio et al. show that for any point s * ∈ R d , the j-th coordinate of the mapped point x * ∈ R m can be approximated by [19] :
Thus, the new point s * is mapped as a weighted linear combination of the corresponding maps for the training points.
C. Pre-image problem
The pre-image of any pointx ∈ R m is a pointŝ ∈ R d in the original data space so that Ψ(ŝ) =x (i.e.ŝ = Ψ −1 (x)). This is an ill-posed problem [20] since such a pre-image might not exist; therefore, we settle for an approximate solution. Following [15] , we construct the pre-image based on the neighboring training samples and assume that the point falls into the convex-hull of training samples in the reduced space.
We compute a Delaunay triangulation in the reduced space and find the neighbors ofx as the m + 1 vertices of the mdimensional triangle to whichx belongs to. Next, we define the pre-image ofŝ as the weighted mean shape of its neighbors N = {s 0 , . . . , s m } so that:
with m i=0 θ i = 1 and θ i ≥ 0, ∀i = 0, . . . , m and the distance between shapes is defined as:
where H(s) is the Heaviside function [16] . The pre-image is thus computed as:ŝ
where the coefficients {θ i } are initialized as the barycentric coefficients ofŝ with respect to its neighbors and updated with gradient descent:
III. SEGMENTATION FRAMEWORK
The segmentation framework is an iterative process that consists of two stages applied consecutively. First, a segmentation step with the shape prior information embedded in a non-linear energy term designed to attract the shape towards its projection onto the manifold; followed by a shape prior update stage where the current estimate of the segmentation is taken into account to update the shape prior through a process of manifold traversal. The method is described in Figure 2 and detailed in Algorithm 1.
A. Segmentation with the shape prior
This phase incorporates the shape prior term into an image segmentation algorithm. As specified in the Introduction, variational approaches are flexible enough to allow to take into (ii) Find m +1 nearest neighbours of x * with Delaunay triangulation 8: (ii) Define new shape asŝ = 12: end for 13: return shape s * j account a shape prior. We thus use the Markov Random Fields framework with an energy minimization via Graph Cuts [23] . Let I denote the image to be segmented. The segmentation problem is formulated in terms of energy minimization; thus, we seek the labeling f with binary values O (object) or B (background) that minimizes the energy:
(4) where E smooth measures the extent to which f is not piecewise smooth, E data measures the disagreement between f and the observed data and E prior is the shape prior term. Let us now review the design of each term. As smoothness and data terms are standard choices and not our main focus we will simply describe them. We used a low-pass filtering on the image for E smooth :
(5) where I p and I q are the gray levels of pixels p and q, dist(p, q) the Euclidean distance between p and q, and σ n a constant usually related to the image noise. For the data-driven energy term E data , we use models of Gaussian, one for the object and one for the background.
Regarding the shape prior term, the shape priorŝ is first transformed into a probability atlas M [16] over all pixels p:
where γ f controls the spread of the influence of the prior; we propose to use different values for each one of the labellings f = {O, B}. Then, the prior energy term is defined as:
where T is an affine transform that aligns the shape prior modelŝ with the current segmentation estimate s * .
B. Update of the shape prior
In this stage, the current shape priorŝ based on the current estimation s * is updated so that the prior resembles the target. This traversal through the manifold consists also in two phases. First, the current estimation s * is embedded onto the feature space using the out-of-sample extension in order to obtain x * =Ψ(s * ). Then, the pre-image is computed from this point in order to get the new shape priorŝ = Ψ −1 (x * ). This process should provide a new shape that increasingly resembles our best guess while also compensating for its inaccuracies.
IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS
Organ segmentation in medical imaging is a field that can benefit from the use of shape prior [24] . In this paper, we use cardiac magnetic resonance images, where the aim is to segment the right ventricle (RV), a crescent shape object illustrated in Figure 3 . For each of these images, the manual segmentation has been drawn by an expert. The binary maps obtained from the manually drawn contours are transformed into signed distance maps. We have a total of n = 19 images from different patients and their associated distance maps of dimension d = 256 × 216 = 55296. All images are rigidly registered beforehand. n − 1 distance maps are used to construct the manifold. The remaining image is the one that will be segmented.
Before computing the embedding, one must fix the (reduced) dimension of the embedded space. In this paper, and as is commonly done, we fix it to the intrinsic dimension of the data. There are several ways to estimate the intrinsic dimension [21] . The maximum likelihood estimator (MLE), which exploits neighborhood information, is one common way to do so [25] . For our data, the intrinsic dimension has been found to be equal to 3.
For the manifold construction using Diffusion Maps, we employed the MATLAB Toolbox for Dimensionality Reduction [26] and we implemented the out-of-sample extensions and pre-image calculations as described in Sections II-B and II-C since they are not available in the toolbox for Diffusion Maps. The kernel parameter for the smoothness cost (Eq. 5), σ, is fixed to the mean distance between all points in the dataset. Other parameters of the method include the λ weighting in Eq. 4. In [18] , the segmentation framework is performed without any shape prior term during the first iterations of the algorithm since a robust alignment may not be possible. We propose a more dynamic approach by increasing the shape prior influence at each iteration: the value of λ is initialized at 1/8, updated with a 5% increase at each step and with a maximum value of 3/8, after which the weigths remain unchanged. We use the MATLAB Wrapper for Graph Cuts [27] , for optimizing Eq. 4 in an iterative manner as described previously. In an effort to foster research in manifold based shape prior segmentation, we make our implementation code available to the scientific community 1 .
A preliminary result is the embedding of the data, that is obtained from Diffusion Maps, illustrated in Figure 4 using the two first embedded coordinates. This gives us an idea of the main variability in the training set. One can note that the horizontal axis reports information regarding the thickness of the RV shape, whereas the vertical axis focuses on the bottom left tail of the shape, which is more or less sharp. Figure 5 shows a segmentation performed with graph cuts where no shape prior is used, which emphasizes the need for such a prior.
Regarding the whole shape prior based segmentation framework, the initialization of the segmentation can be performed from a manual rough segmentation or a random positioning of the mean shape. From this first estimate, seeds -some for the background and some for the object -are randomly picked out in order to extract the relevant information needed to build the Gaussian models for the data cost energy term; at the same time, the smoothness cost is built. The shape prior is initialized to the mean of the shape set and placed over the Figure 6 reports an example of a traversal in the manifold restricted to 2 dimensions, with the evolution of the shape of the segmentation result. Segmentation results are provided in Figure 7 , where the initial guess was manually and randomly placed; they are encouraging although room for improvement is left.
V. CONCLUSIONS
In this work we have shown the efficiency and the potential of an image segmentation framework with a nonlinear statistical shape prior, with some results obtained on a challenging image segmentation problem as a proof of concept. The use of a nonlinear shape prior requires the construction of a shape manifold and the design of specific tools to handle the outof-sample extension, and its corollary problem, the pre-image computation. In the future we plan to pursue our investigations by considering other manifold learning techniques. We used Diffusion Maps here but some other algorithms such as Laplacian Eigenmaps could be considered as well. In the same spirit, other algorithms for out-of-sample apart from Nyström extension exist and their influence on the segmentation could be fruitfully investigated. Another point of improvement concerns the manifold traversal and the constrain on the resulting shape, in this work regarded as a simple linear combination of its neighbors. 
