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Resumen y Abstract IX 
 
Resumen 
Esta investigación se propone para implementar una metodología que mejore la 
eficiencia de tiempo en la modelación de las red fracturas discretas (DFN) usadas en 
Donado (2009). Para lograr este objetivo principal, se propuso la teoría de percolación 
para redefinir la geometría de la red de conductiva reduciéndola y de esta manera 
minimizar el ancho de banda de la matriz de conductancia. Después de generar un 
algoritmo de percolación que se acomodara a nuestras necesidades y objetivos, se 
aplico esté a 100 DFN´s de Donado (2009). Con este algoritmo se encontraron redes de 
fracturas conductivas mucho mas reducidas que las originales, que al modelarlas no se 
apartaron del comportamiento real del fluido y que dan funciones objetivo parecidas o en 
algunas ocasiones mejores a las encontradas por Donado (2009). Estas modelaciones 
se realizaron un menor tiempo computacional gracias a que se redujo el ancho de banda 
de la matriz de conductancia. 
 
 
Palabras clave: redes de fracturas discretas DFN, TRANSIN, medio fracturado, 
teoría de percolación, conectividad, esqueleto de la red. 
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Abstract 
This research aims to implement a methodology to improve the efficiency of time on 
modeling of Discrete Fracture Networks (DFN) used in Donado´s (2009). To achieve this 
objective, percolation theory was proposed to redefine the geometry of the conductive 
network and thus reducing the bandwidth and minimize the conductance matrix. After 
generating a percolation algorithm that would fit our needs and goals, we applied this to 
100 of Donado´s DFN (2009). With this algorithm was found that conductive fracture 
networks are much smaller than the original, and once they were modeled its behavior 
did not turn away from the actual behavior of the fluid and give objective functions similar 
or sometimes better than those found by Donado (2009). Such modeling was performed 
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fj(x,t) Funciones de interpolación Ec. (1-4) 
fp(t) Función lineal por segmentos  Ec. (1-4) 
A Matriz de conductancia o rigidez  Ec. (1-5) 
D Matriz de almacenamiento   Ec. (1-5) 
b Vector de la recarga del área y de los parámetros límites  Ec. (1-5) 
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pc Parámetro de percolación en el umbral de percolación 
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N Número total de fallas en el sistema 
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Símbolo Término  Definición 
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α Condición de control del tipo de condición límite  Ec. (1-3) 
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 PERCOLACIÓN 





ξ Radio de rotación de un cluster 
ν Exponente de correlación, 4/3 para sistemas de bidimensionales y 0.875 para 
sistemas tridimensionales 
β Constante universal conocida, 5/36 para sistemas de bidimensionales y 0.41 para 
sistemas tridimensionales 
θi - θj Ángulo formado entre dos fracturas 
ρ  Densidad del objeto en el sistema 
σ2  Varianza de la longitud  
 CONECTIVIDAD 
α Coeficiente de proporcionalidad 
αC Término de densidad de falla en el umbral de percolación 
Δ Desviación estándar del parámetro de percolación en pc 
ξ Longitud de correlación 
ν Exponente de longitud de correlación 
γ Densidad de falla adimensional 
	  
Subíndices y Abreviaturas 
Subíndice Término Abreviatura Término 
0 Estado estable EPM Equivalent porous media 
* Información previa DFN Discrete Fracture Network 
c Concentración ML Método de maxima verosimilitud 
p Parametro PDF Función de densidad de probabilidad 
h Niveles SLD Densidad de escáner de línea 
i Iteración i actual   
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En Colombia se necesita explotar los recursos subterráneos, de una manera más 
racional, para no agotarlos o contaminarlos rápidamente. Para ello es necesario 
investigar y generar información para el aprovechamiento del subsuelo del territorio, dado 
que no solo es fuente de agua sino también de acumulación de hidrocarburos, minerales, 
carbones y recursos geotérmicos. En Colombia existen muy pocos estudios 
hidrogeológicos detallados de carácter regional, aproximadamente solo el 5.4% del 
territorio nacional. Sin embargo se conoce que el 36% del territorio es apto para 
explotación de recursos hídricos subterráneos (FAO, Food and Agriculture Organization, 
para América Latina y el Caribe, 2002).  
Como un ejemplo cercano, se tiene el caso de Bogotá que abastece de agua potable 
a su población únicamente con reservas de agua superficial. Actualmente la ciudad y 
algunos municipios cercanos tienen una capacidad segura de suministro de agua potable 
de 29 m3/s (POT – Plan de Ordenamiento Territorial), no obstante la demanda presenta 
incrementos importantes debidos al aumento de su población. Estas cifras muestran que 
actualmente el sistema de abastecimiento de la ciudad es vulnerable a cualquier 
situación de emergencia. Una alternativa para el abastecimiento de la ciudad es el agua 
subterránea, dado que se conoce de estudios hidrogeológicos que la Formación 
Guadalupe de la Sabana, que por ser un macizo fracturado de areniscas cuarzosas, 
friables, con una alta permeabilidad primaria y secundaria, tiene una alta capacidad de 
infiltración y almacenamiento de agua potable (DPAE, 2004). 
La redes de fracturas de un medio rocoso son muy importantes dado que son el 
almacenamiento natural de sustancias como petróleo, gas, agua, aceites, y reservas 
geotérmicas. De experimentos de campo y laboratorio de fracturas naturales se ha 
demostrado que el camino preferencial de estos flujos son las fracturas simples y las 
redes de fracturas (Neretnieks et al., 1982 y Neretnieks, 1993); pero se conoce que por el 
alto grado de heterogeneidad y de canalización debida a una amplia distribución de la 
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conductividad de las fracturas (Cacas et al., 1990), su modelación conceptual tiene 
dificultades. 
En estos modelos hidrogeológicos del medio fracturado no es fácil interpolar los datos 
entre puntos medios de las medidas locales de geometría y propiedades hidráulicas. 
Para resolver este problema de flujo, y pasar de un modelo conceptual a uno numérico, 
se encuentran en la literatura varios enfoques de modelación (e.g., Carrera, 1987 y 
Rocks fractures and Fluid Flow, 1996), que clasifican los modelos en: modelos continuos 
equivalentes (EPM, Equivalent porous media), modelos de redes de fracturas discretas 
(DFN, Discrete fracture network), y modelos hibridos o mixtos. Todos estos modelos se 
diferencian en la representación que hacen de la heterogeneidad del medio fracturado. 
Los modelos EPM asumen que el medio se puede aproximar como medio poroso, que 
simula la heterogeneidad del medio usando solo ciertas regiones cada una con 
propiedades uniformes que caracterizan comportamientos medios; se aplico por primera 
vez por  Neuman (1987) y Neuman y Depner (1988). Los modelos DFNs consideran que 
el flujo en la matriz rocosa es despreciable comparado con el flujo que fluye por la red de 
fracturas, siendo su principal dificultad definir la geometría de estas redes de fracturas; 
fue presentado por Neuman (1987, 1988). Los modelos mixtos tratan de explicar las 
fracturas dominantes y las no dominantes que se simulan junto con una matriz de roca 
como un medio poroso equivalente, tiene la ventaja de tener la simplicidad del modelo 
continuo y la precisión de los modelos de redes, pero presenta el problema de asignar 
valores a los parámetros del medio poroso; se ve una aplicación de estos en Gómez-
Hernández et al. (2000) y Carrera y Martínez-Landa (2000).  
En esta investigación el modelo a considerar es la red de fracturas discretas (DFN) 
donde se resuelve el flujo lineal con la modelación inversa. Para resolver esta ecuación 
de flujo y encontrar los parámetros que tiene esta, es necesario emplear métodos 
numéricos con ecuaciones de elementos finitos para hallar una solución analítica. En 
esta ecuación encontramos las matrices de conductancia o rigidez y de almacenamiento, 
que dependen de la forma de los elementos y de parámetros de flujo. El problema surge 
cuando se tienen grandes redes de fracturas a simular, dado que se generan grandes 
matrices de conductancia a resolver; que aumentaran considerablemente los tiempos 
computacionales para resolver esta ecuación.  
De la investigación de Donado (2009) se noto la necesidad de implementar una 
metodología para mejorar la eficiencia de obtención de resultados, proponiendo de esta 
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manera la inclusión de la teoría de percolación para redefinir la red de conductiva y de 
esta manera reducir el ancho de banda de la matriz de conductancia. Esta teoría 
describe propiedades relacionadas con la conectividad de un gran numero de objetos. 
Estos objetos tienen una extensión espacial, donde sus relaciones espaciales son 
pertinentes y estadísticamente prescritas. Esta teoría ha sido aplicada en el flujo de 
fluidos en medio porosos y fracturados, la gelatinización de polímeros, el flujo eléctrico en 
semiconductores, procesos de formación de estrellas, el tráfico en una gran ciudad, la 
formación de dendritas, la propagación de una enfermedad en una población y en 
general procesos que involucran sistemas aleatorios Sahimi (1995). Los primeros 
autores, entre otros, que estudiaron la teoría de percolación aplicada al flujo en medios 
porosos y fracturados fueron Chelidze (1982), Robinson (1983) y Wilke (1985). Existen 
análisis basados en aproximaciones puramente estadísticas (cadenas de Markov) que 
dan una idea de la características de la red de fracturas, donde los conceptos de la teoría 
de percolación han demostrado ser especialmente útiles (Berkowitz,1993). Dentro la 
teoría de percolación el concepto de más interés es el "backbone - columna vertebral", 
por medio del cual se obtendrán un conjunto de elementos del sistema a través del cual 
el fluido puede fluir.  
A partir de los datos Donado (2009): 100 redes de fracturas DFN, de distintas 
generaciones sintéticas,  agrupadas por 5 familias de fracturas, valores iniciales de 
parámetros de conductividad hidráulica y coeficiente de almacenamiento para todos los 
elementos contenidos en una red y para cada familia, resultados de las calibraciones de 
los parámetros K y SS por modelaciones inversas de estas redes, y valores de 
abatimientos en el pozo de bombeo y en tres pozos de observación; se plantea 
implementar un algoritmo que aplique la teoría de percolación para reducir el tamaño de 
100 redes de fracturas discretas y obtener de cada una solo la parta conductiva. Con 
esta redes reducidas se plantea hacer simulaciones inversas con el programa TRANSIN 
IV y calibrar de nuevo los parámetros de la conductividad hidráulica y el coeficiente de 
almacenamiento para cada familia de fracturas independientes (menos parámetros que 
sin aplicar la teoría), y obteniendo así nuevos datos de abatimientos simulados. A partir 
de estos nuevos datos se comprobara la similitud de resultados con y sin la teoría de 
percolación, pero con un menor tiempo computacional, que actualmente se realiza en 
términos de una semana por modelo. 
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Objetivo General 
Determinar la red conductiva efectiva del macizo rocoso fracturado del Batolito 
Granítico El Berrocal (sitio experimental) ubicado en Toledo, España, utilizando la teoría 
de la percolación, sobre las 100 redes de fracturas discretas (DFN) modeladas 
previamente por Donado (2009). 
Objetivos Específicos 
§ Hacer una revisión bibliográfica extensa de las investigaciones hechas sobre la 
aplicación de la teoría de percolación a redes de fracturas discretas.  
§ Programar una aplicación computacional para encontrar la red conductiva, usando la 
teoría de percolación. 
§ Calcular los parámetros de conductividad hidráulica y coeficiente de almacenamiento 
para las 100 redes de fracturas optimizadas por percolación mediante calibración de 
los 100 modelos de flujo redefinidos. 
Metodología 
La metodología usada en las pruebas realizadas en el Berrocal, en la tesis de Donado 
(2009), para interpretar las pruebas de bombeo fue la siguiente (ver Figura 1): 
§ Primero se genera una red de fracturas DFN, representadas por discos (estos 
representan geométricamente la orientación apertura de las fractura). Se agrupan 
conjuntos de fracturas como familias, definidas estas por criterios tectónicos. 
§ Luego de generadas las DFN, se adopta una aproximación estocástica. Cada red 
está compuesta por un número de fracturas cuya localización, tamaño y orientación 
son geométricamente definidas por distribuciones fractales o funciones de 
probabilidad. 
§ Se define la red conductiva como una malla de elementos 1D, que involucra todas las 
fracturas generadas, así no circule agua por ellas. 
§ Se calculan la conductividad hidráulica y el coeficiente de almacenamiento específico 
de cada elemento de la red como el producto de un valor individual y un parámetro 
común a discos de una misma familia, por medio de modelación inversa (calibración 
de las pruebas de bombeo realizadas). 
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A partir de los resultados obtenidos con la anterior metodología, se plantea en esta 
investigación reducir el número de parámetros hidráulicos a calibrar, reduciendo la red 
conductiva usando la teoría de percolación y reduciendo el ancho de banda de la matriz 
de conductancia (Ver Figura 2). 
Estructura de la Tesis 
En esta primera parte del documento se expone principalmente las motivaciones y los 
objetivos de esta investigación. Luego el primer capítulo describe el estado del arte sobre 
los modelos de fracturas discretas. En el segundo capítulo se expone la teoría de 
percolación y la conectividad, con su aplicación a los macizos rocosos. En el tercer 
capítulo se presenta el algoritmo de percolación usado en DFN, donde se describe como 
se hace extensible la metodología de la teoría de percolación, para encontrar la red 
conductiva de las 100 DFN  En el siguiente capítulo, cuarto, se presentan los resultados 
obtenidos con las nuevas DFN modificadas, incluye la interpretación de las pruebas 
hidráulicas y los análisis estadísticos de los parámetros hidráulicos. Y finalmente en los 
últimos capítulos se muestra las conclusiones y/o discusiones extraídas en este trabajo. 
Se acaba con las referencias bibliográficas consultadas y los anexos. 
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1 Redes de Fracturas Discretas 
En este capítulo se exponen de manera resumida los fundamentos teóricos de la 
modelación hidrogeológica de medios fracturados. Se realiza una revisión de los modelos 
numéricos que se emplean usualmente para simular formaciones fracturadas, 
destacándose de cada uno las ventajas y desventajas en relación con otros tipos de 
modelaciones. 
Luego se describen con un mayor detalle los modelos de redes de fracturas discretas, 
por ser el que se va utilizar en esta investigación y para poder comparar los resultados 
obtenidos con el trabajo realizado por Donado (2009). Se hace énfasis en los factores 
que se necesitan para el modelo conceptual: la geología del macizo fracturado, la escala 
de observación y el propósito para el cual se ha desarrollado el modelo. 
Finalmente se describe brevemente la modelación usada en DFN. 
1.1 Modelos Numéricos Usados en un Medio Fracturado 
Las redes de fracturas de un medio rocoso son importantes dado que son depósitos 
de almacenamiento de sustancias como petróleo, gas, agua, aceites, y de reservas 
geotérmicas. A partir de experimentos en campo y laboratorio en fracturas naturales se 
ha demostrado que los caminos preferenciales del flujo son las fracturas simples y las 
redes de fracturas (Neretnieks et al., 1982 y Neretnieks, 1993). Se sabe que el alto de 
grado de heterogeneidad y canalización se debe a una amplia distribución de la 
conductividad de la fractura, y que ésta gobierna el flujo de fluidos y el comportamiento 
del transporte (Cacas et al., 1990). 
Los modelos hidrogeológicos conceptuales en un medio rocoso fracturado, tienen la 
principal dificultad de representar e identificar las propiedades heterogéneas de la red de 
fracturas interconectas, sumando a esto el problema de cambio de escala, ver (Figura 
Capitulo 1 9 
 
1.1). Generalmente las medidas locales de geometría y propiedades hidráulicas del 
medio no son fáciles de interpolar entre los puntos medidos. 
Figura 1.1: Modelos conceptuales para describir el medio fracturado. (Dietrich, 2005)	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Para resolver la mayoría de los problemas de flujo en los sistemas fracturados, se 
tienen en la literatura varios enfoques de modelación. Estos modelos hidrogeológicos 
conceptuales del medio rocoso fracturado tienen la dificultad de representar las 
características heterogéneas de una red de fracturas interconectadas en un medio 
geológico muy complejo. Al extender un modelo conceptual en uno numérico es 
necesario conocer las diferentes clasificaciones de los tipos de modelación (e.g., Carrera, 
1987 y Rocks fractures and Fluid Flow, 1996). 
Los modelos hidrogeológicos en medios fracturados se clasifican en: 
§ Modelos continuos equivalentes (EPM, Equivalent porous media).  
§ Modelos de redes de fracturas discretas (DFN, Discrete fracture network) 
§ Modelos híbridos o mixtos  
Todos estos tipos de modelos se diferencian en la representación que hacen de la 
heterogeneidad en el medio fracturado. Los modelos continuos consideran que el medio 
se puede aproximar como un medio poroso y por lo tanto en igualdad de condiciones 
físicas a ellos. En esta aproximación se simula la heterogeneidad del medio usando solo 
ciertas regiones cada una con propiedades uniformes que caracterizan comportamientos 
medios. El concepto de modelo continuo, se aplicó por primera vez a rocas fracturadas 
por Neuman (1987) y Neuman y Depner (1988). 
En los modelos DFNs se considera que el flujo de agua en la matriz rocosa es 
despreciable comparado con el flujo que fluye por la red de fracturas. La principal 
dificultad de este tipo de modelo es definir adecuadamente la geometría de la red de 
fracturas. Un resumen de las primeras teorías y aplicaciones al mundo real fue 
presentado por Neuman (1987, 1988); enfoques teóricos y computacionales para el flujo 
en DFNs se describen en los libros de Sahimi (1995), Adler y Thovert (1999) y Zhang y 
Sanderson (2002). Dentro de estos modelos se encuentra los de redes de canales, 
parecido al DFN´s con la diferencia que las fracturas se toman como un conjunto de 
canales unidimensionales. En este caso se supone que el flujo viaja preferente a través 
de una región pequeña de plano de fracturas, y se calcula mediante una expresión de 
tipo ley cúbica (Bear, 1972). 
Los modelos mixtos tratan explícitamente tanto las fracturas dominantes como las 
fracturas menos dominantes que se simulan junto con la matriz rocosa como un medio 
poroso equivalente. Este concepto tiene la doble ventaja de la simplicidad de los modelos 
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continuos y de la precisión de contar con fracturas dominantes. Se tiene el problema en 
la asignación de valores a los parámetros del medio poroso. Una aplicación de estos 
modelos se pueden ver en Gómez-Hernández et al. (2000) y Carrera y Martínez-Landa 
(2000). 
1.2 Modelos de Redes de Fracturas Discretas – DFN 
Figura 1.2: Pasos necesarios para la modelación discreta de flujo en el medio 
fracturado (Dietrich, 2005). 
 
En un sistema de fracturado, la conectividad determina el patrón de flujo en la masa 
rocosa fracturada. Este volumen de fluido es conducido a través de caminos formados 
por la conexión de fracturas, cuando la permeabilidad de la roca es despreciable 
comparada con la de las fracturas. En una población de fracturas distribuidas, las 
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fracturas que no tiene intersección con cualquier otra y fracturas simples conectadas 
(solo tienen una intersección con otras fracturas) no contribuyen a generar un campo de 
flujo. Esté campo de flujo es muy sensible a los patrones del sistema de conectividad de 
las fracturas cuando el sistema es cercano al umbral de percolación crítico (cuando la 
configuración de la red es tal que se garantiza la conducción de fluidos). Bajo tal estado, 
un pequeño cambio de conectividad de la fractura puede conducir a un patrón diferente 
de flujo.  
El método DFN es un acercamiento discreto que considera el flujo de fluido en la 
masa rocosa fracturada a través de un sistema de fracturas conectadas. La técnica fue 
creada en 1980 para problemas en 2D y 3D (Long et al., 1982, 1985; Andersson, 1984), y 
continuamente sigue siendo desarrollado con diferentes aplicaciones en geociencía y 
geoingeniería. En la Figura 1.2 se muestra un esquema de los pasos necesarios para 
hacer la modelación de DFN´s 
El comportamiento hidráulico en un modelo DFN es entendido y representado por tres 
factores: sistema geométrico de las redes de fracturas (la conectividad de la red), la 
apertura o transmisividad de fracturas individuales y el material de relleno de la fractura. 
La forma es basada en simulaciones estocásticas de sistemas de fracturas, usando 
funciones de densidad de probabilidad de los parámetros geométricos de las fracturas 
(densidad, orientación, longitud, apertura o transmisividad) formulada de acuerdo a los 
resultados del campo mapeado, y de la suposición de la forma de la fractura (circular, 
elíptica o poligonal). El mapeo directo sólo puede llevarse a cabo en superficies de 
exposición de tamaño limitado, perforaciones de diámetro, longitud y profundidad 
limitadas y en las paredes de las excavaciones subterráneas (túneles, cavernas, pozos, 
etc.). La confiabilidad de la información de la red de fractura depende de la calidad del 
mapeo y muestreo, aunque sea difícil de evaluar. Es igualmente difícil evaluar la 
determinación de la apertura o transmisividad de la población de fracturas, debido al 
hecho que las pruebas in situ y en laboratorio solo pueden ser ejecutadas con un número 
limitado de muestras de fracturas por las restricciones de localización, y el efecto del 
tamaño de muestra. Aparte de estas limitaciones en campo, dado que los modelos DFN 
tratan de crear una representación exacta del ambiente fracturado, esto genera altos 
costos computacionales, siendo sólo utilizados para la solución de los problemas en 
áreas relativamente pequeñas, por ejemplo el estudio del efecto del transporte de 
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radionúclidos a través de las fracturas como un resultado almacenamiento de residuos 
radioactivos en formaciones geológicas por un largo tiempo. 
A pesar de las limitaciones anteriores los modelos DFN se aplican en macizos rocosos 
donde dominan las fracturas en el proceso de flujo y transporte, simulado con un modelo 
conceptual discreto que se subdividirá en fracturas simples o en redes de fracturas. 
La metodología usada por Donado (2009), para hacer la descripción de la red de 
fracturas, consiste en la caracterización en funciones de distribución por módulos: 
cantidad, tamaño, alineación y localización de las fracturas. Estos cuatro módulos se 
implementan siguiendo un proceso secuencial para producir una realización de un 
sistema de fracturas, siguiendo el principio de conservación de densidad de fractura. Esto 
significa que cada nueva red de fractura generada debe considerar la imposición de 
densidad (menos en el dominio de simulación) y la preservación de la función de 
distribución de tamaño. El resultado es un medio sintético, en la cual las fracturas 
adicionales pueden ser fácilmente añadidas (o eliminadas) para mejorar los aspectos de 
conectividad de la red o para incluir fracturas específicas que se han observado o 
postulado. 
1.2.1 Generación de fracturas discretas 
En la generación de la red de fracturas discretas, el primer paso en la metodología es 
definir un conjunto de familias de fracturas, con base en las observaciones de campo 
disponibles (cartografía y geología) o sobre la tectónica del lugar. Cada familia está 
compuesta por una serie de fracturas cuya ubicación, geometría y orientación están 
definidas en términos de funciones de densidad de probabilidad (pdf). Las aberturas de 
fractura se definen también por medio de una pdf.  
La selección de la forma particular de la geometría de las fracturas depende de que 
esta pueda ser fácilmente parametrizada, y la usada son los discos. Una fractura 
individual se caracteriza en un espacio 3D por un punto (localizado en el centro), una 
longitud (el radio), tres ángulos (orientación) y una distancia (la abertura de fractura, si se 
considera constante). Todos estos parámetros de dibujo se extraen de la pdf, ya sea de 
forma independiente o distribuciones conjuntas. En el último caso el procedimiento 
consiste en seguir un método secuencial donde los parámetros se obtienen de las 
funciones de densidad condicional.  
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1. Localización espacial de las fracturas  
Para esta metodología, se debe obtener la distribución de los centros de fractura. El 
modelo más utilizado es el de Poisson, con densidad constante o variable, pero existen 
otros modelos para utilizar. Para usar el modelo seleccionado, es necesario prever un 
conjunto de valores para las variables que se van a parametrizar, para el modelo de 
Poisson con densidad constante se necesita el número de fracturas y la densidad del 
campo, y para el modelo de Poisson con densidad variable el número de fracturas 
espacialmente con densidad variable P(x). (Donado, 2009) 
El área de simulación puede ser multiplicada por realizaciones individuales usando 
técnicas estadísticas como muestreos aleatorios o los algoritmos genéticos. 
2. Cantidad de fracturas 
Existen varios métodos para especificar la cantidad de fracturas en cada simulación 
de DFN. Estos pueden ser: directamente proporcionando un número total de fracturas o 
dando la intensidad, la densidad o la persistencia de las fracturas. (Donado, 2009) 
3. Tamaño de la fractura 
El tamaño de la fractura se da por un solo parámetro, el radio de la fractura. La 
función de distribución que normalmente se utilizan son log-normal, hiperbólico, 
exponencial o sus versiones truncadas. Una simple modificación del enfoque de DFN se 
basa en discos para caracterizar las fracturas como elipses, así como caracterizar por 
dos distribuciones de los parámetros, uno para la longitud del semi-eje y el otro para eje 
de anisotropía. El tamaño fractura también puede ser generada por la pre-especificación 
de su área correspondiente, que luego se convierte en un disco, una elipse, un polígono 
regular o irregular, o cualquier superficie rugosa. (Donado, 2009) 
4. Alineación de la fractura 
La alineación depende de la estructura geológica trazada en una esfera 
estereográfica. Varias distribuciones bivariables (dirección y pendiente) se pueden utilizar 
aquí, tales como Fisher esférico, Bingham o Gauss esférico. (Donado, 2009) 
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1.2.2  De la DFN a la malla numérica 
Después de obtener la DFN, el siguiente paso es convertirlo en una malla que pueda 
ser leída por un código numérico. Para este caso, la metodología usada es la que 
conceptualiza el flujo en una red de fracturas como una red de canales interconectados. 
La metodología propuesta es una modificación del modelo de canal desarrollado por 
Cacas et al., (1990). 
Lo primero es encontrar la red de fracturas conductiva (subconjunto de toda la red). 
Esta red está formada por un cluster(s) o grupo de fracturas que están físicamente 
interconectadas (no aisladas) y conectadas hidráulicamente a los límites, de manera que 
puedan conducir el agua. Este es el momento donde la teoría de percolación ayuda a 
eliminar estos clusters de las fracturas que se han desconectado del esqueleto principal, 
esto en la teoría se llama obtener el backbone o esqueleto de toda una red de fracturas.  
La creación de la red de elementos 1-D (canales) se realiza en tres etapas, (Donado, 
2009):  
Figura 1.3 Construcción de una red de canal conductivo. (Donado, 2009) 
•  
(1) En la Figura 1.3 se observan tres discos interceptados que están conectados por tres 
segmentos (e31, e13-e12, y e21), cada uno con un nodo situado en el centro de cada 
disco (h3, h2, h1). Estos tres nodos están conectados mediante la definición de dos 
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nodos adicionales (h13, y h12), localizado en la intersección de las tres fracturas (el 
punto real seleccionado es el que minimiza la longitud total de los segmentos). El 
resultado de elementos o segmentos en 2D se asocia a dos discos determinados 
(fracturas), es decir, los segmentos o elementos e31, e12 y e13, y e21 que 
pertenecen a la zona conductiva asociada a las fracturas 1,2 y 3. El esquema se 
repite para todas las fracturas en el grupo interconectado. 
Figura 1.4 Ejemplo del procedimiento de ir de un DFN 3D a una malla de elementos 
1D incrustado en un volumen 3D (Donado, 2009) 
 
(2) El paso 1 se repite para todos los discos interceptados que pertenecen a un cluster 
interconectado. (ver Figura 1.4, paso 2) 
(3) Dado que desde el paso (1) se sigue que cada elemento eij generado, este puede ser 
asociado a una fractura en particular a la cual se le transfieren las propiedades de 
fractura del elemento. Ahora cada elemento puede estar asociado con una familia de 
fracturas, con los mismos parámetros hidráulicos. (ver Figura 1.4, paso 3. Cada color 
representa una familia) 
Para generar las condiciones de límites o de contorno se aplican a todos los 
elementos una geometría predefinida dada (una "caja" externa que contiene la red 
completa, ver Figura 1.4). Para manejar puntos de observación (pozos elementos 1D) en 
una malla 3D se utilizan de una red conductiva. Esto se puede observar en la Figura 1.5, 
donde dos nodos son generados por cada punto de observación (n1 y n2) y están 
conectados a través de un elemento 1D (e1 - este elemento tiene las propiedades del 
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pozo), uno de estos nodos (n2) están conectados a todos los discos de intersección (D1, 
D2, D3 y D4), con elementos que conectan al punto central de cada disco (eij - estos 
elementos tienen las propiedades de las fracturas).Todas las fracturas que interceptan el 
pozo están unidas a un nodo simple (que representa el punto de observación). Dado que 
estos elementos no se corresponden con cualquier familia, una familia externa debió ser 
creada. 
Figura 1.5  Tratamiento de puntos de observación (Donado, 2009) 
 
1.2.3 Aplicación al macizo rocoso fracturado del Batolito 
Granítico El Berrocal 
La metodología propuesta anteriormente se aplica ahora a la interpretación de 
diferentes pruebas efectuadas en el sitio El Berrocal. En esta área, cinco familias de 
fracturas se caracterizaron de acuerdo a propiedades geomorfológicas. Cada familia se 
define por el número de fracturas, localización, orientación espacial y apertura de 
fractura, cada parámetro se extrae de una estadística determinada de distribución. Sobre 
la base de un modelo regional del sitio, la extensión de simulación del bloque 
seleccionado fue de 600 × 600 × 300 m. Un total de 100 redes se generaron por este 
método. 
Para la caracterización de familias de fracturas, (Donado (2009), se usaron: la función 
de distribución de localización con el modelo de Poisson, la función de distribución de 
orientación con univariado de Fisher y el bivariado de Bingham, la función de distribución 
de tamaños con lognormal y con la ley de potencia, y la función de distribución de 
densidad de fractura con una definición de dominio 2D o 3D con una función aleatoria 
espacial con alta incertidumbre dependientes de la familia. Los problemas de la 
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incertidumbre de la distribución de densidad de fractura, son causados por escala de la 
información disponible que produce sesgos artificiales en la restitución de las 
alineaciones o en la definición de la densidad de fracturas en una zona específica y no 
representan con exactitud toda la zona o el volumen de interés. Una vez que se han 
definido estadísticamente las familias de fractura, se generan campos sintéticos de las 
fracturas en una escala pre-especificada (1:2 000). En la Figura 1.6 se muestra una de 
las realizaciones de la red, junto con una sección geológica en una elevación de 0 m. 
Figura 1.6 Realización individual de una red de fracturas, con la sección geológica 
(Donado, 2009) 
  
1.3 Modelación de flujo 
El código utilizado en esta investigación y en Donado (2009), fue TRANSIN (Medina et 
al., 2001). Este código resuelve las ecuaciones de flujo y transporte tanto en problema 
directo como en inverso. El primero requiere que se definan los parámetros 
hidrodinámicos, mientras que en el segundo, se tienen las respuestas de medio ante un 
bombeo, y con la ayuda de métodos de optimización que determinan todos los 
parámetros del acuífero ( en este caso la conductividad especifica y el almacenamiento). 
El programa TRANSIN utiliza el método de elementos finitos para resolver la ecuación 
de flujo. Estos tienen pueden tener un dominio en 1D, 2D o casi 3D (en este caso de 
estudio), aplicando elementos lineales 1D, triángulos lineales 2D o rectángulos bilineales 
2D. El flujo en fractura planas sigue la ecuación de flujo de pozo conocido en un dominio 
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donde: h nivel, K la conductividad hidráulica, Ss coeficiente de almacenamiento 
especifico, Ω dominio del flujo, q término de fuente de área y qL representa infiltraciones, 
recargas por encima y por debajo de la fractura.  
Esta ecuación se resuelve para las siguientes condiciones iniciales y de contorno: 
1. Nivel prescrito: Solución para estado estable, cuando el nivel inicial de la prueba 
de bombeo ho se considera cero, siendo h la variación de nivel o abatimiento. Se 
tiene: h(x,y,0)=ho(x,y), entonces la solución de la ecuación (1-1) para estado 
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En caso de esta investigación se tienen 4 zonas de nivel prescrito de valor cero.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
2.  Caudal prescrito: Solución para estado estable para la condición de contorno con 
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(1-3) 
donde: Γ es el límite de Ω, n vector unitario normal a Γ y apuntando hacia el 
exterior; H nivel externo; Q caudal prescrito, y α condición de contorno conocida 
como coeficiente de goteo (α=0 para el caudal establecido, α=∞ para nivel 
prescrito). El lado izquierda de la ecuación 1-3 es el flujo de agua que entra o sale 
del acuífero. En el caso de investigación se tiene una sola zona de caudal 
prescrito. 
Para resolver esta ecuación de flujo con sus condiciones de iniciales y de contorno, se 
necesita conocer los valores de los parámetros desde mediciones hechas directamente 
en campo (conductividad específica y almacenamiento). Para tener estos parámetros 
físicos representados en el modelo se debe tener un proceso de parametrización, que se 
expresan así (Medina et al, 2001): 








donde pj son escalares conocidos como parámetros del modelo y fj(x,t) son  funciones 
de interpolación. La función de interpolación utilizada en el modelo de flujo en TRANSIN 
es la delimitación de zonas, donde cada zona particionada tiene una variación 
predefinida o un valor constante de la función fj(x,t). Esta zonificación se realiza 
definiendo subregiones que comprenden varios elementos (nodos), en el que cada 
parámetro físico se supone constante o prescrito. 
Una vez conocidos estos valores de los parámetros de la ecuación de flujo, se puede 
resolver numéricamente la ecuación de flujo; utilizando métodos numéricos mediante una 
modelación inversa. Se aplica una discretización espacial por elementos finitos a la 
ecuación de flujo teniendo un sistema diferencial ordinario resuelto mediante diferencias 
finitas. Después de aplicar el método de Galerkin's a la ecuación (1-1) se obtiene 
(Medina et al, 2001):  
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(1-5) 
Donde A, D son las matrices conductancia o rigidez y de almacenamiento, 
respectivamente, que dependen de la geometría de los elementos y de parámetros de 
flujo y b es un vector que depende de la recarga del área y de los parámetros límites. 
Esta ecuación TRANSIN la resuelve con un sistema numérico lineal de ecuaciones 
diferenciales ordinarias con un parámetro de peso, obteniendo un sistema de ecuaciones 









donde: θf parámetro de peso de flujo (0≤θf≤1 si θf=0 se trata de un esquema explícito, 
si θf=1 está implícito), hk+1 matriz de nivel en el tiempo k+1. Este sistema de ecuaciones 
se resuelve de forma secuencial a partir de las condiciones iniciales ho. 
Después de hecha la modelación inversa de la red de fracturas discretas (DFN), se 
procede hacer la calibración de los parámetros donde se busca encontrar que los 
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parámetros que hacen parte de la solución de modelo sean muy cercanos a los niveles o 
concentraciones medidas en campo. Este ideal es muy difícil de lograr debido a que no 
siempre se pueden encontrar y solucionar los errores que hacen que no suceda esta 
solución exacta de la ecuación de flujo. Estos errores pueden provenir de un modelo 
conceptual erróneo, de errores numéricos relacionados con la discretización y errores de 
redondeo, y errores de medición por mala interpretación. Los errores no se conocen por 
separado, sino la suma de todos ellos, es decir la diferencia entre los datos medidos y 
calculados. Lo que se debe buscar ahora es minimizar lo que más se pueda esta 
distancia, es decir minimizar una función objetivo. El método que utiliza TRANSIN para la 
minimización de la función objetivo, es el método de máxima verosimilitud que maximiza 
la probabilidad de los datos medidos con respecto a los parámetros.  
Para resolver el problema de optimización del algoritmo en TRANSIN, minimizar una 
función objetivo, TRANSIN usa el método de Marquardt perteneciente al grupo de 
optimización de Gauss-Newton. Este resuelve numéricamente dos ecuaciones 
diferenciales parciales para cada valor único de la función objetivo.  
El programa TRANSIN detiene las iteraciones cuando se cumplen uno de los 
siguientes criterios de convergencia: 
1. Cuando se alcanza un números máximo de iteraciones definidas por el usuarios, así 
no se alcance la convergencia. 
2. Cuando la pendiente de la norma del gradiente se hace pequeña, o sea la solución se 
encuentra cerca del óptimo y se detiene la iteración.  
3. Cuando se obtiene una reducción importante de la norma de gradiente con respecto 
a la primera norma.  
4. Cuando se tiene una reducción relativa de la función objetivo por iteración. 
5. Cuando el máximo relativo del incremento de los parámetros es menor que el criterio 
de convergencia. 
La minimización de la función objetivo (J) incluye la diferencia de pesos entre los 
niveles observados (hi) y calculados (hi*) mas la diferencia entre los parámetros usados 
como información previa (pi) y los parámetros estimados (pi*) (Donado, 2009): 
min ! = !!,!
!!
!!!
ℎ! − ℎ!∗ + !!,!
!!
!!!
!! − !!∗ = !! + !! 




donde: λ valor de los pesos de los parámetros y nh y np numero de niveles y 
parámetros de los valores de entrada. Este criterio a menudo indica la dificultad del 
método para reducir aún más la función objetivo, en lugar de indicar que la convergencia 
ha sido alcanzada.  
Cuando se tiene un gran número de parámetros en el modelo se suelen presentar 
problemas de inestabilidad y falta de convergencia, que son evaluados por un análisis de 
error. En este análisis se busca: 
• Analizar el nivel de confianza de la variación de los parámetros estimados. 
• Analizar las incertidumbres en las predicciones. Estas incertidumbre se tienen en 
el modelo conceptual, evaluando los supuestos en que se baso la calibración con 
respecto a las condiciones futuras. 
• Realizar análisis de sensibilidad, donde se tiene un rango de variación aceptable 
de los parámetros. 
• Analizar la verdadera la existencia del problema matemático 
• Analizar la existencia de más de un conjunto de valores de parámetros que 
cumplan las condiciones impuestas, esto se conoce como no singularidad. 
• Analizar la posible existencia de diferentes conjuntos de parámetros que conducen 
a los mismos niveles y/o concentraciones, no existe una única solución sino 
infinitas. Esto se refiere a la no identificabilidad. 
• Analizar la posible existencia de más de un mínimo local. La mayoría de los 
algoritmos de minimización aseguran una convergencia local lo que no puede 
representar que la convergencia global se ha alcanzado. Este problema se conoce 
como de no singularidad discreta.  
• Analizar la existencia de valles o zonas planas en la función objetivo, lo que hace 
imposible encontrar la ubicación exacta del mínimo. Este problema se conoce 
como inestabilidad y se puede identificar por la oscilación de las solución en el 




2 Percolación y conectividad  
En este capítulo se describe la teoría de percolación y su aplicación a medios 
fracturados con la teoría de conectividad.  
La percolación es un concepto matemático utilizado para modelar procesos aleatorios 
en un sistema desordenado. Fue desarrollado primero por Flory (1941) y Stockmayer 
(1943) para describir cómo pequeñas ramificaciones de moléculas reaccionan y forman 
grandes macromoléculas; este proceso de polimerización conduce a la gelatinización 
(formación de una gran red de moléculas conectadas por enlaces químicos). 
Matemáticamente, la percolación fue introducida por Broadbent y Hammersley (1957). 
Ellos la desarrollaron como un modelo probabilístico para el flujo de un fluido o un gas a 
través de un medio aleatorio. Lo plantearon para saber sí el centro de una piedra porosa 
se moja cuando se sumerge en agua.  
Los primeros autores, entre otros, que estudiaron la teoría de percolación aplicada al 
flujo y transporte en medios porosos y fracturados fueron Chelidze (1982), Robinson 
(1983) y Wilke (1985). 
La teoría de percolación describe propiedades relacionadas con la conectividad de un 
gran número de objetos. Estos objetos tienen alguna extensión espacial, donde sus 
relaciones espaciales son pertinentes y estadísticamente prescritas. Así la teoría de 
percolación está relacionada con teoría de grafos y de redes. Todas estas existen en el 
cruce de la teoría de la probabilidad y la topología. Los principios básicos de topología 
usados en la percolación se muestran en el anexo A. 
Algunas de las aplicaciones que pueden usar la teoría de percolación son: el flujo de 
fluidos en medio porosos y fracturados, la gelatinización de polímeros, el flujo eléctrico en 
semiconductores, procesos de formación de estrellas, el tráfico en una gran ciudad, la 
formación de dendritas, la propagación de una enfermedad en una población y en 
general procesos que involucran sistemas aleatorios. Para ver estas y otras aplicaciones 
de la teoría de percolación se remite al lector a ver Sahimi (1995). Específicamente en 
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redes de fallas, la teoría de percolación se aplica a sistemas donde el flujo se distribuye a 
través de espacios de fallas contenidas en una matriz impermeable. La teoría de 
percolación vincula propiedades físicas globales, como conectividad y permeabilidad, a 
una medida promedio de sus propiedades geométricas que relacionan la densidad de los 
elementos. Finalmente se dice que la teoría de percolación es independiente de la 
geometría local y dependiente del promedio de sus propiedades geométricas, y del 
tamaño del sistema.  
2.1 Elementos de la teoría de percolación 
Para entender más la teoría de percolación es necesario definir algunos conceptos y 
algunas características principales. Para una discusión más detallada, se encuentran en 
la literatura los libros de Stauffer y Aharony (1992) y Sahimi (1994), y el artículo de 
Berkowitz y Balberg (1993). 
En la teoría de percolación se utilizan varios conceptos de geometría simple y 
estadística para describir cuantitativamente el sistema. A partir de las figuras 2.1 se 
describen los siguientes conceptos: 
1. Se tiene enrejado cuadrado (lattice), donde cada punto del enrejado representa un 
sitio que puede ser “ocupado” (circulos negros) o “no ocupado” (circulos blancos). La 
teoría de percolación menciona que la ocupación o no del sitio es un proceso 
aleatorio e independiente de la ocupación de sus vecinos o de cualquier otro sitio.  
2. Se describe el número de sitios (No) y el número de sitios ocupados (N), del enrejado 
cuadrado de dos dimensiones; la probabilidad de cada sitio este ocupado es p=N/No. 
De está probabilidad se define la “probabilidad de ocupación” como lim!→!!!.  
3. Dos sitios están conectados sí existe un camino entre ellos, llamados “enlaces” 
(bonds). Sí dos sitios ocupados que son vecinos cercanos son enlazados, el grupo de 
sitios conectados se llama “cluster”. En la figura 2.1-A se muestran varios tipos de 
clusters: (1) tipo de un sitio ocupado, (2) tipos de dos sitios ocupados formando un 
clusters y (6) tipos de tres sitios ocupados formando un clusters. 
4. La probabilidad para cada tipo de clusters, cuando la probabilidad de ocupación del 
enrejado es p, se determina conociendo los sitios ocupados vecinos que rodean un 
solo sitio (probabilidad p) y de no ocupación (probabilidad (1-p)4). 
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Como ejemplo el número de tipo de 1-clusters en un enrejado cuadrado es No*p(1-
p)4, el número de tipo 2-clusters es No*p2(1-p)6 (es igual para un cluster localizado de 
arriba-abajo e izquierda-derecha). Cuando el límite Noè∞, se puede definir el número 
de clusters por sitio, ns, donde s es el número de sitios en el cluster (el tamaño del 
cluster). Así, de la Figura 2.1-A, n1= p (1-p)4, n2= 2p2 (1-p)6, y  n3= 2p3 (1-p)8+ 4p2 (1-
p)7. El cálculo de ns para grandes valores de s, para otras dimensiones y tamaños, es 
más complicado, pero el procedimiento es el mismo. 
5. El valor de p cuando Noà∞, se llama “probabilidad de ocupación crítica o umbral de 
percolación”, y se denota por pc. Esto hace que se encuentren grandes clusters que 
garantizan la conexión de enrejado de arriba abajo y de izquierda a derecha, como el 
mostrado en la figura 2.1-B. Se conoce que para p<pc sólo existen clusters de tamaño 
finito y para p>pc solo infinitos. 
Figura 2.1 Ejemplos de diferentes enrejados cuadrados con varios tipos de clusters 
(Berkowitz, 1993, y Yin W, 2001) 
A  B 
C 
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6. Por encima del umbral de percolación p>pc se puede determinar la probabilidad por 
sitio, P, que un sitio ocupado pertenezca a un cluster de percolación. La probabilidad 
por sitio, que el sitio sea ocupado y pertenezca a un cluster finito, es (Berkowitz, 
1993): 





donde !"´!  la suma sobre todos los valores finitos de s. Además, el tamaño promedio 
de un cluster finito por sitio (por encima o debajo de pc) es  !!!!´! , el cual es el peso 
promedio de tamaños de clusters. 
7. El tamaño promedio de un cluster finito, S, es el tamaño promedio del clúster por sitio 
ocupado (Berkowitz, 1993):  





Como ns es una función polinomial de p, y, S se puede expresar como una serie de  
potencia de p. Para el ejemplo de la Figura 2.1-B, se puede encontrar que  S = 1 + 4p 
+ 12p2 + 24p3 + 108p5 + 224p6 - 412p7 + 844p8  + 1528p9+…. . Siguiendo el 
comportamiento potencial, se espera que cerca de pc, S tiene la forma (Berkowitz, 
1993):  
!" !! − ! ! 
 (2-3) 
donde γ es un exponente, independiente de tipo de enrejado y sólo depende de la 
dimensionalidad del sistema. El valor de pc depende del tipo de enrejado. Valores de 
pC y exponentes críticos para enrejados comunes de 2D y 3D se puede encontrar en 
Stauffer and Aharony (1992). Para p<pc, el tamaño promedio del cluster es infinito, 
pero las anteriores definiciones son para clusters finitos, y la expresión de S describe 
su divergencia cuando p èpc.  
8. El tamaño de un cluster de un sitio s localizado a ri, donde i=1,2,…,s. El centro del 
cluster es definido por r! = r! s! , y el radio de rotación del cluster, Rs, es definido 
por (Berkowitz, 1993): 
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El promedio de radio de rotación por sitio ocupado, ξ, se definido por (Berkowitz, 
1993): 








Similarmente que para S, la magnitud del promedio de cluster divergente como pèpc, 
así el comportamiento esperado es (Berkowitz, 1993): 
!" ! − !! !! 
(2-6) 
Según Stauffer and Aharony (1992), se tiene ν=4/3 para sistemas de bidimensionales 
y ν=0.875 para sistemas tridimensionales. Dos sitios de un cluster son considerados 
correlacionados sí están conectados, y así ξ, que define la distancia promedio sobre el 
cual dos sitios son conectados, se llama “longitud de correlación” del sistema. La 
relación entre el tamaño del clusters y el correspondiente radio del cluster Rs, se 
obtiene (Berkowitz, 1993): 
!  !  !!! 
(2-7) 
Para todo s, donde D es la dimensión del sistema. Cualquier gran cluster de 
percolación finito se puede caracterizar por este D. Para pèpc D<3, se tiene 
(Berkowitz, 1993):  
!  !  (! − !!)! 
(2-8) 
Donde D=d-β/ν, d es la dimensionalidad de espacio Euclideano (d= 1,2 o 3). 
9. En la figura 2.1-C se muestra un ejemplo enrejado cuadrado donde se tienen: sitios 
ocupados (círculos llenos), enlaces abiertos (líneas sólidas), enlaces cerrados (líneas 
punteadas), placas (áreas del cuadrado más pequeño). El cluster de expansión 
“spanning cluster” es el conjunto de sitios que tienen un camino abierto de enlaces 
que comunican la parte inferior y superior del enrejado. El cluster de expansión se 
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considera como el portador de corriente del backbone y no portador de corriente de 
las partes colgantes “dangling end”.  
Hay tres tipos de partes colgando del cluster de expansión: extremos colgantes 
“dangling end”, arcos colgantes “dangling arcs”, y bucles colgantes “dangling loops”. 
Un extremo colgante está conectado al cluster de expansión solo por un enlace 
abierto (por ejemplo, b de la Figura 2.1-C). Un arco colgante se desconecta con la 
parte superior (inferior), pero es conectado a la parte inferior (superior) por lo menos 
de dos enlaces abiertos (por ejemplo, c en la Figura 2.1-C). Un bucle colgando está 
conectado por lo menos de dos enlaces abiertos y de un solo sitio del clúster de 
expansión (por ejemplo, a en la figura 2.1-C). Después de que todas las partes 
colgantes se quitan, el resto del cluster de expansión es el backbone. 
10. El conjunto de elementos del sistema a través del cual el fluido puede fluir se 
denomina "backbone - columna vertebral" del sistema (ver Figura 2.2-B). La distancia 
desde un extremo de un punto a otro es del orden de ξ (el radio promedio del cluster 
finito), y la longitud de un enlace con una conexión simple es L1; ver Figura 2.2-B. 
Figura 2.2 Backbone (Berkowitz, 1993) 
A B 
 
11. El backbone se puede dividir en dos grupos: “red bonds – enlaces rojos” y “blobs”. 
Los “red bonds”, son sitios que si se quitan dividen el backbone en dos partes, 
desconectando el sistema del backbone. La razón de llamar a estos enlaces rojos es 
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que una red eléctrica percolando llevan toda la corriente entre dos “blobs”, y por lo 
tanto son los enlaces más “calientes” del backbone. Por otro lado los blobs son 
agrupaciones de enlaces que forman caminos de flujo paralelos dentro de un cluster 
(Figura 2.2-B). Los blobs tienen una permeabilidad más alta que enlaces simples 
conectados.  
12. Otro concepto importante para identificar del backbone es la plaqueta “plaquette”. La 
plaqueta es un área muy pequeña cerrada por un blucle de enlaces que pueden ser 
abiertos o cerrados (Figura 2.1-C). Dos plaquetas vecinas cercanas están conectadas 
si el vínculo entre ellas está cerrado. Se destaca que la definición de la conexión de 
plaquetas es opuesta a la de los sitios. Como ejemplo de la figura 2.1-C, las 
plaquetas a´s que están entre los enlaces de 1 y 2 están conectadas por un camino 
de plaquetas a´s que está entre los enlaces 3 y 4, de estás plaquetas los enlaces 1 y 
4 pertenecen al backbone, y los enlaces 2 y 3 pertenecen a un bucle colgante. 
2.2 Conectividad 
La conectividad tiene una extensiva investigación dentro del campo de la teoría de 
percolación (Robinson, 1984 y Berkowitz 1995). En sistemas compuestos de objetos 
distribuidos en el espacio, la conectividad depende de cómo los objetos interactúan.  
El flujo a través de una masa rocosa depende de la conectividad de fracturas 
individuales y de los caminos continuos o barreras que forman las fracturas a través de la 
masa rocosa, es decir la conectividad del sistema de fractura. En macizos rocosos de 
baja permeabilidad el patrón dominante de flujo, para el movimiento del agua 
subterránea, son las fracturas. En una masa rocosa fracturada, el número de fracturas 
cambia o se incrementa, por lo tanto el número de intersecciones entre las fracturas 
aumenta; al hacerlo las fracturas que forman clusters incrementan su tamaño logrando 
finalmente tener un grupo o cluster lo suficientemente grande para cubrir toda una región. 
En teoría, este estado se alcanza cuando el cluster empieza a ser infinitamente grande, 
logrando un cluster de expansión, que conecta todos los lados opuestos del volumen de 
interés. En la modelación inversa del flujo, la conectividad de las fracturas en un macizo 
rocoso juega un papel muy importante, dado que proporciona una reducción en el ancho 
de banda (diferencia máxima entre los números de los dos nodos que pertenecen al 
mismo elemento) de la matriz de conductancia. 
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La conductividad del sistema cerca del umbral se comporta de una manera 
típicamente crítica (ver Figura 2.3), es decir, grandes cambios en el sistema de 
conductividad ocurren para pequeños cambios en la densidad del objeto (Stauffer, 1994).  
Figura 2.3 Efecto de la densidad de fractura en la conectividad (Hinkelmann, 2005) 
 
En la Figura 2.3 se muestra el efecto de la densidad de fractura en la conectividad. La 
figura A de la izquierda, muestra una densidad de fractura baja con trazos de fractura que 
forman pequeños clusters de fracturas vinculadas. En la figura A de la derecha se 
incrementa la densidad de fractura alcanzando el umbral de percolación y el cluster llega 
a ser lo suficientemente grande para cubrir toda región de estudio. En la figura B, en el 
caso de una matriz de roca impermeable con fracturas abiertas al flujo, el umbral 
corresponde a un incremento en la permeabilidad del sistema fracturado. En medios 
fracturados con matrices de roca impermeable, el umbral de percolación es el punto en el 
cual el fluido puede atravesar una región, y la conductividad del sistema es equivalente a 
la permeabilidad de la matriz de roca en un sistema fracturado. En el punto del umbral, 
grandes cambios en la permeabilidad ocurren para pequeños cambios en la densidad de 
fractura. Cuando las fracturas actúan como barreras de flujo en la matriz de roca 
impermeable, la permeabilidad inicia siendo alta pero decrece dramáticamente, dado que 
las fracturas no permiten flujo (por ejemplo cuando la fractura se llena con material de 
depósito). Para ilustrar este fenómeno, y usar los conceptos básicos usados de la teoría 
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de percolación para caracterizar la conectividad, se plantea un ejemplo de una red de 
irrigación (Figura 2.4), que consiste en una red cuadrada de tuberías, con el agua de 
suministro proporcionada de un río. Las tuberías son representadas por los segmentos y 
las uniones por los círculos sólidos, las tuberías obstruidas son representadas por los 
segmentos faltantes. Cuando algunos de los segmentos de la tubería se tamponan, la 
intensidad del flujo en el sur de la granja decrece; se asume que el número de 
segmentos taponados son distribuidos aleatoriamente. Si el número de segmentos de 
tuberías destapadas se denota por N, y su umbral es Nc, se puede demostrar que el 
caudal, Q, puede ser determinado por la ley de potencia de la forma: Q α (N-Nc)k, donde 
k es un exponente que puede ser encontrado de la teoría, simulación o de la 
experimentación.  
Figura 2.4 Red de irrigación de una granja. (Berkowitz, 1993) 
 
Las relaciones de conectividad y la ley de potencia están establecidas para: 
caracterizar la densidad de fracturas y el número promedio de intersecciones por fractura 
necesarias para garantizar la conectividad de red, garantizar la probabilidad de que una 
formación de fractura esté conectada hidráulicamente, y para determinar la probabilidad 
de que alguna fractura específica esté conectada a la parte conductiva de la red. 
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2.2.1 Cuantificación de la conectividad 
Para cuantificar la conectividad y el umbral de percolación se tienen en cuenta las 
siguientes propiedades: 
1. La ley de potencia derivadas de la teoría de percolación que tiene la forma 
(Berkowitz, 1995): 
!  !   ! − !! !! 
Donde A es la cantidad observable geométrica o física, y x es un exponente 
específico de la cantidad de A, que depende solo de la dimensionalidad del 
sistema y es independiente de la geometría y de las propiedades del sistema. El 
parámetro de proximidad p-pc es relevante en un sistema continuo. 
2. Al considerar un enrejado en 2D con una estructura de sitios y con z posibles 
enlaces, y con una probabilidad de ocupación de p, el numero de enlaces por sitio 
es B=pz. Por lo tanto en el umbral de percolación se tiene Bc=pcz. Como z es 
constante B-Bc  tiene un parámetro de proximidad con p-pc. B se conoce como el 
numero de intersección de segmentos por un segmento de fractura  
3. La ley de potencia para un sistema continuo es (Berkowitz, 1995): 
!  !   ! − !! !! 
Donde Nc es el número crítico de objetos en el umbral, y N es el número total de 
objetos en el sistema. Esta ecuación describe el comportamiento crítico y el factor 
de proporcionalidad de N-Nc es igual que el parámetro de proximidad de p-pc .  
4. El volumen excluido en 3D o área en 2D, conocido también probabilidad efectiva 
de ocupación de enlaces. Este volumen es el volumen alrededor de un objeto en el 
cual el centro de otro objeto puede quedar de tal manera que superpongan. Por 
ejemplo para esferas o cubos el volumen excluido, Vex=8V, para discos o 
cuadrados el área excluida es Aex=4A.  
En el caso de fracturas, si todas las fracturas tienen una longitud L normalizada, y 
dos fracturas forman un ángulo de θi - θj, la correspondiente área promedio 
excluida es 〈Aex〉=L2 sen |θi - θj|. Si θi y θj son distribuidos uniforme y aleatoriamente 
entre -π/2 y π/2 el área promedio excluida es 〈Aex〉= (2/π)L2 (Berkowitz, 1995). 
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5. El número de objetos cuyos centros están dentro del área promedio excluida es ρ 
〈Aex〉, dónde ρ es la densidad del objeto en el sistema. El número de objetos que 
se superponen, o están limitados a un objeto dado es B, donde B-Bc= (ρ-ρc) 〈Aex〉 y 
Bc=ρc 〈Aex〉 (Berkowitz, 1995). 
6. Del área de exclusión se puede estimar el umbral de concentración Nc como 
(Berkowitz, 1995) Nc=Bc/ 〈Aex〉. Esto lo demostró Balberg 1984 y Berkowitz, 1991, 
ellos usaron la propiedad de invarianza dimensional de las áreas excluidas. 
7. El número esperado de intersecciones en el umbral de percolación, Bc, se estima 
teóricamente: Bc≅3,57 para los sistemas 2D de fracturas distribuidas 
aleatoriamente de longitud fija. Las estimaciones de Bc de simulaciones de Monte 
Carlo dan a lugar a Bc entre 3,63 y 3,7 (Robinson, 1983). 
8. La densidad de escáner de línea (SLD) se define como el número esperado de 
fracturas que interceptan por un metro por línea colocada aleatoriamente en el 
dominio. El valor de Nc, se determina entonces por Nc = SLD * el área de dominio * 
la longitud de fractura, el área cubierta se debe multiplicar por un factor de π/2, y la 
densidad de escáner de línea se da simplemente por SLD = π/2 * Bc. (Berkowitz, 
1995). 
9. La longitud de fractura crítica (Lc) normalizada es la longitud de la fractura 
necesaria para garantizar la percolación de un número determinado de fracturas 
(N) en un dominio. Para un sistema 2D de fracturas orientadas aleatoriamente Lc 
es: L! = 4.2 πN. (Berkowitz, 1995) 
Estas estimaciones son una herramienta útil para estimar la proximidad en el umbral 
de percolación. Para un número estimado de fracturas colocadas aleatoriamente en un 
dominio, la longitud crítica de fractura es útil para garantizar la percolación y que el 
sistema este conectado hidráulicamente. El número de fracturas que deben estar 
presentes para garantizar la percolación se puede comparar con el número estimado de 
fracturas en el sistema 
2.2.2 Probabilidad de interconexión de fractura 
Incluso después cartografiar intensivamente un sistema de la fractura, y hacer pozos 
de sondeo planeados para las intersecciones de fracturas (o que ya han interceptado con 
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éxito las fracturas), surge la pregunta, cuál es la probabilidad de que cualquier fractura 
dada este conectada a la red conductiva?. Para ello se usan herramientas basadas en 
simulaciones numéricas de Monte Carlo, en pruebas de bombeo y compresión, y la teoría 
de percolación para caracterizar la probabilidad de conectividad de fractura.  
Para sistemas de enrejado por encima del umbral de percolación, para p> pc, se 
puede determinar la probabilidad por cada sitio, P, de que un sitio ocupado pertenezca al 
cluster de percolación (infinito), como  P=Np/N, donde Np es el número de fracturas que 
pertenecen al cluster de percolación  y N es el número total de fracturas en el dominio. 
Para los sistemas aleatorios continuos, la probabilidad de que una fractura este 
conectada al cluster de percolación, que siga una relación de ley de potencia, es: 
!  !  (! − !!)! (Berkowitz, 1995). 
2.3 Conectividad en redes de fallas naturales  
El flujo en rocas fracturadas es complejo debido principalmente a la geometría en los 
patrones de fallas, donde estructuras superpuestas de distintos tamaños pueden o no 
contribuir al flujo total. Esto se incrementa por la dependencia de escala de la 
permeabilidad de las rocas fracturadas en el laboratorio con la escala de la perforación, 
donde se tiene una amplia heterogeneidad de la permeabilidad local. El resultado es una 
amplia distribución de aberturas o de conectividad en una red de fallas muy heterogénea, 
que depende de una amplia distribución de longitud de falla. De observaciones de rocas 
falladas, las distribuciones de falla siguen la ley de potencia de: 
n(l)= αl-a 
(2-9) 
Donde n(l)dl es el número de fallas que tienen una distribución en el rango [l, l+dl], α 
es un coeficiente de proporcionalidad, y a es un exponente potencial de la distribución de 
longitud, que varia generalmente entre 1 y 3.  
Las aplicaciones de la teoría de percolación a la conectividad, descritas anteriormente, 
están propuestas en microescalas de conectividad, que tratan longitudes de fracturas 
constantes. Para tales sistemas el umbral de percolación y la densidad crítica de 
fracturas necesarias para conectar los límites del sistema, es conocido. Se debe tener en 
cuenta que algunos conceptos básicos de la teoría de percolación son válidos sólo para 
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"pequeñas" fallas. La dimensión fractal del  gran cluster, el cual determina la distribución 
espacial de la conectividad de la red, y la dimensión fractal del backbone, el cual 
determina el camino del flujo, pueden ser diferentes de las que predice la teoría clásica 
de percolación. 
La caracterización básica de la geometría de fallas involucra cuatro parámetros (ver 
numeral 1.2.1): la longitud, la posición en el espacio, la orientación, y la apertura. En la 
distribución de la orientación de fallas se modifica el valor del umbral de percolación, pero 
no las leyes universales, de modo que la teoría clásica de percolación puede ser aplica. 
Así la distribución de ley de potencia dirige los grandes elementos en la conectividad de 
una red. 
En la distribución de la longitud y la distancia promedio a sus vecinos, el cual se define 
con la densidad de fractura, se aplica también la ley de potencia. Davy et. (1990, 1993), 
propusieron una expresión general para la densidad de fallas, como el número de fallas 
n(l, L)dl, cuya longitud está entre l y l+dl y pertenece a un volumen de longitud 
característica L, expresado como (Bour, 1996): 





Donde γ densidad de fractura, L es el tamaño del sistema y D la dimensión fractal de 
la red de fallas. 
2.3.1 Escala en el umbral de percolación 
Las "grandes" fallas garantizan una conexión a través de todo el sistema. Su 
contribución en el umbral de percolación es la probabilidad de que una falla este en el 
sistema. Así, el parámetro de percolación en el umbral de percolación, pc(L), es (Bour, 
1996): 
!! ! =
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Donde lmax y lmin son las longitudes de falla más grandes y más pequeña 
respectivamente. Considerando una distribución de ley de potencia para n(l, L) (Bour, 
1996): 
! !, ! = !! ! !!! 
(2-11) 
Donde αC(L) es un término de densidad de falla el cual depende del tamaño del 











Excepto para a=3 o a=1, la ecuación (2-12) conduce a una suma de ley de potencia, 
involucrando los diferentes límites de las dos integrales(Bour, 1996): 
















Asumiendo pc en una escala invariante, se pueden encontrar tres regímenes para 
αC(L) (Bour, 1996): 
!! ! ~!!!                        ! > 3 
!! ! ~!!!!                1 < ! > 3 
!! ! ~!!, lim!!"#→!
!! ! = 0                         ! < 1 
αC(L) puede ser fácilmente calculado con el número total de fallas en el umbral de 
percolación, Nc(L) (Bour, 1996): 





!! ! !!"#!!! 
(2-14) 
Otra característica es la masa total de las fallas que es, la longitud acumulada, incluida 
en el sistema, MC(L), la cual representa el primer momento de la distribución de fallas 
(Bour, 1996): 
!! ! = ! !, ! !"!
!
!!"#
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(2-15) 
Para un gran sistema la escala de MC(L), L depende del exponente a tal como (Bour, 
1996): 
!! ! ~!!!                        ! > 3 
!! ! ~!!!!                2 < ! > 3 
!! ! ~!                        ! < 2 
 
2.3.2 Cálculos numéricos en el umbral de percolación 
Para caracterizar los efectos de tamaño finito en la teoría de percolación, se calcula la 
desviación estándar Δ(L) de pC(L). Para a <3, Δ(L) se mantiene constante, lo que significa 
que un aumento del tamaño del sistema no mejora estadísticamente el umbral de 
percolación. En este caso el umbral de percolación está dominado por la probabilidad de 
ocurrencia de grandes fallas, que son independientes del tamaño del sistema. Para a> 3, 
la disminución de la varianza es significativa porque la conectividad de las pequeñas 
fallas es global.  
El número de fallas en el umbral de percolación, NC(L), y la longitud acumulada de la 
falla, MC(L), muestra un comportamiento de ley de potencia para grandes valores de L.  
El umbral de percolación pC explicado en la ecuación (2-12), es independiente del 
tamaño del sistema L,  donde L es mucho mayor que la falla más pequeña lmin y mucho 
más pequeña que la falla más grande lmax. Así, la densidad de falla es constante solo para 
exponentes a de longitud de falla más grandes que 3.  
2.3.3 Conectividad de redes de fallas con una densidad 
constante  
Para una red de fallas dada, la probabilidad de ser conectada está dada comparando 
el parámetro de percolación, p(L), el cual depende de la densidad de falla, con un umbral 
de percolación pc. Para a>3 y una densidad de falla constante (α(L)∼L2), p(L) es 
independiente del tamaño del sistema L (ecuación 2-13). Para 1 <a <3, el análisis es 
diferente, dado que el parámetro de percolación, p(L), no es independiente de la escala. 
En el caso de las redes de fallas de densidad constante (α(L)∼L2), p(L) aumenta como 
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La+3 según la ecuación 2-13. Suponiendo que la conectividad depende de p(L)-pc(L), se 
espera entonces que aumente significativamente con el tamaño del sistema L.  Cuando 
a<3, la conectividad es alcanzada si se incrementa γ o el tamaño del sistema L. Cuando 
a>3, la conectividad se garantiza solo si γ es bastante grande. 
La mayoría de las observaciones de datos naturales muestran exponentes de 
distribución de longitud de falla menores que 3, donde las redes de fallas deben ser 
conectadas en una gran escala para cualquier densidad de falla. También se tienen 
grandes cambios en el flujo y transporte cuando se incrementa el tamaño del sistema 
debido al incremento de la conectividad.  
La teoría de percolación no puede aplicarse en sistemas cuya conectividad este 
domina por la probabilidad de ocurrencia de fallas grandes. Esto se presenta en casos de 
fallas paralelas igualmente espaciadas de longitud infinita dónde el parámetro de 
percolación, p(L), aumenta con L, mientras la longitud de correlación es constante e igual 
que un espaciamiento de falla.  
Finalmente, para a>3 la conectividad de pequeñas fallas, es equivalente a una 
constante de longitud de la teoría de percolación. Para 1<a<3, la conectividad de 
pequeñas y grandes fallas depende de a (a=2 representa el límite donde la contribución 
relativa de las grandes y pequeñas fallas son iguales). Y, si a es menor que 1, la 
conectividad está garantizada. 
Para las redes de fallas con densidad constante, se tiene que cuando 1<a<3, el 
parámetro de percolación p(L) es dependiente de la escala, y aumenta con el tamaño del 
sistema L. Para todas estas redes, siempre existe una escala de Lc para la cual el umbral 
de percolación se alcanza, de tal manera que p(Lc)= pc. En escalas más pequeñas que 
Lc, la red de falla esta por debajo del umbral de percolación y por encima de escalas 
mayores. Por encima del umbral de percolación Lc tiene propiedades de escala 
insignificante para la red conectada, por lo tanto, Lc es fundamental para cualquier escala 
de la red de fallas. 
2.4 Algoritmos para identificar backbones 
En este numeral se muestran un resumen de parte de los algoritmos existentes en la 
literatura para la identificación del backbone (Herrmann (1984), Porto (1998), Moukarzel 
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(1998) y Grassberger (1999)). Se remite al lector mirar Grassberger (1999), para 
encontrar un resumen más detallado de todos ellos. 
2.4.1 Algoritmo de Hoshen-Kopelman 
Este algoritmo se utiliza para determinar la concentración crítica de percolación, la 
probabilidad de percolación y el tamaño del cluster de distribución, presentados para un 
problema de percolación de sitio. Describe una técnica de etiqueta múltiple de clusters  
para estructuras de cristal en 2D y 3D. Este método resuelve problemas complejos de 
percolación y está basado en la aplicación de etiquetas alternantes para sitios que 
pertenezcan al mismo cluster.  
En la determinación de distribución de cluster, se asume un cristal que contiene dos 
tipos de moléculas (A y B) distribuidas aleatoriamente, donde la concentración de tipo A 
es c. La probabilidad que aleatoriamente un sitio seleccionado este ocupado por la 
molécula A  es c, mientras que la probabilidad para una molécula B es 1-c.  Se centra la  
atención en una sección finita del cristal, subcristal. El objetivo es etiquetar los sitios del 
subcristal, y clasificar y contar los clusters de moléculas A en el subcristal. 
El desorden del subcristal es simulado por generación de números seudo aleatorios 
en el rango 0<X<1. Un sitio i es ocupado por una molécula A si X<c; en otro caso este es 
ocupado por la molécula B. Los sitios son llenados con moléculas en un orden 
consecutivo, sitio después de sitio, columna después de columna (y capa después de 
capa en un enrejado tridimensional), hasta que todos los sitios del subcristal son 
ocupados. La etiqueta de los sitios y la clasificación del cluster pueden ser ejecutadas 
simultáneamente con la creación de un subcristal. Sitios ocupados por las moléculas B 
son etiquetados con ceros, mientras que los sitios ocupados por las moléculas A son 
etiquetados con números naturales. Las características únicas del cluster múltiple de la 
técnica de etiqueta empiezan aparentemente con un sitio i que es ocupado por una 
molécula A, enlazados dos o más fragmentos previamente etiquetados dentro de un 
cluster simple.  
2.4.2 Algoritmo para identificar partes colgando de Yin y Tao 
Este algoritmo se basa en el teorema de la curva de Jordans, que introduce el 
concepto de plaqueta “plaquette”. El algoritmo se llevan a cabo así: calcula la conexión 
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de las plaquetas, identifica las partes colgando, identifica los arcos colgando, identifica 
los bucles colgando, calcular la conexión de los sitios incluidos a los sitios de la nueva 
creación. La expansión de clúster resultante es exactamente el backbone. 
La estructura de datos del algoritmo de incluye: matriz de estado de enlaces, matriz de 
etiqueta del sitio, y una matriz de enlaces de sitios (todos del algoritmo de Hoshen); y dos 
matrices adicionales para registrar la información de las plaquetas, una matriz de etiqueta 
de una placa que registra la etiqueta de cualquier placa (plaquetas conectadas tendrá la 
misma etiqueta), la otra una matriz de enlaces de plaqueta que registra dos lados de la 
plaqueta de cualquier enlace. Dada la estructura de datos, se calcula la conexión de los 
sitios y la conexión de las plaquetas. Sólo la matriz de estado del enlace se utiliza en 
todos los pasos.  
Este algoritmo de búsqueda del backbone no está sujeto a encontrar primero el cluster 
de expansión. La ventajas del algoritmo es que fácil programación, solo involucra tres 
propiedades locales de las partes colgantes y utiliza el algoritmo modificado de Hoshen-
Kopelman, para la identificación de backbone. 
2.4.3 Algoritmo de “burning” quemado 
Este algoritmo presenta la siguiente relación: con puntos P1 y P2, separados por una 
distancia comparable a la longitud de correlación ξ, se pasa una corriente de P1 a P2. El 
conjunto de transporte de corriente de los enlaces se llaman backbones y los enlaces 
restantes se denominan extremos colgando. Para construir el backbone completo, se 
seleccionan primero dos extremos P1 y P2, que son lo más cerca posible de las esquinas 
diagonalmente opuestas alrededor de un hipercubo. El primer paso es quemar el grupo 
de P1: quemaduras en tiempo t1 sitio P1 y obtiene el valor 1; en la próxima unidad de 
tiempo t2, todos los vecinos de P1 se queman y se obtiene el  valor de 2; en tiempo ti+1, 
todos los vecinos de los sitios quemados en el tiempo ti que aún no se han quemado son 
quemados y obtienen el valor de i+1. El primer quemado de clusters  impone un orden de 
los sitios del cluster. Se obtiene la quema en el tiempo Tp, que es el número de unidades 
de tiempo necesarias para quemar todos los sitios, la longitud del camino más corto Ip, 
que es el número de unidades de tiempo necesarias para quemar P2, y el número de 
bucles de Lp del cluster, que es el número de tiempos que uno intenta quemar en un sitio 
P1 que ya está quemado en la misma unidad de tiempo. El segundo paso es empezar 
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con la quemada de P2 y con las demás, condición que sólo los sitios pueden ser 
quemados en el tiempo ti+1 que, en el orden de los pasos anteriores, tienen un valor 
menor que los quemados en tiempo ti. Debido a esta condición, sólo los sitios en el 
backbone son quemados. Al mismo tiempo se obtiene el número de sitios de SE, de 
bucles de LE, y de los sitios de corte CE del backbone elástico; CE es el número de pasos 
de tiempo que sólo un sitio se está quemando. El tercer paso se queman los sitios de Pi, 
que fueron los sitios en los bucles que se cerraron en el primer quemado. En esta tercera 
quema de un nuevo sitio sólo se puede quemar a ti+1 si este valor (en el orden de la 
primera quema) es menor que el valor de los sitios quemados en ti, pero, además, el 
backbone de crecimiento no se puede quemar. En el caso de varios sitios todos los sitios 
que se han quemado desde Pi son agregados al backbone de crecimiento. Esto se hace 
una y otra vez hasta que no haya más partes se puede conectar al backbone en 





3 Algoritmo de percolación usado en DFN 
Para mejorar la eficiencia de la metodología de calibración realizada con TRANSIN IV, 
se aplicó la teoría de percolación para optimizar 100 modelos de flujo correspondientes 
cada uno de las 100 generaciones de DFNs utilizadas por Donado (2009). Estos datos 
provienen de ensayos de bombeo y geometría de redes de fracturadas del macizo rocoso 
fracturado del Batolito Granítico El Berrocal (sitio experimental) ubicado en Toledo, 
España. Medina (1996). 
3.1 Características de las DFN´s reales 
Figura 3.1 Red de fracturas en el plano xy y en 3D 
 
 
Las redes usadas por Donado (2009) tienen las siguientes características, las cuales 
no describen la teoría de clásica de la percolación: 
§ Las redes de fracturas no están un sistema de enrejado, esto quiere decir que un 
sistema 3D las fracturas no siguen una trayectoria de alguna forma geométrica 
conocida como un cubo, diamante, o panal. Lo que se encontró es que desde un 
nudo cualquiera pueden salir muchos elementos a otros nudos. Un ejemplo de ello se 
muestra en la Figura 3.1. 
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§ La longitud de falla de estas redes de fractura no esta normalizada ni es constante, 
esto quiere decir que en promedio, la longitud mínima encontrada es de 23 m y la 
longitud máxima es 955406 m. 
§ Las redes de fracturas están contenidas en un sistema finito real con límites 
conocidos, con dimensiones aproximadas de un paralelepípedo de 600 x 600 x 300 
m. 
La dimensión fractal de un gran cluster, el cual determina la distribución espacial de la 
conectividad de la red, y la dimensión fractal del backbone, el cual determina el camino 
del flujo, pueden ser diferentes de las que predice la teoría clásica de percolación. Los 
efectos de la distribución de la orientación de fallas, modifican el valor del umbral de 
percolación, pero no las leyes universales, de modo que la teoría clásica de percolación 
se aplica. Las grandes distribuciones de longitudes de ley de potencia dan mayor, así la 
distribución de ley de potencia dirige los grandes elementos en la conectividad de red. 
3.2 Creación del algoritmo de percolación 
Con base en las características de las redes de fracturas, detalladas en la anterior 
sección se desarrolló un algoritmo que encontrara los caminos más cortos desde el nudo 
más lejano hasta los nodos de los pozos de bombeo y de observación, esto usando las 
reglas de la teoría de percolación. Así mismo se buscaron las partes colgantes de la red, 
las cuales no permitían que el flujo fluyera por el sistema. Con estas premisas y con la 
asesoría y ayuda del Físico Carlos Andrés Córdoba, para aplicar la teoría de percolación 
en redes tridimensionales a redes de fracturas discretas, se programó la teoría de 
percolación aplicada a las 100 DFNs en el lenguaje Python (un lenguaje de código 
abierto muy similar a Matlab).  
3.2.1 Programa Python 
Este programa es un lenguaje de programación multiparadigma, esto quiere decir que 
soporta orientación a objetos, programación imperativa y menor grado programación 
funcional. Éste posee una licencia de código abierto, diseñado por Guido van Rossum y 
funciona en todos los sistemas operativos. La versión usada para programar el algoritmo 
de percolación fue Python 2.7.3 para MAC, que fue descargada de la pagina oficial: 
http://www.python.org.  
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El algoritmo creado con Python para aplicar la teoría de percolación a las redes de 
fracturas discretas, cuenta con un programa base que corre los procedimientos de dos 
librerías adicionales, para procesar las 100 DFN´s. Este programa base hace uso de una 
librería propia creada para procesar archivos de red y calcular la percolación. Aparte de 
estas librerías propias fue necesario importar una librería de Python llamada networkx, 
especializada en el estudio de grafos. A continuación se detalla el proceso que se ejecuta 
en cada librería.  
3.2.2 Librería networkx 
Figura 3.2 Ejemplos gráficos de la librería networkX de Python. (Scellato 2012) 
 
 
NetworkX es una biblioteca de Python usada para la creación, manipulación y estudio 
de la estructura, dinámica y función de redes complejas. Con NetworkX se puede cargar 
y almacenar redes de datos para generar redes aleatorias o clásicas de acuerdo a la 
teoría de grafos, analizar la estructura, construir modelos de redes, diseñar nuevos 
modelos y algoritmos de redes, dibujar y graficar redes. La librería Networkx fue 
descargada de la página: http://metworkx.lanl.gov.  
En resumen esta biblioteca de Python se utiliza para: 
• Generar redes aleatoriamente. Pueden ser en 2D y 3D 
• Graficar redes de forma "inteligente" Crear grafos dirigido y no dirigidos. Estos 
gráficos pueden ser creados a partir de datos o creados aleatoriamente. 
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• Calcula las medidas básicas de la red y la forma como se almacenan y se manipulan 
los datos en Networkx 
• Encontrar el camino óptimo entre un punto y otro, aunque el costo inicial entre un 
nodo y otro es por defecto 1. Esto cambia cuando se analice el tamaño de la cola. 
• Determinar cual es el siguiente paso del camino, dato necesario para saber hacia que 
vecino debe encolar. 
• Encola y desencola paquetes 
Los procedimientos usados de NetworkX para el algoritmo de percolación usado en 
DFN´s, fueron los siguientes: 
1. Importar la librería:  
>>> import networkx as nx 
2. Función del camino Shortest_Path:  
El camino en un gráfico es un secuencia de elementos que unen de un nudo a otro. Esta 
función nos sirve para encontrar: la longitud del camino, el camino más corto entre dos 
nudos, el diámetro de una gráfica como el camino más largo sobre todos los pares de 
nudos, los nudos seleccionados de un camino corto. Ejemplo en Python: 
>>> nx.shortest_path(G,b,d) 
Figura 3.3 Ejemplo del camino más corto de una red 
	  
3. Función para encontrar los nudos más cercanos a un límite conocido y que por lo 
tanto están más lejos de los demás nudos. Ejemplo en Python: 
# Del grafo principal se selecciona el cluster más grande de nodos que están conectados 
entre sí 
>>>cluster_principal = nx.connected_components(G)[0] 
# Se crea un subgrafo con la lista de nodos anterior 
>>>grafo_cluster = nx.subgraph(G, cluster_principal) 
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# Con los datos guardados en el grafo anterior, se genera un diccionario con los nodos 
como llaves y sus respectivas posiciones como valores 
>>>nodos_y_posiciones = nx.get_node_attributes(grafo_cluster, 'posicion') 
3.2.3 Librería percolación 
Este archivo contiene las siguientes tareas: 
1. Primero se leen los archivos GRI (Extensión TRANSIN, ver anexo B) de cada red y 
se extrae la información de los nudos y elementos que conforman la misma. 
Figura 3.4 Ejemplo Archivos .GRI TRANSIN 
 
2. Se crea un grafo no dirigido usando como base la información del punto anterior. 
Para ello se utiliza una librería de Python llamada networkx, especializada en el 
estudio de grafos. Los nudos del archivo GRI se usan para crear los nodos del grafo, 
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guardando como información adicional la posición en el espacio que ocupa cada uno. 
Por otra parte, se usan los elementos para crear los enlaces del grafo, que son los 
que describen como están unidos unos nodos con otros. De cada enlace se guardó 
además la distancia espacial entre los nodos que conecta. 
3. Luego se lee el archivo que contiene la ubicación de los puntos de observación y 
pozo de bombeo del archivos OBS (Extensión TRANSIN, ver anexo B).  
Figura 3.5 Ejemplo archivo .OBS TRANSIN 
 
4. Se determinan los nudos más lejanos de la red. Estos se calculan ocupando todo el 
espacio que ocupa la red de fractura, asumiendo que estos están contenidos en un 
cubo, estos seis nudos más alejados están ubicados de derecha e izquierda en el eje 
x, al frente y atrás en el eje y, y arriba y abajo en el eje z. Ver figura 3.1 
5. Se calcula la percolación de la red desde los nudos más lejanos hasta los puntos de 
interés que son los de observación y bombeo. El criterio para esto es encontrar el 
camino más corto que va desde cada uno de los primeros nudos hasta los segundos 
nudos, pasando a través de todos los nudos que conectan. Para ello se utilizó la 
representación en forma de grafo (descrita en el punto 2) y se determinaron estos 
caminos por medio del  procedimiento shortest_path de networkx, el cual calcula el 
camino con la menor distancia posible que va de un nodo a otro. 
6. Se seleccionaron únicamente los nudos y elementos que hacen parte de los caminos 
de menor distancia. 
Figura 3.6 Ejemplo archivo .GRI con los nudos y elementos que contienen el camino más 
corto 
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7. Se crean nuevos archivos GRI y PAR (archivo de TRANSIN, que contiene 
parámetros hidráulicos asociados a nudos y elementos) con los nudos y elementos 
anteriores, siguiendo todas las convenciones de formato que deben tener estos 
archivos, para que puedan ser analizados nuevamente con TRANSIN. 
Figura 3.7 Ejemplo archivo .GRI ordenado con el camino más corto 
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3.2.4 Librería cálculo percolación 
Este archivo usa los procedimientos explicados en la librería de percolación, explicada 
anteriormente; con el fin de aplicarlos de forma programática a cada uno de los 
directorios que contienen las 100 corridas de DFN´s.  
1. Se enuncian las variables principales: las rutas de los datos de entrada y los 
resultados. 
2. Se busca el directorio en el que se encuentran los datos necesarios para calcular la 
red percolada estos son los archivos GRI y PAR. En esta línea de código se tienen en 
cuenta las diferentes estructuras donde es posible encontrar los archivos. 
3. Se generan los grafos networkx (explicado en la librería anterior) con los datos de los 
archivos GRI, OBS y PAR. 
4. Se obtienen las percolaciones de los grafos para todos las 100 DFN´s. 
5. Se generan los nuevos archivos GRI y PAR con los nudos y enlaces que hacen parte 
de la red percolada y se escriben en una nueva estructura de directorios llamada 
RESULTADOS, donde cada una de las 100 DFN´S tiene los nuevos archivos GRI y 
PAR. 
3.2.5 Librería proyecciones  
Este archivo utiliza algunos de los procedimientos de la librería de percolación para 
generar una gráfica bidimensional de la red considerada. En esta gráfica los puntos de 
observación y el punto de bombeo se representan como círculos negros y los elementos 
como líneas azules (ver figura 3.1), los nodos no se muestran pues serian demasiados. 
Esta gráfica se obtiene de la proyección de los nudos y elementos al plano XY. Para esto 
fue necesario usar la librería de Python llamada matplotlib. 
3.2.6 Otras librerías  
Otras librerías que son necesarias instalar para correr adecuadamente el algoritmo de 
percolación son: 
1. NumPy 
NumPy es una extensión del tipo de datos SciPy para incluir múltiples matrices. Se 
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descarga en la pagina http://numpy.scipy.org 
 
2. Matplotlib 
Matplotlib es una librería primaria de dibujo, soporta dibujos en 2D y 3D. Se descarga en 
la pagina http://matplotlib.sourceforge.net/ 
 
3. Funckit 
Es una librería propia diseñada por Físico Carlos Córdoba. Este es un kit para la 
programación funcional en Python. Proporciona a los usuarios de Python las 
construcciones de programación funcional, como scanr y scanl, varias versiones de 
mapas, engrase, composición, lista de aplanamiento, así como un par de operadores 
infijos para que las aplicaciones de función fácil. Reúne funciones que se encuentran en 
el módulo goopy viejo de Google, módulo funcional Collin Winters y el módulo Xoltar 
excelente Bryn Keller. También agrega varias funciones que se encuentran en Haskell, 
Ocaml y Mathematica. Se descarga de la página:   




4 Resultados de las nuevas DFN  
Después de hacer múltiples pruebas para eficacia del algoritmo de percolación 
resuelto para las DFN, se corrieron las nuevas 100 DFN. Estas redes en general tienen 
una reducción considerable del número de elementos que forman clusters, de esta 
manera también se obtuvo una reducción del ancho de banda; así las corridas para 
simular el flujo en estas redes pasaron de varias horas a solo un segundo obteniendo 
resultados muy similares. 
De las 100 redes 89 fueron analizadas por Donado (2009), de las cuales 8 no 
pudieron ser corridas por TRANSIN. De estas 8 redes, 4 son las que tienen el ancho de 
banda más grande, por encima de 2000, 2 son redes que tampoco corrieron con la 
aplicación de percolación y las restantes 2 son redes aparentemente buenas. De estas 4 
redes que tenían un ancho de banda muy grande, con reducción del ancho banda con 
teoría de percolación corrieron sin ninguna dificultad con TRANSIN. 
De las 100 redes 97 eran aptas para aplicarles el algoritmo de percolación (se tenían 
los datos completos); pero de las 97, 13 fue imposible correr el flujo con la nueva red 
corta; pero 7 redes que no se habían podido correr con la gran red, corrieron con la teoría 
de percolación.  
4.1 Interpretación pruebas hidráulicas 
Las pruebas hidráulicas analizadas en esta investigación y por Donado (2009), fueron 
realizadas en aproximadamente un bloque de 600 x 600 x 300 m, con un punto de 
bombeo y tres puntos de observación situados alrededor de la parte media del dominio. 
Las condiciones de contorno aplicadas donde no hay flujo son en las partes superior e 
inferior del bloque y abatimiento cero en otros lugares; lo que indica un radio de influencia 
de la prueba que se supone es menor de 300 m. En la figura 4.1 se muestran la 
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ubicación de los pozos de observación y el pozo de bombeo, con sus respectivas 
distancias al pozo de bombeo y se muestran las pruebas de abatimiento observadas. 
Figura 4.1 Ubicación de pozos de bombeo y observación. Graficas de abatimiento 
observado para cada pozo 
 
Con la simulación inversa de TRANSIN IV se calibraron los parámetros de la 
conductividad hidráulica (K) y el coeficiente de almacenamiento (Ss) para cada familia de 
fracturas independientes (5 para cada red), y se obtuvieron los datos de abatimientos 
simulados. Como se explico en el numeral 1.4 ecuación 1-25, el código de TRANSIN IV 
resuelve el problema inverso por la minimización de la función objetivo (J) que incluye los 
pesos de la diferencia de los niveles calculados y observados (Jh) mas la diferencia entre 
los parámetros calculados y los introducidos como información previa (Jp). Los resultados 
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fueron divididos en cuatro grupos según el valor de Jh (ver tabla 4.1), esto se baso en la 
misma clasificación hecha por Donado (2009). 
De las 84 redes utilizadas, el 40% produjeron excelentes resultados en términos de un 
valor menor de 10 de la función objetivo de nivel (Jh), referenciado de Donado (2009). En 
la Tabla 4.1 se muestra el resumen de los resultados en porcentaje de las funciones 
objetivo de nivel de total de las redes analizadas, dividido en cuatro grupos, y 
comparadas con los resultados obtenidos con la gran red. 
Tabla 4.1 Porcentaje de redes con valores de funciones objetivo de niveles (Jh) 
Tipo de Red Bueno (0 a 10) Razonable (10 a 20) Malo  (20 a 50) Muy malo (>50) 
Red Percolada 38 13 9 40 
Red sin percolar 37 16 12 35 
 
En las figuras 4.2 y 4.3 se muestran las graficas de abatimiento observado vs 
calculado, por ambos métodos (Red percolada y Red sin percolar) después de la 
calibración de una prueba de bombeo y tres puntos de observación. La red DFN 65 
corresponde a la mejor función objetivo de nivel para la red percolada y la red DFN 10 
fue calificada como la mejor en Donado (2009) 
Al realizar un análisis de calibración de los modelos (Figura 4.2.y 4.3), se muestran un 
ajuste muy parecido o casi igual a los datos observados con los datos calculados con la 
calibración hecha con la red percolada. Comparando los resultados de los datos 
calculados con las calibraciones hechas con la red sin percolar y red percolada, con esta 
ultima se obtienen resultados muy similares pero con un tiempo de CPU muchísimo 
menor. 
Para las curvas de ajuste de mediciones – modelo, para el punto de observación de 
S13.1, no se obtiene un buen ajuste para ninguna DFN; con lo que se puede confirmar la 
afirmación hecha por Donado (2009), que probablemente significa que una veta de 
cuarzo localizada en este sitio, no está se representa bien por ninguno de los modelos.  
En el anexo C se muestran los resultados de funciones objetivo y las gráficas de 
abatimiento de todas las redes de fractura analizadas. 
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Figura 4.2 Abatimiento observado (puntos) vs calculado con la red sin percolar (línea) 
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Figura 4.3 Abatimiento observado (puntos) vs calculado con la red sin percolar (línea) 





Con el algoritmo de percolación se mejoraron el 12% de las calibraciones de redes, 
obteniendo mejores ajustes que los obtenidos con las calibraciones a la red sin percolar; 
un ejemplo de ello es la DFN 95 (Figura 4.4), que en Donado (2009) se clasifica como 
una red mala en términos de calibración con un Jh de 34,85, pero con la nueva 
calibración con red percolada se clasifica como buena según la función objetivo de nivel 
con un valor de 9,28. 
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Figura 4.4 Abatimiento observado (puntos) vs calculado con la red sin percolar (línea) 





Pero no todas las redes calibradas con la modificación de la red percolada, mejoran; el 
12% de las redes sin percolar calibradas obtienen mejores resultados de la función 
objetivo, que con las redes calibradas que pasaron por el algoritmo de percolación  Un 
ejemplo de ello se ve en Figura 4.5. Esto se presenta dado que las redes no están 
condicionadas en su generación. 
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Figura 4.5 Abatimiento observado (puntos) vs calculado con la red sin percolar (línea) 
y calculado con la red percolada (línea con cruz), DFN  
  
  
4.2 Análisis estadístico de los parámetros hidráulicos 
Con los nuevos parámetros hidráulicos obtenidos después de la calibración de las 
nuevas redes: la conductividad hidráulica (K) y el coeficiente de almacenamiento 
especifico (Ss) para cada familia de fracturas independientes (5 para cada red); y con los 
coeficientes de cada elemento de cada red (estos valores se tenían como datos de 
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entrada del problema), se calcula la distribución de los parámetros de la conductividad 
hidráulica y el almacenamiento de cada red analizada y por las cinco familias de fracturas 
independientes.  
Estos nuevos valores de parámetros hidráulicos calculados presentan valores muy 
altos con respecto a los demás. Por lo tanto fue necesario hacer gráficas de box plots 
para detectar estos puntos anómalos. En las siguientes figuras se muestran los box plots 
de los parámetros de conductividad hidráulica (k) y coeficiente de almacenamiento (Ss). 
Figura 4.6 Box Plots de los parámetros de Conductividad Hidráulica (k) y coeficiente 
de almacenamiento (Ss) 
 




Después de detectar los puntos más extremos por cada familia, se eliminaron los 
valores más altos para calcular finalmente las distribuciones de los parámetros de la 
conductividad hidráulica y el almacenamiento de cada red analizada y por las cinco 
familias de fracturas independientes. En las siguientes tablas se muestran los valores 
estadísticos para la conductividad hidráulica y el coeficiente de almacenamiento. 
Tabla 4.2 Comparación de valores estadísticos de la Conductividad Hidráulica, para 
las mejores redes 
Tipo de Análisis Kprom [m d-1] logKprom VAR [LogK] 
EPM 10-3 – 10-4   
DFN Red sin percolar 1,95 -0,14 0,45 
DFN Red percolada 17,24 0,38 1,08 
Tabla 4.3 Comparación de valores estadísticos del Almacenamiento, para las mejores 
redes 
Tipo de Análisis Sprom [-] logS VAR [LogS] 
EPM 10-5 – 10-7   
DFN Red sin percolar 2,5 x 10-6 -6,09 0,32 
DFN Red percolada 7,9 x 10-6 -6,24 1,15 
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En las Figuras 4.7 y 4.8 se muestran los histogramas de frecuencia para K y Ss para 
las DFN´s con menores funciones objetivo de parámetros (Jp). Al igual que en Donado 
(2009) se observan en las distribuciones que la familia de fracturas 04 es muy insensible 
al análisis de flujo. Estas distribuciones no muestran muy claramente formas 
monomodales o bimodales, pero se puede distinguir un poco que cuando las 
distribuciones son por familia son monomodales y cuando son en conjunto son 
bimodales. Estas formas son parecidas a las encontradas por Donado (2009). 
En las Tablas 4.2 y 4.3 se muestra una comparación por diferentes métodos, de los 
resultados del valores estadísticos. Para los dos parámetros hidráulicos de conductividad 
hidráulica y almacenamiento especifico se nota una pequeña diferencia en los valores 
estadísticos, probablemente debido al gran intervalo de valores de las redes. La 
diferencia por los dos métodos de red sin percolar y percolada, se debe probablemente a 
la reducción sustancial de elementos de las redes que tienen valores pequeños, 
demostrándose que los dos parámetros son sensibles al cambio de tamaño de la red. 
Figura 4.7 Histograma de distribución de Conductividad Hidráulica para las mejores 
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Figura 4.8 Histograma de distribución de Almacenamiento para las mejores redes (Jh) 
 
Tabla 4.4 Comparación de valores estadísticos de conductividad hidráulica (K) y 
almacenamiento especifico (Ss), por familias, para las mejores redes 
Valores promedio Sprom [-] Smax Smin 
Familia 1 7.276E-­‐06 3.869E-­‐04 2.017E-­‐10 
Familia 2 7.022E-­‐06 3.175E-­‐04 3.591E-­‐10 
Familia 3 1.543E-­‐05 3.881E-­‐03 7.015E-­‐12 
Familia 4 1.583E-­‐06 3.856E-­‐05 6.230E-­‐08 
Familia 5 4.353E-­‐06 2.275E-­‐04 3.190E-­‐09 
 
Valores promedio Kprom(m/d) Kmax Kmin 
Familia 1 20,38 899.39 6.916E-­‐03 
Familia 2 6,14 76.43 2.035E-­‐04 
Familia 3 44,14 1563.85 1.701E-­‐04 
Familia 4 10,23 52.19 2.760E-­‐03 
Familia 5 10,31 154.27 3.200E-­‐05 
De la Tabla 4.4 se observa que la familia 3 tiene el valor más alto de K y el más bajo 
de Ss. Lo contrario el valor más bajo de K lo tiene la familia 2 de fracturas. Estas 
diferencias, sobre todo para el parámetro K no se debe a la cantidad de elementos por 
familia, sino como se explico anteriormente a un problema de escala. Comparados estos 
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valores estadísticos por familia con el ensamblado para todas las familias se tiene un 
valor menor para el parámetro K para el análisis del ensamblado para todas las familias, 
mientras que para el parámetro Ss no se tienen grandes diferencias por los dos métodos 
(ensamblado y por cada familia). 
En las figuras 4,9 se muestran las distribuciones de los parámetros de conductividad 
hidráulica y almacenamiento para todas las redes analizadas, clasificadas por familias de 
fracturas. Igual que en Donado (2009) se encontraron valores medios mayores a los 
encontrados a las distribuciones hechas solo para las redes de mejores ajustes. 
En la Tabla 4.5 se muestra una comparación de los valores estadísticos de la 
conductividad y el almacenamiento especifico. Al igual que las distribuciones de 
conductividad para las redes de mejor ajuste, las distribuciones de conductividad para 
todas las redes con el método de redes percoladas comparada con la distribución con el 
método de la red sin percolar se tienen grandes diferencias en los valores estadísticos 
para cada familia. 
Tabla 4.5 Comparación de valores estadísticos de los parámetros de conductividad 
hidráulica y almacenamiento, para todas las redes 
 





Capítulo 4 65 
 
Figura 4.9 Histogramas de las distribuciones de la conductividad hidráulica (izquierda) 













5 Conclusiones y recomendaciones 
5.1 Conclusiones 
Los modelos hidrogeológicos utilizados en medios fracturados presentan múltiples 
dificultades para analizar los procesos de flujo y de transporte; principalmente en la 
representación mediante un modelo conceptual, y como se acopla numéricamente. 
Todos los enfoques encontrados en la literatura que solucionan el problema de modelar 
los medios fracturados se diferencian en la representación que hacen de la 
heterogeneidad del medio, siendo el modelo de redes de fracturas discretas (DFN) uno 
de los cuales representa de una manera más real el medio. Para resolver la ecuación de 
flujo en DFN es necesario emplear ecuaciones de elementos finitos que contienen 
matrices de conductancia o rigidez y de almacenamiento, que dependen de la forma de 
los elementos y de los parámetros de flujo. El problema surge cuando se tiene que 
simular una geometría con muchos elementos que conforman las redes, dado que esto 
me genera grandes anchos de banda de las matrices de conductancia, traduciéndose 
esto en un alto costo computacional. Para resolver estas dificultades se planteó en esta 
investigación la inclusión de la teoría de percolación en los modelos de DFN, 
confirmándose con los resultados una mejora en la eficiencia computacional por la 
disminución del número de elementos de las redes analizadas. 
En redes de fallas naturales, como las usadas en esta investigación, se tiene una 
compleja geometría de patrones de fallas donde estructuras superpuestas de distintos 
tamaños pueden o no contribuir al flujo total. Aplicar la teoría de percolación clásica 
usada para redes sintéticas y con un sistema coordenado conocido, no es sencillo; dado 
que el umbral de percolación y la densidad crítica de fallas necesarias para conectar el 
sistema es desconocido. Afortunadamente se conoce que estas condiciones no 
modifican las leyes universales de la teoría de percolación, y puede ser aplicada esta a 
DFN. 
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Usando la teoría de percolación se puede reducir el tamaño de una red de fracturas 
discretas, conservando el backbone o la red conductiva por donde se conduce agua y se 
transportan solutos. Con esta medida se logra disminuir el número de parámetros a 
calibrar, y por lo tanto se logran reducir el tiempo computacional de cálculo, que para 
nuestro caso pasó de varias horas o días a solo un segundo obteniendo resultados muy 
similares. 
El programa Python que tiene características de un lenguaje de programación 
multiparadigmico, es decir que soporta orientación de objetos, y posee una licencia de 
código abierto, con posibilidad de adquirir un amplia gama de librerías; es una 
herramienta muy importante para resolver problemas de percolación dentro de la gran 
teoría de grafos. Gracias a estas herramientas fue más sencillo y rápido crear un 
algoritmo que aplicara la teoría de percolación a redes de fracturas discretas. 
Como se comprobó en los resultados, el tamaño de la red no hace que se obtengan 
mejores resultados, al contrario redes con banda de ancha muy grande no corren en el 
programa TRANSIN. Lo importante de las redes no es el tamaño sino garantizar las 
conexiones de estas redes con los puntos de interés, en nuestro caso los puntos de 
bombeo y observación, las buenas conectividades de cada camino que pertenezca al 
backbone. Es importante recordar que las 100 DFN usadas para esta investigación no 
tenían condicionados su tamaño o cantidad de nudos y elementos. 
Como se demostró en los resultados de los análisis estadísticos, la conductividad 
hidráulica del macizo rocoso fracturado del Batolito Granítico El Berrocal es 
extremadamente variable. Esto se debe, como lo menciona Guimera (1996), que K es 
función del tamaño del volumen de la roca que contribuye en esta estimación. Este 
argumenta que la dependencia de escala en el Berrocal en la conductividad hidráulica 
puede ser un artificio resultante de un sesgo en el procedimiento de muestreo, por 
ejemplo, algunas pruebas se ubicaron del modo que se garantizara un gran volumen de 
agua pudiera ser extraído obteniendo sitios de alta transmisividad. Para tener menor 
variabilidad en los resultados de los valores estadísticos de conductividad hidráulica y 
coeficiente de almacenamiento se detecto que no se debían quitar las pequeñas 
fracturas que están cercanas a los pozos de observación y bombeo. 
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5.2 Recomendaciones 
Es recomendable usar las nuevas redes cortas que tienen una buena función objetivo, 
para analizarlas en transporte, en la interpretación de pruebas de trazado. La única 
dificultad que existiría sería la creación de nuevas redes con más nudos y elementos, 
para cumplir con la estabilidad numérica que depende del número de Péclet. 
Se recomienda revisar las redes que no tuvieron buenos resultados o no corrieron con 
TRANSIN. Una posibilidad de esto puede ser que se haya cambiado la configuración de 
la red cuando esta estaba cerca al umbral de percolación crítico. También sería 
interesante calcular las características de percolación a las nuevas redes y a las redes 
sin modificar; para encontrar un respuesta a porque algunas redes no son buenas para 
correr flujo y por ende transporte. 
Se recomienda investigar las relaciones de la ley de potencia derivadas de la teoría de 
percolación para las redes analizadas, las originales y las modificadas. De estas 
relaciones pueden salir resultados que nos ayuden a entender mejor la conectividad de  
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ANEXO A: Definiciones de topología 
usadas en percolación  
La topología se usa como un armazón para el sistema de fracturas; la información 
topológica es principalmente explicita y que sirve como un factor organizador en la 
estructura de datos usados en el sistema de flujo y transporte. La ventaja de usar este 
enfoque es proporcionar una estructura global unificada donde toda la información 
topológica es asociada en forma concisa. Los autores Lin y Fairhurst (1991) son entre 
otros los primeros en aplicar la teoría del algebra topológica para describir el flujo en una 
red. 
El concepto de topología en una red es importante para la formulación sistemática. 
Una de las propiedades topológicas esenciales de una red es el uso simple de 
segmentos lineales para obtener la gráfica de la red. 
Orientación de la gráfica para la red de red de 
fractura de flujo 
Una gráfica orientada G (N, E) consiste en un conjunto de N elementos de nodos y un 
conjunto de E pares ordenados de secciones de la forma (ni, nj), donde ni, nj ε N 
(orientados en el borde de G (N, E) o secciones). ni, y nj son los nodos inicial y final 
(puntos finales). 
Las secciones están conectadas en un camino orientado. La regla simple es que 
cuando las secciones están conectadas desde el punto inicial a un punto final, la señal de 
+1 es dada. Cuando la conexión tiene una dirección opuesta se marca -1. De esta 
manera cada camino determina un vector e=(e1,e2,…,ek,…)T con coeficientes enteros, 
donde las coordenadas del vector e son marcadas por las secciones de la grafica. Por 
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ejemplo con ek=+1 la sección indica la dirección positiva y con ek=-1 señala una sección 
con una dirección negativa. 
El caudal de distribución de una red puede ser visto como un vector 
q=(qe1,qe2,…..qei…)T cuyas coordenadas son marcadas por la secciones, donde q, por 
ejemplo, es el número real relacionado por el caudal a través de una sección ei, 
asumiendo que las fracturas son localizadas en un dominio 2-D donde el flujo en las 
fracturas individuales es un ambiente 1-D. 
Nodos, secciones, vectores y caminos 
La red en una dimensión es la colección de dos conjuntos: un conjunto de nodos 
(dimensión cero) y un conjunto de secciones (1D). El “enlace” denota un vector en el 
espacio. El vector espacial, Co, cuyos componentes son los nodos, son llamados cadena 
cero; y así sucesivamente. Cada nodo i es identificado como un vector que tiene uno en 
la posición ith y cero en otra parte. Así, e1 = (1, 0, 0,….)T, e2 = (0,1, 0,….)T, etc. Más 
específicamente, una sección del vector en el espacio S=(S1, S2,…,Si…)T puede ser 
expresado con componentes indexados por secciones. Esté es definido como dim C1 el 
número de secciones y dim Co el número de nodos.  
El límite del mapa ∂, es definido como un mapa lineal desde C1 a C0. Para definir el 
mapa ∂ es suficiente reescribir estos valores en cada una de las secciones, desde las 
secciones de forma básica para C1. Cada sección tiene un punto inicial y uno final y una 
sección es igual a la sustracción entre el nodo final y el inicial. Así, por ejemplo, si una 
sección va desde ni a nj, ek= nj-ni.  
Este concepto se muestra en la Figura 1. Considerando la grafica con una orientación 
G (N,E) de una red de fracturas, se tiene:  
N={n1,n2,n3,n4},         (1) 
E={e1,e2,e3,e4}         (2) 
El camino S= e1+e2+e3+e4 el cual se obtiene por unir a la vez cuatro secciones:  
e1= (n2, n1), e2= (n3, n2), e3 = (n1, n3) y e4 = (n4, n1) (Figura 1) 
Aplicando el operador límite para S conduce a: 
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!" = ! !!,!! + ! !!,!! + ! !!,!! + ! !!,!! = !! − !! + !! − !! +
!! − !! + !! − !!         = !! − !!       (3) 
Figura 1 Malla red y gráfica orientada [28] 
 
Además las reglas en conjunto de los elementos del operador límite ∂ son: 
(a) conjunto de 0 si la sección j no asociada con el nodo k 
(b) conjunto de +1 si el fluido en la sección j va hacia el flujo asociado al nodo k 
(c) conjunto de -1 si el fluido en la sección j va fuera al flujo asociado al nodo k 
Para expresar en forma matricial ∂ la red de la Figura 1, de cuatro nodos por cuatro 










        (4) 
Conectividad de la red 
Renombrando el camino que une el nodo na al nodo nb, si na es el punto inicial del 
primer segmento del camino y nb es el punto final del último segmento del camino; w es 
una cadena con coeficientes integrados correspondientes a este camino, entonces queda 
claro que ∂w=nb-na. Puesto que podemos calcular ∂q por adición de límites de todas las 
secciones individuales, todos los nodos intermedios desaparecen. Esta es la esencia del 
concepto topológico. 
Malla para la red 
Si el subespacio de C1 consiste en una cadena satisfaciendo ∂Z1 = 0, Z1 es llamada 
una dimensión ciclo. Un camino cerrado (n0, n1,…,nr) es uno con propiedades que n0=nr y 
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la sección (n0,n1),..(nr-1, nr) son pares diferentes. Un simple camino cerrado es llamado 
una malla M. Claramente, cada una de las mallas no tiene límites, o ∂M = 0. Por ejemplo 
en el complejo mostrado en la Figura 2, es posible definir tres mallas: M1=e1+e4+e5, M2= 
e2+e3-e5, y M3= e1+e2+e3+e4. Sin embargo, solo dos de esas mallas son independientes 
porque M3=M1+M2. Cada malla determina un elemento, M, de C1, cuya coordenada es 
+1, -1 o 0, y ∂M = 0. Cada malla es cíclica, pero cada ciclo no es una malla. 
Un complejo conectado que no contiene una malla es llamado árbol. En un árbol 
existe por lo menos un nodo el cual es un punto límite de solo una sección. Así, en un 
árbol, el numero de nodos es exactamente uno más que el numero de secciones: si Nb 
denota el numero de secciones y Np denota el numero de nodos, entonces en cualquier 
árbol: Np = Nb+1 (Ver Figura 3). 
Figura 2 Camino cerrado [28] Figura 3 Familia de dos mallas [28] 
 
 
Estructura de co- cadena 
Hasta ahora, solo el espacio C0 y C1 han sido introducidos. Porque el nodo de presión 
pn puede ser considerado como cuantitativo de otro pero relacionado espacialmente, así 
el vector de presión p= (p1,p2,…), y se asume que queda dentro del “espacio dual” del 
espacio C1. Este espacio dual es llamado espacio de una-co-cadena, y denotado como 
!!∗ el cual también es espacio de la función lineal de C1. Similarmente, el espacio !!∗ de la 
función lineal en C0 puede ser introducido como el espacio de cero-co-cadena. El 
operador limite adjunto, el cual se denota por d, es un mapa lineal desde !!∗  a !!∗, y es 
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definido como el operador colimite. Ya que e es una sección y ∂e = n2-n1, donde existe 
una función, pn, en un nodo, es decir, una cero-cocadena, tal que pb= pn2-pn1. Para la red 










        (5) 
Donde d es la transpuesta de ∂. 
Forma de la matriz de operador restrictivo limite y 
operador restrictivo colimite  
Cuando se evalúa un flujo de fluido a través de una red, una referencia nodal de 
presión puede ser conocida. El operador restrictivo límite ∂* puede ser obtenido 
simplemente suprimiendo los componentes correspondientes para preecribir los nodos 
de la expresión como un vector en C0. Para la red mostrada en la Figura 1, uno puede 
eliminar una fila de la matriz expresada en la matriz ∂, desde que esta fila sea la suma 
negativa de todas las otras filas. Así, ∂* llega a ser: 
!∗ =









        (6) 
El trazado de d*, inducido desde un mapa de d, es definido como el operador 
restrictivo colimite del mapa, cuya adjunta es el mapa ∂*. La matriz representada d* es 










         (7) 
Modelación de flujo y transporte en la red de 
fracturas usando topología 
Flujo permanente 
Los nodos de la red (excluyendo los limites) deben ser enumerados convenientemente 
pero de manera arbitraria por asignación de índices k=1,2,…,Np, donde Np es el numero 
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de nodos interiores. Las secciones de la red se dan por los índices, j =1,2,…Nb, donde Nb 
es el número total de secciones. La dirección del flujo positiva en cada sección, puede 
ser escogida arbitrariamente. El caudal y la presión para la red es definida como:  
a. qbk y pbk son el caudal y la presión a través de la sección k; y 
b. qsk y psk son el caudal de origen y la presión en la sección k. 
Si qb es una co-cadena que describe el caudal de distribución de una red, entonces: 
!∗!! + !! = !          (8) 
Donde ∂* es el vector de la ecuación 6 y qs es el nodo del vector de origen del flujo, el 
cual tiene Np elementos. 
Dejando pn ser el vector de nodo de presión, es decir, cero-co-cadena, la presión de la 
sección pb es designada por la relación: 
!! = !
∗!!           (9) 
Donde d* es descrito en la ecuación 7. 
Las sumas de presión de una gota alrededor de cada malla, debido al caudal en la 
malla y el origen, son cero y se requiere la ley Kirchhoff´s. La relación entre el caudal de 
cada sección qb, la presión de cada sección pb y la sección presión del origen ps puede 
ser representada por: 
!! = ! !! − !!          (10) 
Donde G es la matriz de conductividad de la sección. Para escoger la orientación de la 
gráfica de la red, G tiene la dimensión Nb x Nb, y es isotrópico natural. 
Sustituyendo las ecuaciones 9 y 10 en la ecuación 8, se produce: 
!∗!!∗ !! = !
∗!!! − !!         (11) 
Cada diagonal entra en ∂*Gd* es la suma de las conductividades de todas las 
secciones conectadas por un nodo. El componente de !∗!!∗ !! representa el caudal 
neto que puede ser el flujo saliente de cada nodo si ellos no son el origen. Los 
componentes de !∗!!! − !!  son el flujo neto que puede ser el flujo entrante de cada 
nodo si todos los nodos potenciales son igual a cero. 
El nodo de presión pn puede así, ser determinado por la expresión: 
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!! = !
∗!!∗ !! !∗!!! − !!         (12) 
Las condiciones limites de entrada y salida en la red puede ser preescritos. En su 
cálculo, las condiciones limites de presión constante son asumidas. 
Por conveniencia y simplicidad, las condiciones límites adicionales de la ecuación 11, 
pueden ser obtenidas por la siguiente fórmula: 
!!"!!! = !!         (13) 
Donde 
!!" = −!!" , ! ≠ !         (14) 
!!" = − !!"!!!          (15) 
Donde gij son la conductividad de la sección ij. 
Flujo no permanente 
Cada sección de la red está limitada por dos nodos i y j, y allí hay un flujo a lo largo de 
la sección que es caracterizado por un tensor de difusividad !!"∗ . Una ecuación de flujo 






             (16) 
En la red de fractura, pij en cada sección obedece a la ecuación de flujo, con la 
condición inicial pij (x,0) =0 y dos condiciones limites se describen como: 
!!" !, ! = !! !           (17) 
!!" !!", ! = !! !           (18) 
 
Donde Lij es la longitud de la fractura examinada.  
El flujo en cada nodo i desde la sección ij, o ley Darcy, puede ser descrito como: 
!!" = −  !!"∗ !
!!!" !,!
!"
         (19) 
Y, similarmente, 
!!" = −  !!"∗ !!"
!!!" !!",!
!"
         (20) 
 
Para cualquier nodo i el flujo es descrito como: 
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!!" !!!! = !! !          (21) 
 
Sustituyendo la ley de Darcy dentro de la ecuación, la presión en el espacio Laplace 
puede ser resuelta como: 
!!" !, ! = !!"!"# ∝!" ! + !!"!"# !!"!        (22) 
 
Donde 
∝!" ,!!" = ±
!
!!"
∗           (23) 
 
Donde Aij y Bij son determinados desde las condiciones limites y s es el parámetro de 
la transformada de Laplace. Después de la determinación de Aij y Bij, la solución es: 
!!" !, ! = !! ! cosh ℎ!"! + !! ! − !! ! cosh ℎ!"!!"
!"#! !!"!
!"#$ !!"!!"





∗           (25) 
 
El nodo puede ser expresado como: 
!!"!! !! = !! !          (26) 
 
Donde 
!!" = −!!"∗ ℎ!"!"!ℎ ℎ!"!!" ,      ! ≠ !        (27) 
!!! = !!"∗ ℎ!"!"#ℎ ℎ!"!!" = − !!"!"#ℎ ℎ!"!!"!!!!!!         (28) 
 
!! !  , puede ser obtenido resolviendo la ecuación 26. La solución para el nodo para 
la red completa puede ser completada sumando todo el camino desde la entrada a la 
salida de la red. 
 
Anexo B: Modelo Numérico – TRANSIN  
En este anexo se describe el modelo numérico TRANSIN, señalando los insumos 
necesarios para ejecutar y analizar los resultados que produce el programa. Este código 
será empleado en el desarrollo de este trabajo. 
TRANSIN IV resuelve principalmente el flujo lineal junto problema inverso de 
transporte. Utilizando estimaciones previas, medidas de nivel y concentración, se puede 
estimar los siguientes parámetros de un acuífero: transmisividad, almacenamiento, 
recarga, límites de niveles y flujo, leakance, dispersividad, difusión molecular, porosidad, 
retraso, decaimiento lineal, límite de concentraciones. Usando el método de elementos 
finitos en el espacio y ponderando el esquema de diferencias finitas en el tiempo se 
resuelven las ecuaciones de flujo no permanente y transporte. 
El dominio del flujo y transporte es 1D, 2D o cuasi 3D, aplicando elementos lineales 
1D, triángulos lineales 2D o rectángulos bilineal 2D mixtos. Los regímenes de tiempo 
pueden ser no permanente o permanente en cualquier ecuación (flujo o transporte). Los 
parámetros se estiman sobre la base de la teoría de máxima probabilidad “maximum 
likelihood”, obteniendo la incertidumbre de los incertidumbre. La minimización de la 
probabilidad log negativa se calcula usando el método de Marquardt. 
TRANSIN IV está escrito en Fortran-77 estándar. Por lo general, no hay que compilar 
y vincular el programa, pero cuando la dimensión del problema es muy grande (en 
términos de puntos de nodos, elementos, parámetros, tiempos de observación, etc), la 
dimensión del programa no puede ser suficiente. En estos casos hay que editar un 
archivo y cambiar las dimensiones correspondientes.  
Proceso de modelación 
Para estimar automáticamente los parámetros y evaluar su papel en la modelación, es 
necesario definir:  
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1. Definir un modelo conceptual. Para que un modelo tenga alguna posibilidad de 
reproducir la realidad, debe incluir los procesos relevantes y representar un modelo 
de estructura adecuada. 
2. Representar las ecuaciones matemáticas en el modelo. En este paso es importante 
definir la discretización, dado que involucra la subdivisión del dominio y la definición 
de una solución de red y los tiempos de incrementos. En esta etapa se selecciona el 
código(s) ha usar, se define el nivel de resolución de los parámetros del modelo, etc.  
3. Definido el modelo conceptual, definir el modelo numérico en términos de un número 
de finito de parámetros desconocidos. Es importante en esta etapa la calibración, a 
fin de obtener una buena relación entre lo calculado y lo medido. 
4. El último es evaluar la incertidumbre. En esta etapa se pueden identificar tres fuentes 
de incertidumbre. La primera comprende aquellas asociadas con el modelo 
conceptual, dado que varios modelos pueden haber sido calibrados de forma 
satisfactoria pero estas calibraciones no pueden validarse en la predicción. La 
segunda se refiere a la incertidumbre de parámetros. Por último, la incertidumbre 
natural o humana.  
¿Que se modela en transin? 
Los tipos de análisis que puede realizar TRANSIN son:  
• Simulación (es decir, la solución directa de nivel de flujo de aguas subterráneas y las 
ecuaciones de transporte).  
• Estimación de parámetros. Es el principal uso del código.  
• Análisis de errores. La evaluación de la incertidumbre en los parámetros del modelo.  
• Análisis de sensibilidad: La evaluación de cómo los niveles y las concentraciones van 
a cambiar en respuesta los cambios en los parámetros del modelo.  
• Selección de modelo. Identificación de los "mejores" entre un conjunto de alternativas 
de modelos conceptuales.  
•  Diseño de experimentos: La selección del experimento más informativo entre un 
conjunto de alternativas. 
Además, TRANSIN tiene un conjunto bastante completo de opciones de salida que 
facilita el post-procesamiento de los resultados, tanto en términos de niveles, 
concentraciones y balances de masa.  
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En cuanto a los tipos de problemas que TRANSIN pueden ser resueltos de agua 
subterránea, puede resolver casi todos los tipos de flujo lineal y problemas de transporte, 
con excepción de aquellos en los que el dominio es totalmente 3D.  
Manejo de transin 
Se explica el uso básico de TRANSIN en algunos detalles.  
Discretización 
La discretización consiste en subdividir el dominio espacial en un conjunto de 
elementos finitos y el dominio del tiempo en un conjunto de intervalos de tiempo. La 
construcción de la red de elementos finitos sigue directrices habituales para construir 
una red de elementos lineales, triangulares y/o cuadrados. 
Pasos para la construcción de la red de elementos finitos: 
Paso 1: Construir un mapa a escala de la región de interés, indicando todos los 
puntos  hidrológicos de mayor interés. Definir y marcar los límites físicos del área a ser 
modelada.  
Paso 2: Marcar las ubicaciones de todos los pozos de bombeo y de observación. 
Paso 3: Usar el juicio para dibujar el patrón de líneas de flujo aproximado.  
Paso 4: Sobre la base del flujo neto obtenido en el paso 3, dibujar en una cuadrícula 
de elementos finitos, utilizando las reglas básicas.  
Paso 5: Número de nodos. Durante la numeración, se debe considerar el ancho de 
banda porque el tiempo de CPU aumenta proporcionalmente a la diferencia de ancho de 
banda (máximo entre nodos adjuntos). Por ello se debe utilizar un esquema de 
numeración que minimice esta diferencia. En un problema de múltiples capas, después 
de la numeración de una capa debe continuar la numeración en la siguiente capa. Los 
nodos pueden ser numerados al azar (pero no es recomendable), no puede ser omitido 
un número intermedio.  
Paso 6: Número de los elementos de acuerdo a cualquier esquema de numeración, 
pero asegúrese de que todos los elementos están numerados y que no se ha omitido 
ningún número.  
Paso 7: Establecer un sistema de coordenadas y un registro secuencial de las 
coordenadas de todos los nodos. Para el código de TRANSIN, es más conveniente 
registrar el número y las coordenadas de cada nodo en una línea separada de un 
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I5 F10.a F10.a F10.a 
donde a es un número arbitrario definido por el usuario entre 0 y 9 (es decir, el uso de 
las primeras cinco columnas, para escribir el número de nodo, al lado de 10 columnas de 
coordenada X, las columnas 16 a 25 para la coordenada y, y las columnas 26 a 35 la 
coordenada Z) . 
Las coordenadas de los nodos omitidos son interpoladas linealmente por TRANSIN.  
Al preparar el archivo de entrada para los problemas multicapas, cada capa debe 
estar representada en un plano X-Y (nótese que se da la coordenada Z). La consistencia 
geométrica entre las capas se garantiza a través de las conexiones 1-D.  
Paso 8: Registre el número de nodos definiendo las esquinas de cada elemento en un 
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La numeración debe ser contada en dirección de las manecillas del reloj alrededor del 
elemento.  
Paso 9: Revisar los datos de los nodos y elementos.  
Discretización del tiempo 
La discretización temporal consiste en la definición de incrementos de tiempo 
necesarios para resolver las ecuaciones discretas de flujo y de transporte. El tiempo del 
dominio debe ser discretizado sólo para flujo no permanente o problemas de transporte. 
TRANSIN trabaja con dos discretizaciones de tiempo superpuestas: los tiempos de 
observación y de solución.  
Los tiempos de observación se definen por conveniencia para especificar la 
variabilidad en el tiempo de niveles y/o mediciones de concentración y tensiones (niveles 
externos prescritos, área de recarga, tasas de flujo prescrito en nodos y fuentes de 
concentración prescrita). El intervalo entre los tiempos de observación secuencial se 
denomina "intervalo de observación (o incremente o paso del tiempo)".  
Por otra parte, los tiempos de solución se definen para mayor exactitud, se requieren 
para resolver ecuaciones de flujo y transporte y se especifican para subdividir cada 
intervalo de observación en varias constantes "pasos de tiempos de solución" (o 
intervalos o incrementos de tiempo). 
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Lo siguiente es una descripción sobre las funciones de tiempo y las reglas de 
discretización. 
Funciones de tiempo  
Las funciones de tiempo se especifican para describir la variabilidad del tiempo de 
tensiones externas. Un tiempo dependiente de la recarga se define como el producto de 
un espacio dependiente del valor por una función de tiempo. Observe que la misma 
función del tiempo se puede utilizar para varios elementos y/o nodos, incluso si 
pertenecen a diferentes parámetros de zonas o representan diferentes tipos de 
parámetros.  
Los valores intermedios de tiempos de solución se obtienen por interpolación lineal. 
Sin embargo, el usuario debe tener en cuenta que se emplea un esquema de diferencias 
finitas ponderadas. Si los pesos son iguales a uno, un sistema plenamente implícito es 
utilizado. En este caso, para efectos de balances de masa, se debe considerar la función 
del tiempo, por etapas constantes.  
Cuando se resuelven problemas no permanentes con las condiciones de estado 
permanente inicial, la función de tiempo sólo se aplica a la parte no permanente.  
Normas para la discretización del tiempo  
En cuanto a la discretización espacial, una discretización óptima del tiempo se alcanza 
después de comprometer la exactitud y el tiempo de CPU. La principal diferencia entre la 
discretización del tiempo y el espacio es que la modificación de este último puede ser 
muy lento, mientras que el primero puede ser cambiado fácilmente. Por lo tanto, las 
normas descritas a continuación pueden ser utilizadas para definir los valores iniciales de 
los tamaños de paso del tiempo, que puede ser modificado más adelante por ensayo y 
error.  
a) Definir los tiempos de observación. Se dan por tiempos en los que los datos de nivel 
están disponibles y ello se requiere para la correcta reproducción de la variabilidad del 
tiempo de acciones exteriores. Esto último puede requerir la elaboración las funciones de 
tiempo actual.  
b) Definir preliminarmente los incrementos de la solución. Dos criterios pueden utilizarse 
para definir los pasos preliminares de tiempo de solución. El primero por acumulación de 
error de discretización del tiempo que rara vez supera el 10% de la variación más grande 
de nivel durante un único paso de solución del tiempo. Si los datos de nivel disponibles 
son suficientes, entonces se puede estimar la variación de nivel antes de la simulación 
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real y obtener intervalos de tiempo para ellos. Por ejemplo, si el cambio de nivel máximo 
durante un intervalo de 30 días de observación es de 3 metros y no se quieren que los 
errores de nivel excedan 10 cm, entonces el cambio de nivel por el paso de tiempo de 
solución no debe exceder de 1 m, lo que implica un paso de tiempo de solución de 10 
días. El segundo criterio se basa en el tiempo requerido para que las perturbaciones se 
transmitan a través del medio. Este tiempo es controlado por el tiempo adimensional 
(ecuación de flujo). Con esta ecuación se  tienen dos límites diferentes para los 
incrementos de tiempo. El primer límite se basa en el supuesto de que el tiempo 
adimensional es calculado con L=Δx (tamaño del elemento) no debe ser más grande que 
uno. El segundo límite se obtiene por la imposición de calcular el incremento de tiempo 
adimensional mediante la observación para la distancia de un punto de bombeo (d) debe 
ser tomado como una fracción de uno 
c) Después de definir los pasos de tiempos de solución el número para cada intervalo de 
observación puede obtenerse simplemente dividiendo el segundo entre los primeros. Es 
conveniente recordar que el costo computacional se reduce cuando los pasos de tiempo 
de solución se mantienen constantes. Por ejemplo, considere un problema con 7 
intervalos de observación (Δt=30,15,20,40,50,40,80) que han sido divididos como 
(KINT=5,2,4,3,5,3,7). El costo computacional puede ser reducido y mejorar la precisión 
utilizando (KINT=6,3,4,4,5,4,8), lo que implica una solución de 5 pasos para los tres 
primeros tiempos de observación y de 10 para los últimos 4.  
Parametrización.  Estimación previa  
Los parámetros del acuífero (T, S, etc) se definen sobre el dominio de flujo y sus 
límites. Por lo tanto, son funciones del espacio (y/o tiempo). En lugar de estimar estas 
funciones, la modelación inversa requiere para su expresión un conjunto de términos 
discretos de incógnitas, llamados parámetros del modelo. El proceso de expresión de los 
parámetros del acuífero en función de los parámetros del modelo se denomina 
parametrización. Para un parámetro genérico del acuífero que varía en el espacio (que 
sea g(x)), la mayoría de parametrizaciones se puede expresar como:  




donde fi(x) es una función de interpolación preestablecida y gi es el parámetro de 
modelo correspondiente. Cuando g no es constante en el tiempo, esta expresión se 
multiplica por una función de tiempo.  
A pesar que diferentes tipos de funciones de interpolación pueden ser fácilmente 
acomodados en TRANSIN, sólo la zonificación se ha aplicado porque es el mejor marco 
para modelos conceptuales basados geológicamente. Por lo tanto, los parámetros se 
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especifican por zonas, que puede consistir en uno o varios elementos (o nodos) 
compartiendo algunas características hidrogeológicas. Entonces, g(x) se define como:  
g(x)=CF(N) x G (I)  
donde x pertenece al elemento de N (o al segmento de frontera asociada al nodo N), 
que a su vez pertenece a la zona I. Cuando g(x) depende también del tiempo, esta 
ecuación se escribe como:  
g(x,t) = CF(N) . G(I) . FT(t) 
donde FT(t) es sinónimo del valor la función de tiempo en el tiempo t. Observe que los 
parámetros del acuífero se toman como constantes dentro de cada elemento, aunque 
pueden variar de un elemento a otro dentro de una zona determinada. La definición de 
CF(N) para cada elemento y para cada tipo de parámetro puede ser tediosa. Sin 
embargo, proporciona gran libertad para adaptar el código para diferentes necesidades 
específicas.  
Existen dos grupos de parámetros: los que son definidos por los elementos, es decir, 
en cada elemento se puede tener un valor diferente del parámetro, y los parámetros que 
se definen por los nodos, es decir, en todos los nodos se pueden tener valores 
diferentes. El último grupo de parámetros se componen por parámetros relacionados con 
condiciones de frontera (nivel prescrito, flujo prescrito, infiltraciones y concentración 
externa). Observe que hay un parámetro que puede ser definido por nodos y elementos 
(concentración externa). Esto se hace de tal manera porque la concentración externa 
puede venir con recarga (en este caso, parece más natural la definición de este 
parámetro por parte de elementos) o puede provenir de infiltración a través de la frontera 
(en cuyo caso se parece más natural para definir el parámetro por los nodos).  
A modo de ejemplo, la recarga de un área en el elemento número j se calcula como:  
ARRC (LXARR(j)) x CFARR (j) 
o como:  
ARRC (LXARRT(j)) x CFARRT(j) x FNT (NFTARR (LXARRT(j)), t)  
donde la variable LXARR especifica la zona a la que pertenece el elemento j en 
estado permanente (LXARRT es la misma para no permanente), ARRC es el parámetro 
del modelo G, CFARR(j) es el elemento de coeficiente de recarga para estado 
permanente (como CFARRT para no permanente), NFTARR es el número de función de 
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tiempo relacionado con la zona de recarga LXARRT(j) y FNT es el valor de esa función 
del tiempo.  
Además de especificar los patrones de la variabilidad espacial a través de las zonas y 
coeficientes nodales o de elemento, el usuario también debe definir la información previa 
disponible. Se trata de proporcionar un valor estimado previo y una medida de su 
fiabilidad (varianza o desviación estándar). La función objetivo penaliza las salidas de 
parámetros de sus estimaciones anteriores a través de los criterios de verosimilitud.  
Se debe tener en cuenta que la información previa no se utiliza cuando sólo se 
requiere de simulación. Los valores calculados de los parámetros se dan como valores 
iniciales en la fase de entrada. Si la estimación se hace, pero no se da información 
previa al programa, este toma los valores iniciales de los parámetros como información 
previa.  
Para el nuestra modelación, con el fin de llevar a cabo el problema inverso, se 
considera que los valores del parámetro actual de cada elemento individual está dado 
por el producto de dos valores: (a) un número específico, basado en consideraciones 
geométricas y conectividad, y de una funciones de densidad de probabilidad (pdf) pre-
especificada, y (b) un factor de escala (llamado "parámetro de familia"), que es un valor 
desconocido que es el mismo para todos los elementos asociados a una determinada 
familia. Sólo es necesario calibrar estos parámetros de familia. 
Verificación de discretización  
La verificación se refiere al proceso de garantizar que las ecuaciones de flujo y de 
transporte resueltas tengan suficiente precisión. Se trata del "código de verificación", se 
refiere a garantizar el uso adecuado de métodos numéricos y que han sido programados 
sin errores. TRANSIN ha sido ampliamente probado, así la mayoría de los errores se 
han corregido. En cuanto a los métodos numéricos, se está usando un método de 
elementos finitos totalmente estándar con diferencias finitas ponderadas en el tiempo. 
Por lo tanto, esta sección está dedicada al proceso de pruebas que la entrada de la red 
está libre de errores y es lo suficientemente fina.  
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Entrada de errores  
Considerando que la definición de la red es bastante tediosa, siempre se debe asumir 
que, aun cuando se utilice el generador automático de la red, se han hecho errores de 
entrada. La mayoría de los errores de entrada se pueden identificar mediante el trazado 
de elementos finitos de la red, utilizando preferentemente un código que lea la definición 
de la red desde archivos idénticos o muy similares a los archivos de entrada de 
TRANSIN. Deben hacerse varios figuras: red de elementos finitos, que incluyan áreas de 
muestreo (transmisividad, coeficiente de almacenamiento, porosidad, dispersividad, etc) 
y zonas nodales (nivel prescrito, flujo prescrito, condiciones de límites mixtas y 
sumideros y fuentes). Aunque más difícil, también conveniente representar coeficientes 
de los elementos y los nodos.  
El trazado de la red ayudará a identificar algunos errores geométricos obvios (tales 
como errores de 1 y 4 de la siguiente tabla), pero no se pueden identificar errores 
topológicos (como los errores 2 o 3 de la siguiente tabla). Contando conexiones nodales 
puede ayudar para este fin.  
Por conveniencia, se distinguen dos tipos de conexiones, conexiones horizontales 
(conexiones pertenecientes a elementos triangulares y cuadriláteros) y conexiones 
verticales (conexiones pertenecientes a elementos 1D). Esta nomenclatura se utiliza, 
porque la mayoría de veces los elementos 1D se utilizan para definir conexiones entre 
capas. Sin embargo, las conexiones horizontales no necesariamente son realmente 
conexiones horizontales y las verticales no pueden estar en posición vertical. 
a. Malla correcta  
NUMNP = 9, NUMEL = 8, NECON = 16 
b. Error 1: Dado el nodo 5, en lugar de 7 
NUMNP = 9, NUMEL = 8, NECON = 18 
c. Error 2: El elemento 6 no esta definido 
NUMNP = 9, NUMEL = 7, NECON = 16 
d. Error 3: Un nodo no pertenece a ningún elemento 
NUMNP = 10, NUMEL = 8, NECON = 16 
e. Error 4: Error en la coordenada x del nodo 4  
NUMNP = 9, NUMEL = 8, NECON = 16 
NUMNP Número de nodos.  
NUMEL Número de elementos triangulares.  
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NECON Número de conexiones horizontales.  
NHOLES Número de hoyos internos en la red (normalmente 0).  
NCEXT Número de conexiones definidas en los límites (tanto externo como 
interno).  
NGRIDS Número de redes aisladas (por lo general, 1).  
 
Estas variables deben cumplir las siguientes relaciones.  
NECON= NUMNP + NUMEL + NHOLES-NGRIDS 
NECON= (3 x NUMEL + NCEXT)/2 
Si estos no se cumplen, entonces los datos de entrada contienen errores topológicos. 
En realidad, contando las conexiones pueden ser tan tedioso que lo que a menudo se 
hace es calcular y comprobar NECON utilizando las ecuaciones anteriores. Ambas 
ecuaciones deben conducir al mismo valor de NECON.  
Algunos de los errores de entrada más frecuentes se muestran en la tabla anterior. El 
error 1 se produce casi inevitablemente cuando en definición del elemento se introduce a 
mano. Consiste en escribir un número de nodo erróneo en la definición de elementos. 
Notese que el número real de conexiones NECON es 18, mientras que la aplicación de 
las ecuaciones a la red se supone daría un resultado 16. Obviamente, la inspección 
cuidadosa de la trama la red debe permitir la fácil identificación del error.  
El segundo tipo de error de la anterior tabla es muy común cuando los elementos se 
definen a mano. Por otra parte, puede no es fácil identificar por inspección visual, porque 
la apariencia de la red no se ve alterada cuando un elemento se omite. Sin embargo, el 
número de conexiones calculado con las anteriores ecuaciones   y usando NHOLES = 0 
y NCEXT 8 = (valores asumidos por el usuario) sería de 15 y 14,5 respectivamente; que 
son diferentes el uno del otro. Por otra parte, el segundo valor es absurdo. Tenga en 
cuenta que con el NHOLES= 1 y NCEXT = 11, de las ecuaciones anteriores llevaría al 
valor correcto, pero esto implicaría que el usuario estaba saliendo del agujero a 
propósito. Identificar el elemento que falta puede ser obtenido por la coloración de la red 
elemento por elemento, de modo que el que falta sería el de la izquierda sin colorear.  
El error 3 de la anterior tabla, no es inusual cuando la malla se hace a mano, consiste 
en olvidar un nodo a la hora de definir los elementos. En este caso, NECON de las 
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ecuaciones anteriores sería 17 y 16,5 respectivamente, si NCEXT=9 o 16 si NCEXT=8. 
El trazado de números de nodos a lo largo de la red ayudará a señalar el error.  
Por último, el error 4 de la anterior tabla es un error puramente geométrico, 
posiblemente causado en la digitalización de coordenadas nodales. Este error puede 
afectar negativamente la calidad de los resultados. TRANSIN simplemente se ejecutará 
con una geometría un tanto diferente de la que se supone.  
Tamaño de discretización  
La metodología usada en la sección anterior ayuda en la definición de las redes libres 
de errores, pero no garantiza la precisión adecuada. Los errores de truncamiento surgen 
como consecuencia del espacio y de la discretización del tiempo. Estos se reducen, a 
costa del aumento de tiempo de CPU, por tanto es necesario la refinación de elementos 
y la solución de los incrementos de tiempo. Para la verificación de la red y obtener una 
estimación de tiempo de CPU, lo primero es hacer una corrida preliminar sobre modo de 
simulación. Dependiendo del número de parámetros y la estabilidad del problema, el 
total de tiempo de CPU necesario para estimación de parámetros puede variar entre 100 
(pocos parámetros) y 1.000 (más que 100 parámetros) veces el tiempo necesario para la 
simulación.  
La única manera de controlar los errores de truncamiento es la precisión de la 
refinación tanto en tamaño del elemento como la discetization del tiempo. Esto se puede 
lograr de la siguiente manera:  
Paso 1: Comenzar con la discretización del tiempo. Se refina mediante el aumento de 
número de incrementos de solución por intervalos de observación. Cuando las 
diferencias de resultados entre simulaciones sucesivas están por debajo de un valor 
aceptable, el perfeccionamiento probablemente no valga la pena, por lo tanto se pueden 
seguir los pasos con tiempos más amplios. En comparación con las soluciones de 
diferentes niveles de discretización del tiempo, se debe asegurar que no se introduzcan 
nuevos errores en el proceso.  
Paso 2: Refinar la discretización espacial y seguir el mismo planteamiento anterior 
(reducir los tamaños de los elementos por un factor constante hasta obtener una 
diferencia lo suficientemente pequeña entre los resultados para sucesivos niveles de 
refinamiento observados). Idealmente, un nivel adecuado de tiempo de refinamiento debe 
ser encontrado para cada discretización espacial debido al incremento de tiempo 
apropiado de solución dependiente del tamaño del elemento. Esto se puede hacer 
repitiendo el paso 1 por cada malla. Desafortunadamente, hacerlo puede llegar a ser muy 
tedioso, así que simplemente se puede reducir los incrementos de tiempo por un factor 
de reducción igual al cuadrado de reducción del tamaño de la red (por ejemplo, si las 
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distancias nodales se reduce en un factor de 1,4, reducir los incrementos de tiempo en 
un factor de 2). Se debe dejar la refinación de la red, si el tiempo de CPU sugiere que la 
ejecución del problema inverso es casi imposible (por ejemplo, un problema cuya 
simulación necesita 1 hora de la CPU puede conducir a un problema inverso que 
requiere por lo menos de 5 días de CPU).  
La cuestión que se plantea es cuánto afectan los errores numéricos en la estimación 
de parámetros. Idealmente, se podría evaluar el efecto de los errores numéricos con sólo 
resolver el problema inverso al aumentar los niveles de refinamiento. Como regla 
general, los problemas de inestabilidad pueden ser sensibles a los errores de 
truncamiento, aunque se puede suponer un problema no sensible a este tipo de errores. 
Especificaciones de datos observados  
Los niveles (observados) y las concentraciones medidas son la información más 
importante que debe incorporarse en el programa para la estimación de parámetros. En 
los problemas no permanentes, con los datos medidos se suministran los “tiempos de 
observación". Los datos que faltan se especifican estableciendo un valor en un punto de 
observación (por ejemplo N) y un tiempo (digamos t) a un valor menor que un nivel de 
base definido por el usuario llamado HBA (niveles) y CBAS (concentraciones). En otras 
palabras, si el valor del nivel observado en un punto de observación y tiempo dispuesto 
es menor que HBA, el programa trata de desaparecerlo (de manera similar con los datos 
de concentración y CBAS).  
Hay que dar al programa una matriz con la estructura del error de las mediciones. En 
la versión actual del código, estas matrices se suponen diagonales.  
En ausencia de cualquier indicación contraria, la desviación estándar debe ser igual 
para todos los puntos de observación. Una forma de asignar las desviaciones estándar 
consiste en dividir por 4 subjetivamente definido un intervalo de confianza del 95% 
(Observe que este intervalo de confianza debe incluir no sólo los errores de medición, 
sino también errores del modelo que no puede atribuirse a los valores de los parámetros 
del modelo). Sin embargo, una serie de efectos puede conducir a la desviación estándar 
de una variable. Estos se enumeran a continuación.  
Heterogeneidad no modelada: TRANSIN trata la transmisividad como constante por 
zonas (en realidad, puede variar en la forma prescrita dentro de cada zona). Sin 
embargo, es probable que la transmisividad varié aleatoriamente en el espacio. Esto lleva 
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a una incertidumbre del nivel cuya varianza es proporcional al gradiente de nivel, la 
varianza log-T y la correlación de la distancia log-T (o tamaño de la zona, lo que sea 
menor). En la práctica, este efecto puede ser significativo sólo cuando los tamaños de las 
zonas T son muy diferentes unos de otros y cuando los gradientes de niveles varían 
considerablemente en todo el campo de flujo.  
Otros factores no modelados. Algunos efectos hidrogeológicos que se sabe que 
existen, pero no se incluyen en el modelo debido a la simplicidad o porque no se conocen 
con suficiente detalle. Si realmente estos factores afectan a algunas medidas, otros 
parámetros del modelo pueden ser desplazados de sus mejores valores cuando se hace 
esfuerzos para adaptarse a tales mediciones. La mejor manera de minimizar los efectos 
negativos de los factores no modelados es reducir el peso (aumento de la desviación 
estándar) asignados a los puntos afectados.  
Errores numéricos. Una idea del tamaño de errores numéricos que se han obtenido en 
la definición de la malla de elementos finitos. Ellos pueden variar en el espacio como 
consecuencia de diferentes tamaños de la malla.  
Errores de medición impredecibles. Un gran número de factores pueden afectar a los 
datos medidos. A veces, un gran error errático es ingresado durante la digitación, o 
debido a errores en la elevación del nivel del pozo, o porque una prueba de bombeo sin 
registrar se ha realizado poco antes de la medición. Muchos de estos errores se pueden 
corregir mediante una inspección cuidadosa de los datos (dibujo de curvas de nivel, 
trazado de nivel y curvas de concentración versus tiempo, etc). Sin embargo, algunas de 
estos errores pueden pasar inadvertidos. Por lo tanto, se debe examinar la contribución 
de cada punto de observación a la función objetivo después de ejecutar TRANSIN. Muy a 
menudo, una gran parte de nivel y la concentración en la función objetivo pueden ser 
explicados por uno o dos puntos. Analizando los datos en detalle se puede conducir a la 
identificación de errores de datos. De lo contrario, uno puede optar por reducir el peso 
que se les da con el fin de minimizar los efectos negativos de los errores identificados. 
Esta operación debe realizarse con extremo cuidado, porque si en realidad existen estos 
datos son anormales, se puede apuntar a las debilidades del modelo conceptual. 
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Preparación de archivos de entrada  
Los archivos de entrada se pueden configurar con el fin de ejecutar simulaciones, 
estimación los valores de los parámetros o realizar análisis de sensibilidad de 
parámetros. Los datos de entrada constan hasta de los seis siguientes archivos:  
§ DIM - Archivo de dimensiones. Contiene todas las dimensiones del problema, las 
opciones y función objetivo y los parámetros de convergencia.  
§ GRID - Archivo de la red. Contiene la definición de la red: nodos, elementos, 
condiciones de contorno y parámetros.  
§ PAR - Archivo de parámetros y coeficientes. Contiene coeficientes de elementos y 
nodos así como la definición de parámetros: (valores de zona, opciones de 
estimación, desviación estándar e información previa).  
§ TIM - Archivo de tiempo. Contiene la discretización del tiempo, funciones del tiempo y 
parámetros de tiempo de ponderación. 
§ OBS  - Archivos de observación. Contiene los datos observados y las opciones 
relacionadas.  
§ INI - Archivo de datos iniciales. Contiene los niveles iniciales y las concentraciones, 
así como la velocidad de Darcy y los flujos de frontera si la ecuación de flujo no se ha 
resuelto. 
Los tres primeros archivos deben ser definidos en cualquier problema. El nombre del 
archivo para las dimensiones de archivo se da de forma interactiva por el usuario. Los 
nombres restantes están escritos en este archivo o que se crean con una raíz más un 
sufijo. Si el nombre dado para las dimensiones del archivo no contiene un punto, ".", las 
dimensiones del nombre de archivo se entiende como la cadena de entrada (raíz), más el 
sufijo DIM.DAT. El resto de nombres de archivos serán los siguientes:  
raíz + GRI.DAT (archivo de malla)  
raíz + PAR.DAT (archivo de coeficientes)  
raíz + TIM.DAT (archivo de tiempo)  
raíz + OBS.DAT (archivo de observaciones)  
raíz + INI.DAT (archivo de datos iniciales)  
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Archivos de salida  
La salida de TRANSIN consiste en un archivo principal de salida (raíz + RES.OUT) y 
varios archivos de resultados secundarios pueden ser utilizados como insumos para los 
programas de post-procesamiento.  
§ raíz + PLT.OUT. Contiene los niveles y las concentraciones calculadas y medidas en 
los tiempos de evolución en cada punto de observación.  
§ raíz + MHH.OUT. Contiene los niveles calculados en cada nodo en algunos tiempos 
de observación, junto con los valores de contorno de niveles.  
§ raíz + MCC.OUT. Es similar a la anterior, para la concentración calculada.  
La primera corrida del programa imprime todos los datos de entrada e interpolados, 
así como mensajes de advertencia en relación con la lógica dudosa en los datos de 
entrada. Durante corridas preliminares, el usuario siempre debe buscar el archivo de 
salida para mensajes "ERROR" y "WARNING". Mensajes de "ERROR" siempre detienen 
la ejecución.  
En cada iteración, los valores de la función objetivo, gradientes, etc, se imprimen. Una 
vez que el proceso iterativo se ha terminado, el programa imprime un resumen 
estadístico que incluye estadísticas sobre residuos del nivel y concentración, los valores 
de la función objetivo, función de verosimilitud, etc.  
Siguiendo el resumen estadístico, los parámetros calculados, su diferencia con 
estimaciones previas y el gradiente de la función objetivo con respecto a cada uno de los 
parámetros desconocidos se imprimen. Después de esto, los niveles calculados y los 
residuos de niveles se escriben en cada punto de observación y tiempo.  
Los cálculos de balance de masas se pueden imprimir si se desea. El balance de 
masa de flujo y transporte se puede calcular si las variables adecuadas se activan. Los 
cálculos del balance de masas son útiles para comprobar la cantidad de soluto o de agua 
que se mueve a través del acuífero. Además, nos permite descubrir algunos errores en 
los datos de entrada. Por ejemplo, podemos ver grandes salidas o entradas de flujo que 
no son posibles ver con nuestro conocimiento del acuífero. Por otra parte, al estudiar el 
balance de masas puede ayudarnos a mejorar nuestra comprensión del sistema. Como 
hemos dicho anteriormente, TRANSIN puede manejar los cálculos del balance de masa 
para el flujo y el transporte. Para cada uno de ellos hay tres maneras diferentes de 
obtener la información (que pueden ser activadas al mismo tiempo si se desea):  
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IOBALH: Esta opción permite visualizar el estado de flujo de cada observación de 
tiempo IOBALH. El balance es separado por zonas de recarga, nivel prescrito, flujo 
prescrito, leakance y almacenamiento. Los almacenamientos muestran el 
incremento/decremento del contenido del agua en el modelo en este tiempo y el anterior 
(si el almacenamiento es negativo, una reducción significativa en el contenido de agua se 
ha producido, y viceversa). Las zonas restantes representan el flujo que se ha introducido 
dentro o bien se ha dejado fuera del modelo (entrada o salida de flujos, dependiendo del 
signo).  
IOBALC: Lo mismo como IOBALH para transporte de solutos. Variaciones de masa de 
solutos están clasificadas por zonas de porosidad.  
IOBALGH: Balance global de masa. Es similar a la anterior, pero representa el flujo 
integrado con el tiempo. Nos dice la cantidad total de agua que ha dejado o ha entrado 
en el modelo. También está representada por zonas.  
IOBALGC: Igual que IOBALGH para el transporte de solutos.  
IOBALDH: Balance detallado de flujo de masa. Al igual que IOBALH pero en vez de 
dar la información por zonas, se da la información por parte de los nodos. Es decir, se da 
el mismo tipo de información, pero mucho más detallada. Hay que tener cuidado al usar 
esta opción, porque los archivos son muy grandes pueden ser creados. (En la actualidad, 
esta opción sólo está disponible para el estado permanente). 
En el análisis del error parte del programa, la matriz de covarianza de los parámetros 
calculados se imprime. Las variaciones de los niveles calculados y las concentraciones 
también se imprimen. Por último, un análisis de componentes principales de la matriz de 
covarianza, que consiste en valores y vectores propios, también es impreso.  
Además de los archivos de salida empleados por TRANSIN, el código imprime la 
información interna en varios archivos improvisados que se eliminan automáticamente al 
final de cada corrida. 
Procedimiento de reinicio  
En el marco de TRANSIN, el significado de reiniciar es algo diferente de otros 
programas "problemas directos". En nuestro caso no es posible cambiar el tipo de 
condiciones de contorno; más allá de las posibilidades que se pueden lograr jugando con 
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las funciones del tiempo. Al reiniciar, nos referimos a la continuación de la ejecución (o la 
estimación de parámetros) en condiciones relacionadas con el problema original, pero de 
alguna manera diferente.  
• Procedimiento 1. Se puede utilizar para cambiar los valores iniciales de los 
parámetros, deteniendo criterios, parámetros de iteración, coeficientes de 
ponderación, etc, no siendo necesario detener la ejecución. Se realiza mediante la 
repetición de las tarjetas de grupo. Permite realizar la estimación de distintos pesos, 
iniciando diferentes parámetros iniciales, etc. Hemos encontrado esta opción muy útil 
para la estimación de parámetros estadísticos y chequeo de la convergencia y por lo 
general se aproveche de ella.  
• Procedimiento 2. Se utiliza cuando el proceso de estimación iterativa se detiene sin 
haber agotado las posibilidades de convergencia. En estos casos, las iteraciones se 
pueden reiniciar simplemente uniendo los últimos parámetros calculados de la 
primera ejecución, que se pueden tomar a partir del archivo de salida principal, a los 
datos de entrada como nuevos parámetros iniciales.  
Datos de entrada para el programa transin 
Los datos de entrada constan hasta de seis archivos. Por motivos de organización, la 
descripción de entrada se organiza en "grupos" y "tarjetas". Cada tarjeta define el 
contenido en una sola línea del archivo de entrada, los cuales son:  
1. ARCHIVO (1). Archivo principal (Tarjetas de "A").  
2. ARCHIVO (2). Definición de red (tarjetas de "B").  
3. ARCHIVO (3). Definición de parámetros (Tarjetas de "C").  
4. ARCHIVO (4). Tiempo y funciones de tiempo (Tarjetas de "D").  
5. ARCHIVO (5). Datos medidos (Tarjetas de "E").  
6. ARCHIVO (6). Condiciones iniciales (Tarjetas de "F").  
Los nombres de otros archivos de entrada de datos se dan en el archivo principal o se 
crean a partir del nombre del archivo de entrada principal. Estos nombres de los archivos 
se generan por un prefijo (raíz) y por un sufijo. Los sufijos son: DIM.DAT, PAR.DAT, 
TIM.DAT, OBS.DAT, INI.DAT para los archivos de entrada y RES.OUT, MCC.OUT, el 
PLT. OUT para la salida archivos. 
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En cualquier registro de un archivo de entrada se puede escribir una o más líneas de 
comentario. Para decirle al programa que una línea es una línea de comentarios, el signo 
de porcentaje (%) se debe colocarse en esa línea, este signo se puede colocar al 
principio al final o en medio de la línea. 
FILENAME (1): archivo DIM  
Este archivo contiene las dimensiones del problema, las opciones de salida, los 
criterios de convergencia, etc. Este archivo consta de once grupos: 
Grupo A1 Los nombres de los archivos de datos de entrada 
Grupo A2 Los nombres de los archivos de datos de salida  
Grupo A3 Opciones  
Grupo A4 Dimensiones  
Grupo A5 Opciones de transformación log  
Grupo A6 Opciones de salida  
Grupo A7 Balance de masa 
Grupo A8 Iteración parámetros  
Grupo A9 Coeficientes de ponderación  
Grupo A10 Curva de nivel de datos  
Grupo A11 Control de datos 
FILENAME (2): archivo GRI  
Este archivo contiene la definición de la red. La red se define por sus elementos, 
nodos, condiciones de frontera y zonas de parámetros. Este archivo se compone de tres 
grupos: 
Grupo B1. Definiciones de nudos: Coordenadas, condiciones de frontera y las zonas 
relacionadas con los nodos. 
Grupo B2. Matriz de espesor de la difusión y del error de truncamiento en su 
aproximación. 
Grupo B3. Definiciones de elementos: nodos de elementos y zonas asociadas a cada 
elemento. 
FILENAME (3): archivo PAR 
Este archivo contiene los elementos y coeficientes de parámetros nodales. Las tres 
primeras tarjetas grupos son los coeficientes de nodales para ambas ecuaciones, los 
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coeficientes de los elementos de la ecuación de flujo y los coeficientes de elemento de la 
ecuación de transporte, respectivamente. La primera tarjeta de cada grupo contiene los 
valores predeterminados.  
Los grupos de tarjetas en este archivo son:  
Grupo C1. Coeficientes nodales.  
Grupo C2. Coeficientes de los elementos para la ecuación de flujo.  
Grupo C3. Coeficientes de los elementos para el transporte ecuación.  
Grupo C4. Parámetros de transmisividad por zona.  
Grupo C5. Coeficiente parámetros de almacenamiento por zona.  
Grupo C6. Parámetros de recarga areal por zona.  
Grupo C7. Parámetros de nivel prescrito por zona.  
Grupo C8. Parámetros de flujo prescrito por zona.  
Grupo C9. Parámetros de Leakance por zona.  
Grupo C10. Parámetros de dispersividad por zona.  
Grupo C11. Parámetros de difusión molecular por zona.  
Grupo C12. Parámetros de porosidad por zona.  
Grupo C13. Parámetros de decaimiento lineal parámetro.  
Grupo C14. Parámetros de retraso por zona.  
Grupo C15. Parámetros de concentración exterior por zona. 
Grupo C15. Matriz de difusión. 
FILENAME (4): archivo TIM  
Este archivo contiene información relacionada con los tiempos de discretización y las 
funciones de tiempo. El archivo consta de tres tarjetas de grupo: 
 
Grupo D1. Tiempo de discretización. El tiempo en que se realizan las observaciones y 
el número de pasos de tiempo entre las observaciones de solución 
Grupo D2. Funciones de tiempo  
Grupo D3. Parámetros de ponderación de tiempo  
FILENAME (5): archivo OBS 
Este archivo contiene el nivel observado y las concentraciones. Consta de tres grupos:  
Grupo E1. Opciones 
Grupo E2. Datos observados. Coordenadas puntos de observación 
Grupo E3. Datos observados de información no permanente 
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FILENAME (6): archivo INI  
Este archivo contiene las condiciones iniciales para las ecuaciones de flujo y 
transporte y la velocidad de flujo y el límite del flujo cuando sólo estamos resolviendo la 
ecuación de transporte.  
Los números de nodos deben ser introducidos en orden creciente. El valor se le 
asigna un valor igual a la última, introducida por faltar nodos o elementos. Por ejemplo, si 
el código se encuentra los siguientes registros durante la tarjeta:  
Node  Initial head 
1  0.0 
2  1.0 
5  3.0 
a continuación, el código se supone que los nodos 3 y 4 tienen el mismo valor que el 
nodo 2, es decir, el programa funcionará como si hubiéramos escrito:  
Node  Initial head 
1  0.0 
2  1.0 
3  1.0 
4  1.0 
5  3.0 
Esta regla se sigue en todas las tarjetas de grupo de este archivo.  
Consta de cuatro grupos: 
Grupo F1. Niveles iniciales 
Grupo F2. Concentraciones iniciales 
Grupo F3. Velocidad del flujo 
Grupo F4. Límites del flujo 
Variables en TRANSIN-IV 
La mayoría de los nombres de las variables TRANSIN (principalmente las variables 
relacionadas con los parámetros del modelo) se construyen siguiendo reglas simples. 
Los nombres de variables se dividen en prefijo (PREFIX), raíz (ROOT) y sufijo (SUFIX). 
La combinación de estos elementos da lugar a nombres de variables. Es importante 
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aprender estas reglas porque se puede identificar la mayoría de variables muy 
fácilmente. A continuación una lista de raíces, prefijos y sufijos empleados en la 
construcción de nombres de variables TRANSIN.  
1. PREFIX:  
CF .- coeficiente de elementos o nodos  
IFLAG .- Control de algunos resultados intermedios  
IO.-Diferentes opciones 
IX .- número de zona de un parámetro nodales  
IZ .- dimensión de parámetros  
IU .- número de unidad lógico de los archivos de entrada  
IV .- parámetro de estimación del índice  
LX .- número de zona de un parámetro definido por elementos  
NF .- Función de tiempo  
NZ .- Número de zonas  
ST .- Parámetro desviación estándar  
XLAM .- Coeficiente de la función objetivo de parámetros  
 
2. ROOT:  
ALF .- Conductancia de dispersión (leakance) 
ARR .- Area de recarga  
CHP .- flujo prescrito  
COE .- concentración de exteriores (que se define por los elementos)  
CON .- concentración exteriores (definido por los nodos)  
CRD .- coeficiente de retardo  
DFM .- difusión molecular  
DSP .- dispersividad  
LAM .- coeficiente de decaimiento de primer orden   
QQP .- flujo prescrito  
OBS .- Datos observados  
POR .- porosidad  
TRA .- transmisividad  
STG .- coeficiente de almacenamiento  
 
3. SUFIX: 
C. - valores calculados de parámetros  
M. -valores de medición de parámetros  
Mensajes de error en TRANSIN 
TRANSIN controla la entrada de datos con el fin de descubrir los errores de entrada 
de datos. Esta comprobación no pretende ser exhaustiva y tiene dos propósitos. En 
primer lugar, ayudar al usuario para depurar algunos errores en los datos de entrada. En 
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segundo lugar, reducir los intentos de errores que puedan surgir de la falta de lógica de 
coherencia en los datos de entrada. 
TRANSIN distingue entre dos tipos diferentes de mensajes de error: errores y 
advertencias. El primer tipo de mensajes siempre se escriben en el archivo de la salida 
principal. El programa deja de funcionar cuando se han detectado 10 errores. El 
programa también se detiene si hay un error más al final de la fase de entrada. El 
segundo tipo de mensajes sólo se escriben en la salida principal de archivo cuando se 
establece la variable IOWAR (Control de la impresión de advertencia) en 1. Estos 
mensajes son sólo informativos y no detienen la ejecución. Este tipo de errores no deben 
conducir a resultados erróneos. Las advertencias pueden ser utilizadas para obtener más 
información acerca de los datos de entrada. 
 
Cuando la primera y segunda línea del mensaje se componen de una corta 
explicación sobre el error detectado. NUMBER es el número de error. ROW especifica el 
disco en el que ha sido el error detectado. A veces, el lugar donde se ha encontrado un 
error no necesariamente es el lugar donde es el error real. Puede haber sido una 
consecuencia de los errores anteriores, lo que significa que ROW ofrece una información 
útil, pero no se puede creer ciegamente. COLUMN específica en que variable de error se 
ha encontrado (es decir, si un registro contiene tres variables y el error es la segunda, 
COLUMN 2). FILE representa el nombre del archivo de entrada donde se ha detectado el 
error. 
Archivos de salida 
Se muestra una breve descripción de los contenidos de los archivos de salida, así 
como su formato.  
Archivo RES 
Lo primero que imprime el programa son todos los datos de entrada y interpolados, 
así como mensajes de advertencia en relación con la lógica dudosa en los datos de 
entrada (este último si IOWAR no es cero). Durante corridas preliminares, el usuario 
siempre debe buscar el archivo de salida para mensajes de "ERROR" y "WARNING". 
Mensajes de "ERROR" siempre detienen la ejecución.  
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En cada iteración, los valores de la función objetivo, gradientes, etc, se imprimen. Si la 
variable IOWIT (Criterio de parada) es distinta de cero, la historia de los parámetros 
estimados se despliegan. Después del proceso iterativo el código imprime los últimos 
parámetros estimados se imprimen (preparados para incluir en el archivo de PAR.DAT). 
Lo que sigue es la visualización de flujo y el balance de masa de transporte de solutos. 
Después de eso, se imprime un resumen estadístico que incluye estadísticas sobre 
residuos de nivel y concentración, valores de la función objetivo, función de verosimilitud 
y matriz de parámetros de covarianza y de sus valores y vectores propios.  
Después del resumen estadístico, se imprimen los parámetros calculados, sus 
diferencias y su varianza.  
Por último, se imprimen los niveles y las concentraciones en algunos tiempos de 
observación y en todas las áreas de los nodos de la malla. El archivo finaliza con el 
tiempo de CPU consumido. 
Archivo PLT  
Contiene las variaciones temporales de los niveles calculados y medidos y las 
concentraciones en todos los puntos de observación. La variación temporal de los datos 
medidos se define en tiempos de observación. La variación temporal de datos calculados 
puede ser definida en la observación o tiempos de cómputo, en función del valor de las 
variables IOPLH, IOPLC (Opciones de salida para niveles y concentraciones en cada 
punto de observación en todos los tiempos  de observación). Por ejemplo, si IOPLH = 1, 
el nivel calculado se escriben sólo en los tiempos de observación. Si IOPLH>1, el nivel 
calculado se escriben en todos los tiempos de calculo.  
El formato de este archivo está listo para usarse de herramienta gráfica específica. En 
la primera línea se especifican el número de curvas y el formato de entrada. El número 
de puntos y el tipo de línea (discontinua o continua) se especifican en el siguiente 
registro. Los títulos del gráfico, el eje X y eje Y se definen en las próximas tres líneas. Por 
último, la coordenadas X e Y se dan en el formato ya definido en el primer registro.  
Archivo MSH 
Contiene toda la información relativa a la malla de elementos finitos: coordenadas de 
nodos, condiciones de contorno, conexiones de elementos y zonas.  




Contiene los niveles en los nodos en cada tiempo de observación IOMSH, incluyendo 
el primer tiempo y último tiempo IOMSH. La siguiente estructura se repite en todo el 
archivo: En primer lugar, una línea de comentario (usualmente relacionados con el 
tiempo). En segundo lugar, los niveles en todos los nodos para cada tiempo. En tercer 
lugar, el número y el valor de las líneas de contorno de nivel.  
Archivo MSC 
El mismo archivo de MSH pero para concentraciones. Las únicas diferencias entre los 
archivos de MSH y el MSC son las zonas de flujo y los parámetros de transporte (el 
primer archivo. contiene parámetros de flujo de zonas, y el segundo contiene parámetros 
de transporte de zonas).  
Archivo MCC 
Al igual que el archivo MHH pero para concentraciones.  
Archivo SEC 
Su formato es el mismo que el archivo PLT, pero difieren en su contenido. El archivo 
SEC contiene niveles y concentraciones a lo largo de las líneas (secciones) del modelo y 
en algunos tiempos de observación. 
Archivo CVM  
Tiene el mismo formato que el archivo PLT. Contiene como eje X los valores 
calculados (niveles o concentraciones) y el eje Y los valores medidos. Por lo general se 
emplea para ver la correspondencia entre los datos medidos y calculados de estado 
permanente. Si el ajuste fuera perfecto, entonces todos los puntos que están en una 
línea de pendiente uno.  
Archivos de datos producidos por TRANSIN 
Los archivos de TRANSIN obtenidos en la tesis doctoral de modelación en medios 
fracturados de Donado (2009) del macizo rocoso fracturado del Batolito Granítico El 
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Berrocal (sitio experimental) ubicado en Toledo, España, son los siguientes. El número 
de archivos de entrada son 100 modelos de flujo correspondientes cada uno de 100 
generaciones de DFNs. 
Datos de entrada 
Los datos de entrada constan de seis archivos que produce TRANSIN. 
Archivo DIM 
Los siguientes grupos se basan en ejemplo de la siguiente figura. Este archivo 
contiene (según fila): 
Ejemplo archivo DIM 
 
1. Grupo A.3: Tarjera A.3.1: Titulo y opciones. Columnas 1-80  
2. Grupo A.3. Tarjeta A.3.2.  Opciones de control de impresión de datos de entrada.  
 Columna Variable Significado 
1 1-5 INPWR Control de la impresión de entrada de datos. Si INPWR = 0 
No se imprime nada 
2 6-10 IOWAR Control de la impresión de mensajes de advertencia. 
Si IOWAR = 1, imprime mensajes de advertencia.  
3 11-15 IOPART Si es diferente de cero, imprime información acerca de la 
localización de variables. Esta variable debe ser cero, 
excepto para el código de depuración. 
3. Grupo A.3. Tarjeta A3.3. Opciones de definición de problema. 
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 Columna Variable Significado 
1 1-5 IOEQT  Tipo de problema a resolver. IOEQT = 1 Sólo flujo  
2 6-10 IOINV Opción problema inverso. IOINV = 1 Estimación de 
parámetros de flujo  
3 11-15 IOTRS Régimen flujo. 1, flujo en estado no permanente con 
condiciones inciales fijas 
4 16-20 IOCNSF Régimen para el almacenamiento a largo plazo en el 
problema de flujo. 
5 21-25 IORTS Régimen transporte. 0, transporte en estado 
permanente  
6 26-30 IOCNST Régimen para el término de almacenamiento masivo en 
el problema de transporte. Si es 0 el esquema 
consistente, más globalizado.  
7 31-35 IOVAR Si es igual a 1, el código hace el análisis estadístico de 
la estimación.  
8  IOFOD Si es cero, no hay reacciones de primer orden. 
9 36-40 IODIM Dimensión máxima de cualquier elemento incluido en el 
problema. No se puede tener elementos 1D, 2D y 3D 
simultáneamente en un mismo problema. 
10 41-45 IOFLLI Cuando es cero el problema de flujo es lineal, si no es 1. 
11 46-50 IOTRLI Igual que IOFLLI en el caso de transporte 
12 51-55 IOPRHED Indica si la variable de flujo estable es presión (1) o nivel 
piezómetrico (0). Cuando IODIM =3 se asume –z como 
la dirección gravitacional  
13 56-60 IOINV_GS Si es diferente de cero, se permite la inversión 
geoestadistica. 
 
4. Grupo A.4. Tarjeta A.4.1: Dimensiones del problema (elementos, nodos, etc).  
 Columna Variable Significado 
1 1-5 NUMEL Número de elementos. 1773, para el ejemplo 
2 6-10 NUMNP Número de puntos nodales. 1266, para el ejemplo 
3 11-15 LMXNDL Número máximo de nodos por elemento. (LMXNDL=2) 
4 16-20 ISOT Máxima conductividad hidráulica (transmisividad) grado 
de anisotropía de tensores en el problema. Coincide con 
el valor máximo adoptado por la variable de la ISOZ (NZ), 
definidos para cada conductividad de zona (NZ) en las 
tarjetas del grupo C4. 1, transmisividad isotrópica 
5 21-25 NBAND Ancho de banda (diferencia máxima entre los números de 
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los dos nodos que pertenecen al mismo elemento). 
NBAND=651, para el ejemplo 
6 26-30 NPAR Número total de parámetros a estimar. NPAR=9 
7 31-35 NINT Número de horas de observación, incluyendo el tiempo 
inicial en estado permanente. NINT=72 
8 36-40 NFNT Número de funciones de tiempo. NFNT=1 
9 41-45 NPARF Número de parámetros a estimar de flujo. NPARF=9 
10 46-50 NTDMT Número de términos en la difusión de la matriz. 
NTDMT=0, no hay difusión 
11 51-55 NFNL Número total de funciones no lineales requeridas para 
modelar el problema. Tenga en cuenta que NFNL es 
menor, pero igual, en general mas grande que el número 
de tipo de funciones empleados, debido a que varias 
funciones pueden pertenecer al mismo tipo. Esta variable 
es relevante sólo si se considera un problema no lineal 
(IOFLLI≠ 0 o IOTRLI≠0) 
12 56-60 NBLCVP Número de bloques haciendo la matriz de covarianza de 
parámetros.  
13 61-65 IOFLSAT Indica si se considera la posibilidad de que parte del 
dominio alcance el estado no saturado. Si es así 
(IOFLSAT = 1), el problema es no lineal (IOFLLI = 1) y 
una relación entre la presión (IOPRHED = 1) o el nivel 
piezométrico (IOPRHED = 0). 
14 66-70 IOFMLF Se controla la forma en la contribución no lineal para un 
parámetro que depende del nivel calculado o la 
concentración calculada 
 
 Columna Variable Significado 
1 1-5 NDEVS Numero de dispositivos 
2 6-10 NUMTOBS Numero total de observaciones (la suma de todas las 
observaciones de cada dispositivo) 
3 11-15 NUMTNOD Numero total de nodos de la red necesarios para definir 
los dispositivos 
4 16-20 NUMTIT Numero total  de tiempos que se necesitan para definir 
todos los datos (si la medida de todos los puntos en el 
espacio y tiempo, este numero es igual a NUMTOBS) 
5 21-25 NBANDCOV Ancho de banda de los datos de la matriz inversa de 
covarianza. 
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1 1-5 IOSMLF Si es 1, los problemas de flujo son resueltos 
simultáneamente, son resueltos secuencialmente de otra 
manera. 
2 6-10 IOSMLT Si es 1, los problemas de transporte son resueltos 
simultáneamente, son resueltos secuencialmente de otra 
manera. 
3 11-15 IORDCH Si es 1, los problemas de transporte son una cadena 
radioactiva. IOSMLT tienen que ser elegido 1  
4 16-20 NPBFL Numero de problemas de flujo resueltos 
5 21-25 NPBTP Numero de problemas de transporte resueltos 
6 26-30 IOVRWC Si es 0, el contenido de agua es constante definida por 
los elementos se utiliza 
Si es 1, el contenido de agua es variable definida por los 
elementos se utiliza 
Si es 2, el contenido de agua es variable definida por los 
nodos se utiliza (valores 1 y 2 sólo tienen sentido en el 
transporte de no permanente con el flujo no permanente). 
5. Grupo A.4. Tarjeta A.4.2: Número de zonas de todos los parámetros. 
 Columna Variable Significado 
1 1-5 NZTRA Número de zonas de transmisividad (mínimo = 1). 
NZTRA=6, para el ejemplo 
2 6-10 NZSTG Número de zonas de coeficiente de almacenamiento. 
NZSTG= 6, para el ejemplo 
3 11-15 NZARR Número de áreas de zonas de recarga. NZARR=0 
4 16-20 NZCHP Número de zonas de niveles prescritos (incluidas las 
fronteras). NZCHP=4, para el ejemplo 
5 21-25 NZQQP Número de zonas de flujo prescrito (incluyendo los 
pozos de bombeo). NZQQP=1, para el ejemplo 
6 26-30 NZALF Número de zonas de infiltraciones (a) 
7 31-35 NZDSP Número de zonas de dispersividad. 
8 36-40 NZDFM Número de zonas de difusión molecular 
9 41-45 NZPOR Número de zonas de porosidad 
 46-50 NZFOD Número de zonas de coeficiente de decaimiento de 
primer orden 
10 51-55 NZCRD Número de zonas de coeficiente retraso  
11 56-60 NZCOE Número de zonas de concentración externa 
12 61-65 NZDMT Número de zonas de difusión en la matriz 
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13 66-70 NZPRG Número total de parámetros de zona genéricos. Que 
sólo se activa para los problemas de flujo no-lineal o los 
de transporte. 
14 71-75 NPARFPRG Número de incertidumbre genérica de zonas de 
parámetros involucrados en el problema de flujo no 
lineal inverso. 
15 76-80 NPARPRG Número total de incertidumbre genérica de zonas de de 
parámetros involucrados en el problema inverso 
6. Grupo A.5: Opciones de transformaciones logarítmicas.  
 Column Variable Significado 
1 1-5 IOLGTRA Escala log del índice de transmisividad (IOLGTRA=1) 
2 6-10 IOLGSTG Escala log del índice de almacenamiento (IOLGSTG=1) 
3 11-15 IOLGARR Escala log del índice de recarga areal (IOLGARR=0) 
4 16-20 IOLGCHP Escala log del índice de nivel prescrito (IOLGCHP=0) 
5 21-25 IOLGQQP Escala log del índice de concentración prescrita 
(IOLGQQP=0) 
6 26-30 IOLGALF Escala log del índice de leakance (IOLGTRA=0) 
7 31-35 IOLGDSP Escala log del índice de dispersividad (IOLGDSP=0) 
8 36-40 IOLGDFM Escala log del índice de difusión molecular (IOLDFM=0). 
9 41-45 IOLGPOR Escala log del índice de porosidad (IOLGPOR=0). 
10 46-50 IOLGLAM Escala log del índice de decaimiento lineal (IOLGLAM=0). 
11 51-55 IOLGCRD Escala log del índice de retardo (IOLGCRD=0). 
12 56-60 IOLGCOE Escala log del índice de concentración externa 
(IOLGCOE=0). 
13 61-65 IOLGPRG Igual a OLGTRA para parámetros genéricos 
14 66-75  Espacio no usado. Se establece 0 
15 75-80 IOSUCHUM Indica si la medida se da en términos de presión o nivel 
piezometrico (0) o en términos de grado de saturación (1) 
7. Grupo A.6: Opciones de salida.  
 Columna Variable Significado 
1 1-5  No usado 
2 6-10  No usado 
3 11-15 IOPLH Niveles calculados y medidos en cada punto de 
observación en todos los tiempos de observación 
(IOPLH=1, para el ejemplo). 
4 16-20 IOPLC Concentraciones calculadas y medidas en cada punto de 
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observación en todos los tiempos de observación 
(IOPLC=0, no se mide). 
5 21-25 IOMHH Valores calculados de los niveles en todos los nodos 
(IOMHH=1, para el ejemplo) 
6 26-30 IOMHC Valores calculados de las concentraciones en todos los 
nodos (IOMHC=0, no se mide). 
7 31-35 IOSEH Tiempo de evolución de los niveles calculados (IOSEH=0, 
no se mide). 
8 36-40 IOSEC Tiempo de evolución de concentraciones calculadas 
(IOSEC=0, no se mide). 
9 41-45 IOCMH Valores de niveles medidos versus calculados 
(IOLGPOR=0, no se mide). 
10 46-50 IOCMC Valores de concentración medido versus calculado 
(IOLGLAM=0, no se mide) 
11 51-55 IOWPI Si es 1, la información sobre la evolución del proceso de 
optimización se muestra en el archivo RES (función 
objetivo, gradiente, etc) 
12 56-60 IOWIT Si es 1, la historia de los parámetros estimados se escribe 
en el archivo RES 
13 61-65 IOWVD Si es 1, el flujo de Darcy es calculado y escrito en nombre 
de archivo (9) (RES.OUT). Por supuesto que el flujo de 
Darcy se calcula incluso si esta opción no se establece 
cuando se resuelve la ecuación de transporte 
8. Grupo A.7: Balance de masa.  
 Column Variable Significado 
1 1-5 IOBALH Opción de cálculo de balance de masa de flujo 
(IOBALH=10, si es mayor que cero, el código muestra el 
balance de masa de flujo de cada tiempo de observación 
IOBALH). 
2 6-10 IOBALC Opción de cálculo de balance de masa de solutos (=0, no se 
calcula). 
3 11-15 IOBALGH Calculo de balance de masa de flujo global (IOBALGH=1). 
4 16-20 IOBALGC Calculo de balance de masa de solutos (IOBALGC=0, no se 
mide). 
5 21-25 IOBALDH Opción de cálculo de balance de masa de flujo por nodos no 
zonas (IOBALDH, se deja en blanco si no se quiere hacer la 
estimación). 
6 26-30 IOBALDC Igual que IOBALGH para concentración 
Dejar en blanco los próximos cuatro tarjetas si no la estimación no se hará. 
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9. Grupo A.8. Tarjeta A.8.1.: Optimización de parámetros.  
 Column Variable Significado 
1 1-10 XMARQ Valor inicial del parámetro de Marquardt (XMARQ=0). 
2 11-15 NUMIN Parámetro de Marquardt se divide por el número apropiado de 
iteraciones. (NUMIN=2, valor por defecto es 2). 
3 16-20 NUMAX Parámetro de Marquardt se multiplica por este número en 
iteraciones falladas. (NUMAX=1, valor por defecto es 5). 
4 21-30 PHIMIN Si la relación entre el cambio real en la función objetivo y su 
aproximación cuadrática es más pequeña que PHIMIN, el 
programa considera que la aproximación de la función objetivo 
cuadrática es deficiente y los parámetros Marquardt se 
multiplican por NUMIN (0,1). (PHIMIN=0.1e-01). 
5 31-40 PHIMAX Si la relación anterior es mayor que PHIMAX, el programa 
considera que la aproximación de la función objetivo 
cuadrática es buena y el  parámetro Marquardt se divide por 
NUMIN (0,8) (PHIMAX=0.4). 
6 41-50 GMNOR1 Criterio de convergencia (GMNOR1=0.1e-08). 
7 51-60 GMNOR Algoritmo se detiene si el gradiente norma es menor que 
GMNOR (10-6)  (DMINF=0.1e-09). 
8 61- 70 DMINF Algoritmo se detiene si Ji es el valor de la función objetivo en 
la iteración i.  
9 71-80 COSMIN XMARQ se multiplica por NUMIN si el coseno del ángulo entre 
la pendiente y el incremento de los parámetros es menor que 
COSMIN durante las iteraciones MAXICOS (0,01). 
(COSMIN=0.5e-05). 
10. Grupo A.8. Tarjeta A.8.2.: Más optimización de parámetros.  
 Column Variable  
1 1-5 MAXICOS Número de iteraciones sucesivas durante la cual el criterio 
anterior puede ser violado (MAXICOS=1, valor por defecto). 
2 6-15 PERMX1 Cambio máximo por iteración en variables de 
transformación log. (PERMX1=1, valor por defecto 1). 
3 16-25 PERMX2 Cambio relativo máximo por iteración para el resto de 
parámetros. (PERMX2=0.9, valor adecuado). 
4 26-35 EPS Criterio de convergencia (EPS=0.00001). 
5 36-40 MAXITER Número máximo de iteraciones (MAXITER=10). 
6 41-45 NMTERF1 Número máximo de iteraciones falladas (NMTERF1=15). 
7 46-50 IOWIT Si es 1, escribe la historia de parámetros estimados con el 
proceso de iteración 
11. Grupo A.9. Tarjeta A.9.1.: Coeficientes de ponderación para parámetros de flujo.  
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 Column Variable  
1 1-10 XLAMTRA Coeficiente de transmisividad de la función objetivo 
2 11-20 XLAMSTG Coeficiente de coeficiente almacenamiento de la función 
objetivo  
3 21-30 XLAMARR Coeficiente de áreas de recarga de la función objetivo 
4 31-40 XLAMCHP Coeficiente de nivel prescrito de la función objetivo  
5 41-50 XLAMQQP Coeficiente de flujo prescrito de la  función objetivo 
6 51-60 XLAMALF Coeficiente de la mezcla B.C. función objetivo 
7 61-70 XLAMPRGF Coeficiente de incertidumbre genérica de parámetros 
involucrados en el problema de flujo 
12. Tarjeta A.9.2.: Coeficientes de ponderación para parámetros de transporte.  
 
13. Grupo A.9. Tarjeta A9.3. Coeficientes de ponderación para las variables de estado de  
la función objetivo 
 Column Variable  
1 1-10 XLAMDSP Coeficiente de dispersividad la función objetivo 
2 11-20 XLAMDFM Coeficiente de la difusión molecular de la función objetivo 
3 21-30 XLAMPOR Coeficiente de la porosidad de la función objetivo 
4 31-40 XLAMFOD Coeficiente del decaimiento lineal de la función objetivo 
5 41-50 XLAMCRD Coeficiente de retraso de la función objetivo 
6 51-60 XLAMCOE Coeficiente de concentración externa de la función 
objetivo 
7 61- 70 XLAMPRGT Coeficiente de incertidumbre genérica de parámetros 
involucrados en el problema de transporte 
 Column Variable  
1 1-10 XLAMHED Coeficiente de la función objetivo de niveles. Tiene que ser 
distinto de cero si usted está haciendo la inversión a partir 
de datos de niveles (es decir, IOINV = 1 o 3). 
2 11-20 XLAMCON Coeficiente de la función objetivo de la concentración. 
Tiene que ser distinto de cero si usted está haciendo uso 
de Inversión datos de concentración (es decir, IOINV = 2 o 
3). 
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14. Grupo A.10.Tarjeta A.10.1: Contorno de líneas de nivel. Número de contornos de 
línea de nivel (NCUVH=8). 
15. Grupo A.10.Tarjeta A.10.2: Contorno de líneas de nivel. Valores de contornos de 
línea de nivel. 
16. Grupo A.12.: Tarjeta final. Si es menos de cero, el programa se detendrá. De lo 
contrario continua (IPROCESS=-1). Columnas 1-5. 
Archivo GRI 
Los siguientes grupos se basan en ejemplo. Este archivo contiene (según fila): 
Ejemplo archivo GRI1 
 
1. Grupo B.1. Tarjeta B1.1: Datos de nodos por defecto.  
 Columna Variable Significado 
1 1-5 IDCHP Valor por defecto de zona para estado permanente de 
nivel prescrito 
2 6-10 IDCHPT Valor por defecto de zona para estado no permanente de 
nivel prescrito 
3 11-15 IDQQP Valor por defecto de zona para estado permanente de flujo 
previsto 
4 16- 20 IDQQPT Valor por defecto de zona para estado no permanente de 
flujo previsto 
5 21-25 IDALF Valor por defecto de zona para infiltraciones 
6 26-30 IDALFT Igual para estado no permanente 
7 31-35 IDCON Valor por defecto de zona para estado permanente de 
concentración externa 
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8 36-40 IDCONT Valor por defecto de zona para estado no permanente de 
concentración externa 
9 41-45 IDDMT Valor por defecto de zona para matriz de difusión 
10 46-55 DFTACTH Valor por defecto de zona para espesor del acuífero 
11 56-65 DEFHBAS Valor por defecto para el fondo del acuífero 
12 66-75 DEFCBAS Valor por defecto para el fondo del nivel de concentración 
2. Grupo B.1. Tarjeta B1.2: Coordenadas de nodos y espesor. 
 Column Variable Significado 
1 1-5 N Número de nodo 
2 6-15 X(N) X-Coordenada del nodo N 
3 16-25 Y(N) Y-Coordenada del nodo N 
4 26-35 Z(N) Z-coordenada del nodo N  
5 36-45 BTRA(N) Espesor del nodo N de elementos en 2-D 
6 46-55 HBASE(N) Nivel Inferior del acuífero en el nodo N (HB). Debe ser 
definida solamente en los problemas bajo las siguientes 
condiciones: 
1. el flujo de la ecuación 
2. En el nodo N, aproximadamente Dupuit. que se 
adopte (es decir, acuífero libre tratados como 1-D o 
media 2-D). 
3. El problema se considera no lineal utilizando el tipo de 
funciones no lineales de 1,2 o 21  para el cálculo de la 
transmisividad en, al menos, uno de los elementos 
asociados al nodo N.  
7 56-65 CBASE(N) nivel Inferior de concentración en el nodo N (cb). Se 
usa sólo en algunas funciones no lineales de transporte. 
Para finalizar este grupo, el último nodo se debe dar. 
Se repiten hasta completar la información de todos los 1266 nodos. 
Los siguientes grupos se basan en ejemplo de la siguiente figura. 
Ejemplo archivo GRI2 
Anexo C. Algoritmo de percolación usado en DFN 43 
 
 
3. Grupo B.1. Tarjeta B1.3: Condiciones límites y parámetros de zonas. Columnas 1-55. 
 Column Variable Significado 
1 1-5 N Número de nodo (N). 
2 6-10 IBCOD(N) Condiciones de límites de flujo en el código (IBCOD(N), 
0 - No hay flujo (α=0, Q=0), 1 - Nivel prescrito (α=∞). 
3 11-15 IBTCO(N) Condiciones de límites  de transporte código 
(IBTCO(N), 0 - No hay flujo (β=0, M=0)). 
4 16-20 IXCHP(N) Nivel prescrito de la zona para el cual el nodo N esta 
en estado permanente 
5 21-25 IXCHPT(N) Nivel prescrito de la zona para el cual el nodo N esta 
en estado no permanente 
6 26-30 IXQQP(N) Flujo prescrito de la zona para el cual el nodo N esta 
en estado permanente 
7 31-35 IXQQPT(N) Flujo prescrito de la zona para el cual el nodo N esta 
en estado no permanente 
8 36-40 IXALF(N) Zona de mezcla B.C. 
9 41-45 IXALFT(N) Igual al anterior pero para estado no permanente 
10 46-50 IXCON(N) Zona de concentración exterior a la que pertenece el 
nodo N en estado permanente 
11 51-55 IXCONT(N) Zona de concentración exterior a la que pertenece el 
nodo N en estado no permanente. 
12 56-60 IXDMT(N) Número de zona de matriz de difusión 
Se repiten hasta completar la información de todos los 1266 nodos. Para finalizar 
este grupo, el último nodo se debe dar. 
Los siguientes grupos se basan en ejemplo de la siguiente figura. 
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Ejemplo archivo GRI3 
 
 
4. Grupo B.3. Tarjeta B3.1: Valores por defecto de parámetros de zona.  
 Column Variable Significado 
1 1-5 LDTRA Número por defecto de transmisividad por zona 
2 6-10 LDSTG Número por defecto de coeficiente de almacenamiento por 
zona 
3 11-15 LDARR Número por defecto de áreas de recarga en estado 
permanente por zona 
4 16-20 LDARRT Número por defecto de áreas de recarga en estado no 
permanente por zona 
5 21-25 LDDSP Número por defecto de dispersividad por zona 
6 26-30 LDDFM Número por defecto de difusión molecular por zona 
7 31-35 LDPOR Número por defecto de porosidad por zona 
8 36-40 LDCRD Número por defecto de retraso por zona 
9 41-45 LDCOE Número por defecto de concentración externa por zona. 
10 46-50 LDFOD Numero por defecto de decaimiento de zona de primer 
orden 
5. Grupo B.3. Tarjeta B3.2: Tipo de elementos, nodos y espesor. Columnas 1-65. 
 Column Variable Significado 
1 1-5 NE Número de elemento 
2 6-10 LTYPE(NE) Tipo de elemento (LTYPE=1, lineal unidimensional) 
3 11-15 LNNDEL(NE) Número de nodos en el elemento NE LNNDEL(NE)=2). 
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4 16-55 KXX(J,NE) Número de nodos de esquinas del elemento NE 
(KXX(J,NE)). Se introducen los números LNNDEL (NE) 
en sentido de las manecillas del reloj. 
5 56-65 ACTH(NE) Área de la sección transversal del elemento de la zona 
(ACTH(NE)=1). 
Se repiten hasta completar la información de todos los 1773 elementos 
Los siguientes grupos se basan en ejemplo de la siguiente figura. 
Ejemplo archivo GRI-4 
 
6. Grupo B.3. Tarjeta B3.3: Definición de parámetros de zonas de elementos.  
 Column Variable Significado 
1 1-5 NE Número de elemento (NE). Para los elementos que 
falten, los números de zona se mantienen iguales a 
los especificados para el primer elemento de la 
secuencia cuando no tiene valor por defecto. 
2 6-10 LXTRA(NE) Número de zona de transmisividad para el elemento 
NE. 
3 11-15 LXSTG(NE) Número de zona de coeficiente de almacenamiento 
4 16-20 LXARR(NE) Número de zona de áreas de recarga en estado 
permanente 
5 21-25 LXARRT(NE) Número de zona de áreas de recarga en estado no 
permanente 
6 26-30 LXDSP(NE) Número de zona de dispersividad 
7 31-35 LXDFM(NE) Número de zona de difusión molecular para el  
elemento 
8 36-40 LXPOR(NE) Número de zona de porosidad 
46 Optimización de un modelo de flujo en un medio fracturado, usando teoría 
de percolación 
 
9 41-45 LXCRD(NE) Número de zona de retraso 
10 46-50 LXCOE(NE) Número de zona de concentración externa 
11 51-55 LXFOD(NE) Numero de zona de decaimiento de primer orden  
Se repiten hasta completar la información de todos los 1773 elementos. Para 
finalizar este grupo, el último nodo se debe dar. 
Archivo PAR 
Los siguientes grupos se basan en ejemplo de la siguiente figura. Este archivo 
contiene (según fila): 
Ejemplo archivo PAR-1 
 
1. Grupo C.1. Tarjeta C.1.1: Valores por defecto de coeficientes nodales.  
 Columna Variable Significado 
1 1-10 DCHP Valor por defecto de coeficientes nodales para estado 
permanente de nivel prescrito  
2 11-20 DCHPT Valor por defecto de coeficientes nodales para estado no 
permanente de nivel prescrito  
3 21-30 DQQP Valor por defecto de coeficientes nodales para estado 
permanente de flujo previsto  
4 31-40 DQQPT Valor por defecto de coeficientes nodales para estado no 
permanente de flujo previsto 
5 41-50 DALF Valor por defecto de coeficiente nodales para infiltraciones  
6 51-60 DALFT Igual para estado no permanente 
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7 61-70 DCOE Valor por defecto de coeficientes nodales para la concentración 
externa en estado permanente  
8 71-80 DCOET Valor por defecto de coeficientes nodales para la concentración 
externa en estado no permanente  
2. Grupo C.1. Tarjeta C.1.2: Coeficientes nodales.  
 Columna Variable Significado 
1 1-5 N Número nodo  
2 6-14 CFCHP(N) Coeficientes nodales de nivel prescrito estado permanente  
3 15-23 CFCHPT(N) Coeficientes nodales de nivel prescrito estado no 
permanente 
4 24-32 CFQQP(N) Coeficientes nodales de flujo prescrito estado permanente 
5 33-41 CFQQPT(N) Coeficientes nodales de flujo prescrito estado no 
permanente 
6 42-50 CFALF(N) Coeficientes nodales de infiltración  
7 51-58 CFALFT(N) Igual para estado no permanente 
8 59-67 CFCON(N) Coeficientes nodales de concentración externa estado 
permanente  
9 68- 76 CFCONT(N) Coeficientes nodales de concentración externa estado no 
permanente 
Dejar una línea en blanco para poner fin a este grupo 
3. Grupo C.2. Tarjeta C.2.1: Coeficientes de elementos y valores por defecto de 
parámetros de la ecuación de flujo.  
 Columna Variable Significado 
1 1-10 DTRA valor por defecto de coeficiente de transmisividad  
2 11-20 DSTG valor predeterminado de coeficiente de almacenamiento  
3 21-30 DARR valor por defecto de coeficiente de áreas de recarga en estado 
permanente  
4 31-40 DARRT valor predeterminado de coeficiente de áreas de recarga en 
estado no permanente 
4. Grupo C.2. Tarjeta C.2.2: Coeficientes de elementos para ecuación de flujo.  
 Columna Variable Significado 
1 1-5 N número de elemento (hasta N=1773) 
2 6-15 CFTRA(N) coeficiente de transmisividad del elemento N 
3 16-25 CFSTG(N) Coeficiente de almacenamiento 
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4 26-35 CFARR(N) coeficiente de recarga areal estado permanente  
5 36-45 CFARRT(N) coeficiente de recarga areal estado no 
permanente  
Dejar una línea en blanco para poner fin a este grupo 
Los siguientes grupos se basan en ejemplo de la siguiente figura. 
Ejemplo archivo PAR-2 
 
5. Grupo C.4. Tarjeta C.4.1: Definición de zonas de transmisividad. Opciones de 
isotropía, parámetros zonales y estimación de transmisividad.  
 
 Column Variable Significado 
1 1-5 NZ Número de zona de transmisividad  
2 6-10 ISOZ(NZ) Grado de anisotropía de la zona NZ de transmisividad: 
1 - isótropo.  
3 11-20 TRAC(1,NZ) Transmisividad paralela al eje X (componente TXX de 
T) en la zona de NZ. Si este valor se calcula, entonces 
TRAC (l, NZ) representa el valor inicial 
4 21-25 IVTRA(1,NZ) Opción de estimación para la zona transmisividad NZ  
0 - TRAC (1, NZ) es fijo y no se estima.  
1 - TRAM (1, NZ) estimación previa TRAC(1, NZ), que 
se estima por el programa 
5 26-35 STTRA(1,NZ) (No haga caso si IVTRA (1, NZ) = 0 o si NPARTRA ≤ 
2). Desviación estándar de la estimación previa TRAM 
(1, NZ) (o log TRAM (l, NZ) si IOLGTRA =1). 
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6 36-45 TRAM(1,NZ) Antes de la estimación de la transmisividad paralelo al 
eje X (componente TXX de T), en la zona de NZ. Caso 
negativo dado, se toma como TRAC (l, NZ) 
7 46-50 NFNLTRA(NZ) Número de la función no lineal asociada con la zona NZ 
8 51-55 NFTTRA(NZ) Número de la función de tiempo para la zona NZ 
6. Grupo C.5. Tarjeta C.5.1: Zonas de coeficiente de almacenamiento.  
 Columna Variable Significado 
1 1-5 NZ número de zona  
2 6-15 STGC(NZ) Valor estimado del coeficiente de almacenamiento en la 
zona NZ.  
3 16-20 IVSTG(NZ) Opción estimación para coeficiente de almacenamiento 
0 - STGC(NZ) es fijo y no se estima 
4 21-30 STSTG(NZ) No haga caso de si IVSTG (NZ) = 0. La desviación 
estándar de STGM (NZ) (o la de su logaritmo IOLGSTG). 
5 31-40 STGM(NZ) Estimación previa del coeficiente de almacenamiento en 
la zona de NZ. Si no se da, se toma como STGC (NZ) 
6 41-45 NFNLSTG(NZ) Número de función lineal asociado con la zona NZ 
7 46-50 NFTSTG(NZ) Número de la función de tiempo para la zona NZ 
7. Grupo C.7. Tarjeta C.7.1: Zonas de nivel fijo.  
 Column Variable  
1 1-5 NZ número zona  
2 6-15 CHPC(NZ) Valor estimado del nivel fijo en la zona NZ 
3 16-20 IVCHP(NZ) opción estimación para los niveles establecidos: 
0 - CHPC (NZ) es fijo y no se estima 
1 - CHPC (NZ) se calcularán 
4 21-30 STCHP(NZ) No haga caso de si IVCHP (NZ) = 0. La desviación 
estándar de CHPM (NZ) o de su logaritmo IOLGCHP  
5 31-40 CHPM(NZ) Antes de estimación del nivel fijo en la zona NZ. Si no 
se da, se toma como CHPC (NZ) 
6 41-45 NFNLCHP(NZ) Número de la función no lineal asociado con la zona 
NZ 
7 46-50 NFTCHP(NZ) función de número de tiempo para la zona NZ 
8. Grupo C.8. Tarjeta C.8.1: Zonas de flujo fijo.  
 Column Variable  
1 1-5 NZ número zona  
2 6-15 QQPC(NZ) Valor estimado de flujo fijo en la zona NZ 
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3 16-20 IVQQP(NZ) opción estimación para flujo fijo  
0 - QQPC (NZ) es fijo y no se estima 
4 21-30 STQQP(NZ) No haga caso de si IVQQP (NZ) = 0. La desviación 
estándar de QQPM (NZ) o de su logaritmo IOLGQQP  
5 31-40 QQPM(NZ) Antes de estimación de flujo prescrito en la zona NZ. 
Si no se da, se toma como QQPC (NZ). 
6 41-45 NFNLQQP(NZ) Número de la función no lineal asociado con la zona 
NZ 
7 46-50 NFTQQP(NZ) función de número de tiempo para la zona NZ 
Archivo TIM 
Los siguientes grupos se basan en ejemplo de la siguiente figura. Este archivo 
contiene (según fila): 
Ejemplo archivo TIM-1 
 
1. Grupo D.1. Tarjeta D.1.1: Tiempos de observación.  
Este grupo se compone de una sola tarjeta, que se repite varias veces NINT (ver 
numeral 3.8.1.1. Grupo A4. Tarjeta A.4.1), uno por medición del tiempo, en orden 




1 1-5 NI Número de tiempo de observación 
2 6-15 TIME(NI) NI-ésimo tiempo observación. 
3 15-20 KINT(NI) Número de incrementos de tiempo de solución, entre 
tiempos de observación sucesivos.  
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4 21-30 DTMXDS(NI) El tiempo máximo para el tamaño de paso permitido a lo 
largo del intervalo de observación NI. 
Para problemas no lineales examinar el criterio dado en 
la sección 4.4.2  
5 31-35 ISOLEQ(NI,1) Tipo de solución del problema de flujo 
= 0 el flujo no permanente estándar se calcula si IOTRS 
no es cero. 
= 1 Flujo de estado permanente se resolvió una 
actualización con parámetros. 
= 2 Nuevas condiciones iniciales de nivel se leen. 
= 3 Nuevas condiciones iniciales nivel se ponen cero. 
= 4 la ecuación de flujo no se resuelve en este paso del 
tiempo. 
6 36-40 ISOLEQ(N1,2) Tipo de solución del problema de transporte 
= 0 el transporte no permanente estándar se calcula si 
IOTRS no es cero. 
= 1 Transporte de estado permanente se resolvió una 
actualización con parámetros. 
= 2 Nuevas condiciones iniciales de transporte inicial se 
leen. 
= 3 Nuevas condiciones iniciales de transporte se ponen 
cero. 
= 4 la ecuación de transporte no se resuelve en este 
paso del tiempo. 
7 41-45 ISOLEQ(N1,3) Número de problema de flujo 
8 46-50 ISOLEQ(N1,4) Número de problema de transporte 
Se repiten hasta completar la información de todos los 72 tiempos de observación. 
Los siguientes grupos se basan en ejemplo de la siguiente figura. 
Ejemplo archivo TIM-2 
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2. Grupo D.2. Tarjeta D.2.1: Funciones de tiempo. Columnas 1-70. 
Las funciones de tiempo se utilizan para definir la variabilidad del tiempo de recarga, 
niveles externos y concentraciones, flujos previstos, etc. Las funciones de tiempo se 
introducen uno a uno, 7 valores para el archivo de registro. 
El primer valor de la tarjeta es FNT (1,1l), correspondiente a un número de tiempo en 
función de una medición del tiempo. Este valor es seguido por FNT (1,2), FNT (2,3), 
hasta el FNT (1,7), tras lo cual se debe pasar al siguiente registro hasta el valor de FNT 
(1, NINT), hasta cuando la función de tiempo termine. Para comenzar con la función la 
próxima vez se debe comenzar en el registro posterior con FNT (2,1) y, sucesivamente, a 
acabar con todas las funciones de tiempo.  
 Columna Variable Significado 
1-7 1- 70 FNT(K,I) Valor del tiempo de la función del número K en 
el momento I. (I = 1, ..., NINT; K = 1, ..., 
NFNT)... 
 
3. Grupo D.3. Tarjeta D.3.1: Parámetros de ponderación de tiempos. Columnas 1-20. 
Este grupo contiene los parámetros de ponderación utilizados en la solución numérica 
de ecuaciones de flujo y transporte. Estos parámetros deben pertenecer al intervalo [0,1]. 
 Columna Variable Significado 
1 1-10 THETAF Parámetro temporal de peso para la matriz de flujo. 
Recuerde que entre 0 y 1 
2 11-20 THETAT Parámetro temporal de peso para la matriz de 
transporte. Recuerde que entre 0 y 1 
3 21-30 EPSFLU Parámetro temporal de peso para la variable de flujo 
permanente. Recuerde que entre 0 y 1 
4 31-40 EPSTRA Parámetro temporal de peso para la variable de 
transporte permanente. Recuerde que entre 0 y 1 
Archivo OBS 
Los siguientes grupos se basan en ejemplo de la siguiente figura. Este archivo 
contiene (según fila): 
Ejemplo archivo OBS 
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1 1-5 NODEV Número de dispositivo 
2 6-15 DEVNAME Nombre de dispositivo 
3 16-20 IODATTYP Tipo de dato medidos con el dispositivo 
1- Nivel, 2- concentración 
4 21-25 IFLAG Describe si las medidas de este dispositivo se utiliza 
como datos de calibración (en este caso IFLAG dif 0). No 
se utiliza si sólo se realizan simulaciones 
5 26-30 IOCALTYP Método de integración espacial  
1- punto de medición del espacio 
2-integración espacial 
3-espacial promedio 
4-simple sumatoria de los valores unitarios (no operativo 
en esta versión) 
5-espacial media de los valores unitarios (no operativo en 
esta versión) 
6-Pesos de definidos por el usuario 
6 31-35 IOINTTYP Método de integración temporal  
0 puntos en la medición del tiempo 
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1-media de todos los tiempos de simulación entre el 
comienzo y el final del intervalo de tiempo 
2-Averagr si un número de intervalos de tiempo 
distribuidos por igual entre el inicio y el final del intervalo 
de tiempo 
7 36-40 IOTINIT Número de veces la integración. Saltar (dejar en blanco) 
si IOINTTYP es igual a 0 ó 1. Si IOINTTYP es igual a 2, 
IOTINT es el número de intervalos de tiempo de 
integración (mínimo 2). 
8 41-50 STDEV Valor de desviación estándar por defecto de medida de 
error en el dispositivo 
9 51-55 IOCOVTYP Tipo de matriz de covarianza para las observaciones del 
dispositivo actual 
1-Independiente de observaciones (matriz de covarianza  
diagonal) 
10 56-65 CORRCOEF Coeficiente de correlación en los modelos ARMA. Salto 
(dejar en blanco si IOCOVTYP igual a 1) 
11 65-70 IPROB problema Flujo/transporte al que el dispositivo está 
relacionado 
 
2. GRUPO E.2. Descripción de la integración espacial y temporal 
No entrar este grupo si IOCALTYP=1 




1 1-5 IOBUTYP Tipo unidades básicas: 1. punto, 2. Nodo, 3. Elemento, 
4. Zona -1 finalizar unidad, pero no el dispositivo 
2 6-15 BUDAT(1) X-coordenada de la unidad básica, si IOBUTYP es 2 el 
numero del nodo 
3 16-25 BUDAT(2) Y-coordenada de la unidad básica, si IOBUTYP es 2 o 
3  dejar en blanco  
4 26-35 BUDAT(3) Z-coordenada de la unidad básica, si IOBUTYP es 2 o 
3  dejar en blanco 
 Repita tarjeta E3.1 una vez por cada unidad básica. Poner fin a esta tarjeta con -1, 
después de cada grupo de las unidades básicas que constituyen un dispositivo. 
4. GRUPO E.4. Información de observación  
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 Columna Variable Significado 
1 1-5 NOOBS Número de observación para dispositivo 
2 6-15 VOBS Valor de observación 
3 16-25 STDEVOBS Desviación estándar de observación (igual a STDEV) 
4 26-35 TOBS1 Medición del tiempo si IOINTTYP = 0. Si la 
observación abarca un intervalo de tiempo, marca el 
inicio del intervalo. 
5 36-45 TOBS2 Saltar (dejar en blanco) si IOINTTYP = 0. Si la 
observación abarca un intervalo de tiempo, marca el 
final del intervalo. 
6 46-50 IOTINT Saltar (dejar en blanco) si IOINTTYP = 0. Si IOINTTYP 
= 1 o 2, IOTINT indica la integración temporal (= 1) o 
media (= 2, por defecto) 
Clasificar observaciones de acuerdo a TOBS1, comenzando con la primera 
observación. Finalizar grupo E4 con -1. 
Repetir grupos E1 a E4 tantas veces como dispositivos en el modelo. 
Archivo INI 
Este archivo contiene las condiciones iniciales para las ecuaciones de flujo y de 
transporte y velocidad de flujo y límite de flujo cuando sólo estamos resolviendo la 
ecuación de transporte. Los siguientes grupos se basan en ejemplo de la siguiente figura. 
Este archivo contiene (según fila): 
Ejemplo archivo INI 
 
1. Grupo F1. Tarjeta F.1.1: Línea de comentario. Columnas 1-80. 
2. Grupo F1. Tarjeta F.1.2: Nivel inicial. Columnas 1-15 
Los números de nodos deben ser introducidos en orden creciente. Si se tienen nodos 
o elementos  con valores repetidos, se pueden omitir y el código les asigna un valor igual 
al último. 
Tarjeta F1.1.  
 Column Variable Significado 
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1 1-80 TITULO Título para flujo en condiciones iniciales  
Tarjeta F1.2.  
 Column Variable Significado 
1 1-5 I Número nodo  
2 6-15 HCAL(I) Nivel del número nodo en el I-ésimo  
Datos de salida 
Los archivos de salida producidos por TRANSIN obtenidos en la tesis de Donado 
(2009) son  los archivos de formato RES, PLT, MSH, MHH. 
.	  
 
Anexo C: Resultados de las pruebas 
hidráulicas 
Los siguientes resultados son producto de las corridas hechas en TRANSIN IV a las 
redes modificadas con el algoritmo de percolación. Adicionalmente se mostraran los 
resultados comparados con los obtenidos con las redes sin modificar. 













3. Gráficas de abatimiento ordenadas de DFN de 1 a 100 
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