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a b s t r a c t
Alternating methods for image deblurring and denoising have recently received consid-
erable attention. The simplest of these methods are two-way methods that restore con-
taminated images by alternating between deblurring and denoising. This paper describes
Krylov subspace-based two-way alternating iterative methods that allow the application
of regularization operators different from the identity in both the deblurring and the de-
noising steps. Numerical examples show that this can improve the quality of the computed
restorations. The methods are particularly attractive when matrix–vector products with a
discrete blurring operator and its transpose can be evaluated rapidly, but the structure of
these operators does not allow inexpensive diagonalization.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let the function f δ represent the available noise- and blur-contaminated image, and let the function uˆ represent the
associated (unknown) blur- and noise-free image that we would like to recover. We assume the functions f δ and uˆ to be
related by the degradation model
f δ(x) =
∫
Ω
h(x, y)uˆ(y)dy+ ηδ(x), x ∈ Ω, (1)
whereΩ is a square or rectangle on which the image is defined, ηδ represents additive noise (error) in the data f δ , and h is
the point-spread function (PSF). The integral may represent a space-invariant or space-variant blurring operator. We would
like to recover uˆ given the observed image f δ and the PSF h. The noise ηδ is not known, but we assume that a bound for its
norm is available. This helps us to determine the dimension of the Krylov subspace used. However, our solution methods,
suitably modified, also can be applied when no bound for the norm of ηδ is known.
We determine an approximation of the desired image uˆ by solving a discrete version of a minimization problem of the
form
min
u,w
J(u, w), (2)
where
J(u, w) :=
∫
Ω
∫
Ω
h(x, y)u(y)dy− f δ(x)
2
+ α(L(u− w)(x))2 + β|∇w(x)|

dx, (3)
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by an alternating iterative method. Minimization in (2) is carried out over suitable linear function spaces. The regularization
parameters α and β in (3) are positive constants, and the regularization operatorLmay be linear or nonlinear. In the latter
case, L is linearized and updated during the solution process. Two-way alternating iterative methods for the solution of
(2) proceed by, for increasing values of the index i, fixing one of the functions, say w = w(i), in (2) and solving for the
other function, u = u(i+1), and then solving (2) for w = w(i+1) with u = u(i+1) kept fixed. The iterate u(i+1) is computed
by deblurring w(i), and w(i+1) is determined by denoising u(i+1). Starting with w(0) := f δ , one determines in this manner a
sequence of approximate solutions u(1), w(1), u(2), w(2), . . . of (2).
Alternating iterative image restoration methods have recently received considerable attention; see, e.g., [1,2], and
references therein. Reasons for their popularity include the ease of design and implementation of these methods, as well
as the high quality of the restored images. A main advantage of alternating iterative image restoration schemes is that
deblurring and denoising can be carried out independently. Huang et al. [1] describe a two-way alternating iterative
method in which regularization is achieved by a TV-norm operator and the identity. This method is generalized in [2] to
a three-way alternating scheme that uses TV-norm and wavelet regularization, as well as the identity as regularization
operator. Numerical examples in [2] illustrate that using both TV-norm and wavelet regularization, together with the
identity regularization operator, can give restorations of higher quality than when using a two-way alternatingmethod that
applies either TV-norm or wavelet regularization (but not both) in combination with the identity regularization operator.
Themethods discussed in [1,2] assume that the discretized blurring operator has a structure that makes fast diagonalization
possible, e.g., by the fast Fourier or cosine transforms. A recent application of an alternating iterative method to material
identification is described in [3].
This paper presents Krylov subspace-based two-way alternating iterative methods that allow the use of two
regularization operators different from the identity. In the computed examples, we use the adaptive total variation method
proposed in [4] for denoising. The regularization operator L is a nonlinear differential operator, which is linearized and
updated during the iterations. Computed examples in Section 4 show the nonlinear operator L to yield more accurate
restorations than the identity regularization operator.
Deblurring is carried out by a Krylov subspace iterative method. This method applies a few, say ℓ, steps of Golub–Kahan
bidiagonalization to a (large) blurring matrix, H , which is determined by discretization of the integral in (1). Golub–Kahan
bidiagonalization yields an orthonormal basis for a Krylov subspace Kℓ of dimension ℓ, in which the deblurred image is
sought; see Section 2 for details. The discretized and linearized regularization operators obtained from L are mapped into
Kℓ. The iterative method so obtained is an extension of the iterative scheme for linear regularization operators described
in [5]. The Krylov subspace Kℓ is kept fixed in our alternating iterative method. Therefore, the number of matrix–vector
product evaluations with thematrix H and its transpose is independent of the number of deblurring steps in our alternating
method, and is typically fairly small. This makes the method attractive to apply to problems for which the evaluation of
matrix–vector products withH and its transpose is the dominating computational work.We remark that thematrixH is not
required to be diagonalizable with the aid of a fast transform. This allows us to restore images with spatially variant blur.
The methods described in [1,2] are not well suited for restoration of images with this kind of blur, because they are based
on diagonalizing H . The number of bidiagonalization steps, ℓ, is determined with the aid of the discrepancy principle using
the available bound for the error in f δ . Typically, ℓ is quite small and, in particular, much smaller than the order of H .
Krylov subspace methods that are not based on Golub–Kahan bidiagonalization also can be applied. For instance, when
matrix–vector products with the transpose of thematrixH are cumbersome or expensive to evaluate, it may be attractive to
replace Golub–Kahan bidiagonalization by the generalized Krylov subspace method described in [6]. Moreover, alternating
methods can be implemented within a multilevel framework, e.g., by extending the schemes discussed in [7,8]. However,
this is outside the scope of the present paper.
The organization of this paper is as follows. Section 2 describes the alternating methods. Convergence of the methods is
shown in Section 3. Our analysis is an adaption of the discussion in [1]. Computed examples are presented in Section 4 and
concluding remarks can be found in Section 5.
2. The alternating methods
This section describes our Krylov subspace-based alternating methods and their implementation. Consider a
discretization of (1) and let the gray-scale image in the left-hand side of (1) be represented by an array ofn×npixels. Ordering
the pixels column-wise defines a vector in Rn
2
, which we also denote by f δ . The integral operator in (1) is represented by
the matrix H ∈ Rn2×n2 , which typically is large. In this discrete setting, our alternating iterative method can be written as
u(i) = Sh(w(i−1)) := argmin
u∈Kℓ
{‖Hu− f δ‖2 + α‖L(i−1)(u− w(i−1))‖2}, (4)
w(i) = Stv(u(i)) := argmin
w∈Rn2
{α‖L(i−1)(w − u(i))‖2 + β‖w‖tv}, (5)
for i = 1, 2, 3, . . . , where ‖ · ‖tv is a vector semi-norm of TV-type. Let the matrix L(i−1) ∈ Rn2×n2 denote a discretization of
the operator L, and, in the case where L is nonlinear, also a linearization. The linearization is updated after each solution
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of the minimization problem (5); see Section 2.2 for details. Our convergence analysis assumes that the matrices L(i−1) are
nonsingular. Then both minimization problems (4) and (5) are uniquely solvable. Minimization in (4) is carried out over a
suitable ℓ-dimensional Krylov subspaceKℓ defined below. Throughout this paper ‖ · ‖ denotes the Euclidean vector norm.
The coefficients α and β in (4) and (5) are positive regularization parameters similarly as in (3). We use the initial iterate
w(0) := f δ ∈ Rn2 . (6)
The relation betweenw(i) andw(i−1), determined by (4) and (5), can be expressed as
w(i) = T (w(i−1)), (7)
where
T (·) = Stv(Sh(·)). (8)
The following subsections discuss image deblurring with the operator Sh and denoising with the operator Stv . Convergence
properties when ‖ · ‖tv is the standard discrete TV-norm are investigated in Section 3.
2.1. Image deblurring
We consider the numerical solution of a sequence of discrete image deblurring problems (4) by an extension of the
method proposed in [5], which is designed for the solution of (4) with a linear regularization operator. The solution
method is based on partial Golub–Kahan bidiagonalization of the blurring matrix H . Application of ℓ steps of Golub–Kahan
bidiagonalization toHwith initial vector (6) yields thematricesUℓ+1 ∈ Rn2×(ℓ+1) andVℓ ∈ Rn2×ℓwith orthonormal columns,
and a lower bidiagonal matrix C¯ℓ ∈ R(ℓ+1)×ℓ with positive subdiagonal entries such that
HVℓ = Uℓ+1C¯ℓ, H∗Uℓ = VℓC∗ℓ , Uℓ+1e1 = f δ/‖f δ‖, (9)
where Uℓ ∈ Rn2×ℓ is made up of the ℓ first columns of Uℓ+1, Cℓ ∈ Rℓ×ℓ consists of the first ℓ rows of C¯ℓ, the superscript ∗
denotes transposition, and e1 = [1, 0, . . . , 0]∗ is the first axis vector. The columns of Vℓ span the Krylov subspace
Kℓ := Kℓ(H∗H,H∗f δ) := span{H∗f δ, (H∗H)H∗f δ, . . . , (H∗H)ℓ−1H∗f δ};
see, e.g., [9] for details on the decompositions (9). We assume ℓ to be small enough, so that these decompositions with the
stated properties exist.
Let L(i−1) ∈ Rn2×n2 be a linearization of the discrete nonlinear operator L, cf. (4), and introduce its QR factorization
L(i−1)Vℓ = QℓRℓ, (10)
where Qℓ ∈ Rn2×ℓ has orthonormal columns and Rℓ ∈ Rℓ×ℓ is upper triangular. Since L(i−1) is nonsingular, so is Rℓ. Typically,
Rℓ is not very ill-conditioned.
Substituting u = Vℓy into (4) and using (10) yields the reduced minimization problem
min
y∈Rℓ
‖C¯ℓy− e1‖f δ‖ ‖2 + α‖Rℓy− Q ∗ℓ L(i−1)w(i−1)‖2 = min
y∈Rℓ
[ C¯ℓ√αRℓ
]
y−
[
e1‖f δ‖√
αQ ∗ℓ L
(i−1)w(i−1)
]2 , (11)
where, for i > 1, w(i−1) is given by the previous alternating step, (5), and w(0) is given by (6). Since Rℓ is nonsingular, the
minimization problem (11) has a unique solution yℓ = yℓ,α for any α > 0. The corresponding solution of (4) is given by
u(i) = Vℓyℓ. (12)
Let δ be an available bound for the Euclidean norm of the error in f δ and let η be a user-specified constant. A vector u is
said to satisfy the discrepancy principle if ‖Hu − f δ‖ ≤ ηδ. We choose the regularization parameter α as large as possible
so that the computed approximate solution (12) of (4) satisfies the discrepancy principle, i.e., so that
‖Huℓ − f δ‖ = ηδ. (13)
It follows from (9) and (12) that
‖Huℓ − f δ‖ = ‖C¯ℓyℓ − e1‖f δ‖ ‖. (14)
The determination of α such that (13) holds typically requires the solution of a sequence of fairly small least-squares
problems (11), each one corresponding to a different value of α. Wemay solve these problems, e.g., by using the generalized
singular value decomposition of the matrix pair {C¯ℓ, Rℓ}. The following approach is an alternative, which avoids the fairly
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expensive computation of this decomposition. Moreover, it yields formulas that are helpful for our analysis. LetCℓ := C¯ℓR−1ℓ
and substitute z := Rℓy− Q ∗ℓ L(i−1)w(i−1) into (11). This gives the equivalent minimization problem
min
z∈Rℓ
[ Cℓ√αI
]
z −
[
e1‖f δ‖ −CℓQ ∗ℓ L(i−1)w(i−1)
0
]2 , (15)
which can be solved efficiently as described in [10]. Denote the solution by zℓ = zℓ,α . The associated solution of (11) is given
by
yℓ = R−1ℓ (zℓ + Q ∗ℓ L(i−1)w(i−1)). (16)
We are interested in how the function
φℓ(α) = ‖C¯ℓyℓ − e1‖f δ‖ ‖2 (17)
depends on α.
Proposition 2.1. The function (17) is continuous for α ≥ 0, strictly increasing for α > 0, and satisfies
φℓ(0) = ‖PN (C¯∗
ℓ
)e1‖2‖f δ‖2, (18)
lim
α→∞φℓ(α) = ‖e1‖f
δ‖ −CℓQ ∗ℓ L(i−1)w(i−1)‖2, (19)
where PN (C¯∗
ℓ
) denotes the orthogonal projector ontoN (C¯
∗
ℓ ).
Proof. Related results for the situation when w(i−1) vanishes are shown in [5]. Recall that the matrix C¯ℓ is of full rank. The
solution yℓ of (11) therefore is a continuous function of α ≥ 0 and so is φℓ. Let α > 0. The matrix identityCℓ(C∗ℓCℓ + αI)−1C∗ℓ − I = −(α−1CℓC∗ℓ + I)−1
can be shown, e.g., with the aid of the singular value decomposition ofCℓ. Using (16), the representation
zℓ = (C∗ℓCℓ + αI)−1C∗ℓ (e1‖f δ‖ −CℓQ ∗ℓ L(i−1)w(i−1))
of the solution of (15), and the above matrix identity, in order, yield
C¯ℓyℓ − e1‖f δ‖ = Cℓzℓ +CℓQ ∗ℓ L(i−1)w(i−1) − e1‖f δ‖
= (Cℓ(C∗ℓCℓ + αI)−1C∗ℓ − I)e1‖f δ‖ − (Cℓ(C∗ℓCℓ + αI)−1C∗ℓ − I)CℓQ ∗ℓ L(i−1)w(i−1)
= −(α−1CℓC∗ℓ + I)−1(e1‖f δ‖ −CℓQ ∗ℓ L(i−1)w(i−1)).
Thus,
φℓ(α) = g∗(α−1CℓC∗ℓ + I)−2g, g := e1‖f δ‖ −CℓQ ∗ℓ L(i−1)w(i−1).
This representation shows that φℓ is increasing for α > 0, as well as the limit (19).
When α = 0, the solution of (11) can be expressed as yℓ = (C¯∗ℓ C¯ℓ)−1C¯∗ℓ e1‖f δ‖. Substitution into (17) shows (18). 
In view of (13) and (14), we would like the regularization parameter α to satisfy
φℓ(α) = η2δ2. (20)
By Proposition 2.1, this equation has a unique solution, which we denote by αdiscr, when η2δ2 is bounded above by (19) and
below by (18). A variety of methods can be applied to compute αdiscr; see, e.g., [11] for a discussion on a root-finder.
For very small values of ℓ, Eq. (20) might not have a solution because the lower bound (18) is larger than η2δ2. In this
situation, we increase the number of bidiagonalization steps ℓ. The following result provides a justification.
Proposition 2.2. Assume that PN (C¯∗
ℓ
)e1 ≠ 0. Then
‖PN (C¯∗
ℓ+1)e1‖ < ‖PN (C¯∗ℓ )e1‖.
Proof. The result follows from the fact that thematrices C¯j have positive subdiagonal entries. A proof for the situation when
C¯j is an upper Hessenberg matrix with positive subdiagonal entries is provided in [12, Section 6.5.3] and is applicable to the
present situation. We outline the proof, because this allows us to define quantities of later use.
It follows from (18), (17) and (11) that
‖PN (C∗
ℓ
)e1‖f δ‖ ‖ = min
y∈Rℓ
‖C¯ℓy− e1‖f δ‖ ‖. (21)
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Introduce the QR factorization
C¯ℓ = Wℓ+1R¯ℓ, (22)
where Wℓ+1 ∈ R(ℓ+1)×(ℓ+1) has orthonormal columns and R¯ℓ ∈ R(ℓ+1)×ℓ has a leading ℓ × ℓ upper triangular matrix. The
matrixW ∗ℓ+1 can be represented by a product of ℓ Givens rotations,
W ∗ℓ+1 = GℓGℓ−1 · · ·G1,
where
Gj =
Ij−1 cj sj−sj cj
Iℓ−j
 ∈ R(ℓ+1)×(ℓ+1).
The entries sj and cj are the sines and cosines of certain angles, determined so that R¯ℓ is upper triangular. In particular, the
fact that C¯ℓ has nonvanishing subdiagonal entries guarantees that 0 < sj < 1 for all j. Substituting the QR factorization (22)
into the right-hand side of (21) yields
min
y∈Rℓ
‖C¯ℓy− e1‖f δ‖ ‖ = min
y∈Rℓ
‖Wℓ+1R¯ℓy− e1‖f δ‖ ‖ = |e∗ℓ+1W ∗ℓ+1e1|‖f δ‖.
The special form ofW ∗ℓ+1 shows that
|e∗ℓ+1W ∗ℓ+1e1| = |sℓ| |e∗ℓW ∗ℓ e1|,
from which the proposition follows. 
By the proof of the above proposition, we have
‖PN (C∗
ℓ
)e1‖f δ‖ ‖ = |e∗ℓ+1W ∗ℓ+1e1|‖f δ‖.
The right-hand side easily can be evaluated for increasing values of ℓ and be used to determine the smallest value of ℓ for
which
‖PN (C∗
ℓ
)e1‖f δ‖ ‖ < ηδ.
We denote this value by ℓmin. Thus, it is necessary that ℓ ≥ ℓmin in order for (20) to have a bounded solution.
We have observed in numerous numerical examples that letting ℓ be somewhat larger than ℓmin improves the quality of
the computed restoration. For many restoration problems
ℓ = ℓmin + 15 (23)
is a suitable choice in the sense that it gives better restorations than ℓ = ℓmin, and increasing ℓ further does not improve
the quality of the restoration significantly.
The computational effort to determine the decompositions (9) when n2 is large is dominated by the ℓ matrix–vector
product evaluations required with each one of the matrices H and H∗. The matrix L(i−1) is very sparse; see below. Therefore,
the computational effort needed to evaluate L(i−1)Vℓ typically is smaller than the work required for the evaluation of ℓ
matrix–vector products with H .
2.2. Image denoising
The total variationmethod is awell-known approach to noise-removal. In the continuous setting, themethod determines
a denoised imagew from a noise-contaminated image u by solving
min
w
∫
Ω
α
β
(L(w − u))2 + |∇w| dx

, (24)
usually withL being the identity. In the discrete setting, we solve the analogous problem
w := argmin
w

α
β
‖L(i−1)(w − u)‖2 + ‖w‖tv

; (25)
cf. (5). A variety of numerical methods for denoising by the TV-norm are available, including Chambolle’s projection
algorithm [13], the semi-smooth Newton method [14], multilevel optimization [15], and explicit or semi-implicit time-
marching schemes [16–18].
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Recently, Chen et al. [4] proposed an adaptive TV method, which replaces (24) by
min
w
∫
Ω
α
β
λ(D)
2
(L(u− w))2 + |∇w|p(D) dx

, (26)
where the difference curvature
D := | |uηη| − |uξξ | |
is used as edge indicator. Here the second derivatives uηη and uξξ are in the direction of the gradient and in a direction
orthogonal to the gradient, respectively. The functions p and λ are defined by
p(D) := 2−

D, λ(D) := γ

D
with γ > 0 a regularization parameter andD := D/Dmax a normalization ofD. HereDmax denotes themaximal value ofD over
the whole image. Since D ∈ [0, 1], the function p(D) decreases monotonically from 2 to 1 as D increases, and λ(D) ∈ [0, γ ].
At sharp edges, p(D) is close to unity and λ(D) is close to γ ; in smooth regions, p(D) is about 2 and λ(D) is close to zero.
The Euler–Lagrange equation associatedwith theminimization problem (26), suppliedwith a gradient descent that gives
a minimizer of (26) as t →∞, is for (x, t) ∈ Ω × [0,∞) given by
∂w
∂t
= div(g(|∇w|)∇w)+ λ(D)L∗L(u− w), w = w(x, t), (27)
with diffusivity
g(s) := p(D)sp(D)−2; (28)
see [4] for the caseL = I . Alternatively, the function g may be defined by
g(s) := 1/(1+ s2/ρ2) (29)
with ρ > 0 a small positive constant, see [19] for discussions on this choice of diffusivity, or by
g(s) := 1/s (30)
as in classical Total Variation models. We determine a (partially) denoised image by integrating a discrete version of (27) a
few ‘‘time-steps’’.
We conclude this subsection with a discussion on the linearization and discretization of the regularization operator
L(w) = div(g(|∇w|)∇w). (31)
Here∇w denotes the gradient ofw considered as a real-valued function defined in R2. We first linearize (31) by evaluating
g at |∇w| usingw from the previous time-step, i.e.,
L(w(i)) ≈ div(g(|∇w(i−1)|)∇w(i)). (32)
Discretization of (32) gives the matrix L(i) ∈ Rn2×n2 with, generically, five nonvanishing entries in each row. The entries
in the row associated with pixel (k, j) are determined by the values of the image w at pixel (k, j) and at the four adjacent
pixels in the horizontal and vertical directions, denoted by N, S, E, and W . Thus, the row of L(i) associated with pixel (k, j)
is, generically, of the form
{lk,j,S, 0, . . . , 0, lk,j,E,−(lk,j,S + lk,j,E + lk,j,W + lk,j,N), lk,j,W , 0, . . . , 0, lk,j,N}
with elements
lk,j,E := 12 (gk,j + gk+1,j), lk,j,W :=
1
2
(gk,j + gk−1,j),
lk,j,S := 12 (gk,j + gk,j−1), lk,j,N :=
1
2
(gk,j + gk,j+1),
where gk,j represents an approximation of the diffusivity g(|∇w|) at pixel (k, j). Partial derivatives are approximated by
central finite differences,
gk,j := g

wk+1,j − wk−1,j
2
2
+

wk,j+1 − wk,j−1
2
2
,
where wk,j denotes the value of w at pixel (k, j). Expressions for lk,j,S and lk,j,N can be derived similarly; see [20] for details.
Other discretizations are discussed in [21].
The matrix L(0) is in initial computations determined by integrating
∂w
∂t
= div(g(|∇w|)∇w)
a few time-steps (5 in the computed examples) with a suitably chosen function g . Then L(0) is used in the first step of the
alternatingmethod. Iteration iof the alternatingmethoduses the regularizationmatrix L(i−1) for deblurring (4) anddenoising
(5). After the ith iteration, we update the regularization matrix L(i−1) to obtain the new regularization matrix L(i), exploiting
available derivative information.
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3. Convergence analysis
We show convergence of the alternating method (4)–(5) by adapting the proof in [1] to the method of the present paper.
Following Huang et al. [1], we would like to show that the operator T in (8) is nonexpansive and asymptotically regular.
We assume in this section that the regularization operator L is linear; hence the matrix L = L(i) is independent of i. This
assumption can be weakened and replaced by suitable conditions on the family of matrices {L(i)}∞i=0.
Introduce the vector or induced matrix norms
‖ · ‖L := ‖L · ‖. (33)
An operatorW : Rn2 → Rn2 is said to be nonexpansive (with respect to the norm (33)) if
‖W (x)−W (y)‖L ≤ ‖x− y‖L ∀x, y ∈ Rn2 ,
andW is said to be asymptotically regular if for any x ∈ Rn2 ,
lim
j→∞ ‖W
j+1(x)−W j(x)‖L = 0.
The following result will be used to show that the iteratesw(i), i = 1, 2, 3, . . . , determined by (7) converge.
Theorem 3.1 ([22, Theorem 1]). Let C be a closed convex set in a Hilbert space X and let W : C → C be a nonexpansive
asymptotically regular mapping for which the set F of fixed points is nonempty. Then, for any x ∈ C, the sequence of successive
approximations {T jx} is weakly convergent to an element of F .
Let the function ϕ be convex, lower semicontinuous, and not identically+∞, and let α be a positive constant. Then the
functional
S(y) := argmin
x∈Rn2
{‖y− x‖2L + αϕ(x)}
is nonexpansive; see [23, Lemma 2.4]. It follows that the operator Stv defined by (5) is nonexpansive.
Lemma 3.1. The operator T defined by (8) is nonexpansive for all α > 0.
Proof. Since the operator Stv is nonexpansive, it follows that
‖T (x)− T (y)‖L = ‖Stv(Sh(x))− Stv(Sh(y))‖L ≤ ‖Sh(x)− Sh(y)‖L,
and (4) yields
‖Sh(x)− Sh(y)‖L = ‖(H∗H + αL∗L)−1αL∗L(x− y)‖L.
The identity
L(H∗H + αL∗L)−1αL∗L =

1
α
L−∗H∗HL−1 + I
−1
L
for α > 0 shows that
‖(H∗H + αI)−1αL∗Lx‖L =


1
α
L−∗H∗HL−1 + I
−1
Lx
 ≤ ‖x‖L,
where the inequality follows from the fact that

1
α
L−∗H∗HL−1 + I
−1 ≤ 1 ∀α > 0.
This shows the lemma. 
It is convenient to introduce the discrete analogue of the functional in (3),
J(u, w) := ‖Hu− f δ‖2 + α‖L(u− w)‖2 + β‖w‖tv. (34)
The following result is used to show that the operator T is asymptotically regular.
Lemma 3.2. The sum
∞−
i=1
‖w(i−1) − w(i)‖2L (35)
is convergent for the sequencew(0), w(1), w(2), . . . defined by (7).
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Proof. Let the functional J be defined by (34). Expanding u → J(u, w(i)) around u = u(i+1) and then letting u = u(i) yields
J(u(i), w(i)) = J(u(i+1), w(i))+ (∇uJ(u(i+1), w(i)))∗(u(i) − u(i+1))+ 12 (u
(i) − u(i+1))∗∇2u J(u(i+1), w(i))(u(i) − u(i+1)),
where ∇u and ∇2u denote the gradient and Hessian of J with respect to u, respectively. Since u(i+1) is the minimizer of
J(u, w(i)), we have ∇uJ(u(i+1), w(i)) = 0. Moreover, ∇2u J(u(i+1), w(i)) = 2(H∗H + αL∗L). It follows that
J(u(i), w(i))− J(u(i+1), w(i)) = (u(i) − u(i+1))∗(H∗H + αL∗L)(u(i) − u(i+1))
= (u(i) − u(i+1))∗L∗(L−∗H∗HL−1 + αI)L(u(i) − u(i+1))
≥ α‖u(i) − u(i+1)‖2L .
In view ofw = w(i+1) being a minimizer ofw→ J(u(i), w), we have
J(u(i), w(i))− J(u(i+1), w(i+1)) ≥ J(u(i), w(i))− J(u(i+1), w(i))
and, therefore,
J(u(i), w(i))− J(u(i+1), w(i+1)) ≥ α‖u(i) − u(i+1)‖2L .
Finally, because the operator Stv is nonexpansive, we obtain
‖u(i) − u(i+1)‖2L ≥ ‖Stv(u(i))− Stv(u(i+1))‖2L = ‖w(i) − w(i+1)‖2L .
It follows that the sum (35) with nonnegative terms is bounded and therefore converges. 
Corollary 3.1. The operator T defined by (8) is asymptotically regular.
Proof. By the convergence of the sum (35), we have limi→∞ ‖w(i+1) − w(i)‖L = 0. The corollary now follows from the
observation thatw(i+1) − w(i) = T i+1w(0) − T iw(0). 
In view of Theorem 3.1, we have established convergence of the sequence (7) to a fixed point of T provided that a fixed point
exists. To show existence, we introduce the notions of proper and coercive functions.
Let ψ : Rn2 → R and let X ⊂ Rn2 . The function ψ is said to be proper over X if ψ(x) < ∞ for at least one point
x ∈ X and ψ(x) > −∞ for all x ∈ X. We say that ψ is coercive overX if for every sequence x(0), x(1), x(2), . . . inX with
limi→∞ x(i) = ∞, we have limi→∞ ψ(x(i)) = ∞.
The existence of a fixed point of the mapping T is shown with the help of the following result; see, e.g., [24, Proposition
2.1.1] for a proof.
Lemma 3.3. Let ψ : Rn2 → R be a closed, proper, and coercive function. Then the set of minima of ψ in Rn2 is nonempty and
compact.
Lemma 3.4. Let Dx and Dy be matrices of one-sided finite difference approximations of first order derivatives in the horizontal
and vertical directions, respectively, and define the matrix
D =
[
Dx
Dy
]
.
The functional J defined by (34) is coercive in Rn
2
provided that the null spaces for H and D intersect trivially.
Proof. Since we assume the regularization matrix L to be nonsingular, the result follows similarly to Huang et al.
[1, Lemma 2.7]. 
The restriction of the matrix H to the null space of D typically is well conditioned for image restoration problems. We
therefore may assume that the conditions of Lemma 3.4 hold. Combining the results of this section shows convergence of
the alternating method to a minimizer of (34).
Theorem 3.2. Assume that the conditions of Lemmas 3.3 and 3.4 hold, let L be nonsingular, and let the regularization parameter
α be positive. Then the alternating method determines a sequence of elements w(0), w(1), w(2), . . . in Rn
2
that converge to a
minimum of the functional (34).
We remark that if H is of full rank, then the functional (34) is strictly convex and has a unique minimum.
4. Numerical experiments
This section illustrates the performance of the alternating methods defined by (4)–(5). The methods differ in the choice
of regularization operator. Given a representation of the blur- and noise-free image uˆ ∈ Rn2 , we determine a blur- and
J.O. Abad et al. / Journal of Computational and Applied Mathematics 236 (2012) 2049–2062 2057
Table 1
Example 4.1: results for restorations of corner images that have been corrupted by Gaussian blur,
determined by band = 3 and sigma = 3, and by noise corresponding to noise-level ν.
ν SNRi SNRSh SNRStv
0.15 14.94 17.59 18.26
0.30 10.95 15.06 16.30
Table 2
Example 4.1: results for restorations of corner images that have been corrupted by Gaussian blur
corresponding to different band and sigma values, and by 5% noise. The parameter ℓ shows the number
of bidiagonalization steps.
band sigma ℓ SNRi SNRSh SNRStv
7 5 29 11.98 14.44 16.18
9 3 28 11.48 14.91 15.19
noise-contaminated image f δ ∈ Rn2 from
f δ = Huˆ+ e.
The ‘‘noise vector’’ e ∈ Rn2 has normally distributed entries with mean zero, scaled to yield a desired noise-level
ν = ‖e‖‖uˆ‖ , (36)
from which we determine the value of δ in (13). Our task is to compute an accurate approximation of uˆ given f δ,H , and δ,
by the alternating iterative method (4)–(5). We terminate the iterations and acceptw(i) as the computed approximation of
uˆ as soon as the relative difference between consecutive iterates w(1), w(2), w(3), . . . is sufficiently small; specifically, we
acceptw(i) when for the first time
‖w(i) − w(i−1)‖/‖w(i)‖ < 1 · 10−4. (37)
The displayed restored images provide a qualitative measure of the performance of the alternating methods. The signal-
to-noise ratio
SNR(w(i), uˆ) = 20 log10 ‖uˆ‖‖w(i) − uˆ‖dB,
is a quantitativemeasure of the quality ofw(i). A high SNR-value indicates that the restoration is accurate; however, we note
that the SNR-value is not always in agreement with visual perception.
In the deblurring step (4) of the alternatingmethod,we apply regularization operators of the kind described in Section 2.2,
unless explicitly stated otherwise. In order to reduce the computational effort, we use the operator L(i−1) = I in the denoising
step (5) in all computed examples. The latter is a consequence of applying L = I in (27). The choice of the identity
regularization operator in (5) is computationally more efficient than using a more general regularization operator, and the
loss of quality of the restored images in terms of SNR-values generally is negligible. The latter is illustrated in Example 4.3.
The parameterα/β in (25) determines the penalty applied to the fidelity term. The regularization parameterα is obtained
by solving (20) and we let β := 40α.
Example 4.1. We consider the restoration of blur- and noise-contaminated corner images. They are represented by
256× 256 pixels, i.e., n = 256.
The matrix H represents a Gaussian blurring operator and is generated with the MATLAB function blur.m from
Regularization Tools [25]. This function has two parameters band and sigma. The former specifies the half-bandwidth
of the Toeplitz blocks and the latter the variance of the Gaussian point spread function. The larger sigma, themore blurring.
Enlarging band increases the storage requirement, the arithmetic work necessary for the evaluation of matrix–vector
products with H , and to some extent the blurring. We use regularization operators L(i−1) of the kind described at the end of
Section 2.2 in the deblurring step (4) of the alternating method.
Tables 1 and 2 show results obtained after the first iteration step with the alternating method. Table 1 reports SNR-
values for the case when the available image corner is corrupted by much noise and modest Gaussian blur, characterized
by band = 3 and sigma = 3. The parameter η in (13) is set to 0.9 in this example. We remark that in (non-alternating)
iterativemethods that solve Eq. (4) only, η should generally be chosen larger than unity; see, e.g., [5] for computed examples.
However, we noticed experimentally that letting η < 1.0 is beneficial in our alternating method. The deblurring step (4)
yields aworse but sharper imagewith η < 1 thanwhen η > 1 is used. This image subsequently is improved by the denoising
step (5). The number of bidiagonalization steps, ℓ = 17, is determined by (23).
The first column of Table 1 shows the noise level (36) and the second column, labeled SNRi, reports the SNR-values of the
available contaminated image f δ , i.e., SNR(uˆ, f δ). The columns labeled SNRSh and SNRStv display SNR-values for the restored
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Fig. 1. Example 4.1: restoration of a corrupted version of the corner image: (left) the corrupted image produced by Gaussian blur, determined by the
parameters band = 5 and sigma = 3, and by 30% noise; (right) restored image determined by 3 steps of the alternating method.
images obtained after the initial deblurring step (4) and after the subsequent denoising step (5), respectively. Denoising is
seen to increase the SNR-value considerably.
Letting the alternating method proceed until the stopping criterion (37) is satisfied yields the restored image w(3) with
SNR = 18.33 for ν = 0.15, and SNR = 16.65 for ν = 0.30. The contaminated blurred and noisy image represented by f δ is
shown on the left-hand side of Fig. 1 and the restorationw(3) is depicted on the right-hand side of Fig. 1.
For comparison, we applied the denoising step (5) with L(i−1) = I only, to the image corner corrupted by Gaussian
blur and noise of level ν = 0.30. The restored image obtained after 31 iterations has SNR = 14.04. This illustrates that the
deblurring step is essential even when the available image f δ is corrupted by modest blur only.
Table 2 presents results obtained for corner-images that are contaminated by fairly little noise (ν = 0.05) and
significant Gaussian blur. The number of bidiagonalization steps is determined by (23) and is displayed in the table. The table
shows SNR-values for restored images obtained after the first deblurring step (SNRSh) and after the subsequent denoising
step (SNRStv). We observe that, as can be expected, the major improvement is due to the deblurring step.
If we continue the iterations until the stopping criterion (37) is satisfied, then we obtain w(2) with SNR = 16.48 for the
first row of Table 2 and SNR = 15.28 for the second row of Table 2. 
Example 4.2. We compare the alternating methods with different regularization operators applied to the restoration of
800 × 800-pixel zebra-images that have been corrupted by spatially variant Gaussian blur, spatially invariant Gaussian
blur, or motion blur, as well as by noise.
The PSF for linear motion blur is represented by a line segment of length r pixels in the direction of themotion. The angle
θ (in degrees) specifies the direction and is measured counter-clockwise from the positive x-axis. The PSF takes on the value
r−1 on this segment and vanishes elsewhere. We refer to the parameter r as the width. The larger the width, the more
ill-conditioned the matrix H , and the more difficult the restoration task.
The contamination caused by spatially variant Gaussian blur is determined by the nonsymmetric blurring matrix given
by
H := I1(T1 ⊗ T1)+ I2(T2 ⊗ T2) ∈ Rn2×n2 . (38)
Here I1 is the diagonal matrix, whose first n2/2 diagonal entries are one, and the remaining entries vanish, and I2 := I − I1.
The operator⊗ denotes the Kronecker product and the Tℓ are banded Toeplitz matrices, which represent Gaussian blur in
one space-dimension. Specifically, Tℓ = [t(ℓ)jk ]nj,k=1 is defined by
t(ℓ)jk :=

1
σℓ
√
2π
exp

− (j− k)
2
2σ 2ℓ

, if |j− k| ≤ band,
0, otherwise.
The blurringmatrix (38)models the situationwhen the left and right halves of the image are degraded by different Gaussian
blurs. The matrix H is nonsymmetric; its first n2/2 rows are the made up of the first n2/2 rows of T1 ⊗ T1, and its last n2/2
rows are the last n2/2 rows of T2 ⊗ T2.
Tables 3–5 show restoration results achieved with alternating methods using different regularization operators when
applied to zebra images that have been contaminated by symmetric Gaussian blur (band = 9, sigma = 9), motion blur
(width = 15, θ = 15), and spatially variant Gaussian blur (band = 15, sigma1 = 9, sigma2 = 3), respectively, as well
as by 10% noise. The SNR-values for the available contaminated images f δ are displayed in the columns labeled SNRi. The
columns labeled SNRf show SNR-values for restored images w(i) that satisfy the stopping criterion (37). For regularization
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Table 3
Example 4.2: results for restorations determined with different regularization operators L. The corrupted
image is contaminated by Gaussian blur (band = 7, sigma = 1.5) and 10% noise.
L SNRi SNRf
I 15.71 19.68
Lp 15.71 20.08
Lc 15.71 19.91
Lt 15.71 19.87
Table 4
Example 4.2: results for restorations determined with different regularization operators L. The corrupted
image is contaminated by linear motion blur (width = 15, θ = 15) and 10% noise.
L SNRi SNRf
I 5.00 15.71
Lp 5.00 16.10
Lc 5.00 16.07
Lt 5.00 15.92
Fig. 2. Example 4.2: (a) blur- and noise-free image, (b) image contaminated by linear motion blur and 10% noise, and (c) restoration determined by the
alternating method with regularization operator Lp . The bottom row shows a zoomed in region of special interest.
in (4), we use the identity I , thematrix Lp determined by the diffusivity (29), thematrix Lc defined by the diffusivity (28), and
the matrix Lt determined by (30). The regularization operator Lp is seen to yield restorations with the highest SNR-values.
The regularization matrices different from I are updated after each denoising step (5). If we, instead, keep L = Lp fixed
throughout the iterations with the alternating methods, restorations with somewhat smaller SNR-values result. We obtain
SNR = 19.97 for the contaminated image of Table 3, SNR = 15.97 for the contaminated image of Table 4, and SNR = 15.22
for the contaminated image of Table 5.
Fig. 2 displays the exact (uncorrupted), corrupted, and restored zebra images and a region of special interest, which is
zoomed in and shown in the bottom row. The exact image is depicted in Fig. 2(a). A version that has been contaminated
by linear motion blur, determined by width = 15 and θ = 15, and by 10% noise is displayed in Fig. 2(b), and the restored
image determined by our alternating method with L = Lp is shown in Fig. 2(c).
We let η = 0.95 in (13) in all computations for this example. The number of bidiagonalization steps (23) is for all
regularization operators about 18. 
Example 4.3. The purpose of this example is to discuss the use of the regularization operator L = I in (5). We consider
the restoration of 800 × 800-pixel zebra-images that have been contaminated by Gaussian blur for different values of
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Table 5
Example 4.2: results for restorations determined with different regularization operators L. The corrupted
image is contaminated by spatially variant Gaussian blur (band = 15, sigma1 = 9, sigma2 = 3) and 10%
noise.
L SNRi SNRf
I 10.74 15.15
Lp 10.74 15.28
Lc 10.74 15.26
Lt 10.74 15.18
Table 6
Example 4.3: SNR-values for restorations of zebra-images corrupted by different Gaussian blurs,
determined by the parameters band and sigma, and by 10% noise. The performance of the regularization
parameters L = I and L = Lp in (5) is compared.
band, sigma SNRi L SNRf Iter
21, 21 7.51 I 12.26 2
21, 21 7.51 Lp 12.29 2
11, 11 11.04 I 15.96 3
11, 11 11.04 Lp 15.97 3
9, 9 12.17 I 17.00 2
9, 9 12.17 Lp 17.04 2
5, 5 15.28 I 19.42 2
5, 5 15.28 Lp 19.44 2
Table 7
Example 4.4: SNR-values for corrupted and restored corner-images. Contamination is by Gaussian blur
defined by the parameters band and sigma, and by noise of level ν.
band, sigma ν SNRi SNRf SNRm
5, 3 0.15 12.72 15.99 18.75
5, 3 0.10 13.14 16.81 19.02
5, 3 0.05 14.15 17.79 23.49
7, 5 0.15 10.51 14.40 14.63
7, 5 0.10 11.61 15.02 18.43
7, 5 0.05 11.98 16.24 21.24
the parameters band and sigma. The number of bidiagonalization steps is chosen according to (23) and we let η = 0.95
in (13).
Table 6 reports SNR-values obtained when using L = I and L = Lp in the denoising step (5) of the alternating method. In
the deblurring step, we apply L = Lp. The first column of the table displays the values of the parameters band and sigma
used to define the Gaussian blurring matrix H . The column labeled SNRi displays the SNR-values for the blur- and noise-
contaminated images to be restored, i.e., the values SNR(f δ, uˆ). The column labeled L shows the regularization operator used
in the denoising step (5), and the column labeled SNRf reports SNR-values for the restored images. The last column shows
the number of iterations required by the alternating method to satisfy the stopping criterion (37). Table 6 shows that the
gain in SNR-values for the restored images is very small, at most 0.25%, when using the regularization operator Lp instead
of the identity as regularization operator in (5). We therefore use L = I in (5) in all computed examples, because this choice
reduces the computational work. 
Example 4.4. We compare the alternating method with L = Lp defined by (29) with a nonconvex nonsmooth minimization
method,which uses total variation (TV) regularization, proposed in [26]. This state-of-the-artmethod is related to ourmodel
whenL = I . We use software made available by the authors [27].
The contaminated images are corrupted by Gaussian blur defined by the parameters band and sigma and by noise of
level ν; cf. (36). Tables 7 and 8 report SNR-values for the available contaminated images in the columns labeled SNRi, SNR-
values for the restored images determined by our alternating method in the columns labeled SNRf , and SNR-values for the
restored images determined by theminimizationmethod [26] in the columns labeled SNRm. Table 7 is for the corner image
and Table 8 for a 400× 400-pixel butterfly image.
The tables and many additional numerical experiments indicate that the relative performance of the methods compared
strongly depends on the kind of image. The approach in [26] performs better for blocky images, while for photographic
images our alternating method gives more accurate restorations, because our approach restores fine details better. This is
illustrated in Fig. 3.
We remark that the software [27] failed when applied to images with a lot of noise (>15%). We therefore do not report
these results in the tables. This may depend on some design or parameter choices in [27]. 
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Fig. 3. Example 4.4: left column: images restored by our alternating method; right column: images restored by the minimization method [26].
Table 8
Example 4.4: SNR-values for corrupted and restored butterfly-images. Contamination is by Gaussian blur
defined by the parameters band and sigma, and by noise of level ν.
band, sigma ν SNRi SNRf SNRm
5, 3 0.15 7.29 11.10 7.63
5, 3 0.10 8.54 12.15 10.83
5, 3 0.05 9.50 13.00 12.44
7, 5 0.15 5.98 9.64 7.63
7, 5 0.10 6.83 10.22 9.58
7, 5 0.05 7.48 11.34 10.71
5. Conclusion
This paper describes a new alternating method for image deblurring and denoising. Deblurring is carried out by a
Krylov subspace iterative method based on partial Golub–Kahan bidiagonalization of the blurringmatrix, while denoising is
performed by the adaptive TVmethod proposed in [4]. Our approach allows the application of regularization operators that
are constructed from the differential operator used in the denoising step. This makes the computation of the regularization
operator inexpensive.
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