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ABSTRACT 
 
Automatic human action recognition is a core functionality 
of systems for video surveillance and human-object 
interaction. However, the diverse nature of human actions 
and the noisy nature of most video content make it difficult 
to achieve effective human action recognition. To overcome 
the aforementioned problems, Sparse Representation (SR) 
has recently attracted substantial research attention. 
However, although SR-based approaches have proven to be 
reasonably effective, the computational complexity of the 
testing stage prohibits their usage by applications requiring 
support for real-time operation and a vast number of human 
action classes. In this paper, we propose a novel method for 
human action recognition, leveraging coarse-to-fine sparse 
representations that have been obtained through dictionary 
sub-sampling. Comparative experimental results obtained 
for the UCF50 dataset demonstrate that the proposed 
method is able to achieve efficient human action recognition, 
at no substantial loss in recognition accuracy. 
 
Index Terms — Coarse-to-fine sparse representation, 
dictionary sub-sampling, human action recognition. 
 
1. INTRODUCTION 
 
The increasing popularity of video surveillance and human-
computer interaction has recently drawn significant research 
attention to the field of computerized human action 
recognition. This field aims at automatically understanding 
human activity in video content [1]. Early techniques for 
human action recognition focused on capturing, tracking, 
and analyzing motion [2]. More recently, substantial 
progress has been made by introducing more descriptive 
features [3][4] and machine learning-based approaches 
[5][6]. Despite this progress, vision-based human action 
recognition remains challenging, mainly due to 1) the highly 
varying nature of human actions and their context and 2) the 
noisy nature of most video content. 
 
* Corresponding author: Prof. Yong Man Ro. Tel: +82 
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Sparse Representation (SR) has recently emerged as an 
effective tool for analyzing audiovisual signals [7]. To that 
end, SR characterizes the information in an audiovisual 
signal by means of a linear combination of a small number 
of discriminative base signals (so-called atoms) taken from a 
large set of base signals (a so-called dictionary) [8]. SR-
based classification was shown to be robust against intra-
class variety and noise, and where this robustness can be 
mainly attributed to the fact that SR uses overcomplete 
dictionaries [11][12]. The latter means that the number of 
atoms exceeds the audiovisual signal dimension, so that any 
audiovisual signal can be represented by more than one 
combination of different atoms. However, although SR-
based approaches come with reasonable levels of 
recognition accuracy [9][10], the computational complexity 
of their testing stage may be prohibitive for applications 
requiring support for real-time operation or a vast number of 
human action classes [13]. 
To mitigate the computational complexity of SR-based 
human action recognition, we propose a novel two-step 
method. In the first step, we select candidate human action 
classes for a given test video clip through the use of a 
dictionary with a limited number of atoms per human action 
class supported, and where the dimension of the atoms used 
has also been restricted. In the second step, we classify the 
human action shown in the test video clip through the use of 
a dictionary that only contains the candidate human action 
classes selected, and where these classes are described by 
atoms that are higher in number and dimension than the 
atoms used to describe the classes during the first step. 
To investigate the feasibility of the proposed method 
for human action recognition, we performed experiments 
with the UCF50 dataset [14]. This dataset, which is one of 
the largest action recognition datasets publicly available, 
represents a natural pool of various human actions, featuring 
a wide range of scenes and viewpoints. Our experimental 
results demonstrate that the proposed method facilitates 
efficient SR-based human action recognition, at no 
substantial loss in recognition accuracy. 
We organized the remainder of this paper as follows. In 
Section 2, we briefly review human action recognition, 
paying particular attention to conventional SR-based 
classification. In Section 3, we introduce our SR-based 
solution towards the problem of human action recognition. 
In Section 4 and Section 5, we discuss our experimental 
setup and results, respectively. Finally, we present our 
conclusions and directions for future research in Section 6. 
 
2. RELATED WORK 
 
In this section, we first review a number of representative 
research efforts in the area of human action recognition. 
Next, we explain conventional SR-based human action 
recognition. Note that we would like to refer the interested 
reader to [1] and [2] for more in-depth surveys of human 
action recognition. 
 
2.1. Human action recognition 
 
Human action recognition is the process of labeling human 
behavior with one or more pre-defined action classes. To 
that end, most approaches follow a two-step procedure: 1) 
feature extraction and representation and 2) action detection 
and classification [2]. 
The first step aims at characterizing human action 
volumes with discriminative features. Similar to the authors 
of [2], we can make a distinction between global features 
and local features. Global features include space-time 
features and frequency-domain features. Space-time features 
allow capturing space and time relationships. These features 
are typically derived by concatenating the consecutive 
silhouettes of objects along the time axis [15]. Frequency-
domain features can for instance be used to capture the 
spatial variation of intensity values. Compared to global 
features, local features such as Scale-Invariant Feature 
Transform (SIFT; [16]) and Histograms of Oriented 
Gradients (HOG; [17]) tend to be more robust against noise, 
occlusions, viewpoint variation, and changes in scale, and 
where this higher robustness typically comes at a higher 
computational cost. Besides global and local features, 
methods have also been proposed that directly or indirectly 
model the human body in 2-D or 3-D [18]. 
The second step aims at action detection (localization) 
and classification, typically by making use of the features 
extracted during the first step. To that end, generative 
models such as Hierarchical Markov Models (HMM) and 
Dynamic Bayesian Networks (DBN) can be used, as well as 
discriminative models like Support Vector Machines (SVM; 
[19]), Artificial Neural Networks (ANN; [6]), and SR-based 
Classification (SRC; [10]). 
As previously pointed out in Section 1, despite the 
success of recent feature extraction and classification 
technology, vision-based human action recognition is still a 
challenging issue. 
 
2.2. SR-based human action recognition 
 
Conventional SR characterizes the content of a test video 
clip V by means of a linear combination of atoms taken 
from an overcomplete dictionary Do, and where this 
dictionary has been constructed by concatenating the sets of 
atoms used to represent the different human action classes: 
[ ] oo NdKokooo ×ℜ∈= ,,1, |...||...| ĭĭĭD , (1)
where ko,ĭ  denotes the set of atoms used to represent the k
th 
human action class, and where od and oN denote the 
dimension of an atom and the total number of atoms in the 
dictionary, respectively. Note that oN  is the number of 
atoms per human action class ol  times the number of human 
action classes K (i.e., oN = ol × K). Further, we can define the 
set of atoms ko,ĭ  as follows: 
[ ] oo
o
ldk
l
k
k
×ℜ∈= zzĭ ,...,1 , (2)
where ijz denotes the feature vector of the jth training video 
clip of the ith human action class. Note that general-propose 
procedures for atom extraction and dictionary construction 
can be found in [20]. 
Given an overcomplete dictionary Do, we can represent 
the feature vector y of the test video clip V as follows [10]: 
od
oo ℜ∈≈ xDy , (3)
where ox denotes a sparse coefficient vector. 
Given the sparse solution ox  of (3), we can calculate 
the residual error for each human action as follows: 
1
)()( okokr xDyy δ−= , (4)
where kr is the residual error of the k
th human action class 
and where )( ok xδ  is a new vector whose only nonzero 
entries are the entries in ox  associated with the k
th human 
action class. We can subsequently label V with the human 
action class that comes with the smallest residual error. 
The sparse solution ox  of (3) is typically determined 
through the use of l1-norm minimization, an optimization 
problem that has been well-studied in the past, resulting in 
algorithms such as Orthogonal Matching Pursuit [21], 
Gradient Projection [22], and Homotopy [23]. However, the 
time complexity of the aforementioned techniques may be 
prohibitive for applications requiring support for real-time 
operation and a vast number of human action classes [13]. 
As an example, the time complexity of homotopy-based 
techniques can be approximated as follows [13]: 
)NdO(d oo
2
o + . (5)
As shown by (5), the time complexity closely depends 
on the atom dimension and the dictionary size. Therefore, 
we can mitigate the time complexity by reducing the atom 
dimension and the dictionary size. However, when doing so, 
we need to take into account that a trade-off exists between 
the time complexity and the accuracy of human action 
recognition. 
 
3. PROPOSED APPROACH 
 
Fig. 1. Proposed approach for SR-based human action recognition.
 
Fig. 1 shows that the proposed approach for SR-based 
human action recognition consists of two stages: 1) a 
training stage and 2) a testing stage. 
During the training stage, we generate two dictionaries 
that are used during testing. Similar to conventional SR (see 
Section 2.2), we first construct an overcomplete Fine-
Grained Dictionary (FGD), containing a set of feature 
vectors (atoms) extracted from training video clips for each 
human action class supported. Next, we make use of the 
FGD to construct a Coarse-Grained Dictionary (CGD), 
containing a limited number of atoms for each human action 
class supported, and where the dimension of the atoms used 
has also been restricted. 
During the testing stage, we first make use of the CGD 
to select candidate human action classes for a given test 
video clip. We subsequently leverage the candidate human 
action classes selected to prune the FGD, removing the non-
selected human action classes. Finally, we make use of the 
pruned FGD to classify the human action shown in the test 
video clip under consideration. 
 
3.1. Dictionary construction 
 
As pointed out in Section 2, a conventional dictionary for 
SR-based human action recognition may contain a 
substantial number of atoms for a significant number of 
human action classes, making SR-based classification 
inefficient. In addition, we can point out that only a few 
human action classes are typically related to the human 
action shown in a given test video clip. Therefore, to reduce 
the computational complexity of SR-based classification, we 
first select a few human action classes that are related to the  
 
Fig. 2. CGD constructed from FGD. 
 
human action shown in the test video clip under 
consideration by making use of a sub-sampled dictionary. 
We refer to this step as candidate human action class 
selection and then classify the human action shown in the 
test video clip under consideration through the use of a 
dictionary that only contains fine-grained information about 
the selected candidate human action classes. To that end, the 
proposed method makes use of two dictionaries that are 
different in size: a Fine-Grained Dictionary (FGD) and a 
Coarse-Grained Dictionary (CGD). The CGD is a sub-
sampled version of the FGD, targeting the selection of 
candidate human action classes, whereas the FGD is similar 
to a dictionary used by conventional SR-based classification. 
Thanks to the fact that the CGD is smaller in size than the 
FGD, we can efficiently select candidate human action 
classes for a given test video clip. Next, we can efficiently 
classify the human action shown in the test video clip by 
making use of a pruned version of the FGD, only retaining 
the human action classes selected through the use of the 
CGD.As shown by Fig. 2, the CGD is a sub-sampled 
version of the FGD, reducing the size of the FGD by means 
of random projection [21] (for reducing the atom dimension) 
and random sampling (for reducing the number of atoms). 
We can define the CGD as follows: 
[ ] KldKSkSSS SS ××ℜ∈= ,,1, |...||...| ĭĭĭD , (6)
where kS ,ĭ denotes the set of atoms used to characterize the 
kth human action class. 
 
3.2. Selection of candidate human action classes and 
human action recognition 
 
During testing, we first select candidate human action 
classes. Given the feature vector y of a test video clip V, the 
reduced feature vector ys can be represented as follows: 
sd
sss ℜ∈≈ xDy , (7)
where xs denotes a sparse coefficient vector. 
Given the sparse solution xs of (7), we can calculate the 
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concentration of the sparse coefficients for each human 
action class as follows [24]: 
1s
1sk
sk x
)(xį
)(xSCC = , (8)
where SCCk denotes the concentration of the sparse 
coefficients obtained for the kth human action class. 
Consequently, we can sort all human action classes in 
descending order by SCCk. We can then select the candidate 
human action classes by taking the upper H human action 
classes. This means that the other human action classes in 
the FGD can be ignored. As a result, we prune the FGD by 
removing the non-selected candidate human action classes, 
resulting in the dictionary Dpr: 
[ ] HldHprhprprpr oo ××ℜ∈= ,,1, |...||...| ĭĭĭD . (9)
Given the overcomplete dictionary Dpr, we can then 
represent the feature vector y of a test video clip V as 
follows: 
od
prpr ℜ∈≈ xDy , (10)
where xpr contains the sparse coefficients obtained for the 
feature vector y of the test video clip V. We can 
subsequently label V with the candidate human action class 
that comes with the smallest residual error. 
 
3.3. Time complexity of the proposed method 
 
As described in Section 3.2, the proposed method computes 
two distinct sparse representations during testing: 1) a 
coarse sparse representation for candidate human action 
class selection and 2) a fine sparse representation for 
identifying the human action class shown in the given test 
video clip among the selected candidate human action 
classes. The dictionary used during the first step has a size 
of ds×(ls×K), whereas the dictionary used during the second 
step has a size of do×(lo×H). As such, we can approximate 
the time complexity of the proposed method as follows: 
H)ldO(dK)ldO(d oo
2
oSS
2
S +++ . (11)
Given that H is always smaller than K, the time 
complexity described by (11) is lower than the time 
complexity described by (5). As a result, we can conclude 
that the time complexity of the proposed method is lower 
than the time complexity of conventional SR-based 
classification (using the FGD). 
 
4. EXPERIMENTAL SETUP 
 
The main purpose of our experiments is to evaluate the 
proposed method in terms of effectiveness and time 
complexity. To study the effectiveness of the proposed 
method, we conducted experiments with the UCF50 dataset, 
which is one of the largest action recognition datasets 
publicly available [14]. This dataset covers 50 different 
types of actions (i.e., K = 50), containing 6681 real-world 
video clips in total. For all the 50 action classes (e.g., biking, 
golf swing, playing piano, and so on), the video clips in each 
action class are grouped into 25 groups. 
In order to make sure that the reported results are 
consistent, we obtained our experimental results by making 
use of “Leave-One-Group-Out Cross-Validation” [14] to 
train and test both the conventional SR-based method and 
the proposed method. In particular, we used one group for 
testing purposes and the remaining 24 groups for training 
purposes. We then repeated the aforementioned approach in 
such a way that each group of each action class is used once 
for testing purposes. Finally, we computed the effectiveness 
of testing by averaging the 25 results obtained. 
To extract atoms from the given training video clips, we 
used the Cuboid detector to find local keypoints and HOG to 
describe the local keypoints found, a combination that is 
known to lead to high recognition rates [20]. The Cuboid 
detector relies on separable linear filters for computing the 
response function of a video clip V(x,y,t). The response 
function computed is of the form ( ) ( )22 odev hghgR ××+××= VV , 
where g(x,y;ı) is a 2-D Gaussian smoothing function, 
applied only along the spatial dimensions, and where hev and 
hod are quadrature pairs of 1-D Gabor filters. These 
quadrature pairs are de¿ned as 22 /exp)2cos(),;( τωπωτ tev tth −−=
and 22 /exp)2sin(),;( Ĳtod ȦtʌȦĲth −−= ,with Ȧ=4/Ĳ. The parameters 
ı and Ĳ roughly correspond to the spatial and temporal 
scales used by the Cuboid detector [20]. In our experiments, 
we used values of 4 and 2 for ı and Ĳ, respectively. 
To describe local keypoints, we adopted HOG with a 
dimension of 1,440 [20]. Due to the high dimensionality of 
these histograms, we projected the descriptors generated on 
a random 144-D space (i.e., do = 144), given that projection 
on a random lower dimensional subspace is able to reliably 
preserve vector distance [21]. Further, to generate the FGD, 
we randomly selected 3000 descriptors (i.e., lo = 3,000) for 
each human action class (i.e., the total number of atoms in 
the dictionary is 150,000). In addition, for pruning the FGD, 
we set the number of candidate human action classes to 10 
(i.e., H = 10). 
We used homotopy-based l1-norm minimization, setting 
the number of iterations to 5000 and the error tolerance to 
0.5. To measure the effectiveness of proposed approach, we 
made use of accuracy: 
total
true
N
NAccuracy = , (12)
where Ntotal and Ntrue denote the total number of test video 
clips and the number of test video clips labeled with the true 
action, respectively. 
 
5. EXPERIMENTAL RESULTS 
 
To investigate the feasibility of the proposed method for 
human action recognition, we compared its effectiveness 
and efficiency with the effectiveness and efficiency of 
conventional SR-based human action recognition. To that 
end, we first varied the atom dimension do from 48 to 144 
by making use of random projection [25]. Furthermore, we 
also varied the numbers of atoms per human action class lo 
by making use of random sampling (150, 300, 600, 900, and 
1500). In contrast, the conventional method uses fixed 
values for the aforementioned parameters (i.e., do = 144 and 
lo = 1500, respectively). Next, we selected candidate human 
action classes via coarse SR-based classification using the 
different CGDs constructed. Finally, we performed fine SR-
based classification of the human actions shown in the test 
video clips used. 
Fig. 3 shows the recognition accuracy obtained for the 
different human action recognition approaches. The x-axis 
represents the number of atoms used per human action class, 
whereas the y-axis denotes the recognition accuracy. 
We can observe that the proposed method allows for 
efficient human action recognition at no significant loss in 
recognition accuracy (i.e., the loss is less than 11%). 
Specifically, the recognition accuracy of the proposed 
method is higher than the recognition accuracy of the 
conventional method when using more than 600 atoms per 
human action class. This means that the true human action 
class is then typically among the selected candidate human 
action classes, even when making use of a pruned FGD.  
We can also observe that the recognition accuracy of 
the proposed method is relatively robust against changes in 
the atom dimension and the number of atoms used per 
human action class. This is thanks to the use of a pruned 
FGD that is still overcomplete. Given the pruned FGD, we 
can classify the human action shown in the test video clip, 
even when the true human action class does not come with 
the smallest residual error during candidate human action 
class selection.  
Fig. 4 shows the time complexity obtained for the 
different human action recognition approaches. Compared 
to the time complexity of the conventional method, we can 
observe that the time complexity of the proposed method is 
approximately two times lower, for the different parameter 
settings used. 
 
6. CONCLUSIONS AND FUTURE RESEARCH 
 
In this paper, we proposed a novel method for human action 
recognition, leveraging coarse-to-fine sparse representations 
that have been obtained through dictionary sub-sampling. 
Specifically, to select candidate human action classes, we 
first perform SR-based human action recognition using a 
coarse-grained dictionary. We then classify the human 
action shown in the test video clips using a fine-grained 
dictionary that only contains the candidate human action 
 
Fig. 3. Accuracy of different human action recognition approaches. 
 
 
Fig. 4. Time complexity of different human action recognition 
approaches. 
 
classes selected. As shown by comparative experimental 
results obtained for the UCF50 dataset, the proposed method 
is able to achieve efficient human action recognition, at no 
substantial loss in recognition accuracy. 
We can identify a number of directions for future 
research. First, we plan to investigate more sophisticated 
approaches for generating the sub-sampled dictionaries. 
Second, we plan to compare the efficiency and effectiveness 
of the proposed method with other state-of-the-art 
techniques, hereby also making use of other publicly 
available datasets. 
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