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Abstract 
We consider systems in which electroactive enzymes are immobilised on an electrode 
surface through physical adsorption or covalent attachment on an electrode surface 
and substrate(s), product(s) and inhibitor(s) are present in the bulk solution. We solve 
the governing equations numerically by fully implicit finite differences (FIFD). Our 
numerical method relies on the formation of a sparse matrix from matrix blocks, 
which we call the kinetic block, containing kinetic terms for the enzyme reactions, 
and mass transport block(s) which contain the terms for the mass transport of 
substrate(s), product(s) and inhibitor(s). The resultant non-linear sparse matrix 
equation is solved using the sparse matrix solver in the MATHEMATICA kernel which in 
turn uses UMFPACK multifrontal direct solver methods and Krylov iterative methods 
preconditioned by an incomplete LU factorization. Due to the non-linear nature of the 
problem the solution step is iterated at each time step until the desired degree of 
precision is obtained. Adaptation to a variety of mechanisms is performed by 
changing the terms in the kinetic block and the boundary conditions in the mass 
transport blocks. Adaptation to a number of different voltammetric methods is 
achieved by changing one or two lines of code describing the how applied potential 
changes with time. 
* Manuscript
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Introduction 
Electrochemical studies of enzyme catalysis are of great interest because of the 
potential to develop biosensors and bioelectrochemical catalysts. Because of the often 
complex reaction schemes involved in the catalytic cycle there have been many 
articles over the years describing methods to analyse experimental results or simulate 
electrochemically driven enzyme catalysis. Some of these articles describe methods to 
obtain closed form analytical solutions to certain enzyme mechanisms [1-6]. 
We have recently described a numerical method for simulating electrochemically 
driven enzyme reactions [7, 8]. The method, which we describe in greater detail in 
this article, is modular and readily adaptable to any mechanism, including complex 
enzyme mechanisms involving inhibition steps, and is readily modified for any form 
of voltammetric method. 
We consider systems in which electroactive enzymes are immobilised on an electrode 
surface through physical adsorption or covalent attachment on an electrode surface 
and substrate(s), product(s) and inhibitor(s) are present in the bulk solution. After a 
system of equations describing an electrochemical system are written down and then 
discretized, a common approach in electrochemical simulation is to try and transform 
the problem into something that will result in a matrix or tensor that has a tridiagonal 
form. This avoids having to use inefficient brute force methods. We avoid making any 
transformations or using brute force by solving the sparse matrix directly using the 
efficient sparse matrix solver inbuilt in the program MATHEMATICA. The sparse matrix 
solver in the MATHEMATICA kernel uses UMFPACK multifrontal direct solver methods 
and Krylov iterative methods preconditioned by an incomplete LU factorization. 
Our numerical method relies on the formation of the sparse matrix from blocks which 
we call the kinetic block, containing kinetic terms for the enzyme reactions, and mass 
transport block(s) which contain the terms for the mass transport of substrate(s), 
product(s) and inhibitor(s). Adaptation to a variety of mechanisms is performed by 
changing the terms in the kinetic block and the boundary conditions in the mass 
transport blocks. Below we demonstrate the mechanics of this simulation method with 
three examples: Scheme 1, a simple electrochemical version of a Michaelis-Menten 
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type system in which A and B are the inactive and active redox states of the enzyme 
respectively, S is substrate, and P is product; 
 
Scheme 1 
Electrochemical reactions are shown vertically and chemical reactions horizontally. 
Scheme 2, is a Michaelis-Menten type system with product inhibition;  
 
Scheme 2 
and Scheme 3, a Michaelis-Menten type system with both product inhibition and 
inhibition from a different inhibitor I, that may be present. 
 
Scheme 3 
The rate constants are shown in these Schemes as first order or pseudo first order 
solely for clarity, i.e. to reduce the number of symbols. In fact we make no 
simplifying assumptions in our analysis to reduce second order reactions to pseudo 
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first order reactions. For example in Schemes 1-3 the symbols k12  and k34  for the 
substrate binding steps are: 
k12 = ′ k 12cS (0, t)          (1) 
k34 = ′ k 34cS(0, t)         (2) 
where ′ k 12  and ′ k 34  are second order rate constants and cS(0, t) is the concentration of 
substrate at the electrode surface. We assume that all of the enzyme is confined to 
electrode surface and that the sum of surface coverage, Γi , of all the states that the 
enzyme can exists in (e.g. oxidised, reduced, substrate bound etc.) is equal to a 
constant ΓT . 
Γi
i
∑ = ΓT          (3) 
We have divided Γi by ΓT  to give a dimensionless fraction xi, of the various states of 
the enzyme. 
xi
i
∑ =1          (4) 
Formation of the kinetic block 
Analysis of Scheme 3 leads to a set of seven differential equations describing the rate 
of change of each of the seven states that the enzyme exists in. 
dxA
dt
=−(k12 + k13 + k15 + k16)xA + k21xAS + k31xB + k51xAP + k61xAI
dxAS
dt
= k12xA − (k21 + k24 )xAS + k42xBS
dxB
dt
= k13xA − (k31 + k34 + k37)xB + k43xBS + k73xBI
dxBS
dt
= k24 xAS + k34xB − (k42 + k43 + k45)xBS + k54 xAP
dxAP
dt
= k45xBS − (k54 + k51)xAP + k15xA
dxAI
dt
= k16xA − (k61 + k67)xAI + k76xBI
dxBI
dt
= k37xB + k67xAI − (k73 + k76)xBI
   (5) 
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In matrix form these equations become: 
d
dt
xA
xAS
xB
xBS
xAP
xAI
xBI
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
  
=
−(k12 + k13 + k15 + k16) k21 k31 0 k51 k61 0
k12 −(k21 + k24 ) 0 k42 0 0 0
k13 0 −(k31 + k34 + k37) k43 0 0 k73
0 k24 k34 −(k42 + k43 + k45) k54 0 0
k15 0 0 k45 −(k54 + k 51) 0 0
k16 0 0 0 0 −(k61 + k 67) k76
0 0 k37 0 0 k67 −(k73 + k76)
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
  
⋅
xA
xAS
xB
xBS
xAP
xAI
xBI
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
  
           (6) 
or 
dx
dt
= K ⋅ x          (7) 
where we refer to K  as the “kinetic matrix” and x is the vector containing xi for each 
enzyme state. For a general reaction containing n different states this equation 
becomes: 
  
d
dt
x1
x2
#
xi
#
xn
 
 
 
 
  
 
  
 
 
 
 
  
 
  
=
− k1 j
j= 2
n∑ k21 " ki1 " kn1
k12 − k2 j
j=1
n∑ " ki2 " kn2
# # % #
k1i k2i − kij
j=1
n∑ kni
# # % #
k1n k2n " kin " − knj
j=1
n∑
 
 
 
  
 
  
 
  
 
  
 
 
 
  
 
  
 
  
 
  
⋅
x1
x2
#
xi
#
xn
 
 
 
 
  
 
  
 
 
 
 
  
 
  
   (8) 
with j ≠ i for the main diagonal in the matrix. Re-writing eqn (5) in a fully implicit 
finite difference form gives (Appendix 1): 
(1+ m12 + m13 +m15 + m16)xA
k +1
−m21xAS
k+1
−m31xB
k+1
−m51xAP
k +1
−m61xAI
k+1
= xA
k
−m12xA
k +1 + (1+ m21 + m24 )xAS
k +1
−m42xBS
k+1
= xAS
k
−m13xA
k +1 + (1+ m31 +m34 + m37)xB
k +1
−m43xBS
k +1
−m73xBI
k+1
= xB
k
−m24 xAS
k+1
−m34 xB
k+1 + (1+ m42 + m43 + m45)xBS
k +1
−m54xAP
k+1
= xBS
k
−m15xA
k +1
−m45xBS
k +1 + (1+ m54 +m51)xAP
k+1
= xAP
k
−m16xA
k +1 + (1+ m61 + m67)xAI
k +1
−m76xBI
k+1
= xAI
k
−m37xB
k +1
−m67xAI
k +1 + (1+ m73 +m76)xBI
k+1
= xBI
k
  (9) 
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with mij  a dimensionless rate constant defined as mij = kij∆t . In matrix form eqn (9) 
can be written as: 
(1+ m12 + m13 + m15 + m16) −m21 −m31 0 −m51 −m61 0
−m12 (1+ m21 + m24 ) 0 −m42 0 0 0
−m13 0 (1+ m31 + m34 + m37) −m43 0 0 −m73
0 −m24 −m34 (1+ m42 + m43 + m45) m54 0 0
−m15 0 0 −m45 (1+ m54 + m51) 0 0
−m16 0 0 0 0 (1+ m61 + m67) −m76
0 0 −m37 0 0 m67 (1+ m73 +m76)
 
 
 
  
  
 
   
 
 
 
  
  
 
   
⋅
xAk+1
xAS
k+1
xB
k+1
xBS
k+1
xAPk+1
xAI
k+1
xBI
k+1
 
 
 
  
 
  
  
 
 
 
 
  
 
  
  
 
=
xAk
xAS
k
xB
k
xBS
k
xAPk
xAI
k
xBI
k
 
 
 
  
 
  
  
 
 
 
 
  
 
  
  
 
          (10) 
or 
A ⋅ xk+1 = x k         (11) 
The matrix A is easily derived from the kinetic matrix K  thereby eliminating the 
steps involved in converting the differential equations to their finite difference form: 
A = I − ∆tK          (12) 
where I  is the identity matrix. The matrix A will eventually be padded to the right 
with zeroes when it is added to the mass transport matrices which we consider next. 
Formation of the mass transport blocks 
The concentrations of the substrate(s), product(s) and inhibitor(s) at the electrode 
surface can be determined by solving the equations of Fick’s first and second laws: 
−Ji (x,t) = Di(
∂ci(x,t)
∂x )       (13) 
∂ci (x, t)
∂t = Di
∂2ci(x, t)
∂x 2        (14) 
or for rotating disk voltammetry solving eqn (15): 
∂ci(x,t)
∂t = Di
∂2ci(x,t)
∂x 2 − vx
∂ci (x, t)
∂x       (15) 
where ci (x, t) is the concentration of i  ( i  is substrate, product or inhibitor) at a 
distance x normal to the electrode surface, Ji(x,t) is the flux of i , Di the diffusion 
coefficient of i, and vx  is the fluid velocity. The initial condition for the substrate, 
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product and inhibitor are: 
cS(x,0) = cS
* ; cP(x,0) = cP
* ; cI(x,0) = cI
*     (16) 
where ci
∗ is the bulk concentration of i. The boundary conditions are: 
cS(∞,t) = cS
* ; cP(∞,t) = cP
* ; cI(∞,t) = cI
*     (17) 
−JS(0,t) = DS
∂cS(x,t)
∂x
 
  
 
  x=0
= k12ΓA − k21ΓAS + k34ΓB − k43ΓBS
     (18) 
−JP(0, t) = DP
∂cP(x, t)
∂x
 
  
 
  x=0
= k15ΓA − k51ΓAP
       (19) 
−JI(0,t) = DI
∂cI(x, t)
∂x
 
  
 
  x= 0
= k16ΓA − k61ΓAI + k37ΓB − k73ΓBI
     (20) 
For finite difference simulations the diffusion space is represented as a grid 
comprising m  space increments and n time increments. Thus a concentration ci(x, t)  
is represented on the grid as ci ( j,k) with j and k  being distance and time indices 
respectively, 1≤ j≤m and 1≤ k ≤ n . By dividing the concentrations on the grid by the 
bulk substrate concentration†, cS
*, the concentrations at each point on the grid become 
dimensionless, represented by  
  s j
k +1
= cS( j,k) /cS*        (21) 
  p j
k +1
= cP ( j,k) /cS*         (22) 
  i j
k +1
= cI( j,k) /cS
*        (23) 
It can be shown that the implicit finite difference form of eqn (14) is, for the substrate, 
                                                 
† Since product is not necessarily present in the bulk solution it is preferable to normalize 
concentrations to the bulk substrate concentration. 
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−es1
k+1 + gs2
k+1
− hs3
k+1
= s2
k
−es2
k+1 + gs3
k+1
− hs4
k+1
= s3
k
−es3k+1 + gs4k+1 − hs5k+1 = s4k
#
−es j−1
k+1 + gs j
k+1
− hs j+1
k+1
= s j
k
#
−esm−2
k+1 + gsm−1
k+1
= sm−1
k + hsm
k+1
      (24) 
In eqn (24), the boundary value is   sm
k +1
=1, likewise for the product and inhibitor we 
have   pm
k+1
= cP
* /cS
*,   im
k+1
= c I
* /cS
*. The boundary conditions at the electrode surface, 
given in eqns (17) to (20) need to be converted to a dimensionless form. The three 
point finite difference form of the concentration gradient is 
  
∂cS (x, t)
∂x
 
  
 
  x= 0 ≅ −
3s1
k +1
− 4s2
k +1 + s3
k+1
2∆x
cS
*     (25) 
Substituting eqn (25) into (18), multiplying both sides by ∆t ΓT  gives: 
  
−
DS∆tcS
*
2ΓT∆x
3s1k+1 − 4s2k+1 + s3k+1( )= m12xA −m21xAS +m34 xB −m43xBS  (26) 
where 
  m12 = ′ m 12cS(0,t) = ′ m 12cS
*s1
k+1       (27) 
and 
  m34 = ′ m 34cS(0,t) = ′ m 34cS
*s1
k+1       (28) 
Rearranging eqn (26) gives: 
  m21xAS + m43xBS − ( ′ m 12cS
*xA + ′ m 34cS
*xB + 3γS)s1k+1 + 4γSs2k+1 − γSs3k+1 = 0 (29) 
with 
γ i =
Di∆tcS
*
2∆xΓT
         (30) 
In Appendix 2 it is shown that ∆x  can is 
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∆x = DS∆t
D
 
  
 
  
1/2
        (31) 
γ i becomes: 
  
γ i =
DicS
*
2ΓT
D∆t
DS
 
  
 
  
1/ 2
        (32) 
Adding eqns (24) and (29) together gives the mass transport finite difference 
equations for the substrate:  
  
m21xAS +m43xBS − ( ′ m 12cS
* xA + ′ m 34cS
*xB + 3γS)s1k+1 + 4γSs2k+1 − γSs3k +1 = 0
−es1
k +1 + gs2
k +1
− hs3
k +1
= s2
k
−es2
k +1 + gs3
k +1
− hs4
k +1
= s3
k
−es3
k +1 + gs4
k +1
− hs5
k +1
= s4
k
#
−es j−1
k +1 + gs j
k +1
− hs j +1
k +1
= s j
k
#
−esm−2
k+1 + gsm−1
k +1
= sm−1
k + hsm
k +1
 (33) 
This equation can be written in matrix form as: 
MS ⋅ s
k+1
= uS
k          (34) 
where MS is the mass transport matrix for the substrate, s
k +1 is a vector containing the 
unknown values of   s j
k+1 for 1≤ j ≤ m −1 and uS
k is a vector containing the known 
terms {0,   s2
k +1,   s3
k +1, … ,   s j
k +1, … ,   sm−2
k +1 ,   sm−1
k + hsm
k +1}. The values of e, g, and h in the 
matrix MS depend on whether forced convection (i.e. RDE) or an expanding space 
grid is being employed. Examples are given in Appendix 3. A similar equation for the 
product and inhibitor exists in which   s j
k +1 is replaced by   p j
k +1 or   i j
k +1. 
MP ⋅ p
k+1
= uP
k         (35) 
MP ⋅ p
k+1
= uP
k         (36) 
MS, MP and MI  differ by the boundary term in the first row of the matrix. The 
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boundary conditions at the electrode surface for the product and inhibitor, derived 
from eqns (19) and (20) are: 
  m51xAP − ( ′ m 15cS
*xA + 3γP)p1k+1 + 4γPp2k+1 − γPp3k +1 = 0    (37) 
  m61xAI + m73 xBI − ( ′ m 16cS
*xA + ′ m 37cS
* xB + 3γ I)i1k+1 + 4γ Ii2k+1 − γ Ii3k +1 = 0  (38) 
Combining eqns (11) and (34) to (36) and rearranging gives the system of equations 
to be solved for the catalytic reactions at the electrode surface: 
A ⋅ xk+1 = xk
MS ⋅ s
k+1
= uS
k
MP ⋅ p
k+1
= uP
k
MI ⋅ i
k+1
= u I
k
         (39) 
The vectors in eqn (39) can be combined into a single vector and the matrices A, MS, 
MP , MI , combined into a single sparse matrix. An example of the matrix is shown in 
Figure 1 in which the matrix for a small space grid of m = 15 squares is plotted. The 
black areas show occupied sites of the matrix and the white area is occupied with 
zeroes. 
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Figure 1 gives a pictorial representation of the resultant matrix for a diffusion 
space grid of m =15. 
 
The resultant non-linear matrix equation can be solved using sparse matrix solving 
methods [9]. Due to the non-linear nature of the equation at each time step one or 
more iterations must be made until the desired degree of precision is required. The 
elements of the matrix containing electrochemical rate constants must be updated at 
each time increment. The electrochemical rate constants can be either the “traditional” 
Butler-Volmer formalism [10]  
kf = ks exp −α
nF
RT
η   
 
  
kb = ks exp (1−α)
nF
RT
η   
 
  
       (40) 
in which ks is the standard rate constant, η is the overpotential, and α the transfer 
coefficient, or the Marcus DOS model [11] 
kf ,b = kmax
RT
4πNAλ
 
  
 
  
1/ 2
1
1+ exp(x)−∞
∞∫ exp − NAλ ± FηRT − x      
2 RT
4NAλ
 
 
  
 
 
  dx  (41) 
where NA is Avogadro’s constant, λ is the reorganization energy, x  is a 
dimensionless integration variable, and kmax is the maximum value of the rate 
constant given by 
kmax =
4π 2ρHAB2
h         (42) 
where ρ is the density of states in the metal, which is assumed to be independent of 
the electrode potential, h  is Planck’s constant, and HAB  is the electronic coupling 
matrix element which describes the electronic coupling of the reactant’s electronic 
state with the products. 
Each of these models contains a term for the potential of the working electrode. The 
method by which the potential changes with time varies depending on the 
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voltammetric method being employed. Table 1 shows the formulation for each of the 
commonly employed voltametric methods with the potential given for the kth time 
increment. 
Table 1. Functions used to describe the applied potential. 
Voltammetric method Potential function† 
Linear sweep Ei −υk∆t  
AC [12] Ei −υk∆t + ∆Eac sin(ωk∆t) 
Staircase Ei −
∆Es
N
k −mod(k,N)( ) 
Square wave [13] Ei −
∆Es
N
k −mod(k,N)( )+ ∆Esw (−1)k N  
Normal pulse Ei −∆E p k /N u mod(k,N),α,N( ) 
Differential pulse  Ei −
∆Es
N
k −mod(k,N)( )−∆Epu mod(k,N),α,N( ) 
 
† Ei is the initial or starting potential; υ  is the linear sweep rate; ∆E ac is the 
AC amplitude; ∆Es  is the staircase step amplitude with a period of N 
increments; ∆Esw  is the square wave amplitude; ∆E p  is the pulse height being 
applied for a fraction α of the period of N increments. For pulse voltammetry 
the function u(x,α,N) is given by u(x,α,N) = H(x −N +αN)−H(x −N)  
where H(x) is the Heaviside step function [14], α is the fraction of the period 
of N increments in which the pulse occurs, and x  is the ceiling function [15] 
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Simulation results 
Figures 2 and 3 show the results of simulations of cyclic voltammograms of Schemes 
1 and 2. 
 
Figure 2. Simulated voltammograms of a catalytic system (Scheme 1). From 
bottom to top: cS
*
= 5, 50, 100 µM. Other simulation parameters: 
ΓT =1×10
−12  mol cm-2,   DS =10
−5 cm2 s-1, T = 298 K,   D= 2×103, υ = 20 mV 
s-1, ks =10
1.5s−1, k21 = k43 = 200 s
−1, k54 = 0.35 s
−1, k45 =1800 s
−1, 
k51 = 200 s
−1, ′ k 12 = ′ k 34 = 5 µM s
-1. 
 
Figure 3. Simulated voltammograms of a catalytic system. Solid lines cS
*
= 
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50, 100 µM, and ′ k 15 = 0 µM s
-1 (i.e. Scheme 1); dashed lines cS
*
= 50, 100 
µM. ′ k 15 =  50 µM s
-1, cP
*
= 0 µM (i.e. Scheme 2). Other simulation 
parameters are the same as in Fig. 2. 
By changing the line of code describing the applied potential an AC voltammogram 
of Scheme 2 can be simulated. For example in MATHEMATICA code we change the 
overpotential terms for the two electrochemical steps from 
•1 = If[k • n/2, start – •E13 + k*τ, (*else*) start - •E13 + tot 
– k*τ] 
•2 = If[k • n/2, start – •E24 + k*τ, (*else*) start - •E13 + tot 
– k*τ] 
to 
•1 = start – •E13 + k*τ – Sin[Ω*(k-1)*τ] 
•2 = start – •E24 + k*τ – Sin[Ω*(k-1)*τ] 
In these code fragments k is the time increment, n is the total number of increments, τ 
is the potential increment, start the start potential, tot the total potential swept 
during the forward and reverse cycles of a cyclic voltammogram, and Ω the 
dimensionless frequency. The result is an AC voltammogram shown in Figure 4 with 
the power spectrum of this voltammogram shown in Figure 5. 
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Figure 4. Simulated AC voltammograms of a catalytic system. Simulation 
parameters are the same as in Figs. 2 and 3 plus: ∆E ac= 50 mV, Ω 
(dimensionless frequency) = 8π , υ = 5 mV s-1, 
Taking the Fourier transform of the simulated data produces the power spectrum 
which is shown below in Fig. 5. 
 
Figure 5. Power spectrum of the simulated voltammogram show in Fig 4. 
The various harmonics can be isolated from the power spectrum. Below, in Fig. 6 we 
show the second harmonic isolated from the power spectrum shown in Fig. 5 
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Figure 6. Simulated second harmonic AC voltammogram. The simulated 
voltammogram was obtained by extracting the second harmonic from the 
power spectrum of the simulated AC voltammogram and then performing an 
inverse Fourier transform. 
 
The effect of inhibitors on the enzyme reaction is readily tested by including an 
inhibitor concentration and setting values for the relevant kinetic constants for the 
enzyme inhibitor reaction. Figure 7 shows an example of a simulation of a cyclic 
voltammogram in which an inhibition reaction is presumed to occur. 
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Figure 7. Simulated voltammograms of a catalytic system (Scheme 3). From 
top to bottom: Scheme 1 with cS
*
= 50 µM then cP
*
= 0 µM and cI
*
= 0.1, 0.5, 
1.0 µM. Other simulation parameters: ΓT =1×10
−12  mol cm-2,   DS =10
−5  cm2 
s-1, T = 295 K,   D= 2×103, υ = 20 mV s-1, ks =10
1.5s−1: k21 = k43 = 200 s
−1, 
k54 = 0.35 s
−1, k45 =1800 s
−1, k51 = 200 s
−1, ′ k 12 = ′ k 34 = ′ k 16 = 5 µM s
-1, ′ k 15 =  
0.2 µM s-1. 
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Conclusions 
We have presented a numerical approach in which systems containing a catalytic 
reaction involving surface bound electroactive enzymes and dissolved substrates and 
inhibitors can be simulated for a variety of voltammetric methods. We solve the 
governing equations numerically by fully implicit finite differences (FIFD) after 
initially dividing the problem into two matrix blocks. One block describing the 
kinetics of the enzyme reaction and another describing the mass transport of dissolved 
species. After the boundary conditions have been set the two blocks are combined to 
form a single non-linear sparse matrix. We solve the sparse matrix directly using the 
efficient sparse matrix solver inbuilt in the program MATHEMATICA and then iterate 
until the desired level of precision is achieved. Thus we avoid the need to try and 
“manufacture” a tridiagonal matrix or use brute force methods to solve the problem. 
This approach leads to an efficient simulation method. Adaptation to a variety of 
mechanisms is performed by changing the terms in the kinetic block and the boundary 
conditions in the mass transport blocks. Adaptation to various voltammetric methods 
is achieved by changing one or two lines of code describing the how applied potential 
changes with time. 
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Appendix 1 
The fully implicit finite difference form of eqn (5) is obtained by first taking the two 
point finite difference approximation to the time derivative: 
∆t dx
dt
≅ ∆x = xk +1 − xk         (A.1) 
Substituting this into eqn (5) gives: 
(xA
k+1
− xA
k )
∆t
= −(k12 + k13 + k15 + k16)xA
k+1 + k21xAS
k+1 + k31xB
k+1 + k51xAP
k +1 + k61xAI
k +1
(xAS
k +1
− xAS
k )
∆t
= k12xA
k +1
− (k21 + k24)xAS
k+1 + k42xBS
k+1
(xB
k +1
− xB
k )
∆t
= k13xA
k +1
− (k31 + k34 + k34 )xB
k +1 + k43xBS
k +1 + k73xBI
k +1
(xBS
k+1
− xBS
k )
∆t
= k24 xAS
k+1 + k34 xB
k+1
− (k42 + k43 + k45)xBS
k+1 + k54 xAP
k+1
(xAP
k +1
− xAP
k )
∆t
= k45xBS
k+1
− (k54 + k51)xAP
k+1
(xAI
k+1
− xAI
k )
∆t
= k16xA
k +1
− (k61 + k67)xAI
k +1 + k76xBI
k+1
(xBI
k +1
− xBI
k )
∆t
= k37xB
k+1 + k67xAI
k+1
− (k73 + k76)xBI
k+1
 (A.2) 
After multiplying both sides by ∆t  and rearranging eqn (9) is obtained. A higher 
order approximation such as the five point approximation could be used if required: 
∆t dx
dt
≅ ∆x = 25
12
x k+1 − 4xk − 3xk−1 − 4
3
x k−2 + 1
4
x k−3    (A.3) 
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Appendix 2 
It can be shown [16] that the implicit finite difference form of eqn (14) is, for the 
substrate, 
  
−Ds1
k +1 + (1+ 2D)s2
k+1
−Ds3
k+1
= s2
k
−Ds2
k +1 + (1+ 2D)s3
k+1
−Ds4
k+1
= s3
k
−Ds3
k +1 + (1+ 2D)s4
k+1
−Ds5
k+1
= s4
k
#
−Ds j−1
k +1 + (1+ 2D)s j
k+1
−Ds j+1
k+1
= s j
k
#
−Dsm−2
k+1 + (1+ 2D)sm−1
k+1
= sm−1
k +Dsm
k+1
     (A.4) 
where   D is a dimensionless parameter defined as 
  
D = DS∆t
(∆x)2
         (A.5) 
We have used an expanding space grid indexed from j =1 to m . The first spatial 
increment has a thickness ∆x  and subsequent increments have thickness [17]: 
∆x j+1 = x j+1 − x j = a j−1∆x  for 1≤ j ≤ m −1    (A.6) 
where a is a grid expansion factor. A value of a =1.1 was used in the simulations. 
For an expanding space grid the system of equations (A.4) becomes: 
  
−aD2s1
k+1 + (1+ (1+ a)D2 )s2
k +1
−D2s3
k +1
= s2
k
−aD3s2
k+1 + (1+ (1+ a)D3 )s3
k +1
−D3s4
k +1
= s3
k
−aD4s3
k+1 + (1+ (1+ a)D4 )s4
k +1
−D4s5
k +1
= s4
k
#
−aD js j−1
k+1 + (1+ (1+ a)D j )s j
k +1
−D js j +1
k +1
= s j
k
#
−aDm−1sm−2
k +1 + (1+ (1+ a)Dm−1)sm−1
k +1
= sm−1
k +Dm−1sm
k +1
   (A.7) 
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with 
  D j =D
∗a3−2 j          (A.8) 
and 
  
D∗ = 2D∆t
(1+ a)(∆x)2
        (A.9) 
The approximation to the concentration gradient at the electrode surface is 
  
∂cS (x, t)
∂x
 
  
 
  x= 0 ≅ −cS
* a(2 + a)s1
k
− (1+ a)2s2
k + s3
k
a(1+ a)∆x
    (A.10) 
The value of γ i must also be modified when using an expanding space grid. From eqn 
(A.9) ∆x  is 
  
∆x = 2Di∆t
(1 + a)D∗
 
  
 
  
1/ 2
=
Diτ
(1 + a)D∗σ
 
  
 
  
1/ 2
      (A.11) 
Substituting this into eqn (30) and rearranging γ i becomes 
  
γ i =
cS
*
aΓT
D∗Diτ
2(1 + a)σ
 
  
 
  
1/ 2
       (A.12) 
The article describes implicit finite difference methods in which a two point 
approximation to the time derivative is used. If a five point approximation, known in 
the electrochemical literature as the Richmyer modification [18] (FIRM algorithm), is 
to be used with an expanding grid then the system of equations (A.7) becomes: 
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−aD2s1
k+1 +
25
12
+ (1+ a)D2
 
  
 
  s2
k+1
−D2s3
k+1
= 4s2
k
− 3s2
k−1 +
4
3
s2
k−2
−
1
4
s2
k−3
−aD3s2
k+1 +
25
12
+ (1+ a)D3
 
  
 
  s3
k+1
−D3s4
k+1
= 4s3
k
− 3s3
k−1 +
4
3
s3
k−2
−
1
4
s3
k−3
−aD4s3
k+1 +
25
12
+ (1+ a)D4
 
  
 
  s4
k+1
−D4s5
k+1
= 4s4
k
− 3s4
k−1 +
4
3
s4
k−2
−
1
4
s4
k−3
#
−aD js j−1
k+1 +
25
12
+ (1+ a)D j
 
  
 
  s j
k+1
−D js j+1
k +1
= 4s j
k
− 3s j
k−1 +
4
3
s j
k−2
−
1
4
s j
k−3
#
−aDm−1sm−2
k +1 +
25
12
+ (1+ a)Dm−1
 
  
 
  sm−1
k +1
= 4sm−1
k
− 3sm−1
k−1 +
4
3
sm−1
k−2
−
1
4
sm−1
k−3 +Dm−1sm
k +1
(A.13
) 
An analogous set of equations for the product and inhibitor can be derived. 
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Appendix 3 
Coupled to the rate equations for the enzyme reactions shown in Scheme 1 is the mass 
transport equation for the substrate: 
∂ci(x,t)
∂t = Di
∂2ci(x,t)
∂x 2 − vx
∂ci (x, t)
∂x       (A.14) 
where vx , is the velocity of the fluid normal ( x direction) to the electrode and is given 
by 
vx = (ων )
1/ 2 H(γ)        (A.15) 
ω  is the angular electrode rotation rate (rad s−1), ν  is the kinematic viscosity (cm2 s-
1), and H(γ) is a dimensionless variable that can be expressed as a series form: 
  
H(γ) = −0.510γ 2 + γ
3
3
− 0.103γ 4 + 0.0126γ 5…    (A.16) 
with 
γ = x(ω /ν)1/ 2          (A.17) 
This series is usually truncated at the first term.  
  
e j =
2.135( j −1)2(xmax)
3
2(y −1)3
−1
 
  
 
  D       (A.18) 
  g j =1+ 2D          (A.19) 
  
h j = 1+
2.135( j −1)2 (xmax )
3
2(y −1)3
 
  
 
  D       (A.20) 
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