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Abstract
Using the q-dierence operator we give q-analogues of the Gandhi polynomials of the rst and
second kinds, which are extensions of the Genocchi and median Genocchi numbers, respectively.
We provide two combinatorial interpretations of these polynomials in terms of generating func-
tions for Genocchi permutations by some appropriate statistics, one of them being essentially the
Denert statistic. We also derive the continued fraction expansions for their ordinary generating
functions. c© 1999 Elsevier Science B.V. All rights reserved.
1. Introduction
Ces dernieres annees ont ete le temoin d’etudes fructueuses sur les q-analogues des
suites classiques de nombres [1,14]. Bien qu’il n’existe pas encore de theorie generale
pour la construction de ces q-analogues, on peut toutefois degager des regles fonda-
mentales. D’un point de vue analytique, on sait qu’on obtient des resultats interessants
lorsqu’on remplace les series ordinaires par les q-series, la derivee par la q-derivee,
la dierence nie par la q-dierence nie, : : : D’un point de vue combinatoire, si la
suite de nombres etudiee est liee au denombrement de classes de permutations, on
sait qu’il faut trouver une statistique sur les permutations qui ait un comportement
analytique semblable a celui du nombre d’inversions, ou a d’autres statistiques dites
mahoniennes [13], comme l’indice majeur [13], ou comme la statistique de Denert
apparue recemment [15,5,18]. La diculte principale reside dans le fait que ces deux
points de vue ne cohabitent pas forcement de facon harmonieuse.
L’objet du present article est de montrer qu’il y a cependant une reconciliation
heureuse entre ces deux points de vue dans l’etude des polyno^mes de Gandhi, une
famille de polyno^mes qui a eu ses heures de gloire dans l’approche combinatoire
des nombres de Genocchi [23,6,8,19,31,24]. Nous nous proposons de montrer que
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des techniques classiques du q-calcul permettent de trouver un joli q-analogue
des polyno^mes de Gandhi, tant du point de vue analytique que du point de vue
combinatoire.
Rappelons que les nombres de Genocchi G2n (n>1) peuvent e^tre denis par leur
fonction generatrice exponentielle
2t
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= t +
X
n>1
(−1)nG2n t
2n
(2n)!
= t − t
2
2!
+
t4
4!
− 3 t
6
6!
+ 17
t8
8!
−   
Soit  l’operateur de dierence nie deni pour tout polyno^me f(x) par f(x)=
f(x + 1)− f(x). Pour l’etude des nombres G2n, Gandhi [16] a introduit une suite de
polyno^mes (Bn(x)) denis par la recurrence
B1(x)= 1;
Bn(x)=(x2Bn−1(x)) (n>2);
(1)
et conjecture que l’on a: Bn(1)=G2n+2. Cette conjecture a ete immediatement demon-
tree par Carlitz [4], Riordan-Stein [26] et Barsky [2]. Comme nous le verrons par
la suite, cette expression nouvelle des nombres de Genocchi a ete fondamentale dans
l’etude combinatoire de ces nombres, une etude qui a ete initialisee par Dumont [6] et
poursuivie par dierents auteurs [8{10,19,25,29,31].
Par ailleurs, dans l’etude des polyno^mes orthogonaux, Hahn [17] a introduit
l’operateur q suivant, comme etant un q-analogue de l’operateur . Il a deni
qf(x)=
f(1 + qx)− f(x)
1 + (q− 1)x ;
et montre qu’a l’aide de cet operateur, on pouvait trouver de bons q-analogues de
familles de polyno^mes orthogonaux classiques.
Il nous a donc paru naturel de denir des q-polyno^mes de Gandhi en remplacant
dans (1) l’operateur  par l’operateur q. Nous avons pousse plus loin l’extension en
introduisant une nouvelle variable y et en denissant des polyno^mes Dn(x; y; q) par la
recurrence
D1(x; y; q)= 1;
Dn(x; y; q)=q(x2Dn−1(x; y; q)) + (y − 1)xDn−1(x; y; q) (n>2): (2)
Pour y=1 on obtient la suite des polyno^mes (Bn(x; q)), que nous appelons q-polyno^mes
de Gandhi de premiere espece et qui sont donc denis par la recurrence
B1(x; q)= 1;
Bn(x; q)=q(x2Bn−1(x; q)) (n>2):
(3)
Pour y=0 on obtient la suite des polyno^mes (Cn(x; q)), dits q-polyno^mes de Gandhi
de seconde espece, eux denis par
C1(x; q)= 1;
Cn(x; q)= (1 + qx)q(xCn−1(x; q)) (n>2):
(4)
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La suite (Cn(1; q)) appara^tra comme la q-extension de la suite des nombres de Genoc-
chi medians, dont l’etude combinatoire est tout a fait parallele a celle des nombres
de Genocchi ordinaires [9,29]. Enn, nos resultats sur les polyno^mes Dn(x; y; q) eux-
me^mes generaliseront aussi des resultats classiques obtenus pour q=1, notamment dans
[9,25,31].
Les techniques que nous utilisons pour etudier les polyno^mes Dn(x; y; q) sont de trois
natures dierentes.
1.1. L’approche analytique
Dans une premiere phase, nous montrons que la serie generatrice des polyno^mes
Dn(x; y; z) admet le developpement en fraction continue formelle suivant (voir
theoreme 2):
1 + xy
X
n>1
Dn(x; y; q)tn
=
1
1− xyt
1− (1 + qx)t
1− (1 + qx)(y + q)t
1− [2]q([2]q + q
2x)t
1− ([2]q + q
2x)(y + q[2]q)t
1− [3]q([3]q + q
3x)t
1− ([3]q + q
3x)(y + q[3]q)t
. . .
; (5)
dans lequel on a utilise la notation [n]q=1+ q+    + qn−1 pour n>1. Cette identite
nous permet d’armer que nos polyno^mes Dn(x; y; q) constituent une version plausible
pour un q-analogue des polyno^mes de Gandhi, puisque dans l’identite (5) nous retrou-
vons, par specialisation des variables, plusieurs resultats anterieurs sur les polyno^mes
de Gandhi [9], en particulier, sur les nombres de Genocchi [29,11,27].
1.2. L’approche analytico-combinatoire
Rappelons qu’on appelle permutation de Genocchi d’ordre 2n une permutation  de
[2n] telle que
(2i − 1)>2i − 1 et (2i)62i pour 16i6n:
Notons Gn l’ensemble des permutations de Genocchi d’ordre 2n. Ce modele a ete
introduit par Dumont [6], qui a demontre que l’on a #Gn=G2n+2. Nous reprenons ce
modele ici en introduisant une statistique trivariee (fex; sid; den) sur Gn et en etablissant
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l’identite:
qn
2
xyDn(x; y; q)=
P
2Gn
xfex ysid qden : (6)
(voir theoreme 9). La principale diculte est ici de trouver une statistique mahonienne
qui rende compte de la q-extension. Il est interessant que c’est ni le nombre d’inver-
sions [24], ni l’indice majeur qu’il faut prendre, mais un analogue de la statistique de
Denert ‘den’, apparu recemment dans un tout autre contexte [5]. Pour etablir l’identite
ci-dessus, il faut d’ailleurs utiliser des techniques de calcul sur les fractions continues,
qui ont ete anees par dierents auteurs, notamment Flajolet, Viennot, Biane et Foata-
Zeilberger [12,29,3,15], en particulier Dumont [7] qui a bien su adapter la construction
de Biane aux chemins de Dyck.
1.3. L’approche combinatoire de Dumont
A partir de la generation de Gandhi (1) il est plus naturel d’interpreter ces polyno^mes
(et a fortiori les nombres de Genocchi) dans le modele des pistolets, ce qui etait en eet
le point de depart de Dumont [6] dans son etude combinatoire des nombres de Genoc-
chi. Rappelons que l’on appelle pistolet d’ordre n toute surjection f de l’ensemble
[2n] sur l’ensemble 2[n] = f2; 4; : : : ; 2ng, qui est excedante, c’est-a-dire qui satisfait
l’inegalite f(i)>i pour tout i. Notons Pn l’ensemble des pistolets d’ordre n. Nous
introduisons une statistique trivariee (max; fnd; den) denie sur Pn qui nous permet de
donner au polyno^me Dn(x; y; q) une autre interpretation combinatoire, a savoir (voir
theoreme 11)
Dn(x; y; q)=
P
f2Pn
xmax fyfnd fqn
2−den f: (7)
L’interpretation dans Pn ci-dessus nous permet de deduire une seconde interpretation
combinatoire des polyno^mes Dn(x; y; q) sur Gn, a savoir (voir theoreme 20)
Dn(x; y; q)=
P
2Gn
xsap yx qn
2−den irc(); (8)
ou (sap; x; den) est une statistique trivariee sur Gn. Le probleme ouvert est de con-
struire une bijection de Gn sur Gn qui relie les deux interpretations (6) et (8).
Cet article est organise comme suit. Au paragraphe 2 nous demontrons d’abord
la formule (5) en appliquant une transformation sur les fractions continues de Wall
et abordons ensuite l’aspect combinatoire de fractions continues. Au paragraphe 3
nous deduisons de (5) une premiere interpretation conbinatoire pour Dn(x; y; q) dans
le modele des permutations de Genocchi. Le paragraphe 4 est consacre a l’etude de
Dn(x; y; q) dans le modele des pistolets Pn. Nous obtenons au paragraphe 5 une seconde
interpretation combinatoire pour Dn(x; y; q) dans le modele des permutations de Genoc-
chi. Enn, nous terminons cet article en reproduisant quelques tableaux numeriques et
en donnant quelques exemples.
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2. Fonctions generatrices et chemin de Dyck
On se place dans un anneau de series formelles K[[t]] ou K est un anneau integre.
Le resultat suivant est du^ a Wall [30, theoreme 2.1].
Lemme 1. On a l’identite:
1 + t
1− (g1 − 1)t
1− (g2 − 1)g1t
1− (g3 − 1)g2t
. . .
=1 +
g1t
1− (g1 − 1)g2t
1− (g2 − 1)g3t
1− (g3 − 1)g4t
. . .
:
Theoreme 2. La fonction generatrice 1 + xy
P
n61Dn(x; y; q)t
n admet le developpe-
ment en fraction continue formelle (5).
Demonstration. Posons D(x; t)= 1+ xy
P
n>1 Dn(x; y; q)t
n. La relation de recurrence
(2) implique alors
D(x; t)= 1 +
x(1 + qx)t
1 + (q− 1)xD(1 + qx; t)− tD(x; t);
ou = [(y + q− qy)x2 − (y − 1)x]=(1 + (q− 1)x). On en deduit alors
(1 + t)D(x; t)= 1 +
x(1 + qx)t
1 + (q− 1)xD(1 + qx; t): (9)
Il est clair que la serie D(x; t) est entierement determinee par l’equation (9). Cherchons
une suite (gn)n>1 telle que
D(x; t)=
1
1− (g1 − 1)t
1− (g2 − 1)g1t
1− (g3 − 1)g2t
. . .
: (10)
Soient 0 et g0n les valeurs respectives de  et gn en substituant x par (1 + qx) dans
leurs expressions. En remplacant t par t, l’identite (9) se recrit
1 + t
1− (g1 − 1)t
1− (g2 − 1)g1t
1− (g3 − 1)g2t
. . .
= 1 +
1 + qx
(y + q− qy)x − (y − 1) t
1−
0

(g01 − 1)t
1−
0

(g02 − 1)g01t
1−
0

(g03 − 1)g02t
. . .

(11)
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Au moyen du lemme 1, on tire successivement de (11):
g1 =
1 + qx
(y + q− qy)x − (y − 1) ; g2 =
0

g01 − 1
g1 − 1 = q+
1
x
;
g3 =
0

g02 − 1
g2 − 1g
0
1 =
1 + q+ q2x
(y + q− qy)x − (y − 1) ;
g4 =
0

g03 − 1
g3 − 1g
0
2 = q
2 +
1 + q
x
;
et par recurrence sur n>1 on montre facilement que l’on a:
g2n−1 =
[n]q + qnx
(y + q− qy)x − (y − 1) ; g2n = q
n +
[n]q
x
:
Par suite, en posant g0 = 1, on obtient pour n>1
(g2n−1 − 1)g2n−2 = ([n− 1]q + qn−1x)(y + q[n− 1]q);
(g2n − 1)g2n−1 = [n]q([n]q + qnx):
En portant ces valeurs dans (10) on trouve bien la formule (5).
A l’aide de la formule
1
1− xyt=s(t) = 1 +
xyt
s(t)− xyt ;
ou s(t) est une serie formelle inversible, on deduit du Theoreme 2 le corollaire suivant.
Corollaire 3. On a l’identite:X
n>1
Dn(x; y; q)t n =
1
1− xyt − (1 + qx)t
1− (1 + qx)(y + q)t
1− [2]q([2]q + q
2x)t
1− ([2]q + q
2x)(y + q[2]q)t
. . .
: (12)
On obtient les formules correspondantes pour les q-polyno^mes de Gandhi en posant
respectivement y=1 et y=0 dans (5) et (12).
Corollaire 4. On a les fractions continues formelles:
1 + x
X
n>1
Bn(x; q)t n=
1
1− xt
1− (1 + qx)t
1− [2]q(1 + qx)t
1− [2]q([2]q + q
2x)t
. . .
; (13)
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X
n>1
Cn(x; q)t n =
t
1− (1 + qx)t
1− q(1 + qx)t
1− [2]q([2]q + q
2x)t
1− q[2]q([2]q + q
2x)t
. . .
: (14)
On peut aussi developper les series generatrices ordinaires des polyno^mes Bn(x; q) et
Cn(x; q) en series de fractions rationnelles, comme dans [2,9] pour q = 1. Par exemple,
on deduit de (3) l’equation suivante:
X
n>1
Bn(x; q)t n = t +
(1 + qx)2t
1 + (q− 1)x
X
n>1
Bn(1 + qx; q)t n
− x
2t
1 + (q− 1)x
X
n>1
Bn(x; q)t n:
D’ou
X
n>1
Bn(x; q)t n =
(1 + (q− 1)x)t
1 + (q− 1)x + x2t +
(1 + qx)2t
1 + (q− 1)x + x2t
X
n>1
Bn(1 + qx; q)t n:
En iterant l’equation fonctionnelle ci-dessus, on obtient la formule suivante:
X
n>1
Bn(x; q)t n=
X
n>1
qn−1(1 + qx − x)t nQn−1k=1([k]q + qkx)2Qn
k=1(q
k−1(1 + qx − x) + ([k − 1]q + qk−1x)2t) :
De me^me on a la formule analogue pour
P
n>1 Cn(x; q)t
n:
X
n>1
Cn(x; q)t n=
X
n>1
qn−1(1 + qx − x)t nQn−1k=1([k]q + qkx)2Qn
k=1(q
k−1(1 + qx − x) + ([k − 1]q + qk−1x)([k]q + qkx)t) :
En particulier on obtient le developpement en series de fractions ratrionnelles des series
generatrices ordinaires pour les polyno^mes Bn(1; q) et Cn(1; q) en portant x=1.
Corollaire 5. On a:
X
n>1
Bn(1; q)t n=
X
n>1
([n]q!)2qntn
(q+ [1]2qt)(q2 + [2]2q t)    (qn + [n]2q t)
;
X
n>1
Cn(1; q)t n=
X
n>1
([n]q!)2qntn
(q+ [1]q[2]qt)(q2 + [2]q[3]qt)    (qn + [n]q[n+ 1]q t) :
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Le lien entre chemins de Dyck et fractions continues de Stieltjes (denommees
S-fraction dans [21]) a ete explicite pour la premiere fois dans une identite de Touchard
[28] (pour une extension de cette identite, voir [12,29]):
1
1− a0b1t
1− a1b2t
1− a2b3t
. . .
= 1 + a0b1t +   +
0
@X
2D2n
c()
1
A t n +    : (15)
Dans cette ecriture, D2n designe l’ensemble des chemins de Dyck de (2n + 1) etapes
allant de 0 a 0 en 2n pas, c’est-a-dire des suites  = (0; 1; : : : ; 2n) telles que:
(1) 0 = 2n = 0 et pour tout 06i62n, i>0;
(2) pour tout 16i62n, ou bien i= i−1 + 1 (le pas est une montee) ou bien
i= i−1 − 1 (le pas est une descente).
Dans le couple (i; i), l’abscisse i est le numero de l’etape et l’ordonnee i est la
hauteur de l’etape. On convient de denir la hauteur d’un pas (i−1; i) comme celle
de son etape d’arrivee (i; i) pour i = 1; 2; : : : ; 2n. Il est clair qu’un chemin  possede
n montees et n descentes. Soit (d1; d2; : : : ; dn) (resp. (d1−1; d2−1; : : : ; dn−1)) la suite
des hauteurs des n montees (resp. des n descentes) de . Alors le coecient c() qui
appara^t dans la formule (15) est le mono^me commutatif
c() = ad1−1bd1ad2−1bd2 : : : adn−1bdn :
Un chemin de Dyck peut e^tre ainsi visualise dans le plan Z2 en joignant tous les points
consecutifs (i; i) et (i+1; i+1) par un segment. Par exemple, le graphe correspondant
au chemin de Dyck (0; 1; 2; 3; 2; 3; 2; 1; 0) est donne par:
(16)
Soit 2Gn une permutation de Genocchi. Suivant Biane [3], il est commode de con-
siderer  comme une application bijective d’un ensemble d’objets [2n] dans un ensem-
ble d’images [2n]. La permutation est identiee a un graphe bipartite comportant 2n
sommets et 2n are^tes k ! (k), ou k decrit les 2n objets (representes par les points
en haut) et (k) decrit les 2n images (representes par les points en bas). Par exemple,
pour la permutation de Genocchi  = 4 2 7 1 6 5 8 32G4, le graphe bipartite est le
G.-N. Han, J. Zeng /Discrete Mathematics 205 (1999) 119{143 127
suivant:
(17)
Pour i variant de 1 a 2n, nous denissons la i-ieme restriction i de  comme le
sous-graphe dont l’ensemble des sommets est restreint aux objets f1; 2; : : : ; ig et aux
images f1; 2; : : : ; ig, et dont l’ensemble des are^tes k ! (k) se reduit a celle qui sont
desssinables, c’est-a-dire telles que 16k6i et 16(k)6i. Dans une restriction les
sommets qui ne sont incidents a aucune are^te sont dits libres.
Nous sommes en mesure a present de denir l’application  de Gn dans D2n. A une
permutation de Genocchi 2Gn nous faisons correspondre par l’application  (voir
Section 6.2 pour une illustration) le chemin  = (0; 1; : : : ; 2n) deni de la maniere
suivante: 0 = 0, puis
 le i-ieme pas est une montee si i6−1(i) (, −1(i) est pair),
 le i-ieme pas est une descente si i>−1(i) (, −1(i) est impair).
Lemme 6. Le chemin  =  () ainsi construit est un chemin de Dyck appartenant a
D2n. Plus precisement; pour 16j6n; la hauteur
 2j de la (2j)-ieme pas est le nombre de sommets libres dans la (2j)-ieme restriction
de ;
 2j−1 de la (2j−1)-ieme pas est le nombre de sommets libres dans la (2j−1)-ieme
restriction de  moins 1.
Demonstration. La demonstration se fait par recurrence sur le numero de l’etape. On
convient que 0 = ;. L’enonce est evidemment vrai pour j = 1. Supposons que
l’enonce ci-dessus est vrai pour 1; 2; : : : ; j− 1, alors le j-ieme pas est une montee si et
seulement si on passe de j−1 a j par la seule creation de deux sommets libres (un
objet et une image, ceci implique que j est impair) ou deux sommets avec une are^te
qui les relie (ceci implique que j est pair). Le j-ieme pas une descente si et seulement
si on passe de j−1 a j par la creation de deux sommets qui sont incidents aux
deux nouvelles are^tes (ceci implique que j est pair) ou deux sommets avec une are^te
incidente au nouveau sommet image et non au nouveau sommet objet (ceci implique
que j est impair).
Il est clair que l’application  ainsi denie n’est pas bijective. Nous allons constru-
ire l’ensemble des antecedents d’un chemin  par l’application  dans le paragraphe
suivant.
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3. Premiere interpretation de Dn(x; y; q) dans Gn
Soit  une permutation de [n] = f1; 2; : : : ; ng. On identie  avec le mot (1)(2)
: : : (n). Une inversion dans le mot  est un couple (i; j) tel que i<j et (i)>( j),
on note ‘inv ’ le nombre d’inversion dans . Pour i2 [n], on dit que i est un point
d’excedance de  si (i)>i. L’ensemble des points d’excedances de  est note EXC .
Soit i1<i2<   <ik la suite croissante des points d’excedance et j1<j2<   <jn−k
la suite croissante des points de non-excedance de . On forme deux sous-mots de :
exc = (i1)(i2) : : : (ik) et nexc = ( j1)( j2) : : : ( jn−k);
et note ‘ine ’ le nombre d’inversions dans les deux mots exc et nexc, c’est-a-dire,
ine  = inv exc + inv nexc: (18)
Par ailleurs, pour tout 16i6n, si l’on pose
p(i) =

#f j j 16j<i et ( j)>(i)g; si (i)>i;
#f j j i<j6n et (i)>(j)g; si (i)6i;
on a aussi ine =p1 + p2 +   + pn.
La statistique de Denert de , notee ‘den ’, est alors denie par (voir [5,15])
den =
P
i2EXC
i + ine : (19)
Soit ‘sid ’ le nombre des saillants inferieurs impairs a droite de  (voir [25]), c’est-
a-dire,
sid  = #fi j (i) impair et (i)<( j) pour tout j>ig:
Enn, on denit
fex  = #fi j (i) pair, (i)>i et ( j)6(i) pour tout i6j6(i)g;
qui enumere les points xes et les points d’excedance i tels que (i) est pair et les
are^tes i ! (i) croisent toutes les are^tes j ! ( j) pour i6j6(i), comme indique
dans le diagramme suivant :
(20)
Exemple 1. Pour la permutation d’ordre 8
 =

1 2 3 4 5 6 7 8
4 2 6 8 3 1 5 7

;
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on voit que sid  = #f6; 7; 8g = 3, fex  = #f2; 4g = 2, EXC  = f1; 3; 4g, exc = 468
et nexc = 23157. D’ou:
den  = 1 + 3 + 4 + inv(468) + inv(23157) = 10:
A present, nous allons enumerer les antecedents d’un chemin  par l’application
 :  7!  que nous avons denie dans le paragraphe precedent. Partant d’un chemin 
element de D2n, nous construisons une permutation antecedente  a partir de la suite
de ses restrictions (0; 1; : : : ; 2n) avec 0 = ;:
 Si le (2j − 1)-ieme pas de  est une montee, le passage de 2j−2 a 2j−1 est
determine, il se resume a la creation des deux nouveaux sommets libres.
 Si le (2j)-ieme pas de  est une montee, le passage de 2j−1 a 2j n’est pas
determine de maniere unique, il faut choisir parmi les (2j−1 + 1)=2 + 1 images
libres celle qui sera l’extremite de l’are^te 2j ! (2j). Il est clair que p(2j) est egal
au nombre des images libres a gauche de (2j).
 Si le (2j− 1)-ieme pas de  est une descente, le passage de 2j−2 a 2j−1 n’est pas
determine de maniere unique, il faut choisir parmi les 2j−2=2 objets libres celui qui
sera l’antecedent de (2j− 1) par . Il est clair que p(2j−1) est egal au nombre des
objets libres a gauche de −1(2j − 1).
 Si le (2j)-ieme pas de  est une descente, le passage de 2j−1 a 2j n’est pas
determine de maniere unique, il faut choisir parmi les (2j−1 + 1)=2 objets libres
celui qui sera l’antecedent de 2j par  et parmi les (2j−1 +1)=2 images libres celle
qui sera l’extremite de l’are^te 2j ! (2j). Il est clair que p(2j) (resp. p2j) est egal
au nombre des images (resp. objets) libres a gauche de (2j) (resp. p−1(2j)).
En resume, a une descente de hauteur d=2h−1 correspond h2 choix possibles pour le
prolongement de j−1 a j; soit h= dd+12 e; a une descente de hauteur d=2h correspond
h choix possibles pour le prolongement de j−1 a j; soit h= dd2 e; a une montee de
hauteur d=2h−1 correspond h+1 choix possibles pour le prolongement de j−1 a j;
soit h+1= d d+12 e+1. En revanche a une montee de hauteur d=2h correspond un seul
choix possible. Une permutation  etant determinee par la suite de ses prolongements,
nous en deduisons le resultat suivant.
Lemme 7. Soient 2D2n un chemin de Dyck et (d1; d2; : : : ; dn) la suite des hauteurs
des n montees de . En remplacant dans le mono^me c()=ad1−1bd1ad2−1bd2 : : : adn−1bdn
 chaque a2j−2 par 1;
 chaque a2j−1 par 1 + q+   + qj−1 + xqj;
 chaque b2j par 1 + q+   + qj−1;
 chaque b2j−1 par (1 + q+   + xqj−1) (y + q+   + qj−1);
on obtient le polyno^me generateur des permutations de Genocchi de Gn antecedentes
de  par l’application  :
P
2 −1()
xfex ysid qine :
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Par sommation sur tous les chemins de Dyck ; on en deduit d’apres l’identite de
Touchard (15) la proposition suivante:
Proposition 8. On a l’identite
1 +
X
n>1
X
2Gn
xfex ysid qine tn=
1
1− xyt
1− (1 + xq)t
1− (1 + qx) (y + q)t
1− [2]q([2]q + q
2x)t
. . .
:
On notera que pour une permutation de Genocchi 2Gn; la somme des points
d’excedances est n2; donc den = n2 + ine . La comparaison du theoreme 2 et la
proposition 8 mene au resultat suivant.
Theoreme 9. On a l’interpretation combinatoire suivante:
qn
2
xyDn(x; y; q)=
P
2Gn
xfex ysid qden :
Soit G0n= f2Gn j sid =1g. En posant y=1 et y=0 dans le theoreme 9, on obtient
immediatement les interpretations combinatoires des q-polyno^mes de Gandhi Bn(x; q)
et Cn(x; q).
Corollaire 10. On a:
Bn(x; q)=
P
2Gn
xfex −1qden −n
2
; Cn(x; q)=
P
2G0n
xfex −1qden −n
2
:
4. Interpretation dans le modele des pistolets
Une application f : [n]! [n] est dite excedante si f(i)>i pour tout i2 [n]. L’en-
semble des applications excedantes sur [n] est note Fn. Le graphe de f est l’ensemble
f(i; f(i)) j i2 [n]g. Par abus de language, on identie chaque point (i; f(i)) avec son
abscisse i. Soit f2Fn une application excedante. On dit que i2 [n] est un point
xe non-double de f si f−1(i)= fig. On note FNDf (resp. fndf) l’ensemble (resp.
nombre) des points xes non-doubles de f. Par ailleurs on denit l’ensemble des
premiers points horizontaux de f par:
PPHf= fminf−1(1);minf−1(2); : : : ;minf−1(n)g: (21)
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Pour tout i2 [n]; on denit
dinv(f; i)= #fj j i<j; f(i)>f(j)g; (22)
qui est le nombre d’inversions a droite relatives a i de f.
Denition 1. Pour f2Fn; on denit la statistique ‘den’ de f par:
denf=
P
i2PPHf
(i + dinv(f; i)): (23)
On rappelle que l’ensemble des pistolets Pn (voir Section 1.3) peut s’ecrire comme
suit:
Pn= ff 2F2n jf([2n])= f2; 4; : : : ; 2ngg:
Soit f dans Pn et 16i62n − 2; l’entier i est dit point maximal de f si f(i)= 2n.
On note maxf le nombre des points maximaux de f.
Exemple 2. Voici une application excedante f et son graphe, dans lequel le seul point
xe non-double est represente par ; les points correspondants aux elements dans PPHf
sont representes par  et ⊗; et les autres par . On a maxf=2; FNDf= f2g; fndf=1
et denf=12.
Theoreme 11. Les q-polyno^mes de Gandhi Dn(x; y; q) ont l’interpretation combina-
toire suivante:
Dn(x; y; q)=
P
f2Pn
xmax fyfnd fqn
2−den f>: (24)
On note P0n le sous-ensemble de Pn dont chaque element n’a aucun point xe non-
double. En posant y=1 et y=0 dans les theoremes 11, on obtient immediatement les
interpretations combinatoires des q-polyno^mes de Gandhi Bn(x; q) et Cn(x; q).
Corollaire 12. On a:
Bn(x; q)=
P
f2Pn
xmax fqn
2−den f; Cn(x; q)=
P
f2P0n
xmax fqn
2−den f:
La demonstration du theoreme 11 s’appuie sur une transformation T de Pn dans
Pn−1. Rappelons que pour tout f2Pn; l’image de f par T; notee g=T (f); est denie
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par
g(i)=minf2n− 2; f(i)g pour tout 16i62n− 2:
Par exemple, on a T (42686888)=426666. Il est clair que T est une surjection de Pn
dans Pn−1. Pour 06r6k − 26n− 1; on denit
Pn; k = ff2Pn jmaxf + 2= kg;
Prn; k = ff2Pn; k j #fj<minf−1(2n− 2) jf(j)= 2ng= rg;
et pose, pour tout g2Pn−1;
Pn; k(g)=Pn; k \ T−1(g) et Prn; k(g)=Prn; k \ T−1(g):
On notera que si f2Pn; k ; alors T (f)2Pn−1; ‘ avec k − 16‘6n.
Lemme 13. Soient k et ‘ deux entiers tels que 26k6n + 1 et k − 16‘6n. Pour
tout g2Pn−1; ‘; on a:P
f2Pn; k (g)
qden f−den gyfnd f−fnd g
=
8>>>>><
>>>>>:
k−2X
r=0

‘ − r − 1
k − r − 2

qr+1−k+2n; si k − 1<‘;
k−2X
r=0

‘ − r − 1
k − r − 2

qr+1−k+2n + (y − 1)q2n−1; si k − 1= ‘:
(25)
Demonstration. D’apres la denition (23), pour tout f2Prn; k(g); on a:
denf − den g= P
i2PPHf
(i + dinv(f; i))− P
i2PPH g
(i + dinv(g; i)): (26)
On se propose de calculer la dierence ci-dessus. Pour ce faire, on distingue les deux
cas suivants.
Si r>1; on pose m=minf−1(2n)=min g−1(2n− 2) et m0=minf−1(2n− 2) (voir
la Fig. 1). On a:
PPHf=PPH g+ fm0g;
dinv(f; i)− dinv(g; i)=
(
0; si i2 PPH g et i 6=m;
‘ + 2− k; si i=m;
dinv(f;m0) = #fj jm0<j62n; 2n− 2<f(j)g
= (2n− m0)− (k − r + ‘ − k + 1)
= 2n+ r − m0 − ‘ − 1:
Si r=0 (voir la Fig. 2), on pose m0=minf−1(2n). On a les relations suivantes:
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Fig. 1. Les lignes 2n− 2 et 2n du graphe de f2Prn; k (g) pour r>1.
Fig. 2. Les lignes 2n− 2 et 2n du graphe de f2P0n; k (g).
PPHf=PPH g+ fm0g;
dinv(f; i)− dinv(g; i)= 0; pour tout i2 PPH g;
dinv(f;m0) = #fj jm0<j62n; 2n<f(j)g
= (2n− m0)− (k − 1)=2n− m0 − k + 1:
Compte tenu des deux cas precedents, on deduit de (26) que pour tout r>0;
denf − den g= P
i2PPH g
(dinv(f; i)− dinv(g; i)) + m0 + dinv(f;m0)
= 2n+ 1 + r − k:
D’autre part, si g2Pn−1; ‘; alors #Prn; k(g)=
(‘−r−1
k−r−2

. Il en resulte que:
X
f2Pn; k (g)
qden f−den g =
k−2X
r=0
X
f2Prn; k (g)
qden f−den g
=
k−2X
r=0

‘ − r − 1
k − r − 2

q2n+1+r−k : (27)
Considerons maintenant les points xes non-doubles de f2Prn; k(g).
Si k−1<‘; comme f−1(2n−2) contient au moins deux points, on a FNDf=FND g.
D’ou (25) pour k − 1<‘.
Si k − 1= ‘; on a
FNDf=
(
FND g+ f2n− 2g; si r= k − 2;
FND g; si r<k − 2:
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En fait Pk−2n; k (g) ne contient qu’un seul element f; et ce dernier verie
fndf − fnd g=1; denf − den g=2n− 1:
D’ou P
f2Pn; k (g)
qden f−den gyfnd f−fnd g =
P
f2Pn; k (g)nPk−2n; k (g)
qden f−den g + yq2n−1
=
P
f2Pn; k (g)
qden f−den g + (y − 1)q2n−1:
La formule (25) pour k − 1= ‘ en decoule alors en vertu de (27).
Remarque 1. (i) Dans le lemme 13, si l’on pose q=y=1; alors:
#Pn; k(g)=

‘
k − 2

=
k−2X
r=0

‘ − r − 1
k − r − 2

:
(ii) Le fait que le second membre de (25) est un invariant par rapport a g appartenant
a Pn−1; ‘; est crucial dans la demonstration du theoreme 11.
Demonstration du theoreme 11. Posons
Zn(x; y; q)=
P
f2Pn
xmax f+2yfnd fqden f =
n+1P
k=2
Zn; kxk : (28)
Le theoreme 11 equivaut alors a l’identite:
Dn(x; y; q)=
qn
2
x2
Zn(x; y; 1=q): (29)
D’apres (2), il sut de verier
Zn(x; y; q) = x2q2n−11=qZn−1(x; y; q) + xq2n−1(y − 1)Zn−1(x; y; q): (30)
En eet, le lemme 13 implique que
Zn;k =
X
f2Pn; k
qden fyfnd f
=
nX
‘=k−1
X
g2Pn−1; ‘
X
f2Pn; k (g)
qden fyfnd f
=
nX
‘=k−1
X
g2Pn−1; ‘
qden gyfnd g
X
f2Pn; k (g)
qden f−den gyfnd f−fnd g
=
nX
‘=k−1
k−2X
r=0

‘ − r − 1
k − r − 2

qr+1−k+2nZn−1; ‘ + (y − 1)q2n−1Zn−1; k−1: (31)
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D’autre part on a
n+1X
k=2
nX
‘=k−1
k−2X
r=0

‘ − r − 1
k − r − 2

qr+1−k+2nZn−1; ‘xk
=q2n+1
nX
‘=1
‘−1X
r=0
(
‘+1X
k=r+2

‘ − r − 1
k − r − 2

x
q
k)
qrZn−1; ‘
=q2n+1
nX
‘=1
‘−1X
r=0
(
x
q
r+2
1 +
x
q
‘−r−1)
qrZn−1; ‘
=x2q2n−1
nX
‘=1
(1 + x=q)‘ − x‘
1 + x=q− x Zn−1; ‘
=x2q2n−11=qZn−1(x; y; q): (32)
Enn, en substituant (31) dans (28) et tenant compte de (32), on obtient (30).
5. Seconde interpretation de Dn(x; y; q) dans Gn
Notre denition (23) de ‘den’ pour les applications excedantes nous a ete inspiree
par la denition de ‘den’ pour les permutations [5]. On se propose de preciser ce point
dans ce paragraphe. Cette denition nous permet de donner une seconde interpretation
de Dn(x; y; q) sur Gn.
Lemme 14. Soient 2Sn une permutation et j2 [n] un entier xes. On a
(1) #fi j i>j>(i)g = #fi j (i)>j>ig:
(2) si ( j)<j; alors il existe un unique entier k tel que (k)>j>k et
#fi j i>j>( j)>(i)g = #fi j (i)>(k)>j>ig:
Demonstration. (i) Posons A = fi j i>j>(i)g et B = fi j (i)>j>ig. Alors
#A+ #fi j i>j; j6(i)g = #fi j i>jg;
#B+ #fi j i>j; j6(i)g = #fi j (i)>jg:
On a en outre #fi j i>jg = #fi j (i)>jg = n− j+1. D’ou #A = #B. (ii) Si ( j)<j,
on pose C = fi j i>j>( j)>(i)gA. Comme j2AnC, on a
06#C6#A− 1 = #B− 1:
D’autre part, pour tout k 2B, on pose H(k) = fi j (i)>(k)>j>igB. De facon
evidente k 62H(k), donc
06#H(k)6#B− 1:
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De plus, pour k; k 0 2B et k 6= k 0, on a #H(k) 6= #H(k 0), d’ou f#H(k) j k 2Bg =
f0; 1; 2; : : : ; #B − 1g. Par conseqent, il existe un unique entier k 2B satisfaisant
#H(k) = #C.
Pour toute permutation 2Sn, on construit une application excedante f = ()
dans Fn comme suit:
f( j) =

( j); si ( j)>j;
(k); si ( j)<j;
ou k est l’entier determine par la condition (ii) du lemme 14. On verie sans peine
que  est une bijection de Sn dans Fn (voir [6] pour plus de detail).
Exemple 3. Pour la permutation  = 42683157, on trouve f = () = 42686888. La
construction de f est illustree dans les deux gures suivantes:
La verication des proprietes suivantes de  est laissee au lecteur.
Proposition 15. Soit f = ()2Fn avec 2Sn; alors
(1) FNDf = FIX .
(2) PPHf = EXC  + FIX .
(3) Pour i 62 PPHf; on a
#fj2 PPHf j j<i; f( j)>f(i)g = #f j j j>i; ( j)<(i)g:
(4) Si n est un entier pair; alors f2Pn=2 si et seulement si −1 2Gn=2.
A chaque permutation  = (1)(2)    (n)2Sn, on associe les trois permutations
suivantes:
i() = −1;
r() = (n)(n− 1)    (1);
c() = (n+ 1− (1))(n+ 1− (1))    (n+ 1− (1)):
Il est clair que i; r et c denissent trois involutions sur Sn.
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Theoreme 16. Soit f = ()2Fn avec 2Sn; alorsP
i2PPHf
dinv(f; i) = ine i = ine  = ine rc() = ine irc():
Demonstration. Par (22), on peut ecrireP
i2PPHf
dinv(f; i) = #f(i; j) j i<j; f(i)>f( j); i2 PPHfg:
D’autre part, d’apres la proposition 15, on a:
inv(i)nexc = #f(i; j) j i<j; f(i)>f( j); i2 PPHf; j2 PPHfg;
inv(i)exc =
P
( j)<j
#fi j i>j; (i)<( j)g
=
P
j 62PPHf
#fi j i<j; f(i)>f( j); i2 PPHfg
= #f(i; j) j i<j; f(i)>f( j); i2 PPHf; j 62 PPHfg:
D’ou la premiere identite. Pour la seconde identite, en utilisant le lemme 14, on a :
ine = inv exc + inv nexc
= inv exc + #f(i; j) j i<j; (i)>( j); (i)6i; ( j)6jg
= inv exc + #f(i; j) j i<j; (i)>( j); (i)<i; ( j)<jg
+
P
(i)=i
#fj j j>i>( j)g
= inv exc + inv(i)exc +
P
(i)=i
#f j j ( j)>(i)>jg = ine i:
La troisieme identite se demontre de la me^me facon, et on se permet de ne pas
reproduire sa demonstration. Enn, la derniere identite est une consequence immediate
des deux precedentes.
Theoreme 17. Soit f = ()2F2n avec 2S2n.
(1) Si f2P0n ; alors denf = den ;
(2) Si f2Pn; alors denf = den rc().
Demonstration. (i) D’apres la proposition 15 et le theoreme 16, on a:
denf=
P
i2PPHf
(i + dinv(f; i))
=
P
i2EXC 
i +
P
i2FIX 
i + ine  = den  +
P
i2FIX 
i:
Si f2P0n , alors FIX  = ;. On a denf = den .
(ii) Il est clair que 2n+ 1− i est un point d’excedance de rc() ssi (i)<i. D’ou
den rc() =
P
i2EXC rc()
i + ine  =
P
(i)<i
(2n+ 1− i) + ine :
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Si f2Pn, on a #PPHf = #fi j (i)<ig = #fi j (i)>ig = n. Donc
den rc() =
P
(i)<i
(2n+ 1− i) + ine  = n(2n+ 1)− P
(i)<i
i + ine :
Comme n(2n+ 1) =
P
(i)<i i +
P
(i)>i i, on en deduit den rc() = denf.
Soit 2Gn une permutation de Genocchi. On dit que i (i2 [2n]) est un point saillant
particulier si ( j)<(i) pour tout j<i, et (2n)<(i)<2n. On note ‘sap ’ le nombre
des points saillants particuliers de . On en deduit le corollaire suivant.
Corollaire 18. L’application i :  7! f est une bijection de Gn sur Pn telle que
max f = sap ; fndf = x  et denf = den irc():
Rappelons que si 2Gn est une permutation de Genocchi, alors den  = 1 + 3 +
   + (2n − 1) + ine . La proposition suivante montre qu’on peut denir den irc()
d’une facon ‘duale’.
Proposition 19. Soit 2Gn une permutation de Genocchi. On a:
den irc() = (2) + (4) +   + (2n) + ine :
Demonstration. Soit 2Gn et i2 [2n], il est aise de verier que i est une place
d’excedance de irc() ssi −1(2n + 1 − i) est une place d’excedance de . Il resulte
du theoreme 16 que:
den irc() =
P
i2EXC irc
i + ine irc
=
P
i2EXC 
(2n+ 1− (i)) + ine 
= n(2n+ 1)− [(1) + (3) +   + (2n− 1)] + ine :
La proposition en resulte, du fait que (1) + (2) +   + (2n) = n(2n+ 1).
Compte tenu du corollaire 18, de la proposition 19 et du theoreme 11, on obtient le
resultat suivant.
Theoreme 20. Les q-polyno^mes de Gandhi Dn(x; y; q) ont l’interpretation combina-
toire suivante:
Dn(x; y; q) =
P
2Gn
xsap yx qn
2−den irc() (33)
Soit G00n = f2Gn j x  = 0g. En posant y = 1 et y = 0 dans le theoreme 20, on
obtient immediatement les interpretations combinatoires des q-polyno^mes de Gandhi
Bn(x; q) et Cn(x; q).
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Corollaire 21. On a:
Bn(x; q) =
P
2Gn
xsap qn
2−den irc(); Cn(x; q) =
P
2G00n
xsap qn
2−den irc():
Comme Bn(x; q) est un polyno^me en q, on deduit de la proposition 19 et le
corollaire 21 le resultat suivant:
Corollaire 22. Pour tout 2Gn; on a
(2) + (4) +   + (2n) + ine()6n2: (34)
On peut aussi verier ce dernier corollaire par la correspondance  du paragraphe 2.
En eet, pour tout 2Gn, on a (1) + (2) +    + (2n) = n(2n + 1): Si
 = (0; 1;    ; 2n) =  () est le chemin de Dyck correspondant, on verie sans
peine que
nP
i=1
(2i − 1)−
nP
i=1
(2i) =
2nP
i=0
i: (35)
D’ou
(2) + (4) +   + (2n) = 1
2
n(2n+ 1)− 1
2
2nX
i=0
i: (36)
Par ailleurs, si (d1; d2; : : : ; dn) est la suite des hauteurs des n montees de , alors
(d1−1; d2−1; : : : ; dn−1) est la suite des hauteurs des n descentes de . D’ou
P2n
i=0 i =
2(d1 + d2 +   + dn)− n. D’apres le lemme 7, on a:
ine()6
nX
i=1

di + 1
2

+
nX
i=1

di − 2
2

: (37)
Comme d d+12 e+ dd−22 e = d− 1 pour tout entier d, on a donc
ine()6d1 + d2 +   + dn − n = 12
2nX
i=0
i − n2 : (38)
Compte tenue de (36) et (38), on obtient (34).
Pour conclure, on notera que d’apres les theoremes 9 et 20, il doit exister une
bijection  7! ^ sur Gn telle que
sap  = fex^ − 1; x  = sid^ − 1; n2 − den irc = den ^ − n2: (39)
Il serait interessant de construire une telle bijection de facon algorithmique.
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Appendice
A.1. Les quatre premieres valeurs des q-polyno^mes de Gandhi et des
polyno^mes associes
Les q-polyno^mes de Gandhi de premiere espece:
B1(x; q) = 1;
B2(x; q) = 1+ (q+1)x;
B3(x; q) = 2+ q+(2+4q+2q2)x+(1+2q+2q2 + q3)x2;
B4(x; q) = 5+7q+4q2 + q3 + (5+16q+19q2 + 11q3 + 3q4)x
+(3+10q+17q2 + 17q3 + 10q4 + 3q5)x2
+ (1+3q+5q2 + 6q3 + 5q4 + 3q5 + q6)x3:
Les q-nombres de Genocchi Bn(1; q):
B1(1; q) = 1;
B2(1; q) = 2+ q;
B3(1; q) = 5+7q+4q2 + q3;
B4(1; q) = 14+36q+45q2 + 35q3 + 18q4 + 6q5 + q6:
Les q-polyno^mes de Gandhi de seconde espece:
C1(x; q) = 1;
C2(x; q) = 1+ qx;
C3(x; q) = 1+ q+(2q+2q2)x+(q2 + q3)x2;
C4(x; q) = 1+3q+3q2 + q3 + (3q+8q2 + 8q3 + 3q4)x
+(3q2 + 7q3 + 7q4 + 3q5)x2 + (q3 + 2q4 + 2q5 + q6)x3:
Les q-nombres de Genocchi medians Cn(1; q):
C1(1; q) = 1;
C2(1; q) = 1+ q;
C3(1; q) = (1+ q)3;
C4(1; q) = (1+ q)3(1+ 3q+2q2 + q3):
Les q-polyno^mes de Gandhi:
D1(x; y; q) = 1;
D2(x; y; q) = 1+ qx+ xy;
D3(x; y; q) =C3(x; q)+ (1+2x+2qx+2qx2 + q2x2)y+ x2y2;
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D4(x; y; q) =C4(x; q)+ (3+4q+ q2)y+(3+10q+11q2 + 3q3)xy
+(6q+11q2 + 10q3 + 3q4)x2y+(3q2 + 3q4 + q5)x3y
+y2 + (2+3q)xy2 + (3+4q+3q2)x2y2
+ (3q+2q2 + q3)x3y2 + x3y3:
Un calcul plus pousse montre que Cn(1; q) est divisible par (1+ q)n−1 si n est pair, et
par (1+ q)n si n>3 est impair. Losque q=1, ce probleme a ete etudie par Barsky [2]
et plus recemment par Kreweras [22]. Nous traitons cet aspect arithmetique et d’autres
proprietes remarquables des Cn(1; q) dans un article ulterieur [20].
A.2. Illustration de la construction de  etape par etape
Pour la permutation de Genocchi =427165832G4, on a:
exc =
0
@ i=1 3 5 7(i)= 4 7 6 8
pi=0 0 1 0
1
A et nexc =
0
@ i=2 4 6 8(i)= 2 1 5 3
pi=1 0 1 0
1
A :
Table 1
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Soit =(0; 1; 2; : : : ; 2n)=  () le chemin de Dyck correspondant. Dans la table
1 on note k la k-ieme restriction de  et k le nombre des points libres dans k pour
k =1; 2; : : : ; 8. On voit que k = k si k est pair, et k = k +1 si k est impair, ce qui
est d’ailleurs conrme par le lemme 6.
A.3. Table des statistiques
Dans la table 2, on enumere les permutations de Genocchi d’ordre 3, les pistolets
et les statistiques correspondantes. On note D=denf=den irc; X = maxf=sap ,
Y = fndf=x , Z =32− denf=32− den irc, x= fex − 1, y=sid − 1, z=den
− 32 = ine . On observe que les statistiques (X; Y; Z) et (x; y; z) sont equidistribuees
sur G3, ce qui est d’ailleurs conrme par la relation (39).
Table 2
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