Abstract
The remaining part of this article is organized as follows. In Section 2, CSOC and KCSOC and their components are described in detail. In Section 3, performance comparison among experimental methods is conducted on six real life data sets. Finally, some conclusions are drawn in Section 4.
The proposed methods
In this section, we first briefly introduce cat swarm optimization, and then describe CSOC and KCSOC in detail.
1. Cat swarm optimization
According to the fact that the idea of computational intelligence may come from observing the behavior of creatures, Chu and Tsai [11] proposed cat swarm optimization by inspecting the behavior of cats. It is found that cats spend most of their time resting, but they keep a very high level of alertness, even when they are resting. According to this phenomenon, the seeking mode is used to model cats during a period of resting but being alert -looking around their environment for their next move. In addition, the tracing mode is presented so as to model the cases of cats in tracing targets. By combing these two modes, cat swarm optimization can deal with the optimization problem. The detail discussion about cat swarm optimization can be found in [11] . Figure 1 gives the general description of CSOC and KCSOC. It can be seen that they both observe the architecture of cat swarm optimization. Fig. 1 
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Initialization
In initialization stage, cats are randomly assigned between the seeking mode and the tracing mode. That is, we randomly select s P cats into the seeking mode and set t P cats into the tracing mode. Here, s P and t P denote the number of cats belonging to the seeking mode and the tracing mode, respectively. They are defined as
where mr R denotes the mixture ratio used to control the number of cats in different modes. It is known that cats often spend most of their time resting and observing their environment. If they decide to move while resting, the movement is done carefully and slowly. This behavior is represented by the seeking mode. The tracing mode models the chasing of cats for a target. Cats spend very little time chasing things as this leads to over use of energy resources. Hence to guarantee that cats spend most of their time resting and observing, i.e. most of the time is spent in the seeking mode, mr R is allocated a small value.
3. Seeking mode
This mode is used to model the cat during a period of resting but being alert, looking around its environment for next move. In the seeking mode, four factors are defined as follows.
• Seeking Memory (SM): SM is used to set the size of seeking memory of the cat SM N . That is,
SM
N denotes the number of neighboring positions of the cat. , the current position of the cat is viewed as a new neighboring position, otherwise neighboring positions of the cat should be different from its current position.
• Changed Dimension (CD): CD is used to set the number of dimensions to be mutated CD N .
• Seeking Range (SR): SR describes the mutative ration of the dimension to be mutated SR P .
After defining four factors, we describe the seeking mode as follows.
Step 1: Create j copies of the position of cat i , where
, then view the current position as one of neighboring positions.
Step 2: For neighboring position
Here, we randomly plus or minus SR percents the present values and replace the old ones.
Step 3: Proportional selection, a genetic operator in genetic algorithms, is adopted in this paper to select the candidate position so as to replace the current position. That is, the lower the objective function value of the candidate position, the more likely it is chosen to update the current position, and vice versa.
Step 4: Update the current position
X denotes the selected neighboring position.
4. Tracing mode
This mode is used to model the case of the cat in tracing targets. Once a cat goes into the tracing mode, it moves according to its velocities for each dimension. The tracing mode is described as follows.
Step 1: Given cat i X , its velocity i V is updated as ) (
where 
5. Reassignment of cats
After the seeking mode and the tracing mode are performed, cats are reassigned between these two modes. Here, we randomly select some cats into the tracing mode according to mixture ratio mr R , then set the others into the seeking mode. The reassignment of cats is described as follows.
Step 1: Given the population after performing the seeking mode and the tracing mode, set 1 = i . Step 2: Cat i X is randomly assigned into the seeking mode or the tracing mode according to mixture ratio mr R .
Step 2, otherwise output the reassigned population, the best known cat b X , and its objective function value b F .
6. KHM operation
KHM operation employed here is one-step k-harmonic means algorithm which is adopted to modulate the distribution of objects belonging to different clusters, improve the similarity between objects and their centroids, and to accelerate the convergence speed of the clustering method. KHM operation is described as follows.
Step 1: Given the set of clusters } , , { 1
is given as
where q is the power associated with the distance calculation and N is the number of objects. In addition, its weight ) ( j w o is defined as 
Step 3: Calculate the objective function value of the updated individual
After KHM operation, the updated individual ' i X is viewed as individual i X .
Experimental results
In this paper, simulation experiments are conducted in Matlab on an Intel Pentium D processor running at 3.4GHz with 1G real memory. Six real life data sets are chosen to test the proposed methods. Each experiment includes 20 independent trials. All data sets are available at ftp://ftp.ics.uci.edu/pub/ machine-learning-databases/. They are described as follows.
• Crude oil data set ( 56
), which consists of 56 objects characterized by five features: vanadium, iron, beryllium, saturated hydrocarbons, and aromatic hydrocarbons. There are three crude-oil samples from three zones of sandstone (Wilhelm have 7 objects, Sub-Mulnia have 11 objects, and Upper have 38 objects).
• Fisher's iris data set ( 150
), which consists of three different species of iris flower: Iris setosa, Iris virginica, and Iris versicolour. For each species, 50 samples with four features each (sepal length, sepal width, petal length, and petal width) are collected.
• Wine data set ( 178
), which consists of 178 objects characterized by 13 such features as alcohol, malic acid, ash, alcalinity of ash, magnesium, total phenols, flavanoids, nonflavanoid phenols, proanthocyanins, color intensity, hue, OD280/OD315 of diluted wines, and praline, are the results of a chemical analysis of wines brewed in the same region in Italy but derived from three different cultivars. The quantities of objects in the three categories of the data are: class 1 (59 objects), class 2 (71 objects), and class 3 (48 objects).
• Ripley's glass data set ( 214
), which consists of six different types of glass: building windows float processed (70 objects), building windows non-float processed (76 objects), vehicle windows float processed (17 objects), containers (13 objects), tableware (9 objects), and headlamps (29 objects), each with 9 features, which are refractive index, sodium, magnesium, aluminum, silicon, potassium, calcium, barium, and iron.
• Wisconsin breast cancer ( 683
), which consists of 683 objects characterized by nine features: clump thickness, cell size uniformity, cell shape uniformity, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli, and mitoses. There are two categories in the data: malignant (444 objects) and benign (239 objects).
• Vowel data set ( 871
), which consists of 871 Indian Telugu vowel sounds.
The data set has three features corresponding to the first, second, and third vowel frequencies and six overlapping classes {δ (72 objects), a (89 objects), i (172 objects), u (151 objects), e (207 objects), and o (180 objects)}.
In this paper, we evaluate and compare the performance of KHM, CSOC, and KCSOC by minimizing the sum over all objects of the harmonic average of the distance from each object to all centers as defined in Eq. (7) . In order to promote the algorithm to search the solution space at the initial stage and accelerate the algorithm to converge to the optimal result at the later stage, we adopt the variable parameter strategy for seeking memory SM N , seeking range SR P , changed dimension CD N , and the mixture ratio mr R defined as Eq. (8). 
It is known that q is a key parameter to get good objective function values. Tables 2-4 give the average (Avg) and standard deviation (SD) values obtained by experimental methods when q is 2, 2.5 and 3, respectively. In addition, the average run time of experimental methods when the minimum result is firstly attained As shown in Table 2 , in face of six real life data sets, KCSOC can obtain the minimum objective function values among experimental methods. In addition, KCSOC outputs the best standard deviation values for experimental data sets except Iris and Wine. Among three methods, the performance of CSOC is inferior to those of KHM and KCSOC. KHM takes the minimum run time but it cannot provide the best results in face of experimental data sets. The clustering results for six data sets when 3 = q are shown as Table 4 . The objective function values for all data sets provided by each method further increase. Among three methods, CSOC is still inferior to KHM and KCSOC. In this case, KHM takes the minimum running time but falls into local minima and its clustering results are inferior to those provided by KCSOC. 
Conclusions
Clustering is aimed at discovering structures and patterns of a given data set. As a fundamental problem and technique for data analysis, clustering has become increasingly important. In this paper, we introduce cat swarm optimization to deal with the clustering problem and develop two clustering approaches, CSOC and KCSOC. Performance comparisons are conducted on six real life data sets. As a result, KCSOC can get better clustering results than KHM and CSOC. In future, the automatic estimation of the number of clusters has to be incorporated in CSOC and KCSOC, and how to greatly accelerate the convergence speed of CSOC and KSCOC should be considered.
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