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Abstract— Shared control is an important approach to avoid
the driver-out-of-the-loop problems brought by imperfect au-
tonomous driving. Steer-by-wire technology allows the mechan-
ical decoupling between the steering wheel and the road wheels.
On steer-by-wire vehicles, the automation can join the control
loop by correcting the driver steering input, which forms a
new paradigm of shared control. The new framework, under
which the driver indirectly controls the vehicle through the
automation’s input transformation, is called indirect shared
control. This paper presents an indirect shared control system,
which realizes the dynamic control authority allocation with
respect to the driver’s authority intention. The simulation re-
sults demonstrate the effectiveness and benefits of the proposed
control authority adaptation method.
I. INTRODUCTION
Autonomous vehicles can entirely relieve human drivers
of tedious manual operations and significantly cut down
traffic accidents. In spite of these prospects, public concerns
haven arisen in view of the ensuing safety, ethics, and lia-
bility issues brought by autonomous driving [1]. In addition,
previous studies have found that drivers being out of the
loop is likely to cause human factor problems such as loss
of situation awareness, over-reliance, distrust, etc [2], [3].
Shared control is a potential approach to resolve the predica-
ment, which is defined as the vehicle control authority being
continuously shared by, rather than unilaterally undertaken
and rigidly switched between, the driver and the automation
[4], [5].
The benefits of shared control come from multiple aspects.
On one hand, shared control enables drivers to receive the
assistance from the automation while remaining in the loop,
thereby eliminating the latent out-of-the-loop risks. On the
other hand, it incorporates the capabilities of human drivers
into vehicle control, which largely expands the scope of
situations that the automation can handle. One paradigm of
shared control that has been extensively studied is the haptic
shared control, wherein the driver and the automation col-
laboratively control the vehicle through haptic feedback and
physical interaction [4]. Haptic shared control is generally
implemented on traditional vehicles with mechanical steering
systems, where the automation takes control by applying an
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additional torque on the steering column. The application
scenarios and benefits of haptic shared control are surveyed
in [6]. Steer-by-wire technology allows the mechanical de-
coupling between the steering wheel and the road wheels.
On steer-by-wire vehicles, shared control can be realized in
an alternative form, in which the automation can join the
control loop by transforming the driver input according to a
predesignated algorithm. Under such a structure, the control
flexibility of the automation is largely increased because the
driver input can be arbitrarily modified and even canceled
if the automation deems it necessary. In this sense, the
driver can only control the vehicle indirectly through the
automation’s input transformation. In light of this property,
such a shared control paradigm is called indirect shared
control.
A central element of shared control is the control authority
allocation. Previous studies with haptic shared control gen-
erally adopt a fixed authority allocation [7]–[9]. However,
Mars et al. [10] argue that the automation’s authority should
depend on the traffic context. In addition, Abbink et al. [4]
and Flemisch et al. [11] suggest that the control authority
allocation should adapt to the driver’s intention. For example,
the driver may imply a higher control authority to secure the
vehicle control if the automation’s control ability is impaired,
and a lower control authority if the situation can be well
handled by the automation. Achieving efficient adaptable
control authority allocation requires to estimate the driver’s
desired control authority (or authority intention) in real-time.
However, estimating the authority intention in shared control
is not a trivial task [12], [13], due to its vagueness and the
lack of knowledge of how it shapes the driver’s behavior.
In this paper, we propose a driver-automation indirect
shared control system, of which the control authority al-
location is adaptable with respect to the driver’s authority
intention, which is identified in real-time. First, we adopt
a weighted summation method as the input transformation
algorithm, which explicitly parametrizes the control authority
as the weight assigned to the corresponding input. Then, we
model the driver’s control strategy under a desired authority
using model predictive control (MPC), which assumes that
the driver claims the desired authority by incorporating it into
the internal model. Lastly, a sliding-window least-squares
estimator is used to continuously identify the driver’s desired
authority, the output of which is filtered before being used
for control authority adaptation.
The remnant of this paper is organized as follows. Section
II proposes an indirect shared control system. Section III
formulates the control strategies of the driver and the au-
tomation under the proposed indirect shared control. Section
IV presents an intention-aware method to dynamically adapt
the control authority allocation. Section V illustrates the
simulation results and Section VI is the conclusion.
II. INDIRECT SHARED CONTROL
The general framework of indirect shared control is shown
in Fig. 1, where rD and rA are the reference paths of the
driver and the automation, respectively, uD is the driver’s
commanded steering input, and u is the actual steering input.
uD and u are connected by the transformation function u =
g(x, uD, rA). x is the vehicle state, and x˙ = f(x, u) is the
chosen vehicle model.
Driver Automation
ݑܦ   Vehicle
ݔ 
ݑ ൌ ݃ሺݔ, ݑܦ, ݎܣሻ
ݎܣ ݎܦ  
ݔሶ ൌ ݂ሺݔ, ݑሻ 
Fig. 1. Block diagram of driver-automation indirect shared control
A. Vehicle Model
In this paper, we use the linearized dynamic bicycle
model to approximate vehicle dynamics, as shown in Fig.
2. The dynamic bicycle model has been broadly adopted in
literature, which assumes that the tires work in a linear region
[14], [15]. If the vehicle has a constant longitudinal velocity
U , the model is expressed as a linear time-invariant equation
x˙(t) = Acx(t) +Bcu(t)
z(t) = Ccx(t)
(1)
where the state x(t) =
[
v(t) ω(t) y(t) ψ(t)
]T
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Fig. 2. Linearized dynamic bicycle model
lateral velocity, ω–yaw rate, y–lateral displacement, ψ–
yaw angle), u(t) = δ(t) is the steering wheel angle, and
z(t) =
[
y(t) ψ(t)
]T
is the output. Ac and Bc are constant
matrices:
Ac =

−(Cf + Cr)
mU
−(aCf − bCr)
mU
− U 0 0
−(aCf − bCr)
IzU
−(a2Cf + b2Cr)
IzU
0 0
1 0 0 U
0 1 0 0

Bc =
[
Cf
ism
aCf
isIz
0 0
]T
, Cc =
0 0 1 0
0 0 0 1

(2)
where Cf is the front cornering stiffness, Cr is the rear
cornering stiffness, m is the vehicle mass, a is the distance
from center of mass to front axle, b is the distance from
center of mass to rear axle, Iz is the polar moment of
inertia, and is is the steering ratio. The continuous-time
vehicle model (1) can be converted to a discrete-time form
by discretization, i.e.,
x(k + 1) = Ax(k) +Bu(k)
z(k) = Cx(k),
(3)
where k denotes discrete time step. A, B and C are converted
from Ac, Bc and Cc, respectively. The conversion is subject
to a sampling time T .
B. Transformation Algorithm
The automation’s input transformation algorithm u =
g(x, uD, rA) should ensure that both the interests of the
driver and the automation are respected. We follow the
weighted summation method used in [16], i.e.,
u(k) = λDuD(k) + λAuA(k), λD, λA ≥ 0, (4)
where uA is the automation’s desired input, λD and λA are
the weights assigned to the driver input and the automation’s
desired input, respectively. The advantage of this method is
that the authorities of the driver and the automation can
be explicitly parameterized as their corresponding weight.
Basically, λD and λA are required to satisfy λD + λA = 1
to avoid conflict and overshooting. Thus, the shared control
law (4) can be rewritten by denoting λD ≡ λ and λA ≡ 1−λ:
u(k) = λuD(k) + (1− λ)uA(k), 0 ≤ λ ≤ 1. (5)
III. STRATEGIES FORMULATION
In this section we first design the automation’s control
strategy to calculate uA. Then, we model the driver’s control
strategy uD under a desired control authority. This work
lays foundation for the estimation of the driver’s authority
intention in Section IV.
A. Automation’s Control Strategy
The automation adopts unconstrained MPC to calculate its
desired input uA at each step. MPC has been successfully
implemented in autonomous path tracking [17], [18]. The
strategy is stated as
uA(k) = u
∗
A,(1)(k) (6a)
u∗A(k) = arg min
{uA(k),uA(k+1),··· ,uA(k+Nc−1)}
JA(k) (6b)
s.t. x(k + 1) = Ax(k) +BuA(k) (6c)
z(k) = Cx(k) (6d)
where Nc is the control horizon, u∗A is the optimal input
sequence over the control horizon, and u∗A,(1) denotes the
first element of u∗A. JA is the automation’s cost function
designed as
JA(k) ≡
Np∑
i=1
‖z(k + i)− rA(k + i)‖2QA
+
Nu−1∑
i=0
‖uA(k + i)‖2RA (7)
where rA is the automation’s reference path at each step,
Np is the predictive horizon, and QA and RA are constant
weighting matrices of appropriate dimensions. This cost
function penalizes path-tracking error and control input.
uA can be obtained by employing existing solutions for
unconstrained MPC, as introduced in [19]:
uA(k) = e
T
1KAεA(k), (8)
where eT1 =
N︷ ︸︸ ︷[
1 0 · · · 0], KA = [√QAΘ√RA
]† [√QA
0
]
(‘†’
denotes pseudo-inverse) is a constant matrix, and the vector
εA(k) = rA(k)−Φx(k) is associated with the automation’s
reference path up to the predictive horizon and the current
vehicle state. For the detailed expressions of rA(k), QA, and
RA, see Appendix.
B. Driver’s Control Strategy Under a Desired Authority
It has been validated that humans intend to construct an
internal model of motor control tasks [20]. Therefore, some
studies suggest that the driver steering behavior for path
following can be modeled by MPC [15], [21], [22], where
the driver’s internal model of the vehicle dynamics serves
as the predictor. In indirect shared control, the direct link
between the driver and the vehicle motion is cut off by the
automation. However, humans have an extraordinary ability
to learn from and adapt to unknown systems. Therefore, we
reasonably outline two basic assumptions:
Assumption 1: the driver can acquire the automation’s
input transformation (5) after motor learning and adaptation.
Assumption 2: the driver declares the authority intention
by substituting the desired authority weight into (5), and uses
it as the new predictor for path following.
Based on the above assumptions, the driver’s control strategy
can be stated as
uD(k) = u
∗
D,(1)(k) (9a)
u∗D(k) = arg min
{uD(k),uD(k+1),··· ,uD(k+Nc−1)}
JD(k) (9b)
s.t. u(k) = λ∗uD(k) + (1− λ∗)uA(k) (9c)
x(k + 1) = Ax(k) +Bu(k) (9d)
z(k) = Cx(k) (9e)
where Nc is the control horizon which is assumed identical to
the automation’s, u∗D is the optimal input sequence up to the
control horizon, and JD is the driver’s cost function. λ∗ is the
driver’s desired authority weight. Note a special case λ∗ = λ,
which means that the driver and the automation agrees on
the current control authorities and the indirect shared control
reaches an equilibrium. For the driver’s cost function JD,
we follow the one defined in [15] to model manual path
following behavior, which takes a similar form to (7) and
can be expressed as
JD(k) ≡
Np∑
i=1
‖z(k + i)− rD(k + i)‖2QD
+
Nu−1∑
i=0
‖uD(k + i)‖2RD (10)
where rD is the driver’s reference path, Np is the predictive
horizon which is assumed identical to the automation’s, and
QD and RD are constant weighting matrices of appropriate
dimensions. Similar to the automation, the driver also seeks
to minimize the path-tracking error and the control effort. We
hereby directly give the solution of uD of problem (9)–(10).
The driver’s control strategy uD is derived as
uD(k) = h
(
x(k), rD(k),wA(k), λ
∗
)
= eT1KDεD(k),
(11)
where
KD =
[
λ∗
√QDΘ˜√RD
]† [√QD
0
]
(12)
and
εD(k) = rD(k)− Φ˜x(k)− (1− λ∗)Θ˜wA(k). (13)
The definitions of rD(k), wA(k), QD, RD, Θ˜, and Φ˜ are
listed in Appendix. The derivation of uD(k) refers to the
authors’ previous work [23].
IV. ESTIMATION AND ADAPTATION
OF DRIVER’S AUTHORITY INTENTION
This section has two main parts: the first one is to
continuously estimate the driver’s desired authority λ∗ from
the observed vehicle state x and driver input uD; and the
second is to adapt the actual control authority λ based on
the estimate.
A. Authority Intention Estimation
We assume that the the reference path of the driver is
identical to the automation (thus the automation can precisely
estimate the driver’s reference path at each step), and the
measurement error of the vehicle state x is negligible. Now, if
the driver input uD is perfectly known to the automation and
the model (11) has no model error, λ∗ can be immediately
recovered from (11) by nonlinear optimization. This premise
is however unrealistic and we have to assume a certain level
of uncertainty in the observed uD. Let us denote the observed
driver input as u˜D, and assume that the measurement noise
and model error can be jointly represented by Gaussian white
noise:
u˜D(k) = h
(
x(k), rD(k),wA(k), λ
∗
)
+ ξ(k), (14)
where ξ(k) ∼ N (0, σ2) (σ is the a priori standard deviation)
and E[ξ(i)ξT(j)] = 0 for i 6= j.
To select an appropriate method to estimate λ∗ from
(14), we have to consider that: 1) the measurement function
h
(
x(k), rD(k),wA(k), λ
∗
)
is highly nonlinear according
to (11)–(13); (2) λ∗ is time-varing and the variation is
quite unpredictable. For such nonlinear estimation prob-
lems, blockwise methods (such as nonlinear least-squares
regression) generally outperform recursive methods (such as
extended Kalman filter) at the cost of a higher computational
load [24]. In this paper, we focus on the estimation accuracy
and thus choose the sliding window least-squares regression
to estimate λ∗. The estimator works by minimizing the error
between u˜D and expected uD within a sliding window. The
error is defined as
(λ; k) =
k∑
j=k−H+1
(
u˜D(j)− h
(
x(j), rD(j),wA(j), λ
))2
,
(15)
where H is the constant window length. The least-squares
estimate for λ∗ at each step is hence stated as
λˆ(k) = arg min
λ
(λ; k), s.t. 0 ≤ λ ≤ 1. (16)
Eq. (16) is a constrained nonlinear least-squares problem,
effective solutions of which include the trust-region reflective
algorithm [25].
B. Control Authority Adaptation
After the driver’s authority intention is estimated, a
straightforward approach is to simply adapt λ to the estimate
λˆ at each step. However, least-squares estimation is highly
sensitive to the input data. Thus, λˆ is likely to oscillate
even if the true λ∗ is steady. Moreover, if λ changes at
each step and the sampling time is small, the indirect shared
control system will possibly become unstable. Taking these
factors into account, there are two considerations for the
control authority adaptation: 1) the estimate λˆ should be
smoothed before being used for authority adaptation; 2) the
time interval of authority adaption should not be too small
to avoid system instability.
To address consideration 1), we use a moving averaging
filter with rounding to filter the estimate λˆ, which works as
below:
λˆf (k) =
[ 1
Hf
k∑
j=k−Hf+1
λˆ(j)
]
0.1
, (17)
where Hf denotes the window length of the averaging filter,
and [·]0.1 means rounding the number towards nearest tenth.
The selection of Hf will inevitably confront some trade-off.
A large Hf can well reject the estimation error if λ∗ is static,
but the response time is longer if λ∗ changes, and vice versa.
To address consideration 2), we use a zero-order holder
to apply control authority adaptation. The zero-order holder
simply enlarges the time interval of the authority adaptation:
λ(k) =
{
λˆf (k) k = iNz, i = 1, 2, · · ·
λ(k − 1) otherwise. , (18)
where Nz is the sampling interval of the zero-order holder.
Hf and Nz can be properly tuned through off-line sim-
ulation. Their appropriate values depend on the scale of ξ
and the performance preference of the designer. The control
authority adaptation method can be summarized in Algorithm
1.
Algorithm 1: Control Authority Adaptation
Input: Observed driver input u˜D, vehicle state x, driver
reference path rD, and wA calculated from
automation reference path rA
Result: Adapt control authority λ
begin
initialize H , Hf ,Nz , k ← max(H,Hf )
while uD(k), x(k), rD(k), wA(k) not terminated
do
define function (λ) =
k∑
j=k−H+1
(
u˜D(j)−
h
(
x(j), rD(j),wA(j), λ
))2
λˆ(k)← arg minλ (λ), s.t. 0 ≤ λ ≤ 1
if k ∈ {iNz}, i = 1, 2, · · · then
λˆf (k)←
[ 1
Hf
k∑
j=k−Hf+1
λˆ(j)
]
0.1
λ(k)← λˆf (k)
else
λ(k)← λ(k − 1)
k ← k + 1
V. SIMULATION
In this section we present the simulation results to validate
the proposed control authority adaptation method. In Section
V-A, we will verify the driver authority intention estimator
proposed in Section IV-A. We are particularly interested
in the performance of the estimator with respect to the
driver’s different desired authorities. In Section V-B, we
TABLE I
SIMULATION PARAMETERS
Front wheel cornering
stiffness
Cf 12000 [N/rad]
Rear wheel cornering stiffness Cr 8000 [N/rad]
Distance from mass center to
front axle
a 0.92 [m]
Distance from mass center to
rear axle
b 1.38 [m]
Mass m 1200 [kg]
Polar moment of inertia Iz 1500 [kg·m2]
Steering ratio is 16
Longitudinal velocity U 20 [m/s]
Sampling time T 0.02 [s]
Predictive horizon N 50
Automation weighting matrix QA
[
1.5
0.6
]
Driver weighting matrix QD
[
0.16
0.06
]
will investigate the effectiveness and benefits of the author-
ity adaptation algorithm in Section IV-B. The simulations
are performed on Matlab. The constrained nonlinear least-
squares problem (16) is solved using the Matlab function
lsqnonlin. The designed reference path for both the driver
and the automation in the global coordinate system is shown
in Fig. 3. If the longitudinal velocity U of the vehicle is
constant, the reference path can be transformed to a temporal
trajectory through the conversion t = X/U . The parameters
for vehicle dynamics and MPC strategies are listed in Table
I.
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Fig. 3. Reference path
A. Authority Intention Estimation
We hereby examine the performance of the least-squares
estimator. For the moment, we assume that the driver’s
desired authority λ∗ is unchanged during each simulation
and there is no adaptation of λ. The standard deviation
of the measurement error of uD is σ = 0.002 and the
actual driver authority is λ = 0.5. The window length
of the estimator is H = 50. The estimation result of the
least-squares estimator with respect to the driver’s desired
authority is shown in Fig. 4. We can see from Fig. 4 that
the estimator performs well if λ∗ is above 0.5. When λ∗ is
below 0.3, the estimation accuracy deteriorates as the result
becomes oscillatory. The reason is that a lower λ∗ generates
a small uD according to (11), and a small uD makes u˜D
inaccurate due to the measurement noise. This result supports
the analysis in Section IV-B that the estimate λˆ should be
smoothed before being used for authority adaptation.
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Fig. 4. Estimator performance with different driver desired authorities
B. Control Authority Adaptation
Now, we verify the effectiveness of the control author-
ity adaptation method proposed in Section IV-B. In the
meantime, we also investigate its benefits compared with
static authority. The simulation is performed in two contrary
scenarios. The window length of the moving averaging filter
is Hf = 2H = 100. The sampling interval of the zero-order
holder is Nz = H = 50.
1) Driver Increases the Desired Authority: In this sce-
nario, we assume that the path-tracking ability of the automa-
tion is somehow comprised. This may be due to an impaired
environment perception or to terrible road conditions. After
knowing this, the driver requests an authority lift (from 0.2 to
0.9) to maintain the vehicle path-following performance. The
impairment of the path-tracking ability of the automation is
modeled by setting QA = diag(0.015, 0.016). The driver’s
desired authority λ∗, least-squares estimate λˆ, and the actual
λ with and without adaptation (static authority) are shown in
Fig. 5(a). Fig. 5(a) illustrates that λ well matches the driver’s
desired authority λ∗ at steady state. When λ∗ is stepped from
0.2 to 0.9, λ converges to the new λ∗ in 3 seconds. The
associated vehicle lateral displacement is illustrated in Fig.
5(b). From Fig. 5(b) we can see that if the authority is static,
even if the driver intentionally lifts the desired authority,
he cannot improve the path-tracking performance. However,
this problem can be solved by adaptable authority weight.
From Fig. 5(b) we can also see that although λ adaptation is
discontinuous due to the filtering, the vehicle motion is not
significantly affected as the trajectory remains smooth.
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Fig. 5. Driver increases the desired authority: a) authority profile; b) vehicle
lateral displacement with/without authority adaptation.
2) Driver Decreases the Desired Authority: In this sce-
nario, the driver initially takes almost full control of the
vehicle (λ∗ = 0.9), but then decides to release some control
authority for relaxing (λ∗ = 0.2). The driver’s desired
authority λ∗, least-squares estimate λˆ, and the actual λ
with adaptation and without adaptation (static authority) are
depicted in Fig. 6(a). Fig. 6(a) also shows a satisfactory
steady-state performance of the adaptation of λ, despite a
slight oscillation (error = 0.1) when λ∗ drops to 0.2. The
associated vehicle lateral displacement is illustrated in Fig.
6(b), from which we can see that if the authority is static,
the automation cannot automatically take over more control
if the driver releases some control authority. This certainly
affects the vehicle path-tracking performance. Once again,
such a problem is avoided with authority adaptation
VI. CONCLUSION AND FUTURE WORKS
In this paper we have proposed a driver-automation indi-
rect shared control system. The control authority allocation
of the proposed system can be dynamically adapted with
respect to the driver’s authority intention. Simulation results
have demonstrated the effectiveness and benefits of adaptable
control authority compared with the conventional static one:
the former guarantees a satisfying task performance by
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Fig. 6. Driver decreases the desired authority: a) authority profile; b)
vehicle lateral displacement with/without authority adaptation.
combing complementary advantages of driver and automa-
tion in different situations. Future works include experiment
validation (considering the uncertainties in modeling human
driver’s behaviors) and algorithm improvement to reduce
computational load for practical implementation.
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APPENDIX
NOTATIONS
rA(k) =

rA(k + 1)
rA(k + 2)
...
rA(k +N)
 , rD(k) =

rD(k + 1)
rD(k + 2)
...
rD(k +N)

A =

A
A2
...
AN
 , B =

B 0 · · · 0
AB B · · · 0
...
...
. . .
...
AN−1B AN−2B · · · B

C =

C
C
. . .
C

N, Φ = CA =

CA
CA2
...
CAN−1

Θ = CB =

CB 0 · · · 0
CAB CB · · · 0
...
...
. . .
...
CAN−1B CAN−2B · · · CB

QA (QD) =

QA (QD)
QA (QD)
. . .
QA (QD)

N
RA (RD) =

RA (RD)
RA (RD)
. . .
RA (RD)

N
A˜ = A− (1− λ∗)BeT1KAΦ, wA(k) = eT1KArA(k)
A˜ =

A˜
A˜2
...
A˜N
 , B˜ =

B 0 · · · 0
A˜B B · · · 0
...
...
. . .
...
A˜N−1B A˜N−2B · · · B

wA(k) =

wA(k + 1)
wA(k + 2)
...
wA(k +N)
 , Φ˜ = CA˜ =

CA˜
CA˜2
...
CA˜N

Θ˜ = CB˜ =

CB 0 · · · 0
CA˜B CB · · · 0
...
...
. . .
...
CA˜N−1B CA˜N−2B · · · CB
 .
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