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Abstract— Data leakage is a permanent problem 
in public and private institutions around the world; 
particularly, identifying the information leakage effi-
ciently. In order to solve this problem, this paper poses 
an adaptable data structure based on human behavior 
using all the activities executed within the computer 
system. When applying this structure, the normal be-
havior is modeled for each user, so in this way, detects 
any abnormal behavior in real time. Moreover, this 
structure enables the application of several classifi-
cation techniques such as decision trees (C4.5), UCS, 
and Naive Bayes, these techniques have proven effi-
cient outcomes in intrusion detection. In the testing 
of this model, a scenario demonstrating the proposal’s 
effectiveness with real information from a government 
institution was designed so as to establish future lines 
of work.
Keywords— Data Leakage, Data Structure, Decision 
Tree C4.5, UCS, Naive Bayes
Resumen— La fuga de información es un problema que 
está presente en instituciones públicas y privadas alrededor 
del mundo. El principal problema que se presenta es identi-
ficar de forma eficiente el filtrado de la información. Para so-
lucionar este problema en el presente trabajo desarrolla una 
estructura de datos adaptable al comportamiento humano, 
utilizando como base las actividades ejecutadas dentro del 
sistema informático. Al aplicar esta estructura se modela 
un comportamiento NORMAL de cada uno de los usuarios 
y de esta manera detecta cualquier comportamiento ANÓ-
MALO en tiempo real. Además, permite la aplicación de 
varias técnicas de clasificación como los árboles de decisión 
(C4.5), UCS y Naive Bayes las cuales han demostrado un 
eficiente resultado en la detección de intrusiones. Para pro-
bar este modelo se ha diseñado un escenario que sirve para 
demostrar la validez de la propuesta con información real 
de una institución gubernamental y para acreditar líneas 
futuras de trabajo.
Palabras Clave—Fuga de Información, Estructura de 
Datos,Árbol de decisión C4.5, UCS , Naive Bayes.
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I. IntroductIon
Data leakage is a major problem concerning most 
people and public and private companies since in-
formation is their most important asset in order 
to perform their job. Sensitive data of institutions 
include intellectual, financial, personal, and other 
sorts of information, depending on the organiza-
tion or business’ aim [1]. A study carried out by 
InsightExpress in the US, requested by Cisco [2], 
reveals that employees’ behavior represents the ma-
jor source of data loss threat mainly related to inte-
llectual property or client’s sensitive data. Another 
study performed by InfoWatch [3] reported a 16% 
increase in confidential data leakage compared to 
the previous year 2011. These data reveal a num-
ber of 2.5 leaks per day and between 75 and 80 per 
month. Moreover, when compared to 2008, leakage 
reaches a 40%.
Considering this threat situation, several resear-
ches have been implemented to avoid data breaches 
through data leakage prevention systems, also 
known as DLP –Data Leak Prevention. 
DLP systems monitor computer resources to 
prevent sensitive data leakage from hard discs, da-
tabases, and more. To detect data leakage within 
computer resources, especially inside databases, 
data mining and machine learning [4] are fre-
quently used to identify abnormalities within users’ 
activities and create a behavior pattern so as to de-
tect future data leaks.
DLP is an active front for development research 
of dynamic methodologies capable of adapting to 
the evolution of the more sophisticated and complex 
information system attacks. DLP strategies are in 
charge of detecting user’s behavior and create a 
behavior-based profile to benefit from it in the futu-
re, and in this way, identify abnormal activities for 
each user in the system.
DLP user profile processes normal behavior when 
a user performs certain activities inside the system, 
any dissimilar conduct is registered as an abnor-
mal activity with a high probability of data leakage 
identification. The main disadvantage is the great 
amount of false positives found during the analysis 
(confusing a normal behavior with an abnormality). 
Besides, users’ behavior is quite difficult to model 
as a person may change the conduct depending on a 
situation or need. Another disadvantage is the large 
quantity of data required to model each user’s be-
havior effectively during the year, for this reason, 
an ample period of time is necessary to gather in-
formation (1 to 2 years) so as to train classification 
techniques [5]. The present study applies this ap-
proach to improve detection efficiency, and in this 
way, heighten user’s identification in information 
systems.
This paper sets forth a methodology and ma-
terials section describing in detail the elements 
used like the data structure design and the tech-
niques selected for the DLP creation. Afterwards, 
in section III, the application of the data structu-
re together with the classification techniques and 
configuration are posed, likewise, the training and 
testing tools used are also established. Section IV 
presents the results from the previous section; and 
finally, section V puts forward the conclusions and 
projects research lines for the future.
II.  MaterIals and Methods 
To begin with the creation of a DLP, the methodo-
logy for the construction of the classification model 
needs to be posed first. The phases involved in this 
methodology are:
1. Phase 1
Selection of optimum classification techniques.
2. Phase 2
Data structure construction using a 
government’s entity database for data leakage 
detection (BD-ECU).
3. Phase 3
Training and testing of the selected classifica-
tion techniques using the data structure.
A. Phase 1: Classification Techniques Assessment. 
This phase assesses diverse machine learning 
techniques with the dataset NSL-KDD [6]. This 
intrusion detection dataset has been studied 
and analyzed by McHugh [7] and Tavallaee [8], 
allowing the comparison of precision results in the 
classification techniques applied in those works 
and selecting the best performance methods for 
this study. Moreover, NSL-KDD contains user’s 
behavior information patterns in information sys-
tems networks, from both intrusions and authori-
zed activities, quite similar to those analyzed in 
this research.
As part of the DLP system development, a prior 
analysis of a specific number of classification tech-
niques has been carried out to select the most sui-
table for the problem in question. The techniques 
applied are:
1. Multilayer Neural Network (MNN) [9].
2.  Decision trees C4.5 and ID3 [10, 11, 12].
3. Support Vector Machines (SVM) [13, 14].
4. Bayesian networks (BN) [15].
5.  Supervised learning (SL) [16, 17, 18].
6. NaiveBayes (NB) [19].
NSL-KDD dataset has 40 variables or attibutes 
that provide different type of information about 
accesses (protocols, timing, kinds of Access, etc.). 
For this research, 20% of the dataset was used, 
this means, 25192 records divided in this way: 
13499 normal records and 11743 intrusion records; 
this information was applied for training and as-
sessment, as suggested in [7]. 
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To evaluate the classification techniques, a K-fold 
cross validation was implemented in which the sam-
ple was partitioned into 10 subsamples (k=10) in each 
of the techniques applied in [17]. This test showed the 
percentage of appropriately classified cases and the 
precision of each classification technique. 
Table I shows some indicators that help selecting 
the most suitable and efficient techniques, as well as 
the percentage of appropriately classified cases. Fur-
thermore, intrusive and normal behavior indicators 
are also presented. The mean absolute error (MAE) 
of the classification method allows knowing the di-
fference between 1 minus the precision value of the 
method. The method’s precision enables to know its 
efficiency. The matrix illustrates the data regarding 
the tests performed to each technique, delivering in-
formation about the true positives (TP) and the false 
positives (FP).
As shown, the number of correct outcomes is high for 
all the methods since a large number of examples have 
been used for training.
Thanks to the test outcomes, the following have been 
identified as the techniques with the best results: Deci-
sion trees C4.5, Naive Bayes, and Supervised learning.
B. Phase 2: Data Structure    
Construction for DLP Development. 
This section poses the phases of the data structure 
design; for this, the following are described in detail: 
ECU database attributes, data preparation, structure 
construction, and finally, database normalization for 
subsequent classification techniques.
Dataset with Government Information. 
Dataset ECU comprises all the activity information 
from users inside an information system of an Ecuado-
rian Government Institution collected during 2011 and 
2012. In order to conceal personal information, user id 
has been masked for every employee. The database ac-
counts for 51690 records of 29 users who have carried 
out transactions inside the system; also, several attri-
butes are considered:





MAE Precision TP Normal TP Intrusions FP Normal FP Intrusions
C4.5 99.96 0.04 0.9996 13444 11740 0 12
NB 99.69 0.31 0.9969 13408 11708 32 44
SL 99.23 0.77 0.9923 13346 11654 94 98
SVM 97.32 2.68 0.9732 13261 11258 485 188
MNN 97.08 2.92 0.9708 13064 11394 349 385
BN 89.59 10.41 0.8959 12272 10298 1445 1177
Source: Author
1. Day: Day of the week in which the user performed 
the activity in the system; a round number compri-
sing the period between 1 and 7.
2. Hour: The hour of the day in which the user perfor-
med the activity in the system; also, a round num-
ber (0 to 23). 
3. Minutes: Minutes within the hour have fuzzy va-
lues, so the period comprising the first 15 minutes 
(0 to 15) has been assigned the round value 1; from 
16 to 30, 2; from 31 to 45, 3; and finally, above 45 
the value assigned is 4.
4. Operation: The type of operation performed by the 
user in the system. Each operation is encoded, in 
this way, Insert (1), Update (2), Delete (3), and Find 
(4).
5. Table: Represents the table in which the user per-
formed the activity in the system; in this case, ca-
dastral and real estate information managed by 
this entity. It is a round number ranging from 1 
to 7.
6. Department: Department in which the user works; 
legal, technical, administrative, or financial. It is 
round number ranging from 1 to 4. 
7. Position: It is the user’s position within the organi-
zation, mostly lawyers and cadastral technicians. 
It is round number ranging from 1 to 4. 
8. City: City in which the system’s activity was perfor-
med; currently, Quito, Guayaquil, or Cuenca. It is 
round number ranging from 1 to 3.
9. User id: Identifies each user performing activities 
inside the information system. It is a round number 
ranging from 1 to 53.
10. Type: Attribute indicating whether the record be-
longs to an intruder “0” or to an authorized user 
“1”; also, a round value.
11. The dataset ECU is constituted by 54335 authori-
zed records and 400 intrusion records. Detection 
was rather difficult since intrusion behavior is qui-
te similar to that from a normal behavior. 
Data Processing.
This stage sets forth the creation process of the data 
structure in three steps:
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1) Data Preparation.
This step is necessary to make classification more 
efficient by reducing any kind of inconsistencies like 
redundant and noisy data, among others. “The fun-
damental purpose of data preparation is to manipu-
late and transform raw data so that the information 
content enfolded in the dataset can be exposed, or 
made more easily accessible” [20].
2) Data Normalization.
On the other hand, assessing the behavior of the da-
taset ECU, establishing the most relevant attributes, 
and reducing any kind of data noise or inconsistency 
are vital actions [21]. For this, some filters are used, 
as explained in [22, 23, 24, and 25], allowing more 
trustworthiness in subsequent intrusion detection 
stages. With the reliable data gathered in this step, 
more effective classification models can be achieved.
3) Database Data Collecting.
Consulting based on SQL statements was required 
to collect data in order to gather the correct infor-
mation for subsequent tasks. For this reason, the fo-
llowing statements were made, as shown in Table II.
table II. coMMon data codIng of access database 
Mysql Database Consulting
Select day, hour, minutes, table, operation from audit group 
by day, hour, minutes, table, operation
Source: Author.
After consulting, a unique id is assigned to each of 
the records in ascending order with the prefix TSK; 
so in the next stage of behavior pattern building, 
these may be used more easily, as seen in Table III.
Table III. outcoMes for coMMon data codIng of access database
CODE DAY HOUR MINUTES TABLE OPERATION
TSK1 2 9 3 7 1
TSK2 2 10 1 4 2
TSK3 3 8 40 3 2
. . . . . .
. . . . . .
. . . . . .
TSK20 4 14 2 5 3
Source: Author
Structure Creation for User Behavior Pattern. 
In order to create the data structure, an activity 
cycle for a given period needs to be designed; as the 
user’s behavior varies and data leakage occurs in 
brief periods of time, the cycle is designed taking 
into account n quantity of activities performed bet-
ween logging in logging out the system. Fig. 1 illus-
trates the way the data structure was created.
Data Table
       
18 2 1 Normal 
18 2 2 Normal 
18 3 2 Leak 
.  . . . .
. . . . .
20 4 3 Normal 
Coding Table
  
TSK1 2 3 7 1
TSK2 2 1 4 2
TSK3 3 3 2
.  . . . .
. . . . .
TSK20 4 5 3
Behavior Pattern Table
 
    
18 TSK1 TSK2 -- Leak 
19 TSK20 TSK1 -- Normal 
.  . . . .
. . . . .
20 TSK18 TSK4 Leak
18 TSK12 TSK3 --
--
Normal 

































Fig. 1. Data integration for data structure creation
Source: Author.
As seen, there are three tables: 
1. Data Table: Comprehends all the transactions 
executed by each of the users, both normal and 
leaks.
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2. Coding Table: Transactions are coded to be reu-
sed during other user’s activities.
3. Behavior Pattern Table: Behavior pattern cycles 
are created based on the two previous tables. As 
an example, user 18 has performed 3 activities 
during the session, 2 of them are normal and 1 
is a leak. These activities were created in the Co-
ding Table with these codes: TSK1, TSK2, and 
TSK3. Afterwards, in the Behavior Pattern Ta-
ble these activities are organized according to 
their execution, this means, hour and minutes 
in which the activity was carried out. Finally, as 
this session encompasses a leakage activity, it is 
classified as LEAK. 
With this data structure a personal profile can be 
created for every user and their behavior inside an in-
formation system, additionally, size and complexity of 
the data to be analyzed is reduced by 80%. The amou-
nt of records to be used for the classification system 
C4.5, SL, and Naive Bayes is 8533; 423 of them are 
data leaks and 8110 are normal transactions.
III. estIMatIon and applIcatIon
Phase 3: Training and testing of C4.5 using the data 
structure so as to apply what it has been explained so far.
A. Configuration
In order to train C4.5, SL, and Naive Bayes techni-
ques with the data structure, some configuration pro-












do GA Subsumption: true
type Of Selection: RWS
tournament Size:0.4
Type of Mutation: free






Instances per Leaf: 2
Configuration NaiveBayes
NaiveBayes does not have configuration parameters.
B. Training and Testing
Once configured, techniques are trained and sub-
dued to tests using the data structures of user be-
haviors: 70% of the data are destined for training 
purposes and 30% for testing, which was carried 
out with KEEL [26]. This software tool, developed 
in Spain, allows applying endless classification te-
chniques and data mining tasks, evolutionary algo-






Fig. 2. Diagram of KEEL tool for training 
and testing of the model proposed.
Source: Author.
IV. results 
To begin with, C4.5, SL, and Naive Bayes algo-
rithms were applied to the proposed data structure 
and results with efficiency indicators were obtained 
as false positives and true positives. In the appli-
cation of the data structure pattern an optimum 
outcome was achieved when using C4.5, reaching a 
99.95% precision in true positives (8507 cases), this 
is, 0.001% of false positives (26 cases), meaning the 
model performs an efficient classification. SL clas-
sification technique achieved a 99% precision and 
Naive Bayes attained a 98.5%. Outcomes are shown 
in Table IV.
Table Iv. traInIng and testIng of c4.5 classIfIcatIon Method
 TRAINING TESTING
Algorithms Precision Error TP FP Precision Error TP FP
C4.5 0.995 0.005 8491 42 0.997 0.003 8507 26
Naive Bayes 0.985 0.015 8405 128 0.996 0.004 8499 34
UCS 0.99 0.01 8448 85 0.982 0.018 9379 154
Source: Author.
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The information involved in this test is complex 
and ample since many examples were available to 
train the classification algorithm.
This study demonstrates that using the propo-
sed data structure, data leakage detection impro-
ves the classification’s precision and reduces false 
positives.
V. conclusIons
This study assesses the application of several 
classification techniques to a well-defined problem. 
It has been proven that data structures and C4.5, 
SL, and Naive Bayes algorithms provide an opti-
mum identification percentage. The NSL-KDD da-
taset was used as a knowledge base to evaluate the 
classification methods, and the ECU dataset and 
data structure were applied to train and assess the 
algorithms for data leakage identification in infor-
mation systems, and resulting highly efficient for 
data leakage detection.
Future research lines are mainly two: on the one 
hand, the application of the data structure propo-
sed in more complex problems with multiple trai-
ning examples and thousands of noisy data so as to 
evaluate detection performance; on the other hand, 
developing adaptive algorithms for human behavior 
capable of identifying data leakage, as well as in-
trusion detection, both in information systems and 
communication networks. 
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