Abstract-In this note, we study the control theoretic properties of a couple of interacting spin 1's driven by an electromagnetic field. In particular, we assume that it is possible to observe the expectation value of the total magnetization and we study controllability, observability, and parameter identification of these systems. We give conditions for controllability and observability and characterize the classes of equivalent models which have the same input-output behavior. The analysis is motivated by the recent interest in three level systems in quantum information theory and quantum cryptography as well as by the problem of modeling molecular magnets as spin networks.
V. EXAMPLE Let = N and f : (x; u) 7 ! f 3 (x) + g(x)u for some locally Lipschitz f 3 and g. Assume that f 3 is a gradient vector field in the sense that, for some continuously differentiable function (potential) P : ! ; f 3 (x) = 0rP(x) for all x 2 . Assume further that f 3 (0) = 0; f 3 (x) 6 = 0 for all x 6 = 0, and every sub-level set fx 2 jP(x) g of P is compact. It is straightforward to verify that C := f0g is an asymptotically stable equilibrium, with global domain of attraction A = , of the autonomous system (4) . Now assume that the locally Lipschitz function g : ! N2M is such that, for every sequence (z n ) in nC jz n j ! 1 as n ! 1 =) jg(z n )j jf 3 (z n )j ! 0 as n ! 1: (9) We claim that, if u 2 L 1 \ L p for some p 2 [1; 1) , then the unique (recall Remark 3.1) maximal solution x : [0; !) ! of the initialvalue problem _ x = f 3 (x) + g(x)u; x(0) = 2 , is global and approaches C = f0g. Observe that the claim is false if the hypothesis that u 2 L 1 \ L p (for some p 2 [1; 1) ) is weakened to u 2 L p , as the following scalar counterexample illustrates: _ x = 0(1=2)x 3 + x 2 u; x(0) = 1, which, for the (unbounded) input u 2 L 1 (with norm kuk1 = 2) given by u(t) = 1= p 1 0 t for all t 2 [0; 1) and u(t) = 0 for all t 1, has unbounded solution t 7 ! x(t) = 1= p 1 0 t with maximal interval of existence [0; 1).
We proceed to prove the claim. Let 2 ; u 2 L 1 \ L p for some p 2 [1; 1) and write kuk 1 := ess sup t2 ju(t)j. By property (9) , together with compactness of the sub-level sets of P , it follows that, for some 0 2 0jf 3 (z)j + jg(z)jkuk1 < 0 for all z with P (z) > 0: (10) For almost all t 2 I(; u), we have (P x) 0 (t) = hrP(x(t)); f 3 (x(t)) + g(x(t))u(t)i 0jf 3 (x(t))j 2 + jf 3 (x(t))jjg(x(t))jkuk 1 which, in conjunction with (10) , implies that P (x(t)) 1 := maxfP(); 0g for all t 2 I(; u) and so, by compactness of the 1-sub-level set, x is bounded. Therefore, ! = 1 and (x) 6 = ;. By Theorem 4.2, we infer that x approaches C = f0g.
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I. INTRODUCTION
In recent years, there have been several proposals to use three level systems, the so-called qutrits, in quantum information theory. The proposals concern the use of these systems as building blocks for protocols in quantum cryptography [13] and communication [7] as well as for the encoding of two logic qubits [16] . They also have been used to study fundamental questions in quantum mechanics such as entanglement measures [5] , [9] . A study of control of three level systems was considered in [6] . From a quantum control perspective, a system of two coupled three level systems represents the next more difficult case after the well studied system of coupled spin (1=2)'s [11] , [19] , [21] . Motivation to study these systems also comes from the problem of modeling molecular magnets. These novel materials [3] , [4] , [14] , [20] are of interest in many applications as nanosize magnets as well as for fundamental studies in quantum mechanics and biology. They are modeled as networks of interacting spins. Spin 1's are a very common example of three level systems. Examples are the nuclear spins of the naturally occurring isotopes 6 Li, 2 H, 14 N.
We shall study the control-related properties, namely controllability, observability, and parameter identifiability, for a pair of interacting spin 1's particles. To be more specific, we will consider an Heisenberg spin model with Hamiltonian given by H(t) := i(A + B x u x (t) + B y u y (t) + B z u z (t)) (1) 
Here, J12 is the exchange constant, 1 and 2 are the gyromagnetic ratios of particle 1 and 2, respectively; u x;y;z are the x; y; z time-varying components of the input electromagnetic field; 1 is the 3 2 3 identity matrix.
x;y;z are the spin matrices spanning the three dimensional representation of su (2) 
We are interested in the Heisenberg-Hamiltonian equation (1) because we have in mind applications to spin Hamiltonians modeling the dynamics of molecular magnets [3] , [4] , [14] , [20] . However, the methods presented in this note can be generalized to different types of coupled three level systems as for example two spins 1's with interaction different from the one modeled in (2) or cases where one component of the magnetic field is held constant. The main tool is a decomposition of the Lie algebra su(3), described in Section 2, which gives a decomposition of higher dimensional Lie algebras constructed with tensor products of matrices in su(3). We begin by stating the definitions concerning controllability, observability, and parameter identification with reference to the system we want to study. Definition 1.1: An n-level quantum system is controllable if it is possible to drive the evolution operator to any value in the special unitary group SU(n).
Controllability can be checked [18] , [22] by verifying that the Lie algebra generated by the matrices defining the dynamics [A; Bx; By; Bz in (1), (2) ], the dynamical Lie algebra, contains su(n) [in this case, su(9)]. This definition of observability refers to identification of the initial state by a measure of the expectation value of an observable. Observability for quantum mechanical systems in these terms was studied in [10] . If L is the dynamical Lie Algebra (generated by A; B x;y;z for our system), an n-level system with output S (assumed w.l.g. traceless) (S Here and in the following, 8 denotes the sum of vector spaces (not necessarily direct sum). In the controllable case, su(n) L and (6) is verified. Therefore, controllability implies observability. Now, consider two models 6 and 6 0 of Heisenberg spin 1's. These models may differ for the parameters J 12 and 1;2 . They may also have different initial states say 0 and 0 0 . Therefore, we often consider the pair (6; 0) and the pair (6 0 ; 0 0 ). We investigate whether it is possible to distinguish state and parameters by an experiment involving control with an input field and a measurement of the output S TOT v . This problem is motivated by recent results on the isospectrality of Heisenberg-Hamiltonians which showed the impossibility to distinguish the parameters in the Hamiltonian by a measure of thermodynamic properties [24] . We call (t) := (t; ux; uy; uz; 0) a general trajectory for (6; 0 ) and (t) (7) for every trajectory and corresponding (with the same control) trajectory 0 . The question of whether or not it is possible to distinguish two models using a reading of the total magnetization will be posed by describing the classes of equivalent pairs model-initial state. If 0 and 0 0 are scalar matrices so are (t) and 0 (t) for every t so the outputs (7) are identically zero independently of the model. We will exclude this degenerate case in the following treatment.
There exists a very large literature in physics on state and parameter estimation. Some results and references may be found in [12] and [15] .
The rest of the note is organized as follows. In Section II, we describe some properties and a decomposition of the Lie algebra su(3). The question of controllability and observability is tackled in Section III. In Section IV, we give a description of the classes of equivalent pairs which, we prove, consist of only two elements. Section V concludes this note.
II. PROPERTIES OF THE LIE ALGEBRA su(3) The Lie algebra su(3) appears in several areas of quantum physics.
As a result, it has been extensively studied in the mathematical physics literature (see, e.g., [8] ). We describe here some properties that are important for our treatment. We consider a subalgebra of su (3), spanned by the three matrices x;y;z in (3). This Lie algebra is isomorphic to su(2) and we denote it by S. Consider the orthogonal complement of S in u (3) 
In the following, we will denote by a generic element of iS and by S a generic element of iS ? . Therefore, and S are Hermitian matrices. The decomposition of u(3) which we have introduced in this section has consequences for decompositions of higher dimensional spaces. We will use this in Sections III and IV.
III. CONTROLLABILITY AND OBSERVABILITY
The system of two interacting spin 1's, if the gyromagnetic ratios are equal, has dynamical Lie algebra isomorphic to su(2) or u(2) according to whether or not J 12 is equal to zero. In the case J 12 = 0, we also have a Lie algebra isomorphic to su(2) even in the case of different 's. The only nontrivial case is when 1 6 = 2 and J12 6 = 0. In this case, we have the following proposition.
Proposition 3.1: If 1 6 = 2 and J 12 6 = 0, the system is controllable namely the dynamical Lie algebra is equal to su(9).
Proof: We have to prove that, by calculating (repeated) Lie brackets of the matrices A; B x;y;z , we can obtain all the matrices of the form iC D where C and D vary in the orthogonal basis of u(3) described in the previous section, except the 9 2 9 identity.
By repeated Lie brackets of the B x;y;z and using a determinant of Vandermonde type of argument similar to the one in [2, Lemma 4.1], we obtain all the matrices of the form i 1 and i1 . Then, using the Lie bracket of these matrices with A several times, we obtain all the matrices of the form i1 2. At this point, we have a set of matrices that does not depend on unknown parameters. Therefore, a computer algebra program (avoiding symbolic calculations) can verify that the dynamical Lie algebra is su (9) . Alternatively, we can obtain the other elements of a basis of su (9) as follows. We calculate [i z x ; i z y ]. This gives a multiple of i1 z (which is already in the dynamical Lie algebra) plus a multiple of L z, with L a matrix in S ? not proportional to the identity. From this, taking the Lie brackets with elements of the type i1 and i 1, using (9) we obtain all the matrices of the form iS and analogously we can obtain all the matrices of the type i S. Now, we show how to obtain all the matrices iS S except the 9 2 9 identity. Notice that since su(3) is a simple Lie algebra [su(3); su(3)] = su(3). Therefore, given C in su(3), we can choose two matrices M and N such that [M; N ] = C. Using the well-known fact (see, e.g., [23] ) that Analogously, we can see that we can generate all the matrices 1 C with C 2 su(3). Now, since C is a general matrix in su (3) (3) iS. However, this orbit is equal to su(3) (it is a nonzero ideal in su(3) and therefore it must be su(3) itself since su(3) is simple). This concludes the proof.
In the case 1 6 = 2 J 12 6 = 0, the system being controllable is also observable. In all the other cases, the space V defined in (6) is different from su(9). In these cases, initial density matrices which differ by a matrix in V ? cannot be distinguished and the system is not observable (cf. [10] ).
IV. PARAMETER IDENTIFICATION
We now characterize the classes of equivalent pairs model-initial state. In other terms, we investigate what can be said on the parameters of the system by experiments involving control with an external electromagnetic field and measurement of the total magnetization. We will assume that we are in the controllable (and therefore observable) case, namely we know that 1 6 = 2 and J12 6 = 0. We state and prove the main result of this section in the following Theorem 1, where we characterize the classes of equivalent models. In the following we mark with a prime 0 every symbol concerning system 6 0 . We first give three preliminary results that can be proved as in the case of networks of spin (1=2)'s treated in [1] 
We define now two orthogonal subspaces of isu (9) : I which is spanned by elements of the type 1 2 and S 1 S 2 (namely the factors of the tensor product are both in iS or both in iS ? ), except the identity, and I ? which is spanned by mixed type of elements namely elements of the type S and S . We will use this decomposition of isu (9) [which induces a decomposition of su (9)] in the following treatment. The induced decomposition of su (9) is a Cartan type (see, e.g., [17] ) of decomposition as stated in the following Lemma.
Lemma 4.4:
su (9) 
In fact, for n = 1, (24) and (25) follow immediately from (8) Consider now the following procedure to generate a basis of su(9).
Start with A; i1 and i 1, at Step 0. At Step n, take the Lie brackets of the matrices obtained at step n 0 1 with A; i1 and i 1. By controllability, the procedure generates a basis of su(9).
Moreover, every element we calculate belongs to either iI or to iI ? (with zero component in the other subspace). This follows by induction on the step and applying Lemma 4.4. We can repeat the same procedure starting with A 0 ; i1 and i1. Let where L is the Lie algebra generated by fA; i1 ; i 1g which by controllability is su (9) . So this is equal to 8 1 k=0 ad k su (9) R1 which is a nonzero ideal in su (9) and therefore su(9) itself since su (9) 
V. CONCLUSION
We have presented a control theoretic analysis of a system of two coupled spin 1's. In particular, we have studied the controllability, observability and identifiability properties of this model. A decomposition of the Lie algebra su(3) induces a Cartan decomposition of the Lie algebra su(9) which plays a fundamental role in the control theoretic properties of this system. A similar situation was found in [1] for general networks of spin (1=2) and it is likely to appear for other type of networks of spins not necessarily equal to (1=2) or 1. We believe that the methods of analysis developed in this note can be generalized to include, for example, different forms of the interaction, models where one or more components of the input field are held constant and networks with more than two spins.
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Abstract-In this note, a new class of hybrid impulsive and switching models is introduced and their asymptotic stability properties are investigated. Using switched Lyapunov functions, some new general criteria for exponential stability and asymptotic stability with arbitrary and conditioned impulsive switching are established. In addition, a new hybrid impulsive and switching control strategy for nonlinear systems is developed. A typical example, the unified chaotic system, is given to illustrate the theoretical results.
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I. INTRODUCTION
Hybrid systems consisting of interacting continuous and discrete dynamics under certain logic rules, have gained considerable attention recently in science and engineering [1] , [4] , [6] , [7] , [11] , [15] , [19] , [22] since they provide a natural and convenient unified framework for mathematical modeling of many complex physical phenomena and practical applications. Examples include robotics, integrated circuit design, multimedia, manufacturing, power electronics, switched-capacitor networks, chaos generators, automated highway systems, and air traffic management systems. Hybrid control, which is based on switching between different models and controllers, has also received growing interest, due to its advantages, for instance, on achieving stability, improving transient response, and providing an effective mechanism to cope with highly complex systems and systems with large uncertainties. A substantial part of the literature on hybrid systems and hybrid control has been devoted to stability analysis and stabilization; see the survey papers [4] , [16] , [19] , and the references therein. Most recently, on the basis of Lyapunov functions and other analysis tools, the stability and stabilization for linear or nonlinear switched systems have been further investigated and many valuable results have been obtained, see [1] , [4] , [6] , [7] , [11] , [15] , [19] , [22] , and some references therein.
In general, the most widely studied switching systems can be classified into two groups: continuous and discrete switching systems. However, these classes do not cover some useful switching systems existing in the real world which display a certain kind of dynamics with impulse effect at the switching points, i.e., the states jump. Examples of these systems include many evolutionary processes, particularly some biological systems such as biological neural networks and bursting rhythm models in pathology. Other examples include optimal control models in economics, frequency-modulated signal processing systems, and flying object motions. All these systems are characterized by switches of states and abrupt changes at the switching instants, i.e.,
