Abstract-This letter introduces a matrix-based approach to connection unavailability estimation in shared backup path protection (SBPP). The proposed approach yields accurate results for networks of national size using simple matrix operations, being therefore suitable for online routing algorithms. The accuracy of the unavailability estimates is verified through simulations.
I. INTRODUCTION

I
N OPTICAL networks, shared backup path protection (SBPP) [1] can optimize the network resources utilization in scenarios where the connection availability requirements are not achieved without protection, but are exceeded with dedicated path protection (DPP). Previous estimates for the connection unavailability in SBPP rely on conservative upper bounds [2] , [3] , or approximations [4] , [5] , which in some cases are insufficient, e.g., if network links have different repair times.
The matrix-based approach proposed in this letter yields accurate results for practically all networks for which SBPP is of interest, while employing implementation-friendly calculations. The approach is derived from a continuous time Markov model which assumes that not more than two simultaneous link failures occur in the network. This approximation, wellaccepted in the literature, is valid for most wide-area networks.
II. GENERAL ASSUMPTIONS
The derivations in this letter are based on the following assumptions:
1) A two-state "working-failed" model describes the status of all fiber links. 2) The network nodes have availability equal to one. 3) All fiber links fail independently. 4) The repair time and the time to fail of a fiber link are memoryless, exponentially distributed random processes with constant means MTTR and MTTF. 5) In SBPP, the first path to fail holds the protection resources until it is completely repaired. 6) At most two fiber links can simultaneously fail in the network. Assumptions 1-4 are typical for transport networks. Assumption 5 is a plausible implementation of SBPP. Assumption 6 makes the approach applicable to most (even large) networks. If connections are protected against single link failures, double link failures are the dominant source of connection outages [1] . Reference [4] verifies its theoretically estimated availabilities through a double link failure simulator. For an Italian Network [6] , upon the occurrence of multiple link failures, there is approximately 99% probability that only two links are in the "failed" state for a MTTR = 20 h and 200 FIT/km as value for 1/MTTF (1 FIT = 1 failure in 10 9 h). In intercontinental networks this probability is lower, e.g., 95% for the NSF Network, but in this case SBPP may be an inadequate choice to guarantee the commonly required availability levels.
III. THE MATRIX-BASED APPROACH
The matrix-based approach consists of two steps. The first step is network specific and executed only once, during 1089-7798/05$20.00 c 2005 IEEE the network planning phase. The second step is connection specific and executed online, whenever the unavailability of a connection has to be assessed.
A. Step I: Network Specific Calculations
Let L be the number of links of the network topology.
Step I aims at obtaining matrix Π D(LX L) , where each element Π Di,j is the proportion of time during which links i and j are in the "failed" state, where link i failed before link j. The elements in the main diagonal of Π D are zeros.
The input data for Step I are the following vectors: Let λ T be the sum of the failure rates of all links. The state probabilities (π) are interrelated by the balance equations:
Introducing Equation 2 into Equations 1 and 3 yields: 
B. Step II -Connection Specific Calculations
Let w be the working path of the connection whose unavailability is to be estimated, b its backup path, and sg the group of all working paths with backup paths that share some capacity with b. Consider:
Contains ones in the columns corresponding to the links traversed by w, and zeros elsewhere.
Contains ones in the columns corresponding to the links traversed by b, and zeros elsewhere. G (SGX L) Each row of G corresponds to one working path of the sharing group sg, and contains ones in the columns corresponding to the links traversed by the working path, and zeros elsewhere.
Step II consists in selectively adding elements of matrix Π D which represent one of the two cases:
1) The first link failure occurs in sg or b, and the second in w.
2) The first link failure occurs in w, and the second in b. Assume that the following vector and matrix operators result:
a row vector containing the maximum element from each column of M. maxc(v, y) an array of the same size as v and y with the largest elements from v or y. diag(v) a square matrix with the elements of v in the main diagonal and zeros elsewhere.
sum(M)
the sum of all elements in M.
The connection unavailability is finally calculated as the sum of the following two terms:
The term maxc(max( The max operators in Equation 6 ensure that the contribution of links which are common to b and a path in sg, or to more than one path in sg, is considered just once. The latter case does not violate the SRLG (Shared Risk Link Group) constraint if their backup paths traverse diverse links of b. Note that if sg is empty the approach falls back to dedicated path protection. Figure 2 shows the simulation results for two scenarios in an Italian network. The network topology and link lengths can be found in [6] . Nodes were named after the three first letters of the city they represent. Scenario one has heterogeneous MTTFs and MTTRs. This can occur, for example, in networks with submarine cables, where fiber cuts are rare and repair times are long. The routes in Table I were considered. A failure rate = 200 FIT/km and MTTR = 6 h were assumed in all links of the network, except for those traversed by w. A failure rate = 100 FIT/km was assumed for the links traversed by w.
IV. SIMULATION RESULTS
Scenario two has homogeneous MTTFs and MTTRs, but working paths in sg traverse common links. This does not violate the SRLG (Shared Risk Link Group) constraint if the backup paths corresponding to the paths in sg traverse diverse links of b. The routes in Table II were considered. A failure rate = 200 FIT/km was assumed in all network links.
Simulations were carried out by an event-based simulator which allows any possible link failure combination, of arbitrary order. The error bars in Figure 2 correspond to a confidence level of 95% on the connection unavailability in one year. We compare the results from the matrix-based approach with the estimates from the three other methods published in [4] , [5] , and [2] . Reference [2] assumes the conservative approximation that the connection is always unavailable if its working path w and any other working path in sg are in the "failed" state, independently of the order in which failures occurred. It offers therefore an upper bound on the connection unavailability.
A benefit of the matrix-based approach over previous proposals is that its scope of application is delineated by the network size, and not by the routing of connections in the network. Since it assumes that at most two fiber links can simultaneously fail in the network, it yields a tight lower bound on the connection unavailability. A quantitative measure for the tightness of the results is the probability that only two link failures are in the "failed" state, given that the network contains multiple link failures. This is an initially checkable property of the network, and is therefore independent of the network occupation. For the simulated Italian network it is approximately 99% for a MTTR = 20 h and a link failure rate of 200 FIT/km, which guarantees that for this network the matrix-based approach offers accurate estimates. For networks of national size, given the dual failure dominance, the approach yields accurate estimates with negligible error. 
V. CONCLUSION
The matrix-based approach is an efficient method for connection unavailability estimation in shared backup path protection. In networks of national dimensions, for which this protection scheme is particularly attractive, the approach yields accurate results for arbitrary link repair and failure rate parameters. Finally, its low computation complexity makes it suitable for online and management-based routing.
