Consider the one way unbalanced components of variance model given by The problem is to obtain a confidence interval for O"~ with confidence coefficient greater than or equal to a specified 1 -a. Three new procedures for obtaining confidence intervals for O"~ are examined. These new methods are derived using unweighted means. These three methods are compared with a "standard" procedure based on confidence coefficients and expected "widths".
Introduction
In a one-way random effects model it is often of interest to find confidence intervals for the variance component O"~. As an example suppose we are interested in the nitrogen content of the foliage in a large orchard. The two major sources of variation are the variance of nitrogen content for the leaves on a given tree (0"1) and the variance among the nitrogen contents of the trees in the orchard ((T~) . In order to measure the nitrogen content, a random sample of trees from the orchard is collected and a random sample of leaves is taken from each tree; )Iii is the observed nitrogen content for the jth leaf from the ith tree sampled, and the model is a one-way random effects model Iij = J.l + Ai + Eij . By observing Iij we want to find a confidence interval estimate for u~ with confidence coefficient 1 -o. No method of obtaining exact confidence intervals for u~ has been given, but five approximate methods will be discussed here. Three of them give confidence coefficients very close to 1 -o. One of these methods is the Tukey-Williams procedure and was developed independently by Tukey (1951) and Williams (1962) . Another was developed independently by Moriguti (1954) and Bulmer (1957) . The third was developed by Howe (1974) . These three methods have confidence coefficients close to 1 -0 and it has been proved by Wang (1990) that the confidence coefficient for the Tukey-Williams procedure is ~ 1 -o. Two other methods labeled method 4 and method 5 which are derived using Bonferroni's method have confidence coefficients ~ 1 -20. These five methods use the among sums of --2 -2 squares = L:i L:j (Ii. -Y .. ) and the within sums of square= I:i L:j (Iij -Ii.) which are scaled chi-squared and are independent. For the unbalanced case however the among sums of squares are no longer scaled chi-squared and hence a problem arises. Burdick and Graybill (1984) gave an approximate method for obtaining confidence intervals for u~ for the unbalanced case but this method does not always have a confidence coefficient greater than the specified 1 -o.
In this article three new methods A, Band C are proposed for finding confidence intervals for u~ for the unbalanced one-way design. At least one method, method A, has confidence coefficient ~ 1 -o.
The Balanced One-Way Classification
Consider the one-way random effects model
where J.l is a constant parameter, Ai and Eij are independent normal random variables with zero means and variances u~ and Uk respectively. An ANOVA 
. (10) . See Graybill (1976) .
where
where By the Bonferroni method the intersection of (8) and (10) Method 5:
By the Bonferroni method the intersection of (9) and (10) 3 Unbalanced One-Way Design
The above five methods are appropriate for balanced one-way models. Now consider the unbalanced model given by
( 1,5) where /1 is a constant parameter, A, and Eij are independent normal random variables with zero means and variances a~ and a1 respectively.
In this section we will present three new methods for obtaining confidence intervals for a~ for the model in (15). The three methods are Any of the five methods presented in section 2 can be modified for the unbalanced case but we chose TW's method rather than Howe's or Bulmer-Moriguti's method to modify because it has been shown that of the three methods, although Howe's method is the best, T\V's method is "almost" as good as Howe's method and in many cases is "as" good. Also it has been proved by Wang (1990) that the confidence coefficient using the TW method is 2: 1 -a. In addition the T\V formula is the simplest of the three methods to compute. ·We also examine methods Band C for the unbalanced case since they have not been previously examined.
First we state three theorms that will be used to derive methods A, B, and C. non-zero characteristic roots of Ab and iii are independent chi-squared random variables where each has one degree of freedom. For a discussion of this theorem see Graybill (1976) .
Theorem 3
If ~irnm and 'Imax are the minimum and maximum non-zero characteristic roots of AL, then (16 ) where (jmin and (jmax are the minimum and maximum characteristic roots of L.
We will outline a proof of this theorem. 
where L2 is a principal (a -1) X (a -1) submatrix of Q'LQ. By the seperation theorem (Wilkinson 1972) (20) and (21) where m and M are the minimum and maximum of biS respectively for i = 1, ... , a. Hence In order to modify method 4 we will take the intersection of (22) and (23) By the Bonferroni method the intersection of (28) with equation (10) 
Evaluation of the Procedures
The only known method for obtaining confidence intervals with confidence coefficients ~ 1 -0: for the unbalanced model in (15) is to discard data at random in each cell so that all cells contain m=min(bi ) observations and use the TW method for the resulting balanced model. We will denote this method as the discarded TW method, DTW. Simulation was used to evaluate methods A, B, and C, by computing confidence coefficients and expected widths. These were compared with the DTW procedure as the standard. It can be shown that the confidence coefficients for methods A, B, C and DTW depend on the unknown parameters a~ and a1 only through p where p = a~/(a~ + a1). Thus the confidence coefficients depend on bi, a, 1 -0:, which are known and p which is unknown. For details see Fayyad (1993) .
Simulations were used to evaluate and compare the methods. The values of p were taken to be 0.01(0.01)0.1,0.1(0.1)0.9,0.99. The values of a used were 3,4,8 and 10; various values of bi were used for each value of a; 1 -0: was taken as 0.90, 0.95, 0.99. Tables (1) , (2), (3) and (4) The 'expected widths' ElL -a~I/(a~ + a1) were used for the lower bounds, and EIU -a~I/(a~ + a1) for the upper bounds. The average widths were computed for methods A, B, C and DTW. The ratio of the average width for methods A, B, and C to the average width using the DTW procedure was computed. Thus to evaluate procedures A, Band C for lower bounds we computed and ElLA -a~I/EILDTw -a~l, EILB -a~I/EILDTw -a~1
EILe -a~I/EILDTw -a~l· The same was done for upper bounds.
Tables (1), (2), (3) and (4) summarize the results obtained. Tables (1) and (2) show the ranges of confidence coefficients where the confidence coefficients are calculated for each value of p and the minimum and maximum confidence coefficients are given. Tables (3) and (4) give the minimum and maximum values of ratios of expected widths where the ratios are calculated for each value of p. From Tables (1) and (2) the confidence coefficients for upper and lower confidence bounds are ~ 1 -0: except for one case where method C does not attain the stated confidence coefficient for the upper bound. From Table ( 3) for moderately unbalanced data method A gives the lowest expected width.
Once the data becomes very unbalanced, method A gives larger expected widths than the DTW method; however method C has lower expected widths than method A in some of the cases but it still has slightly larger expected width than the DTW procedure. These unbalanced cases are extreme and would very rarely occur in practical situations; hence for practical situations method A seems to be the 'best' for upper bounds. For the lower bounds (Table 4 ) method A has the smallest expected widths for balanced, moderately unbalanced and very unbalanced designs, hence method A seems to be the best of the four procedures for lower bounds. So overall \ve recommend that method A be used to compute upper, lower and two sided confidence intervals for ()~ in the unbalanced one-way variance components model. Swallow and Searle (1978) presented the data shown in the Table below in which five groups of vegetahle oil were randomly selected from a moving production line and weighted. We will compute lower, and upper confidence bounds for ()~, the variance of a single weighing. using method A and method B. The data are used to calculate Y' AY = 0.0142.5 and 81 = 0.00214, and these were substituted into formulas (24), (25), (26) and (27). 
An Example

