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„Ich hätte mit 16 gerne gewusst, dass das Einzige, was zwischen uns und dem Leben steht, 
 die eigene Angst ist, und dass man sie nicht füttern darf, indem man ihr nachgibt.  
Ich hätte gerne gewusst, dass es keine Veränderung gibt, ohne dass man dafür mit Angst 
bezahlen muss, und wie wunderbar, glücklich und frei es macht,  









Phonotaktik beschreibt die mögliche Anordnung von Phonemen innerhalb eines Wortes, 
Morphems oder einer Silbe in einer bestimmten Sprache. Im Deutschen ist /br/ ein zulässiger, 
„legaler“  Silbenkopf und steht am Anfang von Worten wie Brot, breit und Brief. /bz/ hingegen ist 
ein nicht zulässiger, „illegaler“ Silbenkopf, mit dem kein Wort beginnt. Im Slovakischen hingegen ist 
/bz/ ein legaler Silbenkopf. 
Diese Studie untersucht erstmals die Verarbeitung von phonotaktischem Material bei Patienten, die 
eine Läsion der perisylvischen Sprachareale in der linken Hirnhemisphäre erlitten haben, im 
Vergleich zu gesunden Probanden. 
Methodische Grundlagen der Studie sind die Elektroenzephalographie (EEG) und die strukturelle 
Magnetresonanztomographie (MRT), sowie drei klinische Aphasietests zur phonologischen, 
semantischen und lexikalischen Unterscheidung (LEMOs). Diese wurden sowohl einzeln 
ausgewertet, als auch mit der Methode der Voxel-basierten Läsion-Symptom-Kartierung (VLSM) 
miteinander korreliert. Die EEG soll vor allem den Zeitverlauf darstellen, während die VLSM-
Analysen Regionen abgrenzen sollen, die an der Verarbeitung von phonotaktischem Material 
beteiligt sind.  
In den vereinzelten Studien, die die neuronale Grundlage phonotaktischer Verarbeitung 
untersuchten, wurden bisher  frontotemporale und temporale Bereiche dafür identifiziert. Bis dato 
ist unklar, ob phonotaktische Verarbeitung eher ein sublexikalischer Prozess ist der „Bottom-up“ 
stattfindet, oder ob er eher „Top-down“ vom Lexikon beeinflusst wird.  
In der vorliegenden Arbeit wurden den 70 Probanden 252 einsilbige Pseudowörter auditorisch 
präsentiert und währenddessen ein EEG abgeleitet. Die Stimuli wurden als unabhängige Variable 
so manipuliert, dass je 84 mit legalem und illegalem Silbenkopf begannen. 84 weitere Stimuli 
waren rückwärts abgespielte Stimuli aus beiden Kategorien. Lexikalische Einflüsse wurden durch 
das Verwenden von Pseudowörtern ausgeschlossen. Hinsichtlich ihrer Sprachnatürlichkeit wurden 
die Stimuli mit Pseudowörtern kontrolliert, die mit slovakischen Silbenköpfen begannen und die 
entgegengesetzte Legalität hatten. 
Die Studie zeigte folgende Ergebnisse:  
EEG: Es ergab sich ein signifikanter Unterschied zwischen vorwärts und rückwärts abgespielten 
Stimuli für beide Gruppen (Patienten und Kontrollen) und über alle Elektroden verteilt im 




EEG/MRT (VLSM): Der Kontrast zwischen vorwärts und rückwärts abgespielten Stimuli korrelierte 
mit Bereichen im hinteren und unteren Parietallappen, einschließlich des Gyrus supramarginalis 
und Gyrus angularis (IPC/PPC). Der Kontrast zwischen legalen und illegalen Stimuli im EEG 
korrelierte mit Bereichen im mittleren und vorderen Teil des mittleren und oberen 
Temporallappens (MTG/STG)  
LEMO: In allen drei klinischen Aphasietests (phonologisch, lexikalisch und semantisch) machten die 
Patienten signifikant mehr Fehler als die Kontrollprobanden. 
LEMO/MRT (VLSM): Frontale Läsionen im Bereich des IFG korrelierten mit einem schlechteren 
Ergebnis im semantischen Test (SEM). Läsionen im hinteren temporo-parietalen Bereich (Gyrus 
angularis) korrelierten mit einem schlechteren Abschneiden im phonologischen Test (PHON). Die 
Korrelation von Läsion und Ergebnis im lexikalischen Test (LEMO , LEX) wurde nicht signifikant. 
Die Ergebnisse legen nahe, dass Patienten mit Läsion im Sprachnetzwerk phonotaktisches Material 
ähnlich wie gesunde Probanden verarbeiten. Insgesamt unterstützt die Studie eher die These eines 
Top-down lexikalischen Einflusses als einer Bottom-up sublexikalischen Verarbeitung. 
Rückwärtssprache wird von beiden Gruppen anders als Vorwärtssprache verarbeitet und führt zu 
einer signifikanten Negativierung im EEG um 400ms. Die Studie bestätigt den Gyrus temporalis 
superior (STG) als relevante Region zur Unterscheidung von phonotaktischen Merkmalen. 
Erstmals wurde in diesem Zusammenhang die Methode der Voxel-basierten Läsion-Symptom-
Kartierung (VLSM) angewendet. Die Kongruenz der Ergebnisse mit der vorhandenen Literatur gibt 
erste Hinweise für die Validität dieses Verfahrens, sodass vorgeschlagen wird, es in weiteren 






Aus Teilen der vorliegenden Studie ist ebenfalls folgende Veröffentlichung entstanden:  
Obrig, H.; Mentzel, J.; Rossi, S. (2016): “Universal and language-specific sublexical cues 
in speech perception: a novel electroencephalography-lesion approach.” In: Brain (139) 
S. 1008-16 







Sprache ist die dem Menschen eigene arbiträre Zuordnung von gedanklichen Inhalten zu 
Symbolen und Lautsequenzen. Die Verarbeitung von Sprache ist ein hochautomatisierter Prozess, 
der innerhalb von Millisekunden abläuft und dem sich der Rezipient nicht bewusst ist. Beim Hören 
gesprochener Sprache durchläuft das aufgenommene Signal verschiedene Ebenen der 
Sprachverarbeitung. Diese umfassen die auditorische Analyse, die Informationen wie Frequenz, 
Dauer und Intensität erfasst und auditorisch-basierte Repräsentationen des Sprachsignals erstellt, 
die akustisch-phonetische und phonologische Analyse, die Silben und Phoneme erkennt und 
schließlich höhere kognitive Ebenen wie die lexikalisch-semantische Repräsentation und das 
Erfassen von Syntax (Frauenfelder, Tyler, 1987). Eine besondere Herausforderung besteht darin, 
aus dem kontinuierlich eingehenden akustischen Signal einzelne Sprachsegmente wie Wörter 
herauszufiltern. Es gibt keine systematischen Pausen, die Wortende und –beginn markieren 
(Friederici, 1999). 
Eine Läsion im neuronalen Netzwerk, das die Sprachfähigkeit unterhält führt zu Störungen die 
teilweise mit sehr spezifischen Verarbeitungsschritten interferieren. Daher lässt sich die Komplexität 
von Sprache durch Untersuchung der betroffenen Patienten teilweise sehr genau darstellen. 
 
Sprachforschung ist die Schnittstelle verschiedener wissenschaftlicher Disziplinen (Linguistik, 
Neuropsychologie, Neurowissenschaften, Psycholinguistik) und kann aus verschiedenen 
Perspektiven beleuchtet werden. Hierzu werden abstrakte Konzepte von Sprache mit 
neurowissenschaftlichen Analysen kombiniert.  
 
1.1 Neuronale Netzwerke der Sprachverarbeitung 
 
Den Grundstein für die Forschung zur Aphasie und der klassischen Aphasiologie setzte Carl 
Wernicke im Jahr 1874. Der damals 26-Jährige verfasste die Monographie „Der aphasische 
Symptomencomplex. Eine psychologische Studie auf anatomischer Basis.“ und vollendete damit 
die Arbeiten seiner Vorreiter, Franz Joseph Gall und Paul Broca. Diese teilten die Vorstellung, dass 
es im menschlichen Gehirn Sprachzentren sowie Verbindungen zwischen diesen Sprachzentren 
gibt. Läsionen der Verbindungen und/oder der Zentren führten zu aphasischen Syndromen, also 
feststehenden und komplexen Symptomkombinationen. Theodor Meynert, der in Wien Lehrer von 




neuronalen Fasersystems und beschrieb schon implizit, dass Sprachstörungen außer 
Produktionsstörungen auch Rezeptionsstörungen sein können. Auf dieser Grundlage verfasste 
Wernicke seine Arbeit. Er beschrieb zwei funktionelle Sprachzentren auf der Großhirnrinde, ein 
motorisches Areal im Stirnhirn, welches Broca zuvor als Sprachzentrum deklariert hatte, und ein 
sensorisches Zentrum in der ersten Schläfenwindung. Beide Zentren bilden nach Wernicke einen 
psychischen Reflexbogen als Grundlage für Spracherwerb und Sprachverarbeitung. Aphasie sei 
eine Unterbrechung dieses Reflexbogens beim normalen Sprachvorgang. Er lieferte damit ein 
Modell, was anhand von klinischen Fällen und Studien mehrfach überprüft werden konnte und 




Dank der Erfindung der PET (Positronen-Emissions-Tomographie) und der fMRT (funktionellen 
Magnetresonanztomographie) Ende des 20. Jahrhunderts konnte die Verarbeitung von Sprache im 
Gehirn präziser untersucht werden. 
 
1.1.1 Das duale Pfadsystem 
 
Ein Rahmenkonzept, welches die funktionelle Anatomie von Sprache verständlicher machen soll, ist 
das „Dual Stream Model“ (Hickok, Poeppel, 2000). Es wurde auf der Basis der Verarbeitung von 
einzelnen gehörten Wörtern entwickelt und integriert Erkenntnisse aus den verschiedenen 
Abbildung 1: Klassisches 
Sprachmodell (aus Shalom, Poeppel, 
2008) 
Broca-Areal im linken posterioren  
Gyrus frontalis inferior (IFG, 
historisch mit der Sprachproduktion 
assoziiert) und Wernicke-Areal im 
posterioren Gyrus temporalis 
superior (STG ,historisch mit dem 
Sprachverständis assoziiert) und der 
Fasciculus arcuatus, der die beiden 





Teilgebieten der Sprachforschung. Hickok und Poeppel zufolge findet eine frühe akustisch-
phonetische Verarbeitung des auditiven Signals in Hörfeldern im hinteren STG (Gyrus temporalis 
superior) statt, gefolgt von einem ventralen Verarbeitungspfad, der dem eingehenden Laut eine 
Bedeutung zuordnet und einem dorsalen Verarbeitungspfad, der dem Laut seiner artikulatorischen 
Repräsentation zuordnet. Der ventrale Verarbeitungspfad verläuft vom STG zum unteren hinteren 
Temporallappen (pITL), wo die Schnittstelle von auditorischem Signal und semantischer 
Repräsentation vermutet wird. Der stärker links-lateralisierte dorsale Verarbeitungspfad projiziert 
zur Area Spt (Fissura sylvii an der Grenze vom temporalen zum parietalen Teil) und schließlich 
nach frontal zum pIF (hinteren unteren Frontallappen). Er überträgt den Laut auf motorische 
Netzwerke, eine Funktion die für den Spracherwerb unabdingbar ist, die aber auch die Grundlage 
für das verbale Arbeitsgedächtnis wie es von Baddeley (Baddeley, 1992) beschrieben wurde, bildet. 
Je nach Aufgabenstellung kommt es zu unterschiedlich starker Aktivierung der beiden Pfade 
(Hickok, Poeppel, 2004). 
 
Das Modell liefert insbesondere Hinweise, dass sublexikalisches Verständnis getrennt von 
Wortbedeutungsverständnis abläuft: es gibt Patienten mit Defiziten in sublexikalischen Aufgaben, 
die dennoch ein intaktes Wortverständnis haben (Hickok, Poeppel, 2004). 
Ein ähnlicher Ansatz ist das „Dynamic Dual Pathway Model“ (Friederici, Alter, 2004). Es legt 
besonderen Fokus auf die Integration von segmentalen Verarbeitungsprozessen gesprochener 
Sprache, wie die Unterteilung in Phoneme, Wörter und syntaktische Elemente und 
suprasegmentale Informationen wie Prosodie. Nach dem Modell werden syntaktische und 
semantische Informationen in einem linkshemisphäriellen, temporo-frontalen Netzwerk verarbeitet 
und prosodische Informationen wie Tonhöhenunterschiede primär rechtshemisphärisch. Dabei 
wird die linke Hemisphäre umso mehr hinzugezogen, je stärker der Stimulus in einen linguistischen 
Kontext einbezogen ist und je mehr segmentale Informationen vorhanden sind. Ein dynamisches 
Zusammenspiel der Prozesse zwischen den Hemisphären findet über das Corpus Callosum statt. 
 
1.1.2 Weitere Studien zur Bildgebung von Sprachverarbeitungsmodellen 
 
Studien, die mittels funktioneller Läsionen kortikale Regionen der einzelnen 
Sprachverarbeitungsschritte identifizieren wollten, fanden eine Assoziation von akustisch-
phonetischer Verarbeitung mit dem mittleren-hinteren Teil des STG (Boatman et al., 2004). 
Phonologische Verarbeitung zeigte eine Überschneidung mit diesen Netzwerken sowie mit Teilen 




Schnittstelle zu lexikalisch-semantischer Verarbeitung war breiter gestreut, in verschiedenen 
Anteilen des Temporal-, Frontal- und Parietallappens und am temporoparietalen Übergang. 
Eine Metaanalyse von Vigneau et al. aus dem Jahr 2006 schloss 129 Bildgebungsstudien ein, um 
ein Gesamtbild der Regionen, die an der linkshemisphärischen Sprachverarbeitung beteiligt sind, 
darzustellen. Dazu wurden die Punkte, an dem die höchste Aktivierung für bestimmte Kontraste 
der phonologischen, semantischen und syntaktischen Verarbeitung von Sprache gefunden wurde, 
in dem neurologischen Koordinatensystem MNI-Space gruppiert. Dabei fanden sich elf Cluster für 
die phonologische Verarbeitung, von denen fünf frontal und elf temporal lokalisiert waren. Die vier 
Cluster für die semantische Verarbeitung verteilten sich vor allem auf den Gyrus frontalis inferior 
(IFG) und den Übergang zum Gyrus praecentralis, und die sieben Cluster für die syntaktische 
Verarbeitung verteilten sich auf den mittleren und unteren Temporallappen (Vigneau et al., 2006, 








Abbildung 2: Übersicht der Metaanalyse (aus 
Vigneau et al., 2006) 
Oben: Sagittale Projektion der 730 Punkte mit 
der höchsten Aktivierung für die Kontraste 
Phonologie (blau), Semantik (rot) und Syntax 
(grün) 
 
Unten: Cluster für phonologische (blau), 
semantische (rot) und syntaktische Prozesse 
(grün)  
 
RolS, Sulcus Rolandi; RolOp, Operculum rolandi; 
F3t, Pars triangularis des linken IFG; F3op, Pars 
opercularis des linken IFG, F3orb, Pars orbitalis 
des linken IFG; SMG, Gyrus supramarginalis; PT, 
Planum temporale; T1, Gyrus temporalis superior; 
T2, Gyrus temporalis medius; T3, Gyrus 
temporalis inferior; Prec, Gyrus praecentralis; F2, 
Gyrus frontalis medius; PrF3op, Gyrus 
praecentralis/F3op Übergang; STS, Sulcus 
temporalis superior; AG, Gyrus angularis; Fusa: 
Gyrus fusiformis anterior, anterior; p, posterior; l, 





1.2 Psycholinguistische Modelle der Sprachverarbeitung 
 
Psycholinguisten haben für die Art und Weise, wie Wörter im Gehirn gespeichert sind, den Begriff 
des mentalen Lexikons etabliert. Sie beschreiben ein abstraktes Netzwerk aus Informationen über 
die Lautstruktur auf der einen, und die Bedeutung und Wortart eines Wortes auf der anderen Seite 
(Aitchison, 1997). Psycholinguistische Modelle der Sprachverarbeitung versuchen eine Erklärung zu 
bieten, in welcher Weise sensorische Repräsentationen eines gesprochenen Wortes mit dem 
mentalen Lexikon in Kontakt treten.  
 
Dem Kohorten-Modell (COHORT, Marslen-Wilson, 1980) zufolge aktiviert akustisch-phonetische 
Information am Wortbeginn als Bottom-up-Prozess alle dazu passenden Worte. Diese stellen die 
Kohorte dar, aus der kontextbezogen Wortkandidaten wieder deaktiviert werden. 
 
Das TRACE-Modell (TRACE I und II) beruht auf dem Prinzip der gegenseitigen Aktivierung und 
Hemmung verschiedener Verarbeitungseinheiten. Die Verarbeitungseinheiten repräsentieren 
verschiedene Einzelhypothesen, die Einfluss auf andere Einheiten nehmen können und diese im 
Verlauf der Informationsverarbeitung beschränken oder aktivieren. Ein gehörtes Sprachsignal 
durchläuft drei Ebenen von Verarbeitungseinheiten, die es jeweils auf unterschiedliche Hypothesen 
prüfen: Merkmal des Sprachlauts, Phonem- und Wortebene. Dabei hinterlässt das Signal eine 
Informationsspur aus aktivierten Verarbeitungseinheiten, „Trace“. Sie dient sowohl zur Perzeption 
als auch als Arbeitsgedächtnis des Systems. TRACE versucht, sowohl Computermodellen, als auch 
psychologischen Modellen von Sprachverarbeitung standzuhalten. Es erklärt im Gegensatz zum 
Kohorten-Modell, dass Wörter auch erkannt werden, wenn der Wortbeginn fehlerhaft 
ausgesprochen wurde. Das Segmentationsproblem, also das Erkennen der Wortgrenzen im 
Redefluss wird laut TRACE gelöst, indem eine stärkere Aktivierung von Wörtern die 
Wahrscheinlichkeit für Wortgrenzen erhöht (McClelland, Elman, 1986). 
 
Das konnektivistische SHORTLIST-Modell (Norris, 1994) schlägt zwei Verarbeitungsebenen vor: auf 
der ersten Ebene wird durch „Bottom-up“ orientierte Hemmung und Erregung eine Liste von 
möglichen Kandidaten erstellt, die zum wahrgenommenen Signal passen. Auf einer zweiten Ebene 
werden diese Wortkandidaten in ein interaktives Aktivierungsnetzwerk einbezogen und durch 
laterale Inhibition in den Wettbewerb geschickt. Später wurde das Modell abgewandelt. Man ging 
nun davon aus, dass sich Rezipienten beim Erkennen von Wörtern im kontinuierlichen Redefluss 




aufgenommenen Eingangssignal mit Vorwissen über die Wahrscheinlichkeit für das Auftauchen 
bestimmter Wörter kombinieren, und dass das Eingangssignal eher aus 
Phonemwahrscheinlichkeiten, als aus festen Phonemsequenzen besteht (Norris, McQueen, 2008). 
 
Eine Studie, die eine neuronale Grundlage dieser Modelle suchte, fand eine Aktivierung des Gyrus 
frontalis inferior (IFG, BA47/45) in beiden Hemisphären für Wörter, die mit einer großen Gruppe 
von ähnlichen Wortkandidaten (Kohorte) konkurrierten. Wörter, die stärkere semantische 
Eigenschaften hatten, aktivierten den linken hinteren Gyrus temporalis medialis und den linken 
Gyrus angularis (LpMTG/AG (BA 39)). Je höher die Konkurrenz innerhalb einer Kohorte war, desto 
stärker viel der Einfluss von semantischen Merkmalen ins Gewicht. Diese Interaktion zwischen der 
Konkurrenz verschiedener Wortkandidaten um das Lexikon und den semantischen Merkmalen 
zeigte sich in einer Aktivierung des linken parietalen Gyrus temporalis superior (LpSTG/MTG (BA 
21/22)). Die Ergebnisse ließen darauf schließen, dass Top-Down-Prozesse eine umso größere Rolle 
spielen, je höher die Konkurrenz zwischen Wortkandidaten ist, während bei niedriger Konkurrenz 
eher Bottom-Up-Prozesse die Suche nach passenden Kandidaten im Lexikon unterstützen 








Innerhalb der Sprachwissenschaft gehört die Phonotaktik zum Gebiet der Phonologie. Diese 
beschäftigt sich mit den Zusammenhängen von Sprachlauten in einer bestimmten Sprache. 
Die phonotaktischen Regeln einer Sprache beschränken die mögliche Anordnung von Phonemen 
innerhalb eines Wortes, eines Morphems oder einer Silbe (Trask, 1996). 
Beispielsweise lassen silbenbezogene phonotaktische Beschränkungen im Deutschen /br/ als 
Silbenkopf (Onset) zu, /bz/ jedoch nicht. /Br/ ist ein legaler Silbenkopf im Deutschen, /bz/ ein 
illegaler Silbenkopf. Anders ist es im Slovakischen, hier ist /bz/ ein legaler Silbenkopf. Die beiden 
Sprachen unterscheiden sich hinsichtlich ihrer Silbenstrukturbedingungen1. 
Pseudowörter werden unabhängig vom semantischen Kontext auf einer prälexikalischen Ebene 
unterschiedlich verarbeitet, je nachdem welchen phonotaktischen Regeln sie folgen (Friedrich, 
Friederici, 2005; Rossi et al., 2011). Phonotaktische Einschränkungen sind wichtige Anhaltspunkte 
für die Segmentierung von kontinuierlicher Sprache. Erste Evidenz dazu brachte ein Experiment 
von James McQueen (McQueen, 1998), der zeigen konnte, dass einsilbige Nonsenswörter leichter 
in einem durchgängigen Redefluss zu identifizieren sind, wenn sie in Reihe mit anderen 
Nonsenswörtern päsentiert werden, deren Silbenkopf phonotaktischen Regeln der Sprache 
entspricht. Folgten auf die Nonsens-Zielwörter andere Nonsenswörter ohne phonotaktisch legalen 
Onset, wurden diese weniger leicht erkannt. Dies scheint für europäische Sprachen wie Holländisch 
genauso zu gelten wie für nicht-europäische Sprachen, beispielsweise Kantonesisch (Yip, 2015). 
Legale Konsonantencluster erleichtern das Erkennen von potentiellen Silben der jeweiligen 
Sprache. 
 
Eine Studie, die den Einfluss von phonotaktischer Abweichung auf die Sprachverarbeitung 
zwischen verschiedenen Sprachen (Französisch und Japanisch) untersuchte kam zu dem Ergebnis, 
dass die phonotaktische Verarbeitung stark von dem Phoneminventar der jeweiligen Sprache 
abhängt (Dehaene-Lambertz et al., 2000). Die Autoren ordneten die phonotaktische Verarbeitung 
von Wörtern als einen frühen, prälexikalischen Schritt der Sprachverarbeitung ein. 
Eine andere Studie bestätigte diese Abhängigkeit vom Phoneminventar. So führen phonotaktisch 
illegale Konsonantencluster als Silbenkopf zu einer Verzerrung der Wahrnehmung, sodass ein 
legaler Konsonantencluster gehört wird (Hallé et al., 1998). Aber auch über verschiedene Sprachen 
hinweg scheint es bestimmte „universelle“, weniger bevorzugte Konsonsonantencluster zu geben, 
die zu einer Wahrnehmungsverschiebung führen. So zeigten Englische und Russische Probanden 
                                                 




dieselbe Fehlwahrnehmung, wenn ihnen monosilbische Pseudowörter mit dem 
Konosonantencluster /lb/ präsentiert wurden (Berent et al., 2007). Dieses Phänomen wird auch als 
„phonotaktische Reparatur“ bezeichnet.  
 
Phonotaktisches Wissen beeinflusst schon bei Kindern indirekt die Verarbeitung von gehörter 
Sprache. Neunmonatige Kinder hören bevorzugt Wörter, die den phonotaktischen Regeln ihrer 
Muttersprache folgen (Friederici, Wessels, 1993; Mattys et al., 1999; Mattys, Jusczyk, 2001), und 
zwölfmonatige Kinder zeigen Unterschiede in der Verarbeitung von phonotaktisch legalen und 
illegalen Nichtwörtern in linksfrontalen Hirnregionen (Friedrich, Friederici, 2005). Bevor Kinder 
lexikalisches Wissen erwerben, müssen sie sich auf andere segmentale und suprasegmentale 
Merkmale der Sprache verlassen, die Hinweise für Wortgrenzen bieten.  
Phonotaktische Verarbeitung von Silben ändert sich, wenn man über einen kurzen Zeitraum mit 
den phonotaktischen Regeln einer fremden Sprache konfrontiert wird (Rossi et al., 2013). Dieser 
Lerneffekt zeigt sich schon nach kurzer Exposition (Ulbrich et al., 2016). 
 
Des Weiteren spielen Effekte der sogenannten phonotaktischen Wahrscheinlichkeit und der 
Nachbarschaftsdichte eine Rolle bei der Verarbeitung gesprochener Sprache. Dabei versteht man 
unter phonotaktischer Wahrscheinlichkeit die Frequenz einer bestimmten Lautfolge an einer 
bestimmten Wortposition. Unter Nachbarschaftsdichte versteht man hingegen, wie viele ähnliche 
Einträge es für ein bestimmtes Wort oder einen Wortbeginn im mentalen Lexikon gibt. Es hat sich 
gezeigt, dass gehörte Wörter und Nichtwörter mit hoher phonotaktischer Wahrscheinlichkeit und 
hoher Nachbarschaftsdichte im EEG eine größere P2 (um 240-300ms) hervorrufen, als solche mit 
niedriger phonotaktischer Wahrscheinlichkeit und niedriger Nachbarschaftsdichte. Dies lässt darauf 
schließen, dass weniger wahrscheinliche Wortkandidaten schon früh ausgeschlossen bzw. 
unterdrückt werden (Hunter, 2013). In einer Studie, die den Einfluss von Bottom-Up- und Top-
Down-Mechanismen auf die Verarbeitung von Wörtern und Nichtwörtern mit unterschiedlicher 
phonotaktischer Wahrscheinlichkeit mittels einer Konnektivitätsanalyse untersuchte, konnte 
außerdem gezeigt werden, dass Top-Down-Mechanismen den größeren Einfluss im Vergleich zu 
Bottom-Up-Prozessen hatten. Stimuli mit hoher phonotaktischer Wahrscheinlichkeit wurden von 
Arealen unterdrückt, mit denen man lexikalische Repräsentationen verbindet (Gow, 2015). 
 
Ein anderer, häufig diskutierter Einfluss auf die Segmentierung von gehörter Sprache in einzelne 
Wörter und Phoneme ist die Prosodie. So unterscheiden Hörer in gesprochener Sprache betonte 




unbetonten Silben anfangen. Kinder verlassen sich auf den Rhythmus von Sprache, um diese zu 
segmentieren (Cutler, 1994). Prosodie wird am ehesten rechtshemisphärisch verarbeitet, in einem 
dorsalen und ventralen Verarbeitungspfad, der den Sulcus temporalis superior (STS), den 
prämotorischen Kortex (PMC) und den Gyrus frontalis inferior (IFG) umfasst (Sammler, 2015). 
  
1.4 N400 als ereigniskorreliertes Potential in der Wortverarbeitung 
 
Ein ereigniskorreliertes Potenzial, welches die (phonotaktische) Verarbeitung von Wörtern 
reflektiert, ist die N400. Sie ist eine Negativierung, die etwa 400 ms nach Stimulusbeginn im EEG 
ableitbar ist. Erstmals beschrieben wurde die N400 von Kutas und Hillyard. Sie konnten zeigen, 
dass semantische Abweichungen am Ende von Sätzen, also Sätzen, die mit einem unerwarteten, 
nicht in den Kontext passenden Wort enden, eine N400 hervorrufen. Starke Abweichungen führten 
dabei zu einer stärkeren Negativierung als moderate Abweichungen (Kutas, Hillyard, 1980). In den 
folgenden Jahrzehnten wurde die N400 als vielfältige Komponente beschrieben, die nicht nur auf 
semantische Manipulation reagiert, sondern auch auf die Verarbeitung von Objekten, Gesichtern, 
Gesten, mathematischen Operationen, das semantische Gedächtnis und Wiedererkennung. Von 
Kutas und Federmeier wird sie dabei am ehesten als die Suche nach Bedeutung bzw. die 
Unterscheidung von bedeutungsvoll von nicht bedeutungsvoll charakterisiert (Kutas, Federmeier,  
2011). Auch die Verarbeitung von Pseudowörtern (Nichtwörtern) zeigte einen Effekt auf die N400, 
was darauf schließen ließ, dass sie nicht nur semantische Verarbeitung, sondern auch eine 
prälexikalische Ebene der Sprachverarbeitung widerspiegelt (Deacon et al., 2004). 
Rossi et al. konnten zeigen, dass Nichtwörter mit legalem Silbenkopf eine größere N400 
hervorriefen, als Nichtwörter mit illegalem Silbenkopf. Da diese ohne jeglichen lexikalisch-
semantischen Kontext präsentiert wurden, unterstütze diese Dissoziation im EEG die These, dass 
prälexikalische Schritte, also auch die phonotaktische Analyse der Sprachverarbeitung die N400 
modulieren.  
Eine kleinere N400 für phonotaktisch illegale im Vergleich zu legalen Pseudowörtern ließ darauf 
schließen, dass diese früh als potenzielle Kandidaten fürs mentale Lexikon ausgeschlossen werden, 





1.5 Weitere ERPs im Zusammenhang mit phonotaktischer/sublexikalischer 
Verarbeitung 
 
Weitere ereigniskorrelierte Potentiale, die im Zusammenhang mit phonotaktischer Verarbeitung 
und der Verletzung phonotaktischer Regeln gefunden wurden, sind die Mismatch negativity 
(Steinberg et al., 2010) und eine späte positive Komponente (Domahs et al., 2009). Die Mismatch 
negativity (MMN) zeigte sich zwischen 200 und 300ms nach Stimulusbeginn stärker für Wörter, die 
eine bestimmte phonotaktische Regel im Deutschen verletzten, als für Wörter, die der Regel 
folgten. Bei dieser Regel handelt es sich um die sogenannte „Dorsal Fricative Assimilation“, die 
beschreibt, dass die Ausprägung eines dorsalen Frikativs vom vorausgehenden Vokal abhängt und 
nur bestimmte Lautkombinationen möglich sind. Domahs et al. untersuchten die phonotaktische 
Verletzung des sogenannten „Obligatory Contour Principle“ (OCP): der Konsonant an 2. und 4. 
Stelle eines Wortes müssen identisch sein, dann gilt ein Wort als phonologisch wohlgeformt. Sie 
untersuchten die ERPs auf wohlgeformte und nicht wohlgeformte Pseudowörter sowie auf Wörter. 
Während die N400 nur Wörter und Pseudowörter unterschied in dem Sinne dass Pseudowörter 
eine N400 hervorriefen und Wörter nicht, gab es zu einem späteren Zeitpunkt eine 
Unterscheidung zwischen den phonotaktischen Bedingungen. Die nicht wohlgeformten 
Pseudowörter riefen im Gegensatz zu den wohlgeformten eine späte positive Komponente hervor.  
 
1.6 Phonotaktische/Sublexikalische Verarbeitung in der Bildgebung 
 
Rossi, Jürgenson et al. versuchten in einer ersten Studie, mittels fNIRS phonotaktischer 
Verarbeitung ein Hirnareal zuzuordnen und fanden eine Aktivierung in temporalen und 
frontotemporalen Netzwerken im Bereich des IFG (Gyrus frontalis inferior) und STG. (Gyrus 
temporalis superior). Außerdem konnten sie im simultan gemessenen EEG eine größere N400 für 
phonotaktisch legale im Vergleich zu phonotaktisch illegalen Pseudowörtern auf den 
Mittellinienelektroden (Cz,CPz,Pz) nachweisen (Rossi et al., 2011).  
 
Eine Studie, die mittels fMRI versuchte, Regionen zu lokalisieren, die bei der Verarbeitung von 
Pseudowörtern aktiviert werden, fand keinen Unterschied in der Aktivierung von Hirnregionen 
zwischen phonotaktisch legalen und illegalen Pseudowörtern. Für die Verarbeitung von Wörtern 
und Pseudowörtern hingegen ergab sich ein Unterschied: Wörter führten zu einer stärkeren 
Aktivierung als Pseudowörter im linken hinteren mittleren Temporallappen und Gyrus angularis 




und dem rechten IFG). Außerdem ergab sich ein Unterschied zwischen Pseudowörtern, die in 
Metrik und Silbenstruktur einem existierendem Wort ähnelten („lexikalisch transparenten 
Pseudowörtern“) und Pseudowörtern, die sich in diesen Merkmalen stark von realen Wörtern 
unterschieden („lexikalisch wenig transparenten Pseudowörtern“). Erstere aktivierten die 
temporoparietale Region stärker als letztere (Raettig, Kotz, 2008).  
Vaden, Piquado und Hickok fanden eine Korrelation zwischen der phonotaktischen Frequenz von 
Pseudowörtern und einer Aktivierung des Broca-Areals und schlossen daraus, dass die 
sublexikalische Verarbeitung ein eher suprasegmentaler Prozess ist, der auch auf artikulatorischen 
Prozessen basiert (Vaden et al. 2011). 
Insgesamt sind Gehirnareale bzw. ERPs, die für die phonotaktische Verarbeitung wichtig sind, 
jedoch noch nicht ausreichend untersucht und für Patienten mit Läsionen im Sprachnetzwerk noch 
gar nicht untersucht. 
1.7 Rückwärtssprache 
 
In einem Experiment, das unter anderem die ERPs auf rückwärts abgespielte Wörter untersuchte, 
riefen diese keine klassische N400 hervor. Allerdings fand sich zu einem früheren Zeitpunkt von 
150-300ms eine stärkere Negativierung im Vergleich zu Pseudowörtern (Holcomb, Neville 1990). 
Obwohl Rückwärtssprache keinen phonotaktischen Regeln folgt und nicht aus Phonemen besteht, 
aktiviert sie ähnliche Hirnregionen wie Sprache. So zeigte eine fMRI-Studie, die BOLD-Kontraste im 
Bereich des Temporallappens in Reaktion auf verschiedene Stimuli wie unstrukturierten Lärm, 
frequenzmodulierte Töne, Rückwärtssprache, Pseudowörter und Wörter untersuchte, dass der 
Sulcus temporalis superior (STS) von Rückwärtssprache, Pseudowörtern und Wörtern 
gleichermaßen aktiviert wird und sich lediglich der unstrukturierte Lärm von den anderen Stimuli 
unterscheidet (Binder et al., 2000). 
1.8 ERPs auf wiederholte Stimuli 
 
Ereigniskorrelierte Potentiale auf wiederholte und eher erwartete Stimuli sind meist positive 
Komponenten um 200-300ms. So zeigte sich in einer Studie von Rugg et al. eine größere P300 für 







Ausgehend von den Forschungsergebnissen zur phonotaktischen Verarbeitung bei gesunden 
Probanden stellt sich die Frage, wie phonotaktische Regeln bei Patienten verarbeitet werden, die 
eine Schädigung im Bereich des Sprachnetzwerks erlitten haben. Dies ist bis jetzt noch nicht 
untersucht worden. 
 
Von zentraler Bedeutung sind hierbei folgende Fragestellungen: 
 
1. Zeigen Patienten mit einer linkshemisphäriellen Läsion im perisylvischen Areal einen 
Unterschied in der Verarbeitung  von Vorwärts- und Rückwärtssprache? 
 
2. Zeigen diese Patienten einen Unterschied in der Verarbeitung von phonotaktisch 
legalem und illegalem Material? 
 
3. Wie hängen Läsionsort und phonotaktische Verarbeitung zusammen? 
 
4. Wie unterscheiden sich Patienten in der Verarbeitung phonotaktischer Stimuli von 
gesunden Kontrollen? 
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Die Probanden waren Patienten der Tagesklinik für Kognitive Neurologie in Leipzig, die dort im 
Zeitraum von März 2013 bis November 2013 in Behandlung waren. Die Patienten im Alter von 18-
70 Jahren (Median 54, 12 weibliche Probanden) hatten in der Vergangenheit eine vaskuläre Läsion 
(Ischämie oder Blutung) in der linken Hemisphäre erlitten, unter Beteiligung der perisylvischen 
Sprachareale. Dabei wurden sowohl vordere als auch hintere MCA-Teilinfarkte und Blutungen in 
kortikalen sowie subkortikalen Regionen eingeschlossen (siehe Abbildung 3). 
Den Patienten in Alter, Bildungsstand und Händigkeit entsprechend wurden Kontrollprobanden 
ohne Läsion gemessen. Diese Probanden wurden aus der Datenbank des Max-Planck-Instituts für 
Kognitions- und Neurowissenschaften rekrutiert und erhielten eine Aufwandsentschädigung von  
7 Euro/h. Patienten, die nach Ende ihrer Therapiezeit zur Messung kamen, wurden ebenfalls 
entschädigt. 
Bei Patienten wie Kontrollprobanden wurde ein Hördefizit mittels Audiogramm ausgeschlossen. 
Das schriftliche Einverständnis der Patienten wurde gemäß der Vorgaben durch die Ethik-
Kommission der Medizinischen Fakultät der Universität Leipzig zum Ethikantrag vom 07. März 
2013 durch den behandelnden Arzt eingeholt (siehe Anlagen). 





Abbildung 3: Übersicht der Läsionsorte bei den Patienten (n33) Überlagerung der Läsionsmuster im MRT. Mit gelb sind 
die Voxel gekennzeichnet, in denen mehr als 10% der Patienten eine Läsion hatten. Nur in diesen Bereichen wurde auch 
die Statistik gerechnet. 
 
  




 Patient Alter 
(a) 








Kontrolle Alter Händigkeit 
LQ 
   R(%) L(%)       R(%) L(%) 
 
WC* 44 90  Isch/ICH SVT 3 12 LH 44 57 2 
 
PJ 53 80  Isch art.art. 48 13 KH 53 100  
 
QU 59 100  Isch card. 10 17 LU 59 90  
 
KA 30 100  Isch crypt. 5 12 PR 30 100  
 
KG* 62 70  Isch sten. 24 17 DA 60 100 10 
 
ES 30 100  Isch diss. 14 15 MF 32 66 3 
 
LU 49 100  Isch art.art. 49 12 ZH 50 100 10 
 
GE 58 100  Isch iatr. 13 14 KM 59 89 8 
 
PF 29 90  SAH aneur. 22 18 KE 29 100 10 
 
GM 41 100  Isch card. 3 12 SG 42 100 10 
 
SE 48  -40 ICH card. 13 18 SI 48 17 1 
 
HG 52 100  Isch art.art. 15 21 KI 53 100 10 
 
KN 18 100  Isch crypt. 2 11 GA 19 89 8 
 
SR 50 100  Isch art.art. 112 13 WD 49 80 5 
 
FH 56  -60 Isch art.art. 10 12 DA 57 60 2 
 
BM 70 90  Isch sten. 114 16 PK 70 100 10 
 
KU 52 100  Isch diss. 44 18 VF 53 90 5 
 
AA 47 100  Isch card. 19 13 BA 47 100  
 
KM 67 100  Isch art.art. 10 18 SU 68 100 10 
 
BS 55 100  Isch art.art. 32 13 HM 53 100 10 
 
SK 64 90  Isch art.art. 79 20 HG 65 55 2 
 
FR 61 100  Isch sten. 79 18 SJ 61 100 10 
 
KP 53 90  Isch crypt. 77 14 FU 54 60 1 
 
EK 51 90  Isch iatr. 7 10 EA 51 100 10 
 
KI 56 60  SAH aneur. 57 16 TB 57 100  
 
PM 66 100  Isch art.art. 195 16 RH 64 20 1 
 
JC 50 100  Isch diss. 6 17 MJ 50 25 1 
 
HS 23 100  Isch crypt. 40 13 KC 24 100 10 
 
KR 60 100  Isch art.art. 7 12 HL 61 100 10 
 
EA 56 100  Isch art.art. 15 13 MG 55 100  
 
BJ 65 100 -40 Isch card. 78 12 ST 66 100 10 
 
ED 74 100  Isch art.art. 84 18 SK 74 100 10 
 
RT 60 100  Isch art.art. 72 12 OO 60 100 10 
 
OS** 59 90  Isch art.art. 93 12     
 BR** 58 100  ICH SVT 8 19     
 MH** 53 100  Isch art.art 229 15     
             
Mittel-
wert 
 51,8     46,9   52,0   
SD  12,7     52,0   13,0   
Median  54     23   53   
 
Tabelle 1: Epidemiologische Daten zu Patienten und Kontrollpersonen  
33 Patienten gingen in die EEG-Läsions-Analyse ein, 35 in die Läsions-Behaviorale-Analyse.  
Isch=Ischämie, ICH=, art.art.= arterioarteriell, card.=.kardial sten.= Stenose, iatr. = iatrogen, aneur. = anuerysma, cryp. = 
kryptogen, diss. = Dissektion, SAH = Subarrachnoidalblutung, SD = Standardabweichung 
* kein klinischer LEMO-Test vorhanden ** kein oder inkomplettes EEG 





Das Material bestand aus 252 monosilbischen Stimuli: 168 Pseudowörtern mit der Struktur CCVC 
(Konsonant/Konsonant/Vokal/Konsonant) und dem Aufbau Silbenkopf (Onset)/ Silbenkern 
(Nukleus)/ Silbenschwanz (Koda) (siehe Abbildung 4) und 84 rückwärts abgespielten 
Pseudowörtern. Die Pseudowörter teilten sich auf in 84 Pseudowörter, dessen Silbenkopf (Onset) 
den phonotaktischen Regeln des Deutschen entsprach (phonotaktisch legale Wörter), und 84 
Pseudowörter, die die phonotaktischen Regeln des Deutschen verletzten (phonotaktisch illegale 
Wörter), siehe Tabelle 2. Diese waren allerdings legal in Bezug auf die phonotaktischen Regeln 
einer anderen Sprache, des Slowakischen. Im Slowakischen beginnen viele Wörter mit 
Silbenköpfen, die es im Deutschen nicht gibt.  
Legale Pseudowörter unterschieden sich von illegalen nur hinsichtlich des Silbenkopfes (Onset), 
Silbenkern (Nukleus) und Silbenschwanz (Koda) blieben gleich. 
 
Abbildung 4: Struktur eines monosilbischen Pseudowortes 
C = Konsonant, V = Vokal 
 
 
Für das rückwärts gesprochene Material wurden je zur Hälfte legale und illegale Pseudowörter 
verwendet. Die Wörter wurden von einer deutsch-slowakischen Sprecherin ohne Akzent in einer 
der beiden Sprachen in einer schalldichten Kabine eingesprochen und mit einer Abtastrate von 















Tabelle 2: Pseudowörter 
Die linke Spalte zeigt Beispiele für im Experiment 
verwendete Pseudowörter mit phonotaktisch legalem 
Onset für die deutsche Sprache, die rechte Spalte 
Pseudowörter mit phonotaktisch illegalem Onset fürs 
Deutsche, aber legalem Onset fürs Slovakische. 
 





Das Experiment wurde im EEG-Labor der Tagesklinik für Kognitive Neurologie, Leipzig, 
durchgeführt. Es dauerte etwa 90 min, wovon 32 min reine Versuchszeit waren. Nachdem die 
Probanden mündlich über Ablauf, Bedeutung, Risiken und Tragweite der Studie aufgeklärt wurden 
und eine schriftliche Einverständniserklärung gelesen und unterschrieben hatten, wurde die EEG-
Haube angebracht und die Elektroden positioniert. 
Für den Versuch saßen die Probanden in einer schalldichten Kabine, in einem Abstand von 123 cm  
zum Lautsprecher und 113cm zum Monitor. Sie wurden vor Versuchsbeginn angeleitet, ein 
Fixationskreuz auf dem Monitor anzuschauen, um Augenbewegungen gering zu halten, und den 
Wörtern aufmerksam zuzuhören.  
Auf den Schoß wurde ein Kissen gelegt, auf dem sie zugleich ihre Arme entspannt positionieren 
und eine Tastbox halten konnten. Den Probanden wurde die Aufgabe gestellt, die Tastbox zu 
drücken, sobald zwei gleiche Wörter hintereinander präsentiert wurden. Nach einem kurzen Test 
von einigen Wörtern, der prüfen sollte, ob die Aufgabenstellung verstanden wurde, begann der 
eigentliche Versuch. In zwei Blöcken à 16 min wurden jeweils 252 Pseudowörter mit 
Wiederholungen präsentiert. Es wurden 4 Pseudorandomisierungen erstellt, so dass in jedem Block 
alle 252 Stimuli in unterschiedlicher Reihenfolge vorkamen und die Wiederholung eines Stimulus 
im Schnitt alle fünf Wörter auftauchte (zur Verdeutlichung des Versuchsablaufs siehe Abbildungen 
5 und 6). 
Zwischen den Blöcken und innerhalb der Blöcke hatten die Probanden die Gelegenheit, eine kurze 
Pause zu machen. 








Abbildung 5: Versuchsablauf 







Abbildung 6: Aufbau eines Trials 
Ein Stimulus dauerte im Mittel 612ms. 
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3.4 Methodik des EEG 
 
Seit der Entdeckung von Hans Berger im Jahr 1924, dass sich über der Großhirnrinde elektrische 
Aktivität ableiten lässt, wurde das EEG (Elektroenzephalogramm) in Klinik und Forschung vielfältig 
genutzt. 
Physiologische Grundlage des EEGs sind transmembranäre Ionenströme an Nervenzellen, die bei 
deren Aktivierung entstehen – die Aktionspotenziale und die synaptischen Potenziale. Die 
Aktionspotenziale entstehen durch eine schnelle Umkehr des Membranpotenzials von negativ zu 
positiv, generiert durch den schnellen Einstrom von Na+-Ionen, und einer raschen Rückkehr zum 
negativen Ruhepotenzial der Zelle durch den Ausstrom von K+-Ionen (Mulert, Lemieux, 2010). Die 
synaptischen Potenziale entstehen durch die Freisetzung von Neurotransmittern am synaptischen 
Spalt zwischen zwei Nervenzellen. Je nach Art des Transmitters, des nachfolgenden Rezeptors und 
dem nachfolgend aktivierten System aus Ionenkanälen und Second Messengern kommt es zu 
einer Depolarisation der nachfolgenden Zelle mit einer Negativierung des Extrazellulärraums 
(„Senke“) oder einer Hyperpolarisation mit Positivierung des Extrazellulärraums („Quelle“). Der 
Ausgleich insbesondere der Senken durch Volumenströme aus dem benachbarten 
Extrazellulärraum führt zu Feldpotenzialen (Ebner, Deuschel 2010). Diese können summiert über 
Neuronenpopulationen in ihrem zeitlichen und örtlichen Verlauf als EEG gemessen werden. 
Dabei reflektieren Potenzialänderungen im EEG Synapsenaktivität in diesem Moment ohne 
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3.5 ERPs (Ereigniskorrelierte Potentiale) 
 
Ereigniskorrelierte Potentiale entsprechen der elektrischen Aktivität neuronaler Strukturen bei der 
Informationsverarbeitung, angestoßen durch ein äußeres oder inneres Ereignis (Lowitzsch, Maurer, 
1993). Sie zeigen sich als Wellen im EEG zu einem bestimmten Zeitpunkt nach dem 
entsprechenden Ereignis, und werden nach ihrer Latenz und Polarität benannt. Mit ihrer 
Entdeckung in den 1950er Jahren hat sich das Forschungsfeld der kognitiven Elektrophysiologie 
eröffnet.  
Ereigniskorrelierte Potentiale sind im Vergleich zum laufenden EEG relativ klein, deswegen müssen 
mehrere EEG-Abschnitte gemittelt werden. Dadurch wird der Signal-Rausch-Abstand verbessert 
und das Hintergrundrauschen des Spontan-EEG reduziert (Seifert, 2005). Für die Untersuchung der 
Verarbeitung von Sprache eignen sich ERPs deshalb gut, weil sie den Verlauf mit minimaler 
Verzögerung und gleichzeitig in hoher zeitlicher Auflösung (im Millisekundenbereich) wiedergeben 
können. 
Eins der sprachrrelevanten ERPs ist die die oben näher beschriebene N400-Welle, eine relative 
Negativierung 400ms nach Stimulus (Kutas, Federmeier, 2011). 
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3.6 Durchführung des EEG 
 
Das EEG wurde mit 27 Ag/AgCl Elektroden der Firma Brainproducts, München, gemessen. Diese 
wurden nach dem 10-20 System nach Jasper (Sharbrough et al., 1991) in einer elastischen Kappe 
(EASYCAP GmbH, Herrsching) befestigt (Abbildung 7: Elektrodenanordnung). Das horizontale 
Elektrookulogramm wurde von zwei Elektroden rechts und links der äußeren Augenwinkel 
abgeleitet (HEOGl/ HEOGr), das vertikale Elektrookulogramm wurde von Elektroden über- und 
unterhalb des linken Auges abgeleitet (VEOGo/VEOGu). Die Ableitung erfolgte unipolar über eine 
Referenzelektrode am linken Mastoid (M1) und wurde über eine Ground-Elektrode am Sternum 
geerdet. Nach der Messung erfolgte eine Rereferenzierung aller Elektroden durch Mittelung an 
den Mastoid-Elektroden. 
 
Das EEG wurde mit einer Abtastrate von 1000 Hz gemessen, über einen 32-Kanal-Verstärker 
verstärkt und mit dem Programm BrainVision Recorder aufgezeichnet. Die Impendanzen der 
Elektroden auf der Kappe wurden unter 5 kΩ gehalten, die der Augenelektroden, Referenz- und 
Groundelektrode unter 10 kΩ. 
 
 
Abbildung 7: Elektrodenanordnung 




3.7.1 Auswertung des EEG 
 
Die EEG-Daten wurde mit dem Programm BrainVision Analyzer ausgewertet. Über die Rohdaten 
wurde zunächst ein 70Hz-Tiefpassfilter gelegt, sowie ein Notch-Filter, der selektiv 50Hz-Artefakte 
der Netzspannung unterdrückt. Segmente wurden 200ms vor und 2000ms nach dem Stimulus 
ausgeschnitten. Dann folgten eine Korrektur der Augenbewegungen nach dem Algorithmus von 
Gratton & Coles (Gratton et al., 1983) und eine manuelle Artefaktkorrektur (für eine Übersicht der 
nach der Artefaktkorrektur verbliebenen Anzahl an Trials siehe Tabelle 3). Insgesamt wurden 10,7% 
der Trials durch die manuelle Artefaktkorrektur ausgeschlossen. Ereigniskorrelierte Potentiale 
wurden pro Proband und Bedingung in einem Zeitfenster von -200ms bis 2000ms mit einer 
Baseline von 200ms vor dem Stimulus gemittelt. Zu Präsentationszwecken wurde schließlich ein 
8hz-Hochpassfilter angewendet. 
Für jeden Probanden wurden pro Bedingung ERPs berechnet. Ein 2000ms-Zeitfenster nach 
Stimulusbeginn wurde mit einem 200ms-Zeitfenster vor Stimulusbeginn gemittelt. 
In die statistische Analyse sind 15 Elektroden eingegangen, die in 5 Probenbereiche („Regions of 
Interest“ (ROIs)) unterteilt wurden: ROI 1 links anterior (F3,F7.FC3), ROI 2 rechts anterior 
(F4,F8,FC4), ROI 3 links posterior (C3,P3, CP5), ROI 4 rechts posterior (C4, P4, CP6), ROI 5 zentral 
(Fz, Cz, Pz) (siehe Abbildung 8). 
  




Elektrode Patienten Kontrollen 
legal illegal reversed legal illegal reversed 
F3 140,5 142,4 143,1 146,2 148,6 148,8 
F7 142,0 142,9 143,3 150,7 152,1 152,8 
FC3 143,3 144,6 144,6 156,1 157,7 158,3 
F4 139,2 140,3 140,5 149,8 151,9 152,0 
F8 138,2 139,4 140,4 142,4 144,2 145,2 
FC4 145,5 146,7 147,2 156,3 158,2 158,2 
C3 145,2 146,4 146,7 154,5 156,5 156,9 
P3 145,0 146,2 146,6 157,2 158,7 158,9 
CP5 146,1 147,2 147,8 156,0 157,7 158,0 
C4 146,0 146,8 147,4 156,3 158,5 158,3 
P4 145,9 146,7 147,5 157,3 159,0 158,9 
CP6 145,1 146.0 147,0 157,0 158,9 158,8 
Fz 146,3 147,3 147,8 157,7 159,4 159,4 
Cz 146,3 147,3 147,8 157,8 159,3 159,3 
Pz 146,3 147,3 147,8 157,8 159,4 159,4 
       
Mittelwert 144,1 145,2 145,7 154,2 154,9 156,2 
SD 12,7 2,6 2,6 4,6 5,2 4,4 
Median 145,2 146,4 147 146,3 147,7 158,3 
 
Tabelle 3: In die statistische Analyse eingegangene Trials:  Nach der manuellen Artefaktkorrektur verbliebene Trials 
Bedingung und Elektrode von den Elektroden und Patienten, die in die statistische Auswertung eingegangen sind. 
Insgesamt gab es pro Bedingung 168 Stimuli, davon 84 pro Block. 
 




Abbildung 8: Regions of Interest (Probenbereiche): ROI 1 links anterior (F3,F7,FC3), ROI 2 rechts anterior (F4,F8,FC4), ROI 
3 links posterior (C3,P3, CP5), ROI 4 rechts posterior (C4, P4, CP6), ROI 5 zentral (Fz, Cz, Pz) 
 
Für die statistische Analyse wurden nach visueller Inspektion der ERPs folgende Zeitfenster 
festgelegt: Negativierung 1 von 300-450ms (Neg1) und Negativierung 2 von 450-800ms (Neg2). 
Anschließend wurden mit dem Statistikprogramm SPSS verschiedene Varianzanalysen (ANOVAS, 
analysis of variances) gerechnet. Zunächst wurde getrennt für die beiden Gruppen (Patienten und 
Kontrollen) für die zentralen Elektroden (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) und pro Zeitfenster eine 
einfaktorielle ANOVA mit dem Faktor „Bedingung“ (cond) und den Faktorstufen „legal“, „illegal“, 
„reversed“ (leg, illeg, rev) als unabhängige Variable gerechnet.  In die statistische Auswertung 
gingen jeweils die Mittelwerte (Mean) aus den Zeitfenstern ein.  
Weiterführend wurde eine dreifaktorielle ANOVA mit den Faktoren „Gruppe“ (Faktorstufen 
Patienten und Kontrollen), „Bedingung“ (Faktorstufen legal, illegal und reversed) und „Region“ 
(Faktorstufen ROI 1-5) gerechnet. Dieselbe ANOVA wurde erneut gerechnet, wobei für den Faktor 
„Bedingung“ die Faktorstufen legal und illegal zu „forward“ zusammengefasst wurden. Sobald eine 
ANOVA signifikant wurde (p <0.05), wurde ein gepaarter t-test für die entsprechenden 
Bedingungen gerechnet. Bei Freiheitsgraden >1 wurde eine Korrektur nach Greenhouse und 
Geisser (Greenhouse, Geisser, 1959) durchgeführt und als korrigierte Signifikanz angegeben. 
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3.8. Behaviorale Messungen 
3.8.1 Klinisches Assessment der phonologischen, lexiko-semantischen und semantischen 
Kompetenz (LEMOs) 
 
Patienten wie Kontrollen unterliefen drei klinische Aphasietests, die Teil der LEMO-Testbatterie 
sind. LEMO beinhaltet 32 Subtests, welche die Verarbeitung von einfachen, 
monomorphematischen Wörtern testen (Stadie et al., 2013). Theoretische Grundlage des LEMO ist 
das Logogenmodell, welches die Sprachverarbeitung von geschriebenen und gesprochenen 
Einzelwörtern anhand einzelner repräsentierender Einheiten, „Logogen“, erklärt. Diese Einheiten 
werden durch andere Sinnesreize aktiviert und ab einem Schwellenwert im kognitiven System als 
Wort erkannt (Morton, 1969). Die drei verwendeten Subtests des LEMO testen das auditive 
Wortverständnis. LEMO-1 besteht aus 72 Neologismenpaaren, die als gleich bzw. ungleich erkannt 
werden (phonologisches Verständnis), bei LEMO-5 müssen Wörter von Nichtwörtern 
unterschieden werden (lexikalisches Verständnis) und LEMO-27 testet die Unterscheidung von 
synonymen und nichtsynonymen Wortpaaren (semantisches Verständnis). Die Ergebnisse im 
LEMO konnten unter den beiden Gruppen verglichen werden.  
3.8.2 Reaktionszeit und Hit-Rate 
 
Während des Experiments mussten die Probanden wiederholte Pseudowörter erkennen und 
daraufhin eine Tastbox betätigen. Von den 252 Stimuli pro Block wurden 50 wiederholt, so dass es 
in den zwei Blöcken insgesamt 100 wiederholte Stimuli gab, auf die reagiert werden konnte. Hier 
wurden die Trefferrate (Hit-Rate) und die Reaktionszeit bestimmt und zwischen den Gruppen bzw. 
den verschiedenen Stimuli verglichen.  
 
3.9 Analyse von Läsion und behavioralen Daten und Läsion und EEG 
3.9.1 MRT-Daten 
 
Zu allen Patienten gab es hochauflösende MRT-Scans, die mit einem 3 Tesla MRT der Firma 
Siemens aufgenommen wurden (Siemens Trio® oder Verio®, Siemens, Erlangen). Diese 
beinhalteten dreidimensionale Bilder in T1-Wichtung (1mm Isovoxel) und FLAIR-Sequenz. Für die 
weiteren Analysen wurden die Läsionen in den T1-Bildern in allen drei Schnittebenen (axial, 
koronar und sagittal) und pro Schicht manuell markiert. Als Referenz für die Abgrenzung der 
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Läsion diente die FLAIR-Sequenz. Das benutzte Programm war MRIcron (Rorden, Brett, 2000). 
Anschließend wurden die T1-Bilder mittels SPM8 (http://www.fil.ion.ucl.ac.uk/spm/) auf einen 
gemeinsamen stereotaktischen Raum normalisiert (MNI), um die Daten zwischen verschiedenen 
Probanden vergleichen zu können. Die „Unified Segmentation Methode“ nach Ashburner und 
Friston wurde angewendet (Ashburner, Friston, 2005). Die Schätzung der Normalisationsparameter 
wurde dabei auf nicht läsioniertes Gewebe beschränkt, indem eine vorgegebene Maske 
angewandt wurde (Brett et al., 2001). Die so entstandenen normalisierten Kartierungen der 
Läsionen wurden anschließend in eine Funktion des MRIcron, das „Nonparametric Mapping“ 
übertragen und auf dieser Grundlage die weiteren Analysen gerechnet (s.u.). 
 
3.9.2 Voxel-basierte Läsion-Symptom–Kartierung (Voxel-Based Lesion-Symptom 
Mapping) 
 
Die Methode der Voxel-Based Lesion-Symptom Mapping (VLSM) erlaubt einen Vergleich von 
Läsionsdaten und behavioralen Daten pro Voxel im MRT. Für jedes Voxel werden Patienten hierfür 
in zwei Gruppen eingeteilt, je nachdem ob sie in diesem Volumenelement eine Läsion haben oder 
nicht. Für diese beiden Gruppen werden dann die behavioralen Daten verglichen, indem für jedes 
Voxel ein t-test gerechnet wird. Anders als bei ursprünglichen Ansätzen von Läsion-Symptom-
Kartierungen müssen die Patienten weder nach Läsionsseite noch nach Ergebnis der behavioralen 
Tests eingeteilt werden. Dies hat den Vorteil, dass keine Informationen verloren gehen, indem man 
bei kontinuierlichen behavioralen Daten einen Cutoff setzt oder die Läsionsdaten in ROIs (Regions 
of Interest) einteilt (Bates et al., 2003). 
Mittels dieser Methode wurden sowohl die behavioralen Daten als auch die EEG-Daten statistisch 
mit den MRT-Voxeln verglichen. Es wurden nur Voxel in die Analysen einbezogen, die mindestens 











Im Folgenden werden die Ergebnisse der durchgeführten kombinierten EEG-MRT-Studie 
dargestellt. In der Studie mussten Probanden Pseudowort-Stimuli zuhören und Wiederholungen 
erkennen, während EEG-Daten aufgezeichnet wurden. Zusätzlich wurden klinische und 
experimentelle Verhaltensdaten erhoben. Diese und die EEG-Daten wurden jeweils mit 
Läsionsdaten aus MRTs korreliert. 
 
 Statistische Analyse (ANOVAS) Läsionsdaten (3 Tesla MRT) 
EEG-Daten (ERPs) EEG globale Analyse 
ANOVA einfaktoriell (cond) 
ANOVA dreifaktoriell (group, 
cond, ROI) 
Trial vs. Wiederholung 




Mann-Whitney-U-Test Läsion + experimentelle 
Verhaltensdaten (vlsm) 
klinisch (LEMO) Ergebnisse LEMO 1,5 und 27 
Vergleich Patienten vs. Kontrollen 
Läsion + LEMO (vlsm) 
 
Tabelle 4: Übersicht der durchgeführten Analysen vlsm = voxel-based lesion-symptom mapping 
  
 
Abbildung  9: Schema der Darstellung der Ergebnisse: Die folgenden Ergebnisse der statistischen Analysen 




Hinweis zur Polarität: 
Die Ereigniskorrelierten Potentiale (ERPs) in 
dieser Studie wurden durch das verwendete 
Programm (BrainVision Analyzer) so 
ausgegeben, das negative Potenziale einen 
Ausschlag nach oben bedeuten und umgekehrt. 
Um eine einheitliche Darstellung zu erhalten 
wurde die Angabe der statistischen Ergebnisse 
daran angepasst. 
„A>B“ bedeutet im folgenden „A hat einen 





4.1. EEG globale Analyse (ERP-Daten) 
 
Abbildung 11 und 12 zeigen eine Übersicht über die ereigniskorrelierten Potentiale (ERPs) der 
Patienten bzw. Kontrollen über den neun zentralen Elektroden.  
4.1.1 Einfaktorielle ANOVA 
 
In der globalen Analyse fand sich sowohl für die Patienten als auch für die Kontrollen ein 
signifikanter Haupteffekt für den Faktor „Bedingung“ über den zentralen Elektroden im Zeitfenster 
von 300-450ms nach Stimulusbeginn (C3, Pz, P4 marginal signifikant, P3 nicht signifikant bei den 
Kontrollen). Dieser Effekt war deutlicher ausgeprägt bei den Kontrollen und zeigte sich dort auch 
noch in vier Elektroden des zweiten Zeitfensters (F4,C4,Pz). Die folgenden t-Tests zeigten, dass vor 
allem die rückwärts gespielten Stimuli (reversed) signifikant negativere EPRs generierten als die 
legalen Stimuli und auch signifikant negativere ERPs als die illegalen Stimuli. Ein signifikanter 
Unterschied zwischen legalen und illegalen Stimuli zeigte sich nicht. (Überblick der Ergebnisse 
siehe Tabelle 5 und 6, detaillierte Ergebnisse siehe Tabelle 7 und 8) 






Abbildung 11: ERPs zentrale Elektroden Patienten Ereigniskorrelierte Potenziale (ERPs) für die 9 zentralen Elektroden der 
33 Patienten-EEGs. Die verschiedenfarbigen Kurven stellen die unterschiedlichen Bedingungen dar. schwarz = legal, rot 
= illegal, grün = reversed 
  
 
Abbildung 12: ERPs zentrale Elektroden Kontrollen Ereigniskorrelierte Potenziale (ERPs) für die 9 zentralen Elektroden 
der 33 Kontrollprobanden-EEGs. Die verschiedenfarbigen Kurven stellen die unterschiedlichen Bedingungen dar. schwarz 



































































































































F3 .018 Fz .007 F4 .022  F3 ns Fz ns F4 .075 
leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns 
leg <  rev .004 leg < rev .002 leg < rev .003 leg < rev .003 
illeg vs. rev ns illeg < rev .048 illeg < rev .062 illeg < rev .022 





 leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns 
leg < rev .022 leg < rev .008 leg < rev .004 
illeg vs. rev ns illeg < rev .031 illeg < rev .041 
P3 ns Pz .064 P4 .063 P3 ns Pz ns P4 ns 
 leg vs. illeg ns leg vs. illeg ns 
leg < rev .053 leg < rev .053 
illeg < rev .033 illeg < rev .021 
 
Negativierung 1, 300-450 ms 
  
Negativierung 2, 450-800 ms 
 
Tabelle 5: Übersicht Ergebnisse Einfaktorielle ANOVA (Bedingung) Patienten  leg < rev bedeutet, dass die negative 
Amplitude für rev größer ist für leg, sprich, dass rev negativer ist als leg entsprechend den Grafiken, bei denen ein 
negativer Ausschlag nach oben aufgetragen ist, grün hinterlegt = signifikant = p < .05, gelb hinterlegt = marginal 




F3 .014 Fz .001 F4 .001  F3 ns Fz .055 F4 .043 
leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns 
leg <  rev .001 leg < rev .000 leg < rev .000 leg < rev .038 leg < rev .012 
illeg vs. rev ns illeg < rev .006 illeg < rev .005 illeg < rev .044 illeg < rev .032 





leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns 
leg < rev .000 leg < rev .000 leg < rev .000 leg < rev .027 
illeg < rev .015 illeg < rev .003 illeg < rev .003 illeg < rev .005 
P3 .003 Pz .000 P4 .004 P3 ns Pz .046 P4 ns 
 leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns leg vs. illeg ns 
leg < rev .002 leg < rev .000 leg < rev .001 leg < rev .075 
illeg < rev .007 illeg < rev .001 illeg < rev .009 illeg < rev .008 
 
Negativierung 1, 300-450 ms 
  
Negativierung 2, 450-800 ms 
 
Tabelle 6: Übersicht Ergebnisse Einfaktorielle ANOVA (Bedingung) Kontrollen  leg < rev bedeutet, dass die negative 
Amplitude für rev größer ist für leg, sprich, dass rev negativer ist als leg entsprechend den Grafiken, bei denen ein 
negativer Ausschlag nach oben aufgetragen ist, grün hinterlegt = signifikant = p < .05, gelb hinterlegt = marginal 






 ANOVA  gepaarte t-Tests 
(Bedingung)  leg vs. illeg leg vs. rev illeg vs. rev 
 p df F  p T df p T df p T df 
Neg 1 (300-450ms) F3 .018 1.899 4.378 F3 .076 1.832 32 .004 3.074 32 .377 .895 32 
Fz .007 1.915 5.540 Fz .188 1.346 32 .002 3.314 32 .048 2.058 32 
F4 .022 1.605 4.519 F4 .233 1.215 32 .003 3.170 32 .062 1.932 32 
C3 .059 1.991 2.958 C3 .288 1.228 32 .022 2.401 32 .231 1.221 32 
Cz .017 1.984 4.373 Cz .515 0.658 32 .008 2.807 32 .031 2.252 32 
C4 .012 1.880 4.937 C4 .273 1.116 32 .004 3.125 32 .041 2.131 32 
P3 .262 1.685 1.367 P3 .974 -0.32 32 .089 1.756 32 .148 1.481 32 
Pz .064 1.957 2.895 Pz .961 0.050 32 .053 2.005 32 .033 2.222 32 
P4 .063 1.842 2.972 P4 .906 0.119 32 .053 2.010 32 .021 2.430 32 
   
Neg 2 (450-800ms) F3 .248 1.612 1.429 F3 .408 -.839 32 .331 0.987 32 .155 1.455 32 
Fz .127 1.684 2.211 Fz .223 -1.242 32 .312 1.028 32 .060 1.933 32 
F4 .075 1.819 2.779 F4 .233 -1,216 32 .263 1.139 32 .022 2.416 32 
C3 .278 1.959 1.307 C3 .157 -1.449 32 .939 -.78 32 .158 1.445 32 
Cz .284 1.923 1.284 Cz .264 -1.137 32 .767 .299 32 .100 1.693 32 
C4 .259 1.942 1.378 C4 .591 -0.054 32 .318 1.015 32 .086 1.771 32 
P3 .216 1.648 1.587 P3 .159 -1.444 32 .540 -.619 32 .174 1.390 32 
Pz .249 1.718 1.425 Pz .213 -1,271 32 .957 .054 32 .064 1.918 32 
P4 .349 1.764 1.052 P4 .238 -1,204 32 .924 -.97 32 .142 1.507 32 
 
Tabelle 7: Detaillierte Übersicht Ergebnisse Einfaktorielle ANOVA (Bedingung) Patienten Neg 1 = Negativierung 1, Neg 2 
= Negativierung 2, df = degrees of freedom signifikant = p < .05, marginal signifikant = .05 < p < .1, leg = legal, illeg = 
illegal, rev = reversed 
 
 ANOVA  gepaarte t-Tests 
(Bedingung)  leg vs. illeg leg vs. rev illeg vs. rev 
 p df F  p T df p T df p T df 
Neg 1 (300-450ms) F3 .014 1.644 5.112 F3 .145 1.493 32 .001 3.509 32 .124 1.580 32 
Fz .001 1.861 9.032 Fz .464 0.742 32 .000 4.227 32 .006 2.919 32 
F4 .001 1.965 8.168 F4 .447 0.770 32 .000 4.093 32 .005 3.002 32 
C3 .004 1.791 6.914 C3 .609 0.517 32 .000 4.138 32 .015 2.568 32 
Cz .001 1.879 8.457 Cz .558 0.592 32 .000 4.402 32 .004 3.124 32 
C4 .001 1.891 8.284 C4 .811 0.241 32 .000 4.169 32 .003 3.160 32 
P3 .003 1.925 6.601 P3 .967 0.42 32 .002 3.356 32 .007 2.858 32 
Pz .000 1.820 10.582 Pz .733 -0.344 32 .000 4.129 32 .001 3.605 32 
P4 .004 1.757 6.683 P4 .956 -0.56 32 .001 3.818 32 .009 2.778 32 
   
Neg 2 (450-800ms) F3 .257 1.932 1.388 F3 .289 1.078 32 .082 1.799 32 .643 0.468 32 
Fz .055 1.862 3.108 Fz .574 .568 32 .038 2.163 32 .044 2.092 32 
F4 .043 1.652 3.575 F4 .473 .727 32 .012 2.660 32 .032 2.240 32 
C3 .222 1.846 1.551 C3 .736 .340 32 .125 1.574 32 .130 1.552 32 
Cz .107 1.715 2.405 Cz .820 .230 32 .059 1.958 32 .033 2.27 32 
C4 .034 1.698 3.844 C4 .920 .102 32 .027 2.320 32 .005 3.050 32 
P3 .160 1.796 1.919 P3 .928 -0.91 32 .147 1.488 32 .041 2.128 32 
Pz .046 1.838 3.334 Pz .724 -0.357 32 .075 1.838 32 .008 2.830 32 
P4 .152 1.789 1.981 P4 .934 0.84 32 .105 1.667 32 .047 2.062 32 
 
Tabelle 8: Detaillierte Übersicht Ergebnisse Einfaktorielle ANOVA (Bedingung) Kontrollen  Neg 1 = Negativierung 1, Neg 
2 = Negativierung 2, df = degrees of freedom signifikant = p < .05, marginal signifikant = .05 < p < .1, leg = legal, illeg 




4.1.2 Mehrfaktorielle ANOVAs 
 
Nach der globalen Analyse wurde eine dreifaktorielle ANOVA mit den Faktoren „Gruppe“ 
(Patienten, Kontrollen), „Bedingung“ (legal, illegal, reversed) und „Probenbereich“ (ROIs 1-5, s.o.) 
gerechnet. Dabei bestätigte sich der in der globalen Analyse gefundene Haupteffekt für den Faktor 
„Bedingung“ (cond) sowie für die Interaktion „ROI/Gruppe“ und „Bedingung/Gruppe“. Folgend 
wurden gepaarte t-tests für die entsprechenden Faktorstufen berechnet (Tabelle 9 und 10 zeigen 
eine Übersicht der Ergebnisse, Tabelle 11 und 12 die die detaillierten Ergebnisse). 
 
Tabelle 9: Übersicht Ergebnisse dreifaktorielle ANOVA leg/illeg/rev 
  p Ergebnisse/ signifikante Interaktionen (gepaarte t-Tests) 
Haupteffekte group ns  
cond .000 rev > leg .000, rev > illeg .001 
roi -  
Interaktionseffekte cond * group ns  
roi* group .007 Patienten/ROI3 > Kontrollen/ROI3 .082 
cond * roi .000 ROI1/illeg > ROI1/leg .012, ROI1/rev > ROI1/leg .000, ROI2/rev 
> ROI2/leg .000, ROI2/rev > ROI2/illeg .001, ROI3/rev > 
ROI3/leg .000, ROI3/rev > ROI3/illeg .005, ROI4/rev > ROI4/leg 
.000, ROI4/rev > ROI4/illeg .001, ROI5/rev > ROI5/leg .000, 
ROI5/rev > ROI5/illeg .005 
group * cond * roi ns  
 
Negativierung 1 (300-450 ms) 
 
Tabelle 10: Übersicht Ergebnisse dreifaktorielle ANOVA leg/illeg/rev 
  p Ergebnisse/ signifikante Interaktionen (t-Tests) 
Haupteffekte group ns  
cond .037 rev > leg .045, rev > illeg .006 
roi -  
Interaktionseffekt
e 
cond * group ns  
roi* group .012 ns 
cond * roi .024 ROI1/rev > ROI1/leg .069,  ROI2/rev > ROI2/leg .005, .002 
ROI2/rev > ROI2/illeg .002,  ROI3/rev > ROI3/illeg .029, ROI4/rev 
> ROI4/leg .087, ROI4/rev > ROI4/illeg .009, ROI5/rev > 
ROI5/leg .052, ROI5/rev > ROI5/illeg .002 
group * cond * roi ns  
 
Negativierung 2 (450-800 ms) 
 
leg < rev bedeute dass die negative Amplitude für rev größer ist für leg, sprich dass rev negativer ist als leg 
entsprechend den Grafiken, bei denen ein negativer Ausschlag nach oben aufgetragen ist, grün hinterlegt = signifikant 











N1 ANOVA gepaarte t-Tests 
  p df F  p T df F 
 group .555 1 .353 alle ROIs/ alle 
Bedingungen 
.484 .594 64 .496 
 cond .000 1.970 12.269 alle ROIs/leg vs. alle 
ROIs/illeg 
.020 1.288 65 - 
alle ROIs/leg vs. alle 
ROIs/rev 
.000 5.071 65 - 
alle ROIs/illeg vs. alle 
ROIs/rev 
.001 3.387 65 - 
 roi .000 2.600 19.291 - 
 cond * group .238 1.970 1.454 Kontrollen/leg vs. 
Patienten/leg 
.576 .693 64 .316 
Kontrollen/illeg vs. 
Patienten/illeg 
.533 1.062 64 .392 
Kontrollen/rev vs. 
Patienten/rev 
.768 -.137 64 .088 
Kontrollen/leg vs. 
Kontrollen/leg 
.533 .631 32 - 
Kontrollen/illeg vs. 
Kontrollen/illeg 
.000 4.147 32 - 
Kontrollen/rev vs. 
Kontrollen/rev 
.007 2.906 32 - 
Patienten/leg vs. 
Patienten/leg 
.225 1.238 32 - 
Patienten/illeg vs. 
Patienten/illeg 
.005 2.988 32 - 
Patienten/rev vs. 
Patienten/rev 
.78 1.821 32 - 
 roi * group .007 2.6 19.291 ROI 1/Kontrollen vs. ROI 
1/Patienten 
.310 1.440 64 1.046 
ROI 2/Kontrollen vs. ROI 
2/Patienten 
.310 -0.508 64 1.046 
ROI 3/Kontrollen vs. ROI 
3/Patienten 
.082 1.768 64 0.48 
ROI 4/Kontrollen vs. ROI 
4/Patienten 
.814 -0.396 64 .56 
ROI 5/Kontrollen vs. ROI 
5/Patienten 
.450 0.249 64 .578 
 cond * roi .000 4.681 4.731 ROI 1/leg vs. ROI 1/illeg .012 2.588 65 - 
     ROI 1/leg vs. ROI 1/rev .000 4.509 65 - 
ROI 1/illeg vs. ROI 1/rev .118 1.584 65 - 
ROI 2/leg vs. ROI 2/illeg .179 1.357 65 - 
ROI 2/leg vs. ROI 2/rev .000 5.311 65 - 
ROI 2/illeg vs. ROI 2/rev .001 3.548 65 - 
ROI 3/leg vs. ROI 2/illeg .495 0.686 65 - 
ROI 3/leg vs. ROI 2/rev .000 4.261 65 - 
ROI 3/illeg vs. ROI 2/rev .005 2.915 65 - 
ROI 4/leg vs. ROI 4/illeg .682 0.412 65 - 
ROI 4/leg vs. ROI 4/rev .000 4.471 65 - 
ROI 4/illeg vs. ROI 4/rev .001 3.442 65 - 
ROI 5/leg vs. ROI 5/illeg .413 0.823 65 - 
ROI 5/leg vs. ROI 5/rev .000 5.206 65 - 
ROI 5/illeg vs. ROI 5/rev .000 4.050 65 - 
     
     





 p df F  p T df F 
 group * cond * 
roi 
.836 4.681 0.402 Kontrollen/ROI 1/leg vs. 
Patienten/ROI 1/leg 
.299 1.293 64 1.098 
Kontrollen/ROI 2/leg vs. 
Patienten/ROI 2/leg 
.553 -.364 64 .356 
Kontrollen/ROI 3/leg vs. 
Patienten/ROI 3/leg 
.731 1.792 64 .120 
Kontrollen/ROI 4/leg vs. 
Patienten/ROI 4/leg 
.863 -.76 64 .30 
Kontrollen/ROI 5/leg vs. 
Patienten/ROI 5/leg 
.481 .434 64 .502 
Kontrollen/ROI 1/illeg vs. 
Patienten/ROI 1/illeg 
.663 1.663 64 .191 
Kontrollen/ROI 2/illeg vs. 
Patienten/ROI 2/illeg 
.191 .014 64 1.745 
 
Kontrollen/ROI 3/illeg vs. 
Patienten/ROI 3/illeg 
.677 2.304 64 .175 
Kontrollen/ROI 4/illeg vs. 
Patienten/ROI 4/illeg 
.883 .153 64 .22 
Kontrollen/ROI 5/illeg vs. 
Patienten/ROI 5/illeg 
.753 .673 64 .1 
Kontrollen/ROI 1/rev vs. 
Patienten/ROI 1/rev 
.345 1.096 64 .906 
Kontrollen/ROI 2/rev vs. 
Patienten/ROI 2/rev 
.529 -1.051 64 .401 
Kontrollen/ROI 3/rev vs. 
Patienten/ROI 3/rev 
.595 .870 64 .286 
Kontrollen/ROI 4/rev vs. 
Patienten/ROI 4/rev 
.396 -1.141 64 .730 
Kontrollen/ROI 5/rev vs. 
Patienten/ROI 5/rev 
.729 -.471 64 .123 
Kontrollen/ROI 1/leg vs. 
Kontrollen/ROI 1/illeg 
.108 1.652 32 - 
Kontrollen/ROI 1/leg vs. 
Kontrollen/ROI 1/rev 
.001 3.743 32 - 
Kontrollen/ROI 1/illeg vs. 
Kontrollen/ROI 1/rev 
.081 1.799 32 - 
Kontrollen/ROI 2/leg vs. 
Kontrollen/ROI 2/illeg 
.578 .563 32 - 
Kontrollen/ROI 2/leg vs. 
Kontrollen/ROI 2/rev 
.000 4.061 32 - 
Kontrollen/ROI 2/illeg vs. 
Kontrollen/ROI 2/rev 
.003 3.186 32 - 
Kontrollen/ROI 3/leg vs. 
Kontrollen/ROI 3/illeg 
.709 .377 32 - 
Kontrollen/ROI 3/leg vs. 
Kontrollen/ROI 3/rev 
.001 3.646 32 - 
Kontrollen/ROI 3/illeg vs. 
Kontrollen/ROI 3/rev 
.016 2.540 32 - 
Kontrollen/ROI 4/leg vs. 
Kontrollen/ROI 4/illeg 
.941 .075 32 - 
Kontrollen/ROI 4/leg vs. 
Kontrollen/ROI 4/rev 
.000 3.879 32 - 
Kontrollen/ROI 4/illeg vs. 
Kontrollen/ROI 4/rev 
.003 2.845 32 - 
     




  p df F  p T df F 
     Kontrollen/ROI 5/leg vs. 
Kontrollen/ROI 5/illeg 
.701 .387 32 - 
Kontrollen/ROI 5/leg vs. 
Kontrollen/ROI 5/rev 
.000 4.408 32 - 
Kontrollen/ROI 5/illeg vs. 
Kontrollen/ROI 5/rev 
.003 3.264 32 - 
Patienten/ROI 1/leg vs. 
Patienten/ROI 1/illeg 
.057 1.975 32 - 
Patienten/ROI 1/leg vs. 
Patienten/ROI 1/rev 
.013 2.622 32 - 
Patienten/ROI 1/illeg vs. 
Patienten/ROI 1/rev 
.708 0.378 32 - 
Patienten/ROI 2/leg vs. 
Patienten/ROI 2/illeg 
.178 1.378 32 - 
Patienten/ROI 2/leg vs. 
Patienten/ROI 2/rev 
.002 3.429 32 - 
Patienten/ROI 2/illeg vs. 
Patienten/ROI 2/rev 
.096 1.715 32 - 
Patienten/ROI 3/leg vs. 
Patienten/ROI 3/illeg 
.524 .644 32 - 
Patienten/ROI 3/leg vs. 
Patienten/ROI 3/rev 
.026 2.341 32 - 
Patienten/ROI 3/illeg vs. 
Patienten/ROI 3/rev 
.143 1.5 32 - 
Patienten/ROI 4/leg vs. 
Patienten/ROI 4/illeg 
.548 .612 32 - 
Patienten/ROI 4/leg vs. 
Patienten/ROI 4/rev 
.023 2.382 32 - 
Patienten/ROI 4/illeg vs. 
Patienten/ROI 4/rev 
.042 2.121 32 - 
Patienten/ROI 5/leg vs. 
Patienten/ROI 5/illeg 
.427 .805 32 - 
Patienten/ROI 5/leg vs. 
Patienten/ROI 5/rev 
.006 2.925 32 - 
Patienten/ROI 5/illeg vs. 
Patienten/ROI 5/rev 
.018 2.502 32 - 
 
Tabelle 11: Detaillierte Ergebnisse dreifaktorielle ANOVA für N1 = Negativierung 1 (300-450ms) df = degrees of 






N2 ANOVA gepaarte t-Tests 
  p df F  p T df F 
 group .733 1 .117 alle ROIs/ alle 
Bedingungen 
.102 -.342 64 2.748 
 cond .037 1.834 3.512 alle ROIs/leg vs. alle 
ROIs/illeg 
.907 -.118 65 - 
alle ROIs/leg vs. alle 
ROIs/rev 
.045 2.047 65 - 
alle ROIs/illeg vs. alle 
ROIs/rev 
.006 2.832 65 - 
 roi .008 2.583 4.325 - 
 cond * group .351 1.834 1.041 Kontrollen/leg vs. 
Patienten/leg 
.408 .070 64 .693 
Kontrollen/illeg vs. 
Patienten/illeg 
.177 .443 64 1.861 
Kontrollen/rev vs. 
Patienten/rev 
.51 .707 64 3.971 
Kontrollen/leg vs. 
Kontrollen/leg 
.627 .491 32 - 
Kontrollen/illeg vs. 
Kontrollen/illeg 
.056 1.986 32 - 
Kontrollen/rev vs. 
Kontrollen/rev 
.051 2.020 32 - 
Patienten/leg vs. 
Patienten/leg 
.265 -1.134 32 - 
Patienten/illeg vs. 
Patienten/illeg 
.479 .717 32 - 
Patienten/rev vs. 
Patienten/rev 
.056 1.984 32 - 
 roi * group .012 2.583 4.035 ROI 1/Kontrollen vs. ROI 
1/Patienten 
.039 .310 64 .310 
ROI 2/Kontrollen vs. ROI 
2/Patienten 
.080 -1.265 64 -1.265 
ROI 3/Kontrollen vs. ROI 
3/Patienten 
.386 1.064 64 1.064 
ROI 4/Kontrollen vs. ROI 
4/Patienten 
.548 -1.134 64 -1.134 
ROI 5/Kontrollen vs. ROI 
5/Patienten 
.182 -0.612 64 -0.612 
 cond * roi .024 4.483 2.742 ROI 1/leg vs. ROI 1/illeg .318 1.007 65 - 
     ROI 1/leg vs. ROI 1/rev .069 1.846 65 - 
ROI 1/illeg vs. ROI 1/rev .372 .899 65 - 
ROI 2/leg vs. ROI 2/illeg .970 -.338 65 - 
ROI 2/leg vs. ROI 2/rev .005 2.906 65 - 
ROI 2/illeg vs. ROI 2/rev .002 3.287 65 - 
ROI 3/leg vs. ROI 2/illeg .537 -0.620 65 - 
ROI 3/leg vs. ROI 2/rev .271 1.111 65 - 
ROI 3/illeg vs. ROI 2/rev .029 2.232 65 - 
ROI 4/leg vs. ROI 4/illeg .761 -.365 65 - 
ROI 4/leg vs. ROI 4/rev .087 1.783 65 - 
ROI 4/illeg vs. ROI 4/rev .009 2.706 65 - 
ROI 5/leg vs. ROI 5/illeg .598 -.550 65 - 
ROI 5/leg vs. ROI 5/rev .052 1.983 65 - 
ROI 5/illeg vs. ROI 5/rev .002 3.261 65 - 
     
     





 p df F  p T df F 
 group * cond * 
roi 
.242 4.483 1.365 Kontrollen/ROI 1/leg vs. 
Patienten/ROI 1/leg 
.083 .536 64 3.095 
Kontrollen/ROI 2/leg vs. 
Patienten/ROI 2/leg 
.582 -.806 64 .307 
Kontrollen/ROI 3/leg vs. 
Patienten/ROI 3/leg 
.869 1.301 64 .027 
Kontrollen/ROI 4/leg vs. 
Patienten/ROI 4/leg 
.909 -.564 64 .013 
Kontrollen/ROI 5/leg vs. 
Patienten/ROI 5/leg 
.404 -.192 64 .705 
Kontrollen/ROI 1/illeg vs. 
Patienten/ROI 1/illeg 
.095 -.039 64 2.869 
Kontrollen/ROI 2/illeg vs. 
Patienten/ROI 2/illeg 
.093 -1.139 64 2.902 
Kontrollen/ROI 3/illeg vs. 
Patienten/ROI 3/illeg 
.861 .992 64 .031 
Kontrollen/ROI 4/illeg vs. 
Patienten/ROI 4/illeg 
.472 -1.063 64 .523 
Kontrollen/ROI 5/illeg vs. 
Patienten/ROI 5/illeg 
.207 -.630 64 1.624 
Kontrollen/ROI 1/rev vs. 
Patienten/ROI 1/rev 
.015 .418 64 6.219 
Kontrollen/ROI 2/rev vs. 
Patienten/ROI 2/rev 
.017 -1.680 64 6.002 
Kontrollen/ROI 3/rev vs. 
Patienten/ROI 3/rev 
.108 .687 64 2.655 
Kontrollen/ROI 4/rev vs. 
Patienten/ROI 4/rev 
.486 -1.798 64 .490 
Kontrollen/ROI 5/rev vs. 
Patienten/ROI 5/rev 
.157 -1.050 64 2.053 
Kontrollen/ROI 1/leg vs. 
Kontrollen/ROI 1/illeg 
.149 .149 32 - 
Kontrollen/ROI 1/leg vs. 
Kontrollen/ROI 1/rev 
.135 1.532 32 - 
Kontrollen/ROI 1/illeg vs. 
Kontrollen/ROI 1/rev 
.956 -.056 32 - 
Kontrollen/ROI 2/leg vs. 
Kontrollen/ROI 2/illeg 
.734 .343 32 - 
Kontrollen/ROI 2/leg vs. 
Kontrollen/ROI 2/rev 
.014 1.598 32 - 
Kontrollen/ROI 2/illeg vs. 
Kontrollen/ROI 2/rev 
.020 2.453 32 - 
Kontrollen/ROI 3/leg vs. 
Kontrollen/ROI 3/illeg 
.812 .240 32 - 
Kontrollen/ROI 3/leg vs. 
Kontrollen/ROI 3/rev 
.154 1.459 32 - 
Kontrollen/ROI 3/illeg vs. 
Kontrollen/ROI 3/rev 
.102 1.685 32 - 
Kontrollen/ROI 4/leg vs. 
Kontrollen/ROI 4/illeg 
.870 .165 32 - 
Kontrollen/ROI 4/leg vs. 
Kontrollen/ROI 4/rev 
.057 1.973 32 - 
Kontrollen/ROI 4/illeg vs. 
Kontrollen/ROI 4/rev 
.022 2.405 32 - 
     




  p df F  p T df F 
     Kontrollen/ROI 5/leg vs. 
Kontrollen/ROI 5/illeg 
.864 .173 32 - 
Kontrollen/ROI 5/leg vs. 
Kontrollen/ROI 5/rev 
.050 2.032 32 - 
Kontrollen/ROI 5/illeg vs. 
Kontrollen/ROI 5/rev 
.020 2.451 32 - 
Patienten/ROI 1/leg vs. 
Patienten/ROI 1/illeg 
.668 -.433 32 - 
Patienten/ROI 1/leg vs. 
Patienten/ROI 1/rev 
.308 1.035 32 - 
Patienten/ROI 1/illeg vs. 
Patienten/ROI 1/rev 
.207 1.287 32 - 
Patienten/ROI 2/leg vs. 
Patienten/ROI 2/illeg 
.473 -.726 32 - 
Patienten/ROI 2/leg vs. 
Patienten/ROI 2/rev 
.166 1.419 32 - 
Patienten/ROI 2/illeg vs. 
Patienten/ROI 2/rev 
.039 2.157 32 - 
Patienten/ROI 3/leg vs. 
Patienten/ROI 3/illeg 
.129 -1.559 32 - 
Patienten/ROI 3/leg vs. 
Patienten/ROI 3/rev 
.693 -.398 32 - 
Patienten/ROI 3/illeg vs. 
Patienten/ROI 3/rev 
.147 1.485 32 - 
Patienten/ROI 4/leg vs. 
Patienten/ROI 4/illeg 
.371 -9.277 32 - 
Patienten/ROI 4/leg vs. 
Patienten/ROI 4/rev 
.854 .186 32 - 
Patienten/ROI 4/illeg vs. 
Patienten/ROI 4/rev 
.203 1.299 32 - 
Patienten/ROI 5/leg vs. 
Patienten/ROI 5/illeg 
.204 -1.296 32 - 
Patienten/ROI 5/leg vs. 
Patienten/ROI 5/rev 
.579 .561 32 - 
Patienten/ROI 5/illeg vs. 
Patienten/ROI 5/rev 
.038 2.189 32 - 
 
Tabelle 12: Detaillierte Ergebnisse dreifaktorielle ANOVA für N2 = Negativierung 2 (450-800ms) df = degrees of 
freedom, signifikant = p < .05, marginal signifikant = .05 < p < .1, leg = legal, illeg = illegal, rev = reversed 
 
Da der Haupteffekt „Bedingung“ einen deutlichen Unterschied zwischen den rückwärts 
gesprochenen Stimuli und den anderen Bedingungen gezeigt hat, wurde die gleiche ANOVA 
nochmals berechnet und dabei illegale und legale Stimuli zu „vorwärts abgespielten Stimuli“ 
(forward) zusammengefasst. Es zeigte sich ein ähnliches Ergebnis wie bei den aufgeschlüsselten 
Bedingungen und zusätzlich ein marginal signifikanter Interaktionseffekt zwischen allen drei 






  p Ergebnisse/ signifikante Interaktionen (gepaarte t-tests) 
Haupteffekte group ns  
cond .000 rev > forw .000 
roi -  
Interaktionseffekte cond * group .083 Kontrollen/rev > Kontrollen/forw .000, Patienten/rev > 
Patienten/forw .004 
roi* group .006 Ns 
cond * roi .002 ROI1/ rev > ROI1/forw .001, ROI2/ rev > ROI2/forw .000, ROI3/ 
rev > ROI3/forw .000, ROI4/rev > ROI4/forw .000, ROI5/ rev > 
ROI5/forw .000 
group * cond * roi ns  
 
Negativierung 1 (300-450 ms) 
 
 
  p Ergebnisse/ signifikante Interaktionen (gepaarte t-tests) 
Haupteffekte group ns  
cond .006 rev > forw .006 
roi -  
Interaktionseffekte cond * group ns  
roi* group .008 ns 
cond * roi .015 ROI2/ rev > ROI2/forw .000, ROI3/ rev > ROI3/forw .063, ROI4/ 
rev > ROI4/forw .011, ROI5/ rev > ROI5/forw .004 
group * cond * roi .069 ROI2/Kontrollen/rev > vs ROI2/Patienten/rev .099, 
ROI4/Kontrollen/rev > ROI4/Patienten/rev 
.077, ROI2/Kontrollen/rev > ROI2/Kontrollen/forw 
.002, ROI3/Kontrollen/rev > ROI3/Kontrollen/rev 
.079, ROI4/Kontrollen/rev > ROI4/Kontrollen/forw 
.012, ROI5/Kontrollen/rev > ROI5/Kontrollen/rev .013, 
ROI2/Patienten/rev > ROI2/Patienten/forw 
.059  
 
Negativierung 2 (450-800ms) 
 
 
Tabelle 13 Übersicht Ergebnisse dreifaktorielle ANOVA forw/rev leg < rev bedeute dass die negative Amplitude für rev 
größer ist für leg, sprich dass rev negativer ist als leg entsprechend den Grafiken, bei denen ein negativer Ausschlag 
nach oben aufgetragen ist, grün hinterlegt = signifikant = p < .05, gelb hinterlegt = marginal signifikant = .05 < p < .1, 





N1 ANOVA gepaarte t-Tests 
  p df F  p T df F 
 group .681 1 .170 alle ROIs/ alle 
Bedingungen 
.681 .413 64 .170 
 cond .000 1.000 25.173 alle ROIs/forw vs. alle 
ROIs/rev 
.000 4.983 65 - 
 roi .000 2.579 18.823 - 
 cond * group .083 1.000 3.099 Kontrollen/forw vs. 
Patienten/forw 
.287 .920 64 1.154 
Kontrollen/rev vs. 
Patienten/rev 
.768 -.137 64 .088 
Kontrollen/forw vs. 
Patienten/rev 
.000 3.988 32 - 
Kontrollen/forw vs. 
Patienten/rev 
.004 3.089 32 - 
 roi * group .006 2,579 4.586 ROI 1/Kontrollen vs. ROI 
1/Patienten 
.345 1.372 64 .905 
ROI 2/Kontrollen vs. ROI 
2/Patienten 
.325 -.659 64 .983 
ROI 3/Kontrollen vs. ROI 
3/Patienten 
.966 1.550 64 .002 
ROI 4/Kontrollen vs. ROI 
4/Patienten 
.667 -.605 64 .186 
ROI 5/Kontrollen vs. ROI 
5/Patienten 
.662 .068 64 .192 
 cond * roi .002 2.748 5.373 ROI 1/forw vs. ROI 1/rev .001 3.635 65 - 
ROI 2/forw vs. ROI 2/rev .000 5.411 65 - 
ROI 3/forw vs. ROI 2/rev .000 4.080 65 - 
ROI 4/forw vs. ROI 4/rev .000 4.584 65 - 
ROI 5/forw vs. ROI 5/rev .000 5.319 65 - 
 group * cond * 
roi 
.531 2.748 0.711 Kontrollen/ROI 1/forw 
vs. Patienten/ROI 1/forw 
.300 1.539 64 1.039 
Kontrollen/ROI 2/forw 
vs. Patienten/ROI 2/forw 
.305 -.197 64 1.070 
Kontrollen/ROI 3/forw 
vs. Patienten/ROI 3/forw 
.663 2.144 64 .192 
Kontrollen/ROI 4/forw 
vs. Patienten/ROI 4/forw 
.938 .228 64 .006 
Kontrollen/ROI 5/forw 
vs. Patienten/ROI 5/forw 
.397 .579 64 .727 
Kontrollen/ROI 1/rev vs. 
Patienten/ROI 1/rev 
.345 1.096 64 .906 
Kontrollen/ROI 2/rev vs. 
Patienten/ROI 2/rev 
.529 -1.051 64 .401 
Kontrollen/ROI 3/rev vs. 
Patienten/ROI 3/rev 
.595 .870 64 .286 
Kontrollen/ROI 4/rev vs. 
Patienten/ROI 4/rev 
.396 -1.141 64 .730 
Kontrollen/ROI 5/rev vs. 
Patienten/ROI 5/rev 
.727 -.471 64 .123 
Kontrollen/ROI 1/forw 
vs. Kontrollen/ROI 1/rev 
.003 3.221 32 - 
Kontrollen/ROI 2/forw 
vs. Kontrollen/ROI 2/rev 
.000 4.278 32 - 
Kontrollen/ROI 3/forw 
vs. Kontrollen/ROI 3/rev 
.002 3.442 32 - 




  p df F  p T df F 
     Kontrollen/ROI 4/forw 
vs. Kontrollen/ROI 4/rev 
.001 3.797 32 - 
Kontrollen/ROI 5/forw 
vs. Kontrollen/ROI 5/rev 
.000 4.281 32 - 
Patienten/ROI 1/forw vs. 
Patienten/ROI 1/rev 
.070 1.875 32 - 
Patienten/ROI 2/forw vs. 
Patienten/ROI 2/rev 
.002 3,462 32 - 
Patienten/ROI 3/forw vs. 
Patienten/ROI 3/rev 
.022 2.403 32 - 
Patienten/ROI 4/forw vs. 
Patienten/ROI 4/rev 
.022 2.762 32 - 
Patienten/ROI 5/forw vs. 
Patienten/ROI 5/rev 
.009 3.287 32 - 
 
Tabelle 14: Detaillierte Ergebnisse dreifaktorielle ANOVA für N1 = Negativierung 1 (300-450ms) df = degrees of 






N2 ANOVA gepaarte t-Tests 
  p df F  p T df F 
 group .668 1 6.078 alle ROIs/ alle 
Bedingungen 
.075 -.430 64 3.277 
 cond .006 1.000 8.008 alle ROIs/forw vs. alle 
ROIs/rev 
.006 2.826 65 - 
 roi .009 2.624 4.281 - 
 cond * group .287 1.000 1.151 Kontrollen/forw vs. 
Patienten/forw 
.182 -.178 64 1.822 
Kontrollen/rev vs. 
Patienten/rev 
.051 .707 64 3.971 
Kontrollen/forw vs. 
Patienten/rev 
.21 2.434 32 - 
Kontrollen/forw vs. 
Patienten/rev 
.151 1.470 32 - 
 roi * group .008 2.624 4.340 ROI 1/Kontrollen vs. ROI 
1/Patienten 
.029 .337 64 4.962 
ROI 2/Kontrollen vs. ROI 
2/Patienten 
.055 -1.376 64 3.903 
ROI 3/Kontrollen vs. ROI 
3/Patienten 
.263 .981 64 1.277 
ROI 4/Kontrollen vs. ROI 
4/Patienten 
.529 -1.3 64 .401 
ROI 5/Kontrollen vs. ROI 
5/Patienten 
.142 -.719 64 2.214 
 cond * roi .015 2.680 3.779 ROI 1/forw vs. ROI 1/rev .118 1.584 65 - 
ROI 2/forw vs. ROI 2/rev .000 3.778 65 - 
ROI 3/forw vs. ROI 2/rev .063 1.889 65 - 
ROI 4/forw vs. ROI 4/rev .011 2.601 65 - 
ROI 5/forw vs. ROI 5/rev .004 2.963 65 - 
 group * cond * 
roi 
.069 2.680 2.484 Kontrollen/ROI 1/forw 
vs. Patienten/ROI 1/forw 
.061 .258 64 3.684 
Kontrollen/ROI 2/forw 
vs. Patienten/ROI 2/forw 
.149 -1.045 64 2.130 
Kontrollen/ROI 3/forw 
vs. Patienten/ROI 3/forw 
.680 1.203 64 0.172 
Kontrollen/ROI 4/forw 
vs. Patienten/ROI 4/forw 
.594 -.819 64 0.287 
Kontrollen/ROI 5/forw 
vs. Patienten/ROI 5/forw 
.235 -.409 64 1.438 
Kontrollen/ROI 1/rev vs. 
Patienten/ROI 1/rev 
.015 .418 64 6.219 
Kontrollen/ROI 2/rev vs. 
Patienten/ROI 2/rev 
.017 -1.680 64 6.002 
Kontrollen/ROI 3/rev vs. 
Patienten/ROI 3/rev 
.108 .687 64 2.655 
Kontrollen/ROI 4/rev vs. 
Patienten/ROI 4/rev 
.486 -1.798 64 .490 
Kontrollen/ROI 5/rev vs. 
Patienten/ROI 5/rev 
.157 -1.050 64 2.053 
Kontrollen/ROI 1/forw 
vs. Kontrollen/ROI 1/rev 
.345 .958 32 - 
Kontrollen/ROI 2/forw 
vs. Kontrollen/ROI 2/rev 
.002 3.389 32 - 
Kontrollen/ROI 3/forw 
vs. Kontrollen/ROI 3/rev 
.079 1.814 32 - 




  p df F  P T df F 
     Kontrollen/ROI 4/forw 
vs. Kontrollen/ROI 4/rev 
.012 2.681 32 - 
Kontrollen/ROI 5/forw 
vs. Kontrollen/ROI 5/rev 
.013 2.630 32 - 
Patienten/ROI 1/forw vs. 
Patienten/ROI 1/rev 
.218 1.256 32 - 
Patienten/ROI 2/forw vs. 
Patienten/ROI 2/rev 
.059 1.961 32 - 
Patienten/ROI 3/forw vs. 
Patienten/ROI 3/rev 
.531 .633 32 - 
Patienten/ROI 4/forw vs. 
Patienten/ROI 4/rev 
.437 .787 32 - 
Patienten/ROI 5/forw vs. 
Patienten/ROI 5/rev 
.158 1.44 32 - 
 
Tabelle 15: Detaillierte Ergebnisse dreifaktorielle ANOVA für N2 = Negativierung 2 (450-800ms) df = degrees of 






4.1.3 Trial versus Wiederholung 
 
Zusätzlich zu dem Unterschied zwischen den verschiedenen Trials wurde noch untersucht, welchen 
Unterschied es zwischen Trial (Sound) und dem wiederholten, identischen Trial (Repetition) im EEG 
gab (siehe Abbildung 13). Das zuerst präsentierte Trial wird im Folgenden als „Sound“, das 
identische, wiederholte Trial als „Repetition“ bezeichnet. Nach visueller Inspektion der ERPs (siehe 
Abbildungen 14 und 15) wurden drei Zeitfenster  festgelegt: eine Negativierung um 400 ms, N4 
(300-450ms) und eine späte Negativierung, „Late Negativity“ (900-1350ms), sowie eine 
Positivierung, P3 (450-900ms). In jedem dieser Zeitfenster wurde getrennt für die beiden Gruppen 
(Patienten und Kontrollen) und pro Elektrode eine zweifaktorielle ANOVA mit den Faktoren 
„Probe“ („probe“, Faktorstufen „Sound“ und „Repetition“) und „Bedingung“ („cond“, Faktorstufen 
„legal“, „illegal“, „reversed“) und folgenden gepaarten t-Tests gerechnet. Übersicht der Ergebnisse 
siehe Tabelle 16, detaillierte Ergebnisse Tabelle 17. Es zeigte sich ein stabiler Effekt für den Faktor 
„Bedingung“, welcher über fast allen Elektroden und Zeitfenstern signifikant wurde. In den 
gepaarten t-tests zeigte sich für die P3 (450-900ms), dass legale Stimuli negativere EPRs 
hervorriefen als illegale, und die ERPs auf rückwärts gespielte Stimuli sowohl negativer als die der 
legalen, als auch die der illegalen Stimuli waren. Der Faktor „Probe“ wurde nur bei den 
Kontrollprobanden und nur über den hinteren zentralen Elektroden signifikant, folgende t-tests 
zeigten, dass hier „Sound“ negativer als „Repetition“ war. Bei den Patienten zeigte sich dieser Effekt 
nur als marginal signifikant und nur über der P3-Elektrode. 
  
Abbildung 13: Trial versus Wiederholung: Das zuerst präsentierte Trial wird  im Folgenden als 
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Tabelle 16: Übersicht der Ergebnisse der 2-faktoriellen ANOVA mit den Faktoren cond (leg, illeg, rev) und probe (sound, repetition) und 
der folgenden gepaarten t-tests leg < rev bedeute dass die negative Amplitude für rev größer ist für leg, sprich dass rev negativer ist als 
leg entsprechend den Grafiken, bei denen ein negativer Ausschlag nach oben aufgetragen ist, grün hinterlegt = signifikant = p < .05, 





Patienten ANOVA  gepaarte t-Tests 
cond  leg vs. illeg leg vs. rev illeg vs. rev 





F3 .003 1.918 6.333 F3 .254 3.924 32 .000 3.924 32 .035 3.924 32 
Fz .001 1.901 8.392 Fz .172 1.399 32 .000 4.282 32 .011 2.685 32 
F4 .001 1.656 8.246 F4 .325 1.000 32 .003 3.209 32 .002 3.399 32 
C3 .002 1.938 7.147 C3 .401 .851 32 .000 4.000 32 .013 2.644 32 
Cz .000 1.622 10.637 Cz .348 .952 32 .001 3.634 32 .000 4.388 32 
C4 .003 1.405 8.060 C4 .356 .937 32 .005 3.037 32 .000 3.037 32 
P3 .001 1.452 9.931 P3 .287 1.083 32 .002 3.406 32 .000 4.490 32 
Pz .001 1.454 9.952 Pz .560 .589 32 .003 3.232 32 .000 4.539 32 
P4 .006 1.612 6.246 P4 .382 .886 32 .008 2.842 32 .002 3.303 32 
probe  
F3 .452 1.000 .581 F3  
Fz .439 1.000 .615 Fz 
F4 .026 1.000 5.433 F4 
C3 .248 1.000 1.383 C3 
Cz .350 1.000 .901 Cz 
C4 .013 1.000 6.978 C4 
P3 .042 1.000 4.467 P3 
Pz .129 1.000 2.341 Pz 
P4 .363 1.000 .852 P4 
cond * probe  p T df 
F3 .951 1.682 .031 sound/leg vs. sound/illeg .489 .700 32 
sound/leg vs. sound/rev .020 2.424 32 
sound/illeg vs. sound/rev .093 1.730 32 
rep/leg vs. rep/illeg .395 .862 32 
rep/leg vs. rep/rev .001 -3.633 32 
rep/illeg vs. rep/rev .158 -1.445 32 
sound/leg vs. rep/leg .688 -.405 32 
sound/illeg vs. rep/illeg .600 -.529 32 
sound/rev vs. rep/rev .315 -1.020 32 
Fz .727 1.756 .282 sound/leg vs. sound/illeg .566 .581 32 
sound/leg vs. sound/rev .024 2.373 32 
sound/illeg vs. sound/rev .096 1.717 32 
rep/leg vs. rep/illeg .168 1.411 32 
rep/leg vs. rep/rev .000 -4.297 32 
rep/illeg vs. rep/rev .089 -1.754 32 
sound/leg vs. rep/leg .893 -.135 32 
sound/illeg vs. rep/illeg .522 -.648 32 
sound/rev vs. rep/rev .209 -1.281 32 
F4 .651 1.750 .391 sound/leg vs. sound/illeg .693 .398 32 
sound/leg vs. sound/rev .064 1.917 32 
sound/illeg vs. sound/rev .100 1.693 32 
rep/leg vs. rep/illeg .377 .896 32 
rep/leg vs. rep/rev .001 -3.580 32 
rep/illeg vs. rep/rev .012 -2.665 32 
sound/leg vs. rep/leg .238 -1.202 32 
sound/illeg vs. rep/illeg .153 -1.463 32 
sound/rev vs. rep/rev .005 -3.015 32 
C3 .918 1.557 .048 sound/leg vs. sound/illeg .490 .698 32 
sound/leg vs. sound/rev .014 2.608 32 
sound/illeg vs. sound/rev .045 2.084 32 
rep/leg vs. rep/illeg .694 .397 32 




rep/illeg vs. rep/rev .063 -1.923 32 
sound/leg vs. rep/leg .479 -.716 32 
sound/illeg vs. rep/illeg .527 -.640 32 
sound/rev vs. rep/rev .165 -1.422 32 
Cz .441 1.809 .805 sound/leg vs. sound/illeg .736 .339 32 
sound/leg vs. sound/rev .069 1.885 32 
sound/illeg vs. sound/rev .098 1.707 32 
rep/leg vs. rep/illeg .397 .895 32 
rep/leg vs. rep/rev .001 -3.867 32 
rep/illeg vs. rep/rev .002 -3.404 32 
sound/leg vs. rep/leg .838 -.207 32 
sound/illeg vs. rep/illeg .634 -.480 32 
sound/rev vs. rep/rev .062 -1.934 32 
C4 .316 1.877 1.168 sound/leg vs. sound/illeg .905 .120 32 
sound/leg vs. sound/rev .232 1.218 32 
sound/illeg vs. sound/rev .172 1.397 32 
rep/leg vs. rep/illeg .268 1.128 32 
rep/leg vs. rep/rev .001 -3.739 32 
rep/illeg vs. rep/rev .004 -3.059 32 
sound/leg vs. rep/leg .271 -1.119 32 
sound/illeg vs. rep/illeg .092 -1.737 32 
sound/rev vs. rep/rev .001 -3.730 32 
P3 .388 1.945 .955 sound/leg vs. sound/illeg .750 .321 32 
sound/leg vs. sound/rev .057 1.922 32 
sound/illeg vs. sound/rev .077 1.829 32 
rep/leg vs. rep/illeg .305 1.043 32 
rep/leg vs. rep/rev .003 -3.215 32 
rep/illeg vs. rep/rev .002 -3.415 32 
sound/leg vs. rep/leg .040 2.145 32 
sound/illeg vs. rep/illeg .180 1.371 32 
sound/rev vs. rep/rev .566 .580 32 
Pz .235 1.986 1.482 sound/leg vs. sound/illeg .936 .081 32 
sound/leg vs. sound/rev .179 1.375 32 
sound/illeg vs. sound/rev .182 1.365 32 
rep/leg vs. rep/illeg .516 .657 32 
rep/leg vs. rep/rev .002 -3.429 32 
rep/illeg vs. rep/rev .000 -4.242 32 
sound/leg vs. rep/leg .084 1.785 32 
sound/illeg vs. rep/illeg .197 1.316 32 
sound/rev vs. rep/rev .912 -.112 32 
P4 .203 1.984 1.636 sound/leg vs. sound/illeg .919 .102 32 
sound/leg vs. sound/rev .388 .876 32 
sound/illeg vs. sound/rev .374 .902 32 
rep/leg vs. rep/illeg .268 1.128 32 
rep/leg vs. rep/rev .002 -3.425 32 
rep/illeg vs. rep/rev .004 -3.090 32 
sound/leg vs. rep/leg .139 1.516 32 
sound/illeg vs. rep/illeg .465 .759 32 







Kontrollen ANOVA  gepaarte t-Tests 
cond  leg vs. illeg leg vs. rev illeg vs. rev 





F3 .002 1.814 5.049 F3 .624 .496 32 .13 2.618 32 .019 2.477 32 
Fz .002 1.717 9.067 Fz .905 .120 32 .000 4.716 32 .001 3.546 32 
F4 .003 1.665 7.380 F4 .986 .018 32 .000 4.463 32 .004 3.097 32 
C3 .004 1.672 6.817 C3 .479 -.717 32 .001 3.648 32 .004 3.082 32 
Cz .001 1.983 7.590 Cz .305 -1.042 32 .005 3.043 32 .001 3.672 32 
C4 .002 1.877 7.451 C4 .480 -.714 32 .002 3.359 32 .002 3.452 32 
P3 .001 1.764 8.765 P3 .324 -1.001 32 .001 3.613 32 .001 3.476 32 
Pz .000 1.876 11.710 Pz .330 -.990 32 .000 4.136 32 .000 4.249 32 
P4 .001 1.894 8.751 P4 .115 -1.622 32 .008 2.827 32 .001 3.797 32 
probe  
F3 .104 1.000 2.793 F3  
Fz .811 1.000 .058 Fz 
F4 .321 1.000 1.015 F4 
C3 .004 1.000 9.893 C3 
Cz .231 1.000 1.612 Cz 
C4 .192 1.000 1.780 C4 
P3 .047 1.000 4.281 P3 
Pz .026 1.000 5.441 Pz 
P4 .022 1.000 5.834 P4 
cond * probe  p T df 
F3 .482 1.972 .734 sound/leg vs. sound/illeg .637 -.477 32 
sound/leg vs. sound/rev .113 1.628 32 
sound/illeg vs. sound/rev .052 2.018 32 
rep/leg vs. rep/illeg .358 .932 32 
rep/leg vs. rep/rev .005 -3.04 32 
rep/illeg vs. rep/rev .048 2.054 32 
sound/leg vs. rep/leg .623 -0.49 32 
sound/illeg vs. rep/illeg .145 -1.49 32 
sound/rev vs. rep/rev .090 -1.75 32 
Fz .383 1.807 .954 sound/leg vs. sound/illeg .375 -.477 32 
sound/leg vs. sound/rev .049 1.628 32 
sound/illeg vs. sound/rev .017 2.018 32 
rep/leg vs. rep/illeg .450 0.932 32 
rep/leg vs. rep/rev .000 -3.044 32 
rep/illeg vs. rep/rev .026 -2.054 32 
sound/leg vs. rep/leg .426 -0.495 32 
sound/illeg vs. rep/illeg .599 -1.746 32 
sound/rev vs. rep/rev .525 -.899 32 
F4 .647 1.876 .418 sound/leg vs. sound/illeg .497 -.687 32 
sound/leg vs. sound/rev .037 2.176 32 
sound/illeg vs. sound/rev .011 2.693 32 
rep/leg vs. rep/illeg .621 .499 32 
rep/leg vs. rep/rev .001 -3.717 32 
rep/illeg vs. rep/rev .055 -1.993 32 
sound/leg vs. rep/leg .685 -.410 32 
sound/illeg vs. rep/illeg .255 -1.158 32 
sound/rev vs. rep/rev .587 -.544 32 
C3 .542 1.780 .583 sound/leg vs. sound/illeg .125 -1.676 32 
sound/leg vs. sound/rev .134 1.537 32 
sound/illeg vs. sound/rev .032 2.246 32 
rep/leg vs. rep/illeg .874 0.160 32 




rep/illeg vs. rep/rev .050 -2.036 32 
sound/leg vs. rep/leg .058 -1.966 32 
sound/illeg vs. rep/illeg .021 -2.424 32 
sound/rev vs. rep/rev .007 -2.879 32 
Cz .627 1.907 .455 sound/leg vs. sound/illeg .124 -1.578 32 
sound/leg vs. sound/rev .204 1.296 32 
sound/illeg vs. sound/rev .041 2.131 32 
rep/leg vs. rep/illeg .778 -.284 32 
rep/leg vs. rep/rev .006 -2.936 32 
rep/illeg vs. rep/rev .006 -2.938 32 
sound/leg vs. rep/leg .684 -0.410 32 
sound/illeg vs. rep/illeg .336 -0.977 32 
sound/rev vs. rep/rev .138 -1.521 32 
C4 .104 1.832 2.397 sound/leg vs. sound/illeg .061 -1.942 32 
sound/leg vs. sound/rev .379 .892 32 
sound/illeg vs. sound/rev .024 2.363 32 
rep/leg vs. rep/illeg .599 .531 32 
rep/leg vs. rep/rev .000 -4.177 32 
rep/illeg vs. rep/rev .014 -2.614 32 
sound/leg vs. rep/leg .786 .273 32 
sound/illeg vs. rep/illeg .182 -1.363 32 
sound/rev vs. rep/rev .047 -2.069 32 
P3 .526 1.941 .641 sound/leg vs. sound/illeg .202 -1.303 32 
sound/leg vs. sound/rev .076 1.857 32 
sound/illeg vs. sound/rev .026 2.337 32 
rep/leg vs. rep/illeg .750 -0.321 32 
rep/leg vs. rep/rev .003 -3.250 32 
rep/illeg vs. rep/rev .004 -3.100 32 
sound/leg vs. rep/leg .025 2.347 32 
sound/illeg vs. rep/illeg .165 1.422 32 
sound/rev vs. rep/rev .311 1.029 32 
Pz .348 1.811 2.599 sound/leg vs. sound/illeg .147 -1.485 32 
sound/leg vs. sound/rev .065 1.913 32 
sound/illeg vs. sound/rev .022 2.414 32 
rep/leg vs. rep/illeg .817 -0.240 32 
rep/leg vs. rep/rev .000 -4.065 32 
rep/illeg vs. rep/rev .000 -4.014 32 
sound/leg vs. rep/leg .011 2.717 32 
sound/illeg vs. rep/illeg .089 1.757 32 
sound/rev vs. rep/rev .328 .993 32 
P4 .088 1.811 2.599 sound/leg vs. sound/illeg .039 -2.158 32 
sound/leg vs. sound/rev .516 .658 32 
sound/illeg vs. sound/rev .034 2.220 32 
rep/leg vs. rep/illeg .557 -.593 32 
rep/leg vs. rep/rev .001 -3.610 32 
rep/illeg vs. rep/rev .001 -3.597 32 
sound/leg vs. rep/leg .003 3.206 32 
sound/illeg vs. rep/illeg .082 1.798 32 






Patienten ANOVA  gepaarte t-Tests 
cond  leg vs. illeg leg vs. rev illeg vs. rev 





F3 .093 1.972 2.473 F3 .318 -1.015 32 .216 1.261 32 .040 2.146 32 
Fz .159 1.970 1.895 Fz .397 -.859 32 .261 1.145 32 .074 1.850 32 
F4 .015 1.672 4.914 F4 .242 -1.192 32 .086 1.774 32 .003 3.154 32 
C3 .009 1.958 5.081 C3 .108 -1.654 32 .138 1.534 32 .003 3.169 32 
Cz .006 1.884 5.721 Cz .063 -1.928 32 .160 1.440 32 .001 3.549 32 
C4 .002 1.680 7.511 C4 .049 -2.043 32 .081 1.804 32 .000 4.145 32 
P3 .000 1.729 9.672 P3 .032 -2.241 32 .040 2.143 32 .000 4.547 32 
Pz .000 1.787 12.457 Pz .002 -3.265 32 .041 2.135 32 .000 4.672 32 
P4 .001 1.956 8.578 P4 .028 -2.303 32 .065 1.910 32 .000 4.069 32 
probe  
F3 .454 1.000 ,576 F3  
Fz .121 1.000 2.538 Fz 
F4 .152 1.000 2.155 F4 
C3 .568 1.000 .333 C3 
Cz .237 1.000 1.452 Cz 
C4 .056 1.000 3.924 C4 
P3 .052 1.000 4.079 P3 
Pz .113 1.000 2.650 Pz 
P4 .116 1.000 2.608 P4 
cond * probe  p T df 
F3 .779 1.661 .200 sound/leg vs. sound/illeg .574 -.568 32 
sound/leg vs. sound/rev .546 .610 32 
sound/illeg vs. sound/rev .271 1.121 32 
rep/leg vs. rep/illeg .449 -.766 32 
rep/leg vs. rep/rev .213 -1.271 32 
rep/illeg vs. rep/rev .086 -1.771 32 
sound/leg vs. rep/leg .605 -.522 32 
sound/illeg vs. rep/illeg .691 -.401 32 
sound/rev vs. rep/rev .287 -1.083 32 
Fz .551 1.761 .564 sound/leg vs. sound/illeg .309 -1.033 32 
sound/leg vs. sound/rev .894 .134 32 
sound/illeg vs. sound/rev .205 1.294 32 
rep/leg vs. rep/illeg .983 -.022 32 
rep/leg vs. rep/rev .102 -1.684 32 
rep/illeg vs. rep/rev .152 -1.467 32 
sound/leg vs. rep/leg .356 -.936 32 
sound/illeg vs. rep/illeg .143 -1.503 32 
sound/rev vs. rep/rev .065 -1.915 32 
F4 .363 1.838 1.015 sound/leg vs. sound/illeg .344 -.961 32 
sound/leg vs. sound/rev .698 .391 32 
sound/illeg vs. sound/rev .144 1.497 32 
rep/leg vs. rep/illeg .796 -2.260 32 
rep/leg vs. rep/rev .026 -2.330 32 
rep/illeg vs. rep/rev .015 -2.567 32 
sound/leg vs. rep/leg .495 -.690 32 
sound/illeg vs. rep/illeg .244 -1.187 32 
sound/rev vs. rep/rev .019 -2.476 32 
C3 .665 1.827 .383 sound/leg vs. sound/illeg .268 -1.127 32 
sound/leg vs. sound/rev .624 .495 32 
sound/illeg vs. sound/rev .087 1.766 32 
rep/leg vs. rep/illeg .321 -1.008 32 
rep/leg vs. rep/rev .155 -1.458 32 




.sound/leg vs. rep/leg .794 -.263 32 
sound/illeg vs. rep/illeg .742 -.332 32 
sound/rev vs. rep/rev .365 -.920 32 
Cz .224 1.722 1.541 sound/leg vs. sound/illeg .148 -1.483 32 
sound/leg vs. sound/rev .824 -.225 32 
sound/illeg vs. sound/rev .109 1.647 32 
rep/leg vs. rep/illeg .514 -.661 32 
rep/leg vs. rep/rev .030 -2.267 32 
rep/illeg vs. rep/rev .002 -3.363 32 
sound/leg vs. rep/leg .614 -.509 32 
sound/illeg vs. rep/illeg .319 -1.012 32 
sound/rev vs. rep/rev .072 -1.861 32 
C4 .068 1.720 2.947 sound/leg vs. sound/illeg .119 -1.600 32 
sound/leg vs. sound/rev .704 -.348 32 
sound/illeg vs. sound/rev .123 1.584 32 
rep/leg vs. rep/illeg .743 -.330 32 
rep/leg vs. rep/rev .002 -3.331 32 
rep/illeg vs. rep/rev .000 -4.133 32 
sound/leg vs. rep/leg .438 -.785 32 
sound/illeg vs. rep/illeg .091 -1.743 32 
sound/rev vs. rep/rev .005 -3.023 32 
P3 .181 1.898 1.770 sound/leg vs. sound/illeg .068 -1.891 32 
sound/leg vs. sound/rev .832 .213 32 
sound/illeg vs. sound/rev .028 2.302 32 
rep/leg vs. rep/illeg .683 -.412 32 
rep/leg vs. rep/rev .018 -2.503 32 
rep/illeg vs. rep/rev .001 -3.796 32 
sound/leg vs. rep/leg .014 2.609 32 
sound/illeg vs. rep/illeg .118 1.608 32 
sound/rev vs. rep/rev .294 1.067 32 
Pz .155 1.820 1.953 sound/leg vs. sound/illeg .061 -1.938 32 
sound/leg vs. sound/rev .866 -.170 32 
sound/illeg vs. sound/rev .045 -2.081 32 
rep/leg vs. rep/illeg .300 -1.053 32 
rep/leg vs. rep/rev .009 -2.796 32 
rep/illeg vs. rep/rev .000 -4.263 32 
sound/leg vs. rep/leg .040 2.146 32 
sound/illeg vs. rep/illeg .144 1.496 32 
sound/rev vs. rep/rev .493 .694 32 
P4 .117 1.719 2.296 sound/leg vs. sound/illeg .091 -1.743 32 
sound/leg vs. sound/rev .636 -.478 32 
sound/illeg vs. sound/rev .097 1.708 32 
rep/leg vs. rep/illeg .654 -.453 32 
rep/leg vs. rep/rev .003 -3.169 32 
rep/illeg vs. rep/rev .001 -3.815 32 
sound/leg vs. rep/leg .037 2.173 32 
sound/illeg vs. rep/illeg .181 1.367 32 







Kontrollen ANOVA  gepaarte t-Tests 
cond  leg vs. illeg leg vs. rev illeg vs. rev 





F3 .028 1.640 4.129 F3 .901 -.125 32 .044 2.093 32 .020 2.438 32 
Fz .033 1.684 3.896 Fz .323 -1.003 32 .035 2.204 32 .026 2.335 32 
F4 .013 1.743 4.983 F4 .516 -.0656 32 .009 2.772 32 .016 2.555 32 
C3 .008 1.714 5.645 C3 .099 -1.697 32 .046 2.080 32 .008 2.845 32 
Cz .007 1.726 5.928 Cz .030 -2.272 32 .154 1.460 32 .007 2.894 32 
C4 .002 1.934 6.775 C4 .153 -1.462 32 .023 2.392 32 .002 3.378 32 
P3 .017 1.441 5.195 P3 .046 -2.074 32 .093 1.732 32 .016 2.535 32 
Pz .004 1.735 6.616 Pz .082 -1.796 32 .030 2.268 32 .004 3.133 32 
P4 .015 1.705 4.924 P4 .033 -2.230 32 .224 1.240 32 .014 2.600 32 
probe  
F3 .068 1.000 2.379 F3  
Fz .133 1.000 .615 Fz 
F4 .026 1.000 5.433 F4 
C3 .248 1.000 1.383 C3 
Cz .350 1.000 .901 Cz 
C4 .013 1.000 6.978 C4 
P3 .042 1.000 4.467 P3 
Pz .129 1.000 2.431 Pz 
P4 .363 1.000 .852 P4 
cond * probe  p T df 
F3 .731 1.791 .283 sound/leg vs. sound/illeg .811 -.241 32 
sound/leg vs. sound/rev .151 1.472 32 
sound/illeg vs. sound/rev .094 1.724 32 
rep/leg vs. rep/illeg .991 .011 32 
rep/leg vs. rep/rev .026 -2.334 32 
rep/illeg vs. rep/rev .034 -2.217 32 
sound/leg vs. rep/leg .126 -1.569 32 
sound/illeg vs. rep/illeg .222 -1.246 32 
sound/rev vs. rep/rev .045 -2.091 32 
Fz .952 1.571 .025 sound/leg vs. sound/illeg .393 -.866 32 
sound/leg vs. sound/rev .138 1.522 32 
sound/illeg vs. sound/rev .079 1.814 32 
rep/leg vs. rep/illeg .590 -.545 32 
rep/leg vs. rep/rev .137 -1.523 32 
rep/illeg vs. rep/rev .176 -1.383 32 
sound/leg vs. rep/leg .153 -1.462 32 
sound/illeg vs. rep/illeg .212 -1.274 32 
sound/rev vs. rep/rev .206 -1.291 32 
F4 .731 1.901 .300 sound/leg vs. sound/illeg .636 -4.78 32 
sound/leg vs. sound/rev .048 2.060 32 
sound/illeg vs. sound/rev .030 2.272 32 
rep/leg vs. rep/illeg .640 -.472 32 
rep/leg vs. rep/rev .205 -1.295 32 
rep/illeg vs. rep/rev .125 -1.574 32 
sound/leg vs. rep/leg .105 -1.668 32 
sound/illeg vs. rep/illeg .218 -1.256 32 
sound/rev vs. rep/rev .541 -.619 32 
C3 .795 1.584 .228 sound/leg vs. sound/illeg .264 -1.138 32 
sound/leg vs. sound/rev .307 1.039 32 
sound/illeg vs. sound/rev .120 1.598 32 
rep/leg vs. rep/illeg .241 -1.196 32 




rep/illeg vs. rep/rev .049 -2.049 32 
sound/leg vs. rep/leg .100 -1.695 32 
sound/illeg vs. rep/illeg .241 1.196 32 
sound/rev vs. rep/rev .067 -1.893 32 
Cz .899 1.629 .070 sound/leg vs. sound/illeg .234 -1.212 32 
sound/leg vs. sound/rev .382 .886 32 
sound/illeg vs. sound/rev .110 1.643 32 
rep/leg vs. rep/illeg .122 -1.590 32 
rep/leg vs. rep/rev .338 -.973 32 
rep/illeg vs. rep/rev .071 2.121 32 
sound/leg vs. rep/leg .196 -.375 32 
sound/illeg vs. rep/illeg .440 -2.318 32 
sound/rev vs. rep/rev .252 -2.129 32 
C4 .491 1.706 .675 sound/leg vs. sound/illeg .138 -1.522 32 
sound/leg vs. sound/rev .431 .798 32 
sound/illeg vs. sound/rev .042 2.121 32 
rep/leg vs. rep/illeg .710 -.375 32 
rep/leg vs. rep/rev .027 -2.318 32 
rep/illeg vs. rep/rev .041 -2.129 32 
sound/leg vs. rep/leg .648 .460 32 
sound/illeg vs. rep/illeg .715 -.368 32 
sound/rev vs. rep/rev .589 -.548 32 
P3 .678 1.944 .383 sound/leg vs. sound/illeg .376 -.899 32 
sound/leg vs. sound/rev .371 .908 32 
sound/illeg vs. sound/rev .162 .1.429 32 
rep/leg vs. rep/illeg .081 -1.804 32 
rep/leg vs. rep/rev .274 -1.114 32 
rep/illeg vs. rep/rev .032 -2.243 32 
sound/leg vs. rep/leg .012 2.661 32 
sound/illeg vs. rep/illeg .018 2.505 32 
sound/rev vs. rep/rev .043 2.112 32 
Pz .830 1.845 .166 sound/leg vs. sound/illeg .465 -3.739 32 
sound/leg vs. sound/rev .227 1.231 32 
sound/illeg vs. sound/rev .121 1.594 32 
rep/leg vs. rep/illeg .094 -1.727 32 
rep/leg vs. rep/rev .167 -1.415 32 
rep/illeg vs. rep/rev .020 -2.444 32 
sound/leg vs. rep/leg .009 2.780 32 
sound/illeg vs. rep/illeg .022 2.415 32 
sound/rev vs. rep/rev .070 1.874 32 
P4 .704 1.797 .320 sound/leg vs. sound/illeg .224 -1.240 32 
sound/leg vs. sound/rev .738 .338 32 
sound/illeg vs. sound/rev .178 1.578 32 
rep/leg vs. rep/illeg .103 -1.678 32 
rep/leg vs. rep/rev .237 -1.204 32 
rep/illeg vs. rep/rev .046 -2.072 32 
sound/leg vs. rep/leg .001 3.695 32 
sound/illeg vs. rep/illeg .012 2.655 32 






Patienten ANOVA  gepaarte t-Tests 
cond  leg vs. illeg leg vs. rev illeg vs. rev 





F3 .142 1.519 2.124 F3 .373 -.903 32 .204 1.293 32 .043 2.105 32 
Fz .115 1.532 2.838 Fz .424 -.810 32 .115 1.619 32 .034 1.619 32 
F4 .002 1.998 6.969 F4 .137 -1.524 32 .034 2.212 32 .001 3.657 32 
C3 .071 1.531 3.021 C3 .168 -1.409 32 .398 .856 32 .019 2.473 32 
Cz .035 1.792 3.722 Cz .207 -1.288 32 .197 1.318 32 .004 3.077 32 
C4 .015 1.902 4.603 C4 .120 -1.595 32 .201 1.307 32 .300 3.268 32 
P3 .035 1.929 3.591 P3 .226 1.398 32 .172 1.398 32 .008 2.823 32 
Pz .024 1.747 4.213 Pz .095 -1.719 32 .349 .951 32 .006 2.957 32 
P4 .073 1.672 2.897 P4 .140 -1.515 32 .572 .571 32 .022 2.409 32 
probe  
F3 .041 1.000 4.525 F3  
Fz .007 1.000 8.334 Fz 
F4 .022 1.000 5.826 F4 
C3 .145 1.000 2.232 C3 
Cz .025 1.000 5.539 Cz 
C4 .024 1.000 5.576 C4 
P3 .580 1.000 .313 P3 
Pz .355 1.000 5.405 Pz 
P4 .297 1.000 1.123 P4 
cond * probe  p T df 
F3 .783 1.706 .202 sound/leg vs. sound/illeg .597 -.578 32 
sound/leg vs. sound/rev .868 .168 32 
sound/illeg vs. sound/rev .475 .722 32 
rep/leg vs. rep/illeg .561 -.587 32 
rep/leg vs. rep/rev .184 -1.357 32 
rep/illeg vs. rep/rev .101 -1.688 32 
sound/leg vs. rep/leg .116 -1.617 32 
sound/illeg vs. rep/illeg .106 -1.665 32 
sound/rev vs. rep/rev .048 -2.058 32 
Fz .586 1.757 .498 sound/leg vs. sound/illeg .326 -.995 32 
sound/leg vs. sound/rev .911 .112 32 
sound/illeg vs. sound/rev .237 1.206 32 
rep/leg vs. rep/illeg .961 -.48 32 
rep/leg vs. rep/rev .030 -2.274 32 
rep/illeg vs. rep/rev .108 -1.653 32 
sound/leg vs. rep/leg .059 -1.960 32 
sound/illeg vs. rep/illeg .007 -2.886 32 
sound/rev vs. rep/rev .011 -1.715 32 
F4 .249 1.967 1.420 sound/leg vs. sound/illeg .267 -1.331 32 
sound/leg vs. sound/rev .761 -.306 32 
sound/illeg vs. sound/rev .295 1.065 32 
rep/leg vs. rep/illeg .734 -.343 32 
rep/leg vs. rep/rev .036 -2.191 32 
rep/illeg vs. rep/rev .006 -2.995 32 
sound/leg vs. rep/leg .378 -.899 32 
sound/illeg vs. rep/illeg .054 -1.998 32 
sound/rev vs. rep/rev .003 -3.187 32 
C3 .920 1.925 .077 sound/leg vs. sound/illeg .420 -.816 32 
sound/leg vs. sound/rev .588 .547 32 
sound/illeg vs. sound/rev .189 1.342 32 
rep/leg vs. rep/illeg .269 -1.124 32 
rep/leg vs. rep/rev .661 -.443 32 




.sound/leg vs. rep/leg .159 -1.442 32 
sound/illeg vs. rep/illeg .248 -1.175 32 
sound/rev vs. rep/rev .200 -1.307 32 
Cz .469 1.851 .751 sound/leg vs. sound/illeg .277 -1.106 32 
sound/leg vs. sound/rev .915 -.108 32 
sound/illeg vs. sound/rev .230 1.223 32 
rep/leg vs. rep/illeg .541 -.619 32 
rep/leg vs. rep/rev .064 -1.920 32 
rep/illeg vs. rep/rev .018 -2.502 32 
sound/leg vs. rep/leg .084 -1.783 32 
sound/illeg vs. rep/illeg .058 -1.967 32 
sound/rev vs. rep/rev .015 -2.562 32 
C4 .296 1.750 1.229 sound/leg vs. sound/illeg .206 -1.291 32 
sound/leg vs. sound/rev .681 -.414 32 
sound/illeg vs. sound/rev .314 1.023 32 
rep/leg vs. rep/illeg .478 -.725 32 
rep/leg vs. rep/rev .016 -2.535 32 
rep/illeg vs. rep/rev .008 -2.533 32 
sound/leg vs. rep/leg .120 -2.847 32 
sound/illeg vs. rep/illeg .058 -1.967 32 
sound/rev vs. rep/rev .011 -2.562 32 
P3 .871 1.948 .133 sound/leg vs. sound/illeg .215 -1.266 32 
sound/leg vs. sound/rev .510 .666 32 
sound/illeg vs. sound/rev .061 1.942 32 
rep/leg vs. rep/illeg .671 -.429 32 
rep/leg vs. rep/rev .266 -1.133 32 
rep/illeg vs. rep/rev .135 -1.554 32 
sound/leg vs. rep/leg .786 -.274 32 
sound/illeg vs. rep/illeg .542 -.617 32 
sound/rev vs. rep/rev .589 -.545 32 
Pz .815 1.979 .202 sound/leg vs. sound/illeg .142 -1.507 32 
sound/leg vs. sound/rev .977 .024 32 
sound/illeg vs. sound/rev .105 1.667 32 
rep/leg vs. rep/illeg .417 -.822 32 
rep/leg vs. rep/rev .310 -1.032 32 
rep/illeg vs. rep/rev .067 -1.900 32 
sound/leg vs. rep/leg .547 -.608 32 
sound/illeg vs. rep/illeg .588 -.876 32 
sound/rev vs. rep/rev .330 -.989 32 
P4 .644 1.884 .425 sound/leg vs. sound/illeg .159 -1.443 32 
sound/leg vs. sound/rev .670 -.430 32 
sound/illeg vs. sound/rev .287 1.082 32 
rep/leg vs. rep/illeg .541 -.619 32 
rep/leg vs. rep/rev .203 -1.300 32 
rep/illeg vs. rep/rev .071 -1.871 32 
sound/leg vs. rep/leg .580 -.559 32 
sound/illeg vs. rep/illeg .324 -1.001 32 






Kontrollen ANOVA  gepaarte t-Tests 
cond  leg vs. illeg leg vs. rev illeg vs. rev 





F3 .028 1.640 4.129 F3 .901 -.125 32 .044 2.093 32 .020 2.438 32 
Fz .033 1.684 3.896 Fz .323 -1.003 32 .035 2.204 32 .026 2.335 32 
F4 .013 1.743 4.983 F4 .516 -.0656 32 .009 2.772 32 .016 2.555 32 
C3 .008 1.714 5.645 C3 .099 -1.697 32 .046 2.080 32 .008 2.845 32 
Cz .007 1.726 5.928 Cz .030 -2.272 32 .154 1.460 32 .007 2.894 32 
C4 .002 1.934 6.775 C4 .153 -1.462 32 .023 2.392 32 .002 3.378 32 
P3 .017 1.441 5.195 P3 .046 -2.074 32 .093 1.732 32 .016 2.535 32 
Pz .004 1.735 6.616 Pz .082 -1.796 32 .030 2.268 32 .004 3.133 32 
P4 .015 1.705 4.924 P4 .033 -2.230 32 .224 1.240 32 .014 2.600 32 
probe  
F3 .068 1.000 2.379 F3  
Fz .133 1.000 .615 Fz 
F4 .026 1.000 5.433 F4 
C3 .248 1.000 1.383 C3 
Cz .350 1.000 .901 Cz 
C4 .013 1.000 6.978 C4 
P3 .042 1.000 4.467 P3 
Pz .129 1.000 2.431 Pz 
P4 .363 1.000 .852 P4 
cond * probe  p T df 
F3 .458 1.720 .750 sound/leg vs. sound/illeg .416 -.823 32 
sound/leg vs. sound/rev .375 .899 32 
sound/illeg vs. sound/rev .137 1.527 32 
rep/leg vs. rep/illeg .738 .337 32 
rep/leg vs. rep/rev .050 -2.034 32 
rep/illeg vs. rep/rev .121 -1.594 32 
sound/leg vs. rep/leg .625 .494 32 
sound/illeg vs. rep/illeg .813 -.238 32 
sound/rev vs. rep/rev .501 -.681 32 
Fz .839 1.979 .174 sound/leg vs. sound/illeg .332 -.985 32 
sound/leg vs. sound/rev .711 .374 32 
sound/illeg vs. sound/rev .074 1.848 32 
rep/leg vs. rep/illeg .474 -.724 32 
rep/leg vs. rep/rev .320 -1.009 32 
rep/illeg vs. rep/rev .209 -1.283 32 
sound/leg vs. rep/leg .583 .554 32 
sound/illeg vs. rep/illeg .873 .162 32 
sound/rev vs. rep/rev .905 -.121 32 
F4 .783 1.967 0.241 sound/leg vs. sound/illeg .575 -.567 32 
sound/leg vs. sound/rev .173 1.393 32 
sound/illeg vs. sound/rev .088 1.760 32 
rep/leg vs. rep/illeg .350 -.948 32 
rep/leg vs. rep/rev .741 -.333 32 
rep/illeg vs. rep/rev .293 -1.068 32 
sound/leg vs. rep/leg .848 -.193 32 
sound/illeg vs. rep/illeg .988 .016 32 
sound/rev vs. rep/rev .640 .473 32 
C3 .890 1.989 .047 sound/leg vs. sound/illeg .404 -.846 32 
sound/leg vs. sound/rev .803 -.251 32 
sound/illeg vs. sound/rev .377 .895 32 
rep/leg vs. rep/illeg .326 -.998 32 
rep/leg vs. rep/rev .688 -.405 32 




sound/leg vs. rep/leg .705 .382 32 
sound/illeg vs. rep/illeg .811 .242 32 
sound/rev vs. rep/rev .931 -.088 32 
Cz .861 1.950 .144 sound/leg vs. sound/illeg .490 -.698 32 
sound/leg vs. sound/rev .779 -.283 32 
sound/illeg vs. sound/rev .467 .737 32 
rep/leg vs. rep/illeg .231 -1.221 32 
rep/leg vs. rep/rev .911 -.113 32 
rep/illeg vs. rep/rev .319 -1.013 32 
sound/leg vs. rep/leg .456 .755 32 
sound/illeg vs. rep/illeg .536 .626 32 
sound/rev vs. rep/rev .803 .252 32 
C4 .954 1.989 .047 sound/leg vs. sound/illeg .294 -1.066 32 
sound/leg vs. sound/rev .979 -.417 32 
sound/illeg vs. sound/rev .233 1.216 32 
rep/leg vs. rep/illeg .224 -1.239 32 
rep/leg vs. rep/rev .909 -.115 32 
rep/illeg vs. rep/rev .372 -.906 32 
sound/leg vs. rep/leg .083 1.789 32 
sound/illeg vs. rep/illeg .375 .899 32 
sound/rev vs. rep/rev .423 .811 32 
P3 .838 1.917 .167 sound/leg vs. sound/illeg .400 -.853 32 
sound/leg vs. sound/rev .509 -.668 32 
sound/illeg vs. sound/rev .709 .376 32 
rep/leg vs. rep/illeg .212 -1.272 32 
rep/leg vs. rep/rev .911 .118 32 
rep/illeg vs. rep/rev .317 -1.018 32 
sound/leg vs. rep/leg .068 1.888 32 
sound/illeg vs. rep/illeg .200 1.308 32 
sound/rev vs. rep/rev .309 1.035 32 
Pz .946 1.910 .050 sound/leg vs. sound/illeg .555 -.596 32 
sound/leg vs. sound/rev .814 -.237 32 
sound/illeg vs. sound/rev .562 -.586 32 
rep/leg vs. rep/illeg .259 -1.150 32 
rep/leg vs. rep/rev .937 .080 32 
rep/illeg vs. rep/rev .396 -.861 32 
sound/leg vs. rep/leg .026 2.335 32 
sound/illeg vs. rep/illeg .183 1.362 32 
sound/rev vs. rep/rev .261 1.144 32 
P4 .793 1.834 .210 sound/leg vs. sound/illeg .460 -.747 32 
sound/leg vs. sound/rev .440 -.783 32 
sound/illeg vs. sound/rev .808 .245 32 
rep/leg vs. rep/illeg .143 -1.503 32 
rep/leg vs. rep/rev .691 .401 32 
rep/illeg vs. rep/rev .359 -.931 32 
sound/leg vs. rep/leg .026 2.337 32 
sound/illeg vs. rep/illeg .144 1.496 32 
sound/rev vs. rep/rev .205 1.295 32 
 
Tabelle 17: Detallierte der Ergebnisse der 2-faktoriellen ANOVA mit den Faktoren cond (leg, illeg, rev) und probe (sound, 
repetition) und der folgenden gepaarten t-tests leg < rev bedeute dass die negative Amplitude für rev größer ist für leg, 
sprich dass rev negativer ist als leg entsprechend den Grafiken, bei denen ein negativer Ausschlag nach oben 
aufgetragen ist, grün hinterlegt = signifikant = p < .05, gelb hinterlegt = marginal signifikant = .05 < p < .1, ns = nicht 





4.3.1 Klinisches Assessment der phonologischen, lexiko-semantischen und semantischen 
Kompetenz (LEMOs) 
 
 LEMO 1 (PHON) LEMO 5 (LEX) LEMO 27 (SEM) 
 Patienten Kontrollen Patienten Kontrollen Patienten Kontrollen 
Mittelwert 3,52 1,45 4,6 1,6 3,39 1,6 
Median 3 1 5 2 2 1 
Standardabweichung 3,1 1,6 2,82 1,37 2,66 1,28 
 
Tabelle 18 Fehlerraten der LEMOs  
Die Ergebnisse der drei Aphasietests für phonologische (LEMO 1), lexikalische (LEMO 5) und 
semantische Verarbeitung (LEMO 27) wurden mittels nonparametrischem Mann-Whitney-U-Test 
verglichen (siehe Tabelle 18). In allen drei Tests machten die Patienten signifikant mehr Fehler als 
die Kontrollen. (LEMO 1: p = 0.002; LEMO 5: p < 0.0001; LEMO 27: p = 0.001) 
4.3.2 Reaktionszeit und Trefferrate 
 
Sowohl Patienten als auch Kontrollprobanden bearbeiteten die Aufgabe mit hoher Genauigkeit. 
Die Trefferrate betrug 95,5% für die Patienten (SD 7,5) und 95,1% für die Kontrollen (SD 6,4), die 
Reaktionszeit 1021 ms (SD 316) für die Patienten und 932 ms (SD 292) für die Kontrollen. Für die 
Parameter „Trefferrate“ und „Reaktionszeit“ als abhängige Variablen wurde eine mehrfaktorielle 
ANOVA mit den Faktoren „Gruppe“ (Patienten, Kontrollprobanden) und „Bedingung“ (legal, illegal, 
reversed) gerechnet. Dabei wurde für die Trefferrate der Haupteffekt „Bedingung“ signifikant (F 
(2,128) = 5.3, p = 0.010), während der Faktor Gruppe und die Interaktionseffekte nicht signifikant 
wurden. Gepaarte t-tests ergaben eine signifikant niedrigere Trefferrate für die rückwärts 
gespielten Stimuli im Vergleich zu den anderen beiden Bedingungen (leg>rev: t(65) = 2.4, p = 
0.019, illeg>rev: t (65) = 3.18, p = 0.002) Zwischen legal und illegal ergab sich kein signifikanter 
Unterschied. Die ANOVA für die Reaktionszeiten ergab ein ähnliches Muster. Wieder wurde der 
Haupteffekt „Bedingung“ signifikant (F (2,128) = 5.61, p = 0.021). Die Reaktionszeit für illegale 
Stimuli war signifikant niedriger als für die rückwärts gespielten (illeg<rev, t(65) = −2.4, p = 0.018), 








 Patienten Kontrollen 
legal illegal reversed legal illegal reversed 
Trefferrate 95,6 ( 9,16) 96,2 (7,43) 94,6 (7,43) 95,7 (10,39) 95,6 (10,34) 93,9 (10,66) 
Reaktionszeit 1050 (718,9) 944 (191,1) 1070 (368,5) 869 (363,0) 861 (159,8) 1067 (715,2) 
 
Tabelle 19: Trefferrate und Reaktionszeit Mittelwerte der Trefferrate für Patienten und Kontrollen und die verschiedenen 






Abbildung 16: Reaktionszeiten und Trefferraten Boxplots mit Mittelwerten (quadratische Kästchen) und 






4.4.1 Korrelation von Läsions- und Verhaltensdaten 
4.4.1.1 VLSM-Analyse der LEMOs 
 
Die VLSM-Analyse der LEMO-Tests und der MRT-Daten ergab für den phonologischen Test 
(LEMO 1, PHON) und den semantischen Test (LEMO 27, LEX) ein deutlich verteiltes Muster. Die 
Korrelation von Läsion und Ergebnis im lexikalischen Test (LEMO 5, LEX) wurde nicht signifikant. 
Frontale Läsionen korrelierten mit einem schlechteren Ergebnis im semantischen Test (SEM) und 
Läsionen im hinteren temporo-parietalen Bereich mit einem schlechteren Abschneiden im 
phonologischen Test (PHON). Dabei lag der Punkt mit der höchsten Korrelation für den 
semantischen Test im unteren Gyrus frontalis (IFG, BA47, MNI-Koordinaten -38/30/-14, p<0.01, 
FDR) und für den phonologischen Test im Gyrus Angularis (BA 39, MNI-Koordinaten -40/-70/20 
p<0.01, FD>R) Die Läsionsmuster und Korrelationen sind in Abbildung 17 dargestellt. 
 
 
Abbildung 17*: Korrelation von Läsion und LEMO-Tests In die Analyse sind 35 Patienten eingegangen (siehe Tabelle 1: 
Epidemiologische Daten zu Patienten und Kontrollpersonen). Die Leistung im phonologische (PHON) und im 
semantischer LEMO (SEM) korrelierten mit unterschiedlichen Läsionsmustern. Der blaue Bereich stellt die Korrelation des 
phonologischen Tests mit der Läsion dar (p<0.05), wobei der Bereich der höchsten Korrelation (p<<0.01) in Zyan 
dargestellt ist. Der rote Bereich stellt die Korrelation des semantischen Tests mit der Läsion dar (p<0.05), hier ist der 





4.4.1.2 VLSM-Analyse der Reaktionszeit und Trefferrate 
 
In der kombinierten VSML-Analyse von MRT-Bildern und den beiden anderen 
Verhaltensparametern, Reaktionszeit und Trefferrate, zeigten sich Areale, in denen die Leistung 
deutlich schlechter war als in anderen. Zwei Bereiche, in denen sowohl die Reaktionszeit länger als 
auch die Trefferrate niedriger war, stellten sich heraus: der vordere Teil des unteren 
Temporallappen (aITG, MNI:-47/-2/-33, BA 20) und der Polus temporalis (MNI: -29/14/-22, BA 38). 
(siehe Abbildung 18) Weiterhin wurden für die verschiedenen Bedingungen (legal, illegal, reversed) 
getrennte Analysen gerechnet. Hier zeigte sich eine Korrelation der Reaktionszeit auf rückwärts 
gespielte Stimuli mit einem ausgedehnten frontotemporalen Areal und der Reaktionszeit auf legale 
Stimuli mit einem kleinen subkortikalen Areal. Läsionen in diesen Bereichen korrelierten mit einer 
längeren Reaktionszeit auf die Stimuli. Die Trefferraten für illegale Stimuli korrelierten mit Läsionen 
im vorderen Frontallappen. Analysen mit den anderen Bedingungen wurden nicht signifikant.  
 
 
Abbildung 18*: Ergebnisse der Läsions-Verhaltensdaten-Analyse Links ist die Korrelation von Läsion und Reaktionszeit 
bzw. Trefferrate dargestellt. Läsionen, die mit geringerer Trefferrate (HR, Hit Rate) korrelieren, sind grün dargestellt ( 
z>3.4, p<0.05), Läsionen, die mit einer längeren Reaktionszeit (RT, Reaction Time) korrelieren, sind rot dargestellt   
(z>3.4, p<0.05). Bereiche in denen geringe Trefferrate und lange Reaktionszeit überlappen, sind gelb dargestellt. In diese 
Analyse sind 33 Patienten und alle Bedingungen eingegangen. Rechts ist die Korrelation von Läsion und Reaktionszeit 
bzw. Trefferrate für die Bedingungen getrennt dargestellt. Die Trefferrate für illegale Stimuli  (HR-ILL) war geringer bei 
Läsionen im vorderen Temporallappen und den Basalganglien (roter Bereich, z>2,9, p<0.05) Eine höhere Reaktionszeit 
auf rückwärts gespielte Stimuli  (RT-REV) korrelierte mit einem großen frontotemporalen Bereich (grüner Bereich, z>2.1, 
p<0.05) Die Überschneidung dieser beiden Bereiche (HR-ILL und RT-Rev) liegt am temporalen Pol und ist orange 
dargestellt. Längere Reaktionszeiten auf  legale Stimuli korrelierte hauptsächlich mit subkortikalen Arealen, sowie mit 






Hinweis zu den Zeitfenstern: 
 
Die für die globale Analyse des EEGs und die Läsionsanalyse (Läsion + EEG) ausgewählten 
Zeitfenster unterschieden sich geringfügig. Sie sind im Folgenden zum Vergleich gezeigt.  
 
EEG-Analyse N1 (300-450 ms) N2 (450-800 ms) 
Läsion + EEG W1 (372-424 ms) W2 (320-412 ms) W3 (544-736ms) 
 
4.4.2 Korrelation von Läsion und EEG 
 
Mittels VLSM wurden auch die Korrelation von Läsion und EEG untersucht. Pro Voxel wurde der 
Zusammenhang von Läsion und Amplitude in den verschiedenen EEG-Abschnitten nach 
Stimuluspräsentation untersucht. Dazu wurden für diese Analyse folgende Zeitfenster unterteilt: 
W1 (372-424ms), W2 (320-412ms) und W3 (544-736ms). Die Kontraste „legal“ versus „illegal“ und 
„vorwärts“ versus „rückwärts“ wurden untersucht.  
Für den Kontrast „legal“ versus „illegal“ ergab die Korrelation von Läsion und EEG Bereiche im 
mittleren und vorderen Teil des linken mittleren Temporallappen (MTG, BA 22 und 21). Dieser 
Effekt fand sich im Zeitfenster W1 und W2 für beide vorderen Probenbereiche (ROI 1 und 2), den 
zentralen (ROI 5) sowie den rechten hinteren Probenbereich (ROI 4). Im Zeitfenster W3 ergaben 
sich keine signifikanten Korrelationen. Für den Kontrast „vorwärts“ versus „rückwärts“ demarkierten 
sich durchgehend ein Areal im unteren Parietallappen , welches den Gyrus supramarginalis und 
angularis umfasst. Dieser Effekt fand sich über den beiden linken Probenbereichen  (ROI 1 und 3), 
dem zentralen (ROI 5) sowie den rechten hinteren Probenbereich (ROI 4)  im Zeitfenster W1, sowie 
sehr ähnlich (ROI1, ROI2, ROI3, ROI 5) im Zeitfenster W3. Im Zeitfenster W1 fanden sich für diesen 
Kontrast keine signifikanten Korrelationen (siehe Abbildung 19). 
 








Abbildung 19 *: Ergebnisse der Läsions-EEG-Analyse Warme Farben (rot und gelb) stellen die Bereiche dar, in denen der 
Kontrast legal versus illegal im EEG mit einer Läsion in diesem Areal korrelierte, kalte Farben (blau und grün) die 
entsprechenden Bereiche für den Kontrast vorwärts versus rückwärts. Nur Korrelationen mit einer Siginifikanz von p<0.01 
werden dargestellt. Die unterschiedlichen Schattierungen zeigen die Korrelationen für die verschiedenen Probenbereiche 
an. Für W1 (372-424ms) sind eine coronare, sagittale und axiale sowie eine 3D-Darstellung gezeigt. Für die beiden 

















Abbildung 20 *: Ergebnisse Läsionsanalysen  
Zusammenstellung der Hauptregionen (p<0.01), 
die sich bei der Korrelation von Läsions- mit 
Verhaltensdaten bzw. EEG-Daten abgrenzten. Die 
einzelnen Punkte repräsentieren die verschiedenen 
Probenbereiche und Zeitfenster. Der Kontrast 
zwischen legalen und illegalen Stimuli im EEG 
korrelierte mit Bereichen im mittleren und 
vorderen Bereich des mittleren und oberen 
Temporallappens (MTG/STG) Der Kontrast 
zwischen vorwärts und rückwärts abgespielten 
Stimuli hingegen korrelierte mit Bereichen im 
hinteren und unteren Parietallappen, einschließlich 
des Gyrus supramarginalis und Gyrus angularis 
(IPC/PPC) Für die klinischen Tests ergab sich eine 
deutliche Abgrenzung zwischen phonologischer 
und semantischer Unterscheidung. Gutes 
Abschneiden im phonologischen LEMO (PHON) 
korrelierte mit einem intakten inferioren 
Parietalkortex, während semantische 








Diese Studie untersucht, wie Patienten mit Läsion im Sprachnetzwerk phonotaktische Regeln 
verarbeiten. Dazu wurden ereigniskorrelierte Potentiale (ERPs) aus EEG-Daten sowie behaviorale 
(klinische) Daten und MRT-Daten erhoben.  Neben der separaten Auswertung  wurden diese 
durch die Methode der Voxel-basierten Läsion-Symptom-Kartierung (VLSM) miteinander korreliert. 
 
Läsionsdaten ( MRT) 
EEG: 
- globale Analyse 




experimentell (Trefferrate, Reaktionszeit) Läsion + experimentelle Verhaltensdaten (vlsm) 
klinisch (LEMO) LEMO/MRT (vlsm) 
 
Tabelle 20: Übersicht über die im folgenden diskutierten Methoden & Ergebnisse  
 
5.1 Diskussion der Verhaltensdaten 
5.1.1 Experimentelle Verhaltensdaten: Trefferrate und Reaktionszeit 
 
In dem Experiment wurden den Probanden Pseudowörter mit phonotaktisch legalem und 
illegalem Silbenkopf sowie rückwärts abgespielte Pseudowörter auditorisch präsentiert. Die 
Aufgabe bestand darin, eine Tastbox zu betätigen, sobald sich zwei Stimuli wiederholten.  
Patienten und Kontrollen zeigten ähnliche Ergebnisse für die Reaktionszeit und Trefferrate bei 
dieser Aufgabe. Beide Gruppen zeigten etwas längere Reaktionszeiten für die rückwärts 
abgespielten Stimuli, jedoch hohe Trefferraten für alle Stimuli. Eine Unterscheidung von legalen 
und illegalen Stimuli ergab sich nicht. 
Wie auch in dem Experiment von Li et al. (Li et al., 1996) scheint die Erfassung von 
Rückwärtssprache und die Detektion von Wiederholung unabhängig von Semantik und 
Phonologie also kaum Schwierigkeiten zu bereiten, auch nicht bei Patienten mit 
linkshemisphärieller Läsion. In dieser Studie nicht zu klären war, ob dies eine Eigenschaft ist, die 
sich im Rahmen der Regeneration nach dem neurologischen Ereignis wieder aufgebaut hat, oder 




dieser Studie 46,9 Monate her. Die Regeneration nach einem Schlaganfall verläuft sehr variabel, 
manche Funktionen erholen sich und manche bleiben dauerhaft versehrt.  
Für die Verhaltensdaten, aber auch die folgenden Ergebnisse und Diskussionspunkte wäre es also 
interessant, die Tests, sofern möglich, mit kurzem Zeitabstand nach dem akuten Ereignis und 
nochmal im Verlauf zu machen. So könnte man eventuelle Änderungen erfassen und einen 
Zeitraum ausmachen, in dem sich bestimmte kognitive Funktionen stabilisieren.  
 
5.1.2 Klinische Verhaltensdaten: Aphasietests 
 
Während sich kaum Unterschiede in der Reaktionszeit und Trefferrate zeigten, schnitten die 
Patienten in den drei klinischen Aphasietests signifikant schlechter ab als die Kontrollprobanden. 
Diese Tatsache lässt darauf schließen, dass die drei getesteten Bereiche der Sprachverarbeitung, 
also phonologische, lexikalische und semantische Verarbeitung, bei den Patienten durch die Läsion 
im Sprachnetzwerk herabgesetzt sind. Bemerkenswert ist, dass sich bei den Verhaltensdaten im 
Experiment kein Unterschied in den Trefferraten zum Erkennen von gleichen Stimuli gab, im 
klinischen Aphasietest aber schon, wenngleich dieser viel geringer ausfiel als bei den anderen Test. 
Dies könnte daran liegen, dass die Stimuli im Experiment standardisiert waren, während die LEMOs 
verbal getestet werden und von Faktoren wie dem Tester und den Umgebungsgeräuschen 
abhängen. Anscheinend können aber einfachere Aufgaben wie das Erkennen von Wiederholungen 
noch gut gelöst werden, komplexere Aufgaben wie lexikalische und semantische Entscheidungen 
führen aber zu einem größeren Unterschied zwischen Patienten und gesunden Probanden. 
Allerdings sind auch die LEMOs klinisch validierte Tests, sodass man diesen Unterschied nicht 
überinterpretieren sollte. 
Die Patienten, die in diese Studie eingeschlossen wurden, litten an leichten oder mittelgradigen 
Aphasien. Sie waren insgesamt nicht schwer beeinträchtigt und konnten die Instruktionen gut 
verstehen. Dennoch könnten auch Störungen in der Aufmerksamkeit und Konzentration zu einem 
schlechteren Testergebnis führen. Deshalb ist es vorteilhaft, dass in dieser Studie noch andere 





5.2 Diskussion der EEG-Daten und Vergleich mit bisherigen Studien zur Phonotaktik 
 
5.2.1 Bisherige Erkenntnise zu ERPs und Phonotaktik 
 
Phonotaktische Regeln legen fest, welche Silbenköpfe in einer bestimmten Sprache erlaubt sind, 
und welche nicht. Sie erleichtern das Segmentieren von gehörter Sprache sowohl bei Kindern, die 
ihre Muttersprache erwerben (Friedrich, Friederici, 2005), als auch bei Erwachsenen (McQueen, 
1998; Yip, 2015). Das Phoneminventar einer bestimmten Sprache nimmt darauf Einfluss, wie man 
phonotaktisches Material verarbeitet (Hallé et al., 1998; Dehaene-Lambertz et al., 2000). Des 
Weiteren scheinen Einflüsse wie phonotaktische Nachbarschaft und phonotaktische Frequenz in 
der Sprachverarbeitung eine Rolle zu spielen (Hunter, 2013).  
Um den zeitlichen Verlauf der Verarbeitung von phonotaktischem Material bei Probanden und 
Patienten mit Läsion im Sprachnetzwerk darzustellen, wurde die Methode der 
Elektroenzephalographie (EEG) bzw. der Ereigniskorrelierten Potentiale (ERPs) gewählt. Während 
der Aufzeichung des EEGs wurden Stimuli präsentiert, die sich hinsichtlich ihrer phonotaktischen 
Legalität am Silbenkopf unterschieden. Ein Drittel der präsentierten Pseudowörter war 
phonotaktisch legal im Deutschen, aber illegal im Slovakischen, für ein weiteres Drittel galt das 
Gegenteil. Ein weiteres Drittel bestand aus rückwärts abgespielten Pseudowörtern.  
Die bisherigen Studienergebnisse zu dieser Thematik sind heterogen. So konnten Rossi et al. in 
einer vorhergehenden Studie zeigen, dass Pseudowörter mit Silbenköpfen unterschiedlicher 
phonotaktischer Legalität die N400 modulieren (Rossi et al., 2013). Weitere ereigniskorrelierte 
Potentiale, die im Zusammenhang mit phonotaktischer Verarbeitung und der Verletzung 
phonotaktischer Regeln gefunden wurden, waren die „Mismatch negativity“ (Steinberg et al., 2010) 
und eine späte positive Komponente (Domahs et al. 2009). 
Die Ergebnisse der vorliegenden Studie zeigen zwar eine deutliche Unterscheidung zwischen 
Vorwärts- und Rückwärtssprache sowohl bei Patienten als auch bei den gesunden Probanden im 
Bereich von 300-450ms nach Stimulusbeginn., ein signifikanter Unterschied zwischen legalen und 
illegalen Stimuli wie in der Studie von Rossi et al. ließ sich jedoch nicht reproduzieren. Im 
Folgenden werden drei mögliche Erklärungen dafür geboten:  
 
i. Ein starker Top-Down-Einfluss des Lexikons. (5.2.2) 
ii. Ein Einfluss der Aufmerksamkeitsaufgabe. (5.2.3) 





5.2.2 Top-Down stärker als Bottom-Up (i) 
 
In der Literatur werden verschiedene Einflussgrößen auf die phonotaktisch-phonologische 
Sprachverarbeitung diskutiert. Während einige Autoren eher von einer regel-basierten, Bottom-
up-Verarbeitung ausgehen (Rossi et al., 2011;  Deacon et al., 2004; Dehaene-Lambertz et al., 2000; 
McQueen, 1998), finden andere eher Hinweise für eine vom Lexikon ausgehende Top-Down-
Verarbeitung (Coleman, 1998; Gow et al., 2008). 
Bei dem vorliegenden Experiment wurde der Einfluss des Lexikons durch das Verwenden von 
Pseudowörtern und den fehlenden semantischen Kontext bewusst ausgeklammert. In diesem 
Kontext sprechen die hier vorgestellten Ergebnisse eher für eine Top-Down-Verarbeitung von 
phonotaktischen Sprachmerkmalen. 
Eine neuere Studie, die den Einfluss dieser verschiedenen Größen auf die phonotaktische 
Verarbeitung mittels Bildgebung und einer speziellen Konnektivitätsanalyse prüfte, fand ebenfalls 
die stärkste Evidenz für einen Top-Down-orientierten lexikalischen Einfluss. Die Studie untersuchte 
mittels MRI, MEG und EEG, wie Frikative verarbeitet werden. Dabei war die Grundlage der 
sogenannte „Phonotactic Repair“, also das Blockieren von phonologischen Prozessen, die eine 
Verletzung von phonotaktischen Regeln darstellen würden und die Modifikation von 
Wahrnehmungsprozessen (Prince, Smolensky, 2004). Die Probanden hörten Nichtwörter mit der 
Struktur CCV, wobei der erste Konsonant aus einem Kontinuum zwischen /s/ und /ʃ/ bestand, und 
sollten danach zuordnen, ob der gehörte Anfangslaut eher dem geschriebenen „s“ oder „sch“ 
entsprach. Dieses Ergebnis wurde dann mit den aktivierten Hirnarealen im MEG und MRI 
verglichen. Dabei zeigte sich, dass Hirnareale wie der Gyrus supramarginalis (SMG) und Gyrus 
temporalis medius (MTG) den posterioren STG stärker aktivierten, wenn es um die Unterscheidung 
von legalen und illegalen Stimuli ging. Da diese Regionen in verschiedenen Modellen als 
Schnittstelle von artikulatorisch-phonetischen Repräsentationen zu Wörtern gesehen werden, 
spricht ihre Aktivierung für den Top-Down-Einfluss lexikalischer Repräsentationen (Gow, Nied, 
2014).  
 
Die Ergebnisse decken sich ebenfalls mit der Studie von Domahs et al. (Domahs et al., 2009), die 
als phonologische Einschränkung das sog. „Obligatory Contour Principle“ nutzte. Hiernach dürfen 
in einsilbigen Wörtern mit dem Aufbau CCVC zweiter und letzter Konsonant nicht identisch sein. 
Sie verglichen Pseudowörter, die dieses Prinzip verletzten („missgeformten“), mit solchen die ihm 
folgten („wohlgeformten“) und existierenden Wörtern. Auch hier zeigte die N400 lediglich einen 




„missgeformten“. Diese zeigten erst in einer späteren, positiven Komponente einen Unterschied, 
was eher als Hinweis auf eine spätere, postlexikalische Verarbeitung von phonotaktischen 
Merkmalen zu deuten ist.  
 
Eine Studie, die dieser Studie in Methode und Aufbau sehr ähnlich ist, vergleicht Ereigniskorrelierte 
Potentiale nach Präsentation von Pseudowörtern mit hoher phonotaktischer Wahrscheinlichkeit 
(entspricht den legalen Pseudowörtern) und niedriger phonotaktischer Wahrscheinlichkeit 
(entspricht den illegalen Pseudowörtern) mit der von Wörtern. Pseudowörter mit hoher 
phonotaktischer Wahrscheinlichkeit sind hier Wörter, die sich lediglich durch ein Phonem von 
existierenden Wörtern unterscheiden, also „lexikalische Nachbarn“ besitzen. Pseudowörter mit 
niedriger phonotaktischer Wahrscheinlichkeit sind so verändert, dass es zu ihnen keine ähnlichen 
Einträge im Lexikon gibt. Obwohl die N400 in dieser Studie, wie auch im vorliegenden Experiment, 
keinen Unterschied in der Verarbeitung der verschiedenen Pseudowörter sondern lediglich einen 
Unterschied von Pseudowörtern und existierenden Wörtern zeigte, argumentieren die Autoren, 
dass dies eher für eine sublexikalische als eine lexikalische Verarbeitung spreche. Den fehlenden 
Unterschied zwischen Wörtern mit hoher und niedriger phonotaktischer Wahrscheinlichkeit 
interpretieren sie so, dass sich ein Einfluss des Lexikons in einem Unterschied der beiden 
Pseudowortgruppen zeigen würde und Wörter mit hoher phonotaktischer Wahrscheinlichkeit 
ähnlicher wie existierende Wörter verarbeitet werden würden. Zusätzlich finden die Autoren in 
einer früheren Komponente, der P2, einen Unterschied zwischen Wörtern und Pseudowörtern auf 
der einen und Nichtwörtern auf der anderen Seite (Cheng et al., 2014). Dieser war im vorliegenden 
Experiment nicht nachzuweisen, sondern lediglich eine Differenz zwischen vorwärts und rückwärts 
abgespielten Stimuli.  
 
Somit gibt es zwei unterschiedliche Argumentationsweisen dafür, warum sich phonotaktisch legale 
und illegale Stimuli in der Verarbeitung nicht unterscheiden, je nachdem ob man die N400 eher als 
Indikator für erfolglose Integration in das Lexikon und Suche nach Einträgen in (Rossi et al., 2011) 
oder als semantische Integration (Rugg, 1985) interpretiert. 
Zu bemerken ist, dass Cheng et al. in ihrer Studie existierende Wörter verwendet haben und sie so 
einen lexikalischen Kontext geschaffen haben, während in der vorliegenden Studie 
Rückwärtssprache als Kontrolle verwendet wurde. Zudem fand die phonotaktische Manipulation 





In weiteren Studien könnten Wörter als Kontrolle zu Pseudowörtern verwendet werden, um weiter 
zu untersuchen, welche Rolle Lexikalität bei der Verarbeitung von phonotaktischem Material spielt.  
 
Eine weitere Möglichkeit, warum sich der Kontrast von illegalen und legalen Stimuli nicht in den 
ERPs abbildet ist, dass phonotaktische Merkmale zu einem sehr frühen Zeitpunkt, ähnlich wie 
auditorische Merkmale verarbeitet werden. So verglichen Wagner et al. Ereigniskorrelierte 
Potentiale als Reaktion auf einsilbige Pseudowörter mit legalem und illegalem Silbenkopf bei 
polnischen und englischen Muttersprachlern. Sie fanden zwar keinen Einfluss von legalen und 
illegalen Phonemen auf die P1-N2-P2-Komponente, eine klassisches ERP auf sensorisch-
auditorische Stimuli, aber einen Unterschied im sogenannten T-Komplex. Der T-Komplex ist eine 
frühe  Serie von negativen und positiven Komponenten, der vor allem die Verarbeitung von 
akustischen Merkmalen widerspiegelt. Die Autoren argumentierten, dass phonologisch-
phonotaktische Merkmale womöglich schon im nicht primären auditorischen Kortex verarbeitet 
werden (Wagner et al., 2013). 
 
Möglich wäre auch ein stärkerer Einfluss von Merkmalen wie Prosodie und Sonorität. Eine neuere 
Studie untersucht den Einfluss von Sonorität eines Konsonantenclusters am Ende von Nichtwörtern 
im Vergleich zu Existenz/Nichtexistenz dieser Cluster im Deutschen. Kongruent zu den 
vorliegenden Ergebnissen findet sich hier kein signifikanter Unterschied in der N400 was das 
Vorkommen des Clusters in der Sprache angeht. Hingegen beeinflusst die Sonorität eines Wortes 
die N400 stärker: nicht wohlgeformte Silben führen zu einer stärkeren Negativierung im EEG als 
wohlgeformte Silben (Ulbrich et al., 2016). Zumindest für die Verarbeitung von Nichtwörtern 
scheint Sonorität also eine größere Rolle zu spielen als die Existenz der Konsonantenfolgen in der 
jeweiligen Sprache. 
Allerdings verglichen Rossi et al. in einer vorhergehenden Studie dasselbe Material wie in der 
vorliegenden Studie (Adult Directed Speech) mit Material, welches die gleichen Pseudowörtern 
umfasste, die aber mit mehr Prosodie ausgesprochen wurden (Infant Directed Speech). Sie fanden 
keinen Unterschied (Rossi et al., 2011). Dieses Ergebnis spricht dafür, dass der Einfluss von 
Prosodie in dem vorliegenden Experiment zu vernachlässigen ist. 
 
Die hohe Variabilität der Ergebnisse von Studien zur sublexikalischen Verarbeitung zeigt, wie 




Sie legt auch Nahe, dass sublexikalische und lexikalische Repräsentationen nicht strikt trennbar 
sind. Je nach Kontext verändert sich der Einfluss der verschiedenen Merkmale auf die 
Worterkennung.  
 
5.2.3 Möglicher Einfluss der Aufmerksamkeitsaufgabe (ii) 
 
Um die Aufgabe zu lösen und wiederholte Stimuli zu erkennen, mussten die Probanden die 
gehörten Pseudowörter in die phonologische Schleife des Arbeitsgedächtnisses (Baddeley, 1992) 
aufnehmen und für einen kurzen Zeitraum von etwa zwei Sekunden darin halten, um sie mit dem 
nächsten Pseudowort zu vergleichen. Dieses Design wurde aufgrund des klinischen Zustands der 
Probanden mit reduzierter Aufmerksamkeitsspanne und aufgrund der Tatsache gewählt, dass die 
N400 durch Aufmerksamkeit verstärkt wird. So fand Rossi in ihrer Studie zur Verarbeitung 
phonotaktischer Stimuli, die keine Aufmerksamkeitsaufgabe beinhaltete eine schwächere N400 für 
ähnliche Stimuli als Friedrich & Friederici, die eine Aufmerksamkeitsaufgabe einsetzten (Rossi et al., 
2011, Friedrich; Friederici, 2005). 
Die Aufgabe wurde bewusst einfach gewählt, und die hohen Trefferraten der beiden 
Probandengruppen (Patienten und Kontrollen) bestätigten dies. Dennoch zeigten beide Gruppen 
eine verlängerte Reaktionszeit für das Erkennen der rückwärts abgespielten Pseudowörter. Diese 
scheinen also schwieriger ins Arbeitsgedächtnis aufgenommen bzw. daraus abgerufen zu werden. 
Dass in dieser Studie lediglich ein Unterschied zwischen Vorwärts- und Rückwärtssprache im EEG, 
nicht aber der Kontrast zwischen legalen und illegalen Pseudowörtern gefunden wurde, könnte bei 
ansonsten ähnlichen Versuchsaufbau ein Hinweis für einen Einfluss dieser Aufmerksamkeitsaufgabe 
sein. Möglicherweise interferiert die phonotaktische Verarbeitung mit dem phonologischen 
Arbeitsgedächtnis.  
 
Obwohl sich Modelle zum phonologischen Arbeitsgedächtnis mit Modellen der 
Sprachverarbeitung. überschneiden und teilweise den gleichen Verarbeitungspfad zu nutzen 
scheinen, den sogenannten „Dorsal Stream“ (Hickok, Poeppel 2004), gibt es auch Unterschiede in 
den bei der Verarbeitung aktivierten Regionen. Eine Studie testete den Zusammenhang zwischen 
dem sprachverarbeitenden System und dem Arbeitsgedächtnis. Bemerkenswerterweise fanden sie 
heraus, dass die Wiederholung von Pseudowörtern, also eine Aufgabe, die das phonologische 
Arbeitsgedächtnis forderte, andere Regionen aktivierte als das passive Hören derselben Stimuli 




Schleife des Arbeitsgedächtnisses die Verarbeitung von sublexikalischen Pseudowörtern moduliert. 
Als gemeinsame Aktivierung fanden sie das Planum temporale, welches als entscheidende Region 
für das phonologische Arbeitsgedächtnis vorgeschlagen wird.  
Eine korrekte Wiederholung der Pseudowörter korrelierte in dieser Studie mit einer Aktivierung des 
Gyrus angularis und des Hippocampus. In der vorliegenden Studie korrelierte ein intakter Gyrus 
angularis mit einer besseren Unterscheidung von vorwärts und rückwärts abgespielten Stimuli. 
Zusätzlich zu der Tatsache, dass die Reaktionszeiten und Trefferraten auf rückwärts abgespielte 
Pseudowörter schlechter waren, spricht dies für eine starke Beteiligung des phonologischen 
Arbeitsgedächtnisses.  
 
Ein Hinweis dafür, dass die Patienten trotz ähnlich guter Verhaltensdaten gegenüber den 
Probanden Schwierigkeiten mit der Aufgabe hatten, ergibt sich aus dem Vergleich der ERPs von 
zuerst präsentierten und wiederholten Stimuli. Hier wurde lediglich bei den Kontrollen ein 
Unterschied in der P3 signifikant, nicht aber bei den Patienten. Die P3 ist dafür erprobt, dass sie für 
bekannte oder wiederholte Stimuli größer ist (Rugg et al., 1994).  
Auch im vorliegenden Experiment zeigte sich eine größere P3 für die bekannten, wiederholten 
Stimuli im Vergleich zu den erstmals präsentieren Stimuli. 
Im Bereich der P3 zeigte sich in der vorliegenden Studie ein Unterschied zwischen den  
Bedingungen legal und illegal bei beiden Gruppen. Illegale Stimuli riefen eine größere P3 hervor 
als legale. Im Kontext der Aufnahme ins Arbeitsgedächtnis ist diese Verteilung plausibel. Die 
Amplitude der P3 nimmt mit dem „Schwierigkeitsgrad“ bzw. dem Grad der Legalität der Stimuli zu 
und ist größer für die illegalen als die legalen Stimuli. Rückwärts gesprochene Stimuli riefen eine 
kleinere P3 als legale und illegale Stimuli hervor was die Vermutung nahe legt, dass diese anders 
ins Arbeitsgedächntis aufgenommen werden.  
 
Ein Argument gegen einen Einfluss der Aufmerksamkeitsaufgabe ist, dass die Beurteilung durch 







5.2.4 Wahl des Zeitfensters (iii) 
 
Wie oben bereits erwähnt, unterschieden sich die für die EEG-Analyse gewählten Zeitfenster 
geringfügig von denen der Läsionsanalyse. Diese veränderten Zeitfenster wurden auch für die 
Analyse der EEG-Daten in dem zu Beginn genannten Paper verwendet, welches aus der Studie 
hervorgegangen ist. Hier zeigte sich ein Unterschied zwischen legalen und illegalen Stimuli in den 
Zeitfenstern W1 (372–424 ms) und W2 (320-412 ms). Illegale Pseudowörter führten zu einem 




Auffällig war der konstante Unterschied von Rückwärtssprache und den vorwärts abgespielten 
Pseudowörtern. Rückwärts abgespielte Stimuli verletzen sowohl universelle als auch 
sprachspezifische Merkmale von Sprache. So konnte beispielweise eine Studie mit rückwärts und 
vorwärts abgespielten Silben zeigen, dass die phonetische Verarbeitung behindert wird, sobald 
Silben rückwärts abgespielt präsentiert werden (Li et al., 1996). 
Von dieser unnatürlichen „Rückwärtssprache“ könnte man also auch erwarten, dass sie ganz 
anders als natürliche Sprache verarbeitet wird. Eine fMRI-Studie von Stoppelman et al. legt jedoch 
nahe, das rückwärts abgespielte Stimuli ähnlich wie Sprache verarbeitet werden und die gleichen 
Regionen aktiviert (Stoppelman et al., 2013). Analog zu der vorliegenden Studie zeigten sowohl 
vorwärts als auch rückwärts abgespielte Stimuli eine Signaländerung, wobei das Signal für 
rückwärts abgespielte Stimuli schneller wieder zurückging.  
Stoppelman et al. argumentieren auch, dass Rückwärtssprache deswegen keine ideale Kontrolle für 
Vorwärtssprache sei. In weiteren Experimenten zur phonotaktischen Verarbeitung von Sprache 
könnte daher auf andere Kontrollen, wie den sogenannte Signal Correlated Noise (SCN), 
ausgewichen werden, um relevante Sprachregionen sicherer zu identifizieren. Einen weiteren 
Hinweis, das Rückwärtssprache und vorwärts gesprochene Pseudowörter ähnlich verarbeitet 
werden, liefert eine Studie von Binder et al.. Sie konnten mittels BOLD-Kontrast (fMRT) einen 
Unterschied zwischen unstrukturiertem Lärm und frequenzmodulierten Tönen bzw. zwischen 
frequenzmodulierten Tönen und Sprache (Wörter, Pseudowörter und Rückwärtssprache) zeigen. 
Pseudowörter und Rückwärtssprache zeigten jedoch keinen Unterschied und aktivierten 






5.2.6 Zusammenfassung im Hinblick auf die Fragestellungen 
 
Ausgehend von den Ergebnissen der EEG-Daten lassen sich demnach folgende Aussagen im 
Hinblick auf die Fragestellungen machen: 
 
- Patienten mit einer linkshemisphäriellen Läsion im perisylvischen Areal zeigen einen 
Unterschied in der Verarbeitung  von Vorwärts- und Rückwärtssprache. Rückwärtssprache 
führt zu einer signifikant größeren Negativierung im EEG im Bereich von 300-450ms nach 
Stimulusbeginn. Dieses Ergebnis unterscheidet sich nicht von den gesunden Kontrollen. 
(Fragestellung 1) 
- Patienten zeigen im EEG keinen signifikanten Unterschied in der Verarbeitung von 
phonotaktisch legalem und illegalem Material. (Fragestellung 2) 
- Patienten unterscheiden sich in der Verarbeitung phonotaktischer Stimuli nicht von 
gesunden Kontrollen. (Fragestellung 4) 
 
5.3 Läsionsort und Verarbeitung 
 
Ziel der Studie war es unter anderem, durch die Korrelation von EEG- und Läsionsdaten Areale zu 
identifizieren, die bei der Verarbeitung phonotaktischen Materials eine Rolle spielen, und hierdurch 
einen Beitrag zu der bis zu bis dato dünnen Studienlage in diesem Gebiet zu leisten.  
Durch die VLSM-Analyse demarkierte sich im vorliegenden Experiment der mittlere und obere 
Temporallappen (MTG/STG) für die Unterscheidung von legalen und illegalen Stimuli. 
(Fragestellung 3) Dies deckt sich mit vorhergehenden Entdeckungen zur Verarbeitung von 
phonotaktischem Material. So fand Rossi in einem fNIRS-Experiment ebenfalls eine Aktivierung in 
temporalen und temporofrontalen Netzwerken (Rossi, Jürgenson et al., 2011). Diese Ergebnisse 
decken sich auch mit anderen Neuroimaging-Studien: eine Metaanalyse von 129 Studien zur 
Sprachverarbeitung fand für diese Regionen (MTG/STG) den Punkt der höchsten Aktivierung für 
phonologische Kontraste (Vigneau et al., 2006). 
Rossi et al. konnten zudem eine Linkslateralisierung der Verarbeitung von phonotaktischem 
Material zeigen. Die vorliegende Studie schloss nur Patienten mit linkshemispherieller Läsion ein, 
weshalb dieser Vergleich hier nicht gezogen werden konnte. Da es auch Studien gibt, die die Rolle 
der rechten Hemisphäre bei verschiedenen Schritten der Sprachverarbeitung hervorheben (Binder 





Die Übereinstimmungen in den gefundenen Hirnarealen geben erste Hinweise darauf, dass die 
Methode der Voxel-basierten Läsion-Symptom-Kartierung (VLSM) geeignet ist, Regionen der 
sublexikalischen Sprachverarbeitung zu identifizieren.  
Einschränkend muss jedoch gesagt werden, dass die Methode, EEG-Daten und MRT-Daten mittels 
VLSM zu kombinieren, neu und wenig etabliert ist. Weitere Experimente, die diese Methode 
nutzen und die Kombination mit klinischen Daten und anderen, konventionellen 
Untersuchungsmethoden wie fNIRS, fMRT oder MEG sind also nötig. 
 
Die Korrelation der klinischen Tests (LEMOs) mit dem Läsionsort bildete die Erkenntnisse aus 
vorrausgehenden Neuroimaging-Studien ab (Boatman et al., 2004; Vigneau et al., 2006). Hierbei 
ergab sich für den phonologischen Test vor allem die Region um den Gyrus angularis. Dieses 
Ergebnis deckt sich mit denen der Bildgebungsstudien, wenngleich jeweils zusätzlich noch andere 
Regionen im Temporal- und Frontallappen gefunden wurden.  Das Abschneiden im semantischen 
Test korrelierte mit dem Gyrus frontalis inferior (IFG). Auch diese Region wurde bereits vorher für 
die Verarbeitung von semantischem Material eingegrenzt.  
Hierzu muss bemerkt werden, dass die Fehlerquote sowohl für die Patienten als auch für die 
Kontrollen in den Tests insgesamt relativ gering war (Trefferrate 95,5% für die Patienten  und 
95,1% für die Kontrollen) und die Regionen, die in den Bildgebungsstudien gefunden wurden, breit 
gestreut waren (siehe Abbildung 2). Dennoch sprechen die gefundenen Übereinstimmungen für 
die Validität der Studie.  
 
Die Korrelation der experimentellen Verhaltensdaten mit dem Läsionsort ergab zwei Bereiche. 
Läsionen im vorderen Teil des unteren Temporallappen (aITG) und im Polus temporalis korrelierten  
sowohl mit längerer Reaktionszeit als auch mit geringerer Trefferrate. Angesichts der insgesamt 
guten Ergebnisse der experimentellen Vehaltensdaten und der niedrigen statistischen Schwelle des 
Tests (<0.05) ist dieses Ergebnis jedoch eher zu vernachlässigen. Des Weiteren sind die 
gefundenen Areale in Bildgebungsstudien eher für die semantische bzw. syntaktische Verarbeitung  
bekannt (Boatman et al., 2004; Vigneau et al., 2006), was in diesem Zusammenhang nicht schlüssig 
wäre. 
 
Eine neuere Studie von Gow et al. unterstützt sowohl die Hypothese des Top-Down-Einflusses 
durch das Lexikon (i), auf den in dieser Studie gefundenen STG als relevante Region für die 
phonotaktische Verarbeitung. Mittels Granger-Kausalitätsprüfung an EEG- MEG- und MRI-Daten 




welche Regionen auf welche rückwirken. So fand sich, das der linke SMG und rechte MTG, Areale 
die als Schnittstelle zu Regionen, die für artikulatorische (SMG) bzw. semantische und syntaktische 
(MTG) Repräsentationen fungieren, den hinteren Gyrus temporalis superior (pSTG) aktivieren, 
wenn es um die Unterscheidung zwischen phonotaktisch legal und illegal geht (Gow et al., 2014). 
 
Bei der vorliegenden Studie wurden verschiedene Methoden angewendet und kombiniert. So 
wurden behaviorale Daten, EEG-Daten und MRT-Daten erhoben und diese einzeln und im 
Zusammenhang ausgewertet. Dies ist bei einem so sensiblen System wie der Sprache sinnvoll, da 
eine einzelne Methode nur einen Teil abbilden kann und sich erst in der Kombination Regionen 
eingrenzen lassen.  
Des Weiteren lässt sich die Frage, wo genau ein bestimmter Schritt der Sprachverarbeitung 
stattfindet nie sicher beantworten und es wäre ein Fehler, eine Funktion eins zu eins auf ein 
bestimmtes Hirnareal abbilden zu wollen. Um ein authentisches Bild der sprachverarbeitenden 
Prozesse im Gehirn zu bekommen, sind Netzwerkanalysen notwendig. 
Dies ist auch sinnvoll, wenn man die anderen Disziplinen der Sprachforschung integrieren möchte. 
Wie alle mentalen Prozesse unterliegt Sprache dem Phänomen der Emergenz. Linguisten wie 
Noam Chomsky warnen davor, bestimmt Elemente der Sprachverarbeitung isoliert zu betrachten. 
So laufe man Gefahr Eigenschaften zu übersehen, die erst aus dem Zusammenspiel von 
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Sehr geehrte Versuchsteilnehmerin, sehr 
geehrter Versuchsteilnehmer 
 
Wir bedanken uns für die Bereitschaft, an unserer 
wissenschaftlichen Studie zur Erforschung der 
Hirnfunktion und deren Veränderungen beim 
Hören unterschiedlicher sprachlicher Reize 
teilzunehmen. Bitte lesen Sie sich die folgenden 
Erläuterungen zum wissenschaftlichen 
Hintergrund aufmerksam durch. Für sämtliche 
Fragen stehen wir Ihnen jederzeit zur Verfügung. 
 
 
1. Wissenschaftlicher Hintergrund 
 
Eines der grundlegenden Prinzipien des 
menschlichen Gehirns ist es, sich an wechselnde 
Bedingungen anzupassen. Beim Hören von 
Sprache kommt es zu Veränderungen in der 
Funktionsweise des Gehirns, je nachdem welche 
sprachlichen Eigenschaften gerade dargeboten 
werden. Dabei ist noch unklar, welche und wie 
schnell derartige funktionellen Veränderungen 
auftreten. Mit Hilfe der Elektroenzephalographie 
(EEG) kann man sehr schnelle neuronale 
Veränderungen und Verarbeitungsmechanismen 
im Zusammenhang mit dem Verarbeiten von 
sprachlichen Eigenschaften erfassen. Daher ist das 
Ziel der vorliegenden Studie die, die neuronalen 
Veränderungen im menschlichen Gehirn beim 
Zuhören von Phantasiewörtern mit 
unterschiedlichen sprachlichen Eigenschaften mit 
Hilfe des EEGs zu erfassen. Sie hören 3 
verschiedene Arten von Phantasiewörtern, manche 
klingen eher wie deutsche Wörter, manche wie 
Wörter einer Fremdsprache und andere sind 
umgekehrt abgespielt.  
 
 
2. Ein- und Ausschlusskriterien  
 
Einschlusskriterien 
Alter:  18-70 Jahre (für Probanden und Patienten) 
Pathologie: vaskuläre Läsion (Ischämie und 
Blutung) 
Läsionsort: linke Hemisphäre unter Beteiligung der 
perisylvischen Sprachareale: (i) vorderer und 
hinterer MCA-Teilinfarkt (ii)Blutungen, die 
cortikale oder subcortikale Areale betreffen. 
Klinisches Bild: Patienten müssen nicht zwingend 
eine aphasische Störung zum Untersuchungs-
zeitpunkt aufweisen. Sie müssen in der Lage sein 
den Hergang und die Aufgabenstellung zu 
verstehen. Im Rahmen der klinischen Behandlung 
erhobene neuropsychologische und 
sprachsystematische Befunde werden als 
Kovariate in die spätere Auswertung einbezogen. 
Bildgebung: cMRT liegt vor. 
 
Ausschlusskriterien 
• nicht einwilligungsfähige Patient/inn/en  
• schwerst kognitiv beeinträchtigte 
Patient/inn/en 
• Patient/inn/en, die eine EEG Untersuchung 
nicht tolerieren 
• Medikation, die zu relevanten 
Einschränkungen der Aufmerksamkeit führen 




3. Versuchsdurchführung und zeitlicher 
Ablauf der Studie 
 
Insgesamt dauert die gesamte Untersuchung 
maximal 90 min. Sie teilt sich in 2 gleiche Blöcke à 
ca. 20 min. Innerhalb eines Blocks und zwischen 
den beiden Blöcken ist je eine kurze Pause 
eingeplant. 
Sie hören über Lautsprecher 3 verschiedene Arten 
von Phantasiewörtern, manche klingen eher wie 
deutsche Wörter, manche wie Wörter einer 
Fremdsprache und andere sind umgekehrt 
abgespielt.  
Sie sollen den Phantasiewörtern möglichst 
aufmerksam zuhören. Ab und zu werden zwei 
gleiche Phantasiewörter hintereinander präsentiert. 
Sobald sie merken, dass zwei gleiche 
Phantasiewörter präsentiert wurden, drücken Sie 
bitte auf die mittlere Taste.  
 
 




Bei der Elektroenzephalographie werden 
elektrische Signale, welche spontan vom Gehirn 
erzeugt werden, an der Kopfoberfläche gemessen. 
Hierfür erhalten Sie eine EEG-Kappe auf den 
Kopf, in der mehrere Elektroden integriert sind. 
Jede Elektrode wird dann mit einem Elektrodengel 
gefüllt, welches eine Verbindung zwischen 
Kopfoberfläche und Elektrode herstellt. Die 
Elektroenzephalographie ist eine nicht-invasive, 
nicht-stimulierende Methode, welche den 
elektrischen Spannungsverlauf in der Zeit darstellt. 
Dabei kann man sehr schnelle Veränderungen im 




Sämtliche personenbezogenen Daten unterliegen 
dem Datenschutz, werden zugriffssicher 
aufbewahrt und nur bei Anforderung an die 
zuständige Überwachungsbehörde bzw. die 
Versicherung (z.B. bei eingetretenen oder 
vermuteten studienbedingten 
Gesundheitsschäden) weitergegeben. Auch die 
dort mit den Daten befassten Personen 
unterliegen der Schweigepflicht. 
Versuchspersonen, die einer Weitergabe 
personenbezogener Daten an die zuständige 
Überwachungsbehörde bzw. Versicherung nicht 
zustimmen, können nicht an der Studie 
teilnehmen. Grundsätzlich werden alle während 
der Studie erstellten Aufzeichnungen und Daten 
gemäß den geltenden Datenschutzrichtlinien 






Ich bestätige hiermit, dass ich durch den Versuchsleiter______________________________ 
mündlich über Wesen, Bedeutung, Risiken und Tragweite der beabsichtigten Studie aufgeklärt wurde und 
für meine Entscheidung genügend Bedenkzeit hatte. 
 
 
Ich habe die Information für Versuchpersonen gelesen, ich fühle mich ausreichend informiert und habe 
verstanden, worum es geht. Der Versuchsleiter hat mir ausreichend Gelegenheit gegeben, Fragen zu 
stellen, die alle für mich ausreichend beantwortet wurden. Ich hatte genügend Zeit mich zu entscheiden. 
 
Ich habe verstanden, dass bei wissenschaftlichen Studien persönliche Daten und medizinische 
Befunde erhoben werden. Die Weitergabe, Speicherung und Auswertung dieser 
studienbezogenen Daten erfolgt nach gesetzlichen Bestimmungen und setzt vor Teilnahme an 
der Studie meine freiwillige Einwilligung voraus: 
 
1. Ich erkläre mich damit einverstanden, dass im Rahmen dieser Studie erhobene 
Daten/Krankheitsdaten auf Fragebögen und elektronische Datenträger 
aufgezeichnet und ohne Namensnennung weitergegeben werden an das 
Universitätsklinikum Leipzig, Tagesklinik für Kognitive Neurologie, Liebigstr. 16, 
04103 Leipzig und das Max-Planck Institut für Kognitionsforschung- und 
Neurowissenschaften in Leipzig, Stephanstrasse 1a, 04103 Leipzig, Abteilung für 
Neurologie. 
 
2. Die zuständige Überwachungsbehörde (Landesamt oder Bezirksregierung) oder 
Bundesoberbehörde (Bundesinstitut für Arzneimittel und Medizinprodukte, Bonn) 
zur Überprüfung der ordnungsgemäßen Durchführung der Studie: 
 
 
Außerdem erkläre ich mich damit einverstanden, dass ein autorisierter und zur Verschwiegenheit 
verpflichteter Beauftragter des Universitätsklinikums Leipzig, des Max-Planck Institutes in 
Leipzig, der zuständigen inländischen (und ausländischen) Überwachungsbehörde oder der 
zuständigen Bundesoberbehörde in meine beim Prüfarzt vorhandenen personenbezogenen 
Daten Einsicht nimmt, soweit dies für die Überprüfung der Studie notwendig ist. Für diese 
Maßnahme entbinde ich den Prüfarzt von der ärztlichen Schweigepflicht.  
 
 
Hinweis auf den Versicherungsschutz 
 
Mir wurde mitgeteilt, dass für den Fall einer Gesundheitsschädigung infolge meiner Teilnahme an diesem 
Forschungsvorhaben eine Versicherung besteht (Betriebshaftpflicht der Max-Planck Gesellschaft, 
Versicherungsschein-Nr. 320027-03181262, Versicherer: Basler Securitas). Schadensersatzansprüche aus 












Freiwilligkeit der Teilnahme 
 
Meine Einwilligung, an diesem Forschungsvorhaben als Patient bzw. Proband teilzunehmen, erfolgt ganz 
und gar freiwillig. 
Ich wurde darauf hingewiesen, dass ich meine Einwilligung jederzeit ohne Angabe von Gründen 
widerrufen kann, ohne dass mir dadurch irgendwelche Nachteile entstehen. Ich habe eine Kopie der 
Probandeninformation und dieser unterschriebenen Einwilligungserklärung erhalten. 
 
 
Ich erkläre mich einverstanden an der oben erläuterten Studie teilzunehmen. Eine Kopie dieser 
Einverständniserklärung habe ich erhalten. Das Original verbleibt beim Versuchsleiter. 
 
 







________________________________   ______________________________ 
Unterschrift Versuchsperson     Unterschrift Versuchsleiter 
 
 
