Abstract. A three-dimensional H(curl)-elliptic optimal control problem with distributed control and pointwise constraints on the control is considered. We present a residual-type a posteriori error analysis with respect to a curl-conforming edge element approximation of the optimal control problem. Here, the lowest order edge elements of Nédélec's first family are used for the discretization of the state and the control with respect to an adaptively generated family of simplicial triangulations of the computational domain. In particular, the a posteriori error estimator consists of element and face residuals associated with the state equation and the adjoint state equation. The main results are the reliability of the estimator and its efficiency up to oscillations in terms of the data of the problem. In the last part of the paper, numerical results are included which illustrate the performance of the adaptive approach.
1.
Introduction. This paper is devoted to an a posteriori error analysis of adaptive edge element methods for control constrained distributed optimal control of H(curl)-elliptic problems in R 3 . Adaptive edge element methods for H(curl)-elliptic boundary value problems on the basis of residual-type a posteriori error estimators have been initiated in [7, 8, 31] and later on considered in [11, 35] . A convergence analysis has been provided in [24] . For nonstandard discretizations such as Discontinuous Galerkin methods, we refer to [12, 25] . In case of the time-harmonic Maxwell equations, convergence and quasi-optimality of adaptive edge element approximations have been established in [42, 46] in the spirit of the results obtained in [13] for linear second order elliptic boundary value problems.
We refer to [26, 39, 43, 44, 45] for recent results on the mathematical and numerical analysis of the optimal control of H(curl)-elliptic PDEs. To the best of our knowledge, this paper is the first contribution towards a residual-type a posteriori error analysis for H(curl)-elliptic optimal control problems. We are not aware of any previous studies in this direction. On the other hand, both residual-type a posteriori error estimators and dual weighted residuals for P1 conforming finite element approximations of control constrained H 1 (Ω)-elliptic optimal control problems have been developed in [17, 19, 27, 29] and [18, 41] .
Adaptive Finite Element Methods (AFEMs) typically consist of successive loops of the sequence SOLVE → ESTIMATE → MARK → REFINE .
(1.1)
The first step SOLVE stands for the efficient solution of the finite element discretized problem with respect to a given triangulation of the computational domain. Efficient iterative solvers include multilevel techniques and/or domain decomposition methods.
As far as their application to edge element discretizations of H(curl)-elliptic problems is concerned, we refer to [3, 21] (cf. also the survey articles [4, 22] and the references therein). The second step ESTIMATE requires the a posteriori estimation of the global discretization error or some other error functional as a basis for an adaptive mesh refinement and will be in the focus of our paper. The following step MARK is devoted to the specification of elements of the triangulation that have to be selected for refinement in order to achieve a reduction of the error. Within the convergence analysis of AFEMs [9, 13, 15, 36] a so-called bulk criterion, meanwhile also known as Dörfler marking, has been investigated which will be adopted here. Finally, the last step REFINE realizes the refinement of the mesh. Here, we will use the newest vertex bisection.
This paper is organized as follows: The optimal control problem will be stated in section 2 with the optimality conditions being given in subsection 2.1 in terms of the state, the adjoint state, the control, and the Lagrangian multiplier. The control problem is discretized with respect to a shape regular family of simplicial triangulations of the computational domain using curl-conforming edge elements of Nédélec's first family for all relevant variables (see Section 2.2). The a posteriori error analysis involves a residual-type error estimator consisting of element and face residuals and oscillations associated with the data of the problem which will be introduced in subsection 2.3. The marking of elements for refinement by Dörfler marking and the adaptive refinement by newest vertex bisection will be briefy described in subsection 2.4. The main results, namely the reliability of the residual a posteriori error estimator and its efficiency up to data oscillations, will be established in section 3 and section 4. Finally, section 5 contains a documentation of numerical results illustrating the performance of the adaptive approach.
2. The optimal control problem and its edge element approximation.
2.1. The optimal control problem. We adopt standard notation from Lebesgue and Sobolev space theory (cf., e.g., [37] ). In particular, for a bounded Lipschitz domain Ω ⊂ R 3 , we refer to L 2 (Ω) and H m (Ω), m ∈ N, as the Hilbert space of Lebesgue integrable functions in Ω and the Sobolev space of functions with Lebesgue integrable generalized derivatives up to order m. Likewise, L 2 (Ω) and H m (Ω) stand for the corresponding Hilbert spaces of vector-valued functions. In both cases, the inner products and associated norms will be denoted by (·, ·) m,Ω and ∥·∥ m,Ω , m ≥ 0, respectively. For a function v ∈ H 1 (Ω), we denote by v| Γ , Γ := ∂Ω, the trace of v on Γ and define
(Ω)} the Hilbert spaces of vector-valued functions with the inner products (·, ·) curl,Ω , (·, ·) div,Ω and associated norms ∥·∥ curl,Ω , ∥·∥ div,Ω . We refer to H 0 (curl; Ω) := {v ∈ H(curl; Ω) | π t (v) = 0 on Γ} as the subspace of vector fields with vanishing tangential trace components π t (v) := n Γ ∧ (v ∧ n Γ ) on Γ, where n Γ stands for the exterior unit normal vector on Γ. We further denote by γ t (v) := v ∧ n Γ the tangential trace of v on Γ. We note that for v ∈ H(curl; Ω) there holds π t (v) ∈ H −1/2 (curl Γ ; Γ) and γ t (v) ∈ H −1/2 (div Γ ; Γ), where curl Γ and div Γ stand for the tangential curl and the tangential div (cf., e.g., [10] ).
We consider the following control constrained H(curl)-elliptic optimal control problem:
subject to the state equation
(2.1c)
Here, Ω ⊂ R 3 stands for a bounded Lipschitz polyhedral domain with boundary
where ψ : Ω → R 3 is a given vector field with componentwise affine functions. The functions µ, σ ∈ L ∞ (Ω) are supposed to be piecewise polynomial satisfying µ(x) ≥ µ 0 > 0 and σ(x) ≥ σ 0 > 0 a.e. in Ω. For the subsequent analysis, we assume vanishing tangential trace components, i.e., we set g = 0 in (2.1c), and hence V = V 0 . 
Here, a : V × V → R refers to the bilinear form
and the functionals ℓ i ∈ V * , i = 1, 2, are given according to
(Ω) denotes the subdifferential of the indicator function I K of the constraint set K (cf., e.g., [23] ). We note that (2.2d) can be equivalently written as the variational inequality
and the complementarity problem 
where ϕ : Ω → R 3 is a given vector field with componentwise affine functions satisfying ψ(x) ≤ ϕ(x) a.e. in Ω.
(ii) The state equation (2.1b)-(2.1c) is highly related to the eddy current model, in which case the magnetic induction is given by the rotation of the state, i.e., B = curly. Therefore, from the application point of view, it is more important to optimize the rotation field curly rather than the field y itself. This is the reason for choosing the tracking-type objective functional (2.1a) with respect to curly. In this context, the field y d could represent a desired magnetic induction or a target arising from some measurement.
Edge element approximation.
We assume (h n ) n∈N0 to be a strictly decreasing null sequence of positive real numbers and (T h (Ω)) hn a nested family of simplicial triangulations of Ω such that µ and σ are elementwise polynomial on T h0 (Ω). For an element T ∈ T h (Ω), we denote by h T the diameter of T and set
refer to E h (D) and F h (D) as the sets of edges and faces of T ∈ T
as the patch consisting of the union of elements sharing F as a common face. In the sequel, for two mesh dependent quantities A and B we use the notation A B, if there exists a constant C > 0 independent of h such that A ≤ CB. For the discrete approximation of (2.1a)-(2.1c), we use the edge elements of Nédélec's first family
which give rise to the curl-conforming edge element space [33] 
) and
the edge element approximation of the distributed optimal control problem (2.1a)-(2.1c) reads as follows:
The existence and uniqueness of a solution (y * h , u * h ) ∈ V h × V h can be deduced as in the continuous regime. The discrete optimality system gives rise to a discrete adjoint state p * h ∈ V h and a discrete
Here, the functionals
Again, (2.8d) can be stated as the complementarity problem
2.3. The residual-type a posteriori error estimator. The residual-type a posteriori error estimator η h consists of element residuals and face residuals associated with the state equation (2.2a) and the adjoint equation (2.2b) according to
Here, η
y,T and η
The face residuals η
y,F and η
We will show reliability of η h and its efficiency up to data oscillations
and osc h (f ) as given by
where
2.4.
Dörfler marking and refinement. In the step MARK of the adaptive cycle (1.1), elements of the simplicial triangulation T h (Ω) are marked for refinement according to the information provided by the a posteriori error estimator. With regard to convergence and quasi-optimality of AFEMs, the bulk criterion from [15] , now also known as Dörfler marking, is a convenient choice. Here, we select a set M of elements such that for some θ ∈ (0, 1) there holds
Elements of the triangulation T h (Ω) that have been marked for refinement are subdivided by the newest vertex bisection.
Reliability of the error estimator.
In this section, we prove reliability of the residual a posteriori error estimator η h in the sense that it provides an upper bound for the global discretization error. 
The proof of (3.1) will be given by a series of lemmas. Here, our strategy to deal with the lack of Galerkin orthogonality is to introduce an intermediate state y(u * h ) ∈ V and an intermediate adjoint state
Choosing q = p(u * h ) − p * in (3.2a) and q = y(u * h ) − y * in (3.2b) and then using (2.2a)-(2.2b), it follows that
and hence
In order to establish the reliability of the a posteriori error estimator η h , we split the discretization error y * − y * h and p * − p * h according to
and estimate the terms on the right-hand sides separately. 
Proof. The results are immediate consequences of the V-ellipticity and boundedness of a(·, ·). 
Here, the element patches ω T , T ∈ T h (Ω), are given by 
Proof. In view of (2.2a) and (3.2a), forẽ y := y(u * h ) − y * h , the Galerkin orthogonality
holds true, from which we deduce
Using the decomposition (3.6) with v =ẽ y in (3.9) along with (3.7a)-(3.7b) and the finite overlap of the element patches ω T , T ∈ T h (Ω), results in
On the other hand, in view of (2.8b) and (3.2b),
Then, using again the decomposition (3.6) with v =ẽ p in (3.11) along with (3.7a)-(3.7b) and the finite overlap of the element patches ω T , T ∈ T h (Ω), it follows that
Finally, combining (3.10) and (3.12) allows to conclude (3.8). 
Proof. Taking (2.2c) and (2.8c) into account, we find
Using (2.5) and (2.10), for the first term on the right-hand side in (3.14) it follows that
For the second and third term on the right-hand side in (3.14), in view of (3.4) and (3.8), an application of Young's inequality yields
Using (3.15) and (3.16a),(3.16b) in (3.14) gives
On the other hand, observing (2.2c) and (2.8c) as well as (3.5a),(3.5b),(3.8), and (3.17), for λ * − λ * h we obtain
The assertion now follows from (3.17) and (3.18).
Efficiency of the error estimator.
We establish the efficiency of η h by means of the local bubble functions
Here, λ 
can be easily verified by an affine invariance argument. 
The proof of the theorem will be given by a series of lemmas where we show local efficiency in the sense that -up to data oscillations -the element and face residuals can be bounded from above by the elementwise or patchwise discretization error.
Lemma 4.2. Under the assumptions of Theorem 4.1, there holds
The function
T is an admissible test function in (2.2a), and hence, applying (4.1a) and Stokes' theorem results in
Finally, using Young's inequality, the inverse inequality 5) and (4.1a) as well as (4.4) give (4.3a).
Likewise, choosing z h := (curly
For the first term on the right-hand side we find
Using again Young's inequality, (4.1a), and (4.5) allows to deduce (4.3b). 
Lemma 4.3. Under the assumptions of Theorem 4.1, there holds
Then, an application of Young's inequality, the inverse inequality
T ∥z h ∥ 0,T , and (4.1a) results in (4.6a).
On the other hand ∇z h , where
T , and we deduce (4.6b) by the same arguments as before. 
Using (4.1b), Stokes' theorem, and the fact that the associated extensionz h of 
As in the proof of (4.7a), we extend n
and take advantage of the fact that ∇z h , wherez h stands for the associated extension of 
Young's inequality, (4.1b), and (4.10),(4.11) give rise to (4.9a). The proof of (4.9b) can be accomplished in a similar way.
Numerics.
We consider two examples for the optimal control problem (2.1) with exact solutions featuring jump discontinuities and nonempty active sets. In the first example, we use a convex domain, whereas a nonconvex L-shaped domain is considered in the second one. All the numerical results presented below were implemented by a Python script using the Dolphin Finite Element Library [30] and a projected gradient algorithm (see [38] ) for solving the optimal control problem (2.1).
Convex domain.
We consider a rather simple convex domain
However, the material parameters σ and µ −1 are chosen to be discontinuous as follows:
with
where χ Ωc denotes the characteristic function of Ω c , and the scalar function ϕ is defined by
Then, using the identity curl∇ ≡ 0, we infer that the unique solution for the optimal control problem (2.1) is given by y * = ∇ϕ and u
We underline that the optimal control u * features strong jump discontinuities across the interface ∂Ω c . Also, note that the lower bound ψ is active in Ω \ Ω c since In Figure 5 .1, we report on the computed total error
resulting from the uniform mesh refinement compared with the one based on the adaptive mesh refinement using the proposed error estimator η h . Here, DoF denotes the degrees of freedom in the finite element space V h . We conclude a better numerical performance of the adaptive method over the standard uniform mesh refinement. Note that the value θ = 0.8 was used for the bulk criterion in the Dörfler marking. Furthermore, as plotted in Figure 5 .2, the adaptive mesh refinement is concentrated around the interface ∂Ω c . This behavior is expected as the optimal control u * is constructed to have jump discontinuities across the interface ∂Ω c . Table 5 .1 presents the convergence history of the adaptive method and the computed effectivity index
It is noticeable that the effectivity index I h is close to 2.8. All other data are set as in the previous example. Due to the nonconvex structure of the computational domain, the convergence of the uniform mesh refinement method, compared with the previous example, becomes slower. This slow convergence is somewhat expected from the analysis, since solutions of curl-curl problems on nonconvex polyhedral domains feature singularities at reentrant corners (see [14] ). In this case, the performance of the adaptive method turns out to be more favorable in comparison with the previous example. Also, the adaptive method is able to capture the region where jump discontinuities and singularities are present in the solution (see Figure  5 .5). The convergence history of the adaptive method is presented in Table 5 .2. Here, the effectivity index is close to 3. 
