We consider the problem of estimating from sample paths the absolute spectral gap 1 − λ ⋆ of a reversible, irreducible and aperiodic Markov chain (X t ) t ∈N over a finite state space Ω. We propose the UCPI (Upper Confidence Power Iteration) algorithm for this problem, a low-complexity algorithm which estimates the spectral gap in time O(n) and memory space O((ln n) 2 ) given n samples. This is in stark contrast with most known methods which require at least memory space O(|Ω|), so that they cannot be applied to large state spaces. We also analyze how n should scale to reach a target estimation error. Furthermore, UCPI is amenable to parallel implementation.
INTRODUCTION AND RELATED WORK

Introduction and contribution
We consider the problem of estimating from sample paths the absolute spectral gap 1 − λ ⋆ of a reversible, irreducible and aperiodic Markov chain (X t ) t ∈N over a finite state Ω. The absolute spectral gap is 1 − λ ⋆ where λ ⋆ is the second largest (in absolute value) eigenvalue of P , the transition matrix of the chain. We are interested in the case where P is not known explicitly to the experimenter. Rather, she may draw sample paths from the Markov chain, and solely use those sample paths in order to estimate λ ⋆ . In other words we are interested in simulation-based (or black-box) estimation. Furthermore, we mainly concern ourselves with the case where the state space Ω is large since this is often the case in practical applications. In fact, when Ω is large (even if P is known) one may have to resort to a simulation-based method since storing P and manipulating it requires at least O(|Ω|) memory space if P is sparse and O(|Ω| 2 ) in the worse case. Therefore, we focus on simulation-based, computationally efficient estimation of the absolute spectral gap 1 − λ ⋆ of Markov chains over large state spaces.
1.1.1 Our contribution. We make the following contributions (a) We propose UCPI (Upper Confidence Power Iteration), a computationally efficient algorithm to estimate the absolute spectral gap in time O(n) and memory space O((ln n) 2 ) given n samples. We analyze how n should scale to reach a target estimation error in section 4.4. (b) We prove that UCPI is consistent and analyze its convergence rate as a function of the number of samples. (c) We show how UCPI is applicable to a 7:2 Combes and Touati broad set of assumptions e.g. the case where a single sample path is available, the case where one can simulate transitions of the chain etc.
Markov chains over large state spaces
Markov chains are typically encountered in the following setting. Consider π the stationary distribution of P and f : Ω → [0, 1] some function. We would like to compute the quantity:
If Ω is large, even if π were known, summing over all elements of x ∈ Ω might not be feasible and one may instead use a simulation method by drawing sample paths of (X t ) t starting from some arbitrary initial distribution, since:
So we may compute Z by drawing many independent sample paths of length k with k large enough. However, to select the sample path length k properly, one needs information about the mixing properties (i.e. the convergence speed in the above expression) of (X t ) t ∈N . Very often, in practice, the sample path length is chosen by hand using some heuristic rule. Therefore estimating the spectral gap and other measures of the mixing rate of (X t ) t ∈N has great practical importance since it enables to select the sample path length automatically using a principled approach. Some examples of this setting are (a) Markov Chain Monte Carlo (MCMC), to draw from a stationary distribution π known up to normalization [1] (b) in statistical physics [11] to compute the partition function of spin models (c) in Bayesian statistics, to compute the posterior distribution, which is usually intractable and (d) to compute the stationary performance of systems described by complex queuing models. Surprisingly, in some problems such as computing the volume of a high dimensional convex body, MCMC is the only known method which is provably efficient [10] .
Mixing properties of Markov chains
We give a quick overview of several measures for quantifying mixing of Markov Chains (refer to [7] for a complete survey). The mixing time t m is the smallest t such that:
where the maximum is taken over all the possible initial distributions µ. Another measure is the relaxation time t r = 1 1−λ ⋆ which verifies for reversible, irreducible and aperiodic chains:
.
Other measures include the conductance which is linked to the spectral gap through Cheeger's inequality. Some of these measures are hard to compute, for instance computing conductance is in general NP-hard [8] . We focus on estimating λ ⋆ , which enables to estimate t r .
In fact, for any initial distribution X 0 ∼ µ and any function f : Ω → [0, 1], the bias of the MCMC method can be controlled with the following inequality (see [7] ):
If the experimenter knows t m or t r , she may select the sample path length k to ensure that the bias is smaller than any specified target error. Since the bias cannot be directly estimated, being able to access t r or t m is the only way one can choose the sample path length k in a principled manner, and ensure that the result of MCMC is correct up to some given accuracy. It is noted that while knowing an upper bound of t m or t r is very interesting in practice (it enables to ensure correctness of the MCMC method), knowing a lower bound or a point estimate of t m or t r seems much less interesting, since it does not enable to guarantee anything about the output of the MCMC method.
Objectives
1.4.1 Computational complexity. Since λ ⋆ is a function of the transition matrix P, the most natural approach to estimating λ ⋆ would be to first estimate P by:
the empirical conditional distribution of X t +1 knowing X t , and then compute the eigenvalues ofP. However this approach might not be feasible for large state spaces, as simply storingP requires O(|Ω| 2 ) space and computing its eigenvalues requires time O(|Ω| 3 ). We are interested in methods that are computationally efficient (requiring less than O(|Ω|) memory space) and can be used on large state spaces. Also, the approach described above makes it difficult to derive tight confidence intervals on λ ⋆ -as the variance of the estimate is rather involved. Thus obtaining estimates whose variations are easier to control as done in the present work is highly desirable.
Upper confidence bounds.
The main goal of estimating λ ⋆ is to estimate t r , which enables to select the sample path length in MCMC methods. As explained above, point estimates and lower confidence bounds are of little interest, and we are mostly interested in upper confidence bounds for t r , and this requires upper confidence bounds on λ ⋆ . Namely if one has an estimatel ⋆ such thatl ⋆ ≥ λ ⋆ with high probability, then 1 1−l ⋆ ≥ t r with high probability as well andl ⋆ is sufficient to control the error of MCMC.
Black box methods.
In many problems of interest, one may not access elements of the transition probability matrix directly, and one may only simulate transitions of the Markov chain, so that one can only estimate λ ⋆ by observing sample paths of the said Markov chain. This setting is interesting even in the case where P is known but too large to be stored in memory, so that we may use simulation methods as a way to get around the size of P.
1.4.4 Goal. Our goal is therefore to find upper confidence bounds of λ ⋆ in a computationally efficient manner, when one can only simulate the Markov chain at hand.
Related work
1.5.1 Non black-box methods. If P is known, computing the spectral gap can be done using several methods. A naive approach is to compute the spectrum of P which requires O(|Ω| 3 ) time and O(|Ω| 2 ) space in the worse case. To compute the largest eigenvalue, a more efficient method is Power Iteration which requires O(|Ω| 2 ) time and space in general, and O(|Ω|) time and space if P is sparse [15] . Applying Power Iteration several times enables to compute eigenvalues in deceasing order of magnitude. However, if Ω is very large these methods are not usable and of course, they do not apply to the black box setting.
Black-box methods.
A contribution closely related to ours is [4] , where the authors provide both estimates and confidence intervals for mixing times in the black-box setting where only one sample path is available. From this sample path, they construct the empirical transition matrix P and use it as a plugin estimator for P, and they prove that this is statistically efficient. Their method requires time O(n + |Ω| 3 ) and space O(|Ω| 2 ), and is hence mainly adapted to state spaces of moderate size. Our contribution is therefore complementary to [4] , which is mainly concerned with statistical efficiency for moderate Ω while we are interested computationally efficient approaches for large Ω.
Point estimates.
A recent contribution [14] does provide point estimates for λ ⋆ for Markov chains on general, infinite state spaces, however no confidence intervals are provided, so that one cannot control the error of MCMC methods using the proposed approaches.
1.5.4 Perfect sampling. Finally, there exists perfect sampling methods which allow to sample from the stationary distribution by considering random sampling times such as [13] . This removes the need to study the mixing of P. However these methods cannot be applied to large state spaces as they imply simulating O(|Ω|) Markov chains in parallel, unless the trajectories of the Markov chain have some special monotonicity properties. Therefore the memory required for perfect sampling is at least O(|Ω|), while we focus on more memory-efficient approaches.
1.5.5 Spectral analysis from noisy observations. There exists a growing litterature on how to estimate eigenvalues of a matrix P, which may or may not be a transition matrix, when one may only sample entries of P [2, 6, 16] . While these methods are more general than ours and could be applied to our setting, we leverage the fact that for Markov chains one may sample from P k by sampling k ≥ 1 successive transitions.
Computational complexity.
In summary all techniques from the literature require at the very least time and space O(|Ω|). We focus on more efficient approaches in terms of time and memory, in particular we propose methods that require strictly less memory space than O(|Ω|). The remainder of the paper is organized as follows. In section 2 we state our model and in section 3 we state the UCPI algorithm and provide its computational complexity. In section 4 we analyze the estimation error of UCPI as a function of the number of samples, and explain how to set its input parameters. In section 5, we generalize our results to a lighter set of assumptions. In section 6, we perform numerical experiments and section 7 concludes the paper.
MODEL
Definitions
We consider a time-homogeneous Markov chain (X t ) t ∈N on a finite state space Ω with transition matrix P. We write P (x,y) = P(X t +1 = y|X t = x ) , x,y ∈ Ω, the transition probability from state x to state y. We assume that (X t ) t ∈N is irreducible, aperiodic (thus ergodic with unique stationary distribution π ), reversible and lazy i.e.
Since P is both reversible and lazy, its eigenvalues are real and positive. We denote by (λ 1 , . . . ,λ |Ω | ) the eigenvalues of P, which we assume sorted so that:
where λ 1 = 1 and 1 > λ 2 since the chain is irreducible and aperiodic. The spectral gap of P is 1 − λ 2 . Throughout the paper, we have
Even though the laziness assumption might seem restrictive at first sight, we show that our results can easily be extended to all reversible chains (Section 5).
Computational models
In order to estimate λ ⋆ , we do not assume that the transition matrix P is known explicitly, but we simply assume that one is able to draw sample paths (X t ) t ∈N in order to perform this estimation. Namely we are interested in simulation-based (or black-box) estimation of λ ⋆ . We will look at two possible computational models.
2.2.1
The Random Transition Function (RTF) model. Here one has access to two subroutines NextState and Uniform, whose output is random. The NextState sub-routine takes one input argument, and, for any x, NextState(x ) outputs a random variable whose distribution is that of X t +1 knowing that X t = x, namely:
In other words, NextState simulates a single transition of the Markov chain (X t ) t ∈N and one can simulate a sample path using repeated calls to NextState. The Uniform subroutine takes no input argument, and its output is a random variable uniformly distributed on Ω i.e
It is noted that, in general, when Ω is a set with large size, drawing a sample from the uniform distribution may not be straightforward (this is more or less equivalent to counting the number of elements in Ω). In section 5, we address the case where using the uniform distribution may not be feasible and a general distribution µ on Ω is used. We assume that a call to subroutine NextState (or Uniform) requires O(1) time to complete. We assume that n samples are available to estimate λ ⋆ , so that one is allowed (at most) n calls to NextState before outputting an estimate.
2.2.2
The Unique Sample Path (USP) model. Here one is simply provided with a sample path (X t ) t =0,...,n of length n in order to estimate λ ⋆ . One is not allowed to choose the starting state X 0 . This is the model considered in [4] . Furthermore, since a sample path of length n can be generated by n calls to NextState, estimation in the USP model is more arduous than in the RTF model. While we mainly focus on the RTF model, we show in section 5 how the USP model can be reduced to RTF, so that the same estimation techniques may be used. Furthermore, this reduction is computationally efficient (in time O(n)), so that the computational complexity is the same in both models.
Models in practice
The RTF model applies whenever one has access to a black-box that is able to simulate one-step transitions from a Markov chain, but one cannot determine P a priori (for instance because the underlying processes driving the transitions of (X t ) t are too complex). A typical example of this situation is Reinforcement Learning (RL): here (X t ) t ∈N describes the sequence of rewards obtained by applying some fixed policy, one estimates the average reward by averaging (X t ) t ∈N for "long enough". The RTF model also applies for MCMC methods, where P is known (it is in fact chosen by the experimenter), but the state space Ω is so large that one cannot store P in memory, and one may only draw sample paths by simulating successive transitions. Since MCMC methods are usually designed to compute a summation over the elements of Ω, they only make sense when one is not able to use O(|Ω|) memory space, otherwise one could simply enumerate the elements of Ω. More generally, many applications consider Markov chains over very large state spaces, where P is known but storing it in memory is not feasible. For instance, for spin systems used in statistical physics (e.g Ising and Potts models), there are at least |Ω| ≥ 2 s states where s is the number of particles. In other words, in these situations one chooses to use a simulation-based estimate simply for computational reasons. The USP model is more relevant when (X t ) t represents historical data of some process that the experimenter cannot modify at will (e.g. climate data, financial data etc.).
THE UCPI ALGORITHM
In this section we state UCPI, a computationally efficient algorithm for estimating the spectral gap of a Markov Chain. Throughout the next sections we consider the RTF model. The extension of UCPI to the USP model is addressed in section 5.
Retrieving the spectral gap from traces
Before describing UCPI in details, we highlight its rationale, which consists in estimating λ 2 based on the trace of the powers of P. This idea is in fact the backbone of Power Iteration. Recall that the eigenvalues of P are (λ 1 , . . . ,λ |Ω | ), so the eigenvalues of P k are (λ k 1 , . . . ,λ k |Ω | ). Since the trace of a matrix is both the sum of its diagonal elements and of its eigenvalues:
and letting k → ∞ above yields:
Trace estimates
The relationship above shows that one can estimate λ 2 arbitrary well by estimating the trace of P k for k arbitrarly large. The cornerstone of UCPI is that the trace of P k can be easily estimated from sample paths. Indeed, it suffices to estimate the probability that the chain (X t ) t returns to its starting state after k steps, providing that its starting state is chosen uniformly at random. Consider U uniformly distributed on Ω, then:
The rationale of the UCPI algorithm can be summarized as proposition 1. This algorithm may be seen as a low-complexity, sampling-based version of Power Iteration. Proposition 1. If U is uniformly distributed on Ω, then:
Proof. From equation (2), we have x ∈Ω P k (x,x ) = |Ω|P(X k = X 0 |X 0 = U ). Replacing the sum in 1 gives the result. □ We use the following notation:
Bias-variance trade-off
Given a budget of n samples, in order to estimate λ 2 from proposition 1, one must estimate m k for k large. To do so, we draw I = ⌊ n k ⌋ independent sample paths of length k denoted by
where each sample path starts in a state chosen uniformly at random. An unbiased estimate for m k is:m
and we estimate λ 2 with the plug-in estimator:
It remains to choose the value of k to minimize the estimation error. At first sight, choosing k as large as possible seems to be optimal since [|Ω|m k − 1] 1 k tends to λ 2 . However the variance of the resulting estimate grows rapidly with k.
Let us evaluate the asymptotic distribution of the resulting estimate. As shown in propostion 7 (see Appendix), for any fixed k we have:
so for large k the asymptotic variance of the estimateq k becomes:
The variance grows exponentially with k so that k must be chosen carefully to balance bias and variance. Choosing the optimal value of k is not straightforward without computing the eigenvalues of P (which is precisely what we are trying to estimate). We solve the bias-variance trade-off as follows. We compute the above estimates for well chosen range of values for k = 1, . . . ,K, and for each k, we replacem k by a confidence upper boundû k , and we select k yielding the smallest confidence upper bound on λ 2 . This tends to favor larger values of k , since k → |Ω|m k − 1 1 k is decreasing, while avoiding values such that the variance of q k blows up.
Algorithm statement
We now provide a full description of UCPI as Algorithm 1. The UCPI algorithm has three input parameters: I the number of sample paths, K -the length of sample paths and δ -a confidence parameter. The algorithm performs KI calls to the NextState sub-routine, so that for a budget of at most n calls, one may choose I = ⌊ n K ⌋ and K ∈ {1, . . . ,n}. The algorithm uses a sub-routine CB to compute a confidence upper bound
the Kullback-Leibler divergence between Bernoulli distributions with expectations u and v. Subroutine CB is indeed a confidence upper bound from Fact 1 (in the appendix see Fact 6), a consequence of Chernoff's inequality.
Fact 1. Considerm k ∼ Binomial(m k ,I ). Then:
Algorithm 1 UCPI (Upper Confidence Power Iteration)
Input: P transition matrix, I number of paths, K max. length of paths , δ confidence parameter Initializem k ← 0 , for k = 1, . . . ,K;
Output:l ⋆ an estimate and confidence upper bound for λ ⋆ .
Parallel implementation
UCPI is amenable to parallel implementation in a straightforward manner. Indeed, since UCPI draws I independent sample paths of the Markov chain of interest and computes an average over those I sample paths, this task can be done in batches using several processors working in parallel. Methods that involve manipulating the matrix P do not seem to lend themselves to parallel implementation in such a simple manner.
ANALYSIS OF UCPI
In this section, we provide a mathematical analysis of the estimation error of UCPI. We also show how to set its input parameters I ,K and δ to ensure good performance.
A generic analysis
We first outline a generic analysis of UCPI for any values of its input parameters K,I and δ . We shall then explain how these parameters should be chosen. We define:
where for any value of the sample path length k, E k,1 represents the estimation bias due to the fact that we consider k finite, and E k,2 represents the standard deviation due to the fact that we estimate m k using the random quantitym k . The last term E k is therefore the sum of both error terms, which we aim at minimizing. Our generic analysis of UCPI is stated as Theorem 1. The proof is given in the appendix. Theorem 1. Consider I ,K,δ such that:
and denote byl ⋆ the output of UCPI. Then we have:
Several facts should be noted. First, the output of UCPI,l ⋆ is not only an estimate of λ 2 , but it is in fact a confidence upper bound with level δ . Therefore UCPI provides a confidence upper bound on the relaxation time:
This is important since in practice we are interested in conservative estimates of the relaxation time, to ensure that the Markov chain has gone through enough transitions to be close to its stationary distribution. The second notable fact is that the estimation error |l ⋆ −λ 2 | is (with probability greater than 1 − δ ) smaller than min k =1,...,K E k . Hence everything happens as if UCPI chose the best value of k, without any additional information. We will elaborate on this in the next sub-sections.
Scaling of the estimation error
We now investigate how the estimation error of UCPI scales when n → ∞, and how to set the input parameters of UCPI as a function of n to ensure good performance. We define:
which depends on the second spectral gap, and it is noted that, when λ 2 and λ 3 are close to 1, r is close to the ratio between the second and the third spectral gap 1−λ 2 1−λ 3 . . Conditions (i) and (ii) of proposition 2 stem from the fact that K should be chosen large enough to allow selecting a value of k ∈ {1, . . . ,K } such that the bias E k,1 is small enough, as the bias decreases with k. Further, for conditions (i) and (ii) to hold, one must select I and K to verify I ≥ |Ω| r +1 r −1 and K ≥ ln |Ω|, otherwise we cannot guarantee that the error vanishes.
Setting the input parameters of UCPI
We finally show how the input parameters of UCPI K and δ may be selected to ensure asymptotically optimal performance when compared to an oracle which could determine their optimal values. We show in particular that the error of UCPI with properly chosen parameters scales as
when n → ∞.
Proposition 3. Considerl ⋆ the output of UCPI with parameters δ = 1 √ n and K = (ln n) 2 and I = n K = n (ln n) 2 . There exists C > 0 a universal constant and n 0 (|Ω|,λ 2 ,λ 3 ) such that:
. , ∀n ≥ n 0 .
Computational complexity
For simplicity, we assume that sub-routine CB can be implemented in time O(1). In all generality, implementing CB requires to find the zero of function u → I D (m||u) − ln(1/δ ) on [m, 1) which is stricly increasing and convex, and one needs to use an iterative method. However, if Newton's method is used, the value of CB can be computed up to accuracy ε in time O(ln ln 1/ε) so that, for say 10 iterations, the machine precision is reached on any modern computer.
Since K ≤ IK = n, running UCPI requires time O(n) and memory space O(K ). The time complexity is minimal since any algorithm making use of n samples should inspect each sample at least one time. As our theoretical analysis demonstrates, one should set K = O((ln n) 2 ) to ensure good performance. Hence UCPI requires O(n) time and O((ln n) 2 ) space. This is in stark contrast with other methods storing P in memory. If n and Ω are of comparable order, this represents a dramatic memory reduction from O(n 2 ) to O((ln n) 2 ).
Assume that r < 1 is fixed. To get an estimation error of ϵ, UCPI requires at most n 1 = O(ϵ − 2 1−r |Ω| r +1 r −1 ) samples, time O(n 1 ) and memory O((ln n 1 ) 2 ). By comparison, the method of [4] requires at least n 2 = O((ϵπ m (1 − λ ⋆ )) −2 ) samples, with time O(n 2 + |Ω| 3 ) and memory O(|Ω| 2 ), where π m = min x ∈Ω π (x ). It is noted that (π m ) −1 > |Ω|, and that π m may be arbitrarily small, so that n 2 is not necessarily smaller than n 1 . UCPI requires memory space O((ln |Ω | ϵ ) 2 ) as opposed to O(|Ω| 2 ). This is a large improvement since in practice ln |Ω | ϵ is much smaller than Ω (even for ϵ = 10 −7 and |Ω| = 10 3 , the memory is reduced by 4 orders of magnitude). UCPI is easily amenable to parallel implementation, so trading (a bit of) time against (a lot of) memory seems to be be a good perspective.
Finally, as shown by [4] , in order to reach any fixed accuracy, n should satisfy n ≥ O( 1 π m ) ≥ O(|Ω|). So it is not possible to design an algorithm whose sample complexity is sub-linear in the state space size.
EXTENSIONS
In this section we show how some of the assumptions on the Markov chain and/or the computational model may be broadened while ensuring that our results still apply with minimal modifications.
Non-lazy chains
Assume that P is reversible, irreducible but not lazy so that its eigenvalues are not necessarily positive. Denote by
the sorted eigenvalues of P 2 which are positive. Then ζ 2 = (λ ⋆ ) 2 so that the spectral gap of P is 1 − ζ 2 . Hence the spectral gap of P can be retrieved by applying UCPI to P 2 , which is done by calling the NextState function twice for each transition. Also, an error ϵ when estimating ζ 2 results in an error of O( ϵ λ 2 ) when estimating λ 2 , which is O(ϵ ) when ζ 2 is close to 1, which is the hardest case.
General initial distributions
Now assume that it is not feasible to sample from the uniform distribution over Ω, so that we do not have access to the Uniform subroutine. For instance, when Ω is a large discrete set in high dimension, the only efficient method to sample uniformly over Ω is often to use MCMC methods such as hit-and-run or other random walks [5, 9, 10] . After enough MCMC steps, one obtains a distribution that is close to uniform, but not exactly uniform. Formally, consider the case where one has access to a sub-routine Sample whose output is a random variable with distribution µ:
with min x ∈Ω µ (x ) > 0. Express the trace of P using a change of measure:
So proposition 1 can be extended to this case, and UCPI can be modified by drawing I independent sample paths of length k with initial distribution µ.
Proposition 4. We have
Furthermore, if min x ∈Ω µ (x ) and 1 |Ω | are of the same order, our analysis still applies, and the same bounds on the convergence rate hold. The proof of proposition 5 is straightforward from the arguments given in section 4 and is omitted. Proposition 5. Considerl ⋆ the output of UCPI with parameters δ = 1 √ n and K = (ln n) 2 and I = n K = n (ln n) 2 in the extended setting described above. Assume that min x ∈Ω µ (x ) ≥ C ′ |Ω | for C ′ a universal constant. There exists C ′′ > 0 a universal constant and n ′ 0 (|Ω|,λ 2 ,λ 3 ) such that
, ∀n ≥ n ′ 0 .
Reduction from USP to RTF
Reduction.
Finally we show that the USP model can be efficiently reduced to the RTF model, and therefore UCPI applies there as well. In the USP model we are provided with a unique sample path (X t ) t ≥0 with transition matrix P and arbitrary starting distribution. To apply UCPI, we need to generate sample paths (Y t ) t =0,...,k of length k starting from a uniform distribution i.e. (Y t ) t =0,...,k is a Markov chain with transition matrix P and Y 0 is uniformly distributed. Consider U uniformly distributed on Ω, and define τ the smallest t such that X t = U . Then from the strong Markov property, Y t = X τ +t , for t = 0, ...,k is a Markov chain with transition matrix P and uniform initial distribution. Furthermore, applying this procedure repeatedly yields i.i.d. sample paths, which is sufficient to apply UCPI. Proposition 6. Consider (X t ) t ≥0 a sample path of a Markov Chain with transition matrix P and arbitrary starting distribution. Consider (Z t ) t =0,...,k a sample path of length k of a Markov chain with transition matrix P and uniform initial distribution. Consider (U i ) i ≥1 i.i.d. uniform random variables on Ω independent of (X t ) t ≥0 . Define the random stopping times:
The proof of proposition 6 is a simple consequence of the strong Markov property for Markov chains and is omitted. Given a unique sample path of length n, the procedure described in proposition 6 allows to draw i.i.d. sample paths of length k with uniform initial distribution in time O(n). It is also noted that this procedure involves inspecting each element of the sequence (X t ) t ≥0 exactly once i.e it is a streaming algorithm and is adapted to the case where (X t ) t ≥0 is provided as a data stream. We have shown that UCPI applies to both the RTF and the USP model as well, and its computational complexity is the same in both models.
Asymptotic efficiency.
In fact, perhaps surprisingly, the reduction from USP to RTF comes at virtually no cost when the number of samples n is large. Consider a budget of n calls to NextState, and K = (ln n) 2 the length of a sample path that we must generate. In the RTF model, we can generate I RTF n sample paths with
In the USP model, using the reduction, the expected number of calls in order to generate one sample path of length K is K + ξ max = (ln n) 2 + ξ max where ξ (x,y) is the expected value of the first hitting time of state y starting from x and
It is noted that ξ max does not depend on n. Therefore n calls to NextState enable us to generate I USP n sample paths
Asymptotically, as n → ∞, we have that I USP n I RTF n → 1, so that the number of sample paths generated in both models is equivalent.
Dependency of the results on the spectrum
We have stated our results in the case where λ 2 > λ 3 to simplify the exposition, i.e. r < 1. In fact, a similar analysis can be carried out without this assumption, where r is replaced by a function which quantifies the decay of the eigenvalues λ 3 , ...,λ |Ω | . This quantifies the convergence speed of ( i ≥2 λ k i ) 1/k to λ 2 when k grows. It is also noted that, even when r = 1, our analysis shows that the error of UCPI vanishes, albeit at a slower rate of O |Ω | ln n .
NUMERICAL EXPERIMENTS
We now evaluate the numerical performance of UCPI using numerical experiments, and compare it to that of the UCI algorithm proposed in [4] .
Instances considered
We consider two families of Markov Chains for our experiments.
6.1.1 Case 1. The first case is a biased random walk on a line, so that the state space is Ω = {1, . . . , |Ω|}, and the transition matrix is:
Here p ∈ (0, 1) denotes the bias, so that for p = 0.5 this is a classical random walk over a line, and for p > 0.5 the random walk has a negative drift. This chain is lazy and reversible since it verifies detailed balance, with stationary distribution
The second case is a lazy random walk on a d-regular graph G = (V ,E). We consider the Markov chain on state space Ω = V , with transition probabilities
Once again, this chain is lazy and reversible since it verifies detailed balance with stationary distribution π (x ) = 1 |Ω| .
Estimation error
For both algorithms, given n samples i.e. n calls to NextState, we consider the confidence upper bound on λ ⋆ outputted by said algorithm denoted byl ⋆ . For both algorithms, the level of the confidence interval is chosen as δ = 1 √ n , so that:
This confidence upper bound gives a corresponding confidence upper bound on t r , which we denote byt
In tables 1 and 2 we depict the behavior of both algorithms for various sample sizes n. Several remarks are in order. First both algorithms have a threshold value of n before which their output is not informative i.e.l ⋆ = 1, andt r = ∞. This is important because, before this threshold, one has no information about the mixing properties of the Markov chain at hand, so that one does not know for how long to sample the chain to be close to the stationary distribution, which is the very reason why one would use such algorithms in practice. Even for a very large sample size of n = 10 8 , the output of UCI is not informative (see next subsection for a further investigation of this issue). On the other hand, for both cases, the output of UCPI is informative when n ≥ 10 6 , and its confidence upper boundl ⋆ decreases towards the quantity of interest λ ⋆ . Therefore, not only does UCPI have low complexity, it also performs best statistically in both considered cases. |Ω| = 20, p = 0.5, λ ⋆ = 0.99, t r = 100 n UCPIl ⋆ UCPIt r UCIl ⋆ UCIt r 10 4 1 ∞ 1 ∞ 10 5 1 Computationally Efficient Estimation of the Spectral Gap of a Markov Chain 7:15
Informativeness of confidence intervals
We have seen that UCI does not provide an informative confidence interval even given a large number of samples (say n = 10 8 ) for relatively benign Markov chains, due to the fact that it needs sample paths on which all states are seen a very large number of times. Namely we must have:
before an informative confidence upper bound can be outputted. In table 3, for n = 10 6 , we evaluate experimentally P(l ⋆ < 1), the probability that UCI and UCPI output an informative confidence upper bound (i.e.l ⋆ < 1) by simulating 10 3 independent experiments. As noted before, the output of UCPI is informative with high probability, while that of UCI is uninformative with high probability.
In light of these numerical results we observe that while UCI provably attains the lower bound derived in [4] , and is hence minimax optimal, it does not perform so well numerically, while UCPI does not attain the optimal rate (its error rate depends on r defined above) given by the lower bound of [4] , but does very well numerically. Therefore, it might be interesting to look at problem-specific optimality for the design of future algorithms. n = 10 6 UCPI P(l ⋆ < 1) UCI P(l ⋆ < 1) Case 1 (p = 0.5) 1 0 Case 1 (p = 0.7) 1 0 Case 1 (p = 0.9) 1 0 Case 2 (d = 5) 1 0 Case 2 (d = 10) 1 0 Table 3 . Informativeness of confidence upper bounds.
CONCLUSION
We have proposed and analyzed UCPI a computationally efficient algorithm for estimating the spectral gap of a Markov chain using time O(n) and space O((ln n) 2 ), unlike known estimation procedures which require (at least) O(|Ω|) space and do not apply to large state spaces typically found in applications such as MCMC. We believe that our results open the following challenging question: "What is the optimal trade-off between computation and statistical accuracy to estimate the mixing properties of a Markov chain ?". Furthermore while we have focused on the relaxation time, tighter mixing bounds could be obtained by estimating the mixing time instead, which seems much more challenging, especially in the black-box setting.
Fact 3. For all u,v we have:
Proof : Recall the definition of the Kullback-Leibler divergence:
and:
Consider v fixed. Apply the Taylor-Lagrange equality to function u → D(u ||v), so that there exists u ′ ∈ [min(u,v), max(u,v)] with:
where we used the fact that
. □ From the above inequality we deduce a simpler (but weaker) version of the Chernoff bound. Then for all ∆ such that ∆ ≤ u we have V (u, ∆) ≤ u + √ 9u∆.
Proof: Using the previous fact: We first use the fact thatû k is a high-probability confidence upper bound for m k . By definition u k = V (m k , ln(2K/δ )/I ) and fact 6 gives:
To control the upper fluctuations ofû k we first control that ofm k . It is noted that Using the previous inequality we obtain the bound:
Therefore, if event A occurs then:
We immediately deduce the first statement. P λ 2 ≤l ⋆ ≤ λ 2 + min k =1,...,K E k ≥ P(A) ≥ 1 − δ , since we have previously proven that 1 − P(A) ≤ δ . The second statement follows from the fact that |l ⋆ − λ 2 | is upper bounded by λ 2 + min k =1,...,K E k if A occurs and by 1 otherwise, and the fact that P(A) ≥ 1 − δ . □
