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Abstract: Networked performance is different from conventional on-site 
performances in that it connects performers and audiences at far distances and lets 
them enjoy a performance in real-time. This paper points out the key obstacles which 
hinder the lively delivery of a performance via network and offers the avatar 
construction as a way to relieve this problem. The use of avatars for a recent cyber 
performance session at the Vietnam Science and Technology Day will be focused here. 
Two avatars were created for two performers in Korea and Malaysia, respectively, and 
displayed to the proximal audiences to enhance the immersion into the collaboration 
of two performers. The construction process and effect of using avatars in this event 
would be introduced. Then the future works for to help the audience and performers to 
enjoy a more natural and absorbing performance will be suggested. 
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1. Introduction
Networked performance, a performance in which performers and audiences in two or more 
geographical regions are connected via internet, has become a new form of performance. The 
main purpose of networked performance is to overcome restrictions coming from geographical 
distance and let the performers cooperate with each other wherever they are. In most networked 
performances, each region is assigned with an individual or a group of performers and a group of 
proximal audience. Performances from other places are combined with the on-site performance 
and they overall constitute a single, integrated performance that audiences in different places on 
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the globe can enjoy at the same time. There have been several successful cases of this type of 
performance and it has become an alternative way to relieve limitations of traditional 
performances which are mostly on-site. (There are various terms to indicate this kind of 
performance. This paper focuses on the term ‘networked performance’ since it relatively clearly 
indicates that the performance is mediated by internet network.) 
Despite its advantages, networked performance also has its own limitations. One significant 
problem is about the perception of the audience. Audience uses peripheral vision and recognizes 
the proscenium and its surroundings as an integrated three-dimensional stage when watching an 
on-site performance. And the performer and audience can interact in real-time since the 
performer can make eye contact with the audience and the audience can give back immediate 
feedbacks such as applause or facial expressions. In the case of networked performance, however, 
performance at a far distance is displayed on a screen and the view of audience is cut down into a 
two-dimensional plane. This limits the scope of perception and hinders the audience from being 
immersed into the performance. 
There have been several attempts to alleviate this problem and the most prevalent efforts are 
based on the idea that the cameras play the role of the eyes of audience. For example, a camera’s 
field of view can be increased to mimic the peripheral vision of a human and thus increase the 
visual field. When multiple cameras are set in multiple angles, the audience is allowed to watch 
the performance in various angles, which is impossible in most cases since each spectator is 
given a seat with a fixed position. 
But controlling cameras is not a magic bullet. Cost is a major problem when using this 
method; more cameras mean more price. The most primitive way to display stage surroundings 
would be to make several cameras take videos of different zones around proscenium and 
integrate them into a single view. But this method has disadvantages in terms of both practicality 
and efficiency. And the vision provided by cameras is still limited to 2D plane. 
One way to compensate for this disadvantage is to ‘draw in’ a stage at a far distance by 
overlaying a graphical theater elements on a real stage or a live performance being displayed on 
a screen. In such case, the data related to the spaces around proscenium and theater elements 
such as stage lighting and music being played can be transferred to another place and be 
reproduced there using graphics. Then the audience can feel more like they are sitting in a real 
theater and be more immersed into the performance. 
The main graphic element to be focused here is an avatar. In the context of this paper, avatar 
means a virtual skeleton character generated from the real skeleton data from a human. And the 
recent use of avatars in a networked performance connected VN-MY-KR at the Vietnam Science 
and technology Day, 18 May 2014, will be focused here. 
One main reason why avatar is a good subject of experiment is that there are devices and tools 
that can easily capture a person’s body data and make use of the data. The most representative 
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example is Kinect; it has become an easily accessible tool and a lot of software supports various 
functions related to the device. Thus the use of body data is relatively easy and convenient as a 
pilot prototype of regenerating a graphical theater. 
Another reason is that avatars can significantly decrease the amount of data to be transferred. 
In most cases a dancer’s performance is conveyed to an audience in the form of video. It takes up 
a lot of bandwidth to transmit an uncompressed video, and in a case where video is compressed, 
a delay due to compression/decompression by codec is inevitable. But if Kinect comes into use, 
all that has to be transferred is a set of data obtained from Kinect. Avatars don’t need to be 
graphically generated and then transmitted; it is less time-consuming and more efficient to first 
transfer the data and generate the graphical avatar at where the data are received. 
2. Methods
For the cyber performance session at the Vietnam Science and Technology Day, two avatars 
were generated for two performers in Korea and Malaysia, respectively. Avatars were created by 
obtaining the dataset of dancer’s skeleton using Kinect and then from those data generating a 
graphic in the form of a human body using Max/MSP program. (Figure 1) In the real 
performance, avatars were generated in real-time (Figure 2a) and the graphics of two avatars 
from two dancers were overlaid on a real stage where music was played so that it could give an 
impression of all performers performing on a single stage. (Figure 2b) 
Figure 1. An avatar is generated by obtaining data from a dancer’s movement. 
(a) (b) 
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Figure 2. (a) An avatar is being generated in real-time using the data from Kinect. 
(b) An example of how the stage is displayed to the audience. 
3. Results
Using avatars is one of many possible ways to alleviate the difficulties caused by the 
geographic distance. There has not been a research solely dedicated to proving the significance 
of using avatars and its effect on the perception of the audience about the performance. The 
abstract feedbacks from the audience who watched the performance using avatars, however, give 
a sketchy implication that this type of method is valid for improving the experiences of the 
audience who watch the performance. 
4. Conclusions
Using avatars is an early stage of the idea of constructing a graphical theater overlaid on a real 
theater. Dancing is basically a part of proscenium and a main element which constitutes a 
performance, thus it does not perfectly fit into the purpose of first focusing on the peripheral 
surroundings and then integrating them with the proscenium. A further work will have to be 
mainly about making use of another important element of a performance such as stage lighting. 
And the effect of using graphical elements needs to be measured for each element, and the effect 
of combining those elements will also have to be measured. 
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