Abstract-Multi-label learning in graph-based relational data has gained popularity in recent years due to the increasingly complex structures of real world applications. Collective Classification deals with the simultaneous classification of neighboring instances in relational data, until a convergence criterion is reached. The rationale behind collective classification stems from the fact that an entity in a network (or relational data) is most likely influenced by the neighboring entities, and can be classified accordingly, based on the class assignment of the neighbors. Although extensive work has been done on collective classification of single labeled data, the domain of multi-labeled relational data has not been sufficiently explored. In this paper, we propose a neighborhood ranking method for multi-label classification, which can be further used in the Multi-label Collective Classification framework. We test our methods on real world datasets and also discuss the relevance of our approach for other multi-labeled relational data. Our experimental results show that the use of ranking in neighborhood selection for collective classification improves the performance of the classifier.
I. INTRODUCTION
Multi-label learning in graph-based relational data has gained popularity in recent years due to the increasingly complex structures of real world applications. Examples of relational data include social networks, biological proteinprotein interaction (PPI) networks, and research collaboration networks. In social networks, different entities (people) are associated with multiple groups and interests. Traditional multi-label classification algorithms (except a few [1] , [2] , [3] ) treat every node independently and assume independence among different labels. As such, these methods perform poorly on multi-labeled relational datasets. Given a network, three possible correlations are relevant while determining the labels of nodes [4] : (i) the correlation between the label of a node and the observed attributes of the node, (ii) the correlation between the label of a node and the observed attributes and labels of neighboring nodes, and (iii) the correlation between a known label of a node and the unobserved labels of neighboring nodes. Collective classification approaches jointly classify a set of related (linked) nodes by exploiting the above underlying correlations [5] . Most collective classification methods are applicable to single-labeled relational data [6] , [7] , [8] , [9] . Recently, a method was proposed for the multi-label collective classification problem [10] . However, none of these approaches discuss how to differentiate between the influence of labels of "closely-related" neighbors from that of "unrelated" neighbors. We approach the problem of multi-labeled collective classification by combining three different types of information. Firstly, we use the information that is associated with a given node in the form of attributes or features. Secondly, we use information associated with a given node in the form of "other" labels. Finally, within the collective classification paradigm, we use the label information provided by the node's neighborhood. Our primary contribution is in realizing, that, for a given node, not every neighboring node has the same influence when predicting its multiple labels. As such, we develop a method to rank the neighboring nodes using the pairwise interaction information between them, coupled with the association of neighboring nodes with different labels. We then propose a method for pruning the neighborhood using the rank values, which is incorporated within the standard collective classification algorithms. We evaluate the performance of our approach on a collaboration network of authors, who have published papers in different research areas. For our problem, we know the labels (i.e., the research areas) of some of the nodes (i.e., authors); the task is to predict the labels of the remaining unlabeled nodes (i.e., the most likely research areas for authors). Our experimental results on co-authorship network data (http://www.informatik.uni-trier.de/ ley/db/) show that pruning the neighborhoods during collective classification improves the prediction performance.
II. RELATED WORK Collective classification is a semi-supervised method, first proposed almost ten years ago [7] , [6] . State-of-the-art collective classification methods on single labeled datasets are described in a comprehensive survey [4] . Conventional collective classification approaches focus on classifying single labeled datasets, and can be broadly categorized into local and global methods. Local methods (e.g., logistic regression, naive Bayes) classify each test instance using relational and attribute features, and later update the labels and relational features through an iterative process until convergence [6] , [7] . McDowell et al. [9] proposed a cautious approach to exploit intermediate relational data which can be noisy. This approach computes relational features by filtering links between the different pairs of nodes. Macskassy et al. have developed a toolkit that combines different components e.g., use of any local classifier with any collective inference algorithm [8] . Global methods optimize an objective function across the entire relational dataset using topological and nodelevel information [11] . The classifier uses both attributes and relational features for inference. Examples of methods used for inference include Loopy Belief Propagation (LBP) and Mean Field Relaxation Labelling (MF) [4] . Gallagher et. al. have proposed another approach [12] which attempts to find features that are independent of node labels and analyzed the effects of label-independent features on within-network classification. Besides the recently proposed work of Kong et al. [10] , not much has been done towards the development of multi-labeled collective classification algorithms.
Multi-label learning focuses on the prediction of multiple labels for each test instance simultaneously. Several algorithms have been proposed in this area (see the survey in [13] ). Zhang et al. developed a k-nearest neighbors based method for multi-label classification, which treats each label independently, and then computes the probability of assigning a particular label [2] . Another method proposed by Zhang uses label specific features for classifying instances [1] . Zhang et al. also proposed a Bayesian network based approach to capture the conditional dependencies between labels as well as the feature set [3] . A recently developed algorithm simultaneously ranked and classified objects within the DBLP citation data [14] . This algorithm was designed for a heterogeneous network of different types of objects (nodes), and computes the within-class ranking of these objects. In this paper, we discuss an approach for multi-labeled collective classification within a homogeneous network. In our approach, the use of word rank as a measure of influence is strictly to impose a pruning strategy, for determining those neighboring nodes that would affect the prediction of a label. This is different from the approaches that study influence of a node within a relational network [15] , e.g., to determine influencing nodes for a viral marketing campaign.
III. METHODOLOGY Let graph
} is the set of node attributes and Y = {y 1 , y 2 , · · · , y n } is the set of corresponding label vectors for the |V| = n nodes in the network. Let K be the number of classes, denoted by k = 1, 2, · · · , K, to which the nodes can belong. Given the set L of training nodes, the training data
, the set U of unlabeled test nodes and the set of node attributes X U for the test nodes in U ; the goal is to predict the label vector y u = (y u1 , · · · , y uk , · · · , y uK ) of each test node u ∈ U , where y uk ∈ {0, 1}. For convenience, we denotê Y U = {ŷ 1 , · · · ,ŷ u , · · · ,ŷ |U | } as the set of label vectors predicted by our models, and Y U = {y 1 , · · · , y u , · · · , y |U | } as the set of true label vectors for all the test nodes in U . This problem is similar to collective classification in a single labeled dataset, except that, in this case, we have to predict multiple labels for each of the test nodes. This paper aims to exploit the information hidden in the interactions between entities by using properties of graphs. In addition to capturing information from the topology of the graph, we also capture the association between a node and its label. We prune the neighborhood of a test node based on the "ranks" of the training nodes, so that, while predicting the label of the test node, we only trust the label information propagated from the influential neighbors.
A. RankNN Algorithm
We propose RankNN (Algorithm 1) which estimates the labels of test nodes using a naive Bayes approach. Assuming that a node's label is influenced by that of its neighbors, a node's posterior label assignment might change based on the beliefs shared by its neighborhood. Given a set L of training nodes and K labels, we compute the ranking (importance) for each of the labels. The rank r k for label k is given by (line 3 in Algorithm 1),
where L k is the set of training instances with la-
We then compute the rank of a labeled node l as follows (line 5 in Algorithm 1),
where N l is the set of labeled neighbors of node l. A n×n is the weighted adjacency matrix representing the number of interactions between any pair of nodes in the network. We use the weighted adjacency matrix for training nodes only. C n×n is the pairwise cosine similarity measure between the attributes of the entities. M n×K is a matrix representing the association of a node, say l, with a label, say k. Equation 2 can be explained as: (i) The first term captures the level of interactivity of an individual. This is measured by the similarity the author has with his neighbors (captured by the cosine similarity matrix C n×n ), weighted by the number of interactions (co-authored papers) the author has had with them.
(ii) The second term measures the reputation of the individual in terms of his association with different groups (or labels), and the author's contribution towards those groups (captured by M n×K ). (iii) We define the rank of a label as the frequency of entities in the training data that has that corresponding label (e.g., r k in Equation (1) is rank of label k). A highly reputed group will tend to have a large number of members, and hence will be ranked higher. For our DBLP collaboration network, the association between an author and a research area is determined by the number of publications he/she has in the conferences under that research track. If the author is a prolific researcher but does not publish too many papers in a highly ranked conference, then the second term will weigh down his/her rank. Similarly, if the author has several publications in
Algorithm 1 RankNN
Input: A graph G = (V, E), weighted adjacency matrix An×n, similarity matrix Cn×n, node and label association matrix Mn×K , total number of classes K, probability threshold θ, number of iterations T , training percentage η for sampling the data into training set L and test set U Output: Set of label vectors of nodes in test set U i.e.ŶU 1: for t = 1 to T do 2: Sample training set L and test set U based on training percentage η 3: Compute ranks of labels ∀k ∈ K according to Equation (1) 4: for each node l in L do 5:
Compute the rank of node l according to Equation (2) 6:
Set threshold δ as median of the rank values 7: end for 8: for each node u in U do 9:
Compute prior probabilityΠu from Equation (3) 10:
Compute likelihood Pr Zu = k|y uk = 1 from Equation (4) 13:
Calculate the posterior probability of y uk = 1 from Equation (5) 14: reputed conferences, which are not related to the research area (label) we are investigating, then the second term will be under weighted. The rank of the conference in an unrelated research area will be globally low, as determined by Equation (1) . On the other hand, if an author has published few papers in highly ranked conferences, and has collaborated with too many researchers, then the first term will decrease the author's rank compared to the rank of other researchers who have many co-authors and have published in highly ranked conferences.
Next, we compute the prior probabilitiesΠ u for each unlabeled test node u from the information contained in the local neighborhood.Π u = (π u1 ,π u2 , · · · ,π uK ) is a K dimensional vector of probabilities, where each element of the vector corresponds to the probability of a label. Let N u be the set of labeled neighbors of an unlabeled node u. Let L j be the set of labels of the labeled neighbor j ∈ N u . Let N uk be the set of labeled neighbors of node u that has label k. Then the prior probability of label k for node u is given by (line 9 in Algorithm 1):
However, if the unlabeled node u does not have labeled neighbors, then we assign equal probability 1 K to all the labels of that node. This is dependent on the percentage of available labeled data, i.e., if we have very few labeled nodes then there is a high chance that an unlabeled test node will not have any labeled neighbors. We assess the performance of our algorithms by varying the sampling ratios.
Algorithm RankNN estimates the posterior probability of each label for each test node. Let N 
The posterior probability used for determining whether node u has label k, i.e., y uk (line 13 in Algorithm 1) is:
Algorithm 1 describes the pseudo-code for RankNN. The computational complexity of RankNN is O(|U |KT ), (if |L| ≤ |U |). |U | is the number of unlabeled nodes, K is the number of labels and T is the number of iterations.The two input parameters for RankNN are: (i) rank threshold δ and (ii) the probability threshold θ. The rank threshold δ, controls the number of influential neighbors that should be selected while determining the labels for a test node. The RankNN algorithm produces a probabilistic output for the different class labels. As such, to convert the probability scores into hard label assignments (0/1) we use the probability threshold parameter (θ).
B. ICML Rank Algorithm
Multi-label Collective Classification methods [10] couple the attribute level information with two types of relational information: (i) dependencies that exist between the multiple labels assigned to a node (referred to as intra-instance crosslabel dependencies) and (ii) the dependencies between the labels of neighboring node and the node in consideration. The ICML algorithm [10] , as termed by the authors, is based on iterative classifications of multiple labels while treating each label individually. We improve this approach by incorporating our node ranking function within the multilabel collective classification framework. Instead of blindly considering all the neighbors, we prune the neighborhood of a test node based on the ranks of its neighbors while computing the relational features for that node (line 7 in Algorithm 2). We set the threshold δ dynamically as the median of the obtained rank values. We use LIBSVM [16] with a linear kernel for learning classifiers for each of the K labels. In ICML Rank, a model is learned with training samples for each of the labels k = 1, 2, · · · K. An initial set of labels for test nodes is predicted after feeding the test instances to the trained models. This initial label set for test nodes is used to recompute the ranks of all the nodes in the network. Inference of the labels for the test nodes is carried out through an iterative process. Relational features
Algorithm 2 ICML Rank
Input: A graph G = (V, E), weighted adjacency matrix An×n, similarity matrix Cn×n, node and label association matrix Mn×K , total number of classes K, number of iterations T , training percentage η for sampling the data into training set L and test set U Output: Set of label vectors of nodes in test set U i.e.ŶU 1: for t = 1 to T do 2: Training: 3: Sample the dataset into training L and test U based on training percentage η 4: for k = 1 to K do 5:
Compute the rank of label k from Equation (1) 6:
Compute the ranks of each node l ∈ L from Equation (2) 7:
Set the threshold δ, such that nodes with ranks above δ are influential
8:
Find the relational features of each node l ∈ L considering only influential neighbors 9: Update the estimated values ofŷu for yu on each test node u ∈ U as,
22:
Update the ranks of the labels (equation (1)) and ranks of all the nodes (equation (2) are computed for the test nodes, and along with attribute features, are fed to the learned models to get a new set of predicted labels. This step is repeated until a maximum number of iterations is reached, or until a given accuracy value is achieved. Algorithm 2 gives the pseudo-code of ICML Rank.
IV. EXPERIMENTAL SETUP A. Datasets
For our experiments, we filtered the DBLP citation network data 1 Table I provides key statistics for both the datasets. A graph G represents the DBLP network data containing labeled and unlabeled nodes. Each node in the graph represents an author; node attributes correspond to the titles of the papers that an author has published (attributes are obtained as tf-idf measure and are collectively treated as a document vector for the author node; relational features are computed following Kong et. al [10] ). Labels of each node (or author) correspond to the research areas the author has been working on. Since each author may be interested in more than one research area, authors can have multiple labels. A link between a pair of nodes exists if the corresponding authors have co-authored at least one paper. The weights on the edges of the adjacency matrix represent the number of papers they have co-authored. We also have a weight matrix that captures the pairwise cosine similarity between the titles of the papers that a given pair of authors have co-authored. Using the structure of the collaboration network, given the titles of the published papers and multiple labels of authors in the training set, the goal is to predict the multiple labels for authors in the test set.
B. Validation Protocol
To create an unbiased validation set, we remove all papers (titles) from the training set that are published by authors within the test set. As such, the authors in the training set do not have details about some of the papers that they have published. This leads to a modification in the individual labels for nodes within the training set. The test nodes do not possess any information that is shared with the training nodes. Most of our empirical evaluations are performed on this set, referred to as the "filtered" dataset. In previous work, this filtering process was not done [17] , [7] , [10] , [3] . As such, the test and train instances would share the coauthored publications. To understand the nature of biased evaluation, we compare the performance of our algorithms on the original dataset, referred to as "unfiltered".
C. Evaluation Metrics
We use the following multi-label classification metrics [10] for evaluation. (i) Hamming Loss (HL): measures the fraction of incorrectly predicted labels, averaged across the set U of test nodes. (ii) Subset Loss (SL): evaluates if the predicted label vector is exactly identical to the true label vector (macro-label). (iii) Micro-F1 score (MI-F1): measures the harmonic mean of precision and recall across individual micro-labels, averaged across set U of test nodes. and (iv) Macro-F1 score (MA-F1): computes the average of the F1 measure on the predictions of the macro-labels.
V. RESULTS
We assess the performance of ICML Rank and RankNN with varying parameters across the four multi-label evaluation metrics. Unless otherwise stated, the default parameter for ICML Rank is a pruning threshold (δ = 50%), and for RankNN (to convert the posterior probabilities into hard 0/1 label assignments) is θ = 0.25. The performance of our algorithm is compared against two previously developed approaches (discussed in [10] ): (i) Iterative Classification of Multiple Labels (ICML): Our ICML Rank algorithm is inspired by this approach. ICML does not prune the neighborhood of a node while computing its relational features.
(ii) Multi Label Iterative Classification (ML ICA): This algorithm is similar to ICML except that it does not use the intra-instance cross label dependencies. Following a similar approach as in ICML Rank, we incorporated our neighborhood pruning technique within the ML ICA framework; we call the resulting approach ML ICA Rank. Table II reports the average of 10 runs with 70% training samples for HL, SL, MI-F1 and MA-F1 for DBLP A and DBLP B "filtered" and "unfiltered" sets. For all the algorithms, we observe that the "unfiltered" set produces lower loss and higher F1 scores in comparison to the "filtered" set. This was expected, because the "unfiltered" set is biased and uses information available from the training nodes directly in the test nodes. Henceforth, we report and discuss results only for the unbiased "filtered" validation set. 
A. Filtered Validation Set

B. Rank Threshold (δ)
RankNN and ICML Rank use a dynamically selected threshold for the rank value, which determines the influential neighbors to be trusted while determining the label of a test node through collective classification. Table III shows the multi-label classification performance with varying δ parameter values for RankNN and ICML Rank across the two DBLP datasets. A threshold (δ) of 25% signifies that 25% of the labeled nodes within the neighborhood of the unlabeled test node are pruned or removed. The ICML Rank algorithm with a δ value of 0% does not prune any neighboring nodes and is identical to the ICML algorithm.
C. Comparative Performance
From Tables II and III we observe that ICML Rank (ML ICA Rank) outperforms ICML (ML ICA) across the DBLP datasets. For DBLP A, ICML Rank and ML ICA Rank shows the best performance. However, for DBLP B, ML ICA shows better performance in comparison to the ICML Rank algorithm. We performed pairwise ttest on the results of ICML and ICML Rank for DBLP A (ML ICA and ML ICA Rank for DBLP B) and noted (at confidence level of 90%) p-values of 0.02 and 0.03, respectively. The ML ICA algorithm does not use the dependency information across multiple assigned labels. Since the research areas (or labels) in DBLP B are highly uncorrelated, discarding this dependency information in the relational features boosts ML ICA's performance.
D. Sampling Ratio
To evaluate the sensitivity of our algorithms with regards to the training set size, we performed experiments that vary the training percentage from 20% to 90%. Figure 1 shows the variation for different evaluation metrics with respect to the training percentage (η) using the filtered DBLP A set. The ICML Rank algorithm performs better than the other methods even when the training percentage is very low, i.e., 20%. This shows the robustness of the algorithm, especially when the training data size is small.
E. RankNN Probability Threshold (θ)
The RankNN algorithm produces a probabilistic output for the different class labels. We use the probability threshold (θ) to convert the probability scores into a hard label assignments. In Figure 2 we show the hamming loss and subset loss for varying θ values. When we set θ to small values, we assign several more labels per node; this results in a higher hamming loss. However, setting θ to a larger value will result in fewer assignments of labels, thereby leading to a higher subset loss. From Figure 2 we observe that setting the value of θ between 0.2 and 0.45 seems to be optimal.
F. Computation Time
Table IV reports the computation time of different algorithms on 30% training/70% testing data for the DBLP datasets, and shows the advantage of the RankNN approach. Experiments were performed on a Intel Core 2 Duo, 3GHz, 4GB RAM desktop. VI. CONCLUSION. We have developed a novel and simple algorithm for computing the ranks of nodes within a relational network. We have incorporated our ranking technique within a multilabel collective classification framework to select the influential neighbors in an adaptive manner. We have tested our methods on a real world dataset, and reported promising results in comparison to state-of-the-art multi-label collective classification algorithms. We have shown that our methods ICML Rank and ML ICA Rank perform well compared to the baseline algorithms ICML and ML ICA, respectively. We also provided a useful insight towards creating an unbiased validation set for collective classification algorithms.
