In this paper, we introduce an optimal control for a SIR model governed by an ODE system with time delay. We extend the stability studies of model (2.2) in section 2, by incorporating suitable controls. We consider two control strategies in the optimal control model, namely: the vaccination and treatment strategies. The model has a time delays that represent the incubation period. We derive the first-order necessary conditions for the optimal control and perform numerical simulations to show the effectiveness as well as the applicability of the model for different values of the time delays. These numerical simulations show that the model is sensitive to the delays representing the incubation period.
Introduction
Mathematical modeling of population are often used to describe the dynamics of epidemic diseases. This is a fast growing research area and has been paying important roles in discovering relations between species and their interactions. There have been many variations such as classical epidemiological models [11] . These models are based on the standard Susceptible-Infectious-Susceptible (SIS), Susceptible-Infectious-Recovered (SIR) and Susceptible-Exposed-Infectious-Recovered (SEIR) models, which are determined according to the difference on the method of transmission, nature of the disease, those with short/long incubation period, killer/curable diseases, etc, and the response of the individuals to it, for instance, gaining transient/permanent immunity, dying from the disease, etc. [6, 16] . The main purpose of formulating a such epidemiological model is to understand the long-term behavior of the epidemic disease and to determine the possible strategies to control it. Differential equations, whether there are ordinary, delay, partial or stochastic are one of the main mathematical tools being used to formulate many epidemiological models. The focus in such epidemiological models has been on the general incidence at which people move from the class of susceptible individuals to the class of infective individuals.these general incidence have been modeled mostly by using bilinear and Holling type of functional responses [10, 12] . On the other hand, optimal control has extensively been used a strategy to control the epidemic outbreaks [8] . The main idea behind using the optimal control in epidemics is to search for, among the available strategies, the most effective strategy that reduces the infection rate to a minimum level while optimizing the cost of deploying a therapy or preventive vaccine that is used for controlling the disease progression [18] . In terms of epidemic diseases, such strategies can include therapies, vaccines, isolation and educational campaigns [3, 5] . Mathematical models have become important tools in analyzing the spread and control of infectious diseases. The model formulation process clarifies assumptions, variables parameters. There have been many studies that have mathematically analyzed infectious diseases [4, 7, 15] . Recently, many control optimal models pertaining to epidemic disease to epidemic diseases have appeared in the literature. They include, but not limited to, delayed SIRS epidemic model [13] , delayed SIR model [1] , tuberculosis model [17] , HIV model [9] and dengue fever [2] . In this paper, we consider an optimal control problem governed by a system of delay differential equations with general incidence function and time delays. The governing state equations of the optimal control are described in a SIR framework with a general incidence function and a time delays representing the incubation period. Then we derive first-order necessary conditions for existence of the optimal control and develop a numerical method to solve them. The rest of this paper is organized as follows. In section 2, we give the statement of the optimal control problem. We derive the necessary conditions for existence of the optimal control in section 3. In section 4, we describe the numerical method and present the resulting numerical simulations. Finally, we discuss these results in section 5 along with some concluding remarks. 2 Statement of the optimal control problem Compute the optimal pair of vaccination and treatment strategies (u 1 , u 2 ) that would maximize the recovered population and minimize both the infected and susceptible population, and at the same time minimize the costs of applying the vaccination and treatment strategies. So we consider the optimal control problem of the form (see Eihab B. M. et al):
subject to the quation
(2.
2)
The two functions u 1 (t) and u 2 (t) represent vaccination and treatment strategies. These control functions are assumed to be L ∞ (0, T ) functions belonging to a set of admissible controls
The two constants c 1 and c 2 are weighted cost associated with the use of the controls u 1 (t) and u 2 (t), respectively. The state equations are formulated from an SIR model with general incidence model, where S(t), I(t), R(t) are the numbers of susceptible, infected and recovered individuals at time t, respectively. The parameters B is the recruitment rate, the death rates for the classes are µ 1 , µ 2 and µ 3 , respectively. The average time spent in class I before recovery is 1/γ. For biological reasons, we assume that µ 1 ≤ µ 2 + γ; that is, removal of infectives is at least as fast as removal of susceptibles. The time delays τ represents the incubation period. That is to say, only susceptible individuals who got infected a time t − τ are able to communicate the disease at time t.
As general as possible, the incidence function f must satisfy technical conditions. Thus, we assume that H1 f is non-negative C 1 functions on the non-negative quadrant, H2 for all (S, I) ∈ R 2 + , f(S, 0) = f(0, I) = 0. Let us denote by f 1 and f 2 the partial derivatives of f with respect to the first and to the second variable The differential equation model described by (2.2) without controls (u 1 = u 2 = 0) has two equilibrium points: a disease-free equilibrium E 0 given by
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and an endemic equilibrium E * = (S * , I * , R * ) where,
The basic reproduction number of (2.2) without controls is given by
It was proven that if R 0 < 1, then the disease-free equilibrium is asymptotically stable and if R 0 > 1 then it is unstable.
On the other-hand, when the controls is not null (u 1 = 0 and or u 2 = 0), we have the SIR model (2.2).
The disease-free equilibrium for system (2.2) is given by
whereas the endemic equilibrium E * c is given by
The basic reproduction number R c of system (2.2) is given by
and it is clear that when u 1 → 0 and u 2 → 0 then R c → R 0
Existence and characterization of the optimal control
In this section, we discuss the existence of the optimal control and then construct the Hamiltonian of the optimal control problem to derive the first order necessary conditions for the optimal control.
Existence of optimal control
To show the existence of the optimal control for the problem under consideration, we notice that the set of admissible controls U is, by definition, closed and bounded. It is also convex because
It is obvious that there is an admissible pair ((u 1 (t), u 2 (t))) for the problem. Hence, the existence of the optimal control comes as a direct result from the Filippove-Cesari theorem [14] . We therefore, have the following result: CUBO 20, 2 (2018) Theorem 3.1. Consider the optimal control problem (2.1) subject to (2.2) . Then there exists an optimal pair of controls (u * 1 , u * 2 ) and a corresponding optimal states (S * , I * , R * ) that minimizes the objective function J(u 1 , u 2 ) over set of admissible controls U.
Proof. To prove the existence of an optimal control pair, it is important to verify the following assertion.
(1) The set of controls and corresponding state variables is nonempty.
(2) The admissible set U is convex and closed. 
(5) There exists constants ω 1 > 0, ω 2 and ρ > 1 such that the integrand L S,I,R (u 1 , u 2 ) of the objective functional satisfies
Let ω 1 = min(c 1 , c 2 ) and ω 2 = β. We have,
Characterization of optimal control
In this subsection, we derive the first order necessary conditions for the existence of optimal control, by constructing the Hamiltonian H and applying the Pontryagin's maximum principle.
To simplify the notations, we write
We denote by g(u(t), x(t)) the integrand part of the objective function (2.1).With these notations and terminologies, the Hamiltonian is given by
Let χ [a,b] (t) be the characteristic function defined by
Let u * = [u * 1 , u * 2 ] T be the optimal control and x * (t) = [S * (t), I * (t), R * (t)] T be the corresponding optimal trajectory. Then there exists λ(t) ∈ R 3 such that the first order necessary conditions for the existence of optimal control are given by the equations
The optimality conditions:
Simplifying (3.5) and (3.6), we obtain 
The state equations: given by the forms (2.
2) The co-state equations:
which when simplified, lead to
The transversality conditions:
Remark 3.2. It is noting that 1. The Hamiltonian function H is strongly convex in the control variables.
2. The right-hand sides of the state and co-state equations are Lipschitz continuous.
The set of the admissible controls U is convex 4 Numerical simulations
In this section, we apply the above optimal control theory with consideration of its applicability. we discuss the discretization of the optimal control problem described and present the numerical results obtained through our simulations. The algorithm describing the approximation method to obtain the optimal control is the following algorithm inspired from [13] . The Algorithm used here is a numerical variation of forward Euler method with a step size h. We explicitly write the forward Euler method for the state and the adjoint.
step1: for i = −m, ..., 0, do :
step3 :for i = 1, ..., n, write
and u * 2 (t i ) = u i 2 . Fig 1. represent the different dynamics of the susceptible population for different aspect of control. The Orange color represent the population when there is treatment but not vaccination (u 1 = 0 and u 2 = 0). The blue curve represent the population when there are vaccination and treatment (u 1 = 0 and u 2 = 0). The green curve show the evolution of the susceptible population when there is just treatment but not vaccination (u 1 = 0 and u 2 = 0). This show that, without vaccination so many people are exposed to disease. represent the different dynamics of the infected population for different aspect of control. The Orange color present the evolution of the infected population when there is treatment but not vaccination (u 1 = 0 and u 2 = 0). The blue curve represent the population when there are vaccination and treatment (u 1 = 0 and u 2 = 0). The green curve show the evolution of the infected population when there is just treatment but not vaccination (u 1 = 0 and u 2 = 0). Naturally, as many people are exposed to the disease without vaccination, we see the growth of the infected population. Fig 3. represent the different dynamics of the infected population for different aspect of control. The Orange color present the evolution of the recovered population when there is treatment but not vaccination (u 1 = 0 and u 2 = 0). The blue curve represent the population when there are vaccination and treatment (u 1 = 0 and u 2 = 0). The green curve show the evolution of the recovered population when there is just treatment but not vaccination (u 1 = 0 and u 2 = 0). As many people are exposed to the disease without vaccination, indeed we see the growth of the recovered population. In conclusion, observing the figures, we can deduce that the strategy leading to the vaccination alone (u 1 = 0 and u 2 = 0) should be preferable to the joint use of vaccination (u 1 = 0) and treatment (u 2 = 0). The optimal control strategy here shows that prevention is more effective for the eradication of the disease.
Conclusion
In this paper, we considered an optimal control problem for a SIR model with time delay (representing the incubation period ) and general incidence function. The main idea developed here is the optimal control in epidemics in order to search among the available strategies, the most effiscience one that reduce the infection rate to a minimum level while optimizing the cost deploying a therapy and preventive vaccine that is used to control the disease progression. The two control functions u 1 (t) and u 2 (t), which represent the vaccination and the treatment strategies are subject to time delays before being effective. Then we formulated the objective function of the optimal control problem. We discussed the existence of the optimal control and then derived the first order necessary conditions for the optimal control through constructing the Hamiltonian and using the Pontryagin's maximum principle to achieve our aim. Finally, to end our study, we do a numerical simulation to corroborate the theoretical results obtained.
