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Abstract
Microbubbles, which are currently used as contrast agents for diagnostic
ultrasound (US) imaging, are proposed in this thesis as an optical scattering
contrast agent for US-modulated light. Sometimes known as acousto-optic
(AO) imaging, this is a hybrid technique which combines measurement of
di↵use light in a turbid medium (such as biological tissue) with US, which
modulates the properties of the tissue, specifically density, optical scattering
and optical absorption. Hence the light field passing through the insonified
region will also be modulated. The modulated optical signal provides greater
spatial resolution than is usually achieved with di↵use light, however this
signal is often very small compared with the background of unmodulated
light.
This work investigates the use of microbubbles to amplify the US-modulation
of light within the US focal region, by acting as an optical scattering con-
trast agent. The approach combines analytical modelling of microbubble
behaviour under US using solutions of a Rayleigh-Plesset type equation with
Monte Carlo (MC) modelling of light transport. Simulations of 780 nm wave-
length light reflected from a large (10 mm diameter) blood vessel below a 10
mm depth of tissue show that a measurable change in optical attenuation is
induced by insonifying microbubbles within the blood vessel. To model this
complex geometry an approach based on perturbation Monte Carlo (pMC)
is used, which improves the computational e ciency by several orders of
magnitude. This microbubble-enhanced optical attenuation change (MOA)
is also measured experimentally from an intralipid phantom containing mi-
crobubbles, which are insonified by US at clinically relevant pressures, using
a 780 nm laser source and photon counter. The magnitude of this MOA sig-
nal is shown to increase with applied US pressure and also with microbubble
concentration. Finally, a dual-wavlength optical measurement of MOA from
a blood vessel is simulated using pMC. An analytical algorithm based on the
Beer-Lambert law is derived which can accurately infer the oxygen satura-
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tion of the blood vessel from this MOA measurement for blood vessel up to
20 mm below the tissue surface. This algorithm is accurate even when the
oxygenation of the surrounding tissue varies. This suggests that this tech-
nique could be used to measure venous oxygen saturation in superficial blood
vessels such as the jugular vein or pulmonary artery, particularly in young
children.
Five publications resulting from this work can be found at the end of this
thesis [46–49,67].
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It’s a turnaround jump shot
It’s everybody jumpstart
It’s every generation throws a hero up the pop charts
Medicine is magical and magical is art
Thinking of the Boy in the Bubble
And the baby with the baboon heart
And I believe
These are the days of lasers in the jungle
Lasers in the jungle somewhere
Staccato signals of constant information
A loose a liation of millionaires
And billionaires, and baby
These are the days of miracle and wonder
This is the long-distance call
The way the camera follows us in slo-mo
The way we look to us all
The way we look to a distant constellation
That’s dying in a corner of the sky
These are the days of miracle and wonder
And don’t cry baby, don’t cry.
Simon, Paul. “The Boy In The Bubble.” Music by Paul Simon and Forere
Mothoeloa, Graceland, Warner Bros. 1986.
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Chapter 1
Introduction
Historical Background
In 1895 Wilhelm Ro¨ntgen created skeletal images of his wife’s hand using
X-rays. Medical imaging of the human body has since made use of various
forms of radiation. Unfortunately for these early researchers (including Mrs.
Ro¨ntgen) the main disadvantage of this original method, which was only
realised some time later, is that X-rays have a harmful ionising e↵ect. Mag-
netic Resonance Imaging (MRI) is an alternative which does not use ionising
radiation, however the cost and size of the equipment required as well as
the limited temporal resolution leaves scope for certain clinical roles to be
fulfilled by other imaging modalities. One such technique is di↵use optical
imaging, whereby measurements of the attenuation of light due to scattering
and absorption in biological tissue can be used to infer information about the
structure and composition of that tissue. The propagation of light through
such a turbid medium is analagous to a di↵usion process, in contrast with the
ballistic description of light travelling through a non-scattering medium such
as air. Fortunately the optical attenuation of biological tissue is su ciently
low that visible red or near infrared light can be detected after penetrating
a depth of several centimetres: this wavelength range is known as the tissue
optical window.
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Photons in the visible range do not have su cient energy to ionise tis-
sue, the only risk associated with these techniques being the deposition of
energy as heat. Optical imaging is routinely used for diagnostic purposes,
in particular the spectroscopic measurement of tissue oxygenation [53]. This
makes use of the fact that the absorption spectra of oxyhemoglobin and
deoxyhemoglobin are distinct, and so their relative concentrations can be
resolved using multiple wavelengths of light. There are however still limita-
tions associated with this technique. Highly absorbing regions such as large
blood vessels do not contribute to an optical signal [31] since the fluence
within them becomes very small, and therefore only a small proportion of
the detected light signal will have passed through these regions. The spatial
resolution of any optical measurement is also inherently limited, since light
spreads out di↵usely in a scattering medium such as tissue.
Acousto-optic (AO) imaging has been proposed as a hybrid technique
combining focused ultrasound (US) with di↵use optical measurements in a
scattering medium. Changes in pressure as a result of the sound field cause
modulation of the properties of the tissue (such as density, refractive index,
optical absorption and scattering), which in turn will cause small changes
in the optical field close to the focal US region. The light arriving at an
optical detector on the surface of the tissue will have a component which has
passed through the US focal region (and hence been modulated in intensity
and phase), and a component which travelled through another di↵usive route
to the detector. Extracting this modulated component from the often large
background of unmodulated light is a significant challenge: many techniques
use an approach which makes use of interference e↵ects between photons
arriving at a detector, creating dark and light speckles. Extracting the com-
ponent of this speckle pattern which varies at the same frequency as the US
field, known as the AC light signal, can give a measure of the AO modula-
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tion [90]. This relies on the phase relationships between photons arriving at
a detector, and hence requires coherent light. Changes in the mean intensity
of light, the DC signal, are generally small, and often not detectable using
US pressures which are safe for clinical use or from phantoms of a realistic
size.
Ultrasound has a successful history in its own right in medical diagnostic
imaging. However the contrast provided by US images is often not su cient
to observe small structures such as fine blood vessels, since this depends on
the di↵erence in acoustic properties on the boundary of these structures,
and so di↵erent tissue types of similar densities do not provide a large re-
flected signal. In order to improve this shortcoming of US images, contrast
agents have been developed, microbubbles being the most common contrast
agent to be used clinically [123]. These can be formed as a suspension in
liquid1 and injected intravenously as required. Small bubbles of gas (1 µm
radius) are much more compressible than the surrounding liquid, and so will
oscillate under US and scatter more sound energy than tissue alone. This
has been used to improve the contrast of blood vessels in an US image, but
more recently microbubbles have been proposed as contrast agents for other
combined modality AO systems [40, 139]. The size variations of microbub-
bles oscillating under US can be described by several theoretical models [65].
These size variations are expected to lead to changes in the optical proper-
ties of the bubbles in addition to the acoustic properties for which they were
originally designed.
Clinical Motivation
Optical measurements in biological tissue are already in use for clinical mon-
itoring, including continuous measurement of tissue oxygen saturation [32].
1e.g. either from freeze-dried powder or by agitation, using the protein surfactants
present in blood.
16
This technique of near infrared spectroscopy (NIRS) is, however, limited by
strong optical scattering in tissue. The measurement accounts for a large
volume of tissue, therefore NIRS provides only a bulk estimate of tissue oxy-
genation rather than being sensitive to more localised changes in blood oxy-
genation. Measuring blood oxygen saturation inside blood vessels currently
requires an intravenous catheter to take constant samples for analysis outside
the body: for example, the monitoring of oxygen saturation in the pulmonary
artery is used in intensive care medicine to provide an early-warning indica-
tion of the risk of cardiac failure. Performing such a measurement invasively
is both costly and carries significant patient risk [104].
The improved spatial resolution of AO techniques over NIRS make it a
promising candidate for performing spectroscopic measurements of venous
oxygen saturation in blood vessels such as the pulmonary artery without the
need for catheterisation. Contrast agent injections have been shown to im-
prove diagnostic US image quality in the pulmonary artery [34]. In this work
the use of intravenous microbubbles is investigated as a means of amplifying
the AO signal to a level which would make the technique feasible for clinical
monitoring. The feasibility of any method for this clinical application will
be judged according to the following criteria: can the method distinguish
between venous oxygen saturation and the (often higher) oxygen saturation
in surrounding arteries and capillaries? Is the method successful at clinically
safe US pressures? Is the method successful using microbubble concentra-
tions which can be achieved in vivo? Is the method robust to changes such
as those due to noise in the signal?
Outline of Thesis
In this chapter the work has been introduced in the context of medical imag-
ing, and in particular the clinical monitoring of oxygen saturation using NIR
light. A clinical application for which NIRS has been unsuccessful, the mon-
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itoring of oxygen saturation in a large vein, has been presented and the need
for a non-invasive solution to this problem has been discussed.
Chapter 2 will outline the theoretical background that underpins the work
of the following chapters, including a theoretical description of how light
travels through a highly scattering turbid medium such as biological tissue.
Models for describing the propagation of light, such as those based on the
di↵usion equation or radiative transfer, will be presented and their relevance
to this work discussed. A description of the interactions between US and
light in a turbid medium is given, including the mechanisms by which US is
known to modulate the transport of light through turbid media, and this is
compared with models which describe the dynamical behaviour of insonified
microbubbles.
In order to first understand how microbubbles may interact with both US
and NIR light in biological tissue, theoretical models describing the behaviour
of microbubbles under US will be investigated. Chapter 3 presents solutions
to some of these models of bubble dynamics, along with their implications for
the optical properties of microbubbles. A novel mechanism for modulating
the phase of coherent light by microbubbles, as as means of amplifying the
AO e↵ect, is proposed.
In Chapter 4 the theory of light transport in biological and turbid me-
dia will be discussed, including the e↵ect of US on the optical properties
of a medium. A Monte Carlo model which simulates the transport of light
through a turbid medium containing microbubbles and an US field is de-
veloped, and this is used to investigate the feasibility of using microbubble-
enhanced AO techniques to measure changes in optical properties. In partic-
ular the e↵ect of insonified microbubbles on both AC and DC modulation of
a light signal is modelled in order to inform the experimental and theoretical
studies of the following chapters. The sensitivity of this DC light signal to
changes in the oxygenation of a large blood vessel containing microbubbles is
investigated, to confirm that this technique is worthy of further investigation.
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Chapter 5 deals with some of the issues encountered in Chapter 4, par-
ticularly with the computational time required to simulate highly absorbing
media such as blood using a MC model of light transport. Here a more com-
putationally e cient model is developed based on perturbation Monte Carlo
(pMC) which allows the optical properties of the medium to be modified by
post-processing the results of the simulation, rather than requiring a com-
pletely new simulation to be run. The results of this model are validated
against a standard MC model, showing that it is equally accurate and sig-
nificantly faster, and therefore more suitable for the parametric sensitivity
analysis which will be required in the following chapters.
In Chapter 6 this pMC model is validated against an experimental inves-
tigation, in which the change in the AC light level (i.e. the light intensity)
is measured as a result of US modulation with microbubbles. A phantom
containing intralipid and microbubbles is insonified, and a photon counter is
used to measure the change in light intensity transmitted through the phan-
tom when the US is turned on and o↵. The magnitude of this microbubble-
enhanced optical attenuation change (MOA) is recording as a function of
microbubble concentration, US pressure, and background scattering in the
medium for two types of microbubbles: SonoVue (which are used clinically)
and Expancel (which are not). This is used to access the feasibility and
limitations of this technique for the application of measuring venous blood
oxygenation, in particular with reference to the performance with clinically
safe US pressures and with clinically achievable microbubble concentrations.
Chapter 7 uses this experimentally validated pMC model of light trans-
port with microbubbles and US to investigate a more complex phantom ge-
ometry which more closely matches the clinical application, i.e. a deep vein
surrounded by tissue which may have a di↵erent (and variable) oxygen sat-
uration. An algorithm is derived which relates the MOA signal at two wave-
lengths to the venous oxygen saturation, and can therefore be used to predict
this value given these measurements at the surface of the tissue. In order
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to assess the performance of this algorithm, it is compared with the current
standard of non-invasive oxygen saturation measurement which uses NIRS.
The accuracies of both algorithms for predicting venous oxygen saturation
when surrounding tissue saturation is not constant are compared. The per-
formances of both algorithms are also compared when instrumentation noise
is present in the light intensity measurements, in order to assess the suitabil-
ity of an MOA-based technique for the clinical application outlined in this
chapter.
Finally, Chapter 8 discusses the strengths and limitations of this tech-
nique, how far this thesis supports its use for the clinical application of ve-
nous oximetry, and the further questions which remain from the work within
this thesis.
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Chapter 2
Theoretical background
The hybrid medical imaging techniques described in this thesis are con-
cerned with the propagation of light and of ultrasound through biological
tissue. Near infrared light can be detected after travelling several centimetres
through tissue, and the attenuation of this signal dependents on the compo-
sition of the tissue. The theoretical descriptions of optical scattering and
absorption outlined in this chapter are used in chapters 4 and 6 of this work.
In chapters 4 and 6 the interactions between ultrasound and light in a turbid
medium are used to simulate and measure an ultrasound-modulated optical
signal. The theory describing these interactions is presented here. Microbub-
bles, which are a clinical ultrasound contrast agent, are used in chapters 5 and
7 of this work, where they are used to enhance the ultrasound-modulation of
an optical field in tissue. A description of the nature of microbubble contrast
agents, their behaviour under ultrasound and the e↵ect of the bubble coating
is included in this chapter.
2.1 Optics in tissue
In this section, the optical properties of biological media are discussed, in-
cluding commonly used models for describing the interactions between light
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and tissue. The key properties this section focuses on are absorption of light
by tissue, and the scattering of light inside tissue.
2.1.1 Absorption
Light propagating through biological tissue interacts with molecules or struc-
tural elements1 in the medium. The reduction in light intensity as a result
of these interactions can be represented by the optical absorption coe cient
µa. This is defined by the Lambert-Bouguer Law, assuming that photons are
absorbed and not re-emitted:
dI
I
=  µadl ) I = I0 exp ( µal) (2.1)
where I is the light intensity and dI is the intensity change after travelling
a distance dl in the medium. The light intensity of a beam is expected to fall
to 1e of its intial value after a pathlength of
1
µa
. The incident light intensity is
represented by I0 (i.e. I = I0 when l = 0). While the absorption coe cient is
a property of the material, another quantity can be derived which describes
the e↵ect of the absorbing medium on a particular light path: the absorbance
A. Here absorbance (a dimensionless quantity) is defined as the logarthmic
ratio of incident light intensity to the remaining light intensity after travelling
a distance l through an absorbing medium:
A = ln
I0
I
= µal (2.2)
If the medium in question contains only one particular species of absorber
(chromophore), then the absorption coe cient can be defined in terms of the
concentration of absorbers c (in M) and the specific absorption coe cient of
1A note on terminology: in this work ‘particle’ will be used as a general term to describe
such scattering elements
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that particular chromophore ↵ (usually in M 1cm 1). In this case, µa = c↵.
It is more common for multiple chromophores to be present in a biological
medium: in which case the total absorbance (for a given pathlength l) is given
by the linear sum of the absorbances due to each of the N chromophores
present:
A =
NX
i=1
ci↵il = (c1↵1 + c2↵2 + ...+ cN↵N)l (2.3)
In general, the specific absorption coe cient of a chromophore will be
dependent on the wavelength of the incident light, and so the absorbance of
a biological medium will also vary with wavelength.
2.1.2 Scattering
Optical scattering in tissue results from any process which may cause the
direction in which a photon propagates to change. This could be due to
interactions with individual particles in the biological medium, or due to
structural features on a similar scale to the wavelength of the photon. If
this process does not result in a reduction (or increase) in the energy of the
photon then it is known as elastic scattering, and the direction of the photon
will change whilst the wavelength remains the same (e.g. Rayleigh scatter-
ing). In the case of elastic scattering the properties of the medium can be
described by: the scattering coe cient µs, which relates to the probability
that scattering will occur; and the scattering phase function p(sˆ, sˆ0), which
describes the probability that a photon travelling in the sˆ direction will have
a direction sˆ0 after a scattering event. The scattering coe cient is defined
in a similar way to the absorption coe cient, where 1µs is the pathlength
after which a fraction 1e of the photons in a light beam will have undergone
a scattering event.
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Here the orientation of scatterers within a biological medium is assumed
to be isotropic. Therefore the scattering phase function is only dependent
on the di↵erence in angle ✓ between the incoming photon’s direction sˆ and
the scattered photon’s direction sˆ0, where2 cos ✓ = sˆ.sˆ0. If the scattering is
su ciently strong (i.e. µs is of the order of that found in biological tissue), so
that multiple scattering dominates, the phase function p(✓) can be accurately
described by a single parameter, the anisotropy factor g:
g =< cos(✓) >=
Z
4⇡
cos(✓)p(✓)d⌦ (2.4)
which is the average cosine of the scattering angle, and the integration
is over all solid angles d⌦.  1 < g < 1, where a value of g = 0 indicates
isotropic scattering, whereas g = 1 indicates strongly forward scattering and
g =  1 indicates strongly backwards scattering. Using this the reduced
scattering coe cient for a medium can be defined:
µ0s = µs(1  g) (2.5)
giving the transport mean free path l0 = 1µ0s , which is the mean path-
length which a photon must travel in the medium before its new direction
is independent of its previous direction. In a similar way to absorption, the
scattering properties of a biological medium may vary with the wavelength
of the light.
2sˆ and sˆ0 are unit vectors by definition.
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2.1.3 Di↵usion Equation for Light Propagation
The propagation of light through a turbid medium such as biological tissue
can be described analytically by the Radiative Transfer Equation (RTE) [51].
This expresses the principle of conservation of energy in terms of the various
sources and sinks present in a volume element of the medium for a given wave-
length of light, taking into account the e↵ects of scattering and absorption.
Although it is possible to obtain a solution to this integro-di↵erential equa-
tion using numerical methods, such an approach is generally computationally
demanding [20]. By making some reasonable assumptions, as described be-
low, the RTE can be simplified into a form which is easier to deal with. The
RTE is expressed in terms of the radiance L(~r, sˆ, t), which is the rate of en-
ergy flow per unit area at position ~r and time t and into the direction sˆ (with
units Wm 2sr 1).
The di↵usion approximation assumes that the radiance throughout the
medium is nearly isotropic: if expressed in terms of a spherical harmonic
series expansion, at most only the first two terms will remain (which corre-
spond to an isotropic fluence rate term  (~r, t) and a weakly anisotropic flux
vector term ~J(~r, t) [20]). This is valid when multiple scattering dominates
the propagation of light in the medium. The small anisotropic correction
term ~J(~r, t) is also assumed to vary slowly with time, relative to the mean
time it takes for a photon to become ‘fully’ scattered l
0
c
3. Using these assump-
tions it is possible to integrate the RTE over all possible photon directions,
converting the integro-di↵erential equation into a di↵erential equation which
is significantly simpler. Integrating the radiance over all directions produces
the fluence rate  (~r, t), which is proportional to the density of photons at
a given point and time. A direction-weighted integration of the radiance
gives rise to the flux vector term ~J(~r, t), whose direction gives the net flow
of photons at a particular point, with a magnitude proportional to the pho-
3c is the optical speed in the medium
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ton current. The time-dependent form of the di↵usion equation (DE) is the
result of this integration [84]:

1
c
@
@t
 r.(Dr) + µa
 
 (~r, t) = q(~r, t) (2.6)
where D is the di↵usion coe cient (dimensions of length) and q(~r, t) is a
source term, describing the power per unit volume entering the medium at
the point ~r at time t. By comparing the result of this integration with the
definition of the di↵usion equation, the di↵usion coe cient is therefore equal
to:
D =
1
3(µa + µ0s)
(2.7)
where µ0s is the reduced scattering coe cient (equation 2.5). In situations
where these di↵usion approximations are valid, the DE has an advantage over
the RTE since exact analytical solutions can be found for simple geometries
(given appropriate boundary conditions) [96].
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2.2 Ultrasound-modulated Optics
2.2.1 Mechanisms of Ultrasound-modulation of Light
Incoherent Light (non-phase e↵ects)
An ultrasound (US) wave passing through a medium will cause variations in
the properties of the medium, as a result of local changes in pressure. The
piezo-optic e↵ect [11] describes how changes in pressure cause local changes
in the refractive index of the medium:
 n(~r, t) =
n0⌘Pa(~r, t)
⇢v2a
(2.8)
where Pa(~r, t) is the applied pressure, ⌘ is the elasto-optical coe cient of
the material, ⇢ is the density, va is the acoustic speed and n0 is the refractive
index in the absence of an applied pressure. We would expect that other
optical properties of the material will change as a result of the changing local
pressure and density: in particular the properties discussed in Section 2.1,
the absorption coe cient and scattering coe cient.
Since the absorption coe cient is proportional to the concentration of
absorbing particles in a material (equation 2.3), as the tissue is compressed
under US the absorption will increase in those regions. The change in ab-
sorption induced by US is [78]:
 µa(~r, t) = µa
Pa(~r, t)
⇢v2a
(2.9)
The scattering coe cient will also be locally modulated by US. The con-
centration of scatterers will change in a similar way, but in addition to this,
the scattering properties of a particle depend on the refractive index mis-
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match encountered by light at the boundary of the scatterer. According to
Mie theory [17] the quality factor of a scatterer Q is a function of the ratio
of the refractive index inside the scattering particle to the refractive index
of the surrounding medium. The scattering coe cient µs of a population
of these scatterers is proportional to the quality factor Q and the number
density of scattering particles, and also depends on the size of the particles
relative to the optical wavelength. The US-induced change in scattering is
therefore dependent on these two e↵ects combined, and to be fully described
requires a solution based on Mie theory (although an approximate result has
been given by Liu et al. [78]).
These mechanisms a↵ect the way in which light propagates through tissue
when US is applied. Changes in µa and µs together will change the mean
free path of photons ( 1µa+µ0s ), where it leaves the tissue and hence whether
or not it hits a detector on the way out. Changes in the relative proportion
of scattering and absorption events will alter the probability that a photon
travelling along a particular path will leave the tissue without being absorbed,
therefore modulating the amplitude of detected light with respect to time.
Since these mechanisms only a↵ect photons which pass through the focal
region of the US, the modulated part of a detected signal contains information
which derives only from the focal region: the photons passing through there
have been ‘tagged’, while all other photons remain un-modulated [81].
Coherent Light (phase modulation)
So far we have only considered mechanisms for US-modulation of light (UL)
which lead to a change in the amplitude of a light signal reaching a certain
detection point. This does not require the incident light to be coherent, since
we have not considered the phase of individual photons. These incoherent
e↵ects are in general small relative to the e↵ect of US on the phase of pho-
tons passing through the focal region [134]. The relative phases of photons
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arriving at the detector will create an interference pattern which will vary
spatially across the detection surface, since the relative pathlengths of arriv-
ing photons will depend on detector position [109]. Any additional changes to
the phase of photons as a result of US will alter the locations of constructive
and destructive interference on the surface (i.e. the bright and dark spots on
a speckle pattern). Methods for detecting this phase-modulated signal are
discussed in Section 2.2.2.
Two mechanisms for US-modulation of the phase of photons are con-
sidered here. Firstly, changes in the refractive index of the medium will
modulate the optical pathlength of photons between scattering events. If
lj is the physical pathlength between the (j   1)th scattering event and the
jth scattering event, then we can integrate the phase along this path due to
a continuously varying refractive index (see figure 2.1). The phase change
(relative to an un-modulated photon) due to this mechanism is then:
rj-1 
dsj 
rj 
lj 
n(sj,t) 
Figure 2.1: A continuously varying refractive index can be integrated along
the photon path between successive scattering events to give the total phase
change. Here dsj represents an infinitesimal element along the path between
the previous scatterer rj 1 and the next scatterer rj, and n(sj, t) is the re-
fractive index of the surrounding medium at point sj along this path and
time t.
 nj(t) =
Z lj
0
k0 n(sj, t)dsj (2.10)
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where k0 is the optical wavenumber, dsj is a length element along this jth
photon path and  n is the US-induced change in refractive index at location
sj along the current path at time t (equation 2.8). Although these photon
paths between scatterers are often assumed to be straight lines [78, 134], in
reality the paths will bend when encountering a refractive index change [117].
The second mechanism is due to the movement of scattering particles as
they oscillate under the applied US pressure. This will change the physi-
cal distance that a photon must travel between successive scattering events,
since the particles have been displaced from their expected position. The
displacement of a particle under US can be expressed as:
~Aa(~r, t) =
Pa(~r, t)
⇢va!a
kˆa (2.11)
where kˆa is a unit vector in the direction of the US pressure gradient and
!a is the acoustic angular frequency. This di↵erence in pathlength can be
interpreted as an US-induced phase shift. The phase shift in the jth path of
a photon due to the displacement of scatterers can be written as:
 dj(t) =  n0(~kj+1   ~kj). ~Aa(~rj, t) (2.12)
where ~kj is the wavevector of the jth light path and ~rj is the location of
the jth scatterer. A full derivation is given in Appendix A.1.
2.2.2 Autocorrelation and Speckles
A detector positioned at the surface of a scattering medium will receive pho-
tons which have followed many di↵erent di↵usive paths. Photons will have
a range of phases   due to the spread of pathlengths (exp[i ] = exp[i(!t  
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P ~kj.~rj)]). As described in Section 2.2.1 these relative phases produce a
speckle pattern of light and dark areas: this will be spatially random due to
scattering. In the absence of UL, the phases will also be temporally random.
However the phase changes induced by US vary across each acoustic cycle
(see equations 2.10 and 2.12), and so the speckle pattern will acquire a time-
varying component. The autocorrelation of the detected electric field at the
surface can be used as a measure of this time-dependent component [70]:
G1(⌧) = hE(t)E⇤(t+ ⌧)i =
Z 1
 1
E(t)E⇤(t+ ⌧)dt (2.13)
where ⌧ is a time delay. The weak scattering approximation can be
adopted, since the mean photon path is much longer than the optical wave-
length, which itself is much larger than the acoustic amplitude4. Under this
approximation the correlation between photons which have travelled paths
of di↵erent lengths is negligible, and only photons which have the same path-
length s (occuring with probability p(s)) contribute to the autocorrelation:
G1(⌧) =
Z 1
0
p(s) hE(t)E⇤(t+ ⌧)i ds (2.14)
Any temporally random phase changes produce a constant contribution to
G1; time-dependent phase changes can be seen as variations in G1(⌧), includ-
ing UL and Brownian motion of scatterers [82]. To extract this modulated
signal from the autocorrelation function we can use the Wiener-Khinchin
theorem [14], which provides the spectral power In at an integer multiple of
the acoustic frequency n!a:
4i.e. the maximum displacement of scattering particles
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In =
1
Ta
Z Ta
0
cos(n!a⌧)G1(⌧)d⌧ (2.15)
where Ta is the acoustic period. The signal I1 gives an estimate of the
magnitude of US-modulation, or the AC signal. I0 is the DC zero-frequency
component, which in practice can be several order of magnitudes larger than
I1. A measure of the signal-to-noise ratio of an US-modulated optical tech-
nique is the modulation depth, M = I1I0 . This is used as an indicator of
the magnitude of US-modulation, and determines the ability of a system to
detect an UL signal behind a large background DC signal [62, 90].
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2.3 Microbubbles
2.3.1 Ultrasound Contrast Agents
Medical ultrasound scanning produces an image by detecting backscattered
sound from tissue. However this technique has often su↵ered from poor con-
trast between vasculature and surrounding tissue, since the acoustic proper-
ties of the two are very similar. This motivated the development of ultra-
sound contrast agents (UCAs) as a means of improving image quality: the
most common types of UCA are based on microbubbles [123], which are in-
troduced intravenously to improve the contrast of blood vessel images. There
is a large body of work demonstrating the e↵ectiveness of microbubbles in
improving the contrast of di↵erent US imaging techniques [75].
Bubbles of gas are highly compressible compared with the surrounding
tissue, and so will experience changes in volume in an applied US field [16].
This results in increased backscattering of sound, which contributes to a
stronger detected signal. The backscattered signal also contains higher har-
monic components of the driving US frequency [54,55,85], making this signal
distinctive compared with the reflections from surrounding tissue [120]. The
frequency response of a particular UCA depends on the size of the microbub-
ble, and on the properties of any surfactant or polymer shell which may coat
the bubble.
Microbubble UCAs are generally formed with a coating or shell, which
may be a surfactant or other polymer [56], although it is possible to form
a suspension of microbubbles by manually agitating or sonicating a solu-
tion [28]. Encapsulated bubbles will last longer before collapsing under sur-
face tension and also generally have a more well-defined size distribution.
The nature of the internal gas and the coating will also a↵ect the rate of
di↵usion of gas across the shell, and hence the lifespan of the bubbles before
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they fully dissolve into the blood [26].
2.3.2 Behaviour Under Ultrasound Exposure
The equation of motion of a bubble’s response to US can be formulated
in several di↵erent ways, depending on the underlying assumptions that are
made about the bubble properties, the liquid and the US propagation [65]. In
this section a selection of these models are reviewed, starting with the model
containing the most simplifying assumptions. These equations of motion
depend on physical properties of the microbubble (see figure 2.2) and other
parameters of the system (see Section ).
 
ds 
R0 
pressure pG 
pressure p0 
Surfactant or 
polymer shell 
Figure 2.2: An encapsulated bubble at equilibrium. In the case of an un-
coated bubble the surrounding surfactant or polymer layer is not present.
Rayleigh-Plesset Equation
The Rayleigh-Plesset equation is based on several assumptions:
• A single bubble is surrounded by an infinite volume of liquid.
• The bubble is spherical.
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• The internal pressure PG and temperature are spatially uniform.
• The radius of the bubble R0 is much smaller than the acoustic wave-
length, so that the acoustic pressure is uniform on all sides of the bub-
ble.
• Gravitational forces within and acting on the bubble are ignored.
• The surrounding liquid and the shell are incompressible and irrota-
tional.
• Di↵usion of gas across the shell is ignored.
The equation of motion for a single uncoated bubble [97, 103] can be
modified to take into account the properties of the coating, in which case the
Rayleigh-Plesset equation can be written as:
⇢L
✓
RR¨ +
3
2
R˙2
◆
+ P0   Pa(t)  PG(R) + 4R˙
R
⌘L = fce + fcd (2.16)
where R(t) is the radius of the bubble at time t, Pa(t) is the applied
acoustic pressure and the other parameters are properties of the bubble or
surrounding liquid (see table ). fce and fcd are terms describing the elastic
and dissipative resistance of the bubble respectively, and the form of these is
discussed in Section 2.3.3. PG(R) is the pressure of the gas inside the bubble,
which is assumed to behave polytropically:
PG(R) =
✓
P0 +
2 0
R0
◆✓
R0
R
◆3k
(2.17)
where k is the polytropic constant.
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Herring-Trilling Equation
As the US pressure driving the bubble oscillations is increased, the assump-
tion of the previous model which first becomes problematic is that the liquid
is incompressible: this in turn implies that the speed of sound in the medium
is infinite, since the density of the liquid is assumed to be uniform. As the
velocity of the bubble wall R˙ increases, this limits the validity of the Rayleigh-
Plesset equation. At larger acoustic Mach numbers, where M = R˙/va, the
model can be improved by assuming a constant finite speed of sound, which
derives from the state equation @P@⇢ = v
2
a [94]. The Herring-Trilling equa-
tion [43,129] makes use of this, and also takes into account the energy stored
in compressing the fluid:
RR˙
dR˙
dR
(1  2M) + 3
2
R˙2(1  4M) = RM
⇢L
dPL
dR
+
P1   PL
⇢0
(2.18)
where P1 is the pressure of the liquid at an infinite distance from the
bubble, and PL is the pressure at the bubble surface. In the case where
the Mach number is very small and the bubble is simply an empty cavity
(having no surface tension), the pressure at the surface PL = 0 and equation
2.18 reduces to a form of the Rayleigh-Plesset equation [94]. This suggests
that equation 2.16 is a reasonable approximation only under low excitation
pressures, where the bubble wall velocity R˙ is negligible compared with the
speed of sound va.
Keller-Miksis Equation
The formulation by Keller and Miksis [59] takes into account the acoustic
pressure radiated by an oscillating bubble, and is based on the Navier-Stokes
fluid equations. It assumes a large but finite acoustic speed, and allows for
small changes in fluid density as a result of compression. This results in the
di↵erential equation:
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1  R˙
va
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RR¨ +
3
2
R˙2
 
1  R˙
3va
!
=
 
1 +
R˙
va
!
P
⇢L
+
R
⇢Lva
dP
dt
(2.19)
where
P =
✓
P0 +
2 
R0
◆✓
R0
R
◆3k
  P0   2 
R
  4⌘L
R
R˙  Pa(t) (2.20)
This model can be extended with a new formulation for the pressure inside
the bubble [101], and the damping of bubble oscillations by thermal e↵ects
can also be considered [100]. For the application presented in this thesis
these e↵ects will not be significant since the acoustic pressures are low, so
this model is only briefly mentioned here for reasons of completeness.
2.3.3 E↵ect of Bubble Coating
If a bubble is encapsulated by some kind of surfactant or polymer this will
have an e↵ect on its dynamics, compared with a bubble which is simply an
empty or gas-filled cavity in a liquid. This may alter the amplitude of bubble
oscillations and their US frequency response. Depending on the nature of the
coating, this can be incorporated into the equations of motion presented in
Section 2.3.2 in several ways, as will be discussed in this section.
Polymer Shell (Ho↵ model)
For a microbubble coated with a solid polymer shell, a model developed by
Church [13] and then reduced to the case of an infinitely thin shell by Ho↵
et al. [45] can be used to describe the elastic and dissipative resistance terms
fce and fcd. This relies on estimations of several parameters of the shell, such
as its shear modulus and shear viscosity. Using these parameters:
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fce =  12GsdsR
2
0
R3
✓
1  R0
R
◆
  2 0
R0
(2.21)
fcd =  12⌘sdsR
2
0R˙
R4
(2.22)
This model assumes that the values of these shell parameters are constant,
whereas experimental evaluations [126] suggest that these quantities will vary
with the size of the bubble as it oscillates and also with time. This model
therefore diverges from these observed results, apart from in the case of low
amplitude oscillations such as those considered here.
Surfactant Shell
The stability of manufactured microbubbles is often controlled by the ad-
dition of surfactants, which form a thin coating on the surface. This can
reduce the surface tension at the bubble wall, and have an e↵ect on the rate
at which bubbles will naturally collapse [122]. It will also add resistance to
bubble oscillations, as described by the following model [126]:
fce =   2
R
"
  +
K  +10
 + 1
 
1 
✓
R0
R
◆2( +1)!#
(2.23)
fcd =  4R˙
R2
⌘so exp
✓
ZR2 
R2  R2 
◆
(2.24)
where R  is the minimum bubble radius, below which the coating will
buckle and surface tension will be disrupted, and  0, , K, ⌘so and Z are
properties of the surfactant coating. This model is essentially equivalent to
the Ho↵ model for the relatively small amplitude oscillations considered here,
hence the Ho↵ model is used for the sake of simplicity of implementation.
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Chapter Summary
• The theory of light propagation in biological and turbid media has been
discussed, which considers the absorption and scattering properties of
the medium.
• The mechanisms by which US can modulate the optical properties of a
medium have been introduced, in particular the displacement of scat-
tering particles and changes in refractive index.
• The Rayleigh-Plesset, Herring-Trilling and Keller-Miksis equations for
bubble dynamics under US have been reviewed, including additional
terms which account for a coating around the bubble.
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Chapter 3
Analytical Modelling of
Microbubble Interactions with
Light and Ultrasound
In order to investigate the e↵ectiveness of microbubbles as a contrast agent
for ultrasound-modulated biomedical optics this thesis makes use of mathe-
matical and computational modelling techniques. In chapter 4 Monte Carlo
models are used to simulate the propagation of light through biological tissue
which is also insonified by ultrasound. When microbubbles are included in
this model it is necessary to consider how a gas-filled shell surrounded by
fluid, such as a bubble in a blood vessel, will behave under application of an
external ultrasound field. In this chapter an analytical model for the dynamic
response of microbubbles to ultrasound is described. The process for solving
this equation of motion numerically and using analytical approximations is
explained, and a novel solution which considers terms up to second order is
derived.
In addition to the interactions between bubbles and ultrasound, the scat-
tering of light from microbubbles needs to be considered in these Monte Carlo
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simulations. Section 3.2 applies Mie theory to the scattering of light from a
bubble within a biological medium in order to derive a theoretical descrip-
tion of the optical properties of a microbubble. In the final section of this
chapter a novel hypothesis is presented for a mechanism by which insonified
microbubbles may enhance acousto-optic modulation. This is based on the
pressure which is radiated from the surface of an oscillating bubble, and is
investigated further in Chapter 4.
3.1 Dynamic Response of Bubbles
To understand the e↵ect of microbubbles on an US-modulated optical sig-
nal, we first need to analyse the response of a bubble to focused US. The
analytical work in this section concentrates on the Rayleigh-Plesset equation
of motion (see Section 2.3.2), which is valid provided that the applied US
pressure is low1: at higher pressures disruption of the spherical structure is
known to occur, and eventually bubbles will be destroyed [124]. This equa-
tion of motion is a non-linear di↵erential equation in terms of the bubble
radius R(t), and as such no closed analytical solution exists [101]. Solutions
generally involve numerical methods [57], or approximations limiting the re-
sponse of a bubble to a few harmonic components [99].
In the simplest case of an uncoated bubble, an analytical solution has
been derived by assuming that the bubble response contains a single har-
monic component at the applied US frequency. This was first investigated
by Minnaert [86], who showed that ‘musical’ bubbles are partly responsible
for the sound of running water, and later by Plesset and Prosperetti [97].
Similar linear analysis has provided a solution for a bubble coated with sur-
factant [126] (using the model described in Section 2.3.3). Further work by
Church [13] introduced weakly non-linear analysis, which was used to solve a
1In this work, pressures are restricted to below 0.2 MPa for US of frequency 1 MHz
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modified Rayleigh-Plesset equation considering both linear and second order
harmonic components at frequencies of !a and 2!a. Similar analysis is used
in this section to solve the Rayleigh-Plesset equation combined with the Ho↵
model (Section 2.3.3) for a solid polymer-coated bubble, which matches the
types of microbubbles used in the later experimental work of Chapter 6.
3.1.1 Numerical Solutions
To accurately describe the non-linear behaviour of a microbubble under US
generally requires the equation of motion to be solved numerically: as the
driving US pressure is increased, the non-linear components of microbubble
oscillations become dominant. The Rayleigh-Plesset equation (2.16) is com-
bined with the Ho↵ model (2.21 and 2.22) and solved using Mathematica
and Matlab. This will provide a ‘gold standard’ result for the time series of
a microbubble oscillation R(t), which can be compared with the analytical
approximations derived later. The applied US pressure is a continuous wave
(CW) with a single frequency component:
Pa(~r, t) =  Pa cos(~ka.~r   !at) (3.1)
The parameters which describe the shell properties are taken from the
values given in these references [35,126] for SonoVue R  phospholipid coated
microbubbles. These parameters are found by fitting a model to experi-
mentally measured oscillations of microbubbles: since the response is in the
same low amplitude, stable regime as that expected here these properties
are assumed to be a good approximation to the parameters for ExpancelTM
microbubbles. The surrounding fluid was assumed to be water (see table 3.1
for a full list of the parameters). Figure 3.1 shows the response of a single
coated bubble to US: at low applied pressures the behaviour is linear and
is dominated by the fundamental frequency component !a. As the pressure
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is increased higher order frequency components become visible. This can be
more clearly seen in figure 3.2, which shows the frequency response of the
bubble for 3 di↵erent values of Pa. At the lowest pressure a single peak is
seen in the response at around 1.6 MHz, which agrees closely with the ex-
pected linear resonance frequency (see Section 3.1.2). A second peak clearly
appears when the pressure is increased to 100 kPa, which corresponds to the
first subharmonic with a frequency of around 0.8 MHz.
Description Symbol Value
Equilibrium bubble radius R0 2.25 µm
Density of surrounding fluid ⇢L 1000 kg m 3
Viscosity of surrounding fluid ⌘L 1.5 mPa s
Equilibrium surface tension  0 0.05 N m 1
E↵ective thickness of shell ds 1 nm
E↵ective shear modulus Gs 20 MPa
E↵ective shear viscosity ⌘s 1.5 Pa s
Ambient surrounding pressure P0 100 kPa
Polytropic constant of gas k 1
Table 3.1: Values of parameters used in the Rayleigh-Plesset equation of
motion for a bubble, with shell terms based on the Ho↵ model.
These numerical solutions for bubble time series are the optimal choice
when computational time is not an issue. However in the case where we
would like to simulate large scale systems with many microbubbles present,
calculation speed becomes limiting and it is necessary to use simpler solutions
such as those that follow.
3.1.2 Linear Approximation
The simplest forms of bubble oscillations are those driven by low US pres-
sures. In this case we can assume that the amplitude of oscillations is small,
so that R(t) = R0[1 + z(t)]. The equation of motion can then be re-written
in terms of z(t), and if we assume that z(t)⌧ 1 we can discard all terms of
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Figure 3.1: Numerical solutions for response of a coated bubble to varying
US pressure at fa = 1 MHz. The first 50 µs are discarded to ensure that any
transient solution is not included.
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Figure 3.2: Numerical solutions for the frequency response of a bubble at low,
moderate and high US pressures. Response is calculated as the maximum
variation in bubble radius (normalised by the equilibrium bubble radius R0).
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order z2 or higher. Appendix A.2 shows that the equation of motion is then
analagous to a driven simple harmonic oscillator with damping:
az¨ + bz˙ + cz = Pa(t) (3.2)
where a, b and c are coe cients that depend on the parameters of the
bubble and surrounding liquid. The solution to this linear equation of motion
is therefore analytically simple:
R(t) = R0 [1 + z(t)] = R0

1 +
Pa
 
sin(~ka.~r   !at+ ⇠)
 
(3.3)
where   is the response function, which describes the frequency response
of the oscillator and is a function of !a. ⇠ is a phase o↵set relative to the
driving US. These functions take the form:
  =s
!2a
✓
4⌘L + 12
ds⌘s
R0
◆2
+
✓
3P0 +
6 0
R0
+ 12
Gsds
R0
  ⇢LR20!2a
◆2 (3.4)
⇠ = arctan
✓
!a
4⌘L + 12ds⌘sR
 1
0
⇢LR20!
2
a   3P0   6 0R 10   12GsdsR 10
◆
(3.5)
Figure 3.3 compares the linear model with the full numerical solution for
a bubble driven at low pressure and a bubble driven with a higher pressure:
this demonstrates that the linear model is appropriate for describing low
amplitude oscillations, but diverges from the non-linear solution when bubble
oscillations are large. We can quantify the accuracy of this linear model
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by calculating the root mean square (RMS) error, i.e. the RMS di↵erence
between the linear model and the numerical solution. Figure 3.4 shows that
the linear method loses accuracy at a steady rate as the applied US pressure
is increased.
Figure 3.3: Comparing the solution to the linearised Rayleigh-Plesset equa-
tion with the all-order numerical result at low and high applied US pressures.
3.1.3 Second Order Approximation
While the linear approximation provides an accurate description when the
applied US pressure is low, the results deviate progressively further from
the numerical solution as Pa is increased, since non-linear components of
the oscillation become significant [99]. This suggests that a model which
takes into account higher order terms of the equation of motion will be more
appropriate for describing bubble oscillations under higher US pressures. To
derive a quadratic solution to the Rayleigh-Plesset equation of motion, we
assume a solution which contains a component with frequency 2!a:
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Figure 3.4: Root mean square error in the bubble radius from the linear
model compared with the numerical solution as a function of US pressure
(with fa = 1 MHz).
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R(t)
= R0 [1 + z(t)]
= R0
⇥
1 +X0 +X1e
i!at +X⇤1e
 i!at +X2e2i!at +X⇤2e
 2i!at⇤ (3.6)
where the response functions X0, X1 and X2 depend on the applied US
frequency. X1 andX2 are complex, so that they represent both the magnitude
of the bubble response and its phase relative to the applied US. A weakly
non-linear analysis similar to Church’s approach [13] can be applied, which
assumes that 1 > |X1| > |X2| t X0 (i.e. that the 1st order term is dominant)
and that terms of order z3 are negligible. The equation of motion can then
be expressed in terms of z(t), with the general form of a harmonic oscillator
with some higher order terms:
az¨ + bz˙ + cz = Pa(t) + dz
2 + ezz˙   azz¨   3
2
az˙2 (3.7)
The full analysis is given in Appendix A.3, including expressions for the
response functions. Figure 3.5 shows the result of this model for a driving
pressure of Pa = 100 kPa.
Although the RMS error of this second order model also increases rapidly
as the driving US pressure is increased (see figure 3.6), it more accurately
represents the mean bubble radius. This is because it takes into account a
shift in the equilibrium size of the bubble as a result of insonification, and
also because the non-linear components of a bubble’s oscillation do not av-
erage out to zero over one acoustic cycle (since each non-linear component
will in general not be in phase with the linear component). Figure 3.7 shows
the time-average of the bubble radius R(t) for the linear, quadratic and nu-
merical models.
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Figure 3.5: Second order model for bubble oscillations compared with nu-
merical result with Pa = 100 kPa (and fa = 1 MHz).
These analytical approximations require significantly less computational
time to calculate than the full-order numerical solution. In the Chapters
which follow large scale Monte Carlo models of microbubbles, light and US
are investigated: this requires the interactions between millions of photons
and bubbles to be modelled, and so these approximations may be useful in
increasing the computational e ciency of such a model. In the final section
of this Chapter an analytical model for the interaction between light and
microbubbles is presented, which relies on these predictions of the radii of
insonified bubbles at given temporal and spatial coordinates.
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Figure 3.6: Root mean square error in the bubble radius from the second or-
der model compared with the numerical solution as a function of US pressure
(with fa = 1 MHz).
Figure 3.7: Mean bubble radius (averaged over one acoustic cycle) as pre-
dicted by the linear, quadratic and numerical models (with fa = 1 MHz).
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3.2 Optical Scattering from Microbubbles
The scattering of light by a microbubble suspension has been used as an
indicator of bubble size [38]: this makes use of the fact that an oscillating
bubble will have optical properties that vary with radius. Although the use
of microbubbles has been demonstrated in US-modulated optical detection
(e.g. US-modulated fluorescence [139]), the mechanisms for microbubble
contrast enhancement of an US-modulated optical signal have not previously
been fully analysed. Theoretical results exist which describe the scattering of
light by a sphere, the most complete being Mie theory [17]. Since this result
is analytically complex, an approximation to the scattering phase function
was first proposed by Henyey and Greenstein in an astrophysics context [42].
This result is regularly used in the field of biomedical optics due to its sim-
plicity, although more recently alternatives have been suggested [77]. Further
approximations which rely on geometrical optics (i.e. the limit that the op-
tical wavelength is small compared with the particle size) have also been
proposed [18,33]; when the particle is much smaller than the wavelength, the
Rayleigh scattering approximation may be used [10].
3.2.1 Using Mie Theory
The scattering of light by spherical particles can be treated analytically by
solving Maxwell’s equations of electromagnetism: such a solution is generally
known as Mie theory or the Mie solution [17]. This can be used to calculate
the scattering cross section of a particle as well as the phase function which
describes the angular distribution of scattered optical power. In general the
solution depends only on the particle size parameter x = k0R, where k0 is
the wavelength and R is the radius, and the refractive index mismatch at the
interface between the particle and its surrounding medium is m = np/n0.
For an oscillating microbubble this radius is a function of time. In addi-
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tion, as the pressure inside the bubble changes during expansion and contrac-
tion, the refractive index of the gas will change as a result of density changes.
The Lorentz-Lorenz formula [11] states that the following relationship holds
between the pressure P of a gas, the temperature T and its refractive index
n:
A ⇡ RT (n
2   1)
3P
(3.8)
where A is the molar refractivity of the gas in question (with dimensions
of molar volume), R is the molar gas constant and the approximation is valid
for n2 ⇡ 1. Assuming values for n, P and T at standard temperature and
pressure gives an estimate for A, which is used to calculate n as a function
of changing pressure. The pressure inside the bubble is related to bubble
radius according to equation 2.17. The scattering phase function according
to the Mie result is shown in figure 3.8 for a bubble at equilibrium and after
expanding to twice its equlibrium radius. A Matlab-based algorithm [80] was
used to calculate the Mie results.
3.2.2 Approximations to Mie Theory
To develop a simpler model for optical scattering from microbubbles, which is
more appropriate for large scale simulations, we can adopt an approximation
which derives from geometrical optics. In the case where the wavelength
of light is small compared with the size of the bubble, it is expected that
the scattering probability will be proportional to the cross-sectional area of
the bubble which is presented to photons passing through the suspension.
This suggests that the optical scattering coe cient due to a population of
microbubbles can be approximated as [18]:
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Figure 3.8: Scattering phase function calculated from Mie theory.
Figure 3.9: Variations of scattering e ciency Q and anisotropy factor g as a
microbubble oscillates under US (Pa = 100 kPa, fa = 1 MHz).
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µs,b = ⇡R(t)
2⇢bQ (3.9)
where ⇢b is the density of microbubbles (in mm 3) and Q is the quality
factor of the scattering, which takes into account the discrepancy between
the physical cross-section of a bubble and the e↵ective cross-sectional area
for scattering which a photon ‘sees’. It is the ratio of the actual scattering
cross-section to the scattering cross-section which would be expected from
geometrical optics. In the limit of a very large particle Q ⇡ 2 [17]. In general
Q can be found from Mie theory, and will vary slightly with particle size (see
figure 3.9).
The scattering phase function, which according to Mie theory is not a
trivial function of scattering angle (see figure 3.8), can also be represented
by a simpler approximation. The Henyey-Greenstein phase function [42] is
commonly used since it has a simple analytical form, which is especially con-
venient for large scale computational work such as that presented in Chapter
4. This requires just one parameter to characterise the angular distribution,
which is the anisotropy factor g (the average cosine of the scattering angle).
The Henyey-Greenstein function can be written as:
pHG(cos ✓, cos(✓ + d✓)) =
1  g2
2(1 + g2   2g cos ✓)3/2 (3.10)
where pHG is the probability that a photon will be scattered with a deflec-
tion angle between ✓ and d✓ (in the limit where d✓ is infinitesimally small).
Figure 3.10 compares the Mie result with the Henyey-Greenstein approxima-
tion using the average cosine value of the Mie result as the value of g.
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Figure 3.10: Mie result for the scattering phase function compared with the
Henyey-Greenstein phase function with an equivalent anisotropy g (bubble
size R = 2.25 µm and  0 = 500 nm).
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3.3 Optical Phase Shift due to Microbubbles
Section 2.2.1 explains the mechanism by which US pressure leads to changes
in the refractive index of tissue, which a↵ects the optical pathlengths in that
medium. In a similar way, the pressure changes resulting from the presence
of microbubbles would be expected to have an e↵ect on the refractive index
of the liquid they are suspended in. An oscillating microbubble has been
shown to radiate pressure from its surface [126, 130]. In this analysis it is
assumed that there is no interaction between the radiated pressure fields of
neighbouring bubbles: this is true provided that the bubble density is low,
such that the distance between bubbles is greater than a few bubble diame-
ters [30], otherwise secondary radiation forces must be considered. Appendix
A.5 gives more details on the magnitudes of bubble density which satisfy this
assumption, and shows that for the densities used in the proceeding Chapters
this assumption is appropriate.
3.3.1 Radiated Pressure
The pressure field radiated by an oscillating microbubble is given by [126]:
Prad(r, t) = ⇢L
✓
1
r
(R2R¨ + 2RR˙2)  1
2r4
R4R˙2
◆
(3.11)
where r is the radial distance from the centre of the bubble, and R = R(t).
Figure 3.12 shows a graphical representation of this radiated pressure field
around a bubble, including the incoming and outgoing paths of a photon
scattering from the bubble. A photon travelling along this path will ex-
perience a phase shift relative to a photon in the absence of this radiated
pressure. Using equation 2.10 this phase shift can be integrated along the
incoming and outgoing photon paths to give the total additional phase of the
photon. The limits of this integration are illustrated by figure 3.11, where
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R0 is the equilibrium radius of the bubble. We assume here that bubbles are
small enough to be considered as point scatterers, so that a photon always
approaches and recedes along the radial direction. In the case of microbub-
bles the size of the particle (1000 nm) is not insignificant compared with the
wavelength of near infrared light (800 nm). However as they are similar in
magnitude, as has already been discussed in section 3.2, the scattering from
the surface of the bubble is not dependent on the angle of incidence of the
photon relative to the bubble surface as it would be in the case of scattering
from a large particle.  r,j, the radiated pressure phase shift induced at the
jth scattering event between a bubble and a photon, is then:
 r,j =
Z R0
lj
k0 n(r, t)( dr) +
Z lj+1
R0
k0 n(r, t)dr
=
n0k0⌘
⇢Lv2a
Z lj
R0
Prad(r, t)dr +
Z lj+1
R0
Prad(r, t)dr
  (3.12)
 
lj 
R0 
lj+1 
dr 
Figure 3.11: The radiated pressure is integrated along the length of the
approaching photon path lj and the receeding path lj+1. Within the bubble
wall the radiated pressure is assumed to be zero.
Here equation 2.8 is used to express the local change in refractive index
 n in terms of Prad. As the bubble population is assumed not to be dense,
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and the radiated pressure falls rapidly with distance from a bubble, the phase
shift due to the pressure radiated by other bubbles can be ignored; when a
scattering event occurs a photon necessarily passes very close to a bubble,
and so the e↵ect of the radiated pressure field will be greatest in these cases.
. (5) 
This additional pressure will also modulate the refractive index of the medium in the vicinity of the microbubble, hence 
there will be a further phase shift introduced to photons in the US focal region. This will only be significant for photons 
that approach close to the surface of a microbubble, i.e. when scattering (see figure 1). 
 
 
Figure 1: The contrast shows the radiated pressure increasing as the photon approaches the microbubble. The overall additional  
photon phase shift is calculated by integrating the phase shift along these photon paths. 
 
This phase shift is integrated over the path length of the photon with respect to the radial distance rb, making use of the 
symmetry of the situation and modelling a microbubble as a point scatterer: 
,                     
(6) 
where lj is the free path length of the photon as it approaches the microbubble, lj+1 is the path length as the photon 
recedes from the microbubble after scattering, rj is the position of the microbubble within the US field, ȘLVWhe piezo-
optical coefficient of the medium, va is the acoustic velocity, ȡL is the density of the medium and ko is the optical 
wavevector. Substituting equation (2) and (5) into equation (6) and integrating gives the additional phase shift due to this 
UDGLDWHGSUHVVXUHĳrj: 
. (7) 
This contributes along with the two original US mechanisms to the autocorrelation function of the detected signal, 
, where the contribution from each photon path is 
7KHSKDVHYDULDWLRQEHWZHHQ WZRSKRWRQVZLWK D WLPH ODJRI Ĳ LV JLYHQE\
. The new mechanism of ultrasonic modulation due to the pressure radiated from microbubbles contributes to this 
phase variation, along with the original two mechanisms, as follows: 
, (8) 
ZKHUHǻĳnj is the phase variation due to the ultrasound-PRGXODWHGUHIUDFWLYHLQGH[DQGǻĳdj is the phase variation due to 
displacement of scatterers in the applied US field. 
 
Incoming photon 
path length, lj 
Outgoing photon 
path length, lj+1 
Scattering 
angle Ǉ 
Figure 3.12: The radiated pressure is indic ted by the contrast, with the
pressure at its highest close to the bubble surface.
3.3.2 Linearised Result
In general, the photon phase shift can be found from equation 3.12 by in-
tegrating the r diated pressure Prad, which is itself a function of the bubble
radius R, the bubble velocity R˙ and the bubble acceleration R¨. Several mod-
els for calculating the radius of a bubble as a function of time have already
been described here: a numerical method, a linear analytical solution and
a quadratic analytical solution. In this section an analytical expression for
the radiated pressure phase shift  r,j will be derived in the case of linear
microbubble oscillations.
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Firstly, the radiated pressure Prad can be expressed in terms of the non-
dimensional bubble radius change from equilibrium z(t), where R(t) = R0(1+
z(t)). After inserting this expression into equation 3.11, only terms of first
order in z are retained. The bubble velocity is therefore R˙ = R0z˙ and the
acceleration R¨ = R0z¨. The linearised form of Prad is:
Prad(r, t) = ⇢L
✓
R30
r
⇥
(1 + z)2z¨ + 2(1 + z)z˙2
⇤  R60
2r4
(1 + z)4z˙2
◆
=
⇢LR30
r
z¨ +O(z2)
(3.13)
The linear solution to the Rayleigh-Plesset equation for z(t) is given in
equation 3.3. This is now substituted into the above expression to give the
linear form of the radiated pressure:
Prad(r, t) =  1
r
⇢LR30!
2
aPa
 
sin(~ka.~r   !at+ ⇠) (3.14)
Integrating equation 3.12 with this linear form of Prad gives:
 r,j =
n0k0⌘k2aR
3
0Pa
 
sin(~ka.~rj   !at+ ⇠)

ln
✓
R0
lj
◆
+ ln
✓
R0
lj+1
◆ 
(3.15)
This is the additional phase shift of a photon during collision with a bub-
ble as a result of the radiated pressure surrounding the bubble. It is therefore
a function of the bubble position ~rj, the incoming photon pathlength lj and
the outgoing pathlength lj+1. Like other mechanisms of UL, such as refrac-
tive index modulation and scatterer displacement [134], the phase shift due
to microbubbles is proportional to the applied US pressure in this linear
regime. It is also at a maximum when the bubble is at resonance, i.e. the US
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frequency matches the resonant frequency of the bubble, as shown by figure
3.13.
Figure 3.13: Analytical result for the phase shift of a photon due to the
pressure radiated by a microbubble as a function of the microbubble size
and driving US frequency. For comparative purposes, the mean phase shift
experienced by a photon in the absence of US is of the order of 10 2 for the
parameters used in these simulations (see Chapter 4).
There are of course several simplifying assumptions in this model which
should be emphasised. Firstly that the bubble is a point-like scatterer, and
therefore that photons can be considered to approach and recede along a
direction radial to the bubble. Variations in the field of an electromagnetic
wave as it approaches the liquid/gas interface are ignored, as they would
require a solution to Maxwell’s equations. This is likely to be the most
significant assumption, since the radius of a microbubble (several µm) is not
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negligible compared with the wavelengths of light used here (around 500 nm).
In order to provide more confidence in this model, experimental validation
would be required, but it is presented here as a discussion on the mechanisms
which are likely to be involved in the US-modulation of light in a medium
containing microbubbles.
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Chapter Summary
• Numerical solutions to the Rayleigh-Plesset equation describing a bub-
ble under US show that the bubble response is dominated by a single
frequency at low pressures (10 kPa).
• At higher pressures (100 kPa or above) higher order harmonics are
significant.
• Analytical solutions for linear oscillations and oscillations containing
second order components are derived. Although the RMSE of both
solutions are of a similar magnitude, the quadratic model predicts the
mean bubble radius more accurately at higher pressures (above 20 kPa).
• These analytical solutions require significantly less computational time
to calculate, and so may be useful in Monte Carlo models of large scale
systems containing microbubbles, light and US such as those investi-
gated in the following Chapters.
• Scattering of light from microbubbles is modelled by fitting a Henyey-
Greenstein angular distribution to the results calculated from Mie The-
ory. The instantaneous radius of an insonified bubble is used to predict
its optical scattering e ciency.
• Amechanism for modulating the phase of coherent light with microbub-
bles is proposed, leading to amplification of the AO e↵ect. This consid-
ers the refractive index changes caused by pressure radiated from the
surface of an oscillating bubble.
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Chapter 4
Monte Carlo Modelling of Light
Transport with Microbubbles
Monte Carlo (MC) methods were first used in the field of biomedical optics
to predict dose distributions in photodynamic therapy [137]. This intro-
duces the idea of simulating computationally the paths of weighted photons
through a medium: i.e. what is referred to as one photon in the simulation
corresponds physically to many photons, and its weight indicates the fraction
of those photons which have not yet been absorbed by the medium. Group-
ing photons together into photon packets1 improves statistical accuracy for a
given amount of computational time, compared with the alternative of gen-
erating each photon’s path individually, since more photons overall can be
simulated.
This method was extended to consider multi-layered tissue [132], where
each layer is semi-infinite and may have di↵erent optical scattering and ab-
sorption properties. Simulating large numbers of photons with highly scat-
tered paths is computationally intensive. However the process lends it-
self naturally to parallelisation, for example on a graphics processing unit
1A note on terminology: from here onwards ‘photon’ is used in place of ‘photon packet’.
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(GPU) [1]. This has been shown to reduce simulation times by at least three
orders of magnitude [2]. These improvements made it feasible to extend
the MC modelling of light transport to include more complex systems, such
as those involving ultrasonic modulation of light (UL). Analytical results
for two mechanisms of UL [134] were applied to a MC model of coherent
light [133]: the validation of this MC model was incomplete however, since
the analytical model only applies to isotropic scattering. This limitation
was improved upon with an analytical solution for media with anisotropic
scattering [107, 108]. An alternative approach to an analytical solution for
UL makes use of the correlation transfer equation [109, 110], which is also
appropriate for non-uniform US fields. A change in DC light level detected
by a photorefractive crystal as a result of US-induced phase shifts has also
been shown by MC modelling [9].
In addition to these two most common mechanisms of UL2, additional
e↵ects have been proposed and modelled such as the curving of light rays
in a medium with varying refractive index [117]. Changes in the wavelength
of photons caused by the Doppler e↵ect as a result of moving scatterers
have also been considered [23]. These mechanisms all rely on relative phase
changes and hence require coherent light, however this is not essential to
observe US-modulation: mechanisms of the modulation of incoherent light
have also been proposed [78], which consider local changes in absorption and
scattering and lead to modulation in the DC light level.
In this Chapter I will introduce a method for including microbubbles
in a Monte Carlo model of light transport in tissue. This requires a new
method for determining the pathlengths of photons travelling through a tur-
bid medium, since existing algorithms only account for single populations of
homogenous scatterers such as is appropriate when light interacts only with
2The two main mechanisms of UL, refractive index changes due to pressure and path-
length changes due to scatterer displacement, are described in Section 2.2.
65
the biological medium. Microbubbles are first introduced in a simulation with
coherent light to illustrate the e↵ect of the pressure radiated from insonified
bubbles on the modulation depth of a light signal detected on the surface of
the turbid medium, making use of the analytical results derived in Section
3.3. This method for simulating ultrasound-modulated light in a medium
containing microbubbles is then adapted to a system for detecting only DC
changes in light level (intensity changes), which does not require coherent
light. This is applied to the more clinically relevant situation of a large blood
vessel containing blood of varying proportions of oxy/deoxyhemoglobin, and
therefore varying optical absorption. The sensitivity of this microbubble-
enhanced optical absorption (MOA) signal to the oxygen saturation in the
blood vessel is computed to investigate the suitability of this technique for
this clinical application, which is the focus of the latter Chapters in this
thesis.
4.1 Phase-based Model for US-modulation of
Coherent Light
The computational model presented here [46] is concerned with the transport
of coherent light in tissue: applying an US field to the tissue can modulate the
phase of photons as described in Section 2.2.1. This Monte Carlo (MC) model
considers the e↵ect of US pressure on the refractive index of tissue, which
leads to a phase change  n, and the displacement of scatterers by US, which
leads to a phase change  d. In addition to these previously established [81]
mechanisms, the e↵ect of adding microbubbles is simulated. The pressure
radiated from the surface of an oscillating microbubble is expected to also
modulate the refractive index of the surrounding medium, and hence give
rise to a further phase shift  r (as derived in Section 3.3).
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4.1.1 Monte Carlo procedure
 
Optical scattering coefficient ʅs 
Optical absorption coefficient ʅa 
Photons in 
Photons out 
Figure 4.1: Slab geometry of the MC simulation, with photons injected at a
single point, following a di↵usive random walk through the turbid medium
and exiting on the lower plane. The medium is finite in the z dimension and
extends to infinity in the x and y dimensions.
The model is based on a MC model proposed by Wang [132,133], and im-
plemented on a graphics processing unit (GPU) by Alerstam et al. [1] with
improved computational speed [68]. This considers a slab geometry, with
photons injected at a single point on the upper plane and detected across
the surface of the lower plane (see figure 4.1). The pathlength of each pho-
ton between scattering events sj is generated from the Poisson distribution
P (sj = s0) = µte µts
0
, where µt = µa + µs is the total optical attenuation
coe cient, which by definition is equal to the reciprocal of the mean free
path. This can be integrated to give the cumulative distribution for photon
pathlengths:
P (sj < s) =
Z s
0
µte
 µts0ds0 = 1  e µts
) sj =   ln(1  ⇣)
µt
(4.1)
where a uniformly distributed random number ⇣ is used to generate a
photon pathlength from the cumulative distribution P (sj < s). When mi-
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crobubbles are added to this model, we have a situation where the medium
contains two distinct populations of scatterers: the background of biological
scatterers, and the microbubbles. In this case a new procedure is required to
both generate a photon path and determine whether at the end of that free
path the photon scatters from a bubble or from the background medium.
This requires two random variables to be generated, ⇣s and ⇣b, and two pho-
ton step sizes to be determined. This process is summarised in figure 4.2.
This results in the same overall distribution of photon paths as would be
achieved by generating a single length using the combined scattering coef-
ficient µs + µs,b, where µs,b is the scattering coe cient of the population
of microbubbles, except with the advantage that the model has determined
which scattering event should occur at the end of the path.
3. MONTE CARLO MODEL 
3.1 Modelling procedure 
 
The computational model is based on the Monte Carlo model proposed by Wang (2001) which considers two 
mechanisms (described earlier) of ultrasonic modulation of multiply scattered coherent light by US plane wave10.  In 
addition to scattering from the biological medium, optical scattering by microbubbles is included in this work. We also 
consider the additional mechanism due to the radiated pressure produced by microbubbles (equation 7). The Monte Carlo 
model was implemented on a graphics-processing-unit (GPU) platform by modifying a GPU based Monte Carlo code on 
photon transport11. 
The simulations were performed in a slab geometry, with a thickness of 2 cm. Optical scattering in the background 
medium is modelled using he same properties as for a 1% Intralipid solution12: anisotropic factor g = 0.77 with a 
scattering coefficient ȝs = 48 cm-1. The biological medium is also an optical absorber, with absorption coefficient ȝa = 
0.015 cm-1. US is included as a plane wave at a given frequency fa (in Hz) and amplitude A (in nm). 
A scattering coefficient for the population of microbubbles in the sample, ȝs,b, can be estimated by considering the 
effective cross-sectional area of a microbubble13. This will of course vary with time and space, as the radius of a 
microbubble is a function of time and space. When the applied US pressure is low, the microbubble oscillations become 
linear and the variation of the radius is small. As a first approximation the time-averaged value is used to represent the 
radius of all microbubbles: 
, (9) 
where Q is the quality factor of the scattering, and the limit of Q~2 for scatter sizes much larger than the optical 
wavelength is assumed13. A clinically plausible value for the concentration of microbubbles in the bloodstream is 
HVWLPDWHGWREHȡb = 105 mm-3. The Henyey-Greenstein scattering phase function with g = 0.85 has been used to generate 
the deflection angle of the microbubbles (see Section 2.2). 
The process for calculating whether a photon collides with a microbubble or a biological scatterer is as follows:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 2: Flowchart describing the generation of a photon free path length in a population of two distinct scattering species. 
 
This is statistically equivalent to generating a single free path length from the combined distribution of both scatterer 
populations (with coefficient ȝs + ȝs,b). 
Generate a step size from ȝs, 
i.e. the free path until the next 
biological scattering event 
Generate a step size from ȝs,b, 
i.e. the free path until the next 
bubble scattering event 
Is the step size for 
the next bubble 
collision shorter than 
that for the next 
biological collision? 
The next scattering event is 
with a bubble (discard the 
biological step size) 
The next scattering event is 
with the biological medium 
(discard the bubble step size) 
YES NO 
Figure 4.2: Flowchart describing the generation of a single free path length
from the combined distribution of two scatterer populations.
The background medium is modelled using the optical properties of a
solution of 1% Intralipid [121]: with anisotropic factor g = 0.77, optical
scattering µs = 48 cm 1 and absorption µa = 0.015 cm 1. The optical
scattering coe cient of microbubbles µs,b is calculated using equation 3.9
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and the linear approximation for a bubble radius R(t) (equation 3.3). The
time-averaged value of the scattering coe cient is used to remove the need
to recalculate at every time step:
hµs,b(t)i = ⇡ hR(t)i ⇢bQ = ⇡⇢bQR20
✓
1 +
P 2a
2 2
◆
(4.2)
The quality factor is assumed to take the limiting value of Q = 2 for par-
ticles much larger than the optical wavelength [17]. An order of magnitude
estimate for the microbubble concentration can be obtained by assuming that
1 ml of saturated microbubble solution is dissolved in 5 l of blood, in which
case ⇢b ⇡ 105 mm 3. The Henyey-Greenstein function (equation 3.10) with
g = 0.85 is used to approximate the microbubble phase function.
There is a theoretical limit to the concentrations of microbubbles which
can be modelled with these methods. Appendix A.5 describes the limits im-
posed by the assumptions of the optical model and the acoustic model, show-
ing that a concentration of ⇢b ⇡ 105 mm 3 is within these limits. It should be
noted that this is an unrealistically high concentration of microbubbles, and
is likely to be significantly larger than the concentrations that are achievable
in vivo. It is also larger than the maximum concentration which was achiev-
able in the in vitro experiments presented in Chapter 7. The results here
are not intended to be directly relatable to those which could be observed
clinically, but are instead included to demonstrate a proof of principle and
to illustrate the theoretical results derived in the previous Chapter. This
high microbubble concentration will lead to a higher proportion of scattering
events with microbubbles compared with scattering events with the biological
medium, and therefore the e↵ect of the radiated pressure from microbubbles
on the phase of photons will be more noticeable.
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4.1.2 Phase Di↵erences
Spatial and temporal variations in the phase of photons exiting the medium
will result in constructive and destructive interference, forming a speckle
pattern (as described in Section 2.2.2). The autocorrelation of the detected
light is used to extract the signal which varies at the frequency of the US,
I1. The phase shifts induced by the three mechanisms of US-modulation
contribute to the autocorrelation as follows:
G1(⌧) = hE(t)E⇤(t+ ⌧)i =
⌦
E0(t)E0(t+ ⌧)e
i (t)e i (t+⌧)
↵
=
⌦|E0(t)||E0(t+ ⌧)|ei n(t)+i d(t)+i r(t)e i n(t+⌧) i d(t+⌧) i r(t+⌧)↵
= h|E0(t)||E0(t+ ⌧)| exp [ i  n(t, ⌧)  i  d(t, ⌧)  i  r(t, ⌧)]i
(4.3)
where   n(t, ⌧) =  n(t + ⌧)    n(t) is the phase di↵erence between two
photons with a relative time delay of ⌧ due to the US-modulation of refractive
index, and similarly for   d (scatterer displacement) and   r (microbubble
radiated pressure). So for each photon path and scattering event, it is only
necessary for the MC model to track the phase di↵erences (see Appendix A.4
for a derivation):
  n,j(t, ⌧) = 4n0k0Aa⌘ sin( !a⌧/2) sin(kalj cos ✓j/2)
cos(~ka.~rj 1 + kalj cos ✓j/2  !at  !a⌧/2)/ cos(✓j)
  d,j(t, ⌧) = 2n0k0Aa sin(!a⌧/2)
h
( ˆkj+1   kˆj).kˆa
i
cos(~ka.~rj   !at  !a⌧/2)
  r,j(t, ⌧) =
2n0k0⌘k2aR
3
0Pa
 

ln(
R0
lj
) + ln(
R0
lj+1
)
 
cos(~ka.~rj   !at  !a⌧/2 + ⇠) sin( !a⌧/2)
(4.4)
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The expression for the phase di↵erence due to microbubbles   r,j(t, ⌧)
depends on both the incident pathlength lj and the pathlength which imme-
diately follows the scattering event lj+1. At the point of calculation in the
MC model the receding pathlength of the photon is not known, and so is
assumed to be equal to the mean free pathlength l = 1/µt.
4.1.3 Results
The magnitude of the US-modulated component of the light signal is mea-
sured using the modulation depth M = I1I0 (as explained in Section 2.2.2).
Figure 4.3 shows the modulation depth as a function of US frequency with
and without microbubbles included in the simulation. The linear resonance
frequency predicted from the linearised Rayleigh-Plesset equation (1.6 MHz)
is shown on the figure. There is an increase in modulation as a result of adding
microbubbles. It has been shown that stronger scattering in a medium tends
to lead to increased US-modulation [107]. However the higher modulation
depth seen here is also dependent on the frequency of the applied US: this
suggests that the modulation is not purely the result of the increased µs,
which is independent of frequency. The largest relative increase occurs in
the region around the resonant frequency, but not exactly at the theoretical
resonance of 1.6 MHz. Although the bubble response is greatest at resonance
(figure 3.2), and hence the radiated pressure will be at a maximum there, the
total phase shift of a photon also depends on the phase o↵set of the bubble
oscillations relative to the driving US (see equation 3.3). In addition, this
predicted resonance point is only true for linear bubble oscillations, which
occur at low driving pressures: figure 3.1 shows that for the US pressures
used here the bubble response is not linear but contains higher order har-
monics. This explains why the largest increase in modulation depth with
microbubbles is not necessarily observed at the linear resonant frequency.
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  Phase variation due to radiated pressure ĳrj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  Phase variation due to applied US pressure ĳnj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3.2 Simulation results 
 
Figure 3: Monte Carlo results for applied US frequencies of 1 MHz Ia0+]7KH86DPSOLWXGHLV$ QP7KHWZRFXUYHV
show results with and without microbubbles. 
 
Figure 3 shows an increase in modulation depth at all applied US frequencies when microbubbles are introduced. It is 
significant to note that the extra modulation due to microbubbles leads to a larger overall increase in modulation depth 
when the US frequency exceeds the resonance frequency of the microbubbles (this is predicted from the given 
microbubble parameters to be 1.6 MHz). Below this frequency, the modulation due to radiated pressure is out of phase 
with the modulation due to the applied US pressure, as shown by figure 4. 
 
 
    
 
 
 
 
Figure 4: The phase variation due to microbubble radiated pressure [ĳrjWĲ@ and the phase variation due to applied US pressure 
>ĳnjWĲ@: (a) below the resonance frequency (fa = 1 MHz), ĳrj and ĳnj out of phase and (b) above the resonance frequency (fa = 2 
MHz), ĳrj DQGĳnj in phase 
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Figure 4.3: MC calculations of modulation depth M in a slab geometry with
and without microbubbles (the plane-wave, CW US amplitude is fixed at
Aa = 1.7nm). Microbubbles are onodispersed with radius R0 = 2.25µm.
4.2 Non-phase Model for Oxygen Saturation
Measurement
4.2.1 Blood Vessel Geometry
This model is not concerned with the phase di↵erences induced in photons as
a result of the applied US. The MC model only considers the total intensity
arriving at a measurement point, and hence is designed to model the detection
of a change in the DC light signal. For this non-phase based model [48],
a more clinically relevant simulation geometry was chosen. Rather than
a homogeneous sl b, this model contai s a l rge (diameter 1 cm) highly
absorbing cylindrical blood vessel, surrounded by tissue with a low optical
absorption. This geometry is illustrated in figure 4.4. Light is detected at
a detection area located 25 mm from the point source. We make use of
the symmetry of the model to also detect photons which arrive at a second
identical detection area, reflected about the line of symmetry in the z-y plane.
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The blood vessel is assigned the optical properties of venous blood, and also
contains microbubbles. A model for the tissue properties of the extracerebral
layer of the head [69] is used to estimate the optical absorption and scattering
in the surrounding tissue.
 
 
where ȡb is the density of bubbles in the population, and Q is the scattering efficiency. Mie theory can be used to fully 
describe this parameter for a spherical particle, but calculations suggest that in this situation Q § 2, which does not vary 
significantly over this range of bubble sizes. 
Figure 2 shows the variation in optical scattering coefficient from microbubbles across acoustic cycles, obtained by 
combining equations 2 and 3. Due to the non-linear nature of the bubble expansion when oscillating, there is a mean 
increase in bubble size compared with equilibrium, and hence an increase in scattering as a result of the applied US. 
 
Figure 2: Optical scattering coefficient for microbubbles, ȝs,b(t). The time-averaged scattering coefficients <ȝs,b(t)> show a mean 
increase in scattering from microbubbles when oscillating under US. Microbubble concentration ȡb = 104 mm-3. 
 
3. MONTE CARLO MODEL FOR INCOHERENT LIGHT 
3.1 Model geometry 
The Monte Carlo (MC) model of photon transport in a turbid medium is based on previously developed software  [11] 
implemented on a graphics-processing unit (GPU) for improved computational speed. This model was adapted [12] to 
include a non-homogeneous geometry which more closely matches the clinical situation for which this technique is being 
developed: namely a highly absorbing large blood vessel (diameter 1cm) within a surrounding medium of less absorbing 
tissue. Microbubbles are assumed to be uniformly distributed within the blood vessel, with a density of ȡb = 105 mm-3. 
The light source is a single point on the top surface of the tissue, and a rectangular detector is located 25mm away from 
the source, providing a reflection mode signal as shown on figure 3. Plane-wave US is incident on the blood vessel, 
propagating in the positive z-direction throughout the medium. 
 
 
 
 
 
 
 
 
 
Figure 3: Simulation geometry, viewing the blood vessel from the side (a) and along its axis (b). 
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Figure 4.4: Simulation geometry, viewing the blood vessel from the side (a)
and along its axis (b).
The blood vessel in this model contains both biological scatterers (with
scattering coe cient µs) and microbubbles (µs,b): the e↵ective optical scat-
tering is therefore given by µs + µs,b. This is handled by the MC code using
the same procedure as the phase-based model (see figure 4.2). This model
introduces an improvement from the phase-based approach in the way that
µs,b is calculated: rather than assuming constant scattering, microbubble
scattering varies spatially and temporally within the blood vessel according
to the distribution of US pressure. Figure 4.5 illustrates the variation of
bubble radius (and hence µs,b) within the vessel. In this MC model the value
of µs,b is given by equation 3.9, where the radius of a bubble as a function
of position and time is calculated using the quadratic approximation to the
Rayleigh-Plesset equation (Section 3.1.3).
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 ʄa 
Figure 4.5: Size distribution of microbubbles within the blood vessel under
US.
4.2.2 Oxygen Saturation
The optical properties of the surrounding tissue and of the blood within
the vessel can be specified independently in this MC model. Whilst the
background scattering µs is assumed constant, the optical absorption can be
varied to model a range of oxygen saturations in the vessel (SvO2) or the
tissue (StO2). Here oxygen saturation is the fraction of hemoglobin which is
oxygenated, defined as:
SO2 =
cHbO2
cHbO2 + cHHb
(4.5)
where cHbO2 is the concentration of oxyhemoglobin and cHHb is the concen-
tration of deoxyhemoglobin. Although the total concentration of hemoglobin
(cHbO2+cHHb) is kept constant, changing the proportion of hemoglobin which
is oxygenated alters the optical properties of the tissue: this is due to dif-
ferences in the absorption spectra of oxy/deoxyhemoglobin [50] (see figure
4.6). The absorption in the blood vessel (µa,v) is modelled by assuming a
hemoglobin concentration of 14 g/dl, using known extinction coe cients for
oxy/deoxyhemoglobin [4]:
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Figure 4.6: Specific absorption spectra of oxyhemoglobin and deoxyhe-
moglobin over a range of optical wavelengths commonly used in biomedical
NIRS [15].
µa,v( ) = ✏HHb( )cHbT (1  SO2) + ✏HbO2( )cHbTSO2 (4.6)
For the surrounding tissue a model for the optical properties of the ex-
tracerebral layer of the head [69] is used to approximate the absorption µa,t,
which also takes into account the background absorption due to water in the
tissue. Table 4.1 summarises the optical properties of the blood vessel and
surrounding tissue used in this MC model.
4.2.3 Sensitivity Analysis
In this section the model is used to investigate the sensitivity of a signal
to changes of oxygen saturation (SO2) in the blood vessel and surrounding
tissue. A purely optical signal (such as that used in NIRS techniques) is
compared with a microbubble-enhanced AO signal. The optical signal used
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µs Aniso- Hb back- SO2 Hb
(cm 1) tropy, conc. ground (%) µa
g (µM) µa(cm 1) (cm 1)
Tissue 20 0.9 11 0.032
65 0.1963
70 0.1966
75 0.1970
80 0.1973
85 0.1977
Blood 20 0.9 2200 -
65 5.063
70 5.135
75 5.207
80 5.278
85 5.350
Table 4.1: Parameters for the optical properties of the blood vessel and
surrounding tissue in the MC model (for  0=830 nm).
here is the change in optical attenuation  A relative to a reference level:
 A = ln
✓
Iref
I
◆
(4.7)
where Iref is the detected light intensity at oxygen saturations of 75%
SvO2 and 75% StO2. The microbubble-enhanced optical attenuation change,
MOA, is defined as the di↵erence in measured light attenuation resulting
from the interaction between the US field and the microbubbles, MOA =
AUS A. The di↵erential version of this (again relative to the reference level
of 75% SO2) is given by:
 MOA =  AUS   A (4.8)
where  AUS is the measured change in optical attenuation relative to the
reference SO2 level with the US field turned on. The sensitivity of optical
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techniques to changes in SvO2 is given by ⌃O,v, and the sensitivity of the AO
signal to changes in SvO2 is given by ⌃AO,v:
⌃O,v =
@( A)
@(SvO2)
(4.9)
⌃AO,v =
@( MOA)
@(SvO2)
(4.10)
and similarly for the sensitivity of the optical/AO signal to tissue oxy-
genation changes (⌃O,t and ⌃AO,t). Figures 4.7 and 4.8 show the results of
the MC simulation. This shows that the optical signal has a similar sensitiv-
ity to changes in blood vessel oxygenation compared with tissue oxygenation
(⌃O,v/⌃O,t = 1.7): this property is exploited by NIRS in measurements of
tissue oxygenation index [53,131], which provide a bulk measurement of oxy-
genation averaged over the whole tissue. The AO signal however is much
more sensitive to changes in SvO2, with a relative sensitivity compared with
tissue oxygenation of ⌃AO,v/⌃AO,t = 11.6.
4.2.4 Pathlength Analysis
In order to explain the results of Section 4.2.3 we consider here a simplified
model of light attenuation inside this blood vessel geometry, based on the
modified Beer-Lambert law applied to an inhomogeneous medium [44]. Since
the total hemoglobin concentration is constant within the tissue/vessel, the
di↵erential attenuation  A can be expressed in terms of changes in SO2:
 A = ✏HbO2 [lvcv,HbO2 + ltct,HbO2 ] + ✏HHb [lvcv,HHb + ltct,HHb] (4.11)
= [lvcv SvO2 + ltct StO2] (✏HbO2   ✏HHb) (4.12)
where lv/t is the partial path length (PPL) in the vessel/tissue, cv/t is the
absolute total hemoglobin concentration in the vessel/tissue and ✏HbO2/HHb
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Figure 4.7: MC results showing change in optical signal as a result of changing
vessel/tissue SO2. A MC method with improved e ciency is used to compute
these results, which is explained in more detail in Chapter 6.
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Figure 4.8: MC results showing change in AO signal as a result of changing
vessel/tissue SO2. A MC method with improved e ciency is used to compute
these results, which is explained in more detail in Chapter 6.
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is the specific extinction coe cient of oxy/deoxyhemoglobin. Figure 4.9 il-
lustrates how the pathlength of a single photon through the medium is de-
composed into a PPL within the tissue and a PPL within the blood vessel.
lt lt 
lv 
Figure 4.9: Illustration of the decomposition of a single photon pathlength
into the PPL within the tissue (lt) and the PPL within the blood vessel (lv).
Similarly for the MOA signal, an analytical model can be derived by
combining the modified Beer-Lambert law (equation 4.12) with the definition
of MOA (equation 7.5), giving:
 MOA = [ lvcv SvO2 + ltct StO2] (✏HbO2   ✏HHb) (4.13)
where  lv = lv,US   lv is the change in PPL in the blood vessel as a
result of US-modulation (and similarly for  lt). According to these models,
the sensitivity of optical attenuation to vessel oxygenation is proportional to
lvcv, whereas the sensitivity of an AO signal to SvO2 changes is proportional
to  lvcv. Changes in the PPLs of photons within the tissue and the blood
vessel are a result of US-induced changes in microbubble scattering in the
vessel. The MC model also tracks the pathlengths of individual photons:
these have been compiled into a histogram which illustrates the distribution
of these PPLs with and without US-modulation (see figure 4.10). Table 4.2
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shows the mean PPLs as obtained from these histograms, as well as the mean
changes in PPL  lv and  lt.
PPL without US (mm) US-induced change in PPL,  l (mm)
Mean Standard error Mean Standard error
Vessel PPL, lv 0.440 0.003 0.0118 0.0002
Tissue PPL, lt 51.10 0.04 0.21 0.02
Table 4.2: PPLs lv and lt and changes in PPL induced by US  l, calculated
from the MC model.
An estimate for the relative sensitivity of the optical signal to SvO2 can be
found by combining the MC results for the mean PPLs (table 4.2) with the
analytical model based on the modified Beer-Lambert law (equation 4.12):
the relative sensitivity is then given by the ratio lvcv/ltct. Similarly the rela-
tive sensitivity of the AO signal to SvO2 is predicted by equation 4.13 to be
 lvcv/ ltct, where  lv and  lt are also provided by the MC simulation. Ta-
ble 4.3 compares these predictions with the simulation results for the optical
and AO signal. A relative sensitivity greater than 1 indicates that the tech-
nique is more sensitive to changes in SvO2 than to StO2, whereas a relative
sensitivity less than 1 implies that the technique is more sensitive to StO2.
Relative sensitivity Predicted by analytical Simulation results
to vessel SvO2 model (eqns 4.12 and 4.13) (Figure 4.7 & 4.8)
Optical ⌃O,v/⌃O,t 1.68 1.7
signal
AO ⌃AO,v/⌃AO,t 11.63 11.6
signal
Table 4.3: Relative sensitivity of optical and AO signal to blood vessel oxy-
genation: results of the MC simulation are compared with predictions from
the modified Beer-Lambert law (with values for l and  l taken from table
4.2).
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Figure 4.10: MC results for PPLs of photons in the blood vessel and sur-
rounding tissue, compared with PPLs of photons with US-modulated optical
scattering from microbubbles. (108 photons in total were sampled.)
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The modelling of the non-phase based modulation of incoherent light
by insonified microbubbles presented here suggests that a measurement of
MOA may be sensitive to the changes in optical properties of highly absorb-
ing structures within a medium. This sensitivity is explained by analysing
the pathlengths of photons travelling through the medium, and the e↵ect
of US-modulated optical scattering from microbubbles on these pathlength
changes. These results were used to inform the planning of the experimental
studies present in Chapter 6. The MC model presented here is mainly limited
by the long computational time required to perform a sensitivity analysis.
Certain assumptions have been made to increase the simulation e ciency,
such as using a 2nd order approximate analytical solution to determine the
radii of insonified microbubbles rather than a full numerical solution. How-
ever despite this simplification the speed of the simulation is still too slow
to be practical to be used for calculations such as solving the inverse prob-
lem of relating SvO2 to an MOA measurement. For this reason Chapter 6
will concentrate on a method for improving the computational e ciency of
these MC simulations, perturbation Monte Carlo (pMC), which was used to
compute the results shown in figures 4.7 and 4.8.
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Chapter Summary
• A MC model of US-modulation of coherent light including microbub-
bles is implemented. The additional phase shift due to the pressure
radiated by microbubbles is derived in Chapter 3.
• The modulation depth of the AO signal is increased when microbub-
bles are present, with the largest relative increase seen when the US
frequency is close to the predicted resonant frequency.
• The e↵ect of microbubbles on a non-coherent light signal is also demon-
strated with a further MC model, containing a cylindrical blood vessel
surrounded by tissue.
• Sensitivity analysis shows that the microbubble-enhanced optical at-
tenuation is more sensitive to changes in SO2 of a large blood vessel
rather than to changes in the SO2 of the surrounding tissue. A NIR
signal shows similar sensitivity to changes in the surrounding tissue
SO2 and in the blood vessel SO2.
• Despite using an analytical approximation to determine the radii of
insonified microbubbles, the complexity of this MC model is such that it
is unsuitable for large-scale analysis such as solving the inverse problem
of SvO2 measurement.
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Chapter 5
Perturbation Monte Carlo
In Chapter 4, a method for incorporating microbubble scattering in a Monte
Carlo model for light transport in tissue was presented. It was noted here
that the MC method in this form had several deficiencies. Firstly, the com-
putational time required to simulate enough photons for a convergent result
was prohibitively long; to reduce this time, an analytical approximation was
used to the radius of a microbubble as it oscillates under US which did not re-
quire a full numerical solution of the equation of motion in realtime. Whilst
this approximation matches closely with the numerical solution when the
driving amplitude is low, non-linear components of the oscillation grow with
US pressure and cause the analytical solution to diverge from the numerical
result. In addition, the eventual purpose of this model will be to investigate
the sensitivity of a microbubble-enhanced optical attenuation (MOA) sig-
nal to changes in oxygen saturation, which requires many simulations over a
range of parameters. For this reason, it is necessary to consider MC methods
which are able to generate simulation results for a range of optical properties
more e ciently, which will be the subject of this Chapter.
The flexibility of a Monte Carlo model of light transport makes this a
very useful tool for simulating complex geometries, where analytical models
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such as those based on the di↵usion equation cannot provide a solution. Al-
though a statistical solution can be found for any structure, one drawback
of the MC method is that the length of computational time required for a
solution to converge is very dependent on the geometry of the model [52].
When the tissue to be modelled contains regions of high absorption, such
as blood in large vessels, a prohibitively large number of photons may be
required to produce a convergent light distribution. The explanation for this
is that most photons that pass through the blood are absorbed, leaving very
few which eventually reach the detector. This has been noted, for example,
in the simulation of energy deposited in blood vessels during photodynamic
therapy [58, 79]. In this work MC simulations will be used to investigate
the sensitivity of an optical measurement to a highly absorbing blood vessel.
A NIR signal has been shown to be insensitive to changes in blood vessel
oxygenation, both in theoretical [31] and experimental [76] studies: to model
this situation with su cient precision for sensitivity analysis would require
more computational time than is practical, and so a more e cient technique
was investigated. In this Chapter a MC model based on perturbation Monte
Carlo theory (pMC) will be presented and applied to the problem of highly
absorbing structures within turbid media.
The advantage of pMC is that the results of a light transport model in
di↵erent media with di↵erent optical properties can be generated from a sin-
gle MC simulation [36]. The assumptions required for this are the same as
those made in a standard MC model of light transport, i.e. that the lengths
of the photon free paths are much longer than the optical wavelength (the
weak scattering approximation) and that the acoustic displacement is smaller
than the optical wavelength [107]. The principle of pMC is that this method
only requires knowledge of the pathlength of each photon, and the number of
interactions that photon experienced with the medium. The detected weight
of each photon for a single set of nominal optical properties is recorded by
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the initial MC simulation. To determine what the weight of a photon fol-
lowing the same path in a medium of di↵erent absorption and/or scattering
would be, an additional perturbation term must be applied which depends
on the di↵erence in optical coe cients between the desired medium and the
simulated medium [60, 112]. This reduces the required computational time
greatly, particularly in problems that require small changes in absorption to
be applied such as inverse problems [41] and sensitivity analysis.
Consider a single photon travelling through a medium which contains N
regions of distinct optical properties µˆa,i and µˆs,i. If the weight of a photon,
W , travelling through another medium of di↵erent optical properties µa,i and
µs,i is known, then the new weight of the photon Wˆ in the desired medium
can be calculated given that Si is known by applying a perturbation [115]:
Wˆ = W
Y
1iN
✓
µˆs,i/µˆt,i
µs/µt
◆ji ✓ µˆt,i
µt
◆ji exp( µˆt,iSi)
exp( µtSi)
 
(5.1)
where Si is the partial pathlength (PPL) of the photon within the ith
region, and ji is the number of interactions experienced by the photon in
that region. In the case where the scattering is constant and only the ab-
sorption is perturbed in each region, this expression simplifies considerably
(see equation 5.5) and the number of collisions or scattering events is no
longer required to perform this pMC analysis. The PPLs in each region of
the medium are su cient to reproduce an optical field for any set of absorp-
tion parameters. This process has been shown to be accurate (<1% error)
even when the absorption coe cients are large compared with scattering [60],
where the alternative models based on the di↵usion equation fail.
The aim of this Chapter is to show that a simulation based on pMC can
also be used to model a medium containing insonified microbubbles, whose
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optical scattering varies spatially and temporally. The reflectance on the top
surface of the medium as predicted by the pMC model is compared with
an analytical model based on the di↵usion equation (DE) [84], which can
provide an exact solution in the case of the simple geometries investigated in
sections 5.2.1 and 5.2.2. The pMC model developed in this Chapter is used
later to provide a comparison with the experimental results of Chapter 6, and
to investigate the feasibility of a clinical measurement of oxygen saturation
from a blood vessel with microbubbles (Chapter 7).
5.1 Structure of Sumptuous Bubbles
The pMC model used in this section is based on code developed at UCL,
a↵ectionately known as Sumptuous (simulating ultrasound-modulated pho-
tons), which is based on a modified version of a MC model developed for
acousto-optics [98]. This is a finite-element implementation of a light prop-
agation model within an optically scattering and absorbing medium. The
medium is defined by a tetrahedral mesh, with optical properties specified
for distinct structures within the medium which are subsets of this mesh. In
this work we use two broad classes of tissue type: blood, in this example
contained within a large (2mm) cylindrical vessel with high absorption, and
tissue surrounding the blood vessel, with lower optical absorption. Figure
5.1 shows the dimensions of the tissue structure.
The blood vessel contains microbubbles, which increase the optical scat-
tering. The scattering coe cient for bubbles µs,b is calculated from a numer-
ical Rayleigh-Plesset model (see Section 3.2). This is used to generate the
step lengths of photons travelling within the blood vessel. Inside the vessel
there are two distinct populations of scatterers: the biological medium (with
the properties of venous blood) and intravenous microbubbles. After each
photon free path, it is necessary for the MC procedure to identify which type
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Figure 5.1: The medium structure, containing two distinct regions with inde-
pedent optical properties. A cylindrical blood vessel containing microbubbles
runs parallel to the top surface.
of scatterer the photon has collided with so that the correct scattering phase
function and albedo can be used; if its path terminates in the vessel, this
collision could be with either the background or a microbubble. This is dealt
with using the same mechanism as was developed in Chapter 4, by generat-
ing two random numbers ⇠b and ⇠m. Using these, free paths until the next
bubble collision sb and the next collision with the medium sm are generated
from the Poisson distribution ⇠ = exp
⇥  R s0 µs(r¯, t)ds⇤. This assumes that
the absorption of the microbubbles, µa,b, is zero.
If sb > sm, then the next scattering event is with the biological media,
and the free path will be equal to sm. If sb < sm then the photon will hit a
microbubble first, and the path sm is discarded. This results in an equivalent
pathlength distribution to a material with total scattering µs,b+µs. The US
period is assumed to be much longer than the time of flight of a photon,
and so as the path of each photon is being calculated the scattering µs,b(r)
is fixed. The resultant scattering along a given photon path is found by
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integrating µs,b(r) along that path. This must be performed iteratively in
the MC model, since the free path of the photon will itself depend on the
resultant scattering coe cient. In this implementation µs,b(r) is assumed to
vary piece-wise linearly, with the variation across each acoustic wavelength
divided up into 50 layers. The integral can then be discretised:
  ln ⇠b = µs,b(t, r¯1) h1
cos ✓
+
N 1X
i=2
µs,b(t, r¯i)
h
cos ✓
+ µs,b(t, r¯N)
hN
cos ✓
(5.2)
where h is the width of each layer within which ⇠s,b is assumed constant,
✓ is the angle between the photon direction and the US direction, h1 is
the distance until the photon reaches the first layer transition and r¯i is the
midpoint of the ith layer. The final step hN is adjusted so that it is less
than h and the equality holds. The total pathlength is then sb = h1 +
hN + (N   2)h. Figure 5.2 illustrates the piece-wise linear decomposition
of this photon path within a medium with variable microbubble scattering.
The values of µs,b for each layer are generated as described in Chapter 3,
and stored by the MC code. Once the step size has been generated, and
the type of collision determined, the remainder of the MC process follows a
standard procedure (summarised in figure 5.3). The MC code also contains
some variance reduction procedures [132].
5.2 Validating Sumptuous Bubbles
After tracking the path of each photon from the source to the point where
it is either detected or absorbed, Sumptuous reports the surviving weight of
the photon and its partial pathlengths (PPLs) in the vessel and the tissue
seperately. Using these PPLs, the absorption in either compartment can be
adjusted by post-processing the photon weights according to pMC theory. In
this section, the reflectance detected on the top surface of the tissue is com-
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Figure 5.2: Linear decomposition of a free photon path travelling through a
medium with spatially varying microbubble scattering.
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Is photon located 
inside blood vessel? 
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based on the tissue 
optical scattering μs,t and 
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based on the 
microbubble optical 
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Figure 5.3: Flowchart outlining the process for propagating a photon through
a medium composed of two distinct compartments. One compartment (the
blood vessel) contains both biological scatterers and microbubbles.
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pared with an analytical solution. The fluence in the tissue is calculated using
the di↵usion equation (DE), which is valid when multiple scattering domi-
nates (as is the case in biological tissue, where µs   µa). The single point
beam of light injected on the top surface can be represented by an isotropic
point source at a depth of 1/(µa+µs), which is the depth at which incoming
light no longer retains its directionality but can be treated as isotropic within
the medium [20]. The reflectance R at a distance r from the source was found
using an n-layered model by Kienle et al. [60]. This implements the DE in a
cylinder which can be divided into n horizontal slices with di↵erent µa and µs.
The PPLs of photons reported by Sumptuous are compared with the
values predicted by the modified Beer-Lambert law (MBLL). In the case
where the medium is divided into distinct compartments, the mean PPL in
each compartment is given by:
< li >=
dA
dµa,i
(5.3)
where < li > is the mean PPL in the ith compartment, µa,i is the ab-
sorption in that part of the tissue and A is the attenuation at a point on the
tissue surface.
In this section the Sumptuous Bubbles model is subjected to four tests
in order to validate its output. Firstly the reflectance from a homogeneous
medium without microbubbles is compared with an analytical DE solution, in
order to confirm that the additional code included in the model which handles
the possibility of microbubble scattering has not a↵ected the performance
of the model when the microbubble concentration is set to zero. Secondly
microbubbles are added to the medium, and the simulated reflectances with
and without US insonification are compared with the DE solution. These first
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two tests validate the handling of spatially and temporally varying optical
scattering from microbubbles (equation 5.2). Next a blood vessel structure
is added to the medium, and the partial pathlengths of photons within the
surrounding tissue and within the vessel are validated against those estimated
using the MBLL. Finally these PPLs are used to generate a reflectance from a
highly absorbing blood vessel by applying pMC theory to a simulation with
nominal optical absorption. This result is compared with the reflectance
generated from a standard MC simulation with the same high absorption, in
order to validate the pMC analysis.
5.2.1 Homogeneous medium
Firstly the reflectance is calculated from the weights of photons detected
on the top surface of the tissue. A homogeneous medium is used in this
case, i.e. the blood vessel is assigned the same optical properties as the
surrounding tissue. The dimensions of the medium are 100 mm x 100 mm x
50 mm. The reflectance can therefore be compared with the DE solution for
a homogeneous medium. No microbubbles are present, and the medium has
optical scattering µ0s = 20cm
 1 and low absorption µa = 0.1cm 1 to ensure
that light propagation is in the di↵usion regime. The reflectance is calculated
using a series of ring detectors at a distance r from the source, each with a
radial width  r, so that the reflectance is given by:
R(ri) =
P
Wi
2⇡ri rN
(5.4)
where R(ri) is the reflectance at radial distance ri,
P
Wi is the total of
all photon weights detected in the ith ring and N is the total number of pho-
tons launched from the source. The radially-resolved reflectance is shown on
figure 5.4, along with a DE solution for the same optical parameters.
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Figure 5.4: Radially-resolved reflectance from MC results and pMC analysis,
compared with equivalent DE solutions.
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These results for µa = 0.1cm 1 are then re-processed using the pMC
approach. The weights of each photon are rescaled for a new absorption
value of µˆa = 0.05cm 1 according to each of their pathlengths li:
Wˆi = Wi exp
 µˆali
 µali (5.5)
where Wi is the detected weight of each photon and Wˆi is the weight for
the new perturbed absorption value. The resulting reflectance is compared
with the theoretical DE result (shown in figure 5.4), showing close agree-
ment more than a few mm from the source where light is in the di↵usion
regime. This test confirms that the code added to the model which handles
the possibility of microbubble scattering has not a↵ected the performance of
the model when the microbubble concentration is set to zero, and validates
the basic photon transport model in Sumptuous.
5.2.2 Microbubbles with and without insonification
In this section the handling of microbubble scattering by the MC model is
validated: to compare this with the n-layer DE [60], a structure of 50 layers
per acoustic wavelength was chosen (i.e. h =  a/50, see equation 5.2). The
scattering for each layer was calculated as the sum of the background µs plus
the microbubble µs,b at that location, assuming a microbubble concentration
of ⇢b = 105mm 3. The first layer had a larger depth of 1 mm, to ensure that
the isotropic point source was located in this slice. In half of the simulations,
the medium was insonified with US at a frequency of 1 MHz (and therefore
wavelength of 1.5 mm) and peak pressure 100 kPa.
Where z > 1 mm, both microbubbles and background scatterers were
present as shown in figure 5.5 (with no vessel structure included here). A
large background scattering of µ0s = 12 cm
 1 and low absorption of µa = 0.05
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cm 1 were chosen so that the fluence was isotropic. Reflectance was also
computed with the MC model with identical background scattering (and a
1 mm ‘bu↵er’ layer to match the DE solution), and figure 5.6 shows that
these results agree within 5 cm of the source. This process was repeated
with the US field turned on, in which case the microbubble scattering now
varies in each of the n layers according to the solution from Section 3. This
is handled by the MC model using piece-wise integration along photon paths
as previously described.
 
1 mm  
(background scatterers, 
µs’=12cm
-1) 
49 mm  
(background scatterers 
+ microbubbles,  
ρb=10
5 mm-1) 
100 mm  
 
100 mm 
US propagation 
(plane wave) 
Figure 5.5: Geometry of the simulation for the homogeneous medium con-
taining microbubbles. Within 1 mm of the source there are no microbubbles,
so as to match the di↵usion equation solution. Photons are injected at the
centre of the top surface.
The agreement of the MC results with the DE solution gives confidence
that the process used to generate photon free paths between microbubble
scattering events is reliable, and can handle the situation where microbubble
scattering varies over a short distance scale (0.03 mm). The US wavelength
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Figure 5.6: Reflectance for a homogeneous medium containing microbubbles,
with and without US applied. This is compared with a DE solution for an
equivalent n-layered medium.
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used in this validation is chosen to be the same as that used in the exper-
imental and theoretical studies presented in the following Chapters of this
thesis.
5.2.3 Partial pathlength tracking
The tracking of photon pathlengths is now compared with an analytical result
from the Beer-Lambert Law (BLL). The homogeneous case will be addressed
first. Equation 5.3 is used to calculate the mean pathlength of photons
arriving at a given detector position on the top surface. The pMC procedure
previously described is applied to each photon weight to give a 1% change in
µa. The resulting change in attenuation is then  A = log(I/Iˆ), for a given
absorption change  µa = µˆa   µa. This BLL estimate is compared with the
mean pathlength of all detected photons reported by Sumptuous:
hli =
P
WiliP
Wi
(5.6)
where Wi and li are the weights and pathlengths of all photons detected
at a certain radius from the source. Figure 5.7 shows the agreement of the
mean pathlengths of photons calculated by these two methods.
A similar analysis is now performed for the case where the tissue is no
longer homogeneous, and the medium is seperated into two compartments.
A cylindrical blood vessel is now included (see figure 5.1), and the PPLs of
photons moving within the vessel are tracked seperately from their PPLs in
the surrounding tissue. The absorption in the blood vessel is large compared
with the surrounding tissue: µa,v = 5cm 1 in the vessel and µa,t = 0.05cm 1
in the tissue. The PPL in the vessel, lv, is estimated by varying µa,v by 1%
and applying equation 5.3. Figure 5.8 shows these theoretical results for the
PPL of photons detected at a distance r from the source, compared with the
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Figure 5.7: Mean pathlength through a homogeneous medium of photons
detected at a given radius from the source. The theoretical result is calculated
using the Beer-Lambert Law.
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actual values tracked by the MC simulation.
The PPLs tracked by the model have been shown to agree with analytical
results, and so those PPLs are used in the final section of this Chapter to test
the pMC algorithm. This algorithm is applied to the results of a simulation to
generate an optical distribution for a medium of di↵erent optical properties.
Figure 5.8: Mean partial pathlength of photons within the vessel in the case
of an inhomogeneous medium, detected at a given radius from the source.
The modified Beer-Lambert Law is used to calculate the theoretical result.
5.2.4 pMC in a heterogeneous medium
Finally the pMC algorithm is applied in the non-homogeneous case, with the
blood vessel structure now present. Since the PPLs of photons are tracked
seperately for both compartments, it is possible to vary the absorption in
the vessel µa,v independently from the absorption in the surrounding tissue
µa,t. In this section the results of a pMC simulation are compared with a
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standard MC simulation with equivalent optical properties.
The pMC results are generated by running a MC simulation with nominal
optical properties of µa,t = µa,v = 0.05cm 1. Equation 5.5 is applied to each
photon to produce photon weights for a di↵erent set of optical parameters
µˆa,t and µˆa,v, using the tracked PPL values lt and lv. Figure 5.9 shows the
pMC results for two sets of properties calculated in this way, compared with
the reflectance from a standard MC simulation performed with the same ab-
sorption parameters without perturbation analysis.
Figure 5.9: Radially-resolved reflectance for two sets of optical parameters,
calculated using pMC from one result with nominal µa,v and µa,t. This is
compared with the result from a standard MC simulation.
This section has confirmed that the reflectance from a medium containing
a highly absorbing blood vessel can be generated by applying pMC theory
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to a MC simulation with nominal (low) optical absorption. The Sumptuous
Bubbles model validated here is used in the following Chapters. This will
provide comparative results to accompany an experimental measurement of
microbubble-enhanced optical attenuation. Sumptuous Bubble is also used
to investigate theoretically the limitations on applying this microbubble-
enhanced optical technique to a clinical application, such as in vivo mea-
surements of oxygen saturation from a large vein.
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Chapter Summary
• pMC can be used to produce radially-resolved reflectance from struc-
tures with di↵erent optical properties by post-processing the same set
of MC data.
• For a homogeneous cylindrical medium, the reflectance produced by
the pMC method using the Sumptuous model agrees closely with the
DE solution.
• The implementation of insonified microbubbles with Sumptuous is val-
idated by comparing the simulated reflectance with an n-layer DE so-
lution, showing good agreement.
• The photon pathlengths reported by Sumptuous are also validated
against an estimate of the total and partial pathlengths made by ap-
plying the BLL (and MBLL) to the reflectance measurements.
• pMC simulations with a cylindrical blood vessel structure have been
made for a range of absorptions within the vessel, producing reflectances
which agree closely with those generated from a MC siulation.
• Sumptuous Bubbles therefore provides a reliable basis for estimating
light transport through a turbid medium containing microbubbles, and
is used further in the following Chapters of this thesis.
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Chapter 6
Experimental Sensitivity
Analysis of
Microbubble-enhanced NIRS
In Chapter 4 the modulation of light from a laser source by ultrasound was
modelled and shown to be enhanced by the presence of microbubbles: these
preliminary studies suggested that microbubbles may provide an increased
modulation both with a coherent speckle detection approach and also a DC
shift in light intensity. There were several questions outstanding from these
results, and this chapter will attempt to address these.
Firstly the e↵ect of microbubble concentration on the ultrasonic modula-
tion was not investigated, and so the results cannot confirm whether an e↵ect
would be observed at clinically relevant concentrations. At concentrations
above s 2⇥ 105 mm 3 the assumptions of the acoustic model are no longer
valid as multiple scattering becomes relevant [30, 125]. Several techniques
have been used by other groups to quantify the number concentration of
microbubbles in a suspension, and also to estimate their size distributions.
One such technique uses electro-impedance sensing devices such as Coulter
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counters [29,113,136]. Some groups have reported that the size distributions
generated by this technique vary depending on the microbubble preparation
method [106]. Other groups have used optical methods such as low-angle
laser di↵raction [66, 88]. Direct observation under optical microscopy is also
well-established [8, 119] and continues to be a popular technique [3, 27]. A
recent study [114] has shown that the variability in optical microscopy tech-
niques is su ciently low for it to provide useful estimates of microbubble
size distribution and concentration, and so this approach was adopted in
this work. In addition to the question of concentration, clinical standard
(SonoVue) microbubbles were used and compared with the polymer-shelled
Expancel bubbles investigated in the preliminary study.
The majority of experimental studies into the detection of ultrasound-
modulated di↵usive light [24] have focused on the phase modulation of co-
herent light, using either single-point autocorrelation detection [39,70,82,83],
parallel detection methods [5, 71, 138], photorefractive crystal interferome-
try [90, 102] or a spectral filtering technique known as spectral hole burn-
ing [73]. A number of groups have also studied non-phase mechanisms which
do not require coherent light. These mechanisms, which rely on local changes
in absorption, scattering and refractive index in an insonified medium, have
been modelled [37, 63, 78] and detected experimentally in the case of flu-
orescence [61]. Microbubbles have also been used by one group [139, 140]
to provide signal enhancement to US-modulated fluorescence detection by
modulating the quenching e ciency of the system. In this work however mi-
crobubbles are used directly as a contrast agent, providing additional optical
scattering which can be modulated as a result of US-driven radial oscillations.
Contrast agents such indocyanine green have been used previously [69] in
biomedical NIR imaging to provide additional absorption in measurements
of blood flow, but this work is the first example (to the author’s knowl-
edge) of a scattering contrast agent for NIRS. One group [40] has reported
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an increase in a frequency-domain AO signal using microbubbles, however
the detection method used in this work remains somewhat unclear. Pressure
contrast techniques have also been used in AO imaging [64] to di↵erentiate
between first and higher order US-modulation: in the work described below
a similar pressure contrast method was used to provide a di↵erential NIRS
signal from a microbubble filled phantom.
The sensitivity of the microbubble-enhanced optical attenuation signal to
US pressure will also be addressed in this chapter. Whereas focused US is
generally used to achieve high spatial resolution in phase-based AO imag-
ing [90], in this technique the source of the modulated signal is defined by
the location of the microbubble suspension, and so unfocused US is used
to increase the volume over which modulation occurs. Although the opti-
cal properties of turbid media without microbubbles are also expected to
be modulated by US, modelling suggests [78] that these non-phase mecha-
nisms are two to three orders of magnitude smaller than similar phase-based
AO e↵ects, and so will be negligible compared with microbubble-enhanced
modulation.
6.1 Experimental Protocol
6.1.1 Detection Geometry
The experimental studies discussed in this chapter involve transmittance
measurements of NIR light transmitted through a clear silicone gel phantom
(Encapso K). This phantom contains a cuboidal hollow filled with intralipid
and a microbubble suspension to provide optical scattering and absorption.
A schematic of this setup is given in figure 6.1. The silicone phantom was
suspended above a water bath, with the lower surface of the phantom sub-
merged by approximately 5 mm. The external and internal dimensions of
this phantom are given in figure 6.2. The internal capacity of the phantom
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was 18 mL.
780 nm 
laser 
source 
Fibre-
coupled 
photon 
counter 
water 
air 
US 
transducer 
60 mm 
Figure 6.1: Experimental geometry, with hollow liquid-filled phantom in the
centre.
6.1.2 Ultrasound Calibration
The US transducer used in this experiment was an A392S-SU Olympus im-
mersion unfocused cylindrical transducer, with central frequency 1 MHz,
nominal element diameter 39 mm. The transducer was positioned 60 mm
below the phantom, as shown in figure 6.1, to avoid near-field e↵ects. The
input voltage was provided by an Agilent 33522A signal generator amplified
by an RF amplifier. There is a limit to the driving voltage which can be
supplied to this transducer to ensure that it does not overheat and depole
the crystal [93]. Therefore the excitation voltage should provide no more
than an average power of Pave = 125 mW, which is related to the root mean
square (RMS) voltage Vrms by:
Pave =
DcV 2rms
Z
=
DcV 2p p
8Z
(6.1)
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Figure 6.2: Dimensions of tissue phantom, viewed (a) from above, and (b)
from the side.
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where Dc is the duty cycle (i.e. the fraction of time for which the voltage
is non-zero), Z = 50 ⌦ is the impedance of the transducer and Vp p is the
peak-to-peak (P-P) input voltage. In this work, the signal generator is used
to provide a burst of 5 cycles of a 1 MHz sinusoid, at a repetition frequency
of frep. The maximum P-P voltage output by the signal generator is 270 mV,
which is amplified by approximately 54.8 dB by the RF amplifier (1020L, RS,
USA) to provide a maximum P-P input of 148 V to the US transducer. From
equation 6.1 it is then possible to calculate the maximum duty cycle (and
therefore the maximum repetition frequency) which can safely be used. This
gives a maximum duty cycle of approximately Dc = 0.25%. As explained
in Section 6.1.3, the optical measurements with and without US present are
taken in an interleaved way, so that the signal generator is only active for
half of the total measurement period. Therefore twice this duty cycle was
used. A duty cycle of Dc = 0.5% with a pulse length of 5µs corresponds to
a repetition frequency of frep = 1 kHz.
A needle hydrophone (1 mm diameter, Precision Acoustics, USA) im-
mersed in the liquid region of the phantom was used to measure the US
beam profile, and to confirm that reflections from the top and sides of the
phantom did not overlap with the incident pulse. The peak voltage measured
by the hydrophone was used to estimate the peak negative pressure (PNP)
within the phantom, given a calibration factor of 2302 mV MPa 1 (see table
6.1). The recorded US pulse in the middle of the phantom was also used to
ensure that the optical detection system was active only while the phantom
was insonified. This process is explained in the following section (6.1.3).
6.1.3 Optical Detection System
The laser source used in this study was a NIR laser (FCLM780.25-PLR48-
H-MM, Ondax, USA) with a central wavelength of 780 nm. This was mul-
timode fibre-coupled and fixed in position in the centre of the large face of
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Pre-amplified input Amplified input Hydrophone US PNP
P-P voltage (mV) P-P voltage (V) P-P voltage (mV) (kPa)
20 11 34 7.4
50 27 79 17
100 55.0 174 37.8
150 82.4 266 57.8
200 110 372 80.8
230 126 432 93.8
270 148 512 111
Table 6.1: US transducer P-P input voltage, and the maximum P-P voltage
recorded by the needle hydrophone. A conversion factor of 2302 mV MPa 1
was used to estimate the peak negative US pressure.
the phantom (see figure 6.1). The detector was a single photon detecting
module (SPCM-AQRH-14-FC, Perkin Elmer, USA), which was coupled to
the opposite side of the phantom by a multimode optical fibre. A neutral
density filter (OD of 4) was fixed between the source and the phantom to
avoid saturating the photon counter. The photon detector was connected
to an analogue to digital converter (ADC, USB-6221, National Instruments,
USA) which provided a digital count of the number of photons recorded.
As explained in Section 6.1.2, the duty cycle of the US pulses was very
low (0.5%). In order to record only the US-modulated optical signal, time-
gating was applied to the ADC so that photons were only counted while the
phantom was insonified. This gating pulse was of the same duration and
repetition frequency as the US input pulse but phase-shifted to account for
the travel time of sound from the transducer to the phantom. A single-pulse
counting mode built in to the hardware of the ADC (digital input PFI8)
was used to record the number of pulses arriving from the photon detector.
This responds to the increasing edge of a voltage spike and has a very high
timing resolution [92] (50 ns) compared to the US frequency, so that photons
are not ‘lost’ during the device’s latency period. However the rate at which
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this counter can be read from the hardware using LabView is the limiting
factor in the timing resolution of this setup. The maximum sample rate is
250 kHz, so it is only possible to record the number of photons which have
arrived within a 4 µs interval. Therefore information about the arrival times
of individual photons cannot be retrieved, which limits the application of this
technique to measuring mean light levels (DC signal) rather than measure-
ments of optical correlation (AC signals). In this way the experiment could
discriminate between photons which travelled through the medium while the
microbubble suspension was insonified and those which arrived at the detec-
tor during the latency period between US pulses.
The average photon count was recorded both with US applied and in the
absence of US. These measurements were taken in an interleaved pattern:
for 5 seconds, US was applied with a 0.5% duty cycle and the photon count
was recorded (with time-gating). For the following 5 seconds, the US was
turned o↵ and the photon count was recorded in a similar way. This process
was repeated for a total of 30 seconds. After this point the phantom was
lightly stirred to ensure the microbubbles were still well distributed, and the
process repeated 10 times. The photon count was therefore averaged over
150 seconds in total to provide each measurement. For the duty cycle used
here, this corresponds to 150 ⇥ 0.005 = 0.75s of time for which the photon
counter was recording. This measurement pattern is summarised in figure
6.3.
The average photon count per second with US, proportional to IUS, and
the photon count per second without US, proportional to I, were used to
calculate a measure of microbubble-enhanced optical attenuation (MOA):
MOA = AUS   A = log I0
IUS
  log I0
I
= log
I
IUS
(6.2)
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Figure 6.3: Diagram summarising the experimental protocol for each 30 sec-
ond loop, in which photon counts with and without US are both recorded,
switching between either mode every 5 seconds. In both modes, photons
are only recorded for 5 µs in each 1 ms to allow cooling time for the US
transducer.
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as defined in Section 7.3. Figure 6.4 shows an example of the photon
counts recorded using this experimental configuration. The mean photon
arrival rates are calculated by taking a cumulative mean of each sample
recorded, so that the uncertainty in the mean count reduces with time as
each new sample is taken. The sample rate for the ADC is 100 Hz. From
figure 6.4 it can also be seen that the di↵erence in photon count recorded
with and without US is signficant compared to the measurement uncertainty
when microbubbles were used, but not significant where the phantom only
contained intralipid.
Figure 6.4: Cumulative mean photon count, calculated over all previous
samples recorded by the ADC. The ADC sample rate is 100 Hz.
6.1.4 Quantifying Microbubble Concentration
Although other methods for measuring the concentration of a microbubble
suspension have been discussed [29, 113, 136], optical microscopy has been
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widely used [3, 74, 89, 114] and accepted as a reliable technique. Two dif-
ferent preparations of microbubbles were used in this study. SonoVue is a
commonly used UCA for diagnostic US imaging, manufactured by Bracco
UK Ltd. A clinical preparation of SonoVue consists of 25 mg of lyophilised
powder which is reconstituted by mixing with 5 ml of sodium chloride solu-
tion (9 mg/ml, 0.9% w/v), forming phospholipid bubbles containing sulfur
hexafluoride. This liquid suspension was prepared according to the instruc-
tions supplied by the manufacturer. Expancel consists of polymer gas bub-
bles used in industrial processes and is manufactured by Casco Products
AB, Sweden. These bubbles have a mean radius of approximately 12 µm
according to manufacturer specifications [125], which is larger than expected
for a standard preparation of SonoVue (2.5-6 µm [89]). Expancel is supplied
in powdered form, and was mixed with de-ionised water to form a suspension.
Optical measurements of these microbubble suspensions were made using
a 400x magnification DS100 microscope (40x objective, 10x eyepiece) manu-
factured by VWR, with integrated 1.3 megapixel CCD camera. A sample was
prepared for imaging using a haemocytometer (improved Neubauer, Weber,
UK), which provides a square calibration grid in intervals of 0.05 mm. Fol-
lowing a procedure described by Sennoga et al. [114], 10 µL of microbubble
suspension were introduced to either side of the haemocytometer counting
chamber using a pipette. The sample was then left for 3 minutes to allow
the microbubbles to float to the top of the haemocytometer. 50 microscope
images were taken from the counting chamber for each sample, and a cali-
bration factor of 0.188 µm pix 1 calculated by measuring the length in pixels
of each 0.05 mm square. Images were analysed using LabVIEW software
specifically written for this purpose. Other groups [3] have designed sim-
ilar MATLAB-based software, however preliminary studies suggested that
the contrast of the microscope images obtained varied too greatly for this
software to provide a reliable estimate of microbubble concentrations. An
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additional image processing stage was required to locally threshold each im-
age in order to convert it into a 2 bit binary image without ‘losing’ bubbles
which happened to lie in regions of low contrast. The bubble concentration
⇢b was estimated by counting the number of bubbles in 100 images; any bub-
bles smaller than 0.5 µm (estimated by measuring their diameter in pixels
and applying the calibration factor 0.188 µm pix 1) were assumed to be im-
age artefacts or small impurities and were discarded. The total volume of
fluid represented by each image was then calculated from the width of the
square haemocytometer grating (l = 0.05 mm) and the depth of the counting
platform (d = 0.1 mm), giving a bubble concentration of:
⇢b =
Pn
i=1Ni
nl2d
(6.3)
where Ni is the number of bubbles counted in the ith image and n is the
total number of images analysed.
The SonoVue manufacturer’s guidelines suggest that a standard 5 ml
preparation contains an average concentration of between 2 and 5 ⇥ 105
mm 3. Figures 6.5 and 6.6 show examples of the microscopy images col-
lected from a solution of Expancel and a standard preparation of SonoVue.
The Expancel bubbles were generally larger and appear more opaque than
those in the SonoVue suspension. The density of the SonoVue sample, as
measured by the LabVIEW image analysis script, was (1.60 ± 0.02) ⇥ 105
mm 3. This is slightly lower than that suggested by the manufacturer’s in-
structions, but of the same order of magnitude.
In the case of SonoVue, this concentration was larger than the theoretical
limit above which multiple scattering dominates, as derived in Section A.5,
and was also larger than the concentrations reached in vivo. Therefore the
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standard preparation was diluted in deionised water in the following studies
to achieve lower concentrations.
Figure 6.5: Microscopy image of an Expancel suspension, with measured ⇢b
of 2⇥ 104 mm 3.
Figure 6.7 shows a histogram of the radii of a SonoVue sample and of an
Expancel sample. The mean radius of SonoVue microbubbles in this sample
was 1.16 µm, and the mean radius of Expancel was 1.85 µm. In the case of
SonoVue this radius was smaller than the manufacturer’s guidelines suggest,
but comparable with the sizes reported by other groups [3] who have used a
similar optical microscopy approach.
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Figure 6.6: Microscopy image of a SonoVue suspension, with measured ⇢b of
1.6⇥ 105 mm 3.
118
Figure 6.7: Histogram of the radii of microbubbles from suspensions of
SonoVue and Expancel. The results are presented as the percentage of the
total number of bubbles counted in that sample which have a radius within
a given range (the width of each histogram bin is 0.2 µm).
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6.1.5 Simulated Results
The experimental results presented below were compared with theoretical re-
sults produced by the Sumptuous Bubbles MC code. These comparisons are
used to assess the validity of the MC code and of the theoretical description
of microbubble-enhanced optical attenuation presented in Chapter 3, which
underpins the simulations.
The simulation geometry consists of a finite element mesh with the same
dimensions as the phantom, as given in figure 6.2. The external solid section
of the phantom has negligible scattering and absorption properties, being
made of clear silicone gel (µs = 0.01cm 1 and µa = 0.0001cm 1). The
optical properties of the internal liquid section are derived from published
scattering and absorption values for intralipid [121]. For a 0.1% solution of
intralipid these properties are estimated to be µs = 4.8cm 1, g = 0.77 and
µa = 0.011cm 1.
The presence of SonoVue microbubbles in this liquid section of the phan-
tom provides additional scattering: this optical scattering is modulated by an
applied US field. This field is modelled as a cylindrical beam of plane-wave
US, with a diameter corresponding to the specifications of the US transducer
used in this experiment (39 mm). Outside of this cylindrical beam the US
pressure is assumed to be zero. The US field is centred on the bottom face of
the phantom, and propagates upwards. The resulting spatially and tempo-
rally varying optical scattering of the insonified microbubbles is precalulated
as described in Section 5.1.
The microbubble-enhanced optical attenuation is measured by recording
the number of photons arriving at a circular area detector with a radius of
1 mm, centred on the face of the phantom opposite the source. This photon
count is recorded for the cases where the US field is turned on and where it
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is o↵, which provides a measurement of the MOA. An average is taken over
five time points, equally spaced across one cycle of the US field. This gives
the mean photon count detected with the US turned on, with 300 million
photons used for each simulation.
6.2 E↵ect of US Pressure
In this section stock solutions of Expancel and SonoVue microbubbles were
used, and the concentrations measured to be 2⇥104 mm 3 and 1⇥105 mm 3
respectively. In the case of the SonoVue solution, this has been diluted from
the standard clinical preparation using deionised water. The silicone phan-
tom was then filled with 9 ml of this stock solution and 9 ml of an intralipid
stock solution, so that the resulting concentrations within the phantom were
half of that in the stock solutions. The intralipid stock solution was pre-
pared at a concentration of 0.2%, so that the phantom then contained 0.1%
intralipid. This provides a background scattering coe cient of approximately
4.8 cm 1 [121].
The light intensities with and without US applied to the medium were
measured according to the protocol described in Section 6.1.3. A range of US
pressures were applied to assess the e↵ect of pressure on the microbubble-
enhanced change in optical attenuation (MOA). In each case the pressure
was measured by needle hydrophone, and converted using a known calibra-
tion factor for the device (see table 6.1). These results are shown in figure
6.8. This demonstrates clearly that an AO modulated DC signal was not
detectable above background noise without microbubbles present: with both
Expancel and SonoVue this signal was significant and increased with applied
US pressure. It can be inferred that microbubble destruction did not occur
at the maximum pressure available from this transducer, 111 kPa with 5 cy-
cle pulses, since the MOA signal was consistent, repeatable and significantly
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di↵erent to the signal detected without microbubbles. This is consistent with
other studies using SonoVue [22]. It should be noted when comparing the
magnitudes of the MOA signals that the concentrations of SonoVue and Ex-
pancel were not equal.
Figure 6.8: Experimental measurements of a microbubble-enhanced US-
modulated NIR signal. The peak negative US pressure is varied and applied
to suspensions of SonoVue and Expancel in intralipid, and also to intralipid
without microbubbles as a control. The error bars are generated by find-
ing the error in the mean from 10 repeated measurements. The MC results
are only valid for the case of SonoVue microbubbles, since the parameters
describing the microbubbles in the model are taken from experimental mea-
surements of SonoVue. There are currently no published model parameters
for Expancel microbubbles.
Following these measurements with SonoVue and short (5 cycle) US
pulses, CW US of 0.11 MPa was applied to the phantom for 30 seconds.
Many groups have observed that CW US can result in instability and de-
struction of microbubbles [72], even for lower pressures than those at which
pulsed US routinely disrupts microbubbles [124]. Microscopy was performed
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on a 20 µL sample taken from the phantom following this CW burst, con-
firming that few microbubbles remained: the concentration of microbubbles
fell from 5⇥ 104 mm 3 to 5 ⇥ 103 mm 3. The US-modulated optical signal
was then recorded using the same protocol as described previously, using 5
cycle pulses at 0.11 MPa. Figure 6.8 shows that the MOA then falls to a
level equivalent to a negligible microbubble concentration.
6.3 E↵ect of Microbubble Concentration
In the next part of the study, the sensitivity of the MOA signal to the concen-
tration of microbubbles in the phantom was investigated. For each prepared
suspension of Expancel and SonoVue, a bubble concentration ⇢b was esti-
mated according to the process described in Section 6.1.4. Figure 6.9 shows
the MOA signal measured for a range of concentrations of Expancel; figure
6.10 shows these results for suspensions of SonoVue microbubbles. In each
case the input voltage for the US transducer was 230 mV P-P (before am-
plification), which was measured by needle hydrophone to result in a peak
negative pressure of 93.8 kPa inside the liquid phantom.
From figures 6.9 and 6.10 it can be seen that below a critical concentration
⇢b no significant MOA is observable. This is of a similar order of magnitude
for both Expancel and SonoVue (0.4 0.6⇥104mm 3). The increase of MOA
with ⇢b appears approximately linear at intermediate concentrations, but in
the case of SonoVue becomes non-linear above approximately 3⇥ 104mm 3.
It is known that as the concentration becomes su cient that microbubbles
are only several radii apart secondary radiation e↵ects dominate [30, 125],
and as such non-sphericity in bubble oscillations is expected. By compar-
ing the magnitude of the MOA for SonoVue and Expancel suspensions of
1 ⇥ 104mm 3 it can be seen that the modulation due to Expancel is larger
(approximately 0.07 compared with 0.02): this is consistent with the obser-
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vation that Expancel microbubbles are larger and more opaque, therefore a
higher optical scattering would be expected.
Figure 6.9: Experimental measurements of a microbubble-enhanced US-
modulated NIR signal using Expancel suspensions of di↵erent concentrations.
6.4 E↵ect of Background Scattering
The e↵ect of the background scattering of the medium in which the microbub-
bles are suspended is investigated in this section. A dilute (0.1%) intralipid
solution provides background optical scattering of 4.8 cm 1 [121], which is
of a similar order of magnitude as the scattering measured in some human
tissues such as the forehead and abdomen [127]. By changing the dilution
factor of the intralipid solution, this background scattering can be varied in
order to demonstrate the sensitivity of a microbubble-enhanced NIR signal
to this variable.
The intralipid concentration was varied from 0.1% up to 2.0%. Table 6.2
shows the estimated optical scattering provided by each solution of intralipid.
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Figure 6.10: Experimental measurements of a microbubble-enhanced US-
modulated NIR signal using SonoVue suspensions of di↵erent concentrations.
Solid crosses show the experimental results, and the circles are corresponding
MC simulations. (Simulated intralipid parameters: g =0.77, µs =4.8cm 1,
µa =0.011cm 1)
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Intralipid concentration E↵ective µs
(%) (cm 1)
0.10 4.8
0.15 7.1
0.20 9.5
0.50 24
1.0 48
2.0 95
Table 6.2: Intralipid concentrations used in this study, with the estimated
optical scattering provided by each solution [121].
Figure 6.11 shows the e↵ect on the MOA signal of increasing the concen-
tration of intralipid in the phantom. Increased background scattering reduces
the MOA, until at around 20 cm 1 no significant signal is detected. The un-
certainty in the measurement also increases as the scattering increases, since
this is accompanied by a drop in the overall light intensities detected (both I
and IUS). This result suggests that there is a limit on the optical scattering
of a biological medium in which this technique could be successfully applied.
Figure 6.11 shows that no signal can be detected over the noise floor from
intralipid with e↵ective scattering µ0s = 24 ·(1 0.77) = 5.5cm 1. The optical
properties of tissue vary somewhat [32], but a recent study of breast tissue
gives an estimate of µ0s = 8.5± 2.1cm 1 (at 780 nm) [21]. It can be inferred
from this that an in vivo measurement of MOA would require instrumenta-
tion at least as much resolving power as the photon counting setup used here.
Of course the resolution of such an in vivo system would also depend on the
geometry of the target blood vessel: in this case the measurement is taken
in transmission mode through 17 mm of intralipid, whereas reflection mode
is more appropriate in vivo. This question is addressed by the theoretical
study presented in the following Chapter.
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Figure 6.11: Experimental measurements of a microbubble-enhanced US-
modulated NIR signal using SonoVue suspensions of di↵erent concentrations.
There are no corresponding MC results available. This is because it is not
possible to vary the scattering coe cient with the pMC model used here:
in order to vary µs it is necessary to record the number of scattering events
experienced by each photon in the simulation, which increases the computa-
tional time required.
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Chapter Summary
• The concentrations of suspensions of Expancel and SonoVue microbub-
bles have been quantified by optical microscopy, and the size distribu-
tions are in agreement with manufacturer’s values and previous studies.
• Amicrobubble-enhanced NIRS signal has been detected in transmission
through a 17 mm of intralipid using unfocused US modulation.
• The magnitude of the MOA increased with applied US pressure in the
case of both Expancel and SonoVue microbubbles.
• Above a critical microbubble concentration (which is comparable for
populations of Expancel and SonoVue, around 5⇥ 103) the MOA mag-
nitude increases with concentration, this relationship becoming increas-
ing non-linear at high concentrations.
• As background scattering and absorption of the phantom increase this
MOA signal becomes weaker, putting a limit on the types of turbid
media or tissue in which this technique could be used (µ0s = 5.5cm
 1
in this case).
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Chapter 7
Theoretical Study of Venous
Oximetry Using
Microbubble-enhanced NIRS
In this Chapter I will present a method for extracting an absolute measure-
ment of venous oxygen saturation (SvO2) from an US-modulated NIR signal
with microbubble contrast enhancement. The purpose of this is to investi-
gate the limits of the experimental technique demonstrated in Chapter 6,
and discuss whether it could be applied in vivo for clinical monitoring of
SvO2. Using MC simulations of US-modulated light with microbubbles in a
physiologically relevant geometry I will address questions such as whether it
is possible to isolate the contribution from changes in oxygenation of a large
blood vessel from changes in the surrounding tissue containing smaller ves-
sels. This MC modelling technique will also provide an estimate of the mag-
nitude of a microbubble-enhanced NIRS signal which can be detected from a
highly absorbing blood vessel in reflection mode, to determine whether this
is su cient to be clinically useful.
Continuous clinical monitoring of tissue oxygen saturation (StO2) using
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NIRS is already regularly used [32]. NIRS has been used to successfully
measure other haemodynamic variables such as cerebral blood volume and
cerebral metabolic rate in neonates [105], however attempts to measure ve-
nous oxygen saturation have reported that standard NIRS techniques can
only detect a linear combination of arterial and venous saturations [135].
Clinical measurement of central venous oxygen saturation (SvO2) in inten-
sive care medicine generally requires an invasive catheter to be fitted, a
procedure which carries significant patient risk [104]. This has motivated
studies into non-invasive techniques such as NIRS and photoacoustic imag-
ing [95], with limited success at present: recent work suggests that absolute
central SvO2 cannot be accurately predicted by NIR measurements taken
on the forehead [128], although relative changes can be predicted provided
that bulk physiological changes do not occur. Further studies have shown
that although regional NIRS measurements of SO2 correlate with saturation
changes in the right atrium, inferior vena cava, superior vena cava and pul-
monary artery [7] they are not necessarily a predictor of absolute SvO2.
The approach taken in this Chapter is to model an US-modulated light
signal detected from the pulmonary artery after an injection of microbubble
contrast agent. Microbubbles are currently used clinically to improve the
contrast in diagnostic US imaging in the pulmonary artery [34] and other
areas of the heart. Preliminary simulations (see Chapter 4) have suggested
that an US-modulated DC light signal enhanced by microbubbles correlates
with absorption changes in a deep vessel, and so this situation is investigated
further using a theoretical model. An algorithm based on the Modified Beer-
Lambert Law is developed to extract an absolute measurement of SvO2 from
a dual-wavelength microbubble-enhanced NIRS signal, modelled using the
pMC code validated in Chapter 5.
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7.1 Simulated Pulmonary Artery Measure-
ments
In this section the Sumptuous Bubbles MC code, which was validated in
Chapter 5, is used to simulate an AO measurement from a large blood vessel,
such as the pulmonary artery. The turbid medium is defined by a tetrahedral
mesh, composed of two broad classes of tissue type: blood, contained within
a large (10 mm diameter) cylindrical vessel with high absorption, and tissue
surrounding the blood vessel, with lower optical absorption. Microbubbles
are added to the blood vessel, which increase optical scattering.
Photons are injected at a point source 10 mm above the centre of the
blood vessel, and recorded at a 10 mm x 10 mm area detector positioned
20 mm from the source as shown by figure 7.1. Plane-wave US propagates
downwards from the top surface of the tissue. This causes the microbubbles
to oscillate radially as described in Chapter 3, with optical scattering µs,b(r, t)
which now varies temporally and spatially in a constant phase relationship
with the US. The weight of the photons is summed at the detector to create
an intensity signal; phase-based modulation e↵ects are not considered as the
detection area is assumed to be large enough that any speckle pattern will
be averaged out. The dimensions of the turbid medium are chosen to sim-
ulate a blood vessel with the same approximate diameter and depth as the
pulmonary artery in adult humans [6, 95].
The MC procedure for calculating the free pathlength of a photon in a
medium containing multiple populations of scatterers has been discussed in
Section 5.1, and is summarised in figure 5.3. This process is repeated until
the desired number of photons have been launched and recorded (in general
approximately ten million or more photons are required to achieve a con-
verging result). The sum of each photon’s weight over the detection area is
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Figure 7.1: Simulation geometry, viewing the blood vessel from the side (a)
and along its axis (b).
proportional to the detected light intensity.
The optical properties of the vessel and surrounding tissue are chosen to
match the physiological parameters of the intended clinical target: the pul-
monary artery. The optical absorption of the tissue is derived using a tissue
hemoglobin concentration of 11 µM [69] and 70% water content. An addi-
tional background absorption accounting for other chromophores is added so
that the total absorption matches in vivo measurements [118], with the opti-
cal scattering derived from these same measurements. The venous saturation
SvO2 determines µa within the vessel, by assuming a fixed hemoglobin con-
centration of 14 g/dl. The hemoglobin concentration in the vessel is therefore
2200 µM. The optical scattering of blood and tissue are estimated using a
model which describes the variation of µs with wavelength [69]. Although
experimental studies report some variation in optical scattering between dif-
ferent types of tissue [118], this is comparable in magnitude with the variation
between individual subjects observed in these studies. Therefore the optical
scattering of tissue and blood is assumed to be homogeneous in this simula-
tion. These properties are summarised in table 7.1.
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µs µs Aniso- SO2 µa µa
(cm 1) (cm 1) tropy, (%) (cm 1) (cm 1)
780 nm 810 nm g 780 nm 810 nm
Tissue 29.5 28.2 0.85
30 0.190 0.184
50 0.188 0.185
70 0.187 0.185
90 0.185 0.186
Blood 29.5+µs,b 28.2+µs,b 0.85
30 5.04 4.24
50 4.66 4.38
70 4.29 4.51
90 3.92 4.64
Table 7.1: Parameters for the optical properties of the blood vessel and
surrounding tissue in the Sumptuous Bubbles MC model (for  1=780 nm
and  2=810 nm).
7.2 Near-infrared Algorithm for Quantitative
Oximetry
Before we consider an acousto-optic method for measuring venous oxygena-
tion, this section will outline how this problem could be approached using a
NIRS technique. NIRS is widely used clinically to monitor the oxygenation
of tissue [32], and here the di culties in applying this technique to a large
deep blood vessel are discussed. An algorithm for measuring oxygenation in
a blood vessel will be derived based on a NIR signal, and the accuracy of this
technique in predicting this oxygenation from simulated data will be used as a
baseline for judging the success of the AO algorithm developed in Section 7.3.
7.2.1 Derivation
The basis for the NIRS approach to measuring oxygen saturation is the mod-
ified Beer-Lambert Law (MBLL), which can be applied to an inhomogeneous
medium [44]. As figure 7.1 shows, in this work we consider the simple scenario
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of a medium seperated into two compartments: the blood vessel, and the sur-
rounding tissue. The oxygenation of the blood vessel (SvO2) contributes to
a NIRS signal since it relates to the concentrations of oxyhemoglobin (cHbO2)
and deoxyhemoglobin (cHHb). This therefore a↵ects the optical absorption
within the blood vessel for a photon travelling on a di↵use path from the op-
tical source to optical detector, with a mean partial pathlength (PPL) within
the vessel of lv. Similarly, the absorption of the surrounding tissue (µa,t) will
depend on the concentrations of chromophores and therefore on the tissue
oxygen saturation (StO2) and on the PPL outside the vessel (lt). Whilst this
would in reality vary spatially and with tissue type, here we assume a bulk
average value across the tissue surrounding the blood vessel. The MBLL ap-
plied to this inhomogeneous but compartmentalised medium can be written
as:
A  = lv,  [cHbO2↵HbO2,  + cHHb↵HHb, ] + lt, µa,t( , StO2) +G  (7.1)
where A  is the optical attenuation at wavelength  , ↵HbO2/HHb,  is the
specific absorption coe cient of each choromophore, and the absorption in
the tissue is assumed to be homogeneous and a function of the bulk tissue
oxygenation StO2 and of  . G  is an additional wavelength-dependent term
which accounts for energy removed from the detected signal due to scatter-
ing [19].
When applying equation 7.1 to a measurement of blood vessel SvO2,
the contribution to the attenuation from the tissue and from scattering are
generally unknown. To account for these additional factors, a calibration
approach is used in this algorithm: the attenuation due to the tissue and
due to the scattering can be absorbed into a single new parameter, T 0 . This
factor can be estimated by fitting a known set of calibration data to the
model and applying linear regression. Equation 7.1 can be rewritten in the
form
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A  = lv, cHbT [↵HHb,  + (↵HbO2,    ↵HHb, )SvO2] + T 0  (7.2)
where cHbT is the total hemoglobin concentration in the blood vessel, and
where:
SvO2 =
cHbO2
cHbO2 + cHHb
. (7.3)
This linear regression fit using calibration data can also be used to es-
timate the PPL lv, , which is also expected to be wavelength dependent.
Once these two calibration parameters are estimated for both wavelengths
in a dual wavelength NIRS measurement, equation 7.1 can be expressed in
a matrix form and inverted to recover the hemoglobin concentrations cHbO2
and cHHb:
0B@ cHbO2
cHHb
1CA =
0B@ ↵HbO2, 1
↵HbO2, 2
↵HHb, 1
↵HHb, 2
1CA
 1
·
0BB@
A 1 T 0 1
lv, 1
A 2 T 0 2
lv, 2
1CCA . (7.4)
where  1 and  2 are the two NIR wavelengths to be tested. In general,
the total hemoglobin concentration in the blood vessel cHbT is likely to be
unknown. Therefore, from equation 7.2, only the ratio of the PPLs for the
two wavelengths lv, 1/lv, 2 can be accurately estimated. The total hemoglobin
concentration is removed when calculating the venous oxygen saturation (see
equation 7.3).
135
7.2.2 Calibration
Calibration techniques are often used to remove the e↵ect of unknown con-
stants in analytical models of oxygen saturation, such as the attenuation to
optical scattering [25]. In this model, the factors which need to be estimated
before the model can be applied are the attenuation due to the surrounding
tissue T 0  and the mean pathlength of photons within the blood vessel lv, .
The MC model of a blood vessel described in Section 7.1 was initially used
to generate a set of data with which to estimate the calibration factors T 0 
and lv,  for two wavelengths:  1 = 780 nm and  2 = 810 nm. The per-
turbation MC approach was used to calculate optical measurements over a
range of SvO2 values from a single set of data, which considerably reduces
the amount of computational time required to generate these results. Each
simulation consists of 50 million photons, with the total optical attenuation
at the detector calculated from the sum of the weights of all detected photons
and the sum of the initial photon weights using the definition A = log( I0I ).
T’ (O.D.) cHbT · lv (m µM)
 1 = 780 nm 5.83 0.937
 2 = 810 nm 5.78 0.871
Table 7.2: Estimates for the optical attenuation of the surrounding tissue
(T 0 ) and the pathlength in the blood vessel (lv) obtained by fitting calibration
data to the linear model.
Figure 7.2 shows the result of fitting these sets of calibration data to the
linear model proposed in the previous section (equation 7.2). Four values
of SvO2 were chosen, SvO2 = {0.55,0.65,0.75,0.85}, which correspond to a
physiologically typical range for a large vein [116]. The tissue saturation is
kept constant at StO2 = 0.75. The estimates for T 0  and lv obtained from
this linear fit are given in table 7.2. The PPLs lv are scaled by the total
hemoglobin concentration cHbT : however since only their ratios are important
for the calibration procedure, the value of cHbT may be unknown. As this
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Figure 7.2: The MC data for attenuation A over a range of vessel oxygenation
values SvO2 is fitted to the NIR linear calibration model. This process is
repeated for both wavelengths  1 and  2 to estimate the calibration factors
for each wavelength.
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investigation is using simulated data, the concentration in the vessel has been
fixed at cHbT = 2200 µM.
7.2.3 Testing
The algorithm is now tested using a new set of independent simulated data,
which corresponds to SvO2 in the range {0.3,0.4,0.5,0.6,0.7,0.8,0.9}. This
was chosen to be wider than the range spanned by the calibration data, to
assess how well the algorithm performs at extremes of SvO2. The tissue oxy-
genation is also now varied over the range StO2 = {0.5,0.6,0.7,0.8,0.9} to test
the specificity of the algorithm in the case where oxygenation changes occur
not only in the blood vessel.
Figure 7.3 shows the results of applying this calibrated NIRS algorithm
to the set of test data. Where the tissue oxygenation is close to the value
used in calibration (StO2 = 0.75) the algorithm is able to approximately
predict SvO2. However as the tissue oxygenation varies the predicted SvO2
diverges rapidly from the actual value, indicating that the NIRS technique
is not robust to changes in oxygenation outside the target blood vessel.
7.3 Acousto-optic Algorithm for Quantitative
Oximetry
In this section an AO algorithm for measuring blood vessel oxygenation will
be derived, calibrated and tested against simulated data using a similar ap-
proach as was used in applying the NIRS algorithm (Section 7.2). The sen-
sitivity of this algorithm to changes in SvO2, and the specificity in the case
where StO2 also varies will both be compared to the performance of the NIRS
algorithm.
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Figure 7.3: Results of measuring SvO2 using the calibrated NIRS algorithm.
This is sensitive to oxygenation changes in both the blood vessel and the
surrounding tissue, and does not provide a specific measurement of SvO2 in
the case where the tissue oxygenation also varies. The identity line indicates
what would be a perfect match between the real and predicted values.
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7.3.1 Derivation
The AO signal used in this technique is the microbubble-enhanced change in
optical attenuation induced by US-modulation:
MOA = AUS   A = log I0
IUS
  log I0
I
= log
I
IUS
(7.5)
where MOA is defined as the microbubble-enhanced optical attenuation,
AUS and IUS are the optical attenuation and intensity after application of
an US-field, and I is the detected intensity without US-modulation. Since
microbubble size and therefore optical scattering vary significantly under US,
intravenous microbubbles are expected to contribute to this US-modulated
light signal.
The MBLL for this medium containing tissue and a blood vessel was
described in the previous section, giving an expression for the optical atten-
uation for a given oxygenation in the vessel and tissue (see equation 7.1).
This can be substituted into equation 7.5 for the case where a small change
in attenuation is detected due to US-modulation of the optical field, giving:
MOA  =  lv,  [cHbO2↵HbO2,  + cHHb↵HHb, ]+ lt, µa,t( , StO2)+ G  (7.6)
where   indicates a change in the property as a result of US-modulation,
e.g.  lv = lv,US  lv is the US-induced change in partial pathlength. This ex-
pression contains unknown terms which correspond to the US-induced change
in the tissue attenuation ( lt, µa,t), and also due to scattering changes ( G).
This two terms are di cult to isolate, and so the approach used here is to
combine these two terms into an unknown parameter T :
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MOA  =  lv,  [cHbO2↵HbO2,  + cHHb↵HHb, ] + T  (7.7)
This must be determined by fitting calibration data to the model. Equa-
tion 7.7 can then be expressed in terms of the vessel oxygenation SvO2, and
measurements of MOA  for a known range of SvO2 can be fitted to the
following by linear regression:
MOA  =  lv, cHbT [↵HHb,  + (↵HbO2,    ↵HHb, )SvO2] + T . (7.8)
This expression is then inverted to determine the concentrations of oxy-
hemoglobin and deoxyhemoglobin in the blood vessel:
0B@ cHbO2
cHHb
1CA =
0B@ ↵HbO2, 1
↵HbO2, 2
↵HHb, 1
↵HHb, 2
1CA
 1
·
0BB@
MOA 1 T 1
 lv, 1
MOA 2 T 2
 lv, 2
1CCA . (7.9)
where an AO measurement is made at two wavelengths,  1 and  2. The
di↵erential PPLs for each of these wavelengths must also first be estimated
by fitting a set of calibration data to equation 7.8. This calibration process
is performed in the following section.
7.3.2 Calibration
An initial set of calibration data is first generated by the MC model. For
each wavelength the detected light intensity without US I and the light in-
tensity with US-modulation IUS are both required to calculate MOA. Since
the optical properties of microbubbles will vary across each acoustic cy-
cle with the temporal phase of the US wave, the light intensity IUS used
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here is the average across an acoustic cycle: the simulation is repeated for
t={0,0.2Ta,0.4Ta,0.6Ta,0.8Ta} and an average value of the detected intensity
taken, where Ta is the period of the US. The acousto-optic modulation pa-
rameter MOA is then found from MOA = log IIUS . This is repeated for four
values of SvO2={0.55,0.65,0.75,0.85}, and this calibration data is fitted to
the linear model (equation 7.8).
Table 7.3 gives the values for the fit parameters T  and  lv obtained from
this model, where the di↵erential PPL is again scaled by the total hemoglobin
concentration in the vessel cHbT . Figure 7.4 demonstrates that the MOA sim-
ulated data is consistent with the linear model derived in the previous section.
T (O.D.) cHbT · lv (m µM)
 1 = 780 nm -0.0261 0.0258
 2 = 810 nm -0.0252 0.0277
Table 7.3: Estimates for the US-modulated change in attenuation of the
surrounding tissue (T ) and the di↵erential pathlength in the blood vessel
( lv) obtained by fitting calibration data to the linear model.
7.3.3 Testing
The pMC model is now used to generate a new set of data with which to
test the calibrated AO model. The range of SvO2 is again widened to test
the robustness of the model in situations for which it has not been explicitly
calibrated. The tissue oxygenation StO2 is also varied, to determine whether
the algorithm can still reliably estimate the venous saturation when changes
in oxygenation outside of the blood vessel are also present.
From figure 7.5 it can be seen that the predicted results for SvO2 are close
to the actual values used to define the optical properties of the simulation.
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Figure 7.4: The MC data for attenuation A over a range of vessel oxygenation
values SvO2 is fitted to the AO linear calibration model. This process is
repeated for both wavelengths  1 and  2 to estimate the calibration factors
for each wavelength.
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Figure 7.5: Results of measuring SvO2 using the calibrated AO algorithm.
This measure is sensitive to changes within the blood vessel, and insensitive
to changes in StO2 of the surrounding tissue. The identity line indicates a
perfect result.
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Furthermore, this measurement is robust to changes outside the blood vessel,
and provides a specific measure of SvO2. The explanation for this is likely
to be that the microbubble contrast injection is localised to within the blood
vessel: therefore US-induced modulation of light passing through the medium
will be mostly enhanced by microbubble contrast within the blood vessel, and
so the AO signal will be more sensitive to changes of venous oxygenation than
to changes within the superficial tissue.
7.4 Error analysis
The errors in the predictions made by the NIR and MOA techniques are
compared in this section. The di↵erence between the actual SvO2 and the
measured value SvO02 is presented as an average over all values of SvO2 tested
(0.3 < SvO2 < 0.9) and all values of StO2 (0.5 < StO2 < 0.9). The metric
used to quantify the error of each technique is the root mean square error
(RMSE), given in this case by:
RMSE(SvO
0
2) =
sP
i
P
j [SvO
0
2(i, j)  SvO2(i, j)]2
N
(7.10)
where the index i indicates a sum over each SvO2 value tested,
{0.3,0.4,0.5,0.6,0.7,0.8,0.9}, index j corresponds to the sum over each StO2
value tested,
{0.5,0.6,0.7,0.8,0.9}, and N is the total number of points tested.
7.4.1 E↵ect of vessel depth
For a blood vessel 10 mm below the surface, the average error in the SvO2
value predicted by the MOA algorithm is 1.3%, compared with an error of
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8.8% in the estimate provided by the NIR algorithm without US-modulation.
This di↵erence in performance of the two algorithms diverges further as we
consider a deeper blood vessel: table 7.4 shows the mean error of each tech-
nique for blood vessels of three di↵erent depths. Each algorithm is tested in
the same way, by calibrating it to a situation in which the surrounding StO2
= 0.75, and then testing the robustness of the algorithm when the actual
tissue oxygenation can vary in the range 0.5< StO2 <0.9. This shows that
with a superficial vessel (10 mm depth), NIRS provides a less accurate but
still plausible value for the vessel oxygenation. Below this depth, the AO
algorithm continues to perform well (2.3% error), but the NIRS algorithm
does not deliver a useful result. Below 15 mm the AO algorithm also fails
completely. This failure can be explained by the signal-to-noise ratio of the
MOA signal compared with the optical A: when taking the di↵erence between
the attenuation with and without US (see equation 7.5), if this di↵erence is
comparable with the noise level then the uncertainty in the MOA will be very
large. Therefore the algorithm will fail to generate a precise estimate of the
calibration parameters as defined in Section 7.3.2. Therefore although the
MOA signal is sensitive to SvO2 changes, signal-to-noise becomes limiting
for deep blood vessels. Conversely, the NIR technique does not su↵er from
severe signal-to-noise issues at a depth of 20 mm, but instead fails to give
an accurate result when StO2 is not constant due to its lack of specificity to
SvO2 changes. Of course in this theoretical study the noise level could have
been reduced by increasing the number of photons simulated, however the
noise in a detection system would still be the main factor which would limit
the penetration depth of any in vivo study using this technique.
7.4.2 E↵ect of noise
The failure of the MOA algorithm to accurately estimate SvO2 in blood ves-
sels below 15 mm is a result of the loss of specificity of the algorithm when
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Depth of blood vessel RMSE in predicted SvO2 RMSE in predicted SvO2
(mm) using NIRS (%) using AO algorithm (%)
10 8.8 1.3
15 50 2.3
20 59 -
Table 7.4: RMSE in the predicted SvO2 value, when the algorithm is cali-
brated using a tissue oxygenation of 0.75 and tested with a tissue oxygenation
which can vary in the range 0.5< StO2 <0.9.
the StO2 also changes. A realistic model of a microbubble-enhanced opti-
cal measurement must also consider noise due to instrumentation. Noise is
now added to the simulation results by adding a term to each light intensity
measurement produced by the MC model. Noise in photon detection instru-
ments is generally assumed to follow a Gaussian distribution [111] due to the
central limit theorem of statistics, since we are considering a large number of
detection events. The noise level can be characterised by the noise-to-signal
ratio, or the ratio of the noise intensity at one standard deviation from the
mean IN to the mean light intensity I:
IN
I
= 10NdB/10 (7.11)
where NdB is this noise-to-signal ratio expressed in decibels (e.g. NdB =
 10 dB indicates that the noise level at one standard deviation from the
mean is a tenth of the light intensity level). This investigation will consider
the e↵ect of noise of a given level NdB on the RMSE of both the NIRS and
MOA techniques. For a given noise level NdB, noise can be added to the
detected light intensities as follows:
I 0 = I(1 + 10NdB/10 ) (7.12)
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where I is the light intensity without noise and   is a random variable
drawn from a standard Gaussian distribution (zero expectation, unit vari-
ance) with probability:
p( ) =
1
2⇡
exp  2/2. (7.13)
There is no closed analytical form for the cumulative Gaussian probability
distribution, and so the Box-Muller transform [12] is often used to generate
the random variable  :
  =
p
 2 lnU1 cos(2⇡U2) (7.14)
where U1 and U2 are both independent random variables with a uniform
distribution on the interval (0,1]. The e↵ect of measurement noise on the
ability of the MOA and NIR algorithms to predict SvO2 is assessed here by
calculating the RMSE in the measurement according to equation 7.10. The
RMSEs with noise levels ranging from -43 dB to -30 dB are shown in figure
7.6. This shows that when the noise level is below around -35 dB, the MOA
algorithm is more accurate than the NIR method. The RMSE in the NIR
algorithm does not vary greatly with noise level here, whereas the RMSE in
the MOA algorithm increases rapidly above -35 dB: this can be explained
since the MOA algorithm relies on measuring the logarithm of the small
change in light intensity with and without US, which will therefore be very
sensitive to changes in either measurement. The NIR algorithm conversely
uses the absolute magnitude of the light intensity to estimate SvO2, and so
will be less sensitive to instrumentation noise. To estimate the noise level
expected in an optical detection system, consider the single photon detecting
module used in Chapter 7 (SPCM-AQRH-14-FC, Perkin Elmer, USA): the
manufacturer’s documentation states that the dark count expected is 100±10
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counts/second. This suggests that the variation in the photon count expected
due to noise is around 10 counts/second. In the experiments of Chapter 7,
the average photon counts detected were of the order of 105 counts/second.
The noise level in these measurements is therefore approximately -40 dB.
Figure shows that the RMSE in the MOA algorithm is less than half of the
RMSE in the NIR algorithm in this regime. It can also be noted that at low
noise levels (below -42 dB) the RMSE approaches that for a 10 mm deep
blood vessel without noise (see table 7.4).
Figure 7.6: RMSE of the MOA and NIR algorithm in estimating SvO2 for a
range of noise levels.
These investigations therefore show that the MOA algorithm is more ac-
curate than the NIR method when used to measure SvO2 from a blood vessel
within 15 mm of the tissue surface. This has been explained by showing
that the MOA algorithm is more specific to SvO2 when StO2 is not constant
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than NIRS, provided that instrumentation noise levels are below around -35
dB. However in detection systems with high noise levels the MOA algorithm
performs less well than the NIRS alternative. Similar observations about
the penetration depth of NIRS and AO measurements have been made in
another recent study [39]: this showed that an AO signal (measured in re-
flection mode using a digital correlator) had a mean penetration depth of
14.8 mm, compared with 11.4 mm for an optical signal. This is broadly in
agreement with the findings of the theoretical study presented here, although
the mechanisms of US-modulation and the detection technique are of course
di↵erent.
These results suggest that this proposed technique of microbubble-enhanced
US-modulated NIRS could provide a more accurate measure of absolute ve-
nous oxygenation from large blood vessels which are up to 15 mm below the
surface of the skin, such as the pulmonary artery [95] or jugular vein [6], which
cannot currently be measured to a satisfactory accuracy using NIRS [91]. Sig-
nificant additional challenges remain to applying this technique in vivo, and
these will be discussed in the final Chapter of this thesis.
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Chapter Summary
• A pMC model is used to simulate a dual-wavelength NIR measure-
ment from a large blood vessel containing an intravenous microbubble
contrast agent with US applied from a transducer at the surface.
• An AO algorithm is derived which relates the venous saturation SvO2
to a microbubble-enhanced NIRS signal, and a similar algorithm is
derived for a standard NIRS technique for comparative purposes.
• These algorithms are calibrated and used to predict SvO2 in the case
where the surrounding tissue oxygenation StO2 is not constant.
• Both algorithms provide accurate estimates (<1% error) when StO2 is
constant, however the NIRS approach fails when StO2 varies.
• The MOA algorithm is reasonably accurate for vessels which are less
than 20 mm below the surface in situations where the surrounding
tissue oxygenation varies between 0.5< StO2 <0.9.
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Chapter 8
Conclusions
The problem of detecting venous oxygenation using NIRS has received at-
tention recently [105, 128, 135] due to its clinical importance [104]. In this
work the novel use of microbubbles as an optical scattering contrast agent for
NIRS has been proposed, as distinct from absorption contrast agents (e.g.
indocyanine green [69]) which have been used in the past. Previous work has
studied the use of encapsulated microbubbles or gas-filled spheres to enhance
a diagnostic US image [123]. In NIRS the acoustic properties and the optical
properties of these microbubbles are both significant in providing a measur-
able microbubble-enhanced change in optical attenuation (MOA), generated
using a hybrid acousto-optic technique. This process has been investigated
in the context of a clinical measurement of oxygen saturation.
Phase modulation
The preliminary work in this thesis compared two possible approaches to this
problem: the first investigated the e↵ect of microbubbles on the ultrasonic
modulation of a laser speckle pattern. This approach combines analytical
modelling of a bubble in an US field, MC modelling of light transport in
an insonified turbid medium and experimental work with a tissue phantom.
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The experimental work used an Intralipid-filled tube to form a speckle pat-
tern: the autocorrelation of a single speckle grain was found to contain a
small but measurable component which varied at the frequency of the ap-
plied US. Adding microbubbles of a broad size distribution to this solution
led to an increase in US-modulation. Although this phantom is clearly an
unrealistic representation of biological tissue, and the configuration is not
equivalent to a clinical situation, this is used as a proof of principle. In order
to understand why microbubbles should enhance the phase modulation of
photons by US, an analytical model of a bubble under US is used. This is
based on the Rayleigh-Plesset equation with the Ho↵ model describing the
shell terms: a linearised form of this is appropriate for low US pressures
and small amplitude oscillations, such as is the case in this experiment. The
pressure radiated from the surface of an oscillating microbubble is proposed
as a mechanism for increasing the US-induced phase shift on photons. This
is investigated further using a MC model of light transport in tissue, based
on an existing model [132, 133] with the addition of this proposed radiated
pressure phase shift. Although the situation in this model is not equivalent
to the experimental geometry (a semi-infinite slab rather than a tube), the
increase in modulation depth after adding microbubbles is replicated. This
e↵ect in the MC model is shown to be sensitive to the applied US frequency,
with the largest relative increase close to the theoretically predicted resonant
frequency of the microbubbles. In the experimental work the US frequency
was fixed, however it is likely that the frequency dependence of the e↵ect will
be less significant than is suggested by the MC model. This is because most
commercially available microbubbles form suspensions with a range of sizes
and hence resonant frequencies. The non-clinical ExpancelTM microbubbles
used here are expected to have a broad size distribution; medical solutions
such as SonoVueTM however often have a smaller range [75], e.g. 0.5-3 µm.
The analytical model for the phase shift induced in a photon as the result
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of the pressure radiated from the surface of an oscillating microbubble has
not been explicitly validated in this work. However, further experiments with
tissue phantoms could be used to determine whether this theoretical model
is accurate. The experiment proposed would involve a scattering phantom
illuminated by a coherent laser source. A CCD camera could be used to
collect the di↵use light signal, which could then be processed to measure the
autocorrelation of the speckle pattern. In order to detect modulation due
to the microbubble oscillations, rather than due to the other mechanisms
of US-modulation, autocorrelation measurements would need to be collected
without an US field present. The bubbles however need to be oscillating so
that pressure is radiated from their surface, which is key to the proposed AO
mechanism. Several methods for producing oscillating bubbles in the absence
of US could be used: short-pulsed US can produce bubble responses which
are sustained beyond the pulse duration. Bubble oscillations can also be in-
duced in the absence of US by forcing a suspension under presure through a
fine mesh.
Intensity modulation
The alternative approach to using microbubbles as an optical contrast agent
proposed here involves detecting a change in the DC light level caused by
US-modulated microbubble scattering. Rather than the autocorrelation of
a single speckle, this technique measures the mean intensity of the speckle
pattern, and as such does not require coherent light. This was found to have
several advantages over the phase-based approach, particularly that a larger
detector with multi-mode coupling can be used. This allows more light to
be collected over a given time period and improves on the main di culty
encountered with this technique, which is the ratio of signal to noise. This
would also be cheaper to implement clinically, as detectors capable of single
photon correlation are not required. Perhaps most importantly in the case of
154
this work, the experimentally measured MOA can be related directly to the
oxygen saturation by making use of a di↵erential version of the BLL derived
in this thesis.
The MC models of light transport used in these preliminary studies also
highlighted that the computational time required to produce a convergent
simulation of a complex system was prohibitively long, such as was the case
with a microbubble-filled blood vessel and US-modulation. This is because
the high absorption of blood dramatically increases the number of photons
required in a MC simulation. Although GPU computing is constantly ad-
vancing, and this may not be such an issue in the future, this motivated a new
approach to MC modelling which made use of perturbation MC. pMC allows
simulations to be made with low optical absorption in place of areas of high
absorption such as blood, with the true optical properties recovered through
post-processing. This model reduced the computational time to a manage-
able level when simulating a range of tissue parameters, and was validated
against di↵usion equation solutions. The results of this model also agree well
with the tissue phantom experiments presented in this thesis, which detected
MOA changes from a liquid phantom using both Expancel and clinical-grade
SonoVue microbubbles. This was performed at pressures which would be
safe in vivo, and at microbubble concentrations which were measured to be
in the range of 10-100% of a clinically achievable level. The magnitude of this
MOA signal was dependent on the optical properties of the tissue phantom,
up to a background scattering of µs = 5.5cm 1, at which point no significant
signal could be detected.
Venous oximetry
The question of whether this technique is su cient to resolve a signal from
a vein in vivo remains to be answered. In this thesis an attempt was made
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to investigate this problem using the pMC model of a microbubble-filled
vein, Sumptuous Bubbles. In the final chapter a theoretical model was de-
veloped which showed that an estimate of the oxygen saturation in a blood
vessel can be inferred from a dual-wavelength measurement of MOA. The
performance of this algorithm was compared with a purely optical NIRS al-
gorithm, which showed that either technique were comparatively sensitive to
oxygenation changes in a superficial blood vessel (with a depth of less than
10 mm). In the case of a deeper vessel (15 mm), the AO algorithm was more
robust when changes in the surrounding tissue were present compared with
the NIRS algorithm, which performed badly. The main limiting factor for
the AO algorithm was the signal to noise ratio in the case where the blood
vessel was deeper than 20 mm, in which case no significant MOA could be
detected over the background noise floor. These observations are consistent
with those made in another study comparing AO and optical sensitivity [39].
The performance of the AO algorithm at the depths investigated here sug-
gest that blood vessels such as the pulmonary artery [95] and jugular vein [6]
would be possible targets for this technique in vivo, being of a similar depth.
Certainly in children, where these vessels would be closer to the surface, a
significant MOA signal should be measurable. This motivates further clini-
cal work, which could take the form of a measurement modality combining
a clinical US monitor with a pulsing function and an optical detector which
can be triggered in tandem with the applied US pulse. Microbubble con-
trast injections are routinely given during echocardiography examinations,
and during such a procedure measurements of an MOA signal could be taken
from another area of the patient such as superficial veins in the forearms, or
the jugular vein.
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Further work
In order for this novel technique to be used to measure venous oxygen satura-
tion clinically, several questions remain which warrant further investigation.
Firstly, a full experimental phantom study would be required to replicate the
results of the theoretical oxygen saturation measurements presented in this
thesis. This could be achieved using a blood-filled phantom, with oxygena-
tion controlled by a co-oximeter. Dual-wavelength measurements of MOA
using SonoVue microbubbles and modulation achieved using a clinical US
system could be used to further test the SvO2 algorithm derived here. In
addition, geometry of the phantoms used in this work do not closely resem-
ble any physiological architecture. Future phantoms could be constructed
with an optical scattering which matches the values expected in tissue sur-
rounding large blood vessels such as the jugular vein in the neck or the
pulmonary artery in the chest. The source-detector positions should also be
varied and optimised: in particular, reflection mode measurements could be
made to more closely match the clinical situation. Of course phantom mod-
els comprising of a single blood vessel are still unrealistic. The specificity of
the signal should be considered in the case where multiple blood vessels are
present, and we would like to measure a signal which is only sensitive to the
blood in the US focal region. This will require a phantom with two hollow
cores, each of which could be filled with blood and microbubbles, with only
one sample of blood insonified.
In summary, this work has presented both a theoretical description of
microbubbles as an optical scattering contrast agent for hybrid acousto-
optic techniques, and also several experiments using tissue phantoms. A
microbubble-enhanced optical signal has been detected from a turbid medium,
and a theoretical and MC model has shown that such a signal can be used
to infer the optical absorption of the background medium. Hence this tech-
nique could be used to enhance the depth sensitivity of NIRS measurements
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of oxygen saturation in venous blood. These results suggest that a high con-
centration of microbubbles are required to detect a significant a↵ect (>10%
of the maxium clinically achievable concentration), and the robustness of the
technique is highly sensitive to both the optical properties of the surrounding
tissue and the depth of the target blood vessel. Therefore significant technical
challenges remain before this could be implemented in vivo. However further
study using a combination of tissue phantoms and preliminary clinical work
on superficial blood vessels, such as the jugular vein or pulmonary artery in
children, will determine the limits of this novel technique and the potential
medical applications for which it could provide a benefit in the future.
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Appendix A
Appendices
A.1 Derivation of Phase Shift due to Scat-
terer Displacement  d
In this section the phase shift of a photon due to ultrasonic displacement of
scatterers is derived,  d (see equation 2.12). This results from the change
in pathlength between successive scatterers when they are perturbed from
their equilibrium position. In this derivation some simplifying assumptions
are made:
• The time-dependence of a photon’s electric field is ignored: we consider
only the electric field of a photon arriving at a detector at a fixed time,
so without loss of generality we can choose t = 0.
• The weak scattering approximation is used [107,108], i.e. kal   1 where
l is the photon mean free path and kaAa ⌧ 1 where Aa is the US ampli-
tude. Therefore scattering events can be treated as independent. This
is valid for optical scattering in biological tissue at the US frequencies
and amplitudes commonly used in biomedical imaging.
• US-modulation of the refractive index is ignored (see Section 2.2.1),
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so that the phase shift of a photon due to scatterer displacement is
independent of the phase shift due to refractive index modulation.
The magnitude of the electric field of a photon at a point ~r is E(~r) =
E0 exp(i~k ·~r), where ~k = n0k0kˆ, k0 is the optical wavenumber in air, and n0 is
the refractive index of the tissue at point ~r. The phase of a photon   is defined
as the argument of the complex electric field, i.e. E(~r) = E0 exp(i ). In the
case where scatterers are moving under applied US, the vector connecting
the jth scatterer to the (j + 1)th scatterer (~rj+1   ~rj) is modified due to the
displacement of each scatterer  ~rj(~rj, t). Figure A.1 shows the geometry of
this situation.
 
rj-1 rj 
rj+1 
ǻrj-1 
ǻrj 
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Figure A.1: The displacement of scatterers as a result of applied US changes
the path a photon takes between successive scatterers.
Following the path shown in figure A.1, the electric field at position ~r 0j =
~rj + ~rj is:
E(~r 0j) = E(~r
0
j 1) exp
h
i~kj · (~rj + ~rj   ~rj 1   ~rj 1)
i
(A.1)
Now if we assume that the initial position of the photon is ~r0 = 0, and
that this position is unperturbed by US, the first few terms of equation A.1
become:
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E(~r 02) = exp
h
i~k1 · (~r1 + ~r1)
i
exp
h
i~k2 · (~r2 + ~r2   ~r1   ~r1)
i
(A.2)
= exp
h
i(~r1 + ~r1) · (~k1   ~k2) + i(~r2 + ~r2) · ~k2
i
(A.3)
= exp
h
i(~r2 + ~r2) · ~k2   i(~r1 + ~r1) · ~q1
i
(A.4)
where ~qj = ~kj+1 ~kj. We can generalise this to find the magnitude of the
electric field of the photon after N scattering events:
E(~rN) = exp
"
i(~rN + ~rN) · ~kN   i
N 1X
j=1
(~rj + ~rj) · ~qj
#
(A.5)
= exp
"
i~rN · ~kN   i
N 1X
j=1
~rj · ~qj   i d
#
(A.6)
where  d is the extra phase as a result of the displacement of scatterers.
If the point of interest is the photon’s final position at a detector, then we
can also assume that  ~rN = 0. So the contribution from each individual
scattering event to this phase shift is [133,134]:
 dj =  ~qj. ~rj (A.7)
=  (~kj+1   ~kj) · ~Aa(~rj, t) (A.8)
A.2 Linearisation of Rayleigh-Plesset Equa-
tion
In this section it will be shown that the Rayleigh-Plesset equation (with shell
terms based on the Ho↵ model) can be linearised, so that it takes the form
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of a driven simple harmonic oscillator. This assumes that the amplitude
of bubble oscillations is small, i.e. R(t) = R0[1 + z(t)] where z(t) ⌧ 1.
Substituting this into equation 2.16:
⇢LR
2
0

(1 + z)z¨ +
3
2
z˙2
 
+P0 Pa(t) PG(z)+ 4z˙
1 + z
⌘L = fce+ fcd (A.9)
and similarly for the pressure inside the bubble (equation 2.17) and the
shell terms (equations 2.21 and 2.22):
PG(z) =

P0 +
2 0
R0
 
(1 + z) 3 (A.10)
fce =  12GsdsR 10
⇥
1  (1 + z) 1⇤ (1 + z) 3   2 0
R0
(A.11)
fcd =  12⌘sdsR 10 z˙(1 + z) 4 (A.12)
Combining the above equations and discarding terms of order z2 and
above gives:
⇢LR
2
0z¨ + P0   Pa(t) 

P0 +
2 0
R0
 
(1  3z) + 4z˙⌘L
=  12GsdsR 10 z   12⌘sdsR 10 z˙ +O(z2)
(A.13)
This can be written in the standard form of a harmonic oscillator:
az¨ + bz˙ + cz = Pa(t) (A.14)
where the coe cients a, b and c depend only on the physical properties
of the bubble and surrounding fluid:
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a = ⇢LR
2
0 (A.15)
b = 4⌘L + 12
ds⌘s
R0
(A.16)
c = 3P0 +
6 0
R0
+ 12
Gsds
R0
(A.17)
The solution to equation A.14 is therefore that of a harmonic oscillator.
If the driving pressure Pa(t) = Pa cos(~ka · ~r   !at) then:
z(t) =
Pa
 
cos(~ka · ~r   !at+ ⇠) (A.18)
where   (the response of the system) is a function of US frequency, and
⇠ is a phase shift:
  =
p
!2ab
2 + (c  a!2a)2 (A.19)
⇠ = arctan
✓
!ab
a!2a   c
◆
(A.20)
A.3 Second Order Solution of Rayleigh-Plesset
Equation
To extend the linear solution of the Rayleigh-Plesset equation to second
order, we use the same expansion for the bubble radius R(t) = R0[1 + z(t)].
In this case we retain terms of order z and order z2, so that the equation of
motion becomes:
az¨ + bz˙ + cz = Pa(t) + dz
2 + ezz˙   azz¨   3
2
az˙2 (A.21)
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which is equivalent to a harmonic oscillator with some extra quadratic
terms. The coe cients a, b and c are as defined in the linear model (Section
A.2). The coe cients of the non-linear terms d and e are:
d =
48Gsds
R0
+
10 0
R0
+ 6P0 (A.22)
e =
48⌘sds
R0
+ 4µL (A.23)
In this section the applied US pressure Pa(t) will be expressed in complex
exponential form:
Pa(t) = Pa cos( !at) = Pa
2
⇥
ei!at + e i!at
⇤
(A.24)
where we have assumed for convenience that the bubble in question is
at a location ~r = 0. To express the trial solution for equation A.21 we now
adopt a vector form, which will simplify many of the expressions that follow:
R(t)
= R0
⇥
1 +X0 +X1e
i!at +X⇤1e
 i!at +X2e2i!at +X⇤2e
 2i!at⇤
= R0
0BBBBBB@
1 +X0
X1
X⇤1
X2
X⇤2
1CCCCCCA ·
0BBBBBB@
1
ei!at
e i!at
e2i!at
e 2i!at
1CCCCCCA
(A.25)
X0 is the shift in equilibrium size compared with a non-oscillating bub-
ble, X1 is the complex linear response of the bubble and X2 is the complex
second order response. These response function are expected to depend on
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the parameters of the system and on the US frequency !a. In order to find
expressions for X0, X1 and X2 this trial solution is substituted into the equa-
tion of motion A.21. Following the weakly non-linear analysis of Church [13]
we assume that 1 > |X1| > |X2| t X0 (i.e. that the 1st order term is dom-
inant): therefore only terms of order X0, X1, X21 and X2 are retained, and
any higher order or cross terms are assumed to be negligible. This leaves:
26666664a
0BBBBBB@
0
 !2X1
 !2X⇤1
 4!2X2
 4!2X⇤2
1CCCCCCA+ b
0BBBBBB@
0
i!X1
 i!X⇤1
2i!X2
 2i!X⇤2
1CCCCCCA+ c
0BBBBBB@
X0
X1
X⇤1
X2
X⇤2
1CCCCCCA
37777775 · Z 
26666664d
0BBBBBB@
X20 + 2X1X
⇤
1
0
0
X21
X⇤21
1CCCCCCA+ e
0BBBBBB@
0
0
0
i!X21
 i!X⇤21
1CCCCCCA 
3
2
a
0BBBBBB@
2!2X1X⇤1
0
0
 !2X21
 !2X⇤21
1CCCCCCA
37777775 · Z 
26666664a
0BBBBBB@
 2!2X1X⇤1
0
0
 !2X21
 !2X⇤21
1CCCCCCA
37777775 · Z
=
Pa
2
0BBBBBB@
0
1
1
0
0
1CCCCCCA · Z
(A.26)
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where Z =
26666664
1
ei!at
e i!at
e2i!at
e 2i!at
37777775.
Here the subscript a has been omitted from !a for brevity. Comparing
coe cients of equation A.26 provides five simultaneous equations in terms of
X0, X1 and X2: in fact, only three of these are independent (the 3rd row is
the complex conjugate of the 2nd row, and the 5th row is the conjugate of
the 4th row). The 2nd row can be rearranged to give an expression for X1:
X1 =
Pa
2
 
c  a!2 + ib!  1 (A.27)
The first row provides an expression for X0 in terms of X1:
X0 = |X1|22d  a!
2
c
(A.28)
Similarly the 3rd row gives the following expression for X2:
X2 = X
2
1
5
2a!
2 + d+ ie!
c  4a!2 + 2ib! (A.29)
This shows that X1 and X2 in general have real and imaginary parts,
with a magnitude corresponding to the amplitude of the bubble response
and phase relative to the applied US.
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A.4 Derivation of   n,   d and   r
In this section the phase di↵erence between two photons seperated by a time
lag of ⌧ will be derived. This phase shift arises from the two mechanisms
of US-modulation of light explored in this work (refractive index changes
and scatterer displacement) and the proposed mechanism for microbubble
enhancement of the phase shift (due to radiated pressure from a bubble
surface). Considering the jth photon free path in the medium, these three
mechanisms induce the following phase shifts on a photon:
 n,j(t, ⌧) =2n0k0Aa⌘ sin(kalj cos ✓j/2)
sin(~ka · ~rj 1 + kalj cos ✓j/2  !at)/ cos(✓j)
 d,j(t, ⌧) =  n0k0Aa
h
( ˆkj+1   kˆj) · kˆa
i
sin(~ka · ~rj   !at)
 r,j(t, ⌧) =
n0k0⌘k2aR
3
0Pa
 

ln(
R0
lj
) + ln(
R0
lj+1
)
 
sin(~ka · ~rj   !at+ ⇠)
(A.30)
Here the applied US pressure is taken as Pa(t) = Pa sin(~ka · ~rj   !at).
The phase di↵erence between two photons seperated by a time ⌧ is given by
 j(t+ ⌧)   j(t). In order to simplify these expressions in the above 3 cases,
it will be necessary to use the following result:
sin(X   ✏)  sinX = sinX cos ✏  cosX sin ✏  sinX
= sinX(cos ✏  1)  cosX sin ✏
= sinX(cos2(✏/2)  sin2(✏/2)  1)  2 cosX sin(✏/2) cos(✏/2))
= sinX( 2 sin2(✏/2)  2 cosX sin(✏/2) cos(✏/2))
=  2 sin(✏/2) cos(X   ✏/2)
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(A.31)
Using this general result the phase di↵erence between two photons can
be simplified into a single expression, which is advantageous for large scale
simulations such as the Monte Carlo model presented in Section 4.1:
  n,j(t, ⌧) = 4n0k0Aa⌘ sin( !a⌧/2) sin(kalj cos ✓j/2)
cos(~ka · ~rj 1 + kalj cos ✓j/2  !at  !a⌧/2)/ cos(✓j)
  d,j(t, ⌧) = 2n0k0Aa sin(!a⌧/2)
h
( ˆkj+1   kˆj).kˆa
i
cos(~ka · ~rj   !at  !a⌧/2)
  r,j(t, ⌧) =
2n0k0⌘k2aR
3
0Pa
 

ln(
R0
lj
) + ln(
R0
lj+1
)
 
cos(~ka · ~rj   !at  !a⌧/2 + ⇠) sin( !a⌧/2)
(A.32)
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A.5 Limit on the Bubble Concentration ⇢b
The optical model assumes that particles are su ciently far apart so that
scattering events are independent of one another. The conditions under
which this holds can be stated in terms of a limit on the fraction of the tissue
volume occupied by the scatterers [84] (no greater than 1%), or expressed as
a limit on the average seperation between neighbouring bubbles [87] (greater
than 3R0). The acoustic modelling also assumes that the average bubble
seperation is more than several bubble diameters, so that secondary bubble
radiation e↵ects can be ignored. In this section the limit imposed by these
conditions on the bubble concentration ⇢b are calculated.
The volume fraction Vfrac is defined as the total volume occupied by
scattering particles divided by the volume of the solution. In the case of
bubbles (assumed to be spherical) this is given by:
Vfrac = ⇢b
4
3
⇡R3 (A.33)
where R is the radius of a bubble and ⇢b has units m 3. Taking the limit
of Vf to be 0.01 for light scattering to be independent [84], this suggest ⇢b
should be no larger than 2x109mm 3 for a bubble of radius R = 2.25µm.
For the acoustic model to be valid, the average bubble separation must be
greater than several bubble diameters [101]. To calculate the limit imposed
on ⇢b by this condition, assume that the population of bubbles are arranged
on a cubic lattice (see figure A.2). If the seperation between neighbouring
bubbles is d, the volume occupied by each bubble Vb is then Vb ⇡ d3 = 1/⇢b.
If the limit on bubble seperation is taken to be d > 8R0 [87], the maximum
bubble concentration is:
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 d 
2R0 
Figure A.2: Microbubbles are assumed to be arranged on a cubic lattice,
with seperation d.
⇢b <
✓
1
8R0
◆3
(A.34)
For a bubble of radius R = 2.25µm this limit is ⇢b < 1.7x105mm 3.
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ABSTRACT   
Acousto-optic (AO) signals can be very weak and the aim of this work was to investigate their amplification using 
microbubbles. The acoustic pressure radiated by the microbubbles produces refractive index changes in the surrounding 
medium, and this is proposed as an additional mechanism which modulates the phase of photons. The analytical form of 
this additional modulation is derived based on the Rayleigh-Plesset equation, which describes microbubble oscillations, 
in the case where the microbubble oscillations are linear under low applied ultrasound pressure. We show that 
microbubbles can increase the modulation depth of the AO signal using Monte Carlo simulations. The increase in 
modulation depth is dependent on the applied ultrasound frequency and the resonance frequency of the microbubbles. 
Keywords: acousto-optics, microbubbles, Monte Carlo, ultrasound-modulated optical tomography 
 
 
1. INTRODUCTION  
Optical imaging in biological tissue has many clinical applications, such as breast cancer diagnosis, blood oxygen 
saturation measurements and neonatal brain monitoring1. These techniques are limited by strong scattering of light in the 
medium. The highly diffusive nature of light propagation in tissue imposes an inherent limit on the spatial resolution of 
any purely optical measurements. Hybrid techniques combining the spatial resolution of focused ultrasound (US) with 
light measurements (acousto-optics, or ultrasound modulated optical tomography) offer a solution to this limitation. The 
principle of biomedical acousto-optics (AO) is that photons entering the US focal region are modulated at the US 
frequency. This process effectively ‘tags’ light which has passed through the area of interest. However, extracting this 
‘tagged’ signal from the vast majority of un-modulated photons is not a trivial task because of the low signal-to-noise 
ratio of the AO signal. 
Microbubbles in the blood have been shown to be effective in improving US image contrast3. In acousto-optic 
measurements, it has been shown that microbubbles can be used to enhance the weak signals of ultrasound-modulated 
fluorescence2. In general, we expect that microbubble oscillations will significantly alter the optical properties of the 
medium, e.g. refractive index and optical scattering. A significant increase in the AO signal would allow these 
biomedical techniques to be applied to areas of the body other than those at the very surface. For example, the pulmonary 
artery is one area in which oximetry measurements are of clinical importance in critical care4; non-invasive acousto-
optics would remove the need for catherisation, a procedure which is both costly and carries significant patient risk. 
Here we use Monte Carlo simulations to investigate the effect of microbubbles on the AO signal under relatively low 
applied US pressures, where microbubble oscillations are linear and purely harmonic. These are presented as preliminary 
results, which both shed light on the theoretical basis of the use of microbubbles in acousto-optics and will guide future 
work in the non-linear oscillation regime under a higher applied US pressure. 
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2. MODELLING MICROBUBBLES 
2.1 Equation of motion 
The Rayleigh-Plesset equation is commonly used to describe the radial oscillations of bubbles in a pressure field5: 
ߩ௅ ቀܴ ሷܴ ൅
ଷ
ଶ
ሶܴ ଶቁ ൅ ݌଴ െ ݌஺ሺݐሻ െ ݌ீሺܴሻ ൅
ସோሶ
ோ ߟ௅ ൌ ௖݂௘ ൅ ௖݂ௗ, (1) 
where R(t) is the radius of the bubble as a function of time, and pA(t) is the applied acoustic pressure. The terms fce and 
fcd are the elastic and dissipative resistance respectively due to the bubble coating. The form of these resistive terms is 
taken from the model developed by Hoff6. 
The remaining variables in these equations are the properties of the bubble. The values of these parameters have been 
estimated from experiments on commercially available (SonoVue®) microbubbles7: the equilibrium radius of the 
microbubbles R0 = 2.25 ȝm, density of the surrounding fluid ȡL = 1000 kg m-3 and viscosity ȘL = 1 mPa s. The 
equilibrium interfacial tension at the microbubble surface ı0 = 0.05 N m-1. The effective thickness ds = 1 nm, effective 
shear modulus Gs = 20 MPa and effective shear viscosity Șs = 1.5 Pa s. The ambient surrounding pressure p0 = 100 kPa. 
Equation (1) is solved for the linear case by assuming that the radial oscillations are small, and take the form ܴሺݐሻ ൌ
ܴ଴ሼͳ ൅ ݖሺݐሻሽ, where z(t) << 1. The Rayleigh-Plesset equation then reduces to the form of a driven harmonic oscillator, 
with solution: 
ܴሺݐሻ ൌ ܴ଴ ቄͳ ൅
௣ಲ
ఉ ሺ࢑௔Ǥ ࢘௝ െ ߱௔ݐ ൅ ߦሻቅ, (2) 
where ȕ (the response function) depends strongly on the applied US frequency Ȧa. rj is the vector position of the 
microbubble in the US field, and ka is the acoustic wave vector. The phase shift Ǎ is also a function of Ȧa. 
ߚ ൌ ට߱௔ଶሺͶߟ௟ ൅ ͳʹ
ௗೞఎೞ
ோబ
ሻଶ ൅ ሺ͵݌଴ ൅
଺ఙబ
ோబ
൅ ͳʹ ீೞௗೞோబ െ ߩ௟ܴ଴
ଶ߱௔ଶሻଶ, (3) 
ߦ ൌ  ቀ߱௔ሺͶߟ௟ ൅ ͳʹ
ௗೞఎೞ
ோబ
ሻ ሺߩ௟ܴ଴ଶ߱௔ଶ െ ͵݌଴ െ
଺ఙబ
ோబ
െ ͳʹ ீೞௗೞோబ ሻൗ ቁ. (4) 
 
2.2 Optical scattering from microbubbles 
In order to incorporate microbubbles into the Monte Carlo model of light transport, it is necessary to model the scattering 
phase function of light from a microbubble. The optical scattering from a spherical particle can be described by Mie 
theory and calculated using a Matlab-based algorithm8 for a microbubble of radius R0 = 2.25 ȝm, refractive index ratio 
1/1.33 and optical wavelength Ǌ = 0.5 ȝm. The mean value of the cosine of the scattering angle for this phase function 
was found to be <cosǇ> = 0.85. This suggests that the Henyey-Greenstein function9 with an anisotropic factor of g = 
0.85 will be a suitable approximation to the angular distribution. In the case of linear microbubble oscillations, the radius 
changes are small enough (±5%) that the phase function can be assumed to be constant over time. 
For the purposes of computational speed in the Monte Carlo simulations, the analytically simpler Henyey-Greenstein 
approximation is used to model optical scattering from microbubbles. 
 
2.3 Photon phase modulation by microbubbles 
The various mechanisms by which US modulates the phase of photons in the target region are well established. In this 
model we consider the modulation of the local refractive index of the medium by the applied US pressure (leading to 
modulation of the wavelengths of photons), and the displacement of scatterers (hence the modulation of the optical path 
lengths between scattering events) proposed by Wang10. In addition to these, a new mechanism of ultrasonic modulation 
due to the presence of microbubbles is proposed.  
Oscillating microbubbles radiate pressure outwards from their surface. This is predicted by potential flow theory to 
reduce with radial distance from the microbubble, rb. The equation can be simplified in the case of linear oscillations, 
where the radiated pressure is given by5: 
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݌௥௔ௗሺݎ௕ǡ ݐሻ ൌ
ଵ
௥್
ቀߩ௅ܴ଴ଶ
డమோ
డ௧మቁ. (5) 
This additional pressure will also modulate the refractive index of the medium in the vicinity of the microbubble, hence 
there will be a further phase shift introduced to photons in the US focal region. This will only be significant for photons 
that approach close to the surface of a microbubble, i.e. when scattering (see figure 1). 
 
 
Figure 1: The contrast shows the radiated pressure increasing as the photon approaches the microbubble. The overall additional  
photon phase shift is calculated by integrating the phase shift along these photon paths. 
 
This phase shift is integrated over the path length of the photon with respect to the radial distance rb, making use of the 
symmetry of the situation and modelling a microbubble as a point scatterer: 
߮௥௝ሺݐሻ ൌ ׬ ݇଴ο݊൫࢘௝ǡ ݎ௕ǡ ݐ൯ሺെ݀ݎ௕ሻ
଴
௟ೕ
൅ ׬ ݇଴ο݊൫࢘௝ǡ ݎ௕ǡ ݐ൯݀ݎ௕
௟ೕశభ
଴ ൌ
௡బ௞బఎ
ఘಽ௩మೌ
ቄ׬ ݌௥௔ௗ൫࢘௝ǡ ݎ௕ǡ ݐ൯݀ݎ௕
௟ೕ
଴ ൅ ׬ ݌௥௔ௗ൫࢘௝ǡ ݎ௕ǡ ݐ൯݀ݎ௕
௟ೕశభ
଴ ቅ,                     
(6) 
where lj is the free path length of the photon as it approaches the microbubble, lj+1 is the path length as the photon 
recedes from the microbubble after scattering, rj is the position of the microbubble within the US field, Ș is the piezo-
optical coefficient of the medium, va is the acoustic velocity, ȡL is the density of the medium and ko is the optical 
wavevector. Substituting equation (2) and (5) into equation (6) and integrating gives the additional phase shift due to this 
radiated pressure, ĳrj: 
߮௥௝ሺݐሻ ൌ
௡బ௞బఎ௞మೌோబయ௣ಲ
ఉ ሺ࢑௔Ǥ ࢘௝ െ ߱௔ݐ ൅ ߦሻ ൜ ൬
ோబ
௟ೕ
൰ ൅  ൬ ோబ௟ೕశభ൰ൠ. (7) 
This contributes along with the two original US mechanisms to the autocorrelation function of the detected signal, 
ܩଵሺ߬ሻ ൌ ׬ ݌ሺݏሻ

଴ ۃܧ௦ሺݐሻܧ௦
כሺݐ ൅ ߬ሻۄ݀ݏ, where the contribution from each photon path is ۃܧ௦ሺݐሻܧ௦כሺݐ ൅ ߬ሻۄ ൌ
ۃሾെ݅ο߮ሺݐǡ ߬ሻሿۄ. The phase variation between two photons with a time lag of Ĳ is given by ο߮ሺݐǡ ߬ሻ ൌ ߮ሺݐ ൅ ߬ሻ െ
߮ሺݐሻ. The new mechanism of ultrasonic modulation due to the pressure radiated from microbubbles contributes to this 
phase variation, along with the original two mechanisms, as follows: 
ο߮ሺݐǡ ߬ሻ ൌ σ ο߮௡௝ேାଵ௝ୀଵ ൅ σ ο߮ௗ௝ே௝ୀଵ ൅ σ ο߮௥௝ே௝ୀଵ , (8) 
where ǻĳnj is the phase variation due to the ultrasound-modulated refractive index and ǻĳdj is the phase variation due to 
displacement of scatterers in the applied US field. 
 
Incoming photon 
path length, lj 
Outgoing photon 
path length, lj+1 
Scattering 
angle Ǉ 
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3. MONTE CARLO MODEL 
3.1 Modelling procedure 
 
The computational model is based on the Monte Carlo model proposed by Wang (2001) which considers two 
mechanisms (described earlier) of ultrasonic modulation of multiply scattered coherent light by US plane wave10.  In 
addition to scattering from the biological medium, optical scattering by microbubbles is included in this work. We also 
consider the additional mechanism due to the radiated pressure produced by microbubbles (equation 7). The Monte Carlo 
model was implemented on a graphics-processing-unit (GPU) platform by modifying a GPU based Monte Carlo code on 
photon transport11. 
The simulations were performed in a slab geometry, with a thickness of 2 cm. Optical scattering in the background 
medium is modelled using the same properties as for a 1% Intralipid solution12: anisotropic factor g = 0.77 with a 
scattering coefficient ȝs = 48 cm-1. The biological medium is also an optical absorber, with absorption coefficient ȝa = 
0.015 cm-1. US is included as a plane wave at a given frequency fa (in Hz) and amplitude A (in nm). 
A scattering coefficient for the population of microbubbles in the sample, ȝs,b, can be estimated by considering the 
effective cross-sectional area of a microbubble13. This will of course vary with time and space, as the radius of a 
microbubble is a function of time and space. When the applied US pressure is low, the microbubble oscillations become 
linear and the variation of the radius is small. As a first approximation the time-averaged value is used to represent the 
radius of all microbubbles: 
ۃߤ௦ǡ௕ሺݐሻۄ ൌ ߨۃܴሺݐሻଶۄߩ௕ܳ ൌ ߨߩ௕ܴܳ଴ଶ ቀͳ ൅
௣ಲమ
ଶఉమቁ, (9) 
where Q is the quality factor of the scattering, and the limit of Q~2 for scatter sizes much larger than the optical 
wavelength is assumed13. A clinically plausible value for the concentration of microbubbles in the bloodstream is 
estimated to be ȡb = 105 mm-3. The Henyey-Greenstein scattering phase function with g = 0.85 has been used to generate 
the deflection angle of the microbubbles (see Section 2.2). 
The process for calculating whether a photon collides with a microbubble or a biological scatterer is as follows:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 2: Flowchart describing the generation of a photon free path length in a population of two distinct scattering species. 
 
This is statistically equivalent to generating a single free path length from the combined distribution of both scatterer 
populations (with coefficient ȝs + ȝs,b). 
Generate a step size from ȝs, 
i.e. the free path until the next 
biological scattering event 
Generate a step size from ȝs,b, 
i.e. the free path until the next 
bubble scattering event 
Is the step size for 
the next bubble 
collision shorter than 
that for the next 
biological collision? 
The next scattering event is 
with a bubble (discard the 
biological step size) 
The next scattering event is 
with the biological medium 
(discard the bubble step size) 
YES NO 
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  Phase variation due to radiated pressure ĳrj(t,Ĳ) 
  Phase variation due to applied US pressure ĳnj(t,Ĳ) 
3.2 Simulation results 
 
Figure 3: Monte Carlo results for applied US frequencies of 1 MHz fa 10 MHz. The US amplitude is A = 1.7 nm. The two curves 
show results with and without microbubbles. 
 
Figure 3 shows an increase in modulation depth at all applied US frequencies when microbubbles are introduced. It is 
significant to note that the extra modulation due to microbubbles leads to a larger overall increase in modulation depth 
when the US frequency exceeds the resonance frequency of the microbubbles (this is predicted from the given 
microbubble parameters to be 1.6 MHz). Below this frequency, the modulation due to radiated pressure is out of phase 
with the modulation due to the applied US pressure, as shown by figure 4. 
 
 
    
 
 
 
 
Figure 4: The phase variation due to microbubble radiated pressure [ĳrj(t,Ĳ)] and the phase variation due to applied US pressure 
[ĳnj(t,Ĳ)]: (a) below the resonance frequency (fa = 1 MHz), ĳrj and ĳnj out of phase and (b) above the resonance frequency (fa = 2 
MHz), ĳrj and ĳnj in phase 
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4. EXPERIMENTAL RESULTS 
Microbubble enhancement of the acousto-optic effect is also demonstrated in an experimental phantom. The tissue 
phantom used is a thin silicone tube (internal diameter 6 mm, thickness 2 mm) which is filled with 1% Intralipid 
solution. The optical properties of this solution can be estimated from its concentration12: ȝs = 47.7 cm-1, ȝa = 0.015 cm-1 
and g ~ 0.77.  A second phantom is half filled with 2% Intralipid solution and a solution of a commercially available 
microbubble (Expancel™), giving an identical 1% Intralipid solution containing microbubbles. 
The phantom is placed in the focal region of an US transducer (central frequency 1 MHz, producing 10 ȝs tone bursts at 
a rate of 5 kHz, Olympus Panametrics V392-SU, nominal element diameter=1.5inch, point focus at 2.5inch, focal zone 
2.56mm x 29.36mm at -6dB) and the beam path of a 5 mW He-Ne laser (632 nm, CW). This has a relatively long 
coherence length (>> 1 m). The autocorrelation of the speckle pattern is measured with a photon counter and digital 
correlator. The amplitude of the US field at the focus is approximately 80 kPa in water. This is relatively low, and 
predicted by the model to be in the linear regime of microbubble oscillations. Figure 5 shows this configuration. 
 
 
 
 
 
 
 
Figure 5: Diagram of experimental geometry (viewed from above). The tube phantom is in the centre, and orientated vertically. 
 
Figure 6: Autocorrelation function showing acousto-optic modulation in a 1% intralipid phantom with and without microbubbles. The 
arrows show the acousto-optic modulation depth. 
 
Figure 6 shows that even with a relatively low applied US pressure, and microbubbles undergoing linear small amplitude 
oscillations, the acousto-optic modulation depth is increased significantly by the presence of microbubbles. The 
component of the autocorrelation function which varies at the US frequency (with a period of 1 ȝs) originates from 
photons passing through the US focal region. The decay of the autocorrelation function is mainly due to the use of gating 
in the optical detection. The experiment performed here mainly serves to demonstrate the potential of using 
microbubbles to amplify the AO signals. It is not our intention to verify our simulation results with the experimental 
results since the experimental and the simulation configurations are very different, e.g. focused US (experiment) 
compared with plane-wave US (simulation), and tube geometry (experiment) compared with slab geometry (simulation).   
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5. CONCLUSIONS 
These results demonstrate that microbubbles can be used to enhance the modulation depth in acousto-optic 
measurements. The amplification effect of microbubbles on the acousto-optic signal has been observed experimentally in 
a tissue phantom, and this effect has been investigated with Monte Carlo simulations. A new mechanism affecting the 
phase of photons is proposed, derived analytically from the radiated pressure of an oscillating microbubble. This explains 
the increase in modulation depth, and also the strong frequency dependence of the AO signal when using microbubbles. 
In particular, when microbubbles are driven by ultrasound with a frequency lower than the resonance frequency of the 
microbubbles, the resulting radiated pressure is out of phase with the applied ultrasound. Despite this, the modulation 
depth is still increased when microbubbles are present: although the radiated pressure is out of phase with the ultrasound, 
the increase in scattering events compensates for this. Above the resonance frequency however, this radiated pressure 
acts in phase with the ultrasound, producing an increased overall phase shift in photons, and hence a larger increase in 
modulation depth.  
It is important to note that these models are valid only for linear microbubble oscillations, with a small change in radius 
(±5%). At higher applied ultrasound pressures microbubble oscillations become non-linear, which will result in changes 
in their optical scattering properties. The next stage of this work, which is currently in progress, is to model 
microbubbles with spatially and temporally varying scattering properties. 
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