Abstract
Introduction
Speech is seldom heard in isolation: usually, it is mixed with other environmental sounds. Hence, the auditory system must parse the acoustic mixture reaching the ears in order to retrieve a description of each sound source, a process termed auditory scene anulysis (ASA) [2] . Conceptually, ASA may be regarded as a two-stage process. The fist stage (which we term 'segmentation') decomposes the acoustic stimulus into a collection of sensory elements. In the second stage ('grouping'), elements that are likely to have arisen from the same environmental event are combined into a perceptual structure called a stream. Streams may be further interpreted by higher-level cognitive processes.
Recently, there has been a growing interest in the development of computational systems that mimic ASA (for example, see [4] , [l] In this paper, we study ASA from a neurocomputational perspective and propose a neural network model that is able to segregate speech from interfering sounds. Our model uses oscillatory correlation as the underlying neural mechanism for ASA; streams are formed by synchronizing oscillators in a two-dimensional time-frequency network.
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Model description
The input to the model consists of a mixture of speech and an interfering sound source, sampled at a rate of 16 lcHz with 16 bit resolution. This input signal is processed in four stages, comprising peripheral auditory processing, midlevel auditory representations, neural oscillator network and resynthesis. The stages of the model are summarised in Figure 1 and described below (see [ 113 for a full account).
Peripheral auditory processing
Peripheral auditory frequency selectivity is modelled using a bank of bandpass filters with overlapping pass-bands. For periodic sounds, a characteristic 'spine' appears in the correlogram which is centered on the lag corresponding to the stimulus period. This pitch-related structure can be emphasized by summing the channels of the correlogram across frequency, giving a 'pooled' correlogram s(j,z):
For periodic sounds, $0,~) exhibits a prominent peak whose position on the delay axis corresponds to perceived pitch.
It is also possible to extract harmonics and formants from the correlogram, since frequency channels that are excited by the same acoustic component share a similar pattern of periodicity. Bands of coherent periodicity can be identified by cross-correlating adjacent correlogram channels; regions of high correlation indicate a harmonic or formant [ 11. We define the cross-correlation C(ij3 between channels i and i+l at time fiamej as follows:
Here, a(i, j , T) is the autocorrelation function of (1) which has been normalized to have zero mean and unity variance (this ensures that C(ij3 is sensitive only to the pattern of periodicity in the correlogram, and not to the mean firing rate in each channel).
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Neural oscillator network overview
In our model, segmentation and grouping take place within a two-layer oscillator network. The basic unit of the network is a single oscillator, which is defined as a reciprocally connected excitatory variable x and inhibitory variable y [7] . The oscillator may be interpreted as a model of action potential generation or oscillatory burst envelope, where x represents membrane potential and y represents the level of activation of a number of ion channels. Since each layer of the network takes the form of a time-frequency grid (see Figure 2 ), we index each oscillator according to its frequency channel (i) and time frame (j):
Here, Zii represents external input to the oscillator, So denotes the coupling from other oscillators in the network, E, y and p are parameters, and p is the amplitude of a Gaussian noise term. The inclusion of noise allows the robustness of the system to be tested, and assists desynchronization among different oscillator blocks.
Compared to motion within each phase, the alternation between phases takes place rapidly, and is referred to as jumping. If Iij c 0, the two nullclines intersect at a stable fixed point. In this case, no oscillation occurs. It is clear, therefore, that oscillations in (4) are stimulus-dependent.
Neural oscillator network: segment layer
In the first layer of the network, segments are formedblocks of synchronised oscillators that trace the evolution of an acoustic component through time and frequency. The first layer is a two-dimensional time-frequency grid of oscillators with a global inhibitor (see Figure 2) . Hence, So in (4a) where Wi,w is the connection weight from an oscillator (ij) to an oscillator (k,l) and N ( i j ) is the four nearest neighbors of the grid location (ij). The threshold 0, is chosen so that an oscillator has no influence on its neighbors unless it is in the active phase. The weight of neighboring connections along the time axis is uniformly set to 1. Small segments may form which do not correspond to perceptually significant acoustic components. In order to remove these noisy fragments, we introduce a lateral potential pii for oscillator (ij), defined as [ 121:
Here, Np(ij] is called the potential neighborhood of (ij], which is chosen to be the left neighbor (id-1) and the right neighbor (ij+l). €Ip is a threshold. If both neighbors of (id)
are active, pii approaches 1 on a fast time scale; otherwise, pii relaxes to 0 on a slow time scale determined by E.
The lateral potential plays its role by gating the input to an oscillator. More specifically, we replace (4a) with (4a') With pii initialized to 1, it follows that pii will drop below the threshold 0 unless the oscillator (ij) receives excitation from its entire potential neighborhood. Given our choice of neighborhood in (3, this implies that a segment must extend xu = 3xu -x i + 2 -yij + IuH(pu -e) + Sij + p for at least three consecutive time frames. Oscillators that are stimulated but cannot maintain a high potential are relegated to a discontiguous 'background' of noisy activity. Figure 3 shows the results of segmentation by the first layer of the network for a mixture of speech and trill telephone. The network was simulated using the LEGION algorithm [9] which follows the major steps in the dynamic evolution of the differential equations, but offers considerable savings in computation time. The system produces 94 segments plus the background, which consists of small fragments lasting just one or two time frames. Each segment is represented by a distinct gray level. It should be noted that although all segments are shown together in Figure 3 for convenience, each arises during a unique time interval in accordance with the principle of oscillatory correlation.
An oscillator (ij) is stimulated if its corresponding input

Neural oscillator network: grouping layer
The second layer is a two-dimensional network of laterally coupled oscillators without global inhibition, which embodies the grouping stage of ASA. Oscillators in this layer are stimulated if the corresponding oscillator in the first layer is stimulated and does not form part of the background. Initially, all oscillators have the same phase, implying that all the segments from the first layer are assumed to be in the same stream. This initialization is consistent with psychophysical evidence suggesting that perceptual fusion is the default state of auditory organisation [2] . In the second layer, a single oscillator has the same form as in (4), except that xii is changed to:
Here, pis a small positive parameter (0.01); this implies that an oscillator with a high lateral potential gets a slightly higher external input. We choose N p ( i j ) and €Ip (see equation (7)) so that oscillators which correspond to the longest segment from the first layer are the first to jump to the active phase. The longest segment can be identified by using the selection mechanism described in [lo] . The coupling term in (4a') consists of two types of coupling:
Here, S> represents mutual excitation between oscillators within each segment. Specifically, we set S ; = 4 if the active oscillators from the same segment occupy more than half of the length of the segment; otherwise qj = 0.1 if there is at least one active oscillator from the same segment.
The coupling term S i denotes vertical connections between oscillators corresponding to different frequency channels and different segments, but within the same time frame. At each time frame, an FO is estimated from the pooled correlogram (2) and this is used to classify frequency channels into two categories: a set of channels, P, that are consistent with the FO, and a set of channels that are not. Specifically, given the delay 2, at which the largest peak occurs in the pooled correlogram, for each channel i at time
Since A(ij,O) corresponds to the energy in correlogram channel i at time j , (9) amounts to classification on the basis of an energy threshold. We use 8, = 0.95. The delay 2 , can be found by using a winner-take-all network, although for simplicity we apply a maximum selector in the current implementation.
The classification process described above operates on channels, rather than segments. As a result, channels within the same segment at a particular time frame may be allocated to different pitch categories. Since we do not allow segments to be decomposed, we enforce a rule that all channels of the same frame within each segment must belong to the same pitch category as that of the majority of channels, After this conformational step, vertical connections are formed such that, at each time frame, two oscillators of different segments have mutual excitatory links if the two corresponding channels belong to the same pitch category; otherwise they have mutual inhibitory links.
Sb is set to -0.5 if (ij) receives an input from its inhibitory links; similarly, Sb is set to 0.5 if (ijj receives an input from its vertical excitatory links.
At present, our model has no mechanism for grouping segments that do not overlap in time. Accordingly, we limit operation of the second layer to the time span of the longest segment. After forming lateral connections and trimming by the longest segment, the network is numerically solved using the singular limit method [6]. Figure 4 shows the response of the second layer to the mixture of speech and trill telephone. The figure shows two snapshots of the second layer, where a white pixel indicates an active oscillator and a black pixel indicates a silent oscillator. The network quickly (in the first cycle) forms two synchronous blocks, which &synchronize from each other. Figure 4A shows a snapshot taken when the oscillator block (stream) corresponding to the segregated speech is in the active phase; Figure 4B shows a subsequent snapshot when the oscillator block (stream) corresponding to the trill telephone is in the active phase. This successive 'pop-out' of streams continues in a periodic fashion. Hence, the activity in this layer of the network embodies the result of the ASA process; the individual sources in an acoustic mixture have been separated using FO information and represented by oscillatory correlation. 
Resynthesis
The last stage of the model is a resynthesis path. For each block of oscillators (stream), resynthesis proceeds by reconstructing a waveform from only those time-frequency regions in which the corresponding oscillators are in the active phase. Phase-corrected output from the gammatone filterbank is divided into 20 ms sections, overlapping by 10 ms and windowed with a raised cosine. A binary weighting is then applied to each section, which is unity if the corresponding oscillator is in its active phase, and zero otherwise. These weighted filter outputs are summed across all frequency channels to yield a resynthesized waveform.
Evaluation
The model has been evaluated using a corpus of 100 mixtures of speech and noise described by Cooke and hence they can be segregated very effectively from the speech source. Informal listening tests suggest that the intelligibility of the resynthesized speech is good, particularly for narrowband intrusions. Also, we have quantified the percentage of speech energy that is recovered by the segregation process; typically, between 55% and 80% of the speech energy is recovered, depending on the type of intrusion [ 1 13.
Discussion
A significant feature of the model proposed here is that each stage has a neurobiological foundation. The peripheral auditory model is based upon the gammatone filter, which is derived from physiological measurement of auditory nerve impulse responses. Similarly, our mid-level auditory representations are consistent with the physiology of the higher auditory system [ 13. Overall, the model is based on a framework -oscillatory correlation -which is supported by recent neurophysiological findings.
Our model can potentially be implemented as a real-time system. The oscillator network performs ASA in a parallel and distributed fashion, where each oscillator behaves autonomously and in parallel with all the other oscillators in the network. Although there are issues regarding real-time implementation of the model that need to be resolved (see speech mixed with ten intrusions (NO = 1 kHz tone; N1 = random noise; N2 = noise bursts; N3 = 'cocktail party' noise; N4 =rock music; N5 = siren; N6 = trill telephone; N7 = female speech; N8 = male speech; N9 = female speech).
[ 1 l]), there is a real possibility that the oscillator network, with its continuous-time dynamics, can be implemented on an analog VLSI chip. This feature is particularly attractive because the high speed and compact size of analog VLSI are both required for real-time implementation.
In conclusion, we have studied ASA from a neurocomputational perspective and have proposed a multi-stage model for segregating speech from interfering sounds. The model employs a two-layer oscillator network to perform segmentation and grouping of the acoustic input. Lateral connections within the network encode proximity in time, proximity in frequency and hannonicity. Segments arise in the first layer of the network, which correspond to connected time-frequency regions that are atomic and perceptually relevant. Streams then emerge from the second layer of the network through the grouping of segments that have a common FO. The model is founded on neurobiology, and has been systematically evaluated using a corpus of voiced speech mixed with a variety of interfering sounds.
