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 When remains are found in a fragmentary state, skeletal reconstruction 
aids forensic anthropologists in recreating general traits of the biological profile 
such as age, sex, ancestry and stature, reveals trauma, and reproduces visual facial 
likenesses. Previously an ignored area of forensic anthropology, the present study 
explored the error present when fragmentary skeletal remains are measured and 
those measurements are applied to statistical programs such as FORDISC 3.1 
(Jantz and Ousley 2005) for classification. The study utilized 72 tibiae of white-
tailed deer (Odocoileus virginianus), fragmented into varying states to find the 
difference in measurements before and after fragmentation. The study found that, 
while there was a difference in measurements after reconstruction, the difference 
was on average less than 2 mm for all dimensions of the bone and less than the 
generally accepted level of interobserver error in osteometrics. On average, the 
bones decreased in size, partially due to the effects of maceration and drying, and 
the total change due to fragmentation was considered minimal compared to other 
sources of error. When applied to FORDISC 3.1 (Jantz and Ousley 2005), this 
difference in measurements did not result in the misclassification of a previously 
identified individual. The recommendation therefore is to utilize fragmentary 
vi 
skeletal remains, when an accurate reconstruction can be determined, to maximize 
the information potential of those remains.  
vii 
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Forensic anthropologists analyze human remains that are often too decomposed, 
mutilated and/or fragmented to be identified through visual means, including 
skeletonized remains that are devoid of flesh. Skeletal remains are often purposely 
mutilated for ritual purposes, through acts of terrorism or intentional violent death to 
obscure an identity (Craig et al. 2005; Drake and Lukash 1978; Owsley et al. 1993; 
Stubblefield et al. 1999). Natural taphonomic processes or accidental occurrences (plane 
crashes, car accidents, building collapse, etc.) also often lead to fragmentation (Lopez-
Polin 2015; Pokines 2009). The lower limbs are the strongest bones in the human body 
and while the joints have evolved for normal every day use, they are poorly equipped to 
handle high impact scenarios, and fragmentation of the bone can often occur quite easily 
(Davidson et al. 2014; Galloway 1999b). All of the above can significantly hamper the 
ability to establish a biological profile for a set of remains.  
Identification of an unknown set of human remains is important for legal reasons, 
i.e., identifying the victim, analyzing skeletal trauma potentially to solve a crime and to 
provide closure for grieving family members (Berketa 2014; Holobinko 2012). When 
remains are found in a fragmentary state, reconstruction is necessary to recreate 
identifiable characteristics of an individual’s biological profile such as age, sex, ancestry 
and stature. It also aids to reveal potentially hidden trauma, reproduce visually 
identifiable facial likenesses, and identification by comparison with medical and dental 
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records (Abu Bakar et al. 2017; Grevin et al. 1998; Guyomarc’h and Bruzek 2011; 
Speller et al. 2012). It is the goal of the forensic anthropologist, as an expert in the 
identification of skeletal parts and their association with the body as a whole, to use 
unique biological characteristics to allow for a possible identification of an unknown 
individual. While various scenarios that affect the positive identification of an individual 
have been explored, no studies have explored the possibility of using a set of fragmentary 
remains to obtain that positive identification. Using limbs that are common in the 
identification process and by application of standard procedures for cleaning, measuring, 
and applying them to statistical models, the present study examined the information 
potential of fragmentary remains after they had been reconstructed.   
 
Bone Measurements 
 Skeletal analysis has been moving away from subjective morphological 
descriptors and toward more objective metric methods, with a heavy reliance on 
osteometric data (Adams and Byrd 2002; Christensen 2004; Grivas and Komar 2008; 
Ricketts and Boaks 2013; Smith and Boaks 2014; Spradley and Jantz 2011). Discriminant 
Function Analysis (DFA) is a statistical procedure for the optimal separation of groups 
and classification of an unknown individual using measurements (Mercyhurst University 
2019). Reference human populations are used to establish membership of the unknown 
individual using key variables, such as language family, ethnicity, sex and tribe. Linear 
Discriminant Function (LDF) is a type of DFA that converts measurements into 
discriminant function scores using linear combinations of original measurements, 
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maximizing inter-group differences; this score is then compared to the mean DFA score 
to establish the greatest likelihood of population membership (Mercyhurst University 
2019). Scores are determined by the Mahalanobis Distance, developed in the 1960’s, and 
describe the average variation within groups and the relative distances between groups 
(Jantz and Ousley 2012). Programs such as FORDISC 3.1 (Jantz and Ousley 2005), 
CRANID (Wright 2012), and 3D-ID (Slice and Ross 2009) utilize standard skeletal 
measurements through the means of LDFs to classify an individual into the most likely 
combination of sex and ancestry, based on presumably correct user-imputed data and 
comparison to reference populations (Jantz and Ousley 2017). If there are more than two 
groups available for comparison, more scores are calculated to maximize among-group 
differences (Jantz and Ousley 2012). While CRANID (Wright 2012) and 3D-ID (Slice 
and Ross 2009) are specific to ancestry estimation of the cranium, FORDISC 3.1 (Jantz 
and Ousley 2005) can also determine an individual’s height, given one or a combination 
of a few of the upper and lower limbs (Albanese et al. 2016).  
 Inconsistencies in osteometrics can lead to inaccurate constructions of biological 
profiles. Such inconsistencies often begin with interobserver and intraobserver error, 
when a single individual fails to take the same bone measurements consistently or when 
multiple individuals fail to reach the same result. These errors are due to the obvious 
irregularities of some bone shapes and the misunderstanding of the placement of bony 
landmarks when taking measurements (Langley et al. 2018; von den Driesch 1976). Error 
may also exist in the application of osteometrics because of a lack of consistency in 
anatomical terminology between practitioners, in methods used to collect measurements, 
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in the scaling of those measurements for comparative analysis and a lack of reference 
points when describing anatomical locations (Magee et al. 2012). In order to limit the 
error in the construction of a biological profile, standards in skeletal measurements, i.e., 
from which bony landmarks a measurement should be taken, when the condition of the 
bone prohibits measurements from being taken, and with which tools those measurements 
should be taken, and documentation of those skeletal measurements, are necessary. To 
limit error further in the construction of a biological profile, the current study aimed to 
show whether osteometrics should be attempted when applying reconstructed bone 
measurements to FORDISC 3.1 (Jantz and Ousley 2005). 
 The Goldilocks Dilemma is a statistical concept that suggests that a good 
separation and classification of several groups requires numerous measurements to 
encompass a wide range of morphological variation; yet collecting too many 
measurements produces an overfitting and an overall lower accuracy of classification 
(Byrd and LeGarde 2014; Mercyhurst University 2019). While the exact number of 
measurements required for a valid classification is highly debated, Tabachnick and Fidell 
(2001) suggest using a sample size that is four times larger than the number of variables 
used, Huberty (1994) suggests using a sample size that is three times larger than the 
number of variables used, and the current recommendation by program developers is to 
use a minimum of 10 measurements, but no more than one less than the smallest group 
sample size (Mercyhurst University 2019). Because FORDISC 3.1 (Jantz and Ousley 
2005) was designed based on the analysis of the bones related to the biological profile, it 
excludes or potentially ignores other bone measurements that are not deemed relevant to 
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the identification process. However, studies have shown that the inclusion of more than 
the minimum suggested number of measurements increases the likelihood of obtaining a 
proper classification (Bulbeck 2011; Elliot 2008; Pietrusewsky 2000). All available adult 
bones that are complete, undamaged and possessing fused epiphyses should be taken for 
comparison and inclusion in FORDISC 3.1 (Jantz and Ousley 2005), for the construction 
of the biological profile (Langley et al. 2016). Bones that are only minimally damaged or 
nearly complete, however, are rarely considered for analysis. Accurate use of FORDISC 
3.1 (Jantz and Ousley 2005) requires an extensive data base, in the form of population-
specific estimates and regression formulae, from which ideal comparisons can be made. 
Program developers are continually updating these references based on user feedback and 
the further addition of FDB case files (Mercyhurst University 2019). The more reference 
points, that can be included in the FDB, both from the skeleton itself and from various 
population-specific data, the more likely that a correct classification can be made (Komar 
2003). The present study addressed how the condition of a skeleton, rendered through 
reconstruction might affect such classifications.   
 Errors in bone measurement can have a significant impact upon skeletal analysis. 
Trotter and Gleser (1952) presented formulae for human stature estimation using various 
long bone measurements. Trotter and Gleser’s (1952:473) definition for the maximum 
length of the tibia is: “End of malleolus against vertical wall of the osteometric board, 
bone resting on its dorsal surface with its long axis parallel with the long axis of the 
board, block applied to the most prominent part of the lateral half of lateral condyle.” 
Observers assumed that the maximum length of the tibia, according to this definition, 
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included the medial malleolus (Adams and Byrd 2002; Hillson 1996; Jantz et al. 1994; 
Ousley 1995; Waxenbaum et al. 2010). However, a comparison of Trotter’s 
measurements from the Terry Collection and WWII casualties to measurements of 
Korean War casualties taken by Trotter’s students in 1958 found discrepancies in the two 
stature estimations (Jantz et al. 1994; Ousley 1995; Waxenbaum 2010). When Hunt 
(1994) examined the original collection from which stature estimates were created, 
Trotter’s stature estimates were, on average, 13 mm shorter than Hunt’s (1994) estimates. 
Hunt remeasured the collection, assuming that Trotter did not account for the medial 
malleolus in her measurements of the tibia length, and as a result of this change in 
methodology, discrepancies were, instead, approximately only one millimeter. Therefore, 
utilization of Trotter’s stature estimates, while using the medial malleolus as one of the 
bony landmarks with which to take standard measurements, produced incorrect stature 
estimates. Inconsistent use of measurement definitions may lead to an incorrect 
estimation of stature, which may compromise identification of an unknown individual in 
a forensic scenario. When given a range for the stature of an individual, typical 
FORDISC 3.1 (Jantz and Ousley 2005) stature is reported as a mean, plus or minus a 
standard deviation. While the standard deviation is generally larger than 13 millimeters 
(0.5 inches), where the cutoff for that standard deviation lies may be enough of a 
difference to exclude an individual from a search through a missing persons data base, 
compromising the likelihood of a positive identification.  
 Grevin et al. (1998) highlighted the significance of bone measurements applied to 
burned remains. The data gained from a set of fire-damaged remains is more limited, and 
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taking measurements involves a larger margin of uncertainty, because the bones become 
split, cracked and shrunken under the effects of heat, thus making them more brittle and 
splintered. There is still, however, a potential for biological discrimination with respect to 
age, sex and stature, if those remains are reconstructed. Age, as it relates to fetuses and 
newborns, is still identifiable in a set of thermally-altered remains, through suture 
closures and other methods related to easily visible morphological changes; assembling 
matching fragments can make these features more visible. Sex, though difficult enough to 
estimate in whole burned bone, can still be determined through the prominence of muscle 
attachment sites and cranial relief, in fragmentary burned bone. Stature can also be 
calculated by measuring a reconstructed, thermally-altered bone and multiplying it by a 
contraction factor of 8 to 14% (a function of combustion temperatures estimated from the 
color of burned bones), and applying the resulting figures to known stature estimation 
formulae to determine the range (Grevin et al. 1998). Care should be taken, however, to 
describe the range, only as a function of short, medium or tall, rather than giving definite 
figures.  
 There is a lack of previous research on the effects of utilizing measurements of 
reconstructed fragmentary remains in applications of FORDISC 3.1 (Jantz and Ousley 
2005). However, in a forensic context, skeletal remains are rarely in complete and 
pristine condition for a proper analysis; they are often fragmentary and incomplete, due to 
intentional fragmentation or natural, destructive taphonomic processes (Craig et al. 2005; 
Drake and Lukash 1978; Lopez-Polin 2015; Owsley et al. 1993; Pokines 2009; 
Stubblefield et al. 1999). Therefore, the goal of the present study was to address this gap 
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in knowledge and identify how a biological profile may be affected by the utilization of 
fragmentary remains. By collecting standard measurements of long bones on 
reconstructed fragmentary remains of varying degrees of fragmentation, the present study 
aimed to determine whether reconstruction would introduce a certain amount of error to 
reach the threshold for possible misclassification. FORDISC 3.1 (Jantz and Ousley 2005) 
records measurements to the nearest millimeter, and while there is no published standard 
on the acceptable amount of interobserver variation, a generally taught and acceptable 
difference lies in the realm of ± 2 mm (Smith and Boaks 2014; Smith and Boaks 2017). 
However, a change in measurements as little as one millimeter has been shown to alter 
the classification provided by FORDISC 3.1 (Jantz and Ousley 2005), mainly in the 
categories of sex and ancestry (personal observation; Smith and Boaks 2014; Spradley 
and Jantz 2011; Zambrano et al. 2005). The present study tested whether the 
reconstruction of comminuted remains, as well as the amount of bone lost in the 
fragmentation process, would be enough to reach the one millimeter threshold and, 
therefore, be enough to affect the classification of a set of remains. This has legal 
ramifications because it hinders the possibility for a positive identification. 
 
Skeletal Reconstruction 
 Skeletal reconstruction usually consists of matching fractured edges as closely as 
possible and applying an adhesive to the fractured bone edges (Christensen and Sylvester 
2008). The ability to identify skeletal fragments as belonging to a specific bone is what 
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makes skeletal reconstruction possible and, even by a practitioner with little osteology 
experience, highly accurate (Christensen and Sylvester 2008; Nagesh et al. 2005).  
 Duco® cement, a multi-purpose, fast-drying, water-resistant, nitrocellulose 
cement, is common in skeletal reconstruction, because it is non-staining and can be 
dissolved with acetone, an ideal condition when analysis of trauma renders it necessary to 
readily disassemble a skeleton (Berketa 2014; Berkson 1950; Coy and Ohlson 2000). 
After a set of remains has been reconstructed, standard measurements are taken of the 
skeleton to be applied to statistical models to determine an individual’s stature, sex, and 
ancestry. However, standard practice is to ignore bones that are incomplete or in a 
fragmentary state because it is assumed that the data to be gained from them after being 
subject to such damage is minimal (Langley et al. 2016).   
 Skeletal reconstruction can be conducted through visual and physical means, but 
also through digital programs that determine the best fit for a bone based on skeletal 
atlases. Regardless of the method utilized, skeletal material can still be analyzed for its 
information potential through these reconstruction efforts.  
 
Fragmentation Severity 
 When remains are highly fragmentary and exhibit high levels of postmortem 
trauma, the amount of obtainable traits from the remains is compromised, and the 
investigative resources required to obtain those traits is significantly increased (Laughlin 
2015; Owsley et al. 1993). Kontanis and Sledzik (2014) discussed the ramifications of 
extremely fragmentary and commingled remains on identification from mass fatality 
10 
events. Fragmentation severity accounts for almost 50% of the increase in time it takes to 
obtain an identification, and the increase in resources spent to obtain an identification. 
With increasing fragmentation, there is an increased reliance on DNA to provide 
identification and a reluctance on the part of the investigator to utilize the data that could 
be obtained from a set of fragmentary remains (Kontanis and Sledzik et al. 2014).  
 Because forensic anthropological methods provide the highest degree of accuracy 
when skeletal remains are complete, researchers tend to err on the side of caution when 
collecting skeletal measurements and, in instances of extreme fragmentation, opt out of 
taking skeletal measurements that do not necessarily need to be ignored (Byrd and 
LeGarde 2014). Skeletal measurements derived from fragmentary skeletal remains can be 
just as forensically valuable as those that are whole and complete and can therefore be 
utilized without concern. The present study addressed the possibility of incorrect 
classification through an introduction of an adhesive and greater degrees of fragmentation 
affecting that classification. 
 
Hypothesis   
 The present study tested the hypothesis that the difference in measurements 
between a complete bone and its reconstructed fragmentary counterpart would be small 
enough (less than one millimeter in any dimension) as to be unaffected in its overall 
classification. A millimeter difference in measurements, either in the positive or negative 
direction, would not be expected to change the estimation of sex or ancestry by 
FORDISC 3.1 (Jantz and Ousley 2005). It was further hypothesized that the degree of 
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fragmentation in a set of remains was indirectly related to the amount of error introduced 
in total skeletal measurements by introducing variable amounts of adhesive between the 
space of the joined fragments. Finally, it was hypothesized that the adhesive 
reconstruction materials would produce a greater overall bone length and width on bones 
in greater fragmentary states but that the size difference would be less than one 
millimeter and, further, that this increase in size would not result in the incorrect 
classification of sex and ancestry of an unknown individual. Skeletal remains are subject 
to warping, shrinkage and general inaccuracies in measurement documentation and the 
present study aimed to prove that the act of reconstruction would not introduce a further 
significant element of error to affect the biological profile when applied to FORDISC 3.1 
(Jantz and Ousley 2005) for classification. The effect of bone reconstruction on stature 
was not explored because the change in size between a complete bone and its 
reconstructed counterpart was expected to be so small (in the realm of tenths of a 
millimeter) as to be inconsequential, and immeasurable for FORDISC 3.1 (Jantz and 
Ousley 2005), which records measurements to the nearest millimeter.    





 Current research in the field of osteometrics has mainly focused on the proper 
applications of and accurate classification rates of FORDISC 3.1 (Jantz and Ousley 
2005). An analysis of FORDISC 3.1 (Jantz and Ousley 2005) by Dudzik and Jantz (2016) 
found a frequent misclassification of Southwestern Hispanics as Asian, and Japanese in 
particular, when the reference samples for Asian populations in the FDB remained low. 
Similarities in craniometric measurements accounted for these misclassifications, 
particularly because of similar cranial vault length and orbit width between the test 
sample and the reference population, though no ancestral or genetic ties were known. 
Hispanics share ancestry with both White and Native American groups and yet were 
more frequently misclassified as Asian due to these similarities in craniometrics. 
Hispanics represent one of the most problematic ancestral groups for classification and 
recent updates to FORDISC 3.1 (Jantz and Ousley 2005) have included larger reference 
group sample sizes for Hispanic males, mainly derived from individuals born in the 
United States, Mexico and Central America (Mercyhurst University 2019). Individuals 
born in the Caribbean, however, were excluded from the reference population because of 
their affinity to classify as Black (Slice and Ross 2004). Measurements of the mandible 
remain excluded from the FORDISC 3.1 (Jantz and Ousley 2005) Hispanic sample 
populations for reference.   
13 
 Limitations of FORDISC 3.1 (Jantz and Ousley 2005) derive from the assumption 
that an unknown individual’s ancestry actually lies in one of the populations available in 
the FDB (Kruger et al. 2017; Mercyhurst University 2019), and from the fact that its 
original application was intended for the study of remains of modern American 
populations. References to other populations, including modern Europeans, are limited. 
Every function will classify an unknown set of numbers, whether derived from human or 
another species entirely, regardless of what the ancestral group or sex may be. The 
posterior probabilities and typicalities, however, identify the likelihood of membership of 
that unknown individual into each group. A set of criteria must be met in order for a valid 
FORDISC 3.1 (Jantz and Ousley 2005) analysis: (1) the sample size for each reference 
group has to be larger than the number of variables used (Huberty 1994; Mercyhurst 
University 2019; Tabachnick and Fidell 2001), (2) posterior probabilities have to be high 
(reflecting a greater confidence in the overall classification), and (3) typicality 
probabilities have to be larger than 0.05 or the classified individual may be considered 
atypical (Liebenberg et al. 2019). Typicalities below 0.05 or 5% indicate a questionable 
probability of membership in a specific group, or may indicate the possibility of 
measurement error (Mercyhurst 2019). Further, an individual may be misclassified as a 
result of a unique combination of variables that are not accounted for in FORDISC 3.1 
(Jantz and Ousley 2005) data sets. To find the best fit, the set of measurements for an 
unknown individual should be run against all available populations, to establish the best 
candidate groups for a more refined search. After excluding the least likely candidates for 
classification, further analyses should be run (Mercyhurst University 2019). In doing so, 
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a more accurate classification is likely to be obtained. When comparing measurements 
from a forensic case against the reference data base, low posterior probabilities and non-
significant typicality probabilities may be observed. The recommendation, then, is to 
remove measurements from analysis that represent extreme outliers, or those that are 
more than two standard deviations away from the mean (Liebenberg et al. 2019; 
Mercyhurst University 2019).   
 Zambrano et al. (2005) tested the degrees of accuracy of FORDISC 2.0 (Jantz and 
Ousley 2005), an earlier edition of the statistical program, to determine whether a 
classification would hold, if incorrect measurement data were input into the program. 
Twenty-four cranial measurements were taken from four previously-identified crania. All 
specimens were analyzed as part of a real forensic caseload, fully adult males with known 
ancestry, and in excellent condition where all measurements of the cranium could be 
obtained. The measurements were entered into the program, using only White and Black 
male reference populations. These two reference groups were chosen specifically because 
they represented the strongest likely candidate groups, with a posterior probability of 
1.000, for classification of the selected crania. Also, at the time of the program’s 
conception, data in the FDB was limited, and classification into White and Black were 
considered to be the most informed reference groups. The measurements that were 
considered as the greatest indicators of that classification (basion-nasion length, basion-
prosthion length, and nasal breadth) were then manipulated by first adding, then 
subtracting 1 to 3 mm from the original measurements, changing measurements all at 
once and also in isolation. One to 2 mm was the acceptable level of interobserver 
15 
variation for straightforward measurements, and up to 3 mm was the acceptable level of 
interobserver variation for more complex measurements. Zambrano et al. (2005) found 
that individuals that strongly classified into a reference population (high probabilities and 
typicalities) were not affected by significantly altered measurements. Individuals that did 
not strongly classify into a reference population, however, were greatly affected in their 
classification by the addition or subtraction of as little as 1 mm to a single measurement. 
The misclassification was found to be strengthened the further from the original 
measurement that each variable was changed. The present study developed a similar 
model for testing classification accuracy after a threshold for error due to skeletal 
reconstruction was obtained.  
 L’Abbe et al. (2013) explored the limitations of and application of FORDISC 3.0 
(Jantz and Ousley 2005) to a South African population that is not well-represented in the 
FDB, to determine the accuracy of a statistical program designed for modern American 
populations on a non-American population. Twenty-four standard cranial measurements 
were obtained from 86 Black and 101 White individuals from the Pretoria Bone 
Collections. These measurements were tested for accuracy against the Howells data base, 
the FDB, and the South African data base. Using data from the FDB, 73% of Black and 
White South Africans classified correctly, with greater misclassification according to sex, 
rather than ancestral group. Using the South African data base, all groups classified 71% 
correctly and when using Howells Bushman and Zulu groups, classification was correct 
62% and 48% of the time, respectively. Misclassification occurred most often with sex 
against all three data bases. The reason for this is the relatively smaller amounts of sexual 
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dimorphism found in South African populations compared to North American 
populations and the lack of extensive gene flow between populations. North American 
samples did not classify South Africans as well as South African samples did, an 
expected finding, considering the recommendation for FORDISC 3.1 (Jantz and Ousley 
2005) and all other statistical procedures is to use population-specific reference data any 
time an evaluation of ancestry or sex is necessary. Currently, population data for South 
Africans in FORDISC 3.1 (Jantz and Ousley 2005) remains low, but this may change in 
the future. Classification rates may be greatly compromised if reference population data 
remains low in statistical programs such as FORDISC 3.1 (Jantz and Ousley 2005).   
 Other researchers addressed metric sex determination using FORDISC 3.1 (Jantz 
and Ousley 2005) and its comparative accuracy to morphological sex determination. 
Because males and females possess predictably different proportions in both stature and 
bone density (males tending to be more robust and females tending to be more gracile), 
FORDISC 3.1 (Jantz and Ousley 2005) should accurately utilize those metrics to classify 
an unknown individual into male or female (Ramsthaler et al. 2007). In an evaluation on 
the reliability of metric sex determination, 98 crania from Middle European populations 
from 1968 to 2005 were scored initially morphologically for degrees of “sexualization” 
(Ramsthaler et al. 2007). The scale ranged from -2 to +2, where negative represented the 
degree of femininity and positive represented the degree of masculinity. The same crania 
were then measured according to published standards and classified in an earlier edition, 
FORDISC 3.0 (Jantz and Ousley 2005). Misclassification was found more frequently 
when utilizing metrics than morphological sex determination and males were classified 
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with a higher rate than females. Normal human variation was proposed as the reason for 
this variance in classification rates. The overlap in the manifestation of traits within a 
population makes discrete categories and breakpoints of those categories difficult and in 
some cases, impossible (Ramsthaler et al. 2007). Even when skeletal measurements are 
exact and free of error, FORDISC 3.1 (Jantz and Ousley 2005) should be used with 
caution as a standalone method of sex and ancestry classification (Ramsthaler et al. 
2007). 
  
Interobserver and Intraobserver Error 
 The Daubert standard requires that, for scientific evidence to be admissible in 
court, it must be brought about by methodology that can be tested and generally accepted 
in the relevant scientific community, be subjected to peer-review, and possess known or 
potential error rates (Holobinko 2012). Studies of interobserver and intraobserver error 
are relevant to the present study, because the statistical basis of error and uncertainty is 
directly linked to whether forensic evidence will be admissible in court (Christensen 
2004; Franklin et al. 2013; Holobinko 2012). When testing measurements of a bone, both 
before and after reconstruction, it is important to note that the measurements are correct, 
in and of themselves, before the value of the data gained from them can be evaluated. 
Further, the reproducibility and repeatability of a given measurement determines whether 
that dimension can be accurately applied to a skeletal analysis. 
 Various studies have tested interobserver error rates in fragmentary skeletal 
reconstruction and measurement. Christensen and Sylvester (2008) tested the accuracy of 
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skeletal reconstruction using visual physical matches of bone, shell and tooth fragments 
with participants of varying levels of experience in osteology. Matching tests were given 
to 95 individuals with experience ranging from no former osteology knowledge to 
practicing experts or students at the PhD level of study. Participants were given a random 
assortment of fragments, where not all fragments in a set were articulating pairs. 
Fragments that participants determined to be a pair were affixed with tape. Participants 
had the option of creating a proper physical match, creating a match that was incorrect or, 
alternatively, not creating a match that did exist. Individuals with little to no osteology 
experience were able to identify accurately a positive match between two fragments 92% 
of the time. Individuals with more osteology experience performed only slightly better, 
but completed the task in a shorter amount of time. Christensen and Sylvester (2008) also 
acknowledged differing fracture patterns of dry versus fresh bone, and found that the 
fracture patterns created by dry bone had little-to-no negative impact on the accuracy of 
the results.   
 Adams and Byrd (2002) also tested interobserver variation on postcranial 
measurements. Sixty-eight participants volunteered in the study, possessing varying 
levels of osteology experience, from 0-1 years to up to 10 years. Twenty-two postcranial 
elements were used for measurements, chosen for the relative lack of consistency 
between observers in taking measurements of various landmarks. Participants used digital 
calipers and osteometric boards to obtain measurements and were asked to record 
measurements to the nearest millimeter. Simple errors were found in transposed numbers, 
decimal misplacement, failure to zero-out the calipers, incorrect landmarks being 
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recorded and misinterpretation of measurement definitions and skeletal landmarks. 
Participants with the least experience had the greatest frequency of unexplained errors, 
i.e., those that could not be explained away by careless data collection. The tibia was the 
most problematic postcranial bone with regards to accuracy in measurement between 
participants, independent of the level of osteological experience, and this 
mismeasurement resulted from a misunderstanding of the bony landmarks defined by 
Trotter (1952). A Scaled Error Index (SEI) was calculated to compare results with 
regards to specific measurements. The pubis length proved to be the most problematic 
standard measurement to take. For example, its SEI value was 8.32, compared to a less 
problematic measurement of the epicondylar breadth of the femur, which had an SEI 
value of 2.11. These values were not tested against FORDISC 3.1 (Jantz and Ousley 
2005) performance, however, and their effect on classification is unknown.  
 Langley et al. (2018) quantified the inter- and intraobserver error in osteometric 
data, with regard to its application to forensic anthropology. Little work had been done 
prior to this to investigate the intrinsic error of measurements, despite the fact that 
osteometric data is employed widely in the field of forensic anthropology. Metrics are 
known to be more objective than nonmetric techniques, but they are not without their 
own sources of error. For example, using improper measuring tools, reading those tools 
incorrectly, misunderstanding measurement definitions, inadequate training in 
osteometrics and using highly unreliable or unrepeatable measurements all create their 
own source of error in analysis. To test exactly how much error exists in osteometrics, 
four observers, with varying levels of osteometric experience, took a set of 99 
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measurements a total of four times each on a sample of 50 skeletons from the William M. 
Bass Donated Skeletal Collection. Seventy-eight of the measurements had been 
previously defined by Langley et al. (2016), and the remaining 21 measurements were 
suggested as alternatives to potentially problematic measurements used in the past. The 
maximum and minimum diameters of the midshaft of long bones were preferable to their 
positionally-oriented counterparts (anterior-posterior and medial-lateral). The absolute 
and relative technical error of measurement (TEM) was calculated for measurements with 
significant ANOVA results to determine their degree of error. An acceptable relative 
TEM was defined as less than 1.5% for intraobserver error and less than 2% for 
interobserver error. In general, the maximum lengths and breadths had the lowest error 
across the board, with a relative TEM of less than 0.5%. The average TEM between 
observers was 2.31%, 3.25%, 3.36%, and 3.41%; the highest TEM belonged to the 
observer with the least amount of osteological experience. Significant error was found in 
15 measurements, where interobserver error was the primary source of variability. For 
example, the ischium and pubis length were excluded from future measurement because 
of a 6.19% and a 6.20% relative TEM, respectively. The anterior-posterior 
subtrochanteric diameter of the femur exceeded an acceptable relative TEM for 
interobserver error, at 2.01%, and the anterior breadth of the sacrum exceeded acceptable 
relative TEM for intraobserver error, at 2.12%, 1.67%, 2.10%, and 1.90% for all 
observers. This quantification of error was not tested for its effect on classification in 
FORDISC 3.1 (Jantz and Ousley 2005), but highlights why standard procedures exist and 
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how error (intra- or interobserver, measurement, instrument, etc.) can lead to bad data 
collection and skewed population data sets.   
 Franklin et al. (2013) addressed the statistical quantification of error of traditional 
osteometric methods and volume-rendered multislice computed tomography scans 
(MSCT) with regards to interlandmark cranial measurements. The goals were to 
determine whether measurements taken in MSCT scans by different operators were 
appreciably different, to evaluate the precision of cranial measurements taken in actual 
bone specimens and MSCT scans, and to quantify the difference between traditional 
cranial measurements and MSCT scans of the same specimen and assess their 
significance. Six dry human skulls were subjected to clinical MSCT scans using a Philips 
Brilliance 64 scanner, identifying 40 cranial landmarks and 23 linear interlandmark 
measurements. The same measurements were acquired from the same set of skulls using 
traditional methods (sliding and spreading calipers). Intraobserver error was tested in 
traditional osteological methods by having one observer take the same measurement six 
times; interobserver error was tested for MSCT only by having two different observers 
measure the same skull three times each. The significance of differences was assessed 
using a nested ANOVA. Traditional bone measurement methods resulted in consistently 
higher, though only slightly, coefficient of reliability values than did measurements via 
MSCT scans. The relative TEM values were also, on average, lower for traditional 
measurement methods. Inter-operator error was modest for MSCT scans compared to the 
cranial variation present in the sample, and the error was as large, or larger, than the error 
made by a single operator repeating the same measurement. Currently, it appears that 
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traditional methods of skeletal measurement are still slightly more reliable than their 
digital counterparts.  
 Selected craniometric landmark locations and measurements have also been tested 
for consistency between observers of varying levels of osteological experience (Smith 
and Boaks 2017). Thirty volunteers, with osteological experience ranging between 0-4 
years, 5-9 years and 10-15 years, took eight cranial measurements from three different 
crania. They were asked to record the landmarks used in their cranial measurements, and 
their data was recorded on standardized forms. The study found a high variation in 
measurements, independent of the years of osteological experience. This is in contrast to 
most studies that have found a slight positive correlation between interobserver accuracy 
and years of experience (Kamnikar et al. 2018; Perini et al. 2005; Utermohle et al. 1983; 
Yzerniac et al. 1992). No measurements met the standard of 80% consistency across 
observers, and all measurements had a percentage of mean difference (PMD) greater than 
1%. The highest level of consistency of measurements between observers was the nasal 
breadth at 68%, followed by the mastoid height at 57%; these results would be deemed 
highly inaccurate in a forensic capacity. The biorbital breadth (EKB) of one cranium had 
differences in measurements between observers as high as 20.75 mm, and 15 of the 24 
measurements in total taken had ranges of 5 mm or greater, with an average of 8.23 mm, 
well-exceeding the acceptable standard of ± 2 mm.  
 Kruger et al. (2017) applied flexible discriminant analysis (FDA) to evaluate the 
potential variation of postcranial measurements from three large, socially defined South 
African groups to estimate sex. Thirty-nine measurements from 11 postcranial bones 
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were taken from the left side of the body of 360 Black, White and Colored South African 
males and females, between the ages of 18 and 87 years. Inter- and intraobserver error 
was assessed using TEM and %TEM. The mean intraobserver error was fairly small for 
all measurements, with a TEM of 0.13 mm and a %TEM of 0.24%. Interobserver error 
was slightly higher, with a TEM of 0.43 mm and a %TEM of 1.04%. The ulna showed 
the greatest amount of variance, particularly in the dorso-volar dimension. Cross-
validated correct classification rates were determined with regards to multivariate models 
using FDA, ranging from 90 to 97% when the three ancestral groups were pooled, 
compared to a range of 90 to 98% correct classification when applying linear 
discriminant analysis (LDA).   
 Liebenberg et al. (2019) also examined inter- and intraobserver error with regards 
to sex estimation of South Africans. Eleven postcranial bones (39 standard measurements 
in total) of 180 Black, White, and Colored South Africans, of known age, sex, and 
ancestry, were measured. Inter- and intraobserver measurements from five individuals 
were randomly selected and the TEM and %TEM were calculated. Intraobserver TEM 
and %TEM ranged between 0 and 1.061 mm and 0 and 3.872%, respectively. 
Interobserver TEM and %TEM ranged between 0 and 1.183 mm and 0 and 7.246%, 
respectively. FORDISC 3.1 (Jantz and Ousley 2005) was run to classify remains 
according to sex (male/female), ancestry (Black, White, Colored with sexes pooled), sex 
and ancestry simultaneously (BM/BF/WM/WF/CM/CF) and sex-specific ancestry. 
Estimation of sex, when ancestry was pooled, was 95% accurate. When ancestries were 
separated, sex was estimated with a 79% accuracy. When sex and ancestry were run 
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simultaneously, sex estimation was 79% accurate. Members of the same sex were more 
likely to misclassify into different ancestries than individuals of opposite sex in the same 
ancestral group. This was attributed to sexual dimorphism that appears to be more 
marked in the postcranial skeleton and hence, easier to identify. 
  
Skeletal Reconstruction 
 Hanson et al. (1982) addressed the error present when single teeth of a partial 
removable denture cast were fractured and then rearticulated with an adhesive. Their 
study was comprised of 72 teeth in models of varying sizes that were fractured at the 
gingival margin and repaired with one of three techniques: Eastman’s 910, Duco® 
cement and cyanoacrylate adhesive. The use of Duco® cement between joined fragments 
was found to result in less error, between 20 and 54 micrometers. However, the changes 
in size and shape of the teeth after an adhesive repair were so small that some fell below 
the resolution of measurement (less than 24.7 micrometers). Tooth morphology and 
mechanical structure represent specific complications that are not found in bone. Hanson 
et al. (1982) noted the natural shift of teeth in the occlusogingival plane, which could 
have affected the accuracy of their reconstruction, but argued that this shift was 
inconsequential. The present study addressed a more forensically relevant scenario by 
testing these findings on bone. The changes in the size of the teeth after an adhesive 
reconstruction, demonstrated by Hanson et al. (1982) were so small as to be clinically 
insignificant, but the current study addressed how the changes in size of bone that is 
much larger and more fragmentary may affect analysis.    
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  The Copper Brace Method is a technique of fragmentary skeletal reconstruction 
that attempts to aid in the interpretation of trauma, create facial likenesses and make 
identification possible by comparison with medical and dental records. Two fragments of 
bone that appear to be a physical match are fixed together with a thin strip of copper 
sheeting and an acetone-based adhesive, leaving space between the articulating surfaces 
of the fragments so their orientation can be adjusted (Jayaprakash et al. 2017). The 
purpose of this method is to limit the amount of error in reconstruction because the 
fragments can easily be repositioned as needed. However, the space left between the 
fragments after a positive match is confirmed is filled with adhesive to stabilize the 
fragments, a nonideal state for remains that need to be measured for osteometric 
purposes. Therefore, though this reconstruction method is useful in highlighting regions 
of trauma, this study did not discuss the ramifications of using these reconstructed 
fragments in biological profile reconstruction. Applying standard measurements to a bone 
reconstructed in this manner would create skewed results in FORDISC 3.1 (Jantz and 
Ousley 2005), limiting its utility in a forensic context.  
 A computer software program, Fragmento®, aids in the reconstruction of bone 
from a limited number of available fragments (Mahfouz et al. 2017). The program was 
created in response to inefficient methods of mapping and sorting through commingled 
sets of remains found in mass graves. The purpose of the program was to recreate bones 
specific to the construction of the biological profile to aid in the identification process: 
the cranium, humerus, innominate and femur. The software enables forensic 
anthropologists to quantify and reconstruct fragmentary human skeletal remains from 
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three-dimensional surface files generated by computed-tomography or laser scans 
(Mahfouz et al. 2017). The program’s data base was built from large sets of bone data 
and uses a statistical bone atlas to create a three-dimensional template of each bone. 
Further, because the software allows for digital matching of fragments without inflicting 
further damage on the fragments themselves, skeletal reconstruction and measurements 
of the reconstructed remains, taken digitally, may produce the most accurate and precise 





 A sample comprised of 86 tibiae of white-tailed deer (Odocoileus virginianus) 
was used to test the accuracy of standard measurements when applied to reconstructed 
fragmentary bones. Human and white-tailed deer tibiae are morphologically similar, in 
both size and shape of the proximal and distal epiphyses (Hillson 1996). The present 
study utilized the tibiae of white-tailed deer, because of the ethical ramifications of and 
the inability to use human bone for research purposes, and because of the ease in 
obtaining a large deer sample. The tibiae were purchased, as defleshed whole limbs, from 
a butcher in Hopkinton, MA, A. Arena & Sons. The present study utilized both dry and 
fresh bone, macerated to the point of maximum fat extraction but before the point at 
which the bones became brittle and unusable. Dry was an ideal state for the bones 
because of the ease with which the bone could be broken and the knowledge that the 
accuracy of reconstruction would not be negatively affected, at least significantly, by the 
fracture patterns of dry bone (Christensen and Sylvester 2008). 
 
Maceration 
 The bones were first separated from the rest of the limb using a standard medical 
scalpel. The tibiae were then placed in an incubator filled with hot water at 80  ͦCelsius 
(176  ͦ Fahrenheit), following Mairs et al. (2004) and Schmid (1972). A standard 3.8 L 
solution of water and 240 mL of Biz® was used, with approximately 10 tibiae submerged 
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at a time, to remove any residual flesh. The bones were left to simmer for a minimum of 
24 hours and, if flesh still adhered to the bone, were left to simmer for an additional 24 
hours. On average, maceration was complete within 36 hours. The bones were removed 
from the incubator and rinsed with water. Any soft tissue that remained was removed 
gently, by hand. The bones were then placed in the incubators again, at approximately the 
same temperature with fresh water and approximately 200 mL of a standard solution of 
Dawn® dish detergent, to facilitate the removal of any remaining organic component. 
The bones were left for another 24 hours to simmer in the hot water bath. When the bones 
were removed from the incubator, they were rinsed with cold water and laid out in a 
single layer under a fume hood to dry. Thin drying cracks appeared in several of the 
bones throughout the process. Maceration resulted in the bones exhibiting different 
shades of color. Dry bones were whiter in appearance, reflecting the lower amounts of the 
organic component that gives the bone its ivory color, and fresh or wet bones, were more 
yellow and sometimes dark orange, reflecting high levels of grease retention.   
 Even after being cleaned of soft tissue and left to dry for several weeks, many 
bones remained glossy in appearance and wet to the touch. Small holes were drilled in 
each bone, where grease retention was most extensive and the bones were placed in hot 
water baths with Dawn® for a second time. After another 24 hour period, the bones were 
left under the fume hood for several more weeks. They appeared less, if only slightly, 





 The bones were each labeled with a number, 1 through 86, on their distal ends, 
near the medial malleolus. Throughout the process, however, the sample was reduced to 
72 bones, but their original identification number was retained for consistency. Each bone 
was measured, using a set of 0-600 mm range Mitutoyo digital calipers, to the precision 
of a hundredth of a millimeter, according to standards common for both human and 
animal bone measurements (Bass 2005; Buikstra and Ubelaker 1994; Langley et al. 2016; 
Langley et al. 2018; Moore-Jansen et al. 1994; von den Driesch 1976). Standards for 
measurement of human and nonhuman tibiae are the same, except for the inclusion of the 
“intercondylar eminence” in the measurement of the maximum length of nonhuman 
tibiae. The present studied mimicked standard human bone measurements, as much as 
was practical (Figure 3.1). Calibration of the digital calipers was checked using standard 
blocks at 300 mm, 400 mm, and 500 mm, and was found to be within factory and 
national standards of ± 0.02 mm. The measurements recorded were: the maximum tibia 
length, the maximum proximal epiphyseal breadth, the maximum distal epiphyseal 
breadth, the maximum diameter at the midshaft and the minimum diameter at the 
midshaft. The circumference at the nutrient foramen was not recorded because of the 
imprecision involved in taking this measurement.  
 Previous practice has required the measurement of the minimum and maximum 
diameter at the nutrient foramen (Buikstra and Ubelaker 1994), which lies significantly 
proximal to the midshaft of the bone. However, current recommendation by FORDISC 
3.1 (Jantz and Ousley 2005) program developers is to record the minimum and maximum  
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Figure 3.1. Standard human measurements of the tibia (Buikstra and Ubelaker 
1994:83). Note, the present study utilized newer recommendations for 
measurements of the minimum and maximum diameter at the midshaft, rather than 
the nutrient foramen.  
 
diameter at the midshaft. The current study also opted for the minimum and maximum 
measurements of the midshaft because of the ease with which the center could be 
identified and replicated, and for the significantly lower error rates of using the minimum 
and maximum compared to their positionally-oriented counterparts (Langley et al. 2018). 
Due to inconsistencies that exist with measurements of the maximum length of the tibia 
in previous studies (Adams and Byrd 2002; Hillson 1996; Jantz et al. 1994; Ousley 1995; 
Waxenbaum et al. 2010), it is worth noting that, in the present study, the medial 
malleolus was included in the measurement of the maximum length. It was believed that 
all measurements chosen are highly repeatable, including the maximum length of the 
tibia, given the current understanding of  the landmarks involved and the myriad of 
literature on how human long bone measurements should be taken (Bass 2005; Buikstra 
and Ubelaker 1994; Jantz et al. 1994; Moore-Jansen et al. 1994). Traditionally, 
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postcranial measurements would be taken with a combination of spreading calipers, 
sliding calipers, a tape measure, and an osteometric board. For the purposes of this study, 
however, an instrument with greater precision than could be provided by the spreading 
calipers, osteometric board, and tape was needed. Therefore, digital sliding calipers were 
employed for all measurements. The ease with which each landmark was identified with 
regards to the placement of the calipers may have affected the accuracy of those 
measurements. Each measurement was recorded in a spreadsheet that also included the 
specimen number and the number of associated fragments (Table A.1). The present study 
did not address the possibility of interobserver error and attempted to reconcile 
intraobserver error by taking multiple measurements of each bone, a total of three times, 
and collecting the average of each measurement. The side of the bone (left or right) was 
not recorded, because the total difference in measurement (before and after 
reconstruction) was unrelated to the sidedness of the bone.  
 Throughout the process, several bones were excluded from the sample, i.e., tibiae 
that were not fully fused or retained extensive soft tissue, too many bone fragments were 
missing for a positive reassociation (or a clear match between fragments could not be 
ascertained based on the bone fragments visible), or the bone was too warped, due to the 
amount of force inflicted on wet bone, to allow reliable reconstruction. If the same 
measurements could not be achieved after fragmentation, or if reconstruction could not 
be attempted for the reasons described above, the bones were excluded from the sample. 
The goal was to retain the bones that would provide the most information related directly 
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to the amount of fragmentation, to replicate the same landmarks used in the original set of 
measurements, and to apply the same standard procedures to the reconstructed bone. 
 
Fracturing 
 Fracturing of the tibiae was achieved using a small, commercially available axe 
that inflicted blunt-force trauma along the shaft of the tibiae. The bones were fragmented 
with varying force in order to create a range in the number of total fragments present. The 
blunt end of the axe was used, as opposed to the blade, to inflict more trauma over a 
larger surface area, and mimic the actions of a bone subject to high tensile forces 
(Galloway 1999a). To prevent the loss of small fragments upon impact from the axe, each 
bone was placed into a large, Ziploc® gallon bag, and the bag was zipped closed. Trauma 
was inflicted on the bone through the bag, and the resulting pieces were kept contained. 
A few bones (#3 and 38) were expelled from their bag upon impact, and small fragments 
may have been lost; only bone #38 was excluded from analysis for this reason. Due to the 
varying degrees of dryness versus freshness of the bone, not all bones fractured 
uniformly, presenting another variable in skeletal reconstruction. Bones that were very 
dry exhibited some cortical flaking, a peeling affect that removed the thin topmost layers 
of the bone. Bones that retained high levels of grease were darker in color and had a 
palpable slippery feel to them. Some bone fragmentation resulted in very thin, splinter-
like pieces (Figure 3.2), while others resulted in very discrete, large pieces (Figure 3.3). 
The ease of reconstruction was affected by these properties. Further, while 
morphologically similar, human and nonhuman bones fracture at varying loading points, 
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and bones of fast-growing nonhuman animals such as deer, possess plexiform bone, a 
more densely packed structure than that of lamellar bone found in humans. Due to these 
differences, fracture patterns between human and non-human bones may vary 
significantly (Galloway 1999a).  
 
Figure 3.2. Close-up of bone #29, showing a splinter-like fracture pattern. 
 
Figure 3.3. Close-up of bone #36, showing fragmentation into larger, more 
discretely-shaped fragments. 
 
 The ability to reconstruct a bone was affected by the number of fragments present, 
and the number of fragments created were limited to between 2 and 19 fragments. A bone 
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split in two was recorded as having two fragments, a bone resulting in three pieces was 
recorded as having three fragments, and so on. Fragmentation of bone #42 resulted in the 
greatest number of fragments (19), and bones #19, #59, and #61 each resulted in only two 
fragments, the least number that could be achieved while still evaluating fragmentation 
and reconstruction. Due to the small size of the bone (relative to human bone), more than 
19 fragments was considered too severe to allow for practical reconstruction. Trauma that 
resulted in incomplete fractures was not counted toward the total number of fragments for 
the bone. Further breakage, caused by the pressure applied to hold a bone together while 
gluing, was also not considered in the total number of fragments for the bone. Several 
reconstruction efforts resulted in physical matches that could not be made, therefore even 
though some fragments were not included in the overall finished reconstructed product, 
their number was still accounted for when tallying the number of fragments for the bone. 
The missing fragments may have negatively affected bone size, which was of direct 
interest in the present study.  
 For several elements, one blow from the axe did not create enough fragments, or 
created a fragmentation ratio too similar to previous bones, so that another blow from the 
axe was necessary. All force was concentrated on the midshaft of the bone, and no 
fragments were created near either the proximal or distal epiphysis of any bone. The 
overall measurement of the breadth of the proximal and distal epiphyses, then, should not 
have been affected throughout the fragmentation and reconstruction process. These 
measurements would be expected to produce the least amount of change from the before- 
to after-fragmentation measurements.  
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 Due to the high levels of grease and organic component still present on the bones, 
cleaning with Dawn® detergent, for a third time, was necessary. Each bone was placed in 
a small Micron-Nylon mesh liquid filter bag to prevent the loss of smaller fragments, and 
each bag was labelled externally with the bone number. The bones were left for a 
minimum of 24 hours, with hot water (80  ͦ Celsius [176  ͦ Fahrenheit]) and Dawn® 
detergent. They were then removed from their bags, rinsed carefully with water and 
placed, with all associated fragments, under the fume hood to dry. Some small fragments 
may have been lost during the cleaning process, but the effect on reconstruction was 
deemed insignificant. All fragments that were lost did not result in negative physical 
matches, and all bone cylinders that were able to be fully completed to achieve all 
measurements, especially the maximum length, were used in analysis. Bone #58 showed 
the greatest gap in reconstruction due to the loss of bone fragments (Figure 3.4), and is a  
 
Figure 3.4. Close-up of bone #58, showing the largest gap present in reconstruction 
due to bone loss.  
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representation of what may be found in a forensic or archaeological setting. Figure 3.5 
shows the range of grease retention in the bones, from very dry with some cortical 
flaking, to palpably greasy.  
 
Figure 3.5. Range of grease retention present in the macerated, reconstruction 
bones. Greasy (left) to dry (right). Bones #78, #65, #14, #35, #84, #58, and #81, in 
order from left to right. Note the color change from left to right, showing the loss of 






 Duco® cement was used for all skeletal reconstruction. Fragments that were 
determined to be a physical, visual match, were affixed with the adhesive (a thin layer on 
both sides of the fractured edges), held for several minutes, and then left to dry for 24 
hours before handling, following Wan (1980). Due to the complexity of the 
fragmentation, the bones were reconstructed in several phases, first affixing as many 
small fragments to the largest proximal or distal fragment, then attaching the two large 
fragments together. Because all of the smaller fragments, when affixed, had a full 24-
hour drying period, rendering them more stable, more pressure could be applied to each 
of the bone ends in the second phase of reconstruction. The bones were laid out on trays, 
with objects placed below the bones that needed extra support. Sand was not used to 
stabilize the bone while drying, as is common practice (Berketa 2014; Dowman 1970), 
because allowing sand particles to enter into the fracture margins may have introduced 
another variable to account for. Several bones were more difficult to reconstruct, because 
the bones retained too much organic component and were resistant to being glued (#62, 
#65, #78 and #80), or were too warped, for the same reason, to be glued together 
effectively (#1, #3, #16, #28, #42, #48, #50, #56, #75, #83, and #84) (Figures 3.6-3.17). 




Figure 3.6. Close-up of bone #1. Note the incomplete union of the fractured edges. 
 
Figure 3.7. Close-up of bone #3. Note the incomplete union of the fractured edges. 
 
Figure 3.8. Close-up of the anterior view of bone #16. 
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Figure 3.9. Close-up of the posterior view of bone #16. Note the incomplete union of 
the fractured edges.  
 
 
Figure 3.10. Close-up of bone #28. Note the warping of the fractured edge, resulting 
in gapping in the bone cylinder.  
 
 
Figure 3.11. Close-up of bone #42 showing the gapping in the bone cylinder. 
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Figure 3.12. Close-up of bone #48. Note the incomplete union of the fractured edges.  
 
Figure 3.13. Close-up of bone #50. Note the incomplete union of the fractured edges.  
 
Figure 3.14. Close-up of bone #56. Note the incomplete union of the fractured edges. 
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Figure 3.15. Close-up of bone #75. Note the incomplete union of the fractured edges 
and the warping of the bone resulting in gapping in the bone cylinder.  
 
 
Figure 3.16. Close-up of bone #83. Note the incomplete union of the fractured edges.  
 
Figure 3.17. Close-up of bone #84. Note the incomplete union of the fractured edges.  
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 Total bone length therefore was expected to be the most effected measurement, 
exhibiting higher levels of error after reconstruction and measurement. Some bones 
retained palpable levels of grease, which made reconstruction more difficult, and some 
bones exhibited cortical flaking due to the level of dryness. Both of these factors were 
expected to affect the size of the reconstructed bone in various ways. Four bones were 
excluded from the sample, because too many fragments were missing, rendering 
reconstruction impossible (#38, #55, #69, and #86). Bones with fragments missing, but 
that were able to be reconstructed as a complete bone shaft were retained in the total 
sample, because the maximum length of the bone was able to be achieved with the 
fragments that were present (#14, #29, #36, #48, #56, #78, and #85) (Figure 3.2, Figure 
3.3, Figure 3.12, Figure 3.14, and Figures 3.18-3.20). Others were excluded from the 
sample because one, or both, of the epiphyses became detached during fragmentation, but 
the detachment was due to the epiphyses not being fully fused rather than from blunt 
 
 
Figure 3.18. Close-up of bone #14. Note that the bone had to be stabilized from the 
inside before gluing due to the absence of some fragments.  
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Figure 3.19. Close-up of bone #78, showing gapping in the bone cylinder due to 
missing fragments.  
 
 
Figure 3.20. Bone #85, showing gapping in the bone cylinder due to missing 
fragments.  
 
force trauma (#12-13, #15, #21, #30-31, #39, #67-68, and #76).  
 The bones were then measured a second time with the same instrument as before, 
three times per bone, and the values were recorded alongside previous measurements 
(Table A.1). For each set of three measurements, the average was taken, to consolidate 
intraobserver error. No extensive intraobserver error was present. All measurements in 
the retained sample were obtainable utilizing the same landmarks as before. Even if 
fragmentation occurred directly at the center of the midshaft, this measurement was also 
taken, whether there was considerable warping, a lack of union between the two bone 
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fragments or a region of missing bone. The midshaft of the bone was identifiable in the 
second set of measurements because of a mark made with a permanent marker, labelling 
the exact center of the midshaft during the first set of measurements.   
 
Drying Effects on Femora 
 A smaller, second sample was analyzed for the effect of cooking and drying on 
the total the size of the bones, to remove the additional variable that maceration added to 
the analysis. Five white-tailed deer femora, also purchased from the butcher as defleshed 
limbs, were macerated in a standard solution of Biz® detergent and hot water. The 
femora had been previously disarticulated from the rest of the limb, for another unrelated 
project. Whereas tibiae would have been preferable for consistency, the use of a long 
bone from the same species was considered comparable enough to do this calibration test, 
since overall shrinkage of the long bone was being tested. Similarities exist between the 
two different bones in the study, because they are both from the lower limb and have 
relatively similar cortical thickness. The femora were simmered for a minimum of 48 
hours to remove all residual flesh. The bones were then measured according to published 
standards for human bones, using the same measuring tools from the previous experiment 
(Buikstra and Ubelaker 1994). The maximum length and the minimum and maximum 
diameter at the midshaft were recorded. The maximum length was achieved by 
measuring from the maximum point of the femoral head to the lowest point of the lateral 
condyle. The proximal and distal epiphyses, due to the general difference in morphology 
of the femur and the tibia, are measured according to different standards, and, due to the 
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inconsistency perceived in comparing the two measurements from different bones, these 
measurements were not recorded. The femora were measured to the nearest hundredth of 
a millimeter, as before, a total of three times for each dimension, and the average of the 
three measurements was used for comparison before and after cooking and drying. 
Similar intraobserver error rates occurred as in the tests with the tibiae, with no 
measurement exceeding a variance of more than 0.17 mm, so the results are considered 
comparable between the two. The maximum length of the bone and the minimum and 
maximum diameter of the midshaft were of the greatest interest in this calibration test, 
because these were the regions directly affected by fragmentation. The bones were 
measured after maceration but before submersion in the Dawn® solution, in order to 
assess whether the removal of fat would increase the rate at which the bone dried and 
have a greater effect on the amount of shrinkage the bone underwent. The sample was left 
simmering for an additional 48 hours, in the Dawn® solution. Once they were removed, 
they were left to dry under the fume hood for several weeks, in an attempt to recreate the 
conditions under which the first sample was analyzed. This smaller sample was also 
analyzed during the same time of year, with the same temperature conditions, and after 
spending several months in a commercial freezer before analysis. The conditions between 
the two tests were considered to be replicated with the greatest possible consistency. 
After several weeks spent drying, the femora were measured for a second time, three 




Applications to FORDISC 3.1 (Jantz and Ousley 2005) 
 To test directly the effects of the change in measurements due to fragmentation 
found in the present study, an attempt to re-classify an already known individual was 
made. A set of remains was chosen at random from the Boston University, School of 
Medicine Donated Skeletal Collection. The individual had been assigned the case number 
BU-32, and was identified as a White female. Sex was estimated by the author using 
morphological indicators described by Buikstra and Ubelaker (1994), Phenice (1969), 
and Vance et al. (2011) and through a FORDISC 3.1 (Jantz and Ousley 2005) analysis of 
the cranium and postcranial elements. Ancestry was estimated by the author through 
morphological indicators described by Angel and Kelley (1990), Bass (2005:88-92), 
Brues (1990), Duray et al. (1999), Gill (1998), Napoli and Birkby (1990), and Rhine 
(1990) and through a FORDISC 3.1 (Jantz and Ousley 2005) analysis of the cranium and 
postcranial elements. The individual had been processed by BU and identity was verified 
with previous case documents. Given the condition of the remains, and the presence of 
osteoarthritis in several elements and hip replacement hardware on the left femur and left 
innominate, several measurements could not be recorded. A change in measurements in 
the maximum length of the long bones would be expected to have a greater effect on 
classification than other dimensions of those same elements; however, not all of these 
dimensions could be utilized in FORDISC 3.1 (Jantz and Ousley 2005).   
 In analyses of the cranium, eight measurements were selected at random 
(maximum cranial breadth, maximum cranial length, basion-prosthion length, nasal 
breadth, orbital breadth, biorbital breadth, frontal chord, and mastoid length), and were 
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increased by 1 mm and 2 mm, then each decreased by 1 mm and 2 mm (no decimal place 
values were permitted) (Tables A.2-A.6 and Figures A.1-A.5). All incremental changes 
were applied to all measurements at once, rather than individually. The measurements 
chosen were selected because they did not appear to be confounded by osteoarthritis or 
alveolar tooth resorption. The individual showed large amounts of antemortem tooth loss 
which may have affected the original morphology and measurements of the dental 
arcade. 
 The same analyses were done for a set of postcranial measurements. Currently 
only Black and White male and female populations are standard in the FDB for the 
postcranium; however, it was of interest to see whether a positive or negative change in 1 
or 2 mm would be enough to change such a limited classification. Ten measurements 
were selected at random (clavicle maximum length, humerus maximum length, humerus 
epicondylar length, radius medial-lateral diameter at the midshaft, innominate height, 
femur anterior-posterior subtrochanteric diameter, tibia maximum length, tibia maximum 
medial-lateral diameter at the midshaft and calcaneus maximum length) and were 
increased by 1 mm and 2 mm, then decreased by 1 mm and 2 mm (Tables A.7-A.11 and 
Figures A.6-A.10). Measurements for the postcranium were also selected because they 
were unaffected by osteoarthritis, other degenerative bone changes, and the presence of 
surgical intervention. 





 In order to discuss error in measurements due to fragmentation, intraobserver 
error was first analyzed. Every bone, before and after fragmentation was measured a total 
of three times in each dimension, recorded to the nearest hundredth of a millimeter. 
Measurements that varied less than 0.5 mm between the set of three measurements were 
considered insignificant because they fell below the level of resolution when applied to 
FORDISC 3.1 (Jantz and Ousley 2005). No set of three measurements varied by more 
than 1.0 mm, but anything above 0.5 mm was rounded up to the nearest millimeter. The 
greatest intraobserver error present was in the first measurement of the proximal 
epiphysis of bone #1, with a maximum of 0.76 mm in variance between the three 
measurements. The minimum error present between a set of three measurements was 0.0 
mm, and several bones were measured with this level of intraobserver precision in at least 
one dimension (#5, #6, #19, #22, #23, #34, #42, #43, #45, #46, #50, #51, #61, #64, and 
#71). Bone #1 showed the greatest amount of intraobserver error greater than 0.5 mm, 
with the first measurement of the maximum length and the first measurement of the 
breadth of the proximal epiphysis, at 0.72 mm and 0.76 mm, respectively. First 
measurements were those taken before fragmentation and second measurements were 
those taken after reconstruction, identified in the table as 1 and 2, i.e. MAX L1 and MAX 
L2 refer to the maximum length of the bone before fragmentation and after reconstruction 
(Table A.1). The first set of measurements of the breadth of the proximal epiphysis and 
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the second set of measurements of the minimum diameter at the midshaft showed the 
greatest instance of intraobserver error exceeding 0.5 mm, with two bones each 
exceeding this value. The second set of measurements of the maximum length had the 
lowest intraobserver error level with several bones exhibiting a change of 0.0 mm, 
followed by the first set of measurements of the minimum diameter at the midshaft, with 
only one measurement exceeding 0.25 mm, then the first and second set of measurements 
of the breadth of the distal epiphysis and the maximum diameter at the midshaft. Overall, 
the level of intraobserver error was minimal and, on average, less than 0.5 mm.    
 A matched-pairs T-test was conducted for each group of measurements 
(maximum length, breadth of the proximal epiphysis, breadth of the distal epiphysis, 
minimum diameter of the midshaft, and maximum diameter of the midshaft) to determine 
(1) whether the average change in measurements, on a statistically significant level, was 
equal to 0.0 mm, assuming that the bone measurements did not change after 
reconstruction, and (2) whether that change, if any, was less than or equal to 1.0 mm. 
Measurement changes below 1.0 mm would fall below the level of resolution (due to 
rounding to the nearest millimeter) when applied to FORDISC 3.1 (Jantz and Ousley 
2005), therefore, anything greater than this difference would be considered significant. It 
was expected that, on a statistically significant level, the first hypothesis would be 
rejected; a change in measurements was expected, at least for the maximum length and 
the minimum and maximum diameter at the midshaft. For the change in the maximum 
length of the tibia, the p-value of the first test was 0.00011, indicating the null hypothesis 
(that the change is equal to 0) can be rejected. The p-value of the second test was 1.000, 
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indicating that there is no reason to reject the null hypothesis, and that the change 
observed between the first measurement and the second is less than 1.0 mm. There is one 
outlier in this data set, bone #75 (Figure 3.15), with an increase in total length of 2.1 mm 
after reconstruction. The reason for this large difference compared to the others is 
unknown. It is considerably warped, resulting in an incomplete union of the bone shaft, 
but it was not broken into the greatest number of fragments and did not show the greatest 
gap in reconstruction due to bone loss or an inability to create a positive visual and 
physical match. Intraobserver error was also considered minimal for this bone.  
 The same results are applicable to all other data sets. For the breadth of the 
proximal and distal epiphysis, the null hypothesis is rejected for the first t-test, with a p-
value of 0.000 and the null hypothesis is not rejected for the second t-test, with a p-value 
of 1.000. Therefore, on a statistically significant level, the change in the size of the bone 
after fragmentation and reconstruction was less than 1.0 mm. This is expected and the 
observed change is most consistent with the fact that no breakage occurred in this region 
of the bone. The change in dimension is minimal and may be attributed to some unknown 
factor other than the fragmentation and reconstruction process. For the minimum and 
maximum diameter at the midshaft, the p-value of the first hypothesis is 0.007 and 0.13, 
and the p-value for the second hypothesis is 1.00 and 1.00, respectively. The higher p-
value of the first hypothesis, at least for the maximum diameter of the midshaft, indicates 
with less certainty that the null hypothesis (that the change in dimensions is equal to 0) 
can be rejected. Therefore, the change observed, on a statistically significant level, is 
closer to 0.0 mm than other measurements previously analyzed. This would be expected 
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if this dimension showed the lowest amount of error after the reconstruction process and 
the change is expected to be closer to 0.0 mm, which is the case for this bone dimension.  
 Confidence levels were calculated for each set of measurements. The maximum 
length of the tibia decreased, on average, 0.41 to 0.62 mm, at the 98% confidence level. 
The breadth of the proximal and distal epiphysis decreased, on average, 0.38 to 0.55 mm 
and 0.34 to 0.45 mm, at the 98% confidence level, respectively. The lack of 
fragmentation in the region of these two measurements serves as a mini control variable 
by which to compare the changes observed in other dimensions. The minimum and 
maximum diameter of the midshaft decreased, on average, 0.19 to 0.30 mm and 0.23 to 
0.37 mm, at the 98% confidence level, respectively. The measurement most affected by 
reconstruction appeared to be the maximum length, the measurement traditionally found 
to produce the least amount of error in standard skeletal measurements (Langley et al. 
2018). The two measurements found to be the least affected by reconstruction were the 
minimum and maximum diameter of the midshaft. On average, these changes fall below 
0.5 mm and are therefore considered insignificant.  
 A Pearson Correlation test was conducted to determine the relationship, if any, 
between the number of fragments a bone was broken into and the change in total bone 
measurements after reconstruction. Because a greater number of fragments would 
necessitate more glue between the joined spaces, a correlation between the two is not 
unexpected. A high correlation between two variables would exhibit a correlation 
coefficient of 0.5 or greater. All bones in the present study exhibited a correlation, albeit 
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a very low correlation, between the two variables. The difference of the maximum length 
showed a correlation coefficient of 0.25 (Figure 4.1). When the one  
 
Figure 4.1. The correlation between the number of fragments and the difference in 
the change of the maximum length of the tibia.  
 
outlier in the data set (a total bone change of 2.1 mm) was removed, the correlation 
coefficient increased to 0.32, suggesting a stronger correlation between the number of 
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fragments and the total change in size after reconstruction (Figure 4.2). The difference of 
  
Figure 4.2. The correlation between the number of fragments and the difference in 
the change of the maximum length of the tibia, with the removal of an outlier value. 
 
the breadth of the proximal epiphysis showed a correlation coefficient of 0.17 (Figure 
4.3), though because no fragmentation occurred in this region, a correlation between 
these two variables is unexpected. The difference of the breadth of the distal epiphysis 
showed a negative correlation with the number of fragments, at -0.10 (Figure 4.4), 
however, as with the proximal epiphysis, no fragmentation occurred in this area and a 
correlation between the two variables is unexpected. The observed trendline, then, is 
likely attributed to some other confounding variable unrelated to the number of 
fragments. The difference of the minimum and maximum diameter at the midshaft 
showed a correlation coefficient of 0.07 (Figure 4.5) and 0.12 (Figure 4.6),   
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Figure 4.3. The correlation between the number of fragments and the difference in 
the change of the breadth of the proximal epiphysis of the tibia. 
 
 
Figure 4.4. The correlation between the number of fragments and the difference in 
the change of the breadth of the distal epiphysis of the tibia. 
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Figure 4.5. The correlation between the number of fragments and the difference in 
the change of the minimum diameter at the midshaft of the tibia. 
 
respectively, a value even lower than the variable considered unrelated to such a 
correlation. These dimensions, then, appear to exhibit very low, or no, correlation 
between the number of fragments and the change in total bone measurement. The 
minimum diameter at the midshaft showed the lowest correlation; however, it also 
showed the lowest range of average change between the first and second sets of 
measurements, indicating the least amount of error across the board. It is not an 
unreasonable assumption that a more apparent pattern would be shown between the 
number of fragments and the amount of error present if the number of fragments were to 
increase more significantly than in the present study. Due to the amount of shrinkage 
present in the bones, however, these numbers may not be representative of a true 
correlation, and may be affected by variables outside of the scope of the experiment.  
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Figure 4.6. The correlation between the number of fragments and the difference in 
the change of the maximum diameter at the midshaft of the tibia. 
 
 The second sample of deer femora was analyzed for the amount of shrinkage 
involved, in relation to drying. All bones in this sample showed some shrinkage, to 
varying degrees. The maximum length of the femur showed the greatest amount of 
shrinkage, with a range of 1.42 mm to 0.78 mm and an average shrinkage of 1.1 mm, 
equating to 0.4% loss in length. A comparable amount of shrinkage was expected in the 
sample of tibiae, and by calculating how much average shrinkage occurred during the 
process, the author was able to eliminate the previously unquantified variable and remove 
it from the data, so that the change in measurements due to fragmentation and 
reconstruction could be observed more directly. The average change in the maximum 
length of the bone, derived from the test of the femora, was subtracted from the total 
change in length of the tibiae before and after fragmentation. When this was done, a 
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greater number of the changes in measurements of the tibiae, before and after 
reconstruction, exceeded 1.5 mm, and therefore reached a threshold to affect 
measurements in FORDISC 3.1 (Jantz and Ousley 2005) by as much as 2 mm. The 
outlier in the data set in the maximum length showed a change from before to after of 3.2 
mm, a number exceeding even the acceptable level of interobserver error. When 
subtracting the average of this change, 1.1 mm, to the original data, it was found that the 
maximum length, when accounting for the amount of shrinkage that occurred to the bone, 
changed, on average, less than a millimeter, but by a maximum of 3.2 mm.  
 The same process was applied to the minimum and maximum diameter at the 
midshaft, and the change remained insignificant. The minimum and maximum diameter 
at the midshaft of the femur exhibited less distinct changes due to shrinkage. The 
minimum diameter showed a shrinkage range of 0.13 mm to 0.05 mm, with an average of 
0.09 mm. After applying the average of the change of the minimum diameter to the 
dimensions of the tibiae, measurements from before and after fragmentation changed a 
maximum of 1.27 mm, but an average of -0.01 mm. Several measurement changes were 
no longer negative values, but still fell below the level of resolution (0.50 mm) to affect 
input in FORDISC 3.1 (Jantz and Ousley 2005). This shows that there is still some 
average shrinking affect, not directly related to maceration and drying, acting on the 
dimension of the bone, but this factor is unknown. It could reflect varying levels of 
humidity, greater drying effects on one day compared to another, etc. However, due to 
the small range of this change, it would remain insignificant when applied to FORDISC 
3.1 (Jantz and Ousley 2005). The maximum diameter showed a shrinkage range of 0.35 
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mm to 0.12 mm, with an average of 0.24 mm. After applying the average of the change 
of the maximum diameter to the dimensions of the tibiae, they were found to change a 
maximum of 1.26 mm, but an average of 0.31 mm, also falling below the level of 
resolution when applied to FORDISC 3.1 (Jantz and Ousley 2005). Given the values 
derived from the maximum length of the bone, the threshold for error due to fragmentary 
skeletal reconstruction lies in the realm of 0.0 mm to (except in one instance) 2.0 mm, 
with an average change of less than 1.0 mm.  
 
Analyses of Case BU-32 
 A FORDISC 3.1 (Jantz and Ousley 2005) analysis of 16 cranial measurements 
using all female populations from the FDB (White, Black, American Indian, Japanese, 
and Hispanic), classified the remains of Case BU-32 as a White female (0.900 posterior 
probability and 0.574 F typicality), followed by Black female (0.064 posterior probability 
and 0.263 F typicality) (Table A.2 and Figure A.1). The high posterior probability and an 
F typicality greater than 0.5 indicates that the classification can be relied on with a high 
degree of certainty. Any classification with a posterior probability lower than 0.05 would 
be regarded as highly unlikely. The F typicality was recorded, as opposed to the Chi-
square or ranked distances, because it takes into account the Mahalanobis distance and 
sample size, allowing for classification, given greater skeletal variation (Jantz and Ousley 
2012). In the first analysis, the measurements of the basion-prosthion length and the 
orbital breadth were considered three standard deviations away from the mean, and so 
were excluded from analysis. Cross-validation of this second test was slightly higher than 
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the first, 73.7% correct classification compared to the previous 66.3%, basion-prosthion 
length was no longer considered three standard deviations away from the mean, and the 
classification of the individual remained the same, as a White female (0.938 posterior 
probability and 0.157 F typicality). The likelihood of the individual being Black female, 
however, was no longer considered as high. The next best candidate group was 
considered Japanese female, with a 0.042 posterior probability and a 0.042 F typicality. 
The low probabilities of all other groups rendered an analysis with a more refined set of 
likely candidate groups unnecessary. Though the numbers for Japanese female and Black 
female compared to White female remained low, as in the previous classification, the 
order of likelihood in which they are presented in the second analysis appears to be a 
product of the change in measurements of 1 mm.  
 In a third analysis, those same eight cranial measurements were increased by 
another millimeter, 2 mm total from the original measurement (Table A.4 and Figure 
A.3). FORDISC 3.1 (Jantz and Ousley 2005) classified the remains as White female 
(0.919 posterior probability and 0.213 F typicality), followed by Japanese female (0.045 
posterior probability and 0.067 F typicality). Cross-validation remained the same, at 
73.7% and probabilities remained similar to the second analysis, with a slightly higher F 
typicality in the classification as White female. A fourth (Table A.5 and Figure A.4) and 
fifth (Table A.6 and Figure A.5) analysis was run, using the same eight measurements 
and altering them in opposite direction, by subtracting first 1 mm, then 2 mm. Cross-
validation, after the subtraction of 1 mm remained the same, at 73.7%; however, orbital 
breadth increased to four standard deviations away from the mean and the nasal breadth 
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was also considered three standard deviations away from the mean. The suggestion by 
program developers is to remove those measurements from analysis and conduct another 
run. It appeared that the decrease in size resulted in more measurements being selected as 
outliers in the data set and the Mahalanobis Generalized Distance of the measurements of 
the individual to any single ancestral group was greater. The individual continued to be 
classified as White female (0.955 posterior probability and 0.019 F typicality), followed 
by Japanese female (0.035 posterior probability and 0.004 F typicality). The low 
typicalities, however, suggest that the classification is highly unreliable, given the 
proposed measurements. It is only in the fifth analysis that true error was observed. 
Typicalities were so low (0.959 posterior probability 0.003 F typicality for White female) 
that the “current case was too dissimilar to all groups”. This indicates that, while 
FORDISC 3.1 (Jantz and Ousley 2005) will classify any set of numbers, it also indicates 
that it is very unlikely, given this specific combination of measurements, that the 
individual belongs to any of the groups available for classification.  
 A FORDISC 3.1 (Jantz and Ousley 2005) analysis of 28 postcranial 
measurements classified the remains as White female (0.994 posterior probability and 
0.585 F typicality), followed by Black female (0.006 posterior probability and 0.048 F 
typicality) (Table A.7 and Figure A.6). When measurements were increased by 1 mm and 
2 mm, classification remained unchanged, but posterior probabilities and F typicalities 
varied slightly. The same results were found when measurements were decreased by 1 
mm (Table A.10 and Figure A.9), then 2 mm (Table A.11 and Figure A.10). Only the 
maximum length of the tibia was considered to be more than two standard deviations 
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lower than the mean, when measurements were decreased by 1 mm and 2 mm. Cross-
validation remained greater or equal to 87% throughout the entire analysis and the 
classification as a White female consistently had a posterior probability higher than 0.98. 
Only when measurements were increased by 2 mm was the F typicality for the 







 On average, the bones shrank after fragmentation and reconstruction. This is not 
entirely unexpected, given that the bones were cooked multiples times, over the course of 
several weeks, in hot water, with detergent after fragmentation. It is unclear whether 
multiple bouts of cooking and drying would further confound the effects of shrinkage or 
if the change observed is the same no matter how many times the bone has been 
submerged and dried. However, the effects of hot water treatment and maceration on total 
bone length is not unknown. Todd (1923) explored the effect of maceration and drying 
upon the linear dimensions of 24 green skulls. They were first measured within 12 hours 
of emergence from the macerating tank and at intervals of one week, up to 10 weeks. For 
each skull, shrinkage was observed; the maximum length shrunk on average 1.25 to 2.17 
mm, the maximum breadth shrunk on average 1.45 to 2.08 mm and the auricular height 
shrunk on average 1.41 to 1.75 mm, indicating an average reduction in size of 1.1%. 
Shrinkage was observed to continue through until approximately the 6th week following 
maceration, but in decreasing amounts. Todd (1923) also tested the effects of maceration 
and drying on postcranial long bones (the femur, tibia, humerus and radius) and observed 
that the femur shrunk 2.2 to 2.6 mm, the tibia 1.7 mm, the humerus 1.3 mm and the 
radius 0.7 mm. Williams and Smith (1995) examined the skulls of ground squirrels 
(Spermophilus tridecemlineatus arenicola) to determine the effects of maceration 
techniques on dimensions and the moisture absorption potential of the skulls. Six 
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measurements were taken of each skull, three measurements to represent length, and 
three to represent width. There was a reduction in average size for all groups, regardless 
of maceration technique employed. Hot water maceration techniques, however, resulted 
in the greatest amount of change, with an average shrinkage of 0.22% to 2.44%. Mass 
loss and visible changes indicated that components of the bone were lost, which 
contributed to changes in dimensions and moisture absorption potential. Albrecht (1983) 
also addressed the problem of humidity as a source of measurement error in osteometrics. 
Ten crania were tested over a period of two weeks in January, placing the skulls one at a 
time on a wire rack in a glass museum jar with a fitted lid. Water was placed in the 
bottom of the jar set on top of a radiator, with a constant source of low heat. Nine 
measurements were taken before humidification, immediately after humidification and 24 
hours following humidification. Eight of the nine measurements greatly increased after 
exposure to humidity, some measurements reaching a maximum change of almost 1 mm. 
The average increase in size ranged from 0.50% to 1.03% of the original values. Though 
the bones in the present study were not subjected to significantly variable levels of 
humidity, it is worth noting that the study was conducted over several seasons, from June 
2017 to May 2019.   
   
Fracture Patterns 
 Several trends were apparent throughout the process of the present study. First, 
during the fragmentation process, whenever the bone split directly in half, with a 
transverse fracture, there were much more, and smaller fragments formed in a more 
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localized space. This may have been a function of the speed of loading from the axe or a 
greater amount of force applied to the bone or some other factor not accounted for. 
Second, when bone splinters occurred in dry bone, these splinters articulated well, with 
very little space between fragments, even though the general trend for dry bone is to have 
a rough, jagged fracture margin. When the bone was fresh or greasy, many small, 
irregularly shaped splinters resulted, and there was no clear pattern of articulation; due to 
the failure to make a positive physical match, those fragments were excluded from the 
reconstruction. Further, many bones that retained significant grease tended to fracture in 
the same way and, after reconstruction, resulted in the same regions of bone missing from 
the total reconstruction (Figure 5.1). These regions of missing bone still allowed for  
 
Figure 5.1. Selection of tibiae with similarly shaped missing fragments. Grease 
retention is still visible in the proximal and distal ends. The scale is in cm.  
 
65 
a complete bone shaft to be reconstructed and were not considered a great source of error.  
Third, when a bone was more resistant to breakage, smaller fragments resulted from the 
point of bone failure. These trends are all a result of the biomechanical properties of 
bone, and though they were not directly controlled for in the present study, their effects 
on reconstruction and measurement may be a cause for concern.  
 Wet bone is elastic, while dry bone is brittle, and though this property does not 
affect the strength of the bone, it does affect its ability to withstand strain (Symes et al. 
2014). Dry bone is unable to withstand as much strain as wet bone, and fracturing occurs 
soon after the point of bone failure. Wet bone can be observed to progress through 
tension, shear and compression, bending to the application of those forces to the point of 
failure (Symes et al. 2014). This would cause some fractures in wet bone to appear 
warped due to their bending quality. All bones in the present study were subject to tensile 
force at the midshaft, which resulted in the bone being split apart and the cross-sectional 
surface area appearing mottled. 
 Though human and nonhuman bone are dissimilar in their composition of 
lamellar and plexiform bone and the presence, or absence, of Haversian systems, the 
author believes that the variables that arose in the present study would mimic skeletal 
remains often found in human forensic or archaeological cases. The differences observed 
most likely lie in the fracture patterns that arose because of the difference between human 
and nonhuman bone and in the variable degrees of wet versus dry. The nonhomogeneous 
and anisotropic properties of bone are considered to be species-specific, as they serve the 
biomechanical needs of each species differently, making comparison between human and 
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nonhuman animals difficult (Symes et al. 2014). Despite species variation in bone 
properties, fracture morphology can be described in terms of the fracture outline, angle, 
and surface. The outline refers to the general shape and appearance of the fracture lines; 
the angle refers to the slope of the cross-section of the fracture margin, and the surface 
refers to the degree of smoothness of the edges of the bone fracture (Symes et al. 2014). 
The present study observed all ranges of fracture types, including comminuted, 
transverse, butterfly, spiral, and oblique. Comminuted, transverse fractures were the most 
common types observed.   
 Dry bone tended to fracture following the longitudinal axis of the bone or 
perpendicular to it, while wet bone tended to fracture in a more curved or V-shaped 
fashion, though the pattern was not exclusive to either bone condition, as has been 
demonstrated by Morlan (1984) and Bonnichsen (1979). Wet bone tended to have a 
smoother cross-sectional surface and the fracture margins fit together easily, while dry 
bone tended to have a much rougher, more jagged cross-sectional surface, rendering 
reconstruction more difficult, especially when the bones were more brittle. Typically, a 
distinguishing factor between wet and dry bone fractures is the termination of a fracture 
before or at the epiphyses in wet bone (Karr and Outram 2012). However, because all 
force was concentrated at the midshaft of the bone, rather than an even force applied to 
the entire bone, this phenomenon was not observable. Many bones in the sample 
exhibited thin drying cracks that ran parallel to the long axis of the bone, likely a result of 
the quick succession of cooking and drying. Fracture morphology of wet bone is 
dependent upon the speed of the load, while fracture morphology of dry bone is 
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dependent upon the bone’s lack of elasticity, a property of the bone’s organic content 
(Symes et al. 2014). Variations were observable in all of these features due to the range 
in degrees of dry versus wet of each bone.  
 Various body parts decompose at different rates, and factors such as weather, 
humidity, clothing, and scavenging will further affect how different parts of the body 
decompose (Andrews and Cook 1985; Kelley et al. 2009; Komar 1998; Mann et al. 
1990). This can result in some bones retaining an organic component, or even soft tissue, 
longer than others, even if the complete set of remains undergo a force strong enough to 
break all types of bones. The combination of dry and fresh bones in the present study is 
of value, because it mimics the different scenarios in which bone might undergo 
fragmentation, whether this is from intentional human intervention, when the bone is 
dismembered in a perimortem state, or from natural environmental destruction, when the 
bone is crushed or fragmented in a postmortem or dry state.  
 These findings are valuable in the realm of forensic identification. When a set of 
remains, or pieces of a set of remains, are excluded from analysis because of their 
fragmentary state, the data gleaned from those remains is limited and a positive 
identification may be inhibited. By addressing the error present when a fragmentary bone 
has been reconstructed and measured, the present study has shown that those bones that 
have been excluded in the past may still be of value for the future. The potential for 





Ramifications of Measurement Error in FORDISC 3.1 (Jantz and Ousley 2005) 
 Because the individual, Case BU-32, strongly classified as White female over any 
other possible candidate group, classification was not significantly affected by a drastic 
change in measurements, even when those changes were made all at once. While greater 
changes would be expected in the cranium versus the postcranium, because of the greater 
possibilities for classification into ancestry other than Black or White, and the closer 
relationship between some groups than others, this was not observed in the present study. 
Both the cranium and postcranium classified equally as well, even when many 
measurements were both increased and decreased by 1 mm and 2 mm. In a case where an 
individual is not strongly classified into an ancestral group, there would be expected to be 
a greater change in the overall classification, whether tending towards the wrong 
classification with a change in measurements, or even more weakly associating the 
individual with the correct ancestral group.  
 When an individual is classified first into Hispanic male or an Asian group, it 
would be interesting to note how classification is affected by changes in measurements as 
little as 1 mm. Dudzik and Jantz (2016) already noted the frequent misclassification 
between these groups because of measurements of the cranium that are very similar 
between the two. A test to control for the measurements more strongly linked to ancestry 
would aim to identify how much measurement error is acceptable when applied to closely 
related groups. It is likely that misclassification rates would be higher when comparing 
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these ancestral groups and with measurement error as little as one millimeter. This 
possibility was not explored in the present study, however. 
 It is worth noting that measurements of Case BU-32 that carried a heavier weight 
in the classification result were not specifically selected and controlled for. However, the 
present study addressed the possibility of error present in any dimension, regardless of 
the weight it held in ancestry classification, and attempted to replicate a real-world 
situation where intraobserver error, interobserver error, or other external factors could 
indiscriminately affect any and all measurements. Further, FORDISC 3.1 (Jantz and 
Ousley 2005) is continually being updated with new population data and standards, that 
the data obtained in the present study may very well change if the same analysis was 
conducted a week, a month, or even a year from now. However, all analyses were run 







 Bone is a composite structure with viscoelastic properties. It can withstand a great 
amount of compressive force and, to a lesser degree, tensile force (Galloway 1999a). The 
lower limbs are the strongest bones in the human body, but under certain stresses, the 
biomechanical properties of the bone can fail and the bone will fracture (Davidson et al. 
2014; Galloway 1999b). Whether fragmentation is an act of intentional destruction or 
mutilation, or an accidental or natural occurrence, skeletal remains are often found in 
fragmentary, incomplete states. Therefore, it is of the utmost importance to use the tools 
at hand to maximize the information potential of those sets of remains. By understanding 
the information potential of reconstructed fragmentary remains, the present study 
determined that skeletal parts that have been ignored in the past, do not need to be 
ignored any longer, particularly when reconstruction can be achieved with a high degree 
of accuracy.    
 Various studies have discussed the presence of inter- and intraobserver error 
(Adams and Byrd 2002; Christensen and Sylevester 2008; Langley et al. 2018) with 
regards to recording osteometric data of complete bones. Other studies have focused on 
the reconstruction of fragmentary remains (Hanson et al. 1982; Jayaprakash et al. 2017, 
Mahfouz et al. 2017). There are also countless studies on the proper application of 
osteometrics to FORDISC 3.1 (Jantz and Ousley 2005), and similar statistical programs 
(Dudzik and Jantz 2016; Jantz and Ousley 2017; Mercyhurst University 2019; Jantz and 
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Ousley 2012; Ramsthaler et al. 2007; Zambrano et al. 2005). The current literature, 
however, lacks studies on the error present in osteometrics applied to reconstructed 
fragmentary skeletal remains. The author hypothesized that skeletal reconstruction, 
though it may introduce minor amounts of error, would not produce enough error to 
effect classification when applied to FORDISC 3.1 (Jantz and Ousley 2005), or would at 
least be so minimal when compared to all other sources of error in osteometrics that the 
effect of reconstruction would be insignificant. The author posited that the data gained 
from a set of remains that have been fragmented through various means, is just as 
valuable as data from a whole and complete skeleton. 
 The present study took 72 tibiae of white-tailed deer, because of the similar 
morphology between human and deer tibiae, macerated them in a standard Biz® solution, 
measured them with a set of digital calipers, fractured them with a small commercial axe, 
glued them with Duco® cement, a standard skeletal reconstruction material, and 
measured them again to see if there was a difference between the measurements before 
and after fragmentation. Five dimensions of the bone were explored: the maximum 
length, the breadth of the proximal epiphysis, the minimum and maximum diameter at the 
midshaft, and the breadth of the distal epiphysis. Though no fragmentation occurred in 
the proximal and distal epiphyses, recording the change in their measurements before and 
after reconstruction and after the effects of drying were maximal, provided insight into 
how much error could be attributed to fragmentation and reconstruction when compared 
to the other dimensions of the same element. The changes in measurements observed in 
these two dimensions showed that, though there is a change in measurement attributed to 
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skeletal reconstruction, it is nearly equal to the error introduced by other factors, and that 
this change is minimal. It was expected that the glue deposited between two fragments 
would create a greater space than normally exists in a bone dimension, but the author 
hypothesized that this overall change in any dimension would be less than 1 mm and 
would therefore fall below the level of resolution when applied to a statistical program 
for analysis. This hypothesis was largely supported by the data. Even in bones that were 
considerably warped and resulted in reconstruction where the fracture margins did not 
articulate completely, the change in measurements was not significantly greater than the 
rest of the sample, and the measurement differences were still below 1 mm.  
 On average, the study found that the bones shrank in the process of fragmentation, 
reconstruction and remeasurement. Factors that could have caused this unexpected result 
are the maceration techniques used, varying amounts of drying affects causing shrinkage 
to the bone, changes in humidity, temperature affecting both the bone and the calibration 
of the instrument used, etc. Though not all variables could be individually controlled for, 
another, smaller study sample was tested for one of these affects. It was found that 
subjecting the bone to a hot water bath and then allowing the bone to dry over the course 
of several weeks affected the bone dimensions in varying amounts. The maximum length 
of the bone was the most affected by this factor. When adding this change to the original 
data, it was found that the maximum length, when accounting for the amount of 
shrinkage that occurred to the bone, changed, on average, less than a millimeter. The 
minimum and maximum diameter at the midshaft exhibited less distinct changes after 
accounting for shrinkage, with an average of 0.00 mm and 0.31 mm, respectively.  
73 
 Taking the observed thresholds for error due to fragmentation, 1 to 2 mm in the 
most extreme cases, a practical test of FORDISC 3.1 (Jantz and Ousley 2005) was 
conducted to determine if this error would result in misclassification. Though posterior 
probabilities and F typicalities varied slightly between tests, overall, the changes in 
measurements did not alter the classification of the set of previously classified remains. 
The measurements that were changed were chosen at random and may not be the 
dimensions as strongly linked to ancestry estimation, but this is an ideal scenario due to 
its greater likelihood of occurrence in a real forensic case.  
 The results found in the present study suggest that the caution by forensic 
anthropologists to exclude fragmentary remains from analysis, because such remains may 
be measured with slightly more imprecision than is preferable in skeletal analysis, may be 
unfounded in some cases. The changes observed would have the greatest effect on a 
classification when there the classification is weak, but such weak classifications are 
observed regularly and may be unaffected by greater errors in measurement than 
previously suspected. The present study showed that the amount of error present in the 
measurement of fragmentary skeletal remains can be dwarfed by the myriad of other 
sources of measurement error (intraobserver, interobserver, instrument, humidity and 
drying effects, etc.). Further, the amount of error in the measurement of reconstructed 
fragmentary remains is, on average, less than a millimeter. Given the error rates observed 
in anthropological practice, this affect seems minimal. Though it is ideal to examine 
remains that are complete and undamaged for their full information potential, remains are 
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not often in the ideal condition for study, and there is still a plethora of data to be gained 
by examining fragmentary remains. 
 
Future Research 
 The present study utilized the remains of white-tailed deer because of the ease and 
ethical ramifications of obtaining of a large sample size. It would be just as valuable, 
however, to conduct a similar test on human long bones, in lieu of the information gained 
here. For example, Williams and Smith (1995) and Steadman et al. (2006) tested for the 
effects of maceration on changes in the size of rodent skulls, Todd (1923) examined the 
effects of maceration on changes in the size of a green skull that has been dried and 
Albrecht (1983) tested for the effects of humidity on the increase in size of human crania. 
Though studies have looked at the fracture morphology of human long bones, no study, 
currently, has examined the effects of maceration on the changes in size of human long 
bones. Further, while many sources have focused on inter- and intraobserver error 
(Adams and Byrd 2002; Christensen and Sylevester 2008; Langley et al. 2018) and the 
quantification of error in osteometrics as a whole (Hanson et al. 1982; Langley et al. 
2018), the research into the error potential of reconstructed fragmentary human remains 
has been ignored.   
 Further, larger sample sizes would render the patterns observed in the present 
study more visible. Many elements were excluded from the sample for various reasons 
(too many bone fragments lost, unfused epiphyses only observed after the first set of 
measurements had been taken, etc.) that the total sample size (72 bones) was less than 
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ideal. Submitting these bones to greater or lesser degrees of fragmentation would also aid 
in determining whether there is a stronger correlation between the number of fragments 
and the amount of error introduced in the changes in measurements. Because of the other 
variables observed in the present study, this correlation was slightly obscured and could 
not directly be observed. It would also be ideal if the sample obtained were subject to the 
same taphonomic history and exhibited similar levels of dryness, in order to directly 
compare fragmentation severity on measurement changes. By having to account for 
fracture morphology differences in dry versus wet bone and having varying levels of 
warping on the bone, discussing just the number of fragments present was not possible. 
Any further research in this subject would simply work towards improving on the levels 
of error present in osteometrics, and while that research is valuable, this error has already 
been noted to be so miniscule as to not be of great concern.  
 FORDISC 3.1 (Jantz and Ousley 2005) is a popular statistical program that 
utilizes measurements of the cranium and the post cranium to obtain a classification. 
Zambrano et al. (2005) have already explored the error present when incorrect data are 
input into the program for analysis, but their study was conducted on an earlier edition of 
the program and many updates have been made since then. It would be valuable to 
conduct similar tests on newer editions of the program, and continue to conduct such tests 
as the program becomes more refined. As more population-specific data is input into the 
database, the effects of changes in measurements may be shown to increase drastically, or 
may be found to have no effect at all. Further, if populations other than White or Black 
become available in postcranial analyses, classification using postcranial measurements 
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should be tested. Currently, the Mahalanobis distance between populations and how these 
distances affect classification in FORDISC 3.1 (Jantz and Ousley 2005), and future 
editions, has not been well-addressed.  
 The Daubert standard requires that, for scientific evidence to be admissible in 
court, it must be brought about by methodology that can be tested and generally accepted 
in the relevant scientific community, be subjected to peer-review, and possess known or 
potential error rates (Holobinko 2012). In an attempt to bring outdated standards up to par 
with a more rigorous set of guidelines, osteometrics have undergone recent scrutiny and 
anthropological work has shifted from subjective morphological analysis to more 
objective and less error-prone methods. However, there is still much work to be done on 
skeletal material subject to a variety of conditions. Weathering, moisture and organic 
content, and fragmentation are all areas where osteometric accuracies can be tested. 
These analyses could further refine the field of forensic anthropology and, potentially, 





Table A.1. Measurements of the tibia before and after fragmentation and reconstruction. The first set of measurements 
are represented by the number 1 and the second set of measurements are represented by the number 2. The three 
measurements for each dimension proceed down a column, followed by the average of the three measurements. The 
maximum length of the tibia is abbreviated as MAX L 1 and MAX L 2. The breadth of the proximal and distal 
epiphyses are abbreviated at BR PROX 1, BR PROX 2, BR DIST 1, and BR DIST 2, respectively. The maximum and 
minimum diameter at the midshaft are abbreviated as MIN DIAM 1, MIN DIAM 2, MAX DIAM 1, and MAX DIAM 2. 
Note, the bones were numbered 1 through 85, but some bones were excluded from the sample. Those utilized in the 






























1 10 292.07 56.72 35.56 17.12 22.64 292.26 56.66 34.70 17.71 23.16 
    291.63 57.25 35.55 17.13 22.56 292.52 56.77 34.72 17.51 23.02 
    291.35 57.48 35.48 17.20 22.28 292.52 56.76 34.72 17.58 23.17 
  Avg.  291.68 57.15 35.53 17.15 22.49 292.43 56.73 34.71 17.60 23.12 
2 11 317.19 61.93 40.92 21.00 27.08 316.53 61.32 40.61 20.25 26.56 
    317.17 61.95 40.93 20.80 26.83 316.53 61.33 40.60 20.78 26.77 
    317.19 62.00 40.92 20.85 26.71 316.54 61.37 40.62 20.69 26.58 
  Avg.  317.18 61.96 40.92 20.88 26.87 316.53 61.34 40.61 20.57 26.64 
3 7 324.93 61.89 39.69 21.04 23.70 324.21 62.17 39.93 20.23 23.64 
    325.18 62.07 40.58 21.08 23.69 324.20 62.20 39.86 20.28 23.41 
    324.97 62.39 40.21 20.67 23.61 324.20 62.05 39.88 20.33 23.49 
  Avg.  325.03 62.12 40.16 20.93 23.67 324.20 62.14 39.89 20.28 23.51 
4 7 305.70 62.00 40.33 20.03 26.84 305.03 63.41 39.73 19.56 27.48 
    305.67 61.96 40.64 19.82 26.78 305.02 63.70 39.81 19.69 27.34 


































  Avg.  305.66 62.06 40.60 19.99 26.80 305.03 63.61 39.85 19.65 27.37 
5 9 284.57 57.67 36.60 19.13 22.67 284.52 57.82 35.70 18.85 22.64 
    284.77 57.89 36.54 19.13 22.63 284.53 57.71 35.84 19.03 22.43 
    284.80 57.46 36.52 19.13 22.66 284.45 57.72 35.88 18.82 22.52 
  Avg.  284.71 57.67 36.55 19.13 22.65 284.50 57.75 35.81 18.90 22.53 
6 8 302.47 56.15 36.36 17.40 23.35 302.09 56.07 35.94 17.68 23.44 
    302.47 55.99 36.36 17.34 23.39 302.05 56.08 35.91 17.67 23.52 
    302.47 56.16 36.35 17.23 23.33 302.09 56.03 35.89 17.68 23.77 
  Avg.  302.47 56.10 36.36 17.32 23.36 302.08 56.06 35.91 17.68 23.58 
7 4 320.14 60.80 38.18 18.02 24.21 319.58 60.39 37.67 17.98 25.20 
    320.00 60.79 38.18 18.03 24.19 319.60 60.47 37.66 18.02 25.17 
    320.12 60.70 38.14 18.08 24.16 319.61 60.50 37.68 18.04 25.26 
  Avg.  320.09 60.76 38.17 18.04 24.19 319.60 60.45 37.67 18.01 25.21 
8 8 301.85 56.09 36.61 17.78 23.58 301.29 55.65 36.23 17.39 23.38 
    301.46 56.09 36.52 17.73 23.62 301.38 55.64 36.20 17.81 23.32 
    301.82 56.10 36.61 17.58 23.65 301.30 55.66 36.22 17.50 23.32 
  Avg.  301.71 56.09 36.58 17.70 23.62 301.32 55.65 36.22 17.57 23.34 
9 8 292.69 56.41 35.69 16.94 23.70 291.78 56.30 35.28 16.78 23.24 
    292.39 56.41 36.63 16.91 23.75 291.77 56.53 35.39 16.82 23.48 
    292.43 56.40 35.58 16.94 23.52 291.77 56.54 35.36 16.79 23.31 
  Avg.  292.50 56.41 35.97 16.93 23.66 291.77 56.46 35.34 16.80 23.34 
10 7 314.53 65.34 40.40 20.31 25.93 313.70 64.68 39.86 20.17 25.35 
    314.53 65.31 40.38 20.24 25.86 313.70 64.68 39.86 20.07 25.45 
    314.51 65.32 40.31 20.19 26.13 313.71 64.67 39.87 20.03 25.31 


































11 11 314.90 56.60 36.26 19.84 23.41 314.73 56.17 35.30 19.62 22.94 
    315.02 56.60 36.10 19.78 23.30 314.72 56.15 35.43 19.56 22.90 
    315.02 56.63 35.95 19.83 23.33 314.72 56.15 35.41 19.61 22.93 
  Avg.  314.98 56.61 36.10 19.82 23.35 314.72 56.16 35.38 19.60 22.92 
14 8 296.33 56.56 35.62 16.45 20.90 296.71 55.88 35.29 16.28 21.70 
    296.30 56.53 35.60 16.51 21.30 296.73 55.97 35.22 16.31 21.89 
    296.36 56.50 35.59 16.58 21.34 296.72 55.93 35.31 16.31 21.70 
  Avg.  296.33 56.53 35.60 16.51 21.18 296.72 55.93 35.27 16.30 21.76 
16 8 286.00 60.80 35.16 17.21 22.44 286.41 60.82 35.48 18.38 21.88 
    285.99 60.76 35.43 17.23 22.01 286.28 60.81 35.43 18.40 21.88 
    285.94 61.18 35.51 17.19 22.09 286.43 60.81 35.51 18.39 21.99 
  Avg.  285.98 60.91 35.37 17.21 22.18 286.37 60.81 35.47 18.39 21.92 
17 3 315.38 63.28 39.40 19.67 29.62 314.49 63.23 38.99 19.75 29.69 
    315.57 63.57 39.39 19.69 29.73 314.32 63.23 39.11 19.57 30.04 
    315.60 63.63 39.45 19.65 29.78 314.47 63.21 39.07 19.66 29.96 
  Avg.  315.52 63.49 39.41 19.67 29.71 314.43 63.22 39.06 19.66 29.90 
18 8 317.08 61.16 37.96 19.89 23.85 315.65 60.37 37.00 19.36 23.98 
    317.07 61.16 37.87 19.95 23.91 315.63 60.54 37.05 19.39 24.00 
    317.06 61.23 37.93 19.88 23.88 315.64 60.54 36.96 19.43 23.98 
  Avg.  317.07 61.18 37.92 19.91 23.88 315.64 60.48 37.00 19.39 23.99 
19 2 312.43 62.02 40.38 19.96 24.85 311.66 61.53 40.09 19.95 25.03 
    312.41 62.06 40.46 19.90 24.80 311.66 61.53 40.02 19.95 25.01 
    312.44 62.07 40.50 19.92 24.87 311.65 61.53 40.08 19.91 24.98 
  Avg.  312.43 62.05 40.45 19.93 24.84 311.66 61.53 40.06 19.94 25.01 


































    285.20 57.93 37.50 18.54 23.93 285.15 57.36 36.70 18.42 23.95 
    285.19 57.88 37.43 18.50 23.84 285.12 57.36 36.72 18.42 24.17 
  Avg.  285.20 57.93 37.47 18.55 23.82 285.14 57.33 36.79 18.47 24.05 
22 3 292.69 59.56 38.43 17.84 22.24 291.71 59.13 38.01 17.97 21.92 
    292.79 59.59 38.37 17.91 22.16 291.71 59.04 38.00 17.76 21.98 
    292.78 59.54 38.37 17.94 22.26 291.71 59.35 37.99 17.68 21.95 
  Avg.  292.75 59.56 38.39 17.90 22.22 291.71 59.17 38.00 17.80 21.95 
23 7 285.96 55.83 36.10 17.23 22.33 285.33 55.34 35.89 17.01 22.46 
    285.94 55.86 36.15 17.14 22.36 285.33 55.46 35.88 17.09 22.33 
    285.99 56.03 36.14 17.17 22.32 285.33 55.55 35.83 17.03 22.35 
  Avg.  285.96 55.91 36.13 17.18 22.34 285.33 55.45 35.87 17.04 22.38 
24 10 319.43 65.64 40.30 18.72 22.94 318.12 64.62 40.29 18.55 23.44 
    319.29 65.71 40.32 18.64 22.97 318.15 64.99 40.16 18.71 23.65 
    319.34 65.68 40.20 18.63 23.29 318.13 65.00 40.34 18.55 23.45 
  Avg.  319.35 65.68 40.27 18.66 23.07 318.13 64.87 40.26 18.60 23.51 
25 12 306.32 64.91 40.63 19.43 26.62 306.33 64.48 40.00 19.39 27.40 
    306.44 65.07 40.63 19.40 26.62 306.32 64.54 40.08 19.50 27.33 
    306.41 65.12 40.69 19.43 26.64 306.33 64.57 40.01 19.90 27.45 
  Avg.  306.39 65.03 40.65 19.42 26.63 306.33 64.53 40.03 19.60 27.39 
26 4 287.40 56.18 35.84 16.71 21.58 287.48 55.78 35.60 16.32 21.37 
    287.23 56.24 35.82 16.66 21.65 287.48 55.78 35.72 16.36 21.30 
    287.43 56.24 35.80 16.67 21.56 287.45 55.77 35.64 16.30 21.34 
  Avg.  287.35 56.22 35.82 16.68 21.60 287.47 55.78 35.65 16.33 21.34 
27 6 313.36 61.95 39.08 18.39 25.64 313.67 61.56 39.06 18.16 25.80 


































    313.98 61.92 39.24 18.31 25.57 313.70 61.50 39.12 18.07 25.92 
  Avg.  313.57 61.93 39.13 18.37 25.60 313.68 61.53 39.08 18.11 25.91 
28 11 312.96 62.32 38.82 18.61 24.79 312.61 61.63 38.27 18.41 25.38 
    313.09 62.25 38.68 18.52 24.81 312.62 61.67 38.36 18.46 25.38 
    313.02 62.32 38.83 18.48 24.75 312.61 61.66 38.36 18.49 25.46 
  Avg.  313.02 62.30 38.78 18.54 24.78 312.61 61.65 38.33 18.45 25.41 
29 7 285.06 59.34 37.31 17.72 24.44 284.70 59.03 37.05 17.70 24.32 
    285.13 59.46 37.28 17.79 24.36 284.71 59.04 36.93 17.60 24.31 
    285.10 59.52 37.37 17.82 24.56 284.72 59.08 36.98 17.72 24.51 
  Avg.  285.10 59.44 37.32 17.78 24.45 284.71 59.05 36.99 17.67 24.38 
32 9 315.02 55.95 35.55 19.62 23.56 314.56 56.29 35.59 19.68 24.24 
    314.94 55.95 35.70 19.61 23.52 314.44 56.27 35.57 19.76 24.12 
    314.94 56.18 35.66 19.53 23.54 314.56 56.33 35.56 19.68 24.17 
  Avg.  314.97 56.03 35.64 19.59 23.54 314.52 56.30 35.57 19.71 24.18 
33 10 311.14 58.83 36.23 18.76 22.88 311.00 58.75 35.82 18.62 22.44 
    311.28 58.85 36.28 18.83 22.76 311.01 58.74 35.82 18.56 22.51 
    311.12 58.80 36.24 18.82 22.98 311.04 58.74 35.83 18.62 22.39 
  Avg.  311.18 58.83 36.25 18.80 22.87 311.02 58.74 35.82 18.60 22.45 
34 6 235.03 49.98 32.41 14.34 17.12 234.36 49.48 32.21 14.19 16.85 
    235.07 49.90 32.59 14.38 17.18 234.36 49.46 32.26 14.15 16.85 
    235.08 49.98 32.59 14.34 17.12 234.36 49.44 32.24 14.14 16.96 
  Avg.  235.06 49.95 32.53 14.35 17.14 234.36 49.46 32.24 14.16 16.89 
35 9 336.74 67.50 40.76 20.17 27.45 336.78 66.74 40.32 19.79 27.50 
    336.60 67.23 40.80 20.12 27.71 336.85 66.85 40.31 19.85 27.55 


































  Avg.  336.73 67.35 40.78 20.15 27.59 336.83 66.83 40.31 19.81 27.55 
36 16 324.74 62.57 40.39 20.38 23.87 325.35 62.22 39.42 20.12 23.53 
    324.76 62.40 40.38 20.32 23.67 325.36 62.21 39.50 20.12 23.60 
    324.75 62.56 40.35 20.47 23.87 325.36 62.22 39.41 20.07 23.56 
  Avg.  324.75 62.51 40.37 20.39 23.80 325.36 62.22 39.44 20.10 23.56 
37 9 299.77 56.30 36.41 18.52 24.85 299.18 55.97 36.08 18.34 24.75 
    299.78 56.34 36.42 18.53 24.84 299.17 55.95 36.09 18.26 24.72 
    299.76 56.27 36.43 18.49 24.73 299.17 55.95 36.09 18.24 24.75 
  Avg.  299.77 56.30 36.42 18.51 24.81 299.17 55.96 36.09 18.28 24.74 
40 10 288.33 55.87 35.98 16.16 22.73 287.73 55.72 35.51 16.03 22.93 
    288.39 55.88 35.91 16.21 22.84 287.69 55.68 35.52 15.99 22.91 
    288.31 55.78 35.97 16.14 22.73 287.82 55.66 35.52 16.02 22.91 
  Avg.  288.34 55.84 35.95 16.17 22.77 287.75 55.69 35.52 16.01 22.92 
41 16 287.21 60.39 36.65 17.29 23.63 287.13 61.50 36.35 17.34 23.37 
    287.21 60.26 36.63 17.35 23.45 287.13 61.67 36.33 17.32 23.36 
    287.20 60.36 36.61 17.33 23.68 287.12 61.65 36.36 17.29 23.53 
  Avg.  287.21 60.34 36.63 17.32 23.59 287.13 61.61 36.35 17.32 23.42 
42 19 300.12 56.49 36.48 18.52 24.90 300.12 56.05 36.06 17.92 25.71 
    300.18 56.48 36.48 18.50 24.73 300.13 56.04 36.04 17.99 25.59 
    300.18 56.41 36.48 18.51 24.68 300.13 56.04 36.09 17.93 25.62 
  Avg.  300.16 56.46 36.48 18.51 24.77 300.13 56.04 36.06 17.95 25.64 
43 6 269.69 59.54 34.27 16.85 22.78 268.97 59.36 33.79 16.81 23.09 
    269.62 59.90 34.14 16.91 22.76 268.97 59.39 33.81 16.80 23.05 
    269.63 59.65 34.18 16.91 22.87 268.97 59.49 33.80 16.81 23.02 


































44 5 299.69 59.49 35.96 19.62 24.88 299.42 59.07 35.65 19.72 24.70 
    299.69 59.48 35.96 19.58 24.75 299.51 59.09 35.64 19.68 24.80 
    299.70 59.46 35.97 19.55 24.78 299.49 59.03 35.64 19.74 24.65 
  Avg.  299.69 59.48 35.96 19.58 24.80 299.47 59.06 35.64 19.71 24.72 
45 10 284.49 59.72 36.34 18.71 21.94 283.90 59.47 36.15 19.01 22.88 
    284.51 59.78 36.34 18.70 21.94 283.89 59.48 36.14 19.02 22.97 
    284.50 59.80 36.34 18.65 22.08 283.88 59.48 36.15 18.99 22.98 
  Avg.  284.50 59.77 36.34 18.69 21.99 283.89 59.48 36.15 19.01 22.94 
46 5 286.37 62.15 36.92 18.01 23.58 285.67 61.31 36.34 18.06 23.74 
    286.37 62.17 36.86 18.01 23.85 285.66 61.32 36.33 18.07 23.74 
    286.37 62.18 36.89 18.03 23.84 285.68 61.33 36.34 18.02 23.66 
  Avg.  286.37 62.17 36.89 18.02 23.76 285.67 61.32 36.34 18.05 23.71 
47 13 310.36 62.42 40.44 20.75 25.33 310.42 61.92 40.22 20.84 25.26 
    310.43 62.45 40.44 20.80 25.31 310.42 61.92 40.22 20.74 25.26 
    310.40 62.48 40.49 20.73 25.32 310.44 61.88 40.20 20.74 25.34 
  Avg.  310.40 62.45 40.46 20.76 25.32 310.43 61.91 40.21 20.77 25.29 
48 9 255.22 54.17 35.24 15.68 20.07 255.79 53.51 34.80 16.52 19.92 
    255.23 54.20 35.23 15.69 20.01 255.80 53.52 34.84 16.43 20.02 
    255.23 54.13 35.22 15.66 20.08 255.80 53.53 34.90 16.44 19.91 
  Avg.  255.23 54.17 35.23 15.68 20.05 255.80 53.52 34.85 16.46 19.95 
49 11 295.16 59.24 36.36 18.39 22.99 294.76 59.52 35.91 18.94 23.25 
    295.15 59.16 36.49 18.39 22.79 294.74 59.52 35.99 18.77 23.04 
    295.16 59.32 36.50 18.33 22.84 294.77 59.48 36.01 18.86 23.14 
  Avg.  295.16 59.24 36.45 18.37 22.87 294.76 59.51 35.97 18.86 23.14 


































    293.61 57.70 37.38 19.48 23.11 293.68 57.36 36.98 19.40 23.12 
    293.61 57.80 37.35 19.45 23.20 293.72 57.37 36.99 19.46 23.12 
  Avg.  293.61 57.74 37.37 19.49 23.16 293.69 57.38 36.98 19.42 23.14 
51 9 287.86 53.83 34.57 17.45 22.78 287.63 53.40 34.35 17.36 23.14 
    287.87 53.83 34.63 17.32 22.72 287.67 53.44 34.35 17.59 23.13 
    287.87 53.83 34.54 17.41 22.78 287.66 53.42 34.35 17.55 23.10 
  Avg.  287.87 53.83 34.58 17.39 22.76 287.65 53.42 34.35 17.50 23.12 
52 3 319.42 62.10 38.87 21.37 25.96 319.00 61.57 38.56 21.66 25.72 
    319.43 62.12 38.87 21.35 25.93 318.99 61.63 38.56 21.58 25.70 
    319.43 62.11 38.86 21.36 25.99 318.98 61.60 38.54 21.57 25.71 
  Avg.  319.43 62.11 38.87 21.36 25.96 318.99 61.60 38.55 21.60 25.71 
53 13 311.57 58.06 35.71 19.54 23.02 311.48 58.02 35.36 19.32 23.02 
    311.54 58.08 35.66 19.50 23.01 311.44 58.16 35.34 19.33 23.09 
    311.56 58.14 35.66 19.55 23.01 311.49 58.10 35.34 19.41 23.06 
  Avg.  311.56 58.09 35.68 19.53 23.01 311.47 58.09 35.35 19.35 23.06 
54 11 299.89 56.21 36.06 17.49 22.36 299.79 55.69 35.83 17.31 22.45 
    299.88 56.22 36.06 17.50 22.40 299.78 55.73 35.76 17.28 22.41 
    299.87 56.24 36.08 17.59 22.40 299.78 55.75 35.73 17.32 22.51 
  Avg.  299.88 56.22 36.07 17.53 22.39 299.78 55.72 35.77 17.30 22.46 
56 12 318.21 60.86 38.16 19.07 26.07 318.91 60.24 37.99 18.80 25.71 
    318.03 60.87 38.29 19.13 26.04 318.91 60.45 38.03 18.76 25.68 
    318.21 60.85 38.28 19.12 26.11 318.91 60.23 37.90 18.71 25.69 
  Avg.  318.15 60.86 38.24 19.11 26.07 318.91 60.31 37.97 18.76 25.69 
57 4 292.43 60.17 35.76 17.88 23.02 291.52 59.76 35.51 17.67 23.20 


































    292.46 60.20 35.80 17.96 23.07 291.52 59.81 35.51 17.68 23.18 
  Avg.  292.44 60.18 35.77 17.91 23.09 291.54 59.79 35.51 17.64 23.17 
58 5 274.01 56.03 34.28 19.79 23.14 274.49 55.58 34.07 19.51 23.08 
    273.98 56.01 34.38 19.82 23.26 274.48 55.66 34.04 19.60 23.19 
    274.00 55.96 34.27 19.69 23.19 274.66 55.66 34.07 19.52 23.13 
  Avg.  274.00 56.00 34.31 19.77 23.20 274.54 55.63 34.06 19.54 23.13 
59 2 300.97 61.38 37.36 19.30 24.15 300.26 60.59 36.93 18.74 24.09 
    300.98 61.42 37.36 19.30 24.12 300.25 60.60 36.90 18.75 24.25 
    300.97 61.39 37.30 19.27 24.09 300.27 60.56 36.88 18.79 24.20 
  Avg.  300.97 61.40 37.34 19.29 24.12 300.26 60.58 36.90 18.76 24.18 
60 13 315.66 63.83 39.56 20.52 30.17 315.83 63.46 39.05 20.64 30.19 
    315.80 64.00 39.55 20.58 30.16 315.82 63.45 39.06 20.71 30.25 
    315.80 63.84 39.55 20.66 30.29 315.83 63.40 39.07 20.66 30.32 
  Avg.  315.75 63.89 39.55 20.59 30.21 315.83 63.44 39.06 20.67 30.25 
61 2 280.45 61.05 36.56 19.92 24.51 281.04 59.52 36.25 19.44 24.88 
    280.45 61.03 36.58 19.92 24.57 281.03 60.00 36.28 19.49 24.83 
    280.45 61.02 36.56 19.89 24.56 281.04 60.07 36.24 19.55 25.03 
  Avg.  280.45 61.03 36.57 19.91 24.55 281.04 59.86 36.26 19.49 24.91 
62 4 290.50 58.81 36.68 18.03 23.10 290.03 58.66 36.38 17.97 23.47 
    290.49 58.85 36.85 18.12 23.23 290.02 58.62 36.38 17.96 23.60 
    290.49 58.89 37.75 18.03 23.20 290.02 58.65 36.34 17.92 23.61 
  Avg.  290.49 58.85 37.09 18.06 23.18 290.02 58.64 36.37 17.95 23.56 
63 8 274.36 51.34 31.59 16.19 19.01 274.04 50.94 31.42 16.12 19.33 
    274.36 51.31 31.36 16.29 19.09 274.07 50.91 31.31 16.07 19.24 


































  Avg.  274.36 51.33 31.44 16.25 19.05 274.06 50.94 31.38 16.11 19.33 
64 9 296.78 60.39 35.25 17.97 22.00 296.09 59.86 35.02 17.83 21.11 
    296.78 60.39 35.37 18.01 21.83 296.09 59.85 35.03 17.90 21.33 
    296.76 60.43 35.30 17.96 21.93 296.09 59.85 35.04 17.83 21.16 
  Avg.  296.77 60.40 35.31 17.98 21.92 296.09 59.85 35.03 17.85 21.20 
65 3 320.05 60.26 38.48 18.30 24.99 320.00 60.19 38.01 18.36 25.32 
    320.04 60.20 38.71 18.19 25.20 319.98 60.15 37.96 18.42 25.34 
    320.12 60.21 38.57 18.25 25.07 319.99 60.24 37.97 18.51 25.31 
  Avg.  320.07 60.22 38.59 18.25 25.09 319.99 60.19 37.98 18.43 25.32 
66 17 330.38 63.24 39.10 21.74 28.62 330.53 63.04 38.67 21.57 28.50 
    330.38 63.40 39.09 21.73 28.74 330.49 63.04 38.66 21.57 28.47 
    330.39 63.36 39.07 21.72 28.66 330.54 63.06 38.64 21.68 28.38 
  Avg.  330.38 63.33 39.09 21.73 28.67 330.52 63.05 38.66 21.61 28.45 
70 7 311.88 61.66 37.86 20.74 25.11 310.80 60.42 37.41 20.88 25.20 
    311.87 61.65 37.80 20.65 24.95 310.81 60.50 37.35 20.80 25.03 
    311.87 61.65 37.88 20.78 25.06 310.85 60.44 37.36 20.93 25.06 
  Avg.  311.87 61.65 37.85 20.72 25.04 310.82 60.45 37.37 20.87 25.10 
71 17 285.93 60.26 34.36 19.20 22.29 285.50 59.66 33.93 19.38 22.67 
    285.93 60.24 34.34 19.24 22.36 285.57 59.66 33.95 19.25 22.56 
    285.89 60.24 34.33 19.05 22.27 285.57 59.66 33.74 19.36 22.57 
  Avg.  285.92 60.25 34.34 19.16 22.31 285.55 59.66 33.87 19.33 22.60 
72 9 330.86 63.29 39.37 21.95 29.25 330.36 62.85 38.95 21.36 28.47 
    330.87 63.28 39.39 21.93 29.12 330.35 62.85 38.94 21.42 28.30 
    330.86 63.27 39.37 21.73 29.20 330.34 62.84 38.88 21.35 28.67 


































73 16 300.04 61.28 38.30 20.70 24.42 299.33 61.03 37.98 20.79 24.63 
    300.03 61.20 38.38 20.65 24.73 299.28 61.03 37.97 20.79 24.62 
    300.03 61.26 38.45 20.63 24.55 299.33 61.02 37.95 20.72 24.49 
  Avg.  300.03 61.25 38.38 20.66 24.57 299.31 61.03 37.97 20.77 24.58 
74 14 279.03 53.66 33.25 18.84 21.33 278.82 53.19 32.96 18.60 21.83 
    279.04 53.58 33.22 18.85 21.60 278.82 53.20 32.93 18.55 22.09 
    279.02 53.56 33.23 18.92 21.35 278.87 53.22 32.90 18.49 22.21 
  Avg.  279.03 53.60 33.23 18.87 21.43 278.84 53.20 32.93 18.55 22.04 
75 7 284.41 58.85 36.68 19.13 25.66 286.52 58.54 36.28 18.98 26.13 
    284.40 58.85 36.67 19.06 25.67 286.51 58.53 36.25 19.03 25.91 
    284.40 58.86 36.60 19.12 25.51 286.48 58.57 36.28 18.87 26.16 
  Avg.  284.40 58.85 36.65 19.10 25.61 286.50 58.55 36.27 18.96 26.07 
77 9 294.66 59.97 36.01 20.85 25.17 294.53 59.70 35.97 20.61 25.55 
    294.65 59.72 36.00 20.84 25.13 294.51 59.73 35.92 20.69 25.50 
    294.65 59.91 36.06 20.79 25.12 294.53 59.73 35.91 20.64 25.49 
  Avg.  294.65 59.87 36.02 20.83 25.14 294.52 59.72 35.93 20.65 25.51 
78 10 288.61 57.69 36.94 17.19 22.24 288.14 57.17 36.69 16.67 22.65 
    288.61 57.66 37.07 17.24 22.26 288.10 57.18 36.70 16.71 22.79 
    288.62 57.67 37.07 17.29 22.32 288.12 57.19 36.69 16.75 22.68 
  Avg.  288.61 57.67 37.03 17.24 22.27 288.12 57.18 36.69 16.71 22.71 
79 3 275.27 57.42 34.64 20.91 25.05 274.66 56.76 33.89 20.28 24.72 
    275.27 57.34 34.62 21.05 25.08 274.64 56.61 33.96 20.30 24.74 
    275.39 57.50 34.64 21.06 24.92 274.66 56.82 34.01 20.33 24.84 
  Avg.  275.31 57.42 34.63 21.01 25.02 274.65 56.73 33.95 20.30 24.77 


































    294.12 58.13 35.03 19.31 24.04 293.23 57.49 34.80 19.03 23.68 
    294.13 58.09 35.02 19.27 24.00 293.25 57.61 34.92 19.17 23.88 
  Avg.  294.13 58.13 35.00 19.30 24.03 293.27 57.49 34.87 19.09 23.76 
81 6 293.13 58.94 35.06 19.14 23.17 292.93 58.18 34.89 18.90 22.87 
    293.17 58.80 35.18 19.17 23.12 292.92 58.15 34.94 19.08 22.94 
    293.17 58.94 35.14 19.04 23.28 292.92 58.11 34.86 18.92 22.90 
  Avg.  293.16 58.89 35.13 19.12 23.19 292.92 58.15 34.90 18.97 22.90 
82 4 309.25 61.81 38.36 18.43 25.59 307.82 62.19 37.86 18.26 25.48 
    309.22 61.90 38.40 18.52 25.64 307.82 62.16 37.92 18.22 25.46 
    309.28 61.81 38.38 18.48 25.55 307.83 62.17 37.91 18.33 25.37 
  Avg.  309.25 61.84 38.38 18.48 25.59 307.82 62.17 37.90 18.27 25.44 
83 11 309.27 58.29 36.89 19.11 24.42 310.11 57.75 36.50 18.85 24.29 
    309.31 58.36 36.48 19.18 24.30 310.12 57.78 36.50 18.94 24.48 
    309.41 58.31 36.75 19.14 24.64 310.11 57.74 36.48 19.00 24.21 
  Avg.  309.33 58.32 36.71 19.14 24.45 310.11 57.76 36.49 18.93 24.33 
84 7 293.46 58.07 36.63 18.60 22.87 293.83 57.87 36.23 18.70 22.55 
    293.43 58.04 36.70 18.69 22.65 293.85 57.83 36.23 18.75 22.51 
    293.45 58.04 36.68 18.66 22.75 293.94 57.80 36.18 18.75 22.47 
  Avg.  293.45 58.05 36.67 18.65 22.76 293.87 57.83 36.21 18.73 22.51 
85 4 270.13 60.02 34.39 17.41 23.24 269.79 58.89 34.03 17.21 23.10 
    270.12 59.98 34.36 17.42 23.27 269.79 59.06 34.00 17.08 23.05 
    270.12 60.00 34.43 17.37 23.24 269.80 59.08 34.00 17.08 23.00 







Table A.2. Initial FORDISC 3.1 (Jantz and Ousley 2005) analysis of cranial 
measurements of skeletal case BU-32. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using cranial data file version 1.23 
 
DFA results using 16 measurements: 
 AUB   BBH   BNL   DKB   EKB   FOB   FOL   FRC   GOL   MDH    
 NLB   NLH   OBH   UFHT  WFB   XCB    
 Measurements removed: UFBR TMF GOG CDL WRB MLN XRH MAN  
 --------------------------------------------------------- 
Measurement Checks and Group Means 
                             Group Means 
                           AF     BF     HF     JF     WF 
 Current Case    Chk       28     62     43    120    227 
 --------------------------------------------------------- 
  AUB      117          125.8  115.7  118.7  117.2  117.0 
  BBH      131          129.0  131.9  130.2  132.1  134.4 
  BNL       91    --     99.7   98.9   95.2   95.7   98.8 
  DKB       22           22.0   22.0   20.0   20.5   20.0 
  EKB       90     -     97.9   95.4   93.7   93.5   93.5 
  FOB       28     -     29.8   28.5   29.8   28.4   30.4 
  FOL       36           36.3   35.0   35.4   34.5   35.7 
  FRC      112     +    107.2  108.4  105.4  107.2  109.2 
  GOL      177          176.7  178.8  169.5  172.0  177.0 
  MDH       31     +     25.2   28.0   25.7   26.2   27.7 
  NLB       20    --     25.3   25.0   24.3   25.0   22.7 
  NLH       49           51.6   48.6   49.1   48.8   48.7 
  OBH       34           35.1   34.8   35.5   33.9   33.3 
 UFHT       66     -     70.4   67.4   67.6   68.4   66.4 
  WFB       94     +     91.5   93.6   91.1   90.1   93.8 
  XCB      137          137.3  133.1  134.3  133.9  135.8 
 --------------------------------------------------------- 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- deviates at least 3 STDEVs 
 --------------------------------------------------------- 
 
 Natural Log of VCVM Determinant =  33.6765 




 From     Total            Into Group (counts) 
90 
 Group    Number     AF     BF     HF     JF     WF    Correct 
 --------------------------------------------------------------------  
     AF     28       22      0      0      4      2     78.6 % 
     BF     62        5     34      5     10      8     54.8 % 
     HF     43        4      3     21     11      4     48.8 % 
     JF    120        8     18     26     66      2     55.0 % 
     WF    227        4     17     18     13    175     77.1 % 
 --------------------------------------------------------------------  
 Total Correct:  318 out of 480 (66.3 %) *** CROSS-VALIDATED ***  
 
 ------------------------------------------------------------------------------------- 
Multigroup Classification of Current Case 
 
 ------------------------------------------------------------------------------------- 
   Group      Classified      Distance          Probabilities  
                 into           from     Posterior   Typ F   Typ Chi   Typ R  
 ------------------------------------------------------------------------------------- 
 
     WF         **WF**          14.9        0.900    0.574    0.534    0.548 (103/228) 
     BF                         20.2        0.064    0.263    0.213    0.270 (46/63) 
     HF                         22.5        0.020    0.174    0.127    0.250 (33/44) 
     JF                         22.9        0.017    0.151    0.118    0.116 (107/121) 
     AF                         33.5        0.000    0.014    0.006    0.034 (28/29) 
 ------------------------------------------------------------------------------------- 





Table A.3. FORDISC 3.1 (Jantz and Ousley 2005) analysis of cranial measurements 
of skeletal case BU-32 after increasing measurements by 1 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using cranial data file version 1.23 
 
DFA results using 18 measurements: 
 AUB   BBH   BNL   BPL   DKB   EKB   FOB   FOL   FRC   GOL    
 MDH   NLB   NLH   OBB   OBH   UFHT  WFB   XCB    
 Measurements removed: UFBR TMF GOG CDL WRB MLN XRH MAN  
 --------------------------------------------------------- 
Measurement Checks and Group Means 
                             Group Means 
                           AF     BF     HF     JF     WF 
 Current Case    Chk       27     60     43    120    206 
91 
 --------------------------------------------------------- 
  AUB      117          125.8  115.8  118.7  117.2  117.1 
  BBH      131          128.9  132.0  130.2  132.1  134.3 
  BNL       91    --     99.8   98.9   95.2   95.7   98.9 
  BPL       82    --     96.6   99.5   92.7   93.7   91.7 
  DKB       22           22.1   22.0   20.0   20.5   19.9 
  EKB       91     -     98.0   95.4   93.7   93.5   93.6 
  FOB       28     -     29.9   28.6   29.8   28.4   30.4 
  FOL       36           36.4   35.1   35.4   34.5   35.7 
  FRC      113     +    107.1  108.5  105.4  107.2  109.2 
  GOL      178          176.9  178.8  169.5  172.0  177.2 
  MDH       32    ++     24.9   27.9   25.7   26.2   27.6 
  NLB       21     -     25.3   25.1   24.3   25.0   22.6 
  NLH       49           51.7   48.6   49.1   48.8   48.6 
  OBB       34   ---     40.7   38.8   38.9   37.8   39.3 
  OBH       34           35.1   34.7   35.5   33.9   33.3 
 UFHT       66     -     70.6   67.3   67.6   68.4   66.5 
  WFB       94     +     91.6   93.7   91.1   90.1   93.8 
  XCB      138     +    137.1  133.2  134.3  133.9  135.8 
 --------------------------------------------------------- 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- deviates at least 3 STDEVs 
 --------------------------------------------------------- 
 
 Natural Log of VCVM Determinant =  36.0300 




 From     Total            Into Group (counts) 
 Group    Number     AF     BF     HF     JF     WF    Correct 
 --------------------------------------------------------------------  
     AF     27       23      0      0      3      1     85.2 % 
     BF     60        4     40      3      8      5     66.7 % 
     HF     43        4      2     23      9      5     53.5 % 
     JF    120        4     11     26     77      2     64.2 % 
     WF    206        5      9     11      8    173     84.0 % 
 --------------------------------------------------------------------  
 Total Correct:  336 out of 456 (73.7 %) *** CROSS-VALIDATED ***  
 
 ------------------------------------------------------------------------------------- 




   Group      Classified      Distance          Probabilities  
                 into           from     Posterior   Typ F   Typ Chi   Typ R  
 ------------------------------------------------------------------------------------- 
 
     WF         **WF**          25.2        0.938    0.157    0.119    0.174 (171/207) 
     JF                         31.4        0.042    0.042    0.026    0.041 (116/121) 
     BF                         33.9        0.012    0.025    0.013    0.066 (57/61) 
     HF                         34.8        0.008    0.021    0.010    0.091 (40/44) 
     AF                         50.6        0.000    0.000    0.000    0.036 (27/28) 
 ------------------------------------------------------------------------------------- 




Table A.4. FORDISC 3.1 (Jantz and Ousley 2005) analysis of cranial measurements 
of skeletal case BU-32 after increasing measurements by 2 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using cranial data file version 1.23 
 
DFA results using 18 measurements: 
 AUB   BBH   BNL   BPL   DKB   EKB   FOB   FOL   FRC   GOL    
 MDH   NLB   NLH   OBB   OBH   UFHT  WFB   XCB    
 Measurements removed: UFBR TMF GOG CDL WRB MLN XRH MAN  
 --------------------------------------------------------- 
Measurement Checks and Group Means 
                             Group Means 
                           AF     BF     HF     JF     WF 
 Current Case    Chk       27     60     43    120    206 
 --------------------------------------------------------- 
  AUB      117          125.8  115.8  118.7  117.2  117.1 
  BBH      131          128.9  132.0  130.2  132.1  134.3 
  BNL       91    --     99.8   98.9   95.2   95.7   98.9 
  BPL       83    --     96.6   99.5   92.7   93.7   91.7 
  DKB       22           22.1   22.0   20.0   20.5   19.9 
  EKB       92     -     98.0   95.4   93.7   93.5   93.6 
  FOB       28     -     29.9   28.6   29.8   28.4   30.4 
  FOL       36           36.4   35.1   35.4   34.5   35.7 
  FRC      114     +    107.1  108.5  105.4  107.2  109.2 
  GOL      179     +    176.9  178.8  169.5  172.0  177.2 
  MDH       33    ++     24.9   27.9   25.7   26.2   27.6 
  NLB       22     -     25.3   25.1   24.3   25.0   22.6 
  NLH       49           51.7   48.6   49.1   48.8   48.6 
93 
  OBB       35    --     40.7   38.8   38.9   37.8   39.3 
  OBH       34           35.1   34.7   35.5   33.9   33.3 
 UFHT       66     -     70.6   67.3   67.6   68.4   66.5 
  WFB       94     +     91.6   93.7   91.1   90.1   93.8 
  XCB      139     +    137.1  133.2  134.3  133.9  135.8 
 --------------------------------------------------------- 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- deviates at least 3 STDEVs 
 --------------------------------------------------------- 
 
 Natural Log of VCVM Determinant =  36.0300 




 From     Total            Into Group (counts) 
 Group    Number     AF     BF     HF     JF     WF    Correct 
 --------------------------------------------------------------------  
     AF     27       23      0      0      3      1     85.2 % 
     BF     60        4     40      3      8      5     66.7 % 
     HF     43        4      2     23      9      5     53.5 % 
     JF    120        4     11     26     77      2     64.2 % 
     WF    206        5      9     11      8    173     84.0 % 
 --------------------------------------------------------------------  
 Total Correct:  336 out of 456 (73.7 %) *** CROSS-VALIDATED ***  
 
 ------------------------------------------------------------------------------------- 
Multigroup Classification of Current Case 
 
 ------------------------------------------------------------------------------------- 
   Group      Classified      Distance          Probabilities  
                 into           from     Posterior   Typ F   Typ Chi   Typ R  
 ------------------------------------------------------------------------------------- 
 
     WF         **WF**          23.3        0.919    0.223    0.178    0.246 (156/207) 
     JF                         29.4        0.045    0.067    0.044    0.091 (110/121) 
     BF                         30.3        0.029    0.058    0.035    0.098 (55/61) 
     HF                         32.9        0.008    0.034    0.017    0.136 (38/44) 
     AF                         48.3        0.000    0.001    0.000    0.036 (27/28) 
 ------------------------------------------------------------------------------------- 
  Current Case is closest to WFs 
 ------------------------------------------------------------------------------------- 
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Table A.5. FORDISC 3.1 (Jantz and Ousley 2005) analysis of cranial measurements 
of skeletal case BU-32 after decreasing measurements by 1 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using cranial data file version 1.23 
 
DFA results using 18 measurements: 
 AUB   BBH   BNL   BPL   DKB   EKB   FOB   FOL   FRC   GOL    
 MDH   NLB   NLH   OBB   OBH   UFHT  WFB   XCB    
 Measurements removed: UFBR TMF GOG CDL WRB MLN XRH MAN  
 --------------------------------------------------------- 
Measurement Checks and Group Means 
                             Group Means 
                           AF     BF     HF     JF     WF 
 Current Case    Chk       27     60     43    120    206 
 --------------------------------------------------------- 
  AUB      117          125.8  115.8  118.7  117.2  117.1 
  BBH      131          128.9  132.0  130.2  132.1  134.3 
  BNL       91    --     99.8   98.9   95.2   95.7   98.9 
  BPL       80   ---     96.6   99.5   92.7   93.7   91.7 
  DKB       22           22.1   22.0   20.0   20.5   19.9 
  EKB       89    --     98.0   95.4   93.7   93.5   93.6 
  FOB       28     -     29.9   28.6   29.8   28.4   30.4 
  FOL       36           36.4   35.1   35.4   34.5   35.7 
  FRC      111     +    107.1  108.5  105.4  107.2  109.2 
  GOL      176          176.9  178.8  169.5  172.0  177.2 
  MDH       30     +     24.9   27.9   25.7   26.2   27.6 
  NLB       19   ---     25.3   25.1   24.3   25.0   22.6 
  NLH       49           51.7   48.6   49.1   48.8   48.6 
  OBB       32  ----     40.7   38.8   38.9   37.8   39.3 
  OBH       34           35.1   34.7   35.5   33.9   33.3 
 UFHT       66     -     70.6   67.3   67.6   68.4   66.5 
  WFB       94     +     91.6   93.7   91.1   90.1   93.8 
  XCB      136          137.1  133.2  134.3  133.9  135.8 
 --------------------------------------------------------- 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- deviates at least 3 STDEVs 
 --------------------------------------------------------- 
 
 Natural Log of VCVM Determinant =  36.0300 





 From     Total            Into Group (counts) 
 Group    Number     AF     BF     HF     JF     WF    Correct 
 --------------------------------------------------------------------  
     AF     27       23      0      0      3      1     85.2 % 
     BF     60        4     40      3      8      5     66.7 % 
     HF     43        4      2     23      9      5     53.5 % 
     JF    120        4     11     26     77      2     64.2 % 
     WF    206        5      9     11      8    173     84.0 % 
 --------------------------------------------------------------------  
 Total Correct:  336 out of 456 (73.7 %) *** CROSS-VALIDATED ***  
 
 ------------------------------------------------------------------------------------- 
Multigroup Classification of Current Case 
 
 ------------------------------------------------------------------------------------- 
   Group      Classified      Distance          Probabilities  
                 into           from     Posterior   Typ F   Typ Chi   Typ R  
 ------------------------------------------------------------------------------------- 
 
     WF         **WF**          34.6        0.955    0.019    0.011    0.053 (196/207) 
     JF                         41.2        0.035    0.004    0.001    0.017 (119/121) 
     HF                         44.3        0.008    0.002    0.001    0.023 (43/44) 
     BF                         46.7        0.002    0.001    0.000    0.033 (59/61) 
     AF                         60.9        0.000    0.000    0.000    0.036 (27/28) 
 ------------------------------------------------------------------------------------- 




Table A.6. FORDISC 3.1 (Jantz and Ousley 2005) analysis of cranial measurements 
of skeletal case BU-32 after decreasing measurements by 2 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using cranial data file version 1.23 
 
DFA results using 18 measurements: 
 AUB   BBH   BNL   BPL   DKB   EKB   FOB   FOL   FRC   GOL    
 MDH   NLB   NLH   OBB   OBH   UFHT  WFB   XCB    
 Measurements removed: UFBR TMF GOG CDL WRB MLN XRH MAN  
 --------------------------------------------------------- 
Measurement Checks and Group Means 
                             Group Means 
                           AF     BF     HF     JF     WF 
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 Current Case    Chk       27     60     43    120    206 
 --------------------------------------------------------- 
  AUB      117          125.8  115.8  118.7  117.2  117.1 
  BBH      131          128.9  132.0  130.2  132.1  134.3 
  BNL       91    --     99.8   98.9   95.2   95.7   98.9 
  BPL       79   ---     96.6   99.5   92.7   93.7   91.7 
  DKB       22           22.1   22.0   20.0   20.5   19.9 
  EKB       88    --     98.0   95.4   93.7   93.5   93.6 
  FOB       28     -     29.9   28.6   29.8   28.4   30.4 
  FOL       36           36.4   35.1   35.4   34.5   35.7 
  FRC      110     +    107.1  108.5  105.4  107.2  109.2 
  GOL      175          176.9  178.8  169.5  172.0  177.2 
  MDH       29     +     24.9   27.9   25.7   26.2   27.6 
  NLB       18   ---     25.3   25.1   24.3   25.0   22.6 
  NLH       49           51.7   48.6   49.1   48.8   48.6 
  OBB       31  ----     40.7   38.8   38.9   37.8   39.3 
  OBH       34           35.1   34.7   35.5   33.9   33.3 
 UFHT       66     -     70.6   67.3   67.6   68.4   66.5 
  WFB       94     +     91.6   93.7   91.1   90.1   93.8 
  XCB      135          137.1  133.2  134.3  133.9  135.8 
 --------------------------------------------------------- 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- deviates at least 3 STDEVs 
 --------------------------------------------------------- 
 
 Natural Log of VCVM Determinant =  36.0300 




 From     Total            Into Group (counts) 
 Group    Number     AF     BF     HF     JF     WF    Correct 
 --------------------------------------------------------------------  
     AF     27       23      0      0      3      1     85.2 % 
     BF     60        4     40      3      8      5     66.7 % 
     HF     43        4      2     23      9      5     53.5 % 
     JF    120        4     11     26     77      2     64.2 % 
     WF    206        5      9     11      8    173     84.0 % 
 --------------------------------------------------------------------  
 Total Correct:  336 out of 456 (73.7 %) *** CROSS-VALIDATED ***  
 
 ------------------------------------------------------------------------------------- 




   Group      Classified      Distance          Probabilities  
                 into           from     Posterior   Typ F   Typ Chi   Typ R  
 ------------------------------------------------------------------------------------- 
 
     WF                        42.1        0.959    0.003    0.001    0.014 (204/207) 
     JF                        48.9        0.032    0.000    0.000    0.008 (120/121) 
     HF                        51.8        0.008    0.000    0.000    0.023 (43/44) 
     BF                        56.0        0.001    0.000    0.000    0.033 (59/61) 
     AF                        68.9        0.000    0.000    0.000    0.036 (27/28) 
 ------------------------------------------------------------------------------------- 




Table A.7. Initial FORDISC 3.1 (Jantz and Ousley 2005) analysis of postcranial 
measurements of skeletal case BU-32. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using postcranial data file version 1.18 
 
DFA results using 28 measurements: 
 CALCBR  CALCXL  CLAAPD  CLAVRD  CLAXLN  FEMCIR  FEMEBR  FEMMAP   
 FEMMTV  FEMSAP  FEMSTV  FIBMDM  FIBXLN  HUMEBR  HUMMWD  
HUMMXD   
 HUMXLN  INNOHT  RADAPD  RADTVD  TIBCIR  TIBDEB  TIBNFT  TIBNFX   
 TIBPEB  ULNCIR  ULNDVD  ULNTVD   
 ------------------------------------------------------------------------------------ 
Measurement Checks, Group Means, and Discriminant Function Coefficients 
 
 ------------------------------------------------------------------------------------ 
 Current Case   Chk             BF             WF          DF      Relative 
                                20            142       Weights     Weights 
 ------------------------------------------------------------------------------------ 
 CALCBR    35    --            38.9           38.9       0.122       0.0 % 
 CALCXL    72     -            76.0           78.8      -0.147       4.0 % 
 CLAAPD     9    --            11.6           10.8       0.528       4.1 % 
 CLAVRD     8     -             9.7            9.0       0.203       1.3 % 
 CLAXLN   126    --           140.1          139.5       0.025       0.1 % 
 FEMCIR    73    --            81.6           82.6      -0.176       1.8 % 
 FEMEBR    72     -            72.8           75.5      -0.262       6.8 % 
 FEMMAP    25    --            27.6           27.7      -0.100       0.1 % 
 FEMMTV    21    --            24.1           25.1       0.202       1.8 % 
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 FEMSAP    26     +            25.1           25.4       0.059       0.2 % 
 FEMSTV    25    --            28.8           29.1      -0.072       0.2 % 
 FIBMDM    13     -            13.9           14.5      -0.379       2.1 % 
 FIBXLN   312    --           355.1          351.6       0.109       3.6 % 
 HUMEBR    49    --            54.5           55.3       0.053       0.4 % 
 HUMMWD    15     -            16.4           15.2       0.838       9.3 % 
 HUMMXD    17    --            20.3           19.9       0.350       1.2 % 
 HUMXLN   277    --           305.9          305.0       0.004       0.0 % 
 INNOHT   181    --           190.6          203.1      -0.349      42.4 % 
 RADAPD     9    --            11.3           10.5       0.432       3.2 % 
 RADTVD    15     +            13.8           13.7      -0.166       0.2 % 
 TIBCIR    78    --            87.0           84.6       0.427      10.2 % 
 TIBDEB    42    --            45.5           45.3       0.240       0.4 % 
 TIBNFT    20     -            23.1           21.7      -0.116       1.5 % 
 TIBNFX    31     -            31.5           31.6      -0.647       0.5 % 
 TIBPEB    64    --            68.5           69.7       0.000       0.0 % 
 ULNCIR    35     +            32.5           31.7      -0.178       1.3 % 
 ULNDVD    11     -            12.3           11.5       0.312       2.6 % 
 ULNTVD    12     -            14.1           14.4      -0.137       0.5 % 
 
              Constant                                  15.630 
 ------------------------------------------------------------------------------------ 
               Scores         4.604         -4.604      -5.159 
                                 (Group means)          (Case) 
 
                Mahalanobis Distance = 9.207 
 ------------------------------------------------------------------------------------ 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- at least 3 STDEVs 
 ------------------------------------------------------------------------------------ 






     From         Group        Into Group (counts)     Percent 
     Group        Counts          BF          WF       Correct 
 ------------------------------------------------------------------- 
        BF          20            13           7        65.0 % 
 
        WF         142            13         129        90.8 % 
 ------------------------------------------------------------------- 
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     Total Correct:      142 / 162 ( 87.7 %) *** CROSS-VALIDATED *** 
 
 --------------------------------------------------------------------------------------- 
Two Group Discriminant Function Results 
 
 --------------------------------------------------------------------------------------- 
    Group         Classified     Distance        Probabilities  
                     into          from      Posterior  Typ F   Typ Chi  Typ R  
 --------------------------------------------------------------------------------------- 
        WF         **WF**          31.3        0.994    0.585    0.306   0.497 (73/143) 




Table A.8. FORDISC 3.1 (Jantz and Ousley 2005) analysis of postcranial 
measurements of skeletal case BU-32 after increasing measurements by 1 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using postcranial data file version 1.18 
 
DFA results using 29 measurements: 
 CALCBR  CALCXL  CLAAPD  CLAVRD  CLAXLN  FEMCIR  FEMEBR  FEMMAP   
 FEMMTV  FEMSAP  FEMSTV  FIBMDM  FIBXLN  HUMEBR  HUMMWD  
HUMMXD   
 HUMXLN  INNOHT  RADAPD  RADTVD  TIBCIR  TIBDEB  TIBNFT  TIBNFX   
 TIBPEB  TIBXLN  ULNCIR  ULNDVD  ULNTVD   
 ------------------------------------------------------------------------------------ 
Measurement Checks, Group Means, and Discriminant Function Coefficients 
 
 ------------------------------------------------------------------------------------ 
 Current Case   Chk             BF             WF          DF      Relative 
                                20            142       Weights     Weights 
 ------------------------------------------------------------------------------------ 
 CALCBR    35    --            38.9           38.9       0.115       0.0 % 
 CALCXL    73     -            76.0           78.8      -0.157       4.2 % 
 CLAAPD     9    --            11.6           10.8       0.516       3.9 % 
 CLAVRD     8     -             9.7            9.0       0.222       1.4 % 
 CLAXLN   127    --           140.1          139.5       0.015       0.1 % 
 FEMCIR    73    --            81.6           82.6      -0.189       1.9 % 
 FEMEBR    72     -            72.8           75.5      -0.239       6.2 % 
 FEMMAP    25    --            27.6           27.7      -0.074       0.1 % 
 FEMMTV    21    --            24.1           25.1       0.219       2.0 % 
 FEMSAP    27     +            25.1           25.4       0.036       0.1 % 
 FEMSTV    25    --            28.8           29.1      -0.096       0.3 % 
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 FIBMDM    13     -            13.9           14.5      -0.413       2.3 % 
 FIBXLN   313    --           355.1          351.6       0.049       1.6 % 
 HUMEBR    50    --            54.5           55.3       0.063       0.5 % 
 HUMMWD    15     -            16.4           15.2       0.853       9.4 % 
 HUMMXD    17    --            20.3           19.9       0.383       1.3 % 
 HUMXLN   278    --           305.9          305.0       0.001       0.0 % 
 INNOHT   182     -           190.6          203.1      -0.359      43.4 % 
 RADAPD     9    --            11.3           10.5       0.419       3.1 % 
 RADTVD    16    ++            13.8           13.7      -0.133       0.2 % 
 TIBCIR    78    --            87.0           84.6       0.379       9.0 % 
 TIBDEB    42    --            45.5           45.3       0.270       0.4 % 
 TIBNFT    21     -            23.1           21.7      -0.110       1.4 % 
 TIBNFX    31     -            31.5           31.6      -0.589       0.5 % 
 TIBPEB    64    --            68.5           69.7      -0.008       0.1 % 
 TIBXLN   318    --           361.4          358.3       0.070       2.1 % 
 ULNCIR    35     +            32.5           31.7      -0.158       1.2 % 
 ULNDVD    11     -            12.3           11.5       0.359       3.0 % 
 ULNTVD    12     -            14.1           14.4      -0.113       0.4 % 
 
              Constant                                  14.907 
 ------------------------------------------------------------------------------------ 
               Scores         4.650         -4.650      -5.568 
                                 (Group means)          (Case) 
 
                Mahalanobis Distance = 9.300 
 ------------------------------------------------------------------------------------ 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- at least 3 STDEVs 
 ------------------------------------------------------------------------------------ 






     From         Group        Into Group (counts)     Percent 
     Group        Counts          BF          WF       Correct 
 ------------------------------------------------------------------- 
        BF          20            13           7        65.0 % 
 
        WF         142            14         128        90.1 % 
 ------------------------------------------------------------------- 




Two Group Discriminant Function Results 
 
 --------------------------------------------------------------------------------------- 
    Group         Classified     Distance        Probabilities  
                     into          from      Posterior  Typ F   Typ Chi  Typ R  
 --------------------------------------------------------------------------------------- 
        WF         **WF**          41.4        0.996    0.273    0.063   0.266 (106/143) 




Table A.9. FORDISC 3.1 (Jantz and Ousley 2005) analysis of postcranial 
measurements of skeletal case BU-32 after increasing measurements by 2 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using postcranial data file version 1.18 
 
DFA results using 29 measurements: 
 CALCBR  CALCXL  CLAAPD  CLAVRD  CLAXLN  FEMCIR  FEMEBR  FEMMAP   
 FEMMTV  FEMSAP  FEMSTV  FIBMDM  FIBXLN  HUMEBR  HUMMWD  
HUMMXD   
 HUMXLN  INNOHT  RADAPD  RADTVD  TIBCIR  TIBDEB  TIBNFT  TIBNFX   
 TIBPEB  TIBXLN  ULNCIR  ULNDVD  ULNTVD   
 ------------------------------------------------------------------------------------ 
Measurement Checks, Group Means, and Discriminant Function Coefficients 
 
 ------------------------------------------------------------------------------------ 
 Current Case   Chk             BF             WF          DF      Relative 
                                20            142       Weights     Weights 
 ------------------------------------------------------------------------------------ 
 CALCBR    35    --            38.9           38.9       0.115       0.0 % 
 CALCXL    74     -            76.0           78.8      -0.157       4.2 % 
 CLAAPD     9    --            11.6           10.8       0.516       3.9 % 
 CLAVRD     8     -             9.7            9.0       0.222       1.4 % 
 CLAXLN   128    --           140.1          139.5       0.015       0.1 % 
 FEMCIR    73    --            81.6           82.6      -0.189       1.9 % 
 FEMEBR    72     -            72.8           75.5      -0.239       6.2 % 
 FEMMAP    25    --            27.6           27.7      -0.074       0.1 % 
 FEMMTV    21    --            24.1           25.1       0.219       2.0 % 
 FEMSAP    28    ++            25.1           25.4       0.036       0.1 % 
 FEMSTV    25    --            28.8           29.1      -0.096       0.3 % 
 FIBMDM    13     -            13.9           14.5      -0.413       2.3 % 
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 FIBXLN   314    --           355.1          351.6       0.049       1.6 % 
 HUMEBR    51     -            54.5           55.3       0.063       0.5 % 
 HUMMWD    15     -            16.4           15.2       0.853       9.4 % 
 HUMMXD    17    --            20.3           19.9       0.383       1.3 % 
 HUMXLN   279    --           305.9          305.0       0.001       0.0 % 
 INNOHT   183     -           190.6          203.1      -0.359      43.4 % 
 RADAPD     9    --            11.3           10.5       0.419       3.1 % 
 RADTVD    17    ++            13.8           13.7      -0.133       0.2 % 
 TIBCIR    78    --            87.0           84.6       0.379       9.0 % 
 TIBDEB    42    --            45.5           45.3       0.270       0.4 % 
 TIBNFT    22                  23.1           21.7      -0.110       1.4 % 
 TIBNFX    31     -            31.5           31.6      -0.589       0.5 % 
 TIBPEB    64    --            68.5           69.7      -0.008       0.1 % 
 TIBXLN   319    --           361.4          358.3       0.070       2.1 % 
 ULNCIR    35     +            32.5           31.7      -0.158       1.2 % 
 ULNDVD    11     -            12.3           11.5       0.359       3.0 % 
 ULNTVD    12     -            14.1           14.4      -0.113       0.4 % 
 
              Constant                                  14.907 
 ------------------------------------------------------------------------------------ 
               Scores         4.650         -4.650      -6.094 
                                 (Group means)          (Case) 
 
                Mahalanobis Distance = 9.300 
 ------------------------------------------------------------------------------------ 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- at least 3 STDEVs 
 ------------------------------------------------------------------------------------ 






     From         Group        Into Group (counts)     Percent 
     Group        Counts          BF          WF       Correct 
 ------------------------------------------------------------------- 
        BF          20            13           7        65.0 % 
 
        WF         142            14         128        90.1 % 
 ------------------------------------------------------------------- 




Two Group Discriminant Function Results 
 
 --------------------------------------------------------------------------------------- 
    Group         Classified     Distance        Probabilities  
                     into          from      Posterior  Typ F   Typ Chi  Typ R  
 --------------------------------------------------------------------------------------- 
        WF         **WF**          57.3        0.998    0.037    0.001   0.098 (130/143) 




Table A.10. FORDISC 3.1 (Jantz and Ousley 2005) analysis of postcranial 
measurements of skeletal case BU-32 after decreasing measurements by 1 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using postcranial data file version 1.18 
 
DFA results using 29 measurements: 
 CALCBR  CALCXL  CLAAPD  CLAVRD  CLAXLN  FEMCIR  FEMEBR  FEMMAP   
 FEMMTV  FEMSAP  FEMSTV  FIBMDM  FIBXLN  HUMEBR  HUMMWD  
HUMMXD   
 HUMXLN  INNOHT  RADAPD  RADTVD  TIBCIR  TIBDEB  TIBNFT  TIBNFX   
 TIBPEB  TIBXLN  ULNCIR  ULNDVD  ULNTVD   
 ------------------------------------------------------------------------------------ 
Measurement Checks, Group Means, and Discriminant Function Coefficients 
 
 ------------------------------------------------------------------------------------ 
 Current Case   Chk             BF             WF          DF      Relative 
                                20            142       Weights     Weights 
 ------------------------------------------------------------------------------------ 
 CALCBR    35    --            38.9           38.9       0.115       0.0 % 
 CALCXL    71    --            76.0           78.8      -0.157       4.2 % 
 CLAAPD     9    --            11.6           10.8       0.516       3.9 % 
 CLAVRD     8     -             9.7            9.0       0.222       1.4 % 
 CLAXLN   125    --           140.1          139.5       0.015       0.1 % 
 FEMCIR    73    --            81.6           82.6      -0.189       1.9 % 
 FEMEBR    72     -            72.8           75.5      -0.239       6.2 % 
 FEMMAP    25    --            27.6           27.7      -0.074       0.1 % 
 FEMMTV    21    --            24.1           25.1       0.219       2.0 % 
 FEMSAP    25     -            25.1           25.4       0.036       0.1 % 
 FEMSTV    25    --            28.8           29.1      -0.096       0.3 % 
 FIBMDM    13     -            13.9           14.5      -0.413       2.3 % 
 FIBXLN   311    --           355.1          351.6       0.049       1.6 % 
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 HUMEBR    48    --            54.5           55.3       0.063       0.5 % 
 HUMMWD    15     -            16.4           15.2       0.853       9.4 % 
 HUMMXD    17    --            20.3           19.9       0.383       1.3 % 
 HUMXLN   276    --           305.9          305.0       0.001       0.0 % 
 INNOHT   180    --           190.6          203.1      -0.359      43.4 % 
 RADAPD     9    --            11.3           10.5       0.419       3.1 % 
 RADTVD    14     +            13.8           13.7      -0.133       0.2 % 
 TIBCIR    78    --            87.0           84.6       0.379       9.0 % 
 TIBDEB    42    --            45.5           45.3       0.270       0.4 % 
 TIBNFT    19    --            23.1           21.7      -0.110       1.4 % 
 TIBNFX    31     -            31.5           31.6      -0.589       0.5 % 
 TIBPEB    64    --            68.5           69.7      -0.008       0.1 % 
 TIBXLN   316   ---           361.4          358.3       0.070       2.1 % 
 ULNCIR    35     +            32.5           31.7      -0.158       1.2 % 
 ULNDVD    11     -            12.3           11.5       0.359       3.0 % 
 ULNTVD    12     -            14.1           14.4      -0.113       0.4 % 
 
              Constant                                  14.907 
 ------------------------------------------------------------------------------------ 
               Scores         4.650         -4.650      -4.516 
                                 (Group means)          (Case) 
 
                Mahalanobis Distance = 9.300 
 ------------------------------------------------------------------------------------ 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- at least 3 STDEVs 
 ------------------------------------------------------------------------------------ 






     From         Group        Into Group (counts)     Percent 
     Group        Counts          BF          WF       Correct 
 ------------------------------------------------------------------- 
        BF          20            13           7        65.0 % 
 
        WF         142            14         128        90.1 % 
 ------------------------------------------------------------------- 




Two Group Discriminant Function Results 
 
 --------------------------------------------------------------------------------------- 
    Group         Classified     Distance        Probabilities  
                     into          from      Posterior  Typ F   Typ Chi  Typ R  
 --------------------------------------------------------------------------------------- 
        WF         **WF**          27.7        0.989    0.778    0.536   0.636 (53/143) 




Table A.11. FORDISC 3.1 (Jantz and Ousley 2005) analysis of postcranial 
measurements of skeletal case BU-32 after decreasing measurements by 2 mm. 
 
FORDISC 3.1.315 Analysis of Current Case 
Using postcranial data file version 1.18 
 
DFA results using 29 measurements: 
 CALCBR  CALCXL  CLAAPD  CLAVRD  CLAXLN  FEMCIR  FEMEBR  FEMMAP   
 FEMMTV  FEMSAP  FEMSTV  FIBMDM  FIBXLN  HUMEBR  HUMMWD  
HUMMXD   
 HUMXLN  INNOHT  RADAPD  RADTVD  TIBCIR  TIBDEB  TIBNFT  TIBNFX   
 TIBPEB  TIBXLN  ULNCIR  ULNDVD  ULNTVD   
 ------------------------------------------------------------------------------------ 
Measurement Checks, Group Means, and Discriminant Function Coefficients 
 
 ------------------------------------------------------------------------------------ 
 Current Case   Chk             BF             WF          DF      Relative 
                                20            142       Weights     Weights 
 ------------------------------------------------------------------------------------ 
 CALCBR    35    --            38.9           38.9       0.115       0.0 % 
 CALCXL    70    --            76.0           78.8      -0.157       4.2 % 
 CLAAPD     9    --            11.6           10.8       0.516       3.9 % 
 CLAVRD     8     -             9.7            9.0       0.222       1.4 % 
 CLAXLN   124   ---           140.1          139.5       0.015       0.1 % 
 FEMCIR    73    --            81.6           82.6      -0.189       1.9 % 
 FEMEBR    72     -            72.8           75.5      -0.239       6.2 % 
 FEMMAP    25    --            27.6           27.7      -0.074       0.1 % 
 FEMMTV    21    --            24.1           25.1       0.219       2.0 % 
 FEMSAP    24     -            25.1           25.4       0.036       0.1 % 
 FEMSTV    25    --            28.8           29.1      -0.096       0.3 % 
 FIBMDM    13     -            13.9           14.5      -0.413       2.3 % 
 FIBXLN   310   ---           355.1          351.6       0.049       1.6 % 
 HUMEBR    47    --            54.5           55.3       0.063       0.5 % 
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 HUMMWD    15     -            16.4           15.2       0.853       9.4 % 
 HUMMXD    17    --            20.3           19.9       0.383       1.3 % 
 HUMXLN   275    --           305.9          305.0       0.001       0.0 % 
 INNOHT   179    --           190.6          203.1      -0.359      43.4 % 
 RADAPD     9    --            11.3           10.5       0.419       3.1 % 
 RADTVD    13     -            13.8           13.7      -0.133       0.2 % 
 TIBCIR    78    --            87.0           84.6       0.379       9.0 % 
 TIBDEB    42    --            45.5           45.3       0.270       0.4 % 
 TIBNFT    18    --            23.1           21.7      -0.110       1.4 % 
 TIBNFX    31     -            31.5           31.6      -0.589       0.5 % 
 TIBPEB    64    --            68.5           69.7      -0.008       0.1 % 
 TIBXLN   315   ---           361.4          358.3       0.070       2.1 % 
 ULNCIR    35     +            32.5           31.7      -0.158       1.2 % 
 ULNDVD    11     -            12.3           11.5       0.359       3.0 % 
 ULNTVD    12     -            14.1           14.4      -0.113       0.4 % 
 
              Constant                                  14.907 
 ------------------------------------------------------------------------------------ 
               Scores         4.650         -4.650      -3.991 
                                 (Group means)          (Case) 
 
                Mahalanobis Distance = 9.300 
 ------------------------------------------------------------------------------------ 
 +/- measurement deviates higher/lower than all group means; ++/-- deviates 1 to 2 
STDEVs 
 +++/--- deviates two to three STDEVs; ++++/---- at least 3 STDEVs 
 ------------------------------------------------------------------------------------ 






     From         Group        Into Group (counts)     Percent 
     Group        Counts          BF          WF       Correct 
 ------------------------------------------------------------------- 
        BF          20            13           7        65.0 % 
 
        WF         142            14         128        90.1 % 
 ------------------------------------------------------------------- 
     Total Correct:      141 / 162 ( 87.0 %) *** CROSS-VALIDATED *** 
 
 --------------------------------------------------------------------------------------- 




    Group         Classified     Distance        Probabilities  
                     into          from      Posterior  Typ F   Typ Chi  Typ R  
 --------------------------------------------------------------------------------------- 
        WF         **WF**          29.8        0.982    0.700    0.424   0.594 (59/143) 









































Figure A.1. Initial FORDISC 3.1 (Jantz and Ousley 2005) cranial measurements of 






Figure A.2. FORDISC 3.1 (Jantz and Ousley 2005) cranial measurements of skeletal 






Figure A.3. FORDISC 3.1 (Jantz and Ousley 2005) cranial measurements of skeletal 





Figure A.4. FORDISC 3.1 (Jantz and Ousley 2005) cranial measurements of skeletal 






Figure A.5. FORDISC 3.1 (Jantz and Ousley 2005) cranial measurements of skeletal 




Figure A.6. Initial FORDISC 3.1 (Jantz and Ousley 2005) postcranial measurements 




Figure A.7. FORDISC 3.1 (Jantz and Ousley 2005) postcranial measurements of 




Figure A.8. FORDISC 3.1 (Jantz and Ousley 2005) postcranial measurements of 





Figure A.9. FORDISC 3.1 (Jantz and Ousley 2005) postcranial measurements of 




Figure A.10. FORDISC 3.1 (Jantz and Ousley 2005) postcranial measurements of 
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