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GENERAL INTRODUCTION 
An Explanation of the Dissertation Organization 
This dissertation is composed of three papers which have been written to be submitted to 
professional atmospheric science journals. The first two papers present results from an observational 
and a numerical study on the characteristics of thermally induced mesoscale circulations over the area 
of Kennedy Space Center/Cape Canaveral on the east coast of Florida, with emphasis on such three-
dimensional effects as irregular coastline and inland water bodies, and the effects of synoptic-scale 
background winds. The last paper describes a new turbulence parameterization scheme that is more 
accurate than the old ones and leads to improvements in boundary-layer and mesoscale modeling. A 
general introduction to the problem addressed with a brief review of literature is included at the 
beginning, and a general summary of the entire dissertation is given at the end. The references 
following the general summary are those cited in the general introduction. The first author of the 
three papers played the major role in the research and writing of the papers. The co-authors provided 
many constructive suggestions, helpful discussions, as well as assistance in editing the papers. 
Literature Review 
The sea/land-breeze circulation is a mesoscale response of the atmosphere to the 
inhomogeneities in heating between land and water surfaces. The different thermal response to solar 
radiation by land and water induces a horizontal gradient of surface temperature, which immediately 
forms a horizontal pressure gradient and hence motion. Because it is generally restricted to the lowest 
1 to 2 km, the sea/land-breeze circulation is strongly influenced by boundary-layer turbulence. Yet 
its time and spatial scales are large enough that the earth's rotation and the synoptic-scale pressure 
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gradient cannot be ignored. The sea/land-breeze circulation has attracted attention for its important 
role in local weather and climate as well as in air pollution in coastal areas and its contribution to the 
energetics of the general circulation. 
Several decades of interest in this mesoscale phenomenon have resulted in numerous 
theoretical and numerical studies. Examples of early theoretical studies of direct relevance of the 
sea/land-breeze phenomenon include those of Haurwitz (1947), Schmidt (1947), Defant (1950), Smith 
(1957), and more recent analytical studies include those of Walsh (1974), Pearson (1975), and 
Rotunno (1983). These theoretical analyses highlighted the effects of temperature, friction, Coriolis 
force, and atmospheric stability on the characteristics of the sea/land breezes. Haurwitz (1947), for 
example, analyzed the effect of friction with the aid of Bjerknes' circulation theory and showed that 
owing to friction, maximum sea-breeze intensity occurs not when the land/sea temperature difference 
approaches zero, but earlier while the land is still warmer than the sea. Rotunno (1983) showed a 
fundamental difference in the character of the sea breeze depending on whether the Coriolis 
parameter, f, was greater or less than the angular frequency, w, of the earth. He predicted the 
intensity of the circulation would be a maximum near 30° latitude, where the Coriolis frequency is 
nearly equal to the frequency of the diurnal heating cycle. Walsh (1974) demonstrated that both 
phase and amplitude of the sea-breeze perturbation depend on the mean atmospheric stability, and a 
stable stratification tends to suppress the amplitude of the perturbation. Walsh also found that the 
computed vertical heat flux of the sea breeze, when summed along the coastlines of the principal land 
masses can account for several percent of the globally averaged vertical flux of sensible heat at a 
height of several hundred meters. Theoretical analyses provided valuable insight into some of the 
fundamental aspects of the sea/land-breeze dynamics but were constrained by the necessity to linearize 
the equation of motion in order to obtain analytical solutions. The primary limitations of theoretical 
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analyses include neglect of nonlinear terms, assumption of constant static stability, and greatly 
simplified parameterizations of frictional and heating effects. In reality, nonlinear effects can be 
important, the static stability can vary strongly in space and time, and the heating and firictional effects 
are complicated results of radiational and turbulent exchange processes at the earth's surface and in 
the planetary boundary layer. These complicating effects can be studied with nonlinear numerical 
models. 
The first nonlinear numerical sea-breeze model was published by Pearce (1955), with 
subsequent contributions by Estoque (1961, 1962), Fisher (1961), McPherson (1970), Neumann and 
Mahrer (1971, 1974), Pearson (1973), Pielke (1974), and Physick (1976). These studies have allowed 
a better understanding of the physical processes associated with the sea/land breeze. Pearce (1955), 
for instance, showed the importance of the Coriolis force in eventually limiting the inland penetration 
of the sea/land breeze. Pearson (1973) demonstrated that the vertically integrated buoyancy difference 
between land and sea is the parameter that determines the speed of the sea-breeze front, and the speed 
of the front was found to increase with the square root of the total heat input from the land. Anthes 
(1978) showed that with no background flow, the sea breeze is confined within the boundary layer, 
whereas the return flow occurs entirely above the boundary layer. Pielke (1974) concluded that under 
undisturbed synoptic conditions during the summer in the tropical and subtropical coastal regions, the 
sea breeze exerts a dominant influence on the sites of formation and movement of thunderstorm 
complexes. More recent studies of the sea/land-breeze phenomena such as those of Chang et al. 
(1982), Yan and Anthes (1987), Arritt (1989), Steyn and Kallos (1991), and Zhong et al. (1991) have 
provided valuable new insight into this phenomenon, including the conclusion that the Coriolis force 
may be more important than the reversal of horizontal temperature gradient from day to night in 
producing large-scale land breezes away from the equator (Yan and Anthes 1987). 
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Numerous theoretical and numerical studies have provided a reasonably complete theory of 
the sea/land-breeze circulation in the absence of synoptic-scale background flow; Atkinson (1981) 
and Pielke (1984) provided an excellent review of studies of this phenomenon. However, situations 
for which the sea/land breeze interacts with the large-scale background synoptic flow and small-scale 
local flow have received less attention. No complete theory has been formed about the effects of the 
synoptic-scale ambient winds on the characteristic features of the sea/land-breeze circulations, 
especially the land-breeze phase. 
Estoque (1962) was the first to study the effect of the synoptic-scale wind on the sea-breeze 
behavior. By imposing a pressure distribution diat determined the geostrophic wind at the upper 
boundary of a numerical model, Estoque described the behavior of the sea breeze as a function of 
synoptic wind direction. His results showed a clear difference in the sea-breeze intensity for onshore 
and offshore synoptic flows. Offshore wind advects warm land air toward the sea, thereby 
intensifying the horizontal temperature (and thus pressure) gradient and promoting the mesoscale 
circulation. Offshore winds also reduce the sea-breeze inland-penetration distance. A theoretical 
analysis by Walsh (1974) on the sea-breeze theory and application revealed that a synoptic background 
tlow reduces the heat flux and displaces its maximum to a slightly higher level compared to the calm 
case. Walsh also established a relationship for the critical land/sea temperature difference required 
to establish a sea breeze in opposition to a given large-scale wind speed. In a numerical study, 
Pearson et al. (1983) found that with a synoptic-scale background mean tlow perpendicular to the 
coast, the speed of the sea-breeze front was a linear function of the onshore component of the mean 
tlow. When a constant mean flow was introduced, the general structure of the sea breeze is 
unchanged, and, in particular, for a constant energy input, the intensity also is unaltered. In contrast, 
a shear of the mean flow changes the general qualitative structure but leaves the speed of the front 
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and the intensity of the sea breeze unchanged. In a recent study on the effects of width of landmasses 
on the development of sea breezes, Xian and Pielke (1991) found that a nonzero synoptic flow is not 
a favorable factor for the development of the strongest merged sea breezes over a heated land mass 
with two coastlines. Further insight into the behavior of the sea-breeze front and overall intensity 
have been presented in two recent studies. Bechtold et al. (1991) found that the intensity of the sea 
breeze is maximum when the propagation speed of the sea-breeze front is canceled by the background 
wind speed, Arritt (1992), by assembling and analyzing results from a series of numerical simulations 
encompassing a broad range of onshore and offshore synoptic-scale flows, provided the most 
systematic and detailed survey of the sea-breeze front and intensity . 
Despite the progress they have provided, these studies were constrained by three aspects: 
a) They are two dimensional which implies an unrealistic assumption that the atmosphere is 
uniform in the direction along the coastline. 
b) They are mostly theoretical, with little regard for application to realistic coastal 
regions. 
c) No data were used in these studies to verify the theoretical or numerical results. 
Three-dimensional effects have been shown to be very important in most sea-breeze situations 
(McPherson 1970; Pielke 1974; Neumann and Mahrer 1974, 1975; Kikuchi et al. 1981; Zhong et al. 
1991) and may change the characteristic features of the sea/land breeze as functions of synoptic 
winds. To understand the role of synoptic winds in a realistic sea/land-breeze situation, a three-
dimensional modeling is needed. The last limitation is due to the fact that the sea/land breeze 
circulations are poorly resolved in conventional weather observing networks, and such a lack of 
resolution requires special field experiments, of which only a few have been done. A sampling of 
observational studies includes those of Frizzola and Fisher (1963) in the New York City area; Eddy 
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(1966) and Hsu (1970) for the Texas coast, Simpson et al. (1977) for the south coast of England, 
Keen and Lyons (1978) for Lake Michigan, Pielke and Cotton (1977) and Taylor et al. (1989) for the 
Florida Peninsula. 
Compared to the sea breeze, the land breeze has been much neglected. Neumann (1950) 
showed that the land breeze played an important role in generation of nocturnal thunderstorms in some 
coastal areas such as eastern Mediterranean coast and the Atlantic coast of northeastern United States. 
Keen et al. (1979) reported that land breezes contributed significantly to the accumulation of air 
pollutants by recirculating the pollutants in coastal environments. Neumann and Mahrer (1971) 
simulated the land breeze in the coastal area of Israel and found that the intensity of the land breeze 
is much smaller than that of the sea breeze even when the land/sea temperature gradient is equally 
strong during both land and sea breeze phases. Pearson (1975) attributed this asymmetry of the 
sea/land breeze cycle to three factors: static stability, eddy difftisivity and available potential energy. 
Mak and Walsh (1976) found that the diurnal variations in the static stability and eddy difftisivity 
causes major difference between land and sea breezes and that stability fluctuations seem more 
important than difftisivity variations. Clearly, further investigation is needed in order to understand 
the various aspects of land breezes such as their behavior under the effect of ambient flow. 
In this dissertation, the characteristic features of the sea/land breeze circulations in an area 
of complex coastal heating are examined in detail by data analyses and numerical modeling. Attention 
has been focused on the three-dimensional effects of the irregular coastline, small-scale complex 
coastal heating patterns, synoptic-scale background winds, wind-vector rotations in the sea/land breeze 
cycle and relevant physical processes, and the flow structure in the land-breeze phase, which has by 
far received scant attention. The area studied is the Kennedy Space Center/Cape Canaveral (KSC/CC) 
which is located in a coastal environment on the east coast of Florida with several land/water 
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interfaces. The Atlantic sea/land breeze and river breezes induced by differential surface heating 
between land and river surfaces act independently and through interactions to create complex flow 
patterns over this area. These local circulations significantly influence the weather and climate in this 
area, and special concerns are created for those operations in which atmospheric diffusion of rocket 
exhausts must be considered. A detailed study of the three-dimensional structure of these local 
mesoscale circulations and their behavior under different synoptic wind situations not only contributes 
to improved local weather forecasting and accurate prediction of atmospheric diffusion in this specific 
area, but also contributes to a better understanding of the physical mechanisms that generate and 
influence the thermally-induced mesoscale circulations. 
Finally, as has been shown from above brief review, numerical modeling provides a highly 
cost-effective substitute for many aspects of the field studies and provides insights beyond those 
available from field measurements and theoretical analyses. Continuous development and 
improvement of numerical models are as important as model applications. To simulate boundary-
layer and mesoscale phenomena such as the sea/land breeze circulations, detailed treatment of the 
model resolution and parameterizations of subgrid-scale turbulent fluxes is essential: the driving forces 
for most small and mesoscale phenomena are at the earth's surface and significant vertical gradients 
of meteorological variables occur at low levels. Anthes et al. (1980) indicated that high resolution 
near the model surface and detailed turbulence parameterizations were crucial for obtaining accurate 
descriptions of mesoscale phenomena when terrain and complex differential heating patterns exist. 
Zhong and Li (1986) showed that the low-level resolution and turbulence formulations used in a 
boundary-layer model have a significant effect on the simulation of such boundary-layer phenomena 
as the position and strength of low-level jet and surface inversion. A central objective of boundary-
layer research is to establish turbulent fluxes from a knowledge of the mean profiles, the so-called 
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flux-profile relationship, and several decades of efforts have resulted in numerous such relationships. 
The third part of this dissertation proposed a new theory for parameterizing the subgrid-scale turbulent 
momentum flux in the lower boundary layer. The advantage of this flux-profile relationship over the 
old ones is that the new formula is not based on the assumption that the turbulent stress is independent 
of height, an assumption valid in the lowest 30 m or less. The new formula thus can be accurately 
applied to the 'tower layer' ( 30 to 150 m) where the stress usually decreases significantly with 
height. This scheme may be used to improve the accuracy of model solutions without increasing low-
level resolution; alternatively it may reduce the number of nodes needed in models in order to capture 
the sharp vertical gradients and thereby relax the limitation on the time step for computational stability 
concern. 
The Model 
The model used in the simulation of the first paper is a three-dimensional mixed finite-element 
and finite-difference mesoscale model. It was originally developed by Chan et al. (1989) in Lawrence 
Livermore National Laboratory with the desire of providing forecasts of wind and temperature fields 
on horizontal scales of 10 to 500 kilometers. By including atmospheric moisture, soil moisture and 
temperature, as well as a surface-energy-budget equation, we have extended the model's applicability 
from dry situations to moist situations, and from atmospheric systems to coupled earth-atmosphere 
processes. The following is a description of the model characteristics related to studies in this 
dissertation. 
The governing equations are the Reynolds-averaged Boussinesq equations with the hydrostatic 
and anelastic approximations and first-order turbulence closure, i.e.. 
9 
f - f  
^ = _(A+A)+J^(fLi+^) (4) 
3z a% By Qg Riig dz 
. A(g^)+±(r^)+2(K *) (5) 
dt dx dy di dx^ "dx' dy^ "dy' dz ^ dz 
where u, v, w are the x, y, z components of velocity, 0 is potential temperature, and re is Exner 
function; the constants f, g, Ug, Vg, C„ and R are, respectively, the Coriolis parameter, the 
gravitational acceleration, the x and y components of the large-scale geostrophic wind, the specific 
heat at constant volume, and the gas constant for dry air; and IC^ are the horizontal and vertical 
eddy diffusivity, respectively. 
In order to make the equations more computationally efficient and accurate, we have 
linearized the complete governing equations with respect to a motionless, hydrostatic basic state, 
defined by: 
^ and 0„ = 0„(z) (6) 
dz 0„ 
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Before the equations can be solved, the eddy difftisivities must be specified. The horizontal 
diffusivity was chosen to be a constant, since there is little understanding of the characteristics of this 
parameter. The vertical eddy difftisivities are parameterized, under unstable conditions, by O'Brien 
(1970) scheme: 
"'4 
H-n oz ti-n (7) 
^min 
where h is surface-layer height and H is boundary-layer height. The time-rate change of H is given 
by (Deardorff 1974): 
dH dH dH 1.8(wf+1.1uf-3.3u^W) 
= -U V /Q\ 
* 
where u, is the surface friction velocity and w, is the convective velocity. 
Under stable conditions, the McNider and Pieike (1981) scheme is adopted by the model: 
K = 
(1 
^min 
(9) 
where Rj is bulk Richardson number with Rj^ being its critical value and S is vertical wind shear. 
A surface layer is assumed to occupy the first plane of the elements above the surface, where 
Businger-Dyer type formulae (Businger et al. 1971) are used. 
To achieve high computational speed, the governing equations are solved by a hybrid method 
of modified Galerkin isoparametric finite-element scheme (for prognostic equations) and centered 
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finite-difference techniques (for diagnostic equations). As an example, the discrete u-momentum 
equation is given bellow; 
V 
f/ CW ,/ ri 
Defining the following set of matrices and vectors 
y 
4-/ If (v-v,)<j),]dK. / 
y Q 
/v,-/[-/ («-«,)*,KK+ / 
y o 
(11) 
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the spatially discretized equations can be written in compact matrix form as: 
dt 
(12) 
dt 
where M and N are the mass and advection matrix, respectively; and Cy are the gradient matrices; 
K is the diffusion matrix; f^, f^, and fg are forcing vectors; u, v, 0, and H' are vectors containing 
nodal values of the unknowns. 
The matrices are evaluated using the standard finite-element isoparametric mapping technique, 
and piecewise continuous trilinear shape functions are used, i.e., 
+nn;)(l +((,) (13) 
The semi-implicit scheme of Gresho and Chan (1985) is used to integrate the equations in 
time. This scheme uses the trapezoid rule on the diffusion terms and forward Euler on the advection 
terms. For example, the u-momentum equation is integrated by 
The diagnostic equations are discretized by the centered-Finite-difference scheme and the 
resulting equations are: 
^ 00 Qo (15) 
where 
13 
and (16) 
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16 
ABSTRACT 
A three-dimensional mesoscale numerical model has been used to examine the effects of large-
scale background winds on the characteristics of the sea/land-breeze circulations over an area with 
an irregular coastline and complex surface-heating patterns at Kennedy Space Center/Cape Canaveral 
in Florida. A series of numerical experiments was performed in which the large-scale winds were 
varied in both speed and direction. The surface heating was based on measured surface-temperature 
variation from the Kennedy Space Center Atmospheric Boundary Layer Experiment (KABLE) during 
the spring season when the land/sea-temperature gradient reaches its maximum. The results from the 
simulations compared reasonably well with data available from KABLE. 
The results show that an onshore large-scale flow produces weaker sea-breeze perturbations 
compare to those generated by an offshore flow. However, the coastal rivers and lagoons create 
intense surface convergence with strong vertical motion on the seaward side of the river by the 
merging of the onshore flow with the offshore river breezes, and such strong vertical motion can last 
for several hours. The disturbances caused by the inland water bodies are significant in the sea-breeze 
phase but are very minor in the land-breeze phase. An onshore synoptic wind causes an earlier onset 
of the sea breeze, but delays the onset of the land breeze, and a strong onshore tlow at more than 5 
m s"' would not allow the land breeze to develop at all. The maximum offshore wind speed and 
vertical motion at night are less sensitive to the magnitude of surface cooling than to the large-scale 
tlow and daytime surface heating, which together determine the initial tlow at the beginning of the 
land-breeze phase. 
The results of this study show that the magnitude, the sense of rotation, and the diurnal 
variation of the dominant forces governing the wind-vector rotation change as the orientation of the 
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synoptic wind direction changes. The rate of rotation in the sea-breeze phase is dominated mainly 
by the balance between the mesoscale pressure gradient and friction; at night, a third force - the 
Coriolis effect - also contributes to the balance of force in the land breeze phase. During the 
transition period between sunset and midnight, all forces except vertical advection become almost 
equally important, with the Coriolis force being slightly dominant. 
The present study also may assist forecasters whose responsibilities relate to safety of not only 
the shuttle launch but also dispersion of exhaust gases and possible emergency landing at Kennedy 
Space Center. 
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1. INTRODUCTION 
It is often convenient to assume that the characteristics of sea/land-breeze circulations can be 
described independently of the large-scale ambient wind, provided that the ambient wind speed is 
small. However, many studies have shown that even a weak ambient flow can have significant 
impacts on the development and evolution of sea/land-breeze circulations. In a pioneering study, 
Estoque (1962) examined the sea breeze as a function of the prevailing large-scale wind direction and 
concluded that an offshore background wind is most favorable for the development of a sea-breeze 
perturbation and that an onshore flow is least favorable. A classic study by Walsh (1974) revealed 
that the momentum of the disturbances becomes less concentrated in the horizontal as the large-scale 
gradient wind speed increases. He also found that an offshore gradient wind not only advects the 
maximum perturbation offshore but also considerably smoothes the peaks of the perturbation. Pearson 
et al. (1983) found that the speed of movement of the sea-breeze front is a function of the onshore 
component of the large-scale ambient wind and that a shear of the ambient wind changes the general 
qualitative structure of the sea breeze but leaves the speed of the front and the intensity of the breeze 
unchanged. 
In a recent study, Bechtold et al. (1991) compared the influence of the large-scale background 
flow on both sea-breeze and inland-breeze-type circulations. They concluded that the intensity and 
extent of the inland breeze forming between a forest and an adjacent crop area are insensitive to 
large-scale wind speeds but that the intensity of the sea-breeze circulation changes significantly when 
the speed of large-scale wind changes. They further observed that the sea-breeze intensity is at its 
maximum when the propagation speed of the sea-breeze front is canceled by the large-scale 
background wind speed. Xian and Pielke (1991) examined the effect of large-scale wind on the 
development of the sea breeze over a heated landmass with two coastlines. The results showed that 
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a nonzero background wind produces a weaker merged sea breeze, since the sea breeze on the 
windward coast is weaker than that in a calm background wind situation. The most detailed, 
systematic survey of the characteristic features of the sea breeze under the influence of a broad range 
of onshore and offshore large-scale winds is presented by Arritt (1992) who assembled and analyzed 
results from 31 numerical simulations ranging from an opposing synoptic wind of 15 m s'^ to a 
supporting synoptic wind of 15 m s'^ 
Previous studies of the effect of the ambient wind on the sea/land breeze circulations generally 
were limited by two factors. First, most studies were two-dimensional, with the assumption of 
uniformity in the direction parallel to the coastline, which is idealistic for most coastal locations. 
Second, previous studies have been mostly theoretical with little regard for geographical features that 
may strongly influence or dominate the flow. Furthermore, most studies have focused on the sea-
breeze phase but have paid little attention to the land-breeze phase. 
Studies (McPherson, 1970; Pielke, 1974; Neumann and Mahrer, 1974; Mahrer and Pielke, 
1976; Kikuchi et al., 1981; Zhong et al., 1991) have shown that three-dimensional effects such as 
coastline curvature, inland water bodies, and coastal hills and mountains can have dramatic impacts 
on the characteristics of the sea/land breeze. The interactions between the mesoscale sea/land-breeze 
circulation and the large-scale ambient wind also may create three-dimensional effects that deserve 
further investigation. 
The area surrounding Kennedy Space Center/Cape Canaveral (KSC/CC), located on the 
Florida peninsula and rich in water/land interfaces, provides an opportunity to study this scale-
interaction problem under real atmospheric and surface conditions. We present results from a series 
of three-dimensional numerical experiments using the LLNL's (Lawrence Livermore National 
Laboratory) mesoscale model to simulate the development and subsequent evolution of the sea/land-
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breeze circulations under different direction and speed of large-scale winds over the area of KSC/CC. 
We explored in the present paper the sensitivity of mesoscale features to the large-scale background 
winds by examining the low-level convergence field; location, strength, and timing of maximum 
vertical motions; diurnal variation of sea-breeze inflow-layer depth and the maximum horizontal wind 
speed; temperature structure and the associated thermal internal boundary layer; and the rotation of 
wind vector. Previous studies of the interactions between the sea-breeze and large-scale flows mostly 
have considered only opposing or supporting large-scale winds. We explored here the possibility that 
the coast-parallel component of large-scale flow may also have significant impact on the sea/land-
breeze development. Particular interest is focused on the three-dimensional effects. Attention also 
is given to the effect of ambient winds on the land-breeze phase of the sea/land-breeze cycle, which 
so far has been much neglected. The results from the numerical experiments were compared, where 
possible, with data from the Kennedy Space Center Atmospheric Boundary Layer Experiment 
(KABLE) (Taylor et al. 1990). 
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2. NUMERICAL MODEL AND SIMULATIONS 
The three-dimensional version of LLNL's mesoscale numerical model (Chan et al. 1989) was 
used in this study. The model's ability to simulate the principal features of topographically induced 
flow such as sea/land breeze-circulations and mountain-valley wind systems has been confirmed by 
use of data from field experiments such as KABLE (Zhong et al. 1991) and ASCOT (Leone and Lee 
1989). 
The computational domain in the present study covered the area of KSC/CC shown in Fig. 
1 with the y-axis oriented at 30° west of the north (parallel to most of the coastline) and the x axis 
positive toward the sea. The horizontal grid had 26 nodes uniformly spaced at 3-km intervals along 
the y direction and 31 nodes in the x direction, with a minimum spacing of 1.5 km in the areas of 
complex heating and a maximum of 9 km toward the boundaries. Fourteen vertical levels were used 
in the simulations, with a maximum spacing of 500 m near the domain top at 3 km and a minimum 
of 9 m near the surface. Also shown in Fig. 1 are the key sensor locations during the KABLE field 
experiment. 
The simulations corresponded to the period of late spring when the local circulations usually 
reach their seasonal peak (Reed 1979 and Taylor et al. 1990) and when intensive observations from 
KABLE were available. The surface boundary conditions were specified based on the observations. 
The water-surface potential temperature was assumed to be constant at 25°C, which was the average 
sea-surface temperature observed during the Spring Intensive Data-Collection Period of KABLE (May 
14 to June 2, 1989). The diurnal variation of the land-surface temperature was prescribed by the time 
series in Fig. 2, which shows the diurnal variation of the difference in surface temperature, averaged 
over the intensive data-collection period, between inland station MCO (Orlando International Airport) 
and an ocean data buoy located 20 miles east of the eastern tip of Cape Canaveral. The roughness 
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length was assumed to be 4 cm over the land surface (the value used by Pielke (1974) over southern 
Florida) and calculated by z. = 0.032u«^ g'^ over the water surface following Charnock (1955), 
where z, & 1.5 x 10'^ m, with u* being friction velocity and g the acceleration due to gravity. The 
initial temperature and velocity fields were assumed to be horizontally homogeneous. The velocity 
field was initialized by an Ekman solution, and the initial potential-temperature profile was assumed 
to have a lapse rate of 88/9z=3.5 °K km"' based on the typical early morning rawinsonde at Cape 
Canaveral Air Force Station. An initialization period of 4 h was used during which the imposed wind 
field was allowed to adjust to the thermal field. The simulations were initialized at 0800 EST when 
the temperature differences between land and water surfaces were the minimum (shown by Fig. 2), 
and the integrations were continued for 24 h, so that the diurnal variation of the thermally driven 
circulations could be simulated. 
A series of numerical experiments was performed with large-scale winds from four different 
directions and at different speeds. Table 1 provides a summary of the large-scale background winds 
used in the numerical experiments. Since the orientation of the major coastline at KSC/CC is 
northwest to southeast at approximately 330°, winds from southwest and northeast approximately 
represent coast-normal background flow (offshore and onshore, respectively), and winds from 
northwest and southeast represent mostly coast-parallel flow although they are offshore or onshore 
in the area of Cape Canaveral where the coastline is convex toward the sea. Most of the previous 
studies of the effect of ambient wind (Xian and Pielke 1991; Bechtold et al. 1991; Arritt 1992) were 
limited to investigations of coast-normal winds under the assumption that the effects of the coast-
parallel component of the large-scale wind were minor. However, it will be shown by this study that 
in an area with a curved coastline and inland water bodies like KSC/CC, winds parallel to the 
coastline produce a flow field that is much different from those under coast-normal winds and 
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different speeds of coast-parallel wind also can cause significant differences in the flow structure. 
Southwest and southeast flow dominate during spring and summer at KSC/CC, so we examined the 
mesoscale characteristics for three different speeds for each of these directions. 
Table 1. Summary of numerical experiments 
Experiment Ug (m s"') Vg (m s"') Description 
I -2 0 Northeasterly coast-normal wind 
I I  2 , 5 , 8  0  S o u t h w e s t e r l y  c o a s t - n o r m a l  w i n d  
III 0 2,5,8 Southeasterly coast-parallel wind 
IV 0 -2 Northwesterly coast-parallel wind 
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3. RESULTS AND DISCUSSION 
a. Low-level convergence and vertical-velocity field 
Both observations (Taylor et al. 1990) and numerical studies (Lyons et al. 1992) have shown 
that convergence created by heating over Merritt Island can trigger convective storms over the island. 
To show the favorable locations and intensities of low-level convergence and the associated vertical 
motions at approximately their most developed stage, we present in Fig. 3 the horizontal distributions 
of vertical velocity fields at 500 m and the corresponding wind-vector fields at 16.5 m at 1300 EST. 
It can be seen that the patterns are quite different as the orientation of background wind direction 
changes. 
For a southwest flow, convergence initially developed in small areas at the west banks of both 
the Indian River and Mosquito Lagoon, at Cape Canaveral, and along the coast of Merritt Island, 
while divergence developed over the rivers. After 4 h of simulation (not shown), convergence over 
Cape Canaveral and divergence over both the Banana River and Mosquito Lagoon disappeared as the 
sea breeze passed these areas, while convergence (or divergence) over the other areas expanded and 
intensified. At the most developed stage (shown in Fig. 3c), strong convergence with large upward 
motion covered most of Merritt Island and evolved into a long band west of the Indian River, with 
a large area of divergence accompanied by downward motion being established over the Indian River. 
The upward velocity over Merritt Island had a maximum magnitude of 66 cm s'\ which was stronger 
than the 51 cm s ' maximum west of the Indian River. The downward vertical velocity associated 
with the Indian River divergence generally was weaker than the upward velocity, with a maximum 
of 29 cm s"'. Most of the features under northwesterly coast-parallel wind (Fig. 3d) were analogous 
to those under southwesterly offshore flow (Fig. 3c), except that the positions of the convergence 
regions were slightly more inland at the equivalent times. 
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Simulated features under a large-scale easterly wind (Fig. 3a, 3b) were quite different from 
those associated with westerly winds. Notable differences are that the convergence was limited to a 
smaller region at the east bank of the Indian River and the divergence was displaced by the prevailing 
onshore flow from right above the Indian River to slightly further inland. Another distinction is that 
there was no recognizable convergence and vertical motion in the regions west of the Indian River 
and Mosquito Lagoon. In the case of northeast flow, convergence developed between the Indian 
River and the Banana River, with a maximum upward velocity of 48 cm s"^ whereas the southeasterly 
prevailing wind generated convergence between the Indian River Lagoon and the Mosquito Lagoon, 
with a slightly higher vertical velocity of 54 cm s"'. 
Figure 4 presents the diurnal variation of model-simulated maximum vertical velocities over 
KSC/CC as a function of large-scale background winds. Absolute values of vertical velocities are 
dependent on model horizontal resolution, so we focus our analysis on the relative magnitudes among 
different experiments and their diurnal variations. For each experiment, vertical motion generally 
developed within 2 h after the onset of the surface heating, increased rapidly with time until reaching 
a maximum value between 1300 and 1400 EST when the surface heating was at its maximum, and 
then decayed in the late afternoon, becoming insignificant toward evening. The nighttime maximum 
vertical velocities were very small for all experiments. A comparison of Fig. 4 with Fig. 2 indicates 
that vertical motion and thermal forcing were in phase. The values of the maximum vertical velocities 
for the two westerly large-scale winds were very close and were generally larger than those under 
easterly winds. As the background wind speed increased, the maximum vertical velocity became 
smaller. 
Similarity in the patterns of convergence and vertical motion between flows with easterly and 
westerly components can be explained in terms of low-level frictional flow. When the background 
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wind is from the southeast blowing along the shoreline with low pressure over the land, a landward 
component is produced due to friction at low levels, which creates a perturbation similar to that of 
onshore flow from northeast; when the large-scale wind is from northwest parallel the shoreline with 
low pressure over the ocean, a seaward component is induced, which leads to a perturbed flow field 
similar to that under an offshore flow firom southwest. 
Previous studies (Estoque 1962; Arritt 1992; Bechtold et al. 1991; Xian and Pielke 1991) have 
shown that in coastal regions with a straight coastline and no differential heating or cooling except 
that between the land and sea, an onshore synoptic wind generates weak sea-breeze convergence by 
advecting cold air toward the land, which inhibits the rise of the land temperature and reduces the 
thermally forced horizontal pressure gradient; an offshore synoptic wind, in contrast, advects warmer 
land air toward the sea and creates a stronger sea-breeze convergence by increasing the horizontal 
temperature gradient' in the surface layer. Coastal hills or inland water bodies (rivers or lakes) create 
much more complicated interactions between the locally induced smaller-scale circulations (mountain-
valley winds or lake and river breezes) and the sea breezes. At KSC/CC, the Indian River generated 
a river breeze at about the same time as the Atlantic sea breeze. This so-called Indian River Breeze 
(IRB) lasted for 5 to 6 h and created convergence around the river. Convergence over Merritt Island 
therefore was determined by the interaction of the sea-breeze convergence with the IRB convergence 
(Zhong et al. 1991). The resulting vertical motion, as shown in Fig. 4, was stronger when the large-
scale wind had an offshore component, which was consistent with the results from previous two-
dimensional simulations (Estoque 1962; Bechtold et al. 1991; Arritt 1992). However, background 
wind with an onshore component can also generate intense convergence with strong vertical motion 
in areas on the seaward side of the inland river (Fig. 3c, 3d). 
The effect of background wind speeds on the low-level convergence and vertical-motion fields 
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is revealed by comparing the results for different wind speed but fixed wind direction. In general, 
for a fixed wind direction, the strength of the convergence and the associated vertical motion decrease 
as the prevailing wind speed increases. When the southeast prevailing wind increased from 2 to 5 
m s'l, the maximum vertical velocity occurred at about the same time, but the magnitude of both 
updraft and downdraft decreased by nearly half. The location of the maximum convergence also 
moved toward the northwest. The same wind speed increase of the southwest offshore flow not only 
suppressed the maximum vertical motion, but also delayed its occurrence by about 1 h. The positions 
of convergence centers, as expected, were closer to the shore. A southwest offshore flow evidently 
does not suppress vertical motion as much as a southeast flow. Our results are different from those 
of Bechtold et al. (1991) and Arritt (1992) who concluded from two-dimensional idealized sea-breeze 
simulations that a 5 m s"^ offshore ambient flow is associated with the most intense sea-breeze 
convergence and vertical velocity. However, our results agree with other investigations such as those 
of Xian and Pielke (1991), who found that the sea-breeze convergence is not as well defined for a 5 
m s"' offshore flow as for a 2.5 m s'^ offshore flow, and Walsh (1974), who indicated that an 
increased offshore gradient wind not only slows the inland movement of the perturbation, but also 
considerably smoothes its magnitude. When the speed of the prevailing wind was increased to 8 m 
s"' (not shown), a southeast flow essentially eliminated most of the thermal difference between land 
and water by a large low-level frictional onshore wind component and consequently generated very 
weak convergence and vertical motion. A southwest offshore flow allowed a weak horizontal pressure 
gradient to develop, but it was insufficient to overcome the kinetic energy of the large-scale flow. 
This produced a weak offshore convergence zone with a vertical velocity less than 10 cm s"' because 
of the statically stable environment over the sea. This result is consistent with those reported by 
Bechtold et al. (1991), Arritt (1992), and Xian and Pielke (1991). 
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The nighttime flow fields were relatively uniform compare to their daytime counterparts. 
Although convergence regions appeared over the rivers and the lagoon, (especially over the Indian 
River because of the relatively warm water-surface temperature), vertical motion associated with low-
level convergence was weak, being suppressed by the strongly stabilized stratification. As was shown 
in Fig. 4, values of the maximum upward motion at night were only several cm s"^ for all 
experiments. An example of the nighttime horizontal wind-vector field and vertical-motion 
distribution for a northwesterly coast-parallel flow is shown in Fig. 5. 
We plotted in Fig. 6 the convergence field at 16.5 m for a weak offshore synoptic flow from 
wind data measured by the network of approximately 43 towers at KSC/CC during the spring data 
collection of KABLE. The locations of the towers are indicated by small circles in Fig. 1. 
Reasonable agreement between the model results (Fig. 3c) and the observed horizontal convergence 
field provided confidence in the model's ability to simulate the thermally driven flow in an area with 
such complex surface heating. 
h. Vertical structure of the horizontal wind fields 
Figure 7 shows horizontal wind components at 1300 EST at a vertical cross section 
perpendicular to the coastline through the center of Merritt Island. Since the coordinate has its y axis 
directed toward the northwest (parallel to most of the coastline) and the x axis directed toward the sea, 
negative u represents onshore flow and negative v represents northerly flow. A notable feature 
revealed in all cases is that both onshore flow and upper-level offshore flow (when it existed) were 
separated by the Indian River into two cells. Return flows were observed at upper levels in all 
experiments except for onshore large-scale wind where the flow everywhere was essentially onshore. 
The maximum values of onshore flow were generally reached below 300 m. The depth and intensity 
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of the onshore wind were greatest for an onshore large-scale flow and smallest for an offshore large-
scale flow. A stronger southeast wind of 5 m s'^ essentially eliminated any offshore flow in the 
boundary layer, whereas a southwest offshore flow at the same speed strongly suppressed the 
development of the low-level onshore flow and its inland penetration. The patterns of v-components 
also were different for different experiments. In general, the v component associated with a large-
scale wind parallel to the shore was larger than those induced by the Coriolis rotation of the wind for 
cross-shore synoptic flow. 
An examination of perturbed wind components (obtained by subtracting the model initial 
conditions from model-simulated wind profiles) indicated that westerly large-scale flow generated 
stronger thermally induced perturbations than easterly flow. Peaks of the perturbed wind components 
were smoothed under the conditions of easterly winds when the synoptic wind was onshore or have 
an onshore frictional component, and the maximum perturbation was advected inland. A comparison 
of the perturbed wind field for 2 m s"' and 5 m s"' geostrophic winds indicates that a larger wind 
speed produced a smaller perturbation. 
Figure 8 presents the hourly averaged depth of the inflow layer (the first level at which the 
u component becomes negative) over Merritt Island for cases when the large-scale winds had an 
offshore component. It shows that for a weak large-scale flow, the inflow layer deepened with time 
and reached a maximum depth around 1400 EST shortly after the maximum surface heating. The 
opposing flow tended to reduce the inflow-layer depth. The inflow layer for a northwest alongshore 
flow was generally 100 to 200 m deeper than that for a southwest offshore flow, the maximum depth 
being about 889 m in the former situation and about 685 m in the latter. The inflow layer for a 5 m 
s"^ offshore flow was confined to a shallow layer below 226 m. Fig. 7 also indicated a later onset 
of the onshore flow resulting from a larger offshore large-scale wind component. The observed 
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maximum inflow-layer depth during the KABLE Spring Intensive Data-Collection Period was about 
1 km for wind from the northwest alongshore at less than 3 m s"\ 700 m for a southwest offshore 
flow at 2 to 3 m s'^ and 230 m for a strong southwest offshore flow at 5 to 7 m s"'. These compare 
fairly well with the model predictions, although the model has slightly underestimated the maximum 
depth of the inflow layer. 
The vertical structures of the land breezes under different large-scale winds are revealed by 
plots in Fig. 9 which correspond to 0400 EST. All plots show that perturbations of the wind field 
by the Indian River were very small compared to their counterparts in the sea-breeze phase. This 
result together with those indicated by Fig. 5 leads to a conclusion that the effect of the Inland rivers 
can be neglected in the land-breeze phase. Stronger and deeper land breeze is associated with an 
offshore large-scale flow, while an onshore large-scale flow generated weaker and shallower land 
breeze. In contrast to the sea breeze, the land-breeze experienced little change from onset to 
termination. We repeated the simulation under southeast synoptic wind with an increase of the 
nocturnal cooling of 3°C. The resulting wind field at corresponding times generally differed very 
slightly in the maximum values of offshore wind speed (less than 0.5 m s"') and the position or values 
of maximum vertical velocity (less than 4 cm s"'). We conclude that the maximum offshore speed 
and vertical motion in the land-breeze phase are less sensitive to the magnitude of surface cooling than 
to the large-scale background wind and daytime surface heating which together determine the initial 
flow structure at the beginning of the land-breeze phase. 
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c. Temperature structure and thermal internal boundary layer 
Figure 10 presents the isentropes 0 at 1500 EST for the same vertical cross section as Fig. 
7. Large differences in the thermal structure developed for different prevailing winds. For offshore 
flow at 2 m s'\, strong adiabatic warming by the descending motion over the sea generated a stronger 
stable stratification offshore with a lapse rate of 6.9 x 10'^ "K m'\ This is in contrast to a lapse rate 
of 4.8 X10'^ °K m"^ for a 2 m s'' onshore flow where no significant descending motion occurred over 
the sea. Northwest parallel prevailing wind produced a slightly stronger thermal stratification over 
the sea than southeast parallel flow because of the stronger descending motion. When the stable 
marine air penetrated inland, a superadiabatic internal boundary layer was generated at low levels. 
An important factor in predicting atmospheric diffusion in coastal areas is the Thermal 
Internal Boundary Layer (TIBL) that forms as a result of horizontal advection of air across a boundary 
between land and water. The mechanism of the formation of the TIBL has been given by several 
investigators ( Venkatram, 1977; Stunder and Sethuraman, 1985) in terms of the flow-adjustment 
theory. The TIBL height depends mainly on wind speed, upwind stability, and surface-temperature 
contrast between land and water. Summaries of previous studies of the TIBL are given by Stunder 
and Sethuraman (1985) and Garratt (1990). 
The height of the TIBL can be defined by different factors. Venkatram (1977) and Anthes 
(1978) defined it as the height where a temperature profile changes abruptly from unstable or neutral 
to stable, whereas Raynor et al. (1979) and Gamo et al. (1983) defined it as the level corresponding 
to a sharp drop of turbulence. We have adopted the temperature definition, because the turbulence 
scheme used in our model is a simple first-order scheme that could not provide detailed distributions 
of turbulent fluxes. The height of the TIBL is indicated in Fig. 10 by a solid line. It shows that the 
TIBL for an offshore flow was not as well defined as those in other cases, especially in the situation 
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where an offshore flow was larger than 5 m s'^. These plots also show the discontinuity of the TIBL 
across the Indian River. If we neglect this discontinuity, the height of TIBL was closely proportional 
to where x is the distance inland. Weisman (1976) suggested the height of the TIBL can be 
described by h = A where 
' •
with H. being the surface heat flux over land, p the upwind temperature lapse rate, U the mean wind 
speed within the TIBL, and c^ the heat capacity at constant pressure. Weisman's formula, similar 
to those proposed by Plate (1971) and Venkatram (1986), was judged to give a better prediction by 
Stunder and Sethuraman (1985) in a comparative study of several such formulas. 
The factors in the TIBL equation calculated by the model for each experiment are summarized 
in Table 2. These results show that both the heat flux and the wind speed over land increase as large-
scale wind direction changes from offshore to onshore. The effect of large-scale wind direction on 
the slope of the TIBL, therefore, largely canceled each other through these two factors as indicated 
by Eq.(l). The upwind temperature lapse rate was much smaller for an onshore flow, resulting in 
much deeper TIBL at a given downwind distance than those under other wind directions. The TIBL 
predicted by Eq. (1) was represented in Fig. 10 by tilled dots. The general agreement between the 
simulated and the predicted TIBL indicates that Weisman's formula is a good choice for predicting 
the height of the TIBL. 
d. Diurnal evolution of the low-level wind vector 
A useful way of presenting the evolution of wind field is a hodograph, which reveals both 
direction and speed of the wind vector over a diurnal cycle. According to Haurwitz's (1947) 
Table 2. Parameters in TIBL height equation 
Geostrophic wind (m s"^) 
Parameters 
U(m s'l) 
Y(K m-i) 
4.2 3.93 3.76 2.82 
4.8x10"^ 6.0x10'^ 6.3x10"^ 6.9x10'^ 
H./pCp (K m s"') 
A (m"''-) 
0.232 
4.797 
0.174 
3.841 
0.169 
3.777 
0.148 
3.901 
pioneering linear theory, the wind vector of a sea/land breeze rotates clockwise along an ellipse and 
makes an complete 360° rotation over a diurnal cycle if the background wind is small. However, 
the hodographs actually observed in an sea/land breeze circulation are complicated due to the 
influence of non-linear advection, variation of geostrophic wind, and friction, which are either 
neglected or crudely represented in the linear theory. The hodographs in Fig. 11 describe the 
modeled wind-vector rotation at 16.5 m at the coast through the center of Merritt Island for different 
large-scale wind directions. It shows that southwesterly offshore and southeasterly parallel synoptic 
winds produced hodographs that were completely above the horizontal axis, giving no northerly wind 
component. In all cases, the sea-breeze wind speeds were much larger than those of land breeze at 
the same level, leading to an asymmetric hodograph with larger landward extension. Wind speed in 
the sea-breeze phase increased with time from sunrise, reached the greatest magnitude between 1400 
and 1500 around the time of greatest temperature difference between land and sea, and then decreased 
rapidly toward sunset. The land-breeze phase began as the wind turned from onshore to offshore, 
which occurred between 2200 and 2300 with offshore synoptic wind, between 2300 and 2400 for both 
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parallel flows, and between 0300 and 0400 for an onshore flow. Wind speed in the land-breeze phase 
was much stronger for offshore and northwest parallel background winds than for those in the other 
two situations. The rate of rotation at any given time varied considerably as the orientation of the 
large-scale wind direction changed, and for a given wind direction, the rotation was far from uniform 
over the diurnal cycle. Another common feature revealed by all hodographs was that the end points 
of the wind vectors packed together showing little change after midnight, which again indicates the 
characteristics of uniformity in time of the land breeze, independent of large-scale winds. 
Also shown in Fig. lid is the observed hodograph (dashed line) at 16.5 m at Tower 0112 
which is at the same location as the modeled hodograph. The data were from KABLE on May 26, 
a day when the geostrophic wind was from northwest at less than 3 m s'^. The modeled hodograph 
is, as expected, smoother than the observed one. The simulated and observed hodographs show the 
same sense and reasonably close rate of rotation over the diurnal cycle. However, the model 
significantly underestimated the speed of the sea breeze in the first several hours because it was 
initialized with an Ekman wind profile at 0800 EST instead of actual observation on that specific day. 
One of the important features predicted by linear theory of the rotation in the sea/land breeze 
cycle is that in the Northern Hemisphere, although the end point of wind vector always rotates 
clockwise around the hodograph, the wind vector itself does not always turn in the same sense 
(Haurwitz, 1947). This feature is demonstrated by the hodograph for an offshore flow (Fig. 1 Ic) 
where the wind vector turned counterclockwise from sunrise until after the time when the maximum 
temperature difference between land and sea was reached and then switched to a clockwise rotation. 
The rotation of the wind vector is important not only for understanding the evolution of the 
sea/land breeze, but also for its role in transporting and possible recirculation of pollutants in coastal 
areas. The basic theoretical framework for the study of wind-vector rotation was provided by 
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Neumann (1977), Burk and Staley (1978), and Kusuda and Alpert (1983), who found that, although 
the fundamental rate of change of direction of the sea/land breeze is given by the Coriolis parameter, 
this rate is not uniform in space or time because of interactions between the mesoscale and large-scale 
pressure gradients with the breezes, friction, and non-linear advection. Kusuda and Abe (1989) used 
observational data and Steyn and Kallos (1992) used a numerical model to analyze the forces 
controlling the rotation rate. However, both analyses were for complex coastal terrain and are not 
very representative of flat coastal regions. An analysis similar to Steyn and Kallos (1992) can be used 
to reveal the details of the wind vector rotation for the sea/land breeze in flat coastal areas. 
Following Neumann (1977), we let a denote the angle between the wind direction and the 
positive x-axis ( a = arctan v/u ), The local rate of turning of wind direction of the sea/land breeze 
is then given by 
3» " f " " f ® 
IT — 
which can be written in vector form as 
where k is the vertical unit vector and Vj, = (u, v) is the horizontal wind vector which satisfies the 
horizontal momentum equation 
— = -0VK - / - t? ) - + v.iK.yy) 
dt dz 
with V = (u, V, w) the total wind vector and K the (diagonal) eddy diffusivity tensor. 
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When Eq. (4) is substituted into Eq.(3), the local rate of change of horizontal wind vector 
becomes 
Equation (5) indicates that the rotation rate (term I) is controlled by the balance of the 
following forces: 
(II) geostrophic departure 
(III) Interaction of mesoscale pressure gradient with the breezes 
(IV) Horizontal advection 
(V) Vertical advection 
(VI) Friction 
The second term consists of the Coriolis effect and the interaction of large-scale pressure 
gradient with the breezes. 
These five terms contributing to the rotation rate were calculated in the model and were output 
at each model hour together with other model variables. Fig. 12 presents the diurnal variation of the 
rotation rate and each of these five terms that were responsible for the hodographs in Fig. II, where 
the values have been scaled by the Coriolis parameter f. During the day for all synoptic forcing, the 
largest terms were the mesoscale pressure-gradient and the friction, which always tended to have 
opposite sense and largely canceled each other; the vertical advection term, on the other hand, was 
almost always negligibly small compare with other terms. Horizontal advection is crucial for the 
^ M - - —£f.xVTt -
(5) 
V VI 
37 
sea/land-breeze dynamics, but it is the difference of advection created by the cross product in term 
IV that appears in the equation of the rotation rate, and this difference is usually small. The 
horizontal advection and geostrophic departure in Fig. 12 were much smaller than either the mesoscale 
pressure gradient or friction, but they usually had the same magnitude as the residual of these two 
largest terms, and therefore, were not negligible. During the transition period from sunset and 
midnight, all terms except the vertical advection term became almost equally important, with the 
Coriolis effect being slightly dominant. From midnight to sunrise, the mesoscale pressure gradient 
and friction terms again dominant, but their magnitudes are much smaller than during the day except 
for an onshore geostrophic wind. The Coriolis effect is more important at night than during the day, 
while horizontal advection is the opposite. 
Despite the above-mentioned common features, the magnitudes, sign, and diurnal variation 
of all five terms changed as the orientation of geostrophic wind direction changed. For example, the 
largest magnitude of mesoscale pressure term was associated with an offshore flow during the day and 
was related to an onshore flow at night. Horizontal advection was strongest for an offshore flow and 
weakest for an onshore flow. For flow with a southerly component, the mesoscale pressure gradient 
term was positive during the day and negative at night. When the basic flow had a northerly 
component, the mesoscale pressure gradient changed sign between 1400 and 1500 EST and between 
2200 and 2300 EST when the wind vector rotated across the horizontal axis. It is noteworthy that 
a large positive mesoscale pressure gradient was responsible for the counterclockwise rotation in the 
morning hours for the offshore large-scale flow as indicated by Fig. 1 Ic. 
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4. SUMMARY AND CONCLUSIONS 
We have performed a series of three-dimensional numerical experiments to examine the effects 
of large-scale background flow on the evolution of the sea/land-breeze circulations over the area of 
KSC/CC. 
It is found that in an area like KSC/CC where the major coastline is oriented approximately 
northwest to southeast and there exists inland rivers and lagoons, background wind from west 
(especially from southwest) at a small speed are most favorable for the development of a sea-breeze 
and river-breeze perturbation, while east (particularly southeast) background flow are least favorable. 
This agrees with the general understanding from previous studies that an offshore large-scale wind 
intensities the sea-breeze perturbation by reinforcing the horizontal temperature gradient, whereas an 
onshore wind weakened the perturbation. However, with the existence of inland rivers and lagoons, 
intense low-level convergence with strong vertical motions can occur and last for several hours on 
the seaward site of the inland river by the merging of the onshore sea breeze superimposed on the 
ambient wind and the offshore flow from the inland river. 
We also found that the onset time of the offshore land breeze is inversely proportional to the 
onshore wind component. An easterly flow gives a land breeze of very weak intensity, and a strong 
northeast onshore flow at more than 5 m s"' would produce no land-breeze at all. The tlow fields 
in the land-breeze phase were relatively uniform and less variable compare with their daytime 
counterparts. Although the existence of the inland water bodies significantly disturbs the flow 
structure in the sea-breeze phase, their impacts on the characteristics of the land breeze are minor, 
and therefore can be essentially neglected when considering flow field in the land-breeze phase of the 
sea/land-breeze cycle. The maximum offshore speed of the land breeze is not very sensitive to 
surface cooling but is sensitive to the large-scale wind and daytime surface heating, which together 
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determine the initial flow at the beginning of the land-breeze phase. 
Rotation of wind vector in the sea/land breeze is a result of an imbalance among the Coriolis, 
mesoscale and large-scale pressure gradients, horizontal and vertical advection, and frictional forces. 
Although the magnitudes, sign, and diurnal distributions of all forces are functions of large-scale wind 
direction, there are common features that are independent of the background winds. The rate of 
rotation of the sea/land-breeze circulation is dominated by the balance of mesoscale pressure gradient 
and friction during the day, but is controlled also by the Coriolis effect in the land-breeze phase at 
night. During the transition period from sunset to midnight, all forces except vertical advection 
become almost equally important, with the Coriolis effect being slightly dominant. Vertical advection 
was always much smaller than the others and can be neglected in the equation for the rotation rate. 
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Fig. 6. Convergence field at 16.5 m measured by the KABLE tower network at 1300 EST, 
May 21, 1990. The solid and dashed lines represent convergence and divergence, 
respectively. The unit of the contours is lO '^ s'^ 
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ABSTRACT 
The diurnal evolution of the three-dimensional structure of a mesoscale circulation system 
frequently occurring in the area of Kennedy Space Center/ Cape Canaveral has been studied using the 
data from the Kennedy Space Center Atmospheric Boundary Layer Experiment. The case was chosen 
from the Spring Intensive Data Collection Period when the greatest daytime temperature difference 
between land and water (sea and inland rivers) occurs and the local circulations are most intense. The 
daytime tlow structure was determined primarily by the mesoscale pressure-gradient force created by 
the temperature contrast between land and water. A strong sea-breeze circulation, the dominant 
feature of the daytime flow field, was modified by a local inland river breeze, known as the Indian 
River Breeze, in that divergent flow over the river enhanced the sea-breeze convergence on the 
seaward side and generated additional convergence on the landward side of the river. The rivers near 
the coastline also modified the initial flow field by enhancing convergence in the surrounding areas 
and speeding up the movement of the sea-breeze front. The nighttime flow structure was dominated 
by a large-scale land breeze which was relatively uniform over the area and became quasi-stationary 
after midnight. The non-uniformity of the wind-vector rotation rate suggests that mesoscale forcing 
significantly modifies the Coriolis-induced oscillation. No clear convergence patterns associated with 
the rivers were observed at night. Detailed characteristics over a diurnal cycle of the sea/land breeze 
and of the river breeze onset time, strength, depth, propagation speed, and both landward and seaward 
extension, are documented in this study. Some boundary-layer characteristics needed for predicting 
diffusion of pollutants released from coastal launch pads, including atmospheric stability, depth of the 
thermal internal boundary layer, and turbulent mixing, are also discussed. 
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I. INTRODUCTION 
The Kennedy Space Center/Cape Canaveral (KSC/CC) area is rich in water/land interfaces. 
Complex low-level circulation patterns frequently occur in this region, creating concerns for 
operations in which the atmospheric diffusion of rocket-exhaust effluent or the accidental release of 
radioactive material to the atmosphere must be considered. Transport of pollutants from coastal 
launch pads may present several serious problems. One concern is surface fumigation by elevated 
pollutant plumes brought to the surface as a result of the growth of a thermal internal boundary layer; 
another is the recirculation of pollutants within mesoscale circulation patterns. These concerns are 
directly related to the local wind system and stability regimes. 
Neumann (1971) outlined some diagnostic tools for forecasting thunderstorm activity and 
associated adverse weather phenomena at KSC/CC and concluded that the thunderstorm forecasting 
problem at this site is primarily one of forecasting the low-level wind field, and to a lesser extent, 
the attendant synoptic-scale convergence-divergence pattern. Hill (1967) and Reed (1979) applied 
statistical analysis to data from meteorological towers, and were able to identify some of the general 
characteristics of the sea and land breezes in the KSC/CC area. These studies were limited to the 
tower layer with no significant information about the other regions of the planetary boundary layer 
(PBL). Lyons et al. (1988) used a mesoscale numerical model to generate guidance products to 
improve forecasts of sea-breeze-generated thunderstorms in support of Space Shuttle operations at 
KSC/CC. However, coarse horizontal resolution and lack of consideration of three-dimensional 
effects precluded model resolution of the small-scale tlow structures created by inhomogeneities in 
surface heating. 
The Kennedy Space Center Atmospheric Boundary Layer Experiment (KABLE), a recently 
completed intensive field observation program in the KSC/CC area, revealed flow structures on scales 
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not previously observed or modeled, including divergence and convergence patterns and river breezes 
as well as sea/land breezes. This four-dimensional data set provides information not only on details 
of the local meteorology, but also on the fundamental issue of interactions of different mesoscale 
phenomena. In a previous investigation (Zhong et al. 1991), we simulated the flow structure of a 
typical day from the Fall Intensive Data Collection Period by using a three-dimensional mesoscale 
numerical model. A simulation with a resolution of 1.5 km revealed the spatial complexity of the 
wind field at KSC/CC caused by the complex surface-heating pattern and the curved coastline, and 
also identified the effects of the local rivers and lagoons on the sea-breeze circulation. The current 
paper presents a case study of observations from the Spring Intensive Data Collection Period (26 to 
27 May 1989) for which the synoptic forcing was weak and local circulations dominated the area . 
It has been observed that local circulations reach their peak at this time of year because the daytime 
temperature difference between land and water is greatest (Reed 1979). An analysis of the four-
dimensional data set with high resolution near the coast reveals new additional information about the 
vertical structure and the diurnal evolution of the flow field at KSC/CC. 
79 
2. OBSERVATIONS 
The KABLE field experiment consisted of an entire year of continuous data acquisition from 
November 1988 through October 1989 and three short-term intensive data-collection periods during 
the experiment period. KABLE objectives were to determine not only general features and seasonal 
characteristics, but also the detailed structure of the PBL in the KSC/CC area. Observations were 
obtained from a variety of in situ and remote sensors. An overview of the KABLE observations and 
the details of instrumentation are provided by Taylor et al. (1990). 
Surface observations for the case studied consisted of data from a coastal buoy, synoptic 
surface weather stations, satellite imagery of sea-surface temperatures, insolation measurement 
stations, and a network of approximately 48 towers located from along the coastline to slightly more 
than 40 km inland. The density of stations was high enough to resolve the surface mesoscale 
circulation patterns over KSC/CC. 
In addition to surface observations, there were acoustic sounders at a coastal site and on the 
west bank of the Indian River, a high resolution rawinsonde at Cape Canaveral Air Force Station, and 
synoptic upper-air observations. The observational domain and the locations of instruments are 
indicated in Fig. 1. 
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3. SYNOPTIC OVERVIEW 
Surface and 500-mb maps for the beginning and the ending of the 24-h analysis period are 
shown in Fig. 2. No major synoptic-scale pressure gradients influenced the flow over Florida except 
the westward extension of the Bermuda High which covered the southeastern states, including the 
KSC/CC area. Weak pressure gradients and light and variable winds were the dominant features of 
the surface maps over the area of interest for this period. At 500 mb, a high centered over the Gulf 
of Mexico dominated the region. Upper-level winds were from the north at the beginning and veered 
slightly during the day to become northeasterly by the end of the study period. 
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4. RESULTS AND DISCUSSION 
a. Surface temperature distribution 
Temperature contrast between land and water bodies is the primary cause for generation of 
the flow field in a situation of weak synoptic forcing. Fig. 3 shows the cross-coastline temperature 
distribution at latitude 28.5° measured by the NOAA-11 satellite at 1350 EST on 26 May and 0200 
EST on 27 May. In the afternoon, the Gulf Stream temperature was considerably lower than the 
inland temperature, and the temperature of inland water was cooler than that of the surrounding land 
area. At night, however, this temperature distribution was reversed: cool temperatures existed over 
the land surface, whereas warmer temperatures were reported at locations of the Gulf Stream, the 
Banana River, and the Indian River. The temperature at Orlando International Airport (MCO) was 
slightly higher than that of the surrounding area, which might have been caused by the heat-island 
effect of the city of Orlando. 
Figure 4 shows the time rate of change of temperature differences between Orlando 
International Airport, located about 90 km inland, and Data Buoy 41009, located 40 km east of the 
eastern tip of Cape Canaveral. The temperature difference during the day was much higher than that 
at night. The inland temperature exceeded the Gulf Stream temperature about 2.5 h after sunrise 
(approximately 0530 EST at KSC/CC). The temperature difference reached its peak value of about 
8 °C just before 1400 and remained almost steady for the next 3 h before starting to drop. The 
inland temperature dropped below the water-surface temperature about 2 h after sunset (1910 EST), 
and differential cooling dominated until morning. The maximum value of the nighttime temperature 
difference was less than 3°C, in contrast to a daytime difference of about 8 °C. A stronger thermal 
forcing is, therefore, expected during the daytime than the nighttime. 
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b. Flow field 
Observed winds at 16.5 m, shown in Fig. 5 at 2-h intervals, reveal the horizontal structure 
of the wind field. Examination of this set of plots suggests that the flow patterns may be classified 
as daytime or nighttime regimes. The daytime regime prevailed from sunrise to sunset and was 
characterized by flow from northwest through east. The nighttime regime, in contrast, was 
characterized by southeast-southwest flow. 
In the early morning of May 26, the prevailing wind was northwest offshore at 1 to 2 m s'^ 
except at the northern coastline east of Mosquito Lagoon where a wind speed of 3.6 m s"^ was 
observed. A sea breeze developed at the coast approximately 3 h after sunrise, as indicated at 0900 
EST by a shift in wind direction from northwest offshore to northeast onshore and an increase in wind 
speed at the coast. River breezes also developed at the same time, as indicated by the divergent flows 
over the inland water bodies (the rivers and lagoons). Two convergence centers, one at the center 
of Merritt Island and the other between the coast and the Banana River, and a weak convergence zone 
west of the Indian River were therefore formed as a result of the wind shift. By 1100, the sea-breeze 
front passed Mosquito Lagoon in the northern part of the region, the Banana River in the southern 
part, and most of Merritt Island, reaching the east bank of the Indian River. The divergence patterns 
over the Banana River and Mosquito Lagoon were suppressed by the sea-breeze onshore flow before 
developing relatively strong river breezes. Meanwhile, the divergent flow over the Indian River was 
strengthening and formed a relatively strong river breeze called the Indian River Breeze (IRB). The 
wind speed in the area of the sea breeze was 3 to 5 m s"\ whereas the wind speed in the area of IRB 
was less than 3 m s'^ This is because the surface-heating contrast between the Indian River and the 
surrounding land area was weaker than that between sea and land. 
Patterns of wind direction and wind speed on both sides of the Indian River became relatively 
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uniform by 1300, indicating that the sea breeze had passed the river and merged with the IRB west 
of the Indian River. By 1500, onshore flow existed everywhere from the coast to more than 40 km 
inland at the westernmost tower. The average speed of sea-breeze inland penetration measured by 
the tower network was about 2 m s"\ which was about twice the speed of the IRB before they 
merged. The speed of the sea-breeze front on this day over Merritt Island was greater in the northern 
and southern parts of the island than in its central part, as also was observed (Taylor et al. 1990) and 
simulated (Zhong et al. 1991) during the fall season. The reason for this may have been the location 
of Mosquito Lagoon to the north and Banana River to the south, which acted to speed up the sea-
breeze front because the water surface was smoother and cooler than the land surface, thereby 
presenting less resistance to the air-mass movement. 
One notable feature in the daytime wind regime was that wind speeds increased as the surface 
heating increased and reached a maximum speed of 6 m s'^ between 1400. and 1500 when the 
temperature contrast between land and water reached its maximum. Another notable feature was that 
wind speed decreased markedly with distance inland, so that the strongest winds in the entire area 
always occurred at the coast. These features agree with both linear theory (Walsh 1974) and other 
observations (Hsu 1970; Raynor et al. 1979). 
The nighttime regime began at sunset, as indicated by a wind-direction change at 1900 from 
onshore to southeasterly parallel to the shore. As the cooling reversed the land/water temperature 
contrast, the winds turned offshore. The wind-vector rotation was particularly rapid and accompanied 
by a slight decrease in wind speed between 2200 (not shown) and 2300 in the inland area west of the 
Indian River and between 2300 and 0000 (not shown) over Merritt Island. There was little change 
in either wind direction or speed during the remaining nighttime hours, suggesting that a quasi-steady 
state had been reached. 
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Figure 6 shows hodographs of the hourly wind vectors at 16.5 m measured by Towers 0005 
(near the coast), 0509 (at the center of Merritt Island), and 1605 (west of the Indian River), which 
reveal the evolution of the low-level wind vector over the diurnal cycle in the areas surrounding these 
towers. The usual veering of the mid-latitude sea/land breeze was clearly evident at all three 
locations. The rate of the rotation at each location, however, was far from uniform over the diurnal 
cycle. A common feature at all three towers was a rapid rotation during the daytime (especially in 
the afternoon hours), a slow turning in the evening, and another rapid rotation around midnight, 
followed by a quasi-steady state for the 3 to 5 h before sunrise. The rotational rates at any given time 
also were different from tower to tower. These features indicated that the forcing responsible for the 
rotation was not uniformly distributed in either time or space, which is consistent with Neumann 
(1977)'s linear theory. Neumann showed that although the Coriolis force is the fundamental physical 
factor causing the usual clockwise turning of the mid-latitude sea/land breezes, interactions between 
the mesoscale and large-scale pressure-gradient forces and the breezes, which are variable in both 
space and time, modify the rotational rate to create nonuniform turning of the wind. Burk and Staley 
(1979) pointed out that friction has a significant effect on rotation of the wind vector, a factor not 
explicitly included in Neumann's formulation. Kusuda and Abe (1989) recently showed that the 
effect of horizontal advection on rotation of the wind vector also can be comparable to the Coriolis 
force in a limited area. 
A detailed analysis of the rate of rotation was impossible from the KABLE data, because it 
is very difficult to get accurate values of such factors as pressure gradients needed to estimate 
individual terms in the equation for the rotation rate (Neumann 1977). An order-of-magnitude 
estimate using the tower data indicated that over most areas of KSC/CC, the mesoscale and large-scale 
interaction terms usually had different sign and had an order of magnitude that was comparable to the 
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Coriolis term. Horizontal advection occasionally had the same magnitude in some areas at KSC/CC. 
The rate of rotation depends on the balance of all forces in a quite complex way, which can only be 
examined in detail by numerical modeling. 
It is also evident in Fig. 6 that the wind speeds at Tower 0005 near the coast are always much 
larger than those at the other two locations, which agrees with the conventional view that the wind 
speed in the sea/land breeze layer decreases with inland distance as a result of the increase in friction 
and the decrease in the horizontal temperature gradient inland from the shore. 
We plotted in Fig. 7 the time rate of change of temperature, dew point, and wind barb at 
Orlando International Airport (90 km inland) to determine the inland penetration after the sea-breeze 
front passed the entire tower network. A sharp shift in wind direction was observed between 1700 
and 1800, along with an abrupt increase in dew point and a slight decrease in temperature. This 
suggests that a relatively humid, cool air mass moved past the station as the sea breeze penetrated 
farther inland. The average speed of the sea-breeze frontal movement after it passed the westernmost 
tower at about 1500 was estimated to be 4 to 6 m s"^ which was more than twice the average speed 
of the sea-breeze front in the previous time period when it was passing the KSC/CC area. 
Acceleration of the sea-breeze front inland movement in the late afternoon also was observed by 
Simpson et ai. (1977). 
Seaward expansion of the sea-breeze circulation cell is illustrated in Fig. 8 where we have 
plotted the time history of wind data from coastal Data Buoy 41009 (about 40 km offshore). The 
wind at the Data Buoy 41009 turned onshore quite abruptly just after 1300, indicating the influence 
of the sea-breeze circulation. At the same time, the sea-breeze front measured by the tower network 
reached the west bank of the Indian River, which is about 20 km inland. Therefore, the sea-breeze 
circulation cell was not symmetric with respect to the coastline, but extended offshore twice as far 
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as onshore. Although one offshore data location is insufficient to track the sea-breeze boundary, 
asymmetry of the sea-breeze circulation cell has been found in other sea-breeze studies. Chang et al. 
(1982) showed in their two- dimensional numerical simulation that after 7 h of surface heating without 
synoptic forcing, the sea-breeze circulation reached about 20 km inland and 35 km offshore (Fig. 9). 
Arritt (1988) showed from a three-dimensional numerical model that the seaward extension of the sea-
breeze circulation is about twice the landward extension. These numerical results are consistent with 
the observations presented here. A comparison of Fig. 8 with Fig. 6 reveals a different nighttime 
behavior between the wind rotation over the Gulf Stream and over the land. A larger rotation rate 
over the ocean indicates the dominance of the Coriolis force over the mesoscale pressure-gradient 
force, friction, and advection, which were all quite small over the ocean compare to those over land. 
Figure 10 shows rawinsonde profiles of cross-shore wind components at 2-h intervals. The 
daytime profiles show sea-breeze onshore flow in the low level and offshore return flow aloft, and 
the nighttime profiles show the opposite. The depth of the sea breeze was 500 to 600 m before 1300, 
increasing to about 1 km at 1500, and then decreasing to about 800 m at 1700. The upper-level 
return flow was deeper than the sea-breeze layer but of weaker intensity, a result required by 
continuity. Land-breeze circulations driven primarily by mesoscale pressure gradients are usually 
shallower than sea-breeze circulations because there exists no low-level heat source to carry the 
circulation to greater height as with the sea-breeze circulation. For the present case, however, the 
depth of the land breeze was over 1 km. Comparison of the daytime (e.g. 1500) and nighttime (e.g. 
0500) profiles shows that the speed of the sea breeze decreased rapidly with height, whereas the speed 
of land breeze decreased only modestly with height, further indicating that the energy source for the 
land breeze was not located at the surface as it was for the sea breeze. These features suggest that 
the mesoscale pressure gradient in a very shallow layer near the coast is much less important in 
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forcing the land breeze, compared with the sea breeze, over KSC/CC during this season. The 
Coriolis force, large-scale and mesoscale pressure gradient forces, friction, and advection effects 
(which can be large in this area) all likely contributed to the evolution of the land breeze. 
Wind profiles from the LC39 sodar located near the beach and from the Jay-Jay sodar located 
near the west bank of the Indian River are plotted in Fig. 11. Both profiles show initial developments 
of the sea breeze and the IRB by about 0900 (keeping in mind that the shoreline is 333° at LC39 and 
about 350° at Jay-Jay). By 1100, the sea-breeze layer increased to about 360 m while the IRB layer 
increased to about 260 m. As a result of noise problems, the LC39 sodar did not provide information 
at higher altitudes. The Jay-Jay sodar, on the other hand, indicated passage of the sea-breeze front 
at 1300 by an increase in both speed and depth of northeasterly onshore flow. The sea breeze 
continued throughout the day, and the depth of the sea-breeze layer exceeded the upper limit of the 
observation so that the offshore return flow was nût observed by the sodar. Winds at all levels veered 
with time, and the rates of turning were almost uniform in the lowest several hundred meters between 
1300 (passage of the sea-breeze front) and 2300 EST (onset of the land breeze). A land breeze was 
observed throughout all levels after midnight and continued until the next morning. The speed of the 
land breeze were generally smaller than that of the sea breeze, a result of much weaker temperature 
contrasts at night compared with those during the daytime. Comparison of the profiles at the two sites 
showed that the wind speed at LC39 was always greater than that at Jay-Jay, which indicated greater 
thermal forcing and less friction near the coast. 
c. Thermal internal boundary layer 
A thermally induced local circulation can produce a thermal internal boundary layer (TIBL), 
which creates a potential for surface fumigation due to downward mixing of elevated pollutant plumes. 
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Fig. 12 shows the diurnal variation of the vertical potential temperature profiles measured by the 
rawinsonde. The arrows indicate mixing-layer heights, which correspond to the TIBL heights, 
approximated as the base of the inversion layer on the potential temperature profile. At 0515, a 
strong inversion existed throughout the boundary layer, thus indicating a stable atmosphere. After 
sunrise, the profile at 0800 showed that the surface inversion had been eroded by surface heating and 
replaced by a neutral to slightly unstable layer in the low level. The sea breeze moved into the 
rawinsonde site between 0900 and 1000 and confined the mixing to a shallow superadiabatic TIBL. 
The height of the TIBL was about 100 m at 1300, increased to 150 m by 1500, and then remained 
almost steady in the next few hours. The subsiding motion between return flow and the lower sea-
breeze layer and the warm advection by the return flow were responsible respectively for the warming 
in the region immediately above the TIBL and in the return flow layer. Mixing in the TIBL 
decreased after midday because of the weakening of surface heating. Development of the TIBL 
observed here is in good qualitative agreement with measurements obtained by Ogawa et al. (1985) 
as part of the Nanticoke II Shoreline Diffusion Experiment in Canada near Lake Erie. A possible 
explanation for the development of such a shallow TIBL was given by a reviewer who noticed the 
elevated mixed layer in the soundings between 1300 to 1700 EST in the region immediately above 
the TIBL. The reviewer suggested that a marine mixed layer of about 800 m depth probably was 
present over the warm Gulf Stream, and might develop a shallow stable surface layer as it passed over 
cooler water near the coast. The marine mixed layer may have become decoupled from the surface 
as it penetrated inland. If the surface heating was sufficiently strong, it should be able to rapidly 
erode this decouple marine mixed layer, in which case the TIBL would rapidly disappear and a mixed 
layer would be established throughout the depth of the sea-breeze layer. Unfortunately, no soundings 
were available further inland and over the ocean to allow us to test this speculation. Numerical 
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studies and possible future observations that include soundings further inland might be able test this 
hypothesis. Description of the thermal structure in the land-breeze phase was hindered by a lack of 
nighttime temperature profiles, but the profile early the next morning showed a pattern similar to the 
profile at 0515 in Fig. 12, which indicated a radiative cooling throughout the night that generated a 
stable stratification. A survey of profiles taken on other days during the Spring Intensive Data 
Collection Period revealed that the evolution of temperature profile in Fig. 12 is typical of diurnal 
pattern on days with sea-breeze development during the spring season. It needs to be pointed out that 
the evolution of the TIBL depth described by Fig. 12 was only for the rawinsonde location at Cape 
Canaveral Air Force Station which is only about 3 km from the coast. 
d. Turbulence and stability analysis 
Figure 13 shows the diurnal variation of the standard deviation of wind direction (og) from 
Tower 0509, which was located at the center of Merritt Island about 9 km onshore, and from the near 
shore (LC39) acoustic sounder. In the early morning, the PBL was stable over KSC/CC as has been 
indicated by a strong surface inversion in Fig. 12. The wind was quite steady, with the Og value 
being about 10°. As the atmosphere started to warm up, Og began to increase, confirming a change 
from stable to unstable stratification. Around 1000 EST, og peaked at 32°, indicating the beginning 
of a transition period during which the sea-breeze front passed the center of Merritt Island and was 
progressing westward across the KSC/CC area. The Og value dropped after the frontal passage but 
remained relatively high and uniform in the afternoon, representing an unstable atmosphere caused 
by surface heating. After sunset at 1910, the Og value gradually decreased to below 10°, which 
indicated that the lower atmosphere was stabilizing. An unexpected feature in this plot was a second 
peak just before midnight. Comparison with Fig. 5 shows that this is the time at which the land 
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breeze reached Tower 0509. As occurred at sea-breeze frontal passage, the Og value dropped after 
transition to the land breeze and remained relatively steady until the next morning. The turbulence 
level was higher after midnight, possibly because the air mass brought into the area by the land 
breeze had a long inland trajectory and hence was not as stable as the previously existing marine air 
mass. 
The Og values measured at night by the sodar at coastal site LC39 were similar to those 
observed at Tower 0509; the daytime values, however, were quite different. There was no peak in 
the Og value associated with the sea-breeze frontal passage. This may have been a result of the sea-
breeze front's passing over the LC39 sodar site about 2 h earlier than it passed Tower 0509 and 
occurring when surface heating was weak and the sea breeze was at its initial development stage. The 
Og values remained between 10° and 15° from sunrise to sunset except for two peaks in the early 
afternoon when the heating was strong. Between sunset and midnight, the Og value became quite 
small and showed characteristics of intermittent turbulence. After midnight, turbulence at the coast 
was very similar to that near the center of the island, with the Og value peaking at the time when the 
land-breeze front passed the location and remaining large for the rest of the night. The average value 
of Og in the land-breeze layer was, as expected, smaller than that in the sea-breeze layer near the 
center of the island, but the values were comparable at the coast. This likely was because instability 
during the daytime decreased towards the shore so that turbulent mixing near the shore was weaker 
than inland. The increase of instability with inland distance also was observed by Raynor et al. 
(1979) over Long Island. The amplitude of turbulent mixing at LC39 was larger at 60 m than at 110 
m except during the transition period between 1900 to 2200 when surface stabilization began. 
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5. SUMMARY AND CONCLUSIONS 
Data from the KABLE field experiment were used to characterize flow and temperature 
structure in the PBL over the KSC/CC area. In the case of a weak synoptic wind, the daytime flow 
structure was determined primarily by the local mesoscale pressure-gradient force created by the 
temperature contrast between land and water interfaces. A sea-breeze circulation, the dominant 
feature of the daytime flow field, was modified by a local river breeze, known as the Indian River 
Breeze, in that diverging flow over the river enhanced convergence over Merritt Island and also 
generated a convergence zone west of the Indian River. The Banana River and Mosquito Lagoon also 
affected the flow structure by enhancing convergence in surrounding areas and were responsible for 
a non-uniform inland movement of the sea-breeze front over Merritt Island. The sea-breeze layer 
extended upward slightly more than 1 km, and the Indian River Breeze layer was deeper than 250 m. 
The average speed of sea-breeze inland penetration was 2 m s'\ about twice the speed of the IRB, 
in the area of KSC/CC, and increased up to 4 to 6 m s"^ farther inland. The sea breeze penetrated 
more than 90 km inland from the coast. Although, offshore data were limited, the sea-breeze 
circulation cell apparently was not symmetric with respect to the coastline, with the seaward extension 
about twice the landward extension. A TIBL developed after onset of the sea breeze as a result of 
surface heating of the invading stable marine air. The height of this TIBL increased with time and 
reached a maximum of about 200 m between 1500 and 1600. The nighttime flow field was dominated 
by a land breeze. The local mesoscale pressure-gradient force was not the dominant force generating 
the land breeze, because the temperature contrast was quite weak throughout the night. The wind 
vector rotated at an irregular rate until midnight, after which time it assumed a relatively steady 
direction. In contrast to the daytime regime, which was forced primarily by the land/water 
temperature difference, the nighttime regime was forced by a changing combination of the Coriolis 
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force, mesoscale and large-scale pressure-gradient forces, frictional force and advection. Land/water 
temperature contrasts were so small at night that no clear convergence patterns associated with the 
rivers were observed. Measurements of standard deviations of wind direction (og) revealed an abrupt 
increase and then decrease in the low-level turbulence associated with passage of the sea-breeze front 
over Merritt Island. A peak also was observed, before onset of the land breeze. Turbulent mixing 
remained relatively large in the land-breeze layer at night, especially near the coast, where nighttime 
turbulent mixing associated with the land breeze was almost comparable to daytime turbulent mixing. 
Lack of upper-level observations prevents us from describing details of PBL structure at upper 
levels. It would be quite useful to know the horizontal distribution of upper-level wind and 
temperature fields, as well as the slope of the sea-breeze front and of the TIBL, which is a key factor 
for diffiision studies. It also would be useful to examine the spatial and temporal distribution of the 
forcing that may be responsible for the observed behavior of the flow system in this region. We were 
not able to separate these mechanisms with the data we had available. We have used a three-
dimensional mesoscale model to study these questions and have attempted to interpret some of the 
observed phenomena described in this study. Results from the numerical study will be presented in 
a future report. 
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ABSTRACT 
The surface-layer semi-empirical flux-profile relationships are often thought to be inadequate 
if adopted to describe the structure of the "tower layer" because turbulent fluxes in the tower layer 
are, in general, not constant but decrease significantly with height. A new formula for parameterizing 
the turbulence stress in terms of the mean wind shear in the tower layer is developed from the balance 
of turbulence kinetic energy and the characteristics of the tower layer. This formula, which is quite 
similar to the well-known surface-layer KEYPS equation and becomes identical to it near the surface, 
may be considered as a counterpart of the KEYPS equation in the tower layer. Analytical forms of 
the wind profile also have been obtained for different atmospheric stability conditions by integration 
of the stress equation. Comparison with field data indicates that the new formula not only works well 
in the surface-layer, but also gives a reasonably good prediction in the tower layer where the surface-
layer formulae fail because of the violation of the basic assumption of constant turbulence stress. 
These new flux-profile relationships may have direct applications to boundary-layer and mesoscale 
modeling where accurate representation of surface-layer processes is essential. 
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1. INTRODUCTION 
Detailed treatment of the low-level structure of the planetary boundary layer (PEL) is essential 
to boundary-layer and mesoscale modeling because a) sharp vertical gradients of meteorological 
variables occur at low levels and b) driving forces for most small and mesoscale phenomena are at 
the surface. Anthes et al. (1980) showed that high resolution and detailed turbulence 
parameterizations near the surface were crucial for accurate descriptions of topographically driven 
mesoscale flow. Zhong and Li (1986) also showed that different surface-layer parameterization 
schemes in a boundary-layer model can result in significant differences of simulated boundary-layer 
phenomena such as the position and strength of low-level jet and the surface inversion. 
The most common way of treating the lowest model layer (the depth of which usually 
determines the first vertical grid point in the model) is to assume the turbulent fluxes are independent 
of height and the veering of wind with height (owing to the Coriolis force) is negligible, so that the 
wind can be treated as a scaler. This assumption, together with similarity theory and field 
measurements, is then used to establish turbulent fluxes from the mean profiles in the surface layer. 
Observations (Swinbank 1964; Haugen et al. 1971) show that the depth of the layer where 
the turbulent fluxes retain at least 90% of their surface values ranges from slightly over 100 m under 
unstable conditions to as little as several meters under stable conditions. This presents a dilemma for 
numerical modelers who seek accurate solutions but cannot afford to use the fine resolution (and 
associated smaller time steps) required for simulation of flows having a wide range of stratifications. 
Flux-profile relationships that do not depend on the constant-flux assumption would be advantageous 
to such modelers. 
Panofsky (1973) derived a relation between the mean wind and turbulent stress that can be 
applied to a layer deeper than the constant-flux layer. This formula, however, is only valid in a 
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neutral atmosphere. In the present paper, we will show a more general way to parameterize the 
turbulence stress in terms of the mean wind profile for a wider range of atmospheric stability 
conditions for application not only to the surface layer (the constant flux layer) but also to the "tower 
layer" (30 to 150 m above the earth surface) where the stress decreases significantly with height. 
Application of this scheme to boundary-layer and mesoscale modeling may improve the accuracy of 
the solution, or may require fewer vertical nodes by increasing the height of the lowest model level 
(with associated increase in maximum allowable time steps). Section 2 discusses the limitations of 
using surface-layer parameterization schemes; Section 3 presents the mathematical derivation of the 
new flux-profile relationship in the tower layer; comparison with data from a field experiment is given 
in Section 4, and concluding remarks are given in Section 5. 
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2. SURFACE-LAYER APPROXIMATION 
The surface-layer similarity hypothesis assumes that in the surface layer where the turbulent 
Muxes are essentially constant with height, the turbulence is solely determined by the group u*, the 
friction velocity, T», the characteristic temperature, g/T^,, the buoyancy parameter, and z, the height. 
The mean vertical wind shear is related to the turbulence through 
T., & z) . 0 
dz 
and a functional relation is obtained by dimensional analysis as 
«iï . ® 
a. * L 
where L = (TgU,-)/(K gT») is the Monin-Obukhov length and k is the von Kàrmàn constant. 
Similarity theory and measurements by modern observing instruments have led various 
investigators to develop numerous flux-profile relationships in the surface layer. Some of the most 
commonly used universal functions of the non-dimensional wind shear are shown in Table 1. 
Differences among the functional forms and the scatter of coefficients are due partly to the difficulties 
of measurement and partly to unsteady and horizontally inhomogeneous conditions in the real 
atmosphere. 
The basic assumption used to obtain these flux-profile relationships is that the turbulent stress 
is independent of height. The limit of validity of these functional forms is determined by the depth 
of the layer under which this assumption is satisfied. 
The wind tunnel experiments by Zoric and Sandborn (1972) revealed that the turbulent 
momentum flux decreases rapidly with height and only within the lowest 10% of the PBL is the flux 
within 90% of its surface value. Haugen et al. (1971) concluded from turbulence measurements that 
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Table 1. Some commonly used forms of universal functions of the dimensionless wind shear 
Functional Form Parameters Stability Range Investigator 
(j) = a + P z/L a = 1, P = 4.7, 0 ^ z/L i 2.5 Busingeretal. (1971) 
a = 1, P = 5.2 -0.03 =! z/L i 1 Webb (1970) 
a = 0.8, P = 2 0 z/L i 1 Kai (1982) 
<l> = (1 - P z/L )" P = 15, a = -1/4, -2.5 i zlL < 0 Busingeretal. (1971) 
P = 16, a = -1/4 -1 i z/L i 0 Dyer and Hicks (1970) 
(j> = 1.06(1 - P z/L)" P = 15, a = -1/4 -1 i z/L ri 0 Bradley et al. (1981) 
<!>'- Y z/L 4)^ = 1 Y = 9 -2.5 d z/L ^ 0 Busingeretal. (1971) 
Y = 18 -7 ^ z/L ^ 0 Panofsky (1973) 
the vertical fluxes over flat terrain with uniform roughness are constant to within ±20% up to a 
height of 23 m. Dyer and Hicks (1972) compared fluxes measured at 4 and 14 m above the surface 
and determined the vertical variation to be no larger than 10%. 
An estimate of the surface-layer height as a function of atmospheric stability can be easily 
obtained by integration of motion equation. In a coordinate system having the x-axis parallel to the 
Reynolds stress vector, the equation of motion under the conditions of stationarity and horizontal 
homogeneity becomes 
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where -u'w' is the Reynolds stress, Vg is the geostrophic wind, and f is the Coriolis parameter. 
Integration this equation from the surface to the height of the surface layer (h^) yields 
(4) 
According to the definition, the decrease in the Reynolds stress within the surface layer can not 
exceed 10% of its surface value (-u'w'),=u*.-. The upper bound of the surface-layer height, 
therefore, is estimated by 
0.1 ut (5) 
Typical values of the parameters on the right-hand side of Eq.(2) are f-10"^s'^ in mid-latitudes, u*. 
-0.1 to 1 m s"' depending on the surface roughness and wind speed, and Vg-1 to 10 m s"^ The 
upper limit of h^ estimated from these typical values varies from several meters to slightly over 100 
m. 
Clark (1970) and Arya (1975) concluded from field measurements and theoretical analysis that 
the ratio v^/u*, is solely determined from the stratification parameter n=Ku*./fL by 
where the functional form of B(n) is given by (Arya 1975) as 
/ 5.14+0.142ji+1.17x10-V^-3.3x10-V^ ki ^ -50 
^ B(-50) H ^ -50 
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With Eq.(6), Eq.(5) can be rewritten as 
Where h^ = Ku*./f is the boundary-layer height under neutral conditions, which varies from 250 to 
2500 m depending on the surface friction velocity. If we assume the neutral boundary-layer height 
to be 1000 m, (a frequently observed value over flat terrain), we can estimate the depth of the 
constant-flux layer as a function of atmospheric stability and the results are given in Table 2. 
Table 2. Estimated depth of the constant-flux layer as a function of stability 
Unstable Near Neutral Stable 
\i -50 - -30 -30 ~ -0.2 -0.2 - 0.2 0.2 - 30 30 - 50 
hg(m) 50 - 70 20 - 50 - 20 10 - 20 7 - 10 
It indicates from Table 2 that the depth of the constant-flux layer decreases as stability 
increases and may become quite shallow under strongly stabilized conditions. 
Table 3 lists some examples of the surface-layer heights used in boundary-layer and mesoscale 
numerical models. A comparison of Tables 2 and 3 shows that the surface-layer heights used in most 
models are generally within the constant-flux layer under unstable conditions, but exceed it under 
neutral and stable conditions, which may result in inaccurate calculations of surface fluxes, especially 
for strongly stable conditions when the constant-flux layer is quite shallow. To improve the accuracy 
in modeling stable conditions, we may have to either reduce the surface-layer height to below 10 m, 
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or to use the flux-profile relationship developed in the next section. 
Table 3. Some examples of surface-layer heights used in numerical modeling 
Author Model h^ (m) 
Pieike (1974) CSU mesoscale model 50 
Nickerson (1979) NOAA/ERL mesoscale model 18 
Chang et al. (1981) Drexel University mesoscale model 25 
Ballentine (1982) UW at Milwaukee mesoscale model 50 
Lee et al. (1983) LLNL finite-element boundary-layer model 50 
Warner and Seaman (1990) NCAR-Penn State Model 145 
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3. THE TOWER LAYER 
a. The Tower-Layer KEYPS Equation 
Above the surface layer, there exists a shallow layer (usually between 30 to 150 m) which 
is characterized by a significant decrease of turbulent stress but relatively small turning of the wind 
with height, as shown by a typical wind hodograph in Fig. 1. Panofsky (1973) defined this layer as 
"tower layer" since meteorologically instrumented towers play a major role in determining the 
characteristics of this layer. In the tower layer, the vertical gradient of stress is not near zero as it 
is in the surface layer. The equation of motion along the averaged wind direction under the 
conditions of horizontal homogeneity and stationarity can be written as 
= _/v 
Equation (9) indicates that the Coriolis parameter, f, should also appear on the list of 
governing parameters in the tower layer. Based on the similarity hypothesis, any mean variable in 
the tower layer, e.g. the mean wind shear, is related to the turbulence through 
g A z, «... r., ^,/) = o 
^ To 
From dimensional analysis and the Buckingham Pi theory, three independent dimensionless groups 
can be formed from these six variables, and they are related by 
«.o % 
where C = z/L is the dimensionless height. This equation indicates that the dimensionless mean wind 
shear (the left hand term) in the tower layer is a universal function of stability parameters Ç and n. 
The functional form of $ can be determined from the turbulence-kinetic-energy (TKE) 
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equation. According to Wyngaard and Cote (1971) and Wyngaard (1973), a good approximation to 
the TKE equation under the conditions of stationarity and horizontal homogeneity in the tower layer 
IS 
-u'w'—+Y-^7^H''-E=0 ^ ^ 
dz T 
Equation (12) suggests a balance between the turbulence production (the first two terms) and 
viscous dissipation (the last term). The parameter y was introduced to account for the small 
imbalance caused by the terms neglected from the TKE equation; it is a function of atmospheric 
stability. 
The dissipation rate can be parameterized by the mixing length 1 and eddy diffusivity K 
according to Kolmogorov theory (Lumley and Panofsky 1964) 
_ K ^  ( 1 3 )  
^ I* 
Various descriptions of the mixing length have been reported in the literature; the most commonly 
used one by Blackadar (1962) is adopted here: 
/=Kz(1 + ^ )"^ (14) 
where Ay = 0.0063. The eddy diffusivity, according to K-theory, is related to the Reynolds stress 
and vertical mean wind shear through 
-/_irdu (15) 
-u'w'=K— 
dz 
and the Reynolds stress can be parameterized by 
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I* 
which results from integrating Eq.(lO) from the roughness length z. to some level z in the tower 
layer with a lower boundary condition of (-u'w')„ = u*,^. Substituting Eqs.(13) through (16) into 
Eq.(12) yields 
(17) 
where 4> is the dimensionless wind shear described by Eq. (12), and the functions P and Q are given 
by 
V- (18) 
where c. = k'/A-j,. 
Eq.(17) relates the turbulence stress to the dimensionless wind shear in the tower layer. It 
is very similar to the well-known KEYPS equation (Yamamoto 1959; Businger et al. 1971, Panofsky 
1973) 
(19) 
<t>''(0-YC(|)^(C)-1=0 
which describes the relation between the turbulence stress and the mean wind shear in the surface 
layer. In fact, when the conditions 
and also c — = c — < 1 
\x H V "// 
are satisfied, (which usually is true when z s hj, functions P and Q approach 1, and $((,n) - (()((), 
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thereby making Eq.(17) identical to Eq. (19). Therefore, Eq.(17) can be considered as an extension 
of KEYPS equation to the tower layer (hereinafter referred to as tower-layer KEYPS equation, or TL-
KEYPS equation). 
Since the TL-KEYPS equation is a fourth-order polynomial, the solution process usually 
involves iteration. In some special cases, however, the solution may become quite simple. Before 
we begin to solve the above equation, we will first discuss the characteristics of the equation by 
examining its behavior under some special conditions. 
In the case of neutral stratification where C - 0 and ^ - 0, the TL-KEYPS equation takes 
the form 
(21) 
If z < hg, we have Q - 1, which gives 
®o=4>o-1 
Integration of this equation leads to the familiar logarithmic wind profile for the neutral surface layer. 
In the situation of free convection where turbulent mixing is so strong that the wind shear 
becomes very small ($ < 0), the TL-KEYPS equation can be simplified to 
(23) 
As P - 1 and Q - 1 for z < h,, we have 
-1 (24) 
4>-<t>=(-Y0 ^ 
which is the well-known "-1/3 law" (<{> varies as for free convection (Wyngaard 1973). 
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When the atmosphere becomes strongly stable, turbulent mixing becomes so small that the 
winds at different vertical levels are nearly independent, and consequently the wind shear becomes 
very large ($ > 1). In such a situation, Q can be neglected in the TL-KEYPS equation compared 
with the other two terms, and the TL-KEYPS equation becomes 
(25) 
Again, when z is in the surface layer where P - 1, the solution becomes 
^ X , (26) 
This relation has been known as the "linear law" (<j) varies linearly with C) in very stable surface 
layer (Wyngaard 1973). 
The above analysis indicates that the TL-KEYPS equation includes all three important laws 
in the surface layer as special solutions, and therefore it can be considered as a general relationship 
between the turbulence stress and the non-dimensional mean wind shear in both surface and tower 
layer. 
h. Wind Profiles —Solution of the Tower-Layer KEYPS Equation 
Wind profiles can be obtained by integrating the equation for wind shear. The TL-KEYPS 
equation, however, is a fourth-order, nonlinear ordinary differential equation and an analytical 
solution is, in general, difficult to obtain except for simplified conditions. The analytical wind 
profiles obtained from integration are summarized below, with details of the derivation given in 
Appendix B. 
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(1) Neutral stratification 
Integration of Eq. (21) gives the wind profile in neutral stratification 
- 1 1  
Û = ln(-^) - 2 ln(^^) - 2 (1 - n") + c, (1 - t,')] 
K 2 
where 
n = 1 - with h„ = c. = and fl(0)=5.14 (28) 
h„ f 3B(0) 
The neutral or adiabatic wind profile in the tower layer described by Eq. (27) is not purely 
logarithmic as it is in the surface layer. However, as z decreases to well below 1/5 of the neutral 
boundary-layer height h„, the last three terms approach zero (since ti - 1), and Eq.(27) simplifies to 
the logarithmic wind profile in the surface layer which is 
(2) Strongly stable stratification 
The wind profile in strongly stabilized stratification can be easily obtained from integration 
of Eq.(25), which yields 
« = —^^2 ln[(1 - -^Zg)(1 - ^z)'^] (30) 
K K K 
where C2= Yp/B(n). If we expand the above equation in a Taylor series for small values of zB(n)/h^^ 
(i.e., when z < 1/B(^) of the neutral boundary-layer height) and take the first-order approximation, 
we obtain 
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û _ (1—Ek) (31) 
k L 
which is the familiar linear wind profile for a strongly stable surface layer (Wyngaard 1973). 
(3) Strongly unstable stratification 
Integration of the first-order approximation of Eq.(23) yields a wind profile for a strongly 
unstable atmosphere, i.e. 
K 
where C3 = (3B/2ti-2cjY'^'^, c^=3Y'^^^, and (.=zyL. 
(4) Weak stable or unstable stratification 
Under weak stable or unstable condition, solution of the TL-KEYPS equation is not as 
straightforward as in the previous situations. However, by using perturbation methods, we were able 
to obtain a wind profile that turns out to be the solution for the neutral stratification described by 
Eq.(27) plus an additional term, i.e. 
- 1 3 
i7=il:£[ln(^)-2ln(I^)-2(l-n^)+c,(l -n^)-c5 ln(l -B^)] 
< z, 2 h„ 
where Cg = YH/4B(n). As z becomes much smaller than 1/5 of h^, the wind profile approximated as 
, Xlli. J (5^) 
K z,' 4 L 
which is analogous to the well-known Businger-Dyer surface-layer formula (Businger et al. 1971; 
Dyer 1974) in Table 1. 
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4. COMPARISON WITH OBSERVATIONS 
Observed wind profiles from the Kennedy Space Center Atmospheric Boundary Layer 
Experiment (KABLE) have been compared with our theoretical wind profile. The KABLE field 
experiment included one year of continuous data collection and three short-term intensive data-
collection periods from November 1988 through October 1989. A meteorologically instrumented 
tower network was used to determine the low-level structure of the boundary layer during KABLE. 
Measurements of the tower network included 5-min averaged data of temperature and dew points, 
wind speed and direction, wind gust, and standard deviation of the wind direction. An overview of 
the KABLE observations and the details of instrumentations and tower locations are provided by 
Taylor et al. (1989) and analyses of tower data are given by Zhong et al. (1991). 
Since the KABLE domain is located in a coastal environment, strong signatures of local 
circulations driven by the thermal contrast between land and water surfaces appeared in the data set 
quite often throughout the observation period. We were, however, able to select data from days when 
synoptic winds were mostly offshore at relatively high speeds and the sea breeze, if developed, was 
completely offshore. Only neutral conditions are considered for the purpose of comparison. Under 
neutral conditions, the wind profile in the tower layer can be described by Eq. (27) if the roughness 
length z, and the surface friction velocity u*„ are known. Wind and temperature profiles from the 
151-m tower (Tower 311 of Fig. 1. of Zhong et al. 1991) are used in the analysis. Measurements 
were made at levels of 1.8, 3.7, 16.5, 49.4, 62.2, 90.0, 120.0, and 147.0 m. The potential 
temperature values at 3.7 m and 16.5 m were used to determine the low-level atmospheric 
stratification, and when the criterion |0(z=16.5 m) - 6(z=3.7 m)| < 0.01 °C was satisfied, wind 
speeds at these two levels were then used to determine the roughness length and surface friction 
velocity from the logarithmic wind profile. The values of z„ fall within the range of 0.03 to 0.06 m 
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and u*3 values were in the range of 0.27 to 0.64 m s'\ Theoretical wind profiles were calculated 
from Eq.(27) for given pairs of roughness length and surface friction velocity and were compared to 
those measured by Tower 311 under the same conditions. The results of comparison are shown in 
Fig. 2. Also shown in Fig. 2 are the surface-layer logarithmic wind profile and the profiles suggested 
by Panofsky (1973), where PI refers to the profile 
il:£ ln(-5-) • 144/z 
« z. 
and P2 refers to 
sinh( —) 
^'"^^0.0063w.J 
The profiles were categorized by values of the surface friction velocity. The results show that 
the logarithmic profile matches the observations quite well in the surface layer, but underestimates 
the wind shear in the tower layer; on the other hand, the theoretical wind profile described by Eq.(27) 
fits the observation reasonably well in both surface and the tower layer. Panosflcy's profiles are 
between these two, with P2 being a little better than PI in the tower layer. The deviation of the 
logarithmic wind profile from the observed one may be attributed to the fundamental assumption 
behind this formula that the turbulent stress is independent of height, which certainly overestimates 
the magnitude of stress above the constant-flux layer (usually below 30 m in neutral conditions). Fig. 
2 also indicates that the wind profiles tend to converge as the value of u»„ increases, and for a large 
value of u,„, the differences among the profiles become quite small. For such cases, the simple 
logarithmic law may be extended to the tower layer up to a height of 100 m with sufficient accuracy. 
Figure 3 shows distributions of relative errors with height for different values of friction 
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velocity u*, and roughness length z. when the logarithmic law is used in place of the tower-layer 
wind profile in Eq.(27). The errors increase rapidly as the values of u*. and z. decrease. If we 
allow a 15% error, the logarithmic profile can be applied up to 80 m for large values of u*. and z., 
but only to 40 m for small values of u»„ and z„. Fig. 3 also indicates that the error is more sensitive 
to changes of u*. than to changes of z„. 
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5. CONCLUDING REMARKS 
An equation relating the turbulence stress to the mean wind shear in the tower layer has been 
derived based on the balance of turbulence kinetic energy and the characteristics of the tower-layer. 
This equation, which is quite similar to the well-known surface layer KEYPS equation and becomes 
identical to it in the surface layer, may be considered as a counterpart of the KEYPS equation in the 
tower layer. The tower-layer KEYPS equation includes all important surface-layer laws as special 
cases, and therefore, serves as a general flux-profile relationship in both the surface and the tower 
layer. Analytical wind profiles also have been obtained for weak and strong atmospheric 
stratifications by the integration of this equation. Comparison with field data under neutral conditions 
indicates that the new wind profiles not only describe the wind distribution quite well in the surface 
layer, but also give reasonably good predictions in the tower layer where the surface layer flux-profile 
relations fail. In general, surface-layer wind profiles, such as the commonly used Businger-Dyer type 
formula, may be applied to the tower layer with sufficient accuracy under unstable conditions, but as 
the stability increases, the error also increases and the tower-layer wind profile becomes a better 
choice. We did not attempt to give a analytical wind profile for a moderate unstable or stable 
atmosphere. The wind profiles for weak and strong stability may be extended to the moderate 
stability regime to a good approximation, or the equation has to be solved numerically to obtain the 
wind profile. 
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APPENDIX A 
List of Symbols 
f Coriolis parameter (1 x 10"^ s"^ for mid-latitude) 
g acceleration due to gravity 
hg surface-layer (constant-flux-layer) height 
h„ boundary-layer height under neutral condition [ =k u»„ /f ] 
K turbulent momentum difftisivity 
1 mixing length scale 
L Monin-Obukhov length [ • (TgU*/) / (k gT«) ] 
TQ surface temperature 
T, characteristic temperature 
u* friction velocity 
u*. surface friction velocity 
u'w' Reynolds stress 
Vg geostrophic wind component normal to the mean wind direction 
z. surface roughness length 
a, P, Y parameters in the universal function of the dimensionless wind shear 
e rate of dissipation of turbulent energy into heat 
C dimensionless height ( • z/L ] 
K von Kàrmàn constant (0.34 - 0.42) 
(1 stratification parameter [ • Ku,. /f 
4>(C) universal function of dimensionless wind shear in the surface layer [• (Kz/u*)8u/6z] 
$(H,() universal function of dimensionless wind shear in the tower layer [• (Kz/u«Jôu/âz] 
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APPENDIX B 
Derivation of Wind Profiles from the TL-KEYPS Equation 
The TL-KEYPS equation is 
- YC/'(C.h)<5® - <?(C.|Ji) = 0 
a. Weakly stratified conditions 
In the case where stratification is weak, the parameter yPC is small (< 1). We let 
Ô = yPC and expand the dimensionless wind shear $ in a series in the small parameter 8, i.e., 
+ (A2) 
Equation (A2) defines O. by the limiting process 
= lim $ 
6-0 0 - (A3) 
which corresponds to the neutral condition (( - 0). itself will not satisfy Eq.(Al), but it gives 
an adequate description of the dimensionless wind shear in neutral conditions. 
If we substitute Eq.(A2) into (Al), the 0(1) terms of (Al) yield 
$0 - 0 = 0 
Replacing the variables by their definitions, we obtain 
(A4) 
^ — I 1 ~ —^(0) ]^ [ 1 + (A5) 
JC K n a 
Integration of this equation yields the tower-layer wind profile in neutral condition 
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i 1 3 
« = ^[ In (^) - 2 In (1^) - 2 (1 -n") + c, (1 -n")] (A6) 
K z„ 2 
with 
n = 1 -B(0)^-^. c, = ami 5(0)=5.14 (AT) 
3B(0) 
The 0(0) terms satisfy 
4  = 0 or ^ 1 = 7  ( A 8 )  4 
To the second-order accuracy, we have 
0 = $ + 50. = + A = Q4 + ifC 
^ 4 4 (A9) 
which gives 
^ = ^[1 -^fi(O)]2 II ^[1 -i-fl(O)]-^ (AlO) 
Integration of this equation yields the wind profile under weakly stratified conditions, which is the 
neutral wind profile described by Eq.(A5) plus an additional term 
2 13 
ir=^[ln(^)-2ln(:^)-2(1 -n -ti 2)-c5ln[(1 -fif )(1 -fi-^)-^] (All) 
K Z, 2 h„ h„ 
I II III IV V 
For the condition of z<h„/B, the terms II to IV approach zero since ii - 1, and the last term can be 
expanded in a Taylor series. The first-order approximation gives 
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J = |n(A)+Y£:f£] (A12) 
K z„ Z, 
A comparison of this equation with the Businger-Dyer formula (shown in Table 1) indicates that the 
parameter y is approximately equal to four times the Businger-Dyer parameter p under weakly 
stratified conditions. 
b. Strongly unstable stratification 
For strongly unstable conditions, Eq. (Al) can be written as 
-ô®'* - - R = 0 (A13) 
where 
Ô = |y/>C|-^ <1 and R = = —(1 + (A 14) 
yPÇ YC li 
Expanding 4» in terms of ô as in Eq.(A2), the 0(1) terms of Eq.(A13) yields 
< * 0, or A :i - ^g(|.)l (1 * c (A 15) 
This equation also can be obtained by assuming that the wind shear is so small because of strong 
mixing that the fourth-order term in Eq. (Al) can be neglected. 
For the condition that z < min[ hyB(n), h^/c^ ] (usually between 100 to 150 m under unstable 
conditions), Eq.(A15) can be approximated as 
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(A16) 
Integration of this equation gives 
2  1  1 - 1  (AIT) 
W = — [C3((^ - Co) ^ - Co^)] 
K 
where Cg = (3B/2(i - 2cJy"''^- The wind profile for unstable conditions described by Eq.(A12) has 
an error of 0(0). The stronger the instability, the smaller the error becomes. Matching this solution 
to the surface-layer wind profile for very unstable conditions gives y = (3B/2(i-2c„)^. 
c. Strongly stable stratification 
A strongly stable stratification significantly suppresses turbulent mixing, and consequently, 
allows large wind shear. To first-order approximation, Eq. (Al) becomes 
(A18) 
<5^ - " 0 
or 
(A 19) 
Integration of this equation yields 
where C2 = YP/4B(|i). 
approximation gives 
«= ^ In [(1 - f zj(1 - ^z)-i] (A20) 
K K K 
When Bz/h^ < 1, expansion of Eq.(A20) in Taylor series to first-order 
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« = ^(1 (A21) 
Eq. (A21) becomes identical to the linear wind profile for a strongly stabilized surface layer 
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GENERAL SUMMARY 
This dissertation presents an observational and a numerical study of thermally induced 
mesoscale circulations (sea/land breeze and river breeze) as well as a theoretical study on boundary-
layer turbulence parameterization. 
Data from Kennedy Space Center Atmospheric Boundary Layer Experiment have been used 
to examine the three-dimensional structure of the thermally induced mesoscale circulation systems 
frequently occurring over the area of Kennedy Space Center/Cape Canaveral (KSC/CC) which has 
geographic features such as an irregular coastline and coastal rivers and lagoons. Detailed 
characteristic features over a diurnal cycle of the sea/land breeze and of the river breeze onset time, 
strength, depth, propagation speed, and both landward and seaward extent are documented. Some 
boundary-layer characteristics related to atmospheric diffusion of pollutants from coastal launch pads, 
including atmospheric stability, depth of the thermal internal boundary layer and its variation with 
time, and turbulence mixing are also discussed. 
A case study based on observations can successfully provide information about the sea/land 
breeze circulations under a particular synoptic wind condition; however, it is difficult and expensive 
to do such case studies for various synoptic situations. A three-dimensional mesoscale finite-element 
numerical model, therefore, has been used to study the effects of synoptic winds on tlie sea/land-
breeze circulations at KSC/CC. The simulation provides detailed information on the diurnal evolution 
of the tlo". and temperature fields for different synoptic wind speeds and directions. An examination 
of wind-vector rotation over the diurnal cycle further reveals the physical mechanisms that are 
responsible for the rotation, and their dependence on the large-scale wind direction. 
Finally, a new way of parameterizing the turbulence stress in terms of the mean wind profile 
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is proposed in the last part of this dissertation. This new parameterization scheme is based on the 
turbulence-kinetic-energy equation. It is valid within a layer deeper than the surface layer where the 
previous schemes may give poor results because of the significant decrease of turbulent flux with 
height which violates the basic assumption of constant stress used in deriving all previous schemes. 
The new formula may improve the accuracy of boundary-layer and mesoscale numerical modeling, 
and it may also reduce the required computation time and memory by reducing vertical grid points 
necessary to resolve sharp gradients near the lower boundary. 
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