Abstract. In this paper, a finite difference scheme for a two-point boundary value problem of 2nth-order ordinary differential equations is presented. The convergence and uniqueness of the solution for the scheme are proved by means of theories on matrix eigenvalues and norm. Numerical examples show that our method is very simple and effective, and that this method can be used effectively for other types of boundary value problems.
Introduction
Assume that a 2nth-order (n ≥ 2) two-point boundary valve problem (BVP) is given in the form    y (2n) = f (x)y + g(x), 0 < x < 1, y (2α) (0) = a α , α = 0, 1, . . . , n − 1,
where f (x) and g(x) are continuous functions on the closed interval [0, 1] and a α , b α are all real constants. The problem (1.1) frequently occurs in structural engineering, astrophysics and other branches of physical sciences. The problem (1.1) has a unique analytic solution for a fixed positive integer n ≥ 2 under the general condition [5] f (x) = (−1) n j 2n π 2n , j = 1, 2, . . . , x ∈ [0, 1]. (1.2) In general, the analytic solution of the system (1.1) under the condition (1.2) cannot be obtained, and the numerical methods are required. Some finite difference methods [2, 6, 9] of orders O(h 2 ), O(h 4 ) and O(h 6 ) were derived under the condition −36 ≤ f (x) ≤ 0, x ∈ [0, 1] for n = 2. Then some O(h 2 ) and O(h 3 2 ) methods [7, 8, 10] were obtained for n = 2 under the hypotheses f (x) ≤ 0, x ∈ [0, 1] and |f (x)| ≤ π 4 , x ∈ [0, 1], respectively. Later, an O(h 3 2 ) method [11] for n = 2 was obtained under the condition f (x) = j 4 π 4 , j = 1, 2, . . . , x ∈ [0, 1]. Other methods [1, 3, 4, 12, 13] were introduced recently. However, the numerical methods for the problem (1.1) under the condition (1.2) has not yet been studied.
The main purpose of this paper is to set up a finite difference scheme for the BVP (1.1)(n ≥ 2) and discuss its convergence and uniqueness of the solution for the scheme under the condition (1.2). Also, a more general domain [a, b] can be transformed into the standard domain [0, 1] through a straightforward substitution x = t−a b−a . Thus the problem and condition discussed in this paper are quite general. This scheme is very simple to implement and efficient. Besides, the method can be applied to the study of some nonlinear problems, which arise frequently in many areas of engineering.
This paper is organized as follows. In Section 2, we introduce a finite difference scheme for the BVP (1.1). In Section 3, we analyze the convergence and uniqueness of the solution for the scheme under the condition (1.2) by using theories on eigenvalues and norm. In Section 4, the convergence of our method is illustrated by some numerical examples.
Finite difference scheme
Let N be a positive integer and N ≥ 2n. Divide the interval [0, 1] into N + 1 parts. Then the mesh step size is h = 1 N +1 and the mesh points are x i = ih for i = 0, 1, . . . , N + 1. For simplicity, we denote that
By means of the Taylor's formula, we obtain
where the truncation errors are
By (2.1), the discrete form of the BVP (1.1) for n = 1 can be expressed as
The equation (2.2) can be written in the matrix form
Similarly, based on the Taylor's formula, we have the relationships at x i
Suppose that the value of the sixth derivative y (6) (x) on the interval [x i−2 , x i+2 ] does not change too rapidly. From (2.4) and (2.5), we can find a valuex i that lies in [x i−2 , x i+2 ] so that
By (2.6), we have the relationships
From (2.7), we see that the discrete form of the BVP (1.1) for n = 2 is
The equation (2.9) can be written in the matrix form
where T 2 = (t i ) = (O(h 6 )) from (2.8), and
Furthermore, the central discrete version of the BVP (1.1) can be given in a similar way as in (2.3) and (2.10), expressed uniformly by the matrix equation
where
) and C n = (c i ) are too complex to present here. On neglecting the truncation error T n in (2.11), we arrive at the central difference scheme for the BVP (1.1)
where Z = (z i ) is the approximate solution of (2.11). The solution of the system (2.12) can be calculated by the LU decomposition method, where L and U are a lower triangular and an upper triangular matrices, respectively, or by the chase method and so on. We shall analyze the convergence and uniqueness of the scheme (2.12) under the condition (1.2) in the next section.
Convergence analysis

Some useful conclusions
If the matrix P n − h 2n D is invertible, then the total truncation error of the scheme (2.12) is
Lemma 3.1 ( [13] ). The eigenvalues of the tri-diagonal matrix P introduced in Section 2 are −4 sin 2 ( lπh 2 ) for l = 1, 2, . . . , N . Lemma 3.2. Let A be a real symmetric matrix of Nth-order. If there exists a > 0 such that Aη ≥ a η for any vector η ∈ R N , then A is invertible and
Denote the eigenvalues of A by λ 1 , λ 2 , . . . , λ N and the corresponding eigenvectors by ξ 1 , ξ 2 , . . . , ξ N . Then
Thus |λ l | ≥ a, which means that all of the eigenvalues λ l are nonzero and A is invertible consequently.
For the eigenvalues λ
Denoting by ρ(A −1 ) the spectral radius of A −1 , it yields in view of the symmetry of
Hence, for any vector η ∈ R N , it holds that
Convergence analysis
Now we will discuss convergence of the above finite difference scheme (2.12). For the sake of simplicity, we will only consider the case when n is odd. The even case can be treated analogously. Now the condition (1.2) can be written as
Based on Lemma 3.1, the eigenvalues of P n are
Inserting (3.2) into the well-known inequality
we establish the estimate for the eigenvalues of P or there exists an integer k ≥ 1 such that
Since P n is a real symmetric matrix, we can choose an orthogonal matrix T of Nth-order such that
For any vector U = (u j ) ∈ R N andŨ = (ũ j ) = T ′ U , according to the concept of inner product in R N and (3.2), we have
From (3.4), it follows that
(1) Suppose that f (x) satisfies (3.5). In view of (3.5), when the step h satisfies
Then from U 2 = (U, U ) and Cauchy-Schwartz inequality, we obtain
Furthermore, we have the result
Obviously, the matrix P n − h 2n D is real symmetric. So by using Lemma 3.2 and (3.8), we obtain that the matrix P n − h 2n D is invertible and
(2) Suppose that f (x) satisfies (3.6). Without loss of generality, let N ≥ k+1 and set m =
For the last term in the bracket of (3.10), it clearly holds that
For | λi h 2n − m| in the bracket of (3.10), when the step h satisfies
we have
Furthermore, in view of (3.2), (3.4), (3.6) and (3.13), it is easily checked that
(3.14)
Therefore, from (3.14), the estimate can be given in the form
Substituting (3.11) and (3.15) into (3.10), we see that
Similarly, based on Lemma 3.2 and (3.16), it is easily checked that the matrix P n − h 2n D is invertible and
In summary, we can state the convergence conclusion of the scheme (2.12) when n is odd as follows.
According to the condition (1.2), when the step size h satisfies (3.7) and (3.12), the matrix P n − h 2n D is invertible, that is, (2.12) has a unique solution
Then using (3.1), (3.9) and (3.17), we arrive at the estimate for the total truncation error E = (e j ) of the scheme (2.12)
d is a constant depending only on f (x). Also, Theorem. Suppose that y(x) is the unique solution of the BVP (1.1) (n ≥ 2) under the condition (1.2) which is smooth sufficiently, the high-level derivative value does not change too rapidly, and the step size h satisfies
where h 1 and h 2 satisfy (3.7) and (3.12), respectively. Then the scheme (2.12) has a unique solution Z = (z i ) and its total truncation error is
Numerical examples
To illustrate the convergence and efficiency of the above scheme derived, we consider the following examples. Example 1. Assume that a sixth-order two-point BVP is given in the form
where f (x) = 1, g(x) = −6e x . The exact solution of this problem is y = (1 − x)e x . Since p = inf
f (x) = 1 > −π 6 , from (3.7) of case (1), the step size h should satisfy Table 1 gives the comparison of the numerical solution with the exact solution. Table 1 From Table 1 , it is clear that the error is considerately small. Inserting max |y(
Obviously, the above inequality is correct, which means that the numerical results agree with the theoretical analysis. The following Table 2 is a comparison of the numerical and theoretical errors for the method introduced in Section 2 under different steps. It shows that the numerical errors agree with the theoretical analysis. 1.578951372016118×10
The following Table 3 exhibits the exact solution and the error estimates obtained by using the Adomian's decomposition method (ADM) [12] , the homotopy perturbation method (HPM) [3] , the variational iteration method (VIM) [4] , and the finite difference method (FDM) introduced in this paper. It shows that the method obtained in this paper is very effective. Example 2. Assume that the sixth-order two-point BVP is given in the form
where f (x) = −e −x , g(x) = −(4 + x)e x + (2 − x). The exact solution of this problem is y = (2 − x)e x . Since p = inf x∈ [0, 1] f (x) = 1 > −π 6 , from (3.7) of case (1), the step size h should satisfy Table 4 gives the comparison of the numerical solution with the exact solution. Table 5 gives the comparison of the numerical solution with the exact solution. 
