In this paper, a stochastic process, which is a class of nonhomogeneous diffusion process from the perspective of the corresponding nonlinear stochastic differential equation is studied. The parameter included in the drift term are estimated by sequential maximum likelihood methodology. The sequential estimators are proved to be closed, unbiased, strongly consistent, normally distributed, and optimal in the mean square sense.
Introduction
Statistical inference for stochastic processes is well developed for diffusion processes. As is wellknown, the maximum likelihood estimate and the bayes estimate have good asymptotic properties under stationarity of the process. However, in addition to asymptotic theory which certainly play a predominant role in statistical theory, sequential estimation has got certain advantages. In the finite dimensional linear SDEs, Novikov [11] (see also Bishwal [1] , Liptser and Shiryayev [10] ) studied the properties of sequential maximum likelihood estimate (SMLE) of the drift parameter which is the MLE based on observation on a random time interval. He showed that SMLE is better than the ordinary MLE in the sense that the former is unbiased, uniformly normally distributed and efficient (in the sense of having the least variance). His plan is to observe the process until the observed Fisher information exceeds a predetermined level of precision. Many others focused on the extension to other fields, for example, Lee et al. [7] , Bo and Yang [2] , Kuang and Xie [5] and the references therein.
The present paper is devoted to the sequential maximum likelihood estimation for the following diffusion process:
where α > 0, and {W t ; t 0} is a standard Wiener process. We also assume that usually Lipschitz condition and linear growth condition hold on the coefficient so that there exists a unique solution to (1.1).
Let P α be the probability distribution of {X t ; t 0} of the above equation. It is known that, the loglikelihood ratio process of this kind of diffusion model has the representation by Girsanov formula (cf. Bishwal [1] ):
where F [0, T ] is the σ-algebra generated by the outcome process realized on [0, T ]. Therefore, the maximum likelihood estimator (MLE) of α based on the observation of {X t ; 0 t T } under P α is given byα
In this paper, we propose to use the sequential estimation plan to estimate the unknown parameter α included in the drift term of this kind of diffusion process, respectively.
Sequential maximum likelihood estimation of α
Here and in the sequel, P α be the probability distribution of {X t ; t 0}. We assume that the process {X t } is observed until the observed Fisher information of the process exceeds a predetermined level of precision 0 < H < ∞, i.e., we observe {X t } over the random time interval [0, τ(H)], where the random time τ(H) is a stopping time which is the first time such that the observed information for this kind of the process exceeds H and is defined as
which is F τ(H) -measurable (cf. Karatzas and Shreve [4] ). Now, we state our main results as follows.
Theorem 2.1. The sequential estimation plan (τ(H),α τ(H) ), 0 < H < ∞, with the observation time τ(H) defined as above and the SMLE given byα
has the following statistical properties:
The sequential plan (τ(H),α τ(H) ) defined as above is closed, i.e.,
(ii) The sequential estimatorα τ(H) is unbiased, i.e.,
where E α denotes the expectation operator corresponding to the probability measure P α .
here and in the sequel, N(0, 1) denotes the normal distribution, and D = denotes the same distribution.
(iv) The sequential estimator is strongly consistent, i.e.,
Remark 2.2. According to Theorem 2.1, the sequential estimation plan (τ(H),α τ(H) ), 0 < H < ∞, has unbiased advantage and the fact that the distribution of the valueα τ(H) √ H is normal, which makes it possible to construct confidence intervals for α.
Proof. Consider an arbitrary stopping time τ with respect to the filtration {F X t } generated by the process X. By (1.2) and (1.3), it is easy to deriveα
with the fact that
(i) It is easy to see that for T > 0
Thus it suffices to prove
Apply Itô's formula to the function xe − αt 2 2 , it follows that
On the other hand, let ξ t = t 0 e − αu 2 2 dW u , since the quadratic variation process
Thus, {ξ t } t 0 is a square-integrable F t −martingale. Moreover, ξ t is a normal random variable with distribution N(0, t 0 e −αu 2 du). Therefore, by martingale convergence theorem, it follows that
Then, by L'Hospital rule, as
which is a chi-square random variable. Hence, as
Thus, the desired result is completed.
(ii) Note thatα
Coupled with the fact that the process { τ(H) 0 tX t dW t is a Wiener process with variance H > 0 (see, e.g., Lemma 17.4 in Liptser and Shiryaev [10] or Revuz and Yor [13] ). Hence
(iii) Observe that
and also the stochastic integral τ(H) 0 tX t dW t is normally distributed with mean 0 and variance H. Hence
Then, the desired result follows.
(iv) Due to Next, we show that the proposed sequential estimation plan (τ(H),α τ(H) ) for estimating parameter α of the diffusion process {X t } defined by (1.1) is efficient among all unbiased estimation plans in the mean squared error sense (MSE). In fact, we will prove an analog of the Cramer-Rao lower bound for arbitrary unbiased estimation plans. Theorem 2.3. Let the sequential plan (τ,α τ ) be an arbitrary unbiased estimation plan for the diffusion process
Remark 2.4. A sequential plan (τ,α τ ) is said to be efficient in the MSE sense if for which the equality holds true. Observe that
H and the definition of τ(H), the sequential plan (τ(H),α τ(H) ) is efficient in the MSE sense.
Remark 2.5. Based on continuous observations, the maximum likelihood estimatorα MLE T for an unknown drift parameter α of this kind of diffusion process is derived, and strong consistency and asymptotic normality of this estimation is established (cf Kutoyants [6] and Prakasa [12] ). However, the classical Cramer-Rao lower bound (cf Liptser [10] ) for this MLE may not be attained. In fact, as defined in (1.3), the estimatorα MLE T is naturally defined aŝ
Then, we can derive the maximum likelihood estimator (MLE) of the parameter α by solving the likelihood equation l (α) = 0. On the other hand, it follows that
Thus, in view of Taylor's expansion, it follows that
where |ξ T | 1. Then
which, together with (2.1), implies that
Therefore, it is obvious to observe that the equality of Theorem 7.22 in Liptser [9] does not follow. Hence the maximum likelihood estimatorα MLE T may not attain this class of lower bound.
The proof of Theorem 2.3. In view of the Radon-Nikodym derivative formula in (1.2) and Girsanov's Theorem, we have
Also since
it follows that
Then, by Cauchy-Schwarz inequality, we have
Therefore, the desired result follows from the assumption of our Theorem.
Concluding remarks
Generally speaking, the ordinary MLE for an unknown drift parameter of the diffusion process can be established some statistical properties, including strong consistency and asymptotic normality. However, the MLE may be a biased estimator and the classical Cramer-Rao lower bound may not be attained for the MLE (cf. Prakasa [12] ; Liptser [10] ). To overcome such limitations, in this paper, we propose to use the sequential estimation plan for this kind of diffusion process and verify that the proposed plan is significantly helpful both in asymptotic and non-asymptotic short time observation.
More precisely, in contrast to the MLE, the proposed sequential maximum likelihood estimator (SMLE) is unbiased, exactly normally distributed (on the finite time observation), and its mean squared error(MSE) has an explicit, simple expression that does not depend on the parameter to be estimated. The SMLE is uniformly normally distributed over the entire parameter space which is the real line. Such results would be of ample use in applications to several areas such as engineering, financial and biological modeling where unknown parameter estimation is based on relatively shorter time observation, which commonly arises in practical situations. Furthermore, an analog of the Cramer-Rao lower bound is proved and the SMLE is shown to be efficient among all unbiased estimation plans in the mean squared error sense.
On the other hand, some future work may investigate some other estimators for the other diffusions. See, for example, Lee et al. [7] proposed a sequential maximum likelihood estimation of the unknown drift of the reflected Ornstein-Uhlenbeck process without jumps; some others are concerned with the problem of statistical parameter estimation for reflected fractional Brownian motion (cf. Hu and Lee [3] ; Lee and Song [8] ).
