The model resolution matrix (Wiggins, 1972) indicates that a model can be perfectly resolved in a least-squares sense if error-free data are inverted. High-frequency ( 2 Hz) Rayleigh wave data are utilized to determine shear (S)-wave velocities in near-surface geophysics. Gross Rayleigh wave data in this abstract are specifically referred to high-frequency Rayleigh wave phase velocities that are contaminated by errors. The errors can be introduced during data acquisition and/or by artifacts of data processing. The errors in data are equivalent to a smear matrix in the model space that reduces the model resolution. The degree of smear in a model is dependent on data accuracy. Because of the smear matrix, an S-wave velocity model obtained by inversion of Rayleigh wave phase velocities in the real world cannot be perfectly resolved. However, the resolution power of gross Rayleigh wave data can be ascertained after the data accuracy is determined.
Introduction
Shear (S)-wave velocities can be derived from inverting dispersive phase velocities of the surface (Rayleigh and/or Love) wave (e.g., Aki and Richards, 1980, p. 664) . Stokoe and Nazarian (1983) presented a surface-wave method, Spectral Analysis of Surface Waves (SASW), which analyzes the dispersion curve of the ground roll to produce near-surface S-wave velocity profiles. Another research project Xia et al., 1999 ) utilizes a multichannel recording system to estimate near-surface S-wave velocity from high-frequency ( 2 Hz) Rayleigh waves (Multichannel Analysis of Surface Waves-MASW). This research has been expanded to analyze the effects of higher modes on inversion of surface waves and investigation depth (Xia et al., 2003; Beaty et al., 2002) and the feasibility of estimating near-surface quality factors (Q) by inverting attenuation coefficients of Rayleigh waves (Xia et al., 2002a) . The differences between MASW results and direct borehole measurements are 15% or less and random (Xia et al., 2002b) . The selection of field data acquisition parameters for MASW was theoretically studied by Zhang et al. (in press) . MASW applications in near-surface geophysics can be found in numerous publications (e.g., Xia et al., 1998 Xia et al., , 2002b Xia et al., and 2002c Ivanov et al., 2000; Miller et al., 1999; Yilmaz and Eser, 2002, and Tian et al., in press ).
The fundamental question of model resolution with high-frequency Rayleigh wave data still remains. Understanding the model resolution in inversion of Rayleigh wave phase velocities is critical in applying the MASW method to near-surface geological/geophysical problems. The model resolution matrix (Wiggins, 1972) provides a numerical criterion that evaluates how well the true model parameters can be resolved. We will show that gross data introduces a smear matrix in the model space so it indeed reduces the model resolution. Given data accuracy, therefore, a potential resolution of gross Rayleigh wave data can be calculated by forward modeling based on physical properties and the spatial location of a target and surrounding materials.
Model resolution
Near-surface S-wave velocities can be estimated by inverting phase velocities of high-frequency Rayleigh waves 2003) . Near-surface quality factors (Q) can also be determined by inverting attenuation coefficients of Rayleigh waves (Xia et al., 2002a) . Both algorithms are based on the overdetermined system
where G is an m n matrix (m > n in both cases), and m true and d are model and data vectors, respectively. G stands for a data kernel that embodies m true and experimental geometry. Letting H be a generalized inverse of G, we get an estimated model m
Substituting Equation (1) into Equation (2), we obtain
Matrix R is the m m model resolution matrix (Wiggins, 1972) . The resolution matrix is only determined by the data kernel and the a priori information added to the problem. It is therefore independent of actual values of the data (Menke, 1984) . Equation ( 
Equation (4) shows model parameters can be perfectly resolved. This is the result we normally obtained when applying an inverse algorithm that is based on a least-squares sense to "pure" data (data without any noise).
In the real world, measured data are inevitably contaminated by noise from different sources and/or noise introduced by processing procedures. The gross data are "pure" data d with noise d . Equation (1) becomes Figure 1 . The model resolution matrix R. The narrow peaks along the main diagonal of the matrix indicate that the model is well resolved. The best scenario is that R is the unit matrix that means the model is completely determined (from Menke, 1984) .
where E is an m m non-zero matrix. We call it a "smear" matrix. The smear matrix always exists because there are m variables (a row vector of E) in each equation so that E can almost freely be selected to be any matrix and not necessarily a diagonal matrix. Using Equation (6) to rewrite Equation (5), we can easily understand how contaminated data reduce the model resolution.
The resolution matrix of the linear system (7) in a least-squares sense will be
The resolution matrix is no longer the unit matrix so that the estimated model m est (= Rm true ) truly becomes the weighting average of the true model. The errors in data are transmitted into the inverted model by the smear matrix E so that the model resolution is reduced. Although it is not possible in most cases to determine the smear matrix E, it is clear that the resolution of an inverted model is reduced because of arbitrariness of E that is introduced by errors in data d d .
Modeling results
Discussion in the previous section shows the smear matrix E introduced by errors in data reduces the model resolution. In other words, the model resolution is limited by the data accuracy. If the maximum response of an anomalous layer (e.g., a low/ high velocity layer in the half-space) is weaker than the data errors, it is impossible to detect this layer because the smear matrix E reduces the model resolution to the level at which the layer cannot be distinguished from the half-space. For a given data accuracy, therefore, the resolving power of geophysical data can be determined by the forward modeling.
We used a two-layer model (left, Figure 2 ) with one layer on top of the half-space as a background model (a solid line) to demonstrate the resolution power of Rayleigh wave phase velocities. Model 1 (solid dots) consists of a low velocity layer (50% lower than the background model) from depths of 1.5 m to 3.5 m that replaces the background model at these depths. The maximum relative change in Rayleigh wave phase velocities is 34% at 45 Hz (right, Figure 2) . If the maximum relative data error is less than 34%, an inversion of Rayleigh wave data (e.g., Xia et al., 1999; Beaty et al., 2002) could resolve the low velocity layer. Otherwise, the inversion of Rayleigh wave data cannot detect this low velocity layer. We moved the low velocity layer a little deeper to 7.5 m to 9.5 m (solid triangles, Model 2). The maximum relative change in Rayleigh wave phase velocities is 32% (right, Figure 2) . Again, if the maximum relative data error is less than 32%, an inversion of Rayleigh data could resolve the low velocity layer in this setting. It is worth pointing out that the maximum relative change is shifted from 45 Hz to 17 Hz as the center depth of the low velocity layer is moved from 2.5 m to 8.5 m. To focus our attention on the maximum relative change in Rayleigh wave phase velocities we only plot the maximum relative change of Rayleigh wave phase velocities, as the low velocity layer is in different settings in the following modeling results and we ignore the frequency at which the maximum relative change occurs. These results provide more comprehensive insight into the relationship between the resolution and the data accuracy.
Contour maps (Figure 3) show the maximum relative changes in Rayleigh wave phase velocities as a low velocity layer changes its central depth and its thickness. We modeled a low velocity layer in the background model (Figure 2 ) in two settings, an S-wave velocity of a low velocity layer is a 25% or 50% lower than the background model. For the former case, the maximum relative changes of Rayleigh wave phase velocities vary from less than 5% to more than 40% depending on depth to the layer and the thickness of the layer. For example, to resolve a 2-m thick layer at depth of 6 m (indicated by a star in the left of Figure 3) , the maximum relative change of Rayleigh wave phase velocities is approximately 14%. If the error level (the maximum relative error) of Rayleigh wave phase velocities (measured data) is less than 14%, inverse algorithms should theoretically be able to detect this low velocity layer because measured data still possess enough resolving power. On the other hand, if the error level of measured data is higher than 14%, inverse algorithms are not able to detect this low velocity layer because measured data no longer possess enough resolving power. It is well known, however, that a higher velocity contrast makes detecting an anomalous layer easier. The accuracy requirement for measured data will be dramatically reduced in detecting a low velocity layer if its Swave velocity contrast increases. For example, in the later case (right, Figure 3 ), for a low velocity layer with the same thickness at the same depth as the former case but its velocity contrast being 50% (a star in the right of Figure 3) , inverse algorithms can resolve the layer only requiring an error level of less than 30%. An error level, however, must be reduced below 15% to resolve a 1-m thick layer (a solid dot in the right of Figure 3) . A trend of changes in Rayleigh wave phase velocities with S-wave velocity contrasts can be demonstrated by Figure 4 .
Contour maps (Figure 4) show the maximum relative changes in Rayleigh wave phase velocities as a low velocity layer within the background model (Figure 2 ) changes its depth and a velocity contrast. To resolve a 1-m thick layer with a 30% S-wave velocity contrast at depth of 6 m (a star in the left of Figure 4) , an error level of measured data must be less than 9%. The accuracy requirement for measured data will be reduced in detecting a low velocity layer if the thickness of the layer increases. For example, if its thickness increases to 2 m, an error level of measured data could be as high as 18% (a star in the right of Figure 4) . As indicated by a solid dot in the right of Figure 4 , when a velocity contrast increases to 50%, the error tolerance to detect this low velocity layer could reach around 32%.
Conclusions
The smear matrix introduced by errors in measured data limits the resolving power of geophysical data. The way to increase the model resolution is to increase the accuracy of measured data. Modeling results are based on the layered earth model so they can provide the vertical resolution of surface wave techniques in near-surface applications. It is necessary to perform the forward modeling of high-frequency Rayleigh waves during the designing phase of a data acquisition plan to define upper limits of an error level. Measured data whose errors are below the error level secure an inverted model possessing a certain resolution that is sufficient for geological interpretation. Feeding poor data into inverse algorithms can only produce unrealistic models. 
