Abstract. A fluid approximation gives the main term in the asymptotic expression of the value function for a controllable stochastic network. The policies which have the same asymptotic of their value functions as the value function of the optimal policy, are called asymptotically optimal policies. We consider a problem of finding from this set of asymptotically optimal policies a best one in the sense that the next term of its asymptotic expression is minimal. The analysis of this problem is closely connected with large deviation problems for a random walk.
Introduction
Many problems of optimal control in stochastic queueing networks or, more generally, in random walks are difficult to solve explicitly or numerically. One of the reasons may be the large state space that usually is involved when one applies techniques from Markov decision theory such as policy improvement or value iteration. However, considering these stochastic models without control, deterministic models have been developed which approximate them in some asymptotical sense. A well-known approximative model is the fluid model. In the recent years this technique of fluid approximation has been applied to stochastic control problems as well, e.g., Atkins and Chen(1995) , Avram instance scheduling problems (Atkins and Chen(1995) , Avram et al.(1995) , Weiss(1995 Weiss( , 1999 , and for service control in queueing networks (Bäuerle and Rieder(2000) , Hordijk(1999a, 1999b) . Also conditions on the existence of optimal fluid controls have been studied (Pullan(1995 (Pullan( , 1996 ). Having solved the deterministic fluid model, the next step is to construct a control or policy in the stochastic system in such a way that its asymptotic behavior corresponds to the optimal solution of the deterministic problem.
These policies are called asymptotically fluid optimal (a.f.o.) policies.
As soon as one can find a.f.o. policies for a given stochastic system, the problem is solved from a fluid point of view. However, there are many types of a.f.o. policies, and some have the same structure and others are different. For example, the policies may be defined by different switching curves (Gajrat et al.(1997) , Gajrat and Hordijk(1999a) ), discrete-review policies (Maglaras(1999) ), or tracking-policies (Bäuerle(2000) ). So the natural question then is: can we find in this set of a.f.o. policies some policies which are "better" than others, where better means that they dominate other policies in asymptotic behaviour. In this paper we study and answer this question for a particular model.
We will consider the fluid approximation of a controllable stochastic tandem queue, discrete in time and space. The fluid approximation is continuous in time and space, and is used to get the first term of the asymptotic of the value function of the optimal policy.
More precisely, for a linear cost function the value function associated with the discrete decision rule a has the form V a (x N ) = N 2 F u (x) + o(N 2 ), see Gajrat and Hordijk(1999a) .
Here, N is a scaling parameter such that x N /N → x, and F u (x) is the value function of the corresponding fluid queue associated with the continuous control u. Specifically, this asymptotic holds for the optimal discrete value function V opt (x N ) and the optimal fluid value function F opt (x). The same asymptotic appears for a class of a.f.o. policies which are characterized by switching curves separating regions with different actions. Different switching curves give the same first term of the asymptotic of the value function.
So we can reformulate the question: which switching curve gives the smallest next term in the asymptotic and what is the order of this next term. For our model the natural choice (see Remark 5) of the switching curve is given by the function h(x) = [γ ln x]. We will show that there are two main types of asymptotics for the value function and that these types depend on either γ being greater or less than some constant.
While in this paper an a.f.o. policy based on a switching curve is constructed for a specific tandem network, methods for constructing an a.f.o. policy for a general stochastic network have been derived in Bäuerle(2000) (tracking policies) and Maglaras(1999) (discrete-review policies). The advantage of the approaches in Bäuerle(2000) and Maglaras(1999) is that they do not demand a detailed description of the space structure for an optimal solution of the fluid model. For the construction of a switching curve a.f.o. policy one needs a more detailed geometrical description of the optimal solution (explained in Gajrat and Hordijk (2000)). On the other hand, the performance of a switching curve a.f.o. policy might be "better" (see Remark 4).
The paper is organised as follows. In Section 2 we describe the control problem and we review the first order fluid asymptotic. Section 3 states the main theorem concerning the next term of the asymptotic, and compares the switching curve a.f.o. policy with the tracking a.f.o. policy. Section 4 contains the proof of the theorem, split up in a number of lemma's. The core of the proof lies in the lemma's 2 and 3 which are based on large deviations results for random walks. Section 5 concludes with a numerical example.
Description of the controllable tandem queue
We consider a discrete-time tandem queueing network of two single server queues, Bernoulli (λ) arrivals, Bernoulli (µ 1 and µ 2 ) servers, and infinite buffers: input −→ buffer server 1 −→ buffer server 2 −→ out The state of the network at time n is ξ n = {(ξ n 1 , ξ n 2 )} n=0,1,2,3... ∈ Z 2 + , where ξ n i is the number of customers in buffer i. At each moment of time n a server i can choose to 1. serve a customer from its buffer (if the buffer is non-empty): a n i = 1, or 2. be idle: a n i = 0.
The control variables a n i denote the state of the server i, a n i = 1 when the server is serving and a n i = 0 when he is idle. When the server i is serving a customer then this customer will be removed from buffer i with probability µ i . With probability λ a new customer arrives to buffer 1. When a customer is removed from server 1 he moves to the buffer of the second server. When a customer is removed from the buffer of the second server then this customer leaves the network.
So the control a = {a n } n=0,1,... defines a Markov chain {ξ n } n=0,1,... with dynamics
where {η n i } n=0,1,... (i = 0, 1, 2) are i.i.d. Bernoulli processes on {0, 1} with Eη n 0 = λ, Eη n i = µ i (i = 1, 2). The three processes are mutually independent. We are interested in the following optimal control problem for this class of network. Let T N be some finite time, a = {a n } a control, and x(N ) ∈ Z 2 + a state, such that T N → ∞, ||x(N )|| → ∞. Then the value function of the process under control a is defined as
where E a x(N ) (·) denotes the expectation given initial state x(N ) and control a = {a n }. The discrete optimal control problem is
By V opt (·) we denote the value function of an optimal control of this problem. (There exists an optimal control since we are dealing with a finite horizon problem.) The function V opt can not be found precisely but we can try to find an asymptotic of this function or we can formulate more simple problems. We shall investigate an asymptotic expression of the optimal value function. First we formulate the corresponding fluid control model of the controllable network.
2.1. The fluid controllable network. Let (x s ) s≥0 = (x s 1 , x s 2 ) s≥0 be a continuous deterministic process on R 2 + with derivativesẋ s satisfyinġ
Here u = (u s ) s≥0 = (u s 1 , u s 2 ) s≥0 is a control which regulates continuously the contents of the fluid buffers. Note that the process (x s ) is determined by control u. Let t be a finite time, u a control, and x ∈ R 2 + , then the value function under this control is
The fluid optimal control problem is
By F opt (·) we denote the value function of the optimal control of this problem, and by (x s opt ) the fluid process or trajectory under the optimal control. We solve the optimal control problem for the following set of parameters:
Remark 1. One can consider also another set of parameters but for the purpose of this paper this set of parameters is the most significant one, because it is the case where one should introduce a nonlinear switching curve.
The optimal solution for the fluid network with parameters (3) is the following.
So if the initial point x 0 lies on the boundary x 0 2 = 0, the optimal trajectory satisfies
The optimal value function becomes
2.2. Asymptotics. We shall consider the following version of the value function (1) in the original optimal control problem (2) . Let x ∈ R 2 + be given, then
As before we denote V opt (x(N )) for the value function of an optimal control of the problem min a V a (x(N )). The following result relates the values of the discrete optimal control and the fluid optimal control. For a proof, see Gajrat and Hordijk(1999a) .
where
This result leads naturally to define asymptotically fluid optimal policies: Definition 1. Any policy a for which
is called an asymptotically fluid optimal (a.f.o.) policy.
The problem of finding an a.f.o. policy can be non-trivial, in particularly for the set of parameters (3). For example in the fluid problem we can see that the optimal control is such that the first server is idle while the buffer in the second server is not empty. But it is not difficult to see that if in the stochastic network the policy would be such that the first server is idle while the second buffer is non-empty, then the fluid limit of the trajectories will not be an optimal solution of the fluid problem. So this will not give an a.f.o. policy.
This problem can be solved in the following way, see Gajrat and Hordijk(1999a) . Let 
So the first server is idle not in the cases when the second buffer is empty but only when the number of customers in the second buffer x 2 is greater than h(x 1 ). The function h is a switching curve. For this control one can prove that if
Remark 2. It is not necessary to choose h as a logarithmic function, it can be any sub-linear function going to infinity, but we will see later that logarithmic choice is more natural.
For different values of γ > 0 we will have the same first term of asymptotic for the value function. In the next section we will consider how the next term depends on γ. 
Next order approximation
The main result of the paper is following.
Theorem 2. Let (3) hold for the parameters, let h(x 1 ) = [γ ln x 1 ] a switching curve, and let the control a be defined by relations (4) . There is a constant α = ln
for the initial states x(N ) with
, and where
Remark 3. We use the condition t < x 1 just to simplify the proof. It causes the random walk {ξ n } never to reach the origin 0.
Hence we get
in words, the next term in the asymptotic after N 2 is c 2 tγN ln(N );
So by decreasing the value of parameter γ (meaning that the switching curve h lies lower, and that the value function V a (x(N )) becomes less) until 1/α we see a jump of the asymptotic to very high values.
Remark 4 (On tracking-policies).
It is interesting to compare the asymptotic of the policy defined by h(x) to the asymptotic of a policy which is similar to a tracking-policy defined in Bäuerle(2000) . There, the tracking policies are defined for a class of stochastic networks which differ slighty from our tandem model. They are continuous in time and have an action set, where it is allowed to change service rates. But it is not difficult to give a similar construction of such a policy in case of our discrete time tandem model. Let the sequence of initial states x(N ) be the same as in theorem 2, and let t < x 1 . In this case the tracking policy corresponds to the tandem network with modified probability of serving in the first bufferμ 1 = µ 1 u 1 = µ 2 , u 1 = µ 2 /µ 1 and if ξ n 2 > 0 then a n 1 = a n 2 = 1, if ξ n 2 = 0 then a n 1 = 1, a n 2 = 0.
So in the interior part of Z 2 + , ξ n is a homogeneous random walk with zero vertical drift:
It is not too difficult to see that for such a policy the asymptotic of the value function will
for the same sequence of x(N ) as in theorem 2. So the theorem shows that a threshold type of policies gives better asymptotic than the tracking-policies.
We do not give the proof of estimation (5) 
Proof
Let us rewrite the value function (1) in a more convenient form. Lemma 1. For any control a and initial state x ∈ Z 2 + of the optimal control problem (2):
where E a x ν n := E a x n−1 k=0 1(ξ 2 k = 0) denotes the expected number of times the process visits the boundary {x ∈ Z 2 + : x 2 = 0} when control a is applied.
Remark 5. We give here a heuristic argument why we choose a logarithmic function h(x).
Because the drift for the random walk is directed towards the graph of h(x), the position of ξ n will be around h(x) so E a x ξ n 2 ≈ h(N ) and we can expect that E a x ν tN ≈ N exp(−Ch(N )) (for some C > 0). Hence h(x) should be chosen in such a way that both terms E a x ν n , E a x ξ n 2 are comparable so
Proof.
which we plug in the first coordinate of (7):
We used here that E a x a 2 (ξ n ) + E a x 1(ξ n 2 = 0) = 1 for n < x 1 + x 2 . Multiplying with cost vector c and adding terms we get that (1) is rewritten into (6).
Let us take an initial point x(N ) : N ) ), and T = tN . Then (6) becomes
ds.
The following lemma's work out the asymptotic of the four terms in the last expression of the value function in case the control a of (4) is applied. 
Obviously (first term in (8))

Lemma 2. (fourth term in
Proof of Lemma 2. Consider the process ζ n = ξ n 2 − h(ξ n 1 ). If ζ n < 0 then
for some C 1 , C 2 > 0 and
Taking into account that ξ
Proof of Lemma 3. For any s ∈ (0, t) is
We give an asymptotic of P a x(N ) ξ • Lower bound Denote µ := 1/(μ 1 −μ 2 ) and notice that µ > 1 because 0 <μ 2 <μ 1 < 1. Define timet bytN := sN − h(x 1 N )µ. We assume that s ∈ [t − ε, t] for some small ε > 0.
Then we lower bound the probability by taking only this particular realization of the exit time τ N :
We partition the right handside to all possible exit states on the curve. At exit timetN the random walk is at some (random) state ξt N on the switching curve.
Since the random walk makes jumps of size 1, we know that the first coordinate ξt N 1 ∈ [x 1 −t, x 1 +t]N with probability 1. We denotex(N ) = (x 1 N, h(x 1 N )) for these possible states on the switching curve. Hence,
The summands of the right handside may be rewritten using the Markov property of the random walk:
The following asymptotic will be proved in forthcoming Lemma 4 (ii):
The following asymptotic will be proved in forthcoming Lemma 5:
Putting all together we get
• Upper bound
For r > 0 and sN ≥ rh(x 1 N ) we have
The first term is bounded as follows
Using the same argument as in proof of Lemma 2 we have
For some constants C 1 , C 2 > 0. So choosing r sufficiently large we can make this term arbitrary small.
For the second term we have by partitioning and the Markov property (as above)
The following asymptotic will be proved in forthcoming Lemma 4 (i):
Hence,
Putting all together and noticing that ln(N ) = N o(1) we get
Now we return to (10) . Applying the upper bound (11) asymptotics we get
It is a matter of collecting all asymptotics of the four lemma's to complete the proof of Theorem (2) . From (8): (ii) For σN = µh(x 1 N )
Proof. We first show the asymptotics when σN = ρh(x 1 N ).
Consider a one dimensional random walk Y := {Y n : n = 0, 1, . . .} on Z ≥0 with the following jumps and jump probabilities. (ii) When the current state y = 0:
jump 0 with probability 1 −μ 1 , jump 1 with probabilityμ 1 .
One may view this process as moving along a vertical in the plane. The height at time n is given by Y n .
Such a process satisfies the Large Deviations Principle, see e.g. Dembo and Zeitouni(1996) or Shwartz and Weiss(1995) . The jump probabilities are homogeneous, except for the single boundary {0}. The boundary can be taken care for by a reflection map, . We apply the large deviations asymptotic for a special event and by scaling with a special sequence.
The scaling sequence is {a N : N = 1, 2, . . .} with a N = ln(x 1 N ). The event is
where ρ, δ, > 0 and ya N the initial state of the random walk. In words (see Figure 3 ): starting from ya N the random walk stays below the line (through ya N , with slope − ) and ends after ρa N time units at (or close by) the 0-boundary. Since the most likely behavior of the random walk is upwards (μ 1 >μ 2 ), the probability of this event satisfies a large deviations asymptotic:
To determine the rate function J(ρ, y, ), we apply the sample path large deviations as treated in Shwartz and Weiss(1995) . A path is an absolute continuous function f : [0, ρ] → R. The considered event involves paths f ∈ U such that
where I(·, ·) is the local rate function. When < y/ρ, this variational program is solved for f being a straight line with slope −y/ρ ( < y/ρ means that f lies below the line with slope − ). The rate function J(ρ, y, ) is convex unimodal as a function of ρ. The unique minimum is attained at ρ = µy (the slope of the optimal f isμ 1 −μ 2 ). The optimal rate equals J(µ, y, ) = y lnμ
Summarizing we have (with α := ln(μ 1 /μ 2 )):
with equality for ρ = µy.
The same conclusion can be drawn for the event
where δ ↓ 0. Hence,
In order to relate with our problem, notice that the process which describes the second coordinate, i.e., {ξ n 2 , n = 0, 1, . . .} is the projection of the tandem queue process on the vertical. Furthermore, consider a policyã with control variablesã n i = 1 for all states. Then
We have (see Figure 4 ) Then the application of the two asymptotics (12) (with the specific choice of σ to get equality) and (13) Proof. Using (9) we can find K > 0 such that − h(ξ
K for some ρ < 1.
Optimal switching curve
In this section we give some computational results (using the value iteration algorithm)
for computing an optimal policy of the problem min τ t=0 ξ t c, where τ = min{t : ξ t = (0, 0)}. This problem is slightly different from the problem of the previous sections, but the same type of asymptotic results can be proved for it. In Figure 5 the optimal switching curve C is depicted. This seems to indicate that the asymptotic of the switching curve is close to a logarithmic function.
