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In this paper we prove a comparison principle between a viscosity sub- and
supersolution for a system of quasivariational inequalities and apply it to show that
a continuous lower value vector function of an optimal switching-cost control
problem is characterized as the minimal, nonnegative, continuous, viscosity super-
solution of the SQVI.  2000 Academic Press
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1. INTRODUCTION
Consider a system of quasivariational inequalities of the form
max u j x , t H j x , Du j x , t ,Ž . Ž .Ž . t
u j x , t min ui x , t  k a j, ai  0, j 1, 2, . . . , r , 1.1 4Ž . Ž . Ž . Ž .4i j
Ž . n Ž .where x, t   0, T , T 0. Here the Hamiltonian functions
H j:  n n for j 1, . . . , r are assumed to be continuous, while the
function k is a real-valued function defined on the Cartesian product
 1 r4A A of a finite set A a , . . . , a with itself and satisfying metric-like
40
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axioms:
k a j, ai  k a j, ad  k ad , aiŽ . Ž . Ž .
i jk a , a  0Ž .
1.2Ž .
j jk a , a  0Ž .
d i jfor all a , a , a  A , d i j.
j Ž .The functions u j 1, . . . , r are the unknowns, defined on the closure
n   j  0, T of . Here we have used the notation u for the partialt
derivative with respect to t and Du j for the gradient with respect to x. For
the purpose of discussion in this introductory section, we shall assume that
the u j’s are smooth, although this will be relaxed in the subsequent
discussion. By a comparison theorem for this system of quasivariational
inequalities, we mean a theorem of the following sort: suppose that
Ž 1 r . Ž 1 r . Ž .u u , . . . , u and    , . . . ,  are two solutions of 1.1 such that
Ž . Ž . n n   Ž x, 0 	 u x, 0 for all x ; then  	 u on   0, T  	 u means
j j . 	 u for all j 1, . . . , r . Such results immediately lead to uniqueness
Ž .theorems for the initial value problem associated with such a system 1.1 .
Ž .The system of equations 1.1 is a generalization of the more standard
HamiltonJacobi equation, i.e., a first-order partial differential equation of
the form
w x , t H x , Dw x , t  0, 1.3Ž . Ž . Ž .Ž .t
Ž . Ž .where x, p H x, p is the given real-valued Hamiltonian function
defined on  n  n, and w is the unknown real-valued function defined
n  on   0, T . Such equations have a rich history with applications in a
variety of settings, e.g., classical mechanics, geometric optics, optimal
control, and differential games. We mention, in particular, that application
of the principle of dynamic programming to the value function for a
nonlinear optimal control problem, or more generally, differential game,
leads to the value function being a solution of such a HamiltonJacobi
Ž  .equation see, e.g., 3 . For purposes of many of these applications it is
overly restricted to assume that the solutions are smooth; the appropriate
weaker notion of a solution which works particularly well for comparison
and uniqueness theorems is that of the iscosity solution introduced by
Ž   .Crandall and Lions see 9 and the references therein . The comparison
Ž .principle CP , in proper generality, then states: if w is a lower semicontinu-ˆ
n   Ž .ous function on   0, T which is a viscosity supersolution of 1.3 on
n  , w is an upper semicontinuous function on   0, T which is a viscosity˜
Ž . Ž . Ž . nsubsolution of 1.3 on , and w x, 0 	 w x, 0 for all x , then it˜ ˆ
n  follows that w	 w throughout   0, T .˜ ˆ
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The main goal of this note is to prove a corresponding result for a lower
Ž 1 r .semicontinuous viscosity supersolution u u , . . . , u and an upper
Ž 1 r . Ž .semicontinuous viscosity subsolution    , . . . ,  of the SQVI 1.1 .
This main result appears as Theorem 3.3 in Section 3; an immediate
corollary is a uniqueness theorem for the initial value problem associated
Ž .with the SQVI 1.1 . The precise definition of a lower semicontinuous
viscosity supersolution and an upper semicontinuous viscosity subsolution
will be given in Section 2.
As mentioned above, the value function for a general type of optimal
control problem as well as of a minmax differential game problem
satisfies a HamiltonJacobi equation. A similar application of dynamic
programming applied to a modified optimal control problem or differential
game, where an instantaneous switching cost is incorporated as part of the
running cost, leads to the lower value vector function for the game
Ž . Ž  .satisfying an SQVI of the type 1.1 see 3, Sect. III.4.4; 1 . The quantity
Ž i j.k a , a arises in the control setting as the instantaneous cost charged to
the controller at each time instant when there is a switch from control
setting ai to control setting a j. In particular, the specific problem studied
  Žin 1 is a adaptation of the standard nonlinear H -control problem and
.the associated differential game where an instantaneous switching cost is
incorporated into the running cost. For this problem, the relevant SQVI is
of the stationary form
max H j x , Du j x , u j x min ui x  k a j, ai  0, 4Ž . Ž . Ž . Ž .Ž . 4i j
j 1, 2, . . . , r . 1.4Ž .
This is the natural generalization of the situation for the game associated
Ž .with the standard nonlinear H -control problem with no switching costs ,
where the lower value function is a solution of the stationary
HamiltonJacobi equation
H u x , Du x  0 1.5Ž . Ž . Ž .Ž .
Ž  .  see, e.g., 15, 11 . Among other results proved in 1 , there was a
characterization of the lower-value vector function of the nonlinear H -
control game with switching costs, if continuous, as the minimal, nonnega-
tive, continuous viscosity supersolution of the relevant stationary SQVI
Ž . Ž .1.4 . As an application of our comparison principle Theorem 3.3 for the
Ž .SQVI 1.1 , we give an alternative proof of this characterization of the
value function for the nonlinear H -control game with switching costs. The
 proof here is a direct adaptation of the proof of James 12 , who obtained
the same result in the same way for the case of no switching costs by using
ŽŽ . .the comparison principle CP above for HamiltonJacobi equations. His
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Žresult was the characterization of the value function or the available
. Ž . Ž .storage if continuous of the L -gain problem with no switching costs as2
the minimal, nonnegative, continuous, viscosity supersolution of the rele-
Ž .  vant stationary HamiltonJacobi equation 1.5 ; see also 16 for closely
related results.
A comparison principle for a somewhat different stationary SQVI,
max u j x H j x , Du j x , u j x min ui x  k a j, ai  0, 4Ž . Ž . Ž . Ž . Ž .Ž . 4i j
j 1, 2, . . . , r , 1.6Ž .
 appears in 3, Sect. III.4.4 , where  is a positive discount parameter. As a
Ž .corollary, viscosity solutions of stationary SQVIs of the form 1.6 are
Ž . Ž 1 runique, whereas solutions of 1.4 are never unique, since u  C, . . . , u
. Ž . C where C is any constant is again a solution whenever
Ž 1 r .u , . . . , u is a solution. In fact, it is known for the classical case that the
addition of an arbitrary constant in this way does not exhaust the set of all
Ž .solutions. An SQVI of this form 1.6 arises when one applies the dynamic
programming principle to the value function for an infinite-horizon opti-
mal control problem with switching costs for the case where there is a
 t Ždiscount factor e in the running cost as well as in the switching cost
.term . It follows that the value function for such an optimal control
problem with discounted running and switching costs can be characterized,
unlike as in the H -control game case, simply as the unique solution of the
Ž .relevant SQVI 1.6 .
Ž .While the proof of the comparison principle for the SQVI 1.6 with
 positive discount parameter  0 in 3 uses techniques similar to our
Ž .proof of the comparison principle for the case 1.1 with  0, there does
not appear to be any way to adapt the proof there directly to the setting
 0. Our proof of Theorem 3.3 proceeds from scratch. The basic idea is
Ž  .a now standard technique in the theory of viscosity solutions see 9 ,
namely: introduce an auxiliary function depending on some additional
parameters of twice the number of variables which is equal to a function of
interest on the diagonal, and then use the parameters to penalize the
doubling of the number of variables. A proof of the comparison principle
for the HamiltonJacobi case is carried out in detail using this technique
 in 3, Sect. III.3.2 ; our proof for the SQVI case is a somewhat intricate
adaptation of this proof to the SQVI setting.
It is well known that, for optimal control or differential game problems
Ž .of the standard type with no switching costs , the dynamic programming
approach leading to the value function satisfying a HamiltonJacobi
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equation as sketched above is closely connected with the approach associ-
Ž .ated with the Pontryagin maximum principle PMP . Specifically, if V is
the value function for the optimal control or differential game problem
and V is smooth, then the derivative of V along an optimal state trajectory
is equal to the costate vector which satisfies the conditions of the PMP;
even if V is not smooth, there are now ways to make sense of this
Ž  .identification by using the tools of nonsmooth analysis see 4, 8 . The
dynamic programming approach for problems with switching costs is now
well developed, as indicated in the paragraphs above. There has also been
some work on the PMP approach for problems with switching costs or,
Ž  .more generally see 1 , for problems with impulse controls. Specifically,
 Blaquiere 6, 7 obtained a PMP for an impulse control problem by`
adapting the geometric control ideas in Leitmann’s proof for the standard
Ž  .  case see 13 ; later Rempala and Zabczyk 14 obtained an alternative
proof by adapting the variational analysis in the proof for the standard
 case in the book of Fleming and Rishel 10 . Related control problems,
Ž .where part of the control is a general not necessarily discrete measure
entering both the system dynamics and the running cost function, have
Ž  .been addressed from the point of view of establishing a PMP see 17 and
from the point of view of dynamic programming and a HamiltonJacobi
Ž  . Žequation for the value function see 5 . An interesting open question to
.which we make no contribution here is to obtain the connection between
the value function in the dynamic programming approach and the costate
in the PMP approach for these more general settings.
The paper is organized as follows. Section 2 gives basic assumptions and
definitions, Section 3 gives the proof of the main result Theorem 3.3,
Section 4 gives the characterization of the lower value vector function for a
nonlinear H -control game with switching costs, and the Appendix at the
end of the paper explains some auxiliary matters needed in the main test.
2. ASSUMPTIONS AND DEFINITIONS
Ž . n Ž .We consider an SQVI of the form 1.1 on   0, T for some
T 0. We assume that the Hamiltonian function H j:  n n is
Ž .continuous and the function k: A A satisfies 1.2 . We now give a
definition of a viscosity sub- and supersolution of the SQVI on .
Ž 1 r . jDEFINITION 2.1. A vector function u u , . . . , u , where u 
Ž . Ž . j 1Ž .USC  , is a viscosity subsolution of 1.1 on  if for any    ,
Ž . j jj 1, . . . , r and any x, t  such that u   has a local maximum
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Ž .x, t and
max  j x , t H j x , D j x , t ,Ž . Ž .Ž .½ t
u j x , t  min ui x , t  k a j, ai 	 0. 4Ž . Ž . Ž . 5
ij
Ž 1 r . j Ž .Similarly, a vector function u u , . . . , u , where u  LSC  , is a
Ž . j 1Ž .viscosity supersolution of 1.1 on  if for any   C  , j 1, . . . , r
Ž . j j Ž .and any x, t  such that u   has a local minimum x, t and
max  j x , t H j x , D j x , t ,Ž . Ž .Ž .½ t
u j x , t  min ui x , t  k a j, ai 
 0. 4Ž . Ž . Ž . 5
ij
Let w:  be locally bounded. We define the upper and lower
semicontinuous envelopes of w as, respectively,
w* x , t  lim sup w y , sŽ . Ž .
Ž . Ž .y , s  x , t
w x , t  lim inf w y , s .Ž . Ž .
Ž . Ž .y , s  x , t
The next lemma collects some properties of the semicontinuous envelopes
that we will use later.
Ž .LEMMA 2.2. i w	 w	 w*
Ž . Ž .ii w w *.
Ž . Ž . Ž . Ž .iii w is u.s.c. at x, t if and only if w x, t  w* x, t . w is l.s.c. at
Ž . Ž . Ž .x, t if and only if w x, t  w x, t .
Ž . Ž .  Ž . Ž . 4 Ž .iv w* x, t  min  x, t :   USC  ,  
 w . w x, t 
 Ž . Ž . 4max  x, t :   LSC  ,  	 w .
 Proof. See 3, p. 296 .
Ž 1 r . jDEFINITION 2.3. A vector function u u , . . . , u , where u : 
Ž .is a locally bounded function, is a not necessarily continuous viscosity
Ž . ŽŽ 1. Ž r . .solution of 1.1 on  if u* u *, . . . , u * is a viscosity subsolution of
Ž . Ž 1 r . Ž .1.1 on  and u u, . . . , u is a viscosity supersolution of 1.1
on .
j Ž . j j Ž j.Note that if u  C  , then u  u u *. Thus u is a continuous




In this section we address the comparison theorems for a viscosity sub-
and supersolution of the SQVIs. We prove a local comparison result for
Ž .the SQVI 1.1 in the cone
 C x , t : 0 t T and x  C T t . 3.1 4Ž . Ž . Ž .
Then we apply this result to prove global comparison principle for a
viscosity sub- and supersolution.
j nŽ .THEOREM 3.1. Let H : B 0, CT   be continuous and satisfy
j j  H x , p H x , q 	 C p q 3.2Ž . Ž . Ž .
j j      H x , p H y , p 	  x y   x y p , 3.3Ž . Ž . Ž .Ž . Ž .
Ž . n  4for all x, y B 0, CT , p, q , j 1, . . . , r where  is a modulus and
C, T 0. Assume
Ž . Ž .i Condition 1.2 holds;
j jŽ . Ž . Ž .ii u  LSC C and  USC C for j 1, 2, . . . , r ;
Ž . Ž 1 r . Ž 1 r .iii u u , . . . , u and    , . . . ,  are respectiely a iscosity
Ž .super- and subsolution of 1.1 in C ;
Ž . Ž . Ž . Ž . jŽ . jŽ .iv  x, 0 	 u x, 0 for all x B 0, CT ; i.e.,  x, 0 	 u x, 0 for
j 1, . . . , r. Then  	 u in C ; i.e.,  j	 u j for j 1, . . . , r.
Proof. We prove by contradiction. Assume that there exist 0  T ,
˜ n 4 ˜j 1, 2, . . . , r , 0 t T , and x such that˜
˜ ˜j j  ˜ ˜  u x , t   and x 	 C T t  2 .Ž . Ž .˜ ˜Ž .
It follows that
  ˜ ˜0	 x 	 C T t  2 C T t .Ž . Ž .˜
Ž .˜Thus x, t C. Take˜
 j j  2M max sup  x , t  u y , s : x , t , y , s C 
  4Ž . Ž . Ž .
1	j	l
1Ž .  Ž . Ž .and also take g C  such that g 	 0, g r  0 for r	 , g r 
² : Ž   2 2 .123M for r
 0. Now define x  x   and
  2   2x y  t s
j j j	 x , y , t , s   x , t  u y , s   
 t sŽ . Ž . Ž . Ž .
2
² : ² : g x  C T t  g y  C T s ,Ž . Ž .Ž . Ž . 
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where  ,
,  are positive parameters. Note that 	 j is upper semicontinu-
ous.
j j j j 2Ž .Let x , y , t , s C be such that   
j j j j j j	 x , y , t , s  max 	 .ž /   
2C
j j j jŽ .Note that x , y , t , s exists because Weierstrass’s theorem on the exis-   
tence of maxima on compact sets holds for upper semicontinuous func-
tions.
 4Choose j  1, 2, . . . , r , say j  1, such that1 1
1 1 1 1 1 j j j j j	 x , y , t , s  max 	 x , y , t , s .ž / ž /       
1	j	l
1 1 1 1 1 1 2Ž .We claim that either t  0 or s  0 or x , y , t , s C for  and 
     
1small enough. If t  T , we would have
2 21 1 1 1   x  y  t  s   1 1 1 1 1 1 1 1 1 1 1	 x , y , t , s  x , t  u y , s Ž . Ž .ž /        2
1 1 1 1 1² : ² : 
 t  s  g x  g y  C T sŽ .Ž . Ž .Ž .      
	M 3M
 0.
1 1 1 1 1 1Ž .Similarly, if s  T , we would have 	 x , y , t , s  0. From the defini-    
1 1² : ² :     Ž .tion of x , we have x  x for all x and all  0. If x  C T t ,   
1 1² : Ž .we have x  C T t  0 for any  0. Thus 
1 1 1 1 1 1 t 1 1 1 1 1 1² :	 x , y , t , s 	 x , t  u y , s  g x  C T tŽ .Ž .Ž . Ž . ž /         
	M 3M
 0.
1 1 1 1 1 1 1Ž . Ž .Similarly, if y  C T s , we would have 	 x , y , t , s  0. More-     
  Ž .over, from the assumption x 	 C T t  2 and the general inequality˜
2 2 Ž .' ˜p  q 	 p q with p C T t  2
 0 and q  0, we see
that, for   , that
² : ² :˜ ˜x  C T t  x  C T tŽ . Ž .˜ ˜ 
2 2˜'	 C T t  2  Ž .
˜ C T t  2    Ž .Ž .
	
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Ž² : Ž ..˜and hence g x  C T t  0 for   . Hence˜ 
˜1 1 1 1 1 j ˜ ˜	 x , y , t , s 
	 x , x , t , tŽ .˜ ˜ž /   
² :˜ ˜  2





 1 1 1 1  Ž .   Ž .for any  0,   and 
 . Thus x  C T t , y  C T s ,   4 t
1 10	 t  T , 0	 s  T for any  0,   , and 
 . Thus the claim  4 t
is proved.
From the inequality
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1	 x , x , t , t 	 y , y , s , s 	 2	 x , y , t , s ,ž / ž / ž /           
we get
2 21 1 1 1   x  y  t  s   

1 1 1 1 1 1 1 1 1 1 1 1	 x , t  y , s  u x , t  u y , sŽ . Ž . Ž . Ž .       
1 1 1 1 1 1 1 1 1 1 1 1  x , t  u y , s   y , s  u x , tŽ . Ž . Ž . Ž .       
	 2 M .
It follows that
2 21 1 1 1   x  y  t  s 	 2 M . 3.5Ž .   
Thus we have
2 21 1 1 1    x  y  t  s  0 as  0 . 3.6Ž .   
We now want to show that
2 21 1 1 1   x  y  t  s




1 1 1 ² :S  max  x , t  u x , t  2
 t 2 g x  C T t .Ž . Ž . Ž . 4Ž .
C
Observe that
1 1 1 1 1 1S 		 x , y , t , sž /   
1 1 1 1 1 1 1 1 1 1² :	 x , t  u y , s  
 t  s  g x  C T tŽ .Ž .Ž . Ž . Ž .        
1 1² : g y  C T sŽ .Ž . 
W 1  .Ž .
1 Ž .By the definition of 	 , we get 3.7 if we show that
W 1   S1 as  0. 3.8Ž . Ž .
Ž .We proceed by contradiction. Assume that 3.8 does not hold. So by the
2  1 1 1compactness of C , there exist   0 , x  x*, y  y*, t  t*,k   k k k1 1 1Ž . Ž .s  s* such that lim W   S . But 3.6 implies x* y*, t* s*. k kk
Thus the upper semicontinuity of  1 u1 gives
lim W 1  	 1 x*, t*  u1 x*, t*  2
 t*Ž . Ž . Ž .k
k
² : 2 g x*  C T t*Ž .Ž .
	 S1 ,
which gives a contradiction.
1 1Now we show that neither t nor s can be zero if  is small enough. In 
1  fact if t  0 for an arbitrary  small enough, choose   0 with k
2 Ž .t  0 for all k. Then by the compactness of C and 3.6 we may assumek  1 1 1 1  0 , x  x*, y  x*, t  t*, s  t*. Observe that t* 0 be-k    k k k k1cause t  0 for all k. It follows thatk
1 1 1 1 1 1 1 1 1 1 1lim sup 	 x , y , t , s 	 lim sup  x , t  u y , sž / ž /k     k    ž /k k k k k k k k
	 1 x*, t*  u1 x*, t*Ž . Ž .
	 0,
where the last inequality comes from the boundary condition. Thus we
1Ž .have a contradiction to 3.4 . The proof that s  0 for  small enough is
analogous.
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Next we define the test functions in C
2 21 1   x y  t s 1 1 1 1 1 x , t  u y , s   
 t sŽ . Ž .Ž .  2
1 1² : ² : g x  C T t  g y  C T sŽ .Ž . Ž .Ž .  
2 21 1   x  y  t  s 1 1 1 1 1 y , s   x , t   
 t  sŽ . Ž .Ž .  2
1 1² : g x  C T t  g y C T s .Ž .Ž .Ž .Ž . 
1 1 1 1 1 1 1 1 1Ž . Ž .Thus  ,   C C ,    has a maximum at x , t and u   
1 1 1Ž .has a minimum at y , s . Next we compute the partial derivative of  
and  1. We have
1 1t  s 1 1 1 1 1² : x , t   
 Cg  x  C T tŽ .Ž .Ž . t    
1 1 1x  y x  1 1 1 1 1² :D x , t   g  x  C T tŽ .Ž .Ž .     1² : x 
1 1t  s 1 1 1 1 1² : y , s   
 Cg  y  C T sŽ .Ž .Ž . t    
1 1 1x  y y  1 1 1 1 1² :D y , s   g  y  C T s .Ž .Ž .Ž .     1² : y 
1 1 1 1² : Ž . ² : Ž .Set X x  C T t , Y y  C T s . Since u and  are    
Ž .respectively a viscosity supersolution and subsolution of a SQVI 1.1 , we
have
1 1 1 1 1 1 1 1max  y , s H y , D y , s ,Ž . Ž .ž /½ t     
1 1 1 i 1 1 1 iu y , s  min u y , s  k a , a 
 0 3.9Ž . Ž .Ž . Ž .½ 5 5   
i1
1 1 1 1 1 1 1 1max  x , t H x , D x , t ,Ž . Ž .ž /½ t     
1 1 1 i 1 1 1 i x , t  min  x , t  k a , a 	 0. 3.10Ž . Ž .Ž . Ž .½ 5 5   
i1
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We have two cases to consider:
1 1 1 i 1 1 1 iŽ .  Ž . Ž .4Case 1. u y , s min u y , s  k a , a  0.  i1  
1 1 1 i 1 1 1 iŽ .  Ž . Ž .4Case 2. u y , s min u y , s  k a , a 
 0.  i1  
If Case 1 occurs, we have
1 1 1 1 1 1 1 1 y , s H y , D y , s 
 0.Ž . Ž .ž /t     
Ž .From 3.10 , we have
1 1 1 1 1 1 1 1 x , t H x , D x , t 	 0.Ž . Ž .ž /t     
Thus
1 1 1 1 1 1 1 1 1 1 1 y , s   x , t H y , D y , sŽ . Ž . Ž .ž /t   t     
1 1 1 1 1H x , D x , t 
 0. 3.11Ž .Ž .ž /  
1 1 1 1 1 1 1 1 1 1 1 1Ž . Ž . Ž . Ž .By substituting the values of  y , s ,  x , t , D y , s , D x , tt   t      
Ž .into 3.11 , we get
1 1 1x  y y  1 1C g  Y  g  X H y ,  g  YŽ . Ž . Ž .Ž .  1² :ž / y 
1 1 1x  y x  1 1H x ,  g  XŽ . 1² :ž / x 

 2
 . 3.12Ž .
1 1 1 1 1 1Ž Ž . Ž . ² : .Now we add and subtract H x , x  y  g  Y y  y to the    
Ž . Ž . Ž .left hand side of 3.12 , then use 3.2 and 3.3 to get
1 1 C g  Y  g  X   x  yŽ . Ž .Ž . Ž . 
21 1 1   x  y y  1 1      x  y g  YŽ .  1² :ž / y 





1 1 1 1  ² :   ² :Since x  x , y  y  1 and  is nondecreasing, we have    
21 1 x  y 1 1 1 1     C g  Y  g  X   x  y    x  y g  YŽ . Ž . Ž .Ž . Ž .   ž /
    C g  Y  g  X 
 2
 .Ž . Ž .Ž .
 Since g  g  , we have
21 1 x  y 1 1 1 1      x  y    x  y g  Y 
 2
 . 3.13Ž . Ž .Ž .   ž /
Ž . Ž .  Ž .By using 3.6 and 3.7 , if  0 then the left hand side of 3.13 goes to
zero which gives a contradiction.
If Case 2 occurs, we have
1 1 1 i 1 1 1 iu y , s 
 min u y , s  k a , a .Ž .Ž . Ž .½ 5   
i1
 4Choose j  2, 3, . . . , r , say j  2, such that2 2
1 1 1 2 1 1 1 2u y , s 
 u y , s  k a , a . 3.14Ž . Ž .Ž . Ž .   
Ž .From 3.10 , we have
1 1 1 2 1 1 1 2 x , t 	 x , t  k a , a . 3.15Ž . Ž .Ž . Ž .   
Ž . Ž .From 3.14 and 3.15 , we have
1 1 1 1 1 1 2 1 1 2 1 1 x , t  u y , s 	 x , t  u y , s . 3.16Ž .Ž . Ž . Ž . Ž .       
1 1 1 1 1 2 1 1 1 1Ž . Ž .Since 	 x , y , t , s 
	 x , y , t , s , we have       
1 1 1 1 1 1 2 1 1 2 1 1 x , t  u y , s 
 x , t  u y , s . 3.17Ž .Ž . Ž . Ž . Ž .       
Ž . Ž .From 3.16 and 3.17 , we have
1 1 1 1 1 1 2 1 1 2 1 1 x , t  u y , s  x , t  u y , s .Ž . Ž . Ž . Ž .       
Thus by definition of 	 j, we have
2 1 1 1 1 1 1 1 1 1	 x , y , t , s 	 x , y , t , s .ž / ž /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Now repeat the previous consideration with index 2 replacing 1. If Case 1
 4occurs, we are done. Otherwise there exists j  1, 3, 4, . . . , r such that3
2 1 1 2 1 1 j 1 1 j 1 13 3 x , t  u y , s  x , t  u y , s .Ž . Ž . Ž . Ž .       
Note that j  1. If j  1, we would have3 3
1 1 1 2 1 1 1 2u y , s 
 u y , s  k a , aŽ .Ž . Ž .   
1 1 1 2 1 1 2
 u y , s  k a , a  k a , a .Ž . Ž .Ž . 
Ž 2 1. Ž 1 2 . Ž .This implies that k a , a  k a , a  0 which contradicts 1.2 . Assume
j  3. As before we get3
3 1 1 1 1 2 1 1 1 1 1 1 1 1 1	 x , y , t , s 	 x , y , t , s 	 x , y , t , s .ž / ž / ž /           
Repeat the process with the index 3 replacing 2 and so on. After finitely
many steps, there is an index j 	 r for which Case 1 holds. Then then
proof is complete.
Remark 3.2. It is easy to check that Theorem 3.1 holds in the cone
Ž .   Ž .4 Ž . Ž .x, t : 0 t T , x x  C T t for any x if 3.2 and 3.3 hold0 0
Ž . Ž .  4for all x, y B x , CT and  	 u in B x , CT  0 .0 0
The following is our main comparison theorem for super- and subsolu-
Ž .tions of the SQVI 1.1 .
THEOREM 3.3. Let H j:  n n be continuous and satisfy
j j    H x , p H x , q 	 L x  1 p q 3.18Ž . Ž . Ž . Ž .
for all x, p, q n, where L 0 and
j j      H x , p H y , p 	  x y , R   x y p , R 3.19Ž . Ž . Ž .Ž . Ž .
n Ž .  4for all p , x, y B 0, R , R 0, j 1, 2, . . . , r where  is a modu-
lus. Assume
Ž . Ž .i 1.2 holds;
Ž . j Ž n  . j Ž n  .ii u  LSC   0, T and  USC   0, T , j 1, . . . , r ;
Ž . Ž 1 r . Ž 1 r .iii u u , . . . , u and    , . . . ,  are respectiely a iscosity
Ž . n Ž .supersolution and subsolution of 1.1 in   0, T ;
Ž . Ž . Ž . niv  x, 0 	 u x, 0 for all x .
n  Then  	 u in   0, T .
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1Proof. Without loss of generality assume that T , because theL
proof of the general case is obtained by iterating the following argument
1 non the time intervals of fixed length smaller than . Fix x  and0L
define
 LT x  1Ž .0
 r , C L x  1 r .Ž .01 LT
By an easy computation, we have
r CT . 3.20Ž .
We define the cone
 C  x , t : 0 t T , x x  C T t . 4Ž . Ž .x 00
Ž .     Ž . Ž .If x B x , CT , then x  x  r by 3.20 . Thus from 3.18 , we have0 0
     H x , p H x , p 	 L x  1 p qŽ . Ž . Ž .
    L x  r 1 p qŽ .0
  C p q .
n Ž . nApply Remark 3.2 to get  	 u in C . Since   0, T  C , wex x  x0 0 0
have shown that
 	 u in  n 0, T . 3.21Ž . Ž .
Ž . Ž . n Ž .Next we want to show that  x, T 	 u x, T for all x . From 3.21 ,
we have
lim sup  y , t  u y , t 	 0. 4Ž . Ž .
Ž . Ž .y , t  x , T
It follows that
* x , T  u * x , T 	 0.Ž . Ž . Ž .
Ž . Ž . Ž .Since  is u.s.c. at x, T , we have  x, T * x, T . Thus by using
Ž . Ž . Ž . Ž . Ž . Ž .u * x, T u x, T , we have  x, T 	 u x, T 	 u x, T .
As an immediate corollary to Theorem 3.3 we have the following
uniqueness result for solutions of the initial value problem associated with
Ž .the SQVI 1.1 .
Ž 1 r . Ž 1 r .COROLLARY 3.4. Suppose that u u , . . . , u and    , . . . ,  are
n   Ž .two continuous ector-alued functions on   0, T such that i both u
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Ž . Ž . Ž . Ž .and  are iscosity solutions of the SQVI 1.1 , and ii u x, 0  x, 0 for
n Ž . Ž . Ž . n  all x . Then u x, t  x, t for all x, t   0, T .
Ž .Proof. The comparison theorem applies to both the pair u,  and the
nŽ .  pair  , u . Thus both u	 and  	 u, or u on   0, T .
4. APPLICATION OF THE COMPARISON PRINCIPLE
TO AN OPTIMAL CONTROL PROBLEM
WITH SWITCHING COSTS
In this section we apply the comparison theorem to show that the
lower-value vector function of a certain optimal control problem with
switching costs, if continuous, is characterized as the minimal, nonnegative,
continuous, viscosity supersolution of the appropriate system of quasivaria-
 tional inequalities. The control problem itself is discussed in detail in 1 .
To formulate the control problem, we consider a state space system of
the form
y f y , a, b 4.1Ž . Ž .˙
z h y , a, b , 4.2Ž . Ž .
Ž . n Ž . p Ž .where y t  is the state, a t  A is the control input, b t  B
m Ž . is the deterministic unknown disturbance, and z t  is the
controlled output. We assume that the set A of admissible controls set is a
 1 r4 Ž .finite set A a , . . . , a . The control signals a t are then necessarily
Ž .piecewise constant with values in A. We normalize control signals a t to
Ž .be right continuous, and refer to the value a t as the current control and
Ž .a t as the old current control at time t. We assume that the set B of
admissible disturbances is compact and contains the origin. In addition we
Ž i j.assume that a cost k a , a 
 0 is assigned at each time instant  atn
Ž . iwhich the controller switches from the old current control a   a to an
Ž . j Ž .new current control a   a . The function k is assumed to satisfy 1.2 .n
The set of admissible controls for our problem is the set
A a   a 1  : 0,  A a  A;Ž . Ž . .Ý i1  i½  ,  .i1 i
i
1
a  a for i
 2,i i1
0  	      ,  0 1 2 i 5
 .consisting of piecewise-constant right-continuous functions on 0, with
values in the control set A, where we denote by  ,  , . . . the points at1 2
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which control switchings occur. The set B of admissible disturbances
2  .consists of locally L -functions on 0, with values in B:
T 2 B b : 0,  B b s ds , for all T 0 .. Ž .H½ 5
0
n Ž j.A strategy is a map  :   AB A with value at x, a denoted by
j  Ž . j Ž .  . The strategy  assigns control function a t   b t if the initialx x
Ž . Ž .condition is y 0  x, the old current control a 0 at the initial time
j Ž .t 0 is taken to be a , and the disturbance is b  ; thus, if it happens that
Ž . j Ž j Ž ..a 0  a is different from a , then an instantaneous charge of k a , a 01
is incurred at time 0 in the cost function. A strategy  is said to be
n  4nonanticipating if, for each x and j 1, . . . , r , for any T 0 and
j jŽ . Ž .  Ž .  Ž .b, bB with b s  b s for all s	 T , it follows that  b s   b sx x
for all s	 T. We denote by  the set of all nonanticipating strategies:
n  j n  :   AB A  is nonanticipating for each x and x
j 1, . . . , r .4
For a given  0, we define the lower value vector function V
Ž 1 r .V , . . . , V by
j   j  V x  inf sup l y s,  b , b , a ,  b s , b s ,Ž . Ž . Ž .Ž .Ž .H x
  .0, TbB, T0
j 1, . . . , r , 4.3Ž .
Ž j .where we view l y , a , a, b as the measure given byx
2j 2  l y t , a , a t , b t  h y t , a t , b t   b t dtŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .
k a t , a t  , a 0  a j,Ž . Ž . Ž .Ž . t
where  is the unit point-mass distribution at the point t. We have usedt
Ž . Ž .the notation y , a, b for the unique solution of 4.1 corresponding tox
Ž . Ž .the choices of the initial condition y 0  x, the control a  , and the
Ž . jŽ .disturbance b  . By letting T tend to zero in the definition of V x , it is
easy to see that
V j x 
 0 for all x n . 4.4Ž . Ž .
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Under some technical assumptions on the problem data, it was shown in
  Ž 1 r . n1 that, if continuous, V V , . . . , V is a viscosity solution on  of the
Ž .SVQI 1.4 with
j j j 2   2H x , p  min p  f x , a , b  h x , a , b   b ,Ž . Ž . Ž . 4
bB
j 1, . . . , r . 4.5Ž .
 Under some minimal technical assumptions, it was shown in 3 that the
Hamiltonian H j is continuous on  n n and satisfies
j j      H x , p H y , p 	 L x y p   x y , R ,Ž . Ž . Ž .h
for all p n , x , y B 0, R , R 0 andŽ .
 j j      nH x , p H x , q 	 L x  1 p q , for all x , p , q .Ž . Ž . Ž .
The following theorem is a characterization of V as the minimal, nonnega-
Ž . ntive, continuous, viscosity supersolution of the SQVI 1.4 on  .
THEOREM 4.1. Assume
Ž . n n ni f :   A B and h:   A B are continuous;
Ž . Ž .ii f and h are bounded on B 0, R  A B for all R 0;
Ž .iii there are moduli  and  such thatf h
 f x , a, b  f y , a, b 	  x y , RŽ . Ž . Ž .f
 h x , a, b  h y , a, b 	  x y , R ,Ž . Ž . Ž .h
Ž .for all x, y B 0, R , a A, and R 0;
Ž .  Ž . Ž .    niv f x, a, b  f y, a, b 	 L x y for all x, y , a A, and
b B;
Ž . Ž . nv h x, a, 0 
 0 for all x , a A.
Ž . Ž 1 r .We also assume that a function k satisfies 1.2 . Then, if U U , . . . , U ,
j Ž n.  4where U  LSC  for j 1, 2, . . . , r , is a nonnegatie iscosity superso-
n Ž . j Ž .lution on  of the SQVI 1.4 with H gien by 4.5 , then U
 V; i.e.,
j j Ž 1 r .U 
 V for j 1, . . . , r, where V V , . . . , V is the lower alue function
Ž .gien by 4.3 . Hence, if continuous, V is characterized as the minimal
Ž .nonnegatie continuous iscosity supersolution of the SQVI 1.4 .
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Proof. Let T 0. Since U is a viscosity supersolution of the SQVI
Ž . Ž .1.4 , it is also a viscosity supersolution of the SQVI 1.1 . We define
j j j  Z x , t  inf sup l y s , a ,  b s , b s ,Ž . Ž . Ž . Ž .Ž .H x x
 .0, t bB
j    j b 0  a , j 1, . . . , r ,Ž .x
Ž . n   Ž 1 2 l.for all x, t   0, T . Then Z Z , Z , . . . , Z is a viscosity subso-
Ž . n Ž . Ž . Ž . n Ž .lution of 1.1 in   0, T see the Appendix . Fix x, t   0, T .
j Ž . jFor any bB, choose  b s  a for all 0	 s	 t. Thus we havex
t 2j j 2  Z x , t 	 sup h y s , a , b s   b s ds.Ž . Ž . Ž . Ž .Ž .H x
0bB
jŽ . Ž . jThis implies that Z x, 0 	 0. Since we have observed in 4.4 that U is
jŽ . jŽ .nonnegative, we have Z x, 0 	 0	U x . Thus by Theorem 3.3 we have
jŽ . jŽ . Ž . n  U x 
 Z x, t for all x, t   0, T . Let  0. By definition of
jŽ .Z x, T choose   such that
j j j  Z x , T   sup l y s , a ,  b s , b s .Ž . Ž . Ž . Ž .Ž .H x x
 .0, TbB
Thus
j j j  U x  
 sup l y s , a ,  b s , b s .Ž . Ž . Ž . Ž .Ž .H x x
 .0, TbB
Since T 0 is arbitrary, we have
j j j  U x  
 sup l y s , a ,  b s , b sŽ . Ž . Ž . Ž .Ž .H x x
 .0, TbB, T
0
j j  
 inf sup l y s , a ,  b s , b sŽ . Ž . Ž .Ž .H x x
  .0, TbB, T
0
 V j x .Ž .
jŽ . jŽ .Since  is arbitrary, U x 
 V x . If V is continuous, V is a continuous
Ž . Ž  . jviscosity solution of the SQVI 1.4 see 1 . Thus, in this case, V is a
Ž .viscosity supersolution of SQVI 1.4 which is a lower bound for any other




j j j  Z x , t  inf sup l y s , a ,  b s , b s , j 1, . . . , r .Ž . Ž . Ž . Ž .Ž .H x x
  .0, TbB
5.1Ž .
PROPOSITION 5.1. Under the hypothesis of Theorem 4.1, Z j is upper
n  semicontinuous in   0, T for T 0.
n  Proof. Fix x and t 0, T . Let  0. By the definition of
jŽ .Z x, t , choose   so that

j j j  Z x , t  sup l y s , a ,  b s , b s  . 5.2Ž . Ž . Ž . Ž . Ž .Ž .H x x 4 .0, tbB
n  Let z and  0, T . Choose   so that, for each bB, weˆ
have
j   b s 0	 s	 t ,Ž .xj   b s Ž .ˆz j½   b t s
 t .Ž .x
jŽ .By the definition of Z z,  , we may choose bB such that
j j j  Z z ,  	 sup l y s , a ,  b s , b sŽ . Ž . Ž . Ž .ˆŽ .H z z
 .0, bB

j j   l y s , a ,  b s , b s  . 5.3Ž . Ž . Ž . Ž .ˆŽ .H z z 4 .0, 
Ž . Ž .From 5.2 and 5.3 , we have
j j j j  Z z ,   Z x , t  l y s , a ,  b s , b sŽ . Ž . Ž . Ž . Ž .ˆŽ .H z z
 .0, 

j j   l y s , a ,  b s , b s  . 5.4Ž . Ž . Ž . Ž .Ž .H x x 2 .0, t
Ž .If  t, then from 5.4 we have
Z j z ,   Z j x , tŽ . Ž .
j j   l y s , a ,  b s , b sŽ . Ž . Ž .Ž .H z x
 .0, 
j j  l y s , a ,  b s , b sŽ . Ž . Ž .Ž .x x

j j   l y s , a ,  b s , b s Ž . Ž . Ž .Ž .H x x 2 . , t
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
j j   	 h y s ,  b s , b s  h y s ,  b s , b s dsŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .H z x x x
0
t 2j 2    h y s ,  b s , b s   b dsŽ . Ž . Ž .Ž .H x x


j  j    k  b s ,  b s Ž . Ž .Ž .Ý x x 2	st

j j   	 h y s ,  b s , b s  h y s ,  b s , b s dsŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .H z x x x
0
t 2j 2    h y s ,  b s , b s   b dsŽ . Ž . Ž .Ž .H x x 2

 	  y s  y s , R dsŽ . Ž .Ž .H h z x 1
0
t 2j 2    h y s ,  b s , b s   b dsŽ . Ž . Ž .Ž .H x x 2
t tLt  	  e z x , R ds K ds 5.5Ž .Ž .H Hh 1 1 20 
Ž .for some constant K , R  0. If  t, then from 5.4 we have1 1
Z j z ,   Z j x , tŽ . Ž .
j j j j    l y s , a ,  b s , b s  l y s , a ,  b s , b sŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .H z x x x
 .0, t

j j   l y s , a ,  b s , b s Ž . Ž . Ž .Ž .H z z 2 .t , 
t
	  y s  y s , R dsŽ . Ž .Ž .H h z x 2
0
 2j 2    h y s ,  b s , b s   b dsŽ . Ž . Ž .Ž .H z z 2t
 t Lt  	  e z x , R ds K ds 5.6Ž .Ž .H H2 2 20 t
Ž . Ž .for some constant K , R  0. Thus the right hand side of 5.5 and 5.62 2
   can be made less than  if x z and t  are small enough. Thus for
jŽ . jŽ .    both cases we have Z z,   Z x, t   for x z , t  small
enough.
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PROPOSITION 5.2. Under the hypothesis of Theorem 4.1,
Z j x , t 	 min Z i x , t  k a j, ai 4Ž . Ž . Ž .
ij
n  4for all x , t 0, j 1, . . . , r .
Proof. The proof parallels the proof of the corresponding result for the
 infinite-horizon case given in 1, Proposition 3.1 .
THEOREM 5.3. Assume the hypothesis of Theorem 4.1. Then for all
n Ž .x and  0, t ,
j j j  Z x , t  inf sup l y s , a ,  b s , b sŽ . Ž . Ž . Ž .Ž .H x x½
  .0, bB
i j    iZ y  , t  ,  b   a .Ž . Ž .Ž .x x 5
Proof. The proof is a standard dynamic programming argument and
 parallels 1, proof of Theorem 3.2 .
COROLLARY 5.4. Assume the hypothesis of Theorem 4.1. Then for all
n Ž .x and  0, t ,
Z j x , tŽ .

2j 2 j 	 sup h y s , a , b s   b s ds Z y  , t  .Ž . Ž . Ž . Ž .Ž .Ž .H x x½ 5
0bB
nProof. Fix x , 0  t. For any bB, choose   such that
j j Ž . b s  a for all 0	 s	  . Thus from Theorem 5.3, we havex
Z j x , tŽ .
j j j 	 sup l y s , a ,  b s , b s  Z y  , t Ž . Ž . Ž . Ž .Ž .Ž .H x x , t x½ 5 .0, bB

2j 2 j  sup h y s , a , b s   b s ds Z y  , t  .Ž . Ž . Ž . Ž .Ž .Ž .H x x½ 5
0bB
THEOREM 5.5. Assume the hypothesis of Theorem 4.1. Then Z
Ž 1 r . Ž . jZ , . . . , Z is a iscosity subsolution of the SQVI 1.1 with H gien by
Ž .4.5 .
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 4 n Ž . j 1Ž nProof. Fix j 1, 2, . . . , r , x , and t 0, T . Let   C  
Ž .. jŽ . jŽ . jŽ . jŽ . Ž .0, T such that Z x, t   x, t and Z z,  	  z,  for all z, 
Ž .near x, t . We want to show that
max  j x , t H j x , D j x , t ,Ž . Ž .Ž .½ s
Z j min Z i x , t  k a j, ai 	 0. 5.7 4Ž . Ž . Ž .5
ij
We assume
 j x , t H j x , D j x , t  0.Ž . Ž .Ž .s
Since  j and H j are continuous, choose  0 such thats
 j z ,  H j z , D j z ,  
 Ž . Ž .Ž .s
Ž . Ž . Ž .for all z B x,  and  t  , t   0, T . Thus by the definition
of H j, we have
j j j j 2   2 z ,  D z ,   f z , a , b  h z , a , b   b 
  5.8Ž . Ž . Ž . Ž . Ž .s
Ž . Ž . Ž .for all z B x,  ,  t  , t   0, T , b B. By the assumptions
Ž j . Ž .on f and B, choose  0 such that y s, a , b  B x,  for all zz
Ž . Ž . Ž . ŽB x, , 0	 s	  and   t  , t   0, T for all  t  ,2
 . Ž . Ž . Ž . Ž .t   0, T . Let z B x, ,  0, t   0, T . Set  . From2 2
Corollary 5.4, choose bB such that

2j j 2  Z z ,  	 h y s , a , b s   b s dsŽ . Ž . Ž . Ž .Ž .H z
0
 Z j y  ,    Ž .Ž .z
jŽ Ž . . jŽ Ž . .Since Z y  ,   	  y  ,   , we havez z
Z j z ,    j z , Ž . Ž .

2j 2  	 h y s , a , b s   b s dsŽ . Ž . Ž .Ž .H z
0
  j y  ,     j z ,   Ž . Ž .Ž .z






j j j y s ,  s  y s ,  s D y s ,  s y s ,Ž . Ž . Ž . Ž .Ž . Ž . Ž .˙z s z z zds
it follows that
Z j z ,    j z , Ž . Ž .

2j 2 j 	 h y s , a , b s   b s   y s ,  sŽ . Ž . Ž . Ž .Ž .Ž .H z s z
0
j jD y s ,  s  f y s , a , b s ds Ž . Ž . Ž .Ž . Ž .z z

	  ds H
0
 ,
Ž .where the second inequality follows from 5.8 . Thus
lim sup Z j z ,  	 lim sup  j z ,    . 4Ž . Ž .
Ž . Ž . Ž . Ž .z ,   x , t z ,   x , t
Since Z j is upper semicontinuous, we have
Z j x , t 	  j x , t    j x , t ,Ž . Ž . Ž .
jŽ . jŽ jŽ ..which gives a contradiction. Thus  x, t H x, D x, t 	 0. To-s
Ž .gether with Proposition 5.2, we have 5.7 .
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