We propose a non-parametric extrapolation method based on Gaussian Processes for configuration interaction methods. Our method has many advantages: (i) applicability to small data sets such as results of ab initio methods, (ii) flexibility to impose various constraints guided by domain knowledge, (iii) systematic uncertainty quantification for predictions, etc. In the present study, we show some application to the extrapolation needed in full configuration interaction method as an example.
Introduction.-Recent developments in nuclear potentials based on chiral effective field theory [1, 2] and ab initio methods [3] [4] [5] [6] have provided deep insights into nuclear many-body problems starting from the fundamental interaction between nucleons, see very recent works [7] [8] [9] [10] and references therein.
Full configuration interaction (FCI) method, which is also known as no-core full configuration (NCFC)/no-core shell model (NCSM) [11, 12] , is one of the successful ab initio methods. In FCI, wave functions are represented in a truncated sub-space, and the truncation is typically specified by the N max which defines the maximum number of harmonic oscillator quanta allowed in the manybody states above the lowest configuration for a target nucleus. Despite huge efforts for developing efficient algorithms and advances in computing power, the currently available N max for upper p-shell nuclei is around 10, see e.g. [13] , and this is still far from N max = ∞ corresponding to exact calculations. One usually extrapolates the sequence of results with different N max to N max = ∞ to estimate closer value to the exact one. In previous studies, several extrapolation methods were proposed and the dependence on them was analyzed [13] [14] [15] [16] [17] [18] [19] . Most intuitive example is one based on exponential function [13] .
In addition to FCI, such extrapolation techniques are also required in CI calculations for a valence space, which is so-called shell model, using additional truncations. Representative examples of the truncations are importance truncation scheme [20, 21] and Monte Carlo shell model [22, 23] . In those calculations, the rapid growth of many-body basis for a valence space is alleviated by selecting a small subset of the many-body basis states which is physically more relevant. These truncation schemes have been successfully applied to valence CI and also FCI calculations in previous works such as [24] [25] [26] [27] [28] [29] .
In these studies, the extrapolations are done with a few class of specific function such as exponential or polynomials, and its coefficients are determined so as to minimize the χ 2 deviation from the given calculated data points. While any of these gives reasonable extrapolated results, there is a risk of overfitting, i.e. lack of predictive power for true exact values. This is because the χ 2 minimization * s.yoshida@nt.phys.s.u-tokyo.ac.jp of a parametric model leads to too deterministic predictions due to limited expression power of the model. This is problematic situation if one intends to discuss level ordering of states with a small energy difference, the positions of proton/neutron drip lines, etc. We also note that extrapolation techniques using artificial neural-network (ANN) are proposed recently [30, 31] . To train networks, one usually requires large data sets, while it is still tough to achieve enormous number of ab initio calculations while varying their inputs such as N max and harmonic oscillator parameter Ω. In future applications of full CI and also valence CI methods to heavier systems, it is strongly desired to develop an extrapolation technique applicable even to sparse data.
In order to overcome the difficulties above, in the present study, we propose a novel non-parametric extrapolation method for CI calculations using constrained Gaussian Process (GP) that can give reasonable extrapolated results with systematic uncertainty quantification and is suitable for small data sets. We demonstrate the validity of our model by taking ground state energies obtained by FCI calculations as an example. The code and supplementary information are also available [32] .
Formulation of constrained Gaussian Process.-Gaussian Process (GP) is a popular statistical method as a non-parametric regression model [33] . It is also becoming popular in physics due to its flexibility, see e.g. recent applications published in APS journals [34] [35] [36] [37] [38] [39] . The GP regression can be interpreted as a method to describe a distribution over a function space and doing inference of probability for each function. This is just what we need, because this enables us to consider an ensemble of many possible functions for the extrapolation, infer probability of each function, and then quantify uncertainties in the extrapolated value in a statistical manner. Interestingly, GPs are mathematically equivalent or related to many other models such as ANN, support vector machines, spline models, and so on. We refer the interested reader to e.g. [33, 40, 41] .
Here we introduce some notations. As in statistical literatures, P (a|b) denotes the probability distribution of a under the condition b, and we use N (µ, Σ) to express the multivariate Gaussian distribution with mean vector µ and covariance matrix Σ. In what follows, we consider two types of set of variables, data and prediction. The terminology data, which is distinguished from experimental data, is used to express a set of X = {x i |i = 1, ..., D} and Y = {y i |i = 1, ..., D}. Here we assumed that we have D data points. The prediction represents positions X * = {x * i |i = 1, ..., P } and values Y * = {y * i |i = 1, ..., P } for P unknown points.
In Gaussian processes, it is assumed that the two target values at the two points, X and/or X ′ in vicinity must be similar, and the similarities are expressed by so-called kernel functions. Then the data values Y and prediction values Y * are assumed to be generated from the multivariate Gaussian distribution N (µ, Σ) whose covariance matrix Σ is given as
Here K XX , K XX * , and K X * X * are respectively D × D, D × P , and P × P matrices, and these are evaluated with a kernel function. The most popular choice of the kernel function is the Matérn kernel which is defined for e.g. two data points x i and x j as follows:
where Γ is the gamma function and K ν is the modified Bessel function of the second kind. Here the global strength τ and correlation length σ are the hyperparameters. We will revisit the issue about hyperparameters later. The other matrix elements, k M (x i , x * j ; ν) for K XX * and k M (x * i , x * j ; ν) for K X * X * , are also defined in a similar way. We follow the common choice in literatures, Matérn kernel with ν = 5/2, and replace |x i − x j | in Eq. (3) by | ln x i − ln x j | so as to capture non-stationary nature of FCI results [42] , i.e. results rapidly converge to certain values as functions of N max .
Once the kernel function and its hyperparameters are fixed, one can define the joint covariance matrix Σ(θ) for data/prediction as in Eq. (1). Then, the joint distribution of data y and predictions y * under given hyperparameters is given as
By using Bayes' theorem, the left hand side of Eq. (4) can be rewritten as
1 We explicitly write mean vectors µ, µ * , and P (θ) in the text. In practice, we normalize target values following common practice, i.e. µ and µ * are fixed as zero vectors, and we use non-informed prior P (θ) = 1. The extension to non-zero mean values and to informed priors are straightforward.
Under given θ, one can write down P (y * |y, θ) and P (y|θ) in a closed form:
It is common practice to use so-called maximum a posteriori (MAP), i.e. the one to maximize the hyperparameter posterior P (θ|y). However, we do not use a single value for the hyperparameters. We do inference of their probability distributions in a fully Bayesian manner so as to integrate out the hyperparameter dependence. In this case, the posterior distribution of y * for unobserved input x * can be written as
In addition to this, we extend this formulation to more general one to incorporate physics information into the statistical model. In many practical situations, the target function is known to have shape constraints (e.g. monotonicity or convexity) or inequality constraints. That is also the case with problems of interest, i.e. energy eigenvalues are monotonic and (almost) convex with respect to N max . In general, the accuracy of a statistical model is improved by including such physics information. To this end, we extend Eq. (10) to
where P (α, β, ...) is the probability that the conditions α, β, ... are satisfied. These constraints are introduced independently for each problem of interest. In general, the integration in Eq. (11) cannot be evaluated analytically. Therefore, some approximation or sampling scheme is required. We evaluate the integration in Eq. (11) by weighted N samples as follows:
We employ the particle filtering method [43] (also known as Sequential Monte Carlo) as a sampling scheme to evaluate the summation in Eq. (12). In the particle filtering algorithm, states {θ (i) , y * (i) } are assigned to particles labeled by i = 1, 2, ..., N and those particles are evolved independently according to e.g. MetropolisHastings method. As can be seen from Eq. (9) and Eq. (13), the plausibility of hyperparameters and predictions, i.e. w (i) , is determined by the balance among the likelihood and fidelity to the constraints. So far we have assumed that x and x * are one-dimensional variable, but the extension to the multi-dimensional case is straightforward.
Problems of interest.-In what follows, we apply the constrained GP model to extrapolation problems in FCI calculations. We analyze published FCI results of ground state energy of 6 Li using JISP16/NNLO opt interaction with Ω = 17.5 MeV [44] and N3LO interaction with Ω = 16.0 MeV [45] , which are summarized in Fig. 1 as a function of N max . For the sake of simplicity, we restrict ourselves to consider ground state of 6 Li with natural parity, i.e. we only consider even N max . Let
.977) in the case of N3LO results. We also express predictions to be evaluated with {(x * j , y * j )|j = 1, ..., P and x * 1 < x * 2 < · · · < x * P }; Here x * 1 = x D + 2 and P is infinitely large even integer. In practice, we truncate at certain finite P value where predictions are converged with respect to N max . Detailed discussion will be given later.
Unlike parametric models in which one should remove outliers from data, there is no reason to dare to reduce data in the GP model. We consider only the case of all data is used in the text. The interested reader for data dependence is referred to the Supplemental Material [32] .
As a minimal constraints to FCI calculations to capture true asymptotic behavior of FCI results, we impose the following two constraints. We assign the labels α and β to the conditions as in Eq. (11) .
The condition α is variational property, i.e. the monotonicity of energy eigenvalues with respect to N max :
Here we introduced the Probit function
where κ is the parameter which controls the strictness of constraints. This probit function approaches the step function at z = 0 when κ → ∞, and in all experiments in this work it is gradually increased to 10 6 . Second condition β is about the convergence pattern. Let r j denotes a ratio of energy gain at nearest neighbor three points labeled by i, j, and k:
where (x ( * ) , y ( * ) ) denotes data and/or prediction. This {r j } can be used as a measure of convergence pattern of FCI results. We plot {r j } in Fig. 2 means r j is a constant. However, this is not the case as shown in Fig. 2 . We impose the constraint on {r j } as follows:
where R E is upper threshold determined as follows:
where < · > GP denotes expectation value of GP prediction with only the monotonicity constraint, and y * the prediction value at x * 1 (= x D + 2). The r mean and r std for each interactions is also plotted in Fig. 3 . One can see that Eqs. (17)- (20) is a reasonable and rather soft constraint on the convergence pattern than that in exponential parametric models.
Results and Discussions.-We now present the results of constrained GP predictions for ground-state energies of 6 Li. In Fig. 3 , predictions are summarized. In the top panels, we show extrapolated values, mean (black circles) and 1σ/3σ deviation (red/blue bands), at each prediction point. In the bottom panels, extrapolated values with GP at a certain N max where predictions are converged are shown as histograms. We note that the convergence threshold is 0.2 keV and that the possible deviation of the energy values from E(N max = ∞) are suppressed below 1 keV because of the constraint β. Each N max where the result converged is 44/42/34 for NNLO opt /JISP16/N3LO. This is consistent with intuitions that harder interaction requires larger N max to obtain converged results, while it should be noted that these results are for different Ω. In the bottom panels, other extrapolated values are also shown. The values for "Literature" are from Ref. [44, 45] and ones for "B3" are obtained by minimizing χ 2 deviation between data with largest three N max and exponential function in the form of E ∞ + a exp (−bN max ) with three free parameters (E ∞ , a, b). As is seen from Fig. 3 , our predictions includes other parametric models as special cases. We note that it is highly non-trivial task to fairly compare the results with different extrapolation techniques, because data is truncated in parametric models and some use data with multiple Ω as in Ref. [44] .
One can see from the bottom panels that mean and mode values are almost the same, i.e. these posterior distributions for extrapolated value can be well approximated by a Gaussian distribution. Therefore, one can evaluate associated uncertainties coming from the extrapolation in statistical terms such as 1σ and 3σ.
We have also confirmed that the particle filtering algorithm gives converged results within a few keV in case of 20, 000 particles after 2,000 times Metropolis-Hastings updates and that independent runs reproduce the same results within Monte Carlo errors, see also [32] .
We conclude that this constrained GP model gives systematic and reasonable uncertainty quantification for the extrapolation of ground state energies in FCI calculations.
Summary.-We have proposed an extrapolation method for CI-type calculations using constrained Gaussian Process model. This has the following advantages that are required for future generation of ab initio studies to make more quantitative discussions on observables of interest and on quality of the nuclear interaction adopted.
Firstly, the method introduced has applicability to sparse data set, which is strongly needed in future calculations. Secondary, one can naturally incorporate minimal constraints guided by domain knowledge into the model. It is often the case especially in physics that one knows in advance behavior of the target quantity in a certain level, which is ranging from empirical laws to physical principles. One can expect that imposing those information improves the accuracy of the predictions by models like GP and ANN. Thirdly, systematic uncertainty quantification is available. Benefits of the uncertainty quantification is not limited to putting error bars in predictions. Combining with analyses of uncertainties coming from input interaction [46] , it enables us to visualize non-linear relation between input and output of many-body calculations and capability of the models, and then would provide us footholds to understand some missing contribution, if there was.
In this paper, we discussed only ground state energies obtained by FCI calculations. However, our model and its extensions can be applied to many other observables and systems. For FCI calculations, even if the quantities of interest is not monotonic with respect to e.g. N max , hyperparameter posterior for g.s. energies can be used as the prior distribution, and that may provide good guidance for the inference of those quantities. In addition to this, if one extends the constrained GP model to the (N max , Ω) space, one can impose the additional constraint on GP, i.e. extrapolated values with different Ω should converge to the same value.
Our model can be also applied to valence CI techniques, importance-truncated shell model and Monte Carlo shell model, which is left as rather straightforward future applications. It would be also interesting to apply this kind of constrained GP to the finite-size scaling analyses in condensed matter physics. Efficiency and convergence of the particle filtering-. In the sampling scheme, we used so-called resampling technique; At a certain step, states of the particles are replaced according to the weights, i.e. particles with extremely small probability are discarded. This accelerates the algorithm. The rule of thumb is to allow diversity of the particles during the early steps of the algorithm so as to avoid localization, and then do resampling according to P (α, β, ...) so as to force particles wipe out the region which is more physically reasonable.
If the sampling is not efficient, i.e. acceptance ratio is too low and results changes by each run, one must design more appropriate proposal distribution by brute-force or adaptive MCMC schemes [47] . However, we note that naive usage of adaptive MCMC easily get stuck in higher dimension or in the case of multimodal target functions. From the author's experience, if we apply adaptive design of proposal distributions in 17 dimensional space, which is the number of valence shell-model effective interactions of p-shell space, several component of covariance matrix become almost zero to acquire desired acceptance ratio. This leads to biased sampling. One should care about this issue if one tries those adaptive schemes. As in the present case, if we know in advance the monotonicity constraint, it might be better idea that to adopt the rejection sampling, i.e. generating independent random proposal for y * having monotonicity, instead of MetropolisHastings method.
In Figs. 5-7 , we show the results of three different runs using different random initial numbers for hyperparameters and prediction values. While histograms are slightly different for each run, mean values and standard deviations are the same within 1 keV. One can clearly see the convergence of the algorithm within a few keV accuracy. We note that N max where results converged for NNLO opt in Fig. 7 is different from others. This is because we fixed 0.2 keV for the convergence check, which is sufficiently small so as to suppress the difference of E(N max ∼ 40) and E(N max = ∞) less than 1 keV.
Data dependence-. We show extrapolated results using five results, N max = 6 − 14 for NNLO opt and JISP16 in Fig. 8 . The extrapolated values are again consistent with "B3" extrapolation using the same five data. The uncertainty in prediction becomes larger as is naturally expected from intuitions. The FCI results with N max = 16 and 18 are also reproduced by GP predictions within 1σ. However, we must note that this does not necessarily mean the predictive power of the model. One must remember that the extrapolation is always dangerous stuff.
Future perspectives-. Towards future possible applications, we left several things to be implemented in the code:
• automatic selection of Kernel function 6 Li g.s. energy using constrained GP model. In the top panels, the GP prediction results are shown by black dots (mean) and bands (1σ/3σ), and the other symbols are the same as Fig. 1 . In the bottom panels, posterior distributions of extrapolated value at certain Nmax are shown with histograms whose bin width is 5 keV. The dotted lines for "B3" denotes the extrapolated values with exponential function and dashed lines are associated with values in Ref. [44, 45] with/without error bar. 
