Orthogonal arrays are used widely in manufacturing and high-technology industries for quality and productivity improvement experiments. For reasons of run size economy or flexibility, nearly orthogonal arrays are also used. The construction of orthogonal or nearly orthogonal arrays can be quite challenging. Most existing methods are complex and produce limited types of arrays. This article describes a simple and effective algorithm for constructing mixed-level orthogonal and nearly orthogonal arrays. It can construct a variety of small-run designs with good statistical properties efficiently.
many industrial case studies and recent design textbooks (Myers and Montgomery 1995; Wu and Hamada 2000) . Applications of NOAs can be found in Wang and Wu (1992) , Nguyen (1996b) and the references therein.
Formally, an orthogonal array (OA) (of strength two), denoted by OA(N, s 1 · · · s n ), is an N × n matrix of which the ith column has s i levels and for any two columns all of their level combinations appear equally often. An OA is mixed if not all s i 's are equal. A nearly orthogonal array (NOA), denoted by OA (N, s 1 · · · s n ), is optimal under the J 2 criterion (which is defined in Section 1.1).
From the estimation point of view, all the main effects of an OA are estimable and orthogonal to each other while all the main effects of an NOA are still estimable but some of them are partially aliased with others. Because balance is a desired and important property in practice, we consider here only balanced OA (N, s 1 · · · s n ) in which all levels appear equally often for any column. When an array is used as a factorial design, each column is assigned to a factor and each row corresponds to a run. Here we freely exchange the words of array and design, row and run, and column and factor.
The purpose of this paper is to present a simple and effective algorithm for constructing OAs and NOAs with mixed levels and small runs. The algorithm can construct efficiently a variety of designs with good statistical properties. Section 1 introduces the concept of J 2 -optimality and other optimality criteria. Section 2 describes an algorithm for constructing mixed-level OAs and NOAs.
The performance and comparisons of the algorithm with others in terms of speed and efficiency are given in Section 3. The blood glucose experiment is revisited in Section 4 and concluding remarks are given in Section 5.
Optimality Criteria
A combinatorial criterion, J 2 -optimality, is introduced in Section 1.1. It has the advantage of convenience for programming and efficiency for computation. The statistical justification of J 2 -optimality and other optimality criteria are given in Section 1.2.
The Concept of J 2 -Optimality
For an N × n matrix d = [x ik ], we assign weight w k > 0 for column k, which has s k levels. For
where δ(x, y) = 1 if x = y and 0 otherwise. The δ i,j (d) value measures the similarity between the ith and jth rows of d. In particular, if we choose w k = 1 for all k, δ i,j (d) is the number of coincidence between the ith and jth rows. Define
A design is J 2 -optimal if it minimizes J 2 . Obviously, by minimizing J 2 (d), we want the rows of d to be as dissimilar as possible. The following lemma shows an important lower bound of J 2 .
Lemma 1. For an N × n matrix d whose kth column has s k levels and weight w k ,
and the equality holds if and only if d is an OA.
Its proof is given in Appendix A. From Lemma 1, an OA is J 2 -optimal with any choice of weights if it exists while an NOA under J 2 -optimality may depend on the choice of weights.
Example 1. Consider the 12 × 10 matrix given in Table 1 . The first column has 3 levels and other nine columns have 2 levels. For illustration, we choose w k = 1 for all k. First we consider a design consisting of the first five columns. The coincidence matrix (δ i,j (d)) of the 12 rows is 5 3 3 1 2 2 3 1 1 2 3 2 3 5 1 3 2 2 1 3 1 2 3 2 3 1 5 3 2 2 3 1 3 2 1 2 1 3 3 5 2 2 1 3 3 2 1 2 2 2 2 2 5 3 2 2 3 2 3 0 2 2 2 2 3 5 2 2 1 4 1 2 3 1 3 1 2 2 5 3 2 1 2 3 1 3 1 3 2 2 3 5 2 1 2 3 1 1 3 3 3 1 2 2 5 2 3 2 2 2 2 2 2 4 1 1 2 5 2 3 3 3 1 1 3 1 2 2 3 2 5 2 2 2 2 2 0 2 3 3 2 3 2 5 and J 2 is the sum of squares of the elements above the diagonal. It is easy to verify that J 2 = 330
and that the lower bound in (2) is also 330 for one 3-level and four 2-level columns with w k = 1.
Therefore, the first five columns form an OA(12, 3 1 2 4 ) (because the J 2 value equals the lower bound). Next, consider the whole array consisting of all ten columns. Simple calculation shows that J 2 = 1, 284 and that the lower bound in (2) is 1,260. Therefore, the whole array is not an OA because the J 2 value is greater than the lower bound.
Now consider the change in the J 2 value if a column is added to d or if two symbols are switched in a column. If we add a column c = (c 1 , . . . , c N ) to d and let d + be the new N × (n + 1) design, and if c has s k levels and weight w k , then for 1 ≤ i, j ≤ N ,
where δ i,j (c) = δ(c i , c j ). In addition, if the added column c is balanced, it is easy to show that
The summation in the second term on the right side of (4) does not involve any multiplication because δ i,j (c) is either 0 or 1. Therefore, calculating J 2 (d + ) as in (4) is much faster than by taking the sum of squares of all δ i,j (d + ) in (3). Now suppose we switch two distinct symbols, c a = c b , in rows a and b in the added column. Then all δ i,j (c) are unchanged except that δ a,j (c) = δ j,a (c) and
The calculation of ∆(a, b) does not involve any multiplication because both δ a,j (c) and δ b,j (c) are either 0 or 1. These formulas provide an efficient way to update the J 2 value and will be used in the algorithm.
Other Optimality Criteria and Statistical Justification of J 2 -Optimality
To state the statistical justification of J 2 -optimality, we recall other optimality criteria.
It is well known that an s-level factor has s − 1 degrees of freedom. Commonly used contrasts are from orthogonal polynomials, especially for quantitative factors. For example, the orthogonal polynomials corresponding to levels 0 and 1 of a two-level factor are −1 and +1; the orthogonal polynomials corresponding to levels 0, 1 and 2 of a three-level factor are −1, 0 and +1 for linear effects and 1, −2 and 1 for quadratic effects, respectively.
For an N × n matrix d = [x ik ], whose kth column has s k levels, consider the main effects model
where Y is the vector of N observations, β 0 is the general mean, β 1 is the vector of all the main effects, 1 is the vector of ones, X 1 is the matrix of contrast coefficients for β 1 , and ε is the vector of independent random errors. Let X 1 = (x 1 , . . . , x m ) and X = (x 1 / x 1 , . . . , x m / x m ), where m = (s i − 1). In the literature, d is known as the design matrix and X 1 is the model matrix (of the main effects model). A design is D-optimal if it maximizes |X X|. It is well known that |X X| ≤ 1 for any design and that |X X| = 1 if and only if the original design d is an OA. Wang and Wu (1992) proposed the following D criterion
to measure the overall efficiency of an NOA. Note that R = X X is the correlation matrix of m columns of X 1 .
A good surrogate for the D criterion is the (M, S) criterion (Eccleston and Hedayat 1974) . A design is (M, S)-optimal if it maximizes tr (X X) and minimizes tr [(X X) 2 ] among those designs which maximize tr (X X). The (M, S) criterion is cheaper to compute than the D criterion and has been used in the construction of computer-aided designs (e.g., see Lin 1993; Nguyen 2001) .
Because all diagonal elements of X X are ones, the (M, S) criterion reduces to the minimization of tr [(X X) 2 ], which is the sum of squares of elements of X X, or equivalently to the minimization of the sum of squares of off-diagonal elements of X X. This minimization leads to the following concept of A 2 -optimality.
which measures the overall aliasing (or nonorthogonality) between all possible pairs of columns. In particular, for a two-level design, A 2 equals the sum of squares of correlation between all possible pairs of columns and therefore it is equivalent to the popular ave(s 2 ) criterion in the context of two-level supersaturated designs. A design is A 2 -optimal if it minimizes A 2 . It is a good optimality criterion of NOAs because A 2 = 0 if and only if d is an OA. Further, A 2 -optimality is a special case of the generalized minimum aberration criterion proposed by Xu and Wu (2001) for assessing nonregular designs.
The statistical justification for J 2 -optimality arises from the following lemma that shows an important identity relating the J 2 and A 2 criteria.
Lemma 2. For a balanced design d of N runs and n factors, if the weight equals the number of levels for each factor (i.e., w k = s k ), then
Its proof is given in Appendix A. For convenience, the choice of w k = s k is called natural weights.
J 2 -optimality with natural weights is equivalent to A 2 -optimality and thus is a good surrogate for
Here are some advantages of the use of J 2 over D, (M, S), A 2 and ave(s 2 ) as an objective function:
1. It is simple to program. J 2 works with the design matrix while all other criteria work with the model matrix.
2. It is cheap to compute. Neither the calculation of
involves any multiplication (because both δ(x ik , x jk ) and δ i,j (c) are either 0 or 1), and this speeds up the algorithm.
3. It works with columns having more than 2 levels. Note that the NOA algorithm of Nguyen (1996b) Nguyen (1996b) has to code the three-level column differently in his NOA algorithm. We illustrate this advantage at the end of Section 3.2.
5. It is very efficient when the number of runs is less than the number of parameters as in the case of supersaturated designs.
An Algorithm
The basic idea of the algorithm is to add columns sequentially to an existing design. The sequential operation is adopted for speed and simplicity. It avoids an exhaustive search of columns for improvement, which could be complex and inefficient in computation. The two operations when adding a column are interchange and exchange. The interchange procedure, also called pairwiseswitch, switches a pair of distinct symbols in a column. For each candidate column, the algorithm searches all possible interchanges and makes an interchange which reduces J 2 most. The interchange procedure is repeated until a lower bound is achieved or until no further improvement is possible. The exchange procedure replaces the candidate column by a randomly selected column.
This procedure is allowed to repeat at most T times if no lower bound is achieved. The value of T depends on the orthogonality of the previous design. If the previous design is an OA, T = T 1 ; otherwise, T = T 2 , where T 1 and T 2 are two constants controlled by the user. With any specified weights w 1 , . . . , w n , the algorithm constructs an OA (N, s 1 · · · s n ), in which the first n 0 columns form an OA(N, s 1 . . . s n 0 ).
The algorithm proceeds as follows:
1. For k = 1, . . . , n, compute the lower bound L(k) according to (2).
2. Specify an initial design d with two columns: (0, . . . , 0, 1, . . . , 1, . . . , s 1 − 1, . . . , s 1 − 1) and
, let n 0 = 2 and T = T 1 ; otherwise, let n 0 = 0 and T = T 2 .
3. For k = 3, . . . , n, do the following:
(b) For all pairs of rows a and b with distinct symbols, compute ∆(a, b) as in (5). Choose a pair of rows with largest ∆(a, b) and exchange the symbols in rows a and b of column c.
no further improvement is made.
(c) Repeat (a) and (b) T times and choose a column c that produces the smallest
4. Return the final N × n design d, of which the first n 0 columns form an OA.
This is an example of a column-wise algorithm. As noted by Li and Wu (1997) , the advantage of column-wise instead of row-wise operation is that the balance property of a design is retained at each iteration. A simple way of adding an s-level column is to choose a best column from all possible candidate columns. However, it is computationally impossible to enumerate all possible candidate columns if the run size N is not small: efficiency. An interchange operation searches N 2 /4 columns for s = 2, N 2 /3 columns for s = 3 and less than N 2 /2 columns for any s. The interchange procedure usually involves a few (typically less than 6) iterations. Compared to the size of all candidate columns, the interchange operation searches only a rather small portion of the whole space. Thus it is an efficient local learning procedure but often ends up with a local minimum. For this particular reason, global exchange procedures are also incorporated in the algorithm, which allow the search to move around the whole space and not be limited to a small neighborhood. As will be seen later, the global exchange procedure with moderate T 1 and T 2 improves the performance of the algorithm tremendously.
The values of T 1 and T 2 determine the speed and performance of the algorithm. A large T i value allows the algorithm to spend more effort in searching for a good column, which takes more time.
The choice of T 1 and T 2 depends on the type of design to be constructed. For constructing OAs, a moderate T 1 , say 100, is recommended and T 2 can be zero; for constructing NOAs, moderate T 1 and T 2 are recommended. More details are given in the next section.
Remark 1. Both interchange and exchange algorithms have been proposed by a number of authors for various purposes. See Nguyen (1996a) and Li and Wu (1997) in the context of constructing supersaturated designs.
Remark 2. The performance of the algorithm may depend on the order of levels. Our experience suggests that it is most effective if all levels are arranged in a decreasing order, that is, s 1 ≥ s 2 ≥ . . . ≥ s n , because the number of balanced columns is much larger for a higher level than a lower level.
Remark 3. The speed of the algorithm is maximized because only integer operations are required if integral weights are used. For efficiency and flexibility, the algorithm is implemented as a function in C and can be called from S. Both C and S source codes are available from the author.
Performance and Comparison
The performance and comparison of the algorithm with others are reported in two parts for the construction of OAs and NOAs.
Orthogonal Arrays
In the construction of OAs, the weights can be fixed at w i = 1, and T 2 should be zero because it is unnecessary to continue adding columns if the current design is not orthogonal. Here we study the choice of T 1 in more detail since it determines the speed and performance of the algorithm.
We test the algorithm with four choices of T 1 : 1, 10, 100 and 1, 000. For each OA and T 1 , we repeat the algorithm 1, 000 times with different random seeds on a Sun sparc workstation of CPU 400MHz. It either succeeds or fails in constructing an OA each time. Table 2 shows the success rate and the average time in seconds over 1,000 repetitions. In the construction of a mixed-level OA, as stated in Remark 2, the levels are arranged in a decreasing order. Table 2 shows clearly the tradeoff between the success rate and speed, which depends on the choice of T 1 . The success rate increases and the speed decreases as T 1 increases. A good measure is the number of OAs constructed per CPU time. The algorithm is least efficient for T 1 = 1 and is more efficient for T 1 = 10 or 100 than T 1 = 1, 000. Overall, the choice of T 1 = 100 balances success rate and speed and so is generally recommended.
The construction of OAs continues to be an active research topic since Rao (1947) introduced the concept. Construction methods include combinatorial, geometrical, algebraic, coding theoretic, and algorithmic approaches. For the state-of-the-art in the construction of OAs, see Hedayat, Sloane, and Stufken (1999) . Here we focus on algorithmic construction and compare existing algorithms with ours.
Many exchange algorithms have been proposed for constructing exact D-optimal designs (for a review, see Cook and Nachtsheim 1980; Nguyen and Miller 1992) . These algorithms can be used to construct OAs; however, they are inefficient and the largest OA constructed and published so far is OA(12, 2 11 ) (Galil and Kiefer 1980) . By modifying the exchange procedure, Nguyen (1996a) proposed an interchange algorithm for constructing supersaturated designs. His program can be used to construct two-level OAs; the largest OA constructed and published is OA(20, 2 19 ).
Global optimization algorithms, such as simulated annealing (Kirkpatrick, Gelatt, and Vecchi 1983) , thresholding accepting (Dueck and Scheuer 1990) , and genetic algorithms (Goldberg 1989) , may be used for constructing OAs. These algorithms often involve a large number of iterations and are very slow in convergence. These algorithms have been applied to many hard problems and are documented to be powerful. However, in the construction of OAs, they are not effective (Hedayat et al. 1999, p. 337) . For example, thresholding accepting algorithms in Fang, Lin, Winker, and Zhang (2000) and Ma, Fang, and Liski (2000) failed to produce any OA(27, 3 13 ) or OA(28, 2 27 ).
DeCock and Stufken (2000) proposed an algorithm for constructing mixed-level OAs via searching some existing two-level OAs. Their purpose is to construct mixed-level OAs with as many twolevel columns as possible and their algorithm succeeded in constructing several new large mixed-level OAs. In contrast, our purpose is to construct as many non-isomorphic mixed-level OAs (with small runs) as possible, for which our algorithm is more flexible and effective. For example, our algorithm is quite effective in constructing an OA(20, 5 1 2 8 ) which is known to have maximal two-level columns while their algorithm fails to produce any OA(20, 5 1 2 7 ). Furthermore, we succeed in constructing several new 36-run OAs, which are not constructed by their algorithm. Appendix B lists nine new 36-run OAs.
It is interesting to have some head-to-head timing comparisons between this and other algorithms. We choose a Fedorov exchange algorithm and Nguyen's NOA algorithm for comparison. Cook and Nachtsheim (1980) reported that the Fedorov exchange algorithm produces the best result but takes the longest CPU time among several D-optimal exchange algorithms. We use the FOR-TRAN source code due to Miller and Nguyen (1994) for the Fedorov algorithm, downloaded from StatLib (http://lib.stat.cmu.edu). We implement the Nguyen algorithm by replacing ave(s 2 ) with J 2 for convenience because no source code is available. This modification will affect the speed but not the efficiency for constructing OAs. Table 3 shows the comparisons of the algorithms in terms of speed and efficiency. We compile and run all algorithms on an iMac PowerPC G4 computer for a fair comparison. The iMac computer is of CPU 867 MHz and is about three times faster than our Sun workstation. In the simulation, we repeat the Fedorov algorithm 1,000 times for OA(12, 2 11 ) and OA(16, 2 15 ) because it is very slow, and repeat other algorithms 10,000 times for all arrays. Table 3 shows clearly that our algorithm performs the best and the Fedorov algorithm performs least well in both speed and efficiency. The Fedorov algorithm is slow because it uses an exhaustive search of points for improvement and because it uses D-optimality as the objective function which involves real-valued matrix operations. The (modified) Nguyen algorithm is slower than ours because the former uses a non-sequential approach and the latter uses a sequential approach. The non-sequential approach stops only when no swap is made on any column for consecutive n times (where n is the number of columns) while the sequential approach stops when it fails to add an orthogonal column for consecutive T 1 times. When T 1 is less than n, the sequential approach stops earlier in the case of failure. This explains why the sequential approach is faster. Furthermore, the high success rate of our algorithm shows that the sequential approach is more efficient than the non-sequential approach. Note that with the increased computer power, the Fedorov algorithm succeeds in generating some OA(16, 2 15 )'s while the Nguyen algorithm still fails to generate any OA(24, 2 23 ) out of 10,000 repetitions. Wang and Wu (1992) systematically studied NOAs and proposed some general combinatorial construction methods. Nguyen (1996b) proposed an algorithm for constructing NOAs by adding two-level columns to existing OAs. Ma et al. (2000) proposed two algorithms for constructing NOAs by minimizing some combinatorial criteria via the thresholding accepting technique. Here we use our algorithm to construct J 2 -optimal mixed-level NOAs and compare them with others. Table 4 shows the comparison of NOAs in terms of A 2 and D optimality. Our arrays are chosen according to A 2 -optimality, i.e., J 2 -optimality with natural weights. Among designs with the same A 2 value, the one with the highest D efficiency is chosen. Orthogonal polynomial contrasts are used to calculate the D efficiency as in (6). The number of nonorthogonal pairs, N p, is also reported for reference. In the construction of an OA (N, s Table 4 , we find a new OA (20, 5 1 2 15 ) that is better than his in terms of both A 2 and D. Our array has 19 nonorthogonal pairs of columns and his has 25 nonorthogonal pairs; on the other hand, our array has 7 orthogonal columns (the first 7) and his has 8 orthogonal columns (the first 8). We also find two arrays, OA (12, 3 1 2 9 ) and OA (24, 3 1 2 21 ), that are better than his in terms of A 2 . In terms of N p, our arrays OA (12, 3 1 2 9 ) and OA (20, 5 1 2 15 ) are better, and OA (18, 2 1 3 8 ) and OA (24, 3 1 2 21 ) are worse than his. For reference, our arrays are listed in Tables 1, 5 , 6, and 7(ii) respectively.
Nearly Orthogonal Arrays
Our algorithm has an additional feature: Weights can be used to control the structure of NOAs. For example, consider the construction of an OA (12, 3 1 2 9 ). If the practitioner is more concerned with a three-level factor, it is desirable to have an NOA in which the three-level column is orthogonal to all two-level columns. If the practitioner is more concerned with the two-level factors, it is desirable to have an NOA in which all two-level columns are orthogonal to each other. Wang and Wu (1992) refer to such designs as type I and type II, respectively. Using this algorithm, we can construct easily both types of NOAs. For instance, we obtain a type I array if we assign weight 10 to a three-level column and weight 1 to a two-level column, and a type II array if we reverse the weight assignment.
Blood Glucose Experiment
Consider the blood glucose experiment described in the preface. The original experiment used an OA(18, 2 1 3 7 ) by combining two factors (F) sensitivity and (I) absorption into one factor. The disadvantage of this plan is obvious, in that we cannot distinguish which original factor is significant if the combined factor is identified as significant. Unfortunately, data analysis of the original experiment suggested that the combined factor was significant. The details of the design matrix, response data and data analysis are given in Hamada and Wu (1992) and Wu and Hamada (2000, chap 7-8 ).
An alternative of the previous plan, as mentioned in the preface, is to use an OA (18, 2 1 3 8 ). Table 7 lists two OA (18, 2 1 3 8 )'s. The first array, given in Nguyen (1996b) , is obtained by adding one column to an OA (18, 2 1 3 7 ) . The second array is constructed by our algorithm. The comparison of these two NOAs is given in Table 8 , along with the original plan of combined factors. Both NOAs are superior to the original plan. Either NOA has a D efficiency of 0.967, which implies that all main effects can be estimated efficiently. Both NOAs have the same overall nonorthogonality, i.e., A 2 = 0.5. The Nguyen array has one pair of nonorthogonal columns while ours has three pairs of nonorthogonal columns. However, the nonorthogonal pair of Nguyen's array has only six (among nine) different level combinations, whereas each nonorthogonal pair of our array has all nine level combinations. As a consequence, the aliasing between any nonorthogonal pair of our array is one third of the aliasing between the nonorthogonal pair of Nguyen's array (see the a 2 values in Table 8 ). Because the experimenter does not know in advance which factors will turn out to be significant, it is important to minimize the maximum aliasing of any two factors. Our array has the desired property that the nonorthogonality is uniformly spread among three pairs so that the nonorthogonality of each pair is minimized.
Concluding Remarks
This paper proposes an efficient algorithm for constructing mixed-level OAs and NOAs. The basic idea is to add columns sequentially such that the resultant array is optimal with respect to some optimality criteria. We use the J 2 -optimality for simplicity in programming and efficiency in computation. The algorithm has the following advantages: (a) it is easy to use for practitioners, (b) it is flexible to construct various mixed-level designs, (c) it outperforms existing algorithms in both speed and efficiency, and (d) it generates several new OAs that are not found by other algorithms.
The sequential procedure avoids an exhaustive search of columns for improvement and is computationally efficient. As with all other algorithms, this program may be trapped in a local minimum.
To overcome this problem, the program should be re-run M times, where M could range from a few to the thousands. Table 2 provides a guideline on how large M should be in the construction of OAs.
Traditionally, OAs are used for estimating main effects only. As main effects plans, all OAs are equally good. For example, Cheng (1980) showed that OAs are universally optimal. Nevertheless, recent advances in analysis strategies show that OAs may entertain some interactions besides the main effects under the effect sparsity principle (Hamada and Wu 1992) ; hence, all OAs are no longer equivalent. See Lin and Draper (1992) , Wang and Wu (1995) , Cheng (1995) , Box and Tyssedal (1996) , Deng and Tang (1999) , Tang and Deng (1999) , and Xu and Wu (2001) columns, which are new in the sense that they are not equivalent to any existing OAs. Lam and Tonchev (1996) showed that there are exactly 68 non-isomorphic OA(27, 3 13 )'s. By considering projections onto three columns, we show that all six OAs given in Appendix C are not equivalent to any subdesigns from the 68 OA(27, 3 13 )'s. Furthermore, these new OAs have good projective properties. For example, all projected three-column designs from them have at least 18 distinct runs. In particular, these OAs are better than all designs studied in Cheng and Wu (2001) for their dual purposes of factor screening and response surface exploration.
Finally, data from an experiment using OAs and NOAs can be analyzed by stepwise selection or Bayesian variable selection procedure. Details and examples are available in Hamada and Wu (1992) , Chipman, Hamada, and Wu (1997) , and Wu and Hamada (2000, chap. 8) .
Appendix A: Proofs
Proof of Lemma 1.
where the inequality follows from the Cauchy-Schwartz inequality. In particular, the equality holds if and only if all level combinations appear equally often for any pair of columns, i.e., d is an OA.
Proof of Lemma 2. Because A 2 is invariant with respect to the choice of treatment contrasts, it is convenient, as done in Xu and Wu (2001) , to use the complex contrasts. For k = 1, . . . , n, let [z
ip ] be the standardized contrast coefficients of the kth factor such that
for any p, q = 1, . . . , s k −1, where z is the complex conjugate of z. In particular, we use the following complex contrasts
Appendix B: Some 36-Run OAs Appendix C: Some 27-Run OAs 
The entries in the columns are the success rate of constructing an OA and the average time in seconds per repetition. The Fedorov algorithm is due to Miller and Nguyen (1994) and the Nguyen algorithm is implemented with J 2 -optimality. a The value can not be determined because no design is given in Ma et al. 
