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degenerate functional stochastic differential equations.
AMS subject Classification: 60H10, 47G20.
Keywords: Coupling, derivative formula, gradient estimate, Harnack inequality, functional
stochastic differential equation.
1 Introduction
In recent years, the coupling argument developed in [1] for establishing dimension-free Har-
nack inequality in the sense of [13] has been intensively applied to the study of Markov
semigroups associated with a number of stochastic (partial) differential equations, see e.g.
[3, 4, 6, 7, 8, 9, 14, 16, 18, 19, 20, 22] and references within. In particular, the Harnack in-
equalities have been established in [4, 19] for a class of non-degenerate functional stochastic
differential equations (SDEs), while the (Bismut-Elworthy-Li type) derivative formula and
applications have been investigated in [5] for a class of degenerate SDEs (see also [21, 23]
for the study by using Malliavin calculus). The aim of this paper is to establish the deriva-
tive formula and (log-)Harnack inequalities for degenerate functional SDEs. The derivative
formula implies explicit gradient estimates of the associated semigroup, while a number of
∗Supported in part by SRFDP and the Fundamental Research Funds for the Central Universities.
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applications of the (log-)Harnack inequalities have been summarized in [17, §4.2] on heat
kernel estimates, entropy-cost inequalities, characterizations of invariant measures and con-
tractivity properties of the semigroup.
Let m ∈ Z+ and d ∈ N. Denote Rm+d = Rm × Rd, where Rm = {0} when m = 0.
For r0 > 0, let C := C([−r0, 0];Rm+d) be the space of continuous functions from [−r0, 0]
into Rm+d, which is a Banach space with the uniform norm ‖ · ‖∞. Consider the following
functional SDE on Rm+d :
E1 (1.1)
{
dX(t) = {AX(t) +MY (t)}dt,
dY (t) = {Z(X(t), Y (t)) + b(Xt, Yt)}dt + σdB(t),
where B(t) is a d-dimensional Brownian motion, σ is an invertible d × d-matrix, A is an
m × m-matrix, M is an m × d-matrix, Z : Rm × Rd → Rd and b : C → Rd are locally
Lipschitz continuous (i.e. Lipschitzian on compact sets), (Xt, Yt)t≥0 is a process on C with
(Xt, Yt)(θ) := (X(t + θ), Y (t + θ)), θ ∈ [−r0, 0]. We assume that there exists an integer
number 0 ≤ k ≤ m− 1 such that
RR (1.2) Rank[M,AM, · · · , AkM ] = m.
When m = 0 this condition automatically holds by convention. Note that when m ≥ 1, this
rank condition holds for some k > m− 1 if and only if it holds for k = m− 1.
Let ∇,∇(1) and ∇(2) denote the gradient operators on Rm+d,Rm and Rd respectively, and
let
Lf(x, y) :=〈Ax+My,∇(1)f(x, y)〉+ 〈Z(x, y),∇(2)f(x, y)〉
+
1
2
d∑
i,j=1
(σσ∗)ij
∂2
∂yi∂yj
f(x, y), (x, y) ∈ Rm+d, f ∈ C2(Rm+d).
Since both Z and b are locally Lipschitz continuous, due to [12] the equation (1.1) has a
unique local solution for any initial data (X0, Y0) ∈ C . To ensure the non-explosion and
further regular properties of the solution, we make use of the following assumptions:
(A) There exist constants λ, l > 0 and W ∈ C2(Rm+d) of compact level sets with W ≥ 1
such that
(A1) LW ≤ λW, |∇(2)W | ≤ λW ;
(A2) 〈b(ξ),∇(2)W (ξ(0))〉 ≤ λ‖W (ξ)‖∞, ξ ∈ C ;
(A3) |Z(z)− Z(z′)| ≤ λ|z − z′|W (z′)l, z, z′ ∈ Rm+d, |z − z′| ≤ 1;
(A4) |b(ξ)− b(ξ′)| ≤ λ‖ξ − ξ′‖∞‖W (ξ′)‖l∞, ξ, ξ′ ∈ C , ‖ξ − ξ′‖∞ ≤ 1.
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Comparing with the framework investigated in [5, 23], where b = 0, A = 0 and Rank[M ] =
m are assumed, the present model is more general and the segment process we are going to
investigate is an infinite-dimensional Markov process. On the other hand, unlike in [5] where
the condition |∇(2)W | ≤ λW is not used, in the present setting this condition seems essential
in order to derive moment estimates of the segment process (see the proof of Lemma 2.1
below). Moreover, if |∇W | ≤ cW holds for some constant c > 0, then (A3) and (A4) hold
for some λ > 0 if and only if there exists a constant λ′ > 0 such that |∇Z| ≤ λ′W l and
|∇b| ≤ λ′‖W‖l∞ holds on Rm+d and C respectively.
It is easy to see that (A) holds for W (z) = 1 + |z|2, l = 1 and some constant λ > 0
provided that Z and b are globally Lipschitz continuous on Rm+d and C respectively. It is
clear that (A1) and (A2) imply the non-explosion of the solution (see Lemma 2.1 below). In
this paper we aim to investigate regularity properties of the Markov semigroup associated
with the segment process:
Ptf(ξ) = E
ξf(Xt, Yt), f ∈ Bb(C ), ξ ∈ C ,
where Bb(C ) is the class of all bounded measurable functions on C and E
ξ stands for the
expectation for the solution starting at the point ξ ∈ C . When m = 0 we have Xt ≡ 0
and C = {0} × C2 ≡ C2 := C([−r0, 0];Rd), so that Ptf can be simply formulated as
Ptf(ξ) = E
ξf(Yt) for f ∈ Bb(C2), ξ ∈ C2. Thus, (1.1) also includes non-degenerate functional
SDEs. For any h = (h1, h2) ∈ C and z ∈ Rm+d, let ∇h and ∇z be the directional derivatives
along h and z respectively. The following result provides an explicit derivative formula for
PT , T > r0.
T1.1 Theorem 1.1. Assume (A) and let T > r0. Let v : [0, T ] → R and α : [0, T ] → Rm be
Lipschitz continuous such that v(0) = 1, α(0) = 0, v(s) = 0, α(s) = 0 for s ≥ T − r0, and
LL (1.3) h1(0) +
∫ t
0
e−sAMφ(s)ds = 0, t ≥ T − r0,
where φ(s) := v(s)h2(0) + α(s). Then for any h = (h1, h2) ∈ C and f ∈ Bb(C ),
Bis (1.4) ∇hPTf(ξ) = Eξ
{
f(XT , YT )
∫ T
0
〈
N(s), (σ∗)−1dB(s)
〉}
, ξ ∈ C
holds for
N(s) := (∇Θ(s)Z)(X(s), Y (s)) + (∇Θsb)(Xs, Ys)− v′(s)h2(0)− α′(s), s ∈ [0, T ],
where
Θ(s) = (Θ(1)(s),Θ(2)(s)) :=
{
h(s), if s ≤ 0,(
eAsh1(0) +
∫ s
0
e(s−r)AMφ(r)dr, φ(s)
)
, if s > 0.
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A simple choice of v is
v(s) =
(T − r0 − s)+
T − r0 , s ≥ 0.
To present a specific choice of α, let
Qt :=
∫ t
0
s(T − r0 − s)+
(T − r0)2 e
−sAMM∗e−sA
∗
ds, t > 0.
According to [11] (see also [21, Proof of Theorem 4.2(1)]), when m ≥ 1 the matrix Qt is
invertible with
QQ (1.5) ‖Q−1t ‖ ≤ c(T − r0)(t ∧ 1)−2(k+1), t > 0
for some constant c > 0.
C1.2 Corollary 1.2. Assume (A) and let T > r0. Then (1.4) holds for v(s) =
(T−r0−s)+
T−r0
and
α(s) = −s(T − r0 − s)
+
(T − r0)2 M
∗e−sA
∗
Q−1T−r0
(
h1(0) +
∫ T−r0
0
(T − r0 − r)+
T − r0 e
−rAMh2(0)dr
)
,
where by convention M = 0 (hence, α = 0) if m = 0.
The following gradient estimates are direct consequences of Theorem 1.1.
C1.3 Corollary 1.3. Assume (A). Then:
(1) There exists a constant C ∈ (0,∞) such that
|∇hPTf(ξ)| ≤ C
√
PTf 2(ξ)
{
|h(0)|
(
1 +
‖M‖
(T − r0)2k+1 ∧ 1
)
+ ‖W (ξ)‖l∞
√
T ∧ (1 + r0)
(
‖h‖∞ + ‖M‖ · |h(0)|
(T − r0)2k+1 ∧ 1
)}
holds for all T > r0, ξ, h ∈ C and f ∈ Bb(C );
(2) Let |∇(2)W |2 ≤ δW hold for some constant δ > 0. If l ∈ [0, 1/2) then there exists a
constant C ∈ (0,∞) such that
|∇hPTf(ξ)| ≤ r
{
PTf log f − (PTf) logPTf
}
(ξ)
+
CPTf(ξ)
r
{
|h(0)|2
(
1
(T − r0) ∧ 1 +
‖M‖2
{(T − r0) ∧ 1}4k+3
)
+ ‖h‖2∞‖W (ξ)‖∞ +
(
‖h‖2∞ +
|h(0)|2‖M‖2
{(T − r0) ∧ 1}4k+2
) 1
1−2l
(
r2
‖h‖2∞
∨ 1
) 2l
1−2l
}
holds for all r > 0, T > r0, ξ, h ∈ C and positive f ∈ Bb(C );
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(3) Let |∇(2)W |2 ≤ δW hold for some constant δ > 0. If l = 1
2
then there exist constants
C,C ′ ∈ (0,∞) such that
|∇hPTf(ξ)| ≤r
{
PTf log f − (PTf) logPTf
}
(ξ)
+
CPTf(ξ)
r
{
|h(0)|2
(
1
(T − r0) ∧ 1 +
‖M‖2
{(T − r0) ∧ 1}4k+3
)
+ ‖W (ξ)‖∞
(
‖h‖2∞ +
‖M‖2|h(0)|2
{(T − r0) ∧ 1}4k+2
)}
holds for
r ≥ C ′
(
‖h‖∞ + ‖M‖ · |h(0)|{(T − r0) ∧ 1}2k+1
)
,
all T > r0, ξ, h ∈ C and positive f ∈ Bb(C ).
When m = 0 the above assertions hold with ‖M‖ = 0.
According to [2], the entropy gradient estimate implies the Harnack inequality with
power, we have the following result which follows immediately from Corollary 1.3 (2) and
[5, Proposition 4.1]. Similarly, Corollary 1.3 (3) implies the same type Harnack inequality
for smaller ‖h‖∞ comparing to T − r0.
C1.4 Corollary 1.4. Assume (A) and let |∇(2)W |2 ≤ δW hold for some constant δ > 0. If
l ∈ [0, 1
2
) then there exists a constant C ∈ (0,∞) such that
(PTf)
p(ξ + h) ≤PTf p(ξ) exp
[
Cp
p− 1
{
‖h‖2∞
∫ 1
0
‖W (ξ + sh)‖∞ds
+
(
‖h‖2∞ +
‖M‖2|h(0)|2
{(T − r0) ∧ 1}4k+2
) 1
1−2l
(
(p− 1)2
‖h‖2∞
∨ 1
) 2l
1−2l
}]
holds for all T > r0, p > 1, ξ, h ∈ C and positive f ∈ Bb(C ). If m = 0 then the assertion
holds for ‖M‖ = 0.
Finally, we consider the log-Harnack inequality introduced in [10, 15]. To this end, as in
[5], we slightly strengthen (A3) and (A4) as for follows: there exists an increasing function
U on [0,∞) such that
(A3′) |Z(z)− Z(z′)| ≤ λ|z − z′|{W (z′)l + U(|z − z′|)}, z, z′ ∈ Rm+d;
(A4′) |b(ξ)− b(ξ′)| ≤ λ‖ξ − ξ′‖∞
{‖W (ξ′)‖l∞ + U(‖ξ − ξ′‖∞)}, ξ, ξ′ ∈ C .
Obviously, if
W (z)l ≤ c{W (z′)l + U(|z − z′|)}, z, z′ ∈ Rm+d
holds for some constant c > 0, then (A3) and (A4) imply (A3′) and (A4′) respectively with
possibly different λ.
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T1.5 Theorem 1.5. Assume (A1), (A2), (A3′) and (A4′). Then there exists a constant C ∈
(0,∞) such that for any positive f ∈ Bb(C ), T > r0 and ξ, h ∈ C ,
PT log f(ξ + h)− logPTf(ξ) ≤ C
{[
‖W (ξ + h)‖2l∞ + U2
(
C‖h‖∞ + C‖M‖ · |h(0)|
(T − r0) ∧ 1
)]
‖h‖2∞
+
|h(0)|2
(T − r0) ∧ 1 +
‖M‖2|h(0)|2
{(T − r0) ∧ 1}4k+3
}
.
If m = 0 then the assertion holds for ‖M‖ = 0.
For applications of the Harnack and log-Harnack inequalities we are referred to [17, §4.2].
The remainder of the paper is organized as follows: Theorem 1.1 and Corollary 1.2 are proved
Section 2, while Corollary 1.3 and Theorem 1.5 are proved in Section 3; in Section 4 the
assumption (A) is weakened for the discrete time delay case, and two examples are presented
to illustrate our results.
2 Proofs of Theorem 1.1 and Corollary 1.2
lem1 Lemma 2.1. Assume (A1) and (A2). Then for any k > 0 there exists a constant C > 0
such that
Eξ sup
−r0≤s≤t
W (X(s), Y (s))k ≤ 3‖W (ξ)‖k∞eCt, t ≥ 0, ξ ∈ C
holds. Consequently, the solution is non-explosive.
Proof. For any n ≥ 1, let
τn := inf{t ∈ [0, T ] : |X(t)|+ |Y (t)| ≥ n}.
Moreover, let
ℓ(s) := W (X, Y )(s), s ≥ −r0.
By the Itoˆ formula and using the first inequality in (A1) and (A2) we may find a constant
C1 > 0 such that
ℓ(t ∧ τn)k = ℓ(0)k + k
∫ t∧τn
0
ℓ(s)k−1〈∇(2)W (X, Y )(s), σdB(s)〉
+ k
∫ t∧τn
0
ℓ(s)k−1
{
LW (X, Y )(s) +
〈
b(Xs, Ys),∇(2)W (X, Y )(s)
〉
+
1
2
(k − 1)ℓ(s)−1|σ∗∇(2)W (X, Y )(s)|2
}
ds
≤ l(0)k + k
∫ t∧τn
0
ℓ(s)k−1〈∇(2)W (X, Y )(s), σdB(s)〉+ C1
∫ t∧τn
0
sup
r∈[−r0,s]
ℓ(r)kds.
W2 (2.1)
Noting that by the second inequality in (A1) and the Burkholder-Davis-Gundy inequality
we obtain
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kEξ sup
s∈[0,t]
∣∣∣ ∫ s∧τn
0
ℓ(r)k−1〈∇(2)W (X, Y )(s), σdB(r)〉
∣∣∣ ≤ C2Eξ
(∫ t
0
ℓ(s ∧ τn)2kds
)1/2
≤ C2Eξ
{(
sup
s∈[0,t]
ℓ(s ∧ τn)k
)1/2(∫ t
0
ℓ(s ∧ τn)kds
)1/2}
≤ 1
2
Eξ sup
s∈[0,t]
ℓ(s ∧ τn)k + C
2
2
2
Eξ
∫ t
0
sup
r∈[0,s]
ℓ(r ∧ τn)kds
for some constant C2 > 0. Combining this with (2.1) and noting that (X0, Y0) = ξ, we
conclude that there exists a constant C > 0 such that
Eξ sup
−r0≤s≤t
ℓ(s ∧ τn)k ≤ 3‖W (ξ)‖k∞ + CEξ
∫ t
0
sup
s∈[−r0,t]
ℓ(s)kds, t ≥ 0.
Due to the Gronwall lemma this implies that
Eξ sup
−r0≤s≤t
ℓ(s ∧ τn)k ≤ 3‖W (ξ)‖k∞eCt, t ≥ 0, n ≥ 1.
Consequently, we have τn ↑ ∞ as n ↑ ∞, and thus the desired inequality follows by letting
n→∞.
To establish the derivative formula, we first construct couplings for solutions starting
from ξ and ξ + εh for ε ∈ (0, 1], then let ε → 0. For fixed ξ = (ξ1, ξ2), h = (h1, h2) ∈ C , let
(X(t), Y (t)) solve (1.1) with (X0, Y0) = ξ; and for any ε ∈ (0, 1], let (Xε(t), Y ε(t)) solve the
equation
E2 (2.2)
{
dXε(t) = {AXε(t) +MY ε(t)}dt,
dY ε(t) = {Z(X(t), Y (t)) + b(Xt, Yt)}dt+ σdB(t) + ε{v′(t)h2(0) + α′(t)}dt
with (Xε0 , Y
ε
0 ) = ξ+εh. By Lemma 2.1 and (2.3) below, the solution to (2.2) is non-explosive
as well.
Pro1 Proposition 2.2. Let φ(s) := v(s)h2(0) + α(s), s ∈ [0, T ], and the conditions of Theorem
1.1 hold. Then
EE (2.3) (Xε(t), Y ε(t)) = (X(t), Y (t)) + εΘ(t), ε, t ≥ 0
holds for
Θ(t) := (Θ(1)(t),Θ(2)(t)) :=
{
h(t), if t ≤ 0,(
eAth1(0) +
∫ t
0
e(t−r)AMφ(r)dr, φ(t)
)
, if t > 0.
In particular, (XεT , Y
ε
T ) = (XT , YT ).
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Proof. By (2.2) and noting that v(0) = 1 and v(s) = 0 for s ≥ T − r0, we have Y ε(t) =
Y (t) + εφ(t) and
Xε(t) = X(t) + εeAth1(0) + ε
∫ t
0
e(t−s)AMφ(s)ds, t ≥ 0.
Thus, (2.3) holds. Moreover, since α(s) = v(s) = 0 for s ≥ T−r0, we have Θ(2)(s) = φ(s) = 0
for s ≥ T − r0. Moreover, by (1.3) we have Θ(1)(s) = 0 for s ≥ T − r0. Therefore, the proof
is finished.
Since according to Proposition 2.2 we have (XεT , Y
ε
T ) = (XT , YT ). Noting that (X
ε
0 , Y
ε
0 ) =
ξ + εh, if (2.2) can be formulated as (1.1) using a different Brownian motion, then we are
able to link PTf(ξ) to PTf(ξ + εh) and furthermore derive the derivative formula by taking
derivative w.r.t. ε at ε = 0. To this end, let
Φε(s) = Z(X(s), Y (s))− Z(Xε(s), Y ε(s)) + b(Xs, Ys)− b(Xεs , Y εs ) + ε{v′(s)h2(0) + α′(s)}.
Set
Rε(s) = exp
[
−
∫ s
0
〈σ−1Φε(r), dB(r)〉 − 1
2
∫ s
0
|σ−1Φε(r)|2dr
]
,
and
Bε(s) = B(s) +
∫ s
0
σ−1Φε(r)dr.
Then (2.2) reduces to
E2’ (2.4)
{
dXε(t) = {AXε(t) +MY ε(t)}dt,
dY ε(t) = {Z(Xε(t), Y ε(t)) + b(Xεt , Y εt )}dt+ σdBε(t).
According to the Girsanov theorem, to ensure that Bε(t) is a Browanian motion under
Qε := R
ε(T )P, we first prove thatRε(t) is an exponential martingale. Moreover, to obtain the
derivative formula using the dominated convergence theorem, we also need {Rε(T )−1
ε
}ε∈(0,1)
to be uniformly integrable. Therefore, we will need the following two lemmas.
L2.2 Lemma 2.3. Let (A) hold. Then there exists ε0 > 0 such that
sup
s∈[0,T ],ε∈(0,ε0)
E[Rε(s) logRε(s)] <∞,
so that for each ε ∈ (0, 1), (Rε(s))s∈[0,T ] is a uniformly integrable martingale.
Proof. By (2.3), there exists ε0 > 0 such that
ED (2.5) ε0|Θ(t)| ≤ 1, t ∈ [−r0, T ].
For any ε ∈ [0, ε0], define
τn := inf{t ≥ 0 : |X(t)|+ |Y (t)|+ |Xε(t)|+ |Y ε(t)| ≥ n}, n ≥ 1.
8
We have τn ↑ ∞ as n ↑ ∞ due to the non-explosion. By the Girsanov theorem, the process
{Rε(s ∧ τn)}s∈[0,T ] is a martingale and {Bε(s)}s∈[0,T∧τn] is a Brownian motion under the
probability measure Qε,n := R
ε(T ∧ τn)P. By the definition of Rε(s) we have
2.6 (2.6) E[Rε(s ∧ τn) logRε(s ∧ τn)] = EQε,n [logRε(s ∧ τn)] ≤
1
2
EQε,n
∫ T∧τn
0
|σ−1Φε(r)|2dr.
By (2.5), (A3) and (A4),
2.7 (2.7) |σ−1Φε(s)|2 ≤ cε2‖W (Xεs , Y εs )‖2l∞,
holds for some constant c independent of ε. By the weak uniqueness of the solution to (1.1)
and (2.4), the distribution of (Xε(s), Y ε(s))s∈[0,T∧τn] under Qε,n coincides with that of the
solution to (1.1) with (X0, Y0) = ξ + εh up to time T ∧ τn, we therefore obtain from Lemma
2.1 that
E[Rε(s ∧ τn) logRε(s ∧ τn)] ≤ c‖W (ξ + εh)‖2l∞
∫ T
0
eCtdt <∞, n ≥ 1, ε ∈ (0, ε0).
Then the required assertion follows by letting n→∞.
L2.3 Lemma 2.4. If (A) holds, then there exists ε0 > 0 such that
sup
ε∈(0,ε0)
E
(
Rε(T )− 1
ε
log
Rε(T )− 1
ε
)
<∞.
Moreover,
lim
ε→0
Rε(T )− 1
ε
=∫ T
0
〈
(∇Θ(s)Z)(X(s), Y (s)) + (∇Θsb)(Xs, Ys)− v′(s)h2(0)− α′(s), (σ∗)−1dB(s)
〉
.
y2 (2.8)
Proof. Let ε0 be such that (2.5) holds. Since (2.8) is a direct consequence of (2.3) and the
definition of Rε(T ), we only prove the first assertion. By [5] we know that
Rε(T )− 1
ε
log
Rε(T )− 1
ε
≤ 2Rε(T )
(
logRε(T )
ε
)2
.
Since due to Lemma 2.3 {Bε(t)}t∈[0,T ] is a Brownian motion under the probability measure
Qε := R
ε(T )P, and since
logRε(T ) = −
∫ T
0
〈σ−1Φε(r), dB(r)〉 − 1
2
∫ T
0
|σ−1Φε(r)|2dr
= −
∫ T
0
〈σ−1Φε(r), dBε(r)〉+ 1
2
∫ T
0
|σ−1Φε(r)|2dr,
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it follows from (2.7) that
E
(
Rε(T )− 1
ε
log
Rε(T )− 1
ε
)
≤ E
(
2Rε(T )
(
logRε(T )
ε
)2)
= 2EQε
(
logRε(T )
ε
)2
≤ 4
ε2
EQε
(∫ T
0
〈σ−1Φε(r), dBε(r)〉
)2
+
1
ε2
EQε
(∫ T
0
|σ−1Φε(r)|2dr
)2
≤ 4
ε2
∫ T
0
EQε |σ−1Φε(r)|2dr +
T
ε2
∫ T
0
EQε |σ−1Φε(r)|4dr
≤ c
∫ T
0
EQε‖W (Xεr , Y εr )‖4l∞dr
holds for some constant c > 0. As explained in the proof of Lemma 2.3 the distribution of
(Xεs , Y
ε
s )s∈[0,T ] under Qε coincides with that of the segment process of the solution to (1.1)
with (X0, Y0) = ξ + εh, the first assertion follows by Lemma 2.1.
Proof of Theorem 1.1. Since Lemma 2.3, together with the Girsanov theorem, implies that
{Bε(s)}s∈[0,T ] is a Brownian motion with respect to Qε := Rε(T )P, by (2.4) and (XT , YT ) =
(XεT , Y
ε
T ) we obtain
y1 (2.9) PTf(ξ + εh) = EQεf(X
ε
T , Y
ε
T ) = E{Rε(T )f(XT , YT )}.
Thus,
PTf(ξ + εh)− PTf(ξ) = ERε(T )f(XT , YT )− Ef(XT , YT ) = E[(Rε(T )− 1)f(XT , YT )].
Combining this with Lemma 2.4 and using the dominated convergence theorem, we arrive
at
∇hPTf(ξ, η) = lim
ε→0
PTf(ξ + εh)− PTf(ξ)
ε
= lim
ε→0
E[(Rε(T )− 1)f(XT , YT )]
ε
= E
{
f(XT , YT )
∫ T
0
〈
N(s), (σ∗)−1dB(s)
〉}
.
Proof of Corollary 1.2. It suffices to verify (1.3) for the specific v and α. Since when m = 0
we have h1 = M = 0 so that (1.3) trivially holds, we only consider m ≥ 1. In this case, (1.3)
is satisfied since according to the definition of φ(s) and α(s) we have for t ≥ T − r0,∫ t
0
e−sAMφ(s)ds =
∫ T−r0
0
e−sAMφ(s)ds
=
∫ T−r0
0
v(s)e−sAMh2(0)ds−QT−r0Q−1T−r0
(
h1(0) +
∫ T−r0
0
v(s)e−sAMh2(0)ds
)
= −h1(0).
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3 Proofs of Corollary 1.3 and Theorem 1.5
To prove the entropy-gradient estimates in Corollary (2) and (3), we need the following
simple lemma which seems new and might be interesting by itself.
L3.1 Lemma 3.1. Let ℓ(t) be a non-negative continuous semi-martingale and let M (t) be a con-
tinuous martingale with M (0) = 0 such that
dℓ(t) ≤ dM (t) + cℓ¯tdt,
where c ≥ 0 is a constant and ℓ¯t := sups∈[0,t] ℓ(s). Then
E exp
[
ε
T e1+cT
∫ T
0
ℓ¯tdt
]
≤ eεℓ(0)+1(Ee2ε2〈M 〉(T ))1/2, T, ε ≥ 0.
Proof. Let M¯t := sups∈[0,t] M (t). We have
M¯t + c
∫ t
0
ℓ¯sds ≥ ℓ¯t − ℓ(0).
Thus,
ℓT
e1+cT
− ℓ(0) ≤ M¯T + c
∫ T
0
ℓ¯tdt
e1+cT
− (1− e−(1+cT ))ℓ(0)
=
∫ T
0
d
{
e−(c+T
−1)t
(
M¯t + c
∫ t
0
ℓ¯sds
)}
− (1− e−(1+cT ))ℓ(0)
=
∫ T
0
e−(T
−1+c)tdM¯t +
∫ T
0
e−(c+T
−1)t
{
cℓ¯t − (T−1 + c)
(
M¯t + c
∫ t
0
ℓ¯sds
)}
dt
− (1− e−(1+cT ))ℓ(0)
≤ M¯T +
∫ T
0
e−(c+T
−1)t
{
cℓ¯t − (T−1 + c)
(
ℓ¯t − ℓ(0)
)}
dt− (1− e−(1+cT ))ℓ(0)
≤ M¯T − 1
T e1+cT
∫ T
0
ℓ¯tdt.
Combining this with
EeεM¯t ≤ Ee1+εM (T ) ≤ e(Ee2ε2〈M 〉(T ))1/2,
we complete the proof.
C3.1 Corollary 3.2. Assume (A) and let |∇(2)W |2 ≤ δW hold for some constant δ > 0. Then
there exists a constant c > 0 such that
Eξ exp
[
1
2‖σ‖2δT 2e2+2cT
∫ T
0
‖W (Xt, Yt)‖∞dt
]
≤ exp
[
2 +
W (ξ(0))
‖σ‖2δT e1+cT +
r0‖W (ξ)‖∞
2‖σ‖2δT 2e2+2cT
]
, T > r0.
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Proof. By (A) and the Itoˆ formula, there exists a constant c > 0 such that
dW (X, Y )(s) ≤ 〈∇(2)W (X, Y )(s), σdB(s)〉+ c‖W (Xs, Ys)‖∞ds.
Let
M (t) :=
∫ t
0
〈∇(2)W (X, Y )(s), σdB(s)〉, l(t) := W (X, Y )(t),
and let ε = (2‖σ‖2δT e1+cT )−1 such that
ε
T e1+cT
= 2‖σ‖2ε2.
Then by Lemma 3.1 and |∇(2)W |2 ≤ δW , we have
Eξ exp
[
ε
T e1+cT
∫ T
0
l¯tdt
]
≤ eεl(0)+1(Eξe2ε2〈M 〉(T ))1/2
≤ e1+εl(0)
(
Eξe2ε
2‖σ‖2δ
∫ T
0 l¯tdt
)1/2
= e1+εl(0)
(
Eξe
ε
Te1+cT
∫ T
0 l¯tdt
)1/2
.
By using stopping times as in the proof of Lemma 2.1 we may assume that
Eξ exp
[
ε
T e1+cT
∫ T
0
l¯tdt
]
<∞
so that
Eξ exp
[
ε
T e1+cT
∫ T
0
l¯tdt
]
≤ e2+2εl(0).
This completes the proof by noting that
1
2‖σ‖2δT 2e2+2cT
∫ T
0
‖W (Xt, Yt)‖∞dt ≤ r0‖W (ξ)‖∞
2‖σ‖2δT 2e2+2cT +
ε
T e1+cT
∫ T
0
l¯tdt.
Proof of Corollary 1.3. Let v and α be given in Corollary 1.2. By the semigroup property
and the Jensen inequality, we will only consider T − r0 ∈ (0, 1].
(1) By (1.5) and the definitions of α and v, there exists a constant C > 0 such that
|v′(s)h2(0) + α′(s)| ≤ C1[0,T−r0](s)|h(0)|
( 1
T − r0 +
‖M‖
(T − r0)2(k+1)
)
, s ∈ [0, T ],
|Θ(s)| ≤ C|h(0)|
(
1 +
‖M‖
(T − r0)2k+1
)
, s ∈ [0, T ],
‖Θs‖∞ ≤ C
(
‖h‖∞ + ‖M‖ · |h(0)|
(T − r0)2k+1
)
, s ∈ [0, T ].
NN0 (3.1)
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Therefore, it follows from (A3) and (A4) that
|N(s)| ≤C1[0,T−r0](s)|h(0)|
( 1
T − r0 +
‖M‖
(T − r0)2(k+1)
)
+ C
(
‖h‖∞ + ‖M‖ · |h(0)|
(T − r0)2k+1
)
‖W (Xs, Ys)‖l∞
NN (3.2)
holds for some constant C > 0. Combining this with Theorem 1.1 we obtain
|∇hPTf(ξ)| ≤ C
√
PTf 2(ξ)
(
Eξ
∫ T
0
|N(s)|2ds
)1/2
≤ C
√
PTf 2(ξ)
{
|h(0)|
(
1 +
‖M‖
(T − r0)2k+1
)
+
(
‖h‖∞ + ‖M‖ · |h(0)|
(T − r0)2k+1
)(∫ T
0
Eξ‖W (Xs, Ys)‖2l∞ds
)1/2}
,
This completes the proof of (1) since due to Lemma 2.1 one has
Eξ‖W (Xs, Ys)‖2l∞ ≤ 3‖W (ξ)‖2l∞eCs, s ∈ [0, T ]
for some constant C > 0.
(2) By Theorem 1.1 and the Young inequality (cf. [2, Lemma 2.4]), we have
|∇hPTf |(ξ) ≤ r
{
PTf log f − (PTf) logPTf
}
(ξ)
+ rPTf(ξ) logE
ξe
1
r
∫ T
0 〈N(s),(σ
∗)−1dB(s)〉, r > 0.
H1 (3.3)
Next, it follows from (3.2) that
(
Eξ exp
[
1
r
∫ T
0
〈N(s), (σ∗)−1dB(s)〉
])2
≤ Eξ exp
[
2‖σ−1‖2
r2
∫ T
0
|N(s)|2ds
]
≤ exp
[
C1|h(0)|2
r2
( 1
T − r0 +
‖M‖2
(T − r0)4k+3
)]
× Eξ exp
[
C1
r2
(
‖h‖2∞ +
‖M‖2|h(0)|2
(T − r0)4k+2
)∫ T
0
‖W (Xs, Ys)‖2l∞ds
]
, T ∈ (r0, 1 + r0]
H2 (3.4)
holds for some constant C1 ∈ (0,∞). Since 2l ∈ [0, 1) and T ≤ 1+ r0, there exists a constant
C2 ∈ (0,∞) such that
β‖W (Xs, Ys)‖2l∞ ≤
(‖h‖
2
∞
r2
∧ 1)‖W (Xs, Ys)‖∞
2‖σ‖2δT 2e2+2cT + C2β
1
1−2l
(‖h‖2∞
r2
∧ 1
)− 2l
1−2l
, β > 0.
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Taking
β =
C1
r2
(
‖h‖2∞ +
‖M‖2|h(0)|2
(T − r0)4k+2
)
,
and applying Corollary 3.2, we arrive at
Eξ exp
[
β
∫ T
0
‖W (Xs, Ys)‖2l∞ds
]
≤ exp
[
C2β
1
1−2l
(‖h‖2∞
r2
∧ 1
)− 2l
1−2l
]
×
(
Eξ exp
[
1
2‖σ‖2δT 2e2+2cT
∫ T
0
‖W (Xs, Ys)‖∞ds
]) ‖h‖2∞
r2
∧1
≤ exp
[
C3
r2
{
‖h‖2∞‖W (ξ)‖∞ +
(
‖h‖2∞ +
‖M‖2|h(0)|2
(T − r0)4k+2
) 1
1−2l
( r2
‖h‖2∞
∨ 1
) 2l
1−2l
}]
for some constant C3 ∈ (0,∞) and all T ∈ (r0, 1+r0]. Therefore, the desired entropy-gradient
estimate follows by combining this with (3.3) and (3.4).
(3) Let C ′ > 0 be such that r ≥ C ′
(
‖h‖∞ + ‖M‖·|h(0)|(T−r0)2k+1
)
implies
C1
r2
(
‖h‖2∞ +
‖M‖2|h(0)|2
(T − r0)4k+2
)
≤ 1
2‖σ‖2δT 2e2+2cT ,
so that by Corollary 3.2
Eξ exp
[
C1
r2
(
‖h‖2∞ +
‖M‖2|h(0)|2
(T − r0)4k+2
)∫ T
0
‖W (Xs, Ys)‖2l∞ds
]
≤
(
Eξ exp
[
1
2‖σ‖2δT 2e2+2cT
∫ T
0
‖W (Xs, Ys)‖∞ds
]) 2C1‖σ‖2δT2e2+2cT
r2
(
‖h‖2∞+
‖M‖2|h(0)|2
(T−r0)
4k+2
)
≤ exp
[
C‖W (ξ)‖∞
r2
(
‖h‖2∞ +
‖M‖2|h(0)|2
(T − r0)4k+2
)]
holds for some constant C > 0. Then proof is finished by combining this with (3.3) and
(3.4).
Proof of Theorem 1.5. Again, we only prove for T ∈ (r0, 1+ r0]. Applying (2.9) to ε = 1 and
using log f to replace f , we obtain
W0 (3.5) PT log f(ξ + h) = E{R1(T ) log f(XT , YT )} ≤ logPTf(ξ) + E(R1 logR1)(T ).
Next, taking ε = 1 in (2.6) and letting n ↑ ∞, we arrive at
W1 (3.6) E(R1 logR1)(T ) ≤ 1
2
EQ1
∫ T
0
|σ−1Φ1(r)|2dr.
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By (A3′), (A4′), (3.1) and the definition of Φ1, we have
|σ−1Φ1(s)|2 ≤C1
{
‖W (X1s , Y 1s )‖2l∞ + U2
(
C1‖h‖∞ + C1‖M‖ · |h(0)|
(T − r0)2k+1
)}
‖h‖2∞
+ C1|h(0)|2
(
1
(T − r0)2 +
‖M‖2
(T − r0)4(k+1)
)
1[0,T−r0](s)
for some constant C1 > 0. Then the proof is completed by combining this with (3.5), (3.6)
and Lemma 2.1 (note that (X1(s), Y 1(s)) under Q1 solves the same equation as (Xs, Ys)
under P).
4 Discrete Time Delay Case and Examples
In this section we first present a simple example to illustrate our main results presented in
Section 1, then relax assumption (A) for the discrete time delay case in order to cover some
highly non-linear examples.
Example 4.1. For α ∈ C([−r0, 0];R), consider functional SDE on R2
(4.1)
{
dX(t) = −{X(t) + Y (t)}dt
dY (t) = dB(t) +
{
− εY 3(t) + Y (t− r0) +
∫ 0
−r0
α(θ)X(t+ θ)dθ
}
dt
with initial data ξ = (ξ1, ξ2) ∈ C([−r0, 0];R2), where ε ≥ 0 and n ∈ N are constants. For
z = (x, y) ∈ R2, letW (x, y) = 1+|x|2+|y|2 and set Z(z) = −y3 and b(ξ) = ∫ 0
−r0
α(θ)ξ1(θ)dθ+
ξ2(−r0). By a straightforward computation one has for x, y ∈ R
LW (x, y) = 1− 2x(x+ y)− 2εy2n ≤ 3W (x, y)
and for ξ ∈ C([−r0, 0];R2)
〈b(ξ),∇(2)W (ξ(0))〉 ≤ 2
∣∣∣ ∫ 0
−r0
α(θ)ξ1(θ)dθ + ξ2(−r0)
∣∣∣|ξ2(0)|
≤ 2
(
1 +
∫ 0
−r0
α(θ)dθ
)
‖ξ‖2∞.
Then conditions (A1) and (A2) hold. Next, there exists a constant c > 0 such that for any
z = (x, y) and z′ = (x′, y′) ∈ R2,
|Z(z)− Z(z′)| = ε|y3 − y′3| ≤ c|y − y′|(|y′|2 + |y − y′|2).
Finally, for ξ = (ξ1, ξ2), ξ
′ = (ξ′1, ξ
′
2) ∈ C([−r0, 0];R2),
|b(ξ)− b(ξ′)| ≤
√
2
(∫ 0
−r0
|α(θ)|dθ ∨ 1
)
‖ξ − ξ′‖∞.
So, (A3) holds for l = 1 whenever |y − y′| ≤ 1 and (A4) holds for any l ≥ 0. Moreover,
(A3′) and (A4′) hold for U(|z|) = |z|2, z ∈ R2. Therefore, Theorem 1.1, Theorem 1.5 and
Corollary 1.3 hold.
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To derive the entropy-gradient estimate and the Harnack inequality as in Corollary 1.4,
we need to weaken the assumption (A). To this end, we consider a simpler setting where
the delay is time discrete. Consider
E20 (4.2)
{
dX(t) = {AX(t) +MY (t)}dt,
dY (t) = Z(X(t), Y (t)) + b˜(X(t− r0), Y (t− r0))dt+ σdB(t),
with initial data ξ ∈ C , where Z, b˜ : Rm+d → Rd. If we define b(ξ) = b˜(ξ(−r0)) for ξ =
(ξ1, ξ2) ∈ C , then equation (4.2) can be written as equation (1.1). For (x, y), (x′, y′) ∈ Rm+d,
define the diffusion operator associated with (4.2) by
LW (x, y; x′, y′) = LW (x, y) + 〈b˜(x′, y′),∇(2)W (x, y)〉.
T4.2 Theorem 4.2. Assume that there exist constants α, β, γ > 0 with β ≥ γ, functions W ∈
C2(Rm+d) with W ≥ 1 and U ∈ C(Rm+d;R+) such that for (x, y), (x′, y′) ∈ Rm+d
E21 (4.3) LW (x, y; x′, y′) ≤ α{W (x, y) +W (x′, y′)} − βU(x, y) + γU(x′, y′).
Assume further that there exists ν > 0 such that for z = (x, y), z′ = (x′, y′) ∈ Rm+d with
|z − z′| ≤ 1
E25 (4.4) |Z(z)− Z(z′)|2 ∨ |b˜(z)− b˜(z′)|2 ≤ ν|z − z′|2W (z′).
Then for δ := (αr0 + 1)‖W (ξ)‖∞ + γr0‖U(ξ)‖∞ and t ≥ 0
E24 (4.5) EξW (X(t), Y (t)) ≤ δe2αt,
and
|∇hPTf(ξ)| ≤ C
√
PTf 2(ξ)
{
|h(0)|
(
1 +
‖M‖
(T − r0)2k+1 ∧ 1
)
+ r
1
2
0 ‖W (ξ)‖
1
2
∞‖h‖∞
+ |h(0)|
√
δ(T ∧ (1 + r0))
(
1 +
‖M‖
(T − r0)2k+1
)}E23 (4.6)
for all T > r0, ξ, h ∈ C and f ∈ Bb(C ), where C > 0 is some constant. If moreover there
exist constants K, λi ≥ 0, i = 1, 2, 3, 4, with λ1 ≥ λ2 and λ3 ≥ λ4, functions W˜ ∈ C2(Rm+d)
with W˜ ≥ 1 and U˜ ∈ C(Rm+d;R+) such that for (x, y), (x′, y′) ∈ Rm+d
E28 (4.7)
L W˜ (x, y; x′, y′)
W˜ (x, y)
≤ K − λ1W (x, y) + λ2W (x′, y′)− λ3U˜(x, y) + λ4U˜(x′, y′),
then there exist constants δ0, C > 0 such that for r ≥ δ0/(T − r0)2k+1, ξ, h ∈ C and positive
f ∈ Bb(C )
|∇hPTf |(ξ) ≤ r
{
PTf log f − (PTf) logPTf
}
(ξ)
+
CPTf
2r
{
|h(0)|2
( 1
(T − r0) ∧ 1 +
‖M‖2
{(T − r0) ∧ 1}4k+3
)
+
(1 + ‖M‖2)|h(0)|2
{(T − r0) ∧ 1}4k+2
(
λ2r0‖W (ξ)‖∞ + λ4r0‖U˜(ξ)‖∞ +KT + log W˜ (ξ(0))
)}
.
E26 (4.8)
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Proof. By the Itoˆ formula one has for any t ≥ 0
EξW (X(t), Y (t)) ≤W (ξ(0)) + αEξ
∫ t
0
{W (X(s), Y (s)) +W (X(s− r0), Y (s− r0))}ds
− βEξ
∫ t
0
U(X(s), Y (s))ds+ γEξ
∫ t
0
U(X(s− r0), Y (s− r0))ds
≤W (ξ(0)) + α
∫ 0
−r0
W (X(s), Y (s))ds+ γ
∫ 0
−r0
U(X(s), Y (s))ds
+ 2αEξ
∫ t
0
W (X(s), Y (s))ds
≤ δ + 2αEξ
∫ t
0
W (X(s), Y (s)ds.
Then (4.5) follows from the Gronwall inequality.
By Theorem 1.1, for T − r0 ∈ (0, 1] and some C > 0 we can deduce that
|∇hPTf(ξ)| ≤ C
√
PTf 2(ξ)
(
Eξ
∫ T
0
|N(s)|2ds
)1/2
,
where for s ∈ [0, T ]
N(s) := (∇Θ(s)Z)(X(s), Y (s)) + (∇Θ(s−r0)b˜)(X(s− r0), Y (s− r0))− v′(s)h2(0)− α′(s).
Recalling the first two inequalities in (3.1) and combining (4.4) yields that for some C > 0
|∇hPTf(ξ)| ≤ C
√
PTf 2(ξ)
{(∫ T
0
|v′(s)h2(0) + α′(s)|2ds
)1/2
+
(
Eξ
∫ T
0
|Θ(s)|2W (X(s), Y (s))ds
)1/2
+
(
Eξ
∫ T
0
|Θ(s− r0)|2W (X(s− r0), Y (s− r0))ds
)1/2}
≤ C
√
PTf 2(ξ)
{
|h(0)|
(
1 +
‖M‖
(T − r0)2k+1
)
+ r
1
2
0 ‖W (ξ)‖
1
2
∞‖h‖∞
+ |h(0)|
(
1 +
‖M‖
(T − r0)2k+1
)(∫ T
0
EξW (X(s), Y (s))ds
)1/2}
.
This, together with (4.5), leads to (4.6).
Due to (3.3) and (3.4) we can deduce that there exists C > 0 such that for arbitrary
r > 0 and T − r0 ∈ (0, 1]
|∇hPTf |(ξ) ≤ r
{
PTf log f − (PTf) logPTf
}
(ξ)
+
rPTf(ξ)
2
{
C|h(0)|2
r2
( 1
T − r0 +
‖M‖2
(T − r0)4k+3
)
+
C‖h‖2∞‖W (ξ)‖∞r0
r2
+ logEξ exp
[
C(1 + ‖M‖2)|h(0)|2
r2(T − r0)4k+2
∫ T
0
W (X(s), Y (s))ds
]}
.
E30 (4.9)
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Moreover, since for s ∈ [0, T ]
W˜ (X(s), Y (s)) exp
(
−
∫ s
0
L W˜ (X(r), Y (r), X(r − r0), Y (r − r0))
W˜ (X(r), Y (r))
dr
)
is a local martingale by the Itoˆ formula, in addition to W˜ ≥ 1, we obtain from (4.7) that
Eξ exp
[
(λ1 − λ2)
∫ T
0
W (X(s), Y (s))ds− λ2r0‖W (ξ)‖∞
]
≤ Eξ exp
[ ∫ T
0
(
λ1W (X(s), Y (s))− λ2W (X(s− r0), Y (s− r0))
)
ds
]
≤ Eξ exp
[
KT −
∫ T
0
L W˜ (X(s), Y (s);X(s− r0), Y (s− r0))
W˜ (X(s), Y (s))
ds
− λ3
∫ T
0
U˜(X(s), Y (s))ds+ λ4
∫ T
0
U˜(X(s− r0), Y (s− r0))ds
]
≤ exp(λ4r0‖U˜(ξ)‖∞ +KT )
× Eξ
[
W˜ (X(T ), Y (T )) exp
(
−
∫ T
0
L W˜ (X(s), Y (s);X(s− r0), Y (s− r0))
W˜ (X(s), Y (s))
ds
)]
≤ exp(λ4r0‖U˜(ξ)‖∞ +KT )W˜ (ξ(0)).
E29 (4.10)
Combining (4.9) and (4.10), together with the Ho¨lder inequality, yields (4.8).
The next example shows that Theorem 4.2 applies to the equation (4.2) with a highly
non-linear drift.
Ex4.2 Example 4.3. Consider delay SDE on R2
(4.11)


dX(t) = −{X(t) + Y (t)}dt
dY (t) = dB(t) +
{
− Y 3(t) + 1
4
Y 3(t− r0) + 1
2
X(t)− Y (t)
}
dt
with initial data ξ ∈ C([−r0, 0];R2). In this example for z = (x, y), z′ = (x′, y′) ∈ R2 let
Z(z) = 1
2
x− y − y3 and b(z′) = 1
4
y′3. For W (x, y) = 1 + x2 + y4 it is easy to see that
LW (x, y; x′, y′) = −2x(x + y) + 4y3
(1
2
x− y − y3 + 1
4
y′3
)
≤ −x2 + y2 − 4y4 − 4y6 + y3y′3 + 2y3x
≤ y2 − 4y4 − 5
2
y6 +
1
2
y′6.
Then (4.3) holds for β = 5
2
, γ = 1
2
and U(x, y) = y6. Moreover for z = (x, y), z′ = (x′, y′) ∈ R2
there exists c > 0 such that
|Z(z)− Z(z′)|2 ∨ |b(z)− b(z′)|2 ≤ c|z − z′|2(|y − y′|4 + |y′|4).
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Thus condition (4.4) holds, Therefore, by Theorem 4.2 we obtain (4.6).
To derive (4.8), we take w(x, y) = 1
4
(x2+y4)+ 1
10
xy and set W˜ (x, y) = exp(w(x, y)−inf w).
Compute for (x, y, x′, y′) ∈ R4
L W˜
W˜
(x, y, x′, y′) = L log W˜ (x, y) +
1
2
|∂y log W˜ |2(x, y)
≤ −
(1
2
x+
1
10
y
)
(x+ y) +
(
y3 +
1
10
x
)(1
2
x− y − y3 + 1
4
y′3
)
+
3
2
y2
+
1
2
(
y3 +
1
10
x
)2
≤ 0.5((0.35)2/ǫ+ 1.4)2 − (0.2325− ǫ)x2 − 0.5y4 − 0.175y6 + 0.1375y′6,
where ǫ > 0 is some constant such that 0.2325−ǫ > 0. Then condition (4.7) holds. Therefore,
by Theorem 4.2 we obtain (4.8), which implies the Harnack inequality as in Corollary 1.4
according to [5, Proposition 4.1].
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