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form (for instance upper and lower bounds on t h e c oo r d i n a t e s of x , C a r t e s i a n p r o d u c t s of s i m p l i c e s , e t c . ) , o r h a s s p e c i a l s t r u c t u r e ( f o r e x a m p l e i t e x p r e s s e s c o n s e r v a t i o n of f l o w e q u a t i o n s f o r t h e n o d e s o f a d ir e c t e d g r a p h ) .
One p o s s i b i l i t y i s t o t a k e \ = 0 i n p r o b l e m ( 3 )
s o that (3) becomes a l i n e a r p r o g r a m . T h i s l e a d s t o methods of t h e Frank-Wolfe type [5] which h a s b e e n e x t e n s i v e l y a p p l i e d f o r s o l u t i o n of m u l t icommodity network flow problems [ 6 ] , [ 8 ] . The r a t e of convergence of these methods i s s u b l i n e a r [ 9 ] , [ l 
o ] a n d t h e r e f o r e t o o s l o w f o r a p p l i c a t i o n s w h e r e h i g h s o l u t i o n a c c u r a c y i s demanded. The o t h e r p o s s i b i l i t y i s t o c h o o s e t h e m a t r i x % i n ( 3 ) t o b e p o s i t i v e d e f in i t e a n d d i a g o n a l . W i t h s u c h a c h o i c e i t i s o f t e n p o s s i b l e t o s o l v e t h e q u a d r a t i c s u b p r o b l e m ( 3 ) v e r y e f f i c i e n t l y b y e x p l o i t i n g t h e s i m p l e s t r u c t u r e of t h e c o n s t r a i n t s e t . M e t h o d s o f t h i s t y p e h a v e a long and q u i t e s u c c e s s f u l h i s t o r y i n l a r g e -s c a l e p r o b l e m s a r i s i n g i n n e t w o r k f l o w a p p l i c a t i o n s [ 7 ] , [ 1 1 ] -[ 1 7 ] a s w e l l a s i n o t h e r a r e a s s u c h a s o p t i m a l c o n t r o l [ 1 8 ] , [ 1 9 ] . However t h e i r r a t e of convergence i s t y p i c a l l y l i n e a r and i n many a p p l i c a t i o n s u n a c c e p t a b l y s l o w .
A somewhat d i f f e r e n t t y p e of method stems from t h e o r i g i n a l g r a d i e n t p r o j e c t i o n p r o p o s a l o f R o s e n 1 2 0 1 , a n d o t h e r r e l a t e d p r o p o s a l s ( t h e r e d u c e d g r a d i e n t method and t h e convex simplex method [21] etc.). The t y p i c a l i t e r a t i o n i n t h e s e m e t h o d s p r o c e e d s a l o n g a l i n e a r m a n i f o l d of a c t i v e c o n s t r a i n t s w h i c h i s g r a d u a l l y m o d i f i e d d u r i n g t h e a l g o r i t h m a s p r e v i o u s l y a c t i v e c o n s t r a i n t s become i n a c t i v e a n d new c o n s t r a i n t s become a c t i v e ( s e e [ 2 2 ] -[ 2 5 ] ) . T h e s e m e t h o d s a r e q u i t e e f f e c t i v e f o r p r o b l e m s of small dimension and have also b e e n a p p l i e d i n some network flow problems [261, 1271, b u t , i n o u r v i e w , a r e h i g h l y u n s u i t a b l e f o r l a r g e problems with many c o n s t r a i n t s . The main r e a s o n i s t h a t t h e y t y p i c a l l y a l l o w o n l y o n e new c o n s t r a i n t t o become a c t i v e i n a n y one i t e r a t i o n . So i f f o r example o n e t h o u s a n d c o n s t r a i n t s a r e a c t i v e aE t h e s o l u t i o n which a r e n o t a c t i v e a t t h e s t a r t i n g p o i n t , t h e s e n e t h o d s r e q u i r e a t l e a s t o n e t h o u s a n d i t e r a t i o n s and l i k e l y many more i n o r d e r t o c o n v e r g e . I n t h i s p a p e r we c o n s i d e r a p r o j e c t e d Newton method f i r s t p r o p o s e d i n B e r t s e k a s [ 2 8 ] t h a t o f f e r s s u b s t a n t i a l and o f t e n d e c i s i v e a d v a n t a g e s o v e r t h e methods described above for large problems with many s i m p l e c o n s t r a i n t s a s t y p i f i e d by a multicommodity f l o w s t r u c t u r e . 
, and [.I den o t e s p r o j e c t i o n ( w i t h r e s p e c t t o t h e s t a n d a r d norm) on t h e p o s i t i v e o r t h a n t .
I t i s shown i n [ 2 8 ] t h t D k can be chosen on t h e b a s i s o f s e c o n d d e r i v a t i v e s of J s o t h a t
t h e method t y p i c a l l y c o n v e r g e s s u p e r l i n e a r l y . k I t e r a t i o n ( 5 ) c o n s t i t u t e s t h e b a s i c b u i l d i n g b l o c k f o r e x t e n s i o n s t o more g e n e r a l i n e q u a l i t y cons t r a i n e d p r o b l e m s by means of a procedure described i n [ 2 8 ] . I n t h i s p a p e r we f o c u s on t h e c a s e w h e r e t h e c o n s t r a i n t set i s a C a r t e s i a n p r o d u c t of s i m p l i c e s , a n d c o n s i d e r i n more d e t a i l a c l a s s of n o n l i n e a r m u l t icommodity f l o w p r o b l e m s c h a r a c t e r i z e d b y a c o n s t r a i n t set of t h i s t y p e .
W e d e s c r i b e a n a p p r o x i m a t e v e r s i o n of a Newton-like method based on a p p r o x i m a t e s o l u t i o n of t h e Newton system of e q u a t i o n s v i a t h e c o n j u g a t e gradient method.
I t t u r n s o u t t h a t f o r n e t w o r k f l o w p r o b l e m s t h i s c o n j u g a t e g r a d i e n t m e t h o d c a n be implem e n t e d v e r y e f f i c i e n t l y by n e t w o r k t y p e o p e r a t i o n s --a f a c t a l s o o b s e r v e d e a r l i e r i n a d i f f e r e n t c o n t e x t by Dembo [ 2 9 ] . A s a r e s u l t a s i g n i f i c a n t a d v a n t a g e i n speed of convergence i s gained over earlier methods a t t h e e x p e n s e of r e l a t i v e l y s m a l l a d d i t i o n a l o v e r h e a d p e r i t e r a t i o n . W e a l s o assume for c o n v e n i e n c e t h a t J i s c o n v e x a l t h o u g h g e n e r a l i z a t i o n s of a l l t h e r e s u l t s and algorithms of t h i s p a p e r a r e p o s s i b l e w i t h o u t t h i s a s s u m p t i o n .
We d e s c r i b e t h e k t h i t e r a t i o n of a Newton-like method f o r s o l v i n g ( 6 ) .
A t t h e b e g i n n i n g of t h e i t e r a t i o n we have a f e a s i b l e v e c t o r x k .
The n e x t ( f e a s i b l e ) v e c t o r i s o b t a i n e d by means of t h e f o l l o w i n g p r o c e d u r e .
By r e a r r a n g i n g i n d i c e s i f n e c e s s a r y a s s u m e t h a t t h e l a s t c o o r d i n a t e x: s a t i s f i e s i < = maxI:xJi = I, ..., n}. 
d e n o t e yk = (X k , . . . , x k , and consider the reduced obj e c t i v e f u n c t i o n 1 n-1)
Based on t h i s t r a n s f o r m a t i o n p r o b l e m ( 6 ) i s e q u i v a l e n t l o c a l l y ( a r o u n d with given by k -[ N o t e t h a t i n v i e w of ( 7 ) , ( 8 ) , (11) , we have Ek > 0 o r Cl-1.
The n e x t v e c t o r x g e n e r a t e d b y t h e a l g o r i t h m h a s c o o r d i n a t e s g i v e n byk+'
W e f i r s t n o t e that, i n view of ( l l ) ( 1 7 ) x n ( a ) = r -c y t ( a ) n-1 i= 1 k P r o p o s i t i o n 1: Assume t h a t t h e p o s i t i v e d e f i n i t e symmetric matrix Dk i s d i a g o n a l w i t h r e s p e c t t o t h e i n d e x set I$(x ) i n t h e s e n s e t h a t t h e e l e m e n t s D i j of Dk s a t i s f y k k f o r a l l i E I (x ) and j = 1,. , . , n w i t h i # j .
Xk i s n o t a gLobal minimum of problem (6) 
The p r o p o s i t i o n a b o v e shows t h a t t h e a l g o r i t h m e s s e n t i a l l y t e r m i n a t e s a t a g l o b a l minimum and is capab l e of d e s c e n t when n o t a t a g l o b a l minimum.
T h e r e a r e a number c'f i s s u e s r e l a t i n g t o s e l e c t i o n of t h e m a t r i x I$ a n d t h e s t e p s i z e ak a n d a s s o c i a t e d q u e s t i o n s of c o n v e r g e n c e a n d r a t e of convergence which a r e a d d r e s s e d i n [ 2 8 ] a n d w i l l only be summarized here. W e f i r s t m e n t i o n t h a t t h e c o n v e r g e n c e r e s u l t s a v a i l a b l e r e q u i r e t h a t 9 ( i s n o t o n l y d i a g o n a l w i t h r e s p e c t t o t h e set I $ ( x k ) b u t r a t h e r w i t h r e s p e c t 
i t h J b e i n g some p o s i t i v e s c a l a r s w h i c h a r e f i x e d t h r o u g h o u t t h e a l g o r i t h m . T h i s
i s a n a n t i z i g z a g g i n g d e v i c e of t h e t y p e commonly employed i n f e a s i b l e d i r e c t i o n m e t h o d s ( s e e e . g . [ 3 0 ] ) , a n d i
s d e s i g n e d t o c o u n t e r a c t t h e p o s s i b l e d i s c o n t i n u i t y e x h i b i t e d
by t h e set I c ( x ) a s x approaches the boundary of t h e p o s it i v e o r t k a n t . ? A c t u a l l y t h e f o r m u l a u s e d i n
[28] i s s l i g h t l y d i f f e r e n t t h a n ( 2 2 ) b u t t h i s d i f f e r e n c e d o e s n o t a f f e c t t h e c o n v e r g e n c e and r a t e of convergence r e s u l t s of [ 2 8 ] ) .
i R e g a r d i n g t h e c h o i c e of t h e s t e p s i z e ak, t h e r e a r e a t l e a s t two p r a c t i c a l m e t h o d s t h a t l e a d t o a l g o r i t h m s w h i c h a r e d e m o n s t r a b l y c o n v e r g e n t . I n t h e f i r s t method cxk i s c h o s e n a c c o r d i n g t o where < i s a f i x e d p o s i t i v e c o n s t a n t a n d Ek i s given by ( 1 4 ) . I n t h e s e c o n d m e t h o d a n i n i t i a l s t e p s i z e i s chosen and i s successively reduced by a c e r t a i n f a c t o r u n t i l a " s u f f i c i e n t " r e d u c t i o n ( a c c o r d i n g t o a n Armijo-like t e s t ) o f t h e o b ' j e c t i v e f u n c t i o n i s observed [ 2 8 ] . U n d e r f u r t h e r m i l d a s s u m p t i o n s i t i s p o s s i b l e t o show t h a t a l l limit p o i n t s of sequences generated
by t h e a l g o r i t h m a r e g l o b a l minima of problem (6). F u r t h e r n o r e a f t e r some i n Z e x t h e s e t s
I+ a r e e q u a l t o b o t h I z ( x k ) a n d t h e s e t of i n d i c e s of c o o r d i n a t e s of t h a t a r e z e r o a t t h e l i r i t p o i n t . T h i s l a s t p r o p e r t y
15 i n s t r u m e n t a l i n c o n s t r u c t i n g s u p e r l i n e a r l y c o n v e r g e n t
a l g o r i t h m s a s i t shows t h a t t h e p o r t i o n of t h e m a t r i x
9 which must be "diagonalized" plays no role near the end of t h e a l g o r i t h m .
As a r e s u l t s u p e r l i n e a r c o nvergence can be achieved by choosing the portion of t h e m a t r i x Dk t h a t c o r r e s p o n d s t o t h e i n d i c e s n o t i n I+ t o b e e q u a l t o t h e i n v e r s e H e s s i a n of $ w i t h r e s p e c t t o t h e s e i n d i c e s .
The k t h i t e r a t i o n of t h e r e s u l t i n g a l g o r i t h m c a n b e r e s t a t e d a s f o l l o w s : 
We w i s h t o c a l l t h e r e a d e r ' s a t t e n t i o n t o t h e n a t u r a l d e c o m p o s i t i o n of t h e i t e r a t i o n i n t o t h r e e p h a s e s : The f o r m a t i o n o f t h e i n d e x set I ; , t h e comput a t i o n of t h e " s e a r c h d i r e c t i o n " d k , a n d t h e d e t e r m i n at i o n of t h e s t e p s i z e ak. There i s considerable freedom f o r v a r i a t i o n s i n e a c h p h a s e i n d e p e n d e n t l y of what i s done i n o t h e r p h a s e s w h i l e
s t i l l m a i n t a i n i n g d e s i r a b l e convergence and rate of convergence properties.
Approximate Implementation via the Conjugate Gradient Xethod F i n d i n g t h e " s e a r c h d i r e c t i o n " d r e q u i r e s t h e -s o l u t i o n of t h e l i n e a r s y s t e m of e q u a t l o n s ( 2 6 ) . S o l u t i o n of t h i s s y s t e m c a n b e a c c o m p l i s h e d , of course, by a f i n i t e method i n v o l v i n g t r i a n g u l a r f a c t o r iz a t i o n b u t when the dimension of t h i s s y s t e m i s l a r g e , a s f o r example i n multicommodity flow problems, the a s s o c i a t e d c o m p u t a t i o n a l o v e r h e a d c a n make t h e o v e r a l l a l g o r i t h m i m p r a c t i c a l . (29) i n a t most (n-1) s t e p s ( i . e . , = z~-~) r e g a r d l e s s of t h e c h o i c e of S W e a r e p r i m a r i l y i n t e r e s t e d however i n a p p r o x i m a t e implementations whereby only a f e w c o n j u g a t e g r a d i e n t i t e r a t i o n s of t h e method are performed and under these c i r c u m s t a n c e s t h e c h o i c e of S can have a s u b s t a n t i a l e f f e c t on t h e q u a l i t y of t h e kina1 a p p r o x i m a t e s o l u t i o n . We f i n a l l y m e n t i o n t h a t t h e a s s u m p t i o n t h a t b e p o s i t i v e d e f i n i t e i s n o t s t r i c t l y n e c e s s a r y f o r t e p r e c e d i n g a l g o r i t h m t o g e n e r a t e a d e s c e n t d i r e c t i o n . I t i s s u f f i c i e n t t h a t gk # 0 a n d b e s u c h t h a t t h e E x t e n s i o n t o t h e C a s e w h e r e t h e C o n s t r a i n t S e t i s a C a r t e s i a n P r o d u c t of S i m p l i c e s % Consider the problem The extension of t h e method described earlier i n t h i s s e c t i o n t o h a n d l e p r o b l e m ( 3 7 ) i s e v i d e n t o n c e i t i s r z a l i z e d t h a t one c a n s i m i l a r l y p a s s t o a reduced coordiLLate system of dimension (nl+. . .+n -m) w h i l e i n t h e p r o c e s s e l i m i n a t i n g t h e m e q u a l i t y c o n s t r a i n t s
The a l t e r n a t i v e i s t o s o l v e t h i s s y s t e m i t e r a t i v e l y b y , f o r e x a m p l e , a s u c c e s s i v e o v e r r e l a x a t i o n method o r a conjugate gradient method. This approach i s p r a c t i c e d w i d e l y b y n u m e r i c a l a n a l y s t s [31] and i t s s u c c e s s h i n g e s upon t h e a b i l i t y of t h e i t e r a t i v e method t o y i e l d a good approximation of t h e s o l u t i o n o f s y s t e m (26) w i t h i n a f e w i t e r a t i o n s . I n o r d e r t o guarantee convergence of t h e o v e r a l l o p t im i z a t i o n a l g o r i t h m i t iz n e c e s s a r y t h a t t h e a p p r o x im a t e s o l u t i o n , c a l l i t z , of t h e s y s t e m ( 2 6 ) s a t i s f i e s k whenever gk # 0 , i n o r d e r t o make p o s s i b l e a r e d u c t i o n i n t h e o b j e c t i v e f u n c t i o n v a l u e [ c f . P r o p o s i t i o n l b ) ] . T h i s i s t h e m i n i m a l r e q u i r e m e n t t h a t we impose upon t h e i t e r a t i v e method used t o s o l v e ( 2 6 ) . I n t h i s p a p e r we a r e p r i m a r i l y i n t e r e s t e d i n a p p r o x i m a t e s o l u t i o n of t h e s y s t e m o r e q u i v a l e n t l y t h e u n c o n s t r a i n e d m i n i m i z a t i o n p
m i n i m i z e J [ x ( l ) , , . . ,x (m) ] n,(37)s u b j e c t t o x ( j ) 5 0 , C x ( j ) = r jC x l ( j ) = r ( j ) , j = 1 ,..., m , [cf. (81,(1511.
One i=l t h e n o b t a i n s a reduced problem involving nonnegativity c o n s t r a i n t s o n l y [ c f . ( 9 1 , ( l o ) ] w h i c h i s l o c a l l y ( a r o u n d t h e c u r r e n t i t e r a t e ) e q u i v a l e n t t o p r o b l e m ( 3 7 ) . The i t e r a t i o n d e s c r i b e d e a r l i e r , i n c l u d i n g t h e c o n j u g a t e g r a d i e n t a p p r o x i m a t i o n p r o c e s s ,
i s f u l l y a p p l i c a b l e t o the reduced problem. m n j .
OPTIMIZATION OF MLTLTICOMMODITY FLOWS
W e c o n s i d e r a n e t w o r k c o n s i s t i n g of N nodes 1 , 2 , ..., N,and a set of d i r e c t e d l i n k s d e n o t e d b y L. 
W e d e n o t e b y ( i , k ) t h e l i n k f r o m n o d e i t o node i?. and assume that the network i s c o n n e c t e d i n t h e s e n s e t h a t f o r a n y two nodes m,n t h e r e i s a d i r e c t e d p a t h from m t o n . W e a r e g i v e n a s e t W o f o r d e r e d n o d e p a i r s r e f e r r e d t o as o r i g i n -d e s t i n a t i o n ( o r OD) p a i r s . F o r each OD p a i r WEW, we a r e g i v e n a set of d i r e c t e d p a t h s P t h a t b e g i n a t t h e o r i g i n n o d e a n d t e r m i n a t e a t t h e d e s t i n a t i o n n o d e . F o r e a c h WEW we a r e a l s o g i v e n a p o s i t i v e s c a l a r rw r e f e r r e d t o a s t h e i n p u t o f OD p a i r w, and t h i s i n p u t must be o p t i m a l l y d i v i d e d among t h e p a t h s i n P , so as t o m i n i m i z e a c e r t a i n o b j e c t i v e f u n c t i o n .
E q u a t i o n s ( 3 8 ) , ( 3 9 ) d e f i n e t h e c o n s t r a i n t set of t h e optimization problem--a Cartesian product of s i m p l i c e s .
To every set of p a t h f l o w s { x P ] p & P , WEW} s a t i sf y i n g ( 3 8 ) , ( 3 9 ) t h e r e c o r r e s p o n d s a f 1 8 fiL f o r e v e r y l i n k ( i , E ) . I t i s d e f i n e d b y t h e r e l a t i o n fiR = c c 5 (i,L)xP, tt(i,R)EL ( 4 0 )
WEW PEPw p where 6 ( i , k ) = 1 i f t h e p a t h p c o n t a i n s t h e l i n k ( i , L ) and 6 ( i , R ) = 0 o t h e r w i s e , I f we denote by x and f t h e v e c t o r s of p a t h f l o w s a n d l i n k f l o w s r e s p e c t i v e l y we c a n write r e l a t i o n ( 4 0 ) as
where E i s t h e a r c -c h a i n m a t r i x of the network. 
F o r e a c h l i n k ( i , k ) we a r e g i v e n a convex twice c o n t i n u o u s l y d i f f e r e n t i a b l e s c a l a r f u n c t i o n DiL(fia) w i t h s t r i c t l y p o s i t i v e s e c o n d d e r i v a t i v
The a l g o r i t h m t o b e p r e s e n t e d a d m i t s a n e x t e n s i o n t o t h e c a s e w h e r e t h e f u n c t i o n D d o e s n o t h a v e t h e s e p a r a b l e form ( 4 2 ) , b u t we p r e f e r t o c o n c e n t r a t e on t h e simpler a n d p r a c t i c a l l y i m p o r t a n t s e p a r a b l e c a s e i n o r d e r t o a v o i d f u r t h e r c o m p l i c a t i o n s i n o u r n o t a t i o n . C l e a r l y p r o b l e m ( 4 2 ) f a l l s w i t h i n t h e f r a m e w o r k of t h e p r e v i o u s s e c t i o n a n d t h e a p p r o x i m a t e v e r s i o n o f t h e p r o j e c t e d Newton method d e s c r i b e d t h e r e c a n b e a p p l i e d f o r i t s s o l u t i o n . A k e y e l e m e n t f o r t h e s u c c e s s of t h i s a l g o r i t h m l i e s i n t h a t t h e c o n j u g a t e g r a d i e n t i t e r a t i o n s r e q u i r e d f o r a p p r o x i m a t e s o l u t i o n of t h e c o r r e s p o n d i n g s y s t e m o f e q u a t i o n s c a n b e c a r r i e d o u t v e r y e f f i c i e n t l y . T h i s i n t u z h i n g e s on t h e f a c t t h a t t h e p r o d u c t of the m a t r i x Y, w i t h v a r i o u s v e c t o r s , w h i c h i s n e e d e d f o r the computation of t h e r e s i d u a l r-i n ( 3 3 ) a n d t h e s t e p -
,, w i t h o u t e x p l l c l t l y computing o r s t o r l n g t h e m a t r l x
, s i z e **'m i n ( 3 4 ) , can be computed by graph t y p e o p e r a t i o n s
--
We now d e s c r i b e t h e k t h i t e r a t i o n of t h e a l g o r i t h m whereby given a f e a s i b l e v e c t o r o f p a t h f l o w s f i n d t h e n e x t v e c t o r x
Phase 1: (Determination of the reduced coordinate s y s t e m a n d t h e s e t I:).
"k we k+l :
For each WEW l e t p b e t h e p a t h c a r r y i n g maximal f l o w , i . e . ,
( 4 4 )
D e f i n e t h e r e d u c e d c o o r d i n a t e s y s t e m i n t h e v e c t o r y given by [ c f . ( S ) ]
yp = x p , V pcPW w i t h p # pw and WEW i
( 4 5 ) and denote by yk t h e v e c t o r t h a t c o r r e s p o n d s t o x a c c o r d i n g t o t h i s t r a n s f o r m a t i o n . C o n s i d e r t h e r e d u c e d o b j e c t i v e f u n c t i o n h (y)
=
. e . , -l i s t h e sum of f i r s t d e r i v a t i v e s D' over a l l l i n k s on t h e p a t h p . I t i s e a s i l y v e r i f i e d t h a t i E and t h a t t h e g r a d i e n t of t h e r e d u c e d o b j e c t i v e f u n c t i o n i s given by ( 4 9 )
By d i f f e r e n t i a t i n g t h i s e x p r e s s i o n w i t h r e s p e c t t o yp we a l s o f i n d a f t e r a s t r a i g h t f o r w a r d c a l c u l a t i o n t h e diagonal elements of the Hessian Y2$
where L i s t h e s e t of l i n k s t h a t a r e t r a v e r s e d by e i t h e r t h e p a t h p o r t h e p a t h p--b u t n o t b o t h .
In view of our v PEPw, p#pw, WEW
s e e t h a t t h e r e e x i s t s c a l i t s s u c h t h a t
IJ i L f o r all f e a s i b l e v e c t o r s y k .
We a r e now i n a p o s i t i o n t o d e f i n e t h e s e t I k i n + terms of a p o s i t i v e s c a l a r E > @ which remains fixed t h r o u g h o u t t h e a l g o r i t h m . We s e t [ c f . ( 2 @ ) -( 2 2 ) , ( 4 9 ) -
An e q u i v a l e n t d e f i n i t i o n i s t h a t a p a t h p b e l o n g s t o I i f i t h a s a l a r g e r f i r s t d e r i v a t i v e l e n g t h t h a n t h e corresponding reference path pw, and i t c a r r i e s f l o w t h a t i s l e s s o r e q u a l t o b o t h
E and L : ( L -L 1. A
s w i l l b e s e e n l a t e r t h e a l g o r i t h m " t r i e s " t o W s e t t h e f l o w of t h e s e p a t h s t o z e r o [ c f ,
( 5 7 ) , ( 6 9 ) l .
: (Computation of t h e s e a r c h d i r e c t i o n )
A s i n t h e p r e v i o u s s e c t i o n we form a p a r t i t i o n of t h e v e c t o r y [ c f . (50) and ( 5 1 ) . From equations (31)- (35) i t i s e v i d e n t that t h e o n l y d i f f i c u l t p a r t i n -i m p l e m e n t i n g t h e c o nj u g a t e g r a d i e n t i t e r a t i o n l i e s i n c o m p u t i n g v e c t o r s o f the form
where Ay i s a n y v e c t o r o f d i m e n s i o n e q u a l t o t h e number of p a t h s p w i t h ~$ 1 ; a n d p # p,, WEW. T h e r e a r e two s u c h v e c t o r s t o b e c o m p u t e d a t e a c h i t e r a t i o n , t h e v e c t o r %zm a p p e a r i n g i n t h e r e s i d u a l e q u a t i o n rm = Hkzm + gk ---[ c f . ( 3 3 ) ] , a n d t h e v e c t o r H,pm a p p e a r i n g i n t h e s t e ps i z e e q u a t i o n [ c f . ( 3 4 1 1 . However i t i s i m p o r t a n t t o n o t e t h a t only -.
o n e o f t h e s e v e c t o r s ( t h e v e c t o r \ p m ) n e e d s t o b e computed by s o l u t i o n of a n e q u a t i o n s u c h a s ( 5 9 ) a t e a c h c o n j u g a t e g r a d i e n t i t e r a t i o n .
I n d e e d t h i s i t e r a t i o n h a s t h e f o r m [ c f
(3111
n d t h e r e f o r e w e have
Hence the vector_Hkzmfl c a n b e computed from t h e p r e v i o u s v e c t o r %zm and t h e v e c t o r $Pm a -
A key f a c t i s t h a t i n o r d e r t o c o m p u t e , f o r a
given Ay, t h e v e c t o r v = CLAY of (59) we need not form e x p l i c i t l y t h e m a t r i x 9. a n d m u l t i p l y i t w i t h Ay.
I n d e e d c o n s i d e r t h e f o l e o w i n g f u n c t i o n of t h e i n c r e m e n t a l f l o w v e c t o r Af and t h e c o r r e s p o n d i n g f u n c t i o n o f t h e r e d u c e d i n c r e m e n t a l p a t h f l o w v e c t o r AY \(Ay)
= Gk(EAx)
o b t a i n e d v i a t h e t r a n s f o r m a t i o n
[ c f . (41) ] a n d t h e t r a n s f o r m a t i o n
V p € I k I ( 6 4 )
The H e s s i a n of t h e f u n c t i o n G i s t h e same a s t h e H e s s i a n of t h e o b j e c t i v e f u n c k i o n D e v a l u a t e d a t t h e f l o w v e c t o r f k c o r r e s p o n d i n g t o x k , a n d c o n s e q u e n t l y t h e H e s s i a n of t h e f u n c t i o n Mk wLth r e s p e c t t o t h e v e c t o r y i s e q u a l t o t h e matrix Hk. F o r a n y v e c t o r Ay t h e v e c t o r v = H Ay i s t h e r e f o r e e q u a l t o k V PEPw' P t I L , p # Pw, WEW.
On t h e o t h e r h a n d we h a v e a l r e a d y shown how t o compute t h e g r a d i e n t of f u n c t i o n s s u c h a s
--
Thus the products \zm and %p a p p e a r i n g i n t h e b a s i c i t e r a t i o n of t h e c o n j u g a t e g r a d l e n t method (31)-(35) can be calculated by the procedure described above w i t h o u t t h e n e e d t o c o m p u t e o r s t o r e t h e m t r i x S i n c e a l l o t h e r o p e r a t i o n s i n ( 3 1 ) -( 3 5 ) r e q u i r e e i t h e r t h e f o r m a t i o n of i n n e r p r o d u c t s of v e c t o r s o r t h e m u l t i p l i c a t i o n of a v e c t o r w i t h a d i a g o n a l m a t r i x i t c a n b e s e e n t h a t t h e N e w t o n -l i k e method can be implemented v i a t h e c o n j u g a t e g r a d i e n t m e t h o d by graph-type o p e r a t i o n s a n d w i t h o u t e x p l i c i t c o m p u t a t i o n o r s t o r a g e of any Hessian matrix.
I?
Hk'
In a p r a c t i c a l i m p l e m e n t a t i o n of t h e a l g o r i t h m o n e s h o u l d n o t t r y t o s o l v e t h e s y s t e m (58) e x a c t l y a t e a c h i t e r a t i o n s i n c e t h i s t y p i c a l l y r e q u i r e s a l a r g e number of i t e r a t i o n s of t h e c o n j u g a t e g r a d i e n t m e t h o d . R a t h e r one s h o u l d t e r m i n a t e t h e c o n j u g a t e g r a d i e n t i t e r a t i o n s a c c o r d i n g t o some c r i t e r i o n . Some p o s s i b l e c r i t e r i a a r e a s f o l l o w s : a ) T e r m i n a t e a f t e r a f i x e d number of c o n j u g a t e g r a d ie n t i t e r a t i o n s . b) Terminate a t a n i t e r a t i o n m i f t h e r e s i d u a l r s a t i s f i e s m where 3, i s some s c a l a r f a c t o r less t h a n u n i t y w h i c h may depend on t h e i t e r a t i o n i n d e x k .
Taking Bk = 0 means solving the system
%A?
e x a c t l y a n d y i e l d s N e w t o n ' s m e t h o d . T h u s i f Bk + 0 one e x p e c t s t h a t i t i s p o s s i b l e t o c o n s t r u c t a method t h a t r e a l i z e s t h e s u p e r l i n e a r c o n v e r g e n c e r a t e of Newton's method by making use of a proper method for choosing t h e s t e p s i z e cik. (A r e s u l t of t h i s t y p e i s shown f o r t h e u n c o n s t r a i n e d N e w t o n ' s m e t h o d i n
[36]).
Phase 3: (Determination of t h e s t e p s i z e a )
As usual in h'ewton-like methods, we f i r s t t r y a u n i t y s t e p s i z e a n d s u b s e q u e n t l y r e d u c e i t i f c e r t a i n c o n d i t i o n s a r e n o t s a t i s f i e d .
Thus we m u l t i p l i c a t i o n by a f a c t o r less t h a n u n i t y u n t i l a s u f f i c i e n t r e d u c t i o n o f t h e o b j e c t i v e f u n c t i o n i s e f f e c t e d i n t h e s p i r i t of t h e A r m i j o r u l e ( s e e
solut i o n ) . In t h i s c a s e t h e s t e p s i z e s h o u l d b e a d j u s t e d s o t h a t t h e s e c o n s t r a i n t s a r e s a t i s f i e d . T h i s c a n b e done by c o n s i d e r i n g t h e v e c t o r a n d f i n d i n g t h e l a r g e s t s t e p s i z e f o r w h i c h a l l t h e c o n s t r a i n t s
[28]).
k by
The s t e p s i z e s e l e c t i o n method described above can b e r i g o r o u s l y shown t o l e a d t o c o n v e r g e n c e of t h e r es u l t i n g a l g o r i t h m by means of a proof which i s v e r y s i m i l a r t o one given in
[28]. On t h e o t h e r h a n d f o r s p e c i f i c a p p l i c a t i o n s o t h e r s t e p s i z e s e l e c t i o n m e t h o d s may b e more a t t r a c t i v e e v e n t h o u g h t h e i r t h e o r e t i c a l p r o p e r t i e s may n o t b e a s r e a s s u r i n g . F o r e x a m p l e i n r o u t i n g p r o b l e m s a r i s i n g i n c o m m u n i c a t i o n n e t w o r k s which a r e s o l v e d i n r e a l time i t i s d i f f i c u l t t o compute t h e v a l u e of t h e o b j e c t i v e f u n c t i o n t h e r e b y m a k i n g l i n e s e a r c h somewhat i m p r a c t i c a l .
It-is a l s o cumbersome t o c o o r d i n a t e t h e computat i o n of a v i a (73) between a l l OD p a i r s . In such c a s e s i t k i s e a s i e r t o i m p l e m e n t o t h e r i t e r a t i o n s such as for example yi+l = [YE + Ay:l+, V p€Pw, p # pw, WEW (74) a n d f o r g o a n y t e s t s of r e d u c t i o n of t h e f u n c t i o n v a l u e . Our c o m p u t a t i o n a l e x p e r i e n c e s u g g e s t s t h a t i t e r a t i o n ( 7 4 ) i s f o r many n e t w o r k s j u s t as c o m p u t a t i o n a l l y e f f i c i e n t a s a n y o t h e r i t e r a t i o n b a s e d on l i n e s e a r c h ,
On t h e o t h e r h a n d
we have found examples where itera t i o n (74) d o e s n o t c o n v e r g e t o a n o p t i m a l s o l u t i o n , and t h e r e f o r e c a n n o t recommend i t f o r g e n e r a l n e t w o r k s . The s u b j e c t of s t e p s i z e s e l e c t i o n w i t h o u t l i n e s e a r c h i s c u r r e n t l y u n d e r i n v e s t i g a t i o n .
T h e r e a r e a number of convergence and rate of c o n v e r g e n c e r e s u l t s t h a t o n e c a n show f o r t h e a l g o r i t h m described above and i t s v a r i a t i o n s . The n a t u r e of t h e s e r e s u l t s a n d t h e i r p r o o f s a r e v e r y s i m i l a r t o t h o s e g i v e n i n [ 2 8 ] , a s w e l l a s i n o t h e r s o u r c e s 
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