Abstract. Combined use of the X-ray (Radon) transform and the wavelet transform has proved to be useful in application areas such as diagnostic medicine and seismology. The wavelet X-ray transform performs one-dimensional wavelet transforms along lines in R n which are parameterized in the same fashion as for the X-ray transform. The reconstruction formula for this transform gives rise to a continuous family of elementary projections. These projections provide the building blocks of a directional wavelet analysis of functions in several variables. Discrete wavelet X-ray transforms are described which make use of wavelet orthonormal bases and, more generally, of biorthogonal systems of wavelet Riesz bases.
1. Introduction and Preliminaries. The wavelet transform and the X-ray transform (or Radon transform) and their discretizations have received considerable attention in the mathematical literature. Moreover, the two transforms have proved to be very useful as a tool to handle a variety of engineering problems. References are Chu, Dau, Hol, Mey, RV] for the wavelet transform and Dea, Nat, Sol, SSW] for the X-ray transform.
A combined use of the two transforms has also proved to be useful. Among the application areas are seismology and diagnostic medicine. Indeed, localized inversion of the Radon transform using wavelets BW, OD] can be applied in diagnostic medicine in order to reduce the radiation exposure when only details in a local region of tissue are required. These techniques can also be applied to cross-borehole tomography in seismic exploration; see DL] .
On the other hand, the Radon transform has been applied extensively in re ection seismology. If one models the earth's subsurface as a strati ed medium, then the Radon transform can be used to transform seismic data in such a way that arriving wavefronts with distinct propagating velocities are separated. In this context, the Radon transform is referred to as a slant stack Rob] .
We shall now shortly describe the aforementioned integral transforms. The X-ray transform Pf( ; x) = Z R f(x + t ) dt integrates a function f on R n along an a ne line x+R , where x 2 R n is perpendicular to the direction . Observe that ( ; x), where is a vector on the unit sphere S n?1 = fy 2 R n j kyk = 1g and x a vector orthogonal to , parameterize all lines in R n . In particular, the distance of the line x+R to the origin is given by kxk. The relevance the aim of computerized tomography to reconstruct the density function from these attenuation data, i.e., from the X-ray transformed function SSW, Nat] . which puts a function f to its wavelet coe cients W g f(b; a), is often considered as an alternative for the windowed Fourier transform in the time-frequency analysis of transient signals; e.g., see Mey, RV, Wal] . The transform actually computes inner products of f with respect to translated and dilated versions of one and the same function g, which is referred to as the wavelet. Usually, the function g satis es an admissibility condition to ensure that the function f can be reconstructed from its wavelet coe cients W g f; details are given in Section 2.
In FKV, FKV2] , it has been argued that the Radon transform (as a slant stack) and the wavelet transform (as a time-frequency analysis tool) have complementary useful features to remove noise from seismic re ection data. For this reason, the two transforms are applied in a cascaded fashion. This work motivated the de nition of a transformation which combines the properties of the wavelet and the X-ray transform. Indeed, we consider the wavelet X-ray transform
This transform computes one-dimensional wavelet transforms along lines in R n which are parameterized in the same fashion as for the X-ray transform.
Starting from the reconstruction formulas for the wavelet X-ray transform given in Section 3, it will be shown in Section 4 that a function f 2 L 2 (R n ) can be analyzed into elementary projections G ;b;a f 2 L 2 (R n ) which are parameterized by direction 2 S n?1 , position (or time) b 2 R and scale a > 0. In other words, a directional wavelet analysis is performed on functions in several variables. An alternative approach towards directional wavelet analysis in two or more dimensions uses a continuous wavelet transform on functions in two or more variables incorporating rotation, translation and dilation AM]. In this case, wavelets in two or more variables are not only translated and dilated, but also rotated.
The wavelet X-ray transform originates from KS], where it was called the windowed Radon transform. In that paper, the theory continues into the direction of the analytic signal transform. Reconstruction formulas for the wavelet X-ray transform given there (see also Tak]) are improved in this paper; see Theorem 3.2.
Further, as a localized Radon transform, the wavelet X-ray transform has been used to detect linear events in radar images WD] .
The set-up of this paper reads as follows. In Sections 2 and 3 respectivily, the continuous wavelet transform and the continuous wavelet X-ray transform are discussed brie y. In Section 4, the notion of an elementary projection G ;b;a f of a function f 2 L 2 (R n ) is introduced. It is shown that the operators G ;b;a : L 2 (R n ) ! L 2 (R n ) form a continuous family of projection operators; see Theorem 4.6.
In Section 5, the continuous wavelet X-ray transform is discretized using an orthonormal basis of wavelets in L 2 (R). It is shown in Theorem 5.5 that any function f 2 L 2 (R) can be written as a series of elementary projections with xed direction 2 S n?1 . Therefore, each function can be approximated with arbitrary precision by a nite sum of elementary projections. Proposition 5.7 shows that the use of several directions improves the performance of the approximation. In Section 6, the discretization of the wavelet X-ray transform is carried out using biorthogonal systems of Riesz bases. Part of the results there require only frame systems. Some remarks on notation in this paper are in order. upper half plane is denoted by H = f(x; y) 2 R 2 j y > 0g and the unit sphere in R n is denoted by S n?1 = fz 2 R n j kzk = 1g.
In the last part of this section, some preliminary material concerning Riesz bases and frames will be presented; for more information, we refer to You] and to relevant parts in the wavelet literature; see for example CR, Chu, Dau, Hol] analyzing wavelet and will be accompanied by a reconstructing wavelet h 2 L 2 (R).
The pair of wavelets g; h normally satis es an admissibility condition which will be speci ed later on. Introducing the shorthand notation Theorem 2.1 (Parseval's formula). Let g; h 2 L 2 (R) be an admissible pair of wavelets, then for f; k 2 L 2 (R), one gets hW g f; W h ki L 2 (H) = c g;h hf; ki L 2 (R) :
We now proceed with a reconstruction formula for the continuous wavelet transform.
Theorem 2.2 (Reconstruction formula). Let g; h 2 L 2 (R) be an admissible pair of admissible wavelets, and assume that f 2 L 2 (R). Then
The integral converges in the norm of L 2 (R).
3. Continuous Wavelet X-Ray Transform. We shall now consider a transform acting on square integrable functions on R n . This transform actually performs one-dimensional wavelet transforms (see the preceding section) along lines in R n .
These lines are parameterized in the same fashion as for the usual X-ray transform (see Nat, Sol] ), i.e., by means of the vector bundle on the unit sphere T = f( ; x) j 2 S n?1 ; x 2 ? g: Here ? denotes the orthoplement of 2 S n?1 in R n . Let g 2 L 2 (R), f 2 L 2 (R n ), and de ne P g f( ; x; b; a) = Z R f(x + t )g b;a (t) dt; ( ; x) 2 T ; (b; a) 2 H :
The transform P g will be called the continuous wavelet X-ray transform. If we x 2 S n?1 , we shall write P g; f(x; b; a) = P g ( ; x; b; a); x 2 ? ; (b; a) 2 H :
We shall also formulate results in terms of this transform, i.e., for the wavelet X-ray transform with xed direction 2 S n?1 . In the next theorem, we derive Parseval's formulas for the wavelet X-ray transforms. This proves (3.2). Formula (3.1) now follows trivially.
In the remainder of this paper, we shall x 2 S n?1 in many places, but we will always use P g ( ; ; ; ) instead of P g; .
4. Elementary Projections. In this section, we assume that g; h 2 L 2 (R) is an admissible pair of admissible wavelets, such that hg; hi L 2 (R n ) = 1. The integrands in the right hand sides of (3.1) and (3.2) give rise to the de nition of projections on L 2 (R n ), as the following lemma shows. 
We claim that kG ;b;a k = kgk L 2 (R) khk L 2 (R) . This can be seen as follows: take f = (E )g b;a (h ; i) for some 2 L 2 ( ? ). Note that in this case, G ;b;a f(y) = kgk 2 L 2 (R) (E y)h(hy; i); y 2 R n :
This implies
It is rather straightforward to verify that G ;b;a is an idempotent, i.e. G ;b;a = G 2 ;b;a .
The following lemmas will be used to prove Theorem 4.6. For convenience of the reader, the proof of the following lemma is included. Put > 0. If we assume that kI n ? Ak < , we get kAk < 1 + , and by taking > 0 small enough, we arrive at
This proves the lemma. We omit the straightforward proof of the following lemma. Lemma 4.3. For h 2 R n , the linear operator T h : L 2 (R n ) ! L 2 (R n ) given by T h f = f( + h) is unitary. Moreover, for each f 2 L 2 (R n ), we get T h f ! f as h ! 0. 5. Discrete Wavelet X-Ray Transform: Orthonormal Case. In this section, we study a discretization of the wavelet X-ray transform, based on the existence of wavelet orthonormal bases. We will assume that for the wavelet g 2 L 2 (R n ), there exists a countable set K 2 H , such that (g b;a ) (b;a)2K de nes an orthonormal basis in L 2 (R). As an example of such a basis, we mention the case when K = f(k2 j ; 2 j ) j k; j 2 Zg and where g is a Daubechies wavelet of a certain order Dau, Dau2] . Other examples are Battle-Lemarie wavelets and Meyer wavelets; see CR] and Dau]. We shall consider the previous results on elementary projections for the special case when g = h, i.e., the case when G ;b;a is an orthogonal projection.
In the next section, the general case will be dealt with. To avoid confusion, we shall write G o ;b;a in the particular case when g = h, i.e., We will show in Theorem 5.5 that functions in L 2 (R n ) can be expanded in terms of elementary projections. The theorem will be proved using a number of elementary results which we will discuss rst. We state the following lemma.
Lemma 5.2. Let fP g 1 =1 be an increasing sequence of orthogonal projections on a Hilbert space H, i.e., P P = P P = P for . Then the following statements are equivalent:
(1) P x ! x for all x 2 H. Observe that E E ' = E ' E is the orthoprojector onto the (n ? 2)-dimensional subspace f ; 'g ? . Moreover, it is immediate that the orthoprojectors G o ;b;a and G o '; ; commute. The following two lemmas are direct consequences of these facts. The lemmas describe the so-called separable wavelet analysis which has been the rst approach towards wavelet analysis of functions in several variables; see for example Dau].
Lemma 5.3. Let 1 ; : : : ; n 2 S n?1 be mutually orthogonal unit vectors, and let (b j ; a j ) 2 H for j = 1; : : : ; n. Write = ( 1 ; : : : ; n ); b; a = ((b 1 ; a 1 ); : : : ; (b n ; a n )): Next, de ne F ;b;a = Q n j=1 g bj;aj (h ; j i) and G o ;b;a = Q n j=1 G o j;bj;aj . Then F ;b;a 2 L 2 (R n ), kF ;b;a k L 2 (R n ) = 1, and G o ;b;a f = hf; F ;b;a i L 2 (R n ) F ;b;a . In particular, the operator G o ;b;a is an orthogonal projector of rank one. We are now ready to prove the following result. On the other hand, for arbitrary (b; a) 2 K n , hf; F ;b;a i L 2 (R n ) = Z R n f(hy; i + hy; 2 i 2 + + hy; n i n ) g b1;a1 (hy; i) g b2;a2 (hy; 2 i) g bn;an (hy; n i) dy = Z ? Z R f(x + t )g b1;a1 (t) dt g b2;a2 (hx; 2 i) g bn;an (hx; n i) dx:
The inner integral satis es Z R f(x + t )g b1;a1 (t) dt = P g f( ; x; b 1 ; a 1 ) = 0 for almost all x 2 ? , and we arrive at hf; F ;b;a i L 2 (R n ) = 0. Since (b; a) 2 K n was arbitrary, we get f = 0. This proves the theorem.
Let (K ) 1 =1 be an increasing sequence of nite sets such that K " K. We state the following corollary to Theorem 5.5.
Proof. Observe that, by Theorem 5.5,
Up to so far, we have xed 2 S n?1 . Next, we will take averages over orthogonal projections corresponding to a nite number of distinct unit vectors. The idea is that averaging over approximations from several directions will improve the approximation result. Proposition 5.7 shows that this is the case in a certain sense to be explained below. Indeed, let S n?1 be a nite set of unit vectors, and de ne for a xed nite subset K 0 K,
where j j denotes the number of elements in . In order to understand the relevance of the following result, de ne an approximation of the identity as a sequence of operators fT n g 1 n=1 on a Hilbert space H, such that T n x ! x as n ! 1 for all x 2 H. Observe that for xed n, the subspace ker T n contains elements which are not approximated by T n . The performance of the approximation of the identity fT n g 1 n=1 is therefore measured by the null spaces of the operators in the sequence. The smaller these subspaces are, the better one may expect the performance to be. The proposition is a consequence of the following rather general statement.
Lemma 5.8. If P 1 ; : : : ; P N are orthogonal projection on a Hilbert space H, and if 1 ; : : : ; N are strictly positive numbers, and T = P N j=1 j P j , then ker T = T N j=1 ker P j .
Proof and hence P j x = 0 for j = 1; : : : ; N. This proves the lemma. The self-adjoint operator T o ;K0 given by (5.2) need not be an orthogonal projection.
Although we have described its kernel (and thereby its range), it is somewhat cumbersome to identify functions in ker T o ;K0 . It would help if we could identify the orthogonal projection onto this subspace. An approximation of this projector using Kacmarz method, as in HS] for the X-ray transform, is a topic of current research.
6. Discrete Wavelet X-Ray Transform: General Case. We now study the general case in which g 6 = h. The discretizations of the wavelet X-ray transform are now based on the existence of biorthogonal pairs of Riesz bases. Indeed, we will assume that g; h are a pair of wavelets for which there exists a countable subset K H , such that The theorem can now be proved using the equality
Without proof we mention the following corollary.
Corollary 6.2. Let (K ) 1 =1 be an increasing sequence of nite sets in K such
Next, we study null spaces of sums of elementary projections. We will use the results that were obtained for orthogonal elementary projections in the preceding section to deal with the general case. In order to do this, choose a wavelet , such Observe that S ?1 ;h = S ;g . Moreover, kS ;h k = B 1=2 h and kS ?1 ;h k = A ?1=2 h .
Proof. We rst prove that S ;h is bounded on L 2 (R n ). Let f 2 L 2 (R n ), then kS ;h fk 2 The following results are obtained easily now. 
