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We present a direct computational rgument to obtain the formula of the mth 
derivative of the composite f (g)  of two functions of arbitrary number of variables, 
m is a multiindex. © 1986 Academic Press, Inc. 
1. INTRODUCTION 
There are two related problems which in recent years have been 
approached using the techniques of umbral operators, one of them being 
the computation of the nth derivative of a composite function and the other 
being the Lagrange inversion formula (see [24] ) .  
Let g: ~" --. ~q and f :  ~q - ,  EP be such that the range of g is contained 
in the domain of f and let us also assume that f and g have convergent 
Taylor expansions. This is not a necessary assumption and can be dropped 
since only the proof, but not the final result, depends on it. Here we shall 
compute the ruth derivative of fo  g, and afterwards, particularizing for 
n = p = q and f and g being compositional inverses, of each other, we 
obtain a computational formula for the mth derivative of g-1. 
We shall employ the usual conventions about multiindices, namely: 
m :--- (ml ,..., mk) denotes a generic multiindex, the mi's being non-negative 
. . . .  k for a k-component object a. Also m! := integers, a m :=aT 1 a k 
ma! " ' ' ink !  , 
0,.1 ~,~ 
Dr" := ~, j  ~k  for appropriate variables ~, 
and Iml = Y. mi. 
Since derivatives depend only on the local properties of functions, in 
order to compute Dm(f(g))(x) we can assume that f vanishes outside a 
neighbourhood of g(x) and we can write 
I e -ig(x).k f(k) dk/(2u)P (1.1) f(  g(x )) 
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where f (k )=Sf (y  ) etgy dy is the Fourier transform o f f  (Operations on 
f= (fl,-.., fp) are done componentwise.) The truth of (1.1) for f vanishing 
outside a bounded region can be seen in [1]. 
From (1.1) it follows that in order to compute Dm(fo g)(x) it suffices to 
compute Dm(ek(g))(x) for ek(y)= exp ik.y. To emphasize, the meaning of 
D~F for F= (r~ ,..., Fk) is Dmr = (DinE1 ,..., D~Fk). 
2. COMPUTATION OF THE mTH DERIVATIVE 
Let t be a fixed vector in R ~, then 
(Dmek( g) )(x) tn~/mr =exp -- ik. 2 (Dmg)(x)tm/m! = exp ix. g(x + t) 
ffl m 
(2.1) 
where the multiindex m has n-components, of course. We shall now expand 
the exponential in the r.h.s, of (2.1) and then equate powers of t. To wit 
exp ik" g(x + t) = exp ik. g(x) exp ik" 2 (D~"g)(x) tm/m! 
Iml i> 1 
(ik) t t~\ t 
=expik'g(x)2-~-". ( 2 (Dmg)(x)-~.) (2.2) 
I " \ lm l  ~ 1 
where l=  (/1,--., lq) and to further emphasize the meaning of the symbols a 
typical summand in (2.1) is 
To proceed observe that 
(,rajZ>~l(Onag)(x)tm/m')I--'-:-j~=l(]rn~>~lOrngj(x)tm/m') l' 
q iI 
= 1-I Z t-' 2" (O"gAx)/rs!) 
j= l  Pml>~ j 
where Y~* denotes the summation over all/;tuples (rl,..., %) of multiindices 
such that ~ ri = mj. We can now perform the product over the j 's and 
obtain for the last term above 
Iml ~//J  j= l  y s - I  
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where Z*  means summation over all q-tuples (ml,...,mq) such that 
Y', mi = m, and for each such q-tuple Z*  means summation over all l;tuples 
Z l  r i=mj .  Now, before summing over ! to compare (r~,..., rtj) such that 
with (2.1) we have to isolate in (2.2) the terms with != 0. Also we shall use 
(ik) t ek(g(x)) = (V r ek) (g(x)), where V = (a/Oyj ..... O/Oyq) just to distinguish 
it from D. Now we can interchange the summations over m and ! and 
obtain 
q 
exp ik .g (x+t )=exp ik .g (x )x  ~ t ~' ~ 1/I!Z* 1~ 
Irnl ~ 1 1 ~< Ill ~< Irnh j=  1 
-= exp ik. g(x) x ~ t m 2 C(l, m) 
Iml I> 1 i ~< Itl ~< Irnl 
and comparing with (2.1) we obtain, after replacing ek by f, 
(2.3) 
D'(f(g))(x) = m! ~ C(I, m) (2.4) 
1 ~< Ill ~< [ml 
where the C(l, m) were defined in (2.3). Formula (2.3) is the multidimen- 
sional extension of Faa idi Bruno's formula, Let us verify that it reduces to 
the right thing for n =p =q = 1. Since q = 1, then 52* and I-I q both dis- 
appear and (2.3) becomes 
~, tm 2 1/l!~* {I~ (Dsig)(x)/S~!}(Dlf)(g(x)) 
m>~l  1 </<rn  =1 
from which 
(Dmf(g))(x)/m!= ~l</<m 1/l!~* {~(Dsig)(x)/St(Dtf)(g(x))" (2"5) 
Now convert the sum ~*  over all l-tuples (sl,..., st) such that 5Z si= m 
into a summation over all sets of integers {kx,..., kin} such that 52 ke = l and 
S iki = m. Since each l-tuple originates l!/kj !-.. k m ! such sets we have 
(omf(g))(X)/m!= ~ f fi {1/ki! (g(i)(x)/i!)ki} f(e)(g(x)) 
l=1  i=1 
(2.6) 
where Z 1 denotes the summation over all sets {k 1,..., km} , etc., and this is 
the standard version of Faa di Bruno's formula, 
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3. DERIVATIVES OF INVERSE FUNCTIONS 
The formulas (2.4) and its one-dimensional cases can be used to compute 
recursively the derivatives of g-1 _- f  the compositional inverse of g, when 
defined of course. To motivate consider the one-dimensional case 
f(g(x)) =x. Certainly Dm(f(g))(x) = ~,~,1 for m ~> 1 therefore 
m--1  
6m,1 = E ~ f i  {l/kit (gt°(xl/ir) ke} fc"(g(x)) 
l= l  i - -1  
1 
+-~.. ( g(1)(x) m f(")( g(x) ) (3.1) 
from which f(")  can be obtained since g(1)(x)~ 0 because of the inver- 
tibility assumption. 
The multidimensional case is equally simple but much more cumber- 
some. This is due to the "compactness" of (2.4). Let us do the case Im[ = 1 
to exemplify. Let e, = (0,..., 1,..., 0) denote the multiindex with 1 in the ith 
position and 0 elsewhere. Then D°i(f(g))(x) = D°'x = (6i,~,..., 6~,n) and from 
(2.4) we obtain, noticing that Ill = 1 implies ! = e~ for some k = 1,..., n, 
D,,x= E* (I (3.2) 
k=l  j= l  
Now Z* is the sum over all n-tuples (m~,..., mR) such that Z mj = eg, that 
is, over all n-tuples (0,..., ee,---, 0). For each k= 1,..., n, in the product 
I-I~ ~;  { } there is exactly one factor that is not identically equal to 1, the 
kth, and this happens for only one summand of Z*, that for which m is in 
the kth position. With all this (3.2) becomes 
D e'= ~ (ae~gk(x))(Ve~f)(g(x)) 
k=l  
= l~xigktx)_~yk(g(x)),... ' ~ 8gk k = 1 8Xi ~3yk 
and equating components 
~gk(x) ~fj (g(x)) 
6~j= ~ ~xi ~Y---~k 
and from the invertibility of g, we obtain (Sf~/8y~)(g(x))= (Og/Ox);~L 
We shall not do the case Im I > 1. The interested reader may want to try 
it. We will now indicate another procedure which uses the result of the 
previous section: 
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In the case n=p=q= 1 and f (g(x))=x,  we obtain for m= 1 f(1)(y)= 
1/g"l(f(y)) which can be thought of as the composition h(f(y)) with 
h(x) = 1/g(1)(x). From (2.5) or (2.6) it follows now that 
f(,,)(y) = (f(1))(,.- t)(y) 
m--1  1 m 1 
= • ~ l-] {l/k,! (f(O(y)/il)k'} h(O(g(x)). (3.3) 
I=1  i=1 
The multidimensional nalogue of this procedure can be carried out as 
follows: Of~(Y)/OYk =h~(f(x)) where h~k is the (i, k)th element of the matrix 
(Og/dx) 1. Then for any m, from (2.4) it follows that 
D = + ekf~(y) = Dm(D.~f)(y) 
1 ~< Ill ~< Irnl j= l  
4. F INAL  COMMENTS 
Very compact formulas can be obtained using the theory of polynomials 
of binomial type. Consider the simplest case possible, n = p =p = 1, and 
start from (1.1): 
f( g(x) ) = f e-*kg(x) f (k ) dkl2a 
= J e-,kg(O) e-ik(g(O)-g(x)l f(k) dk/2n 
( ,  
ikg(Ol ( oo X" p,( _ ik)) dk/2rc. =re  5=oV 
Here {P,(~)} is the sequence of polynomials of binomial type generated by 
g(O)-g(x) [5]. By exchanging sums with integrals and using 
P.( - ik )  f (k)= (P.(D)f)(k) we readily obtain 
(D'f( g) )(O ) = (P.(D )f)( g(O ) ). 
Of course all we know about the {P.} is that they are polynomials of 
degree n, and in order to compute them we would have to proceed as in 
Sect. 2. 
About (3.3) and (3.4) all we can say in that although they may not look 
as nice as Lagrange's inversion formula, they are explicit recipes. 
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