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Abstract 
The study of event-related brain dynamics has been integral in recognising the 
contributions of ongoing neuronal oscillatory activity to poststimulus responding and 
cognitive processes.  The impact of the brain’s intrinsic EEG, prior to task onset and in 
the prestimulus period, on stimulus-response efforts remains an underexplored area.  
This doctoral thesis examined the electrophysiological activity underpinning Go/NoGo 
task performance by identifying the ERP component amplitudes associated with 
behavioural outcomes and assessing the impacts of pretask and prestimulus intrinsic 
EEG.  Three paradigms were used across five studies to explore these brain dynamics: 
an unwarned auditory equiprobable Go/NoGo task with variable (Studies 1 and 4) and 
fixed (Studies 2 and 3) stimulus onset asynchronies, and a visual cued Continuous 
Performance Test (CPT; Study 5); all studies began with a recording of pretask resting 
EEG with eyes-closed and eyes-open.  Studies 1 and 4 found that decreased P2 and 
greater P3b amplitudes were associated with more efficient and consistent Go 
responding.  Studies 2 and 3 showed that greater P3a/P3b and attenuated SW positivity 
were linked to optimal Go and NoGo performance.  A different pattern of relationships 
emerged in the cued CPT (Study 5): larger P2 and SW positivity correlated with less 
variable response times to Go.  These results highlight the evoked neuronal activity 
involved in response control processes and reflect the varying cognitive demands 
between the paradigms.  Importantly, these stimulus-response efforts were uniquely 
affected by pretask and prestimulus EEG amplitude.  Greater pretask delta predicted 
enhanced ERP component magnitudes (Studies 1, 2, and 5) and response speed (Study 
4).  However, delta increments in the task-situation were detrimental to performance, as 
higher prestimulus amplitudes determined less negativity/greater positivity in the N1-1, 
N2b (Study 5), and SW (Studies 2 and 3) and poorer behavioural outcomes (Studies 2, 
2 
3, and 5).  Higher pretask alpha amplitude correlated with enhanced P3b (Study 4), 
greater response variability, and positivity in the P1 and P2 components (Study 5).  
With CPT engagement, increases in alpha-1 further contributed to less consistent Go 
responses, and the prestimulus decrease in alpha enhanced P1 and P2 positivity.  These 
state-related modulations and their effects indicate dissociable functions of resting 
pretask and prestimulus intrinsic EEG, arguing against notions that these periods 
represent similar activity states.  This thesis makes a significant contribution to the brain 
dynamics literature by identifying the neuronal responses involved in cognitive control, 
clarifying the influence of the brain’s intrinsic EEG on Go/NoGo performance 
measures, and determining how state-related changes in EEG activity affect stimulus-
response efforts.  These data serve as a platform for further work to be carried out in 
developmental, ageing, and clinical contexts. 
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GENERAL INTRODUCTION 
Electrophysiological research aims to identify the neuronal activity underlying 
cognitive processes such as attention, executive function, learning and memory, to 
better understand brain functioning and impairment.  Two-choice tasks are often 
employed to obtain insights into cognitive control and decision-making abilities.  
Individuals are presented with a stimulus where a choice is made to actively respond 
(whether it be overtly or covertly) or avoid responding; but in another variation, a 
response is required from one of two options (for example left/right button press).  The 
latter describes a Go/Go type scenario that focuses on response execution efforts while 
the former uses Go/NoGo conditions to increase demands on inhibition (Donders, 
1969).  The Go/NoGo paradigm has been favoured in the neurological study of 
executive control mechanisms and has been adopted in neuropsychological practice to 
aid with clinical decision-making (Drewe, 1975; Gallagher et al., 2015; Hester, Foxe, 
Molholm, Shpaner, & Garavan, 2005; Huster, Enriquez-Geppert, Lavallee, Falkenstein, 
& Herrmann, 2013; Kaiser et al., 2008; MacDonald et al., 2006; Ruchsow et al., 2008; 
van Boxtel, van der Molen, Jennings, & Brunia, 2001).  For these reasons, Go/NoGo 
event-related processes are the focus of this doctoral research. 
There are many variants of the Go/NoGo paradigm that exist within the 
literature.  The classic Go/NoGo task involves presenting Go stimuli more frequently 
than NoGo in order to elicit a response propensity and increase inhibition to NoGo, 
stimuli, while the reversal of this Go:NoGo probability ratio generates a tendency to 
ignore NoGo stimuli and enhance responding to Go stimuli (also known as the ‘oddball 
effect’).  The equiprobable version of the task gives intermediate insight into these 
executive control processes.  The Continuous Performance Test (CPT) is another 
variant of the Go/NoGo model that was first developed by Rosvold, Mirsky, Sarason, 
18 
Bransome and Beck (1956) to study vigilance.  Participants completed two versions of 
the test: the first presented an infrequent ‘X’ target that required a response, among a 
series of nontarget letters, and the second type had participants respond to ‘X’ only 
when it followed the warning signal ‘A’.  The dispersion of the target/Go stimulus 
among the continuously changing stimuli is the defining characteristic of the CPT, and 
several adaptations of this test have been developed to probe attention and cognitive 
control (Corbett & Constantine, 2006; Fasmer et al., 2016; Riccio, Reynolds, Lowe, & 
Moore, 2002). 
The behavioural measures derived from these tasks, such as response accuracy, 
speed, and variability can provide information regarding an individual’s attentional 
control, processing efficiency and decision-making abilities.  More consistent 
performance has been associated with higher response accuracy rates, and this 
relationship has been argued to reflect efficiency in the execution of cognitive control 
processes (Bellgrove et al., 2004; Simmonds et al., 2007).  These investigations also 
found that response variability was correlated positively with a greater frontal lobe 
hemodynamic response, measured by functional magnetic resonance imaging (fMRI), 
when responding to Go and NoGo stimuli.  These findings highlight the 
neuroanatomical correlates of performance but offer limited insight into the temporal 
precision of neuronal activity underpinning these metabolic changes and the behavioural 
output.  Electroencephalogram (EEG) recordings can overcome this limitation via the 
EEG-derived event-related potential (ERP; McLoughlin, Makeig, & Tsuang, 2014). 
1.1 ERP Correlates of Performance 
The neurotypical ERP activity involved in auditory Go/NoGo stimulus-response 
processes was reliably mapped across the lifespan by Barry and colleagues (Barry & De 
Blasio, 2013, 2015; Barry, De Blasio, & Borchard, 2014; Barry, De Blasio, & Cave, 
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2016) using temporal principal components analysis (PCA).  This technique identifies 
the major factors, or peaks, underlying ERP waveform variability (Dien, 1998, 2010; 
Donchin, 1966; Kayser & Tenke, 2003, 2005).  Each factor is subsequently interpreted 
as an ERP component based on its latency, topography, polarity and consistency with 
prior studies. 
In this processing schema, stimulus appraisal and discrimination begin with the 
P1, N1-1, and Processing Negativity (PN; Näätänen & Picton, 1987).  The P2 that 
follows marks the categorisation of the stimulus into Go/NoGo and the initiation of 
response selection processes.  Response facilitation to Go is associated with a central 
N2c and parietal P3b pairing (see also Nieuwenhuis, Aston-Jones, & Cohen, 2005; 
Pritchard, Shappell, & Brandt, 1991; Verleger, Grauhana, & Śmigasiewicza, 2016) and 
the withheld NoGo response is marked by a frontal N2b and frontocentral P3a (Folstein 
& Van Petten, 2008).  The subsequent bipolar slow wave (SW) component is thought to 
reflect stimulus-response evaluations (Fitzgerald & Picton, 1981; Loveless, Simpson, & 
Näätanen, 1987; Spencer, Dien, & Donchin, 2001). 
ERP relations to performance further support the proposed roles of the N2, P3, 
and SW components in behavioural processes.  Across a variety of paradigms, greater 
Go P3b positivity has been associated with shorter mean reaction time (RT; Donchin & 
Lindsley, 1966; Ramchurn, de Fockert, Mason, Darling, & Bunce, 2014; Roth, Ford, & 
Kopelman, 1978; Verleger, Jaśkowski, & Wascher, 2016) and lower RT variability 
(RTV; Hogan et al., 2006; Saville et al., 2011; Saville et al., 2012).  With the SW, 
longer RTs were linked to increased parietal positivity (Falkenstein, Hoormann, & 
Hohnsbein, 1993; Roth et al., 1978) and frontal negativity (Friedman, 1984).  Friedman 
also demonstrated a dissociation between the positive/negative components using PCA 
on stimulus- and response-locked ERPs.  The relationship between the frontal negativity 
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and RTs was evident in both ERP sets, while the parietal positivity-RT effect was 
obtained only with the stimulus-locked data.  It was subsequently concluded that the 
frontal negativity represented processes initiated by the response, and the parietal 
positivity reflected stimulus-related evaluations.  These SW findings, however, have not 
been explored further. 
Regarding NoGo, larger N2b and P3a amplitudes correlated with fewer 
commission errors in unwarned Go/NoGo tasks (Barry & De Blasio, 2015; Fogarty, 
Barry, De Blasio, & Steiner, 2018).  These NoGo components are enhanced when task 
demands are increased by employing a cued paradigm (Kirmizi-Alsan et al., 2006; 
Randall & Smith, 2011; Wessel, 2018) or stimulus probability is reduced (Bruin & 
Wijers, 2002; Fogarty, Barry, De Blasio, & Steiner, 2019; Nieuwenhuis, Yeung, 
Wildenerg, & Ridderinkhof, 2003; Polich & Margala, 1997; Squires, Donchin, Hernin, 
& McCarthy, 1977; Squires, Squires, & Hillyard, 1975).  Interestingly, there have been 
no investigations into the relationship between NoGo accuracy rates and SW; this will 
be explored in the present thesis. 
These ERP component/performance relations demonstrate the immediate neural 
responses associated with decision-making and cognitive control efforts (Kok, 1997, 
2001; Larson & Clayson, 2010; Polich, 2007; Verleger et al., 2005).  Go/NoGo 
performance, however, is not solely determined by this stimulus-evoked activity.  An 
individual’s preparedness for receiving, processing, and responding to information is a 
key contributor to these poststimulus responses.  Thus, the fluctuations in prestimulus 
neuronal activity, as measured by the EEG, can significantly affect behavioural 
outcomes.  
1.2 EEG Determinants of ERPs and Behaviour 
The brain’s EEG state activity immediately prior to, and following stimulus 
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onset, has been studied extensively for ERP genesis effects (Cavanagh, & Frank, 2014; 
Guntekin & Başar, 2016; Harmony, 2013; Karakaş & Barry, 2017; Karakaş, Erzengin, 
& Başar, 2000; Klimesch, Schack, & Sauseng, 2005; Knyazev, 2012; Mathewson, 
Lleras, Beck, Fabiani, Ro, & Gratton, 2011; Sauseng, Griesmayr, Freunberger, & 
Klimesch, 2010; Vanrullen, Busch, Drewes, & Dubois, 2011).  Klimesch, Sauseng, 
Hanslmayr, Gruber, and Freunberger’s (2007) brain oscillation theory posits that 
ongoing EEG oscillations are necessary mechanisms for event-related brain dynamics 
where the amplitude of the frequency cycle of interest modulates the ERP waveform 
(see also Barry, 2009; Başar, 1980).  The premise of this theory rests on the 
identification of the roles that the EEG frequencies play in stimulus-related brain 
functioning and, being an empirically-driven theory, these interpretations have typically 
relied on poststimulus processes reflected in the ERP.  This poststimulus response is 
also inversely dependent on prestimulus EEG power (Klimesch et al., 2007; 
Mathewson, Gratton, Fabiani, Beck, & Ro, 2009; Pfurtscheller, 1992; Rahn & Başar, 
1993a, 1993b), with lower prestimulus EEG levels enhancing evoked potentials (Başar, 
1998, 1999), strengthening support for the theorised mechanistic role of this neural 
activity.  Thus, to comprehensively assess the electrophysiological activity 
underpinning performance, and understand normative brain function, the present thesis 
examines both the ERP and EEG contributions to behavioural output.  The following 
literature review concerns studies of brain dynamics in two-choice tasks. 
1.2.1 Delta and theta.  Beginning with the lower frequency bands, delta and 
theta are argued to underpin a variety of cognitive processes.  Lower midline 
prestimulus levels of delta and theta were associated with more negative Go and NoGo 
ERPs (De Blasio & Barry, 2013b; De Blasio et al., 2013), with prestimulus theta also 
being inversely related to RTV (De Blasio & Barry, 2018).  Poststimulus increases in 
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these bands, however, become regionally defined with the differing Go/NoGo response 
demands: delta is localised to the centroparietal region to Go and frontocentrally to 
NoGo, while theta becomes more frontal and enhanced to NoGo (Barry, 2009).  In that 
study, these phasic changes were found to distinctly affect the N1 and Go N2, as 
negativity was enhanced with less delta and increased theta.  This post-Go delta increase 
has also been associated with greater Go P3b (Başar-Eroglu, Başar, Demiralp, & 
Schürmann, 1992; Kolev & Schürmann, 1992), while post-NoGo delta and theta 
increases contribute to NoGo N2b and P3a (Harmony, Alba, Marroquin, & Gonzalez-
Frankenberger, 2009; Harper, Malone, & Bernat, 2014; Kamarajan et al., 2004; 
Kirmizi-Alsan et al., 2006; Pandey et al., 2016; Yamanaka & Yamamoto, 2009), 
reflecting the unique impacts of these bands on decision-making processes.  It was thus 
proposed that delta functions to reduce the processing of task-irrelevant information 
(Guntekin & Başar, 2016; Harmony, 2013; Karakaş et al., 2000; Knyazev, 2012) as 
theta governs selective attention, signal matching, and cognitive control (Başar, Başar-
Eroglu, Karakaş, & Shürmann, 2001; Başar, Schürmann, & Sekowitz, 2001; Başar-
Eroglu, Başar, Karakaş, & Shürmann, 1992; Cavanagh & Frank, 2014; Gulbinaite et al., 
2014; Karakaş et al., 2000) to enable optimal performance. 
1.2.2 Alpha.  The alpha band, dominant in the parietal region, is the most 
studied of the oscillatory bands.  It is generally regarded as an inverse marker of cortical 
arousal, where low amplitudes reflect excitation and high amplitudes inhibit or 
deactivate the brain to enhance perceptual processing (Carp & Compton, 2009; 
Compton, Arnstein, Freedman, Dainer-Best, & Liss, 2011; Foxe & Snyder, 2011; 
Klimesch, Sauseng, & Hanslmayr, 2007; Mathewson et al., 2011).  Effective responses 
to Go/NoGo tones are preceded by lower alpha levels that result in reduced peak-to-
peak Go N1-P2 and N2-P3 amplitudes (Barry, Kirkaikul, & Hodder, 2000) and 
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attenuated Go/NoGo P2 (De Blasio & Barry, 2013a; De Blasio et al., 2013).  Reports 
regarding P3 are mixed: direct associations have been found using broad-range alpha 
(8–13 Hz; De Blasio et al., 2013) and its subdivided bands (7–10, 10–14 Hz; 
Yordanova, Kolev, & Polich, 2001), but a recent investigation using PCA-derived 
frequency components showed three alphas (with peaks at 8, 9, and 10 Hz, respectively 
labelled alpha-1, 2, and 3) distinctly impacted P3 magnitude (Barry & De Blasio, 2018).  
Alpha-1 amplitude inversely predicted P3b, while greater alpha-2 and less alpha-3 were 
associated with enhanced P3a and P3b.  With the advent of more objective 
decompositions of oscillatory activity, these findings merit additional exploration.  The 
utility of PCA in this context is considered further in Section 1.5 Improving EEG 
Estimates. 
For visual stimuli, however, detection relies on low prestimulus alpha enhancing 
P1 and N1 magnitudes (Hanslmayr et al., 2005), with higher levels contributing to 
longer Go mean RT (Min & Herrmann, 2007; Min & Park, 2010) and NoGo 
commission errors (Mazaheri, Nieuwenhuis, van Dijk, & Jensen, 2009).  The function 
of alpha has thus been associated with top-down preparatory activity that subsequently 
impacts discrimination and response efforts (Başar & Guntekin, 2012; Ergenoglu et al., 
2004; Hanslmayr et al., 2007; Macdonald, Mathan, & Yeung, 2011; Pfurtscheller & 
Klimesch, 1992). 
1.2.3 Beta.  Beta is typically associated with cortical activation, correlating with 
attention and alertness levels (Arruda, Zhang, Amoss, Coburn, & Aue, 2009; Gola, 
Kamiński, Brzezicka, & Wróbel, 2012; Kamiński, Brzezicka, Gola, & Wróbel, 2012).  
This is evidenced in CPT studies where declines in performance were linked to a 
gradual reduction in beta (Arruda, Amoss, Coburn, & McGee, 2007; Arruda, Walker, 
Weiler, & Valentino, 1999), and adults with ADHD exhibited augmented frontal beta 
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cf. controls to successfully complete the CPT (Loo et al., 2009).  Trial-to-trial 
performance, however, is modulated by anticipation and response preparation processes 
that are inversely related to beta amplitudes (Engel & Fries, 2010; Fischer, Langner, 
Diers, Brocke, & Birbaumer, 2010; Gilbertson, Lalo, Doyle, Di Lazzaro, Cioni, Brown, 
2005; Kilavik, Zaepffel, Brovelli, MacKay, & Riehle, 2013).  In the Go/NoGo context, 
low prestimulus midline beta amplitudes increase the Go/NoGo P1, N1, and P2 
component negativity associated with enhanced perception and discrimination (De 
Blasio & Barry, 2013b; De Blasio et al., 2013).  More recently, Barry and De Blasio 
(2018) identified separable prestimulus beta components affecting N1 and P3 responses: 
high-frequency frontal beta (~ 24 Hz) negatively predicted Go N1-1 and directly 
enhanced NoGo P3a, while low-range parietal beta (~15 Hz) had no effect.  
Interestingly, behavioural impacts appear to be modality specific, as prestimulus beta 
inversely predicted RTs to visual stimuli (Kamiński et al., 2012) but not auditory tones 
(De Blasio & Barry, 2013b; Kamiński et al., 2012).  Thus, the phasic within-task 
assessments link beta specifically to response preparation, while the tonic measure of 
beta serves better as a marker for sustained attention.  
1.2.4 Intrinsic EEG.  These studies have accumulated evidence for the EEG’s 
role in ERP genesis and involvement in several cognitive operations, contributing to a 
changing perspective of brain functioning.  ERP genesis is no longer considered a 
reflexive process driven by environmental demands, and the brain’s ongoing electrical 
activity (from here on referred to as ‘intrinsic’) is recognised as a significant contributor 
to stimulus-response processes (Herrmann, Struber, Helfrich, & Engel, 2016; Raichle, 
2009, 2010).  While these task-based assessments of the EEG can be considered 
immediate determinants of responding, they also reflect the brain’s activated state 
required for the task.  This makes it difficult to identify the exact impact of the brain’s 
25 
‘spontaneous’ intrinsic activity.  To overcome this, Northoff, Duncan, and Hayes (2010) 
recommend examining the EEG from a resting state, outside of the task context.  Such a 
notion raises a key question examined in this thesis: what is the nature of the 
relationship between the intrinsic EEG measured within the task (during the prestimulus 
period), and resting state EEG? 
1.3 Resting State EEG Relations to Response Processes 
It has been suggested that there is some overlap between the large-scale neuronal 
networks and EEG band sources that are active at rest and when undertaking a task, and 
that resting neural activity can predict cognitive functioning in healthy individuals 
(Babiloni et al., 2010; Christoff, Ream, & Gabrieli, 2004; Kouonios et al., 2008).  When 
instructed to sit and relax with eyes-closed (EC) or eyes-open (EO), healthy adults show 
delta and theta activity dominating the midline, while alpha and beta are greater in the 
centroparietal regions of the scalp (Barry, Clarke, Johnstone, Magee, & Rushby, 2007; 
Loo et al., 2009; Nazari, Wallois, Aarabi, & Berquin, 2011; van Dongen-Boomsma et 
al., 2010).  These resting EEG patterns share topographic characteristics similar to those 
obtained within the task and have been related to several performance measures. 
1.3.1 Behavioural impacts.  In adults with and without ADHD, van Dongen-
Boomsma et al. (2010) reported a negative correlation between overall resting (that is, 
the mean of EC and EO) midline theta/beta ratios and stop-signal task mean RTs across 
groups.  Midline theta/alpha ratios in the EC condition for controls were inversely 
related to mean RT, whereas adults with ADHD showed this relationship with EO.  In 
healthy older adults, Finnigan and Robertson (2011) argued that greater EC frontal theta 
power was indicative of optimal neurocognitive functioning as it was associated with 
better performance on the Rey Auditory Verbal Learning Test, Raven’s Standard 
Progressive Matrices, and Animal Naming Test, and more consistent responding (i.e., 
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less RTV) in a Go/NoGo paradigm.  This last finding resembles De Blasio and Barry’s 
(2018) inverse relationship between prestimulus theta amplitude and RTV, and together 
they suggest that the intrinsic theta activity measured pretask and prestimulus may be 
synonymous.  Whether this hypothesis applies to other EEG bands is explored next. 
1.3.2 ERP effects.  Extending this view, Intriligator and Polich (1995) first 
studied the link between ERPs and EEG measured before and after the auditory oddball 
task.  Greater EC and EO power in the delta, theta, alpha-1 (8–10 Hz), and alpha-2 (11–
13 Hz) bands correlated with Go and NoGo N1 enhancements; but only EC delta and 
EO delta, theta, alpha-1, and alpha-2 power correlated positively with Go P3b 
positivity.  Similar EEG-P3b relationships were reported by Polich (1997a, b), across 
young and older adults.  Although behavioural effects were not assessed in these 
studies, comparable P3b effects can be seen for resting and task-related delta, theta, and 
alpha levels.  It was thus argued that similar mechanisms involving this intrinsic activity 
underpin Go salience detection and response processes. 
Interestingly, opposing N1 effects exist with resting and prestimulus delta and 
theta.  While greater resting delta and theta correlated with enhanced N1, increased 
prestimulus levels decreased this negativity.  These contrasts reflect a potential state-
related modulation of these bands that has not been explored for its significance.  It is 
also possible that Intriligator and Polich’s (1995) N1 finding was unreliable given that 
corrections for having run multiple correlations were not employed, and that Polich 
(1997a, b) failed to replicate this relationship.  Given the paucity of research comparing 
resting and task-based measures of the EEG, this aspect of brain dynamics warrants 
further investigation. 
1.4 EEG State Change Effects   
A key focus of the present research is to assess state-related changes in EEG for 
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effects on stimulus-response efforts.  Although similar brain activation patterns appear 
to be present during rest and while undertaking a task, topographic comparisons 
between the states (EC, EO, and prestimulus) have been minimally explored.  The 
extent to which these state-related changes in the EEG affect cognitive functioning 
therefore remains unknown. 
1.4.1 Resting EC to EO reactivity.  Barry et al. (2007) found that EEG 
amplitudes decreased parietally in the change from an EC to EO resting state, positing 
that this reduction reflected a preparatory process for sensory engagement.  
Interestingly, Hanslmayr et al. (2007) observed that poorer perception was related to 
higher alpha levels prestimulus and pretask, with Tenke, Kayser, Abraham, Alvarenga, 
and Bruder (2015) similarly reporting that individuals with lower EC to EO alpha 
changes also presented with greater prestimulus alpha levels.  This suggests an arousal 
effect that persists from rest to the task-situation.  Tenke et al. also proposed that the 
overall resting state measure (EC and EO mean) is more relevant to behavioural 
processes as this variable correlated positively with prestimulus alpha levels and 
poststimulus alpha desynchronisation.  Whether these impacts translate to other evoked 
responses like the ERP and behavioural output will be explored in this thesis. 
1.4.2 Task-related changes.  Few studies have investigated the shift in EEG 
activity from a resting state to the task to assess performance effects.  Valentino, Arruda 
and Gold (1993) reported that distinct topographic changes in bipolar-derived EEG 
activity, from the EC state to the task, predicted CPT accuracy.  Poorer accuracy was 
associated with decrements in temporal-occipital theta and fronto-temporal alpha, and 
fronto-temporal increases in beta-2 in the left hemisphere.  Those with better accuracy, 
however, demonstrated parietal theta and alpha reductions.  Task-related increments in 
frontal delta and theta were also apparent, but these findings were treated as unreliable 
28 
due to ocular artefact which overlays EEG activity in these low frequency ranges.  
However, recent event-related dynamics studies (i.e., comparing pre- to post-stimulus 
EEG), that have applied electro-oculogram (EOG) correction indicate that this increase 
may facilitate the inhibition of task-irrelevant processes (for a review see Harmony, 
2013).  Loo et al. (2009) compared resting state and CPT-derived EEG, in the theta–
beta range, in adults with and without ADHD.  The neurotypical control group had 
more alpha (8–10 Hz) power across frontal and parietal regions during EC resting state 
and CPT recordings, and attenuated frontal beta (17–18 Hz) with EO and throughout the 
CPT.  Of these EEG patterns, alpha correlated with shorter mean RT but poorer NoGo 
accuracy.  It was suggested that the tonic increase in alpha contributed to reduced 
stimulus discrimination efforts and a more impulsive response style in the control 
group.  This was a rather unexpected finding, however, the authors argued that the 
increased beta activity exhibited in the ADHD group functioned to maintain optimal 
performance (as discussed in section 1.2.3).  The task-related changes in EEG appear to 
have significant implications for response speed and accuracy, warranting exploration 
for their corresponding ERP effects. 
1.4.3 Within-task changes.  As noted above, EEG changes occurring with task 
onset, and within a task, can influence performance outcomes.  The former reflects the 
cortical preparations required to adjust to the task-situation, while the latter indicates 
shifts in the brain’s state while attempting to meet ongoing task demands.  It is therefore 
a point of interest to understand how these state-related changes differ, and further 
explore the within-task changes as brain states shift to prepare for the upcoming 
stimulus.  Cued paradigms offer insight into this process, with the onset of the cue (S1) 
allowing individuals to orient their attention and top-down preparations for the 
Go/NoGo imperative stimulus (S2).  This expectancy process elicited by cues is 
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represented in ERPs as the contingent negative variation (CNV; Walter, Cooper, 
Aldridge, McCallum, & Winter, 1964) and aligns with reductions in overall EEG power 
(Funderud et al., 2012; Gómez et al., 2004).  S2 performance is enhanced when the 
timing between S1 and S2 is fixed (Hillyard & Galambos, 1967; Niemi & Näätänen, 
1981), eliciting larger CNVs and beta decreases that heighten response preparation for 
Go and result in faster RTs (Bickel, Dias, Epstein, & Javitt, 2012; Karamacoska et al., 
2015).  Effects on other behavioural measures (RTV and accuracy rates) and ERP 
components, however, have not been examined. 
1.5 Improving EEG Estimates 
 It is also important to consider the EEG analyses undertaken in the existing 
literature, as their methods vary from traditional to more advanced techniques in an 
effort to explain performance variability.  The traditional method of Fast Fourier 
Transformation (FFT) enables the power or amplitude of these frequencies to be 
assessed in their predetermined band limits for their roles in brain functioning.  Other 
approaches involve digitally filtering epochs (Başar, Gölbaşi, Tülay, Aydin, & Başar-
Eroğlu, 2016), wavelet transformation (Akin, 2002), or determining an individual’s 
peak frequency (e.g., for alpha see Klimesch et al., 2003).  For consistency with the 
reviewed research here, the FFT method was used in these empirical studies. 
Spectral analyses have also shifted from using predefined band limits to 
obtaining data-driven estimates with PCA (Arruda et al., 2007; Barry & De Blasio, 
2018; Barry, De Blasio, & Karamacoska, 2019; Tenke et al., 2018; Tenke et al., 2011; 
Tenke, Kayser, Pechtel, et al., 2017; Tenke, Kayser, Svob, et al., 2017).  Akin to the 
temporal-PCA (t-PCA) method for decomposing ERPs, PCA can be applied in the 
frequency domain to identify the major frequency peaks contributing to the variability 
in the EEG spectra.  Tenke and colleagues first explored frequency-PCA (f-PCA) 
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decompositions of resting EC and EO EEG (Debener, Kayser, Tenke, & Beauducel, 
2000; Kayser, Tenke, & Debener, 2000; Tenke & Kayser, 2005), using the same 
parameters established for ERP t-PCA (see Kayser & Tenke, 2003).  Unrestricted 
covariance matrix PCAs were applied with Varimax rotation, resulting in the extraction 
of three posterior alpha components (peaking at 9, 10, and 11 Hz) that demonstrated the 
typical EC to EO amplitude reduction.  Subsequent studies adopted this method to 
examine alpha in relation to spirituality (Tenke, Kayser, Svob, et al., 2017), 
antidepressant treatment response (Tenke et al., 2011; Tenke, Kayser, Pechtel, et al., 
2017), and its temporal stability (Tenke et al., 2018).   
Building on this work, Barry and De Blasio (2018) applied f-PCA to resting 
state and prestimulus EEG.  The Varimax rotation, however, produced negative factor 
loadings that were uninterpretable.  While Varimax is considered optimal for ERP 
studies, it was argued that it should not be used in the EEG (i.e., frequency) domain.  
Instead, the Promax solution was found to better estimate naturally occurring 
components/bands in the underlying EEG data.  Across the two states, the following 
frequency components were obtained: delta-1 at 0.5 Hz, a delta/theta component 
peaking predominantly at 2 Hz and spanning across the delta-theta range, three alphas 
(with peaks at 8, 9, and 10 Hz), and two betas peaking at 15.5 and 24.5 Hz.  
Topographic analyses revealed distinct changes in EEG component amplitudes from the 
resting state to the prestimulus task-period: delta-1 amplitude decreased while 
delta/theta increased in the midline, all three alphas increased parietally, while 
increments in beta-1 and beta-2 were localised to the hemispheres and frontal regions, 
respectively.  The prestimulus EEG component amplitudes were subsequently assessed 
for effects on Go/NoGo N1-1 and P3 amplitudes.  Alpha-1 inversely predicted P3b 
amplitudes, while greater alpha-2 but lower alpha-3 amplitude resulted in larger P3a and 
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P3b.  This alpha-2 relationship remains consistent with prior research but the inverse 
effects of alphas 1 and 3 are novel.  The dissociation of alpha here echoes prior research 
identifying separable alphas: lower (8–10 Hz) activity has been linked to arousal (Loo et 
al., 2009) and upper (11–13 Hz) alpha to sensory perception (Bazanova & Vernon, 
2014) and memory-related processes (Klimesch et al., 2005).  With the use of PCA, an 
objective dissociation between the alphas was achieved.  Thus, the present research will 
utilise PCA, in both the ERP and EEG domains, to better estimate this 
electrophysiological activity and enhance our understanding of brain dynamics. 
1.6 Research Aims 
The purpose of this doctoral research was to examine the electrophysiological 
underpinnings of performance in widely-used two-choice tasks including the Go/NoGo 
and CPT.  To this end, five empirical studies were undertaken to address three key aims: 
1. Identify the immediate neural responses involved in stimulus 
discrimination, decision-making, and response control;  
2. Clarify the contributions of the brain’s intrinsic EEG to performance 
measures (i.e., ERPs and behavioural outcomes); and 
3. Determine how state-related changes in EEG activity affect stimulus-
response efforts. 
Studies 1 and 2 explore the ERP correlates of behavioural outcomes, and assess 
how resting state EEG, and the reactive change from EC to EO, relate to Go/NoGo task 
responses (Aims 1 and 2).  Study 2 extends the analysis to include the change from rest 
to the task and its effects on ERPs and behavioural outcomes (Aim 3).  Study 3 adopts 
an alternative approach to examining the EEG determinants of performance outcomes 
by grouping participants according to behavioural results and assessing their EEG and 
ERP patterns of activity (Aims 1–3).  Studies 4 and 5 explore the utility of PCA in the 
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temporal and frequency domains, with Study 4 focusing specifically on resting state 
EEG (Aims 1 and 2) and Study 5 further examining task-related and within-task EEG 
change effects on stimulus-response processes (Aims 1–3).  For consistency with the 
two-choice paradigms used in the reviewed brain dynamics studies, an unwarned 
auditory Go/NoGo task was administered in Studies 1–4.  Study 5 used a visual cued 
two-choice paradigm commonly administered in clinical settings, the Gordon-CPT, to 
further assess the EEG shifts within the task’s preparatory period (i.e., from cue to the 
imperative stimulus).  By identifying the ERP components associated with behavioural 
output, stronger assertions can be made regarding the EEG’s effects on these ERP 
components and the cognitive processes with which they are associated.  Together, 
these studies broaden the proposals of brain oscillation theory to improve our 
understanding of the brain activity underlying performance, and further elucidate its 
involvement in cognitive operations. 
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2.1 Abstract 
Neuropsychological research and practice rely on cognitive task performance measures 
as indicators of brain functioning.  The neural activity underlying stimulus-response 
processes can be assessed with event-related potentials (ERPs) but the relations between 
these cognitive processes and the brain’s intrinsic resting state electroencephalographic 
(EEG) activity are less understood.  This study focused on the neurocognitive 
functioning of 20 healthy young adults in an equiprobable Go/NoGo task to map the 
ERP correlates of behavioural responses, and examine contributions of the resting state 
intrinsic EEG to task-related outcomes.  Continuous EEG was recorded during pre-task 
eyes-closed (EC) and eyes-open (EO) conditions, and in the subsequent task.  Delta, 
theta, alpha, and beta band amplitudes were assessed for the EC state and also for the 
reactive change to EO.  Go/NoGo ERPs were submitted to temporal principal 
components analysis, where the P2, N2, P3, and SW components of interest were 
extracted.  The performance measure of reaction time variability (RTV) was positively 
correlated with NoGo and Go errors, and also with Go P2 amplitude, linking these to 
stimulus discrimination efforts involved in appropriate response selection.  An N2c–P3b 
pairing was enhanced for shorter mean RTs, supporting their involvement in the 
decision to execute a response.  A stepwise regression model identified EC midline 
delta as a predictor of P3b positivity, highlighting the relevance of delta in the neural 
mechanisms of attentional processes.  These findings clarify the electrophysiology 
underlying decision-making processes in executive function and provide a platform for 
further research assessing performance outcomes in larger samples, and in 
developmental/clinical contexts. 
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2.2 Introduction 
Several clinical disorders have been associated with compromised decision-
making abilities, demonstrating high task performance error rates and response 
variability, accompanied by atypical cortical activity (e.g. dementia, ADHD, brain 
injury, schizophrenia, bipolar disorder, depression, and epilepsy; for reviews see Kaiser 
et al., 2008; MacDonald, Nyberg, & Backman, 2006).  Two-choice response paradigms, 
like the Go/NoGo task and continuous performance test (CPT), are commonly 
administered to these clinical cohorts to assess aspects of attention and decision-
making, but often rely on behavioural measures as markers of processing efficiency, 
accuracy, and/or impairment.  Current cognitive and neuropsychological research is 
concerned with determining the neural mechanisms underlying this behavioural and 
cognitive functioning, particularly in developing neurotypical norms for comparisons 
(Miller, Rockstroh, Hamilton, & Yee, 2016).  The superior temporal resolution of 
electroencephalogram (EEG) recordings offers appropriate insight into the brain 
functioning underlying behavioural output, as the neural responses to stimuli can be 
examined via the EEG-derived event-related potential (ERP; McLoughlin, Makeig, & 
Tsuang, 2014).  Recent assessments of the neurotypical ERP activity involved in 
Go/NoGo stimulus-response processes show promise in mapping the 
electrophysiological correlates of behavioural output, as well as uncovering the 
contributions of the brain’s intrinsic EEG activity to these stimulus-induced processes. 
Performance measures of reaction time (RT) and response accuracy provide an 
index of an individual’s processing efficiency and cognitive control abilities.  The 
equiprobable Go/NoGo task is an optimal paradigm in which these cognitive operations 
have been studied to assess the electrophysiology of neurotypical functioning across the 
lifespan (Barry & De Blasio, 2013, 2015; Barry, De Blasio, & Borchard, 2014; Barry, 
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De Blasio, & Cave, 2016).  The work of Barry and colleagues has reliably mapped the 
ERP sequence of Go/NoGo stimulus-response processes using temporal principal 
components analysis (PCA), a technique that extracts the major factors, or peaks, 
contributing to ERP time-series variability (Barry, De Blasio, Fogarty, & Karamacoska, 
2016; Borchard, Barry, & De Blasio, 2015; for a PCA tutorial see Dien, 2010).  This 
processing schema links stimulus appraisal to the P1 and the N1 subcomponents, with 
stimulus categorization and response selections indexed by the following central P2.  
Go/NoGo response controls are marked by topographically distinct N2 and P3 
subcomponents (Folstein & Van Petten, 2008), and subsequent response evaluations are 
reflected in bipolar slow wave (SW) activity (Loveless, Simpson, & Näätanen, 1987).  
The proposed roles of the P2, N2, P3, and SW components in the electrophysiological 
processes evoked for Go/NoGo performance are examined further in this study to 
clarify their involvement in behavioural output. 
2.2.1 ERP correlates of response processes.  Adequate NoGo performance 
requires a degree of cognitive control to maintain accuracy and avoid responding.  The 
frontal N2b and central P3a components are typically elicited when exercising 
inhibition to NoGo (Folstein & Van Petten, 2008; Larson & Clayson, 2010; Smith, 
Johnstone, & Barry, 2008), however, neurotypical adult NoGo performance in the 
equiprobable task tends to show a weak N2b (Barry & De Blasio, 2013; Barry, De 
Blasio, & Cave, 2016; Barry, De Blasio, Fogarty et al., 2016).  This was especially 
apparent when a varied stimulus-onset asynchrony (SOA) was employed (Borchard et 
al., 2015), suggesting that inhibition is required to a lesser extent for this cohort.  It was 
also argued that enhanced stimulus categorization indexed by the preceding components 
mediate cognitive control efforts for NoGo.  This may be the case as ineffective 
categorizations were thought to contribute to inappropriate response selections, and 
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prolonged N2b and P3a peak latencies with NoGo commission errors (Roche, Garavan, 
Foxe, & O’Mara, 2004).  As categorization and response selections were previously 
noted to be reflected in the P2, this component’s involvement in cognitive control will 
be explored further here, as well as clarifying the roles of the N2b and P3a in NoGo 
performance. 
Responses to Go are also assessed for accuracy, efficiency, and consistency 
using the behavioural measures of omission errors (missed Go responses), mean RTs, 
and intra-individual reaction time variability (RTV), respectively.  
Electrophysiologically, Go-related processes are marked by the N2c-P3b pairing 
following the P2.  The central N2c, with distinct hemispheric negativity, and the parietal 
P3b, were proposed to index the neural activations for a response and its execution 
(Barry, De Blasio, & Cave, 2016; Barry, De Blasio, Fogarty, et al., 2016; Borchard et 
al., 2015; Pritchard, Shappell, & Brandt, 1991; see also Nieuwenhuis, Aston-Jones, & 
Cohen, 2005; Verleger, Grauhana, & Śmigasiewicza, 2016).  The behavioural links to 
the P2 and N2c require validation with Go response measures, however, a multitude of 
studies supports the P3b’s response-related role in decision-making. 
P3b functionality has been argued to reflect both stimulus and response-related 
evaluations for trial-to-trial task performance.  This was evidenced by findings that P3b 
amplitude did not differ between stimulus- and response-locked measures (Berchicci, 
Spinelli, & Russo, 2016; Verleger, Jaśkowski, & Wascher, 2005), and PCA-derived P3b 
latencies and amplitudes correlated with RTV in an oddball task (Saville et al., 2012).  
P3b amplitude variability was also reported to explain a high proportion of variability in 
response measures from two memory tasks performed by neurotypical young and older 
adults, and individuals with Alzheimer’s disease (Hogan et al., 2006).  Additionally, 
mean RTs have been found to correlate negatively with P3b amplitude (Donchin & 
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Lindsley, 1966; Ramchurn, de Fockert, Mason, Darling, & Bunce, 2014).  However, 
whether P3b activity is a mechanism or consequence of Go performance variability 
remains unclear.  It is likely that P3b modulations are a consequence of the preceding 
stimulus-response categorization and activation efforts, marked by the P2 and N2c, 
respectively.  These notions will be examined in the present study by correlating the Go 
behavioural outcomes of RTV and mean RTs with the P2, N2c, and P3b amplitudes. 
 2.2.2 Resting intrinsic EEG impacts on performance.  In addition to 
clarifying the ERP components involved in decision-making for behavioural output, this 
study expands its focus to consider the impacts of the brain’s intrinsic EEG, as it is 
known to modulate and/or determine stimulus-induced activity (Başar, 1998, 1999; 
Barry, 2009; see Klimesch, Sauseng, Hanslmayr, Gruber, & Freunberger, 2007 for a 
review on brain oscillation theory).  The fundamental contributions of the ‘background’ 
EEG in ERP genesis have been studied extensively in task-based measures of the 
ongoing EEG, and/or in the immediately pre- and post-stimulus period (Barry, De 
Blasio, De Pascalis, & Karamacoska, 2014; Barry, Kirkaikul, & Hodder, 2000; De 
Blasio & Barry, 2013a, 2013b; De Blasio, Barry, & Steiner, 2013; Fernández et al., 
2002; Fernández et al., 2000; Harmony et al., 1996; Karakaş, Erzengin, & Başar, 2000; 
Kayser et al., 2014; Min & Park, 2010; Sauseng, Griesmayr, Freunberger, & Klimesch, 
2010).  These assessments, while being directly related to task responding, reflect the 
activated brain state required for performance, making it difficult to disentangle the 
exact contributions of the brain’s intrinsic activity to stimulus-response processes 
(Raichle, 2010; Northoff, Duncan, & Hayes, 2010).  Thus, to better ascertain the impact 
of this neural activity, Northoff et al. have recommended examining the EEG from a 
‘resting’ state outside the task context; our study follows this suggestion. 
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Northoff et al. (2010) operationally define the eyes-closed (EC) resting state as 
the baseline measure for assessing intrinsic activity.  When instructed to sit and relax 
with EC, healthy adults show low frequency delta and theta activity dominating the 
midline, while alpha and beta are localized to centroparietal regions of the scalp; with 
eyes-open (EO), across-band reduction in parietal activity is observed alongside a small 
frontal increase in beta (Barry, Clarke, Johnstone, Magee, & Rushby, 2007; Loo et al., 
2009; Nazari, Wallois, Aarabi, & Berquin, 2011; van Dongen-Boomsma et al., 2010).  
For consistency with this research, the current study will also refer to this baseline 
activity as “resting state” EEG.  Importantly, this resting activity has been shown to 
predict performance outcomes, revealing the functional relevance of the brain’s intrinsic 
fluctuations for response output. 
Neurological studies of resting state EEG have identified theta’s predominant 
role in determining cognitive control efforts and behavioural performance.  Comparing 
healthy adolescent controls and adolescents diagnosed with ADHD, Hermens et al. 
(2005) found that, for controls, greater EO theta power in the right-frontal region was 
associated with more commission errors in an oddball task, and posterior theta 
correlated positively with CPT mean RTs.  In adults with and without ADHD, van 
Dongen-Boomsma et al. (2010) reported a negative correlation between resting 
theta/beta ratios and stop-signal task mean RTs across groups.  Theta/alpha ratios in the 
EC condition for controls were inversely related to mean RTs, whereas adults with 
ADHD showed this relationship with EO.  The impacts of this intrinsic activity, 
however, were not explored for the stimulus-related ERPs, and the relationship with 
decision-making processes has been minimally assessed in the literature. 
Intriligator and Polich (1995) first demonstrated links between auditory oddball 
ERPs and the resting ‘background’ EEG taken from pre- and post-task intervals.  
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Enhanced N1 and Go-specific P3b amplitudes were associated with greater EC and EO 
delta, theta, and alpha levels.  Polich (1997) found similar P3b effects that were 
consistent across the adult lifespan (20–80 years) in auditory and visual versions of the 
oddball task.  NoGo-related ERP components, however, were found to not correlate 
with resting EEG.  Although behavioural effects were not assessed in either study, these 
findings supplement the before mentioned data that together implicate the brain’s 
intrinsic low frequency band involvement in the attentional efforts for behaviourally-
relevant task stimuli.  The present investigation aimed to replicate these relationships 
and extend the analyses to include behavioural measures.  Furthermore, the reactive 
change in EEG from EC to EO was also considered for effects, a novel aspect of this 
study.  Barry et al. (2007) regarded this reactivity as marking an activation process for 
sensory input and, given the resting state effects noted above, it is thus proposed that it 
may also predict Go/NoGo processing capacities. 
 2.2.3 Current study.  This study sought to assess the brain dynamics underlying 
decision-making processes and performance outcomes in the Go/NoGo paradigm.  
Performance was measured behaviourally through error rates, mean RT, and RTV, and 
electrophysiologically using PCA-extracted ERP components.  As the current 
investigation refers to Barry and colleagues’ processing schema based on stimulus-
locked ERPs, this method of ERP derivation was maintained here for consistency.  The 
ERP components implicated in response output, i.e., P2, N2, P3, and SW, were 
correlated with behavioural measures to assess the following hypotheses: P2 mediates 
response selections and may correlate with error rates; NoGo accuracy will be linked to 
the central P3a more so than to the N2b; and Go response production, assessed via mean 
RT and RTV, will correlate with the N2c, P3b, and SW.  Identifying the ERP correlates 
of Go/NoGo response processes substantiates their involvement in neurocognitive 
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functioning for performance, and in subsequently determining the brain’s intrinsic EEG 
impacts on this evoked activity. 
Using the EC resting state as the baseline measure of intrinsic EEG (Northoff et 
al., 2010), the four traditional bands investigated in prior research (delta, theta, alpha 
and beta), were assessed at their regions of maximal amplitude (Barry et al., 2007; Loo 
et al., 2009; Nazari et al., 2011), as were the reactive changes from EC to EO.  As low 
frequency resting state activity has been found to determine both behavioural 
performance and Go P3b amplitude, the EC EEG and EC to EO reactivity were 
considered as potential predictors for Go/NoGo response outcomes and their ERP 
correlates.  Rather than exploring all the possible connections between behaviour, ERPs 
and intrinsic EEG activity, a planned step-wise investigation was carried out.  We first 
determined the ERP correlates of behavioural performance outcomes.  These measures 
were then considered the dependent variables modelled in a series of multiple 
regressions involving the EC resting state activity and EC to EO reactivity of the four 
bands as the independent variables.  This approach focused the study and limited the 
number of tests conducted to reduce Type I error risks.  It is hypothesized that delta, 
theta, and alpha will contribute to the Go-related aspects of responding, but effects for 
NoGo have not been explored sufficiently to enable the generation of hypotheses. 
2.3 Method 
 2.3.1 Participants.  Twenty right-handed university students (8 male), aged 
between 18 and 30 (M = 20.4 SD = 3.2 years), provided written informed consent to 
voluntarily take part in this study.  The study protocol was approved by the joint 
University of Wollongong/Illawarra and South East Sydney Area Health Service 
Human Research Ethics Committee.  Participants were screened for neurological 
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disorders, head injuries, hearing and vision problems, and abstained from caffeine, 
tobacco, alcohol and psychoactive substances for at least 12 hours prior to participation. 
 2.3.2 Electrophysiological recording.  Neuroscan Acquire software was used 
to record continuous EEG from 30 scalp sites (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, 
FCz, FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, 
Oz, O2) and A2 on a Neuroscan Synamps 2 system.  The cap was grounded by an 
electrode positioned between Fz and Fp1/Fp2, and EEG was referenced to A1.  Vertical 
and horizontal electro-oculograms (EOGs) were also recorded to allow for removal of 
EOG artefact.  All electrodes were tin and all impedance levels were below 5 KΩ.  Data 
were sampled DC to 70 Hz (with a 50 Hz notch applied), and digitized at a rate of 1000 
Hz with gain of 500. 
 2.3.3 Task and procedure.  After EEG recording equipment was fitted, 
participants were seated in front of a 19” Dell® LCD flat screen monitor, where an EOG 
calibration task was performed.  Participants were then instructed to relax as baseline 
EEG measures were taken for 2 minutes with EC, and another 2 minutes with EO while 
fixated on a cross in the centre of the screen.  Two blocks of an uncued auditory 
equiprobable Go/NoGo task were then presented, each consisting of 300 randomized 
tones; half were 1000 Hz and the other half 1500 Hz, each 80 ms duration (inclusive of 
15 ms rise and fall time), played binaurally through Sony® MDR-V700 circumaural 
headphones at 60 dB SPL.  To reduce stimulus expectancy processes, the tones were 
presented in random order with a stimulus onset asynchrony (SOA) that varied 
randomly between 1.0 and 1.5 s.  Participants were instructed to fixate on a cross in the 
centre of the display and to press a button as quickly and accurately as possible with 
their right (dominant) hand, on a Logitech® controller, to the designated Go tone of each 
block (Go tone frequencies were counterbalanced between blocks and participants).  A 
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schematic of this recording procedure and the subsequent assessments undertaken can 
be seen in Figure 2.1.  
 
Figure 2.1.  This schematic clarifies the study’s protocol for recording and analysing the 
data. The brain dynamics assessed for Go/NoGo performance are outlined in the final 
stage: Intrinsic EEG activity was taken from the EC state and the change from EC to 
EO was also calculated, with both measures entered as predictors of Go/NoGo task 
performance. 
 
 2.3.4 Data extraction.  Prior to the processing of EEG and ERP data, the 
Revised Aligned-Artifact Average (RAAA) EOG correction procedure (Croft & Barry, 
2000) was used to correct for eye artefacts.  The EOG-corrected data were re-referenced 
offline to the average of digitally-linked ears. 
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 2.3.4.1 Resting state EEG post-processing.  The two minutes of each resting 
EEG condition were segmented into 1 s epochs that were zeroed across this period and 
checked for activity exceeding ± 75 μV at all sites.  MATLAB® (The Mathworks, 
R2012b) was used to apply a 10 % Hanning window to each EEG epoch.  Discrete 
Fourier transformations (DFTs) were performed on the 1000 data points (of each 1 s 
epoch), obtaining 1 Hz resolution, with a correction applied for having used the 
window.  Spectral band amplitudes were calculated as the summed DFT data for each 
frequency band (delta: 1–3 Hz; theta: 4–7 Hz; alpha: 8–13 Hz; beta 14–29 Hz).  
Participants’ mean EEG amplitudes were calculated at each site for the EC and EO 
resting states, and the difference between these two states (i.e., EO minus EC) measured 
the EC to EO reactivity. 
 2.3.4.2 Behavioural data and ERP post-processing.  The task-related EEG data 
were processed further in EEGlab (v 13.5; Delorme & Makeig, 2004), where a low pass 
30 Hz filter (zero-phase shift, 24 dB/Octave) was used, and data were epoched -100 to 
600 ms around stimuli, and baselined to the prestimulus period.  Epochs were rejected 
with extreme values set at ± 75 µV using the automated epoch rejection function in 
EEGlab, with a final visual inspection of remaining trials.  Epochs with NoGo 
commission errors (false alarms), Go omission errors (misses), and extreme RTs (≤ 150 
ms or ≥ 800 ms) were excluded.  The trials that immediately followed these rejected 
trials were also excluded to avoid confounding the data with processes related to 
performance monitoring (Ullsperger, Danielmeier, & Jocham, 2014).  Error rates were 
recorded for analysis.  For the remaining Go epochs, mean RTs were calculated and 
only those within 1 SD of this mean were accepted.  RTV was measured as the within-
subject SD of RTs across these trials. 
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2.3.5 Principal components analysis (PCA).  The accepted Go and NoGo trials 
in each block were averaged for temporal PCA input to extract the major ERP 
components, using Dien’s PCA toolkit (v. 2.23; Dien, 2010)  in MATLAB®.  The 
averaged data from the 30 scalp sites were half-sampled to 350 time-points/variables, to 
provide an optimal cases/components ratio (30 sites × 20 participants × 2 conditions × 2 
blocks = 2,400 cases for 350 components).  The covariance matrix and Kaiser 
normalization were used and all 350 factors were orthogonally rotated with Kayser and 
Tenke’s (2003) version of Varimax4M.  Following rotation, PCA factors that 
contributed ≥ 3 % of the variance were selected for identification as ERP components 
according to their latency, topography, polarity, and sequence within the expected 
processing schema (Barry, De Blasio, & Cave, 2016).  The selected components were 
extracted using Dien’s PCA component output procedure that retains comparability 
with the original ERP data (Dien & Frishkoff, 2005; see also Barry, De Blasio, Fogarty 
et al., 2016).  Guided by the component topographies reported by Borchard et al. 
(2015), amplitudes were analysed at their region of maximal activity (pooled across 3 
sites).  The maximal site was identified in the PCA toolkit and the region of interest was 
confirmed with the grand mean topographic illustrations of the voltage headmaps and 
their contour lines. 
 2.3.6 Resting state intrinsic EEG analyses.  To define the regional EC EEG 
band activity and EC to EO reactivity, separate within-subjects repeated measures 
MANOVAs were performed on 9 sites involving the frontal (F: F3, Fz, F4), central (C: 
C3, Cz, C4), and parietal (P: P3, Pz, P4) regions.  Planned orthogonal contrasts were 
conducted:  The frontal (F) and parietal (P) regions were compared, and the fronto-
parietal (F/P) mean was contrasted against the central mean (C); the left (L: F3, C3, P3) 
and right (R: F4, C4, P4) hemispheres were contrasted, as was the midline (M: Fz, Cz, 
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Pz) against the mean of the hemispheres (L/R).  Bonferonni-type α adjustments were 
not required as these planned contrasts do not exceed the degrees of freedom for effect 
(Tabachnick & Fidell, 2013).  All F tests reported had (1, 19) degrees of freedom.  
Violations of sphericity assumptions do not affect MANOVAs with single degree of 
freedom contrasts and so Greenhouse-Geisser-type corrections were not necessary 
(O’Brien & Kaiser, 1985).  The maximal regions of band activity were identified based 
on these analyses and measured as the average of 3 adjacent electrodes from the broader 
30 site array. 
 2.3.7 Brain dynamics analyses of Go/NoGo responses.  To examine 
performance patterns within the task, two-tailed Pearson correlations (r) were conducted 
between the behavioural outcomes (Go/NoGo error rates, mean RT, and RTV).  The 
electrophysiological activity underlying these performance measures was then assessed, 
first with stimulus-locked ERPs, and subsequently with the resting state EEG.  Each 
behavioural measure was correlated with the ERP component amplitudes to the 
appropriate stimulus to substantiate their proposed involvement in decision-making and 
task performance.  As multiple correlations were performed, the false discovery rate 
(FDR) procedure was implemented (Benjamini & Yekutieli, 2001).  The significance 
levels of all correlations are reported with r(18) degrees of freedom.  Separate stepwise 
multiple regressions were then conducted to determine the impacts of the EC intrinsic 
EEG and EC to EO reactivity on Go/NoGo performance measures.  The regional 
maxima of EC band activity and EC to EO reactivity were entered (with entrance 
criteria of α = .05) as predictors of unique variance in the dependent variables of 
Go/NoGo error rates, mean RTs, and RTV, and their ERP component correlates (as 
identified in the previous stage).  Due to the relatively small sample size, these tests 
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were limited to the ERP components that correlated with behavioural outputs, 
narrowing the assessment of these brain dynamics to specific response processes. 
2.4 Results 
 2.4.1 Eyes-Closed EEG topography.  The topography of the EEG bands in the 
EC resting state is demonstrated in the left column of Figure 2.2.  The within-subject 
MANOVAs showed that delta and theta were predominantly localized to the midline 
region (delta: M > L/R: F = 44.56, p < .001, ηp2 = .70; theta: M > L/R: F = 113.36, p < 
.001, ηp2 = .86), particularly at the vertex (delta: C > F/P × M > L/R: F = 8.13, p = .01, 
ηp2 = .30; theta: C > F/P × M > L/R: F = 26.41, p < .001, ηp2 = .58), thus these were 
measured from an average over the FCz, Cz and CPz electrodes.  Alpha activity was 
strongly parietal (F < P: F = 32.09, p < .001, ηp2 = .63), contributing to a larger fronto-
parietal mean, relative to the central region (C < F/P: F = 15.10, p = .001, ηp2 = .44), 
that was greater on the right (C < F/P × L < R: F = 5.63, p = .028, ηp2 = .23).  A midline 
enhancement was also apparent (M > L/R: F = 16.24, p = .001, ηp2 = .46).  The 
dominant parietal region was assessed for alpha, as the average across P3, Pz and P4.  
Beta levels were also dominant parietally (F < P: F = 14.65, p = .001, ηp2 = .44) and in 
the midline (M > L/R: F = 29.59, p < .001, ηp2 = .61); and showed a larger fronto-
parietal enhancement, relative to the central region (C < F/P: F = 19.63, p < .001, ηp2 = 
.51), particularly in the hemispheres (C < F/P × M < L/R: F = 31.18, p < .001, ηp2 = 
.62), and more so on the right (C < F/P × L < R: F = 21.61, p < .001, ηp2 = .53).  Thus, 
the parietal region (across P3, Pz and P4) was also selected for beta. 
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Figure 2.2.  EEG band activity in the baseline eyes-closed state and the reactive changes 
from eyes-closed (EC) to eyes-open (EO) are shown across the scalp for each band in 
the left and right columns, respectively. 
 
 2.4.2 EC to EO reactivity.  The change from EC to EO EEG is displayed in the 
right panel of Figure 2.2 and shows a reduction across the four bands that was dominant 
in parietal areas: delta (F < P: F = 4.37, p = .05, ηp2 = .19); theta (F < P: F = 21.02, p < 
.001, ηp2 = .53); alpha (F < P: F = 22.62, p < .001, ηp2 = .54); and beta (F < P: F = 
18.35, p < .001, ηp2 = .49).  The parietal decrease in alpha and beta contributed to a 
larger reduction in the fronto-parietal mean relative to the central region (alpha: C < 
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F/P: F = 19.81, p < .001, ηp2 = .51; beta: C < F/P: F = 6.34, p = .021, ηp2 = .25), with a 
larger midline reduction also apparent for these bands (alpha: M > L/R: F = 5.73, p = 
.027, ηp2 = .23; beta: M > L/R: F = 10.03, p = .005, ηp2 = .35).  A greater parietal 
reduction of beta was evident hemispherically (F < P × M < L/R: F = 11.01, p = .004, 
ηp2 = .37), being more reduced in the fronto-parietal hemispheric mean (C < F/P × M < 
L/R: F = 7.92, p = .011, ηp2 = .29).  Thus, the 3 main parietal sites (P3, Pz and P4) were 
averaged for each band for input into subsequent multiple regression analyses as 
reactivity predictors of behavioural responses and their ERP component correlates. 
 2.4.3 Go/NoGo behavioural outcomes.  The behavioural outcomes of the 
auditory Go/NoGo task can be viewed in Table 2.1.  Overall, participants performed 
this task accurately and efficiently, as across-subjects error rates were quite low (≤ 9 %) 
and extreme RTs were minimal (≤ 5 % of trials per participant).  Correlations between 
response outcomes (post FDR) revealed significant positive relationships between 
NoGo and Go error rates (r = .78, p < .001), NoGo commissions and RTV (r = .55, p = 
.013), and Go omissions with RTV (r = .56, p = .01).  Mean RTs and RTV did not 
correlate (r = .26, p = .26).  In general, it would appear that participants with greater 
RTV were prone to committing more Go and NoGo errors. 
Table 2.1 
Ranges and Means of Behavioural Measures  
 Range Mean (SD) 
NoGo Commission Rates (%)  0 – 9.0 2.8 (2.4) 
Go Omission Rates (%) 0 – 7.3 1.5 (1.9) 
Mean RT (ms) 291.1 – 437.8 376.1 (38.9) 
RTV (ms) 24.8 – 61.4 45.9 (9.9) 
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 2.4.4 Go/NoGo ERPs.  Following trial and epoch rejection processes, a range of 
138–222 Go epochs (M = 194 ± 18) and 183–285 NoGo epochs (M = 263 ± 24) were 
accepted per subject.  These trials were averaged to form the grand mean ERPs that are 
represented at the midline sites in panel A of Figure 2.3.  The major ERP components 
that can be identified here are a frontocentral N1 (~100 ms), a central P2 at 200 ms, a 
frontocentral Go N2c (~260 ms), a frontocentral NoGo P3a, and the parietal Go P3b 
around 400 ms.  The reconstituted ERPs are derived from the rotated PCA factors that 
were identified as ERP components, and demonstrate a good fit between the PCA 
summary and the input data. 
 2.4.5 PCA factor outcomes from Go/NoGo ERPs.  Of the 350 factors rotated, 
the first 6 were identified as major ERP components.  Figure 2.3B displays the 
topographic headmaps, peak latencies, and contributing variance of each selected factor, 
and Figure 2.3C shows the corresponding loadings that were scaled to μV through the 
multiplication of each time-point with the standard deviation of the ERP waveform.  
These factors were labelled as ERP components in their temporal order, together with 
their regions of maximal activity.  The frontocentral N1-1 was identified, as was the 
temporal Processing Negativity (PN) that follows, however, these components were not 
assessed further as their functionalities in the processing schema are linked to stimulus 
evaluation rather than response mechanisms (Barry & De Blasio, 2013; Barry, De 
Blasio, & Cave, 2016).  These were followed by a central P2 (maximal at Cz and pooled 
across C3, Cz and C4), a complex at 270 ms comprised of the overlapping Go N2c 
(with negativity maximal at FC3 and averaged from F3, FC3 and C3) and NoGo P3a 
(largest at Cz with positivity pooled from FCz, Cz and CPz), Go P3b (Pz maximum; 
averaged across P3, Pz and P4), and the bipolar SW with a large frontal negativity 
(maximal at Fz and pooled from F3, Fz, F4) and central positivity (largest at Cz and 
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averaged from C3, Cz and C4).  Together, a total of 88.7 % of ERP variance was 
accounted for by these 6 components.  Note that the NoGo N2b component that 
precedes the P3a was not identifiable here. 
 
 
 
Figure 2.3.  Panel A depicts the grand mean Go/NoGo ERPs (full lines) and the 
reconstituted ERPs of the PCA-extracted factors identified as components (dashed 
lines) at Fz, Cz, and Pz.  The PCA-derived ERP components can be viewed in Panel 
B with their labels indicated above the scalp headmaps, and their latency, variance 
explained, and factor hierarchy indicated below.  Panel C reflects the corresponding 
scaled factor loadings as a function of time. 
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 2.4.6 ERP correlates of behaviour.  The stimulus-specific ERP component 
amplitudes, at their maximal regions, were assessed for their relations to the 
corresponding behavioural outcomes.  Table 2.2 displays the significant correlations 
identified, prior to FDR correction, for the Go-related ERP components and measures of 
omissions, mean RT, and RTV.  NoGo component amplitudes did not correlate 
significantly with commission error rates (all r ≤ -.28, p ≥ .225).  Following FDR 
correction, only 3 correlations remained significant and these relationships are depicted 
in Figure 2.4.  Greater RTV was positively correlated with Go P2 positivity (p = .002).  
Inverse relationships were present for mean RT and N2c negativity (p = .016), and 
mean RT and P3b positivity (p = .025), indicating that shorter mean RTs were 
associated with larger N2c and P3b component amplitudes. 
Table 2.2 
Go ERP Component Amplitude Correlations (r) with Responses  
Behavioural Outcomes P2 N2c P3b Frontal SW 
Go Omissions    -.45 
Go mean RTs .45 .53* -.50*  
Go RTV .66*    
* indicates the correlations that remained statistically significant (p < .05) 
after the FDR procedure. 
 
 
Figure 2.4.  Presented on the left is the positive correlation between Go P2 amplitude 
and RTV.  On the right are the inverse relationships for mean RTs and Go N2c 
negativity (in blue) and Go P3b positivity (in green), reflecting their enhanced 
amplitudes with shorter mean RTs. 
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 2.4.7 Resting state intrinsic EEG, reactivity, and Go/NoGo performance.  
Separate stepwise multiple regressions modelled the regional EC activity of the four 
bands and their parietal reactivity as predictors of Go/NoGo behavioural performance 
and the Go P2, N2c, and P3b amplitudes that correlated with Go response measures.  
No significant models were produced for behavioural outcomes, or the Go-related P2 
and N2c components.  Go P3b amplitude, however, was predicted solely by midline EC 
delta, in a positive fashion, accounting for 26.9 % of the variance, β = .52, F(1, 18) = 
6.62, p = .019. 
2.5 Discussion 
This study investigated the brain dynamics of Go/NoGo performance in 
neurotypical adults by identifying the ERP correlates of their behavioural responses, 
and assessing the brain’s EEG contributions to these task-related outcomes.  The 
intrinsic resting state EEG band topographies replicate prior findings of EC midline 
delta and theta activity and parietally dominant alpha and beta; with parietal reductions 
in the reactive change to EO in all four bands (Barry et al., 2007; Loo et al., 2009; 
Nazari et al., 2011; van Dongen-Boomsma et al., 2010).  While participants performed 
quite well on the Go/NoGo task, a tendency for poorer performance was marked jointly 
by greater NoGo/Go errors and RTV.  The NoGo error rates failed to show significant 
correlations with ERP component amplitudes, but these lacked the frontal N2b peak 
typically found in NoGo contexts, similar to Borchard et al. (2015).  This confirms 
speculations that young adults do not need effortful inhibition for NoGo stimuli in this 
equiprobable task, and instead emphasize discrimination for the task-relevant Go 
stimulus.  The associations of the Go-related P2 with RTV, and of the N2c-P3b 
amplitudes with mean RTs, further confirms their involvement in the decision-making 
process for Go-related performance. 
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The direct correlation between Go RTV and central P2 positivity was 
unexpected, as previous RTV studies (Hogan et al., 2006; Saville et al., 2012) have 
shown this association with the P3b.  Participants with greater RTV had P2 
enhancements, indicating inefficient categorization and the inability to withdraw 
attentional resources from stimuli, hindering an appropriate response pattern (Crowley 
& Colrain, 2004; García-Larrea, Lukaszewicz, & Mauguière, 1992).  As RTV also 
correlated positively with error rates, this inefficiency at the P2 stage is speculated to 
affect the commission errors to NoGo and omissions to Go.  Together, these findings 
provide behavioural evidence for P2’s proposed role in response control and as a 
mechanism for variable performance outcomes (Barry, De Blasio & Cave, 2016; Barry, 
De Blasio, Fogarty, et al., 2016; Barry & De Blasio, 2013; Borchard et al., 2015). 
The subsequent N2c and P3b involvement in Go response activation and 
execution (Barry, De Blasio, & Cave, 2016; Barry, De Blasio, Fogarty, et al., 2016) was 
reaffirmed here.  More efficient responding was evidenced by shorter RTs and larger 
N2c and P3b amplitudes, generated in the brain regions involved in motor coordination 
and responding; particularly so for the contralateral left hemispheric bias of the N2c in 
right-handed individuals.  The RT link to P3b amplitude is consistent with previous 
reports (Donchin & Lindsley, 1966; Ramchurn et al., 2014) but the limited information 
extracted from temporal PCA prevented the analysis of peak latencies and within-
subject amplitude variability in relation to response measures.  Even so, RTV did not 
correlate with P3b amplitudes in this Go/NoGo task, indicating that P3b amplitude 
modulations here are not mechanisms of variability.  These stimulus-response processes 
could be further confirmed using response-locked ERPs to supplement prior research in 
other paradigms (Berchicci et al., 2016; Seville et al., 2012; Verleger et al. 2005; 
Verleger et al., 2016).  Overall, these ERP correlates of Go stimulus-response processes 
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confirm their involvement in decision-making efforts.  This provided a strong case for 
their further analysis here to explore intrinsic brain state contributions to Go 
performance. 
 2.5.1 The role of delta in Go-related performance.  In examining the resting 
state EEG and EC to EO reactivity effects in the task-related outcomes identified above, 
fewer relationships than anticipated were evidenced.  The EC activity of midline delta 
was identified as the only significant predictor of the parietal P3b, consistent with the 
correlations previously reported by Intriligator and Polich (1995) and Polich (1997).  
This also corresponds with findings that delta and theta oscillations contribute to the P3 
component generated for salient stimuli in attention-demanding tasks (Başar, Başar-
Eroglu, Karakaş, & Shürmann, 2001; Harmony et al., 1996; Karakaş et al., 2000), and 
reports regarding delta’s role in subserving the neural mechanisms of attention 
(Knyazev, 2012; Lakatos, Karmos, Mehta, Ulbert, & Schroeder, 2008).  Thus, the 
brain’s intrinsic activity in the delta range facilitates processing for the behaviourally 
significant Go stimulus in this task.  This highlights a fundamental impact of intrinsic 
delta that requires additional exploration with task-related activity.  The correspondence 
between the resting state and pre-stimulus period of EEG could be further examined for 
effects on ERPs and behavioural outcomes.  Tenke, Kayser, Abraham, Alvarenga, and 
Bruder (2015) found that resting state alpha levels significantly related to prestimulus 
alpha activity, postulating a shared origin pertinent to behavioural processes.  The 
nature of these relationships for the other bands, however, were not investigated but 
given the delta-P3b effects found here, their assessment is warranted.  An exploration of 
the delta change occurring from rest to the task situation, and how this activation affects 
attentional processes in undertaking the task (e.g., suppressing external interference; 
Harmony, 2013), would enhance these understandings. 
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The lack of resting theta and alpha effects raises methodological considerations 
for analysing intrinsic baseline EC activity.  Our assessment of resting state band 
amplitudes is modelled from Barry et al.’s (2007) methodology that has been reliably 
replicated by other research groups (Loo et al., 2009; Nazari et al., 2011).  The present 
method and results are not directly comparable with Intriligator and Polich (1995), and 
Polich (1997), as they referred to both pre- and post-task resting states and we measured 
pre-task baseline activity only.  Thus, we are unable to determine whether their 
theta/alpha relations with the P3 were linked to post-task arousal levels.  The ratio 
approach adopted by van Dongen-Boomsma et al. (2010) must also be noted, as we did 
not evaluate the interplay identified between theta and other bands (including alpha).  
This requires additional thought in future studies, especially as the parietal EC to EO 
reactivity also failed to predict task-related outcomes.  Interestingly, Tenke et al. (2015) 
identified significant pre- and post-stimulus alpha effects for individuals showing high 
resting intrinsic alpha levels and less reactive change from EC to EO, but the impacts of 
this activity on task outcomes were not examined.  Their study also noted the possibility 
that alpha was not sufficiently separated from theta activity due to the utilization of 
traditional spectral band limits, a concern that is also shared here. 
 2.5.2 Limitations and suggestions for future research.  As few investigations 
have studied the dynamics of intrinsic EEG and response outputs, this study relied on 
established measures of ERP and EEG activity for replicability.  The limitations to these 
methods are recognized with both the temporal PCA of ERP data, and the grouping of 
band activity according to traditionally defined frequency limits, restricting the 
electrophysiological information available for analysis.  Temporal PCA, however, has 
been reliably applied in studies of sequential ERP response activity for its ability to 
separate overlapping components that spatial PCAs cannot (Barry, De Blasio, Fogarty et 
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al., 2016; Barry & De Blasio, 2013; Karamacoska, Barry, Steiner, & De Blasio, 2015; 
Kayser & Tenke, 2003; Kayser et al., 2014).  Furthermore, the utility of spatial PCA 
holds value when assessing specified components (markedly the P3b) within large 
electrode arrays, and as the present study had several components of interest, this was 
not pursued for component extraction.  Evaluations of the present data using temporal 
and spatial PCAs are recommended, as well as replicating these ERP response 
sequences in single-subject PCAs of stimulus- and response-locked epochs.  
Consideration must also be given to EEG measures as more sensitive estimations have 
been proposed, such as calculating an individual’s theta, alpha, and beta frequency 
activity (Klimesch, Sauseng, & Gerloff, 2003).  PCA decompositions of EEG data have 
also been attempted (see Tenke & Kayser, 2005; Tenke et al., 2011) to better separate 
and identify EEG band activity, particularly in the theta/alpha ranges.  However, these 
methods require further empirical validation that is beyond the scope of this paper.  
Thus, further research into the EEG and response profiles of individuals is required to 
discern the impacts of intrinsic neural activity on cognitive operations. 
 2.5.3 Conclusion.  This study assessed the neurological functioning underlying 
decision-making behaviour in a Go/NoGo task by examining the electrophysiological 
correlates of performance outcomes.  This normative adult sample serves as a 
preliminary assessment of the P2, N2c, and P3b correlates of Go-related response 
execution, and supplements prior ERP schema sequencing studies and clinical 
investigations.  Several psychiatric and neurocognitive disorders show distinct 
behavioural symptoms of high RTV and excessively fast/slow RTs that have the 
potential to be linked to these electrophysiological components.  Further investigation is 
required into the functional significance of midline delta activity, particularly for such 
clinical populations.  Future studies should implement both electrophysiological and 
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behavioural measures of cognitive tests to enhance these EEG-ERP perspectives on 
neurocognitive functioning.  
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3.1 Abstract 
Substantial research into the brain dynamics underlying cognitive functioning during 
tasks links the brain’s EEG activity to the stimulus-evoked ERP activity.  This study 
focused on examining how the resting state intrinsic EEG, and the change from rest to 
the task, affect these stimulus-response processes.  Forty young adults (aged 20.3 ± 2.3 
years) had EEG recorded during eyes-closed (EC) and eyes-open (EO) resting states, 
and then during an auditory Go/NoGo task.  Amplitude in the delta to beta bands was 
analyzed for the overall resting state EEG, the reactive change from EC to EO, and for 
the change from EO to the task (termed task-related change here).  The relationships 
between these EEG measures and Go/NoGo behavioural outcomes and ERPs were 
assessed.  Greater resting state delta and theta amplitudes were linked to Go N1-1 
enhancements, but only resting state delta correlated with the NoGo N1-1.  These 
relationships replicate previous data and highlight the functional relevance of low 
frequency intrinsic activity in attentional processes.  However, delta increases from EO 
to the task predicted poorer Go response accuracy and variability, and enhanced Go 
Slow Wave (SW) positivity.  This increase in delta, and smaller alpha-1 increments, 
were associated with longer mean RTs.  Theta increases predicted larger Go N1-1 
amplitudes, but lower NoGo accuracy rates, while beta-1 increments were predictive of 
NoGo SW negativity.  These novel effects suggest that task-related EEG changes 
impact decision-making and cognitive control processes, and subsequent behavioural 
performance. 
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3.2 Introduction 
The growing number of studies on brain dynamics has increased knowledge on 
how the brain’s state, measured by electroencephalography (EEG), affects stimulus-
evoked processes and responses, as marked by event-related potentials (ERPs) and 
subsequent behavioural output.  The dynamic relationship between EEG activity and 
ERPs has been demonstrated in a variety of studies assessing task-based EEG from 
prestimulus periods (Barry, Kirkaikul, & Hodder, 2000; De Blasio & Barry, 2013a, 
2013b; De Blasio, Barry, & Steiner, 2013; Fernández et al., 2000; Kayser et al., 2014; 
Min & Park, 2010; Romani, Callieco, & Cosi, 1988) and poststimulus event-related 
oscillations (Fernández et al., 2002; Harmony, Alba, Marroquin, & Gonzalez-
Frankenberger, 2009; Harmony et al., 1996; Karakaş, Erzengin, & Başar, 2000; 
Sauseng, Griesmayr, Freunberger, & Klimesch, 2010).  Together, these led to the 
establishment of a brain oscillation theory: That ongoing EEG oscillations act as 
modulators of ERPs, linking the functionality of EEG band activity to cognitive 
operations (see Başar, 1998; Başar, 1999; and reviews by Karakaş & Barry, 2017; 
Klimesch, Sauseng, Hanslmayr, Gruber, & Freunberger, 2007).  It is also understood 
that pre- and post-stimulus EEG are inversely related, further highlighting the 
contributions of the brain’s intrinsic state activity (Mathewson, Gratton, Fabiani, Beck, 
& Ro, 2009; Rahn & Başar, 1993a, 1993b).  While the prestimulus period can be 
considered an immediate determinant of evoked processes, it also reflects the brain’s 
activated state required for the task, making it difficult to determine the exact impact of 
intrinsic EEG activity.  An alternative approach recommended by Northoff, Duncan, 
and Hayes (2010) is to examine the resting state EEG outside of the task context. 
3.2.1 Resting state intrinsic EEG relations to performance.  Resting EEG is 
commonly recorded in eyes closed (EC) and/or eyes open (EO) states as a measure of 
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the brain’s intrinsic activity (Northoff et al., 2010).  Adult studies of EC resting state 
EEG show midline distributions of delta and theta alongside parietally dominant alpha 
and beta band activity, but the change to EO is marked by a broadband reduction in 
parietal areas (Barry, Clarke, Johnstone, Magee, & Rushby, 2007; Loo et al., 2009; 
Nazari, Wallois, Aarabi, & Berquin, 2011; van Dongen-Boomsma et al., 2010).  These 
patterns of resting state EEG have functional implications on response processes.  For 
example, Loo et al. (2009) found that adult controls, relative to an ADHD group, had 
greater frontal and parietal alpha (8–10 Hz) power in the EC resting state and during the 
continuous performance test (CPT).  These alpha patterns in the control group 
correlated positively with commission error rates and negatively with mean RT; there 
were no effects noted for the ADHD group.  Karamacoska, Barry, and Steiner (2017) 
extended this work to investigate the relationship between EC EEG and the ERP 
component correlates of Go response outputs in an auditory Go/NoGo task: Reaction 
time variability (RTV) was linked to P2 amplitude, and mean RTs correlated with N2c 
and P3b amplitudes.  Of these ERP components involved in response facilitation, EC 
delta amplitude was found to explain ~27 % of Go P3b amplitude variance, 
corroborating task-based assessments of this relationship (Başar, Başar-Eroglu, 
Karakaş, & Shürmann, 2001; Harmony et al., 1996; Karakaş et al., 2000).  Intriligator 
and Polich (1995) also demonstrated EC and EO intrinsic EEG relationships with 
oddball task N1 and P3b components; these components are associated with attention 
and stimulus-response evaluations, respectively (Herrmann & Knight, 2001; Kok, 1997; 
Näätänen & Picton, 1987; Polich, 2007; Verleger, Jaśkowski, & Wascher, 2005).  
Greater power in delta, theta, alpha-1 and alpha-2, in both EC and EO states, was linked 
to larger target/Go and standard/non-target N1 amplitudes; while EC delta and EO delta, 
theta, alpha-1 and alpha-2 power correlated positively with the target/Go P3b from an 
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auditory oddball task (see also Polich, 1997).  Together, these studies indicate that low 
frequency intrinsic EEG activity, particularly delta, subserves attentional mechanisms 
for salient and behaviourally-relevant stimuli. 
Intrinsic EEG activity is also known to differ between the EC and EO resting 
states, and very little research has examined the functionality of these oscillatory shifts.  
Barry et al. (2007) proposed that the parietal reductions across the delta to beta bands, in 
the change from EC to EO, reflected cortical preparations for sensory engagement.  To 
this effect, Tenke, Kayser, Abraham, Alvarenga, and Bruder (2015) found that alpha 
change, from EC to EO, correlated with pre-/post-stimulus alpha activity in a novelty 
oddball task.  Individuals with lower resting state alpha changes were found to have 
both greater prestimulus alpha levels and poststimulus alpha desynchronization.  In an 
attempt to relate these EC to EO reactivity effects to ERP components, Karamacoska et 
al. (2017) modelled the parietal EC to EO changes in alpha, as well as delta, theta and 
beta, as predictors of Go P2, N2c and P3b amplitudes, but no effects were found.  The 
replication of such data is necessary, and with Intriligator and Polich (1995) reporting 
resting EEG and N1 relationships, EC to EO reactivity may relate more to sensory and 
attention-related processes indexed by the earlier (pre-P2) ERP components.  Thus, the 
present study aims to replicate these findings in the Go/NoGo paradigm and broaden the 
range of ERP components analyzed to include two N1 subcomponents, N1-1 and 
Processing Negativity (PN; Näätänen & Picton, 1987). 
3.2.2 Task-Related changes in EEG and performance effects.  The current 
research further explores how the EEG changes from rest to the task, and how this 
change affects stimulus-response processes, as few studies have been conducted in this 
context.  Valentino et al. (1993) reported that changes in bipolar-derived EEG activity, 
from the EC state to the task, determined CPT accuracy.  The higher accuracy group 
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demonstrated parietal theta and alpha reductions, and greater beta-2 increases across 
frontal and temporal regions.  Participants with lower accuracy, however, showed theta 
and alpha decrements, and beta increases, in temporal regions.  Subsequent studies also 
found that declining CPT accuracy corresponds with decreases in right-temporal beta 
activity (Arruda, Amoss, Coburn, & McGee, 2007; Arruda, Walker, Weiler, & 
Valentino, 1999).  Consequently, right hemispheric beta has been implicated in 
sustained attentional processes.  Interestingly, task-related increases in frontal delta and 
theta were also reported in Arruda et al.’s earlier research, but these outcomes were 
considered unreliable due to contamination from unremoved ocular artefact.  Recent 
data using electro-oculogram (EOG) correction methods, however, have converged to 
show that delta increments enhance processing of behaviourally-relevant stimuli, whilst 
suppressing processing of irrelevant stimuli (for reviews see Harmony, 2013; Knyazev, 
2012).  Thus, delta and beta changes, from a resting state to the task, impact the way 
stimuli are processed and responded to, but these relationships have not yet been 
examined with respect to ERPs.  Remarkably, there has been no follow-up investigation 
on how the phasic shifts in intrinsic theta and alpha activity relate to performance, 
despite early studies finding links to ERPs and performance accuracy (Intriligator and 
Polich, 1995; Valentino et al., 1993, respectively); the present study seeks to address 
this across six EEG bands. 
We aim to replicate these EEG effects on performance measures, and to enhance 
our interpretations, relationships between ERP components and behavioural measures 
will be assessed.  Distinct Go/NoGo ERP stimulus-response processes have been 
established with the N1 and P2 generally associated with stimulus discrimination, and 
the subsequent N2, P3, and SW activity marking the decision-making efforts to either 
initiate and monitor a response to Go, or inhibit the response to NoGo (Barry & De 
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Blasio, 2013, 2015; Barry, De Blasio, & Cave, 2016; Falkenstein, Hoormann, & 
Hohnsbein, 1999; Folstein & Van Petten, 2008; Larson & Clayson, 2010; Nieuwenhuis, 
Aston-Jones, & Cohen, 2005; Roche, Garavan, Foxe, & O’Mara, 2004; Verleger, 
Grauhan, & Smigasiewicz, 2016).  ERP involvement in Go response facilitations was 
demonstrated by Karamacoska et al. (2017), linking the P2 to RTV and the N2c-P3b 
pairing to mean RT.  However, no ERP correlates were identified for NoGo accuracy 
outcomes.  That was attributed to the low level of inhibition required by young adults 
performing the auditory Go/NoGo task, due to small N2b and large P3a amplitudes 
(Barry & De Blasio, 2015; Barry, De Blasio, & Borchard, 2014; Barry, De Blasio, & 
Cave, 2016; Barry & Rushby, 2006; Borchard, Barry, & De Blasio, 2015).  Similar 
patterns of performance are expected here to substantiate ERP component involvement 
in behavioural responding, rather than assuming an ERP component’s role in such 
processes.  Identifying these ERP correlates of behaviour allows for clearer 
interpretations of how the intrinsic EEG and task-related change influence these 
processes. 
 3.2.3 The current study.  Due to the minimal literature concerning resting state 
intrinsic EEG, EC to EO reactivity, and task-related EEG change impacts on ERP and 
behavioural measures, a comprehensive investigation of this electrophysiological 
activity was undertaken here.  The current research is empirically driven to replicate 
earlier studies (particularly those by Intriligator and Polich, 1995; Valentino et al., 
1993), and extends these assessments to the Go/NoGo paradigm.  Following previous 
methodologies, delta to beta band amplitudes were examined across EC and EO resting 
conditions, and the reactive change between these states was assessed.  These measures 
of intrinsic EEG were correlated with behavioural outcomes and ERP component 
amplitudes to replicate previous findings and confirm their involvement in stimulus-
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response processes.  Resting state delta–alpha range activity is expected to be linked to 
RT measures and the N1 and Go P3b amplitudes.  It is unclear, however, whether the 
EC to EO reactivity in the same bands will also relate to these responses.  Based on 
previous studies (Loo et al., 2009; Tenke et al., 2015; Valentino et al.), EEG band 
amplitudes are expected to increase from rest to the task.  These task-related increases 
can be considered as the immediate determinants for Go and NoGo performance 
measures, and will be examined for their predictive value using regression models with 
behavioural and ERP components as the dependent variables.  The limited 
investigations of these relationships make it difficult to hypothesize specific effects, but 
the following are proposed: task-related increases in the delta-beta bands may predict 
performance accuracy and RTs, and the ERP components related to these response 
outputs – the P2, N2, P3, and SW.  To substantiate ERP component involvement in 
these stimulus-response processes, behavioural measures will be correlated with 
component amplitudes (following Karamacoska et al., 2017).  Go RTs are expected to 
be linked to P2, N2c, P3b, and SW amplitudes, and NoGo accuracy will be associated 
with the P3a component, commonly identified as a marker of cognitive control efforts 
in this paradigm. 
3.3 Method 
3.3.1 Participants.  Forty right-handed university students aged 18–27 (M = 
20.3 ± 2.3 years), of which 16 were male, volunteered for this study to gain course 
credit.  This follows on from our previous study (Karamacoska et al., 2017), with a 
greater sample of participants to increase statistical power.  All self-reported no 
previous or current head injuries resulting in periods of unconsciousness, neurological 
and/or psychiatric disorders, and abstained from caffeine, alcohol, tobacco and 
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psychoactive substances for at least 12 h prior to participation.  All participants reported 
normal or corrected vision and hearing. 
3.3.2 Procedure and task.  After giving written informed consent, participants 
were fitted with EEG recording equipment and seated in a darkened room 2.2 m in front 
of a projected display.  An eye calibration task was performed first to allow for offline 
correction of eye-movement activity in the EEG.  Resting EEG was then recorded with 
participants instructed to relax for 2 minutes during an EC state, followed by 2 minutes 
with EO while fixating on a white cross on a black background in the centre of the 
display.  Participants then completed 2 blocks of an unwarned auditory equiprobable 
Go/NoGo task using two 80 ms-duration tones (including 15 ms rise and fall times) 
presented binaurally at 60 dB SPL via Sony® MDR-V700 circumaural headphones.  
Tone frequencies were set at 1000 and 1500 Hz to distinguish between the equally 
probable Go and NoGo tones; each block contained 150 randomized trials presented at a 
fixed stimulus onset asynchrony (SOA) of 1.25 s.  A button press with the right index 
finger, on a Logitech® controller, was required for the designated Go tone, which was 
counterbalanced between blocks and participants.  Task instructions emphasized speed 
and accuracy in Go responses and in avoiding responses to the NoGo tone.  A practice 
session consisting of 15 random trials was given prior to each block.  The study 
protocol was approved by the joint University of Wollongong/Illawarra and South East 
Sydney Area Health Service Human Research Ethics Committee. 
3.3.3 Electrophysiological recording.  EEG data from DC to 70 Hz were 
continuously recorded from M2 and 30 electrodes: Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, 
FC3, FCz, FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, 
O1, Oz, and O2, using Neuroscan Acquire software (Compumedics, Version 4.3) on a 
Synamps 2 system, and amplified and digitized at 1000 Hz.  Electrodes were referenced 
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to M1, and grounded by an electrode located midway between Fp1, Fp2, and Fz.  To 
record EOGs, electrodes were placed 2 cm above and below the left eye, and on the 
external canthus of each eye.  All electrodes were sintered Ag/AgCl with impedances < 
5 kΩ. 
3.3.4 Data processing, extraction and quantification. 
3.3.4.1 Go/NoGo task performance.  Go and NoGo accuracy rates were 
recorded as a percentage of correct responses relative to the total number of stimuli 
presented.  Go omission errors and NoGo commissions (button-press to NoGo) were 
excluded from further processing (< 7 % of trials across participants).  The trials that 
immediately followed these errors were also excluded to minimize performance 
monitoring processes in the extracted EEG/ERPs (Ullsperger, Danielmeier, & Jocham, 
2014).  Following the rejection parameters used by van Dongen-Boomsma et al. (2010), 
extreme RTs to Go stimuli that were < 150 ms and > 700 ms were also rejected, as were 
the trials that immediately followed excessively long RTs to avoid any response-related 
activity confounding the prestimulus activity (up to 19 % of trials per participant).  The 
electrophysiological data from the remaining trials were processed further. 
3.3.4.2 Electrophysiological pre-processing.  Recorded EEG data were first 
corrected for ocular artefacts using the revised aligned-artefact average EOG Correction 
Program (Croft & Barry, 2000).  Using Neuroscan Edit software (Compumedics, 
Version 4.5), the data were re-referenced to the average of digitally-linked mastoids. 
3.3.4.3 Go/NoGo ERPs.  ERP data were processed separately from the 
prestimulus EEG data after applying a band-pass filter from 0.1–30 Hz (zero phase 
shift, 24 dB/Octave).  Stimulus-locked epochs of –100 to +750 ms were extracted and 
baseline-corrected to the prestimulus interval.  Epochs containing activity exceeding ± 
75 μV, at any site, were automatically rejected followed by a manual visual inspection 
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of remaining epochs.  Based on these criteria, a range of 53–74 trials (M = 68.8, SD = 
4.6) was accepted into participants’ block averages for NoGo ERPs.  The mean and SD 
of Go RTs were calculated from the remaining Go epochs and, to reduce the variation in 
activity contributing to the averaged ERP, only the epochs that were responded to 
within 1.5 SD of the participant’s mean RT were accepted.  This resulted in a range of 
43–71 Go epochs (M = 61.0, SD = 5.8) contributing to the within-block averages of Go 
ERPs.  The 500 ms of immediately prestimulus unfiltered EEG for these ERP trials was 
examined further as a general measure of the brain’s activated state during this task. 
3.3.4.4 PCA decomposition of ERPs.  To extract the dominant ERP components 
for each stimulus type, separate temporal PCAs were performed on the Go and NoGo 
ERPs using Dien’s ERP PCA toolkit (v. 2.23; Dien, 2010) in MATLAB (as per Barry, 
De Blasio, Fogarty, & Karamacoska, 2016).  Participants’ mean ERP data from each 
block (40 participants × 30 sites × 2 blocks = 2,400 cases) were half-sampled to 425 
time-points/variables, providing a cases/components ratio of 5.65:1.  The PCAs used the 
covariance matrix with Kaiser normalization, and all 425 factors were orthogonally 
rotated with Kayser and Tenke’s (2003) version of Varimax4M (available at 
http://psychophysiology.cpmc.columbia.edu/software/).  PCA factors were extracted 
based on their identification as ERP components within the Go/NoGo processing 
schema previously reported for this paradigm by reference to their latency, topography 
and polarity (Barry & De Blasio, 2013; Barry et al., 2014; Barry, De Blasio, & Cave, 
2016; Barry, De Blasio, Fogarty, et al., 2016).  Components were selected for analysis 
at their region of maximal amplitude, as determined by statistical topographic analyses. 
3.3.4.5 Resting and prestimulus EEG.  The 2 min of EOG-corrected resting EC 
and EO unfiltered EEG were each segmented into 1 s epochs.  Epochs with activity 
exceeding ± 75 µV, at any site, were automatically rejected.  Unfiltered EOG-corrected 
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prestimulus epochs were extracted -500 to 0 ms for the Go/NoGo trials accepted for 
ERP formation.  Corresponding to the separation of the Go and NoGo ERPs for PCA 
purposes, prestimulus trials were divided as pre-Go and pre-NoGo.  No prestimulus 
EEG differences were expected with this division as stimuli were unwarned and equally 
probable with a fixed SOA (De Blasio & Barry, 2013a, 2013b).  All EEG epochs were 
DC-corrected across their entire period and taken into MATLAB where a 10 % Hanning 
window was applied to each.  To transform the data to the frequency domain with 1 Hz 
resolution, discrete Fourier transforms (DFTs) were performed on the data as follows: 
for the resting EEG, DFTs were applied to the 1000 data points, and the prestimulus 
EEG data had DFTs conducted on the 500 data points with zero padding to 1000 points.  
This allows the data to be interpolated to 1 Hz resolution.  Corrections for the window 
used, and for the prestimulus padding, were applied to the output data.  Spectral band 
amplitude in each epoch was calculated as the sum of the DFT data across the 1 Hz bins 
for each frequency band (delta: 1–3 Hz; theta: 4–7 Hz; alpha-1: 8–10 Hz; alpha-2: 11–
13 Hz; beta-1: 14–20 Hz; beta-2: 21–29 Hz), based on the conventions of previous 
studies (Intriligator and Polich, 1995; Polich, 1997; Valentino et al., 1993).  The mean 
EEG band amplitude at each site was calculated across epochs for each resting state 
(with a minimum of 62 epochs for EC and 103 epochs for EO) and prestimulus stage 
(pre-Go, pre-NoGo).  EEG amplitude was used as it has been shown to have less skew 
than power derivations (Barry, Clarke, & Johnstone, 2011), is commonly used in 
EEG/ERP dynamics studies (e.g., Barry & De Blasio, in press), and maintains 
comparability with Karamacoska et al. (2017). 
The mean of EC and EO amplitude for each band was calculated as an overall 
resting state EEG measure orthogonal to the EC to EO reactivity (following Tenke et 
al., 2015; van Dongen-Boomsma et al., 2010).  The changes in EEG were examined in 
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the following ways: EC to EO reactivity was calculated by subtracting the EC amplitude 
from EO amplitude, and task-related change was defined by subtracting the EO 
amplitude from pre-Go/NoGo amplitudes.  As the task was completed with eyes open, 
the EO state was selected as the baseline here, in line with Barry et al.’s (2007) 
recommendation. 
3.3.5 Statistical analyses.  Electrophysiological and behavioural data were 
analysed in stages.  First, EEG and ERP topographic amplitudes were statistically 
assessed to define the dominant regions for subsequent evaluation.  Patterns in task 
performance were then assessed for their comparability with Karamacoska et al. (2017), 
and the ERP component correlates of behavioural responses were examined.  To 
replicate previous intrinsic EEG-related correlational findings, Go/NoGo outcome 
measures were subsequently correlated with overall resting state intrinsic EEG and EC 
to EO reactivity.  Finally, task-related EEG change effects on performance measures 
were explored to ascertain their impacts on stimulus-response processes. 
3.3.5.1 EEG and ERP amplitude.  A data-driven assessment of the EEG band 
and ERP component amplitude topographies was undertaken instead of selecting sites a 
priori or visually determining regions of interest.  To do this efficiently, the data across 
the 30 sites were pooled to form 9 regions: frontal-left (FL: Fp1, F3, FC3, F7, FT7), 
frontal-midline (FM: Fz, FCz), frontal-right (FR: Fp2, F4, FC4, F8, FT8); central-left 
(CL: C3, CP3, T7, TP7), central-midline (CM: Cz, CPz), central-right (CR: C4, CP4, 
T8, TP8); parietal/occipital-left (POL: P3, P7, O1), parietal/occipital-midline (POM: Pz, 
Oz), parietal/occipital-right (POR: P4, P8, O2).  Figure 3.1 depicts the regions used in 
the topographic analyses.  The 9 regions were statistically examined using within-
subjects factors in separate 3 × 3 repeated-measures multivariate analyses of variance 
(MANOVAs).  Orthogonal contrasts were planned to assess the sagittal planes: frontal 
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(F: FL, FM, FR), central (C: CL, CM, CR) and parietal-occipital (PO: POL, POM, 
POR), where F was compared with PO and the mean of F and PO (F/PO) was compared 
with C.  Laterality was assessed for the left (L: FL, CL, POL), midline (M: FM, CM, 
POM), and right (R: FR, CR, POR), with comparisons of L versus R and L/R mean 
versus M.  Interactions between planes (sagittal × lateral) were also examined.  
MANOVAs were conducted for each EEG band (separately for overall resting state and 
EC to EO reactivity changes) and each ERP component.  EC to EO reactivity was 
assessed using the EO minus EC difference data calculated for the 9 regions.  As these 
tests were confirmatory in nature, their results are presented in the Supplementary 
Materials at the end of this chapter.  Based on the MANOVA outcomes, the dominant 
regions of resting state EEG and ERP amplitude, and EC to EO reactivity, were 
identified and the mean activity computed across these maximal regions was used for 
subsequent analysis.  A brief description of the dominant regions selected for the overall 
resting state EEG, EC to EO reactivity, and ERP component measures, is provided in 
the results section. 
 
 
Figure 3.1. The nine topographic regions pooled from the 30 site array for 
topographical analysis.  The colours represent the 3 sagittal planes formed: frontal 
(orange), central (blue), parietal-occipital (black); the dotted lines reflect the left and 
right hemispheres with solid lines indicating the midline. 
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Task-related changes in EEG were calculated separately for the Go/NoGo 
stimulus types to appropriately assess effects on the corresponding ERPs.  The 
prestimulus minus EO amplitude difference data were assessed using the 3 × 3 
topographic MANOVAs.  Stimulus type was included as a within-subjects factor to 
determine whether changes in topographic patterns differed between Go and NoGo.  
The regions demonstrating the most change in topographic amplitude, from rest to the 
task, were selected for analysis. 
No Bonferroni-type α adjustments were required as the contrasts were planned 
and did not exceed the degrees of freedom for effect (Tabachnick & Fidell, 2013).  All 
MANOVA F-tests reported here had (1, 39) degrees of freedom.  Violations of 
sphericity assumptions do not affect repeated-measures MANOVAs with single degree 
of freedom contrasts, and so Greenhouse-Geisser-type corrections were not necessary 
(O’Brien & Kaiser, 1985). 
3.3.5.2 Go/NoGo performance correlations.  The relationships between 
Go/NoGo behavioural outcomes were examined with Pearson’s two-tailed correlations 
(r).  Go/NoGo behavioural outcomes were then correlated with the stimulus-specific 
ERP component amplitudes extracted from the PCA.  For Go: accuracy, RTV (the 
participant’s RT SD) and mean RT were correlated with the P2, P3b, and SW 
component amplitudes; and NoGo accuracy was correlated with P3a amplitude.  To 
account for the multiple correlations conducted, false-discovery rate (FDR) control 
(Benjamini & Yekutieli, 2001) was used, and only the relationships that remained 
significant are discussed further.  All correlational tests are reported with 38 degrees of 
freedom. 
3.3.5.3 Assessing the brain dynamics of Go/NoGo performance.  Resting state 
EEG and EC to EO reactivity measures were correlated with behavioural measures and 
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ERP component amplitudes.  Again, the FDR procedure (Benjamini & Yekutieli, 2001) 
was used to control for the multiple correlations performed and only those that remained 
significant are reported.  Stepwise multiple regressions examined the effects of task-
related changes in the delta through to beta-2 bands, entered as independent variables 
(entrance criterion set at α = .05), on behavioural outcomes (accuracy rates, RTV, mean 
RTs) and ERP component amplitudes that were entered as the dependent variables. 
3.4 Results 
3.4.1 Mean resting and task-related EEG patterns.  The mean EC, EO, and 
prestimulus EEG amplitudes are illustrated in Figure 3.2 with frequency spectra at 
midline sites (Fz, Cz, Pz) depicted on the left, and the topographic headmaps on the 
right.  At rest, greater amplitudes are seen with EC that become attenuated with EO, 
particularly in the alpha band ranges.  Compared to EC and EO, a broadband increase in 
the task-related prestimulus EEG amplitudes can be seen, with no obvious spectral 
differences apparent between the pre-Go and pre-NoGo data. 
3.4.1.1 Overall resting state EEG measures.  As previous research established 
the topographic distributions of overall resting EEG and EC to EO reactivity, the 
MANOVAs conducted here were to confirm their regions of maximal activity, and the 
results are reported in the Supplementary Materials section 3.7.1 and Table S3.1.  The 
topographic headmaps for the overall resting state EEG are displayed in the left column 
of Figure 3.2 with regions of maximal activity indicated by the dotted lines.  Consistent 
with prior studies, delta and theta amplitudes were measured as the mean over FM and 
CM regions. 
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Alpha-1, alpha-2, and beta-1 showed similar distributions where amplitudes for 
the regions of interest were extracted as the mean of central-midline and 
parietal/occipital-midline and -right regions (i.e., CM, POM and POR).  Resting beta-2 
amplitude was taken from the dominant frontal- and central-midline areas (FM and CM 
mean). 
3.4.1.2 EC to EO reactivity measures.  The topographic MANOVA outcomes 
for EC to EO reactivity can be viewed in the Supplementary Materials section 3.7.1.2 
and Table S3.2, and the headmaps displaying this reactivity are presented in Figure 3.3 
middle column.  Delta reactivity was measured from the parietal-occipital regional 
mean (i.e. POL, POM and POR).  EC to EO theta reactivity was assessed as the mean 
over CM, POM and POR.  Alpha-1 reactivity was measured as the mean across CM, 
POL, POM and POR areas.  Alpha-2 reactivity was localized to the parietal-occipital 
hemispheric decrease (POL and POR mean) and beta-1 and beta-2 reactivity were 
measured across the parietal-occipital regional mean. 
3.4.2 Defining task-related EEG changes and measures.  Task-related change 
was defined by the increase in prestimulus EEG band amplitudes from the EO state (as 
seen in the right column of Figure 3.3; the dotted lines mark the defining regions of 
task-related change).  The data for these statistical results can be viewed in Table 3.1 
where the main sagittal and lateral effects are outlined first, followed by their 
interactions.  Delta increased predominantly in the midline, particularly frontally (note 
the table shows the interaction effect as F < PO × M < L/R; reversing the pair of 
relativity symbols yields the equivalent in-text description F > PO × M > L/R).  
Laterally, a greater increase was apparent in the right hemisphere cf. the left region, and 
this was smaller frontally (again, the interaction effect of F < PO × L < R in the table is 
equal to F > PO × L > R).   
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Figure 3.3. Overall resting state (the mean of EC and EO) EEG amplitudes and the 
reactive change from EC to EO are displayed in the left and middle columns, 
respectively.  Task-related changes in EEG, from EO to the prestimulus period, are 
shown on the right.  Dotted lines indicate the maximal regions of activity, with different 
colours to facilitate readability.  
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Similarly, theta increases were dominant across the midline, and over the frontal 
and central regions, interacting to show a midline enhancement in the frontocentral 
regions.  Based on these results, task-related delta and theta changes were measured 
from the dominant frontocentral-midline regions (calculated as the mean of FM and 
CM).  Alpha-1 and alpha-2 increased largely over the midline, particularly centrally; 
and parietal-occipitally, most notably in the hemispheres.  Alpha-2 also showed a slight 
parietal-occipital enhancement on the right.  Accordingly, task-related changes in alpha-
1/2 were further assessed using the mean over central-midline and parietal-occipital 
regions (CM, POL, POM and POR).  Beta-1 amplitudes increased over the midline, 
especially in the frontocentral regions (as with delta, the interaction effect in the table is 
presented as F < PO × M < L/R but remains equal to F > PO × M > L/R); the task-
related increase in beta was extracted for further assessment from the frontocentral-
midline (FM and CM mean).  Beta-2 showed an increase that was greater frontally, 
contributing to a larger frontal/parietal-occipital mean cf. the central region.  Laterally, 
beta-2 increases were greater in the hemispheres than in the midline; but the dominant 
frontal increase was extracted to measure task-related beta-2 change (taken as the mean 
of FL, FM and FR).  There were no significant main effects or topographic differences 
between the change measures calculated separately for Go/NoGo (all F ≤ 2.59, p ≥ 
.116). 
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3.4.3 PCA-Derived Go/NoGo ERP components. 
3.4.3.1 Grand mean ERPs.  The top panels of Figures 3.4 and 3.5 show the 
grand mean Go and NoGo ERPs, respectively, at the midline sites.  The factors 
extracted from each PCA, as shown in the middle panel of each figure, represent those 
that were identified as ERP components consistent with prior PCA studies in this 
paradigm.  The original and PCA-derived ERP waveforms (formed using the extracted 
factors identified) are displayed for comparison and indicate high comparability 
between the input and output data (dashed vs. solid lines; Figures 3.4 and 3.5, top 
panels).  Beneath the factor summaries are the corresponding scaled temporal factor 
loadings.  Factors contributing < 3 % of the variance were excluded from further 
analyses (dashed lines); their factor information is greyed-out in each figure. 
3.4.3.2 Go PCA outcomes.  Of the 425 rotated Go factors, the first seven 
explained 88.3 % of the variance, and were identified in temporal order as the N1-1, 
Processing Negativity (PN), P2, N2c, P3b, the first Slow Wave (SW) component, and a 
second SW (SW2), as seen in the middle panel of Figure 3.4.  Although PN and N2c 
were extracted here, they carried < 2 % of the variance and were excluded (greyed in 
Figure 8).  The last component (TF03), SW2, has not been investigated for its 
relationship with the EEG and, as there were no hypotheses to guide its exploration, it 
was not analysed further.  The topographic distributions of these components were 
examined via repeated measures MANOVAs.  As these have been established in 
previous studies, the analyses were used to define the components’ region of maximal 
amplitude for subsequent assessment.  The statistical outcomes of the Go ERP 
component topographies are reported in the Supplementary Materials sections 3.7.2.1–
3.7.2.4 and Table S3.3.  The regions of maximal activity were pooled in the following 
way: N1-1 amplitude was measured from the mean of FM and CM; P2 was assessed at 
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the CM region; P3b was measured as the mean across CM, POL and POM amplitudes; 
SW was taken as the mean of the CL and CM amplitudes.  These topographies are 
illustrated in Figure 8 by the dotted lines overlaid on the headmaps in the middle panel. 
3.4.3.3 NoGo PCA outcomes.  The first six factors of the 425 that were 
extracted for NoGo explained 82.2 % of the variance.  Factors were labelled in temporal 
order as the N1-1, PN, P2/N2b, P3a, a second NoGo P3 with more diffuse positivity, 
and SW.  The small P2/N2b factor (TF07) was excluded from analyses due to its low 
variance.  TF06 (tentatively labelled N470) was excluded as it was not identifiable as a 
known component and explained a small proportion of the variance. 
 
Figure 3.4. Go stimulus-related ERPs for the actual data and PCA-derived output data 
at the midline sites are displayed in the top panel.  In the lower panel, topographic 
headmaps of the PCA extracted factors representing Go ERP components and their 
factor loadings are shown.  Regions of maximal amplitude for the Go ERP components 
examined further are marked with dotted lines and factors excluded from analyses are 
greyed out. 
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Again, the topographic MANOVAs conducted for these components are 
provided in Supplementary Materials sections 3.7.2.5–3.7.2.9 and Table S3.4.  The 
topographic headmaps can be viewed in the middle panel of Figure 3.4.  Briefly, N1-1 
was measured from the mean of FM and CM amplitudes; PN activity was assessed as 
the mean of the dominant FM and FR regions; P3a amplitude was measured across the 
FM and CM mean; P3 was measured over the central hemispheric mean (i.e., CL and 
CR); the bipolar SW was assessed at the FM region and across the central regional 
mean (CL, CM and CR).  These maximal regions are shown as dotted lines overlaid on 
the topographic headmaps in Figure 3.5. 
 
Figure 3.5. NoGo stimulus-related ERPs for the actual data and PCA-derived output 
data at Fz, Cz and Pz are presented in the top panel.  Topographic headmaps of the PCA 
factors representing NoGo ERP components and their factor loadings are displayed in 
the bottom panel.  Regions of maximal amplitude for the NoGo ERP components 
included in subsequent analyses are marked with dotted lines and factors that were 
excluded are greyed out. 
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3.4.4 Go/NoGo performance patterns.  Participants performed the Go/NoGo 
task with high accuracy and efficiency, as shown by the ranges and means of 
behavioural performance outcomes in Table 3.2.  Go and NoGo accuracy rates were 
positively correlated (r = .40, p = .010), and RTV correlated negatively with Go 
response accuracy (r = -.50, p = .001) and NoGo accuracy rates (r = -.49, p = .001).  
Mean RTs did not correlate with RTV or error rates (both |r| ≤ .28, p ≥ .075). 
Table 3.2 
Ranges and Means of Go/NoGo Behavioural Outcomes 
 Range Mean ± SD 
Go Accuracy (%) 94.0–100.0 98.8 ± 1.4 
Go RTV (ms) 55.8–121.0 84.8 ± 18.2 
Go mean RT (ms) 281.6–498.9 379.9 ± 43.8 
NoGo Accuracy (%) 93.3–100.0 97.8 ± 1.5 
 
In terms of ERP relations to behaviour, Go accuracy rates did not correlate with 
P2, P3b or SW positivity (all |r| ≤ .25, p ≥ .123).  RTV did not correlate with P2 
amplitude (r = .13, p = .428) but was found to correlate negatively with P3b amplitude 
(r = -.41, p = .008) and positively with SW amplitude (r = .46, p = .003), as seen in the 
left panel of Figure 3.6.  Mean RT did not correlate with the P2 or SW (both |r| ≤ .15, p 
≥ .343), but correlated negatively with P3b amplitude (r = -.40, p = .011; refer to middle 
panel of Figure 3.6).  As two NoGo P3s were identified, both were tested for 
correlations with NoGo accuracy.  P3a amplitude correlated positively with NoGo 
accuracy (r = .34, p = .03), as shown in Figure 3.6: right panel, but a non-significant 
correlation was found for the NoGo P3 (r = .05, p = .776).  All significant correlations 
reported here survived the FDR procedure. 
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3.4.5 Resting state EEG and EC to EO reactivity relations to Go/NoGo 
performance.  The overall resting state activity and EC to EO reactivity of each band 
were correlated with Go/NoGo behavioural outcomes and ERP component amplitudes.  
There were no significant relationships found between resting state and EC to EO EEG 
reactivity for behavioural measures (all |r| ≤ .31, p ≥ .052).  However, significant EEG 
relationships were obtained for ERP components, and those surviving the FDR 
procedure are reported here.  Resting state delta and theta amplitudes correlated 
negatively with Go N1-1 amplitude (delta: r = -.62, p < .001; theta: r = -.54, p < .001), 
but only resting state delta was found to correlate negatively with the NoGo N1-1 (r = -
.47, p = .002).  These relationships are presented in Figure 3.7 with greater delta and 
theta amplitudes linked to N1-1 enhancements.  EC to EO alpha-2 reactivity correlated 
positively with Go P2 amplitude (r = .41, p = .009), however, the presence of an outlier 
required consideration.  After removing this outlier, the correlation coefficient 
decreased, r(37) = .28, p = .079, making this relationship non-significant.  There were 
no significant relationships that remained for the Go P3b and SW, or the NoGo PN, 
P3a, P3 and SW. 
3.4.6 Task-Related changes affecting Go/NoGo performance.  Task-related 
changes in the EEG bands were modelled as the predictors of Go/NoGo behavioural 
performance measures and ERP component amplitudes in a series of stepwise 
regressions.  Go accuracy rates were negatively predicted by delta (β = -.41, t = -2.73), 
explaining 16.4 % of the variance, F(1, 38) = 7.44, p = .01.  Task-related increases in 
delta positively predicted Go RTV (β = .40, t = 2.73), with 16.4 % of the variance 
explained, F(1, 38) = 7.43, p = .01. 
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Mean RT, however, was predicted by the task-related increases in delta and 
alpha-1: delta positively determined mean RT (β = .42, t = 2.79, p = .009), while alpha-
1 increases negatively predicted this variable (β = -.34, t = -2.79, p = .03); together this 
model accounted for 21.4 % of the variance: F(2, 37) = 5.05, p = .012, with low 
multicollinearity between predictors (VIF = 1.08).  For Go ERP components, N1-1 had 
14.7 % of the variance inversely predicted by task-related theta increases (β = -.38, t = -
2.56), F(1, 38) = 6.54, p = .015, where greater task-related theta increases were linked 
to enhanced Go N1-1 amplitudes.  There were no statistically significant models for Go 
P2 or P3b components.  Go SW, however, had 14.5 % of the variance accounted for by 
the task-related increase in delta (β = .38, t = 2.54), F(1, 38) = 6.44, p = .015, in a 
positive direction. 
For NoGo performance, accuracy rates were found to be negatively predicted by 
theta’s task-related increase (β = -.34, t = -2.20), explaining 11.3 % of the variance, F(1, 
38) = 4.85, p = .034.  There were no significant models found for the NoGo N1-1, PN, 
P3a and P3 components.  Task-related increases in beta-1 significantly inversely 
determined frontal-midline NoGo SW negativity (β = -.32, t = -2.05), accounting for 
10.0 % of the variance, F(1, 38) = 4.20, p = .047. 
3.5 Discussion 
This study aimed to assess the relationship and functionality of resting state 
EEG, EC to EO reactivity, and the task-related changes that affect cognitive task 
performance.  Few studies have investigated these aspects of neuronal activity, and so 
the present study examined these relationships in a sample of young adults who had 
EEG recorded during EC and EO resting states and in a subsequent Go/NoGo task.  
Overall resting state and EC to EO reactivity measures of EEG were topographically 
consistent with previous research (Barry et al., 2007; Barry & De Blasio, 2017; 
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Intriligator & Polich, 1995; Polich, 1997; Tenke et al., 2015; van Dongen-Boomsma et 
al., 2010), and the task-related EEG increases were generally comparable with Arruda et 
al. (1999) and Valentino et al. (1993).  Performance on the auditory equiprobable 
Go/NoGo task, with respect to the PCA-derived ERP component topographies and 
behavioural outcomes, matched normative data established in prior studies (Barry & De 
Blasio, 2013; Barry et al., 2014; Barry, De Blasio, & Cave, 2016; Barry, De Blasio, 
Fogarty, et al., 2016).  In line with Karamacoska et al. (2017), poorer performance was 
marked by greater RTV and error rates; and importantly, these outcomes were found to 
be determined by the changes in EEG activity from the EO state to the task.  The 
following discussion will review these novel findings but will first address the partial 
replication of resting state EEG and EC to EO reactivity relations to ERPs. 
3.5.1 Intrinsic EEG relations to Go/NoGo performance.  Low frequency 
resting state activity was found to correlate with Go/NoGo N1-1 amplitudes, replicating 
the findings of Intriligator and Polich (1995).  Resting state delta and theta negatively 
correlated with Go N1-1 amplitudes but only resting state delta was found to correlate 
with the NoGo N1-1.  These findings extend on brain oscillation theory by showing 
consistency in the dynamic links between low frequency EEG and N1-1 activity.  The 
delta associations with the N1-1 reaffirm its role in attention-related mechanisms (Başar 
et al., 2001; Guntekin & Başar, 2016; Harmony, 2013; Knyazev, 2012), but the 
specificity of theta to Go was unexpected as Intriligator and Polich reported consistent 
EEG-N1 relationships for the Target and Standard/NonTarget stimuli.  The exploratory 
nature of that initial study, however, did not apply corrections for multiple comparisons 
and so the reliability of those relationships needs careful consideration.  Additionally, 
we did not find an association between resting state activity and the Go P3b, which 
could be attributed to task differences affecting participants’ attentional efforts.  Our 
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previous study (Karamacoska et al., 2017) employed the same Go/NoGo task used here 
but with a variable SOA.  Such manipulations heighten anticipation for the 
behaviourally relevant Go stimulus and subsequently modulate P3b activity (Borchard 
et al., 2015).  These effects resemble the emphasis placed on the low frequency 
Go/Target in the oddball paradigm used by Intriligator and Polich, and so the delta-P3b 
relationships observed in those studies may be linked more closely to decision-making 
processes (Başar-Eroglu, Başar, Karakaş, & Shürmann, 1992; Başar et al., 2001; 
Calderone, Lakatos, Butler, & Castellanos, 2014). 
In line with our prior investigation (Karamacoska et al., 2017), there were no 
significant relationships between the resting state EEG and behavioural performance 
measures.  This suggests that the resting state intrinsic EEG activity in young adults 
does not directly affect behavioural processes.  Previous studies reporting EEG effects 
on behaviour (Hermens et al., 2005; Loo et al., 2009; van Dongen-Boomsma et al., 
2010) assessed EEG power differently (using absolute, relative or ratio power measures, 
respectively), from diverse tasks, and with samples that varied across the lifespan.  
Thus, additional research and replication is needed to clarify the impacts of intrinsic 
activity on both behavioural and ERP measures. 
EC to EO reactivity changes did not significantly correlate with performance 
outcomes, but a positive trend with alpha-2 reactivity and Go P2 amplitudes was 
apparent.  This relationship should be explored in a larger sample to determine its 
significance and potential in dissociating the functionality of the two alphas.  We failed 
to find this association in Karamacoska et al. (2017) and this is likely due to the wider 
alpha range that was assessed (8–13 Hz) instead of the subdivision (alpha-1/2) applied 
here.  Topographically, alpha-1 and alpha-2 differed in reactivity: alpha-1 demonstrated 
a broader midline and parietal-occipital decrease while alpha-2 reactivity was localized 
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to the parietal-occipital hemispheres.  These data may supplement the correlations 
between alpha reactivity and post-stimulus levels reported in Tenke et al. (2015), but as 
they examined the broad alpha range, further research is required. 
3.5.2 Task-Related changes affecting Go/NoGo performance.  The increase 
in EEG amplitude from the EO state to the task-situation significantly impacted 
Go/NoGo stimulus-response processes.  Frontocentral-midline delta and theta increases 
were found to predominantly affect task performance.  As EOG correction was applied 
here, it is unlikely that these effects can be attributed to eye movements (unlike Arruda 
et al., 1999 and Valentino et al., 1993).  Go N1-1 negativity was found to be enhanced 
with greater resting state intrinsic theta amplitudes and task-related increases.  These 
relationships highlight theta’s involvement in attention-related and/or stimulus 
discriminatory processes, and should be investigated further due to their minimal 
exploration in recent years. 
Task-related delta increases led to greater omission errors, RTV and Go SW 
amplitudes.  Notably, the SW positivity was also found to directly correlate with RTV, 
and smaller P3b amplitudes were associated with both greater RTV and longer mean 
RT.  These relationships replicate findings from other paradigms and reflect the patterns 
in stimulus-evoked activity that contribute to these behavioural outcomes 
(implicit/explicit memory tasks: Hogan et al., 2006; oddball: Saville et al., 2012; 
sustained attention to response task: Ramchurn et al., 2014; visual task: Donchin & 
Lindsley, 1966).  Interestingly, longer mean RTs were also found to be determined by 
increments in delta and alpha-1 from the resting state.  This change in alpha-1 has been 
posited to mark a shift in cortical arousal for attention demanding tasks (Loo et al., 
2009) that modulates top-down preparations for response processes (Min & Herrmann, 
2007).  Our results indicate that these preparatory processes were hindered when alpha-
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1 changes were low and coincided with delta increases, contributing to the inefficient 
responses to Go stimuli.  Contrary to expectations that delta increases would enhance 
Go stimulus-response processes, the increase of this low frequency activity from the 
resting state appeared to underlie the impaired Go performance. 
These findings, however, cannot be directly compared with prior studies 
examining delta due to differences in task and analytical designs.  Previous studies 
asserting this functionality of delta utilized cued paradigms and assessed the EEG in the 
immediately pre-/post-stimulus period (Fernández et al., 1995; Fernández et al., 2002; 
Harmony et al., 1996; Harmony et al., 2009).  This activity represents an activated brain 
state engaging in anticipation and stimulus-response processes to sustain attention and 
performance.  Our measurement of baseline resting intrinsic EEG shifts in response to 
task onset reflect state changes with task engagement.  These differences suggest a 
dissociation in delta functioning based on energetic demands, however, additional 
research comparing these two states of change is needed. 
NoGo performance was similarly affected as increases in theta from EO to the 
task were predictive of lower NoGo accuracy rates, i.e. more commission errors.  This is 
a novel finding, as previous studies had not explored this behavioural measure (Arruda 
et al., 1999; Valentino et al., 1993) or did not examine this frequency band (Arruda et 
al., 2007; Loo et al., 2009).  NoGo accuracy rates were also found to correlate with P3a 
positivity, confirming P3a’s role in response control (Barry & Rushby, 2006; Huster, 
Enriquez-Geppert, Lavallee, Falkenstein, & Herrmann, 2013; Roche et al., 2004; Smith, 
Johnstone, & Barry, 2008).  This involvement suggests that task-related theta increases 
impacted preparations for cognitive control processes, an effect also reported in 
prestimulus assessments of theta (Cavanagh & Frank, 2014; Clayton, Yeung, & Cohen 
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Kadosh, 2015; De Blasio & Barry, 2013b; Harmony et al., 2009; Kirmizi-Alsan et al., 
2006). 
In terms of NoGo ERP-related effects, the task-related increase in beta-1 was 
found to negatively predict frontal-midline SW amplitude, that is, greater beta-1 
increments were associated with less SW negativity.  The functionality of this 
component activity, however, is less understood despite being dissociated from the 
centroparietal positivity (Loveless, Simpson, & Näätanen, 1987).  The present 
relationship supports this dissociation, implicating beta-1 changes as a potential neural 
mechanism.  Beta-related effects on performance accuracy, however, were not found (as 
in Arruda et al., 2007; Arruda et al., 1999).  There are notable methodological 
differences across these investigations that can account for the inconsistencies in 
findings.  Arruda and colleagues had participants complete an auditory CPT with their 
eyes closed – a manipulation that can affect the topography and power of the EEG 
(especially within the alpha range). 
Although this study comprehensively assessed the EEG in six bands to replicate 
previous research, we did not include an analysis of gamma.  While this band has been 
examined in task-based assessments of pre/post-stimulus activity, it has not been 
investigated as widely in relation to changes from the resting state, and we had no 
hypotheses to explore.  Future studies are encouraged to explore the topography of this 
band, during resting and task-based states, and to ascertain how this high frequency 
activity relates to performance.  As mentioned previously, the analysis of the EEG and 
its change between states also needs consideration.  Brain dynamics research has largely 
focused on understanding the task-based EEG-ERP relationships.  The present 
assessment of intrinsic EEG and the changes going into the task offer novel avenues to 
explore EEG characteristics and their involvement in cognitive processes.  The clinical 
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relevance of such assessments has been demonstrated by Nazari et al. (2011).  Relative 
to controls, children with ADHD showed delta power decrements and alpha power 
increases from the EO state to the task-situation.  These EEG changes were argued to 
reflect distinct task-related activation processes that affect attention and arousal.  Thus, 
these measures can provide valuable insight into the brain functioning underlying 
various psychiatric and neurocognitive disorders. 
3.5.3 Conclusion.  This study is the first to identify the impacts of the brain’s 
resting state intrinsic activity and task-related EEG changes on Go/NoGo performance 
outcomes in neurotypical young adults.  The relationships obtained here have 
demonstrable value in predicting good and poor performance in cognitive tasks, 
allowing for the expansion of perspectives on the electrophysiological mechanisms 
affecting decision-making and cognitive control processes.  Following Valentino et al. 
(1993), participants could be grouped based on behavioural outcomes to compare their 
EEG and ERPs and substantiate the neuronal characteristics reported here.  
Understanding these brain dynamics in normative samples will help to better discern 
and explain brain functioning across the lifespan, and in neurological disorders. 
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3.7 Study 2 Supplementary Material 
3.7.1 Confirming resting state EEG and reactivity topographies. 
3.7.1.1 Overall resting state EEG.  Table S3.1 shows the topographic effects 
obtained from the repeated measures MANOVAs that were conducted to confirm each 
band’s overall resting state distribution.  The table presents the main sagittal and lateral 
effects first, followed by the interactions between the planes for each band.  Delta and 
theta were dominant across the frontocentral regions and were maximal in the midline, 
interacting for a frontocentral-midline enhancement (note the table presents an 
interaction effect of F < PO × M < L/R and the reversal of the pair of relativity 
indicators [< and >] preserves an equivalent relationship that is described in text here 
i.e., F < PO × M < L/R ≡ F > PO × M > L/R).  For theta, the frontal enhancement was 
greatest in the left (the interaction effect of F < PO × L < R in the table is equal to F > 
PO × L > R).  Based on these effects, delta and theta amplitudes were defined as the 
mean across FM and CM regions.  Alpha-1, alpha-2 and beta-1 were also dominant over 
the midline, particularly centrally, and in the parietal-occipital region with 
enhancements in the hemispheres, largely on the right.  Thus, overall resting state alpha-
1, alpha-2 and beta-1 amplitudes were defined as the mean across the CM, POM and 
POR regions.  Laterally, a right hemispheric bias was evident in the delta to beta-1 
bands; this was smaller centrally for delta, theta, alpha-2 and beta-1.  Beta-2 showed a 
midline dominance that was larger frontocentrally (as with the delta and theta 
interaction effects described above, the table shows F < PO × M < L/R which is 
equivalent to F > PO × M > L/R); a slight right bias in the parietal-occipital region was 
also apparent.  Resting state beta-2 amplitudes were pooled from the FM and CM 
regions.  These selected regions from the overall resting state band amplitudes are 
depicted in the left column of Figure 3.3 using dotted lines.
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3.7.1.2 EC to EO EEG reactivity.  Table S3.2 presents the topographic effects 
for the resting EC to EO differences in EEG where a broadband reduction in amplitude 
was found.  Delta reductions were greater parietal-occipitally and less so centrally cf. 
mean of frontal/parietal-occipital regions, particularly in the central-right region.  Based 
on these effects, delta reactivity was defined as the parietal-occipital regional mean of 
the difference data (i.e., across POL, POM and POR).  Theta decreased in the parietal-
occipital and midline regions, and most notably in the central-midline.  A greater 
decrease was apparent in the right hemisphere, particularly in the parietal-occipital 
region, contributing to a larger parietal-occipital hemispheric mean reduction cf. the 
frontal hemispheres.  The topography for theta reactivity was thus measured as the mean 
of the difference data across CM, POM and POR regions.  Alpha-1 reactivity showed a 
parietal-occipital decrease that was greater in the hemispheres.  The decrease in alpha-1 
reactivity was also smaller in the central region cf. the mean of frontal/parietal-occipital 
regions.  Laterally, the reduction in alpha-1 amplitude was larger in the midline, most 
notably in the central region.  Alpha-1 reactivity was thus pooled as the mean of the 
difference data from CM, POL, POM and POR regions.  Alpha-2 reactivity was 
predominantly localised to the parietal-occipital region, particularly in the hemispheres, 
and the reduction was smallest centrally in the midline.  Thus, the average of the POL 
and POR decrease was calculated.  Beta-1 reactivity showed reductions largest in the 
parietal-occipital region, especially in the hemispheres.  The decrease in beta-1 was 
smaller centrally cf. the frontal/parietal-occipital mean, except in the midline where this 
reduction was greatest centrally.  Beta-2 reactivity similarly showed a large parietal-
occipital decrease that was greater in the hemispheres.  A midline reduction was also 
apparent.  The dominant parietal-occipital reduction for beta-1 and beta-2 reactivity was 
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thus measured as the mean across POL, POM and POR.  These sites of maximal 
reactivity are outlined in the middle column of Figure 3.3 using dotted lines. 
Table S3.2 
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3.7.2 Confirming Go/NoGo ERP component topographies.  Tables S3.3 and 
S3.4 refer to the outcomes of the topographic MANOVAs conducted for the PCA-
derived Go and NoGo ERP component amplitudes, respectively.  These statistics were 
used to define the regions of maximal component activity. 
3.7.2.1 Go N1-1.  Go N1-1 negativity was dominant across the frontal area and 
midline, interacting to show enhancements in the frontocentral midline.  Amplitudes 
were thus pooled from the frontal- and central-midline regions (FM and CM mean).  
3.7.2.2 Go P2.  This component showed a central and midline positivity that 
interacted to produce a vertex maximum.  This was paralleled by a negativity in the 
frontal hemispheres that was slightly larger on the right.  P2 activity was subsequently 
measured from the dominant positivity in the central midline (CM) region. 
3.7.2.3 Go P3b.  P3b was largest over the central, parietal-occipital and midline 
regions, with central enhancements found in the midline and right, and greater parietal-
occipital positivity on the left.  Based on these outcomes, P3b amplitude was measured 
across the central and parietal-occipital midline sites and the parietal-occipital left 
region (i.e., the mean over CM, POM and POL). 
3.7.2.4 Go SW.  The Go SW component had greater positivity centrally, 
particularly in the midline, and on the left, with a parietal-occipital enhancement in the 
hemispheres that was greater on the left.  SW was thus measured for the dominant 
positivity across the mean of the CL and CM regions. 
 
Table S3.3 
PCA-Derived Go ERP Component Amplitude Topographies  
 Effect F        p   ηp2 
N1-1 
F > PO 68.28 < .001 .64 
M > L/R 136.06 <.001 .78 
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F > PO × M > L/R 65.01 <.001 .63 
C > F/PO × M > L/R 96.18 <.001 .71 
P2 
C > F/PO 9.19 .004 .19 
L < R 8.57 .006 .18 
M > L/R 15.98 <.001 .29 
F > PO × L < R 7.66 .009 .16 
F > PO × M < L/R 5.13 .029 .12 
C > F/PO × M > L/R 27.68 <.001 .42 
P3b 
F < PO  49.07 <.001 .56 
C > F/PO 71.99 <.001 .65 
M > L/R 17.63 <.001 .31 
F < PO × L > R 32.14 <.001 .45 
C > F/PO × L < R 5.49 .024 .12 
C > F/PO × M > L/R 33.38 <.001 .46 
Slow Wave 
C > F/PO 80.22 <.001 .67 
L > R 11.58 .002 .23 
F < PO × L > R 33.59 <.001 .46 
F < PO × M < L/R 9.16 .004 .19 
C > F/PO × M > L/R 12.06 .001 .24 
Note: The bipolar topographic nature of the P2 component is listed 
with italics representing the dominant effects for the negative 
polarity (not analysed). 
 
3.7.2.5 NoGo N1-1.  NoGo N1-1 amplitude was greater across the frontal region 
and midline, interacting to show a frontocentral midline enhancement.  N1-1 
topography was thus defined as the mean across frontal and central-midline regions 
(FM and CM).  
3.7.2.6 NoGo PN.  This component showed more negativity frontocentrally and 
largely in the right hemisphere, with a slight central enhancement in the midline 
apparent.  PN amplitude was thus measured as the mean of the dominant FM and FR 
regions. 
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3.7.2.7 NoGo P3a.  The P3a was centrally positive and largest in the midline, 
interacting to show a central-midline enhancement.  The midline positivity was also 
greater frontally compared to the parietal-occipital midline.  P3a was thus measured as 
the mean of FM and CM amplitudes. 
3.7.2.8 NoGo P3.  The second NoGo P3 component was dominant centrally, 
particularly in the hemispheres, and showed an enhancement in the frontal midline.  
Amplitude was assessed as the mean of the central-left and -right regions (CL and CR 
mean). 
3.7.2.9 NoGo SW.  The bipolar activity of the NoGo SW was defined by a 
frontal and midline negativity, interacting to show an enhancement in this area, but was 
strongly positive centrally.  Both the FM negativity and central positivity (taken as the 
regional mean of CL, CM and CR) were selected for separate analyses for this 
component. 
 
Table S3.4 
PCA-Derived NoGo ERP Component Amplitude Topographies 
 Effect F      p ηp2 
N1-1 
F > PO 97.43 <.001 .71 
M > L/R 105.34 <.001 .73 
F > PO × M > L/R 22.24 <.001 .36 
C > F/PO × M > L/R 55.07 <.001 .59 
PN 
F > PO 11.97 .001 .23 
C > F/PO 9.36 .004 .19 
L < R 26.83 <.001 .41 
C > F/PO × M > L/R 6.94 .012 .15 
P3a 
C > F/PO 33.82 <.001 .46 
M > L/R 43.27 <.001 .52 
F > PO × M > L/R 21.52 <.001 .36 
C > F/PO × M > L/R 42.98 <.001 .52 
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P3 
C > F/PO 85.73 <.001 .69 
F > PO × M > L/R 27.43 <.001 .41 
C > F/PO × M < L/R 17.15 <.001 .31 
Slow Wave 
F > PO 5.78 .021 .13 
C > F/PO 44.95 <.001 .54 
M > L/R 8.61 .006 .18 
F > PO × M > L/R 8.46 .006 .18 
Note: The bipolar activity of the Slow Wave is shown with italics 
representing the negative topographic amplitudes for this 
component. 
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STUDY 3: ELECTROPHYSIOLOGICAL UNDERPINNINGS OF RESPONSE 
VARIABILITY IN THE GO/NOGO TASK 
 
Peer reviewed and published in International Journal of Psychophysiology: 
Karamacoska, D., Barry, R. J., & Steiner, G. Z. (2018). Electrophysiological 
underpinnings of response variability in the Go/NoGo task. International 
Journal of Psychophysiology, 134, 159-167. doi: 
https://dx.doi.org/10.1016/j.ijpsycho.2018.09.008 
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4.1 Abstract 
Response variability has been identified as a useful predictor of executive function 
and performance in non-clinical samples in the Go/NoGo task.  The present study 
explores the utility of reaction time variability (RTV) and EEG measures as 
predictors of Go/NoGo performance outcomes and ERP component amplitudes.  
Forty-four young adults had EEG recorded across eyes-closed (EC) and eyes-open 
(EO) resting states, and during an auditory Go/NoGo task.  The 18 individuals with 
the lowest/highest RTV were assessed for differences in behavioural outcomes.  As 
expected, individuals with high RTV committed more Go/NoGo errors and had 
smaller Go P3b and NoGo P3a amplitudes, and greater Go Slow Wave positivity, 
reflecting inefficient decision-making and response control efforts underlying 
performance.  When RTV and EEG measures were modelled as predictors of 
Go/NoGo responses, RTV and task-related changes in delta were identified as 
positive predictors of Go SW amplitude; while RTV and prestimulus delta 
amplitudes negatively predicted NoGo accuracy rates.  Prestimulus delta was also 
found to solely predict Go mean RT and NoGo SW negativity; effects that were 
independent of RTV.  As delta has been implicated in attention-related mechanisms, 
these findings suggest that inadequate attention and task engagement underpin the 
variability in Go/NoGo performance. 
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4.2 Introduction 
Laboratory tasks, such as the Go/NoGo, stop-signal and continuous 
performance task (CPT), are widely used to examine cognitive processes including 
attention, decision-making and working memory, and are utilised in clinical research 
to aid in the detection of deficits in these domains (Corbett & Constantine, 2006; 
Hester, Foxe, Molholm, Shpaner, & Garavan, 2005; Huster, Enriquez-Geppert, 
Lavallee, Falkenstein, & Herrmann, 2013; Kaiser, Birbaumer, & Lutzenberger, 
2001; Riccio, Reynolds, Lowe, & Moore, 2002; Ruchsow et al., 2008; van Boxtel, 
van der Molen, Jennings, & Brunia, 2001).  Behavioural measures including 
response accuracy, speed, and variability are used to index an individual’s cognitive 
functioning, serving as proxies for brain dysfunction and/or impairment (Kaiser et 
al., 2008; Karalunas, Geurts, Konrad, Bender, & Nigg, 2014; Kofler et al., 2013; 
O’Connell et al., 2009; Schiff et al., 2014).  In healthy samples, inverse relationships 
between reaction time variability (RTV) and accuracy rates in the Go/NoGo task 
have consistently been reported, reflecting the efficiency in cognitive control 
processes being executed (Karamacoska, Barry, & Steiner, 2017; Karamacoska, 
Barry, Steiner, Coleman, & Wilson, 2018).  Our research extends on previous fMRI 
efforts (Bellgrove et al., 2004; Simmonds et al., 2007) to evaluate the neural 
underpinnings of Go/NoGo performance using event-related potentials (ERPs), and 
examines the electroencephalographic (EEG) determinants of these responses. 
4.2.1 ERP links to behaviour.  A wealth of research has identified P3 
component involvement in executive control processes (for reviews see Nieuwenhuis 
et al., 2005; Polich, 2007).  Response facilitation to Go-type stimuli are marked by a 
parietal P3b positivity, and the magnitude of this component has been found to 
inversely relate to RTV (Ramchurn et al., 2014; Saville et al., 2011; Saville et al., 
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2012).  We replicated this P3b-RTV relationship in the Go/NoGo task and also 
found that RTV correlated positively with the preceding P2 and post-P3 Slow Wave 
(SW) component amplitudes (Karamacoska et al., 2017; Karamacoska et al., 2018).  
These findings highlight the evoked neural activity underlying decision-making 
efforts and response variability, but effects on NoGo ERPs have not been directly 
examined. 
The withheld NoGo response has been associated with a frontocentral P3a 
positivity that has been directly related to NoGo accuracy rates (Fogarty, Barry, De 
Blasio, & Steiner, in press; Karamacoska et al., 2018).  If individuals with high RTV 
have suboptimal cognitive control, then this should be reflected in their smaller 
NoGo P3a amplitudes.  This hypothesis will be explored in the present study by 
analysing the Go/NoGo ERPs of individuals with low/high RTV. 
4.2.2 EEG determinants of responses.  The variability in performance has 
been attributed to top-down attentional (Hultsch, MacDonald, & Dixon, 2002; 
Unsworth, Redick, Lakey, & Young, 2010) and response preparation control 
processes (Dankinas, Parciauskaite, & Dapsys, 2015).  These effects may stem from 
the brain’s prestimulus state, as measured by EEG activity, which has been shown to 
affect ERP genesis (Mathewson, Gratton, Fabiani, Beck, & Ro, 2009; Rahn & Başar, 
1993a, 1993b).  In an equiprobable Go/NoGo task, De Blasio and Barry (2013b) 
found that greater prestimulus delta levels increased the overall positivity of Go and 
NoGo ERPs, implicating this band in attentional processes (Başar, Başar-Eroglu, 
Karakaş, & Shürmann, 2001; Başar, Schürmann, & Sekowitz, 2001; Gulbinaite, van 
Rijn, & Cohen, 2014; Harmony, Alba, Marroquin, & Gonzalez-Frankenberger, 2009; 
Karakaş, Erzengin, & Başar, 2000); while low theta levels reduced NoGo N2b and 
P3a amplitudes, and enhanced Go P3b positivity, linking this band to response 
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control mechanisms (Başar, Başar-Eroglu, et al., 2001; Başar, Schürmann, et al., 
2001; Gulbinaite et al., 2014; Harmony et al., 2009; Karakaş et al., 2000).  These 
bands will be investigated here as potential determinants of performance outcomes. 
Top-down preparations for stimulus-response processes have also been 
associated with prestimulus alpha (Foxe & Snyder, 2011; Klimesch, Sauseng, & 
Hanslmayr, 2007; Mathewson et al., 2011) and beta activity (De Blasio & Barry, 
2013a).  Greater prestimulus alpha (8–13 Hz) has been shown to enhance N1, P2, 
and P3 amplitudes across a variety of paradigms (visual: Brandt et al., 1991; auditory 
Go/NoGo: De Blasio & Barry, 2013a; auditory dishabituation: De Blasio et al., 
2013; auditory oddball: Jasikutas & Hakarem, 1988).  A direct relationship between 
beta increases and P1, P2, and P3 positivity was also reported (De Blasio & Barry, 
2013a; De Blasio et al., 2013).  Higher prestimulus alpha (10–11 Hz) levels were 
found for NoGo error trials cf. correctly withheld NoGo trials (Mazaheri, 
Nieuwenhuis, van Dijk, & Jensen, 2009) in a MEG study.  RTV was not assessed in 
these studies, but given both alpha and beta relations with P2 and P3 amplitudes, 
fluctuations in these bands may affect response consistency and accuracy.  
The above findings highlight the substantial impact of the brain’s state on 
stimulus-evoked responses, but how the brain’s state changes with task engagement 
should also be considered.  Our prior study (Karamacoska et al., 2018) found that the 
shift in EEG activity, from a resting state to the task-situation, was predictive of 
Go/NoGo performance.  Relative to eyes-open resting state activity, increases in 
prestimulus delta were associated with greater Go omission errors, RTV, and SW 
component positivity, while theta increases led to lower NoGo accuracy rates, and 
beta-1 changes predicted NoGo SW negativity.  Earlier research investigating this 
task-related change identified right-temporal beta reductions that corresponded with 
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increases in Go omissions in the CPT paradigm (Arruda, Amoss, Coburn, & McGee, 
2007; Arruda, Walker, Weiler, & Valentino, 1999; Valentino, Arruda, & Gold, 
1993).  Together, these studies show that distinct task-related delta, theta, and beta 
changes underpin attentional processes that affect decision-making abilities and 
response outputs.  These shifts in the EEG oscillations will also be examined here as 
potential neural mechanisms underlying performance outcomes. 
4.2.3 The current study.  This study aims to identify the 
electrophysiological underpinnings of Go/NoGo responses by analysing the ERP and 
EEG activity of participants with low/high RTV.  After having EEG recorded across 
eyes-closed (EC) and eyes-open (EO) resting states, and during a Go/NoGo task, all 
included participants’ (N = 44) behavioural data and ERP/EEG topographies were 
examined.  This ensured replicability with prior studies; these confirmatory analyses 
are reported in the Supplementary Materials located at the end of this chapter. 
We expected RTV to correlate with Go/NoGo accuracy rates, and those with 
the lowest vs. highest RTV outcomes were examined further.  As RTV has been 
viewed as an indicator of cognitive control efforts (Bellgrove et al., 2004; Simmonds 
et al., 2007), this variable was included as a predictor of behavioural outcomes and 
the P2, P3, and SW amplitudes (previously shown to be associated with RTV) in our 
regression analyses.  EEG measures were also included as predictors in these 
models, to determine how resting state and prestimulus EEG activity, and task-
related change, contribute to these stimulus-response outcomes.  It is hypothesised 
that, together with RTV, prestimulus delta, theta, alpha and beta amplitudes will 
predict response accuracy rates, mean RT, and P2 and P3 amplitudes.  Task-related 
changes in delta, theta, and beta may also predict response accuracy rates and SW 
component amplitudes.  Resting state EEG measures were also included as 
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predictors, but based on previous findings (Karamacoska et al., 2018), impacts on 
behavioural measures and these ERP component amplitudes were not expected.  
To our knowledge, this is the first study to comprehensively examine both 
ERP and EEG activity in the RTV context, and so a large number of hypotheses and 
tests are being conducted.  Careful statistical considerations were made with all 
predicted correlations tested using one-way significance levels, whilst controlling for 
multiple comparisons where necessary.  We also report findings that approach 
significance to encourage further research in this area. 
4.3 Method 
4.3.1 Participants and procedure.  Forty-six right-handed university 
students (15 males), aged 18–27, gave written informed consent to voluntarily 
participate in this study.  Participants had normal or corrected vision and hearing.  
None reported a history of head injury, psychiatric or neurological disorders.  All 
abstained from tobacco, alcohol, caffeine and psychoactive substances for a 
minimum of 12 hours before participating.  After reviewing behavioural Go/NoGo 
performance data, two female participants were excluded for having excessively 
slow and variable RT outcomes that were 3 SD above the across-subjects mean. 
After being fitted with EEG recording equipment, participants were seated in 
a darkened room 2.2 m from a projected display.  Continuous EEG was recorded 
during an eye calibration task to enable offline corrections of electro-oculogram 
(EOG) activity.  Participants were then instructed to relax for 2 minutes with EC, 
followed by 2 minutes with EO while fixating on a white cross in the display’s 
centre.  Two blocks of an auditory equiprobable Go/NoGo task were then performed 
while wearing Sony® MDR-V700 circumaural headphones.  Go and NoGo stimuli 
were tones of 1000 and 1500 Hz, with the Go tone counterbalanced between blocks 
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and participants.  Each block consisted of 150 randomised tones that were 80 ms in 
duration (including 15 ms rise/fall times) at 60 dB SPL, presented at a stimulus onset 
asynchrony (SOA) of 1.25 s.  Using a Logitech® controller, participants pressed a 
button with their right index finger to the Go tone of each block (following the 
procedures outlined by Barry and colleagues, 2013–2017).  Task instructions 
emphasised response speed and accuracy, and to refrain from responding to the 
NoGo tone.  Each block began with a practice involving 15 random trials.  
Participants were instructed to fixate on a white cross in the display’s centre for the 
duration of the task.  The University of Wollongong and Illawarra and Shoalhaven 
Local Health District Health and Medical Human Research Ethics Committee 
approved the study protocol. 
4.3.2 Electrophysiological recording.  Using Compumedics Neuroscan 
Acquire software (Version 4.3) on a Synamps 2 system, EEG activity from 30 
electrodes (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, Cz, C4, 
T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz, and O2) and M2 were 
recorded.  Activity from DC to 70 Hz was sampled, amplified, and digitized at 1 
kHz.  Electrodes were grounded by an electrode in the middle of Fp1, Fp2 and Fz, 
and referenced to M1.  EOGs were also recorded with electrodes placed 1 cm beside 
the lateral canthus of each eye and above and below the left eye.  For the cap and 
EOG, sintered Ag/AgCl electrodes were used, and impedances were kept below 5 
kΩ. 
4.3.3 Data quantification. 
4.3.3.1 Go/NoGo task data.  Accuracy rates for Go and NoGo were measured 
as the percentage of correct responses relative to the number of stimuli presented.  
Misses to Go (omission errors) and button presses to NoGo (commission errors) 
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were eliminated from further processing (< 11 % of trials across participants).  
Following the rejection parameters used in previous studies (Ramchurn, de Fockert, 
Mason, Darling, & Bunce, 2014; van Dongen-Boomsma et al., 2010), extreme RTs 
to Go stimuli (≤ 150 ms or ≥ 700 ms) were rejected (< 9.3 % of trials).  This also 
reduced the variability in the ERPs for Go stimuli.  Participants’ RT mean and SD 
(representing RTV) for correct Go responses were calculated. 
4.3.3.2 Pre-processing of EEG data.  Recorded EEG data were EOG 
corrected using the revised aligned-artefact average EOG Correction Program (Croft 
& Barry, 2000).  EOG-corrected data were then re-referenced to the mean of 
digitally-linked mastoids using Neuroscan Edit software (Compumedics, Version 
4.5). 
4.3.3.3 Go/NoGo ERPs.  A band-pass filter from 0.1–30 Hz (zero phase 
shift, 24 dB/Octave) was applied to the EOG-corrected data for ERP derivation; 
prestimulus EEG epochs were extracted from the unfiltered data (detailed below).  
ERPs were epoched -100 to + 750 ms around stimulus onset and baseline-corrected 
using the prestimulus period.  Epochs with activity exceeding ± 100 μV, at any 
electrode, were excluded and the remaining epochs were confirmed by visual 
inspection.  This resulted in an average of 69 (SD = 2.7) NoGo trials in each block 
accepted into participants’ ERPs.  For Go ERPs, epochs were accepted if the 
response was made within 1.5 SD of the participant’s mean RT; resulting in a mean 
of 61 (SD = 4.7) Go epochs per participant’s ERP from each block. 
4.3.3.4 Temporal PCA decomposition of ERPs.  Using Dien’s ERP PCA 
toolkit (v. 2.23; Dien, 2010) in MATLAB, temporal PCAs were performed 
separately on Go and NoGo ERPs to better extract factors relevant to each stimulus 
(Barry, De Blasio, Fogarty, & Karamacoska, 2016).  All 44 participants’ ERP data 
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from each block were used (44 participants × 30 sites × 2 blocks = 2,640 cases) and 
the data were half-sampled to 425 time-points/variables, providing a cases/variables 
ratio of 6.2:1.  The covariance matrix with Kaiser normalization was used for each 
PCA where all 425 factors were orthogonally rotated using Kayser and Tenke’s 
(2003) Varimax4M software (available at: 
http://psychophysiology.cpmc.columbia.edu/software/index.html).  Factors were 
selected in order of variance and identified as ERP components with reference to the 
latency and topography data reported in other similar ERP-PCA studies (Barry & De 
Blasio, 2013; Barry, De Blasio, & Borchard, 2014; Barry, De Blasio, & Cave, 2016; 
Barry, De Blasio, Fogarty, et al., 2016; Fogarty et al., in press). 
4.3.3.5 Resting and prestimulus EEG quantification.  Epochs of 1 s duration 
were extracted from the unfiltered 2 min of EC and EO resting EEG.  Also, 
prestimulus EEG was taken from the unfiltered task data, using the 500 ms preceding 
stimulus onset (-500 to 0 ms) of the final Go/NoGo trials accepted for ERP 
formation.  As separate PCAs were performed to extract Go/NoGo ERP components, 
prestimulus epochs were also separated as pre-Go and pre-NoGo.  Differences in 
prestimulus EEG amplitudes were not anticipated due to this separation as the 
stimuli were presented without a cue, at a fixed SOA rate, and were equally probable 
(see also De Blasio and Barry, 2013a, 2013b; Karamacoska et al., 2018) .  DC-
correction was applied across epochs, and if activity exceeded ± 100 µV, at any site, 
the epoch was rejected.  MATLAB was used to apply a 10 % Hanning window to 
epochs where discrete Fourier transforms (DFTs) were conducted with 1 Hz 
resolution.  DFTs were performed on the 1,000 data points of the resting state 
epochs; the 500 data points of the prestimulus epochs were zero-padded to 1000 
points.  Corrections for having used the window, and for the prestimulus padding, 
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were then applied.  Amplitudes in the one Hz bins were summed to form amplitudes 
for each frequency band: delta (1–3 Hz), theta (4–7 Hz), alpha-1 (8–10 Hz), alpha-2 
(11–13 Hz), beta-1 (14–20 Hz), beta-2 (21–29 Hz); these band limits were selected 
from prior research (Intriligator & Polich, 1995; Karamacoska et al., 2018; Polich, 
1997; Valentino et al., 1993) .  The mean band amplitude was calculated across 
epochs, at every site, for EC (with a minimum of 92 epochs) and EO (minimum of 
80 epochs) resting states and pre-Go/NoGo periods.  As the task was completed with 
eyes open, the EO resting state was selected as the baseline to measure task-related 
EEG change (as recommended by Barry, Clarke, Johnstone, Magee, & Rushby, 
2007).  The change was calculated as pre-Go/NoGo minus EO amplitude. 
4.3.4 Confirmatory statistical analyses.  For replication purposes, the entire 
sample (N = 44) was analysed for their patterns in behavioural performance and 
electrophysiological activity.  The outcomes of these confirmatory tests are 
presented in the Supplementary Materials located in section 4.7. 
4.3.4.1 Go/NoGo task behavioural measures.  As a consistent relationship 
between Go/NoGo performance measures has been identified in past studies (where 
greater RTV was associated with higher error rates), we sought to confirm these 
performance patterns here.  Pearson’s one-tailed correlations (r) were conducted 
between the behavioural measures, with 42 degrees of freedom.  The false-discovery 
rate (FDR) control procedure (Benjamini & Yekutieli, 2001) was used to account for 
the multiple correlations conducted on each dependent variable. 
4.3.4.2 ERP/EEG topographies.  To efficiently assess ERP/EEG topographic 
amplitudes, 9 topographic regions were formed by calculating a mean across 
electrode groupings: Frontal-left (FL: Fp1, F3, FC3, F7, FT7), frontal-midline (FM: 
Fz, FCz), frontal-right (FR: Fp2, F4, FC4, F8, FT8); central-left (CL: C3, CP3, T7, 
158 
 
TP7), central-midline (CM: Cz, CPz), central-right (CR: C4, CP4, T8, TP8); 
parietal/occipital-left (POL: P3, P7, O1), parietal/occipital-midline (POM: Pz, Oz), 
parietal/occipital-right (POR: P4, P8, O2).  Separate 3 × 3 multivariate analyses of 
variance (MANOVAs) were conducted in SPSS on ERP component and EEG band 
amplitudes.  The within-subjects factors consisted of the sagittal topographic plane: 
frontal (FL, FM, FR), central (CL, CM, CR), parietal/occipital (POL, POM, POR); 
and coronal plane: left (FL, CL, POL), midline (FM, CM, POM), right (FR, CR, 
POR).  Orthogonal contrasts were planned to compare the regional amplitudes within 
each plane: frontal (F) versus parietal/occipital (PO), and central (C) versus the 
frontal and parietal/occipital mean (F/PO); left (L) versus right (R), and midline (M) 
versus the left and right mean (L/R).  The interactions between these planes were 
also assessed. 
The MANOVA F-tests all had (1, 43) degrees of freedom and, as they 
contained a single degree of freedom, Greenhouse-Geisser corrections were 
unnecessary (O’Brien & Kaiser, 1985).  Bonferroni-type α adjustments were also not 
required as contrasts were planned and did not exceed the degrees of freedom for 
effect (Tabachnick & Fidell, 2013). 
The MANOVAs conducted on the ERP and EEG topographies, across the 
whole sample, are described in Supplementary Materials. These analyses guided the 
selection of regions where ERP and EEG amplitudes were maximal.  Where multiple 
sites were identified, the mean across these regions was calculated.  These regions 
were then utilised in the subsequent regressions below. 
4.3.5 Between-Group assessments. 
4.3.5.1 RTV groupings.  We sorted the sample based on RTV outcomes and 
selected the 18 individuals at each extreme to form the Low/High RTV groups.  
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Previous studies examining P3 activity have reported significant group differences 
with sample sizes of 13-16 participants (Ramchurn et al., 2014; Saville et al., 2012).  
The 18 individuals with the lowest RTV means (7 males; aged 19.7 ± 1.8 years) 
formed the Low RTV (LRTV) group, and the 18 with the highest RTV values (6 
males; aged 21.1 ± 2.7 years) formed the High RTV (HRTV) group. 
4.3.5.2 Group differences in behavioural Go/NoGo outcomes.  Behavioural 
outcomes were compared between the two RTV groups using independent samples t 
tests for mean RT and Welch’s t test for RTV data (as groups were found to have 
unequal RTV variances).  Due to the skew and unequal distribution in the groups’ 
Go and NoGo accuracy rates, one-tailed Mann-Whitney U tests of mean ranks were 
used to compare the groups. 
4.3.5.3 Determinants of Go/NoGo performance.  Stepwise multiple 
regressions were conducted separately for each dependent variable (Go/NoGo error 
rates, mean RT, and P2, P3, and SW component amplitudes1).  The predictors of 
these stimulus-response outcomes included RTV group, entered as a categorical 
variable, and the 6 EEG bands from each state measure (overall resting state, 
prestimulus and task-related change).  The mean amplitude from the maximal region 
of ERP/EEG topographies, as identified in the confirmatory tests, was utilised here.  
The entrance criterion for predictors was set at α = .075 so that any predictors 
approaching significance were included and could be investigated in future studies. 
4.4 Results 
4.4.1 RTV group differences in Go/NoGo task outcomes. 
4.4.1.1 Behavioural measures.  Go/NoGo behavioural data for each group 
                                                 
1 These ERP components were selected as previous studies identified relationships between RTV and 
their amplitudes. 
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are presented in Table 4.1.  Levene’s test indicated unequal group variances for RTV 
(F = 13.14, p = .001) and so Welch’s t test was used here: RTV was significantly 
greater in the High RTV group, t(25) = -13.21, p < .001.  Although data suggest 
slightly longer mean RTs for the High RTV group, this difference was found to 
approach significance, t(34) = -2.00, p = .053.  One-tailed Mann-Whitney U tests 
indicated that the High RTV group also had significantly lower accuracy rates for 
both Go, U = 60.5, p < .001, and NoGo, U = 76.5, p = .003. 
Table 4.1 
 
 
4.4.1.2 Go/NoGo ERPs.  The grand mean Go and NoGo ERPs (at Fz, Cz and 
Pz) are displayed in the top panels of Figures 4.1 and 4.2, respectively.  Note that 
there appears to be some activity in the baseline period, particularly at Pz, which 
likely corresponds with the resolution of the late positive complex (Barry et al., 
2018).  The dashed lines represent the ERP waveforms derived from the extracted 
PCA factors.  The ERPs of each RTV group are also compared against the grand 
mean data (N = 44).  Obvious group differences can be seen from ~ 250 ms in the 
Go/NoGo ERPs. 
4.4.1.3 Go PCA outcomes.  The first eight components in the Go PCA 
accounted for 88.7 % of the variance. 
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These were labelled, in latency order, as the N1-1, Processing Negativity 
(PN), P2, TF06 (tentatively labelled as an N2), N2c2, P3b, the first Slow Wave (SW) 
component, and a second SW (SW2).  TF03 (SW2) was excluded as it likely 
represents the non-zero activity at the end of epochs (Verleger & Mӧcks, 1987).  
Figure 4.1 depicts the grand mean Go ERPs in the top panel, with a good fit seen 
between the actual data and PCA reconstituted ERPs.  The topographic headmaps 
and summary for each factor are presented in temporal order in the middle panel 
with the bottom panel representing each factor’s scaled loading. 
4.4.1.4 NoGo PCA outcomes.  As shown in Figure 4.2 (middle panel), the 
first seven factors extracted for NoGo explained 82.1 % of the variance and were 
labelled as the N1-1, PN, P2/N2b, P3a, NoGo P3, N470, and SW.  A good fit can be 
seen between the PCA-derived data and raw ERPs in the top panel of Figure 4.2.  
TF06 (N470) was excluded from analysis as it could not be recognised as a known 
ERP component for this paradigm and carried little variance. 
4.4.1.5 ERP component topographies.  The MANOVA outcomes 
confirming Go/NoGo ERP component topographies, across the whole sample, are 
presented in Supplementary Materials sections 4.7.3.3 and 4.7.3.4.  These 
topographies replicated previous PCA-derived ERP component data from this 
paradigm (Barry & De Blasio, 2013; Barry et al., 2014; Barry et al., 2016a; Barry et 
al., 2016b; Fogarty et al., in press; Karamacoska et al., 2018).
                                                 
2The N2c-P3b pairing has been postulated to mark response activation and execution processes (see 
the work of Barry and colleagues, 2015-2017).  To determine which factor represented the N2c here, 
topographic amplitudes of the two N2 factors were correlated with the P3b amplitudes across all 30 
sites.  TF06 (N2) amplitudes did not significantly correlate with P3b amplitudes (r[28] = .014, p > 
.05, one-way) while TF08 significantly correlated with the P3b (r[28] = .33, p = .037, one-way).  
Based on these data, TF08 was labelled as the N2c and analysed further.  Note: This factor’s latency 
and topography are also consistent with Karamacoska et al. (2017).  The unidentified TF06 was 
excluded from further investigation. 
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Based on these outcomes, regions of interest (ROI) were identified as follows: 
Go P2 was assessed at the CM site, Go P3b was maximal across the CM, POM and 
POL areas, and SW positivity was centrally dominant (CL, CM, and CR); NoGo P2 
amplitudes were maximal centrally in the hemispheres (CL and CR), P3a was assessed 
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at the dominant FM and CM regions, the second NoGo P3 was maximal centrally, and 
the predominant negativity in the SW component was assessed at the FM region.  
4.4.2 Confirming EEG patterns of activity.  Figure 4.3 displays the grand 
mean amplitude spectra at the midline sites, and the topographic headmaps of each EEG 
band for the overall resting state (EC and EO mean), EC, EO, and prestimulus states 
(shown as the mean of pre-Go and pre-NoGo data), and the task-related change 
calculated from EO to the prestimulus period.  RTV group differences in EEG spectral 
amplitude can be seen at ~ 10 Hz across resting and prestimulus states.  The 
confirmatory topographic MANOVAs conducted for each EEG measure, across the 
whole sample, are presented in Supplementary Materials 4.7.3.5-4.7.3.9.  The 
topographic distributions were generally consistent with prior studies of resting state 
activity (Barry et al., 2007; Intriligator & Polich, 1995; Karamacoska et al., 2018; 
Tenke et al., 2015), with delta and theta dominant over FM and CM regions, alpha-1 
and alpha-2 were maximal across CM and POM regions, beta-1 was largest in the PO 
hemispheres, and beta-2 was dominant in the FM area; all 6 bands were found to 
decrease in amplitude, especially across the PO region, from the EC to EO state.  
Prestimulus EEG patterns indicated delta and theta were FM and CM dominant, alpha-
1/2 were largest across the CM and PO (POL, POM, POR) regions, beta-1 was maximal 
over FM and CM areas, and beta-2 dominated the frontal areas (FL, FM, FR); these 
findings are comparable to previous studies (De Blasio et al., 2013; Tenke et al., 2015; 
Min & Herrmann, 2007; Min & Park, 2010).  These regions also demonstrated the 
largest task-related changes, as amplitudes increased from EO to the prestimulus state, 
replicating Karamacoska et al. (2018).  These ROIs were utilised in the subsequent 
regressions. 
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Figure 4.3.  Grand mean (N = 44) frequency spectral amplitudes at Fz, Cz and Pz, for 
the EC, EO and pre-Go/NoGo states are displayed in the top panels with Low/High 
RTV group comparisons of EEG spectra.  The topographic headmaps for the overall 
resting state (mean of EC and EO), EC, EO, prestimulus (mean of pre-Go/NoGo) and 
task-related change measures are shown below. 
 
4.4.3 Determinants of Go/NoGo performance: regression outcomes.  
Stepwise multiple regressions modelled RTV grouping and the 6 EEG bands, at their 
ROIs (as identified in section 4.4.2), from each state as predictors of Go/NoGo 
behavioural outcomes (Go mean RT and accuracy; NoGo accuracy) and the ERP 
components (Go P2, P3b and SW, and NoGo P2, P3a, P3, and SW).  The regressions 
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were run using the EEG measures relative to the Go/NoGo variables being tested (e.g., 
task-related EEG changes and the prestimulus amplitudes calculated for Go were used 
when modelling Go behavioural data). 
For Go responses, RTV grouping negatively predicted Go accuracy rates (β = -
.47, t = -3.09, p = .004) explaining 21.9 % of the variance, and P3b amplitudes (β = -
.32, t = -1.94, p = .030) accounting for 9.9 % of the variance.  Go mean RT was 
positively predicted by prestimulus frontocentral-midline delta amplitudes (β = .35, t = 
2.18, p = .018), explaining 12.3 % of the variance.  Go SW positivity was found to be 
positively predicted by RTV grouping (β = .38, t = 2.62, p = .013) and task-related 
change in frontocentral-midline delta (β = .36, t = 2.51, p = .017), F(2, 33) = 8.40, p = 
.001 (VIF = 1.05), accounting for 33.7 % of the variance.  There were no significant 
models obtained for Go and NoGo P2 amplitudes. 
NoGo accuracy rates were found to be negatively predicted by RTV grouping (β 
= -.37, t = -2.54, p = .016) and prestimulus frontocentral-midline delta (β = -.39, t = -
2.71, p = .011), together explaining 36.8 % of the variance, F(2, 33) = 9.61, p = .001 
(VIF = 1.09).  P3a amplitudes were inversely predicted by RTV grouping (β = -.48, t = -
3.14, p = .003), explaining 22.5 % of the variance.  There was no significant model 
obtained for the second NoGo P3.  NoGo SW negativity was predicted by prestimulus 
frontocentral-midline delta (β = .32, t = 1.95, p = .030), accounting for 10.1 % of the 
variance.  Being a negative component, the amplitudes of these measures were inversely 
related i.e., greater delta amplitude was associated with less negativity. 
4.5 Discussion 
This study examined the electrophysiological activity underpinning the 
Go/NoGo responses of participants with low vs. high RTV.  As reported in 
Supplementary Materials (see section 4.7), analyses of all 44 participants’ data 
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replicated the behavioural and electrophysiological patterns of activity from prior 
studies.  Importantly, the predicted relationship between RTV and response accuracy 
rates was confirmed, indicating that individuals with higher RTV were susceptible to 
committing more errors.  RTV also correlated with mean RT but this measure did not 
differ significantly between the two groups.  When RTV and EEG measures were 
modelled as predictors of Go/NoGo responses, RTV was found to negatively predict Go 
accuracy rates, and Go P3b and NoGo P3a amplitudes.  RTV and task-related changes 
in delta were identified as positive predictors of Go SW amplitude, while RTV and 
prestimulus delta amplitudes negatively predicted NoGo accuracy rates.  Prestimulus 
delta was also found to solely predict Go mean RT and NoGo SW negativity; effects 
that were independent of RTV. 
4.5.1 RTV predicts Go/NoGo performance.  The negative relationships 
reported between RTV grouping and Go/NoGo accuracy rates, Go P3b, and NoGo P3a 
amplitudes, supports our hypotheses that these measures are attenuated for individuals 
with high RTV.  Notably, a positive relationship was obtained for RTV grouping and 
Go SW amplitudes, consistent with Karamacoska et al. (2018).  These findings 
highlight the involvement of these ERP components in decision-making and response 
control, and supports the utility of RTV as a marker of executive function.  The Go ERP 
findings replicated prior studies, the only exception being the absent effect on P2.  This 
is likely due to differences in task parameters as we used a fixed SOA in the task here, 
instead of the variable SOA in Karamacoska et al. (2017), which can affect attentional 
demands and P2 and P3 magnitudes (Borchard et al., 2015).  The NoGo P3a effects are 
novel, as the NoGo ERPs have not been explored with response variability.  Here, we 
have confirmed the hypothesis that individuals with higher RTV have inefficient 
cognitive control efforts, as reflected by their smaller P3a amplitudes and greater 
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commission error rates.  Together, these findings confirm the patterns of evoked neural 
activity linked to response consistency and accuracy. 
4.5.2 RTV and EEG determinants of Go/NoGo responses.  As the EEG was 
hypothesised to underlie Go/NoGo responses, this study explored resting state EEG, 
prestimulus activity, and the change from the EO resting state, alongside RTV as 
determinants of ERP amplitudes and behavioural outputs.  As expected, resting state 
EEG did not contribute to task-based response measures.  Both RTV grouping and task-
related changes in delta positively predicted Go SW positivity, indicating the concurrent 
effect of having higher RTV and delta increases from EO to the task.  This trend is 
consistent with Karamacoska et al. (2018), reinforcing delta’s mechanistic role in 
attention and task-related engagement.  The increase in prestimulus delta amplitude 
appeared to have an ongoing effect as lower NoGo accuracy rates were predicted by 
having greater RTV and prestimulus delta amplitude.  Interestingly, Go mean RT and 
NoGo SW negativity were both predicted by prestimulus delta, whereby greater 
prestimulus amplitudes led to longer mean RTs and less NoGo SW negativity.  These 
effects were independent of RTV, suggesting a broader impact of prestimulus delta 
activity.  Notably, across these regression models, delta was the only EEG measure 
found to predict Go/NoGo responses.  Together, these findings provide evidence for 
delta’s role in attentional lapses that contribute to less efficient and correct responding 
(Başar, Başar-Eroglu, et al., 2001; De Blasio & Barry, 2013b; Guntekin & Başar, 2016; 
Harmony, 2013; Knyazev, 2012).  Contrary to expectations, no corresponding EEG 
effects were found in the Go P3b and NoGo P3a amplitudes.  This may be because the 
P3s in the present task reflect response control processes more so than attention-related 
activity.  Thus, delta could be impacting earlier ERP components linked to attention that 
were not analysed here, e.g., N1-1. 
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EEG effects in theta, alpha, and beta were also not found.  The lack of theta-
related findings suggests that participants were not implementing preparatory response 
strategies, perhaps due to the unwarned and random nature of the stimuli.  This could be 
further explored in paradigms utilising cues to examine the preparatory activity between 
the cue and imperative stimuli.  For alpha and beta, it is possible that these bands do not 
directly relate to response processes, but affect the preceding ERP components involved 
in stimulus registration and discrimination.  Further research examining the N1-1, PN, 
and P2 can elucidate alpha and beta involvement in top-down preparations for stimulus-
response processes (De Blasio & Barry, 2013a; De Blasio et al., 2013; Foxe & Snyder, 
2011; Klimesch et al., 2007; Mathewson et al., 2011). 
Overall, the present findings highlight the evoked neural activity involved in 
decision-making and cognitive control processes that were determined by RTV and 
delta activity.  As this is the first study to comprehensively assess the ERP and EEG 
amplitudes of participants grouped according to their RTV outcomes, replication is 
required.  Although this study utilised ERP and EEG derivation techniques established 
within the literature, there are limitations to these methods.  ERP component latency 
jitter is a problem faced when averaging epochs for PCA decomposition, especially for 
the Go P3b and SW components that covary with RT (Verleger et al., 2016).  We 
attempted to minimise this variability by accepting epochs within a certain RT range, 
but we note that the jitter dampens the present amplitude findings.  These outcomes 
could be enhanced by performing single-trial analyses of ERPs (see Pernet et al., 2011) 
with PCA decomposition, such as in Saville et al. (2011).  The analysis of EEG data 
using predefined frequency bands was also limiting.  Much like the temporal PCA 
approach to decomposing ERPs, better estimations of EEG activity using frequency-
PCA have been proposed by Tenke and Kayser (2005; see also Tenke et al., 2011).  
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This technique was also recently applied to assess the EEG during resting and task-
based states (Barry & De Blasio, in press).  These studies have identified multiple delta, 
alpha and beta frequency components that are overlooked when using predefined band 
limits.  Thus, the present study could be enhanced by performing separate temporal- and 
frequency-PCAs on the groups to better capture their ERP and EEG activity, 
respectively.  While the dichotomisation of groups allowed us to identify the potential 
EEG measures contributing to RTV differences, this results in the loss of data from 
discarded individuals.  Future research can extend on the present findings by analysing 
the electrophysiological data of RT distributions at the within-subjects level.  This could 
confirm the pattern of relationships identified in the present study.  Importantly, these 
electrophysiological assessments continue to enhance our understanding of brain 
functioning and the neural activity underpinning behavioural processes. 
  
171 
 
4.6 References 
Arruda, J. E., Amoss, R. T., Coburn, K. L., & McGee, H. (2007). A quantitative 
electroencephalographic correlate of sustained attention processing. Applied 
Psychophysioly and Biofeedback, 32, 11-17. doi: 
https://dx.doi.org/10.1007/s10484-007-9030-1 
Arruda, J. E., Walker, K. A., Weiler, M. D., & Valentino, D. A. (1999). Validation of a 
right hemisphere vigilance system as measured by principal component and 
factor analyzed quantitative electroencephalogram. International Journal of 
Psychophysiology, 32, 119-128. doi: https://dx.doi.org/10.1016/S0167-
8760(99)00006-9 
Barry, R. J., Clarke, A. R., Johnstone, S. J., Magee, C. A., & Rushby, J. A. (2007). EEG 
differences between eyes-closed and eyes-open resting conditions. Clinical 
Neurophysiology, 118, 2765-2773. doi: 
https://dx.doi.org/10.1016/j.clinph.2007.07.028 
Barry, R. J., & De Blasio, F. M. (2013). Sequential processing in the equiprobable 
auditory Go/NoGo task: a temporal PCA study. International Journal of 
Psychophysiology, 89, 123-127. doi: 
https://dx.doi.org/10.1016/j.ijpsycho.2013.06.012 
Barry, R. J., & De Blasio, F. M. (2018). EEG frequency PCA in EEG-ERP dynamics. 
Psychophysiology, 55, e13042. doi: https://dx.doi.org/10.1111/psyp.13042 
Barry, R. J., De Blasio, F. M., & Borchard, J. P. (2014). Sequential processing in the 
equiprobable auditory Go/NoGo task: Children vs. adults. Clinical 
Neurophysiology, 125, 1995-2006. doi: 
https://dx.doi.org/10.1016/j.clinph.2014.02.018 
172 
 
Barry, R. J., De Blasio, F. M., & Cave, A. E. (2016). Sequential processing in young 
and older adults in the equiprobable auditory Go/NoGo task. Clinical 
Neurophysiology, 127, 2273-2285. doi: 
https://dx.doi.org/10.1016/j.clinph.2016.02.010 
Barry, R. J., De Blasio, F. M., Fogarty, J. S., & Karamacoska, D. (2016). ERP 
Go/NoGo condition effects are better detected with separate PCAs. International 
Journal of Psychophysiology, 106, 50-64. doi: 
https://dx.doi.org/10.1016/j.ijpsycho.2016.06.003  
Başar, E., Başar-Eroglu, C., Karakaş, S., & Shürmann, M. (2001). Gamma, alpha, delta, 
and theta oscillations govern cognitive processes. International Journal of 
Psychophysiology, 39, 241-248. doi: https://dx.doi.org/10.1016/S0167-
8760(00)00145-8 
Başar, E., Schürmann, M., & Sekowitz, O. (2001). The selectively distributed theta 
system: Functions. International Journal of Psychophysiology, 39, 197-212.  
Benjamini, Y., & Yekutieli, D. (2001). The control of the false discovery rate in 
multiple testing under dependency. The Annals of Statistics, 29(4), 1165-1188.  
Brandt, M. E., Jansen, B. H., & Carbonari, J. P. (1991). Pre-stimulus spectral EEG 
patterns and the visual evoked response. Electroencephalography and Clinical 
Neurophysiology, 80(1), 16-20. doi: https://doi.org/10.1016/0168-
5597(91)90037-X 
Corbett, B. A., & Constantine, L. J. (2006). Autism and attention deficit hyperactivity 
disorder: assessing attention and response control with the integrated visual and 
auditory continuous performance test. Child Neuropsychol, 12(4-5), 335-348. 
doi: https://dx.doi.org/10.1080/09297040500350938 
173 
 
Croft, R. J., & Barry, R. J. (2000). Removal of ocular artefact from the EEG: A review. 
Clinical Neurophysiology, 30, 5-19. doi: https://dx.doi.org/10.1016/S0987-
7053(00)00055-1 
Dankinas, D., Parciauskaite, V., & Dapsys, K. (2015). Intra-individual reaction time 
variability and response preparation: An EEG study. Acta Neurobiologiae 
Experimentalis, 75, 462-468.  
De Blasio, F. M., & Barry, R. J. (2013a). Prestimulus alpha and beta determinants of 
ERP responses in the Go/NoGo task. International Journal of Psychophysiology, 
89(1), 9-17. doi: https://dx.doi.org/10.1016/j.ijpsycho.2013.04.018 
De Blasio, F. M., & Barry, R. J. (2013b). Prestimulus delta and theta determinants of 
ERP responses in the Go/NoGo task. International Journal of Psychophysiology, 
87(3), 279-288. doi: https://dx.doi.org/10.1016/j.ijpsycho.2012.09.016 
De Blasio, F. M., Barry, R. J., & Steiner, G. Z. (2013). Prestimulus EEG amplitude 
determinants of ERP responses in a habituation paradigm. International Journal 
of Psychophysiology, 89(3), 444-450. doi: 
https://dx.doi.org/10.1016/j.ijpsycho.2013.05.015 
Dien, J. (2010). The ERP PCA toolkit: An open source program for advanced statistical 
analysis of the event-related potential data. Journal of Neuroscience Methods, 
187, 138-145. doi: https://dx.doi.org/10.1016/j.jneumeth.2009.12.009 
Fogarty, J. S., Barry, R. J., De Blasio, F. M., & Steiner, G. Z. (2018). ERP components 
and behavior in the auditory equiprobable go/no‐go task: Inhibition in young 
adults. Psychophysiology, 55, e13065. doi: 
https://dx.doi.org/10.1111/psyp.13065 
174 
 
Foxe, J. J., & Snyder, A. C. (2011). The role of alpha-band brain oscillations as a 
sensory suppression mechanism during selective attention. Frontiers in 
Psychology, 2, 154-167. doi: https://dx.doi.org/10.3389/fpsyg.2011.00154 
Gulbinaite, R., van Rijn, H., & Cohen, M. X. (2014). Fronto-parietal network 
oscillations reveal relationship between working memory capacity and cognitive 
control. Frontiers in Human Neuroscience, 8, 761-774. doi: 
https://dx.doi.org/10.3389/fnhum.2014.00761 
Guntekin, B., & Başar, E. (2016). Review of evoked and event-related delta responses 
in the human brain. International Journal of Psychophysiology, 103, 43-52. doi: 
https://dx.doi.org/10.1016/j.ijpsycho.2015.02.001 
Harmony, T. (2013). The functional significance of delta oscillations in cognitive 
processing. Frontiers in integrative neuroscience, 7, 83. doi: 
https://dx.doi.org/10.3389/fnint.2013.00083 
Harmony, T., Alba, A., Marroquin, J. L., & Gonzalez-Frankenberger, B. (2009). Time-
frequency-topographic analysis of induced power and synchrony of EEG signals 
during a Go/No-Go task. International Journal of Psychophysiology, 71, 9-16. 
doi: https://dx.doi.org/10.1016/j.ijpsycho.2008.07.020 
Hester, R., Foxe, J. J., Molholm, S., Shpaner, M., & Garavan, H. (2005). Neural 
mechanisms involved in error processing: a comparison of errors made with and 
without awareness. Neuroimage, 27(3), 602-608. doi: 
https://dx.doi.org/10.1016/j.neuroimage.2005.04.035 
Hultsch, D. F., MacDonald, S. W., & Dixon, R. A. (2002). Variability in reaction time 
performance of younger and older adults. The Journals of Gerontology. Series 
B, Psychological Sciences and Social Sciences, 57, 101-115.  
175 
 
Huster, R. J., Enriquez-Geppert, S., Lavallee, C. F., Falkenstein, M., & Herrmann, C. S. 
(2013). Electroencephalography of response inhibition tasks: functional 
networks and cognitive contributions. International Journal of 
Psychophysiology, 87, 217-233. doi: 
https://dx.doi.org/10.1016/j.ijpsycho.2012.08.001 
Intriligator, J., & Polich, J. (1995). On the relationship between EEG and ERP 
variability. International Journal of Psychophysiology, 20, 59-74.  
Jasikutas, P., & Hakreem, G. (1988). The effect of prestimulus alpha activity on P300. 
Psychophysiology, 25, 157-165. doi: doi: https://dx.doi.org/10.1111/j.1469-
8986.1988.tb00979.x 
Kaiser, J., Birbaumer, N., & Lutzenberger, W. (2001). Event-related beta 
desynchronization indicates timing of response selection in a delayed-response 
paradigm in humans. Neurosci Letters, 312, 149-152.  
Kaiser, S., Roth, A., Rentrop, M., Friederich, H. C., Bender, S., & Weisbrod, M. (2008). 
Intra-individual reaction time variability in schizophrenia, depression and 
borderline personality disorder. Brain Cogn, 66(1), 73-82. doi: 
https://dx.doi.org/10.1016/j.bandc.2007.05.007 
Karakaş, S., Erzengin, O. U., & Başar, E. (2000). A new strategy involving multiple 
cognitive paradigms demonstrates that ERP components are determined by the 
superposition of oscillatory responses. Clinical Neurophysiology, 111, 1719-
1732.  
Karalunas, S. L., Geurts, H. M., Konrad, K., Bender, S., & Nigg, J. T. (2014). Annual 
research review: Reaction time variability in ADHD and autism spectrum 
disorders: measurement and mechanisms of a proposed trans-diagnostic 
176 
 
phenotype. J Child Psychol Psychiatry, 55(6), 685-710. doi: 
https://dx.doi.org/10.1111/jcpp.12217 
Karamacoska, D., Barry, R. J., & Steiner, G. Z. (2017). Resting state intrinsic EEG 
impacts on go stimulus-response processes. Psychophysiology, 54, 894-903. doi: 
https://dx.doi.org/10.1111/psyp.12851 
Karamacoska, D., Barry, R. J., Steiner, G. Z., Coleman, E. P., & Wilson, E. J. (2018). 
Intrinsic EEG and task-related changes in EEG affect Go/NoGo task 
performance. International Journal of Psychophysiology, 125, 17-28. doi: 
https://doi.org/10.1016/j.ijpsycho.2018.01.015 
Kayser, J., & Tenke, C. E. (2003). Optimizing PCA methodology for ERP component 
identification and measurement: theoretical rationale and empirical evaluation. 
Clinical Neurophysiology, 114(12), 2307-2325. doi: 
https://dx.doi.org/10.1016/s1388-2457(03)00241-4 
Klimesch, W., Sauseng, P., & Hanslmayr, S. (2007). EEG alpha oscillations: the 
inhibition-timing hypothesis. Brain Research Reviews, 53(1), 63-88. doi: 
https://dx.doi.org/10.1016/j.brainresrev.2006.06.003 
Knyazev, G. G. (2012). EEG delta oscillations as a correlate of basic homeostatic and 
motivational processes. Neuroscience and biobehavioural reviews, 36(1), 677-
695. doi: https://dx.doi.org/10.1016/j.neubiorev.2011.10.002 
Kofler, M. J., Rapport, M. D., Sarver, D. E., Raiker, J. S., Orban, S. A., Friedman, L. 
M., & Kolomeyer, E. G. (2013). Reaction time variability in ADHD: a meta-
analytic review of 319 studies. Clinical Psychology Reviews, 33(6), 795-811. 
doi: https://dx.doi.org/10.1016/j.cpr.2013.06.001 
Mathewson, K. E., Gratton, G., Fabiani, M., Beck, D. M., & Ro, T. (2009). To see or 
not to see: prestimulus alpha phase predicts visual awareness. Journal of 
177 
 
Neuroscience, 29(9), 2725-2732. doi: 
https://dx.doi.org/10.1523/JNEUROSCI.3963-08.2009 
Mathewson, K. E., Lleras, A., Beck, D. M., Fabiani, M., Ro, T., & Gratton, G. (2011). 
Pulsed out of awareness: EEG alpha oscillations represent a pulsed-inhibition of 
ongoing cortical processing. Frontiers in Psychology, 2, 99-114. doi: 
https://dx.doi.org/10.3389/fpsyg.2011.00099 
Mazaheri, A., Nieuwenhuis, I. L., van Dijk, H., & Jensen, O. (2009). Prestimulus alpha 
and mu activity predicts failure to inhibit motor responses. Human Brain 
Mapping, 30, 1791-1800. doi: https://dx.doi.org/10.1002/hbm.20763 
O’Brien, R. G., & Kaiser, M. K. (1985). MANOVA method for analysing repeated 
measures designs: An extensive primer. Psychological Bulletin, 97, 316-333. 
doi: https://dx.doi.org/10.1037/0033-2909.97.2.316 
O’Connell, R. G., Bellgrove, M. A., Dockree, P. M., Lau, A., Hester, R., Garavan, H., . . 
. Robertson, I. H. (2009). The neural correlates of deficient error awareness in 
attention-deficit hyperactivity disorder (ADHD). Neuropsychologia, 47, 1149-
1159. doi: https://dx.doi.org/10.1016/j.neuropsychologia.2009.01.011 
Polich, J. (1997). EEG and ERP assessment of normal aging. Electroencephalography 
and Clinical Neurophysiology, 104, 244-256.  
Rahn, E., & Başar, E. (1993a). Enhancement of visual evoked potentials by stimulation 
during low prestimulus EEG stages. The International Journal Of Neuroscience, 
72(1-2), 123-136.  
Rahn, E., & Başar, E. (1993b). Prestimulus EEG activity strongly influences the 
auditory evoked vertex response: A new method for selective averaging. 
International Journal of Neuroscience, 69(1-4), 207-220. doi: 
https://dx.doi.org/10.3109/00207459309003331 
178 
 
Ramchurn, A., de Fockert, J. W., Mason, L., Darling, S., & Bunce, D. (2014). 
Intraindividual reaction time variability affects P300 amplitude rather than 
latency. Front Hum Neurosci, 8, 557. doi: 
https://dx.doi.org/10.3389/fnhum.2014.00557 
Riccio, C. A., Reynolds, C. R., Lowe, P., & Moore, J. J. (2002). The continuous 
performance test: a window on the neural substrates for attention. Archives of 
Clinical Neurophysiology, 17, 235-272.  
Ruchsow, M., Groen, G., Kiefer, M., Hermle, L., Spitzer, M., & Falkenstein, M. (2008). 
Impulsiveness and ERP components in a Go/Nogo task. Journal of Neural 
Transmission, 115(6), 909-915. doi: https://dx.doi.org/10.1007/s00702-008-
0042-7 
Schiff, S., D'Avanzo, C., Cona, G., Goljahani, A., Montagnese, S., Volpato, C., . . . 
Bisiacchi, P. (2014). Insight into the relationship between brain/behavioural 
speed and variability in patients with minimal hepatic encephalopathy. Clinical 
Neurophysiology, 125, 287-297. doi: 
https://dx.doi.org/10.1016/j.clinph.2013.08.004 
Tabachnick, B. G., & Fidell, L. S. (2013). Using Multivariate Statistics (6 ed.). Boston: 
Pearson. 
Unsworth, N., Redick, T. S., Lakey, C. E., & Young, D. L. (2010). Lapses in sustained 
attention and their relation to executive control and fluid abilities: An individual 
differences investigation. Intelligence, 38(1), 111-122. doi: 
https://dx.doi.org/10.1016/j.intell.2009.08.002 
Valentino, D. A., Arruda, J. E., & Gold, S. M. (1993). Comparison of QEEG and 
response accuracy in good vs. poorer performers during a vigilance task. 
179 
 
International Journal of Psychophysiology, 15, 123-133. doi: 
https://dx.doi.org/10.1016/0167-8760(93)90070-6 
van Boxtel, G. J. M., van der Molen, M. W., Jennings, J. R., & Brunia, C. H. M. (2001). 
A psychophysiological analysis of inhibitory motor control in the stop-signal 
paradigm. Biological Psychology, 58(3), 229-262. doi: 
http://dx.doi.org/10.1016/S0301-0511(01)00117-X 
van Dongen-Boomsma, M., Lansbergen, M. M., Bekker, E. M., Kooij, J. J., van der 
Molen, M., Kenemans, J. L., & Buitelaar, J. K. (2010). Relation between resting 
EEG to cognitive performance and clinical symptoms in adults with attention-
deficit/hyperactivity disorder. Neuroscience Letters, 469(1), 102-106. doi: 
https://dx.doi.org/10.1016/j.neulet.2009.11.053 
Verleger, R., & Mӧcks, J. (1987). Varimax may produce slow-wave-like shapes by 
merging monotonic trends with other components. Journal of Psychophysiology, 
1, 265-270. 
180 
 
4.7 Study 3 Supplementary Materials 
4.7.1 Introduction.  Analyses of all 44 participants’ behavioural performance 
patterns and ERP/EEG topographies were conducted to confirm the replication of 
previous studies.  Go/NoGo behavioural data were correlated to confirm the 
performance patterns observed in previous studies.  Here, we expected significant 
correlations between RTV and Go/NoGo accuracy rate, but non-significant associations 
between these measures and mean RT (Bellgrove et al., 2004; Karamacoska et al., 2017; 
Karamacoska et al., 2018). 
Principal Components Analyses (PCAs) were used to derive ERP component 
amplitudes.  These were statistically assessed for their topographic distribution with the 
following expected for each component:  N1-1 would be frontocentrally distributed; PN 
amplitudes would dominate the central hemispheres; a central-midline positivity would 
be apparent for P2; NoGo P3a and Go P3b amplitudes dominate the frontocentral and 
parietal regions, respectively; and SW would be frontally negative and centroparietally 
positive (see also the work of Barry and colleagues, 2013-2016).  EEG amplitudes were 
also subjected to the same topographic analyses with the following predictions for their 
distributions:  Across EC, EO and prestimulus states, delta and theta topographies were 
expected to be dominant in the frontocentral-midline, alpha-1 and alpha-2 activity 
would be largest over the parietal/occipital-midline region, with a frontocentral-midline 
dominance for beta-1 and beta-2 amplitudes (Barry & De Blasio, in press).  The change 
between states is expected to show parietal reductions in the shift from EC to EO, and 
amplitude increases from EO to the prestimulus period (Karamacoska et al., 2018; 
Tenke et al., 2015; Valentino et al., 1993). 
4.7.2 Method: ERP/EEG topographic analyses.  For ERP components, the 
PCA output data were averaged across the blocks and submitted to the 3 × 3 MANOVA 
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design described in section 4.3.4 of the study.  The EEG data were first assessed for the 
EC and EO resting states where the within-subjects factor of resting state (EC, EO) was 
included.  This design allows for the overall resting state topographies to be analysed 
(i.e., the EC and EO mean) with a subsequent comparison between EC and EO for the 
reactive change between resting states (termed EC to EO reactivity).  Prestimulus EEG 
topography was analysed using the within-subjects factor of stimulus (Pre-Go, Pre-
NoGo).  Task-related change was examined using the difference data calculated 
between EO and pre-Go/NoGo amplitudes (reported as TR-Go/TR-NoGo).  Stimulus 
was included as a within-subjects factor in these designs to test whether the prestimulus 
EEG differed between the stimuli. 
4.7.3 Results. 
4.7.3.1 S1 Go/NoGo task behavioural outcomes.  Go and NoGo accuracy rates 
were positively correlated (r = .44, p = .002), and RTV correlated negatively with Go 
response accuracy (r = -.51, p < .001) and with NoGo accuracy rates (r = -.42, p = 
.004).  RTV also correlated positively with mean RT (r = .32, p = .037), but mean RT 
did not correlate with error rates (both |r| ≤ -.22, p ≥ .151). 
4.7.3.2 S2 Go/NoGo ERP component topographies.  Tables S4.1 and S4.2 refer 
to the outcomes of the topographic MANOVAs conducted for the PCA-derived Go and 
NoGo ERP component amplitudes, respectively.  Only the significant F, p (< .05) and 
ηp2 statistics for the main sagittal and coronal orthogonal contrasts are listed.  Go/NoGo 
ERP component topographies can also be viewed in the middle panels of Figures 4.1 
and 4.2, respectively. 
4.7.3.3 Go PCA-Derived ERP components.  The Go N1-1 component was 
larger frontally and dominant in the midline, particularly in the frontocentral-midline 
region.  Go PN amplitudes were more negative frontocentrally, particularly in the 
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central-left.  The Go P2 was found to be more positive in the midline, particularly 
centrally, but overlapped with a frontal negativity that was greater in the right 
hemisphere; this contributed to a larger frontal/parietal/occipital mean (cf. central) and 
interacted to show a frontal enhancement in the hemispheres, especially on the right.  
Topographically, the Go N2c was more negative frontally, particularly in the midline, 
and centrally in the hemispheres.  Go P3b positivity dominated the parietal/occipital, 
central and midline regions.  Centrally, the positivity was greater in the midline and on 
the right, but the parietal/occipital enhancement was larger on the left.  The bipolar Go 
SW component was centrally positive with a left hemispheric bias and enhanced 
positivity in the central-midline and left regions.  More positivity was also apparent in 
the left hemisphere of the parietal/occipital region.  Note that the negativity of this 
component is also reflected in the frontal-midline interaction effect (italicised in Table 
S4.1), however, this was relatively small compared to the positive amplitudes in the 
central region. 
Table S4.1 
PCA-Derived Go ERP Component Amplitude Topographies  
 Effect F        p   ηp2 
N1-1 
F > PO 74.28 <.001 .63 
M > L/R 119.72 <.001 .74 
F > PO × M > L/R 66.95 <.001 .61 
C > F/PO × M > L/R 66.80 <.001 .61 
PN 
F > PO 11.31 .002 .21 
C > F/PO 17.49 <.001 .29 
C > F/PO × L > R 5.56 .023 .11 
P2 
F > PO 4.64 .037 .10 
C < F/PO 5.48 .024 .11 
L < R 9.62 .003 .18 
M > L/R 15.08 <.001 .26 
F > PO × L < R 12.64 .001 .23 
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F > PO × M < L/R 7.04 .011 .14 
C > F/PO × M > L/R 17.05 <.001 .28 
N2c 
F > PO 5.62 .022 .12 
F > PO × M > L/R 4.52 .039 .10 
C > F/PO × M < L/R 7.80 .008 .15 
P3b 
F < PO  51.65 <.001 .55 
C > F/PO 75.14 <.001 .64 
M > L/R 16.96 <.001 .28 
F < PO × L > R 37.41 <.001 .47 
C > F/PO × L < R 4.75 .035 .10 
C > F/PO × M > L/R 39.16 <.001 .48 
Slow Wave 
C > F/PO 93.05 <.001 .68 
L > R 15.68 <.001 .27 
F < PO × L > R 26.50 <.001 .38 
F > PO × M > L/R 9.57 .003 .18 
C > F/PO × L > R 11.46 .002 .21 
C > F/PO × M > L/R 11.28 .002 .21 
Note: The bipolar topographic nature of the P2 and SW components 
are listed with italics representing the effects for the negative 
polarity (not analysed). 
 
4.7.3.4 NoGo PCA-Derived ERP components.  NoGo N1-1 negativity was 
larger over the frontal and midline regions, interacting for an enhancement in the 
frontocentral-midline.  The NoGo PN was more negative frontocentrally, in the right 
hemisphere cf. the left, with a frontal enhancement in the midline also apparent.  
Centrally, there was greater negativity on the right; this was reduced in the midline.  
The next extracted factor appears to be the conglomerate of the P2 and N2b components 
that occur at a similar latency.  This amalgamated component was found to be more 
positive frontocentrally and in the hemispheres, interacting to show a frontal 
enhancement in the left and right regions.  P3a positivity was larger centrally and across 
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the midline, producing an enhancement in the central-midline.  The positivity in the 
midline was also greater frontally, and centrally on the left.  The second NoGo P3 had 
greater positivity centrally, particularly in the hemispheres, with larger frontal 
amplitudes in the right and midline regions.  The bipolar SW was defined by greater 
frontal and parietal/occipital negativity cf. the central region, with more negativity in the 
midline, particularly frontally. 
Table S4.2 
PCA-Derived NoGo ERP Component Amplitude Topographies 
 Effect F      p ηp2 
N1-1 
F > PO 95.13 < .001 .69 
M > L/R 125.07 <.001 .74 
F > PO × M > L/R 33.36 <.001 .44 
C > F/PO × M > L/R 62.54 <.001 .59 
PN 
F > PO 11.34 .002 .21 
C > F/PO 7.45 .009 .15 
L < R 28.65 <.001 .40 
F > PO × M > L/R 6.96 .012 .14 
C > F/PO × L < R 7.56 .009 .15 
C < F/PO × M < L/R 4.70 .036 .10 
P2/N2b 
F > PO 6.86 .012 .14 
C > F/PO 36.22 <.001 .46 
M < L/R 20.92 <.001 .33 
F > PO × M < L/R 5.15 .028 .11 
P3a 
C > F/PO 33.60 <.001 .44 
M > L/R 52.98 <.001 .55 
F > PO × M > L/R 24.08 <.001 .36 
C > F/PO × L > R 6.10 .018 .12 
C > F/PO × M > L/R 58.30 <.001 .58 
P3 
F > PO 4.75 .035 .10 
C > F/PO 81.44 <.001 .65 
F > PO × L < R 4.85 .033 .10 
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F > PO × M > L/R 30.79 <.001 .42 
C > F/PO × M < L/R 14.50 <.001 .25 
Slow Wave 
C < F/PO 49.45 <.001 .53 
M > L/R 6.97 .011 .14 
F > PO × M > L/R 10.38 .002 .19 
 
These Go/NoGo ERP component topographies replicate previous PCA-derived 
ERP component data across young adult samples (Barry & De Blasio, 2013; Barry et 
al., 2014; Barry et al., 2016a; Barry et al., 2016b; Fogarty et al., in press; Karamacoska 
et al., 2018). 
4.7.3.5 EEG band topographies.  Tables S4.3-S4.6 show the topographic effects 
obtained from the MANOVAs conducted to confirm each band’s scalp distribution for 
the overall resting state, EC to EO reactivity, prestimulus and task-related change 
measures.  The tables present the significant F, p (< .05) and ηp2 statistics for the main 
sagittal and coronal effects, and their interactions for each band.  Topographic 
headmaps displaying this EEG activity can also be viewed in the bottom rows of Figure 
4.3. 
4.7.3.6 Overall resting state EEG.  Delta and theta were dominant across the 
frontocentral regions and were maximal in the midline, interacting for a frontocentral-
midline enhancement.  A right hemispheric bias was apparent, however, this was 
smaller frontally and centrally.  Alpha-1, alpha-2 and beta-1 were also dominant over 
the midline region, particularly centrally, and parietal/occipitally with enhancements in 
the hemispheres, largely on the right.  Laterally, a right hemispheric bias was evident in 
alpha-1 to beta-1 band amplitudes; this was smaller centrally for alpha-2 and beta-1.  
Beta-2 showed a midline dominance that was larger frontocentrally; a slight right bias in 
the parietal/occipital region was also apparent, contributing to a larger F/PO mean on 
the right cf. the central-right. 
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Table S4.3 
Overall resting state (EC/EO mean) EEG Topographies  
Band Effect 
 
F p ηp2 
Delta 
F > PO 29.96 <.001 .41 
C > F/PO 20.17 <.001 .32 
L < R 9.79 .003 .19 
M > L/R 799.32 <.001 .95 
F > PO × L > R 10.59 .002 .20 
F > PO × M > L/R 430.21 <.001 .91 
C > F/PO × L > R 12.68 .001 .23 
C > F/PO × M > L/R 114.07 <.001 .73 
Theta 
F > PO 16.80 <.001 .28 
C > F/PO 39.82 <.001 .48 
L < R 12.94 .001 .23 
M > L/R 516.73 <.001 .92 
F > PO × L > R 31.60 <.001 .42 
F > PO × M > L/R 643.90 <.001 .94 
C > F/PO × L > R 12.81 .001 .23 
C > F/PO × M > L/R 165.79 <.001 .79 
Alpha-1 
F < PO 35.25 <.001 .45 
L < R 21.15 <.001 .33 
M > L/R 157.52 <.001 .79 
F < PO × L < R 39.08 <.001 .48 
F < PO × M < L/R 165.91 <.001 .79 
C > F/PO × M > L/R 84.99 <.001 .66 
Alpha-2 
F < PO 50.25 <.001 .54 
L < R 30.16 <.001 .41 
M > L/R 152.93 <.001 .78 
F < PO × L < R 62.01 <.001 .59 
F < PO × M < L/R 68.50 <.001 .61 
C < F/PO × L < R 11.52 .001 .21 
C > F/PO × M > L/R 44.88 <.001 .51 
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Beta-1 
F < PO 8.77 .005 .17 
C > F/PO 10.18 .003 .19 
L < R 18.08 <.001 .30 
M > L/R 138.56 <.001 .76 
F < PO × L < R 51.77 <.001 .55 
F < PO × M < L/R 208.29 <.001 .83 
C < F/PO × L < R 7.30 .010 .15 
C > F/PO × M > L/R 37.39 <.001 .47 
Beta-2 
M > L/R 40.28 <.001 .48 
F < PO × L < R 8.82 .005 .17 
F > PO × M > L/R 56.25 <.001 .57 
C < F/PO × L < R 4.82 .034 .10 
C > F/PO × M > L/R 10.91 .002 .20 
 
4.7.3.7 EC to EO EEG reactivity.  Table S4.4 presents the topographic effects 
for the resting EC to EO differences in EEG where a broadband reduction in amplitude 
was found (main effect of state, EC > EO: all F > 4.70, p ≤ .036, ηp2 ≥ .10).  Delta 
reductions were greater parietal/occipitally and in the right hemisphere but less so 
centrally cf. frontal and parietal/occipital regional mean.  Theta decreased in the 
parietal/occipital and midline regions, and most notably in the central-midline.  A 
greater decrease was apparent in the right hemisphere, particularly in the 
parietal/occipital region, contributing to a larger parietal/occipital hemispheric mean 
reduction.  Centrally, the decrease was smaller on the right.  Alpha-1 reactivity showed 
a parietal/occipital decrease that was greater in the hemispheres.  The decrease in alpha-
1 reactivity was also smaller in the central region cf. the mean of 
frontal/parietal/occipital regions.  Laterally, the reduction in alpha-1 amplitude was 
larger in the midline, most notably in the central region.  Alpha-2 reactivity was 
predominantly localised to the parietal/occipital region, particularly in the hemispheres 
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and especially on the right; the reduction was smallest centrally in the midline.  Beta-1 
reactivity showed reductions largest in the parietal/occipital region, especially in the 
hemispheres with a right bias.  The decrease in beta-1 was smaller centrally cf. the 
frontal/parietal/occipital mean, except in the midline where the reduction was greatest.  
Beta-2 reactivity similarly showed a large parietal/occipital decrease that was greater in 
the hemispheres.  A midline reduction was also apparent. 
Table S4.4 
EC to EO Reactivity Changes in EEG Topography  
Band Effect 
 
F p ηp2 
Delta 
EC > EO × F < PO 10.27 .003 .19 
EC > EO × C < F/PO 9.97 .003 .19 
EC > EO × L < R 7.67 .008 .15 
Theta 
EC > EO × F < PO 44.40 <.001 .51 
EC > EO × L < R 8.21 .006 .16 
EC > EO × M > L/R 42.32 <.001 .50 
EC > EO × F < PO × L < R 15.88 <.001 .27 
EC > EO × F < PO × M < L/R 10.31 .003 .19 
EC > EO × C < F/PO × L < R 4.54 .039 .10 
EC > EO × C > F/PO × M > L/R 50.21 <.001 .54 
Alpha-1 
EC > EO × F < PO 49.03 <.001 .53 
EC > EO × C < F/PO 17.59 <.001 .29 
EC > EO × M > L/R 34.54 <.001 .45 
EC > EO × F < PO × M < L/R 45.82 <.001 .52 
EC > EO × C > F/PO × M > L/R 52.24 <.001 .55 
Alpha-2 
EC > EO × F < PO 38.00 <.001 .47 
EC > EO × C < F/PO 15.67 <.001 .27 
EC > EO × F < PO × L < R 4.27 .045 .09 
EC > EO × F < PO × M < L/R 27.81 <.001 .39 
EC > EO × C < F/PO × M < L/R 61.38 <.001 .59 
Beta-1 EC > EO × F < PO 77.10 <.001 .64 
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EC > EO × C < F/PO 11.00 .002 .20 
EC > EO × L < R 4.26 .045 .09 
EC > EO × M > L/R 55.71 <.001 .56 
EC > EO × F < PO × L < R 4.92 .032 .10 
EC > EO × F < PO × M < L/R 55.09 <.001 .56 
EC > EO × C > F/PO × M > L/R 33.84 <.001 .44 
Beta-2 
EC > EO × F < PO 63.07 <.001 .59 
EC > EO × M > L/R 31.10 <.001 .42 
EC > EO × F < PO × M < L/R 62.52 <.001 .59 
 
These overall resting state EEG and EC to EO reactivity topographies are 
comparable to prior research (Barry et al., 2007; Intriligator & Polich, 1995; 
Karamacoska et al., 2018; Tenke et al., 2015). 
4.7.3.8 Prestimulus EEG.  The topographic MANOVA effects obtained for pre-
stimulus EEG amplitudes are presented in Table S4.5.  Delta and theta shared a similar 
topography with amplitudes being largest at the midline, frontal and central regions; 
interacting to show frontocentral-midline enhancements.  Both delta and theta 
amplitudes were greater in the right hemisphere, however, the frontal enhancement was 
greater on the left.  Alpha-1 and alpha-2 amplitudes were greater parietal/occipitally, on 
the right, and were largest in the midline, especially centrally.  A parietal/occipital 
enhancement in the hemispheres was also apparent, especially on the right.  Beta-1 
showed greater amplitudes centrally and in the midline, interacting for an enhancement 
in this region as well as in the frontal-midline.  A right bias was also apparent, 
particularly in the parietal/occipital region.  Beta-2 amplitudes showed a frontal 
dominance that contributed to a larger F/PO mean cf. the central region, and interacted 
to show an enhancement in the hemispheres.  Across all bands, there were no significant 
stimulus (pre-Go vs. pre-NoGo) main effects (all F ≤ 2.56, p ≥ .117) or interactions 
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involving stimulus and topography (all F ≤ 3.26, p ≥ .078).  These topographic 
distributions of the prestimulus EEG are largely consistent with previous studies (De 
Blasio et al., 2013; Tenke et al., 2015; Min & Herrmann, 2007; Min & Park, 2010). 
Table S4.5 
Prestimulus EEG Topography  
Band Effect 
 
F p ηp2 
Delta 
F > PO 42.11 <.001 .49 
C > F/PO 25.98 <.001 .38 
L < R 22.91 <.001 .35 
M > L/R 596.78 <.001 .93 
F > PO × L > R 25.06 <.001 .37 
F > PO × M > L/R 236.38 <.001 .85 
C > F/PO × M > L/R 116.72 <.001 .73 
Theta 
F > PO 36.18 <.001 .46 
C > F/PO 42.43 <.001 .50 
L < R 9.57 .003 .18 
M > L/R 541.61 <.001 .93 
F > PO × L > R 27.00 <.001 .39 
F > PO × M > L/R 310.09 <.001 .88 
C > F/PO × M > L/R 113.89 <.001 .73 
Alpha-1 
F < PO 31.19 <.001 .42 
L < R 25.59 <.001 .37 
M > L/R 190.65 <.001 .82 
F < PO × L < R 34.92 <.001 .45 
F < PO × M < L/R 54.41 <.001 .56 
C > F/PO × M > L/R 82.52 <.001 .66 
Alpha-2 
F < PO 40.51 <.001 .49 
L < R 23.09 <.001 .35 
M > L/R 158.14 <.001 .79 
F < PO × L < R 54.97 <.001 .56 
F < PO × M < L/R 16.67 <.001 .28 
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C > F/PO × M > L/R 52.98 <.001 .55 
Beta-1 
C > F/PO 12.02 .001 .22 
L < R 6.49 .015 .13 
M > L/R 65.93 <.001 .61 
F < PO × L < R 22.98 <.001 .35 
F > PO × M > L/R 67.82 <.001 .61 
C > F/PO × M > L/R 29.68 <.001 .41 
Beta-2 
F > PO 21.30 <.001 .33 
C < F/PO 4.46 .041 .09 
C < F/PO × M < L/R 12.45 .001 .22 
 
4.7.3.9 Task-Related changes in EEG.  Table S4.6 shows the topographic 
MANOVA outcomes for task-related change.  An increase in EEG band amplitudes 
from the EO state to the prestimulus period was apparent (see also bottom row of Figure 
4.3).  Task-related delta and theta changes were dominant in the midline, being 
enhanced frontocentrally in this region.  Sagitally, theta showed greater increases 
frontally and centrally.  Laterally, the delta increase was greater in the right hemisphere 
cf. the left region, however, this was smaller frontally in both delta and theta.  Alpha-1 
and alpha-2 change showed increases that were larger parietal/occipitally, particularly in 
the hemispheres and especially on the right.  The parietal/occipital dominance of the 
alpha-2 increase contributed to a larger F/PO mean cf. the central region.  Alpha-1 and 
alpha-2 increases were greatest in the midline, particularly centrally.  A midline increase 
was apparent for beta-1 change, particularly in the frontocentral regions.  A slight 
enhancement in the parietal/occipital right region was also apparent.  Beta-2 amplitudes 
increased largely frontally and in the hemispheres, interacting for a frontal enhancement 
in these regions.  The increase was smaller centrally, especially in the hemispheres.  The 
task-related EEG changes calculated for Go (TR-Go) and NoGo (TR-NG) did not differ 
(all main effects: F < 2.56, p < .117; all interactions involving stimulus and topography: 
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F ≤ 3.26, p ≥ .078).   These topographic distributions of task-related EEG change are 
consistent with our previous study (Karamacoska et al., 2018) but cannot be compared 
with prior work utilising bipolar channels (Arruda et al., 1995; Valentino et al., 1993).  
The amplitude increase, from the resting state to the task, remains consistent with these 
studies. 
Table S4.6 
Task-Related Changes in EEG Topography  
Band Effect 
 
F p ηp2 
Delta 
L < R 6.41 .015 .13 
M > L/R 44.01 <.001 .51 
F > PO × L > R 6.26 .016 .13 
F > PO × M > L/R 6.54 .014 .13 
C > F/PO × M > L/R 4.12 .048 .09 
Theta 
F > PO 7.99 .007 .16 
C > F/PO 8.10 .007 .16 
M > L/R 242.29 <.001 .85 
F > PO × L > R 11.27 .002 .21 
F > PO × M > L/R 39.18 <.001 .48 
C > F/PO × M > L/R 43.48 <.001 .50 
Alpha-1 
F < PO 37.81 <.001 .47 
M > L/R 105.71 <.001 .71 
F < PO × L < R 8.67 .005 .17 
F < PO × M < L/R 14.94 <.001 .26 
C > F/PO × M > L/R 51.87 <.001 .55 
Alpha-2 
F < PO 32.12 <.001 .43 
C < F/PO 4.55 .039 .10 
M > L/R 121.13 <.001 .74 
F < PO × L < R 13.06 .001 .23 
F < PO × M < L/R 5.80 .02 .12 
C > F/PO × M > L/R 50.52 <.001 .54 
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Beta-1 
M > L/R 26.33 <.001 .38 
F < PO × L < R 5.13 .029 .11 
F > PO × M > L/R 12.34 .001 .22 
C > F/PO × M > L/R 14.80 <.001 .26 
Beta-2 
F > PO 18.25 <.001 .30 
C < F/PO 7.40 .009 .15 
M < L/R 5.27 .027 .11 
F > PO × M < L/R 5.33 .026 .11 
C < F/PO × M < L/R 6.37 .015 .13 
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 STUDY 4: USING PRINCIPAL COMPONENTS ANALYSIS TO EXAMINE 
RESTING STATE EEG IN RELATION TO TASK PERFORMANCE 
 
Peer reviewed and published in Psychophysiology: 
Karamacoska, D., Barry, R. J., & Steiner, G. Z. (2019). Using principal components 
analysis to examine resting state EEG in relation to task performance. 
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5.1 Abstract 
Brain dynamics research has highlighted the significance of the ongoing EEG in ERP 
genesis and cognitive functioning.  Few studies, however, have assessed the 
contributions of the intrinsic resting state EEG to these stimulus-response processes and 
behavioural outcomes.  Principal components analysis (PCA) has increasingly been 
used to obtain more objective, data-driven estimates of the EEG and ERPs.  PCA was 
used here to reassess resting state EEG and Go/NoGo task ERP data from a previous 
study (Karamacoska et al., 2017) and the relationships between these measures.  Twenty 
adults had EEG recorded with eyes-closed (EC) and eyes-open (EO), and as they 
completed an auditory Go/NoGo task.  Separate EEG and ERP PCAs were conducted 
on each resting condition and stimulus type.  For each state, seven EEG components 
were identified within the delta-beta frequency range, and six ERP components were 
obtained for Go and NoGo stimuli.  Within the task, mean reaction time (RT) correlated 
positively with Go P2 amplitude and negatively with P3b positivity.  Regressions 
revealed greater EC delta-1 amplitude predicted shorter mean RT, and larger alpha-3 
amplitude predicted Go P3b enhancement.  These findings demonstrate the immediate 
P2 and P3b involvement in decision-making and response control, and the intrinsic EC 
delta-1 and alpha-3 amplitudes that underpin these processes. 
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5.2 Introduction 
Two-choice response tasks, such as the Go/NoGo, stop-signal, and continuous 
performance test (CPT), are often employed to assess cognitive functioning via 
behavioural measures like reaction time (RT), response variability, and accuracy.  In 
particular, reaction time variability (RTV) has become recognised as a marker of 
cognitive control efforts, as it has been reliably shown to inversely predict response 
accuracy rates (Bellgrove, Hester, & Garavan, 2004; Karamacoska, Barry, & Steiner, 
2017; Karamacoska, Barry, Steiner, Coleman, & Wilson, 2018; Simmonds et al., 2007).  
Our research focuses on understanding the neuronal activity underlying these 
behavioural processes, using both electroencephalogram (EEG) and event-related 
potential (ERP) measures. 
ERPs mark the neuronal responses to stimuli, and components like the N1 and 
P3 have been linked to attentional and cognitive control processes (Herrmann & Knight, 
2001; Kok, 1997; Näätänen & Picton, 1987; Polich, 2007; Verleger, Jaśkowski, & 
Wascher, 2005).  Specifically, faster and less variable responses to Go stimuli have been 
associated with larger parietal P3b amplitudes (Ramchurn, de Fockert, Mason, Darling, 
& Bunce, 2014; Saville et al., 2011; Saville et al., 2012) and less slow wave (SW) 
positivity (Karamacoska, Barry, Steiner, 2018; Karamacoska, Barry, Steiner, Coleman 
et al., 2018).  The accuracy in withholding responses to NoGo is generally linked to the 
frontal N2b component (Folstein & Van Petten, 2008) and greater frontocentral P3a 
positivity (Fogarty, Barry, De Blasio, & Steiner, 2018; Karamacoska, Barry, Steiner, 
2018).  These stimulus-response outcomes are also known to be influenced by the 
individual’s EEG activity in the prestimulus (De Blasio & Barry, 2013a, 2013b, 2018; 
De Blasio, Barry, & Steiner, 2013; Mathewson, Gratton, Fabiani, Beck, & Ro, 2009; 
Rahn & Başar, 1993a, 1993b) and poststimulus periods (Fernández et al., 2002; 
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Harmony, Alba, Marroquin, & Gonzalez-Frankenberger, 2009; Harmony et al., 1996; 
Karakaş, Erzengin, & Başar, 2000; Sauseng, Griesmayr, Freunberger, & Klimesch, 
2010).  These findings demonstrate the fundamental involvement of the EEG in ERP 
genesis (see also Başar, 1998, 1999; Guntekin & Başar, 2016; Karakaş & Barry, 2017). 
Brain oscillation theory posits that ongoing EEG oscillations are necessary 
mechanisms for event-related brain dynamics where the amplitude or power of the 
frequency cycle of interest persists into the ERP waveform (Klimesch, Sauseng, 
Hanslmayr, Gruber, & Freunberger, 2007).  While these periods can be considered 
immediate determinants of responding, they also reflect an activated state of the brain 
required to meet task demands.  As Raichle (2010) argues, these assessments make it 
difficult to determine the exact impact of the brain’s intrinsic EEG activity on stimulus-
response processes.  An alternative approach is to examine the pre-task resting state 
EEG in relation to performance (Northoff, Duncan, & Hayes, 2010). 
Eyes-closed (EC) delta and theta band amplitudes have been shown to predict 
the N1-1 (Karamacoska, Barry, Steiner, Coleman et al., 2018) and P3b (Karamacoska et 
al., 2017) components of the ERP.  Similar relationships were reported with eyes-open 
(EO) (Intriligator & Polich, 1995; Polich, 1997), highlighting the involvement of the 
brain’s low frequency activity in attention-related mechanisms.  These studies 
demonstrate the relevance of examining resting state EEG to better understand the 
contributions of intrinsic activity to cognitive processes. 
EEG changes, from EC to EO, have also generated scientific interest.  Barry et 
al. (2007) noted that in the shift to EO, delta-alpha amplitudes decreased parietally and 
beta increased frontally, marking cortical adjustment to visual input.  The posterior 
alpha decrease also correlated with an increase in arousal; and this measure was later 
examined by Tenke, Kayser, Abraham, Alvarenga, and Bruder (2015) for its effects 
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during a novelty oddball task.  Individuals with low EC to EO alpha reductions, that is, 
lower arousal increases, had greater prestimulus alpha levels and poststimulus alpha 
desynchronisation, revealing that the changes in baseline alpha rhythms persisted during 
stimulus-response processes.  However, when the EC to EO changes in the traditional 
bands (delta, theta, alpha and beta) were modelled as predictors of ERP components in a 
Go/NoGo task, no effects were found (Karamacoska et al., 2017; Karamacoska, Barry, 
Steiner, Coleman et al., 2018). 
Across the aforementioned studies, EEG band activity was assessed using 
predefined frequency ranges.  While this approach is typical in EEG studies, it remains 
arbitrary in the choice of band limits leading to a lack of sensitivity and specificity.  
More sensitive estimations of the EEG have been proposed, such as calculating an 
individual’s peak alpha frequency (Klimesch, Sauseng, & Gerloff, 2003), but this too 
lacks objectivity.  Instead, here we adopt a data-driven approach to decomposing the 
EEG – using frequency-PCA (f-PCA) – to investigate the contributions of the resting 
state EEG to Go/NoGo task performance. 
Tenke and Kayser (2005) utilised f-PCA in decomposing current source density 
transformed EEG amplitude data from EC and EO resting states.  Adopting the same 
parameters previously established for ERP temporal PCA (t-PCA; see Kayser & Tenke, 
2003), they submitted EEG data to unrestricted covariance-based PCA with Varimax 
rotation.  Three posterior alpha components were identified, within the 9–11 Hz range, 
and showed the expected ‘blockade’/reduction in alpha amplitude from EC to EO.  This 
method was applied in subsequent studies examining the EEG in antidepressant 
treatment response (Tenke et al., 2011; Tenke, Kayser, Pechtel, et al., 2017) and 
spirituality (Tenke, Kayser, Svob, et al., 2017).  In a recent application of f-PCA to both 
resting state and prestimulus task data, Barry and De Blasio (2018) found the Varimax 
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rotation suboptimal, when compared with Promax rotated factors, due to the 
uninterpretable negative loadings obtained at some frequencies.  Although Varimax is 
preferred for ERP decompositions (as it maintains orthogonality in components), the 
Promax rotation revealed EEG components to be highly correlated and argued that the 
underlying data were better estimated using this solution.  The present study adopts 
Barry and De Blasio’s approach to re-examine the resting state EEG data from our 
previous study (Karamacoska et al., 2017) and will assess the relationships between this 
activity and task-based response measures (i.e., ERP components and behavioural 
outcomes). 
5.2.1 Hypotheses.  We expected similar findings to be obtained here as in the 
original study (Karamacoska et al., 2017).  Go/NoGo ERPs were decomposed using t-
PCA, and f-PCA was implemented for the EC and EO resting EEG.  Although the 
previous study utilised a single PCA across the two stimulus conditions, the current 
method uses an optimised approach, applying PCA separately on each of the conditions 
to minimise variance misallocation (Barry, De Blasio, Fogarty, & Karamacoska, 2016).  
The following ERP components were anticipated to be extracted: The frontocentral N1-
1 and temporal Processing Negativity (PN), a centrally dominant P2, a frontal N2c and 
parietal P3b specific to the Go stimulus, the frontocentral P3a and a second diffuse P3 
to NoGo, and the bipolar slow wave (SW).  The amplitudes of the P2, N2c, P3 and SW 
components were reassessed for their links to behavioural outcomes.  It was anticipated 
that RTV would correlate positively with P2 amplitudes and mean RT would relate 
directly to Go N2c and correlate negatively with P3b amplitudes.  Non-significant 
relationships between NoGo error rates and ERP components were expected here.  For 
resting state intrinsic EEG, similar f-PCA outcomes as those identified by Barry and De 
Blasio (2018) were anticipated.  These consisted of a frontocentral delta component, a 
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second factor overlapping the delta/theta band ranges, three posterior alphas and two 
parietal-midline beta components.  The change from EC to EO (termed reactivity) was 
also examined, with a reduction across delta–alpha amplitudes, and frontal increases in 
beta, expected (Barry et al., 2007; Barry & De Blasio, 2018; Karamacoska et al., 2017).  
Based on the original study, EC delta was anticipated to positively predict Go P3b 
amplitude.  Non-significant links between resting state EEG measures and behavioural 
outcomes were also reported and so we expected similar results here.  EC to EO 
reactivity previously showed non-significant relationships with ERP component 
amplitudes and we expected to replicate these results here. 
5.3 Method 
The EEG/ERP data from Karamacoska et al. (2017) were re-processed in this 
study.  A brief outline of the method is provided here, and further methodological 
details can be found in the original study.  The study’s protocol was approved by the 
local ethics committee.  
5.3.1 Participants.  Twenty right-handed university students (8 male) aged 
between 18 and 30 years, free of any head injury, neurological disorders, vision and 
hearing problems, provided written informed consent to participate.  All self-reported 
abstinence from tobacco, caffeine, psychoactive substances, and alcohol for a minimum 
of 12 hours prior to participation. 
5.3.2 Task and procedure.  Participants completed an electro-oculogram 
(EOG) calibration task, followed by 2 minute recordings of EC and EO resting state 
activity, and 2 blocks of the unwarned equiprobable Go/NoGo task.  Each block 
consisted of 300 tones, half of which were randomly presented at 1000 Hz and the other 
at 1500 Hz, each 80 ms (including 15 ms rise/fall) in duration at 60 dB SPL.  The 
stimulus onset asynchrony (SOA) varied randomly between 1.0 and 1.5 s.  Participants 
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were instructed to press a button to the Go tone of each block with their right index 
finger; Go tone frequencies were counterbalanced between blocks and participants.  
Throughout the EO and Go/NoGo task recordings, participants fixated on a white cross 
in the centre of the display. 
5.3.3 Electrophysiological recording and pre-processing.  Continuous EEG 
from 30 electrodes (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, 
Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz, O2) and A2 were 
recorded on a Neuroscan Synamps 2 system.  The cap was grounded by an electrode 
positioned in the middle of Fz and Fp1/Fp2, with A1 as the active reference.  Vertical 
and horizontal EOGs were also recorded.  All electrodes were tin and impedance levels 
were < 5 kΩ.  Data were sampled DC to 70 Hz, and digitized at a rate of 1 kHz.  Data 
were then processed offline to correct for eye movements, using the revised aligned-
artefact average (RAAA) EOG Correction Program (Croft & Barry, 2000), and the 
EOG-corrected data were re-referenced to the average of digitally-linked ears. 
5.3.4 Task data and ERP processing.  The task-related EEG data had a low 
pass 30 Hz filter (zero-phase shift, 24 dB/Octave) applied and epochs were derived -100 
to 600 ms around stimuli, baselined to the prestimulus period.  Epochs were rejected if 
amplitudes exceeded ± 75 µV at any site.  Trials with NoGo commission errors, Go 
omission errors, or extreme RTs (≤ 150 ms or ≥ 800 ms) were excluded, as were the 
trials that immediately followed these rejected epochs.  Error rates were recorded for 
analysis.  For the remaining Go epochs, mean RTs were calculated and only those 
within 1 SD of this mean were accepted.  RTV, measured as the within-subject SD of 
accepted RTs across these trials, was also recorded. 
5.3.4.1 Temporal principal components analysis (t-PCA).  Go and NoGo ERPs 
were formed using the remaining accepted epochs and submitted to t-PCA, using Dien’s 
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PCA toolkit (v. 2.23; Dien, 2010).  The data from the 30 scalp sites were half-sampled 
to 350 time-points/variables.  Separate temporal PCAs were conducted for Go and 
NoGo ERPs (following Barry et al., 2016) with 600 cases in each.  The covariance 
matrix and Kaiser normalisation were used, and all 350 factors were orthogonally 
rotated with Kayser and Tenke’s (2003) version of Varimax4M.  Following rotation, t-
PCA factors that contributed ≥ 2 % of the variance were selected for identification as 
ERP components according to their latency, topography, polarity, and sequence within 
the expected processing schema (Borchard, Barry, & De Blasio, 2015; Karamacoska et 
al., 2017).  The selected components were extracted and analysed at their region of 
maximal activity.  The maximal site was identified in the PCA toolkit and the region of 
interest (pooled across 3 sites) was confirmed with the grand mean topographic 
illustrations of the voltage headmaps and their contour lines. 
5.3.5 Resting state EEG.  One second epochs were extracted from the two 
minutes of each resting EEG condition.  Epochs were zeroed across this period and 
checked for activity at all sites exceeding ± 75 μV.  MATLAB® was used to apply a 10 
% Hanning window to each EEG epoch.  Discrete Fourier transformations were 
performed on the 1000 data points, obtaining 1 Hz resolution, with a correction applied 
for having used the window.  Participants’ mean EEG spectral amplitudes from each 
resting state (EC and EO), DC to 29 Hz, were then submitted to f-PCA. 
5.3.5.1 Frequency principal components analysis (f-PCA).  Following Barry 
and De Blasio’s (2018) f-PCA approach, all data (20 participants × 30 sites × 2 
conditions) were submitted to a PCA in Dien’s toolkit using the covariance matrix and 
Kaiser normalisation with unrestricted Promax rotation on the 30 frequency points.  
This initial f-PCA was used to identify the major frequency components in the EEG 
data.  To gain better estimates of component variance for each resting state, separate f-
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PCAs were then conducted (Barry et al., 2016) using the same parameters as the initial 
f-PCA.  Each separate f-PCA contained 600 cases (20 participants × 30 sites) and 30 
components.  All factors were extracted and rotated, and those contributing ≥ 1.5 % of 
variance were assessed and labelled with reference to their peak frequency and 
topography. 
5.3.6 Statistical analyses.  To compare reactivity between EC and EO resting 
states, EC components were assessed for topographic and spectral consistency with EO 
components.  Two-way Pearson correlations were conducted using the topographic 
amplitudes from the 30 scalp sites, with r(28) degrees of freedom.  Unscaled f-PCA 
factor loadings were then assessed using Tucker’s (1951) congruence coefficient (rc) 
using an accepted rule of thumb, where rc > .95 indicates component equality, rc > .80 
signifies fair similarity and rc < .80 reflects dissimilarity (Lorenzo-Seva and ten Berge, 
2006).  Factors showing dissimilarity were excluded from further analysis. 
EEG component amplitudes for the EC state were then assessed to define the 
maximal regions of component activity.  Topographies were assessed using separate 
within-subjects repeated measures MANOVAs involving 9 sites across the frontal (F: 
F3, Fz, F4), central (C: C3, Cz, C4), and parietal (P: P3, Pz, P4) regions.  Planned 
orthogonal contrasts were conducted where the frontal (F) and parietal (P) regions were 
compared, and the fronto-parietal (F/P) mean was contrasted against the central mean 
(C); the left (L: F3, C3, P3) and right (R: F4, C4, P4) hemispheres were contrasted, as 
was the midline (M: Fz, Cz, Pz) against the mean of the hemispheres (L/R).  
Bonferroni-type α adjustments were not required as these planned contrasts do not 
exceed the degrees of freedom for effect (Tabachnick & Fidell, 2013).  All F tests 
reported had (1, 19) degrees of freedom.  Violations of sphericity assumptions do not 
affect MANOVAs with single degree of freedom contrasts and so Greenhouse-Geisser-
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type corrections were not necessary (O’Brien & Kaiser, 1985).  EC to EO reactivity was 
also assessed for the EEG components that were congruent between the two datasets.  
The same 3 × 3 MANOVAs were conducted with the addition of the within-subjects 
factor of state (EC, EO).  The maximal regions of band activity were identified based on 
these analyses and analysed as the average of the adjacent electrodes from the broader 
30 site array.  The outcomes of these MANOVAs are presented in Supplementary 
Materials in section 5.7, with a brief outline of the selected ROI provided in the Results. 
Performance patterns involving relations between ERP components and 
behavioural outcomes were re-examined with the amplitude data obtained from the 
separate t-PCAs.  As similar relationships were expected here (cf. Karamacoska et al., 
2017), one-tailed Pearson correlations (r) were conducted with r(18) degrees of 
freedom. 
Separate stepwise multiple regressions were then conducted to determine the 
impacts of the EC intrinsic EEG on Go/NoGo performance measures.  The regional 
maxima of each EEG component measure were entered as predictors of unique variance 
in the dependent variables of Go/NoGo error rates, mean RTs, and RTV, and the P2, P3 
and SW ERP components.  A second set of regressions were then run for the same 
dependent variables with EC to EO reactivity measures entered as predictors.  As two 
sets of regressions were run for each dependent variable, significance levels were set at 
the Bonferroni-corrected alpha level of 0.025. 
5.4 Results 
 5.4.1 Go/NoGo task outcomes.  Go/NoGo error rates were low in this task (Go 
omissions ranged from 0–7.3 %, M = 1.5 ± 1.9 %; NoGo commissions ranged from 0–
9.0 %, M = 2.8 ± 2.4 %) and extreme RTs were minimal (≤ 5 % of trials per 
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participant).  Go Mean RT ranged from 291.1–437.8 ms (M = 376.1 ± 38.9 ms) and 
RTV ranged from 24.8–61.4 ms (M = 45.9 ± 9.9 ms). 
5.4.2 Go/NoGo ERPs and t-PCA outcomes.  For Go ERPs, an average of 194 
(SD = 18) epochs were accepted and for NoGo ERPs, an average of 263 (SD = 24) were 
accepted per subject.  Grand mean ERPs, at the midline sites, are presented in the top 
panels of Figures 5.1 and 5.2.  Of the 350 factors rotated in the t-PCAs, the first 6 each 
carried > 2.1 % of variance and were identified as major ERP components, with over 87 
% of the variance explained in each dataset.  The PCA-reconstituted ERPs (dashed lines 
in Figures 5.1 and 5.2 top panel) show a good fit with the original data. 
The following components were extracted from the Go t-PCA: The N1-1 
(dominant across Fz, FCz and Cz), PN (maximal across FT8, T8 and TP8), P2 (maximal 
at Cz and averaged across FCz, Cz and CPz), a complex at 312 ms comprising the 
overlapping frontal Go N2c and parietal P3; for consistency with our previous study 
only the negativity was assessed (dominant across F3, Fz and F4), the posterior-left 
dominant Go P3b was also identified (maximal over CP3, P3 and Pz), as was the bipolar 
SW but only the central positivity was analysed (largest across CP3, CPz and CP4). 
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Figure 5.1.  Grand mean Go ERPs at Fz, Cz and Pz, for the t-PCA input (full lines) 
and output data (dashed lines) are displayed in the top panel.  t-PCA factor details, 
component topographies and loadings are shown in the bottom panels. 
 
 
In the NoGo t-PCA, the following components were identified: The N1-1 
(dominant across F3, Fz, and F4), PN (maximal across F4, F8 and FC4), P2 (pooled 
across FCz, Cz and CPz), a NoGo P3a (largest at FCz with positivity pooled from FCz, 
Cz and CPz), a second right-hemispheric P3 (maximal at CP4; averaged across C4, CP4 
and P4), and the bipolar SW with a prominent centroparietal positivity (largest over 
CP3, CPz and CP4). 
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Figure 5.2.  The top panel shows the grand mean NoGo ERPs at the midline sites, for 
the t-PCA input (full lines) and output data (dashed lines).  The panels below present the 
t-PCA factor details, component topographies and scaled loadings. 
 
 5.4.3 Resting state EEG and f-PCA outcomes.  Grand mean spectral EEG 
amplitudes, at the midline sites, from 0 to 29 Hz for the EC and EO resting states can be 
viewed in Figure 5.3.  Prominent peaks in the delta and alpha bands can be seen with a 
notable decrease in alpha amplitude from EC to EO.  The first 7 factors from each f-
PCA carried more than 1.5 % of variance and had similar peak frequencies and 
topographic distributions (see Supplementary Materials Figure S5.1, at the end of this 
chapter, for factor information from each f-PCA).  Condition-based variance 
misallocation was confirmed in the initial f-PCA (see Supplementary Materials 5.7.1), 
and so data from the separate f-PCAs were utilised in subsequent assessments.  One 
prominent delta component was extracted at 1 Hz (delta-1), followed by an overlapping 
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delta/theta component that peaked predominantly at 1 Hz in the EC state and 2 Hz with 
EO; with a second peak in the theta range (4 Hz) in both conditions.  Three alpha 
components were extracted, and each shifted by 1 Hz in the change from EC to EO.  
Two beta components were also identified: beta-1 shifted from 15 Hz with EC to 18 Hz 
with EO, and beta-2 remained stable at 27 Hz. 
As shown in the bottom panel of Figure 5.3, all EC and EO components from 
the separate f-PCAs had topographic consistency with scalp amplitudes correlating 
between r ≥ .80 and ≤ .98, all p < 0.001.  When factor loadings were compared, the 
following were found to be fairly congruent (rc ≥ .87): delta-1, delta/theta, alpha-1 and 
beta-2.  These EEG components were retained for further analysis of EC to EO 
reactivity. 
5.4.3.1 EEG component topographies.  Table S5.1 in Supplementary Materials 
presents the topographic MANOVA outcomes for the EEG components for the EC state 
and the change from EC to EO.  The ROI for each EC EEG component was identified 
as follows: delta-1 and delta/theta activity was pooled across the dominant FCz, Cz, and 
CPz sites.  All three alphas, and beta-1, were posterior dominant, and so the ROI was 
defined as the average over P3, Pz, and P4.  Beta-2 was maximal over the midline 
region and pooled from FCz, Cz and CPz. 
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EC to EO reactivity was marked by an overall increase in delta-1 amplitude; for 
consistency with EC, the midline region was selected (FCz, Cz, and CPz).  Delta/theta 
decreased largely in the midline and so this became the ROI.  Alpha-1 showed a strong 
parietal decrease, and so P3, Pz, and P4 were selected for the ROI.  Beta-2 amplitude 
increased from EC to EO, predominantly in the frontal hemispheres (F3 and F4).  With 
the ROIs identified, the amplitude difference between EC and EO at these sites was 
calculated and then averaged to provide a measure of that reactivity. 
5.4.4 ERP correlates of behaviour.  The stimulus-specific P2 to SW 
component amplitudes, at their maximal regions, were assessed for their relations with 
the corresponding behavioural outcomes.  NoGo component amplitudes did not 
correlate significantly with commission error rates (all r ≤ -0.28, p ≥ 0.240).  Table 5.1 
displays the correlations between the Go-related ERP components and measures of 
omissions, mean RT, and RTV. 
Table 5.1 
Go ERP Component Correlates of Behavioural Outcomes (Pearson’s r) 
Behavioural 
Outcomes 
Central 
P2 
Frontal  
N2c 
Posterior-Left 
P3b 
Central 
SW 
Go Omissions .13 .19 .28 -.11 
Go mean RT .57* .27 -.45* -.26 
Go RTV .46* -.11 -.06 .01 
* denotes significant one-tailed correlations with p < .05.  Light grey shading 
indicates an expected finding that is consistent with the original study and 
dark grey shading marks a relationship we expected but did not find. No 
shading represents a new finding. 
 
5.4.5 EC EEG and Go/NoGo performance.  Prior to the multiple regressions 
being conducted, collinearity between the EC EEG variables was checked.  The highest 
correlations were between alpha-2 and alpha-3 amplitudes (r = 0.58, p = 0.008) and 
between alpha-2 and beta-1 amplitudes (r = 0.62, p = 0.003); all other variables were 
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moderately correlated (|r| ≤ 0.50, p ≥ 0.023).  As alpha-2 was common to these 
relationships, it was excluded from the regression models.  Separate stepwise 
regressions modelled the regional EC activity of the six EEG components (delta-1, 
delta/theta, alpha-1, alpha-3, beta-1, and beta-2) as predictors of Go/NoGo behavioural 
performance and ERP component amplitudes (Go P2, P3b, SW; NoGo P2, P3a, P3 and 
SW). 
No significant models were obtained for Go error rates and RTV, or for Go N1-
1, P2, and SW amplitudes; nor for NoGo error rates, P3a or SW positivity.  Table 5.2 
shows the significant EC EEG predictors of Go mean RT and P3b.  Mean RT was 
negatively predicted by EC delta-1 amplitude, accounting for 20.3 % of the variance (p 
= 0.023).  EC alpha-3 component amplitude positively predicted P3b amplitude, 
explaining 29.1 % of the variance (p = 0.007).  This relationship differs from our 
expected delta-P3b finding but when alpha-3 was removed as a predictor, a positive 
relationship between the delta/theta component and P3b amplitude was found, 
explaining 17.6 % of the variance (p = 0.032).  However, it should be noted that this 
relationship did not reach statistical significance according to the Bonferroni-adjusted 
alpha level. 
Table 5.2 
EC EEG Predictors of Go/NoGo Task Responses 
 
delta-1 delta/theta alpha-3 
β (t) β (t) β (t) 
Mean RT -.45 (-2.14)   
Go P3b  .42 (1.96) .54 (2.72) 
 
5.4.6 EC to EO reactivity relations to task outcomes.  The next set of 
stepwise regressions had EC to EO reactivity in the delta-1, delta/theta, alpha-1 and 
beta-2 components entered as predictors of the same dependent measures as the 
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previous tests.  EC to EO reactivity in the delta-1, delta/theta, alpha-1, and beta-2 
components were found to be moderately correlated (|r| ≤ 0.49, p ≥ 0.027), and so all 
predictors were used in each model.  There were no significant models found for the 
Go/NoGo behavioural outcomes and ERP component amplitudes. 
5.5 Discussion 
The current study revisited data from Karamacoska et al. (2017) and utilised 
PCA to better estimate ERP/EEG activity.  In the original study, a single temporal PCA 
was used to decompose ERP data from both stimulus types.  This approach has been 
argued to misallocate the variance between conditions (see Barry et al., 2016).  
Although similar Go and NoGo ERP components were identified, as in the original 
study, the reconstituted data from the separate PCAs reflected a better fit with the input 
data.  For resting state EEG, similar components were extracted as in Barry and De 
Blasio (2018).  One prominent delta component was identified, followed by a 
delta/theta component, three alphas and two betas.  However, between-condition 
variance misallocation was apparent in the initial f-PCA conducted with both EC and 
EO resting states.  As the condition factor was removed with the separate PCAs, the 
only source of variance came from within the condition.  As such, the components 
extracted from each PCA better represented the data.  This was further evidenced with 
the low congruence between the alpha-3, beta-1, and especially alpha-2 components 
extracted from the separate resting states.  This indicates an energetic shift in EEG 
activity in this frequency range resulting in components that are not alike and would 
otherwise be treated as singular in the initial f-PCA.  These outcomes represent a more 
objective and data-driven estimate of the EEG than using the traditionally-divided four 
bands (as in Karamacoska et al., 2017), or further subdivided high/low alpha–beta range 
activity (Karamacoska, Barry, Steiner, Coleman et al., 2018; see also Intriligator and 
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Polich, 1995; Polich, 1997).  Thus, the simplified PCA structures of the brain’s 
ERP/EEG activity allowed for better insights into the neuronal activity underpinning 
stimulus-response processes.  The following discussion will address findings 
concerning the ERP component correlations with behavioural outcomes and the resting 
state EEG relations to these task-based measures. 
When ERP component amplitudes were correlated with behavioural outcomes, 
several expected relationships were identified.  RTV correlated positively with central 
Go P2 amplitude, mean RT correlated negatively with Go P3b positivity, and NoGo 
ERP components did not correlate with NoGo error rates.  These findings remain 
consistent with Karamacoska et al. (2017), reaffirming the links between these Go ERP 
components and decision-making and response execution processes, and the lack of 
cognitive control required for NoGo stimuli in this paradigm (see also Borchard et al., 
2015).  Unexpectedly, mean RT also correlated positively with Go P2 enhancements, 
and a non-significant relationship between mean RT and Go N2c negativity was found.  
The different PCA methods between the studies can account for these results.  While the 
Go P2 appeared to have been estimated better here, the N2c component was extracted at 
a later latency (by ~ 30 ms cf. original study) and overlapped with an ongoing P3b.  
Nevertheless, the direction of the relationship between mean RT and N2c negativity 
matched that of Karamacoska et al. (2017), rendering it a comparable finding. 
To determine the impact of intrinsic neuronal activity on performance, resting 
state EEG component amplitudes were assessed for their effects on task-based measures 
(i.e., ERPs and behavioural outcomes).  Two significant regression models were found 
with greater EC delta-1 amplitude predictive of shorter mean RTs, and larger EC alpha-
3 amplitude predicting Go P3b enhancement.  These findings differ from our previous 
study, as only a delta-P3b relationship was identified.  The current delta-mean RT 
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finding is not entirely unexpected, as mean RT has been shown to inversely relate to Go 
P3b positivity, noting this component’s association with decision-making and response 
processes (Hogan et al., 2006; Ramchurn et al., 2014; Donchin & Lindsley, 1966).  
Delta’s role in attention-related mechanisms may therefore also extend to affect 
response control efforts.  A similar notion was suggested by Karamacoska, Barry and 
Steiner (2018), as larger prestimulus delta amplitudes predicted longer mean RTs.  The 
directional difference in these relationships suggests that delta functioning varies 
between resting and task-based states.  Across our studies, delta amplitude was reported 
to increase from the resting state to the task, and this change consistently predicted 
poorer performance outcomes (see Karamacoska, Barry, Steiner, 2018; Karamacoska, 
Barry, Steiner, Coleman et al., 2018).  This evidence supports the presence of 
functionally distinct delta activity, and has significant implications when interpreting 
findings obtained from the different states.  While greater resting state delta may be 
useful in predicting better performance, larger prestimulus amplitudes may indicate 
lapses in attention and decision-making that detrimentally affect response outcomes. 
The alpha-3 and P3b effect reported here is also novel.  Although this finding is 
comparable to prior studies indicating a direct relationship between P3b amplitude and 
broad-range (8-13 Hz) alpha (De Blasio & Barry, 2013b; De Blasio et al., 2013), and 
also subdivided alpha power (Intriligator & Polich, 1995; Polich, 1997), it is the first 
report involving a resting state f-PCA component.  Barry and De Blasio (2018) did not 
examine resting state EEG components in relation to ERPs, focusing only on the 
prestimulus EEG components.  In their study, distinct P3b effects were found: 
Prestimulus alpha-1 and alpha-3 were inversely related to P3b amplitude, while alpha-2 
directly predicted P3b enhancement.  Given the known differences between resting state 
and task-based EEG, these results cannot be directly compared with the present one.  
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Consideration must also be given as to the function of the different alphas.  Prior work 
dissociating alpha into lower (8–10 Hz) and upper (11–13 Hz) bands links lower alpha 
to arousal (Loo et al., 2009) and upper alpha with memory-related processes (Bazanova 
& Vernon, 2014; Klimesch, Schack, & Sauseng, 2005).  With the novel identification of 
three alphas, and their varying impacts on the P3, additional research is needed into 
their functional significance. 
In line with expectations, EC to EO reactivity was not related to task outcomes.  
Although Tenke et al. (2015) were able to demonstrate a relationship between this 
measure of broad alpha change and task-based activity, it does not correspond to any 
ERP or behavioural effects.  We have consistently found non-significant relationships 
between these measures suggesting that this change does not have a meaningful impact 
on Go/NoGo stimulus-response processes. 
While this study replicated the ERP-behavioural correlations obtained in the 
original investigation, the implementation of f-PCA to decompose EEG data resulted in 
novel relationships being identified.  Together, these findings highlight the roles of the 
P2 and P3b components in response control efforts, and the intrinsic EC delta-1 and 
alpha-3 amplitudes that affect these behavioural processes.  As this is the first EEG-
ERP study to conduct f-PCA separately on the resting state conditions using Promax 
rotation, comparisons with prior work are limited and so replication is required.  
Variance misallocation was clearly evident when all conditions were included in the 
PCA, and while the single condition PCA approach has been established for ERPs, 
further validation is needed for EEG.  Future investigations into EEG component 
functionalities are also warranted, particularly in dissociating their significance between 
resting and task-based states.  The application of PCA in the ERP and EEG domains 
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continues efforts to understand the dynamics between these measures and their 
relevance to cognitive functioning and behavioural output. 
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5.7 Study 4 Supplementary Materials 
5.7.1 Results. 
5.7.1.1 EEG f-PCA comparisons.  Figure S5.1 displays the f-PCA factor output 
from the initial dataset and compares this to the output obtained from the separate EC 
and EO f-PCAs.  On the left, factor loadings are represented in microvolts, scaled by 
multiplying the loading at each frequency-point with the standard deviation of the EEG 
spectral amplitude at that point.  The dashed lines through each f-PCA loading compare 
the peak frequencies across the datasets.  Upon examination of the factor loadings, 
variance was misallocated between the conditions in the initial f-PCA.  All three alpha 
components differ in peak frequency between the separate f-PCAs.  While the EC 
component peaks appear to match those obtained from the initial f-PCA, these peaks 
have clearly shifted by 1 Hz with EO.  This can also be seen with the beta-1 component; 
its 15 Hz peak can be seen in the initial and EC f-PCAs but this changes to 18 Hz with 
EO.  The shape and amplitudes of the scaled factor loadings also appear to differ 
between EC and EO.  When compared with the initial f-PCA loadings, data were 
underestimated for EC and overestimated for EO.  The output obtained from the 
combined EC and EO f-PCA therefore imposes inaccurate frequencies for EO alpha and 
beta-1 components, and artificially increases the component amplitudes calculated for 
EO.  As the only source of variance in the separate f-PCAs was from within the 
condition, this output was determined to better estimate the data and was used in 
subsequent analyses. 
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  5.7.1.2 EEG component topographies.  Table S5.1 shows the topographic 
MANOVA outcomes for the EEG components for the EC state and the change from EC 
to EO.  The top half of the table presents EC topography and the bottom half displays 
outcomes for EC to EO reactivity.  With EC, delta-1 showed larger amplitudes fronto-
parietally, especially in the frontal-right region, and was dominant across the midline; 
delta/theta amplitudes were also midline dominant, especially at the vertex.  Thus, for 
delta-1 and delta/theta, activity was pooled across FCz, Cz, CPz.  All three alphas, and 
beta-1, were posterior dominant, and so the region of interest was defined as the average 
over P3, Pz, P4.  These components also showed less activity centrally, particularly on 
the left for alpha-2 and in the hemispheres for alpha-3, and greater midline amplitudes 
for alpha-1/2 and beta-1, with a parietal-right enhancement of beta-1 amplitude also 
evident.  Beta-2 was dominant in the midline, particularly centrally, and showed central 
activity in the left hemisphere; the midline region was pooled for beta-2. 
EC to EO reactivity was defined by an overall increase in delta-1 amplitude; as 
no specific region was identified here, the midline region was selected (FCz, Cz, CPz).  
Delta/theta amplitude decreased parietally, largely in the midline and at the vertex, and 
so the midline region was also selected for this component.  Alpha-1 showed a strong 
parietal decrease that contributed to a larger fronto-parietal cf. central mean; the parietal 
region (P3, Pz, P4) was selected for analysis.  Beta-2 amplitude increased from EC to 
EO in the hemispheres, especially in the frontal hemispheres (F3, F4). 
Table S5.1 
Topographic MANOVA Outcomes for Resting State Activity 
Eyes Closed  
Band Effect F p ηp2 
Delta-1 
C < F/P 8.40 .009 .31 
M > L/R 18.81 <.001 .50 
F > P × L < R 5.41 .031 .22 
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Delta/Theta 
M > F/P 73.57 <.001 .79 
C > F/P × M > L/R 6.30 .021 .25 
Alpha-1 
F < P 10.64 .004 .36 
C < F/P 6.20 .022 .25 
M > L/R 9.45 .006 .33 
Alpha-2 
F < P 13.85 .001 .42 
C < F/P 11.31 .003 .37 
M > L/R 11.53 .003 .38 
C < F/P × L > R 4.49 .047 .19 
Alpha-3 
F < P 32.32 <.001 .63 
C < F/P 8.84 .008 .32 
C < F/P × M > L/R 9.09 .007 .32 
Beta-1 
F < P 16.31 .001 .46 
C < F/P 15.69 .001 .45 
L > R 9.08 .007 .32 
M > L/R 9.26 .007 .33 
F < P × L > R 5.01 .037 .21 
Beta-2 
M > L/R 12.36 .002 .39 
C < F/P × L < R 8.74 .008 .32 
C > F/P × M > L/R 19.01 <.001 .50 
     
EC to EO Reactivity    
Delta-1 EC < EO 86.73 <.001 .82 
Delta/Theta 
EC > EO 340.52 <.001 .95 
EC > EO × F < P 5.31 .033 .22 
EC > EO × M > L/R 15.87 .001 .46 
EC > EO × C > F/P × M > L/R 8.58 .009 .31 
Alpha-1 
EC > EO 30.27 <.001 .61 
EC > EO × F < P 7.33 .014 .28 
EC > EO × C < F/P 6.16 .023 .24 
Beta-2 
EC < EO 2.76 .113 .13 
EC < EO × M < L/R 5.32 .033 .22 
EC < EO × F > P × M < L/R 13.78 .002 .41 
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dynamics in a visual continuous performance test. International Journal of 
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6.1 Abstract 
Brain dynamics research has highlighted the contributions of the ongoing EEG to ERP 
and behavioural responses.  This study examined the effects of state-related EEG 
changes, from rest to the task and within the task, on stimulus-response efforts in a 
visual Continuous Performance Test (CPT).  EEG was recorded from fifty-six adults at 
rest with eyes-closed (EC) then eyes-open (EO), and during the CPT.  Principal 
Components Analyses decomposed the EEG obtained from EC, EO, and the task-based 
periods immediately pre-cue (PC) and pre-imperative (PI), and the ERPs to the cued 
Go/NoGo imperatives.  EC amplitudes were correlated with Go/NoGo ERP amplitudes 
and behavioural outcomes.  EEG amplitude changes from EO to PC, and from PC to PI, 
were assessed as predictors of these response measures.  Longer mean reaction time 
(RT) was associated with greater RT variability (RTV) and reduced Go P2.  The two 
EC alpha components correlated positively with RTV, and NoGo P1 and P2 positivity.  
Delta/theta amplitude reductions from PC to PI predicted Go N1-1 and NoGo N2b 
enhancements.  Alpha-1 decreases from PC to PI predicted larger P2 and poorer NoGo 
accuracy rates, while alpha-3 decrements positively predicted NoGo P1.  These findings 
highlight the ongoing alpha arousal effects on stimulus-response efforts, and the low 
frequency shifts in the cue to imperative interval associated with stimulus anticipation 
and response preparation.  These relationships offer novel insights into the effects of 
pretask EEG activity, and within-task EEG changes, on attention and cognitive control 
processes. 
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6.2 Introduction 
Behavioural measures in response to cognitive tasks like the oddball, Go/NoGo, 
and Continuous Performance Test (CPT), are often used as indicators of brain 
functioning across the lifespan (Adleman et al., 2016; Nilsson, Thomas, O'Brien, & 
Gallagher, 2014) and in various clinical populations (e.g., ADHD, bipolar disorder, 
dementia, depression, epilepsy, schizophrenia, and brain injury; Fasmer et al., 2016; 
Gallagher et al., 2015; Kaiser, Birbaumer, & Lutzenberger, 2008; MacDonald, Nyberg, 
& Backman, 2006).  These paradigms assess a participant’s capacity to respond to Go 
and avoid responding to NoGo stimuli, inferring their processing efficiency, decision-
making abilities, and attentional control from their response speed, variability and 
accuracy.  Understanding the neural underpinnings of these cognitive and behavioural 
responses is key to identifying meaningful neurological markers associated with 
psychopathology (McLoughlin, Makeig, & Tsuang, 2014; Miller, Rockstroh, Hamilton, 
& Yee, 2016).  The excellent temporal resolution of EEG, and the ERP derived from it, 
is thus ideal in measuring the brain’s ongoing activity during these cognitive operations. 
Across such two-choice tasks, distinct ERP components have been implicated in 
response control mechanisms.  More efficient and consistent responses to Go stimuli 
have been associated with increased negativity in the central P2 and frontocentral N2c 
amplitudes (Karamacoska, Barry, & Steiner, 2017), enhanced centroparietal P3b 
(Donchin & Lindsley, 1966; Karamacoska, Barry, Steiner, Coleman, & Wilson, 2018b; 
Ramchurn, de Fockert, Mason, Darling, & Bunce, 2014; Saville et al., 2011; Saville et 
al., 2012; Verleger, Grauhan, & Smigasiewicz, 2016), and attenuated slow wave (SW) 
positivity (Karamacoska, Barry, & Steiner, 2018a).  Withheld responses to NoGo, in 
contrast, have been linked to larger frontocentral N2b (Folstein & Van Petten, 2008; 
Kirmizi-Alsan et al., 2006) and P3a amplitudes (Fogarty, Barry, De Blasio, & Steiner, 
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2018; Huster, Enriquez-Geppert, Lavallee, Falkenstein, & Herrmann, 2013; 
Karamacoska et al., 2018a; Randall & Smith, 2011; Wessel, 2018).  These ERP 
component/performance relations reflect the immediate neural responses involved in 
executive control processes.  Importantly, a key contributor to these outcomes is the 
individual’s EEG state activity. 
Brain dynamics research has been integral in enhancing knowledge about how 
ERP component magnitudes are modulated by not only the poststimulus EEG, from 
which the ERP is derived (Başar, 1998, 1999; Fernández et al., 2002; Harmony et al., 
1996; Karakaş, Erzengin, & Başar, 2000; Klimesch, Sauseng, Hanslmayr, Gruber, & 
Freunberger, 2007; Sauseng, Griesmayr, Freunberger, & Klimesch, 2010), but also the 
activity immediately preceding the stimulus (Fernández et al., 2000; Kayser et al., 2014; 
Min & Park, 2010; Rahn & Başar, 1993a, b; Romani, Callieco, & Cosi, 1988; for a 
review see Karakaş & Barry, 2017).  For example, low prestimulus delta levels have 
been linked to greater poststimulus increases centroparietally when responding to Go 
(Başar-Eroglu, Başar, Karakaş, & Shürmann, 1992; Kolev & Schürmann, 1992) and 
frontocentrally when exerting inhibitory control to NoGo (Barry, 2009; Harmony, Alba, 
Marroquin, & Gonzalez-Frankenberger, 2009), as well as more negative ERPs (De 
Blasio & Barry, 2013b, 2018; De Blasio, Barry, & Steiner, 2013), and faster and more 
accurate responses (Karamacoska et al., 2018a).  These findings implicate delta in 
attention-related mechanisms, functioning to inhibit task-irrelevant processes to enable 
optimal performance (Harmony, 2013; Knyazev, 2012).  Lower prestimulus theta levels 
also contribute to enhanced ERP negativity (refer to Table 6.1 for a summary of 
relevant studies), larger post-NoGo theta increases around the N2b-P3a (Harmony et al., 
2009; Harper, Malone, & Bernat, 2014; Kamarajan et al., 2004; Kirmizi-Alsan et al., 
2006; Yamanaka & Yamamoto, 2009), and greater reaction time variability (RTV; De 
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Blasio & Barry, 2018).  These effects correspond with theta’s role in cognitive response 
control (Başar, Başar-Eroglu, Karakaş, & Shürmann, 2001; Başar, Schürmann, & 
Sekowitz, 2001; Gulbinaite, van Rijn, & Cohen 2014; Karakaş et al., 2000).  Delta and 
theta have thus been hypothesised to underpin variability in performance outcomes. 
Preparatory EEG activity immediately prior to stimulus onset can significantly 
impact ERP responses, stimulus perception, and behavioural outcomes.  The literature 
reviewed above (summarised in Table 6.1) has largely investigated these effects in 
unwarned paradigms where preparations are hindered due to the random and varied 
presentation of stimuli.  The aim of the current research is to extend on those EEG-ERP 
studies by examining the changes in EEG activity when stimuli are cued and 
preparatory efforts are heightened.  The CPT was thus utilised here to investigate these 
brain dynamics.  The warning stimulus allows individuals to increase their attention and 
top-down preparations for the upcoming Go/NoGo imperative.  For instance, a 
contingent negative variation (CNV) develops following a cue (Walter et al., 1964) and 
pre-imperative EEG amplitudes decrease relative to the pre-cue period (Funderud et al., 
2012; Gómez, López-Mendoza, González-Rosa, & Vázquez-Marrufo, 2004; 
Pfurtscheller & Klimesch, 1992).  These changes reflect expectancy and response 
preparation processes that facilitate performance.  Stimulus perception, as reflected in 
P1 and N1 amplitude, is facilitated by lower prestimulus alpha levels (Hanslmayr et al., 
2005), and faster RTs to cued stimuli follow larger CNVs (Karamacoska, Barry,  
Steiner, & De Blasio, 2015) and greater beta decreases (Bickel, Dias, Epstein, & Javitt, 
2012).  Thus, we would expect that greater EEG decrements during this preparatory 
period (i.e., from the cue to the imperative’s onset) would correspond with more 
efficient stimulus-response outcomes.  This hypothesis will be empirically tested here 
with respect to ERP and behavioural response measures. 
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Our research has also focused on understanding how these within-task 
preparatory changes in EEG differ from those that occur with task-related engagement, 
that is, as participants transition from a resting state to the task situation.  For example, 
relative to eyes-closed (EC) EEG, activity in the theta–alpha range decreased while 
beta-2 increased with the onset of a CPT (Valentino, Arruda, & Gold, 1993).  In 
subsequent studies, greater beta increases were linked to better Go performance, 
confirming beta’s involvement in sustained attentional processes (Arruda, Walker, 
Weiler, & Valentino 1999; Arruda, Amoss, Coburn, & McGee, 2007).  Our studies with 
eyes-open (EO) baseline EEG found delta–beta range amplitudes increased with 
Go/NoGo task engagement, and this was shown to impact a range of response measures 
(see Karamacoska et al., 2018a; Karamacoska et al., 2018b; in Table 6.1).  Task-related 
delta increases led to poorer performance outcomes, while beta increments predicted 
NoGo SW negativity only.  Notably, distinct patterns of EEG changes emerged 
depending on the baseline resting state used to compare task-derived EEG.  The optimal 
baseline, however, is considered to depend on the nature of the task (i.e., undertaken 
with EC or EO).  As a visual CPT was used here, necessitating EO, task-related EEG 
data were compared to the EO resting state. 
Resting state and task-related EEG also show differing relationships with the 
N1-1 and P3b components linked to attention and decision-making (Herrmann & 
Knight, 2001; Kok, 1997; Näätänen & Picton, 1987; Polich, 2007; Verleger, Jaśkowski, 
& Wascher, 2005).  Greater resting state delta has been associated with enhanced N1-1, 
P3b, and shorter RTs, but these responses are detrimentally impacted by larger 
prestimulus delta amplitude (refer to Table 6.1 for a comparison between resting and 
prestimulus studies). 
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These distinct effects suggest separable delta functions based on energetic 
demands.  While better performance can be predicted by greater resting state delta 
amplitudes, increases in the prestimulus period contribute to attentional lapses and 
inefficient response control efforts (Karamacoska et al., 2018a, b).  Other EEG-ERP 
relationships, such as the direct correlation between alpha and P3b amplitude, have 
generally been consistent across resting state and prestimulus measures (see Table 6.1 
for related studies).  The alpha-P3 relationship indicates a common ongoing arousal 
process affecting task performance (Bazanova & Vernon, 2014).  Intrinsic brain activity 
will also be investigated here to clarify the contributions of resting state EEG to CPT 
response outcomes. 
6.2.1 Current study.  Detailed explorations of EEG changes in state activity 
have not been undertaken to explicitly assess their effects on stimulus-response 
processes.  The current study aims to address the contributions of task-related EEG 
shifts (from the resting state to the task), and within-task EEG changes (from the pre-
cue to the pre-imperative stimulus periods), to CPT behavioural outcomes and ERPs.  
Thus, participants had EEG recorded during an EC then EO resting state, followed by 
two blocks of a cued CPT.  Principal components analysis (PCA) was used to 
decompose both EEG and ERP data.  As the reviewed literature (summarised in Table 
6.1) examined the more traditional EEG bands (defined a priori), broad hypotheses 
were extrapolated for the data-driven frequency components peaking in each band.  
State changes in EEG were expected to be characterised by an increase in amplitude 
from rest to the task, and a decrease within the task corresponding with the CNV 
development.  Task-related EEG increases in delta and beta were expected to affect RTs 
and accuracy, with N1-1 and SW effects also anticipated.  Within-task decreases in 
delta and theta were hypothesised to predict enhanced ERP negativity and better 
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accuracy, with theta potentially contributing to greater RTV.  Within-task alpha 
reductions may also lead to enhanced P1 and N1, but attenuated P2 and P3.  The within-
task decrease in beta may result in more negative ERPs and shorter RTs.  EC resting 
state EEG was also explored to determine whether this measure can predict CPT 
outcomes, and how these effects differed from those obtained with task-related and 
within-task EEG change measures.  In line with prior resting state studies, greater EC 
delta and alpha should correlate positively with N1-1 and P3b magnitude. 
6.3 Method 
6.3.1 Participants.  The data reported here were recorded as part of a larger 
study (Karamacoska et al., 2015).  For consistency with prior investigations, only right-
handed young adults were assessed in the present study.  The sample consisted of 56 
university students (39 female, 17 male) with minimum 12 years of education, aged 
between 18 and 28 years (M = 19.9, SD = 2.4 years).  All self-reported being 
neurologically healthy, based on a review of current health issues, medication use, and 
medical history concerning seizures, head injuries, loss of consciousness and mental 
health conditions.  All indicated compliance with the designated 12 hr of abstinence 
from alcohol, caffeine, nicotine, and psychoactive substances prior to testing.  All 
provided written informed consent. 
6.3.2 Electrophysiological recording and task.  The study’s protocol was 
approved by the joint University of Wollongong/Illawarra Shoalhaven Local Health 
District Human Research Ethics Committee.  EEG data were continuously recorded 
from A2 and 30 scalp sites (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, 
C3, Cz, C4, T8, TP7, CP3, CPz, CP4, TP8, P7, P3, Pz, P4, P8, O1, Oz, O2), using 
Compumedics Neuroscan Acquire software (version 4.3) on a Compumedics Synamps 
2 system and an electrode cap with tin electrodes that was referenced to A1, and 
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grounded by an electrode located midway between Fpz and Fz.  Tin electrodes placed 2 
cm above and below the left eye, and on the exterior canthus of each eye, recorded 
electro-oculograms (EOGs).  Scalp, reference, and EOG electrode impedances were 
below 5 kΩ.  EOG and scalp potentials from DC to 70 Hz were sampled, amplified, and 
digitised at a rate of 1 kHz. 
Participants were fitted with EEG recording equipment and seated in front of a 
19” monitor.  An EOG calibration task was performed first in order to later correct for 
eye movements offline.  Resting state EEG was then recorded for 2 min during each of 
two conditions: EC and then EO, where participants were instructed to fixate on a cross 
in the centre of the screen.  A computerised version of the CPT, based on the Gordon 
Diagnostic System (Gordon, 1987) was then presented, consisting of two blocks, each 
involving a fixed series of 180 digits ranging from 0 to 9.  Stimuli were presented on the 
monitor in a white font, size 120 pt, and appeared on a black background on the screen 
for 200 ms with an interstimulus interval (ISI) of 800 ms.  A fixation cross appeared 
between stimulus presentations to minimise eye movements.  Participants were 
instructed to press a button on a Logitech® controller with their right index finger, as 
quickly as possible, to the Go “9” after it had been cued by the number “1”, and refrain 
from responding to any other cued numbers (digits 0-8, referred to as “NoGo” stimuli), 
and any uncued Gos.  Only the cued stimuli were examined in this study.  Fifteen cued 
Go and fourteen cued NoGo pairs were presented in each block, however, only 14 cued 
Go and 13 cued NoGo pairs were analysed due to a paradigm design constraint 
involving a catch trial.  Here, the cued NoGo acted as the cue for a Go (presented in the 
sequence as: 1  1  9), and the ERPs elicited in this instance were excluded as they 
could have contributed additional and unwanted variance to the average. 
6.3.3 Data extraction and quantification.  Recorded EEG data were corrected 
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for ocular artefacts using the Revised Aligned-Artefact Average (RAAA) EOG 
correction program (Croft & Barry, 2000).  Using Compumedics Neuroscan Edit 
software (version 4.5), data were then re-referenced offline to the average of digitally-
linked ears. 
6.3.3.1 CPT behavioural data and ERPs.  ERPs were extracted from band-pass 
filtered data (0.1–30 Hz, zero phase shift, 24 dB/Octave) with epochs derived -100 ms 
to 600 ms around cued Go/NoGo trials, and baselined to the pre-imperative (Go/NoGo) 
period.  Go/NoGo accuracy rates were measured as the rate of correct responses.  
Epochs with RTs between 150–700 ms were retained, and those containing Go omission 
and NoGo commission errors were excluded.  The remaining cued Go (M = 27 ± 1) and 
NoGo (M = 26 ± 1) epochs were averaged to form ERPs.  Participants’ mean RT and 
RTV3 (in ms) were calculated based on the accepted cued Go trials. 
6.3.3.2 Temporal PCA decompositions of ERPs.  Temporal PCA (t-PCA) has 
been successfully employed to separate overlapping ERP components derived from 
CPTs (Friedman et al., 1984; Karamacoska et al., 2015; Oddy, Barry, Johnstone, & 
Clarke 2005).  Separate t-PCAs were performed on the cued Go and NoGo ERPs 
(Barry, De Blasio, Fogarty, & Karamacoska, 2016) using Dien’s PCA toolkit (v. 2.23; 
Dien, 2010).  Data from the 30 scalp sites were input (1680 cases) and half-sampled to 
350 time-points.  Each PCA used the covariance matrix with Kaiser normalisation, and 
all factors were orthogonally rotated with Kayser and Tenke’s (2003) version of 
Varimax4M (available at http://psychophysiology.cpmc.columbia.edu/software/).  
Factors were extracted in order of variance and those contributing ≥ 2 % of variance 
were retained for analysis.  Components were labelled based on their latency, polarity, 
and topography.  The PCA toolkit identified the maximal site of activity and the 
3As presently there is no consensus regarding mean corrections to intraindividual RTV (Dykiert et al., 
2012; MacDonald et al., 2006; Schmiedek et al., 2009), the standard deviation in RT was assessed here. 
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topographic illustrations of the voltage headmaps and their contour lines were used to 
define each ERP component’s region of interest (ROI).  Amplitude was measured as the 
mean across this region. 
6.3.3.3 Resting and prestimulus EEG.  One second epochs were obtained from 
the resting EC and EO EEG data.  Prestimulus activity was obtained from the 500 ms of 
activity immediately Pre-Cue (PC) and Pre-Imperative (PI) of the accepted ERP trials 
(as reported in 6.3.3.1).  The PI data were divided into Pre-Go (PG) and pre-NoGo 
(PNG) to correspond to the separation of these ERPs for PCA purposes, although EEG 
differences were not anticipated as the neutral cue did not inform participants of the 
upcoming stimulus type.  All EEG epochs were DC-corrected across their entire length.  
For EC and EO, epochs with activity exceeding ± 100 µV, at any site, were 
automatically rejected.  This resulted in a grand average of 109 epochs (SD = 12) used 
for EC and 111 (SD = 8) for EO.  MATLAB® (The Mathworks, 2012b) was used to 
transform the data to the frequency domain using discrete Fourier transforms (DFTs) 
with a 10 % Hanning window.  For the resting EEG data, DFTs were applied to the 
1000 data points, obtaining 1 Hz resolution; and for prestimulus EEG, DFTs were 
performed on the 500 data points with zero-padding to 1000 points.  Corrections for the 
window used in the DFT and for the zero-padding were applied to the output data.  
Participants’ mean EEG spectral amplitudes, from 1 to 29 Hz, were calculated for each 
resting state (EC and EO) and prestimulus period (PC, PG and PNG). 
6.3.3.4 Frequency PCA decompositions of EEG data. Frequency PCA (f-PCA) 
has been established as a more sensitive tool in grouping EEG activity than traditional 
methods (Barry & De Blasio, 2018; Barry, De Blasio, & Karamacoska, 2019; 
Karamacoska, Barry, & Steiner, 2019; Tenke & Kayser, 2005).  Data were submitted to 
separate f-PCAs (one each for EC, EO, PC, PG, and PNG) in Dien’s toolkit using the 
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covariance matrix with unrestricted Promax rotation of the 29 frequency points.  Each f-
PCA contained 1680 cases (56 participants × 30 sites) and 29 variables.  Factors were 
extracted in order of variance and those contributing ≥ 2 % of variance were retained 
and labelled with reference to their peak frequency and topography.  EC EEG measured 
intrinsic resting state activity, at the dominant ROI.  This was determined in the same 
manner as ERP component amplitudes.  ROIs for state-related changes in EEG were 
derived using a different method (described in section 6.3.4.2).  Prior to examining the 
amplitude changes between EO, PC, PG, and PNG states, f-PCA components were first 
assessed for their consistency between the datasets. 
6.3.4 Statistical analyses. 
6.3.4.1 Component consistency.  Spectral consistency between the EO, PC, PG 
and PNG f-PCA sets was established using Tucker’s congruence coefficient (rc) on the 
unscaled factor loadings across the f-PCA sets.  As a rule of thumb, component equality 
is established with rc > .95; rc between .94 and .85 indicates fair similarity, and rc < .85 
reflects dissimilarity (Lorenzo-Seva & ten Berge, 2006).  Factors showing dissimilarity 
between the f-PCA sets were excluded. 
6.3.4.2 State-related changes in EEG amplitude.  As few studies have 
examined the state-related changes in EEG, a statistically-driven approach to 
determining the topography was undertaken rather than preselecting sites of interest.  
Task-related change was measured as the difference in EO and PC amplitude (i.e., PC 
minus EO data).  The EO state was selected as the baseline as the task was performed 
with eyes open, and the PC period was chosen to represent general task-based activity 
as it was not confounded by CNV processes.  Within-task change was examined as the 
amplitude difference from the PC to PI period, with separate calculations conducted for 
pre-Go (PG minus PC) and -NoGo (PNG minus PC) to analyse effects on the respective 
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poststimulus responses.  Figure 6.1A presents a schematic of these measures.  The 
difference data were topographically analysed, but as these assessments were not 
pertinent to the overall goal of the study, the full procedure and results are presented in 
Supplementary Material S6.7.1.1–6.7.2.2.  The MANOVA was used to identify the 
ROIs for state-related change, and a mean across the dominant area of change was 
measured.  These ROIs are briefly described in the results section. 
6.3.4.3 Relationships between CPT measures.  Behavioural outcomes (mean 
RT, RTV, and Go/NoGo accuracy rates) were first assessed and then correlated with the 
stimulus-specific ERP component amplitudes extracted from the t-PCAs to link this 
poststimulus neural activity to response processes.  These relationships were examined 
with Pearson’s two-tailed correlations (r), and the false-discovery rate (FDR) procedure 
was applied to control for the multiple correlations conducted (Benjamini & Yekutieli, 
2001).  Only the relationships that remained significant are discussed further. 
6.3.4.4 EEG relations to performance.  To examine EEG change effects on 
performance, two sets of separate stepwise regressions were run.  The first used the 
regional task-related EEG change measures as predictors of behavioural outcomes and 
ERP component amplitudes, and the second had the same dependent variables regressed 
on within-task EEG change measures as predictors.  The Bonferroni-corrected α level 
was set at .025 to account for the two regressions conducted on each dependent variable.  
As there were specific predictions regarding the directions of these effects, one-tailed 
regressions are reported. 
EC resting state EEG amplitudes were correlated with behavioural measures and 
Go/NoGo ERP component amplitudes.  The FDR control procedure was again used.  
All correlational tests were two-tailed and are reported with 54 degrees of freedom. 
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6.4 Results 
6.4.1 CPT behavioural outcomes.  For accepted cued Go responses, mean RTs 
ranged between 272.2–494.6 ms (M = 346.8 ± 51.2 ms) and RTV ranged between 29.4–
117.1 ms (M = 57.6 ± 19.6 ms).  Errors were minimal in this task, with means of ≤ 7.1 
% omissions to cued Go pairs, and ≤ 7.7 % commission errors to cued NoGos. 
6.4.2 Grand mean ERPs.  Figure 6.1B shows the grand mean ERPs obtained 
from the visual CPT for the cued Go and NoGo imperatives (-100 to 1700 ms relative to 
cue onset), baselined to the 100 ms pre-cue period.  The Go-NoGo difference in ERP 
amplitude is displayed in the bottom panel.  The actual imperative ERPs submitted to t-
PCAs are presented in the top panels of Figure 6.2 alongside the PCA-derived ERP 
waveforms reconstituted from the extracted factors; these show a good fit with the 
original data.  The PCA factors and their scaled loadings are presented in the lower 
panels of Figure 6.2. 
6.4.2.1 ERP t-PCA outcomes.  The first five factors in the Go PCA, and the first 
seven in the NoGo PCA, each contributed > 2 % of variance.  The following 
components were identified in temporal order (with their respective ROIs in 
parentheses).  For Go: P1/N1-1 (FCz and Cz negativity), PN (P7 and P8), P2 (CP4 and 
P4), P3b (CP3 and P3), and SW (Cz and CPz).  For NoGo: P1/N1-1 (P4 and P8 
positivity), PN (P7 and P8), P2 (Fz and FCz), N2b (Fz and FCz), P3a (FCz and Cz), SW 
(CP3 and P3), and Late Positivity (LP).  The LP was not examined further as it has been 
argued to reflect the deactivation of stimulus-response processes (Barry & De Blasio, 
2013). 
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6.4.3 Grand mean EEG.  Figure 6.1C shows the grand mean spectral 
amplitudes, at the midline sites, from 1 to 29 Hz for the EC and EO resting states, and 
pre-cue and pre-Go/NoGo task periods.  Prominent peaks in the delta and alpha bands 
can be seen across all states.  A notable shift can be seen in frontal delta frequency from 
the resting states to the task-based periods (by ~ 1 Hz), and in parietal alpha amplitude 
between the states: a large decrease is apparent from EC to EO, with an increase from 
EO to the PC period, and a decrease from PC to the PI periods. 
6.4.3.1 EEG f-PCA outcomes.  Figure 6.3 displays the f-PCA outcomes for each 
dataset.  In the EC and EO datasets, the first seven factors carried > 2 % of variance 
each.  For EC, one delta component was obtained (peaking at 1 Hz) with a second factor 
spanning across the delta–low alpha frequency range (~ 9 Hz) but peaking 
predominantly at 3 Hz and then 6 Hz.  Prior f-PCA studies have identified a similar 
factor with a loading pattern that peaked in the delta and theta frequencies, leading to its 
labelling as a delta/theta component (Barry et al., 2019; Karamacoska et al., 2019; 
Rodríguez Martinez et al., 2012).  In keeping with this nomenclature, and the 
recommendations of Barry and De Blasio (2018), this factor was named delta/theta.  
Four alpha components were identified (at 8–11 Hz) and a conglomerate component of 
alpha/beta-1 was obtained with peaks at 9 and 18 Hz.  This factor resembles the alpha-2 
and beta-1 components obtained in the other datasets but has not been separated as 
efficiently with the PCA.  For this reason, this component was excluded from 
subsequent analyses.  With EO, the delta-1 and delta/theta components were again 
identified, but only three alpha components were obtained at 9–11 Hz, and two beta 
components at 17 Hz and 26 Hz.  Across the PC and PI datasets, the first six factors 
each carried > 2 % of variance.  The delta/theta, alpha-1, alpha-3, beta-1 and beta-2 
components, similar to those obtained in EO, were consistently obtained here.  
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However, the delta-1 component was not identifiable in the PC dataset, and the alpha-2 
component carried little variance in the PI datasets (< 1.5 %).  As this alpha factor, and 
the delta-1 and EC alpha-4 factors, were not reliably obtained between the datasets, they 
were not analysed further. 
6.4.4 ROIs for EEG activity. 
6.4.4.1 Eyes closed.  For the selected EC components, delta/theta was assessed 
across the dominant frontocentral-midline area (FCz and Cz mean).  The ROI for alpha-
1 and -3 was taken as an average of Pz and P4. 
Congruence coefficients between the EO, PC, PG, and PNG f-PCA datasets 
indicated similarity for the following components: delta/theta (rc ≥ .92), alpha-1 (rc ≥ 
.87), alpha-3 (rc ≥ .95), beta-1 (rc ≥ .88) and beta-2 (rc ≥ .97).  These components were 
analysed for task-related and within-task changes in amplitude using the separate 
repeated measures MANOVAs.  The results of these MANOVAs can be viewed in 
Supplementary Material S6.7.2, and the topographic headmaps depicting these changes 
are shown in Figure 6.4.  The ROIs selected for each component are described below 
and are represented with cross marks in Figure 6.4. 
6.4.4.2 Task-related change.  All components showed an increase from EO to 
PC.  Delta/theta and alpha-1 increased predominantly across the central-midline region.  
Alpha-3 and beta-1 increments were greater in the posterior hemispheres, while beta-2 
increases were larger in the frontal hemispheres. 
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Figure 6.4.  Mean EEG component amplitude changes depicted for task-related (from 
EO to the PC period) and within-task (from PC to PI [average of PG and PNG]) periods.  
Cross marks on the headmaps indicate the ROI with the greatest state-related change in 
amplitude. 
 
6.4.4.3 Within-task change.  Delta/theta decrements were dominant in the 
posterior-midline, and alpha-1 decreased predominantly in the central-midline area from 
PC to PI.  Alpha-3 decreased largely in the posterior region, as did beta-2, and so the 
mean across the posterior region was utilised for these components.  Beta-1 had non-
significant change effects found and was excluded as a predictor in the regression 
analyses. 
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6.4.5 Relationships between CPT response measures.  Behaviourally, there 
was one relationship that remained statistically significant following FDR control: Go 
mean RT and RTV were positively correlated (r = .51, p < .001).  These two measures 
also showed significant negative correlations with Go SW amplitude (mean RT: r = -
.28, p = .036; RTV: r = -.29, p = .030) but these did not survive the FDR procedure.  
Mean RT, however, correlated negatively with Go P2 positivity (r = -.35, p = .008).  
Go/NoGo accuracy rates did not correlate with ERP component amplitudes (all |r| ≤ -
.26, p ≥ .050), thus FDR corrections were unnecessary. 
6.4.6 EEG state change effects on CPT responses.  The first set of stepwise 
multiple regressions assessed the effects of task-related EEG change on CPT 
behavioural outcomes and cued Go/NoGo ERP component amplitudes.  Only two 
models were found to approach the Bonferroni-adjusted significance level of .025: task-
related increases in delta/theta and alpha-1 amplitude respectively predicted longer 
mean RT (β = .25, t = 1.86, p = .034) and greater RTV (β = .23, t = 1.72, p = .042). 
For within-task changes in the delta/theta, alpha-1/3 and beta-2 components, the 
regressions were run using the measures relative to the Go/NoGo variables being tested 
(e.g., within-task EEG changes calculated for Go were used when modelling Go 
behavioural measures).  There were only six significant models obtained and these are 
summarised in Table 6.2 where the standardised beta coefficient, t statistic and p value 
for each predictor is listed.  The within-task delta/theta decrease predicted greater Go 
N1-1 and NoGo N2b negativity, explaining 17.7 % and 11.7 % of the variance, 
respectively.  Greater within-task alpha-1 decreases predicted poorer NoGo accuracy 
rates (i.e., more commission errors), accounting for 26.4 % of the variance.  Within-task 
decreases in alpha-1 inversely predicted P2 to Go and NoGo, whereby greater 
reductions led to P2 enhancements, with 17.0 % and 16.4 % of the variance explained, 
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respectively.  Within-task alpha-3 decrements were predictive of greater NoGo P1 
positivity and explained 9.8 % of the variance. 
Table 6.2 
Within-Task EEG Change Predictors of CPT Responses 
 delta/theta alpha-1 alpha-3 
 β t p β t p β t p 
Go N1-1 .42 3.41 <.001       
Go P2    -.41 -3.25 .001    
NoGo 
accuracy 
 
  
.51 4.40 <.001  
  
NoGo P1       -.31 -2.42 .010 
NoGo P2    -.41 -3.32 .001    
NoGo N2b .34 2.68 .005       
 
6.4.7 EC EEG relations to performance.  Table 6.3 displays the significant EC 
EEG components that correlated with CPT measures following the FDR procedure.  EC 
alpha-1 and alpha-3 amplitude correlated positively with RTV, and delta/theta 
correlated positively with P2 amplitudes for Go and NoGo.  EC alpha-1 was also 
directly related to NoGo P2 positivity, and alpha-3 correlated positively with NoGo P1. 
 
Table 6.3 
EC EEG Relations (Pearson’s r) to CPT Outcomes 
 delta/theta 
r (p) 
alpha-1 
r (p) 
alpha-3 
r (p) 
Go RTV  .33 (.008) .35 (.013) 
Go P2 .32 (.015)   
NoGo P1   .33 (.012) 
NoGo P2 .39 (.003) .31 (.020)  
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6.5 Discussion 
 We examined the ERP correlates of behavioural measures in the CPT, and how 
EEG changes from rest to the task, and within the task, affect those responses.  This 
study was novel because it used PCA, in both the temporal and frequency domains, to 
examine these aspects of brain dynamics.  The ERP components were generally 
consistent with Karamacoska et al. (2015) and the EEG components obtained were 
comparable to prior f-PCA studies (Barry & De Blasio, 2018; Barry et al., 2019; 
Karamacoska et al., 2019; Tenke & Kayser, 2005; Rodríguez Martinez et al., 2012).  It 
is interesting to note that these f-PCA solutions have yielded a large delta/theta 
component across resting and prestimulus states.  While these frequency bands have 
been shown to have separable event-related functions, their independence remains 
questionable.  Time-frequency PCA studies of event-related dynamics have 
demonstrated the overlap in band activity (Barry et al., 2015), and early brain dynamics 
work argued for the grouping of prestimulus delta and theta amplitude as a marker of 
vigilance levels (Matoušek & Petersén, 1983; Romani et al., 1988).  More recently, De 
Blasio and Barry (2018) showed that these bands covary in the prestimulus period and 
the subsequent ERP effects of each band were found to be considerably similar in that 
study (and in De Blasio et al., 2013; see Table 6.1).  The physiological meaningfulness 
of this delta/theta component requires clarification, perhaps with a study comparing 
conventional and PCA-based methods.  For the sake of encouraging further work on 
this topic, this factor and its associated effects on stimulus-response processes are 
discussed and consolidated with the existing delta and theta literature.  Before reviewing 
those findings, performance patterns involving ERP components and behaviour are 
addressed.   
6.5.1 ERP component links to behaviour.  Overall, performance on this task 
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was highly accurate and efficient, with a positive relationship noted between RTV and 
mean RT.  This positive skew in RTs was also observed in the Go/NoGo task 
(Karamacoska et al., 2018a), and has been argued to reflect attentional lapses that 
contribute to a subset of excessively long RTs (Dankinas, Parciauskaite, & Dapsys, 
2015; Epstein et al., 2003; Spencer et al., 2009).  Longer mean RTs were associated 
with smaller Go P2, and both RT measures in the current study correlated negatively 
with Go SW positivity.  These trends are contrary to our previous findings 
(Karamacoska et al., 2017, 2018a, 2018b) and are likely due to task differences.  We 
previously identified these ERP component/performance relations in the unwarned 
equiprobable auditory Go/NoGo task.  While these tasks are comparable in their two-
choice response nature, those findings cannot be simply generalised to the visual CPT.  
With the added manipulation of a neutral cue, preparatory processes increased to 
emphasise stimulus categorisation efforts and ensure that an appropriate response was 
selected.  Thus, the P2 here may play a more significant role in cognitive control 
processes such as response initiation/cancellation (Fogarty et al., 2018; Karamacoska et 
al., 2019).  This may also explain the non-significant links between Go P3b and RTs, 
and between NoGo N2b-P3a amplitudes and accuracy rates.  It is also possible that 
preparations were biased to Go, particularly as it was the behaviourally-significant 
imperative stimulus and participants were unaware of its probability. 
6.5.2 Task-Related EEG changes: RT effects.  Consistent with expectations 
based on prior studies utilising predefined frequency bands, task-related change was 
generally characterised by an increase in amplitude from EO to PC (Karamacoska et al., 
2018a; Karamacoska et al., 2018b).  Two regression models involving task-related 
increases in delta/theta and alpha-1 as predictors of RT outcomes were found to 
approach significance.  Greater amplitude increases in these EEG components, from the 
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EO resting state to the task, detrimentally affected RTs.  This trend is consistent with 
our previous finding (Karamacoska et al., 2018b), further highlighting the effect of 
these low frequency shifts on task engagement and response efforts.  The direct alpha-1 
and RTV relationship parallels the positive EC alpha-1 correlation with this measure.  
Low range alpha (8-10 Hz) has been associated with cortical arousal (Barry, Clarke, 
Johnstone, Magee, & Rushby 2007; Loo et al., 2009), and the present findings 
demonstrate the ongoing effects of a lower arousal state prior to, and with the 
commencement of, the task.  These findings should be explored further, in a larger 
sample, to ascertain their significance. 
6.5.3 Within-Task changes in EEG: performance effects.  As predicted, 
amplitudes decreased within-task from PC to PI (Funderud et al., 2012; Gómez et al., 
2004).  In line with our broad expectations for a within-task decrease in delta and theta, 
greater delta/theta component reductions were associated with increased Go N1-1 and 
NoGo N2b negativity.  These findings correspond well with previous studies linking 
resting state and prestimulus theta levels to the Go N1-1 and prestimulus delta and theta 
contributions to NoGo N2b negativity (see Table 6.1 for related findings).  
Unexpectedly, there were no effects on behavioural outcomes.  This may be because of 
the reliance on the more cognitively controlled aspects of responding in this task.  
Nevertheless, these data support notions that low frequency activity underpins attention 
and decision-making processes to enable accurate performance (Gulbinaite et al., 2014; 
Harmony, 2013; Karakaş et al., 2000; Knyazev, 2012). 
No alpha-P3 relationships were replicated here, but distinct effects on other ERP 
components and behavioural measures were obtained.  Greater within-task decreases in 
alpha-1 were predictive of larger Go/NoGo P2 amplitudes and poorer NoGo accuracy.  
These results are contrary to our hypotheses based on unwarned auditory tasks and so 
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these outcomes may reflect alpha effects that are specific to visual perception in a cued 
context.  Other studies reporting on low-range alpha reductions in anticipation of a 
visual imperative have linked this activity to top-down attentional control and response 
preparation (Funderud et al., 2012; Gómez et al., 2004; Klimesch, 1999).  These 
findings corroborate notions that preparations were biased to Go, facilitating its efficient 
categorisation.  When an unexpected NoGo appeared, discrimination efforts were 
hindered, contributing to commission errors (see also Mazaheri, Nieuwenhuis, van Dijk, 
& Jensen, 2009). 
The within-task decrease in alpha-3 predicted larger amplitudes for NoGo P1, a 
sensory ERP component associated with visual processing (Correa, Lupianez, Madrid, 
& Tudela, 2006; Doherty, Rao, Mesulam, & Nobre, 2005).  Higher-range alpha activity 
(10–13 Hz) in visual tasks has been linked to attention and sensory perception 
(Bazanova & Vernon, 2014; Hanslmayr et al., 2005), and the P1 effect here supports 
this notion.  This relationship may also extend to the Go P1, however, this was not 
analysed due to the overlapping nature of the dominant Go N1-1.  This may highlight a 
limitation of temporal PCA, as it failed to efficiently separate these components.  This 
might be overcome by measuring both component amplitudes from their dominant 
regions, or by recording data with a larger electrode array and applying a spatial PCA. 
6.5.4 EC EEG and performance.  A final aim of this study was to explore EC 
resting EEG contributions to performance, and to compare such relationships with those 
from the state-related changes in EEG.  Greater EC delta/theta amplitude was found to 
directly correlate with P2 positivity across stimulus types.  This was unexpected, as 
previous resting state studies found a delta-mean RT relationship, and delta and theta 
links with the N1-1 and P3b (as indicated in Table 6.1).  However, these relationships 
were previously examined only in unwarned auditory tasks, and so the attentional 
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demands differ when compared with the present cued visual CPT.  This was evidenced 
here with our proposal that the P2 was involved in decision-making (see section 6.5.1).  
Considering this, the EC delta/theta relationship with P2 shows the expected influence 
of this low frequency activity on response control. 
EC alphas 1 and 3 were directly associated with greater RTV, and each of these 
alpha components correlated, respectively, with enhanced NoGo P2 and P1 positivity.  
These relationships indicate an interesting influence of the pre-task state on stimulus-
response processes.  Notably, the direction of these P1 and P2 relationships is opposite 
to those obtained for within-task change, where reduced pre-imperative alpha 
amplitudes predicted greater positivity.  This further supports our hypothesis that EEG 
bands function differently between resting and task-based states.  This is an important 
distinction between these state measures that needs consideration in future studies, 
particularly as we begin to map the functionalities of these f-PCA derived EEG 
components. 
6.5.5 Limitations and Conclusion.  There were several novel aspects to this 
research, and these highlight both the study’s strengths and weaknesses.  This is the first 
study to comprehensively examine EEG-ERP relationships in a visual cued two-choice 
paradigm, and so our hypotheses were based largely on investigations employing 
unwarned tasks.  As a result, our findings lack generalisability when examining the ERP 
correlates of performance, and EC resting state EEG in relation to these response 
measures.  The anticipation associated with cueing enhanced stimulus categorisation 
processes and emphasised response control efforts at the P2 stage.  This component was 
also found to be determined by various EEG predictors (within-task alpha-1 change, EC 
delta/theta and alpha-1 amplitude), highlighting the brain dynamics unique to the cued 
CPT and, more broadly, the brain’s intrinsic neuronal involvement in cognitive control.   
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The lack of beta effects could be attributed to methodological disparities 
concerning its analysis, task type, and modality.  One group examined RT in relation to 
beta power at each 0.5 Hz bin in the 12 and 30 Hz range, obtained during auditory and 
visual spatial discrimination tasks (Kamiński et al., 2012), and others referred to broad-
range beta in different versions of the AX-CPT (Bickel et al., 2012) or in an unwarned 
auditory Go/NoGo task (De Blasio & Barry, 2013a).  The statistically driven approach 
to the data here revealed that within-task beta-1/2 component amplitudes were not 
modulated by cueing, and the task-related shifts in beta were unrelated to SW amplitude 
or accuracy.  Again, this may reflect the task-specific functioning of the EEG with prior 
studies utilising uncued auditory paradigms (Karamacoska et al., 2018a, b) or 
designating repeated stimuli in their S1-S2 pairing (Arruda et al., 1999; Valentino et al., 
1993).  However, these null results align with Loo et al.’s (2009) non-significant 
associations between beta changes in a CPT and several performance measures, 
supporting their notions that beta represents a general activation process that has no 
meaningful impact on behavioural outcomes. 
Another important limitation to consider is the large female to male ratio in the 
study sample here.  Sex differences in neurobiology (Garavan et al., 2006; McCarthy et 
al., 2012), ERPs, and performance monitoring (Clayson et al., 2011) have been 
established that may mediate the relationships obtained in the present study.  Females, 
in particular, show greater variability with their menstrual cycle and use of hormonal 
birth control (Bazanova et al., 2017).  As our line of research focussed on identifying 
the basic characteristics of the EEG and ERP amplitudes linked to behaviour, these 
details were not obtained from female participants.  Sex-related assessments are indeed 
lacking in the brain dynamics field, and in psychophysiology more broadly (Gatzke-
Kopp, 2016).  Investigations into the individual differences affecting 
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electrophysiological activity are thus encouraged. 
To conclude, performance on the Gordon CPT, as measured by ERP component 
amplitudes and behavioural outcomes, was largely predicted by the within-task decrease 
in delta/theta and alpha component amplitudes.  These effects support notions that lower 
pre-imperative EEG amplitudes augment the excitability of the cortex and its 
subsequent response to stimuli (Başar, 1998, 1999).  Task-related increases (i.e., the 
change from EO to PC) in EEG amplitude, however, trended toward a detrimental effect 
on response speed.  Greater pretask EC resting EEG amplitudes were also associated 
with perceptual and cognitive process and this intrinsic neuronal activity should 
continue to be examined for its functional relevance.  These findings reveal novel 
insights into the state-related modulation of the EEG and its impacts on CPT response 
efforts.  Additional work is needed, however, to replicate these PCA-based findings and 
identify the individual differences mediating these relationships.
261 
6.6 References 
Adleman, N.E., Chen, G., Reynolds, R.C., Frackman, A., Razdan, V., Weissman, D.H., 
…, Leibenluft, E. (2016). Age-related differences in the neural correlates of 
trial-to-trial variations of reaction time. Developmental Cognitive Neuroscience, 
19, 248-257. doi: https://dx.doi.org/10.1016/j.dcn.2016.05.001 
Arruda, J. E., Amoss, R. T., Coburn, K. L., & McGee, H. (2007). A quantitative 
electroencephalographic correlate of sustained attention processing. Applied 
Psychophysioly and Biofeedback, 32, 11-17. doi: 
https://dx.doi.org/10.1007/s10484-007-9030-1 
Arruda, J. E., Walker, K. A., Weiler, M. D., & Valentino, D. A. (1999). Validation of a 
right hemisphere vigilance system as measured by principal component and 
factor analyzed quantitative electroencephalogram. International Journal of 
Psychophysiology, 32, 119-128. https://dx.doi.org/10.1016/S0167-
8760(99)00006-9 
Barry, R. J. (2009). Evoked activity and EEG phase resetting in the genesis of auditory 
Go/NoGo ERPs. Biological Psychology, 80, 292-299. 
https://dx.doi.org/10.1016/j.biopsycho.2008.10.009 
Barry, R. J., Clarke, A. R., Johnstone, S. J., Magee, C. A., & Rushby, J. A. (2007). EEG 
differences between eyes-closed and eyes-open resting conditions. Clinical 
Neurophysiology, 118, 2765-2773. 
https://dx.doi.org/10.1016/j.clinph.2007.07.028 
Barry, R. J., & De Blasio, F. M. (2018). EEG frequency PCA in EEG-ERP dynamics. 
Psychophysiology, 55, e13042. https://dx.doi.org/10.1111/psyp.13042 
Barry, R. J., De Blasio, F. M., & Karamacoska, D. (2019). Data-driven derivation of 
natural EEG frequency components: An optimised example assessing resting 
262 
EEG in healthy ageing. Journal of Neuroscience Methods, 321, 1-11. 
https://dx.doi.org/10.1016/j.jneumeth.2019.04.001 
Barry, R. J., Kirkaikul, S., & Hodder, D. (2000). EEG alpha activity and the ERP to 
target stimuli in an auditory oddball paradigm. International Journal of 
Psychophysiology, 39, 39-50. doi: 
https://www.ncbi.nlm.nih.gov/pubmed/11120346 
Başar, E. (1998). Brain function and oscillations: I. Brain oscillations principles and 
approaches. Berlin: Springer. 
Başar, E. (1999). Brain function and oscillations: II. Integrative brain function, 
neurophysiology and cognitive processes. Berlin: Springer. 
Başar, E., Başar-Eroglu, C., Karakaş, S., & Shürmann, M. (2001). Gamma, alpha, delta, 
and theta oscillations govern cognitive processes. International Journal of 
Psychophysiology, 39, 241-248. https://dx.doi.org/10.1016/S0167-
8760(00)00145-8 
Başar, E., Schürmann, M., & Sekowitz, O. (2001). The selectively distributed theta 
system: Functions. International Journal of Psychophysiology, 39, 197-212. doi: 
https://dx.doi.org/10.1016/S0167-8760(00)00141-0 
Başar-Eroglu, C., Başar, E., Karakaş, S., & Shürmann, M. (1992). P300-response: 
Possible psychophysiological correlates in delta and theta frequency channels. A 
Review. International Journal of Psychophysiology, 13, 161-179. 
https://dx.doi.org/10.1016/0167-8760(92)90055-G 
Bazanova, O. M., Nikolenko, E. D., & Barry, R. J. (2017). Reactivity of alpha rhythms 
to eyes opening (the Berger effect) during menstrual cycle phases. International 
Journal of Psychophysiology, 122, 56-64. doi: 
https://dx.doi.org/10.1016/j.ijpsycho.2017.05.001 
263 
Bazanova, O. M., & Vernon, D. (2014). Interpreting EEG alpha activity. Neuroscience 
and Biobehavioural Reviews, 44, 94-110. 
https://dx.doi.org/10.1016/j.neubiorev.2013.05.007 
Benjamini, Y., & Yekutieli, D. (2001). The control of the false discovery rate in 
multiple testing under dependency. The Annals of Statistics, 29, 1165-1188. doi: 
https://: https://projecteuclid.org/euclid.aos/1013699998 
Bickel, S., Dias, E. C., Epstein, M. L., & Javitt, D. C. (2012). Expectancy-related 
modulations of neural oscillations in continuous performance tasks. 
Neuroimage, 62, 1867-1876. 
https://dx.doi.org/10.1016/j.neuroimage.2012.06.009 
Correa, A., Lupianez, J., Madrid, E., & Tudela, P. (2006). Temporal attention enhances 
early visual processing: a review and new evidence from event-related 
potentials. Brain Research, 1076, 116-128. 
https://dx.doi.org/10.1016/j.brainres.2005.11.074 
Croft, R. J., & Barry, R. J. (2000). Removal of ocular artefact from the EEG: A review. 
Clinical Neurophysiology, 30, 5-19. https://dx.doi.org/10.1016/S0987-
7053(00)00055-1 
Dankinas, D., Parciauskaite, V., & Dapsys, K. (2015). Intra-individual reaction time 
variability and response preparation: an EEG study. Acta Neurobiologiae 
Experimentalis, 75, 462-468. doi: https://: 
https://www.ncbi.nlm.nih.gov/pubmed/26994424 
De Blasio, F. M., & Barry, R. J. (2013a). Prestimulus alpha and beta determinants of 
ERP responses in the Go/NoGo task. International Journal of Psychophysiology, 
89, 9-17. https://dx.doi.org/10.1016/j.ijpsycho.2013.04.018 
De Blasio, F. M., & Barry, R. J. (2013b). Prestimulus delta and theta determinants of 
264 
 
ERP responses in the Go/NoGo task. International Journal of Psychophysiology, 
87, 279-288. https://dx.doi.org/10.1016/j.ijpsycho.2012.09.016 
De Blasio, F. M., & Barry, R. J. (2018). Prestimulus delta and theta contributions to 
equiprobable Go/NoGo processing in healthy ageing. International Journal of 
Psychophysiology, 130, 40-52. https://dx.doi.org/10.1016/j.ijpsycho.2018.05.005 
De Blasio, F. M., Barry, R. J., & Steiner, G. Z. (2013). Prestimulus EEG amplitude 
determinants of ERP responses in a habituation paradigm. International Journal 
of Psychophysiology, 89, 444-450. 
https://dx.doi.org/10.1016/j.ijpsycho.2013.05.015 
Dien, J. (2010). The ERP PCA toolkit: An open source program for advanced statistical 
analysis of the event-related potential data. Journal of Neuroscience Methods, 
187, 138-145. https://dx.doi.org/10.1016/j.jneumeth.2009.12.009 
Doherty, J. R., Rao, A., Mesulam, M. M., & Nobre, A. C. (2005). Synergistic effect of 
combined temporal and spatial expectations on visual attention. Journal of 
Neuroscience, 25, 8259-8266. https://dx.doi.org/10.1523/JNEUROSCI.1821-
05.2005 
Donchin, E., & Lindsley, D. B. (1966). Averaged evoked potentials and reaction times 
to visual stimuli. Electroencephalography and Clinical Neurophysiology, 20, 
217-223. https://dx.doi.org/10.1016/0013-4694(66)90086-1 
Dykiert, D., Der, G., Starr, J.M., & Deary, I.J. (2012). Age differences in intra-
individual variability in simple and choice reaction time: systematic review and 
meta-analysis. PLoS One, 7, e45759. doi: 
https://dx.doi.org/10.1371/journal.pone.0045759 
Epstein, J. N., Erkanli, A., Conners, C. K., Klaric, J., Costello, J. E., & Angold, A. 
(2003). Relations between continuous performance test performance measures 
265 
and ADHD behaviors. Journal of Abnormal Child Psychology, 31, 543–554. 
doi: https://www.ncbi.nlm.nih.gov/pubmed/14561061 
Fasmer, O. B., Mjeldheim, K., Forland, W., Hansen, A. L., Syrstad, V. E., Oedegaard, 
K. J., & Berle, J. O. (2016). Linear and non-linear analyses of Conner's
Continuous Performance Test-II discriminate adult patients with attention deficit 
hyperactivity disorder from patients with mood and anxiety disorders. BMC 
Psychiatry, 16, 284. https://dx.doi.org/10.1186/s12888-016-0993-4 
Fernández, T., Harmony, T., Gersenowies, J., Silva-Pereyra, J., Fernández-Bouzas, A., 
Galán, L., & Diaz-Comas, L. (2002). Sources of EEG activity during a verbal 
working memory task in adults and children. Advances in Clinical 
Neurophysiology, 54, 269-283. https://dx.doi.org/10.1016/S1567-
424X(09)70461-1 
Fernández, T., Harmony, T., Silva-Pereyra, J., Fernández-Bouzas, A., Gersenowies, J., 
Galán, L., . . . Valdés, S. I. (2000). Specific EEG frequencies at specific brain 
areas and performance. Cognitive Neuroscience and Neuropsychology, 11, 2663-
2668. https://dx.doi.org/https://insights.ovid.com/pubmed?pmid=10976940 
Fogarty, J. S., Barry, R. J., De Blasio, F. M., & Steiner, G. Z. (2018). ERP components 
and behavior in the auditory equiprobable go/no‐go task: Inhibition in young 
adults. Psychophysiology, 55, e13065. https://dx.doi.org/10.1111/psyp.13065 
Folstein, J. R., & Van Petten, C. (2008). Influence of cognitive control and mismatch on 
the N2 component of the ERP: A review. Psychophysiology, 45, 152-170. 
https://dx.doi.org/10.1111/j.1469-8986.2007.00602.x 
Friedman, D. (1984). P300 and slow wave: the effects of reaction time quartile. 
Biological Psychology, 18, 47-71. https://dx.doi.org/10.1016/0301-
0511(84)90028-0 
266 
 
Funderud, I., Lindgren, M., Lovstad, M., Endestad, T., Voytek, B., Knight, R. T., & 
Solbakk, A. K. (2012). Differential Go/NoGo activity in both contingent 
negative variation and spectral power. PloS One, 7, e48504. 
https://dx.doi.org/10.1371/journal.pone.0048504 
Gallagher, P., Nilsson, J., Finkelmeyer, A., Goshawk, M., Macritchie, K. A., Lloyd, A. 
J., . . . Watson, S. (2015). Neurocognitive intra-individual variability in mood 
disorders: effects on attentional response time distributions. Psychological 
Medicine, 45, 2985-2997. https://dx.doi.org/10.1017/S0033291715000926 
Garavan, H., Hester, R., Murphy, K., Fassbender, C., Kelly, C., 2006. Individual 
differences in the functional neuroanatomy of inhibitory control. Brain 
Research, 1105, 130-142. doi: https://dx.doi.org/10.1016/j.brainres.2006.03.029 
Gatzke-Kopp, L.M., 2016. Diversity and representation: Key issues for 
psychophysiological science. Psychophysiology, 53, 3-13. doi: 
https://dx.doi.org/10.1111/psyp.12566 
Gómez, C. M., E., V., López-Mendoza, D., González-Rosa, J., & Vázquez-Marrufo, M. 
(2004). Reduction of EEG power during expectancy periods in humans. Acta 
Neurobiologiae Experimentalis, 64, 143-151. 
https://dx.doi.org/https://www.ncbi.nlm.nih.gov/pubmed/?term=15366247 
Gulbinaite, R., van Rijn, H., & Cohen, M. X. (2014). Fronto-parietal network 
oscillations reveal relationship between working memory capacity and cognitive 
control. Frontiers in Human Neuroscience, 8, 761-774. 
https://dx.doi.org/10.3389/fnhum.2014.00761 
Hanslmayr, S., Klimesch, W., Sauseng, P., Gruber, W., Doppelmayr, M., Freunberger, 
R., & Pecherstorfer, T. (2005). Visual discrimination performance is related to 
decreased alpha amplitude but increased phase locking. Neuroscience Letters, 
267 
 
375, 64-68. https://dx.doi.org/10.1016/j.neulet.2004.10.092 
Harmony, T. (2013). The functional significance of delta oscillations in cognitive 
processing. Frontiers in Integrative Neuroscience, 7, 83. 
https://dx.doi.org/10.3389/fnint.2013.00083 
Harmony, T., Alba, A., Marroquin, J. L., & Gonzalez-Frankenberger, B. (2009). Time-
frequency-topographic analysis of induced power and synchrony of EEG signals 
during a Go/No-Go task. International Journal of Psychophysiology, 71, 9-16. 
https://dx.doi.org/10.1016/j.ijpsycho.2008.07.020 
Harmony, T., Fernandez, T., Silva, J., Bernal, J., Diaz-Comas, L., Reyes, A., . . . 
Rodriguez, M. (1996). EEG delta activity: an indicator of attention to internal 
processing during performance of mental tasks. International Journal of 
Psychophysiology, 24, 161-171. https://dx.doi.org/10.1016/S0167-
8760(96)00053-0 
Harper, J., Malone, S. M., & Bernat, E. M. (2014). Theta and delta band activity explain 
N2 and P3 ERP component activity in a go/no-go task. Clinical 
Neurophysiology, 125, 124-132. https://dx.doi.org/10.1016/j.clinph.2013.06.025 
Herrmann, C. S., & Knight, R. T. (2001). Mechanisms of human attention: Event-
related potentials and oscillations. Neuroscience and Biobehavioural Reviews, 
25, 465-476. https://dx.doi.org/10.1016/S0149-7634(01)00027-6 
Huster, R. J., Enriquez-Geppert, S., Lavallee, C. F., Falkenstein, M., & Herrmann, C. S. 
(2013). Electroencephalography of response inhibition tasks: functional 
networks and cognitive contributions. International Journal of 
Psychophysiology, 87, 217-233. 
https://dx.doi.org/10.1016/j.ijpsycho.2012.08.001 
Intriligator, J., & Polich, J. (1995). On the relationship between EEG and ERP 
268 
 
variability. International Journal of Psychophysiology, 20, 59-74. 
https://dx.doi.org/10.1016/0167-8760(95)00028-Q 
Jasikutas, P., & Hakreem, G. (1988). The effect of prestimulus alpha activity on P300. 
Psychophysiology, 25, 157-165. https://dx.doi.org/10.1111/j.1469-
8986.1988.tb00979.x 
Kaiser, S., Roth, A., Rentrop, M., Friederich, H. C., Bender, S., & Weisbrod, M. (2008). 
Intra-individual reaction time variability in schizophrenia, depression and 
borderline personality disorder. Brain and Cognition, 66, 73-82. 
https://dx.doi.org/10.1016/j.bandc.2007.05.007 
Kamarajan, C., Porjesz, B., Jones, K. A., Choi, K., Chorlian, D. B., Padmanabhapillai, 
A., . . . Begleiter, H. (2004). The role of brain oscillations as functional 
correlates of cognitive systems: a study of frontal inhibitory control in 
alcoholism. International Journal of Psychophysiology, 51, 155-180. 
https://dx.doi.org/10.1016/j.ijpsycho.2003.09.004 
Kamiński, J., Brzezicka, A., Gola, M., & Wrobel, A. (2012). Beta band oscillations 
engagement in human alertness process. International Journal of 
Psychophysiology, 85, 125-128. 
https://dx.doi.org/10.1016/j.ijpsycho.2011.11.006 
Karakaş, S., & Barry, R. J. (2017). A brief historical perspective on the advent of brain 
oscillations in the biological and psychological disciplines. Neuroscience and 
Biobehavioural Reviews, 75, 335-347. 
https://dx.doi.org/10.1016/j.neubiorev.2016.12.009 
Karakaş, S., Erzengin, O. U., & Başar, E. (2000). A new strategy involving multiple 
cognitive paradigms demonstrates that ERP components are determined by the 
superposition of oscillatory responses. Clinical Neurophysiology, 111, 1719-
269 
 
1732. doi: https://doi.org/10.1016/S1388-2457(00)00418-1 
Karamacoska, D., Barry, R. J., & Steiner, G. Z. (2017). Resting state intrinsic EEG 
impacts on go stimulus-response processes. Psychophysiology, 54, 894-903. 
https://dx.doi.org/10.1111/psyp.12851 
Karamacoska, D., Barry, R. J., & Steiner, G. Z. (2018a). Electrophysiological 
underpinnings of response variability in the Go/NoGo task. International 
Journal of Psychophysiology, 134, 159-167. 
https://dx.doi.org/10.1016/j.ijpsycho.2018.09.008 
Karamacoska, D., Barry, R. J., & Steiner, G. Z. (2019). Using principal components 
analysis to examine resting state EEG in relation to task performance. 
Psychophysiology, 56, e13327. https://dx.doi.org/10.1111/psyp.13327 
Karamacoska, D., Barry, R. J., Steiner, G. Z., Coleman, E. P., & Wilson, E. J. (2018). 
Intrinsic EEG and task-related changes in EEG affect Go/NoGo task 
performance. International Journal of Psychophysiology, 125, 17-28. 
https://dx.doi.org/10.1016/j.ijpsycho.2018.01.015 
Karamacoska, D., Barry, R. J., Steiner, G. Z., & De Blasio, F. M. (2015). Clarifying the 
sequential processes involved in a cued continuous performance test. 
Psychophysiol, 52, 67-80. https://dx.doi.org/10.1111/psyp.12286 
Kayser, J., & Tenke, C. E. (2003). Optimizing PCA methodology for ERP component 
identification and measurement: theoretical rationale and empirical evaluation. 
Clinical Neurophysiology, 114, 2307-2325. https://dx.doi.org/10.1016/s1388-
2457(03)00241-4 
Kayser, J., Tenke, C. E., Kroppmann, C. J., Alschuler, D. M., Fekri, S., Ben-David, S., . 
. . Bruder, G. E. (2014). Auditory event-related potentials and alpha oscillations 
in the psychosis prodrome: neuronal generator patterns during a novelty oddball 
270 
 
task. International Journal of Psychophysiology, 91, 104-120. 
https://dx.doi.org/10.1016/j.ijpsycho.2013.12.003 
Kirmizi-Alsan, E., Bayraktaroglu, Z., Gurvit, H., Keskin, Y. H., Emre, M., & Demiralp, 
T. (2006). Comparative analysis of event-related potentials during Go/NoGo and 
CPT: decomposition of electrophysiological markers of response inhibition and 
sustained attention. Brain Research, 1104, 114-128. 
https://dx.doi.org/10.1016/j.brainres.2006.03.010 
Klimesch, W. (1999). EEG alpha and theta oscillations reflect cognitive and memory 
performance: A review and analysis. Brain Research Reviews, 29, 169-195. 
https://dx.doi.org/10.1016/S0165-0173(98)00056-3 
Klimesch, W., Sauseng, P., Hanslmayr, S., Gruber, W., & Freunberger, R. (2007). 
Event-related phase reorganization may explain evoked neural dynamics. 
Neuroscience and Biobehavioural Reviews, 31, 1003-1016. 
https://dx.doi.org/10.1016/j.neubiorev.2007.03.005 
Knyazev, G. G. (2012). EEG delta oscillations as a correlate of basic homeostatic and 
motivational processes. Neuroscience and Biobehavioural Reviews, 36, 677-695. 
https://dx.doi.org/10.1016/j.neubiorev.2011.10.002 
Kok, A. (1997). Event-related potential (ERP) reflections of mental resources: A review 
and synthesis. Biological Psychology, 45, 19-56. 
https://dx.doi.org/10.1016/S0301-0511(96)05221-0 
Kolev, V., & Schurmann, M. (1992). Event-related prolongation of induced EEG 
rhythmicities in experiments with a cognitive task. International Journal of 
Neuroscience, 67, 199-213. doi: https://www.ncbi.nlm.nih.gov/pubmed/1305635 
Loo, S. K., Hale, T. S., Macion, J., Hanada, G., McGough, J. J., McCracken, J. T., & 
Smalley, S. L. (2009). Cortical activity patterns in ADHD during arousal, 
271 
 
activation and sustained attention. Neuropsychologia, 47, 2114-2119. 
https://dx.doi.org/10.1016/j.neuropsychologia.2009.04.013 
Lorenzo-Seva, U., & ten Berge, J. M. F. (2006). Tucker's congruence coefficient as a 
meaningful index of factor similarity. Methodology: European Journal of 
Research Methods for the Behavioural and Social Sciences, 2, 57-64. 
https://dx.doi.org/10.1027/1614-2241.2.2.57 
MacDonald, S. W., Nyberg, L., & Backman, L. (2006). Intra-individual variability in 
behavior: links to brain structure, neurotransmission and neuronal activity. 
Trends in Neuroscience, 29, 474-480. 
https://dx.doi.org/10.1016/j.tins.2006.06.011 
Matoušek, M.F., Petersén, I., A method for assessing alertness fluctuations from EEG 
spectra. Electroencephalography and Clinical Neurophysiology, 55, 108-113. 
doi: https://www.ncbi.nlm.nih.gov/pubmed/6185295 
Mazaheri, A., Nieuwenhuis, I. L., van Dijk, H., & Jensen, O. (2009). Prestimulus alpha 
and mu activity predicts failure to inhibit motor responses. Human Brain 
Mapping, 30, 1791-1800. https://dx.doi.org/10.1002/hbm.20763 
McCarthy, M. M., Arnold, A. P., Ball, G. F., Blaustein, J. D., & De Vries, G. J. (2012). 
Sex differences in the brain: the not so inconvenient truth. Journal of 
Neuroscience, 32, 2241-2247. doi: 
https://dx.doi.org/10.1523/JNEUROSCI.5372-11.2012 
McLoughlin, G., Makeig, S., & Tsuang, M. T. (2014). In search of biomarkers in 
psychiatry: EEG-based measures of brain function. American Journal of 
Medical Genetics. Part B Neuropsychiatric Genetics, 165B, 111-121. 
https://dx.doi.org/10.1002/ajmg.b.32208 
Miller, G. A., Rockstroh, B. S., Hamilton, H. K., & Yee, C. M. (2016). 
272 
 
Psychophysiology as a core strategy in RDoC. Psychophysiology, 53, 410-414. 
doi: https://dx.doi.org/10.1111/psyp.12581 
Min, B. K., & Park, H. J. (2010). Task-related modulation of anterior theta and posterior 
alpha EEG reflects top-down preparation. BMC Neuroscience, 11, 79. 
https://dx.doi.org/10.1186/1471-2202-11-79 
Näätänen, R., & Picton, T. (1987). The N1 wave of the human electric and magnetic 
respond to sound: A review and analysis of component structure. 
Psychophysiology, 24, 375-425. https://dx.doi.org/10.1111/j.1469-
8986.1987.tb00311.x 
Nilsson, J., Thomas, A. J., O'Brien, J. T., & Gallagher, P. (2014). White matter and 
cognitive decline in aging: a focus on processing speed and variability. Journal 
of International Neuropsychology Society, 20, 262-267. 
https://dx.doi.org/10.1017/S1355617713001458 
O’Brien, R. G., & Kaiser, M. K. (1985). MANOVA method for analysing repeated 
measures designs: An extensive primer. Psychological Bulletin, 97, 316-333. 
https://dx.doi.org/10.1037/0033-2909.97.2.316 
Oddy, B. W., Barry, R. J., Johnstone, S. J., & Clarke, A. R. (2005). Removal of CNV 
effects from the N2 and P3 ERP components in a visual Go/NoGo task. Journal 
of Psychophysiology, 19, 24-34. https://dx.doi.org/10.1027/0269-8803.19.1.24 
Pfurtscheller, G., & Klimesch, W. (1992). Event-Related Synchronization and 
Desynchronization of Alpha and Beta Waves in a Cognitive Task. Boston, MA: 
Birkhäuser. 
Polich, J. (1997). EEG and ERP assessment of normal aging. Electroencephalography 
and Clinical Neurophysiology, 104, 244-256. doi: 
https://dx.doi.org/10.1016/j.clinph.2007.04.019 
273 
 
Polich, J. (2007). Updating P300: an integrative theory of P3a and P3b. Clinical 
Neurophysiology, 118, 2128-2148. doi: 
https://dx.doi.org/10.1016/j.clinph.2007.04.019 
Rahn, E., & Başar, E. (1993a). Enhancement of visual evoked potentials by stimulation 
during low prestimulus EEG stages. The International Journal Of Neuroscience, 
72, 123-136. https://dx.doi.org/10.3109/00207459308991629 
Rahn, E., & Başar, E. (1993b). Prestimulus EEG activity strongly influences the 
auditory evoked vertex response: A new method for selective averaging. 
International Journal of Neuroscience, 69, 207-220. 
https://dx.doi.org/10.3109/00207459309003331 
Ramchurn, A., de Fockert, J. W., Mason, L., Darling, S., & Bunce, D. (2014). 
Intraindividual reaction time variability affects P300 amplitude rather than 
latency. Frontiers in Human Neuroscience, 8, 557. 
https://dx.doi.org/10.3389/fnhum.2014.00557 
Randall, W. M., & Smith, J. L. (2011). Conflict and inhibition in the cued-Go/NoGo 
task. Clinical Neurophysiology, 122, 2400-2407. 
https://dx.doi.org/10.1016/j.clinph.2011.05.012 
Rodríguez Martinez, E.I., Barriga-Paulino, C.I., Zapata, M.I., Chinchilla, C., López-
Jiménez, A.M., Gómez, C.M., 2012. Narrow band quantitative and multivariate 
electroencephalogram analysis of peri-adolescent period. BMC Neuroscience, 
13, 104. doi: https://doi.org/10.1186/1471-2202-13-104 
Romani, A., Callieco, R., & Cosi, V. (1988). Prestimulus spectral EEG patterns and the 
evoked auditory vertex response. Electroencephalography and Clinical 
Neurophysiology, 70, 270-272. https://dx.doi.org/10.1016/0013-4694(88)90087-
9 
274 
 
Sauseng, P., Griesmayr, B., Freunberger, R., & Klimesch, W. (2010). Control 
mechanisms in working memory: a possible function of EEG theta oscillations. 
Neuroscience and Biobehavioural Reviews, 34, 1015-1022. 
https://dx.doi.org/10.1016/j.neubiorev.2009.12.006 
 Saville, C. W., Dean, R. O., Daley, D., Intriligator, J., Boehm, S., Feige, B., & Klein, C. 
(2011). Electrocortical correlates of intra-subject variability in reaction times: 
Average and single-trial analyses. Biological Psychology, 87, 74-83. 
https://dx.doi.org/10.1016/j.biopsycho.2011.02.005 
Saville, C. W., Shikhare, S., Iyengar, S., Daley, D., Intriligator, J., Boehm, S. G., . . . 
Klein, C. (2012). Is reaction time variability consistent across sensory 
modalities? Insights from latent variable analysis of single-trial P3b latencies. 
Biological Psychology, 91, 275-282. 
https://dx.doi.org/10.1016/j.biopsycho.2012.07.006 
Schmiedek, F., Lövdén, M., & Lindenberger, U. (2009). On the relation of mean 
reaction time and intraindividual reaction time variability. Psychology and 
Aging, 24, 841-857. https://dx.doi.org/10.1037/a0017799 
Spencer, K. M., Dien, J., & Donchin, E. (2001). Spatiotemporal analysis of the late ERP 
responses to deviant stimuli. Psychophysiology, 38, 343-358. doi: 
https://dx.doi.org/10.1007%2Fs10802-009-9316-2  
Tabachnick, B. G., & Fidell, L. S. (2013). Using Multivariate Statistics (6 ed.). Boston: 
Pearson. 
Tenke, C. E., & Kayser, J. (2005). Reference-free quantification of EEG spectra: 
combining current source density (CSD) and frequency principal components 
analysis (fPCA). Clinical Neurophysiology, 116, 2826-2846. 
https://dx.doi.org/10.1016/j.clinph.2005.08.007 
275 
 
Valentino, D. A., Arruda, J. E., & Gold, S. M. (1993). Comparison of QEEG and 
response accuracy in good vs. poorer performers during a vigilance task. 
International Journal of Psychophysiology, 15, 123-133. 
https://dx.doi.org/10.1016/0167-8760(93)90070-6 
Verleger, R., Grauhan, N., & Smigasiewicz, K. (2016). Is P3 a strategic or a tactical 
component? Relationships of P3 sub-components to response times in oddball 
tasks with go, no-go and choice responses. Neuroimage, 143, 223-234. 
https://dx.doi.org/10.1016/j.neuroimage.2016.08.049 
Verleger, R., Jaśkowski, P., & Wascher, E. (2005). Evidence for an Integrative Role of 
P3b in Linking Reaction to Perception. Journal of Psychophysiology, 19, 165-
181. https://dx.doi.org/10.1027/0269-8803.19.3.165 
Walter, W. G., Cooper, R., Aldridge, V. J., McCallum, W. C., & Winter, A. L. (1964). 
Contingent negative variation: an electric sign of sensorimotor association and 
expectancy in the human brain. Nature, 203, 380-384. doi: https://: 
https://www.ncbi.nlm.nih.gov/pubmed/14197376 
Wessel, J. R. (2018). Prepotent motor activity and inhibitory control demands in 
different variants of the go/no-go paradigm. Psychophysiology, 55. 
https://dx.doi.org/10.1111/psyp.12871 
Williams, D. P., Thayer, J. F., & Koenig, J. (2016). Resting cardiac vagal tone predicts 
intraindividual reaction time variability during an attention task in a sample of 
young and healthy adults. Psychophysiology, 53, 1843-1851. 
https://dx.doi.org/10.1111/psyp.12739 
Yamanaka, K., & Yamamoto, Y. (2009). Single-trial EEG Power and Phase Dynamics 
Associated with Voluntary Response Inhibition. Journal of Cognitive 
Neuroscience, 22, 714-727. https://dx.doi.org/10.1162/jocn.2009.21258  
276 
 
6.7 Study 5 Supplementary Materials 
6.7.1 Method. 
6.7.1.1 Topographic analyses of state-related changes in EEG.  The difference 
data obtained for task-related and within-task change were averaged to form 9 regions: 
Frontal-left (FL: Fp1, F3, FC3, F7, FT7), central-left (CL: C3, CP3, T7, TP7), posterior-
left (POL: P3, P7, O1), frontal-midline (FM: Fz, FCz), central-midline (CM: Cz, CPz), 
posterior-midline (POM: Pz, Oz), frontal-right (FR: Fp2, F4, FC4, F8, FT8), central-
right (CR: C4, CP4, T8, TP8), and posterior-right (POR: P4, P8, O2).  The difference 
data, for each EEG component, was then analysed using a 3 × 3 repeated-measures 
MANOVA design.  Orthogonal planned contrasts, and their interactions, were assessed 
across the sagittal plane: frontal (F: FL, FM, FR), central (C: CL, CM, CR), and 
posterior (PO: POL, POM, POR), comparing F against PO, and C with the fronto-
posterior mean (F/PO); and coronal plane: left (L: FL, CL, POL), midline (M: FM, CM, 
POM), and right (R: FR, CR, POR), contrasting between L and R hemispheres, and M 
against the hemispheric mean (L/R).  Interaction effects between planes were also 
assessed.  All MANOVA F tests had (1, 55) degrees of freedom.  Single degree of 
freedom contrasts in repeated-measures MANOVAs are not affected by violations of 
sphericity assumptions and so Greenhouse–Geisser-type corrections were unnecessary 
(O’Brien & Kaiser, 1985).  Bonferonni-type α adjustments were also not required as 
contrasts were planned and did not exceed the degrees of freedom for effect 
(Tabachnick & Fidell, 2013).  ROIs were identified using the MANOVA outcomes. 
6.7.2 MANOVA results.  Tables S6.1 and S6.2 show the topographic effects 
obtained from the repeated measures MANOVAs used to assess the maximal regions of 
task-related and within-task change, respectively.  Each table presents the main sagittal 
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and lateral effects first, followed by the interactions between the planes for each EEG 
component. 
6.7.2.1 EO to PC: Task-related change.  Delta/theta amplitude increased in the 
posterior and midline regions, and showed an enhancement in the frontocentral-midline.  
This posterior dominance contributed to a larger frontal-posterior mean effect in the 
right hemisphere.  Task-related delta/theta change was therefore measured from the 
dominant central-midline (CM) region.  Alpha-1 amplitude had larger increases in the 
midline, particularly frontocentrally, with an enhancement in the central-left region.  
The dominant CM region was subsequently used for alpha-1 task-related change.  The 
alpha-3 increase was larger over the posterior region and right hemisphere, with an 
enhancement in the posterior hemispheres that was greater on the right.  Alpha-3 also 
increased in the midline, but was smaller centrally, especially in the central-left and 
midline regions.  Beta-1 increases were larger in the posterior region, particularly in the 
hemispheres, and centrally with enhancements in the central-midline and left area.  The 
dominant posterior increase in the hemispheres was used for alpha-3 and beta-1 in 
subsequent analyses (POL and POR mean).  Beta-2 increments were larger frontally and 
hemispherically, with an enhancement in the frontal-hemispheres apparent.  Beta-2 
increases were also greater in the right hemisphere, but smaller centrally in the midline 
and right regions.  The frontal hemispheric mean was therefore used for task-related 
beta-2 change. 
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Table S6.1  
Significant Task-Related Changes in EEG Topography  
Band Effect 
 
F p ηp2 
Delta/Theta 
F < PO 9.94 .003 .15 
M > L/R 99.81 <.001 .64 
F > PO × M > L/R 18.86 <.001 .26 
C < F/PO × L < R 119.10 <.001 .68 
C > F/PO × M > L/R 101.78 <.001 .65 
Alpha-1 
M > L/R 78.15 <.001 .59 
F > PO × M > L/R 81.37 <.001 .60 
C > F/PO × L > R 74.70 <.001 .58 
C > F/PO × M > L/R 36.42 <.001 .40 
Alpha-3 
F < PO 46.58 <.001 .46 
C < F/PO 58.97 <.001 .52 
L < R 15.71 <.001 .22 
M > L/R 34.42 <.001 .38 
F < PO × L < R 11.33 .001 .17 
F < PO × M < L/R 54.81 <.001 .49 
C < F/PO × L < R 33.32 <.001 .38 
C < F/PO × M < L/R 55.03 <.001 .50 
Beta-1 
F < PO 5.94 .018 .10 
F < PO × M < L/R 33.16 <.001 .38 
C > F/PO × L > R 24.67 <.001 .31 
C > F/PO × M > L/R 6.72 .012 .11 
Beta-2 
F > PO 9.60 .003 .15 
L < R 16.11 <.001 .23 
M < L/R 6.36 .015 .10 
F > PO × M < L/R 6.79 .012 .11 
C < F/PO × L < R 46.02 <.001 .46 
C < F/PO × M < L/R 19.36 <.001 .26 
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6.7.2.2 PC to PI: Within-task change.  Delta/theta amplitudes decreased in the 
posterior and midline regions.  This decrease was smaller centrally, particularly in the 
midline and right areas.  The POM region was selected to measure the within-task 
change in delta/theta.  Alpha-1 decreased predominantly in the midline, especially 
frontocentrally, with greater reductions in the central-left also apparent.  The CM region 
was thus taken as the measure of within-task alpha-1 change.  Alpha-3 decreases were 
largest in the posterior region, and smallest centrally, particularly on the left.  The 
posterior regional mean (POL, POM, POR) was selected for alpha-3.  Beta-1 showed 
non-significant changes across the 9 regions assessed (all F ≤ 3.96, p ≥ .067) and so this 
component was excluded from subsequent analyses.  Beta-2 amplitude decreased in the 
midline and posterior region, especially in the posterior hemispheres.  The posterior 
regional mean was used to measure within-task beta-2 change. 
 
Table S6.2  
Significant Within-Task Changes in EEG Topography  
Band Effect 
 
F p ηp2 
Delta/Theta 
F < PO 7.47 .008 .12 
C < F/PO 11.88 <.001 .18 
M > L/R 46.70 <.001 .46 
C < F/PO × L < R 94.30 <.001 .63 
C < F/PO × M < L/R 84.03 <.001 .60 
Alpha-1 
M > L/R 82.64 <.001 .60 
F > PO × M > L/R 98.63 <.001 .64 
C > F/PO × L > R 84.71 <.001 .61 
C > F/PO × M > L/R 21.67 <.001 .28 
Alpha-3 
F < PO 50.15 <.001 .48 
C < F/PO 35.55 <.001 .39 
C < F/PO × L < R 18.82 <.001 .25 
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Beta-2 
F < PO 9.13 .004 .14 
M > L/R 11.19 .001 .17 
F < PO × M < L/R 11.86 .001 .18 
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GENERAL DISCUSSION 
This doctoral thesis investigated the electrophysiological underpinnings of 
Go/NoGo and CPT performance, and aimed to: 
• identify the ERP components associated with behavioural processes, 
• clarify the intrinsic EEG contributions to these performance measures, 
and  
• determine how state-related EEG changes affect stimulus response 
efforts, as measured by ERPs and behavioural outcomes, in two auditory 
Go/NoGo paradigms and a cued CPT.   
The first two aims were assessed in all five studies, and the final aim was pursued 
systematically between investigations: EC to EO reactivity was explored in Studies 1, 2 
and 4; while Studies 2 and 3 analysed task-related change, and Study 5 extended this 
assessment to investigate within-task EEG changes.  Studies 4 and 5 utilised PCA to 
decompose ERP and EEG data in an objective manner.  This technique demonstrated 
comparable findings to studies using more subjective, manual estimates of such activity, 
but also identified several novel performance effects that were not obtained in the first 
three investigations where traditional band derivation was applied.  The following 
discussion will focus on the findings from these studies and their significance, whilst 
positing directions for future research.  A summary of results pertaining to the EEG and 
its impacts on response measures is presented below in Table 7.1. 
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7.1 Two-Choice Task Performance Patterns 
Overall, young adult performance on these tasks was highly accurate and 
efficient, as indicated by the low error rates and low occurrence of excessively fast/slow 
RTs.  When the relationships between behavioural outcomes were assessed, distinct 
performance patterns emerged: more variable responding was associated with an 
increased tendency to commit errors in the Go/NoGo tasks, and with slower RTs in the 
CPT.  These outcomes were argued to stem from lapses in attention, stimulus 
discrimination and decision-making, reflecting the suboptimal execution of cognitive 
control processes (Bellgrove et al., 2004; Dankinas et al., 2015; Simmonds et al., 2007).  
These findings are consistent with the broader literature and further support the clinical 
application of these endogenous markers when examining brain functioning.  
Electrophysiologically, these stimulus-response efforts were indexed by the P2, P3, and 
SW ERP components, and were impacted predominantly by the lower frequency ranges 
of EEG activity. 
7.2 Electrophysiology in the Go/NoGo Tasks 
The first four studies of this thesis demonstrated significant associations 
between greater Go P3b and shorter mean RTs.  Notably, these studies had participants 
perform unwarned equiprobable Go/NoGo tasks with a varied or fixed SOA.  This 
relationship is comparable to those of previous studies utilising other cognitive tasks 
(Donchin & Lindsley, 1966; Hogan et al., 2006; Ramchurn et al., 2014; Roth et al., 
1978; Saville et al., 2011), and highlight the P3b as a robust marker for decision-making 
efforts.  These findings also support the P3b’s role in stimulus and response-related 
evaluations (Saville et al., 2012; Verleger et al., 2005; Verleger et al., 2016).  
Interestingly, this P3b-RTV relationship was apparent only in Studies 2 and 3, where 
Go/NoGo stimuli were presented with a fixed SOA, and was not obtained when a 
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variable SOA was used (Studies 1 and 4), or with the CPT (Study 5).  Temporal 
uncertainty and stimulus expectancy differentially affected cognitive demands, with the 
variable SOA increasing anticipation and discrimination efforts (Lange, 2013), and the 
cue biasing preparations for Go (Doherty et al., 2005; Funderud et al., 2012).  These 
effects were marked distinctly by the variations in P2 and SW positivity, and their 
association with RT measures. 
7.2.1 Variable SOA task.  The Go/NoGo task with variable SOAs used in 
Studies 1 and 4 resulted in novel RT links to the P2 and N2c components that precede 
the P3b.  Greater Go P2 and N2c amplitude correlated with more variable and faster 
RTs, respectively, in Study 1.  Using an improved t-PCA method in Study 4, the P2-
RTV effect was replicated; we also demonstrated that P2 correlated directly with mean 
RT.  These outcomes overshadowed the N2c-RT relationship, rendering it a non-
significant trend in Study 4.  These behavioural associations highlight P2’s role in 
response control mechanisms.  Furthermore, the non-significant relationships between 
NoGo ERP component amplitudes and accuracy rates indicated that young adults did 
not require active inhibition for successful NoGo performance in this paradigm.  
Together, these findings demonstrate that when the timing between stimuli is variable 
and anticipation is enhanced, stimulus categorisation efforts increase to ensure that an 
appropriate response is selected. 
In both these studies, Go stimulus-response processes were specifically 
impacted by EC intrinsic EEG.  Study 1 found midline EC delta directly predicted 
centroparietal Go P3b magnitude.  This relationship was similarly obtained in Study 4, 
where f-PCA-derived delta-1 amplitude predicted shorter mean RT, and enhanced Go 
P3b was directly associated with midline delta/theta and posterior alpha-3 component 
amplitudes.  These relationships replicate prior resting EEG-P3b findings (Intriligator & 
285 
 
Polich, 1995; Polich, 1997a, b), and reflect the involvement of intrinsic delta and 
higher-range alpha (11 Hz) in decision-making processes for the behaviourally 
significant Go stimulus in this task. 
7.2.2 Fixed SOA task.  With the fixed SOA version of the Go/NoGo task used 
in Studies 2 and 3, however, a different set of results were obtained.  Rather than the 
P2-RT associations found with the variable SOA task, mean RT was inversely related to 
P3b amplitude and RTV was directly linked to the SW positivity that follows the P3b.  
These results suggest that response control mechanisms shifted to the P3b-SW stages of 
processing.  It should also be noted that, in all five studies, the SW positivity was not 
parietally dominant and instead showed a central maximum that was visually larger to 
Go cf. NoGo.  As this topographic distribution reflects activity in the motor cortices, 
these data further support SW’s involvement in response efforts (see Kiefer, Marzinzik, 
Weisbrod, Scherg, & Spitzer, 1998).  This interpretation differs from Friedman’s (1984) 
assertion regarding the frontally negative/parietally positive aspects of the SW, but 
methodological disparities, including sample demographic (adolescents), task (oddball), 
ERP analysis (comparing stimulus and response-locked ERPs), and region of interest 
(midline electrodes), could account for these contrasting findings.  Furthermore, there 
were no frontal SW negativity effects found in Studies 1 and 2, for either Go or NoGo 
stimuli, which prompted the analysis of this component’s dominant positivity in 
subsequent studies.  The functionality of the frontal negativity, in these tasks, remains 
unclear. 
Additionally, using the fixed SOA version of the Go/NoGo task, it was found 
that enhanced P3a was linked to better accuracy and fewer commission errors, 
consistent with previous research (Barry & De Blasio, 2015; Fogarty et al., 2018).  As 
the NoGo P3a has been argued to reflect response suppression (Randall & Smith, 2011; 
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Smith et al., 2008; Wessel, 2018), performance in this task may have been biased to 
preparing motor responses to Go instead of the stimulus anticipations exhibited in the 
variable Go/NoGo task.  Better performance on this task was thus marked by greater Go 
P3b and NoGo P3a, but attenuated Go SW. 
When pretask resting state EEG contributions to Go/NoGo responses were 
examined in these studies, few relationships were identified.  Study 2 showed resting 
state midline delta correlated with enhanced Go/NoGo N1-1, and greater midline theta 
similarly impacted Go N1-1.  Despite the caveat concerning Intriligator and Polich’s 
(1995) lack of control for multiple testing (raised in Section 1.3.2 of the General 
Introduction), these results replicate their findings, and the nature of these relationships 
directly opposes the N1 effects obtained with prestimulus measures (De Blasio & Barry, 
2013b, 2018; De Blasio et al., 2013).  However, the reliability of these relationships 
requires further investigation as resting delta and theta effects on N1-1 were not found 
elsewhere in this thesis.  These relations were not explored in Study 3 due to the non-
significant differences in EEG between low- and high-variability responders.  If these 
EEG and N1-1 correlations were assessed across the entire sample, as was done in 
Study 2, similar results may have been obtained.  Due to time constraints, this 
exploration was not pursued as part of this research. 
Studies 2 and 3 also compared pretask resting and prestimulus EEG state 
activity for impacts on performance.  The task-related increase in midline delta, and 
higher prestimulus delta levels, predicted poorer performance (see Table 7.1 for a 
summary of effects).  The persistent augmentation of delta is posited to have hindered 
attention and decision-making efforts.  These findings oppose the hypothesis that task-
related delta increases would facilitate the processing of behaviourally-relevant stimuli 
(proposed in section 1.4.2 of the General Introduction), but as this notion was based on 
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studies of event-related EEG changes, it is not generalisable to the findings discussed 
here.  These detrimental impacts of higher prestimulus delta, however, do align with 
notions regarding the inverse mechanism of the event-related EEG: greater prestimulus 
levels determine a lower poststimulus delta response and poorer cognitive control as a 
result (Başar-Eroglu et al., 1992; Guntekin & Başar, 2016; Kolev & Schürmann, 1992; 
Pandey et al., 2016). 
Other task-related change effects were also found in Study 2: increases in 
midline theta predicted greater Go N1-1, but poorer NoGo accuracy, while the task-
related enhancement of centroparietal alpha-1 contributed to shorter mean RT.  As these 
oscillations have been associated with top-down cognitive control processes (Cavanagh 
& Frank, 2014; Klimesch et al., 2005; Loo et al., 2009), this activity may reflect the 
preparations biased to Go in this paradigm.  The task-related increase in midline beta-1 
inversely determined NoGo SW negativity, but given the unknown functionality of this 
component, it is difficult to interpret this finding.  These results, however, were not 
replicated in Study 3.  This is again due to the methodological design (comparing low- 
versus highly-variable responders) precluding the exploration of EEG effects on these 
ERP components. 
7.3 Electrophysiology in the CPT 
 When cueing was introduced in Study 5 to explore the within-task EEG changes 
affecting response measures, the nature of these relationships changed.  Larger Go P2 
correlated with shorter mean RT, and a trend for greater SW positivity and faster and 
more consistent responses was also found.  These relationships directly oppose those 
identified within the Go/NoGo tasks, highlighting the effects of the CNV’s preparatory 
activity introduced by the cue.  The need for inhibition to NoGo stimuli was also 
mitigated by the emphasis placed on discrimination and categorisation processes, as 
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evidenced by the non-significant N2b-P3a correlations with NoGo accuracy rates.  
These distinct ERP component/performance relations represent the impacts of 
expectancy manipulations on stimulus-response efforts and call for more task-specific 
normative data to be developed when using ERPs as markers of neurocognitive 
functioning.  Crucially, these event-related responses were formed in part by a complex 
pattern of electrical activity preceding the task and the imperative stimulus onset.  
 In terms of pretask resting EEG effects on CPT outcomes, greater frontocentral-
midline delta/theta amplitude was associated with Go and NoGo P2 enhancements.  
Direct effects were also found for the posterior-right dominant alpha-1 and NoGo P2, 
alpha-3 amplitude and NoGo P1, and for both alphas with RTV.  Naturally, these 
outcomes differ from those obtained with the auditory unwarned Go/NoGo tasks, but 
the overall functioning of this intrinsic activity appears consistent with previous work: 
delta/theta was implicated in decision-making processes, and alpha with discrimination 
efforts. 
With task onset, however, delta/theta and alpha-1 increments were detrimental 
for response times.  This delta-mean RT trend is consistent with Study 2, suggesting 
task-related delta increases similarly affect Go behavioural processes across the auditory 
and visual two-choice tasks.  Alpha-1’s persisting impact (from rest and with task 
engagement) on RTV highlights the ongoing arousal and attention effects associated 
with activity in this frequency (Bazanova & Vernon, 2014; Loo et al., 2007).  
Interestingly, this relationship differs from Study 2’s inverse alpha-1 and mean RT 
association (where alpha-1 increases contributed to shorter mean RT).  This may be 
attributable to the differences in modalities (visual versus auditory), and so further work 
is needed to clarify alpha-1’s functionality. 
Within the task, the cue elicited top-down expectancy and preparatory processes, 
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and EEG amplitudes reduced as a result (Funderud et al., 2012; Gómez et al., 2004).  
Optimal performance was determined by the within-task reduction in midline delta/theta 
enhancing Go N1-1 and NoGo N2b negativity, effects aligning with the role of low 
frequency activity in attentional processes.  Decreases in posterior alpha-1 and alpha-3 
respectively augmented Go/NoGo P2 and NoGo P1 positivity; these outcomes 
correspond with the dissociable functions of lower/upper alpha activity (Bazanova & 
Vernon, 2014).  The alpha-1 decrease also contributed to the commission of NoGo 
errors, and this was argued to stem from the biased preparations for Go.  The inverse 
EEG-ERP magnitude effects obtained here support notions that decreased prestimulus 
EEG amplitudes augment the excitability of the cortex and its subsequent response to 
stimuli (Başar, 1998, 1999). 
7.4 State-Related EEG and Effects on Performance 
Despite EEG topographies being relatively consistent between resting and task-
based states, regardless of their derivation (that is, with predefined band limits or f-
PCA), these measures contributed differently to stimulus-response efforts.  Greater 
pretask resting delta was predictive of enhanced ERP component magnitude and 
response speed but increments into the task-situation were detrimental to performance.  
Lower prestimulus delta levels, however, increased N1-1, N2b, and SW negativity.  
This state-related modulation of delta is demonstrated in Figure 7.1 and evidences its 
involvement in energetic processes underpinning executive function (Knyazev, 2012).  
Resting theta was found to correlate directly with Go N1-1 negativity, and the increase 
with Go/NoGo task engagement contributed to this enhancement as well as the rate of 
commission errors.  Additional work is needed, however, to ascertain the reliability of 
these relationships. 
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Figure 7.1.  An example of the state-related modulation of delta and corresponding 
effects on Go/NoGo performance between the unwarned tasks (upper panel) and cued 
CPT (lower panel).  Prior to Go/NoGo onset (marked by the vertical dashed line), delta 
amplitude is represented on the y-axis as a function of time for the recorded states.  
Following stimulus onset, state-related impacts on ERPs and behavioural outcomes are 
shown.  Greater pretask resting amplitudes, but lower pre-imperative amplitudes, were 
associated with better performance.  Task-related increases were predictive of poorer 
response outcomes.  Comm = Commission Errors; EC = Eyes Closed; EO = Eyes Open; 
Neg = Negativity; Oms = Omission Errors; PC = Pre-Cue; PI = Pre-Imperative; PS = 
Pre-stimulus; Pos = Positivity. 
 
 A more complex set of results was obtained for alpha, as resting effects were 
identified only with f-PCA-derived component amplitudes (a notable benefit to 
adopting this extraction technique cf. the more traditional method used in Studies 1–3).  
In a broad sense, resting pretask alpha was directly associated with the P3b in Study 4, 
and with RTV, P1, and P2 positivity in Study 5.  With CPT engagement, only the 
increase in alpha-1 further contributed to less consistent Go responses but the decrease 
in pre-imperative alpha enhanced P1 and P2 positivity. 
 These state-related modulations and their effects indicate dissociable functions 
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of resting and prestimulus intrinsic EEG.  This is contrary to ideas that the resting state 
measured outside of the task context is synonymous with the task-based ‘resting’ period 
measured in the prestimulus or inter-trial timeframe (Christoff et al., 2004; Intriligator 
& Polich, 1996; Kouonios et al., 2008; Northoff et al., 2010; Polich, 1997a, b; Raichle, 
2009, 2010). 
 Functionally, pretask resting state EEG has been posited to represent the 
background synchronised neuronal activity inhibiting cortical regions that are not in 
use, and the readiness in which these areas can be recruited for cognitive operations 
(Babiloni et al., 2010; Buzsáki & Draguhn, 2004).  This is supported by our findings 
that pretask resting or ‘spontaneous’ intrinsic EEG is directly correlated with ERP 
component magnitudes, and the amplitude increase with task engagement, particularly 
in delta, impeded the recruitment and allocation of resources.  Successful or optimal 
performance in these two-choice tasks was preceded by lower prestimulus EEG 
amplitudes that facilitated top-down preparations and a more proactive regulation of 
cognitive control (Bari & Robbins, 2013; Braver, 2012; De Blasio & Barry, 2018).  This 
in turn augments the poststimulus EEG response and supports more efficient processing 
and responding to the condition-specific goal (i.e., to Go or not to Go).  The present 
findings point to a hypothesis that similar inhibitory mechanisms may operate for both 
resting and poststimulus EEG.  This was alluded to in Klimesch et al.’s (2007) brain 
oscillation theory (see also Klimesch, 1999; Pfurtscheller, 1992), and is worth exploring 
in future brain dynamics studies. 
7.4.1 EC to EO reactivity.  This measure was assessed for relations to ERP and 
behavioural response outcomes in Studies 1–4 but failed to demonstrate significant 
impacts.  Of note, Study 4’s pattern of reactivity deviated from the expected posterior 
decrease obtained in Studies 1–3 and in prior research (Intriligator & Polich, 1995; 
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Polich, 1997a, b).  The f-PCA derived delta-1 and beta-2 components increased in 
amplitude in the midline and frontal-hemispheres, respectively.  The latter effect 
resembles Barry et al.’s (2007) finding using traditionally-derived EEG bands and the 
more recent f-PCA work by Barry and De Blasio (2018) and Barry et al. (2019).  The 
former delta-1 result has not been replicated in other f-PCA studies, indicating what 
seems to be an unreliable outcome.  Based on the results of these four studies in 
normative young adults, it can be concluded that this initial shift in cortical activity has 
no relevance to stimulus-response efforts, but rather represented a general activation of 
the cortex.  Correlating this reactivity with task-based EEG amplitude, as was done in 
Tenke et al. (2015), may provide other insights into the functional significance of these 
oscillatory changes.  Importantly, as this measure has previously shown relevance to 
clinical applications (e.g., predicting antidepressant treatment response: Tenke et al., 
2011; Tenke, Kayser, Pechtel, et al., 2017), its potential as a biomarker should continue 
to be explored. 
 7.4.2 A note on beta.  Aside from the beta-2 and SW negativity relationship 
identified in Study 2, there were no other beta-related performance effects.  This is 
contrary to expectations, but notable methodological differences between the studies 
must be considered.  Studies 2–5 clearly demonstrated separable beta frequency 
components as low-range beta was reliably found to have a posterior maximum while 
high-range beta showed a frontal dominance.  These sub-band topographies are 
comparable to early resting state studies (Intriligator & Polich, 1995; Polich, 1997a, b) 
and f-PCA findings (Barry & De Blasio, 2018; Barry et al., 2019), reflecting dissociable 
high frequency oscillations.  Other investigations referred to various frequency ranges 
and regions of interest, for example: predefining band limits and electrodes (14–24 Hz 
at Cz, De Blasio & Barry, 2013a; 18–26 Hz at central-left sites, Bickel et al., 2012), 
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exploring beta with 0.5 Hz bins between 12 and 30 Hz in centroparietal sites (Kamiński 
et al., 2012), subdividing bands and statistically identifying sites (13–14 Hz across the 
frontal plane and 17–18 Hz in the parietal region, Loo et al., 2009; or 12.5–17.5 Hz and 
17.5–25 Hz in left and frontal areas, respectively: Valentino et al., 1993), or statistically 
isolating beta components and their maximal regions with f-PCA (Barry & De Blasio, 
2018).  It is evident that multiple beta components exist, but these inconsistent 
approaches have contributed to discord within the literature.  This has significant 
implications for future assessments of this EEG activity and in discerning its 
functionalities.  f-PCA holds promise in furthering this line of research. 
7.5 Limitations 
 Various limitations and directions for future research have been discussed within 
each study, however, there are additional considerations regarding this thesis as a 
whole.  The first three studies were designed for two main purposes: (1) to extend on 
the early findings involving resting EEG and oddball ERPs (Intriligator & Polich, 1995; 
Polich, 1997a, b) and state-related EEG changes (Valentino et al., 1993), and to bring 
these into the Go/NoGo context; and (2) to establish hypotheses for subsequent 
investigations.  For these reasons, only the pretask intrinsic EEG was examined in 
relation to the variable SOA Go/NoGo task outcomes referred to in Studies 1 and 4.  
How the prestimulus EEG was modulated by the variable SOA, and its consequential 
effects on stimulus-response processes, remains a point of interest.  This should be 
pursued in another study using the refined PCA methods presented in Study 5.  
Additionally, f-PCA was not undertaken with the fixed SOA Go/NoGo task, again due 
to the explorative nature of Studies 2 and 3, yet its application would be worthwhile.  
This would be particularly useful in assessing the between-group differences in the EEG 
(as was done in Study 3) as it could reveal other insights that were missed when 
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predefining band limits. 
7.6 Contributions and Conclusion 
Several novel and interesting findings were obtained in this research that provide 
valuable contributions to the brain dynamics literature.  As highlighted throughout the 
General Introduction, there is a paucity in research interrogating the 
electrophysiological activity underpinning Go/NoGo responses: ERP studies in relation 
to behaviour largely isolate their explorations to the N2 and late positivity components, 
and the EEG has typically been measured around the stimulus or event.  Using three 
Go/NoGo paradigms, this thesis comprehensively explored ERP/behaviour relationships 
and systematically assessed the impacts of pretask and prestimulus intrinsic EEG.  
While confirming P3 and SW involvement in response control, this thesis found that P2 
was also linked to response consistency.  These findings present new insights into the 
evoked neural activity associated with cognitive control and the efficiency in which 
these processes are executed.  These poststimulus processes were uniquely affected by 
intrinsic EEG, with greater pretask resting state amplitudes predicting better 
performance, and lower prestimulus amplitudes facilitating more effective responding.  
Evidently, the EEG functions differed between these states and cannot be classified as 
synonymous.  Importantly, this thesis offers new avenues of brain dynamics research 
that could be undertaken to improve our understanding of neurocognitive functioning.  
These normative data serve as a platform for further work to be carried out in 
developmental, ageing, and clinical contexts. 
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