Abstract -In [Simon and Chia, 20021, an analytic method was developed to incorporate linear state equality constraints into the Kalman filter. When the state constraint is nonlinear, linearization was employed to obtain an approximately linear constraint around the current state estimate. This linearized constrained Kalman filter is subject to approximation errors and may suffer from a lack of convergence. In this paper, we present a method that allows exact use of secondorder nonlinear state constraints. It is based on a computational algorithm that iteratively finds the Lagrangian multiplier for the nonlinear constraints. The method therefore provides better approximation when higher order nonlinearities are encountered. Computer simulation results are presented to illustrate the algorithm
Introduction
In a recent paper [Simon and Chia, 2002] , a rigorous analytic method was set forth to incorporate linear state equality constraints into the Kalman filtering process. Such constraints (e.g., known model and signal information) are often ignored or dealt with heuristically. The resulting estimates, even obtained with the Kalman filter, cannot be optimal because they do not take advantage of this additional information about state constraints.
One example that benefits from state constraints is the ground target tracking. When a vehicle travels off-road or on an unknown road, the state estimation problem is unconstrained. However, when the vehicle is traveling on a known road, be it straight or curved, the state estimation problem can be cast as constrained with the road network information available from, say, digital terrain maps [Yang, Bakich, and Blasch, 2005] .
To make use of state constraints, previous attempts range from reducing the system model parameterization to treating state constraints as perfect measurements. The constrained Kalman filter proposed in [Simon and Chia, 2002] [Simon and Chia, 2002] , the inequality constraints can be checked at each time step of the filter. If the inequality constraints are satisfied at a given time step, no action is taken since the inequality constrained problem is solved. If the inequality constraints are not satisfied at a given time step, then the constrained solution is applied to enforce the constraints. Furthermore, to apply the constrained Kalman filter to nonlinear systems and nonlinear state constraints, it is suggested in [Simon and Chia, 2002] to linearize both the system and constraint equations about the current state estimate. The former is equivalent to the use of an extended Kalman filter (EKF).
However, the projection of the unconstrained state estimate onto a linearized state constraint is subject to constraint approximation errors, which is a function of the nonlinearity and more importantly the point around which the linearization takes place. This may result in convergence problems. It was suggested in [Simon and Chia, 2002] to take extra measures to guarantee convergence in the presence of nonlinear constraints.
There are a host of constrained nonlinear optimization techniques [Luenberger, 1989] . Primal methods search through the feasible region determined by the constraints. Penalty and barrier methods approximate constrained optimization problems by unconstrained problems through modifying the objective function (e.g., add a term for higher price if a constraint is violated). Instead of the original constrained problem, dual methods attempt to solve an alternate problem (the dual problem) whose unknowns are the Lagrangian multipliers of the first problem. Cutting plane algorithms work on a series of ever-improving approximating linear programs whose solutions converge to that of the original problem. Lagrangian relaxation methods are widely used in discrete constrained optimization problems.
In this paper, we present a method that allows for the use of second-order nonlinear state constraints exactly. The method can provide better approximation to higher order nonlinearities. The new method is based on a computational algorithm that iteratively finds the Lagrangian multiplier. Considering only second-order constraints in this paper is a tradeoff between reducing approximation errors to higher-order nonlinearities and keeping the problem computationally tractable.
In general, the solution to a filtering problem is an a posteriori probability density function (pdf) and in the linear Gaussian case, it is normally distributed with a mean vector and a covariance matrix. At a first glance, such a solution can never be the solution to a filtering problem with a hard constraint simply because a pdf compliant with a hard constraint cannot have support on the whole state space, as pointed in [Anonym, 2006] . In this paper and in [Simon and Chia, 2002] , the constrained projection actually maps the whole state space onto the constraints, producing a constrained pdf with its support on the constraint surface. Although not explicitly in this paper, the constrained pdf can be derived for the secondorder constraints in this paper, from which the estimate statistics can in turn be determined albeit approximately. [Simon and Chia, 2002] [Simon and Chia, 2002] and then point out the problems it may face when the linearization is used to extend it to nonlinear constraints.
Consider a linear time-invariant discrete-time dynamic system together with its measurement as
where W is a symmetric positive definite weighting matrix. To solve this problem, we form the Lagrangian
( 1 a 
This gives the solution
The above derivation does not depend on the conditional Gaussian nature of the unconstrained estimate x. It was shown in [Simon and Chia, 2002] that when W= I, the solution in Eq. (7) 
Several interesting statistical properties of the constrained Kalman filter are presented in [Simon and Chia, 2002] . This includes the fact that the constrained state estimate as given by Eq. (7) 
( 1 1) where the superscripts ' and " denote the first and second partial derivatives.
Keeping only the first-order terms as suggested in [Simon and Chia, 2002] , some rearrangement leads to LG-' = U2TY (25b) (21) where U and V are orthonormal matrices and 2 is a diagonal matrix with its diagonal elements denoted by ori. The iteration stops when I k,i-Akl < C, a given small value or the number of iterations reaches a pre-specified number. Then bringing the converged Lagrangian multiplier A back to Eq. (19) Furthermore, if the error covariance matrix is not diagonal, the correlation direction will also affect the statistical property. Ruling out such variability in (27c) conditions will make results analysis easier while not losing the generality.
The solution of Eq. (27) is also called the constrained least squares [Moon and Stirling, 2000; pp 765-766] , which was previously applied for the joint estimation and calibration [Yang and Lin, 2004] . When M= 0, the constraint in Eq. (13) 
Simulation Results
In this section, a simple example is used to demonstrate the effectiveness of the nonlinear constrained method of this paper and to show its superior performance as compared to the linearized constrained method in [Simon and Chia, 2002] . In this example, a ground vehicle is assumed to travel along a circular road segment as shown in Figure 2 with the turn center chosen as the origin of the x-y coordinates. Figures 3 and 4 illustrate how the nonlinear constrained method of this paper and the linearized constrained method of [Simon and Chia, 2002] actually project unconstrained state estimates onto a nonlinear constraint, which is a circular road segment in this example. In Figure 3 for AO= 00, the linearizing point (small circle o) coincides with the true state (star *) (the estimator is not aware of, though). The linearized constraint is a line tangent to the circular path at the point. There are 50 random samples drawn from the distribution of Eq. (29) as the unconstrained state estimates (dot ), which are projected onto the linearized constraint using Eq. (7) as the linearized constrained estimates (cross sign x) and using Eq. (27) as the quadratic constrained estimates (plus sign +). Clearly, all the quadratic constrained estimates fall onto the circle, thus satisfying the constraint whereas not all linearized constrained estimates do so.
In Figure 4 for AO= -15°, the linearizing point is away from the true state. At 100 m, an angular offset is related where 11112 stands for the 2-norm or length for the vector.
Bringing the solution for A in Eq. (36) 
