Abstract. In this paper we describe a class of highly entangled subspaces of a tensor product of finite dimensional Hilbert spaces arising from the representation theory of free orthogonal quantum groups. We determine their largest singular values and obtain lower bounds for the minimum output entropy of the corresponding quantum channels. An application to the construction of d-positive maps on matrix algebras is also presented.
Introduction
Entanglement is one of the most important properties that differentiates quantum phenomena from classical phenomena. This property pertains to bi-partite or multi-partite systems. In a classical context, a multi-partite system is modeled by a Cartesian product of sets (e.g. of state spaces), whereas in the quantum context, where linear structures are required, the Cartesian product is replaced by the tensor product (of Hilbert spaces describing each individual system). For example, if H A and H B describe the states of systems A and B, then the bipartite system AB is described by the Hilbert space tensor product
Given a Hilbert space H, a (pure) state ξ ∈ H is a vector of norm 1, taken up to a phase factor. Equivalently, a pure state ξ can be viewed as the rank one projection ρ ξ = |ξ ξ| onto Cξ ⊆ H in B(H). The (closed) convex hull of pure states is called the state-space of H, and denoted by D(H). This is a convex compact set, and its extremal points are the rank one projectors, i.e., pure states. Given a bipartite system modeled by the Hilbert space tensor product H = H A ⊗ H B , a state ρ ∈ D(H) is said to separable if it belongs to the convex hull of the set of product states ρ = ρ A ⊗ ρ B , where ρ A ∈ D(H A ) and ρ B ∈ D(H B ). A state ρ is called entangled if it is not separable. We shall call a Hilbert subspace H 0 ⊂ H A ⊗ H B an entangled subspace if all of its associated pure states are entangled.
For the sake of simplicity in this introduction (precise definitions will be given later), we say that a Hilbert subspace H 0 ⊂ H = H A ⊗H B is highly entangled if the set of pure states on H associated to H 0 are uniformly "far away" from the set of product states ρ A ⊗ ρ B ∈ D(H). A maximally entangled state on H is usually called a Bell state: All of the singular values (Schmidt-coefficients) associated to a Bell state are equal. It is easy to see that if the dimensions of H A and H B are equal, the only subspace H 0 ⊆ H such that all its associated pure states are maximally entangled is a dimension one space H 0 = Cρ B spanned by a Bell state ρ B .
Naturally, the larger the dimension of subspace H 0 ⊆ H, the less likely it will be highly entangled, as per the above definition of entanglement. In recent years it has become a very important problem in Quantum Information Theory (QIT) to: Find subspaces H 0 of large relative dimension in a tensor product H = H A ⊗H B such that all states are highly entangled.
As mentioned earlier, a possible quantification of entanglement is the distance to separable states. Another definition that is widely used is to take the minimum over all states ξ ∈ H 0 of the entanglement entropy H(ρ ξ ), namely the entropy of the corresponding vectors of singular values (or Schmidt coefficients) associated to ξ. This entropy is frequently the Shannon entropy, but it could be other entropies, e.g. the Rényi entropies. We refer to Section 2 for precise definitions.
Perhaps the most well-known example of a highly entangled vector subspace of large relative dimension is given by the antisymmetric subspace H ∧ H ⊂ H ⊗ H [GHP10] . One can easily show that each state on H ∧ H has entanglement entropy log 2 and the relative dimension . In order to make our problem concrete, we could say that we are interested in finding H 0 ⊂ H = H A ⊗ H B such that the numerical quantity
is as large as possible (in particular, positive).
One rich source of highly entangled subspaces comes from random techniques. The idea of studying random subspaces of tensor products dates back to the work of Hayden, Leung, Shor, Winter, Hastings [HLSW04, HW08, HLW06, Has09] , among others, and it was explored in great detail by Aubrun, Collins, Nechita, Belinschi, Szarek, Werner [ASW11, ASY14, BCN12, FK10], and others. Unfortunately, these highly random techniques provide no information on finding concrete examples that are predicted to exist by these methods. Thus, there is a need for a systematic development of non-random examples of highly entangled subspaces.
An attempt was made in this direction by M. Al Nuwairan [AN13, AN14] , by studying the entanglement of subrepresentations of tensor products of irreducible representations of the group SU(2). It is likely that the representation theory of other non-commutative compact matrix groups would give other interesting examples, however SU(2) is arguably the infinite compact non-commutative group whose representation theory is fully understood, thus allowing for a complete analysis of entanglement and QIT related questions. In the context of SU(2), Al Nuwairan shows that entanglement always achieved (except when one takes the highest weight subrepresentation of a tensor product of SU(2)-irreducibles). However, as is evidenced by the results in [AN13, Section 3], a high degree of entanglement is unfortunately not achieved when working with SU(2).
The purpose of the present paper is to initiate the exploration of a new non-random technique to produce highly entangled subspaces. To some extent, it follows the spirit of works by Al Nuwairan, but it shifts it from the case of SU(2) and other compact matrix groups to the world of compact quantum groups, and relies crucially on some geometric ideas surrounding a concept that is well known in the operator algebraic quantum group communitity, namely, the property of rapid decay (RD) for quantum groups.
The property of rapid decay for quantum groups was introduced by Vergnioux [Ver07] , and relates to the problem of estimating the L ∞ -norms of polynomial functions on quantum groups in terms of their (much easier to calculate) L 2 -norms. The operator algebraic notion of property RD has its origins in the groundbreaking work of Haagerup [Haa79] on approximation properties of free group C * -algebras. Unlike in the case of ordinary groups, where property RD is connected to the combinatorial geometry of a discrete group G, in the quantum world, property RD was observed by Vergnioux to be intrinsically connected to the geometry of the relative position of a subrepresentation of a tensor product of irreducible representations of a given quantum group. More precisely, Vergnioux [Ver07, Section 4] points out that property RD for a given quantum group G is related to the following geometric requirement: Given any pair of irreducible representations H A , H B of G, all multiplicity-free irreducible subrepresentations H 0 ⊂ H A ⊗ H B must be asymptotically far from the cone of decomposable tensors in H A ⊗ H B .
An exploration of this premonitory remark turns out to be extremely fruitful for a certain class of compact quantum groups, called the free orthogonal quantum groups (O + N ) N ≥3 . This remarkable class of quantum groups, introduced by Wang [Wan95] , forms a centerpiece in the theory of C * -algebraic compact quantum groups. O + N arises as a certain universal non-commutative deformation of the function algebra on the classical real orthogonal group O N , and has been the topic of much study over the past 20 years. See, for example, the survey [Bra16] and the references therein. One remarkable fact for our purposes, discovered by Banica [Ban96] , is that the quantum groups O + N have a unitary representation theory that closely parallels that of SU(2). In particular, the unitary irreducible representations of O + N have the same fusion rules as SU(2), and their construction is well understood in terms of the planar calculus of the Temperley-Lieb category [KL94] . This close parallel with SU(2), on the one hand, allows for a highly computable framework (like one has for SU(2)). On the other hand, the genuinely quantum features of O + N result in a much higher degree of entanglement in subrepresentations of tensor products, in comparison to what can be obtained for SU(2).
For the free orthogonal quantum groups (O + N ) N ≥3 , we show that one can describe very precisely the largest singular values of states that appear in irreducible subrepresentations of tensor product representations (see Theorem 3.4). As a result we describe very precisely a new non-random class of subspaces of tensor products with the property of being highly entangled and of large relative dimension. In particular we find deterministic examples of entangled subspaces of large relative dimension such that the quantity E µ defined in (1) is strictly positive for any µ < 1/2. We also deduce from our entanglement results some interesting properties for the class of quantum channels associated to these subspaces. We compute explicitly the S 1 → S ∞ norms of these channels, and obtain large lower bounds on their minimum output entropies (see Section 4.1).
It is our hope that this paper will be a first step towards substantiating the claim that quantum groups form a rich well of entangled subspaces and quantum channels with interesting analytic properties. Along the way, we revisit the fundamental geometric inequality associated to the rapid decay property for O + N (Proposition 3.1), and improve our understanding thereof. In particular, we show that entanglement inequality for property RD is essentially optimal for the free orthogonal quantum groups, and establish a higher-rank generalization of it (Theorem 3.4).
The remainder of our paper is organized as follows: After this introduction, we recall in the first part of Section 2 some concepts related to entangled subspaces, quantum channels, and minimum output entropy of quantum channels. The second half of Section 2 introduces the free orthogonal quantum groups and describes aspects of their irreducible unitary representation theory that will be used in the sequel. The main section of the paper is Section 3 where we study the entanglement of irreducible subrepresentations of tensor products of 3 O + N -representations. There we prove the rapid decay inequality (Proposition 3.1) in the spirit of Vergnioux, establishing high entanglement for the subspaces under consideration (Theorem 3.2). We then go on to strengthen this rapid decay inequality to a higher rank version (Theorem 3.4) and discuss its optimality.
Finally, we apply this strengthened rapid decay property in Section 4 to study the quantum channels that are naturally associated to our entangled subspaces. Here we obtain lower bounds for the MOE's of these channels (Corollary 4.2) and discuss their sharpness. In Section 4.2, we use our entangled subspaces to construct new deterministic examples of d-positive maps between matrix algebras.
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Preliminaries
2.1. Entangled subspaces of a tensor product. Consider a pair of finite-dimensional complex Hilbert spaces H A and H B . Any unit vector ξ belonging to the tensor product Hilbert space H A ⊗ H B admits a singular value decomposition: There are unique constants
The sequence of numbers (λ i ) i is uniquely determined (as a multi-set) by ξ and these numbers are called the singular values (or Schmidt coefficients) of ξ. Note that
If ξ is not separable, it is called entangled. Note that a unit vector ξ ∈ H A ⊗ H B is separable if and only if its corresponding sequence of Schmidt coefficients is (1, 0, 0, . . . , 0). We shall similarly call a linear subspace H 0 ⊆ H A ⊗ H B separable (resp. entangled) if H 0 contains (resp. does not contain) separable vectors. We note that the maximally entangled unit vector H A ⊗ H B is the so-called Bell Vector (Bell state) ξ B , whose singular value decomposition is given by
Note that the Schmidt coefficients of the Bell vector are given by
, 0, 0, . . . . In particular, the largest Schmidt coefficient λ 1 associated to a unit vector ξ ∈ H A ⊗ H B is maximized at 1 precisely when it is separable, and it is minimized at d −1/2 when ξ = ξ B is the Bell state. In this sense, the singular value decomposition is a useful tool for measuring measure how entangled a unit vector ξ ∈ H A ⊗ H B is: If λ 1 << 1, then ξ is highly entangled. With this in mind, we call a linear subspace H 0 ⊆ H A ⊗H B highly entangled if the supremum of all maximal Schmidt coefficients associated to all unit vectors in H 0 is bounded away from one. That is, sup 
2.2. Quantum channels. Given a finite dimensional Hilbert space H, denote by B(H) the C * -algebra of bounded linear operators on H, and denote by D(H) ⊆ B(H) the collection of states on H: positive semidefinite matrices 0 ≤ ρ ∈ B(H) satisfying Tr(ρ) = 1, where Tr denotes the canonical trace on B(H). A state ρ ∈ D(H) is called a pure state if there exists a unit vector ξ ∈ H so that ρ is given by the rank-one projector ρ ξ = |ξ ξ|. We denote by S 1 (H) ⊆ B(H) the linear span of D(H), which is a Banach algebra with respect to the trace norm ρ S 1 (H) = Tr(|ρ|).
Given two (finite-dimensional) Hilbert spaces H A and H B , a quantum channel is a linear, completely positive and trace-preserving map (CPTP map) Φ :
for any quantum channel Φ. A natural model for the construction of quantum channels comes from subspaces of Hilbert space tensor products. Given a triple of finite dimensional Hilbert spaces (H A , H B , H C ) and an isometric linear map α B,C A : H A → H B ⊗ H C , we can form a complementary pair of quantum channels
Remarkably, every quantum channel can be expressed in the above form, thanks to the well known Stinespring Dilation Theorem for completely positive maps. In other words, given any quantum channel Φ : The minimum output entropy (MOE) of a quantum channel Φ :
where H(·) denotes the von Neumann entropy of a state: H(ρ) = −Tr(ρ log ρ). Note that by functional calculus, we have H(ρ) = − i λ i log λ i , where (λ i ) i ⊂ [0, ∞) denotes the spectrum of ρ. In other words, H(ρ) is nothing but the Shannon entropy of the probability vector (λ i ) i corresponding to the eigenvalues of ρ.
Since the von Neumann entropy functional H(·) is well-known to be convex, it follows that the MOE H min (Φ) is minimized on the extreme points of the compact convex set D(H A ), which corresponds to the set of all pure states on H. In particular,
H(Φ(|ξ ξ|)).
Using this fact together with the Stinespring Theorem, it can be shown that the H min (Φ) depends only on the relative position of the subspace α
Indeed, in this case, we have
2.3. Free orthogonal quantum groups and their representations. In this section we give a very light overview of the free orthogonal quantum groups and some aspects of their finite dimensional representation theory. Much of what we state below about quantum groups and their representations can be phrased in more general terms, however this will not be needed for our purpose. The interested reader may refer to [Tim08, Wor98] .
The main idea behind the concept of a free orthogonal quantum group is to formulate a non-commutative version of the commutative * -algebra of complex-valued polynomial functions on the real orthogonal group O N . It turns out that if one formulates such a noncommutative * -algebra in the right way, many of the nice group theoretic structures associated to that fact that O N is a compact group persist (e.g., a unique "Haar measure", a rich finite-dimensional unitary representation theory, a Peter-Weyl theorem, and so on).
Definition (Free Orthogonal Quantum Groups). Let N ≥ 2, let A be a unital * -algebra over C,and let u = [u ij ] 1≤i,j≤N ∈ M N (A) be a matrix with entries in A. 
is the unique unital * -algebra homomorphism, called the co-product, given by
Remark 1. In the above definition, we more precisely mean that
is the ideal generated by the relations
The isomorphism being given by u ij → X ij + I N . 
) with respect to this basis, and the above formula translates to 
Moreover the contragredient v k of v k is unitarily equivalent to v k for all k. Denote by H k the Hilbert space associated to v k . Then H 0 = C, H 1 = C N , and the dimensions dim H k satisfy the recursion relations dim H 1 dim H k = dim H k+1 + dim H k−1 . Defining the quantum parameter
one can inductively show that the dimensions dim H k are given by the quantum integers
When N = 2, we have q = 1, and then dim
Note that for N ≥ 3, we have the exponential growth asymptotic [k + 1] q ∼ N k . For our purposes, this exponential growth is crucial and therefore we generally assume N ≥ 3 in the sequel.
The explicit construction of the irreducible representation spaces (H k ) k∈N 0 proceeds as follows [Ban96, VV07, BDRV06] . Denote by {e 1 , . . . , e N } ⊂ H 1 = C N the standard orthonormal basis, and put
1 . Then one can readily check that T 1 ∈ Hom(1, u ⊗ u). (I.e., u ⊗2 (1 ⊗ T 1 ) = (1 ⊗ T 1 ).) Next, we consider the intertwiner space Hom(u ⊗k , u ⊗k ) ⊆ B((C N ) ⊗k ), which can be shown to contain a unique non-zero self-adjoint projection p k (the Jones-Wenzl projection) with the defining property that
One then can identify H k with the "highest weight" subspace p k (H ⊗k 1 ) ⊆ H ⊗k 1 . The existence and choice of terminology for p k comes from the fact that the intertwiner space Hom(u ⊗k , u ⊗k ) is in fact isomorphic to a Temperley-Lieb algebra [TL71] , and p k corresponds precisely to the Jones-Wenzl projection [Wen87] under this isomorphism. In particular, the Wenzl recursion
can be used to determine p k . In passing, we point out that the problem of obtaining explicit formulas for Jones-Wenzl projections (beyond the above recursion) has attracted a lot of attention over the years from various mathematical communities. See [BC16, Mor15, FK97] and the references therein. We conclude this section with a description of the non-empty intertwiner spaces Hom( 
) is one-dimensional and is spanned by the following canonical non-zero intertwiner
where T r ∈ Hom(1, u ⊗2r ) is defined recursively from
are well studied in the Temperley-Lieb recoupling theory [KL94] , and are known there as three-vertices. A three-vertex is typically diagrammatically represented as follows: 
is a multiple of an isometry, it easily follows that A l,m k
. θ-net evaluations are well known [KL94, Ver05, VV07] , and are given by 
Remark 3. We conclude this section by observing the following useful inequality for θ-nets:
which holds for any admissible triple (k, l, m) ∈ N 3 0 with k = l + m − 2r. This follows from the observation that for a three-vertex A 
Remark 4. We note that the bound C(q)q l+m−k 4 appearing in Proposition 3.1 is equivalent, as N is large, to the fourth root of the relative dimension,
Proof of Proposition 3.1. Fix η ∈ H l and ζ ∈ H m . We identify H l with the highest weight subspace of H l−r ⊗ H 
is defined byǐ(s) = i(r − s + 1). Using this formula, we then obtain
Applying the triangle and Cauchy-Schwarz inequality to the above expression, we then obtain
giving the first inequality. Next, we observe that with k = l + m − 2r, we have from (5),
To obtain the second inequality, we just observe that
which gives
Proposition 3.1 can be interpreted as giving a general upper bound on the largest Schmidt coefficient of a unit vector belonging to the subspace α 
Since the above quantity is much smaller than 1 when k < l + m, we conclude that α l,m k (H k ) is "far" from containing containing separable unit vectors of the form η ⊗ ζ ∈ H l ⊗ H m . That is, α l,m k ⊂ H l ⊗ H m is highly entangled. We summarize this in the following theorem.
Theorem 3.2. For k, l, m as above, the subspaces α
Proof. The first statement follows immediately from the estimate given by Proposition 3.1. For the second statement, we exhibit an example of a separable vector in α l,m l+m (H l+m ). Observe that if (e i ) i is an orthonormal basis for H 1 = C N , then for any i = j, the elementary tensor η r (i, j) = e i ⊗ e j ⊗ e i ⊗ . . . ∈ H ⊗r 1 actually belongs to H r . Indeed, a simple inductive application of the Wenzl recursion formula shows that p r η r (i, j) = η r (i, j). Consider now the tensor product vector η l (i, j) ⊗ η m ∈ H l ⊗ H m , where η m = η m (i, j) if l is even and
3.1. Optimal entanglement estimates and a higher rank rapid decay inequality. In this section we will investigate to what extend the Schmidt coefficient upper bound (8) given by Proposition 3.1 is optimal. It turns out that this bound is in fact optimal in a very strong sense: For any d ∈ N, we can find a unit vector ξ ∈ H k (provided N is sufficiently large) with the property that α l,m k (ξ) admits at least d Schmidt coefficients with the same magnitude as that predicted by (8). To obtain this optimality result, we first consider a higher rank version of the rapid decay inequality of Proposition 3.1. In the following, we show that if we replace the rapid decay inequality by its "naïve" extension resulting from the triangle inequality, the resulting upper bound is optimal -at least for N sufficiently large. 
, then there exist orthonormal systems
Proof. The first inequality is simply an application of the triangle inequality to Proposition 3.1. We now consider the second inequality. As in the proof of Theorem 3.2, consider the vector η k (1, 2) = e 1 ⊗ e 2 ⊗ e 1 ⊗ e 2 ⊗ . . .
We will also write η k (1, 2) = η 0 ⊗ ζ 0 , where η 0 ∈ H 
Note that the families (η i ) i∈A and (ζ i ) i∈A are each orthonormal systems of size (N − 2)(N − 1) r−1 . As in the case of the proof of Theorem 3.2, one readily sees from the structure of the Jones-Wenzl projections that η i = p l η i ∈ H l and ζ i = p l ζ i ∈ H m , which gives, for each i ∈ A,
We now conclude by observing that from Remark 3, we have
which yields together with inequality (7) (α
From the proof of the above higher rank rapid decay inequality, we obtain the optimality result for the Schmidt coefficient bounds alluded to above. . Then there exists a unit vector ξ ∈ H k such that α
Proof. We first observe that from Proposition 3.1,
for each unit vector ξ ∈ H k . To show that this bound is obtained as claimed above, we freely use the notation of Proposition 3.3 and its proof. Let r = l+m−k 2 and take ξ = η k (1, 2) = η 0 ⊗ ζ 0 ∈ H k as defined above. Recalling the definitions of the vectors (η i ) i∈A and (ζ i ) i∈A , we then have
Performing a singular value decomposition on the second sum above, we obtain orthonormal
The theorem will now follow from the above expression once we observe that this expression is precisely the singular value decomposition of α l,m k (ξ). This latter fact is evident because, by construction, η i ⊥ p l (η 0 ⊗ e j ) and ζ i ⊥ p m (eǰ ⊗ ζ 0 ) for each i ∈ A and j / ∈ A. 
This shows that in the limit as N → ∞, the vector ξ ∈ H k constructed in Theorem 3.4 becomes maximally entangled, with the bulk of its Schmidt coefficients equaling the maximal value λ max allowed by Proposition 3.1.
Applications
In this section we consider some applications of the entanglement results of the preceding section to study the outputs of the canonical quantum channels related to our subspaces. We also construct some new examples of d-positive, but not completely positive maps on matrix algebras.
O
+ N -equivariant quantum channels. Following Section 2, we form, for any admissible triple (k, l, m) ∈ N 3 0 , the complementary pair of quantum channels
We then have the following proposition concerning the S 1 → S ∞ behavior of these channels. 
Proof. We shall only consider Φ l,m k as the proof of the other case is identical. To prove the upper bound Φ l,m k
, note that by completely positivity, convexity and the triangle inequality, it suffices to consider a pure state ρ = |ξ ξ| ∈ D(H k ) and show that Φ Evidently Φ t is completely positive if and only if t ≤ 1. On the other hand, we can prove the following result. Proof. We have already observed that Φ t is not completely positive when t > 1. Now fix d ∈ N and x = s i=1 √ λ i e i ⊗ f i ∈ H l ⊗ H m with Schmidt-rank at most d. Using the first inequality of Proposition 3.3 and the Cauchy-Schwarz inequality, we have
.
From this inequality, we obtain d-positivity of Φ t provided 1 − td Then the corresponding Φ t will do the job.
