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We present an analysis of ensemble Kalman inversion, based on the continuous time limit of
the algorithm. The analysis of the dynamical behaviour of the ensemble allows us to establish
well-posedness and convergence results for a fixed ensemble size. We will build on the results
presented in [26] and generalise them to the case of noisy observational data, in particular
the influence of the noise on the convergence will be investigated, both theoretically and
numerically. We focus on linear inverse problems where a very complete theoretical analysis
is possible.
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1. Introduction
The Kalman filter has been enormously successful since its introduction in the
1960s as a state estimation tool for linear Gaussian systems in both discrete or
continuous time; see [21, sections 4.1 and 8.1] and the references therein. A natu-
ral generalisation to nonlinear state estimation is the extended Kalman filter [21,
sections 4.2.2 and 8.2.2] and this was proposed as a method for numerical weather
prediction in [11]. The ensemble Kalman filter [9] was introduced in state estima-
tion problems as a way of circumventing the need to compute enormous covariance
matrices when applying the extended Kalman filter to large problems such as those
arising in atmosphere or ocean dynamics [8, 10, 13]. The inherent parallelisabil-
ity of the method, together with its effectiveness in state estimation, has made it
very popular and its use spread outside the atmosphere-ocean sciences community.
In particular it has been widely adopted by the oil industry for subsurface inver-
sion [23]. Building on this applied work in subsurface inversion, in [15] a generic
ensemble Kalman inversion tool for inverse problems in the form
y = G(u) + η
was formulated; here the objective is to recover u from y, a noisy observation of
G(u) and η denotes the noise. Despite documented success as a solver for such
inverse problems, there is very little analysis of the algorithm. Essentially two facts
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are known about the finite ensemble size regime in which it is used: that the basic
form of the iteration preserves the linear span of the initial ensemble [15, 22];
and that for the linear noise free problem the method is a discretisation of a set of
interacting gradient flows for the output least squares objective function associated
with the linear inverse problem [26]. The combination of these two facts allows an
almost complete analysis of the algorithm in the setting of the linear noise free
inverse problem. The purpose of this paper is to extend those results to include
the effect of noise.
It is of interest to give some insight into where the gradient flow structure comes
from in this problem. Inspection of the Kalman-Bucy filter [21, section 8.1] reveals
that when the drift of the signal is zero and the observed data is constant, then
the equation for the mean is a gradient flow for the output least squares function
related to the observation operator, preconditioned by the covariance. In [1] this
observation was used to create algorithms for the analysis step in state estimation
problems employing the Kalman filter, essentially by replacing the Kalman variance
by the empirical covariance; a resulting gradient structure was noted and exploited.
The Kalman-Bucy filter with no drift in the signal, and the analysis phase of the
general filter with linear observations, are closely related to solution of a linear
inverse problem. As a consequence it not unnatural that in [26] it was demonstrated
that the continuous time limit of the ensemble Kalman inversion algorithm is an
interacting set of gradient flows.
There are two ways of viewing algorithms for ensemble Kalman inversion. The
first is simply as derivative free optimisers, in which the ensemble is used as a
proxy for derivative information; this is the view put forward in [15]. The second
is as a method to solve a Bayesian inverse problem. We adopt the first viewpoint
throughout the paper, essentially because, as the literature survey in the next
paragraph explains, there is little hope of rigorous uncertainty quantification via
ensemble methods, except for linear problems. And, although our analysis is limited
to the linear problem, our goal is to obtain insight into ensemble inversion methods
in general.
The Bayesian approach to distributed parameter inversion allows incorporation
of both model and data uncertainties and leads to a complete characterisation of
the uncertainty via the posterior distribution; see [4, 27]. However, for computa-
tionally intensive applications, the computation or approximation of the posterior
is, even with today’s supercomputers, often intractable. Thus ensemble inversion
provides an attractive alternative which, through the ensemble, may include some
information about uncertainties. The low computational costs, the straightforward
implementation and its non-intrusive nature make the method appealing. In the
state estimation context [25], well-posedness results for the EnKF can be found in
[18, 19, 28, 29] and a large-time convergence analysis in the case of a fully observed
system is presented in [5]; other interesting methods and analyses may be found in
[1, 2, 24]. The analysis of the large ensemble size limit can be found in [12, 20]. For
inverse problems, the large ensemble size limit is studied in [7] and, importantly
for the optimisation perspective we take in this paper, demonstrated to differ from
the true posterior distribution except in the linear case. In ensemble inversion, the
connection to deterministic regularisation techniques and step-size strategies for
nonlinear forward problems is developed in [14–16].
The linear inverse problem which we study in this paper is defined as follows:
let X denote a separable Hilbert space. Furthermore, we denote by A ∈ L(X ,RK)
the forward response operator mapping from the parameter space X to the data
space RK . The observations are assumed to be finite-dimensional, i.e. the forward
2
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response operator maps to RK , where K ∈ N denotes the number of observa-
tions. The goal of computation is to recover the unknown parameters u from noisy
observations y, where
y = Au+ η.
The noise η in the observations is assumed to be normally distributed with
η ∼ N (0,Γ), Γ ∈ RK×K symmetric positive definite. In the Bayesian setting,
the unknown parameter u is interpreted as a random variable or random field,
distributed according to prior µ0. The Bayesian solution to the inverse problem is
the conditional distribution of u given y, and to define this it is necessary to make
an assumption on the a priori dependence structure between u and η; it is often
assumed that the noise η is independent of u. As mentioned above, in this paper we
present an analysis of ensemble inversion viewed as a minimisation method applied
to the least-squares functional
Φ(u; y†) =
1
2
‖y† −Au‖2Γ , (1)
where the norm ‖ · ‖Γ = ‖Γ−1/2 · ‖2 corresponds to the Euclidean norm weighted
by the square-root of the inverse noise covariance matrix. Accordingly, we define
by 〈·, ·〉Γ = 〈Γ−1/2·,Γ−1/2·〉 the corresponding inner product. The realisation of the
random variable y, i.e. the observed data, is denoted by y†. The prior µ0 plays a
role in the optimisation perspective as the initial ensemble is typically drawn from
µ0.
In order to facilitate analysis we work with continuous time limit of the ensemble
inversion algorithm [26]. The classic implementation of ensemble Kalman inversion,
in which the observed data y† is perturbed by the addition of independent draws
from the distribution of η, leads to a stochastic differential equation (SDE) limit;
the simplification in which the observed data y† is unperturbed leads to an ordinary
differential equation (ODE) in the limit. We work with the ODE limit in this paper.
What distinguishes our analysis from that appearing in [26] is that we study the
case where the observed data y† appearing in the ODE is assumed to contain noise–
i.e. it is not simply the image of a truth u† under A; we refer to this as the noisy,
linear setting.
The paper is structured as follows. In Section 2, we introduce ensemble Kalman
inversion and derive the continuous time limit of the algorithm. We study the
properties of the method by analysing the dynamical behaviour of the ensemble
and derive convergence results by considering the long-time behaviour. We present,
in Section 3, well-posedness results, quantification of the ensemble collapse and
convergence results for the noisy, linear setting. Numerical experiments illustrating
the findings are presented in Section 4.
2. The Ensemble Kalman Inversion and its Continuous Time Limit
The ensemble inversion method that we study is given in [15]. By introducing an
artificial time h = 1/N for a given integer N , the method propagates an ensemble
{u(j)n }Nn=0 of J particles, J ∈ N, at discrete time nh into an ensemble at time
3
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(n+ 1)h according to the formula
u
(j)
n+1 = u
(j)
n + C(un)A
∗(AC(un)A∗ +
1
h
Γ)−1(y† −Au(j)n ).
Here
u¯n =
1
J
J∑
j=1
u(j)n , C(un) =
1
J
J∑
j=1
(
u(j)n − un
)⊗ (u(j)n − un).
The analysis we present here relies on the continuous time limit of ensemble Kalman
inversion. We therefore interpret the iterates u
(j)
n as a discretisation of a continuous
function u(j)(nh). In this context the argument for the appearance of scaling h−1
multiplying Γ in the update formula is given in [15]. If we let h→ 0 and interpret
the iterations as a timestepping scheme, then the continuous time limit is given by
du(j)
dt
=
1
J
J∑
k=1
〈
A(u(k) − u), y† −Au(j)〉
Γ
(
u(k) − u), j = 1, · · · , J. (2)
or equivalently
du(j)
dt
= −C(u)DuΦ(u(j); y†)
with potential Φ(u; y†) given by (1). Equation (2) reveals the well-known subspace
property of ensemble Kalman inversion [15], since the vector field is in the lin-
ear span of the ensemble itself. We re-emphasize that the derivation is based on
the simplified version of the classic ensemble Kalman inversion scheme in which
perturbations of the observed data y† are set to zero.
3. Convergence Analysis
This section is devoted to a generalisation of the results from [26] to allow for noise
in the observational data; specifically we consider the case that the observational
data y† is polluted by additive noise η† ∈ RK in the following way:
y† = Au† + η† ,
where u† denotes the truth and η† a realisation of noise. In subsection 3.1 we will
demonstrate the undesirable effect of noise on the inversion methodology, and in
subsection 3.2 we will suggest a stopping criterion to ameliorate the effect.
3.1. Analysis of Ensemble Kalman Inversion With Noisy Data
Following the notation introduced in [26], we introduce the quantities
e(j) = u(j) − u¯, r(j) = u(j) − u† j = 1, . . . , J
Elj = 〈Ae(l), Ae(j)〉Γ, Rlj = 〈Ar(l), Ar(j)〉Γ, Flj = 〈Ar(l), Ae(j)〉Γ l, j = 1, . . . , J ,
4
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and the misfit ϑ(j) = Au(j)−y†= A(u(j) − u†)− η†, j = 1, . . . , J . The quantity e(j)
measures, for each particle j, the difference to the empirical mean (computed from
the ensemble) and the quantity r(j) measures the difference from particle j to the
truth, i.e. the residuals. The matrix-valued quantities describe the interaction of
these quantities mapped to the observation space. Note that the mapped residuals
Ar(j) = A(u(j) − u†) are related to the misfit by
ϑ(j) = Ar(j) − η† j = 1, . . . , J ;
from this it is apaprent that the misfit is a finite dimensional quantity in RK .
Furthermore, we define the matrix-valued quantity D by
Dlj = 〈ϑ(l), Ae(j)〉Γ l, j = 1, . . . , J .
Theorem 3.1 Let y† denote the perturbed image of a truth u† ∈ X : y† = Au†+η†
for some η† ∈ RK . Furthermore, an initial ensemble u(j)(0) ∈ X for j = 1, . . . , J
is given, and we denote by X0 the linear span of the {u(j)(0)}Jj=1. Then, equation
(2) has a unique solution u(j)(·) ∈ C([0, T );X0) for j = 1, . . . , J.
Proof. The preservation of X0 by the ensemble Kalman iteration, and its continuous
time limit, is not affacted by the presence of noise in the data ydagger. Each particle
u(j) satisfies
du(j)
dt
= − 1
J
J∑
k=1
Fjke
(k) +
1
J
J∑
k=1
〈η†, Ae(k)〉Γe(k)
= − 1
J
J∑
k=1
Djke
(k)
= − 1
J
J∑
k=1
Djku
(k) . (3)
We have used the fact that
∑J
k=1Djk = 0, thus
∑J
k=1Djku¯ = 0. The preservation
of X0 and the local Lipschitz continuity of the right-hand side of (3) ensures the
local existence of a solution in C([0, T );X0) for T > 0. To establish global existence
of solutions, we now show the boundedness of the right-hand side of (3).
The following differential equation holds for the quantity e(j):
de(j)
dt
= − 1
J
J∑
k=1
Ejke
(k) = − 1
J
J∑
k=1
Ejkr
(k) .
For the matrix-valued quantity E, we obtain
d
dt
E = − 2
J
E2 .
Thus, the dynamical behaviour of the quantities e(j) and Ae(j) is not influenced by
the noise in the data. Therefore, the results presented in [26] for the noise free case
still hold: for the orthogonal matrix X defined through the eigendecomposition of
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E(0) it follows that
E(t) = XΛ(t)X> (4)
with Λ(t) = diag{λ(1)(t), . . . , λ(J)(t)}, Λ(0) = diag{λ(1)0 , . . . , λ(J)0 } and
λ(j)(t) =
( 2
J
t+
1
λ
(j)
0
)−1
, (5)
if λ
(j)
0 6= 0, otherwise λ(j)(t) = 0. This proves that the matrix E, and hence all its
elements, are globally bounded in time.
The misfit ϑ(j) satisfies
dϑ(j)
dt
= − 1
J
J∑
k=1
DjkAe
(k)
and the dynamical behaviour of the corresponding matrix-valued quantity D is
given by
d
dt
D = − 2
J
DE .
The boundedness of D(t) follows from the boundedness of the misfit ϑ(j), which
can be derived from
1
2
d‖ϑ(j)‖2Γ
dt
= − 1
J
J∑
k=1
DjkDjk .
Hence, the misfit ϑ(j) is bounded uniformly in time. By the Cauchy-Schwarz in-
equality, the bound on D follows with
D2ij = 〈ϑ(i), Ae(j)〉2Γ ≤ ‖ϑ(i)‖2Γ · ‖Ae(j)‖2Γ ≤ C‖Ae(j)‖2Γ
for a constant C > 0 independent of T . This establishes that Dij → 0 at least as
fast as 1√
t
as t → ∞, in particular, D is uniformly bounded in time. Note that
the convergence rate follows from the convergence rate 1 of the quantity ‖Ae(j)‖2Γ
established in (5). Global existence for u(j) (and e(j), r(j)) follows. 
The proof of Theorem 3.1 reveals that the behaviour of the quantity e(j), which
is an indicator of the ensemble collapse, is not affected by the noise. Hence, [26,
Theorem 3] can be directly generalised to the perturbed case.
Corollary 3.2 Let y† denote the perturbed image of a truth u† ∈ X : y† = Au†+
η† for some η† ∈ RK . Furthermore, assume that an initial ensemble u(j)(0) ∈ X
for j = 1, . . . , J is given. Then, the matrix valued quantity E(t) converges to 0 for
t→∞ with an algebraic rate of convergence: ‖E(t)‖ = O(Jt−1).
The ensemble collapse is a further form of regularisation as the solution not
only remains in the linear span of the initial ensemble, but actually asymptotically
lives in the span of a single element, provided that the forward response operator
A is one-to-one . The preceding result shows that the ensemble collapse, namely
6
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the fact that all particles converge to their common mean, does not depend on
the realisation of the noise. We now discuss the convergence properties of ensemble
Kalman inversion in the noisy case. The analysis presented in [26, Theorem 4] indi-
cates that we can transfer the convergence result straightforwardly to the mismatch
ϑ(j). However, the convergence of the residuals r(j) depends on the realisation of
the noise.
Theorem 3.3 Let y† denote the noisy image of a truth u† ∈ X : y† = Au† + η†
for some η† ∈ RK . Assume further that the forward operator A is one-to-one. Let
Y‖ denote the linear span of the {Ae(j)(0)}Jj=1 and let Y⊥ denote the orthogonal
complement of Y‖ in RK and assume that the initial ensemble members are chosen
so that Y‖ has the maximal dimension min{J − 1, dim(Y )}. Then ϑ(j)(t) may be
decomposed uniquely as ϑ
(j)
‖ (t) + ϑ
(j)
⊥ (t) with ϑ
(j)
‖ ∈ Y‖ and ϑ
(j)
⊥ ∈ Y⊥, where
ϑ
(j)
‖ (t)→ 0 as t→∞ and ϑ
(j)
⊥ (t) = ϑ
(j)
⊥ (0) = ϑ
(1)
⊥ .
Furthermore, if 〈η†, Ae(k)〉 ≤ 〈Ar(k), Ae(k)〉, the mapped residual is monotoni-
cally decreasing. The rate of convergence of the component of the residual mapped
forward to the observational space, which belongs to Y‖, can be arbitrarily slow, i.e.
depending on the realisation of the noise, the rate of convergence can be arbitrarily
close to 0.
Proof. The first part of the theorem follows with the same arguments as used for
the proof of [26, Theorem 4]. For the second part we observe that the norm of the
mapped residuals satisfies the following differential equation:
1
2
d
dt
‖Ar(j)‖2Γ = −
1
J
J∑
k=1
F 2jk +
1
J
J∑
k=1
〈Ar(k), Ae(k)〉Γ〈η†, Ae(k)〉Γ .
Provided that 〈η†, Ae(k)〉 ≤ 〈Ar(k), Ae(k)〉Γ for k = 1, . . . , J , i.e. ‖η†‖Γ cos(θ1) ≤
‖Ar(k)‖Γ cos(θ2) with θ1 and θ2 denoting the angle between η† and Ae(k), and
between Ar(k) and Ae(k), respectively, the residuals mapped to the image space of
the forward operator are monotonically decreasing. Expanding the quantities Ar(k)
and η† in Y‖ and the orthogonal complement Y⊥
Ar(j)(t) =
J∑
k=1
αkAe
(k)(t) +Ar
(1)
⊥
η† =
J∑
k=1
ηkAe
(k)(t) +Aη
(1)
⊥ ,
cp. [26, Lemma 8] yields
1
2
d
dt
‖Ar(j)‖2Γ = −
1
J
J∑
k=1
J∑
l=1
ElkαkEklαl +
1
J
J∑
k=1
J∑
l=1
ElkαkEklηl .
If the coefficients of the noise are of the size of αk, the right hand side becomes
zero and the claim follows. 
7
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3.2. Stopping Criteria for Ensemble Kalman Inversion
The Bayesian derivation of the ensemble Kalman inversion algorithm given in [26]
suggests an integration of the limiting equation (2) up to time T = 1. This can
be interpreted as an a priori regularisation strategy motivated by the probabilistic
viewpoint. However, this stopping rule does not take into account the actual re-
alisation of the noise nor the additional regularisation effect due to the ensemble
collapse. Indeed ensemble collapse is caused by removing random noisy perturba-
tions within the algorithm, causing an underestimation of the variance for linear
Gaussian problems, suggesting that stopping at time T = 1 may no longer be the
right choice as the Bayesian connection can no longer be justified. Our numerical
experiments will indeed show that the Bayesian stopping strategy often leads to a
stopping criterion for the unperturbed algorithm which is too early.
The papers [14, 16] suggest an approach to regularising discrete-time ensem-
ble Kalman inversion methods, based on an analogy with deterministic iterative
methods such as Levenberg-Marquardt. Unfortunately this methodology does not
transfer directly to our continuous time setting as it corresponds to an adaptive
time step, rather than the fixed time-step h used in the derivation above. The
proof of Theorem 3.3 suggests an a posteriori stopping criterion for the method.
In the deterministic setting, Morozov’s discrepancy principle is a widely used and
well understood stopping rule, see [6] and the references therein. The idea of this
stopping rule is that, due to noisy data, the information in the observations cannot
be distinguished from the noise for a mapped residual which is on the order of the
noise level δ. This suggests that asking for a mapped residual with discrepancy
smaller than δ may lead to fitting of the unknown parameters to the noise. We
will numerically investigate the discrepancy principle as a suitable criterion in the
presented setting. Furthermore, we note that if the noise is orthogonal to the space
spanned by the linear ensemble, then Theorem 3.3 shows the convergence of the
mapped residuals in the image space.
Motivated by the deterministic regularisation methods, the discrepancy principle
is generalised to statistical noise; see [17] for example. The iterations of the iterative
ensemble method will be stopped when
‖Au¯(t)− y†‖2 ≤ τ
√
trace(Γ) (6)
where τ > 1 is a given parameter and u¯(t) denotes the empirical mean of the
ensemble at artificial time t. Here, the average noise level E(‖η‖22) = trace(Γ) is
taken into account. (Since the noise in the observations is assumed to be normally
distributed realisations of the noise cannot be bounded from above and below.)
The discrepancy principle for statistical noise (6) does not generalise to the infi-
nite or high-dimensional setting, as the residual is no longer a well-defined quantity.
In [3], symmetrisation is suggested to overcome this problem leading to the stop-
ping criterion
‖A∗Γ−1Au¯(t)−A∗Γ−1/2y†‖ ≤ τ
√
trace(A∗Γ−1A).
In order to obtain optimal rates, the authors in [3] suggest modifying this discrep-
ancy principle to
‖(λI +A∗Γ−1A)−1/2(Au¯(t)− y†)‖ ≤ τ
√
trace((λI +A∗Γ−1A)−1A∗Γ−1A) ,
where λ > 0 is a given fixed parameter. The analysis presented in [3] proving opti-
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mality of the strategy is not directly applicable to the ensemble Kalman inversion
methodology that we study here, due to the nonlinear nature of the ensemble algo-
rithms. However, we will observe in the numerical experiments that the modified
version of the discrepancy principle leads to satisfactory results.
We also remark that stopping strategies taking into account the Bayesian view-
point on the inverse problem lead to appealing alternatives. Assuming a Gaussian
prior distribution for example, the parametrised variance can be modelled as a
hyperparameter, which can then be estimated from the data. Due to the regu-
larisation effect of the ensemble, this can be viewed as an alternative stopping /
regularisation strategy. Closely related is the idea of variance inflation, which can
be interpreted in a similar way. The work presented here, however, is restricted
to the deterministic setting, not taking into account the Bayesian viewpoint. The
analysis of the stopping rules requires therefore a different setting, which is beyond
the scope of the paper.
4. Numerical Experiments
The forward model is described by the one dimensional elliptic equation
−d
2p
dx2
+ p = u in D := (0, pi) , p = 0 in ∂D .
The solution operator of the model is a mapping G : L2(D) → H2(D) ∩ H10 (D)
taking u into p. The solution is observed at K = 24 − 1 equispaced observation
points at xk =
k
24 , k = 1, . . . , 2
4 − 1, which defines the observation operator O :
H2(D)∩H10 → RK , i.e. the operator A is a mapping from L2(D) to RK defined by
the composition of the solution operator and the (pointwise) observation operator.
We use a finite element method with continuous, piecewise linear ansatz functions
on a uniform mesh with meshwidth h = 2−8 to solve the forward problem (the
spatial discretisation leads to a discretisation of u, i.e. u ∈ R28−1).
Then, the inverse problem consists of recovering the unknown data u from noisy
observations
y† = O(p) + η† = Au† + η† . (7)
The measurement noise is chosen to be normally distributed, η ∼ N (0, γI),
γ = 0.012 ∈ R, I ∈ RK×K . Furthermore, the prior is µ0 = N(0, C0) with covari-
ance operator C0 = 10(−∆)−1. Here, we consider the Laplacian ∆ with domain
H2(D) ∩ H10 (D). The initial ensemble is based on the eigendecomposition of the
covariance operator C0, i.e. u
(j)(0) =
√
λjζjzj with ζj ∼ N (0, 1) for j = 1, . . . , J
and {λj , zj}j∈N denoting (the explicitly known) eigenvalues and eigenfunctions of
C0.
To illustrate and numerically verify the results presented in this paper, we investi-
gate the dynamical behaviour of the quantities e, r and the misfit ϑ. The theoretical
results presented hold true for any ensemble size; we consider in the following a
rather small ensemble of size J = 5. For the sake of presentation, the empirical
mean (and minimum and maximum deviations) of the ensemble is shown.
9
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100 105 1010
t
10-15
10-10
10-5
100 spread J=5
1/J |ek|2 J=5
spread J=5 truth
1/J |ek|2 J=5 truth
spread J=5 truth mis.
1/J |ek|2 J=5 truth mis.
100 105 1010
t
10-10
10-5
100
105 spread J=5
1/J |Aek|2 J=5
spread J=5 truth
1/J |Aek|2 J=5 truth
spread J=5 truth mis.
1/J |Aek|2 J=5 truth mis.
Figure 1. Quantities |e|22, |Ae|2Γ w.r. to time t, J = 5 (KL
red), (u† adaptive blue), (u˜ adaptive gray), K = 24 − 1, initial
ensemble chosen based on KL expansion of C0 = 10(−∆)−1,
η ∼ N (0, 0.012 id).
To investigate the convergence results further, we compare the performance of
three ensembles (all of size J = 5): the first one (shown in red) is based on the
first five terms in the Karhunen-Loe`ve (KL) expansion of the covariance opera-
tor C0, the second one (shown in blue) is chosen such that the contribution of
Ar⊥(t) in Theorem 3.3 is minimised (i.e. Ar(1) =
∑J
k=1 αkAe
(k) for some coeffi-
cients αk ∈ R. Given u(2), . . . , u(J) and coefficients α1, . . . , αJ , we define u(1) =
(1− α1 +
∑J
k=1 αk/J)
−1(u† − α1/J
∑J
j=2 u
(j) +
∑J
k=2 αku
(k) − αk/J
∑J
j=2 u
(j))),
the third ensemble (shown in grey) is chosen such that the contribution of
ϑ(t)⊥ in Theorem 3.3 is minimised (i.e. ϑ(1) =
∑J
k=1 αkAe
(k) for some coeffi-
cients αk ∈ R. Given u(2), . . . , u(J) and coefficients α1, . . . , αJ , we define u(1) =
(1 − α1 +
∑J
k=1 αk/J)
−1(u˜ − α1/J
∑J
j=2 u
(j) +
∑J
k=2 αku
(k) − αk/J
∑J
j=2 u
(j)),
where u˜ is the minimiser of the underdetermined least-squares problem).
In practice, the second strategy is not implementable, since the truth is used
to construct the ensemble. However, the performance of the second strategy gives
useful insight into the convergence behaviour of ensemble Kalman inversion.
The ensemble collapse is not affected by the choice of the initial ensemble. We
observe the predicted algebraic rate of convergence to the empirical mean, cp Figure
1.
The convergence behaviour of the mapped residuals and the misfit, both pro-
jected to the subspace spanned by the initial ensemble and the complement are
shown in the Figures 2 and 3.
10
August 9, 2017 Applicable Analysis EnKFnoise˙rev
100 102 104 106 108
t
10-10
100
1/J | II|2 J=5
1/J | II|
2
 J=5 truth
1/J | II|2 J=5 truth mis.
100 102 104 106 108
t
100
102
104
1/J | |2 J=5
1/J | |2 J=5 truth
1/J | |2 J=5 truth mis.
Figure 2. Misfit |ϑII |2Γ and |ϑ⊥|2Γ w.r. to time
t, J = 5 (KL red), (u† adaptive blue), (u˜ adap-
tive grey), K = 24 − 1, initial ensemble cho-
sen based on KL expansion of C0 = 10(−∆)−1,
η ∼ N (0, 0.012 id).
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Figure 3. Mapped residuals |ArII |2Γ and
|Ar⊥|2Γ w.r. to time t, J = 5 (KL red), (u† adap-
tive blue), (u˜ adaptive grey), K = 24 − 1, ini-
tial ensemble chosen based on KL expansion of
C0 = 10(−∆)−1, η ∼ N (0, 0.012 id).
The algebraic rate of the misfit is clearly confirmed. Furthermore, the convergence
behaviour of the mapped residuals for the KL based ensemble (shown in red in
Figure 3) illustrates the arbitrarily slow convergence predicted by the theory, i.e.
we observe a convergence rate deteriorating to 0. For the other two ensembles,
we even observe an increase in the mapped residual, since the angle conditions
are not satisfied. The comparison of the resulting estimates with the truth reveals
the strong overfitting effect of the third ensemble, cp Figure 4. This behaviour is
expected due to the construction of the ensemble, which implies an amplification
of the noise in the data.
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Figure 4. Comparison of the ensemble Kalman inversion esti-
mate with the truth and the observations, J = 5 (KL red),
(u† adaptive blue), (u˜ adaptive grey), K = 24 − 1, initial en-
semble chosen based on KL expansion of C0 = 10(−∆)−1,
η ∼ N (0, 0.012 id).
To illustrate the effect of the angle condition and the resulting degradation of the
convergence order of the mapped residuals, we repeat the experiments with noise in
the data, which is orthogonal to the subspace spanned by the initial ensemble. The
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theoretical results suggest an algebraic rate of convergence, which can be confirmed
by the results presented in Figure 5.
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Figure 5. Mapped residuals |ArII |2Γ and |Ar⊥|2Γ w.r. to time
t, J = 5 (KL red), (u† adaptive blue), (u˜ adaptive grey), K =
24 − 1, initial ensemble chosen based on KL expansion of C0 =
10(−∆)−1, η ∼ N (0, 0.012 id), observational noise orthogonal
to the subspace spanned by the initial ensembles.
The result on the ensemble collapse Corollary 3.2 indicates that the regulari-
sation effect of the method strongly depends on the number of particles in the
ensemble. The Bayesian stopping rule, which can be interpreted as an a priori
stopping rule, does not reflect this behaviour. The results of the Bayesian stopping
rule are summarised in Figures 6-9.
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Figure 6. Comparison of the ensemble Kalman
inversion estimate with the truth and the ob-
servations with Bayesian stopping rule, J = 5
based on KL expansion of C0 = 10(−∆)−1
(red), K = 24 − 1, 10 randomly initialised en-
sembles, 10 randomly perturbed observation.
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Figure 7. Mapped residuals |Ar¯|2Γ (above) and
|ϑ¯|2Γ with Bayesian stopping rule (below) w.r.
to time t, J = 5 based on KL expansion of
C0 = 10(−∆)−1 (red), K = 24 − 1, 10 ran-
domly initialised ensembles, 10 randomly per-
turbed observation.
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Figure 8. Comparison of the ensemble Kalman
inversion estimate (with stopping rule) with the
truth and the observations with Bayesian stop-
ping rule, J = 50 based on KL expansion of
C0 = 10(−∆)−1 (blue), K = 24 − 1, 10 ran-
domly initialised ensembles, 10 randomly per-
turbed observation.
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Figure 9. Mapped residuals |Ar¯|2Γ (above) and
|ϑ¯|2Γ with Bayesian stopping rule (below) w.r.
to time t, J = 50 based on KL expansion of
C0 = 10(−∆)−1 (blue), K = 24 − 1, 10 ran-
domly initialised ensembles, 10 randomly per-
turbed observation.
We will show in the following that the discrepancy principle leads to suitable stop-
ping strategy, in particular, it has the potential to substantially improve the ac-
curacy of the ensemble Kalman inversion estimate. To do so, we repeat the ex-
periments with 10 randomly chosen ensembles (based on the KL expansion of the
prior covariance operator) of size J = 5 and J = 50. The noise in the data is
randomly chosen from N (0, γI) with γ = 0.012 ∈ R. Motivated by the previous
discussion on the discrepancy principle, we implement a stopping rule of the form
‖Au¯(t) − y†‖2 ≤ 1.2
√
Kγ, where K denotes the number of observations. Figures
10 - 13 show the comparison of the estimates based on the discrepancy principle
with the truth.
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Figure 10. Comparison of the ensemble
Kalman inversion estimate with the truth
and the observations with discrepancy stop-
ping rule, J = 5 based on KL expansion of
C0 = 10(−∆)−1 (red), K = 24−1, 10 randomly
initialised ensembles, 10 randomly perturbed
observation.
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Figure 11. Mapped residuals |Ar¯|2Γ (above) and
|ϑ¯|2Γ with discrepancy stopping rule (below) w.r.
to time t, J = 5 based on KL expansion of
C0 = 10(−∆)−1 (red), K = 24 − 1, 10 ran-
domly initialised ensembles, 10 randomly per-
turbed observation.
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Figure 12. Comparison of the ensemble
Kalman inversion estimate (with stopping
rule) with the truth and the observations
with discrepancy stopping rule, J = 50 based
on KL expansion of C0 = 10(−∆)−1 (blue),
K = 24 − 1, 10 randomly initialised ensembles,
10 randomly perturbed observation.
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Figure 13. Mapped residuals |Ar¯|2Γ (above) and
|ϑ¯|2Γ with discrepancy stopping rule (below) w.r.
to time t, J = 50 based on KL expansion of
C0 = 10(−∆)−1 (blue), K = 24 − 1, 10 ran-
domly initialised ensembles, 10 randomly per-
turbed observation.
As the deterministic discrepancy principle is not well-defined in the high- and
infinite dimensional setting, the experiments are repeated with the modified, sym-
metrised discrepancy principle. Results are presented in Figures 14-17.
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Figure 14. Comparison of the ensemble
Kalman inversion estimate with the truth and
the observations with modified discrepancy
stopping rule, J = 5 based on KL expansion
of C0 = 10(−∆)−1 (red), K = 24 − 1, 10
randomly initialised ensembles, 10 randomly
perturbed observation, λ = 10−4.
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Figure 15. Mapped residuals |Ar¯|2Γ (above) and
|ϑ¯|2Γ with modified discrepancy stopping rule
(below) w.r. to time t, J = 5 based on KL ex-
pansion of C0 = 10(−∆)−1 (red), K = 24 − 1,
10 randomly initialised ensembles, 10 randomly
perturbed observation, λ = 10−4.
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Figure 16. Comparison of the ensemble
Kalman inversion estimate (with stopping
rule) with the truth and the observations with
modified discrepancy stopping rule, J = 50
based on KL expansion of C0 = 10(−∆)−1
(blue), K = 24 − 1, 10 randomly initialised
ensembles, 10 randomly perturbed observation,
λ = 10−4.
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Figure 17. Mapped residuals |Ar¯|2Γ (above) and
|ϑ¯|2Γ with modified discrepancy stopping rule
(below) w.r. to time t, J = 50 based on KL ex-
pansion of C0 = 10(−∆)−1 (blue), K = 24 − 1,
10 randomly initialised ensembles, 10 randomly
perturbed observation, λ = 10−4.
We observe that the overfitting effect is much more pronounced for the
larger ensemble of size 50, cp. the empirical residuals in Figure 11 and Figure
13. The KL expansion of the first 50 terms includes more fine-scale (oscillatory)
details, which can be fitted to the noise in the observational data and therefore
cause the overfitting effect. The smaller ensemble based on the first 5 terms of the
KL expansion avoids the overfitting effect due to the smaller ensemble size leading
to a faster ensemble collapse, but also due to the smoothness of the first KL terms,
i.e. the subspace property preserves the smoothness of the KL terms. Furthermore,
we note that the discrepancy principle leads in all experiments to a stopping
time larger than 1 (Bayesian stopping rule), which leads for all experiments to
a further improvement in the estimate. Due to the delayed ensemble collapse,
the stopping times for the larger ensemble are on average greater than the ones
for the smaller ensemble. The experiments suggest that an a posteriori stopping
rule can significantly improve the performance of the ensemble Kalman inversion.
This observation is consistent with previous works on stopping rules for ensemble
Kalman inversion, cp. [14].
5. Conclusions
The presented analysis of the ensemble Kalman filter for inverse problems shows
that the well-posedness results and the quantification of the ensemble collapse
derived in [26] can be straightforwardly generalised to the noisy case. However,
the convergence behaviour of the ensemble is strongly affected by the noise in
the observational data and no convergence rate of the mapped residuals can be
proven: the convergence rate can be arbitrarily slow. The numerical experiments
confirm the theory. In addition, the numerical experiments demonstrate the
importance of an appropriate stopping rule in the presence of noise in order
to avoid the well-known overfitting effect. It is also shown that the ensemble
itself has a regularisation effect, caused by the ensemble collapse as well as by
the chosen initialisation of the ensemble in terms of the KL expansion. Variants
of the methods such as variance inflation or localisation may delay or prevent
the ensemble collapse, thus they strongly influence the regularisation of the
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method. Stopping rules need to take this into account in order to avoid overfitting;
however, the optimal strategy to use may strongly depend on the variant of
the algorithm which is used. Even though the presented results are confined to
the linear case, they provide useful insights into the performance of the filter in
the presence of noise and can also enhance our understanding of the nonlinear case.
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