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a b s t r a c t
We construct examples of non-Cohen–Macaulay unique factoriza-
tion domains in small dimension. We find a unique factorization
domain of dimension 3which is not a Cohen–Macaulay ring. More-
over, there is an example of a five-dimensional affine ring S over a
field k with the property that S is a non-Cohen–Macaulay unique
factorization domainwhenever Char k = 2, while it is a Gorenstein
non-factorial ring for Char k ≠ 2. The arguments for the proofs
are conceptional as well as based on a Computer Algebra System
like Singular orMacaulay. For the theoretical background we in-
vestigate the factorial closure of the symmetric algebra of certain
monomial modules.
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1. Introduction
The subject of this paper has a long history. It started with a question of Samuel (cf. Samuel, 1964,
Remark 2, p. 40) who asked for the existence of a local unique factorization domain which is not a
Cohen–Macaulay ring. Maybe this question was motivated by a result of Murthy (cf. Murthy, 1964)
who showed that a Cohen–Macaulay affine factorial domain is in fact a Gorenstein ring.
The first example of a non-Cohen–Macaulay factorial domainwas constructed by Bertin (cf. Bertin,
1967). To be more precise, let R = k[x0, x1, x2, x3] denote the polynomial ring in four variables
over a field k of characteristic 2. Let G denote the cyclic group of order 4 acting on R by the cyclic
permutation of the variables. Then the ring of invariants RG is a non-Cohen–Macaulay factorial domain
with dim RG = 4. In the case of characteristic zero Freitag and Kiehl (cf. Freitag and Kiehl, 1974)
showed the existence of a non-Cohen–Macaulay factorial domain in dimension 60.
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On the other hand, Hartshorne and Ogus (cf. Hartshorne and Ogus, 1974) proved that a complete
local algebraizable factorial domain over C, the complex numbers, of dimension at most 4 must be
a Cohen–Macaulay ring. In contrast to their result Hochster (cf. Hochster, 1973) showed that there
exists a non-Cohen–Macaulay factorial domain of depth 2.
The aim of the present paper is threefold. For several reasons we found it a strong challenge to
write down an explicit example of a non-Cohen–Macaulay factorial domain by its equations and
proving its properties by direct calculations with aminimal theoretical background good for textbook
considerations. Second we want to present an explicit example of the smallest non-Cohen–Macaulay
factorial domain, namely one of dimension three and depth two. Note that the existence of an example
of depth two is established by Hochster’s work (cf. Hochster, 1973).
In Section 2, we shall present these explicit examples. In order to prove their factoriality we use
Nagata’s criterion (cf. Matsumura, 1986). Because of the complexity of the subject it requires a few
calculations, e.g. in order to check that the ring is not a Cohen–Macaulay ring. To this end, we use
a few basic features of the computer algebra system Singular. So the present paper is – at least in
Section 2 – a part of experimental commutative algebra and the use of symbolic methods. The third
aim is the following: as an additional feature of our considerations we present an example of an affine
ring, whose Gorenstein property as well as its factoriality depend on the characteristic of the ground
field.
Theorem 1.1. Let k denote an arbitrary field. Let A = k[x, y, z] be the polynomial ring in three variables.
Define R = A[f1, f2, f3, f4, f5, f6] with
f1 = y3a− xz2a+ y2zb, f2 = x3ya+ x3zb, f3 = x4a, f4 = x4b,
f5 = x7za2 + x6y2ab+ x6yzb2, f6 = x10a3 − x9yab2 − x9zb3,
as a subring of the polynomial ring k[a, b, x, y, z]. Then R has the following properties:
(a) If Char k = 2, then R is a non-Cohen–Macaulay factorial domain of dimension 5 and depth 4.
(b) If Char k ≠ 2, then R is a non-factorial Gorenstein domain of dimension 5.
Moreover, we construct a whole family of rings such that the examples given in Section 2 are
particular specializations of this family. In Section 3 we will give the theoretical background for the
construction of our examples. They are based on the structure of certain monomial modules over
A = k[x, y, z], the polynomial ring in three variables. In particular the examples are derived from the
symmetric algebra SymA(E) of the module E given as the cokernel of the homomorphism A2
φ→ A4,
where
φT =

x3 y2 z2 0
0 x y z

.
In fact, we study the factorial closure of the symmetric algebra SymA(E). It turns out that the factorial
closure depends upon the characteristic of the ground field. Moreover, there is a characterization,
when the third approximation of the factorial closure coincides with the whole closure.
In Section 4 we give a conceptual proof of the properties of the rings of Section 2. Moreover,
we construct a whole family of rings such that the examples of Section 2 are a particular member
correspondingly. As a resource about the results of symmetric algebras we refer to Vasconcelos’
book (Vasconcelos, 1994). In fact, the constructions of the present paper might be considered as a
supplement to Vasconcelos investigations in Vasconcelos (1994). For our computations we made use
of Singular; see Greuel et al. (2006). ClearlyMacaulay, see Grayson and Stillman (0000), could also
be used instead.
2. The examples
2.1. Example 1
Let R = k[x1, . . . , xn] be the polynomial ring over a field k, in n variables with weights
(m1, . . . ,mn). A polynomial f (x1, . . . , xn) ∈ R is called quasi-homogeneous if f (λm1x1, . . . , λmnxn) =
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λN f (x1, . . . , xn), λ ≠ 0. An ideal I is quasi-homogeneous if it is generated by quasi-homogeneous
polynomials.
Let k be a field of characteristic 2. Let R = k[x, y, z, s, t, u, v, w, q] denote the polynomial ring in
nine variables x, y, z, s, t, u, v, w, q over k, where the variables are encoded with the weight vector
(1, 1, 1, 1, 2, 2, 2, 4, 4). Let I ⊂ R denote the ideal generated by the following twelve polynomials
x3s+ y2t + z2u, xt + yu+ zv, xw + ytv + zu2,
yw + ztu+ x2sv, zw + x2su+ yt2, x2q+ tv2 + u3,
xyq+ tu2 + vw, xzq+ t2v + uw, y2q+ t2u+ xsv2,
yzq+ xsuv + tw, z2q+ xsu2 + t3, w2 + xsu3 + xstv2 + t3u.
With the above weight vector for the variables it follows that I is a quasi-homogeneous ideal.
Theorem 2.1. With the previous notation let J = (x, y, z, t, u, v, w)R. The quasi-homogeneous ring
A = R/I is a factorial domain with
ExtiR(A, R) ≃
A, i = 4,
R/J, i = 5,
0, i ≠ 4, 5,
In particular, dim A = 5 and depth A = 4.
Proof. First of all note that x, z forms a quasi-homogeneous A-regular sequence. This might be seen
by a computation with the aid of a computer algebra system like Singular (cf Greuel et al., 2006). A
conceptual argument will be given in the proof of 3.8. Therefore, there is the injection
R/(I, x) ↩→ Rz/(IRz, xRz).
By elaborating on the defining equations of (I, xR)we obtain
u =
y
z
2
t, v =
y
z
3
t, w =
y
z

t2, q =

1
z
2
t3 ∈ (IRz, xRz)
in the localization ring Az/xAz, and therefore
Az/xAz ≃ k[y, z, 1/z, s, t].
Whence Az/xAz is a domain. Of course, this might be checked easily by hand resp. by the aid of
Singular. In fact, this provides the following two consequences. First, dim A/xA = 4 and therefore
dim A = 5. Second, (I, xR) is a prime ideal, so that I is also a prime ideal because x ∈ A is a prime
element of codimension 1. Clearly, a Computer Algebra System exhibits also that (I, xR) is a prime
ideal.
In order to show that A is a factorial domain it will be enough to prove (cf. Nagata’s criterion in
Matsumura (1986, Theorem 20.2)) that Ax is a factorial domain. Because of the relations given by I
some calculations (by hand or by Singular) show that IRx in Rx is generated by
s+ y
2
x3
t + z
2
x3
u, t + y
x
u+ z
x
u, w + y
x
tv + z
x
u2, q+ 1
x2
tv2 + 1
x2
u3.
But this means that
Ax ≃ k[x, 1/x, y, z, u, v].
So, clearlyAx is a factorial domain. This finishes the argument that R/I is a unique factorization domain.
Moreover, it turns out that the minimal free resolution of A over R has the form
0→ R α→ R8 → R22 → R26 → R12 → R → A → 0.
This might be checked by the aid of Singular. Then, the formula of Auslander and Buchsbaum (cf.
Matsumura, 1986, Theorem 20.2) provides that depth A = 4. Whence A is a non-Cohen–Macaulay
factorial domain. The matrix of α is given by φ = (x, y, z, t, u, v, w, 0). Therefore
Ext5R(A, R) ≃ R/ imφT ≃ R/J, J = (x, y, z, t, u, v, w)R.
Because A is factorial it follows (cf. Murthy, 1964) that Ext4R(A, R) ≃ A. This completes the arguments
for the proof of the claims. 
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2.2. Example 2
In this subsection let k denote a field of arbitrary characteristic. Put A = k[x, y, z] the polynomial
ring in three variables over k. Let S = k[x, y, z, s, t, u, v] with four variables s, t, u, v over A. Define
T = S/(L1, L2),where
L1 = x3s+ y2t + z2u, L2 = xt + yu+ zv.
Then it is easily seen that T is quasi-homogeneous with the weight vector (1, 1, 1, 1, 2, 2, 2).
The ring T occurs in the following natural way. Let A2
φ→ A4, be the homomorphism given by
φT =

x3 y2 z2 0
0 x y z

in the natural bases. Define the A-module E as Cokerφ.
Then it is well known that
SymA(E) ≃ T .
It follows that T is a quasi-homogeneous complete intersection ring. We consider the algebra
homomorphism S → A[f1, f2, f3, f4] ⊂ A[a, b] induced by
s → f1, t → f2, u → f3, v → f4,
where f1 = y3a − xz2a + y2zb, f2 = −x3ya − x3zb, f3 = x4a, f4 = x4b. It is easily seen that
the map induces an isomorphism T ≃ A[f1, f2, f3, f4] because (L1, L2) is a prime ideal. Now let
R = S[w, q] = k[x, y, z, s, t, u, v, w, q] and I ⊂ R the ideal as defined at the beginning of Section 2.1.
Now we consider the ring T [∆,Σ],where∆ andΣ are the following elements
∆ = y
x
tv − z
x
u2, Σ = − 1
x2
tv2 − 1
x2
u3
of the quotient field of T . Considering the elements∆,Σ in the quotient field of A[a, b] it follows by
easy computations that
∆ = x7za2 + x6y2ab+ x6yzb2 = f5 andΣ = x10a3 − x9yab2 − x9zb3 = f6.
Finally this means that T [∆,Σ] ≃ A[f1, . . . , f6] ⊂ A[a, b].
Theorem 2.2. Let k denote a field of characteristic 2. Then the natural homomorphism
R → T [∆,Σ], w → ∆, q → Σ,
extending S → T induces an isomorphism R/I ≃ T [∆,Σ].
That is, T [∆,Σ] is a five-dimensional factorial domain which is not a Cohen–Macaulay ring.
Proof. Let φ : R → T [∆,Σ] be the natural epimorphism as defined above. Then I ⊆ kerφ as easily
seen. Here I denotes the ideal of Theorem 2.1.
Now T [∆,Σ] is – as a subring of the quotient field Q(T ) of T – a domain. Since T is a complete
intersection, we have dim T = 5.Whence I ⊆ kerφ are two prime ideals of the same dimension 5.
So, the claims about T [∆,Σ] are consequences of Theorem 2.1. 
Next consider the ring T [∆,Σ] in the case of k a field of characteristic ≠ 2.Wewant to describe a
few basic properties in this situation too.
Theorem 2.3. Let k denote a field of characteristic ≠ 2. Then the natural homomorphism
R → T [∆,Σ], v → ∆, w → Σ,
induces an isomorphism R/J ≃ T [∆,Σ], where J is the ideal generated by
x3s+ y2t + z2u, xt + yu+ zv, xw − ytv + zu2,
yw − ztu+ x2sv, zw − x2su+ yt2, x2q+ tv2 + u3,
xyq− tu2 + vw, xzq− t2v − uw, t3u+ w2 + y2tq+ z2uq.
Moreover, R/J is a five-dimensional Gorenstein ring which is not a unique factorization domain.
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Proof. First recall that J is a quasi-homogeneous ideal provided the polynomial ring R =
k[x, y, z, s, t, u, v, w, q] is encoded with the weight vector (1, 1, 1, 1, 2, 2, 2, 4, 4).
Consider the natural epimorphism φ : R → T [∆,Σ] as defined in the statement. It is easily seen
that J ⊆ kerφ. Computation in Singular (cf. Greuel et al., 2006) establishes that J = kerφ and R/J is
a five-dimensional Gorenstein domain. Moreover, t, y is an R/J-regular sequence.
Inspection of (J, t) shows that
y(xyq+ vw)− v(yw + x2sv) = x(y2q− xsv2) ∈ (J, t).
Because x, y2q − xsv2 ∉ (J, t) the element t + J is not a prime element in R/J. In order to prove that
R/J is not a unique factorization domain it will be enough to show that J + t is an irreducible element
in R/J.
Now suppose that t + J = (a+ J)(b+ J) in R/J. Therefore, there is a relation t − ab ∈ J. By virtue
of the fact that R/J is quasi-homogeneous this implies that t − ab = 0. But t is irreducible in R so that
a or b is a unit in R. Therefore, t + J is an irreducible element in R/J. 
Remark 2.4. Let k denote a field of arbitrary characteristic. Let
S := T [∆,Σ] ≃ A[f1, . . . , f6],
where f1, . . . , f6 are defined as above. Then the ring S is a quasi-homogeneous, five-dimensional ring
with the following properties:
1. S is a Gorenstein ring whenever Char k ≠ 2,while it is not a Cohen–Macaulay ring with depth A =
4,whenever Char k = 2.
2. S is not a factorial domain whenever Char k ≠ 2, while it is a unique factorization domain
whenever Char k = 2.
Therefore, the property of being a unique factorization domain depends upon the characteristic of the
ground field. This proves the properties of the ring of Theorem 1.1.
2.3. Example 3
In their paper (cf. Hartshorne and Ogus, 1974, Corollary 2.6) Hartshorne and Ogus have shown that
a complete local algebraizable factorial domain with a residue field C of dimension at most 4 must be
a Cohen–Macaulay ring, in fact a Gorenstein ring.
On the other hand, by the work of Hochster (cf. Hochster, 1973) it follows that there exists a non-
Cohen–Macaulay factorial domain of depth 2. In what follows we derive an example of a local non-
Cohen–Macaulay factorial domain Awith dim A = 3 and depth A = 2.
To this end, let us establish some notation. Let F = (Z/2Z)(s, q) denote the pure transcendental
field extension of Z/2Z by the two variables s, q. Let
R = F[x, y, z, t, u, v, w](x,y,z,t,u,v,w)
denote the localization of the polynomial ring F[x, y, z, t, u, v, w] at the prime ideal (x, y, z, t, u,
v, w).
Let I ⊂ R denote the ideal generated by the following elements:
w2 + sxtv2 + sxu3 + t3u, zw + sx2u+ yt2, yw + sx2v + ztu,
xw + ytv + zu2, xt + yu+ zv, qz2 + sxu2 + t3,
qxy+ vw + tu2, qxz + uw + t2v, qy2 + sxv2 + t2u,
qyz + tw + sxuv, qx2 + tv2 + u3.
Set A = R/I.
Theorem 2.5. The local ring (A,m) is a factorial domain with dim A = 3, depth A = 2. Moreover,
H2m(A) ≃ k, so that A is a Buchsbaum ring.
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Proof. First of all we argue that x, z form an A-regular sequence. One way to establish that x, z form
an A-regular sequence is using Singular (cf. [6]). Another argument can be crafted using Remark 2.6.
The regular sequence x, z provides that the natural map
R/(I, x)→ Rz/(I, x)Rz
is an injection. Now observe that y2t + z2u ∈ (I, x). Then the defining equations of (I, x) considered
in Rz are
u+
y
z
2
t, v +
y
z
3
t, w +
y
z

t2, (q)z2 + t3 ∈ (I, x)Rz .
Whence is Az/xAz is a domain and so A/xA. Consequently I is a prime ideal.
In other words, x is a prime element in A. In order to show that A is a factorial domain it will
be enough to prove (cf. Nagata’s criterion in Matsumura (1986, Theorem 20.2)) that Ax is a factorial
domain. The equations of I in Rx provide that Ax = Rx/IRx is a regular local ring. Therefore, A is a
factorial domain.
Finally, computation in Singular (cf. Greuel et al., 2006) establishes that Ext5R(A, R) ≃
R/(x, y, z, t, u, v, w)R. Therefore, the local duality implies the claim about H2m(A). 
Remark 2.6. Let F denote the field defined in Example 3. The example of Theorem 2.5 might be also
constructed from Example 1 in the following way. Take k = Z/2Z in Example 1. Then tensor with
⊗kF. The ring obtained in this way will be localized with respect to the quasi-homogeneous maximal
ideal (x, y, z, t, u, v, w). Then one arrives at the ring in Example 3. This provides another argument
for the proof of Theorem 2.5.
3. Theoretical background
3.1. Ideal transforms and symmetric algebras
First of all let us recall a few technical preliminaries about ideal transforms. Ideal transforms
were introduced by Nagata (1964). Let R denote a commutative ring. For an ideal I ⊂ R define
DI(R) = lim−→HomR(Iα, R). In case R is a domain with a quotient field Q(R) it follows that
DI(R) ≃ {q ∈ Q(R) : Iαq ⊂ R for some α ∈ N}.
So, the ideal transform is a certain birational ring extension. It is the ring of global sections of the
structure sheaf of R on the open set Spec R \ V (I).
Moreover DI(·) = lim−→HomR(Iα, ·) is a left exact functor whose right derived functors are closely
related to the local cohomology H iI (·). Let M be a finitely generated R-module. Then the natural
homomorphismM → DI(M) is an isomorphism if and only if grade(I,M) ≥ 2.
In order to detect the ideal transform there is the following lemma.
Lemma 3.1. Let R be a Noetherian domain and I an ideal of R. Let S denote a Noetherian ring such that
R ⊆ S ⊆ DI(R). Suppose that grade IS ≥ 2. Then S = DI(R).
Proof. This result follows from the previous remark. Recall thatDI(R) is also the ideal transformDIS(S)
of S with respect to IS. 
Let E denote a finitely generated A-module with a free presentation
Am
φ→ An → E → 0, φT = (aij).
Then the symmetric algebra SymA(E) is the quotient of the polynomial ring A[T1, . . . , Tn] by the ideal
J(E) generated by the linear forms
Fj = a1jT1 + · · · + anjTn, j = 1, . . . ,m.
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Therefore, SymA(E) = ⊕i≥0 SymA(E)i is an N-graded A-algebra of finite type. For this and related
definitions we refer to Vasconcelos’s book (Vasconcelos, 1994).
For our purposes here we need the factorial closure B(E) of the R-module E. This is defined by
B(E) = ⊕i≥0(SymA(E)i)⋆⋆,
where (·)⋆⋆ = HomA(HomA(·, A), A) denotes the bi-dual functor. Note that in general B(E) is not an
R-algebra of finite type (see the examples by Gôto et al. (1994) and by Roberts (1985, 1990)).
Let A be a normal integral domain. Let M denote a torsion-free A-module. Then, it is well known
thatM⋆⋆ = ∩height p=1Mp; see e.g. Vasconcelos (1994). As an application it follows that
B(E) = ∩height p=1 SymA(E)p, p ∈ Spec A.
In general put e = rank E. Let J denote the ideal generated by the (n− e)× (n− e)minors of φ.
Lemma 3.2. Fix the previous notation. Assume that SymA(E) is torsion-free. Then there are the following
results:
(a) The algebra B(E) is a factorial domain.
(b) There is an isomorphism B(E) ≃ DJ SymA(E)(SymA(E)).
Proof. The statement in (a) was shown by Samuel (cf. Samuel (1964) and also Vasconcelos (1994)).
The proof of (b) is given by Vasconcelos (cf. Vasconcelos, 1994, 7.1.1). 
In the following we shall try to compute B(E) for some particular A-modules. Because B(E) is not
of finite type in general this is a difficult procedure. In order to prove finiteness we use the following
result.
Lemma 3.3. With the previous notation let B be a graded A-algebra of finite type such that SymA(E) ⊆
B ⊆ B(E). Then the following conditions are equivalent:
(i) One has equality B = B(E).
(ii) grade JB ≥ 2.
Proof. First recall the description of B(E) as the ideal transform of SymA(E)with respect to J SymA(E)
(cf. Lemma 3.2). Then the claim is an easy consequence of Lemma 3.1. 
3.2. Monomial modules in k[x, y, z]
In this subsection we consider a particular case of torsion-free A-modules over a polynomial ring
A = k[x, y, z] of three variables. Let A2 φ→ A4, be the homomorphism given by
φT =

xa1 yb1 zc1 0
0 xa2 yb2 zc2

in the natural bases, where a1 ≠ a2, b1 ≠ b2, c1 ≠ c2, are positive integers. Define the A-module E
as Cokerφ.We call E a monomial module over A. In the following we shall approximate B(E) in some
particular cases. It should be mentioned that Samuel (cf. Samuel, 1964) was the first who considered
a similar case, namely A2
φ→ A5 with
φT =

x y 0 z 0
0 x y 0 z

and E = Cokerφ. In fact, Samuel (cf. Samuel, 1964) has shown that SymA(E) ≠ B(E), in particular
that SymA(E)2 is not a reflexive R-module.
By the definition of E we see immediately that SymA(E) = A[s, t, u, v]/(L1, L2),where
L1 = xa1s+ yb1 t + zc1u, L2 = xa2 t + yb2u+ zc2v.
In particular SymA(E) is five-dimensional complete intersection domain.
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Weput a = max{0, a2−a1}, b = max{0, b2−b1} and c = max{0, c2−c1}. The defining equations
L1, L2 of the symmetric algebra provide the following system of equations:
xa1−a2+as yb1−b2+bt zc1−c2+cu
xat ybu zcv
xa2−ayb2−b
zc2−c
 = 00
0

.
Therefore, applying Cramer’s rule there exists an element∆ of the quotient field of SymA(E) satisfying
the following relations:
xa2−a∆− yb1−b2+bzc tv + zc1−c2+cybu2 = 0,
yb2−b∆− zc1−c2+cxatu+ xa1−a1+azcsv = 0,
zc2−c∆− xa1−a2+aybsu+ yb1−b2+bxat2 = 0.
As a consequence of the previous relations∆ ∈ B(E)2. In fact, we can prove that B(E)2 = SymA(E)2+
R∆ and intend to include the details in a future paper (cf. also Knödel (1992) for some details in a
similar context). Examples of further monomial modules were also discussed by Vasconcelos (1989)
(cf. in particular Vasconcelos, 1989, Section 2.1).
Definition 3.4. Let r ∈ N be an integer and SymA(E) ⊆ B(r) ⊆ B(E) be the subalgebra of B(E)
generated by homogeneous elements of degree≤ r.
We start the investigations of B(r)with the case of r = 2. There is a natural epimorphism of rings
Φ : A[s, t, u, v, w] → SymA(E)[∆], w → ∆,
where ∆ is considered to be of degree 2. This is just the extension of the natural homomorphism
A[s, t, u, v] → SymA(E). Let
F1 = xa2−aw − yb1−b2+bzc tv + zc1−c2+cybu2, F2 = yb2−bw − zc1−c2+cxatu+ xa1−a2+azcsv,
F3 = zc2−cw − xa1−a2+aybsu+ yb1−b2+bxat2.
Then it is easily seen that J := (L1, L2, F1, F2, F3) ⊆ kerΦ. Moreover, the ideal J coincides with the
ideal generated by the Pfaffians of the following skew-symmetric matrix
S =

0 xat ybv zcu w
−xat 0 −zc2−c yb2−b xa1−a2+as
−ybv zc2−c 0 −xa2−a yb1−b2+bt
−zcu −yb2−b xa2−a 0 zc1−c2+cu
−w −xa1−a2+as −yb1−b2+bt −zc1−c2+cu 0
 .
Also, codim J = 3 as easily seen. So by Buchsbaum and Eisenbud (1977) J ⊂ A[s, t, u, v, w] is a
Gorenstein ideal of codimension 3. Next we shall prove that J = kerΦ in some particular cases.
Theorem 3.5. With the previous notation the equality B(2) = B(E) holds if and only if one of the following
conditions is satisfied:
(a) a1 = a2 and b1 ≤ b2, c1 ≥ c2 or b1 ≥ b2, c1 ≤ c2.
(b) b1 = b2 and c1 ≤ c2, a1 ≥ a2 or c1 ≥ c2, a1 ≤ a2.
(c) c1 = c2 and a1 ≤ a2, b1 ≥ b2 or a1 ≥ a2, b1 ≤ b2.
Moreover, suppose that one of the previous conditions is satisfied. Then A[s, t, u, v, w]/J ≃ B(E) is a
factorial Gorenstein domain of dimension 5.
Proof. Let J⋆ ⊂ k[s, t, u, v, w] denote the reduction of J modulo (x, y, z). It follows that B(2) = B(E)
if and only if height J⋆ = 2 (cf. Vasconcelos, 1994, 7.1.5). As is easily seen the ideal J⋆ is generated by
the 2× 2-minors of the matrix
xat ybu zcv
xa1−a2+as yb1−b2+bt zc1−c2+cu

.
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Then the first part of the statement follows by checking the height of the ideal generated by the 2×2-
minors of the matrix by reducing it modulo (x, y, z).
For the second part localize R/J, R = A[s, t, u, v, w], at the element x. Then L1, L2, F1 resp. provide
that
s = −y
b1
xa1
t − z
c1
xa1
v, t = −y
b2
xa2
u− z
c2
xa2
v, w = y
b1−b2+bzc
xa2−a
tv − z
c1−c2+cyb
xa2−a
u2.
Substituting in F2, F3 we see that (R/J)x ≃ k[1/x, x, y, z, u, v], i.e. (R/J)x is an integral domain of
dimension 5. Corresponding computations show that R/J and B(2) coincide by localization at x, y, z
respectively. Therefore, J = kerΦ∩q,where q is an ideal such that (x, y, z)R ⊆ Rad q. Because R/J is a
Gorenstein ring of dimension 5 the ideal J is unmixed. Under the assumption of one of the conditions
above we have that height J⋆ = 2. This implies dim R/q ≤ 3 and therefore J = kerΦ. 
3.3. On the third approximation
In order to search for non-Cohen–Macaulay factorial domains one might inspect monomial
modules E over A = k[x, y, z] defined by the cokernel of the homomorphism φ : A2 → A4,where
φT =

xa1 yb1 zc1 0
0 xa2 yb2 zc2

.
To the best of our knowledge, it is not completely clear how to describe B(E)3 in general. We shall
prove here some particular results in order to describe the A-algebra SymA(E)[B(E)2, B(E)3] = B(3)
for our purposes to discover non-Cohen–Macaulay factorial domains.
In the following we restrict ourselves to the case of a1 ≥ 2a2, b1 ≥ 2b2, c1 ≥ 2c2. So we have the
following relations among the generators of s, t, u, v and∆ as constructed above:
xa1s+ yb1 t + zc1u = 0,
xa2 t + yb2u+ zc2v = 0,
xa2∆− yb1−b2 tv + zc1−c2u2 = 0,
yb2∆− zc1−c2 tu+ xa1−a1sv = 0,
zc2∆− xa1−a2su+ yb1−b2 t2 = 0.
Next we want to produce three elementsΣ1,Σ2,Σ3 ∈ B(E)3 satisfying the following nine relations:
xa2Σ1 + yb1−2b2 tv2 + zc1−2c2u3 = 0,
yb2Σ1 − zc1−2c2 tu2 + v∆ = 0,
zc2Σ1 − yb1−2b2 t2v − u∆ = 0,
xa2Σ2 − zc1−2c2 tu2 − v∆ = 0,
yb2Σ2 + zc1−2c2 t2u+ xa1−2a2sv2 = 0,
zc2Σ2 − xa1−2a2suv + t∆ = 0,
xa2Σ3 − yb1−2b2 t2v + u∆ = 0,
yb2Σ3 − xa1−2a2suv − t∆ = 0,
zc2Σ3 + xa1−2a2su2 + yb1−2b2 t3 = 0.
The construction of these three elements is done in the following way. Consider the product
∆ −yb1−2b2 tv zc1−2c2u2
t u v
xa2yb2
zc2
 = 00
0

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that comes out by the first relation for ∆ and the second relation xa2 t + yb2u + zc2v = 0 between
t, u, v. By Cramer’s rule it provides the existence of an elementΣ1 satisfying the above relations.
In a corresponding way one might produce the elementsΣ2,Σ3. This can be done with the aid of
the second resp. third relation for∆ and as abovewith xa2 t+yb2u+zc2v = 0. Herewe skip the details.
Clearly we have thatΣ1,Σ2,Σ3 ∈ B(3) \ SymA(E)3. In a subsequent paper we shall discuss whether
these elements together with ∆ span B(E)3 over SymA(E). For examples and results with different
monomial modules we refer also to Vasconcelos’ paper (Vasconcelos, 1989).
3.4. The case of characteristic 2
Assume that k is a field of characteristic 2. In order to describe the third approximation B(3) in
the case of characteristic 2 we continue the computations from Section 3.3. By adding corresponding
relations forΣi, i = 1, 2, 3, as described above, there will be the following equation: 0 −zc2 yb2zc2 0 −xa2
−yb2 xa2 0
Σ1Σ2
Σ3

=
2t∆
2u∆
2v∆

=
0
0
0

.
This system of equations shows the existence of an elementΣ ∈ B(E)3 such that
Σ1 = xa2Σ, Σ2 = yb2Σ, Σ3 = zc2Σ .
To this end recall that {xa2 , yb2 , zc2} is a regular sequence.
Problem 3.6. It is an open question to the authors whether
B(E)3 = SymA(E)3 +∆E + R(Σ1,Σ2,Σ3)
in the case of Char K ≠ 2 and
B(E)3 = SymA(E)3 +∆E + RΣ
in the case of Char k = 2. A partial result in this direction is proved in the following.
Definition 3.7. Let k denote a field of characteristic 2. With the previous notation let
B′(E) = SymA(E)[∆,Σ] ⊂ B(3),
where∆,Σ ∈ Q(SymA(E)) are elements of degrees 2 and 3 resp.
In the next step we shall prove that the equality B′(E) = B(3) holds in some particular cases. We
assume throughout a1 ≥ 2a2, b1 ≥ 2b2, c1 ≥ 2c2 in this section.
To this end, let R = k[x, y, z, s, t, u, v, w, q] denote the polynomial ring over k in the variables
x, y, z, s, t, u, v, w, q. Let I ⊂ R denote the ideal generated by
xa1s+ yb1 t + zc1u,
xa2 t + yb2u+ zc2v,
xa2w + yb1−b2 tv + zc1−c2u2,
yb2w + zc1−c2 tu+ xa1−a2sv,
zc2w + xa1−a2su+ yb1−b2 t2,
x2a2q+ yb1−2b2 tv2 + zc1−2c2u3,
xa2yb2q+ zc1−2c2 tu2 + vw,
xa2zc2q+ yb1−2b2 t2v + uw,
y2b2q+ zc1−2c2 t2u+ xa1−2a2sv2,
yb2zc2q+ xa1−2a2suv + tw,
z2c2q+ xa1−2a2su2 + yb1−2b2 t3,
w2 + yb1−2b2zc1−2c2 t3u+ xa1−2a2yb1−2b2stv2 + xa1−2a2zc1−2c2su3.
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Then consider the natural ring homomorphism
φ : R → B′(E)
defined byw → ∆, q → Σ . Note that φ extends the natural homomorphism R → SymA(E).
Then it follows that I ⊆ kerφ. This is an easy consequence of the relations among ∆,Σ and the
variables as derived in the previous section.
Theorem 3.8. Let k denote a field of characteristic 2. Assume that one of the following cases is true
1. a1 > 2a2, b1 = 2b2, c1 = 2c2,
2. a1 = 2a2, b1 > 2b2, c1 = 2c2,
3. a1 = 2a2, b1 = 2b2, c1 > 2c2.
Then there are the following isomorphisms
R/I ≃ B(3) ≃ B(E).
Moreover, dim B(E) = 5, depth B(E) = 4 and R/I is a unique factorization domain.
The proof requires several auxiliary steps that we will handle separately.
4. The arguments
4.1. An affine semigroup ring
As a technical tool for the proof of 3.8 we need some information about a certain affine semigroup
ring. Later on we shall see that this affine semigroup ring occurs naturally in our context here.
Lemma 4.1. Let k denote a field of arbitrary characteristic. Let b, c ≥ 1 denote positive integers. Consider
the affine semigroup ring
S = k[y, z, y3br, z3cr, y2bzcr, ybz5cr2, z7cr3] ⊂ k[r, y, z],
where r, y, z are indeterminates over k. Put T = k[y, z, t, u, v, w, q]. Then the natural epimorphism
T → S, t → z3br, u → y2bzcr, v → y3br, w → ybz5cr2, q → z7cr3,
induces an isomorphism T/J ≃ S, where J ⊂ T denotes the ideal generated by
y2bt − z2cu, zcu− ybv, ybtv − zcu2, ybw − zc tu,
zcw − ybt2, tv2 − u3, tu2 − vw, t2v − uw,
y2bq− t2u, ybzcq− tw, z2cq− t3, w2 − t3u.
Moreover, dim S = 3, depth S = 2 and Ext5T (S, T ) ≃ k[y, z, w]/(yb, zc).
Proof. The ring S ⊂ k[y, z, r] is an extension of the polynomial ring k[y, z].Now let S ′ denote the ring
S for the particular values b = c = 1. Then the map
S → S ′ y3br → y3r, z3cr → z3r, y2bzcr → y2zr, ybz5cr2 → yz5r2, z7cr3 → z7r3,
induces an isomorphism S → S ′ between S and S ′. Therefore, it will be enough to prove the claim in
the particular case b = c = 1. It is clear that the ideal generated by
y2t − z2u, zu− yv, ytv − zu2, yw − ztu,
zw − yt2, tv2 − u3, tu2 − vw, t2v − uw,
y2q− t2u, yzq− tw, z2q− t3, w2 − t3u
is contained in the kernel of the epimorphism T → S. It follows from computation in Singular (cf.
Greuel et al., 2006) that the above ideal is a three-dimensional prime ideal. Therefore, the ideal J is
a three-dimensional prime ideal too. Since S is a three-dimensional domain it follows that T/J ≃ S.
Moreover, the statement about Ext5T (S, T ) follows by looking at the minimal free resolution of S
′ over
the polynomial ring k[x, y, t, u, v, w, q]. Therefore depth S = 2. 
In order to give a further argument for the proof of Lemma 4.1 we will construct the
Macaulayfication of the affine semigroup ring of Lemma 4.1.
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4.2. On a Macaulayfication
As an additional result we calculate the Macaulayfication of the affine semigroup ring S of
Theorem 4.1. Let S = k[y, z, z3cr, y2bzcr, y3br, ybz5cr2, z7cr3] ⊂ k[r, y, z] as before.
We observe that the monomials ybz2cr, z5cr2 ∈ k[r, y, z] are integral over S, e.g. (z5cr2)2 =
z7cr3 · z3cr. Define U = S[z5cr2, z7cr3]. Then S ⊂ U and U is finitely generated as an S-module.
Because of (yb, z3cr)(U/S) = 0 it follows easily that dim U/S = 1. Consider the polynomial ring
V = k[y, z, t, u, v, n, p, q]with the epimorphism V → U induced by
t → z3cr, u → y2bzcr, v → y3br, n → ybz2cr, p → z5cr2, q → z7cr3.
Then define the ideal I ⊂ V generated by the elements
ybn− zcu, ybu− zcv, ybt − zcn, u2 − vn,
tv − un, tu− n2, zcp− t2, ybp− tn,
zcq− tp, ybq− np, tq− p2.
Lemma 4.2. Let k denote a field of arbitrary characteristic. Let b, c ≥ 1 denote two positive integers.
Consider the rings S ⊂ U . Then U is a Cohen–Macaulay ring, the Macaulayfication of S, depth S = 2 and
U ≃ V/I.
Proof. As in the previous argument it will be enough to prove the statement in the case b = c = 1.
We check it with Singular. It turns out that V/I ≃ U is a Cohen–Macaulay ring. These computations
confirm that I is the defining ideal of U as a factor ring of V . The short exact sequence 0→ S → U →
U/S → 0 provides now that U is the Macaulayfication of S. This follows because of dim U/S = 1. 
4.3. Proof of Theorem 3.8
We give a proof for case 1 as the other cases are proved in a similar way. The first step is to show
that the ideal I in the formulation of Theorem 3.8 is a prime ideal with dim R/I = 5. To this end, it
will be enough to show that dim R/(I, x) is a four-dimensional domain. In fact, this is a consequence
of Lemma 4.1, where it follows that R/(I, x) ≃ (T/J)[s] for the prime ideal J ⊂ T .
Because of dim R/I = dim B′(E) = 5 the natural epimorphism R/I → B′(E) is an isomorphism.
Moreover, there is the containment relation
SymA(E) ⊆ B′(E) ⊆ B(3) ⊆ B(E).
In order to prove the equalities B′(E) = B(3) = B(E) it will be enough to show that grade JB′(E) ≥ 2,
where J = (x, y, z)A; see Lemma 3.3. But by the presentation of R/I ≃ B′(E)we have that {x, y} forms
a B′(E)-regular sequence in JB′(E). To this end, recall that (I, x) is a prime ideal. This finally proves the
desired equalities.
4.4. On Example 2
The example of Theorem 1.1 turns out as a particular case of Theorem 3.8. In order to complete the
picture let us write down the more general situation for a1 > a2, b2 = b, c2 = c in the first case of
Theorem 3.8.
Theorem 4.3. Let k denote an arbitrary field. Let A = k[x, y, z] be the polynomial ring in three variables.
For integers a1 > a2, b ≥ 1, c ≥ 1 define R = A[f1, f2, f3, f4, f5, f6] with
f1 = y3bs− xa1z2cs+ y2bzc t, f2 = xa1ybs+ xa1zc t, f3 = xa1+a2s, f4 = xa1+a2 t,
f5 = x2a1+a2zca2 + x2a1y2bst + x2a1ybzc t2, f6 = x3a1+a2s3 − x3a1ybst2 − x3a1zc t3,
as the subring of the polynomial ring k[s, t, x, y, z]. Then R has the following properties:
(a) If Char k = 2, then R is a non-Cohen–Macaulay factorial domain of dimension 5 and depth 4.
(b) If Char k ≠ 2, then R is a non-factorial Gorenstein domain of dimension 5.
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Proof. The claim in (a) follows as a consequence of Theorem 3.8 in the same manner as in the proof
of Theorem 1.1 (cf Remark 2.4). The statement in (b) follows by some slight modifications as in the
proof of Theorem 2.2. We skip the details here. 
Wemay derive similar examples as in Theorem 4.3 from the statements 2 and 3 of Theorem 3.8.
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