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In SU(N) gauge-Higgs theories, with a single Higgs field in the fundamental representation, there exists in
addition to the local gauge symmetry a global SU(2) symmetry, at N = 2, and a global U(1) symmetry, for
N 6= 2. We construct a gauge-invariant order parameter for the breaking of these global symmetries in the Higgs
sector, and calculate numerically the transition lines, in coupling-constant space, for SU(2) and SU(3) gauge
theories with unimodular Higgs fields. The order parameter is non-local, and therefore its non-analyticity does
not violate the theorem proved by Osterwalder and Seiler. We then show that there exists a transition, in gauge-
Higgs theories, between two types of confinement: ordinary color neutrality in the Higgs region, and a stronger
condition, which we have called “separation-of-charge confinement,” in the confinement region. We conjecture
that the symmetry-breaking transition coincides with the transition between these two physically different types
of confinement.
I. INTRODUCTION
Contrary to statements found in some textbooks, a local
gauge symmetry cannot be broken spontaneously, as shown
long ago by Elitzur [1]. In certain gauges there are rem-
nant global symmetries which can break spontaneously, but
the locations of the corresponding transition lines are gauge
dependent [2], which makes a physical interpretation of such
transitions dubious. Of course, in a gauge-Higgs theory with
the scalar field in the fundamental representation, there is
a confinement-like region analogous to QCD, in which one
finds color electric flux tube formation, Regge trajectories,
and a linear static quark potential followed by string break-
ing. There is also a Higgs region with no flux tube formation,
no Regge trajectories, and only Yukawa forces between static
sources. It was shown many years ago by Osterwalder and
Seiler [3], whose work was further elucidated by Fradkin and
Shenker [4], that there is no thermodynamic transition which
entirely isolates the Higgs regime from the confinement-like
regime, meaning that the free energy is analytic along some
path between any two points in coupling constant space. The
implication is that, in the absence of a massless phase, there
can be no transition from a color neutral to a color charged
spectrum of asymptotic states. The gauge-invariant compos-
ite operators which create color-neutral physical particles in
the electroweak theory were first written down by Fro¨hlich,
Morchio, and Strocchi [5] and by ’t Hooft [6].
All these facts appear to imply that, in the absence of a
gauge choice, there is no such thing as spontaneous sym-
metry breaking in the context of the Brout-Englert-Higgs
(BEH) mechanism, and no gauge-invariant order parameter
which could detect such a breaking. On the other hand, it is
well known that in SU(2) gauge-Higgs theory there exists a
global SU(2) symmetry, distinct from the local gauge sym-
metry, and it was likewise pointed out by Maas et al. [7] that
for SU(N > 2) gauge-Higgs theories the additional symme-
try is global U(1). But although global symmetries can break
spontaneously, the absence of massless Goldstone excitations
would seem to rule out that possibility. In this article we point
out that global symmetries in the Higgs sector can break in the
Higgs sector, in the sense explained below, without introduc-
ing Goldstone particles in the full theory. We will construct
a gauge-invariant order parameter which is sensitive to these
symmetry breakings, and map out the transition line in cou-
pling constant space for SU(2) and SU(3) gauge-Higgs theo-
ries with a single unimodular Higgs field.
This raises the question of the physical distinction between
the symmetric and broken phases of a gauge-Higgs theory. In
a recent article [8] we have suggested that gauge theories with
matter fields in the fundamental representation may satisfy a
confinement criterion which is stronger than the usual con-
dition of a color-neutral spectrum. This stronger condition,
which is a generalization of the Wilson area law criterion to
gauge + matter theories, is called “separation of charge” or Sc
confinement, although its existence beyond pure gauge the-
ory was only conjectured in ref. [8]. In the present article,
we show that Sc confinement actually does exist in at least
some region of the gauge-Higgs phase diagram, which im-
plies the existence of a transition between the stronger and
weaker confinement phases. It is therefore natural to suppose,
although we do not prove, that the symmetry-breaking transi-
tion in gauge-Higgs theories, which we have located here for
the SU(2) and SU(3) gauge groups, corresponds to a transition
between these two, physically distinct, types of confinement.
We should note that other criteria for confinementwith mat-
ter fields can be found in the literature, namely the Kugo-
Ojima criterion [9], non-positivity or unphysical pole struc-
ture in quark/gluon propagators (an early reference is [10]),
and the Fredenhagen-Marcu proposal [11]. The first two of
these proposals rely on BRST symmetry, which is dubious
at the non-perturbative level, while the Fredenhagen-Marcu
criterion only distinguishes between massless and massive
phases, rather than between Higgs and confinement. For a
more detailed critique, see section V of [8].
2II. SU(2) GAUGE-HIGGS THEORY
The symmetry of an SU(2) gauge-Higgs theory with a
single Higgs doublet is SU(2)gauge× SU(2)global. The extra
global symmetry is easiest to see by mapping the Higgs dou-
blet (which we take, for simplicity, to be unimodular |φ |= 1),
onto an SU(2) group element
φ =
[
φ1
φ2
]
=⇒ φ =
[
φ∗2 φ1
−φ∗1 φ2
]
, (1)
and the action can then be written in the form
S = SW [U ]+ SH[φ ,U ]
=−β ∑
plaq
1
2
Tr[Uµ(x)Uν (x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x)]
−γ ∑
x,µ
1
2
Tr[φ†(x)Uµ(x)φ(x+ µ̂)] , (2)
which has the following invariance
Uµ(x)→ L(x)Uµ(x)L†(x+ µˆ)
φ(x)→ L(x)φ(x)R , (3)
where L(x) ∈ SU(2)gauge is a local gauge transformation,
while R ∈ SU(2)global is a global transformation
If we choose a gauge (e.g. unitary gauge) in which the
Higgs field acquires a vacuum expectation value (VEV)
〈φ〉 =
[
υ 0
0 υ
]
, (4)
then the SU(2)gauge× SU(2)global symmetry is broken down to
a diagonal global subgroup
SU(2)gauge×SU(2)global → SU(2)D , (5)
corresponding to transformations
L(x) = R† = G
φ(x)→ Gφ(x)G† , Uµ(x)→ GUµ(x)G† . (6)
Transformations in this diagonal subgroup, which is known
as the group of “custodial symmetry,” preserve the VEV of
φ . Custodial symmetry has a role to play in the phenomenol-
ogy of the electroweak interactions, and is reviewed in many
places, e.g. [12–14]. Here, however, we would like to focus
on the R-transformations belonging to SU(2)global.
1
We have already noted that characterizing the Brout-
Englert-Higgsmechanism as a spontaneous breaking of gauge
symmetry due to the non-zero VEV of φ is rather misleading,
given that
• 〈φ〉= 0 at all β ,γ in the absence of a gauge choice;
1 The term “custodial symmetry” is sometimes used to refer to the group
SU(2)global of R-transformations, rather than the diagonal subgroup
SU(2)D . See, e.g., Maas [14].
• 〈φ〉 6= 0 at all β ,γ in unitary gauge;2
• In other gauges 〈φ〉 may be zero or non-zero at a given
β ,γ , depending on the gauge choice.
But if the VEV of φ is misleading, at least outside the
context of perturbation theory, we may still ask whether the
Higgs phase of an SU(2) gauge-Higgs theory can be distin-
guished from a non-Higgs phase by the spontaneous breaking
of the SU(2)global symmetry. This question is motivated by
the fact that a non-zero (but gauge-dependent) 〈φ〉 always im-
plies a broken SU(2)global. The idea is to turn this around,
i.e. the signature for the Higgs phase is spontaneously broken
SU(2)global, regardless of whether 〈φ〉 is zero or non-zero in
some gauge. If that idea makes sense, then we must be able
to find a gauge-invariant order parameter which is sensitive to
the symmetry breaking but insensitive to any gauge choice.
Such an order parameter must be inherently non-local, since
we know from the work of Osterwalder and Seiler [3] that the
VEV of local gauge-invariant observables in a gauge-Higgs
theory is analytic in the coupling constants, along a path join-
ing the confinement-like to the Higgs regime. We must also
confront the Goldstone theorem: if a global continuous sym-
metry is spontaneously broken, how can massless excitations
be avoided? The answer is that the global symmetry can be
broken in the Higgs sector, without actually breaking (and giv-
ing rise to Goldstone modes) in the full theory.
To explain this point, let us begin by noting that the partition
function Z(β ,γ) of the gauge-Higgs theory can be regarded as
the weighted sum of partition functions Zspin(γ,U) of a spin
system in a background gauge field, i.e.
Z(β ,γ) =
∫
DU Zspin(γ,U)e
−SW [U] , (7)
where
Zspin(γ,U) =
∫
Dφ e−SH [φ ,U]
= e−FH [γ,U] . (8)
The only symmetry of the spin system, sinceUµ(x) is fixed, is
the SU(2)global symmetry φ(x)→ φ(x)R, and this symmetry
may or may not be spontaneously broken, depending on the
gauge field configuration Uµ(x). Our observation is that the
symmetry may be spontaneously broken in every Zspin(γ,U)
for which U is a thermalized configuration, without break-
ing the symmetry, or introducing a Goldstone mode, in the
full theory. By “thermalized” we mean a member of the set
of configurations which dominate the functional integral (7),
samples of which are generated numerically in lattice Monte
Carlo simulations.
How can we tell whether the global symmetry symmetry
is spontaneously broken in these spin systems? If we denote
2 To this we might add that the lattice abelian-Higgs model in four dimen-
sions has a massless phase in some region of the β−γ plane [4, 15], despite
the fact that in unitary gauge 〈φ〉 6= 0 also in that region.
3the VEV of the φ(x) field in the background gauge field as
φ (x;U), where
φ (x;U)≡ 1
Zspin(γ,U)
∫
Dφ φ(x)e−SH [φ ,U] , (9)
then in general, in a lattice volumeV ,
1
V
∑
x
φ(x;U) = 0 , (10)
and this is for two reasons. First, if no gauge is fixed so that
Uµ(x) varies wildly in space, then φ(x) also varies wildly with
position, and the spatial average vanishes. Still, at any given
point x it could be that φ(x;U) 6= 0. But this is impossible for
the second reason: In a finite volume and in the absence of
any explicit SU(2)global breaking term, there can be no spon-
taneous symmetry breaking, and, since φ transforms under
SU(2)global symmetry, it follows that φ (x;U) = 0 at every
point.
But of course real (and therefore finite volume) magnets
can be magnetized at low temperatures, and in that case a
global symmetry has been spontaneously broken, despite for-
mal theorems to the contrary. The signature of a broken sym-
metry in a real magnet, in the absence of an explicit source
of symmetry breaking such as an external magnetic field, is
the existence of long-lived metastable states of different but
non-zero magnetization, with lifetimes that increase to infin-
ity as V → ∞. We can adopt this same principle to study
broken symmetry in the spin system defined by (8). The
idea is that the Boltmann probability factor ∝ exp[−SH [φ ,U ]]
can be generated by long time evolution in a fictitious “fifth-
time” t5, where the field φ(x, t5) evolves according to, e.g.,
the Langevin equation, or the molecular dynamics approach,
or via lattice Monte Carlo simulations. In the case of Monte
Carlo simulations t5 is discrete, and corresponds to the num-
ber of update sweeps through the lattice. But in any of these
methods, the expectation value of an operator O is defined by
O= lim
T5→∞
1
T5
∫ T5
0
dt5 O[φ(x, t5)] . (11)
We then use the fifth-time formalism, instead of (9), to define
φ (x;U) = lim
T5→∞
lim
V→∞
1
T5
∫ T5
0
dt5 φ(x, t5) , (12)
with the order of limits as shown. If φ (x;U)= 0 at every point,
then the symmetry is unbroken, otherwise the SU(2)global
symmetry is broken spontaneously. Even if the symmetry is
broken, it is still true that the spatial average of φ (x;U) will
vanish in general, as in (10). Moreover, φ(x;U) is gauge-
covariant rather than gauge-invariant, transforming as
φ (x;g ◦U) = g(x)φ(x;U) . (13)
However, this quantity has a gauge-invariant modulus
|φ (x;U)|=
√
1
2
Tr[φ
†
(x;U)φ (x;U)] , (14)
and the spatial average of the modulus is positive if φ (x;U)
is non-zero in general. We therefore define, as our gauge-
invariant order parameter, the spatial average
Φ[U ] = lim
T5→∞
lim
V→∞
1
V
∑
x
∣∣∣∣ 1T5
∫ T5
0
dt5 φ(x, t5)
∣∣∣∣ , (15)
with Φ[U ] = 0 or 6= 0 in the unbroken and spontaneously bro-
ken cases respectively. If at given couplings β ,γ we find
that Φ[U ] 6= 0 for gauge field configurations contributing to
Z(β ,γ) in the thermodynamic limit, i.e. if
〈Φ〉 ≡ 1
Z(β ,γ)
∫
DU Φ[U ]e−(SW [U]+FH [U]) > 0 , (16)
then by this definition SU(2)global is spontaneously broken in
each of the Zspin subsystems, at that point in the β − γ phase
diagram.
We can now understand the absence of Goldstone modes.
The order parameter for symmetry breaking in a Zspin(γ,U)
system is the gauge covariant quantity φ(x;U), which van-
ishes when averaged over gauge-field configurations, i.e.
〈φ (x;U)〉= 0 (17)
The same can be said of long-range correlations in various n-
point functions. Such long-range correlations only exist, in a
theory at fixed U and Φ[U ] > 0, in the n-point functions of
gauge non-invariant operators. These correlators vanish in the
full theory. To pick a trivial example, the correlator
1
2
Tr[φ†(x)φ(y)] =
1
Z(γ,U)
∫
Dφ
1
2
Tr[φ†(x)φ(y)]e−SH [φ ,U]
(18)
may have long range correlations for a particular gauge field
U with Φ[U ]> 0, but this quantity vanishes when integrating
over all gauge fields,
〈Tr[φ†(x)φ(y)]〉= 0 , (19)
as does 〈Tr[φ†(x)φ(y)]〉. One could, of course, construct a
gauge-invariant quantity such as
G(x,y) = 〈Tr[φ†(x)U(x,y)φ(y)]〉 , (20)
whereU(x,y) is a Wilson line with endpoints x,y, but there is
no particular reason why this quantity should have a power-
law falloff. The point here is that long-range correlations in
the individual Zspin(γ,U), which are due to the Goldstone the-
orem, must cancel out in the full theory.
But the absence of Goldstone modes does not mean that
gauge-Higgs theory in the “broken” phase (meaning that all
the non-negligible spin systems are in the broken phase), is
qualitatively similar to gauge-Higgs theory in the unbroken
phase. We will elaborate on how these phases can differ in
4section V.
A. SU(2)global in unitary gauge
One might wonder what happens to the SU(2)global symme-
try in unitary gauge, where there is no longer any freedom to
transform φ . In fact nothing happens; the symmetry is still
there. Let us fix to φ = 1. Then
Z =
∫
DU exp[−SW + γ ∑
x,µ
1
2
TrUµ(x)] . (21)
Now let F[U ] = 0 be any gauge-fixing condition, and we insert
unity in the usual way:
Z =
∫
DU
{
∆FP[U ]
∫
Dgδ (F[g ◦U ])
}
×exp[−SW + γ ∑
x,µ
1
2
TrUµ(x)]
=
∫
DU∆FP[U ]δ (F[U ])e
−SW
×
∫
Dgexp[γ ∑
x,µ
1
2
Tr[g†(x)Uµ(x)g(x+ µˆ)]
=
∫
DU ∆FP[U ]δ (F [U ])Zspin(γ,U)e
−SW . (22)
The last line is eq. (7) in the gauge F [U ] = 0. Since the order
parameter Φ for symmetry-breaking in Zspin(γ,U) is gauge-
invariant, we recover the original formulation, with φ(x) re-
placed by g(x).
B. Numerical procedure
We calculate 〈Φ〉 by a Monte Carlo-within-a-Monte Carlo
procedure. That is to say, the usual update sweeps involve
sweeping site by site through the lattice, and updating the four
link variables and the Higgs field at each site. Since both the
link and scalar field variables are elements of the SU(2) group,
the updates of both types of variables can be carried out us-
ing the Creutz heat bath method. In this method one seeks to
stochastically generate SU(2) elementsG according to a prob-
ability distribution
dP(G) ∝ e
1
2Tr[GA]dG , (23)
where A is a fixed matrix proportional to an SU(2) group ele-
ment. For updating a link variable G=Uµ(x), we have
A= β ∑
ν 6=µ
{
Uν(x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x)
+U†ν (x+ µˆ− νˆ)U†µ(x− νˆ)Uν(x− νˆ)
}
+γφ(x+ µˆ)φ†(x) , (24)
while for updating a scalar field variable G= φ(x) we use
A= γ ∑
µ
(
φ†(x− µˆ)Uµ(x− µˆ)+φ†(x+ µˆ)U†µ(x)
)
(25)
The heat bath procedure for generating group elements G in
a probability distribution (23) is described in standard texts
such as [21], and in the seminal paper by Creutz [22].
The data-taking sweep, however, is a simulation of the spin
system (8), and entails nsw sweeps through the lattice, updat-
ing only the Higgs field by the heat bath method, while keep-
ing the gauge field fixed. In the course of this data-taking
sweep, on a finite lattice volumeV , we measure
Φnsw,V [U ] =
1
V
∑
x
∣∣∣∣∣ 1nsw
nsw
∑
t5=1
φ(x, t5)
∣∣∣∣∣ , (26)
where φ(x, t5) is the Higgs field at point x after t5 update
sweeps, holding the U field fixed. The quantity we would
like to estimate is the limiting value
〈Φ〉= lim
nsw→∞
lim
V→∞
〈Φnsw,V [U ]〉 , (27)
again with the order of limits as shown. In the infinite volume
limit we expect, on general statistical grounds, that
〈Φnsw,∞[U ]〉 ≈ 〈Φ〉+
const.√
nsw
. (28)
In the unbroken phase, with 〈Φ〉= 0, this behavior would also
hold at finite volume. In the broken phase, however, we ex-
pect 〈Φnsw,V [U ]〉 ≈ 〈Φnsw,∞[U ]〉 to only hold for nsw smaller
than the lifetime Tmeta(V ) of the metastable state, and then to
go to zero as nsw increases beyond Tmeta(V ). So on a finite
volume we must use (28) to extrapolate, from a set of values
{〈Φnsw,V [U ]〉} computed at nsw < Tmeta(V ) to the nsw → ∞
limit, checking that Tmeta(V ), where the linear extrapolation
breaks down, increases with lattice volumeV , and that the ex-
trapolated estimate for 〈Φ〉 converges as V increases.
To pin down the point of transition, it is also helpful to in-
troduce a gauge-invariant quantity which functions as a sus-
ceptibility:
χ =V
〈∣∣∣ 1
V
∑
x
Tr[ϕ(x;U){φ(x)−φ(x;U)}]
∣∣∣2〉 , (29)
where we have defined a gauge covariant, unimodular field
ϕ(x;U) =
φ (x;U)
|φ (x;U)| . (30)
The transition point, at fixed β , is identified with the value of
γ where χ is maximized.
In the unbroken phase ϕ(x,U) is 0/0, strictly speaking,
and χ has to be defined again in a fifth-time formalism. Let
φ(x, t5) denote the Higgs field configuration obtained after t5
update sweeps in the spin system simulation at fixed U and
5lattice volumeV . Then define
φ nsw,V (x;U) =
1
nsw
nsw
∑
t5=1
φ(x, t5)
ϕnsw,V (x;U) =
φ nsw,V (x;U)
|φ nsw,V (x;U)|
, (31)
and construct, in terms of these quantities,
χ =V
〈∣∣∣ 1
V
∑
x
1
ns
nsw+ns
∑
t5=nsw+1
Tr[ϕnsw,V (x;U)
{φ(x, t5)−φnsw,V (x;U)}]
∣∣∣2〉 . (32)
Apart from the finite lattice volume V , this definition in-
volves a choice of nsw for defining a gauge covariant field
ϕnsw,V (x;U), and a choice of ns ≪ nsw for the estimate of sus-
ceptability. The parameter nsw is chosen to be large enough to
avoid substantial statistical errors, but small enough so that, in
the broken phase, we do not have φ nsw,V (x;U) much smaller
than the limit in (12) just due to the formal absence of sym-
metry breaking in a finite volume. Likewise, the choice of ns
balances the requirement of small statistical errors (ns large),
with a condition that φ nsw,V (x;U) and φnsw+ns,V (x;U) do not
differ appreciably. In practice we have used nsw = 900 and
ns = 100 in computing χ .
We have found that χ defined in this way is very useful in
practice for locating the transition point, but we do not have
a rigorous argument for why this works so well. The proper
definition of the transition point is that 〈Φ〉 is zero, in the ap-
propriate limits, below the transition point, and is non-zero
above that point. We have found that this condition is sat-
isfied by the transition point suggested by the peak in χ , in
every case we have examined.
C. Landau Gauge
We must check whether the gauge-invariant symmetry
breaking criterion Φ[U ] > 0 is a Landau gauge criterion
[2, 16, 17] in disguise.
When Φ[U ]> 0 in the appropriate limits, it means that the
Higgs field fluctuates preferentially around one of a set of field
configurations, related by SU(2)global transformations, in the
infinite volume limit. It is natural to suppose that, in a given
background gauge field, φ(x) fluctuates around the configura-
tion which minimizes the Higgs action SH , and which there-
fore maximizes
∑
x,µ
1
2
Tr[φ†(x)Uµ(x)φ(x+ µ̂)] . (33)
That is, after all, the starting assumption of any perturbative
expansion.
Let φmax(x) be this maximizing configuration. Then g(x) =
φmax(x) is a gauge transformationwhich takesUµ(x) into Lan-
dau gauge. It follows that if Uµ(x) is already in Landau
gauge, then g(x) = φmax(x) is the gauge transformation which
preserves the Landau gauge condition, and this is the rem-
nant symmetry of Landau gauge, namely the transformations
g(x) = g which are independent of position. So we might ex-
pect, in the broken phase of the spin system (8) withU in Lan-
dau gauge, that φ(x) fluctuates around one of the maximizing
configurations φ(x) = g ∈ SU(2).
The order parameter proposed in [2, 17] was devised to de-
tect the breaking of remnant symmetry in Landau gauge. We
define, in lattice volumeV
ΩV [U ] =
∣∣∣∣ 1V ∑x φL(x)
∣∣∣∣2 , (34)
where the subscript L in φL(x) indicates that φ(x) is computed
Landau gauge. Note that in (34) the modulus is taken after the
spatial average, whereas in the definition of Φ[U ] the modulus
is taken prior to the sum over position. We can pin down the
transition point from the peak in susceptability
χL =V (〈Ω2V 〉− 〈ΩV 〉2) . (35)
Since Φ[U ] is gauge-invariant, it can always be evaluated
in Landau gauge, and if Φ[U ] > 0, it means that φ(x) fluctu-
ates around some fixed configuration. One would imagine that
this configuration would be a fixed group element, constant in
spacetime, in which case Ω[U ] is also non-zero, and there is
then no real difference between the two criteria. The flaw in
the argument is that there exist many Gribov copies in Landau
gauge, and if U is fixed to one of them, then there exists a
gauge transformation g′(x) to some other copy, and therefore
φmax(x) = g
′(x) is also a local maximum of SH . It may be that
φ(x, t5) fluctuates around a φmax(x) of this kind, whose spatial
average vanishes. In that case it is possible that both 〈Φ〉 > 0
and 〈Ω〉= 0 hold simultaneously for some range of couplings,
a possibility which we now show is confirmed by the data.
III. NUMERICAL RESULTS
There have been many numerical studies of the phase struc-
ture of the SU(2) gauge-Higgs model described by (2), and
these have found a transition line in the β − γ plane terminat-
ing at a finite β ≈ 2. In early studies [18] this was considered
to be a line of first order transition, but according to the most
recent work [19] it is only a region of sharp crossover behav-
ior, up to at least β = 2.725. It is possible that true first or-
der transitions appear at β > 2.725. This is all in accordance
with the Osterweiler-Seiler theorem [3]. No “Coulomb” re-
gion, corresponding to a 1/R potential between static sources,
has been found in the phase diagram, although in principle
such a region is not ruled out a priori [4]. String breaking in
the confinement-like region of SU(2) gauge-Higgsmodels has
been reported in [20].
Our procedure is as follows: After thermalization (up to
4000 updating sweeps on a 204 lattice), we take data after
every 100 updating sweeps. In each data-taking sweep we
begin by saving the lattice configuration, fixing to Landau
gauge, and computing Ω(U) in (34), which is used to com-
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FIG. 1. (a) Gauge-invariant susceptibility χ vs. γ , and (b) Landau gauge susceptibility χL vs. γ , both at β = 1.2 and various lattice volumes.
Note that the peaks in these two susceptibilities occur at different places, i.e. at γ = 1.28 for the gauge-invariant transition, and at γ = 1.4 for
the Landau gauge transition.
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FIG. 2. Gauge invariant order parameter Φ vs. 1/
√
nsw, where nsw are the number of sweeps carried out on the matter field at fixed gauge field.
The data is for β = 1.2 at lattice volumes 84,124,164,204. (a) below the transition, at γ = 1.2; (b) above the transition, at γ = 1.35. Note the
convergence, in subfigure (b), to a straight line with non-zero intercept on the y-axis, as lattice volume increases.
pute the Landau gauge susceptability χL (35). The lattice is
then restored to the saved configuration. This is followed by
a Monte Carlo within a Monte Carlo; meaning that we hold
the gauge link variables fixed, and update only the Higgs field
from t5 = 1 to t5 = nsw sweeps. Denote the Higgs field at
point x and the Higgs-only update sweep t5 as φ(x, t5). We
compute Φnsw,V ,φ nsw,V (x;U),ϕnsw,V (x;U) according to eqs.
(26) and (31) respectively. Our simulations were carried out
on volumes 84,124,164,204, at each of nsw = 100N
2, N =
2,3, ...,12. We then carried out the Higgs-only updates for a
further ns= 100 sweeps, to calculate χ in eq. (32). Finally, the
lattice is restored to the saved configuration. For the largest
204 lattice we collected 80 data sets.3
3 Error bars were computed from a simple standard deviation of the mean;
We begin with a display of the susceptibilities χ ,χL vs. γ
at β = 1.2 in Fig. 1. It is known, from [18] and from [2],
that there is no thermodynamic transition in γ , or even a sharp
crossover, at this fixed value of β . At β = 1.2 there seems,
however, to be a gauge-invariant symmetry breaking transition
at γ = 1.28, and the Landau transition is at γ = 1.4. In Fig.
2 we plot the corresponding order parameter 〈Φ〉 vs. 1/√nsw,
at various lattice volumes, below (Fig. 2(a)) and above (Fig.
2(b)) the transition point, at γ = 1.2 and γ = 1.35 respec-
tively, and we see that the order parameter behaves as ex-
pected, falling to zero as nsw→∞ below the transition. Above
the transition the data indicates that 〈Φ〉 → 0 in this limit at
fixed volume, but it can also be seen that the onset of the drop
we did not check autocorrelations in this study.
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FIG. 3. Landau gauge order parameter Ω vs. 1/
√
V , where V is the
lattice volume, at β = 1.2. Data is shown below the transition, at
γ = 1.35, and above the transition, at γ = 1.5.
towards zero increases with lattice volume, consistent with
〈Φ〉 > 0 in the appropriate pair of V → ∞,nsw → ∞ limits.
Likewise, the order parameter 〈Ω〉 shown in Fig. 3 for the Lan-
dau transition just below (γ = 1.35) and just above (γ = 1.5)
the transition behave as expected, falling to zero with 1/
√
V
below the transition, and converging to a non-zero constant at
largeV above the transition. The point to notice here is that at
β = 1.2,γ = 1.35 we have exactly the situation noted last sec-
tion, i.e. there is a region in the phase diagram where 〈Φ〉> 0
and 〈Ω〉 = 0. From this type of data we conclude that the
gauge invariant criterion for SU(2)global symmetry breaking is
not the same as the Landau gauge criterion.
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FIG. 4. Transition line (square points) for the gauge-invariant global
SU(2) symmetry described in the text. The transition line for remnant
gauge symmetry breaking in Landau gauge (circles) is shown for
comparison, along with points at β ≥ 2.0 (open squares) where we
find a sharp thermodynamic crossover.
From the peaks in χ and χL we can locate the transition
lines for the gauge-invariant symmetry breaking transition,
and for the Landau gauge transition, and these are shown in
Fig. 4. The Landau gauge transition line was previously found
in [2], and our present result for that line agrees with the older
calculation. The gauge-invariant symmetry breaking transi-
tion line is a new result.
At the larger β ≥ 2.0 values, where there is a rela-
tively sharp thermodynamic crossover in γ , we can find the
crossover point from a peak in the plaquette susceptability.
Let
EP =
1
6L4
∑
plaq
1
2
Tr[Uµ(x)Uν (x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x)]
EH =
1
4L4
∑
x,µ
1
2
Tr[φ†(x)Uµ(x)φ(x+ µ̂)] , (36)
be the plaquette energy density and average Higgs energy den-
sity, respectively. Then the plaquette susceptability is
χP =
∂ 〈EP〉
∂γ
= 4L4(〈EPEH〉− 〈EP〉〈EH〉) (37)
The location of the peaks in this susceptability, which lie
on the thermodynamic crossover line (at β ≥ 2.0) originally
found in [18], are also displayed in Fig. 4.
IV. U(1) SYMMETRY BREAKING IN SU(3)
GAUGE-HIGGS THEORY
The SU(2)global symmetry in SU(2) gauge-Higgs theory is
in some sense accidental and there is, in the general case,
no SU(N)global symmetry in an SU(N) gauge-Higgs theory.
This is simply because the mapping of a Higgs multiplet to a
group element, as in (1), does not generalize to SU(N) theo-
ries. There does exist, however, a global U(1) symmetry in
SU(N > 2) gauge-Higgs theories, with
SH [U,φ ] =−γ ∑
x,µ
Re[φ†(x)Uµ(x)φ(x+ µ̂)] , (38)
and where the unimodular Higgs field transforms in the fun-
damental representation of SU(N). This action is invariant, as
pointed out by Maas et al. [7], under the U(1) transformations
φ(x)→ eiθ φ(x) , (39)
and our point is that this global symmetry, like any global
symmetry, can be spontaneously broken.
The order parameter for the spontaneous symmetry break-
ing of the global symmetry (39) in the spin system (8) is essen-
tially identical to the 〈Φ〉 order parameter defined in section
II, changing only the definition of the gauge invariantmodulus
|φ(x;U)|=
√
φ
†
(x;U)φ (x;U) , (40)
where a dot product of color indices, rather than a trace, is
implied. As before, 〈Φ〉 = 0 means that the global symmetry
is unbroken, while 〈Φ〉 > 0 implies spontaneous breaking of
the global U(1) symmetry.
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FIG. 5. Gauge-invariant susceptability χ vs. γ for SU(3) gauge-
Higgs theory at β = 3.0, and lattice volumes 84,124,164.
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FIG. 6. Gauge invariant SU(3) order parameter Φ vs. 1/
√
nsw at
β = 3.0 on a 164 lattice volume. Below the transition at γ = 1.85,
the data extrapolates to zero as nsw → ∞. Above the transition, the
data extrapolates to non-zero values.
We have computed the transition line in the β − γ coupling
plane for SU(3) gauge-Higgs theory, with the action consist-
ing of the Wilson action
SW =−β ∑
plaq
1
3
ReTr[Uµ(x)Uν (x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x)] (41)
plus SH in (38), and a unimodular Higgs field. The numerical
“Monte Carlo within a Monte Carlo” procedure is essentially
the same as the one described in the previous section for the
SU(2) case. The only difference is that updates of link and
scalar field variables are carried out via the Metropolis algo-
rithm. The first step is to generate an SU(3) matrix close to the
identity element, and this is done by generating stochastically
three SU(2) matrices, which are each embedded in a 3× 3
matrix, as described in section 4.2.3 of ref. [21]. Each SU(2)
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FIG. 7. Gauge-invariant transition line for global U(1) symmetry
breaking in SU(3) gauge-Higgs theory.
submatrix is generated by the heat bath method, with A= α1
in (23). The product of these three matrices is an SU(3) matrix
G. When updating a link variable we generate a trial link vari-
ableUtry =GUµ(x), and then compute the change in the action
∆S = ∆SW + ∆SH generated by the trial link, which is then
accepted or rejected according to the Metropolis algorithm.
Similarly, when updating the scalar field, which is a unimod-
ular 3-vector, we generate a trial variable φtry = Gφ(x), com-
pute the change in the Higgs action ∆SH , and accept or reject
by the Metropolis rule. We adjust the spread of the (stochasti-
cally generated) SU(2) matrices away from the identity matrix
by adjusting the parameter α . This parameter is assigned dif-
ferent values for the link and scalar field updates, in order to
obtain an acceptance rate in the Metropolis algorithm of about
50%.
The transition points are located by computing the suscepti-
bility χ of (29) at fixed β over a range of γ and lattice volumes,
and identifying the transition point as the location of the peak,
as shown in Fig. 5 at β = 3.0. In this case the transition is
at β ≈ 1.85. We also check that 〈Φ〉 → 0 as nsw → ∞ below
the the transition, while 〈Φ〉 extrapolates to a non-zero value
above the transition. This is illustrated at β = 3.0 in Fig. 6.
The transition line in the β−γ coupling plane, for 0< β < 5.6
is shown in Fig. 7.
In the case of compact U(1) gauge-Higgs theory, with a
single-charged scalar field, the additional symmetry is also
global U(1), and it is that symmetry which can be sponta-
neously broken. This point seems to have been made previ-
ously, in connection with superconductivity, by Greiter [23].
It would be interesting to explore the phase diagram of com-
pact scalar QED with a singly charged matter field, which
contains a massless as well as confinement-like and Higgs re-
gions, in connection with the broken vs. unbroken realization
of the global U(1) symmetry. We leave this for a future inves-
tigation.
9V. SEPARATION-OF-CHARGE CONFINEMENT
Given that there exists a gauge-invariant global symmetry
in gauge-Higgs theory which is realized in either a broken or
unbroken phase, the obvious question is what physical prop-
erty distinguishes these two phases. Our conjecture is that the
symmetry-breaking transition corresponds to a transition be-
tween two different types of confinement, which in a previous
article [8] we have referred to as C- and Sc-confinement.
In any SU(N) gauge theory with matter fields in the funda-
mental representation, such as QCD or gauge-Higgs theories,
Wilson loops have a perimeter-law falloff asymptotically, and
Polyakov lines have a non-zero vacuum expectation value. So
what does it mean to say that such theories (QCD in partic-
ular) are confining? Historically, confinement was taken to
mean the absence of free quarks in the QCD spectrum, and
more generally confinement is defined as the color neutral-
ity of the asymptotic particle spectrum. We will refer to this
property as “C-confinement.” As we have already noted in
the Introduction, gauge-Higgs theories in the Higgs regime,
where there are no linearly rising Regge trajectories, no string
formation and no string breaking, and only Yukawa forces, are
also confining by this definition.
On the other hand, in a pure SU(N) gauge theory, there is
a different and stronger meaning that can be assigned to the
word “confinement,” which goes beyond C-confinement. Of
course the spectrum of pure gauge theories consists of only
color neutral objects, i.e. glueballs. But such theories also
have the property that the static quark potential rises linearly
or, equivalently, that large planar Wilson loops have an area-
law falloff. It is reasonable to ask if there is any way to gen-
eralize this property to gauge theories with matter in the fun-
damental representation, and such a generalization was pro-
posed in ref. [8]. It begins by noting that the Wilson area-law
criterion in a pure gauge theory is equivalent to the follow-
ing statement, which we call “separation of charge” confine-
ment or “Sc” confinement. We consider a class of functionals
V (x,y;A) of the gauge field which transform bi-covariantly
under a gauge transformation g(x), i.e.
V ab(x,y;A)→ gac(x, t)V cd(x,y;A)g†db(y, t) , (42)
and then define
Sc-confinement
Let EV (R), with R= |x−y| be the energy (above the vac-
uum energy) of a state
ΨV ≡ qa+(x)V ab(x,y;A)qb+(y)Ψ0 , (43)
where q+,q+ represent creation operators for static
quark/antiquark color charges, and Ψ0 is the vacuum
state. Sc-confinement means that there exists an asymp-
totically linear function E0(R), i.e.
lim
R→∞
dE0
dR
= σ > 0 , (44)
such that
EV (R)≥ E0(R) (45)
for any choice of bi-covariantV (x,y;A).
In a pure gauge theory, Sc-confinement is equivalent to
the Wilson area law criterion, with E0(R) the static quark
potential and σ the asymptotic string tension.
Our proposal in [8] is that Sc-confinement should also be
regarded as the confinement criterion in gauge+matter the-
ories. The crucial element is that the bi-covariant operators
V ab(x,y;A) must depend only on the gauge field A at a fixed
time, and not on the matter fields. Excluding matter fields
fromV ab(x,y;A)means that we are dealing with a subclass of
physical states ΨV which really correspond to two separated
color charges, rather than two separated color neutral objects.
The question that is addressed by this exclusion is whether
(i) a non-confining static quark potential is due exclusively to
string-breaking effects by matter fields, or whether instead (ii)
a non-confining state can be constructed without any appeal
to string breaking. Case (i) is Sc-confinement, case (ii) is C-
confinement. The distinction is that in Sc-confinement, gauge-
invariant physical states containing isolated color charges are
associated with an energy proportional to the separation, and
this cost in energy can only be eliminated by a string break-
ing process which essentially neutralizes the formerly iso-
lated color charges by binding them to other particles. In C-
confinement the energy of states with separated charges need
not rise linearly, even without the intervention of a string-
breaking process.
In an Sc confining theory, states ΨV are inevitably
metastable for large charge separation, evolving (in Euclidean
time) into two color neutral objects by string-breaking. But
the point is that a string-broken state is not a state of separated
color charge; color-electric gauge fields do not emanate from
color neutral objects. The idea underlying Sc confinement is
to focus on the subclass of states, metastable or not, which
do correspond to separated color charges, and these must be
sources, because of the Gauss law, of some extended gauge
field.
In [8] we showed that Sc-confinement does not exist ev-
erywhere in the β − γ plane of SU(2) gauge-Higgs the-
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ory, by constructing V operators which do not satisfy the Sc-
confinement criterion for sufficiently large γ . But this leaves
open the question of whether the Sc condition is satisfied any-
where in the gauge-Higgs phase diagram, apart from the pure-
gauge theory at γ = 0. In the next section we will show that
Sc-confinement exists in some γ > 0 region of the phase dia-
gram, and this in turn implies the existence of a transition line
between the C- and Sc-confinement phases, which we may
speculate is identical to the symmetry-breaking transition dis-
cussed in the previous sections. TheV operators introduced in
[8] have found C-confinement only in some region above the
gauge-invariant transition line shown in Fig. 4. Our conjecture
is that there is no V operator which will find C-confinement
below that symmetry-breaking transition line.
VI. Sc-CONFINEMENT AT STRONG COUPLINGS
We will show in this section, using strong-coupling expan-
sions and a theorem from linear algebra, that Sc-confinement
exists in the SU(2) gauge-Higgs system of eq. (2) if the fol-
lowing conditions are satisfied:
γ˜ ≪ β˜ ≪ 1 , γ ≪ 1
10
, (46)
where we have defined
β˜ ≡ β
4
, γ˜ ≡ γ
4
. (47)
It should be stressed that this is an “if” but not an “only if”
statement; it may be that Sc-confinement exists even if these
conditions are not satisfied.
In order to introduce static quark-antiquark sources at
points x,y, we include the hopping terms
µ ∑
t
{
q(x, t+ 1)U0(x, t)q(x, t)
+q(y, t+ 1)U0(y, t)q(y, t)+ h.c.
}
(48)
in the gauge-Higgs action. The central idea is to show that
Higgs part of the action is negligible in the expression
WV (T ) = 〈ΨV |e−HT |ΨV 〉 , (49)
providing the conditions (46) hold, and T is small enough.
This implies that the energy expectation value, which is the
logarithmic time derivative ofWV (T ), will conform to the Sc
confinement criterion. As a trivial example, which nonethe-
less illustrates the general idea, let x,y be points separated by
a distance L along the x-axis, and let the operator V (x,y,A)
be the Wilson line running along the x-axis between these two
points. Then WV (T ) is proportional to the expectation value
W (L,T ) of a rectangular Wilson loop of sides of length L and
T . The strong-coupling diagrams to leading order in β alone,
and in γ alone, are shown in Fig. 8, and their contribution to
W (L,T ) is
2β˜ LT + 2γ˜2(L+T) . (50)
It is easy to see that for L≫ T the γ contribution is negligible
compared to the β contribution providing
T ≪ 2 log γ˜
log β˜
, (51)
and in this limit the lattice version of the logarithmic time
derivative reveals a linearly rising energy expectation value
E ≈− log
[
W (L,T )
W (L,T − 1)
]
= (− log β˜)L . (52)
Conversely, at times T ≫ 2log γ˜/ log β˜ , it is the β contribution
that is negligible, and the energy
E ≈−2log(γ˜) (53)
is independent of separation L. In other words, around time
T = 2log γ˜/ log β˜ the string breaks, and the static charges are
screened by scalar particles.
β
LT
(a)
γ
2(L+T)
(b)
FIG. 8. Diagrammatic contributions to a rectangular L× T Wilson
loop. (a) leading order in β ; (b) leading order in γ .
String-breaking is generic in gauge-Higgs theories, but the
point which is illustrated in this simple example is that for
γ ≪ β this process takes time, which means that the energy
EV of the state ΨV , which corresponds to the logarithmic time
11
derivative (52) at T = 1, obeys the Sc confinement criterion.
4
This fact is unsurprising for V = a Wilson line. The question
is whether that same result is obtained for arbitrary choices
of V (x,y,A) which, we recall, can depend only on gauge link
variables on a timeslice, and not on the matter field. We there-
fore consider the more general expression
WV (L,T ) = 〈Ψ0|(qc(x)V cd(x,y;A)qd(y))†t=T
e−HT (qa(x)V ab(x,y;A)qb(y))t=0|Ψ0〉 . (54)
After integrating out the static quark fields we have
WV (L,T ) = µ
2T 1
Z
∫
DUDφTr[V (x,y;A)t=0P(y,T )
V †(x,y;A)t=TP
†(x,T )]e−S , (55)
where
P(x,T ) =
T−1
∏
t=0
U0(x, t) (56)
is a timelike Wilson line. This expression forWV (L,T ) can be
written as
WV (L,T ) = µ
2T
∫
DU1DU2V
†cd(U2)M
cd,ab
T (U2,U1)V
ab(U1)
= µ2T (V |MT |V ) , (57)
where V (U) =V (x,y,A), and
M
cd,ab
T (U2,U1) =
1
Z
∫
DUDφ
{
∏
z
3
∏
k=1
δ [Uk(z,0)−Uk,1(z)]
×δ [Uk(z,T )−Uk,2(z)]
}
Pbc(y,T )P†da(x,T )e−S . (58)
It is useful to introduce a basis forV (U). First define upper-
lower index notation for a link variable in representation j
[U
( j)
µ (x)]ab = [U
( j)
µ (x)]
b
a , (59)
[U
( j)
µ (x)]
†
ab = [U
( j)
µ (x)]
b
a . (60)
We define a cluster C , in a three-dimensional time-slice, as:
1. a set of space-like links Λ, connected in the sense that
there is a path on the lattice between any two links in Λ
which is contained entirely in Λ;
2. an SU(2) representation j(l) = 1
2
,1, 3
2
,2, ... at each link
l ∈ Λ;
3. a set of vertices V , and a “color connection array” B
at each vertex. A vertex is a site shared by two or
more (up to six) links in Λ. The upper and lower in-
dices of the corresponding connection array B
b1...bm
a1...an (x)
4 In fact we see from (50) that EV ∝ L at large L even at β = 0. In that case
we have string breaking for any T > 1.
are contracted with the lower and upper indices of link
variables (in various representations) which transform
at that site, such that the product is a gauge singlet at
the vertex x.
In an SU(N > 2) gauge theory it would also be necessary to
specify an orientation, i.e. a choice of Uµ or U
†
µ at each link.
This choice is not strictly necessary for the SU(2) group be-
cause of the pseudoreality property of SU(2) group represen-
tations, and inclusion of all orientations would constitute an
over-complete basis. However, any given cluster may be rep-
resented more compactly, meaning with a simpler set of con-
nection arrays, by using a particular choice of orientations.
The simplest example of a connection matrix at site x is one
which connects the color indices of a single j = 1
2
“ingoing”
link with one j = 1
2
“outgoing” link
[Uµ(x− µˆ)] ba Bcb(x)[Uν(x)] dc (x) , Bcb(x) =
1√
2
δ cb . (61)
If both links were represented as ingoing we would have
[Uµ(x− µˆ)] ba Bbc(x)[Uν (x)]cd(x) , Bbc(x) =
1√
2
εbc . (62)
These combinations could in principle occur in equivalent rep-
resentations of the same cluster.
In general, under a transformation g∈ SU(2), we have that,
for states in representation j
ϕ( j)a → ϕ ′( j)a = G( j) ba ϕ( j)b
ψ( j)a → ψ ′( j)a = G( j)abψ( j)b . (63)
where G( j) is the gauge transformation corresponding to g
in representation j, and suppose that we have a set of ϕ ,ψ
transforming in this way. Then the connection array has the
property that
ϕ1a1( j1)ϕ2a2( j2)...ϕnan( jn)ψ
b1
1 ( j
′
1)ψ
b2
2 ...ψ
bm
m ( j
′
m)
×Ba1a2...anb1b2...bm({ j, j
′}) (64)
transforms like a singlet. In general there may be more than
one singlet in the decomposition of a product of representa-
tions, so we distinguish among them (suppressing the depen-
dence on the representations { j, j′}) by an additional index κ
in B
a1a2...an
b1b2...bm
(x,κ), with B normalized such that
B
a1a2...an
b1b2...bm
(x,κ)Bb1b2...bma1a2...an (x,κ
′) = δκκ ′ . (65)
Then the gauge invariant functionalU(C ) defined on the clus-
ter C is
U(C ) = N ∏
l=(x,k)∈L
√
2 jl + 1U
( jl)
k (x) ∏
x∈V
B
a1...an
b1...bm
(x,κx) ,
(66)
where N is some overall normalization constant, and it is
understood that the lower(upper) indices of B contract with the
upper(lower) indices of links entering (leaving) a site. With
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these definitions, taking account of (65) and∫
dU [U
( j)
µ (x)]
b
a [U
( j′)
µ (x)]
c
d =
δ j j′
2 j+ 1
δ caδ
b
d (67)
we have
(U(C ′)|U(C )) = δCC ′ . (68)
The simplest cluster is a Wilson loopWj(C) in representation
j.
A bicovariant function Uab(Cxy) is a function of links on
a cluster Cxy which transforms like V
ab(x,y;A). This means
that in a cluster Cxy there is either one single link entering
or leaving sites x,y, or else a connection array at x,y forms a
fundamental representation out of links attached to that site,
rather than a singlet. The simplest example is a Wilson line
running between sites x and y.
q
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(b) Mγ (C2,C1)
FIG. 9. (a) Diagonal contributions to Mβ (C2,C1). (b) Screening
contributions to off-diagonal terms inMγ (C2,C1).
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FIG. 10. (a) Off-diagonal “confinement-type” contributions toMmix.
(b) off-diagonal contributions to Mβ . These necessarily include B
2
terms.
We now define the matrix in a cluster basis
MT (C2xy,C1xy) = (69)∫
DU2DU1U
†cd(C2xy)M
cd,ab
T (U2,U1)U
ab(C1xy) , (70)
and the strategy is to estimate the largest eigenvalues of this
matrix. The logarithmic lattice time derivative of the largest
eigenvalue λmax(T ) is simply − log[λmax(T )/λmax(T − 1)],
and the case of T = 1 is of particular interest, since in this
case λmax(1) is the largest eigenvalue of the transfer matrix
restricted to the subspace of ΨV states. Then
EV ≥ Emin =− logλmax(1) , (71)
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and we have Sc confinement if Emin is bounded from below
by a function which rises linearly with L0 = |x− y|. In an
Sc confining theory, a ΨV state is metastable, and evolves in
Euclidean time to a lower energy state consisting of two color
neutral objects via the usual string breaking process. We stress
again that stability is in no way a condition for Sc confinement.
String breaking takes place when T is large enough such that
− log[λmax(T )/λmax(T − 1)] ceases to rise linearly with sepa-
ration L0.
1. Simple contours and the Gershgorin Theorem
We begin with the simplest possible bicovariant clusters,
i.e. Wilson lines in the fundamental ( j = 1
2
) representation,
running along contoursC1,C2 between points x and y. Within
the strong coupling expansion, with γ˜ ≪ β˜ ≪ 1 and small
T , it can be seen that the leading contributions to each ma-
trix elementM(C2,C1) are either “confining”, in the sense that
their logarithmic time derivatives are greater than or equal to
− log(β )L′, where L′ ≥ |x−y|, or else they are “screening”, in
the sense that the logarithmic time derivative is a constant in-
dependent of L0 = |x− y|. The diagonal elements M(C2,C1)
with C2 = C1, and also “near-diagonal” elements, are of the
confining type, while most off-diagonal elements are of the
screening type. Since the off-diagonal screening matrix ele-
ments are far more numerous than confining matrix elements,
the question is whether these screening elements can over-
whelm the confining elements, and result in a ground state
with non-confining behavior.
The gauge-Higgs action consists of an “E2-term,” which
is the sum over timelike plaquettes in the Wilson action, a
“B2-term,”5 which is the sum over spacelike plaquettes in the
Wilson action, and a Higgs-term, which is the term propor-
tional to γ . It simplifies the discussion to initially ignore the
B2 term. Then the leading contributions, under the condition
that T ≪ logγ/ logβ , can be grouped into terms that depend
only on β , which are confining, that depend only on γ , which
are screening, and mixed terms that depend on both β and γ ,
i.e.:
MT (C2,C1) =Mβ (C1,C1)δC2,C1 +Mγ(C2,C1)
+Mmix(C2,C1) , (72)
where the leading contributions in Mβ ,Mγ go as
Mβ (C,C) = β˜
L(C)T (73)
Mγ (C2,C1) = γ˜
L(C1)+L(C2)+2T , (74)
If loopsC1,C2 are large in the sense that
β L(C1)T and β L(C2)T ≪ β L0T γ2L0 (75)
5 Not to be confused, of course, with the B connection arrays.
then the leading contribution toMmix is
Mmix(C2,C1) = β˜
L0T γ˜L(C1)+L(C2)+2L0+2T , (76)
otherwise
Mmix(C2,C1) = β˜
L′T γ˜P(C1,C2) , (77)
where L0 in (76) is the minimal distance between points x and
y, L′ in (77) is the smaller of L(C1) and L(C2), and P(C1,C2)
is the perimeter of the area enclosed by curvesC1,C2 ( which
is ≤ L(C1) + L(C2)). Examples of the diagrammatic repre-
sentation of these matrix elements are shown in Fig. 9(a) for
(73), Fig. 9(b) for (74), Fig. 11(b) for (76) and Fig. 10(a) for
(77). The Mmix confining matrix element is negligible com-
pared to the corresponding Mγ matrix element for L0 ≫ T ,
P(C1,C2)≈ L(C1)+L(C2), and when
T ≪ log γ˜
log β˜
. (78)
Now consider the matrix
M˜(C2,C1) =Mβ (C1,C1)δC2,C1 +Mγ(C2,C1) . (79)
This is a matrix of enormous dimensionality, and only the di-
agonal terms are confining. The rest, i.e. the vast majority, are
screening. So the question is whether the eigenvalues of this
matrix are of the confining or screening type. This question
can be answered with the help of the following theorem (see
e.g. [24]):
The Gershgorin Circle Theorem
Let A be a complex n× n matrix, with matrix elements
Ai j, and let
ri = ∑
j 6=i
|Ai j| (80)
be the sum of the magnitudes of the off-diagonal entries
in the i-th row. Let Di be a closed disk of radius ri, cen-
tered at Aii, in the complex plane. These, for i= 1,2, ...n,
are known as “Gershgorin disks.” The theorem states that
every eigenvalue of A must lie within at least one of the
Gershgorin disks. In particular, let an eigenvalue λ cor-
respond to an eigenvector u with ui = 1 and |u j| < 1 for
all j 6= i. Then
|λ −Aii| ≤ ri . (81)
14
With this motivation we compute an upper bound for rC:
rC = ∑
C1 6=C
M˜(C,C1)
≈ γ˜L(C)+2T ∑
C1 6=C
γ˜L(C1)
< γ˜L(C)+2T
∞
∑
L=L0
γ˜LN(L) , (82)
where N(L) is the number of open contours with endpoints
x,y of length L. Without the second endpoint restriction,
N(L) = 5L since at each step there are five possible directions
to go without backtracking. This will serve as an upper limit
rC < γ˜
L(C)+2T
∞
∑
L=L0
(5γ˜)L
< γ˜L(C)+2T
(5γ˜)L0
1− 5γ˜ , (83)
and this radius should be compared with the diagonal term
Mβ (C,C) in (73). Assuming the conditions (46) are satisfied,
and that T is small enough so that (78) also holds, then the
radius rC of the Gershgorin disk DC is negligible compared
to the diagonal term M˜(C,C). Since also Mmix(C2,C1) ≪
Mγ (C2,C1), it follows that the difference between the largest
eigenvalues of MT and the corresponding eigenvalues of Mβ
are, by the Gershgorin theorem, negligible. This in turn im-
plies Sc confinement.
Adding back the B2 term in the action does not change this
conclusion. The effect of the B2 term is to introduce sublead-
ing dressings of the sheet of plaquettes, and to allow for new
contributions to off-diagonal elements of the confining type.
These types of contributions are both illustrated in Fig. 10(b).
There are certainly contours C1,C2 such that Mmix(C2,C1) is
larger thanMβ (C2,C1), as would be the case for the contribu-
tions shown in Fig. 11 if the combined area A(C1,C2) bounded
byC1 andC2 in a plane is such that
β˜A(C1,C2) < γ˜L(C1)+L(C2) . (84)
But inspection of such terms (compare, e.g., Fig. 11(b) with
Fig. 9(b)) shows that, under the assumption (78), they are al-
ways very much smaller than the corresponding matrix ele-
ments of Mγ (C2,C1) which, we have already argued from the
Gershgorin theorem, can be neglected. So apart from negligi-
ble terms, and assuming the conditions (46) and (78), all of the
leading terms in MT (C2,C1) are in Mβ (C1,C2); i.e. the terms
of a pure gauge theory. Then the eigenvalue spectrum of MT ,
for times T up to the limit in (78), will not differ much from
that of a pure gauge theory.
It follows that up to this limit in T , the spectrum of static
qq states, obtained by evolving states of the form ΨV shown
in (43) for Euclidean time T , will have energies bounded by
a linear potential, with a string tension which is closely ap-
proximated by that of a pure gauge theory. Beyond that time,
screening will take over. This is Sc-confinement, but the argu-
ment assumes that we restrict the basis states to simple open
contours.
2. Summation over clusters
So the next step is to enlarge the basis and, motivated by
the Gershgorin theorem, we consider the sum over general
clusters in the screening terms
rC = ∑
C1 6=C
|Mγ (C,C1)| . (85)
It simplifies matters at this point to go to unitary gauge
φ(x) = 1. Since all group representations are in play, we will
need the SU(2) character expansion
exp
[
1
2
γTr[U ]
]
= ∑
j
c j(γ)χ j[U ] , (86)
where
c j(γ) = 2(2 j+ 1)
I2 j+1(γ)
γ
≈ 2 j+ 1
(2 j+ 1)!
( γ
2
)2 j
. (87)
We then have for the off-diagonal terms inMγ , to lowest order
in γ ,
Mγ(C,C1) = γ˜
L(C)+2T
∫
DU ∏
l∈Λ
√
2 jl + 1U
( jl)(l) ∏
x∈V
B
a1...an
b1...bm
(x,κx) ∏
l′∈Λ
∑
j′
l
c jl′Tr[U
( jl′ )(l′)] . (88)
Carrying out theU integrations and using (87),
Mγ(C,C1) = γ˜
L(C)+2T ∏
l∈Λ
∑
jl
√
2 jl + 1
(2 jl + 1)!
( γ
2
)2 jl (
∏
x∈V
B
a1...an
b1...bm
(x,κx)
)
contracted
(89)
Each upper (lower) index in a B array at vertex site x is as-
sociated with a lower (upper) index on a link attached to that
site. The meaning of (∏B)contracted is that each upper (lower)
index in B(x) associated with a particular link is contracted
with the corresponding lower (upper) index associated with
the same link in a B array at a neighboring vertex, i.e. the
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FIG. 11. A comparison of off-diagonal confinement-type contributions in (a) Mβ and (b) Mmix.
pattern is
B··a····· (x)B
···
··a··(x+ kˆ) or B
···
··a··(x)B
··a··
··· (x+ kˆ) . (90)
Unfortunately we have no general formula for (∏B)contracted ,
but we can argue for a rough upper bound based on the nor-
malization condition (65). Suppose all array elements have
about the same magnitude. Then (65) requires that
|Ba1a2...anb1b2...bm(x,{ j, j
′},κ)| ∼
n
∏
i=1
1√
2 ji+ 1
m
∏
k=1
1√
2 j′k+ 1
, (91)
where the products are over links entering and leaving vertex
x. In that case it is easy to see that (∏B)contracted ∼ 1. In fact
the assumption of equal magnitude array elements results in
a large overestimate, as can be seen for the case that C1 is a
simple open contour composed of links in representation j, in
which case
Bs1s2B
s2
s3
...BsLsL+1 =
1
(2 j+ 1)L/2
δ s1sL+1 . (92)
The reason for the overestimate is that because Bab =
1√
2 j+1
δ ab ,
the magnitude of the “average” array element is really
(2 j+ 1)−3/2, rather than (2 j+ 1)−1.
In a little more generality, consider the product of a set of B
arrays with a total of N upper indices and an equal number of
lower indices, and, initially, no sum over indices. Each index
is associated with an SU(2) representation j, with the index
running from 1 to 2 j+ 1. Consider choosing each index at
random, within its allowed range, and let
B=∼
n
∏
i=1
1
2 ji+ 1
m
∏
k=1
1
2 j′k+ 1
2 j1+1
∑
a1=1
2 j2+1
∑
a2=1
...
2 jn+1
∑
a1=1
2 j′1+1
∑
b1=1
2 j′2+1
∑
b2=1
...
2 j′m+1
∑
bm=1
|Ba1a2...an
b1b2...bm
| (93)
be the average of the moduli of the array elements in a given
B array. Then the expectation value of the modulus of the
product of this random choice of (real-valued) array elements
is simply the product of average values, i.e.
〈|B······(x1)B······(x2)...B······(xn)|〉
= 〈|B······(x1)||B······(x2)|...|B······(xn)|〉
= B(x1) B(x2)...B(xn) . (94)
Now suppose, in the first line of (94), that we pair each upper
index with a lower index such that the paired indices belong
to different B’s, and assign the same value to each paired in-
dex. This reduces the number of indices which can be chosen
randomly from 2N to N, but under a random choice of the re-
maining N index values the expectation value of any |B······(x)|
appearing in the product is again B(x). The pairing restriction
introduces a weak correlation among the different B’s in the
product, but if we ignore this correlation then the expectation
value of the modulus of the product with paired indices is still
(94). If we denote the values of the i-th set of paired indices
as ai,ai, and then sum over those values, we then have the
estimate
2 j1+1
∑
a1=1
2 j2+1
∑
a2=1
...
2 jN+1
∑
aN=1
B······(x1)B
···
···(x2)...B
···
···(xn)
≈
(
N
∏
i=1
(2 ji+ 1)
)
B(x1) B(x2)...B(xn) . (95)
To support the validity of this approximation we return to the
simplest case, (92). Since the average of the each array is
(2 j+1)−3/2, and summation over each contracted index gives
a factor of (2 j+ 1), the approximation delivers the correct
overall factor (2 j+ 1)−L/2.
Now, under the constraint (65), it is easy to show that the
average value B of any array
B
a1a2...an
b1b2...bm
, ai = 1,2, ...,2 ji+ 1 , bi = 1,2, ...,2 j
′
i+ 1 (96)
is maximized when all array elements are identical, and equal
to the right hand side of (91). This then leads us to the upper
bound ∣∣(∏B)contracted ∣∣≤ 1 , (97)
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and from that we obtain
|Mγ(C,C1)|< γ˜L(C)+2T ∏
l∈Λ
√
jl + 1
(2 jl + 1)!
( γ
2
)2 jl
. (98)
Now summing over all possible clusters, we have from the
Gershgorin theorem
rC < γ˜
L(C)+2T ∑
Λ
∏
l∈Λ
∑
jl
√
jl + 1
(2 jl + 1)!
( γ
2
)2 jl
∏
x∈V
ns(x,{ j, j′}) ,
(99)
where ns(x,{ j, j′}) is the number of singlets (which may be
zero, if the set does not form a cluster) at vertex site x, and this
number depends on the representations { j, j′} of links enter-
ing/leaving the site. An upper bound on the number of singlets
that can be formed is the number of orthogonal states that can
be formed at x, i.e.
ns < ∏
i
(2 ji+ 1) , (100)
where the product is over each link attached to the site. Then
absorbing two factors of 2 jl+1 (from each end of link l) into
the product over links,
rC < γ˜
L(C)+2T ∑
Λ
∏
l∈Λ
∑
jl
(2 jl + 1)
5/2
(2 jl + 1)!
( γ
2
)2 jl
. (101)
and we note that
∑
jl=
1
2 ,1,
3
2 ,2,...
(2 jl + 1)
5/2
(2 jl + 1)!
( γ
2
)2 jl
<
∞
∑
n=1
(n+ 1)3
(n+ 1)!
( γ
2
)n
=
1
4
(
eγ/2γ2+ 6eγ/2γ + 4eγ/2− 4
)
= 2γ +O(γ2) . (102)
Consequently, proceeding along the lines of the previous sub-
section,
rC < γ˜
L(C)+2T
∞
∑
L=L0
5L(2γ)L
< γ˜L(C)+2T
(10γ)L0
1− 10γ , (103)
where we recall that L0 is the minimal distance on the lattice
between sites x,y. So this is the bound on the sum of off-
diagonal terms. The diagonal term from Mβ , to leading order
in β , is
Mβ (C,C) =
(
β
4
)L(C)T
, (104)
which means that rC ≪ Mβ (C,C) providing that γ˜ ≪ β˜ ≪ 1
with T small enough so that condition (78) is satisfied, while
convergence of the sum in (103) also requires
γ ≪ 1
10
. (105)
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FIG. 12. Connected diagrams for disconnected clusters in the initial
state. (a) screening contributions; (b) confining contributions.
Of course one can go on to consider the more general case
rC2 = ∑
C1 6=C2
|MT (C2,C1| , (106)
and, by the previous analysis, establish an upper bound
rC2 < γ˜
2T ∏
l∈Λ2
√
jl + 1
(2 jl + 1)!
(γ
2
)2 jl (10γ)L0
1− 10γ , (107)
with a diagonal term
Mβ (C2,C2)<
(
β
4
)L(C2)T
. (108)
But we are interested in the largest eigenvalue ofMT . LetC0xy
be the contour of minimal distance L0 between x and y. Then
the largest diagonal termMT (C ,C ) corresponds to C =C0xy,
while in general rC ≪ MT (C0xy,C0xy) for any C . It follows
that the largest eigenvalue is within rC0xy of MT (C0xy,C0xy),
which for small T is a small correction to the pure gauge
value. This implies that the logarithmic time derivative of the
largest eigenvalue satisfies the Sc confinement condition.
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3. Summation over disconnected clusters
Once we include the B2 term we must also consider matrix
elements such as MT (C,{C1,C2, ...}], where C1xy,C2, ... are
disjoint clusters having no links in common. Only connected
diagrams contributing to MT are relevant. Some simple ex-
amples of relevant strong coupling diagrams connecting such
disjoint clusters are shown in Fig. 12(a), which is a contribu-
tion to Mmix, and Fig. 12(b), which is a contribution to Mβ .
We are mainly concerned with contributions of the typeMmix,
since off-diagonal contributions in Mβ are known to be com-
patible with Sc confinement in pure gauge theories. The goal
is to place an upper bound on the contribution to the Gersh-
gorin disk radius rC due to the sum
∑
{C }dis 6=C
|Mmix(C,{C }dis;β ,γ)| , (109)
where the sum is over all sets of clusters {C1xy,C2, ...} which
are disconnected in the sense that they have no links in com-
mon, and the dependence of Mmix on both couplings is indi-
cated here explicitly.
Let us define a “ribbon” to be a one-plaquette wide strip of
plaquettes bounded by Higgs lines on either side, both origi-
nating from an expansion of the action in powers of β ,γ , be-
ginning at a link l, and terminating on a cluster, as shown in
Fig. 13(a). Keeping l fixed, we consider summing over all
ribbons, and for each ribbon summing over the clusters at the
endpoint. Assuming for simplicity that the Higgs lines and
plaquettes are in the fundamental representation (and this is
not an important restriction, since the sum over representa-
tions is rapidly convergent), and that the ribbon is of length
d, the ribbon is associated (after integration over gauge and
Higgs fields) with a weight(
β
4
)d ( γ
4
)2d
3F(C ) , (110)
where F(C ) is the contribution from the cluster. The factor
of 3 comes from the fact that the cluster may be attached at
either of the three sides of the final plaquette in the ribbon.
Summing over all ribbons and all clusters we have
Q(β ,γ)<
∞
∑
d=1
(
β
4
)d ( γ
4
)2d
9dF (β ,γ)
<
2−69γ2β
1− 2−69γ2β F (β ,γ) , (111)
where
F (β ,γ) = 3∑
C
F(C ) , (112)
and the inequality in (111) follows from the fact that there
is some overcounting on the right hand side, since a self-
avoiding constraint on the sum has not been imposed. The
factor of 9d derives from the fact that in building a ribbon pla-
quette by plaquette, then at the n-th plaquette there are three
links at which to join the n+1-th plaquette, which may be any
one of the three plaquettes adjoining that link which does not
backtrack on the ribbon. The smallest cluster is composed of
four links. If we sum up only γ-dependent contributions, then
by previous methods we obtain an upper bound
F (γ only)< 3
(10γ)4
1− 10γ . (113)
For small clusters there may also be significant β contribu-
tions, but these can be neglected for large clusters in which
plaquettes would have to span large areas.
Now define the “dressed link” factor Γ to be the solution of
Γ = γ +Q(β ,Γ) . (114)
Diagrammatically, Γ is a sum of all tree-like structures con-
necting disconnected clusters, as indicated schematically in
Fig. 13(b). A bound on the contributions to rC from such tree-
like structures is obtained from the bound (103) by replacing
the γ factors that arise in the sum over initial states by the
dressed link factor Γ, i.e.
γ˜L(C)+2T
(10Γ)L0
1− 10Γ . (115)
The reason is that this replacement accounts for the sum over
all tree-like arrangements of disconnected clusters which ter-
minate on links of the “trunk”Cxy, which is also summed over.
Disconnected diagrams can also be joined by tubelike struc-
tures, such as the one appearing in Fig. 12(b). An estimate, at
T = 1, of the sum of tubes at constant time leaving a given
plaquette and terminating in a cluster is
P(β ,γ)<
∞
∑
d=1
(
β
4
)4d
15dF (β ,γ)
< 15
(
β
4
)4
F (β ,γ)
1− 15
(
β
4
)
)4 . (116)
where again the right hand side is actually an overestimate,
due to ignoring a self-avoidance constraint. The factor of 15
is the number of ways that that a tube of a given length can
be extended at one end by one cube, and convergence requires
β ≪ 4/151/4 ≈ 2. The tube can be extended, without back-
tracking, at one of five plaquettes at the end of the tube, in
one of three possible steps (counting backward/forward in one
of the possible directions) orthogonal to the plaquette. Then
in complete analogy to (114) we define a “dressed plaquette”
factor
β = β +P(β ,γ) . (117)
Taking account of both tube and ribbon structures, we obtain
the simultaneous equations
Γ = γ +Q(β ,Γ) , β = β +P(β ,Γ) . (118)
The prescription for including tree diagrams joining discon-
nected clusters, in order to get a bound on the right hand side
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(a) (b)
FIG. 13. (a) A “ribbon” diagram. This is a chain, one lattice spacing in width, consisting of a series of plaquettes (red) taken from the
expansion of the Wilson action, bordered by links taken from the expansion of the Higgs action (green), and terminating in a clusterC (black).
(b) Schematic representation of a sample of diagrams which are implicitly summed in eq. (114).
of (109), is to replace the couplings β ,γ in matrix elements
for a single cluster in the initial state by the dressed factors
β ,Γ. But in the end, for γ˜ ≪ β˜ ≪ 1, the solution of (118) is
simply Γ ≈ γ, β ≈ β , and the previous upper bound on rC is
not much affected.
4. β ≪ λ ≪ 1/10
As β is reduced, the time interval required for string break-
ing is also reduced. For γ ≪ 1/10, however, ΨV is always
Sc confining. It is sufficient to consider the limiting case of
β → 0. For V a simple Wilson line, we have from eq. (50)
that
EV =− log [W (L,1)]
= (−2log γ˜2)L− log(2γ˜2) . (119)
which is obviously bounded by a linear potential. In the more
general case,MT (C2,C1) =Mγ (C2,C1). Then, using the Ger-
shgorin Theorem and (103), the largest eigenvalue of MT for
T = 1 is bounded from above by
λmax(1)< 2γ˜
2L0+2+ γ˜L0(C)+2
(10γ)L0
1− 10γ (120)
and the logarithm gives a lower bound to the energy, which
again increases linearly with separation L0. Beyond T = 1
we have string breaking. To refine the estimate of the string-
breaking time, one may go to a time-asymmetric lattice, with
the lattice spacing at in the time direction much smaller than
the lattice spacing a in the space directions. This asymmetry
is accompanied by an increase in the lattice coupling βt asso-
ciated with the timelike plaquettes. Eventually βt exceeds γ ,
and the preceding analysis can be applied.
5. Summary
The strong-coupling argument presented in this section is a
bit lengthy, and despite the length it does not rise to the level
of rigor required of a formal proof. But the central idea is sim-
ple, and it boils downs to this: In the absence of matter loops,
the energies of the ΨV states are given by pure gauge theory,
which we already know to be Sc confining. Inclusion of mat-
ter loops will eventually cause string breaking and a conse-
quential loss of the linear potential in the course of Euclidean
time evolution, but this event occurs only after the system has
evolved for some finite time period. If the strong-coupling
conditions (46) are satisfied and the Euclidean time T obeys
the bound (78), then the multiplicity of screening contribu-
tions is outweighed by their exponential suppression in pow-
ers of γ , and the energy of a time-evolved ΨV state, obtained
from the lattice logarithmic time derivative, is approximately
that of the pure gauge theory. Even for β ≪ γ ≪ 1/10, the Sc
condition is satisfied at T = 1. Hence Sc-confinement exists in
some region of the β − γ phase diagram, and given the known
result [8] that Sc-confinement does not exist everywhere in
the phase plane, it follows that there is somewhere a transition
line between the stronger separation-of-charge property in the
confinement region and the weaker color-neutrality property
in the Higgs region.
VII. SYMMETRY BREAKING AND THE
Sc-TO-C TRANSITION
We conjecture that the transition from Sc to C confinement
coincides with the gauge-invariant symmetry breaking transi-
tions seen in Figs. 4 and 7. The first question to ask is whether
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FIG. 14. For SU(2) gauge-Higgs theory, C confinement exists above
the line denoted “Dirac,” and Sc-confinement exists in a strong-
coupling region, as well as along the line at β = 0. The location
of C and Sc confinement in the rest of the phase diagram is uncer-
tain. Our conjecture is that the Sc-to-C confinement transition line
coincides with the gauge-invariant symmetry breaking line, denoted
“gauge inv” in the figure. Error bars on data points are, on this scale,
smaller than the symbol size.
existing data on the location of C confinement, in the SU(2)
gauge-Higgs theory, already rule this out.
In ref. [8] we considered three possible choices of ΨV
states: the Dirac state (a non-abelian generalization of charged
states in an abelian theory), a “pseudomatter” state based on
eigenmodes of the covariant Laplacian operator, and a “fat
link”Wilson line state derived from a familiar method of noise
reduction in lattice gauge theory. An Sc-to-C confinement
transition was found for the first two states, but not for the
third, which was everywhere Sc confining. But it must be un-
derstood that if a region is Sc confining, this behavior must be
obtained not just for one choice of ΨV state, but for all such
states. In other words, Sc confining behavior in a particular
ΨV (e.g. the fat link state) in some region is a necessary but
not sufficient condition for Sc confinement in that region. If
even one ΨV exhibits C confining behavior in a region, then
that region is C confining. Put another way, C confining be-
havior found for one state ΨV in some region is a sufficient
but not a necessary condition for C confinement in the region.
The transition from Sc to C confinement in the Dirac state
corresponds, as explained in ref. [8], to the spontaneous break-
ing of a remnant gauge symmetry, global on each time slice,
that exists in Coulomb gauge, and the location of that remnant
symmetry breaking in SU(2) gauge-Higgs theorywas found in
ref. [2]. It is certain that the region in the β − γ phase diagram
above the remnant symmetry breaking line is C confining. But
whether the region below this line is Sc confining is uncertain,
at least until we come to the region of strong couplings, where
the analysis of the previous section shows the existence of Sc
confinement.
The situation at the moment is illustrated in Fig. 14. C con-
finement is known to exist above the Dirac line shown, but we
do not know how far it extends below that line. Sc confine-
ment exists inside a strong-coupling region, whose boundary
is indicated somewhat schematically in Fig. 14, but we do not
know how far it extends outside the region of convergence
of the strong-coupling expansion. If one can find a V oper-
ator such that ΨV has C confining behavior anywhere below
the gauge-invariant symmetry breaking line, also displayed in
Fig. 14, then our conjecture about the coincidence of the Sc-
to-C and symmetry breaking transitions is wrong. Only two
points for the pseudomatter transition were obtained in [8],
and one of these points (at β = 1.2) lies at a gamma value
which is slightly below the correspondingDirac operator tran-
sition.6 That point is still above the gauge invariant transition,
however. This means that at least some of the C confining re-
gion lies below the Dirac transition, and the conjecture is that
the entire region between the Dirac line and the gauge invari-
ant transition line is C confining, while the region below the
gauge invariant transition line is Sc confining.
So the existing data is at least consistent with our conjec-
ture. To proceed further, some effort must be devoted to in-
venting and testing more operators which might falsify (or,
alternatively, support) this proposal. A first step would be to
test operators, already studied in [8] for SU(2) gauge-Higgs
theory, in the SU(3) gauge-Higgs case. We hope to report on
these efforts at a later time.
VIII. CONCLUSIONS
There exist global symmetries in the Higgs sector of gauge-
Higgs theories which are independent of any gauge choice,
and these symmetries can break spontaneously in the sense
explained in section II, where we also explain the absence of
Goldstone excitations in the full theory. We have constructed
gauge-invariant order parameters which can detect the spon-
taneous breaking of such symmetries. There are two obvious
questions, both relating to the nature of this transition. First,
given the result of Osterwalder and Seiler [3], this transition
cannot correspond to a thermodynamic transition everywhere
along the transition line. So is it possible to speak of a phase
transition which does not correspond to a non-analyticity in
the free energy? In fact there are examples of such transi-
tions, namely the Kertesz transition line [25] found in Ising
and Potts models in an external magnetic field.7 But the next
question is what is the physical difference between the sym-
metric and broken phases in a gauge-Higgs theory. If there
is no physical difference and no singular behavior in the free
energy, then this transition is physically meaningless. How-
ever, we believe there is a natural candidate for the physical
difference between the two phases, and that is the distinction
between separation-of-charge (Sc) confinement and color (C)
6 The other point, at β = 2.2, coincides with both the Dirac and gauge-
invariant transitions.
7 The possible relevance of this example in the context of pure gauge theories
at finite temperature, and in gauge-Higgs models, has been discussed by a
number of authors [17, 26].
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confinement. In section VI we have shown that Sc confine-
ment must exist somewhere in the β − γ coupling plane, and
given the fact [8] that Sc confinement does not exist through-
out the plane, there must be a transition between these physi-
cally distinct phases.
So we will conclude this article by repeating the conjecture,
made in the previous section, that the gauge-invariant global
symmetry breaking transition that we have located in gauge-
Higgs theory coincides with the transition that must exist be-
tween the Sc and C confinement. If so, this transition sep-
arates two phases that can be meaningfully distinguished as
confinement vs. Higgs, in which a global symmetry is either
unbroken, or spontaneously broken in sense explained above.
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