Abstract-Today the U.S. Army is increasingly deploying regionally aligned brigades to new areas of interest while simultaneously placing greater emphasis on engagement, recently adding it to the Warfighting Functions. These regionally aligned forces often conduct engagement in unstable and austere environments with limited understanding of the primary actors. Traditional intelligence collection is often focused at the national level on the primary state and non-state actors in a region; but may not be complete at the granularity required to support these small-scale deployments. The open-source internet provides a wealth of information, but is often time-intensive to search and analogous to finding a "needle in a haystack" Our research will use Network Centrality metrics applied to the Global Knowledge Graph (GKG) to provide tactical commanders with a tool that identifies influential individuals at the sub-national level. This information will allow tactical leaders to make more informed in their operating environment.
I. INTRODUCTION
As the war in Afghanistan is nearing its end, the U.S. Army is focusing on becoming a more agile force. By definition, an agile force must be able to deploy rapidly and integrate into a multiplicity of operational environments. The U.S. Army recently created the Regionally Alligned Forces (RAF) organizational construct in order to facilitate agility and engagement. Forces are regionally aligned in order to better connect the Army with partner nation's forces and build people-to-people relationships. It also reduces the number of environments that these forces must be prepared to operate in. In addition, the U.S. Army recently added a warfighting function called "engagement" to its doctrine in order to train soldiers to effectively work with host nations and regional partners. However, as soldiers engage with people in various regions around the world, the need for relevant and valuable information at the sub national level is increasing. Open source data can provide military leaders with significant intelligence if analyzed and visualized effectively.
In order to understand the importance of fusing data to provide tactical leaders with open source information, it is important to understand the context in which this information will be implemented. For example, as a result of the recent escalation of the Ebola virus outbreak in 2014, the U.S. Army deployed 3,200 soldiers in October 2014 to Monrovia, Liberia as the Joint Force Command for Operation United Assistance. Their mission was to support interagency humanitarian efforts and supervise the construction of Ebola treatment units. These soldiers were deployed to Liberia under the command of U.S. Army Africa [1] . These Soldiers operate in an unfamiliar and austere environment where a virus has killed over 3,300 people and continues to spread. It is important that military leaders in these situations understand their operating environment, particularly influential actors. These actors include government officials, tribal/village leaders, local celebrities, and key social media actors that each have local influence. In order to influence an area toward a desired state, commanders must work through those persons and organizations that have influence.
Open source data contains a wealth of information that can help military leaders understand these complex environments and identify who has influence in a region [1] .
A. Background
Since March 2013, the U.S. Army has used the Regionally Aligned Forces (RAF) concept to posture and orient Brigade Combat Teams across the world. RAF is an extension of the "U.S. Army's vision for providing Combatant Commanders with tailored, responsive and consistently available Army forces" [2] and serves to not only optimize the use of resources, but to connect the Army on a global, strategic scale by engaging with partner nation forces and building people-to-people relationships. Some functions of RAF include providing crisis response, operational support, and theater security cooperation in various areas. These forces serve around the world in support of the Unified Combatant Commands (Joint Commands provide command and control for all U.S. forces operating in specific Areas of Responsibility, i.e. Africa Command). These Regionally Aligned Forces deploy into austere environments at a rapidly increasing frequency [2] .
Success for these Regionally Aligend Forces hinges on their ability to effectively engage the leaders and influencers at the national and sub-national level. The U.S. Army has several Warfighting Functions that it defines as essential elements of combat power. These functions include mission command, movement/maneuver, intelligence, fires, sustainment, and protection. Recently, the U.S. Army Training and Doctrine Command (TRADOC) added its seventh warfighting function: engagement. Lieutenant General Keith C. Walker describes the engagement warfighting function as "the capabilities and skills necessary to work with host nations, regional partners, and indigenous populations in a culturally attuned manner that allows bridging language barriers, opening lines of communication and connections with key political and military leaders in a way that is both immediate and lasting" [3] . Increasing military leader's understanding of their environment and the influencers within it will naturally increase his/her effectiveness in engagement.
Currently, the intelligence community employs five primary methods to collect intelligence for various government departments. The five methods are human intelligence (HUMINT), signals intelligence (SIGINT), imagery intelligence (IMINT), measurement and signatures intelligence (MASINT), and open-source intelligence (OSINT). While there are various methods of effectively collecting information, our work will focus on OSINT. Open-source data is easily accessible and can provide a vast amounts of information. The challenge in the OSINT community, however, is filtering, extracting, and presenting information that is valuable and actionable. Our tool aims to fuse open-source data quickly to identify influential individuals and infrastructure at sub-national levels in order to help tactical leaders of regionally aligned units understand and engage their areas of interest before and during temporary deployments to austere environments [4] .
B. Data
Our models consume open source data provided by the Global Knowledge Graph (GKG). GKG is part of the Global Database of Events, Language, and Tone (GDELT) that was created and is curated by Kalev Leeraru [5] . GDELT is an initiative to construct a catalog of human societal-scale behavior and beliefs across all countries from 1979 to present. The data is created using enhanced Textual Analysis By Augmented Replacement Instructions (TABARI) coding of numerous English language news and report sources. GDELT is geo-referenced and distinguishes between ethnic and religious affiliations of various state and non-state actors. Additionally, GDELT is able to examine and classify emotion-based indicators. This dataset is relatively large (≈ 350GB in a MySQL database), and therefore requires appropriate analytic tools to query and analyze. Our use of GDELT is one of the first times that a DoD entity has used this new and large data set for a direct application. The Global Knowledge Graph (GKG), derived from GDELT, "connects the world's people, organizations, locations, themes, counts, and emotions into a single holistic network over the entire planet" [5] . Each row of GKG Data consists of the events, people, and places that are found in an article, as well as the tone (or sentiment) of the article. Our research used the people field in the GKG data to draw connections between individuals, and the location field to subset the data by geography. An example of the data is given in Table I .
Our research assumes that individuals co-mentioned in an article are in some way connected. We represent these connections between individuals (and some organizations and infrastructure) in a network graph with vertices and undirected edges. Since many of these connections are not social connections, we do not characterize this network as a social network. Applying network centrality measures to this network allows us to measure and rank influencers. The location field in the GKG data allowed us to extract geographically based subsets of the data and apply these network centrality measures to city, province, national, or regional networks.
We decided to fuse Wikipedia data with the GKG data in order to provide commanders and staff a brief description of each of the influencers in a region. A list of unknown names is of limited value to military leaders, forcing them to conduct significant background research to decide which individuals are worth additional study. By adding a two sentence description of Fig. 1 . The Army Operations Process [6] individuals taken from Wikipedia, we can provide immediate summary information allowing a staff to quickly determine which individuals to research further and present to the commander.
II. LITERATURE REVIEW

A. Military Doctrine
The Army's framework for executing leadership is the operations process. Army doctrine states that Commanders, supported by their staffs, use the operations process to drive the conceptual and detailed planning necessary to understand, visualize, and describe their operational environment; make and articulate decisions; and direct, lead, and assess military operations. [6] This process is depicted visually in Figure 1 . This process clearly demonstrates the need for the commander (and his/her staff) to visualize the environment and the problems/challenges that it contains. This process of visualization enables the commander to apply the right solution to the right problem. Visualizing an environment and problem set is both an art and a science, and requires a commander and staff to build and maintain situational understanding. Our research and decision support tool endeavours to provide the science part of situational understanding and support the commander in visualizing challenging problem sets.
B. Network Centrality
While graph theory has its origins dating all the way back to Leonhard Euler in the 18th Century, its application in human networks was delayed until the mid 20th century. With computational improvements over the last fifty years as well the development of the internet, network science rapidly grew to model the internet itself as well as the people that connect over it. Today, with large computers and vast amounts of data at our fingertips, network science uses graph theory, social theory, communications research, and data science to assist in characterizing and analyzing various types of networks [7] . The modern study of network centrality as seen in human connections began under A. Bavelas at Group Networks Laboratory (Massachusetts Institute of Technology) in the late 1940's. Bavelas explored the connection between influence and structural centrality in small groups [8] . Today, we have hundreds of different techniques for measuring centrality in human connections, and these techniques have been applied to many different problem sets. While hundreds of network centrality measure exist, we explored our data using the four dominant centrality measures to evaluate regional influencer networks. We used degree, closeness, betweenness, and eigenvector centrality to establish which nodes in a network are the most important.
The most common network centrality measure is degree, which counts the number of neighbors, or edges, for each node in a network [9] . A node with a very high measured degree has many connections with other nodes. Degree centrality measures a node's involvement and activity within a group while ignoring the direction of the edges [10] . One of the primary benefits of degree centrality is its ease of computation given a network adjacency matrix. The negative side of using this measure is that connections between nodes do not always mean that those nodes are powerful or influential within their network. This is due to the fact that degree is a strictly local measure.
Betweeness, another centrality measure, identifies the nodes with the greatest number of "shortest paths" passing through it. The betweenness algorithm computes the shortest path between every node, and sums the number of paths that cross each node. The nodes with the highest number of shortest paths going through it are determined to be "central" to the network. Freeman defines betweenness mathematically in terms of the probability that point p k falls on the random path between point p i and point p j [11] . If g ij (p k ) = number of paths between p i and p j that contain p k then the probability that a random path contains p k is
The overall betweeness measure for point p k is therefore the sum these probabilities as expressed by
In our network analysis, this measure can be used to identify which people, places, or organizations create "bridges" in a network. Betweenness centrality is important for network analysis because it shows when one particular person or node is located in a strategically central position of the group.
Such people in central positions can influence the group by "withholding information [or] coloring or distorting it in transmission" [11] . Since edge weights negatively affect the closeness, we removed weights for the closeness algorithm. This was done by simply removing duplicates in the edge list.
Closeness, another centrality measure, is the geodesic distance of average shortest path between a node and every other node in the network. Closeness can also be defined as the inverse of the farness from a node to all that a node is able to reach [12] . Closeness is a topological concept that says the closer two people are topologically, the greater influence they have on each other. To measure closeness of a point p i , we define
The closeness of point p i can then be defined as
The closeness and betweenness algorithms both are computationally expensive since they rely on running Dijkstra's shortest path (or equivalent) algorithm N (N − 1) times. Like betweenness, edge weights negatively impact closeness and were removed for the closeness algorithm.
Eigenvector centrality, proposed by Bonacich in 1972, is a measure of the importance of a node in a network [13] . This method assigns relative scores to all the nodes in a network by giving "points" to nodes that are more influential than other nodes. Nodes in eigenvector centrality depend on both the numbers and the quality of their connections. While the number of connections contributes to a node's score, a node that has a small number of connections but a high quality will outrank other nodes with greater amounts of connections and mediocre quality [12] . Google's Page Rank is a variant of the eigenvector centrality measure. In our network analysis, connections to more influential people, as opposed to less influential people, will contribute to their own influence. Eigenvector centrality is mathematically defined as λν = Aν where A is the adjacency matrix, λ is the constant (the eigenvalue), and ν is the eigenvector.
While our final tool allows the user to use all four network centrality measures, we selected eigenvector centrality as the default. We found eigenvector centrality was computationally fast and fairly robust, even when sampling or boot strapping from large data sets. We also felt that the underlying premise of eigenvector centrality (i.e. weight ties by importance) closely matched what we felt commanders would value in their analysis.
C. The TABARI Algorithm
Our tool ingests data directly created on a daily basis by the TABARI algorithm. Text Analysis By Augmented Replacement Instructions (TABARI) is an algorithm that codes international event data from English news sources using pattern recognition and simple grammatical parsing. TABARI was created as part of the Penn State Event Data Project and is the open-source C++ successor of the NSF-funded Kansas Event Data System. The TABARI algorithm data has been used on several large projects, to include U.S. Department of Defense Intergrated Conflict Early Warning System (ICEWS) project [14] .
There are two primary schools of thought among event data social scientists. The first is that we should have humans code events data by hand, erring toward small data sets with arguably increased accuracy (though several tests dispute the increased accuracy claim [14] ). The other school of thought is that we should allow the computer to code large event data sets with some level of inaccuracy. While the purpose of this paper is not to defend computer generated event data sets, we chose to use a computer coded data set. Our reasons were more practical than theoretical; there does not exist a humancoded event data set with the volume and velocity to give daily updates across the globe. While we acknowledge that computer generated event data (as well as human generated event data), does contain errors, we believe that the nature of our project will allow strong and accurate signals (i.e influencers) to rise from the noise of the data.
III. METHODOLOGY
Our methodology focused on collecting and maintaining GKG data, and then querying, cleaning, analyzing, and presenting the results in a prototype Shiny web-application. This process is visualized in the Functional Flow diagram in Figure  2 .
Due to the size and complexity of the Global Knowledge Graph we spent significant time managing, querying, and processing data. GKG is approximately 24 GB in daily comma separated value (CSV) files starting in April 2013. Data is added daily in the form of CSV files, and these daily files currently average 85,000 records. We used Unix programming on a cloud server to download daily updates every morning and store these in their original file structure. We then employed Unix programming to subset the data geographically, allowing us to create local, national, or regional networks. Most networks were build on the most recent 30 to 90 days of data. Using the R Programming language, we parsed the GKG subset, and built the adjacency matrix and/or edge list (we found the edge list computationally faster and used this data structure in our final solution). Persons that are found in the same article are connected to form an undirected graph. If two people are mentioned in a second article, the weight of their connection increases to 2 (we use a weighted adjacency matrix for degree and eigenvector, and un-weighted matrix for closeness and betweenness). Some articles, however, only contain one person. In order to still We then apply all four network centrality algorithms (degree, betweenness, closeness, and eigenvector) to the network. Both betweenness and closeness were computationally expensive, since both rely on many iterations of a shortest-path algorithm. We decreased the computation time of betweenness by applying the k-means betweenness algorithm, and we decreased the computation time of closeness by applying the k-means out closeness algorithm. The centrality measures were merged and sorted to provide the user with the top n influencers in their selected region. This final list was rank ordered by the eigenvector centrality measure, our recommended default centrality measure. Once again, all network centrality calculations were conducted in the R Programming language. Finally, we employed a Python Wikipedia API in order to scrape a two sentence description for each individual. Depending on the region selected, Wikipedia contained descriptions for 30-100% of the top influencers in a region. This entire process was placed into a prototype web-application (produced with the RStudio Shiny package) and is currently being socialized with tactical commanders across conventional and special operations units.
Even using an edge list, there are times we encounter memory constraints due to the size of the networks (i.e. applying our tool to Washington D.C.). In these cases we conducted bootstrap sampling of the articles in order to derive influencer rankings. The default setting was 10 samples of 50,000 articles each. While conducting bootstrap sampling, we limited our network centrality measures to just degree and eigenvector for the sake of computational efficiency.
IV. RESULTS
After developing and refining the model, we conducted network analysis of multiple city and national data subsets. Network summaries of many of these networks is given in Table II . Most networks contain from 1,000 to 180,000 nodes, and were very dense. As seen in the Connectivity field in Table II , every network is disconnected at some point. Note that Astana (Kazakhstan), Kinshasa (DRC), and Paraguay all have smaller networks. This is arguably due to the fact that they are not English speaking countries and were not in the news headlines in January 2015. That being said, however, even these three smaller networks provided valued information regarding influencers. 
A. Bangladesh Case Study
Using our tool we conducted a Case Study of Dhaka, Bangladesh. Dhaka was selected because it is of interest to the United States Pacific Command. Network centrality measures were compared based on computational time, accuracy, and value/insight to military commanders. The top 10 influencers for January 2015 are displayed in Table III . This chart is ordered by eigenvector rank, but provides the ranks of all other measures as well (note that our web-app allows the user to sort by a measure of their choice). This table was produced from a network of 7,074 individuals associated with Dhaka, Bangladesh. A plot of only the top 10 is provided in Figure 3 and the associated adjacency matrix is given in Table IV . Note the self-loop edges in Figure 3 indicating those individuals who were found in an article without any other persons mentioned. These individuals are highly connected at the center of the Dhaka network. Also note that the adjacency matrix is weighted by the number of co-mentions.
Throughout our observation the most influential people in Bangladesh were Sheikh Hasina and Khaldeh Zia, the current and former prime minister. We observed the interesting connections between the two and the similarities and difference in their connections. This information would alert a tactical leader to look more into the spheres of influence for each of these matriarchs. These two women have alternately controlled Bangladesh for the past 20 years. We were also able to see the way certain non-state actors worked within the social network. For example, in October 2014 we observed interesting connections between Ahmed Rajib, an atheist, antiIslamic blogger, and Sheikh Hasina. After further research, we found that a group of extremist students murdered him in Dhaka in February 2013. Sheikh Hasina paid a visit to his family promising action in memory of their son. The story told is important information for tactical leaders. It helps to paint a picture of the social and cultural landscape in this region. Our results also helped us in locating key locations. The language algorithm in the GDELT interpretation did not recognize that Shahbagh Square is not a person, but a place. This mistake proved useful. Shahbag Square is very recent popular place for protests. It resides in close proximity to Dhaka University. Upon further research, we found that during 2013 Shahbag Square held many protests. One of these protests, which happened the night after Ahmed Rajib's murder, explains why the node shared connections with both Sheikh Hasina and Ahmed Rajib. [15] . 
B. Baghdad Case Study
We additionally conducted a study of Baghdad due to the ISIS crisis in the region. During this case tested our method of randomly sampling data from a given time frame, building a network, determining primary influencers, and comparing this to a list of influencers developed from the entire network. In this case study, we randomly sampled 5,000 articles from a list of 9,000 articles. We then built influencer rankings for the sample and the entire population, and compared rankings using Kendall's Tau and Spearman's Rho rank correlation. Our results are given in Table V . Note that the closeness and eigenvector centrality measures provide the most robust ranking measures in this case. In order to improve this even more, our tool bootstraps 10 samples when it encounters memory problems, therefore improving the accuracy of the influencer rankings.
V. CONCLUSION
After conducting both case studies, we concluded that this methodology and tool will provide value to military commanders and quickly shed relevant and timely light on a selected city, province, nation, or region. Network centrality measures were able to ascertain the signal among all the noise of machine generated event data. The fusion of Wikipedia to the GKG data allows a staff to quickly scan a list for individuals of interest, and research them further through OSINT or engagement.
We feel it is necessary to clearly articulate to military leaders two words of caution. First, although represented in a network topology, the networks that we generate are not social networks. While some social connections exist in our networks, the fact that two individuals are in the same news article does not in any way define a social connection. Our methodology is meant to rank order influencers in a region, not define a social network topology. Second, the GKG data set is not a truly random sample of news and events around the world, and is therefore not evenly distributed. The first and obvious bias of GKG data is that it currently only codes English new sources, and is therefore biased toward English speaking cultures and societies. Additionally, news agencies, by their very nature, do not present a random sample of events in any region, but are generally biased toward population, cultural, and political centers of gravity. Events and therefore influencers in rural, non-English speaking areas are not apt to appear in news articles, and even if they do they may disappear amongst the noise of GKG.
VI. FUTURE WORK
Given the success of rank ordering influential persons in a region, we would like to apply the same methodology to organizations (found in a different field in GKG data). We feel that providing a military leaders with a list of both influential individuals as well as influential organizations would provide tremendous value. We are in ongoing discussions with military leaders regarding whether or not to model individuals and organizations in the same network or separate networks.
We are currently socializing our tool with conventional as well as special operations forces in the US Army. The tool has also gained significant interest among Civil Affairs units as well as the U.S. Army War College at Carlisle Barracks. Additionally, we are collaborating with ongoing efforts at Yale University as well as the United States Institute of Peace.
