Abstract. In this paper, by using the concept of the resolvent operator, we study the behavior and sensitivity analysis of the solution set for a class of parametric generalized strongly nonlinear mixed quasivariational inclusion problem in Banach spaces. The results presented in this paper are new and generalize many known results in this field.
Introduction
In recent years, variational inequalities have been extended and generalized in different directions using novel and innovative techniques both for its own sake and for its applications. A useful and important generalization of variational inequalities is called variational inclusions.
In 1994, using the concept and technique of resolvent operators, Hassouni and Moudafi [9] introduced and studied a class of mixed type variational inequalities with single-valued mappings which was called variational inclusions. Adly [1] , Ding [7] , Huang [10] , Kazmi [11] , Noor [15] and Noor, Noor and Rassias [16] have obtained some important extensions and generalizations of the results in [9] from various different directions.
Sensitivity analysis of solutions of variational inequalities with single-valued mappings have been studied by many authors via quite different techniques. By using the projection method, Dafermos [6] , Yen [20] , Mukherjee and Verma [13] , Noor [14] and Pan [18] studied the sensitivity analysis of solutions of some variational inequalities with single-valued mappings in finite-dimensional spaces and Hilbert spaces. In 1999, Ding and Luo [8] studied the behavior and sensitivity analysis of the solution set for a class of parametric generalized quasivariational inequalities with set-valued mappings by using the projection method of Dafermos [6] in a Hilbert space. The projection method cannot be used to study the behavior and sensitivity analysis of the solution set for variational inequalities with nonlinear term. By using the concept of the resolvent operator, Park and Jeong [19] , Agarwal, Cho and Huang [2] and Noor and Noor [17] dealt with the behavior and sensitivity analysis of solutions for parametric variational inequalities(inclusions) with nonlinear terms.
In this paper, we study the behavior and sensitivity analysis of the solution set for a class of parametric generalized strongly nonlinear mixed quasivariational inclusion problem in Banach spaces. The results presented in this paper generalize and improve the corresponding results of [2, 6, 17] .
Preliminaries
Let E be a real Banach space, E * be the topological dual space of E, < ·, · > be the dual pair between E and E * , and J : E → 2 E * be the normalized duality mapping defined by
(2) The mapping M is said to be m-accretive if M is accretive and (I + ρM)(D(M)) = E for every ρ > 0, where I is the identity mapping.
We consider now the parametric generalized strongly nonlinear mixed quasivariational inclusion problem in Banach spaces. To this end, let Ω be a nonempty open subset of E in which the parameter λ takes values, N :
E be an m-accretive mapping with respect to the first argument. For each fixed λ ∈ Ω, the parametric generalized strongly nonlinear mixed quasivariational inclusion problem in Banach spaces consists of finding u ∈ E such that
We now discuss some special cases. Case I. Let E = H be a Hilbert space, Ω be a nonempty open subset of H in which the parameter λ takes values. Let φ :
which is called the parametric generalized strongly nonlinear mixed quasivariational inequality problem.
which is called the parametric generalized nonlinear mixed quasivariational inclusion problem.
Case III. If S = 0, then problem (2.2) is equivalent to finding u ∈ H such that
which is called the parametric quasi-variational inclusion problem (see [17] ). Summing up the above arguments, it shows that, for a suitable choice of the mappings N, M, we can obtain a number of known and new classes of parametric variational inequalities, parametric variational inclusions, and the corresponding optimization problems from the parametric generalized strongly nonlinear mixed quasivariational inclusion problem in Banach spaces (2.1).
If
is an m-accretive mapping, then for a constant ρ > 0, the resolvent operator associated with M is defined by
where I is the identity operator. It is well known that R M ρ is a single-valued and nonexpansive mapping ( [3] ).
Remark 2.1. Since M is an m-accretive mapping with respect to the first argument, for any fixed (y, λ) ∈ E × Ω, we define
which is called the implicit resolvent operator associated with M(·, y, λ).
Remark 2.2.
It is well known that if E = E * = H is a Hilbert space, then the notion of an accretive mapping coincides with that of a monotone mapping [3] . where ρ > 0 is a constant [12] . Definition 2.2. Let N : E × E × Ω → E be a single-valued mapping. The mapping N is said to be β-Lipschitz continuous in the first argument if there exists a constant β > 0 such that
In a similar way, we can define the ξ-Lipschitz continuity of N(u, v, λ) in the second argument.
Lemma 2.1.[4,5]
Let E = L p , p ≥ 2, and x, y ∈ E. Then
For the rest of this paper, E = L p , p ≥ 2, and the single-valued duality map is denoted by j.
Main Results
We first transfer the problem (2.1) into a parametric fixed point theorem.
Theorem 3.1. Fixed λ ∈ Ω, u ∈ E is a solution of problem (2.1) if and only if for some given ρ > 0, the set-valued mapping F : E × Ω → E defined by
has a fixed point u.
Proof. For each fixed λ ∈ Ω, let u ∈ E be a solution of the problem (2.1). Then we have 0 ∈ N(u, u, λ) + M(u, u, λ) and hence for any given ρ > 0, (u, u, λ) .
i.e., u is a fixed point of F . Now, let u be a fixed point of F for each fixed λ ∈ Ω. Then ρN(u, u, λ) ).
By the definition of R
Thus, u ∈ E is a solution of the problem (2.1).
Theorem 3.1 implies that the parametric generalized strongly nonlinear mixed quasivariational inclusion in Banach space (2.1) and the fixed point problem (3.1) are equivalent. We use this equivalence to study the sensitivity analysis of the problem (2.1). 
and there exists a constant ρ > 0 such that
Then (i) the mapping F : E × Ω → E defined by (3.1) is a uniform θ-contractive mapping with respect to λ ∈ Ω, where θ = 1 − 2ρα + (p − 1)ρ 2 β 2 + ρξ + μ < 1.
(ii) for each λ ∈ Ω, the problem (2.1) has a nonempty solution set S(λ) and S(λ) is a closed subset in E. ρN(u, u, λ) ), and ρN(v, v, λ) ). (N(u, u, λ) − N(v, v, λ) 
Proof. (i) By the definition of F
, for any (u, λ), (v, λ) ∈ E × Ω, F (u, λ) = R M (·,u,λ) ρ (u −F (v, λ) = R M (·,v,λ) ρ (v −
It follows from (3.2) that
Since N is α-strongly accretive and β-Lipschitz continuous in the first argument, we have from Lemma 2.1
Using ξ-Lipschitz continuity of N in the second argument, we have
By (3.4)-(3.6), we obtain
where θ = 1 − 2ρα + (p − 1)ρ 2 β 2 + ρξ + μ. It follows from condition (3.3) that θ < 1. That is, F (u, λ) is a contraction mapping which is uniform with respect to λ ∈ Ω.
(ii) Since F (u, λ) is a uniform contractive mapping with respect to λ ∈ Ω, by the Banach fixed point theorem, F (x, λ) has a unique fixed point u(λ) for each λ ∈ Ω. By Theorem 3.1, S(λ) = φ.
For each λ ∈ Ω, let {u n } ⊂ S(λ) and u n → u 0 as n → ∞. Then we have
By (i), we have
It follows that
Hence, we have u 0 = F (u 0 , λ) and u 0 ∈ S(λ). Therefore, S(λ) is a nonempty closed subset of E. 
It follows from (3.7) and (3.8) that
This proves that z(λ) is Lipschitz continuous in λ ∈ Ω.
