We study fixed-dimensional stochastic dynamic programs in a discrete setting over a finite horizon. Under the primary assumption that the cost-to-go functions are discrete L q -convex, we propose a pseudo-polynomial time approximation scheme that solves this problem to within an arbitrary prespecified additive error of s > 0. The proposed approximation algorithm is a generalization of the explicit-enumeration algorithm and offers us full control in the trade-off between accuracy and running time.
Introduction
Consider the following finite-horizon dynamic programming (DP) problem. For period t = 1, 2, . . . , T , we have f (x ) = min G (x , a ) + f , a , w )) , where x ∈ 7 k 1 , a ∈ 7 k 2 , w ∈ 7 k 3 .
(1) t = 1, 2, . . . , T , be a sequence of independent random vectors. Furthermore, the possible realizations of w t and the corresponding probabilities are specified explicitly for each period t. Throughout the paper, we hold k 1 , k 2 , and k 3 fixed. The transformation function l transforms (x , a , w ) the minimum expected cost and an optimal policy for the entire horizon, starting with any given initial state vector x 1 . Consider the following backward explicit-enumeration approach to solve the above DP. We start by setting f T +1 (x T +1 ) = 0 for all x T +1 . For each x T , f T (x T ) is computed by solving the minimization problem in (1) via straightforward enumeration. By creating a table that stores the values of f T for every possible value of x T , we can similarly compute the value of f T −1 (x T −1 ) for every possible value of x T −1 . Repeating this enumeration through time, we get f 1 (x 1 ). Assuming ' t = Y and s t (x t ) = s for all t = 1, 2, . . . , T , the running time of this exact algorithm is O(T IYIIsI). Note that IYI and IsI are usually pseudopolynomial in the binary size of the input. 1 Halman et al. (2008 Halman et al. ( , 2009 ) study a special case of this problem when Y, s, and w t are one-dimensional (i.e., k 1 = k 2 = k 3 = 1) and the functions f t and G t are either convex 2 or monotone. They show that this special case is itself NPhard. This motivates their consideration of approximation algorithms. They derive an approximation algorithm that can achieve a solution to within an arbitrary specified relative error s > 0 and runs in polynomial time in the binary size of the input and 1/s; such an approximation is commonly referred to as a Fully Polynomial-Time Approximation Scheme (FPTAS).
The basic idea of the approach in Halman et al. (2008 Halman et al. ( , 2009 ) is to reduce the amount of information needed by the explicit-enumeration approach and, instead of the exact solution, obtain one within a relative error guarantee of s.
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Operations Research 62(1), pp. 81-103, © 2014 INFORMS By doing this, they reduce the running time of the algorithm to a polynomial in the binary size of the input and 1/s. More specifically, in their problem setting, the functions to be minimized in each period, i.e., the functions on the right-hand side of (1), are one-dimensional and convex. This enables them to solve the minimization step using binary search instead of enumeration, yielding a time factor of O(log IsI) rather than O(IsI). Although the values of f t in period t (t = 1, 2, . . . , T ) are still represented using a table, the number of entries in the table is reduced from IYI to O((1/s) log f max ), where f max is the maximum of f t over all t and the corresponding domains; i.e., f max = max t max x t ∈' t f t (x t ). This is achieved by storing the values of f t for only a selected number of points in the domain such that the function values at these points alone can be used to construct a relative error approximation to the function. The idea used is that of approximating a onedimensional convex function (f t ) using a piecewise-linear function. Their approximation coincides with f t on a subset of ' t . They refer to this subset as a K-approximation set 3 for f t . The use of binary search for minimization and that of the K-approximation set of f t results in an approximation algorithm that offers a relative error guarantee of s and runs in polynomial time in the binary input size and 1/s (since O((1/s) log f max ) is polynomial in the binary input size and 1/s). The assumption that f t is one-dimensional and convex is crucial for the success of this approach.
In this paper, we attempt a generalization of the results of Halman et al. (2008 Halman et al. ( , 2011 Halman et al. ( , 2009 Halman et al. ( , 2013 for fixed dimensions k 1 , k 2 , and k 3 . By assuming L q -convexity of the costto-go functions, we obtain additive error approximations of these functions by storing their values on subsets of their domains. Furthermore, we prove that these approximations are also L q -convex functions. Finally, we bound the error propagation of the approximation to establish the required guarantee.
For a detailed comparison of our algorithm with the explicit enumeration procedure, we refer the readers to §6.4. Our approximation algorithm can be viewed as a flexible algorithmic framework. On the one hand, as the desired additive-error guarantee s reduces, the algorithm approaches the explicit-enumeration procedure; on the other hand, as s increases, the running time decreases fast. To illustrate the usefulness of our algorithm, we consider an inventory application: the single-product stochastic inventory control problem with lost sales and lead times; see, e.g., Morton (1969) and Zipkin (2008b) . We show that the DP for this problem satisfies the assumptions of our analysis. Consequently, we obtain a pseudo-polynomial additiveapproximation scheme for this problem. We demonstrate the practical value of our scheme by implementing our approximation scheme and the explicit-enumeration algorithm on instances of this inventory problem.
The paper is organized as follows: Section 2 reviews the related literature. In §3, we present the definition of a discrete L q -convex function and related results. In §4, we describe our approximation of a discrete L q -convex function and prove that this approximation is also L q -convex. In §5, we present our notation and assumptions, discuss the explicit-enumeration procedure for the DP, and establish the nonexistence of a polynomial-time additive-error approximation algorithm, unless P = NP. In §6, we present our approximation scheme, prove its correctness, analyze its running time, and discuss its properties. Section 7 demonstrates the applicability of our approximation scheme to the above-mentioned inventory problem. Section 8 reports our computational results. We conclude in §9 by discussing an important open question.
Literature Review, Our Challenges, and Contributions
We review three fields of literature that are most related to our problem: approximation algorithms for dynamic programs, discrete convexity, and approximation algorithms for stochastic inventory control problems. We end this section with comments regarding some unique challenges we face in approximating fixed-dimensional DPs.
Approximation Schemes for Dynamic
Programs This is a relatively new direction of research. For deterministic single-dimensional dynamic programs, Woeginger (2000) investigates the conditions under which an FPTAS exists. Halman et al. (2008 Halman et al. ( , 2011 extend this investigation to stochastic single-dimensional dynamic programs. When the possible realizations of the random variables are explicitly specified and are independent in all periods, they propose sufficient conditions to guarantee the existence of an FPTAS. Halman et al. (2013) propose a computationally efficient FPTAS for convex stochastic dynamic programs using techniques in Halman et al. (2008 Halman et al. ( , 2011 . The motivation of our work is to obtain an effective (not necessarily polynomial-time) approximation scheme that offers an arbitrarily small additive guarantee.
Discrete Convexity
In the DP (1), we are required to solve a minimization problem in every period. The domain of the objective function in that problem is multidimensional and discrete (more precisely, a subset of 7 k 2 ). Since we seek an efficient solution procedure for the DP, we are interested in identifying a notion of convexity for functions with discrete domains such that the following conditions hold:
1. Positive scaling, addition, translation, uniform variable scaling, and minimization preserve discrete convexity.
2. Efficient minimization algorithms exist. 3. Convex extension over a continuous domain can be efficiently obtained.
Several notions of discrete convexity have been proposed and studied in the literature-for example, Miller's discrete convexity (Miller 1971) , integer convexity (Favati and Operations Research 62(1), pp. 81-103, © 2014 INFORMS Tardella 1990) , and L q -convexity (Murota 2003) . For our purpose, we find that the notion of L q -convexity satisfies conditions 1, 2, and 3.
For a general introduction to discrete convexity, we refer the reader to Murota (2003 Murota ( , 2007 .
Approximation Algorithms for Stochastic
Inventory Problems As mentioned earlier, we will illustrate our approximation scheme on a well-known inventory problem. The important results for this problem are reviewed in §7.
We proceed to review the results on approximation algorithms for stochastic inventory control problems. The first set of papers that propose such algorithms includes Levi et al. (2007 Levi et al. ( , 2008a Levi et al. ( , and 2008c . All three papers study single location, single product problems and together encompass capacitated and uncapacitated models with correlated demand processes, and both the possibilities of backordering of excess demand and lost sales. For each of these problems, a 2-approximation algorithm is presented. Given the generality of the models and that demands and inventories are not restricted to be integral, a rigorous complexity analysis of the approximation algorithms is not provided in these papers. However, these algorithms have the attractive computational feature that they are nonrecursive, as opposed to the recursive enumeration approach for solving dynamic programs.
Another stream of work on approximation algorithms for stochastic inventory control problems is that of Halman et al. (2009 Halman et al. ( , 2008 Halman et al. ( , 2011 . For a single-product version of the problem with discrete demands, Halman et al. (2009) investigate the possibility of approximation algorithms with arbitrarily close errors. They show that the model with convex cost functions and backlogging but no setup cost is weakly NP-hard and develop an FPTAS for this problem. This result is generalized in Halman et al. (2008 Halman et al. ( , 2011 for single-dimensional stochastic dynamic programs. Our work is an attempt to generalize this stream of work to a fixed number of dimensions. Recall that we have already discussed the main elements of the analysis in Halman et al. (2008 Halman et al. ( , 2009 in §1.
Challenges in Approximating
Fixed-Dimensional DPs and Our Contributions We now briefly discuss some of the difficulties in approximating fixed-dimensional dynamic programs.
The multidimensionality of the domain of f t in (1) generates additional requirements (relative to those for a single dimension) on our approximation scheme. First, the notion of discrete convexity needs to be chosen carefully. Second, to approximate a fixed-dimensional function f t to within an additive error, the K-approximation technique in one dimension needs to be adapted appropriately. Third, to prove that our approximation preserves L q -convexity (our choice of the notion of discrete convexity), we need to exploit several properties of L q -convex functions and impose additional requirements on our adaptation of the concept of K-approximation sets. Finally, we need some additional developments and assumptions to make our approximation work through time, which is considerably easier for the case of a one-dimensional convex DP.
The main contributions of our work are (i) approximating a fixed-dimensional discrete L q -convex function on a bounded rectangular set using only a selected number of points in its domain and (ii) proving that this approximation is also an L q -convex function. Furthermore, (iii) we apply this approximation to the DP (1) and develop a pseudo-polynomial time approximation scheme for f 1 with an additive-error guarantee under the primary assumption that all the cost-to-go functions f t and G t are L q -convex. Our approximation scheme is a generalization of the enumeration algorithm and offers us full control in the trade-off between accuracy and running time; for a more detailed discussion, see §6.4.
Specifically, in our approximation scheme, starting from the last period T , in (1) we replace f T by its approximation f˘ T . For period T − 1, this results in an approximation f˜ T −1 of f T −1 on the left-hand side of (1). We then prove that f˜ T −1 is also an L q -convex function. This enables us to construct the approximation f˘ T −1 of f˜ T −1 and replace f T −1 by f˘ T −1 in (1) for period T − 2. Repeating this procedure until the first period, we can obtain an approximation of f 1 . By bounding the error of the approximation in each period, we achieve the desired additive-error guarantee. The usefulness of our approximation scheme is illustrated by applying it to a well-known stochastic inventory control problem, the single-product problem with lost sales and lead times.
To end this section, it is important to clarify that our approach is fundamentally different from that of approximate dynamic programming; see, e.g., Powell (2007) . The aim of that approach is to develop practical solutions for high-dimensional dynamic programs using statistical methods for approximating the cost-to-go functions.
Discrete L � -Convexity and Related Results
This section is organized as follows. In §3.1, we present three different ways of obtaining continuous extensions 4 of a discrete function-(i) local extension, (ii) global extension, and (iii) convex envelope-and discuss the relationships between them. We show that the convex envelope of a discrete function is the same as its global extension (Lemma 1). In §3.2, we present two different notions of discrete convexity: integer convexity and L q -convexity. Several characterizations of integer convexity and L q -convexity are also presented. We also present two related definitions: L q -convex sets and polyhedral L q -convex functions in this section. Finally, in §3.3, we present some properties of discrete L q -convex functions that we will use later in our analysis. In particular, we introduce the concept of the Lovász Extension and illustrate its use to obtain a continuous extension Throughout the paper, we use L, U 7 to denote the set of integers between (and including) two given integers
n . We use 1 to denote the vector (1, 1, . . . , 1), where its dimensionality should be clear from the context. Also, we use increasing to mean nondecreasing and decreasing to mean nonincreasing.
Continuous Extensions of a
Discrete Function We start this section by defining the convex hull of a set of points in ! n . Definition 1. Given a set of m points H m = {p 1 , p 2 , . . . , p m } in ! n , the convex hull of H m , denoted by Conv(H m ), is defined as follows:
It is easy to see that Conv( L, U 7 ) = L, U . Next, we formally define a piecewise-linear function in ndimensional real space.
Definition 2 (Piecewise-Linear Functions). Let D ⊆ ! n be an n-dimensional polyhedron. A function f (x): D → ! is referred to as piecewise-linear if there exists a set of n-dimensional polyhedra ' = {P 1 , P 2 , . . . , P i , . . .}, indexed by i ∈ I, such that 1. i∈I P i = D. 2. For all i, j ∈ I, i = j, the dimension of P i ∩ P j is strictly less than n.
3. The function f is linear in x on P i ∈ ' for all i ∈ I.
Given a discrete function, there are different ways to obtain a continuous extension. One natural way to do so is via local extension: on each unit hypercube in its domain, extend the discrete function to the convex hull of the function graph and finally paste together all these extensions to obtain a continuous function. The next definition, due to Favati and Tardella (1990) , formalizes this idea. Given a point x ∈ L, U n , let
where lxl o is the L o -norm. We refer to N (x) as the discrete neighborhood of x.
Observe that for an arbitrary discrete function, its local extension is convex in each unit hypercube and piecewiselinear on the entire domain.
Another natural way to obtain a continuous extension of a discrete function on a bounded domain is the following: instead of the local extension, we use the global extension, that is, the convex hull of the function graph on the entire domain. The following definition formalizes this idea:
n is the number of points in the set L, U 7 n . Clearly, the global extension of any discrete function is convex.
A third way to extend a discrete function is via its convex envelope. The following definition is adapted from Falk and Hoffman (1976) .
Definition 5 (Convex Envelope of a Discrete Function). The convex envelope of function f :
For a function f : D ⊆ ! n → ! and a set P ⊆ D, let the restriction of f to P be defined as f I P : P → !, where f I P (x) = f (x), ∀ x ∈ P . As observed in Favati and Tardella n (1990) , for a discrete function f : L, U 7 → !, we have
, ∀ x ∈ L, U . The next lemma characterizes the relationship between the global extension of a discrete function and its convex envelope on its domain. This lemma is a generalization of Theorem 3 in Falk and Hoffman (1976) . The proof is simple and, therefore, omitted. n Lemma 1. For any discrete function f : L, U 7 → ! + , its global extension coincides with its convex envelope defined on its domain. That is, for all 
Definitions of Discrete Convexity
We review two notions of discrete convexity that are used in our analysis. We first define submodularity of a discrete function.
Definition 6 (Submodularity). For n ∈ 7
is submodular if it satisfies the following condition:
for all x, y ∈ L, U 7 , where the vector x ∨ y (respectively, x ∧ y) denotes the component-wise maximum (respectively, minimum) of x and y.
The first notion of discrete convexity we introduce is integer convexity.
Definition 7 (Integer
Convexity, Favati and
The following characterizations of integer convexity are due to Favati and Tardella (1990) .
Lemma 2. The following conditions are equivalent:
2. The local extension of f coincides with its global extension; i.e.,
In general, addition does not preserve integer convexity; see Favati and Tardella (1990) . However, a stronger notion of discrete convexity, namely L q -convexity, is preserved under addition.
The next lemma presents several characterizations of L q -convexity. The second and the third characterization in the following lemma are due to Murota (2003 Murota ( , 2007 . The fourth characterization is due to Fujishige and Murota (2000) .
Lemma 3. The following conditions are equivalent:
Function f satisfies translation submodularity, defined as follows:
3. Function f satisfies discrete midpoint convexity, defined as follows:
for all x, y ∈ L, U 7 , where for all v ∈ ! n , lvj = (lv 1 j, lv 2 j, . . . , lv n j) and lvl = (lv 1 l, lv 2 l, . . . , lv n l).
4. Function f is both submodular and integrally convex.
Next, we present two concepts that will be useful later in our analysis.
A continuous function is called polyhedral if its epigraph is polyhedral. .
f is a polyhedral, convex function and 2. f satisfies translation submodularity, i.e.,
As mentioned in §2, discrete L q -convex functions have the following useful properties:
1. Positive scaling, addition, translation, uniform variable scaling, and minimization preserve L q -convexity. 2. Efficient minimization algorithms exist. 3. Global extension over a bounded domain can be efficiently obtained. In this section, we present these properties formally. Property 1 corresponds to Lemmas 4-7, Property 2 corresponds to Lemma 8, and Property 3 corresponds to Lemma 10. All these results will be used in our analysis in § §4, 6, and 7.
Lemma 4 (Murota 2003) . Let f :
Lemma 5 (Murota 2003) . Let f 1 : 7 
Proof. To prove the L q -convexity of h(x), we use translation submodularity. That is, for all x 1 , x 2 , and a ∈ 7 + , we prove the following:
-convex, it satisfies translation submodularity. We have for a ∈ 7 Murota (2003, p. 128) . Thus, the result follows. D
Since minimization preserves L q -convexity (Lemma 7), we know that for i = 1, 2, . . . , k, the function
. Therefore, to find arg min f , we can use binary search on each dimension recursively. The result follows. D
The following definition of the Lovász Extension (Lovász 1983 ) is needed to obtain a continuous extension of an L q -convex function. We define this extension for an arbitrary discrete function (not necessarily L q -convex) on the hypercube {L, U } n . Note that {L, U } n refers to the set {z ∈ 7 n : z j ∈ {L, U }, j = 1, 2, . . . , n}. This is the set of
Note that for 0 i n, the point y(i) depends on x. Let A i be the unique coefficient of y(i), if we represent x as a convex combination of y(i), i = 0, 1, . . . , n; i.e.,
Observe that in Definition 11, for i = 0, 1, . . . , n, A i can be obtained by solving Equation (2). In closed form, we have the following:
To help the readers gain some intuition about the previous definition, we illustrate it using a simple twodimensional example. Let f : {0, 1} 2 → ! be defined as follows: f (0, 0) = 1, f (0, 1) = 2, f (1, 0) = 3, and f (1, 1) = 4. Consider the point x = (0.4, 0.6). We have, x u (1) = 0.6 and x u (2) = 0.4. Observe that in Definition 11, given any n x ∈ L, U , x can be written as a unique convex combination of y(0), y(1), . . . , y(n). By definition, y(0) = (0, 0), y(1) = (0, 1), and y(2) = (1, 1). Since
we conclude that
It is easy to see that the Lovász Extension of a discrete function on a unit hypercube is piecewise-linear. Furthermore, for an n-dimensional unit hypercube, there are at most n! linear pieces, each corresponding to a domain region such that for any point x in that region, the order Illustrating the Lovász Extension of a twodimensional discrete function defined on the standard unit hypercube. 
(1, 1) (0, 1) of its coordinates is fixed. See Figure 1 for an illustration in the two-dimensional case. In this case, the Lovász Extension consists of the two linear pieces on the following triangular regions: LABC and LBCD.
For a discrete submodular function defined on a hypercube {L, U } n , its convex envelope is identical to its Lovász Extension. The following result is due to Murota (2003) .
Lemma 9. For a discrete function f defined on a hypercube {L, U } n , its convex envelope is identical to its Lovász Extension if and only if f is submodular.
Observe that for a discrete function f , its Lovász Extension is efficiently computable, given oracle access to f . This and the above lemma imply that for a discrete submodular function defined on a hypercube, its convex envelope is efficiently computable. Consequently, for a discrete submodular function on a larger domain, its local extension can be efficiently computed. This is because, as mentioned earlier, for a discrete function f , its local extension restricted to a unit hypercube in its domain is identical to the convex envelope of the function obtained by restricting f to that unit hypercube.
The following result, due to Murota (2003) , is about the construction of the global extension of a discrete L q -convex function.
Lemma 10. Given a discrete L q -convex function f , its global extension can be obtained as follows: first obtain its Lovász Extension for every unit hypercube in its domain, and then paste all these extensions together.
To help the readers, we explain the proof of this lemma. By the definition of L q -convexity, we know that f is both submodular and integrally convex. From the submodularity of f , by Lemma 9, we know that the local extension of f can be constructed by obtaining its Lovász Extension for every unit hypercube in its domain and then pasting all these extensions together. From the integer convexity of f , by Lemma 2, we know that its local extension is identical to its global extension.
From now on, we will refer to the global extension of a discrete L q -convex function as its convex extension.
Observe that for any discrete L q -convex function f , given oracle access to f , the above lemma gives an efficient algorithm to construct its convex extension. See Figure 2 for an illustration of the convex extension of a two-dimensional discrete L q -convex function defined on 0, 2 2 . The convex extension is linear within each triangular region shown in the figure. Next, we present a result regarding polyhedral L q -convex functions that will be useful later in our analysis.
+ be a discrete L q -convex function and f r be its convex extension. Then for a ∈ 7 n and / ∈ ! + , the function g:
Proof. 
Our goal in this section is to approximate an L q -convex function by considering its values on only a subset of its domain. To this end, §4.1 defines the notions of an approximation and an s-approximation set. In §4.2, we present our approximation of an L q -convex function and show that this approximation is also an L q -convex function. These results will then be used in §6 to develop our approximation algorithm. 
�-Approximation Sets and Functions
In this subsection, we modify the notion of a Kapproximation set in Halman et al. (2009 Halman et al. ( , 2013 for a relative-error approximation to obtain analogous results for an additive-error approximation. We need the following definitions.
Definition 12 (Additive-Error Approximation). Let
In the following lemma, we discuss some operations that preserve s-approximation. The proof is straightforward and, therefore, omitted.
Then the following statements hold:
1. For a > 0, afˆ 1 is an as 1 -approximation of af 1 . 2. The function fˆ 1 + fˆ 2 is an (s 1 + s 2 )-approximation of
3. The function min yĝ (x, y) is an s 3 -approximation of min y g(x, y).
Definition 13 (s-Approximation Set for a Convex Function). Let s > 0 and let g: L, U 7 → ! + be a convex function. An s-approximation set of g is an ordered set of integers S = {i 1 = L < i 2 < · · · < i r = U } ⊆ L, U 7 satisfying the following properties: For each k ∈ {1, 2, . . . , r − 1} such that i k+1 > i k + 1, the following holds:
1. If g is monotonically increasing in i k , i k+1 7 , then
2. If g is monotonically decreasing in i k , i k+1 7 , then
3. If g first decreases and then increases in i k , i k+1 7 , let x * = arg min x∈ i k , i k+1 7 g(x). Then
Note that (i) an s-approximation set of a convex function always exists, and in the worst case, includes all the points in L, U 7 and (ii) the minimizer
is not necessarily included in an s-approximation set of g. We now show how an s-approximation set of a convex function can be used to construct an s-approximation of that function.
Lemma 13. Let s > 0 and let g: L, U 7 → ! + be a con-
In words, the function g is constructed by linearly interpolating the function values defined on any two consecutive points in S. The proof of the lemma follows easily from the convexity of g and is, therefore, omitted.
Note that an s-approximation set may not be unique. Next, to suit our purpose of approximating a discrete L q -convex function, we define the canonical uniform-interval s-approximation set.
is an s-approximation set for g such that the intervals between two consecutive points in the set have the same length; i.e.,
The canonical uniform-interval s-approximation set for g is a uniform-interval s-approximation set such that the length of the interval is the maximum possible power of 2. Figure 3 illustrates the above definition. For the function f : 0, 4 7 → ! + shown in the figure, {0, 2, 4} is the canonical uniform-interval 3-approximation set.
The following lemma bounds the size of the canonical uniform-interval s-approximation set for a monotone convex function g and the time required for its construction.
, s/s}) to construct this set, where t g is the time needed to evaluate g at a point.
Proof. We prove the statement for the case when g is increasing. The proof for the case when g is decreasing is similar and, therefore, omitted. For a given s > 0, let t denote the length of the interval in the canonical uniform-interval s-approximation set S of g. Since 2t is not the interval length, then by definition, there must exist some x ∈ {L, L + 2t, . . . , U − 2t} such that Then we have
2ts (convexity of g and the defnition of s)
Therefore, the cardinality of S, given by 1
Additionally, since the cardinality is also trivially bounded by O(U − L), we conclude that the cardinality is O((U − L) min{1, s/s}). As a result, the determination of the interval length t and the construction of the s-approximation set S can be done in time O(t g (U − L) min{1, s/s}), by simply checking interval lengths in the sequence of 2
is not tight because of the strict inequality in (3).
We now generalize the lemma above to convex functions. The proof is similar and, therefore, omitted.
, where t g is the time needed to evaluate g at a point.
Approximating a Discrete L � -Convex Function
In this subsection, our purpose is to construct an additiveerror approximation of a discrete L q -convex function
. Our approximation only uses the values of the original function on a subset of its domain, and is a generalization of the single-dimensional approximation of §4.1. Hereafter, we refer to the domain of f , i.e., L, U 7 k , as the domain cube. Let t be a factor of U − L (i.e., t divides U − L exactly). Let a i ∈ {L, L +t, . . . , U }, i = 1, 2, . . . , k. Then the induced gridlines of the hypercube {L, L + t, . . . , U } k corresponding to a i , i = 1, 2, . . . , k, are as follows: 1. For each induced gridline E of {L, L + t, . . . , U } k , the set {L, L + t, . . . , U } is an s-approximation set of f I E , where f I E is the restriction of f to E.
2. The length t is the maximum power of 2 such that condition 1 above holds.
Note that this definition can be easily generalized to the case when the domain is a rectangular set instead of a hypercube.
We use values of f only at points on its s-coarse cube to construct its approximation f˘.
, s > 0, and ˘k → ! + the s-coarse cube C of f , we define f : L, U 7 as follows:
where H is the set of all points (p, f (p)) such that p ∈ C.
Our next result shows that f˘ constructed above closely approximates f and preserves L q -convexity. 
.
f (x∧y(1))+f ( x∨y(1) ∧y(2))+f ( x∨y(2) ∧y(3)) Proof. We first prove the L q -convexity result and then prove the approximation result.
Let t be the length of the s-coarse cube C of f . Let
The above inequality is obtained by adding the following inequalities, which all hold since f is submodular:
f (x)+f (y(1)) f (x∧y(1))+f (x∨y(1)), f (x∨y(1))+f (y(2)) f ( x∨y(1) ∧y(2))+f (x∨y (2)) (since y(1)∨y(2) = y(2)),
k is the number of points in the Therefore,
Using the above definitions of g, f 2 r , f 2 , and f 1 , we obtain
where C is the s-coarse cube of f and
. From the convexity of f , we have f (x) f ( x). To prove that f ( x) f (x) + ks, consider any hypercube ' ⊆ C such that x ∈ Conv(') and N −f ( x∨y(1) ∧y(2))+f ( ˘x ∨y(2) ∧y(3))
ks (Definition 15 and Lemma 13).
The second to last inequality above holds since
where y(i), i = 0, 1, . . . , k, are as defined in Definition 11 and
have y(i) ∨ y(i + 1) = y(i + 1) and y(i) ∧ y(i + 1) = y(i).
To proceed, we need to prove . . .
Operations 
. . .
The result follows. D Discrete function f˘ (proof of Lemma 16).
We now generalize Lemma 15 to higher dimensions. The proof is similar and is, therefore, omitted.
+ be a discrete L q -convex function, and let s be an upper bound on the absolute value of the slope of the function f I E for all induced gridline E of L, U k 7 . For every s > 0, the s-coarse cube of f has cardi-
, where t f is the time needed to evaluate f at a point.
Given an
and its s-coarse cube C, the proof of Lemma 16 suggests an alternative way to construct f˘ as an approximation of f . First, we obtain function g defined in the proof using the following method: On each smallest hypercube within C, obtain the Lovász Extension of f and then paste these extensions together. Then our desired approximation f˘ can be obtained by restricting g to the discrete domain. In other words, for k ȃ ny given x ∈ L, U 7 , f (x) is the Lovász Extension of f at point x in the smallest hypercube in C that contains x.
Recall that to obtain the Lovász Extension of f for a given point x, by Definition 11, we need to access the neighboring points of x on the s-coarse cube and the corresponding values of f . Later, in our approximation algorithm, for a given s > 0 and a discrete L q -convex function f , we will store the points of its s-coarse cube and the function values at these points and use this information to support future queries of f˘. The next result characterizes the query time, given this information. The query time of f ( x) is the time taken to return the value of f ( x) for any x in the domain.
Lemma 18. For a given L q -convex function f : L, U k 7 → 7 + and its s-coarse cube C, if all points in C and the function values at these points are stored in a sorted list,
, where 2 l is the length of C and b is the amount of space required to store f (x) for a given x in the domain. k P roof. As discussed earlier, for any x ∈ L, U 7 , f (x) is the Lovász Extension of f at point x in the smallest hypercube in C that contains x. To compute this, we first determine the smallest hypercube in C that contains x and then use Definition 11. Recall that in Definition 11, for any given x, we find the k + 1 points y(0), y(1), . . . , y(k) and interpolate the corresponding function values f (y(0)), f (y(1)), . . . , f (y(k)). This requires time O((k + 1)(log(U − L) + b)). Since 2 l is the length of C and f˘ is constructed using linear interpola- 
Assumptions on the Dynamic Program and Analysis of the Explicit-Enumeration Algorithm
We first define the notation, state the assumptions for our problem, and specify the input in §5.1. Next, in §5.2, we present an explicit-enumeration dynamic programming algorithm and analyze its running time in the binary size of the input. At the end of this section, we show that no polynomial-time approximation algorithm with a fixed additive-error guarantee can exist for the problem unless P = NP.
Notation and Assumptions
Let T denote the length of the finite horizon. In each period t = 1, 2, . . . , T , the sequence of events is as follows: At the beginning of the period, x t is observed. Then an action a t is taken. At the end of the period, the random variable w t is realized. For each period, the action a belongs to a constrained action space s (x ).
The state transition equation is x = l(x t , a t , w ), where t+1 t 7 k 1 +k 2 +k 3 l: → 7 k 1 is a transformation function. Given x t , a , and w , the cost incurred in period t is r (x t , a t , w ).
Let G t (x t , a t ) = w t r t (x t , a t , w t ) denote the expected cost incurred in period t for a given x t and a t . Starting from period t with state x t , the expected total cost incurred until the end of the horizon is denoted by f t (x t ). For convenience, the notation is summarized below.
x t : beginning state vector for period t; a t : action vector for period t; w t : random vector, realized after the action is decided in period t; l(x t , a t , w t ): ending state vector for period t, which is also x t+1 ; G t (x t , a t ): the expected cost for period t, when the starting state is x t and the action decided is a t ;
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We assume that we are given an oracle, as part of the input, which computes functions G t for t = 1, 2, . . . , T . Note that to encode an oracle that outputs a positive integervalued function f , we need at least !(log f max ) space since this is the minimum space required to output the value f max , where f max is the maximum value of f on its domain. The possible values of the random vector w t and their corresponding rational probabilities are explicitly specified. In period t, the possible values of w t are w t , 1 , w t , 2 , . . . , w t, n t . The corresponding probabilities are specified via positive integer numbers q t , 1 , q t , 2 , . . . , q t , n t , with Prob w = = /( z n t ), for i = 1, 2, . . . , n t w t, i q t, i j=1 q t, j t . We assume that the sequence of random variables {w t } t T =1 is independent. We define the following values (when appropriate, for every t = 1, 2, . . . , T and i = 1, 2, . . . , n t ): p t , i = Prob w t = w t , i : Probability that w t is realized as ;
realizations of the random vector w t , over the entire horizon; n * = max n : Maximum value of n over the t t t entire horizon; z n t Q = : A common denominator of all t j=1 q t , j the probabilities in period t; M t = T j=t Q j : A common denominator of all the probabilities over periods t, t + 1, . . . , T ; M T +1 = 1.
The objective is to find the minimum expected total cost over the entire horizon, starting from any given initial state vector x 1 . We recall the DP recursion (1): For period t = 1, 2, . . . , T , we have f t (x t ) = min G t (x t , a t ) + w t f t+1 (l(x t , a t , w t )) .
Our objective is to solve this problem. For all t = 1, 2, . . . , T , define t as ⊆ 7
We make the following assumptions.
Assumption 1. In (1), for all t = 1, 2, . . . , T , f t and G t are L q -convex and t is an L q -convex set.
Assumption 2. The transformation l satisfies the following condition:
Let g (x t , a ) = G (x t , a ) + f t+1 (l(x t , a t , w )).
By Assumptions 1 and 2, we have that for all t = 1, 2, . . . , T , g t is L q -convex. This is because addition and positive scaling preserve L q -convexity; see Lemmas 4 and 5.
Assumption 3.
9 For fixed positive integers k 1 , k 2 , and k 3 ,
Assumption 4. For t = 1, 2, . . . , T , the value of G t at any point in its domain is a positive rational number and can be evaluated in polynomial time in the size of the input using the corresponding oracle (which implies that log G max t is polynomially bounded in the size of the input).
Let t G denote the time it takes for a single call of the oracle.
Next, we determine the minimum space required to specify the input of our problem. Let s = s u , where u = arg max Is I. To specify the constrained action set s (x ) for all periods, we need !(T log IsI) space. To specify the possible realizations of w t over t = 1, 2, . . . , T , we need O(T n * k 3 log w * ) space. We assume that O(1) space is needed to specify the transformation function l. To specify the oracle that computes G t for all t = 1, 2, . . . , T , G max we require space !(T log G max ), where G max = max t t . Therefore, the overall input size is bounded below by !(T + log IsI + n * + log w * + log G max ).
We now present an explicit-enumeration algorithm, which provides an exact solution to the problem. Then we analyze its time complexity.
An Explicit-Enumeration Dynamic
Programming Algorithm Let F t (x t ) = M t f t (x t ) be the integer version of f t . Algorithm 1 below is an explicit-enumeration dynamic program. Note that all the function values encountered in the algorithm are integers. Let Y = ' v , where v = arg max t I' t I. Consider the minimization in Step 4. From Assumption 1, we know that the function to be minimized is L q -convex. Thus, the minimization step can be performed using recursive binary search (see Lemma 8). Consequently, Algorithm 1 has time complexity O(t G (log(M 1 T G max ) + log IYI)T IYI log IsI) and space complexity O((log(
is the maximum value of G over all feat t t sible points and over all periods t = 1, 2, . . . , T . Note that O(log(M 1 T G max )) is the time required to store a function value in Step 3 and O(log IYI) is the time required to store a point in Y. Observe that IYI typically depends on the input in a super-log manner. Thus, the algorithm is, both in time and space, pseudo-polynomial in the input size.
Algorithm 1 (An Explicit-Enumeration Dynamic Program) 1 Let F T +1 = 0; 2 for t = T to 1 do 3 For all points x t in the domain, calculate and store 4
x t a t w t i ; 5
Delete the stored values F t+1 x t+1 for all x t+1 ; 6 end 7 Return F 1 x 1 /M 1 .
Operations Research 62(1), pp. 81-103, © 2014 INFORMS It is easy to see that the problem studied in Halman et al. (2009) -the single-item stochastic inventory control problem with discrete demands-is a special case of our problem. They show that this problem is NP-hard, which implies that our problem is NP-hard as well. Also, the above pseudo-polynomial time algorithm implies that our problem is weakly NP-hard.
Note that, unless P = NP, no polynomial-time approximation algorithm exists with a fixed additive-error guarantee for our problem. Following an argument similar to the proof of Theorem 3.1 of Ausiello et al. (1999, p. 89) , this statement can be proved by contradiction. Suppose that there exists a polynomial-time approximation algorithm A with an additive error � for our problem. Then we can construct an exact algorithm that runs in polynomial time in the following manner: For our problem, for any instance, we can scale up all function values to obtain a new instance where all function values are multiples of l� + 1l. For the new instance, Algorithm A is an exact algorithm with polynomial running time. However, this implies membership in class P, which contradicts the NP-hardness of the problem unless P = NP.
In the next section, we will present our approximation scheme with an arbitrary additive error s > 0, which runs in time pseudo-polynomial in the size of the input and polynomial in 1/s.
An Additive-Error Approximation Scheme
In this section, we propose and analyze an approximation scheme for the dynamic program (1). Section 6.1 provides an overview of this algorithm and an additional result that we will use in our analysis. Then §6.2 presents the details of the algorithm and its analysis. Subsequently, we discuss the corresponding near-optimal policy in §6.3. Finally, in §6.4, we summarize the highlights of our analysis.
Overview of the Scheme and Additional Developments
Recall the dynamic programming recursion (1): For period t = 1, 2, . . . , T , we have f t (x t ) = min G t (x t , a t ) + w t f t+1 (l(x t , a t , w t )) ,
where x t ∈ L 1 , U 1 7 , a t ∈ L 2 , U 2 7 , and w t ∈ L 3 , U 3 7 . The procedure we use is a modification of the explicitenumeration algorithm. Specifically, we start from the last period T and, assuming f T +1 = 0, obtain f T via (1). For period T − 1, note that the calculation of f T −1 requires the value of f T . Rather than storing f T for all x t (as in explicit enumeration), we approximate f T using the convex s-approximation f˘ T (Definition 16). This results in the following approximation of f T −1 :
To continue using this approximation method for period T − 2, it is desirable for f˜ T −1 to have the following two properties: (i) f˜ T −1 is L q -convex (this will enable us to use our results in §4.2 to obtain f˘ T −1 as an approximaf˜1 0 tion to T −1 ) and (ii) f˜ T −1 closely approximates f T −1 . Furthermore, if we can establish these properties for f˜ t , t = 1, 2, . . . , T − 1, then we can repeatedly approximate f t for all t = 1, 2, . . . , T − 1 using the following recursion:
f˜ t (x t ) = min G t (x t , a t ) + w t f˘ t+1 (l(x t , a t , w t )) ,
where f˘ t is the convex s-approximation of f˜ t . Our next result establishes these properties.
Lemma 19. For t ∈ {1, 2, . . . , T − 1}, consider functions f t k and f t+1 in (1). Suppose that f˘ t+1 : L, U 7 → ! + is an sapproximation of f t+1 and is an L q -convex function. Then f˜ t (defined as in (6) above) is also an L q -convex function and is an s-approximation of f t .
Proof. Using Lemma 12, it is easy to show that f˜ t is an s-approximation of f t . Next, we prove that f˜ t is L q -convex. For notational convenience, denote
We now have
We know that f˘ t+1 (x t+1 ) is L q -convex. Next, we prove that g t (x t , a t ) is L q -convex. We can write f˘ t+1 (l(x t , a t , w t )) = z n i= t 1 p t , i f˘ t+1 (l(x t , a t , w t , i )). Next, we present our approximation algorithm formally.
Our Approximation Scheme
Our approximation algorithm is a modification of Algorithm 1. As in Algorithm 1, we work with the integer versions of the cost-to-go functions: F (x ) = M f (x ). In each period t = 1, 2, . . . , T , instead of storing F t for every possible value of x t in the domain, we construct F˘ t as an approximation of F t using less space.
12
Rewriting (6) by multiplying both sides of the equation by M t , we have for t = 1, 2, . . . , T ,
We now present our approximation algorithm. Given an initial state vector x 1 , Algorithm 2 below approximates f 1 (x 1 ) to within an arbitrary prespecified additive error s > 0. Note that Step 3 in Algorithm 2 is only a formal step; i.e., it merely defines the function F˜ t (x t ) instead of computes it for all x t . The following result establishes the approximation guarantee of the algorithm and its time complexity. The corresponding policy is discussed in §6.3.
Algorithm 2 (Our DP-Based Approximation Scheme)
x t a t w t i . Theorem 1 (Approximation Guarantee of Algorithm 2 and Its Running Time). Given s > 0 and an initial state x 1 , under Assumptions 1-4, the output of Algorithm 2, f˘1(x 1 ), is an s-approximation of f 1 (x 1 ) in the additive sense. The worst-case running time of Algorithm 2 is pseudo-polynomial in the input size and polynomial in 1/s.
Proof. We will first show that f˘ 1 is a s-approximation of f 1 in the additive sense and then analyze the running time of Algorithm 2. In the argument below, F t , t = 1, 2, . . . , T , is as defined in Algorithm 1 ( §5.2).
• For the last period t = T , we have F˜ T = F T . From Lemma 16, F˘ T is a k 1 s r M T -approximation of F t in the additive sense and is also L q -convex.
• Next, consider period T − 1. Since F˘ T is a k 1 s r M Tapproximation of F T in the additive sense and also L q -convex, we conclude that f˘ T is a k 1 s • Repeating this procedure until we get F˘1, we reach the conclusion that F˘1 is a k 1 T s r M 1 -approximation of F 1 in the additive sense. Since s r = s/(k 1 T ), we have k 1 T s r M 1 = sM 1 . Therefore, F˘1 is an sM 1 -approximation of F 1 in the additive sense. Consequently, f˘ 1 is an s-approximation of f 1 in the additive sense. This concludes the proof of the guarantee offered by Algorithm 2.
We now analyze the running time of the algorithm. Following Halman et al. (2009) , we denote the query time for a single point in the domain of a function g by t g . Consider an arbitrary period t. In Step 3, we define the functions F˜ t . Note that (i) in Step 4, we need to query the value of F˜ t and (ii) each query to F˜ t is done by solving the DP Equation (9). Therefore, we now decide the time needed to solve the minimization problem (9). To solve this minimization problem, we use binary search on each dimension of a t (see Lemma 8). Therefore, we need to calculate the righthand side of (9) O(k 2 log IAI) times, with each calculation requiring time O(t G + n t t F˘ t+1 ), where t F˘ t+1 is the query time of F˘ t+1 .
By Lemma 18,
, where 2 l is the length of the s-coarse cube D t+1 of F˜ t+1 , b is the amount of storage space required to store a function value of F˜ t+1 , and b + l is the amount of storage space required to store a function value of F˘ t+1 (see the proof of Lemma 18). It is easy to see that l is bounded by O(log(U 1 − L 1 )) since the length of an s-coarse cube is at most U 1 − L 1 . The following claim bounds the amount of storage required for a function value of F˜ t , t = 1, 2 . . . , T . Let F max denote the maximum possible value of F t over its domain over all possible t = 1, 2, . . . , T .
Claim 1. For period t = 1, 2, . . . , T , the amount of storage space required to store a function value of
Proof. We start from the last period T . Since the function F˜ T is integer valued, it takes space O(log F max ) to store a function value. For the period T − 1, the function F˜ T −1 , in general, is not integer-valued anymore. This is because F˘ T is constructed using linear interpolation. In other words, the amount of additional space required to store a function value of F˜ T −1 is the same as the amount of additional space that is required to store a function value of F˘ T over that for F˜ T . From our discussion above, we know that the latter is bounded by O(log(U 1 − L 1 )). Therefore, we conclude that it takes space O(log(U 1 − L 1 ) + log F max ) to store a function value of F˜ T −1 . For each additional period forward, it takes an additional O(log(U 1 − L 1 ) space to store the corresponding function value. D Consequently, we have that for all t = 1, 2, . . . , T ,
. Combining the arguments above, each query to F˜ t takes time (omitting the constant term O(k 1 + 2))
Next, we investigate the complexity of Steps 4 and 5. In Step 4, the time required to construct the s r M t -coarse cube (see Lemma 17) is
Here, s satisfies the following condition: s × M t is an upper bound on the absolute values of the slopes of the approximate cost-to-go functions F˜1I E , F˜2I E , . . . , F˜ T I E for 
Note that the term O(T log(U 1 − L 1 ) log F max ) accrues from the need to store the k 1 coordinates of a point on the s-cube and store the corresponding function value (to be precise, this term is O(k 1 log(U 1 − L 1 ) + T log(U 1 − L 1 ) log F max ), but we only use the dominant factor).
Thus, for any period t, the running time of Algorithm 2 (omitting the constant terms) is
Since k 1 is fixed and s r = s/(k 1 T ), the only nonpolynomial factors in the above expression, with respect to the binary size of the input and 1/s, are
The result follows. D
A Corresponding Near-Optimal Policy
Theorem 1 only guarantees a near-optimal value for our problem. It is also important for our approximation to generate a corresponding near-optimal policy. We first define a policy and its expected cost and then present our result in Theorem 2. For our problem, a policy 1 is defined by a set of functions
The expected cost of policy 1 is given by f 1 1 (x 1 ), where
denote the policy defined as follows:
where F˘ t ( · ), t = 1, 2, . . . , T + 1, are as defined in Algorithm 2. We have the following result. The proof is straightforward and, therefore, omitted.
Theorem 2 (s-Approximate Policy). Under Assumptions 1 through 4, the policy 1 s defined above is an s-approximate policy for our problem. That is, for any initial state vector
Note that by the definition of 1 s , we need to obtain 1 1 a s (x ) for every t and x . If we choose to store a s (x ) 1 a t s (x t ) by solving
Highlights of Our Analysis
Generalization of the approximation technique used in Halman et al., (2009 Halman et al., ( , 2008 Halman et al., ( , 2011 Halman et al., ( , 2013 Although the aim in Halman et al. (2009 Halman et al. ( , 2008 Halman et al. ( , 2011 Halman et al. ( , 2013 ) is a relative-error approximation and our goal is an additive-error approximation, our approach can be viewed as a generalization of theirs, in the following sense:
1. Recall that in Halman et al. (2009 Halman et al. ( , 2008 Halman et al. ( , 2011 Halman et al. ( ) and (2013 , the authors use the following idea to approximate a single-dimensional discrete convex function f L, U → ! 1. Algorithm 2 preserves the structure of the problem. That is, in each period, our approximation of the cost-to-go function is also L q -convex, regardless of the choice of the error-guarantee s.
2. Algorithm 2 can be viewed as a domain-reduction technique. Specifically, in each period, given the desired additive error s, let 2 l be the length of the corresponding s-coarse cube. Then, the total number of domain points is (1+U −L) k 1 , whereas the number of points on the s-coarse cube is only
Operations Research 62(1), pp. 81-103, © 2014 INFORMS 3. To achieve this reduction, the overhead that our algorithm incurs is the increase in the space required to store the function values of F˜ t on the points of the s-coarse cube (see Claim 1 on page 31). However, this increase is only a logarithmic factor. For example, if the lengths of the s-coarse cubes for period 1, 2, . . . , T , are respectively 2 l 1 , 2 l 2 , . . . , 2 l T , then to store a function value of F˜ t , t = 1, 2, . . . , T , it takes z T i=t+1 l i additional bits compared to the space required by Algorithm 1.
4. The running time of Algorithm 2 is decided by items 2 and 3 above. For each period, on the one hand, item 2 allows us to reduce the number of points that we store and hence decreases the running time. On the other hand, for each point, item 3 increases the storage space required and hence increases the running time. However, the increase is logarithmic compared to the decrease. 6.4.2. Practical Algorithmic Framework. From the discussion above, Algorithm 2 can be viewed as a practical algorithmic framework that offers us full control in the trade-off between accuracy and running time. To this end, a possible use of Algorithm 2 may take the following steps:
1. For a given problem, we start with a relatively large additive error s so that Algorithm 2 provides a quick solution. For the justification of considering a relatively large additive error s, we refer the readers to item 3 below.
2. For any initial state x 1 , Algorithm 2 outputs f˘1(x 1 ) such that f 1 (x 1 ) f˘ 1 (x 1 ) f 1 (x 1 ) + s, which implies f˘1(x 1 ) − s f 1 (x 1 ) f˘1(x 1 ). Thus, Algorithm 2 provides us both a upper bound of f˘ 1 and a lower bound of f˘ 1 − s of the original function value f 1 .
3. The bounds in item 2 above imply that the relative error is (f˘1(x 1 ) − f 1 (x 1 ))/f 1 (x 1 ) s/(f˘1(x 1 ) − s) for any initial state x 1 . In words, an additive-error guarantee of s implies a relative-error guarantee of s/(f˘1(x 1 ) − s). Therefore, choosing a large value of s can still give us an acceptable relative error (assuming f˘ 1 (x 1 ) is large enough). This motivates the choice of a large additive error s.
4. If the obtained bounds are unsatisfactory, then the additive error s can be reduced. The running time will increase accordingly. This step can be repeated multiple times.
Application to an Inventory Problem
Our purpose in this section is to illustrate the use of our approximation scheme for the discrete version of the following well-known problem: the single-product stochastic inventory control problem with lost sales and lead times, studied, among others, in Morton (1969) and Zipkin (2008b) . Hereafter, we will refer to this problem as INV-LS.
For INV-LS, Morton (1969) proves certain monotonicity properties of the optimal policy with respect to the state vector. Morton's proof involves an inductive analysis of the second-order derivatives of the cost-to-go functions. Recently, Zipkin (2008b) rederives Morton's results using the following technique: First, he transforms the state and action space to create a new dynamic program. He then shows that the cost-to-go functions of this new DP are L q -convex. This implies certain monotonicity properties of the optimal policy in the new DP that, in turn, imply the desired properties of the optimal policy in the original DP. We will use Zipkin's results to show that INV-LS satisfies the assumptions of our analysis. Thus, Algorithm 2 can be used to solve this problem approximately to within a positive additive-error bound of s (i.e., Theorems 1 and 2 are applicable).
In §7.1, we describe INV-LS. Then in §7.2, we show that the DP formulation corresponding to this problem satisfies our assumptions of §5.
Problem INV-LS
The objective is to minimize the expected sum of costs for a single-product inventory system over a finite horizon. Next, we describe the sequence of events in period t = 1, 2, . . . , T :
1. The order that is due in period t arrives. 2. A new order (if any) is placed at a purchase cost of c per unit. This order will arrive after a constant lead time of L 2 periods.
3. Demand is realized. Any demand that cannot be immediately satisfied is lost. If there is inventory left over at the end of the period, a unit holding cost of h is incurred. Any lost sales result in a penalty cost of p per unit. For ease of exposition, we assume that the discount factor is 1. We assume that demands across periods are independent. We also assume that all inventory levels, order quantities, cost parameters (c, h, and p), and all possible demand realizations are nonnegative integers.
We now describe the formulation using our DP (1). Let q t denote the order quantity in period t. Let y t denote the inventory level after the order that is due in period t is delivered. The ordering cost incurred in period t is cq t . Let v 0t = y t , v 1t = q t+1−L , . . . , v L−1, t = q t−1 . Then the state vector in period t is v = (v 0t , v 1t , . . . , v L−1, t ). Zipkin (2008b) t transforms the state and action space as follows: Let
Let w t denote the random demand in period t for the single product. The possible realizations of w t and the corresponding rational probabilities are explicitly specified in the same way as described in §5. Let a t = −q t . It is easy to see that since the cost parameters are stationary, it is strictly suboptimal to order more than w * in any period, where w * = max 1 t T max 1 i n t w t, i . Thus, we let the feasible set of a t be s t = −w * , 0 7 . The transformation function l from period t to t + 1 is given by
For our purpose in this paper, we use the same DP formulation as that in the proof of Theorem 4 in Zipkin
Operations Research 62(1), pp. 81-103, © 2014 81-103, © INFORMS (2008b . Specifically, for period t, we use two additional integer decision variables s t and r t that denote the selling decision amount and the remaining inventory after sale, respectively. Note that the decisions s t and r t are contingent upon the realization of demand w t . Assume that the last period in which ordering is allowed is T ; i.e., s T +1 = s T +2 = · · · = s T +L = {0}. Also, assume that holding and penalty costs continue to accrue until period T + L. By convention, let f T +L+1 ( · ) = 0. The expected cost f t (x t ), incurred from period t = 1, 2, . . . , T + L until the end of the horizon T + L, is given by the following DP: f t (x t ) = min −ca t + w t u t (x t , a t , w t ) , 
Using s t + r t = x 0t − x 1t to remove s t , we obtain
Letting x +t = x 1t + r t , we have
Observe that in the above equation, the feasible set of x +t is dependent on the demand w t . However, recall that in our DP (1), the feasible set of actions is independent of the demand. Thus, to move toward the form (1), we need some additional notation.
i For a possible realization w t , i of w t , let x +t denote the corresponding x +t , i = 1, 2, . . . , n t . Let the feasible set of x i be +t � i (x t ) = {x +t ∈ 7: x +t x 1t , 0 x 0t − x +t w t , i }.
Define ã = (a , x , x , . . . , x ). Then the feasible set of
Operations Research 62(1), pp. 81-103, © 2014 INFORMS In Assumption 3 of §5, we have assumed, for ease of exposition, that (i) the dimensionality of a t is fixed and (ii) x t belongs to some hypercube L 1 , U 1 k 7 1 . However, for INV-LS, these assumptions are too restrictive. Specifically, (i) observe that the dimensionality of a˜t in DP (11) depends on the number of different realizations of w t , which is part of the input. Since this dependence is only a linear dependence, it does not affect the running time of our approximation algorithm. (ii) The feasible set of x t in (11) is not a rectangular set. We now discuss simple modifications to Algorithm 2 so that it can be applied to INV-LS.
Recall that w * denotes the maximum possible demand over all periods. We assume that the starting vector
Recall that the order quantity q t = −a t w * . This, together with the above assumption on v 1 , implies that the untransformed state vector v t = (y t , q t+1−L , . . . , q t−1 ) ∈ 7 L satisfies the following:
. Denote the set of all possible v t that satisfy the above inequalities by V t .
In terms of the transformed state
Denote the set of all possible x t that satisfy the above inequalities by X t . Note that there is a linear correspondence between X t and V t , represented by X = T · V t t , and
The main obstacle in applying Algorithm 2 to INV-LS is the following: since we are working with the transformed state x t , its domain X t is no longer a rectangular set. Therefore, we cannot construct the s-coarse cube of the costto-go functions directly using the definition in §4.2. This difficulty is resolved as follows. We construct the s-coarse cube on the untransformed state (we can do this since the corresponding domain is a rectangular set) and then use the transformation T to transform the s-coarse cube.
Formally, for all t = 1, 2, . . . , T , let
where F t is the integer version of f t in (11). We construct the s-coarse cube of F¨ t : V t → ! + as follows. Let E 1 , E 2 , . . . , E L2 L−1 denote the set of points on the edges of V t . Let the restriction of F t to E 1 , E 2 , . . . , E L2 L−1 ¨ ¨¨ b e F t, E 1 , F t, E 2 , . . . , F t, E L2 L−1 , respectively. Since the function F t is L q -convex and the transformation T is linear, it is easy to see that the single-dimensional functions ¨¨ ¨ F t, E 1 , F t, E 2 , . . . , F t, E L2 L−1 are convex.
Next, we construct the canonical uniform-interval s-approximation sets of the functions F t, E 1 , F t, E 2 , . . . ,
. . , l L2 L−1 be the lengths of the intervals in the canonical uniform-interval s-approximation sets of the functions
as the s-coarse cube of F¨ Then t = S 1t 2t t . TD is defined to be the s-coarse cube for F (x ). With this t t t definition of the s-coarse cube, it is not hard to check that our approximation results in §4.2 continue to hold. We can now apply Algorithm 2 to INV-LS. The following result notes the additive-error guarantee and the running time of Algorithm 2 for INV-LS. Corollary 1. Given s > 0, under Assumptions 1 through 4, Algorithm 2 solves INV-LS to within an additive error of s. The corresponding running time is pseudo-polynomial in the binary size of the input and polynomial in 1/s. Furthermore, the corresponding s-approximate policy can also be obtained (see §6.3).
Computational Experiments
In this section, we report computational results on instances of the INV-LS problem to demonstrate the practical value of Algorithm 2. Section 8.1 describes the generation of the instances and §8.2 reports the results.
The Test Bed
Our test bed consists of instances of Problem INV-LS with lead time L = 2. The other parameters are set as follows:
1. Without loss of generality, the ordering cost in each period is set to 0 (Janakiraman and Muckstadt 2004) .
2. We consider two sets of holding and penalty costs. In the first set, the unit holding cost h is $1 per period and the unit penalty cost p for lost sales is $1. In the second set, these costs are $1 and $4, respectively. 3. The demands across the periods are independent and identically distributed. We use two distributions: a uniform distribution with support 0, 1,024 7 and a symmetric triangular distribution with the same support.
For the four combinations of the problem parameters (namely, the two choices of holding/penalty costs and the two choices of the demand distribution), we generate 10 instances for each combination by varying the horizon length T = 2, 4, . . . , 20 for a total of 4 × 10 = 40 instances. Note that for a horizon length of T , we let the costs accrue until period T + L = T + 2.
To generate informed choices of the additive-error guarantee s that is required by Algorithm 2, we first obtain a lower bound on the optimal expected cost starting from any initial state v 1 ; i.e., f 1 (v 1 ) LB, for all v 1 . This lower bound, referred to here as LB, is calculated as follows:
Let
where P (Demand = d) = 1/1,025 for the uniform distribution, and P (Demand = d) = min{d, 1,024 − d}/(512 × 513) for the symmetric triangular distribution. Notice that l is a lower bound on the expected cost achievable in any period t. Therefore,
is a lower bound on the optimal total expected cost over the entire horizon, over all feasible policies. Using the lower bound LB, we consider three choices of the additive-error guarantee s as follows: s = � × LB, where � ∈ {0.01, 0.02, 0.05}. Note that an additive guarantee of s = � × LB implies a relative-error guarantee of �. Recall from the proof of Theorem 1 that the time complexity of Algorithm 2 increases with the value of the ratio s/s r , where s r = s/(2(T + L)). In the computational results presented in the next section, we also report an estimated value of this ratio to understand its actual effect on the computational time of Algorithm 2.
Results
Algorithms 1 and 2 were implemented in C under Linux.
15
The computations were carried out on a computer with an Intel i7-870 processor and 4GB of memory. For each of the 40 instances in our test bed, Tables 1 through 4 report (i) the CPU time taken by Algorithm 1, (ii) the CPU times required by Algorithm 2 and the solution quality for the three choices of the additive error, and (iii) the ratio s/s r . To speed up the computation, we use a state-space reduction technique due to Zipkin (2008a) in both Algorithms 1 and 2.
We now explain the entries of each of these tables. The first column indicates the horizon length T . The second column shows the CPU time (in seconds) for Algorithm 1. In the third, fourth, and fifth columns, we report the time, cost performance, and the ratio s/s r of Algorithm 2 when the guaranteed upper bound s on the additive error equals 0.01 × LB. The third column shows the CPU time (in seconds). The fourth column shows the maximum (over all initial states) actual percentage error, i.e., f˘1(v 1 ) − f 1 (v 1 ) × 100 max %,
where the maximum is taken over all possible initial states v 1 in Zipkin's reduced state space. Note that the calculation of the maximum actual percentage error uses the result of Algorithm 1. The fifth column shows the ratio s/s r . The remaining columns of each table are organized in a similar fashion.
Tables 1 through 4 demonstrate that Algorithm 2 is indeed of practical value. For example, in Table 1 , when T = 20 and s = 0.05 × LB, Algorithm 2 runs in three minutes, whereas Algorithm 1 takes approximately three hours. Note that as the guaranteed additive error increases from 0.01 × LB to 0.05 × LB, the s-coarse cubes used by Algorithm 2 become coarser, resulting in a significant reduction of computing time.
The effect of s/s r • (Changing s) We refer the readers to Tables 1 through  4 . For a fixed value of T , as the imposed additive error s reduces (and therefore s r = s/(2(T +L)) reduces), the ratio s/s r increases and therefore the time taken by Algorithm 2 increases. However, even for an additive error of s = 0.01× LB, this time is significantly below that of Algorithm 1.
• (Changing T ) We refer the readers to Tables 1 through  4 . For a fixed value of the relative error � (i.e., additive error of � × LB), as T increases, we find that the ratio s/s r increases slightly and then remains stable. Correspondingly, we find that the ratio of the running time of Algorithm 2 over that of Algorithm 1 also remains stable.
• (Changing the unit penalty cost p): Table 5 shows the effect of increasing the unit penalty cost p which, in turn, has the overall effect of increasing the ratio s/s r . In this table, we see that the ratio of the time taken by Algorithm 2 relative to that taken by Algorithm 1 indeed increases. In particular, there is a significant jump in this ratio when p changes from 16 to 32. This sudden change is because Algorithm 2 shifts to a finer discretization (i.e., the lengths of the coarse cubes reduce).
• We have also investigated other situations where the ratio s/s r changes. Overall, we observe that an increase in this ratio is usually accompanied by an increase in the ratio of the time taken by Algorithm 2 to that of Algorithm 1. However, for reasonable parameter ranges, we find that Algorithm 2 continues to exhibit significant computational time savings over Algorithm 1, even at a relative error guarantee of 1%. Table 2 .
Experimental results for p = h = 1 and triangular distribution. Table 3 .
Experimental results for h = 1, p = 4, and uniform distribution. 
Future Research Direction
The following question is open: Does an FPTAS exist for our problem under Assumptions 1 through 4? Related to this question, in Halman et al. (2011) , the authors prove that if f t is two-dimensional and convex in the sense of Miller (1971) , then a generalization of the Kapproximation technique is unlikely to succeed, in a way such that the amount of information stored is still polynomial in the size of the binary input and 1/s. The following two comments are relevant. First, since Miller's notion of discrete convexity is more general than L q -convexity, we do not know whether the above result holds for twodimensional L q -convex functions. Our efforts to answer this question using the counting argument in Halman et al. (2011) were unsuccessful. Second, even if we can show that the specific technique of a K-approximation is unlikely to succeed, we cannot rule out the possibility of deriv-
