Customer satisfaction questionnaires are a rich and strong source of information for companies to seek loyalty, customer and client retention, optimize resources, and repurchase products. Several advanced machine learning and statistical models have been employed to estimate the customer satisfaction score; however, there is not a single model that can yield the best result in all situations. Ensembles of regression techniques have demonstrated their effectiveness for various applications, where the success of these models lies in the construction of a set of single models. We perform an experimental study using a real database of 129,890 samples from airline companies, in order verify the benefits of ensemble models for predicting customer satisfaction. Accordingly, the present paper evaluates the BAGGING ensemble model using the well-renowned k-nn algorithm as the base learner. The obtained results indicate that the BAGGING ensemble performs better than the single classifier in terms of RMSE and MAE.
Introduction
Companies utilize customer satisfaction surveys and questionnaires to find out what a client think about a product, service, brand or the company. Therefore, the customers' satisfaction databases play a crucial role in the productive decision process. Exploiting datasets to get valuable information allows to make an overall marketing strategy that helps the companies retain existing customers and add new customers. Consequently, an effective customer satisfaction data analysis represents a challenge and provide opportunities in several areas as machine learning, data mining, and marketing [1, 2, 3] . Machine learning methods can predict the customer satisfaction when a service is provided. The research in this problem has been addressed from a classification and regression point of view. Park et al. [2] used four machine learning algorithms (naïve The focus of this paper is primarily on exploring the use of ensembles of regression models in the scope of customer satisfaction. In particular, we analyze the performance of the k-nearest neighbor (k-nn) model for regression as base classifier in the BAGGING (Bootstrap AGGregatING) ensemble model. This approach is the most common ensemble learning algorithm, where the diversity is achieved by the manipulation of the training samples [24] . BAGGING has showed a good performance on various real problems and provide practical algorithms for constructing ensemble models [16] . Therefore, the paper shows how k-nn ensemble regression models can result useful to estimate a customer satisfaction score from a real-database constructed from 129,889 surveys supplied by several airline companies.
Henceforth, the rest of the paper is organized as follows. Section 2 introduces the bases of the ensemble model and regression technique that will be explored in this study. Section 3 provides the experimental set-up and the description of the database used in our experiments. Next, the results are reported and discussed in Section 4. Finally, Section 5 summarizes, the main conclusions and points out some directions for future research.
Regression Ensemble Models
An ensemble of regressors consists of a set of individually trained models (the base learners) whose decision is integrated in some way when predicting the output of new examples. By combining individual regression models, the ensemble approaches aiming to minimize the error on problems where the output variable is continuous. The construction process of ensembles is performed by following three steps [25] : 1) generation, 2) pruning, and 3) integration. In the former a set of base learners is constructed; if the base learners are the same, then the construction is homogenous, on the otherwise is heterogeneous. Some redundant models can be generated; therefore, a pruning process can be performed. Finally, the prediction of the models is combined in different ways by fusion or selection.
The set of models is trained by using different subsamples of the training data. A popular resampling method is the bootstrap that, given a set containing examples, generates training sets by drawing examples at random with replacement from .
k-NN Regression Model
The k-nearest neighbor (k-NN) model is a non-parametric technique that works under the assumption that new samples share similar properties with the set of stored samples. In brief, given a set of labeled examples (training set), say = {( 1 , 1 ), ( 2 , 2 ), ⋯ , ( , ) } and identically distributed (i.i.d.) random pairs ( , ), where ∈ ℝ and denotes the target value associated it, the k-nn classifier consists of assigning a new input sample to the class most frequently represented among the closest instances in the training set, according to a certain similarity measure (generally, the Euclidean distance) in the d-dimensional feature space ℝ .
The straightforward implementation of the -nearest neighbor regression model applied to a test sample first calculates = ( , ), for = 1, ⋯ , . Then we get the indices { 1 , ⋯ , } of the smallest values such that ≤ , ∀ ∉ { 1 , ⋯ , }, = 1, ⋯ , , and 1 ≤ ⋯ ≤ . We define as the −nearest neighbor sample and is the corresponding target value.
Regression aims to learn a function : → to predict the value for a new sample = [ 1 , 2 , ⋯ , ]. The -nn regression model estimates the target value ( ) of a new input sample by averaging the estimated target values of its -nearest neighbors [26] :
where denotes the target value of the b-th nearest neighbor.
An illustrative example of the k-nn regression model is displayed in Fig. 1 . Using = 3, the output of a new example is estimated computing the mean among the responses of the 3 nearest neighbors (instances A, B, and C). When = 5, the output of instances A, B, C, D and E are averaged. If = 1, then the k-nn regression model assigns to ( ) the value from , that is the training sample nearest to . 
BAGGING Ensemble Model
Breiman [26] proposed the BAGGING algorithm that creates multiple models trained from different bootstrap subsamples 1 , 2 , ⋯ , , each one consisting of samples drawn at random with replacement from the original training set. Fig. 2 shows an example of a regression ensemble model based on BAGGING, where in the first step M bootstrap replicates of the training set are generated. Afterwards, each base regressor is trained on the bootstrap . Thus, the ensemble is conformed by different models, where each one is not exposed to the same set of samples. This creates the diversity necessary to cover a wide range of situations [16] . By this way, the output of new observations will be predicted by taking the average of the ensemble * built from 
9. * is the predicted target value. 
Database and Experimental Set-up
As already stated, this study aims to evaluate the performance of regression ensembles for airline customer satisfaction prediction. Thus, we conducted a pool of experiments on a real dataset taken from airline companies in the USA. This is a subset of samples collected on 2014 from customer satisfaction questionnaires. It consists of 129,889 instances, where each one is represented by 24 input variables: airline status, age, gender, price sensitivity, year of first flight, no. of flights, percentage of flights with other airlines, type of travel, no. of other loyalty cards, shopping amount at the airport, eating and drinking at airport, class, day of month, airline code, airline name, origin city, destination, schedule departure hour, departure delay in minutes, arrival delay in minutes, flight cancelled, flight time in minutes, flight distance, and arrival delay greater 5 minutes. The output variable is satisfaction that is a five-point score measurement (i.e., from 1 to 5). Since some variables were categorical, they were first converted into numeric value, and then these values were normalized into the range [0,1]. Table 1 sums up the main characteristics of the database used in the empirical analysis: the attribute number, the attribute description and some statistics, such as the minimum and maximum values of the attribute, the mean and the standard deviation.
We focused our study on the BAGGING ensemble model and the simple k-nn algorithm used as the base classifier. The k-value used for the regression algorithm was set to 3. Besides, we aim to analyze the performance of the BAGGING ensemble when varying the number of bootstrap subsamples; therefore, six different bootstrap values were tested: 5, 10, 15, 20, 25, and 30. All models were taken from the WEKA toolkit [28] .
To prevent inaccurate performance estimates and following the standard strategy used in other works, we evaluate the performance of regression models by a 5-fold cross-validation model [29, 30, 31] . The original dataset was randomly divided into five disjoint parts. Each fold is used as a test set and the remaining four folds are used for training the regression models. Thus, we can get 5 different test set performances and therefore 5 different trained models. Note that the bootstrap samples are generated for each training set.
To assess the model performance in regression problems we used two of the most popular performance measures that estimate how much the prediction ( , ⋯ , ) deviate from the actual target values ( 1 , ⋯ , ) [32] . These metrics are the Root Mean Square Error (RMSE) [33, 35, 36] ,
and the Mean Absolute Error (MAE) [34, 35] ,
Both metrics are minimized when the predicted value for each test sample agrees with their true value. For each fold, we record the RMSE (i) and the MAE (i) (i=1,2, …,5) and compute the final estimate as the mean of all folds: Fig. 3 and 4 display the RMSE and the MAE averaged across the five runs. For each prediction model, we have plotted the results for the base learner (3-nn) and also the results of the 3-nn ensemble regression model when varying the number of bootstrap subsamples from D. Note that the line parallel to X-axis corresponds to the case of base learner, which indicates that the results were achieved by learning directly from the training set D. From Fig. 3 and 4 as expected, the individual regression model achieves the highest error values ( ≈ 0.7985, ≈ 0.6365), whereas, the ensemble regression models appear as the learning model with the lowest overall error ( ≈ 0.7650 and ≈ 0.5664 when number or regression models is set to 30). This is a difference between the two models ≈ 5% when RMSE is used and ≈ 11% in the case of MAE.
On the other hand, when varying the number of bootstraps from , both the RMSE and the MAE rates decrease as the number of bootstrap subsamples increases, although the configuration of the base classifier does not vary along the different bootstrap subsamples.
From the results here reported, it appears that the customer satisfaction prediction problem can be handled better using ensembles approaches than single models. Likewise, when the number of base models is increased, the error decrease. 
Conclusions and Future Work
The present paper has analyzed the performance of ensemble regression models for an airline customer satisfaction prediction problem. In particular, BAGGING has been taken as representative of ensemble models, whereas the k-nn has been employed as the base learner. To this end, a real-life airline customer satisfaction dataset was used to build all the models. From the experiments carried out, we have observed that regarding both RMSE and MAE the ensemble regression models have produced the best results. A final indication of the experiments is that using a significant number of bootstrap subsamples the error may decrease. Several directions for further research have emerged from this study: (i) to extend the present analysis to other ensemble approaches; (ii) to incorporate a feature selection phase to remove any attribute that might be considered noisy or irrelevant; (iii) to use some prototype selection method to reduce the complexity of data (border and redundant points).
