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Abstract
We call superpartitions the indices of the eigenfunctions of the supersymmetric extension of
the trigonometric Calogero-Moser-Sutherland model. We obtain an ordering on superpartitions
from the explicit action of the model’s Hamiltonian on monomial superfunctions. This allows
to define Jack superpolynomials as the unique eigenfunctions of the model that decompose
triangularly, with respect to this ordering, on the basis of monomial superfunctions. This
further leads to a simple and explicit determinantal expression for the Jack superpolynomials.
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1 Introduction
Orthogonal polynomials that are eigenfunctions of Hamiltonians of physical interest certainly deserve
consideration. Among this class of orthogonal polynomials are the eigenfunctions of integrable
quantum many-body systems of the Calogero-Moser-Sutherland (CMS) type [1, 2, 3, 4], such as the
Jack polynomials [5, 6], the eigenfunctions of the trigonometric CMS model.
In [7], we launched the study of a generalized version of Jack polynomials that are eigenfunctions
of the supersymmetric extension of the trigonometric CMS model [8] (stCMS model). In addition
to the bosonic variables xi (i = 1, · · · , N , where N is the number of particles), this model contains
fermionic degrees of freedom described by the variables θi. Therefore, the generalized version of
Jack polynomials incorporates Grassmannian (i.e., fermionic) variables.
The usual Jack polynomials are not uniquely defined as being eigenfunctions of the trigonometric
CMS model. An extra ingredient is required to characterize them: they need to decompose trian-
gularly on the basis of monomial functions. Such a triangular decomposition entails an ordering. In
this case, it is the standard dominance ordering [6, 9].
A similar situation holds for the superanalogues: in order to characterize precisely the Jack
superpolynomials, it is necessary to require a triangular decomposition in terms of some sort of
monomial superfunctions. The first step in this case thus amounts to finding a fermionic extension
of the monomial functions. Fortunately, there is a rather natural way of defining the symmetric
monomial superfunctions once the general symmetry properties of the stCMS eigenfunctions are
understood. These monomial superfunctions are indexed by superpartitions (see [7] and sect. 2),
which are, roughly, ordered pairs of partitions (with one of the partitions required to have distinct
parts). The second step then reduces to the formulation of a proper ordering among superpartitions
allowing to characterize the triangular decomposition of the Jack superpolynomials. Relying on the
usual dominance ordering on standard partitions, it proved possible to find such an ordering [7].
Although this dominance ordering is technically sufficient to calculate the Jack superpolynomials,
it does not provide the most precise characterization of the Jack superpolynomials. Indeed, it
does not rule out monomials that do not actually appear in the decomposition of a given Jack
superpolynomial.
The aim of the present paper is to improve this situation by introducing a weaker ordering (i.e.,
in the sense that fewer elements are comparable) on superpartitions. The basic clue to the discovery
of the ordering lies in the following observation. If a triangular decomposition exists for the Jack
superpolynomials in terms of the symmetric monomial superfunctions, the action of the Hamiltonian
itself on the basis of symmetric monomial superfunctions is likely to be triangular (and the converse
is also true). The key point then is that there are usually fewer (and certainly never more) terms
in the expansion of the action of the Hamiltonian on a given symmetric supermonomial (in terms
of symmetric superpolynomials) than there are in the expansion of this superpolynomial (again in
terms of symmetric supermonomials).1 Therefore, it is simpler to unravel the ordering at work by
considering the action of the Hamiltonian on supermonomials. This is how the ordering presented
here was found.
The analysis of the action of the Hamiltonian on the supermonomial basis had an important off-
shoot: all the expansion coefficients could be calculated explicitly. This provided a rather nontrivial
generalization of the results of [10], which are recovered here as a special case.
1In the terminology of this paper, the terms that can appear in the action of the Hamiltonian on the supermonomial
basis are obtained from a single rearrangement. In the Jack superpolynomial decomposition, there are in addition
terms associated to superpartitions generated from multiple rearrangements.
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As already stated, the triangular nature of the action of the Hamiltonian on the supermonomial
basis implies a triangular decomposition of the Jack superpolynomials. This, combined with the
fact that the superpartitions entering in the decomposition of a given Jack superpolynomial on
the monomial superfunction basis are asssociated to distinct eigenvalues, readily implies that the
Jack superpolynomials can be written as determinants. The entries of the determinants being the
known eigenvalues and the known expansion coefficients of the action of the Hamiltonian on the
supermonomial basis, one thus ends up with a remarkably simple and rather explicit expression for
the Jack superpolynomials that generalizes the one obtained in [11] in the non-supersymmetric case.
The article is organized as follows. In section 2, we briefly review the stCMS model as well as
some results of [7] that are required for the present article, namely superpartitions, the symmetric
supermonomials and the Jack superpolynomials. In section 3 we present our main result: the explicit
action of the Hamiltonian on the supermonomial basis. The resulting monomials are characterized by
partitions that can be obtained from the original one via the action of a two-particle lowering operator
R
(ℓ)
ij (the labels i and j being those of the particles on which the operator acts - with ‘intensity’
specified by ℓ). The new ordering is also formulated directly in terms of this lowering operator.
Section 4 is devoted to computing explicitly the action of the stCMS Hamiltonian on supermonomials
and thereby proving the result stated in section 3. In the last section, we reformulate the definition
of the Jack superpolynomials in terms of this new ordering and present the determinantal formula.
We would like to stress that all our results provide genuine extensions of non-supersymmetric
ones, the latter being associated to the zero-fermion sector. In this sector, a superpartition reduces
to a partition and a monomial superfunction reduces to an ordinary monomial symmetric function.
In this regard, the detailed proof of the action of the stCMS Hamiltonian on the supermonomial
basis includes an explicit proof of the main result of [10].
2 The supersymmetric CMS model and Jack superpolyno-
mials
2.1 The Hamiltonian
The Hamiltonian of the stCMS model reads [8]:
H = −
1
2
N∑
i=1
∂2xi +
(π
L
)2∑
i<j
β(β − 1 + θijθ
†
ij)
sin2(πxij/L)
−
(
πβ
L
)2
N(N2 − 1)
6
, (1)
where xij = xi − xj , θij = θi − θj and θ
†
ij = ∂θi − ∂θj . The θi’s, with i = 1, · · · , N , are the
anticommuting variables that, added to the standard variables xi, make the model supersymmetric.
That is to say, for i, j ∈ {1, . . . , N}, we have
[xi, xj ] = 0 , {θi, θj} = θiθj + θjθi = 0 , [xi, θj ] = 0 . (2)
The supersymmetric invariance is enforced in the very construction of this Hamiltonian, i.e., in
defining it as the anticommutator of two supersymmetric charges Q and Q† :
H =
1
2
{Q,Q†} with Q =
∑
j
∂θj (∂xj − iΦj(x)), Q
† =
∑
j
θj(∂xj + iΦj(x)) (3)
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where
Φj(x) =
πβ
L
∑
k 6=j
cot
(
π
xij
L
)
. (4)
The supersymmetric charges are fixed by the requirement that they be nilpotent and that, in the
absence of fermionic variables (that is, by setting θi = ∂θi = 0), the Hamiltonian reduce to the tCMS
Hamiltonian.
An observation that proves to be crucial in [7] is that the term encapsulating the dependency
upon the fermionic variables is a fermionic-exchange operator [8]:
κij ≡ 1− θijθ
†
ij = 1− (θi − θj)(∂θi − ∂θj ). (5)
This means that its action on any monomial function f(θi, θj) is such that
κij f(θi, θj) = f(θj , θi)κij . (6)
This allowed the powerful exchange-operator formalism [12] to be used to study the properties of
the model in [7]. Note that when we refer to exchange-operators (κij ,Kij ,Kij in this article) we
understand operators that satisfy relations of the type:
κij = κji , κijκjk = κikκij = κjkκki , κ
2
ij = 1. (7)
It proves convenient to remove the contribution of the ground-state wave function,
ψ0(x) = ∆
β(x) ≡
∏
j<k
sinβ
(πxjk
L
)
, (8)
from the Hamiltonian. The transformed Hamiltonian (which is still supersymmetric) becomes then
H¯ ≡
1
2
(
L
π
)2
∆−βH∆β . (9)
When written in terms of the new bosonic variables zj = e
2πixj/L, it finally reads
H¯ =
∑
i
(zi∂i)
2 + β
∑
i<j
zij
zij
(zi∂i − zj∂j)− 2β
∑
i<j
zizj
z2ij
(1− κij) . (10)
where ∂i = ∂zi and z
ij = zi + zj . The Jack superpolynomials will be eigenfunctions of this Hamil-
tonian.
2.2 Superpartitions and the monomial symmetric superfunctions
As explained in [7], since H¯ leaves invariant the space of polynomials of a given degree in z and a
given degree in θ, we can look for eigenfunctions of the form:
A(m)(z, θ;β) =
∑
1≤i1<i2<...<im≤N
θi1 · · · θimA
(i1...im)(z;β) , m = 0, 1, 2, 3, . . . , (11)
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where A(i1...im) is a homogeneous polynomial in z. Due to the presence of m fermionic variables in
its expansion, A(m) is said to belong to the m-fermion sector.
The solutions A(m), being symmetric superpolynomials, must be invariant under the combined
action of κij and Kij , the exchange operator acting on the zi variables:
Kijf(zi, zj) = f(zj , zi, )Kij . (12)
In other words, A(m) must be invariant under the action of Kij , where
Kij ≡ κijKij . (13)
Given that the θ products are antisymmetric, the functions A(i1...im) must satisfy
KijA
(i1...im)(z;β) = −A(i1...im)(z;β) ∀ i and j ∈ {i1 . . . im} ,
KijA
(i1...im)(z;β) = A(i1...im)(z;β) ∀ i and j 6∈ {i1 . . . im} .
(14)
i.e., A(i1...im) must be completely antisymmetric in the variables {zi1 , . . . , zim}, and totally symmet-
ric in the remaining variables z/{zi1, . . . , zim}.
Superpartitions (to be denoted by capital Greek letters) provide the proper labelling of symmet-
ric superpolynomials [7]. A superpartition in the m-fermion sector is a sequence of integers that
generates two standard partitions separated by a semicolon:
Λ = (Λ1, . . . ,Λm; Λm+1, . . . ,ΛN ) = (λ
a;λs), (15)
the first one being associated to an antisymmetric function, meaning that its parts are all distinct:
λa = (Λ1, . . . ,Λm), Λi > Λi+1 ≥ 0 , i = 1, . . .m− 1, (16)
and the second one, to a symmetric function:
λs = (Λm+1, . . . ,ΛN), Λi ≥ Λi+1 ≥ 0 , i = m+ 1, . . . , N − 1 , (17)
with equal parts then being allowed. In the zero-fermion sector, the semicolon is omitted and Λ re-
duces to λs. We often write the degree of a superpartition as n = |Λ| =
∑N
i=1 Λi. Note finally that to
any superpartition Λ, we associate a unique standard partition Λ∗ obtained by rearranging the parts
of the superpartition in decreasing order. For instance, the rearrangement of Λ = (4, 2, 1; 5, 3, 3, 1)
is the partition Λ∗ = (5, 4, 3, 3, 2, 1, 1).
The monomial symmetric superpolynomials have been introduced in [7] as a natural basis of the
ring of symmetric superfunctions (we will also refer to this basis as the supermonomial basis):
mΛ(z, θ) = m(Λ1,... ,Λm;Λm+1,... ,ΛN )(z, θ) =
∑
σ∈SN
′
θσ(1,... ,m)zσ(Λ), (18)
where the prime indicates that the summation is restricted to distinct terms, and where
zσ(Λ) = z
Λσ(1)
1 · · · z
Λσ(m)
m z
Λσ(m+1)
m+1 · · · z
Λσ(N)
N and θ
σ(1,... ,m) = θσ(1) · · · θσ(m) . (19)
Given a reduced decomposition σ = σi1 · · ·σin of an element σ of the symmetric group SN , let Kσ
stand for Ki1,i1+1 · · · Kin,in+1. In this notation, we can rewrite the monomial superfunction mΛ as
mΛ =
1
fΛ
∑
σ∈SN
Kσ
(
θ1 · · · θmz
Λ
)
, (20)
where the normalization constant fΛ is
fΛ = fλs = nλs(0)!nλs(1)!nλs(2)! · · · , (21)
with nλs(i) the number of i’s in λ
s, the symmetric part of Λ = (λa;λs).
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2.3 Jack superpolynomials
The Jack superpolynomials can now be defined.
Definition 1. The Jack superpolynomials are the unique functions satisfying the following two prop-
erties [7]:
(i) : H¯ JΛ(z, θ;β) = εΛJΛ(z, θ;β) ,
(ii) : JΛ(z, θ;β) = mΛ(z, θ) +
∑
Ω;Ω∗<Λ∗
cΛ,Ω(β)mΩ(z, θ) . (22)
In the definition, the ordering on partitions is the usual dominance ordering,
λ ≥ ω iff λ1 + λ2 + · · ·+ λi ≥ ω1 + ω2 + · · ·+ ωi , ∀i , (23)
and the eigenvalue εΛ, which turns out to be independent of the fermionic sector, is given by:
εΛ = εΛ∗ =
∑
j
[Λ∗j
2 + β(N + 1− 2j)Λ∗j ] . (24)
where Λ∗i ≡ (Λ
∗)i. The uniqueness property, rather obvious from a computational point of view, is
established in sect. 5. Many explicit examples of Jack superpolynomials can be found in [7].
As stressed in [7], the mere existence and uniqueness of functions satisfying the two conditions
of Definition 1 is remarkable. Later in this article, we will show that this definition does in fact
provide a genuine characterization of the Jack superpolynomials. However, it was also observed that
the dominance ordering of the partitions Λ∗ is not precise enough in the sense that some monomials
mΩ with Ω
∗ < Λ∗ do not appear in the sum. A partial ordering among superpartitions that fixes
this problem will be presented in the following section.
3 Action on the monomial basis and ordering of superparti-
tions
In order to motivate the dominance ordering presented at the end of this section, we first display
the explicit action of H¯ on the monomial superpolynomials. This, in turn, will lead to a simple
expression for the Jack superpolynomials in the form of determinants (cf. sect. 5).
As in the previous section, let Λ = (λa;λs) = (Λ1, . . . ,Λm; Λm+1, . . . ,ΛN ) be a superpartition in
the m-fermion sector.
In order to characterize the monomials that are generated by the action of H¯ onmΛ, we introduce
the operator2 R
(ℓ)
ij whose action, for i < j and ℓ ≥ 0, is given by:
R
(ℓ)
ij (Λ1, . . . ,Λi, . . . ,Λj, . . . ,ΛN) =
{
(Λ1, . . . ,Λi − ℓ, . . . ,Λj + ℓ, . . . ,ΛN) if Λi > Λj ,
(Λ1, . . . ,Λi + ℓ, . . . ,Λj − ℓ, . . . ,ΛN) if Λj > Λi .
(25)
2The non-supersymmetric version of this operator was introduced in [9] in the case ℓ = 1 (more precisely, it is the
raising version of the operator that is used), and in [11] in the general case.
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This action of R
(ℓ)
ij is non-zero only in the following cases:
I : i, j ∈ {1, . . . ,m} and ⌊Λi−Λj−12 ⌋ ≥ ℓ ,
II : i ∈ {1, . . . ,m} , j ∈ {m+ 1, . . . , N} and |Λi − Λj| − 1 ≥ ℓ ,
III : i, j ∈ {m+ 1, . . . , N} and ⌊Λi−Λj2 ⌋ ≥ ℓ .
(26)
where ⌊x⌋ stands for the largest integer smaller or equal to x. Otherwise, it is understood that R
(ℓ)
ij
annihilates the superpartition Λ, i.e., R
(ℓ)
ij Λ = ∅. In the following, we will say that a pair (i, j) is
of type I if i, j ∈ {1, . . . ,m}, of type II if i ∈ {1, . . . ,m} and j ∈ {m+ 1, . . . , N}, and of type III if
i, j ∈ {m+ 1, . . . , N}.
In them-fermion sector, given a sequence γ = (γ1, . . . , γm; γm+1, . . . , γN ), we will denote by γ the
superpartition whose antisymmetric part is the rearrangement of (γ1, . . . , γm) and whose symmetric
part is the rearrangement of (γm+1, . . . , γN ). For example, we have
(1, 3, 2; 2, 3, 1, 2) = (3, 2, 1; 3, 2, 2, 1). (27)
Also, σγ will stand for the element of SN that sends γ to γ, that is σγγ = γ. Note that we can always
choose σγ such that σγ = σ
a
γσ
s
γ , with σ
a
γ and σ
s
γ permutations of {1, . . . ,m} and {m + 1, . . . , N}
respectively.
We now state the explicit action of the stCMS Hamiltonian on monomials. The proof will be
presented in the following section.
Theorem 2. H¯ acts on mΛ(z, θ) as follows:
H¯mΛ(z, θ) = εΛmΛ(z, θ) +
∑
Ω6=Λ
vΛΩ(β)mΩ(z, θ) (28)
where εΛ is given in (24) and vΛΩ(β) is non-zero only if Ω = (ω
a;ωs) = R
(ℓ)
ij Λ , for a given R
(ℓ)
ij
with ℓ > 0. In this case, the coefficient vΛΩ(β) reads:
vΛΩ(β) =


2β sgn(σa
R
(ℓ)
ij
Λ
)
(
Λi − Λj − δℓ
)
n(Λi − ℓ,Λj + ℓ) if Λi > Λj
2β sgn(σa
R
(ℓ)
ij
Λ
)
(
Λj − Λi − δℓ
)
n(Λi + ℓ,Λj − ℓ) if Λj > Λi
(29)
where sgn(σa
R
(ℓ)
ij
Λ
) stands for the sign of the permutation σa
R
(ℓ)
ij
Λ
. The parameter δ is equal to 2, 1 or
0 if the pair (i, j) is of type I, II or III in (26) respectively. Finally n(a, b) is a symmetry factor
given by:
n(a, b) =


1 i, j of type I
nωs(b) i, j of type II
nωs(a)nωs(b) i, j of type III and a 6= b
1
2nωs(a) (nωs(a)− 1) i, j of type III and a = b
. (30)
Since in (29), 1 ≤ ℓ ≤ max{Λi,Λj}, the symmetry factor n(a, b) of the non-diagonal coefficients
is never invoked with arguments a or b equal to zero. This has the important consequence that
the coefficients vΛΩ(β) in (28) do not depend on the number N of variables, as long as N is large
enough so that mΩ(z, θ) 6= 0. Indeed, with Ω = (ωa;ωs), the number of variables only influences
the number of parts equal to zero in the partition ωs, which as we said does not influence the value
of the symmetry factor n(a, b).
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Remark 3. If Ω = R
(ℓ)
ij Λ = R
(ℓ′)
i′j′Λ, we must have ℓ = ℓ
′, Λi = Λi′ and Λj = Λj′ . The choice of i, j
or i′, j′ is thus irrelevant in the computation of vΛΩ(β).
We now look at an example. For N ≥ 5, we have
H¯m(2,1;4,2) = ε(2,1;4,2)m(2,1;4,2) + 2βm(3,1;3,2) − 4β m(3,2;2,2) + 4β m(2,1;3,3)
+8βm(2,1;3,2,1) + 24βm(2,1;2,2,2) + 4βm(2,1;4,1,1) .
(31)
The coefficient −4β in front of m(3,2;2,2) is explained first by identifying the proper rearrangement
that links (3, 2; 2, 2) to (2, 1; 4, 2), namely
(3, 2; 2, 2) = R
(2)
2,3 (2, 1; 4, 2) = (2, 3; 2, 2) (32)
(which is a type-II case) and then by evaluating the corresponding coefficient vΛ,Ω from Theorem 2:
2β sgn(σa(2,3;2,2))
(
4− 1− 2
)
n(3, 2) = −4β , (33)
since n(3, 2) = n(2,2)(2) = 2 (there are two 2’s in (2, 2) ) and the sign of the permutation that sends
(2, 3) to (3, 2) is −1.
Knowing the action of H¯ on the monomial basis allows us to define a partial ordering on super-
partitions.
Definition 4. We say that Λ ≥s Ω iff Ω = R
(ℓk)
ik,jk
. . . R
(ℓ1)
i1,j1
Λ, for a given sequence of operators
R
(ℓ1)
i1,j1
, . . . , R
(ℓk)
ik,jk
(the equality occurs in the case of the null sequence). 3
Proposition 5. The relation ≥s provides a partial ordering on superpartitions.
Proof: To show that ≥s is a genuine ordering, we have to verify the following three properties:
(1) reflexivity: Λ ≥s Λ;
(2) transitivity: if Γ ≥s Ω and Ω ≥s Λ, then Γ ≥s Λ;
(3) antisymmetry: if Λ ≥s Ω and Ω ≥s Λ, then Λ = Ω.
Reflexivity follows from the consideration of a null sequence of lowering operators. The transitiv-
ity property is also immediate since two sequences can be glued together to form a longer sequence.
In order to prove antisymmetry, we first make the following two simple observations from (25):
(i) : Λ ≥s Ω =⇒ Λ∗ ≥ Ω∗ , (ii) : Λ ≥s Ω and Λ∗ = Ω∗ =⇒ Λ = Ω , (34)
where as usual Λ∗ and Ω∗ are the partitions associated to the superpartitions Λ and Ω respectively.
Now, let Λ ≥s Ω and Ω ≥s Λ. Then, from the first observation, Λ∗ ≥ Ω∗ and Ω∗ ≥ Λ∗, i.e., Λ∗ = Ω∗.
Therefore, we have Λ ≥s Ω and Λ∗ = Ω∗, which lead to Λ = Ω from the second observation. 
Using this new partial ordering on superpartitions, we now have that the action (28) of H¯ on
mΛ(z, θ) is triangular.
Corollary 6.
H¯mΛ(z, θ) = εΛmΛ(z, θ) +
∑
Ω<sΛ
vΛΩ(β)mΩ(z, θ) . (35)
Notice that not all Ω’s such that Ω <s Λ appear in this expansion with a non-zero coefficient.
Only those that can be obtained from Λ by the application of a single lowering operator have non-zero
coefficients.
3The dominance ordering on partitions is a special case of this ordering on superpartitions. We draw attention
to the technical importance of formulating an ordering using the lowering operator R
(ℓ)
ij , especially in the case of the
usual dominance ordering (as opposed to its formulation in terms of inequalities).
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4 The action of H¯ on the monomial basis: a detailed proof
We will first focus on the non-diagonal coefficients in the action of H¯ on mΛ(z, θ), that is, on the
coefficients vΛ,Ω for Λ 6= Ω, and wait until the end of the section before computing the diagonal
coefficient εΛ. We will show that the coefficients vΛ,Ω are indeed given by the expression displayed
in Theorem 2 for the special case N = 2, for the pairs (i, j) of types I, II and III. And, in a second
step, we will prove the theorem in general. The reason why the two-particle case plays such a central
role is that the operator R
(ℓ)
ij acts only on two parts of a partition, that is, on N = 2 particles.
4.1 Non-diagonal coefficients: the case N = 2
We will use the following notation:
Bij =
zij
zij
(zi∂i − zj∂j), Fij = −2
zizj
z2ij
(1− κij), (36)
(B for boson and F for fermion). The part of the Hamiltonian acting non-diagonally on the monomial
basis is β(B + F ), where
B =
∑
1≤i<j≤N
Bij , F =
∑
1≤i<j≤N
Fij . (37)
In order to simplify the notation, we will set Λ1 = r, Λ2 = s.
Case III:
In this case, we must have m = 0. This gives Λ = (; r, s) = (r, s), and
m(r,s) =
1
f(r,s)
(1 +K12) z
r
1z
s
2 =
1
f(r,s)
(zr1z
s
2 + z
s
1z
r
2) . (38)
Clearly, the action of F12 vanishes since there are no θ terms. The action of B12 is simply
B12m(r,s) =
1
f(r,s)
z12
z12
(r − s)(z1z2)
s(zr−s1 − z
r−s
2 )
=
z12
z12
(r − s)(z1z2)
sz12(z
r−s−1
1 + z
r−s−2
1 z2 + · · ·+ z1z
r−s−2
2 + z
r−s−1
2 )
= (r − s)(z1z2)
s
(
zr−s1 + 2[z
r−s−1
1 z2 + · · ·+ z1z
r−s−1
2 ] + z
r−s
2
)
(39)
where we have set f(r,s) = 1, since the action vanishes in the case r = s. Therefore, by recombining
to construct monomial symmetric functions, we get
βB12m(r,s) = βBm(r,s) = β(r − s)m(r,s) +
⌊(r−s)/2⌋∑
ℓ=1
2β(r − s)m(r−ℓ,s+ℓ) . (40)
If we let Ω = (r−ℓ, s+ℓ), we have Ω = R
(ℓ)
12 Λ = R
(ℓ)
12 Λ. We thus recover the right value 2β(Λ1−Λ2) =
2β(r − s) for the coefficient vΛ,Ω, for 1 ≤ ℓ ≤ ⌊(Λ1 − Λ2)/2⌋ (see (29) with δ = 0).
Case II:
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We now have m = 1. Consider first the action of B + F on m(r;s), supposing that r > s. Given
m(r;s) =
1
f(r;s)
(1 +K12) θ1z
r
1z
s
2 = θ1z
r
1z
s
2 + θ2z
s
1z
r
2 (41)
(since f(r;s) = 1), we get
B12m(r;s) =
z12
z12
(r − s)(z1z2)
s(θ1z
r−s
1 − θ2z
r−s
2 ) (42)
and
F12m(r;s) = −2
z1z2
z212
(θ1 − θ2)(z
r
1z
s
2 − z
s
1z
r
2)
= −
2
z12
(θ1 − θ2)(z1z2)
s(zr−s1 z2 + · · ·+ z1z
r−s
2 ) . (43)
In the sum B12 + F12, we now concentrate on the term θ1:
(B12 + F12)m(r;s)
∣∣
θ1
=
θ1
z12
(z1z2)
s{(r − s)z12zr−s1 − 2(z
r−s
1 z2 + · · ·+ z1z
r−s
2 )} . (44)
To proceed further, we use the following identity proved in the appendix.
Identity 7.
{(r − s)z12zr−s1 − 2(z
r−s
1 z2 + · · ·+ z1z
r−s
2 )} = z12{(r − s)z
r−s
1 +
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ1 z
ℓ
2} .
(45)
Taking into account the θ2 terms (which are recovered by symmetry from the θ1 terms under
z1 ↔ z2), we have:
β(B12 + F12)m(r;s) = β(B + F )m(r;s) = β(r − s)m(r;s) +
r−s−1∑
ℓ=1
2β(r − s− ℓ)m(r−ℓ;s+ℓ) . (46)
We thus get the right coefficient, namely 2β(Λ1 − Λ2 − δℓ), with δ = 1. Moreover, the upper limit
on ℓ shows that Λ1 − Λ2 > ℓ, as it should. The derivation in the case r < s is identical.
Case I:
Since we now have m = 2, we consider the action of B + F on m(r,s;0). Given that, for r > s,
m(r,s;0) =
1
f(r,s;0)
(1 +K12) θ1θ2z
r
1z
s
2 = θ1θ2(z
r
1z
s
2 − z
s
1z
r
2) , (47)
a direct computation yields
B12m(r,s;0) = θ1θ2
z12
z12
(r − s)(z1z2)
s(zr−s1 + z
r−s
2 ) , (48)
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and since (1− κ12)θ1θ2 = 2θ1θ2,
F12m(r,s;0) = −4θ1θ2
z1z2
z212
(zr1z
s
2 − z
s
1z
r
2)
= −4θ1θ2
z1z2
z212
(z1z2)
sz12(z
r−s−1
1 + z
r−s−2
1 z2 + · · ·+ z
r−s−1
2 )
= −4θ1θ2
1
z12
(z1z2)
s(zr−s1 z2 + z
r−s−1
1 z
2
2 + · · ·+ z1z
r−s
2 ) . (49)
Therefore, we obtain
(B12 + F12)m(r,s;0) =
θ1θ2
z12
(z1z2)
s{(r − s)z12(zr−s1 + z
r−s
2 )− 4(z
r−s
1 z2 + · · ·+ z1z
r−s
2 )} . (50)
To proceed, we need the following identity also proved in the appendix.
Identity 8.
{(r − s)z12(zr−s1 + z
r−s
2 )− 4(z
r−s
1 z2 + · · ·+ z1z
r−s
2 )}
= z12
{
(r − s)(zr−s1 − z
r−s
2 ) +
⌊(r−s−1)/2⌋∑
ℓ=1
2(r − s− 2ℓ)(zr−s−ℓ1 z
ℓ
2 − z
ℓ
1z
r−s−ℓ
2 )
}
. (51)
Using the identity, we get
β(B12 + F12)m(r,s;0) = β(B + F )m(r,s;0) = β(r − s)m(r,s;0) +
⌊(r−s−1)/2⌋∑
ℓ=1
2β(r − s− 2ℓ)m(r−ℓ,s+ℓ;0) .
(52)
From this expression, the value of the coefficient vΛ,Ω is given immediately. It is indeed 2β(Λ1 −
Λ2 − δℓ), with δ = 2. The upper limit in the summation implies that ⌊(Λ1 − Λ2 − 1)/2⌋ ≥ ℓ, as it
should.
4.2 Non-diagonal coefficients: the case N > 2
Let Λij denote the restriction of a superpartition to its i
th and jth entries, that is,
Λij =


(Λi,Λj ; 0) if i, j is of type I
(Λi; Λj) if i, j is of type II
(Λi,Λj) if i, j is of type III
. (53)
Also, in accordance with (26), we define SΛij , to be
SΛij =


⌊Λi−Λj−12 ⌋ if i, j of type I
|Λi − Λj | − 1 if i, j of type II
⌊
Λi−Λj
2 ⌋ if i, j of type III
. (54)
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For an arbitrary number of particules, we have thus
β(B + F )mΛ = β
∑
1≤i<j≤N
(Bij + Fij)
1
fΛ
∑
σ∈SN
Kσ
(
θ1 · · · θmz
Λ
)
=
β
fΛ
∑
σ∈SN
Kσ

 ∑
1≤i<j≤N
(Bij + Fij) θ1 · · · θmz
Λ


=
β
fΛ
∑
1≤i<j≤N
∑
σ∈SN
Kσ
(
(Bij + Fij) θ1 · · · θmz
Λ
)
=
1
2
β
fΛ
∑
1≤i<j≤N
∑
σ∈SN
Kσ
(
(Bij + Fij)(1 +Kij) θ1 · · · θmz
Λ
)
=
1
2
1
fΛ
∑
1≤i<j≤N
SΛij∑
ℓ=0
v
Λij
(
R
(ℓ)
ij
Λ
)
ij
∑
σ∈SN
Kσ

 1
f(
R
(ℓ)
ij
Λ
)
ij
(1 +Kij) θ1 · · · θmz
R
(ℓ)
ij
Λ


=
1
fΛ
∑
1≤i<j≤N
SΛij∑
ℓ=0
v
Λij
(
R
(ℓ)
ij
Λ
)
ij
f(
R
(ℓ)
ij
Λ
)
ij
∑
σ∈SN
Kσ
(
θ1 · · · θmz
R
(ℓ)
ij
Λ
)
=
1
fΛ
∑
1≤i<j≤N
SΛij∑
ℓ=0
v
Λij
(
R
(ℓ)
ij
Λ
)
ij
f(
R
(ℓ)
ij
Λ
)
ij
∑
σ∈SN
sgn(σa
R
(ℓ)
ij
Λ
)KσKσa
R
(ℓ)
ij
Λ
Kσs
R
(ℓ)
ij
Λ
(
θ1 · · · θmz
R
(ℓ)
ij
Λ
)
=
1
fΛ
∑
1≤i<j≤N
SΛij∑
ℓ=0
sgn(σa
R
(ℓ)
ij
Λ
)
v
Λij
(
R
(ℓ)
ij
Λ
)
ij
f(
R
(ℓ)
ij
Λ
)
ij
∑
σ′∈SN
Kσ′
(
θ1 · · · θmz
R
(ℓ)
ij
Λ
)
=
1
fΛ
∑
1≤i<j≤N
SΛij∑
ℓ=0
sgn(σa
R
(ℓ)
ij
Λ
)
v
Λij
(
R
(ℓ)
ij
Λ
)
ij
f(
R
(ℓ)
ij
Λ
)
ij
f
R
(ℓ)
ij
Λ
m
R
(ℓ)
ij
Λ
.
(55)
Let us be more specific about some of these steps. In the fourth equality, we have introduced a
factor (1+Kij)/2 in order to generate two terms out of θ1 · · · θmzΛ because the action of Bij+Fij is
defined on two terms (cf. eqs (38), (41) and (47)). We have thus generated an intermediate N = 2
problem in order to use the N = 2 results derived previously. The factor β is now reabsorbed in the
coefficient v
Λij
(
R
(ℓ)
ij
Λ
)
ij
:
v
Λij
(
R
(ℓ)
ij
Λ
)
ij
= 2β
(
|Λi − Λj | − δℓ
)
, ℓ 6= 0 . (56)
Observe that the non-diagonal coefficients correspond to the cases where ℓ > 0, but that the action of
B+F also includes a diagonal contribution, to be analysed later. In the sixth equality, we reexpress
the outcome in terms of a single term. However, the ordering of the variables may not be adequate
for this to be a genuine supermonomial leading term. Some reordering may be required, forcing the
appearance of extra factors KσaKσs in the next equality. Moreover, reordering the anticommuting
variables may generate a sign given by the factor sgn(σa). In the following step, we redefine the
summation variable as follows: σ′ = σσaσs. In the final equality, we simply use the definition of
supermonomials.
4 THE ACTION OF H¯ ON THE MONOMIAL BASIS: A DETAILED PROOF 13
We are now in a position to compute the coefficient vΛΩ. Let #(Ω,Λ) denote the number of
distinct ways we can choose (i, j), i < j, such that Ω = R
(ℓ)
ij Λ. Note that such “symmetries” can
only occur on the symmetric side, that is, if there is more than one possible choice of i (or j),
then i > m (or j > m). Therefore, sgn(σa
R
(ℓ)
ij Λ
) is independent of the particular choice of the pair
(i, j) leading to Ω, since the underlying degeneracy is independent of the antisymmetric side. The
coefficient of mΩ is thus
vΛΩ =
1
fΛ
sgn(σa
R
(ℓ)
ij
Λ
)
v
Λij
(
R
(ℓ)
ij
Λ
)
ij
f(
R
(ℓ)
ij
Λ
)
ij
fΩ#(Ω,Λ) . (57)
The factor #(Ω,Λ) comes from the different values of the pair (i, j) leading to the same superpartition
Ω. From Remark 3, these distinct values all lead to the same coefficient v
Λij
(
R
(ℓ)
ij
Λ
)
ij
/f(
R
(ℓ)
ij
Λ
)
ij
.
Since it has also just been mentioned that these different choices do not affect the value of sgn(σa
R
(ℓ)
ij
Λ
),
vΛΩ is simply given by the coefficient ofm
R
(ℓ)
ij
Λ
in (55) (disregarding the sum) multiplied by #(Ω,Λ).
Let us now evaluate explicitly the various factors entering in the expression of vΛΩ, for the three
cases treated separately. We first consider case III, that is, the case where i, j ∈ {m + 1, . . . , N}.
If Λi − ℓ 6= Λj + ℓ, when going from Λ to Ω, the number of Λi and Λj decreases by 1, whereas the
number of Λi− ℓ and Λj + ℓ increases by 1 (while the other Λk’s remain unaffected). Therefore, the
ratio fΩ/fΛ depends only upon the multiplicity factors involving these parts, that is,
fΩ
fΛ
=
nωs(Λi − ℓ)!nωs(Λj + ℓ)!nωs(Λi)!nωs(Λj)!
nλs(Λi − ℓ)!nλs(Λj + ℓ)!nλs(Λi)!nλs(Λj)!
=
nωs(Λi − ℓ)!nωs(Λj + ℓ)!nωs(Λi)!nωs(Λj)!(
nωs(Λi − ℓ)− 1
)
!
(
nωs(Λj + ℓ)− 1
)
!
(
nωs(Λi) + 1
)
!
(
nωs(Λj) + 1
)
!
=
nωs(Λi − ℓ)nωs(Λj + ℓ)(
nωs(Λi) + 1
)(
nωs(Λj) + 1
) . (58)
Finally, since in that case #(Ω,Λ) is equal to
(
nωs(Λi)+1
)(
nωs(Λj)+1
)
(the product of the number
of Λi’s and Λj’s in the symmetric part of Λ), and since f(R(ℓ)
ij
Λ
)
ij
= 1, we get
vΛΩ = sgn(σ
a
R
(ℓ)
ij
Λ
) v
Λij
(
R
(ℓ)
ij
Λ
)
ij
nωs(Λi − ℓ)nωs(Λj + ℓ) , (59)
which agrees with the expression given in Theorem 2. In the case where Λi− ℓ = Λj + ℓ, when going
from Λ to Ω, the number of Λi and Λj decreases by 1, whereas the number of Λi − ℓ increases by 2,
that is,
fΩ
fΛ
=
nωs(Λi − ℓ)
(
nωs(Λi − ℓ)− 1
)(
nωs(Λi) + 1
)(
nωs(Λj) + 1
) . (60)
The number #(Ω,Λ) is still
(
nωs(Λi) + 1
)(
nωs(Λj) + 1
)
, but now f(
R
(ℓ)
ij
Λ
)
ij
= 2, giving
vΛΩ =
1
2
sgn(σa
R
(ℓ)
ij
Λ
) v
Λij
(
R
(ℓ)
ij
Λ
)
ij
nωs(Λi − ℓ)
(
nωs(Λi − ℓ)− 1
)
, (61)
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as announced.
Let us now consider case II with Λi > Λj . This case is similar to case III with Λi − ℓ 6= Λj + ℓ.
The only difference is that since Λi now belongs to the antisymmetric sector, it does not influence
the value of fΩ/fΛ. Therefore, in this case,
fΩ
fΛ
=
nωs(Λj + ℓ)
nωs(Λj) + 1
, (62)
and
vΛΩ = sgn(σ
a
R
(ℓ)
ij
Λ
) v
Λij
(
R
(ℓ)
ij
Λ
)
ij
nωs(Λj + ℓ). (63)
The situation when Λi < Λj is similar.
Finally, in case I, Λi and Λj both belong to the antisymmetric sector, and thus fΩ = fΛ. This
gives
vΛΩ = sgn(σ
a
i,j,ℓ) vΛij
(
R
(ℓ)
ij
Λ
)
ij
. (64)
4.3 The diagonal coefficients
To complete the study of the action of the Hamiltonian on the supermonomial basis, we now evaluate
the diagonal coefficient explicitly. The full stCMS Hamiltonian reads
H¯ = A+ β(B + F ) , with A =
N∑
i=1
(zi∂i)
2 . (65)
The action of A on the supermonomial basis is diagonal:
AmΛ =
(
N∑
i=1
Λ2i
)
mΛ . (66)
There is also a contribution coming from the part β(B + F ) of the Hamiltonian. It can obtained
from (55) for the case ℓ = 0 with
v
Λij
(
R
(0)
ij
Λ
)
ij
= vΛijΛij = β|Λi − Λj| . (67)
This value is independent of the sector – cf. eqs (40), (46) and (52)). The diagonal contribution of
β(B + F )mΛ is thus
vΛΛ =
1
fΛ
∑
1≤i<j≤N
vΛijΛijfΛ = β
∑
1≤i<j≤N
|Λi − Λj |
= β
∑
1≤i<j≤N
(Λ∗i − Λ
∗
j) = β
N∑
k=1
(N + 1− 2k)Λ∗k . (68)
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The step in which we eliminate the alsolute value provides the technical reason why the eigenvalue
is ultimately expressed in terms of the parts of Λ∗. The last equality is obtained as follows [3]. Let
L be such that Λ∗L 6= 0 but Λ
∗
j>L = 0. We can write∑
1≤i<j≤N
(Λ∗i − Λ
∗
j ) =
∑
1≤i≤L<j≤N
Λ∗i +
∑
1≤i<j≤L
(Λ∗i − Λ
∗
j)
=
∑
1≤i≤L
(N − L)Λ∗i +
∑
1≤k≤L
[(L− k)− (k − 1)]Λ∗k
=
∑
1≤k≤L
(N + 1− 2k)Λ∗k . (69)
To evaluate the double sum, we simply count the number of occurences of Λ∗k with positive and
negative signs: it arises N −k times with a plus sign and k− 1 times with a minus sign. Note finally
that the last sum can be extended from L to N without changing its value.
Combining the diagonal contribution of β(B + F ) to that of A yields
εΛ =
N∑
k=1
[Λ2k + β(N + 1− 2k)Λ
∗
k] =
N∑
k=1
[Λ∗k
2 + β(N + 1− 2k)Λ∗k] (70)
This is also the eigenvalue of the Jack superpolynomial JΛ, which is thus computed here without
the help of Dunkl operators.
5 Determinantal expression for the Jack superpolynomials
5.1 A new definition of the Jack superpolynomials
Given that we have obtained a partial ordering on superpartitions, it is natural to ask whether we
can replace Definition 1 of the Jack superpolynomials by a stronger definition involving the weaker
ordering on superpartitions. That is, we would like to know whether the Jack superpolynomials can
be characterized by the two conditions:
(i) : JΛ = mΛ +
∑
Ω;Ω<sΛ cΛΩmΩ
(ii) : H¯ JΛ = εΛJΛ .
(71)
The interest of such a definition is that, given the triangular action of H¯ (see Corollary 6) and the
fact that εΛ 6= εΩ if Ω <s Λ, we can obtain, as we will see later, a determinantal expression for JΛ.
Therefore, there exist functions satisfying conditions (71). That we can indeed characterize the Jack
superpolynomials using these conditions relies on the uniqueness of the Jack superpolynomials (cf.
Definition 1), which we now establish.
Lemma 9. There exists a unique function JΛ satisfying the two conditions:
(i) : JΛ = mΛ +
∑
Ω; Ω∗<Λ∗ cΛΩmΩ
(ii) : H¯ JΛ = εΛJΛ .
(72)
Proof: The existence of such a function will follow from the determinantal expression that we will
present later on. The uniqueness is proved as follows. Let JΛ and J¯Λ be two functions satisfying
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the conditions of the theorem. Then, if we suppose that JΛ 6= J¯Λ, we have
JΛ − J¯Λ =
∑
Ω;Ω∗<Λ∗
dΛΩmΩ , (73)
for some coefficients dΛΩ. Now, let Ω
(1) <T Ω(2) <T · · · <T Ω(n) be a total ordering (compatible with
the ordering on superpartitions) of all the superpartitions Ω(i), i = 1, . . . , n, such that dΛΩ(i) 6= 0.
Since JΛ and J¯Λ are both eigenfunctions of H¯ with eigenvalue εΛ, we must have H¯
(
JΛ − J¯Λ
)
=
ǫΛ
(
JΛ − J¯Λ
)
, that is, from Corollary 6,
H¯
n∑
i=1
dΛΩ(i)mΩ(i) =
n∑
i=1
dΛΩ(i)

εΩ(i) mΩ(i) + ∑
Γ<sΩ(i)
vΩ(i)ΓmΓ

 = εΛ n∑
i=1
dΛΩ(i)mΩ(i) . (74)
In the middle expression, the coefficient ofmΩ(n) is simply equal to εΩ(n)dΛΩ(n) , since Ω
(n) dominates
Ω(i), i = 1, . . . , n−1, in the order on superpartitions. But in the last expression of (74), the coefficient
of mΩ(n) is equal to εΛdΛΩ(n) . We must thus have εΛdΛΩ(n) = εΩ(n)dΛΩ(n) , with dΛΩ(n) 6= 0, that is
we must have εΛ = εΩ(n) . But this is impossible because, from (73), Λ
∗ >
(
Ω(n)
)∗
, which implies
that εΛ 6= εΩ(n) . Therefore, a contradiction arises and JΛ cannot be different from J¯Λ. 
It is easy to see, from (34)(i), that if a function JΛ is such that JΛ = mΛ +
∑
Ω<sΛ cΛΩmΩ,
then it is also such that JΛ = mΛ +
∑
Ω;Ω∗<Λ∗ eΛΩmΩ , for some coefficients eΛΩ. Therefore, the
previous lemma (combined with the existence of functions satisfying conditions (71)) leads directly
to the following theorem.
Theorem 10. The Jack superpolynomials can be defined by the two conditions:
(i) : JΛ = mΛ +
∑
Ω;Ω<sΛ cΛΩmΩ
(ii) : H¯ JΛ = εΛJΛ .
(75)
5.2 Determinantal formulas
As mentioned earlier, an important offshoot of this new definition is that we can obtain determinantal
expressions for the Jack superpolynomials. Indeed, because we are looking for Jack superpolynomials
with a triangular expansion
JΛ = mΛ +
∑
Ω<sΛ
cΛΩmΩ , (76)
the fact that εΩ 6= εΛ if Ω <s Λ combined with the triangular action (35)
H¯mΛ = εΛmΛ +
∑
Ω<sΛ
vΛΩmΩ , (77)
leads to a determinantal expression.
Theorem 11. If Λ(1),Λ(2), . . . ,Λ(n) = Λ is a total ordering (compatible with the ordering on super-
partitions) of all superpartitions ≤s Λ, then the Jack superpolynomial JΛ is given by the following
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determinant:
JΛ = cΛ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
mΛ(1) mΛ(2) · · · · · · mΛ(n−1) mΛ(n)
εΛ(1) − εΛ(n) vΛ(2)Λ(1) · · · · · · vΛ(n−1)Λ(1) vΛ(n)Λ(1)
0 εΛ(2) − εΛ(n) · · · · · · vΛ(n−1)Λ(2) vΛ(n)Λ(2)
... 0
. . .
...
...
...
...
. . .
. . .
...
0 0 · · · 0 εΛ(n−1) − εΛ(n) vΛ(n)Λ(n−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (78)
where the constant of proportionality is
cΛ = (−1)
n−1
n−1∏
i=1
1
εΛ(i) − εΛ(n)
. (79)
For a proof that this determinant is in fact a non-zero eigenvector of H¯ with eigenvalue εΛ, the
reader is referred to [11]. The proof found in this article can be applied to our case as well. Notice
that in the determinantal expression, the relative ordering of the superpartitions not related by the
partial ordering ≥s is irrelevant.
It might be important to remark that, since the coefficients vΛΩ do not depend on the number
of variables N , and since the differences
εΩ − εΛ = εΩ∗ − εΛ∗ =
∑
k
(
(Ω∗k
2 − Λ∗k
2)− 2 k β (Ω∗k − Λ
∗
k)
)
, |Ω| = |Λ| , (80)
also do not depend on the number of variables, the determinantal expression for JΛ does not depend
on N .
For example, with
H¯m(3;1) = (10 + 4 β N − 6 β)m(3;1) + 2 βm(2;2) + 8 βm(2;1,1) + 2 βm(1;2,1)
H¯m(2;2) = (8 + 4 β N − 8 β)m(2;2) + 4 β m(2;1,1) + 2 β m(1;2,1)
H¯m(2;1,1) = (6 + 4 β N − 10 β)m(2;1,1) + 6 βm(1;1,1,1)
H¯m(1;2,1) = (6 + 4 β N − 10 β)m(1;2,1) + 12 βm(1;1,1,1)
H¯m(1;1,1,1) = (4 + 4 β N − 16 β)m(1;1,1,1) , (81)
we have
J(3;1) =
1
64(3 + 5β)(1 + β)3
∣∣∣∣∣∣∣∣∣∣
m(1;1,1,1) m(1;2,1) m(2;1,1) m(2;2) m(3;1)
−6− 10β 12β 6β 0 0
0 −4− 4β 0 2β 2β
0 0 −4− 4β 4β 8β
0 0 0 −2− 2β 2β
∣∣∣∣∣∣∣∣∣∣
= m(3;1) +
β
1 + β
m(2;2) +
β(2 + 3β)
(1 + β)2
m(2;1,1) +
β(1 + 2β)
2(1 + β)2
m(1;2,1) +
3β2
(1 + β)2
m(1;1,1,1) . (82)
6 Conclusion
Although unravelling the natural generalization of the dominance ordering at the level of superpar-
titions was our original motivation for this work, we have obtained much more than that: we ended
A PROOFS OF IDENTITY ?? AND ?? 18
up with a simple determinantal expression for the Jack superpolynomials. In a sense, the mere
discovery of a determinantal expression for Jack superpolynomials ensures that the pivotal concepts
underlying their construction, namely monomial symmetric superpolynomials and superpartitions
(as well as their associated ordering) are the right ones.
There is a natural supersymmetric extension of the physical scalar product with respect to which
the Jack polynomials are orthogonal. However, the Jack superpolynomials are not orthogonal with
respect to this supersymmetric scalar product. The next step is thus to seek a general pattern for
constructing linear combinations of Jack superpolynomials sharing the same Hamiltonian eigenvalue
that would be orthogonal.
Also, we believe the present formalism to be extendable to the case of the Hi-Jack polynomials
(or generalized Hermite polynomials) and their supersymmetric counterparts. We hope to report
elsewhere on this subject.
NOTE ADDED
After this article got accepted for publication, we completed the program of constructing or-
thogonal Jack superpolynomials. These results will be presented in the article Jack polynomials in
superspace.
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A Proofs of Identity 7 and 8
Proof of Identity 7: Expanding the factors z12 and z
12, Identity 7 is equivalent to
(r − s)
(
zr−s+11 − z
r−s
1 z2
)
+
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ+11 z
ℓ
2 −
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ1 z
ℓ+1
2
= (r − s)
(
zr−s+11 + z
r−s
1 z2
)
− 2
r−s∑
ℓ=1
zr−s−ℓ+11 z
ℓ
2 . (83)
Now, doing simple transformations on the indices of summation, we have
(r − s)
(
zr−s+11 − z
r−s
1 z2
)
+
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ+11 z
ℓ
2 −
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ1 z
ℓ+1
2
= (r − s)
(
zr−s+11 − z
r−s
1 z2
)
+
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ+11 z
ℓ
2 −
r−s∑
ℓ=2
2(r − s− ℓ+ 1)zr−s−ℓ+11 z
ℓ
2
= (r − s)
(
zr−s+11 − z
r−s
1 z2
)
+ 2(r − s− 1)zr−s1 z2 − 2z1z
r−s
2 − 2
r−s−1∑
ℓ=2
zr−s−ℓ+11 z
ℓ
2
= (r − s)
(
zr−s+11 + z
r−s
1 z2
)
− 2
r−s∑
ℓ=1
zr−s−ℓ+11 z
ℓ
2 ,
(84)
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which proves (83) and, consequently, Identity 7. 
Proof of Identity 8: Using Identity 7 twice (once with z1 ↔ z2), we have
(r − s)z12
(
zr−s1 + z
r−s
2
)
− 4
r−s∑
ℓ=1
zr−s−ℓ+11 z
ℓ
2
= z12
{
(r − s)
(
zr−s1 − z
r−s
2
)
+
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ1 z
ℓ
2 −
r−s−1∑
ℓ=1
2(r − s− ℓ)zℓ1z
r−s−ℓ
2
}
.
(85)
Finally, after a sequence of simple transformations,
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ1 z
ℓ
2 −
r−s−1∑
ℓ=1
2(r − s− ℓ)zℓ1z
r−s−ℓ
2
=
r−s−1∑
ℓ=1
2(r − s− ℓ)zr−s−ℓ1 z
ℓ
2 −
r−s−1∑
ℓ=1
2 ℓ zr−s−ℓ1 z
ℓ
2
=
r−s−1∑
ℓ=1
2(r − s− 2ℓ)zr−s−ℓ1 z
ℓ
2
=
⌊ r−s−12 ⌋∑
ℓ=1
2(r − s− 2ℓ)zr−s−ℓ1 z
ℓ
2 +
r−s−1∑
ℓ=⌊ r−s−12 ⌋+1
2(r − s− 2ℓ)zr−s−ℓ1 z
ℓ
2
=
⌊ r−s−12 ⌋∑
ℓ=1
2(r − s− 2ℓ)zr−s−ℓ1 z
ℓ
2 −
r−s−1−⌊ r−s−12 ⌋∑
ℓ=1
2(r − s− 2ℓ)zℓ1z
r−s−ℓ
2
=
⌊ r−s−12 ⌋∑
ℓ=1
2(r − s− 2ℓ)
(
zr−s−ℓ1 z
ℓ
2 − z
ℓ
1z
r−s−ℓ
2
)
, (86)
we obtain the Identity 8. Note that in the final step, when r−s is even, we have r−s−1−⌊ r−s−12 ⌋ =
⌊ r−s−12 ⌋+ 1. The extra case corresponding to ℓ = ⌊
r−s−1
2 ⌋+ 1 = (r − s)/2 can be ignored since it
has a factor (r − s− 2ℓ) = 0. 
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