Abstract-This paper introduces a class of -nearest neighbor ( -NN) estimators called bipartite plug-in (BPI) estimators for estimating integrals of nonlinear functions of a probability density, such as Shannon entropy and Rényi entropy. The density is assumed to be smooth, have bounded support, and be uniformly bounded from below on this set. Unlike previous -NN estimators of nonlinear density functionals, the proposed estimator uses data-splitting and boundary correction to achieve lower mean square error. Specifically, we assume that i.i.d. samples from the density are split into two pieces of cardinality and , respectively, with samples used for computing a -NN density estimate and the remaining samples used for empirical estimation of the integral of the density functional. By studying the statistical properties of -NN balls, explicit rates for the bias and variance of the BPI estimator are derived in terms of the sample size, the dimension of the samples, and the underlying probability distribution. Based on these results, it is possible to specify optimal choice of tuning parameters , for maximizing the rate of decrease of the mean square error. The resultant optimized BPI estimator converges faster and achieves lower mean squared error than previous -NN entropy estimators. In addition, a central limit theorem is established for the BPI estimator that allows us to specify tight asymptotic confidence intervals.
component analysis in signal processing [3] . Entropy has also been used in Internet anomaly detection [4] and data and image compression applications [5] . Several entropy-based nonparametric statistical tests have been developed for testing statistical models including uniformity and normality [6] , [7] . Parameter estimation methods based on entropy have been developed in [8] and [9] . For further applications, see, for example, [10] .
In these applications, the functional of interest must be estimated empirically from sample realizations of the underlying densities. Several estimators of entropy measures have been proposed for general multivariate densities . These include consistent estimators based on entropic graphs [11] , [12] , gap estimators [13] , nearest neighbor distances [10] , [14] [15] [16] , kernel density plug-in estimators [17] [18] [19] [20] [21] [22] , Edgeworth approximations [23] , convex risk minimization [24] , and orthogonal projections [25] .
The class of density-plug-in estimators considered in this paper are based on -nearest neighbor ( -NN) distances and, more specifically, bipartite -NN graphs over the random sample. The basic construction of the proposed bipartite plug-in (BPI) estimator is as follows (see Section II-A for a precise definition). Given a total of data samples, we split the data into two parts of size and size ,
. On the part of size , a -NN density estimate is constructed. The density functional is then estimated by plugging the -NN density estimate into the functional and approximating the integral by an empirical average over the remaining samples. This can be thought of as computing the estimator over a bipartite graph with the density estimation nodes connected to the integral approximating nodes. The BPI estimator exploits a close relation between density estimation and the geometry of proximity neighborhoods in the data sample. The BPI estimator is designed to automatically incorporate boundary correction, without requiring prior knowledge of the support of the density. Boundary correction compensates for bias due to distorted -NN neighborhoods that occur for points near the boundary of the density support set. Furthermore, this boundary correction is adaptive in that we achieve the same MSE rate of convergence that can be attained using an oracle BPI estimator having knowledge of boundary of the support. Since the rate of convergence relates the number of samples to the performance of the estimator, convergence rates have great practical utility. A statistical analysis of the bias and variance, including rates of convergence, is presented for this class of boundary compensated BPI estimators. In addition, results on weak convergence (CLT) of BPI estimators are established. These results are applied to optimally select estimator tuning parameters and to derive confidence intervals. For arbitrary smooth functions , we show that by 0018 -9448/$31.00 © 2012 IEEE choosing increasing in with order , an optimal mean square error (MSE) rate of order is attained by the BPI estimator. For certain specific functions including Shannon entropy ( ) and Rényi entropy ( ), a faster MSE rate of order is achieved by BPI estimators by correcting for bias.
A. Previous Work on -NN Functional Estimation
The authors of [10] , [14] , [15] , [26] propose -NN estimators for Shannon entropy ( ) and Rényi entropy( ). Evans et al. [27] consider positive moments of the -NN distances ( ). Recently, Baryshnikov et al. [28] have proposed -NN estimators for estimating -divergence between an unknown density , from which sample realizations are available, and a known density . Because is known, the -divergence is equivalent to a entropy functional for a suitable choice of . Wang et al. [16] developed a -NN-based estimator of when both and are unknown. The authors of these works [14] , [16] , [26] , [27] establish that the estimators they propose are asymptotically unbiased and consistent. The authors of [15] analyze estimator bias for -NN estimation of Shannon and Rényi entropy. For smooth functions , Evans [29] shows that the variance of the sums of these functionals of -NN distances is bounded by the rate . Baryshnikov et al. [28] improved on the results of Evans by determining the exact variance up to the leading term ( for some constant which is a function of ). Furthermore, Baryshnikov et al. show that the entropy estimator they propose converges weakly to a normal distribution. However, Baryshnikov et al. do not analyze the bias of the estimators, nor do they show that the estimators they propose are consistent. Using the results obtained in this paper, we provide an expression for this bias in Section III-E and show that the optimal MSE for Baryshnikov's estimators is . In contrast, the main contribution of this paper is the analysis of a general class of BPI estimators of smooth density functionals. We provide asymptotic bias and variance expressions and a central limit theorem. The bipartite nature of the BPI estimator enables us to correct for bias due to truncation of -NN neighborhoods near the boundary of the support set; a correction that does not appear straightforward for previous -NN-based entropy estimators. We show that the BPI estimator is MSE consistent and that the MSE is guaranteed to converge to zero as and with a rate that is minimized for a specific choice of , , and as a function of . Therefore, the thus optimized BPI estimator can be implemented without any tuning parameters. In addition, a CLT is established that can be used to construct confidence intervals to empirically assess the quality of the BPI estimator. Finally, our method of proof is very general and it is likely that it can be extended to kernel density plug-in estimators, -divergence estimation, and mutual information estimation.
Another important distinction between the BPI estimator and the -NN estimators of Shannon and Rényi entropy proposed by the authors of [10] , [14] , and [26] is that these latter estimators are consistent for finite , while the proposed BPI estimator requires the condition that for MSE convergence. By allowing , the BPI estimators of Shannon and Rényi entropy achieve MSE rate of order . This asymptotic rate is faster than the MSE convergence rate [15] of the previous -NN estimators [10] , [14] , [26] that use a fixed value of . It is shown by simulation that BPI's asymptotic performance advantages, predicted by our theory, also hold for small-sample regimes.
B. Organization
The remainder of this paper is organized as follows. Section II formulates the entropy estimation problem and introduces the BPI estimator. The main results concerning the bias, variance, and asymptotic distribution of these estimators are stated in Section III and the consequences of these results are discussed. The proofs are given in the Appendixes. We discuss bias correction of the BPI estimator for the case of Shannon and Rényi entropy estimation in Section IV. We numerically validate our theory by simulation in Section V. A conclusion is given in Section VI.
Notation: Bold face type will indicate random variables and random vectors and regular type face will be used for nonrandom quantities. Denote the expectation operator by the symbol and conditional expectation given by . Also define the variance operator as and the covariance operator as . Denote the bias of an estimator by .
II. PRELIMINARIES
We are interested in estimating nonlinear functionals of -dimensional multivariate densities with support , where has the form for some smooth function . Let denote the boundary of . Here, denotes the Lebesgue measure and denotes statistical expectation w.r.t. density . We assume that i.i.d. realizations are available from the density . Neither nor its support set are known.
The plug-in estimator is constructed using a data splitting approach as follows. The data are randomly subdivided into two parts and of and points, respectively. In the first stage, a boundary compensated -NN density estimator is estimated at the points using the realizations . Subsequently, the samples are used to approximate the functional to obtain the basic BPI estimator:
As the above estimator performs an average over the variables of the function , which is estimated from the other variables, this estimator can be viewed as averaging over the edges of a bipartite graph with and nodes on its left and right parts.
A. Boundary Compensated -NN Density Estimator
Since the probability density is bounded above, the observations will lie strictly on the interior of the support set . However, some observations that occur close to the boundary of will have -NN balls that intersect the boundary. This leads to significant bias in the -NN density estimator. In this section, we describe a method that compensates for this bias. The method can be interpreted as extrapolating the location of the boundary from extreme points in the sample and suitably reducing the volumes of their -NN balls.
Let denote the Euclidean distance between points and and denote the Euclidean distance between a point X and its th nearest neighbor amongst the realizations . Define a ball with radius centered at contained in the support :
. The -NN region is and the volume of the -NN region is . The standard -NN density estimator [30] is defined as If a probability density function has bounded support, the -NN balls centered at points close to the boundary may intersect with the boundary , or equivalently , where is the complement of . As a consequence, the -NN ball volume will tend to be higher for points close to the boundary leading to significant bias of the -NN density estimator. Let correspond to the coverage value , i.e., , where for some fixed . Define Define as the region corresponding to the coverage value , i.e., . Finally, define the interior region
We show in Appendix B that the bias of the standard -NN density estimate is of order for points and is of order at points . This motivates the following method for compensating for this bias. This compensation is done in two stages: 1) the set of interior points are identified using variation in -NN distances in Algorithm 1 (see Appendix B for details) and it is show that with probability ; and 2) the density estimator at points in is corrected by extrapolating to the density estimates at interior points that are close to the boundary points. We emphasize that this nonparametric correction strategy does not assume knowledge about the support of the density . 
A. Assumptions
: Assume that , , and are linearly related through the proportionality constant with , , and . : Let the density be uniformly bounded away from 0 and finite on the set , i.e., there exist constants , such that .
: Assume that the density has continuous partial derivatives of order in the interior of the set where satisfies the condition , and that these derivatives are upper bounded.
: Assume that the function has partial derivatives w.r.t. , where satisfies the conditions and .
: Assume that . : Assume that the absolute value of the functional and its partial derivatives are strictly bounded away from in the range for all . : Assume that , for .
B. Bias and Variance
In the following, the asymptotic bias and variance of the BPI estimator of general functionals of the density are specified. These asymptotic forms will be used to establish a form for the asymptotic MSE. were fixed as , , respectively. The theoretically predicted bias agrees well with experimental observations. The predictions of our asymptotic theory, therefore, extend to the finite sample regime. The theoretically predicted optimal choice of also minimizes the empirical bias.
, a higher order asymptotic analysis is required to specify the bias at the optimal value of (see [31, p. 10] ). The bias evaluated at in this case is given by , where is a constant which depends on the underlying density . Even though the optimal choice depends on the unknown density (via the constant ), we observe from simulations that simply matching the rates, i.e., choosing , leads to significant MSE improvement. This is illustrated in Section V.
3) Choice of : Observe that the MSE of is dominated by the squared bias as contrasted to the variance . This implies that the MSE rate of convergence is invariant to the choice of . This is corroborated by the experimental results shown in Fig. 6 .
4) Discussion on Optimal Choice of :
The optimal choice of grows at a smaller rate as compared to the total number of samples used for the density estimation step. Furthermore, the rate at which grows decreases as the dimension increases. This can be explained by observing that the choice of primarily controls the bias of the entropy estimator. For a fixed choice of and ( ), one expects the bias in the density estimates (and correspondingly in the estimates of the functional ) to increase as the dimension increases. For increasing dimension, an increasing number of the points will be near the boundary of the support set. This in turn requires choosing a smaller relative to as the dimension grows.
5) Optimal Rate of Convergence:
Observe that the optimal bias decays as when and when . The variance decays as .
D. Central Limit Theorem
In addition to the results on bias and variance shown in the previous section, it is shown here that the BPI estimator, appropriately normalized, weakly converges to the normal distribu- were fixed as , , respectively. The empirical bias is in agreement with the bias approximations of Theorem IV.1 and monotonically increases with . tion. The asymptotic behavior of the BPI estimator is studied under the following limiting conditions: 1)
, 2) , and 3)
. As shorthand, the above limiting assumptions will be collectively denoted by .
Theorem III.3:
The asymptotic distribution of the BPI estimator is given by where is a standard normal random variable.
E. Comparison With Results by Baryshnikov et al.
Recently, Baryshnikov et al. [28] have developed asymptotic convergence results for estimators of -divergence are fixed as , and , respectively. The approximate linearity of the points validates our central limit theorem III.3. [14] and the -NN estimator of Baryshnikov et al. [28] and BPI estimators with and without boundary correction, as a function of sample size . The Rényi entropy ( ) is estimated for using these estimators on i.i.d. samples drawn from the dimensional uniform-beta mixture density (V.1). The figure shows that the proposed BPI estimator has the fastest rate of convergence.
constant which is a function of the number of nearest neighbors . Finally, they show that their estimator, when suitably normalized, is asymptotically normal. In contrast, we assume higher order conditions on continuity of the density and the functional (see Section III) as compared to Baryshnikov et al. and provide results on bias, variance and asymptotic distribution of data-split -NN functional estimators of entropies of the form . Note that we also require the assumption that is bounded away from 0 and on its support. Because we are able to establish expressions on both the bias and variance of the BPI estimator, we are able to specify optimal choice of free parameters for minimum MSE.
For estimating the functional , the estimator of Baryshnikov can be used by restricting to be uniform. In Appendix C, it is shown that under the additional assumption that is satisfied by , the bias of is
In contrast, Theorem III.1 establishes that the bias of the BPI estimator decays as and the variance decays as . The bias of the BPI estimator has a higher exponent ( as opposed to ) and this is a direct consequence of using the boundary compensated density estimator in place of .
It is clear from (III.2) that the estimator of Baryshnikov will be unbiased iff as . Furthermore, the optimal rate of growth of is given by . Furthermore, and therefore the overall optimal bias and variance of is given by and , respectively. On the other hand, the optimal bias of the BPI estimator decays as when and when and the optimal variance decays as . The BPI estimator, therefore, has faster rate of MSE convergence. Experimental MSE comparison of Baryshnikov's estimator against the proposed BPI estimator is shown in Fig. 6 .
IV. BIAS CORRECTION FACTORS
When the density functional of interest is the Shannon entropy ( ) or the Rényi -entropy( ), a bias correction can be added to the BPI estimator that accelerates rate of convergence. Leonenko et al. [10] and Goria et al. [14] developed consistent Shannon and Rényi estimators with bias correction. The authors of [15] ). Experimental MSE comparison of Leonenko's estimator against the BPI estimator in Section V shows the MSE of the BPI estimator to be significantly lower. Finally, note that such bias correction cannot be applied for general entropy functionals, and the bias correction factors cannot in general be incorporated. In the next section, the application of BPI estimators for estimation of Shannon and Rényi entropies is illustrated. , 2) , 3) the density has bounded continuous partial derivatives of order greater than , and 4)
B. Shannon and Rényi Entropy Estimation
. Furthermore, the proposed BPI estimator can be used to estimate Shannon entropy ( ) and Rényi entropy ( ) at MSE rate of .
V. EXPERIMENTS
Here, the theory established in Sections III and IV is validated. A 3-D vector was generated on the unit cube according to the i.i.d. Beta plus i.i.d. uniform mixture model:
where is a univariate Beta density with shape parameters and . For the experiments the parameters were set to , and . The Shannon entropy ( ) is estimated using the BPI estimators and . In Fig. 1 , the bias approximations of Theorem III.1 are compared to the empirically determined estimator bias of . and are fixed as and , respectively. Note that the theoretically predicted optimal choice of minimizes the experimentally obtained bias curve. Thus, even though our theory is asymptotic, it provides useful predictions for the case of finite sample size, specifying bandwidth parameters that achieve minimum bias. Further, note that by matching rates, i.e., choosing also results in significantly lower MSE when compared to choosing arbitrarily ( or ). In Fig. 2 , the bias approximations of Theorem IV.1 are compared to the empirically determined estimator bias of . Observe that the empirical bias, in agreement with the bias approximations of Theorem IV.1, monotonically increases with .
In Fig. 3 , the empirically determined variance of is compared with the variance expressed by Theorem III.2 for varying choices of and , with fixed . The theoretically predicted variance agrees well with experimental observations. A Q-Q plot of the normalized BPI estimate and the standard normal distribution is shown in Fig. 4 Finally, using the CLT, the 95% coverage intervals of the BPI estimator are shown as a function of sample size in Fig. 5 . The lengths of the predicted confidence intervals are accurate to within 12% of the true confidence intervals (determined by simulation over the range of 80% to 100% coverage-data not shown). These coverage intervals can be interpreted as confidence intervals on the true entropy, provided that the constants can be accurately estimated.
A. Experimental Comparison of Estimators
The Rényi -entropy ( ) is estimated for , with the same underlying 3-D mixture of the beta and uniform densities defined previously. Several estimators are compared: Baryshnikov's estimator , the -NN estimator of Leonenko et al. [14] , the BPI estimator without bias correction and the proposed BPI estimator with bias correction
. The results are shown in Fig. 6 . It is clear from the figure that the BPI estimator has the fastest rate of convergence, consistent with our theory. Note that, in agreement with our analysis in Section III-E, the bias uncompensated BPI estimator outperforms Baryshnikov's estimator .
VI. CONCLUSION
A new class of boundary compensated bipartite -NN density plug-in estimators was proposed for estimation of smooth nonlinear functionals of densities that are strictly bounded strictly away from 0 on their finite support. These estimators, called BPI estimators, correct for bias due to boundary effects and outperform previous -NN entropy estimators in terms of MSE convergence rate. Expressions for asymptotic bias and variance of the estimator were derived estimator in terms of the sample size, the dimension of the samples, and the underlying probability distribution. In addition, a central limit theorem was developed for the proposed BPI estimators. The accuracy of these asymptotic results were validated through simulation and it was established that the theory can be used to specify optimal finite sample estimator tuning parameters such as bandwidth and optimal partitioning of data samples.
Using the theory presented in this paper, one can tune the parameters of the plug-in estimator to achieve minimum asymptotic estimation MSE. Furthermore, the theory can be used to specify the minimum necessary sample size required to obtain requisite accuracy. This, in turn, can be used to predict and optimize performance in applications like structure discovery in graphical models and dimension estimation for support sets of low intrinsic dimension. The reader can refer to [31] for details on these and other applications.
For the reader's convenience, the notation used in this paper is listed in the following table.
APPENDIX A -NN DENSITY ESTIMATES
In this appendix, moment properties of the standard -NN density estimate are derived conditioned on . As the samples , are i.i.d., these conditional moments are independent of the samples .
1) Preliminaries: Let denote the Euclidean distance between points
and and denote the Euclidean distance between a point X and its th nearest neighbor amongst . Let denote the unit ball volume in dimensions. The -NN region is and the volume of the -NN region is
The standard -NN density estimator [30] is defined as Finally, we note that . Then, for any , exists and is given by (A7)
3) Interior Points: Let to be any arbitrary subset of (II.2) satisfying the condition where is random variable with density . This implies that given the event , the -NN neighborhoods of points will lie completely inside the domain . Therefore the density has continuous partial derivatives of order in the -NN ball neighborhood for each (assumption ). We will now derive moments for the interior set of points . This excludes the set of points close to the boundary of the support whose -NN neighborhoods intersect with the boundary of the support. We will deal with these points in Appendix B.
4) Taylor Series Expansion of Coverage Probability:
Let . Given the event , the coverage function can be represented in terms of the volume of the -NN ball by expanding the density in a Taylor series about as follows. In particular, for some fixed , let Using , we can write, by a Taylor series expansion of around using multi-index notation [34] (A8) We will now bound . Let . Now, using (A33), can be expressed as a sum of terms of the form , where . Now, we can bound each of these summands using (A37) as follows: Before proving Lemma A2, we seek to answer the following question: for which set of pair of points are the -NN balls disjoint?
9) Intersecting and Disjoint Balls: Define where and are the ball radii of the spherical regions and , such that . We will now show that for , the -NN balls will be disjoint with exponentially high probability. Let and denote the -NN distances from and and let denote the event that the -NN balls intersect. For where the last inequality follows from the concentration inequality (A1). We conclude that for , the probability of intersection of -NN balls centered at and decays exponentially in . Stated in a different way, we have shown that for a given pair of points , if the balls around these points are disjoint, then the -NN balls will be disjoint with exponentially high probability. by noting that the error and subsequently invoking (A49). Therefore, we have the equation shown at the bottom of the page, where the last step follows from the fact that probability .
10) Specific Cases:
We now focus on evaluating the specific cases and Cov for .
11) Evaluation of
: has a beta distribution with parameters . Therefore, for
where the last step follows by noting that for any ,
is a sum of terms of the form . Also,
Cov Cov Cov (A49)
Using (A51), identical to the derivation of (A43) and (A44), it is clear that if , . This implies that (A54)
12)
Evaluation of : We separately analyze disjoint balls and intersecting balls as shown in the equation at the bottom of the page.
For :
Cov by noting that the error and subsequently invoking (A49) in conjunction with the condition . Similarly, using (A32), (A33), and (A49)
This implies (A55) shown at the bottom of the page, where the last but one step follows from the fact that probability . For : First observe that by Cauchy-Schwarz, and by (A51)
. This implies that (A56)
In Appendix A-6, we will show Lemma A5, which states that
This implies that (A57)
where the last step follows from recognizing that and . This implies that (A58) 13) Summary: Noting that , (A26), (A2), (A54), and (A58) imply that for positive integers , we have (A59) and (A60) shown at the bottom of the next page.
14) Evaluation of for : For , it will be shown that the cross correlations of the coverage density estimator and an oracle Cov (A55) uniform kernel density estimator (defined below) are identical up to leading terms (without explicitly evaluating the cross correlation between the coverage density estimates) and then derive the correlation of the oracle density estimator to obtain corresponding results for the coverage estimate.
Oracle ball density estimate: In order to estimate cross moments for the -NN density estimator, the ball density estimator is introduced. The -ball density estimator is a kernel density estimator that uses a uniform kernel with bandwidth which depends on the unknown density . Let the volume of the kernel be and the corresponding kernel region be . The volume is chosen such that the coverage is set to . Let denote the number of points among falling in : . The ball density estimator is defined as Proof: We begin by establishing the conditional density and expectation of given . We drop the dependence on and denote , the -NN coverage by and the ball coverage by . Let and . The following expressions for conditional densities and expectations are derived in [35] : which implies Using the aforementioned expressions for conditional expectations, the following marginal expectation are obtained. Denote the density of the coverage by . Also let be the coverage corresponding to the nearest neighbor in a total field of points. Then, we have the equation shown at the bottom of the next page.
It can be shown that using the fact that has a beta distribution. Note that from the definition of , from the concentration inequality we have that . The remainder ( ) can be simplified and bounded using the Cauchy-Schwarz inequality and the concentration inequality to show . Therefore coverage density estimates in terms of the covariance between the ball estimates as follows:
Using Cauchy-Schwarz, a bound on each of the terms , and is obtained in terms of : , and . Note that the aforementioned application of Cauchy-Schwarz decouples the problem of joint expectation of density estimates located at two different points and to a problem of estimating the error between two different density estimates at the same point(s). Therefore, all the three terms , and are . This concludes the proof of Lemma A4.
For Lemma A4 to be useful, must be orders of magnitude larger than the error , which is indeed the case for since (Lemma A2, Appendix A-8) for such and . This lemma can be used along with previously established results on co-variance of -ball density estimates (Lemma A3) to obtain the following result.
Lemma A5: Let , be arbitrary continuous functions. Let denote i.i.d. realizations of the density . Then
Proof:
In the second to last step, is obtained for the second term by recognizing that and .
APPENDIX B BOUNDARY EXTENSION
In the previous section, moment results were established for the standard -NN density estimate for points in any deterministic set with respect to the samples satisfying the condition and , where is an realization from density . In this section, these moment results are extended to boundary corrected -NN density estimate for all as follows. Specify the set to be as defined in (II.2). Exclusively using the set , a set of interior points are determined such that with high probability . Define the set of boundary points . For points , the boundary corrected -NN density estimate is defined to be the standard -NN estimate , and we invoke the moment properties of the standard -NN density estimate derived in the previous section. For points , the density estimate is defined as for points , and we invoke the moment properties of the standard -NN density estimate derived in the previous section.
1) Bias in the -NN Density Estimator Near Boundary:
If a probability density function has bounded support, the -NN balls centered at points close to the boundary are often truncated at the boundary. Let be the fraction of the volume of the -NN ball inside the boundary of the support. Also, define to be the -NN ball volume in a sample of size . For interior points , , while for boundary points , is closer to 0 when the points are closer to the boundary. For boundary points, we then have
Therefore, the bias is much higher at the boundary of the support ( ) as compared to its interior ( ) (A24). Furthermore, the bias at the support boundary does not decay to 0 as . In the next section, we detect interior points which lie in with high probability . The results on bias, variance and cross moments derived in the previous Appendix for points , therefore, carry over to the points . A density estimate at points is then proposed that will reduce the bias of density estimates close to the boundary.
2) Boundary Point Detection: Define . Let be any positive function satisfying . From the concentration inequality (A1) and Taylor series expansion of the coverage function (A13), for small values of , we have
To determine and , we first construct a -NN graph on the samples where . For any , from the concentration inequality (A1) (B2) where because by , . This implies that, with high probability, the radius of the -NN ball at concentrates around . By this concentration inequality (B2), this choice of guarantees that the size of the -NN ball in the partitioned sample is the same as the size of the -NN ball in the pooled sample with high probability . By the union bound and (B2), the probability that 
and therefore
where the accounts for error in the case of the event that
. This implies that the corrected density estimate has lower bias as compared to the standard -NN density estimate [compare to (A24) and (B1)]. In particular, boundary compensation has reduced the bias of the estimator at points near the boundary from to .
4) Properties of Boundary Corrected Density Estimator:
By Appendix B-2, with probability . The results on bias, variance and cross moments of the standard -NN density estimator derived in the previous appendix for points , therefore, carry over to the corrected density estimator for points with error of order . In the definition of the corrected estimator in (II.3), is the standard -NN density estimates and . It, therefore, follows that the variance and other central and cross moments of the corrected density estimator will continue to decay at the same rate as the standard -NN density estimator in the interior, as given by (A59) and (A60).
Given these identical rates and that the probability of a point being in the boundary region is , the contribution of the boundary region to the overall variance and other cross moments of the boundary corrected density estimator are asymptotically negligible compared to the contribution from the interior. As a result, we can now generalize the results from Appendix A on the central moments and cross moments to include the boundary regions as follows. Denote by . From the definition of set in Appendix A-1, we can choose the set , such that .
5) Central and
Using the exact same method as in the Proof of Theorem III.1, using (A24) and (A59), and the fact that , we have Because we assume that satisfies assumption , from the proof of Lemma C1, for , we have . This implies that (C8) This concludes the proof.
APPENDIX D CLT FOR INTERCHANGEABLE PROCESSES
Define the random variables for any fixed and define the sum where the indices and explicitly stress the dependence of the sum on the number of random variables . Observe that the random variables belong to an 0 mean, unit variance, interchangeable process [36] for all values of . To establish the CLT for , we will exploit the fact the random variables are interchangeable by appealing to DeFinetti's theorem, which we describe in the following.
1) De Finetti's Theorem: Let be the class of one dimensional distribution functions and for each pair of real numbers and define . Let be the Borel field of subsets of generated by the class of sets . Then, De Finetti's theorem asserts that for any interchangeable process there exists a probability measure defined on such that (D1) for any Borel measurable set defined on the sample space of the sequence . Here, is the probability of the event and is the probability of the event under the assumption that component random variables of the interchangeable process are independent and identically distributed with distribution .
2 is the distribution function of a Gaussian random variable with mean 0 and variance 1.
Step (D6) follows from the Dominated Convergence theorem. By (D5), almost surely. This gives Step (D7).
Step (D8) is obtained by observing that, by (D4), when . The last step (D9) follows from the CLT for sums of 0 mean, unit variance, i.i.d. random variables and (D5). This concludes the proof of Theorem III.3.
To show Theorem IV.3, observe that under the logarithmic growth condition , and by assumption (IV.3). Since , it follows that the asymptotic distribution of is equal to the asymptotic distribution of .
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