memorized in the form of lexical representations, and what in the form of rules. In this paper, I
will use facts of phonological change as one possible type of evidence for storage.
Another general issue that should be addressed before going into the details of phonological change is that it is often taken for granted that the notions `lexical representation' in the sense of `the form of a word which is the starting point of morphological operations' and `stored information about a lexical item' coincide. This is not a logical necessity, however. Take a simple case like the following pair of nouns from Dutch:
(2) hoed `hat' [hut] , plural hoeden [hudχn] The standard assumption is to assume /hud/ as the lexical representation for hoed, and derive the phonetic form of the singular from this underlying form by means of the rule of Auslautverhärtung. However, it is also logically possible that we store [hut] as the singular form, and in addition the `basic form' /hud/, based on the alternation [hut]/ [hudχn] . It is even possible that we do not store an underlying form like /hud/ at all, and only compute it from the stored phonetic form if we need to do so because we want to apply a morphological operation to that word. In other words, we then reverse the classical analysis: phonetic forms are stored, and underlying forms are computed. This option will be discussed in more detail below.
Phonemization of Allophonic Properties
A number of Germanic languages have seen the loss of the stop in word-final clusters of velar nasal + velar stop. For instance, Middle Dutch coninc [ko:nω k] `king' became koning [ko:nω ] in Modern Dutch. Thus, the property of the nasal consonant that it is velar before a velar stop lost its allophonic nature, and became phonemicized: words ending in [ ] now contrast with words ending in [m] or [n] . Does this phonological change tell us something about the lexical storage of the place of articulation of the nasal before the following stop got lost, and thus about the storage of redundant properties?
In a classical rule-based analysis of phonological change, the answer is negative: the nasal can be underspecified at the underlying level (usually graphically represented as N). Two rules apply: the rule that spreads place of articulation from the stop to the nasal, and subsequently there is a rule of cluster simplification that deletes the stop (the addition of this rule is the change in the grammar of the adult). The surface form of coninc is therefore [ko:nω ] . The child will then store this surface form as underlying form, thus giving phonemic status to the velar nasal.
This account of phonological change makes a sharp distinction between the two generations involved in a change, the adult generation, and the next generation that has to acquire the language system. It is doubtful, however, whether such a sharp distinction is justified. It is quite clear, that the adult speaker also continuously subjects the outputs of his language system to reanalysis, i.e. there is a continuous inspection of output forms (cf. Bynon 1977 , Hopper & Traugott 1993 . The possibility of inspection and reanalysis presupposes that these output forms are stored, have a certain degree of permanence in memory. Moreover, this also enables us to explain phonological change. In the present example, the loss of a final obstruent, the speaker can conclude that the final obstruent can be omitted without the loss of distinction between words, because the place of articulation of the nasal will suffice to distinguish a word like zing
Specification of place of articulation of the nasal in the word-final consonant cluster is also necessary for theory-internal reasons if we take a constraint-based approach to phonology instead of the traditional rule-based approach. The rule-based analysis makes crucial use of rule ordering of a particular type, non-bleeding order, and of the assumption that a phonological 8 change is to be seen as a rule that is always added at the end of the grammar. If we take a Optimality-theoretical constraint-based approach, it is immediately clear that the velarity of the nasal should be part of the lexical representation even before the loss of the final obstruent: an underspecified representation will induce an extra violation of faithfulness compared to a fully specified lexical representation, which goes against the principle of Lexicon Optimization. The surfacing of the velar nasal is then straightforward: the change involved is that the constraint *CC-Velar (a constraint belonging to the family of constraints on consonant clustering) that forbids velar consonant clusters is ranked higher than Max-IO (a faithfulness constraint that requires identity of input and output): The singular-plural pairs in (5b) have been preserved in modern Dutch (cf. Booij 1995, Kager, this volume) . This process of vowel lengthening is a manifestation of a much more general tendency in Germanic languages that stressed syllables must be heavy, i.e. cannot end in a short vowel, but contain minimally either a long vowel or a short vowel followed by a consonant (also known as Prokosch' Law).
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In the first stage of this process in Early Middle Dutch (cf. Van Loon 1986: 89) , the lengthening of the vowel was an allophonic process. In the course of time (probably in the 12th century), however, the lengthened vowel was phonemicized, i.e. became an underlying long vowel. How do we know this?
The first evidence concerns short vowels followed by geminate consonants. These were protected from lengthening because the first half of the geminate closes the syllable. In the 12th century, degemination took place. Yet, the short vowels that thus ended up in open syllables, did not lengthen anymore, and so we find many words with short vowels followed by only one consonant such as wikke [ ωkχ] `vetch'. That is, the following development took place: The classical generative interpretation of this kind of phonemicization is as follows (Kiparsky 1968b) : the initial change is the addition of a rule of degemination to the phonological system of the adult speakers. This rule of degemination made the alternation between long and short vowels in the output forms opaque: vowel lengthening is ordered before degemination, and this is a non-bleeding order. The next generation of language users therefore interpreted the length contrast as a phonemic contrast, and hence the length contrast became part of the lexical representation. In addition, the process of vowel lengthening in open syllables disappeared.
A second kind of evidence for the phonemicization of these initially allophonic contrasts for simplex nouns is provided by the later process of schwa apocope (13th century). This phonological change did not affect the length of the vowel in the simplex nouns ending in schwa: after apocope the vowels of words such as naam `name' (<name) and smaak `taste' (<smake) stayed long. Again, vowel lengthening became opaque, and the next generation had to store the vowel length as part of the lexical representation. The phonemicization process even led to doublets such as bar `raw'-baar `ready (money) and staf `staff' -staaf `bar', a process that can be expected given the phonemicization of vowel length.
This account in terms of rule opacity does not explain, however, why the alternation between long and short vowels was kept in certain cases such as those in the singular-plural pairs in (5b) above. When vowel lengthening disappeared, the length alternation should also have disappeared. The fact that it was kept for a number of words shows that in these cases the plural forms must have been stored in their phonetic form, with a long vowel in the stressed syllable, at a time when the alternation was still governed by a phonological rule. In addition, it also shows that plural forms of nouns can be lexically stored, a conclusion that is confirmed by recent psycholinguistic evidence, as I already mentioned above (cf. Baayen et al. 1997 ).
The traditional generative account of this change (Kiparsky 1968b) would read as follows. Each new generation of speakers has to discover the rules of its native language on the basis of the phonetic outputs encountered. First, they will simply store the phonetic output forms of words. Once they have discovered the phonological regularities involved, they will replace each set of related phonetic output forms with one common underlying phonological form (so-called restructuring). If, for some reason, a particular phonological regularity (such as
vowel lengthening in open syllables, the process discussed here) is not grasped by the new generation, there will be no restructuring: the stored phonetic forms will remain memorized as is, and if new words or word forms are coined, they will not be affected by that rule. Hence, the rule disappears, and only those words for which the different surface form had already been stored in lexical memory will keep that alternation.
However, this reasoning clearly presupposes that output forms are stored in the initial stages of acquisition. The question then is, why native speakers would change, and even erase that information about output forms in a later stage of acquisition, once they have discovered the phonological regularity involved. Given the vastness of human memory, there is no reason not to keep that information in lexical memory, and to use the phonological rule that can be discovered on the basis of related output forms for the computation of the phonetic shape of new words and word forms only. Thus, we get a natural division of labour between storage and computation: output forms, once heard, may be stored, and rules, once discovered, are used to interpret phonetically similar forms as instantiations of the same morpheme, and for the computation of the phonetic forms of new words.
For those words where there was no alternation involved, such as the words weke versus wikke given in (7) the assumption of storage in memory of the output forms by adult speakers is also necessary. Only if we assume that predictable length differences are stored, can we explain why the rule of degemination was added to the adult grammar: the addition of degemination has been made possible by the length difference, because the latter could now serve to keep words phonetically distinct. The language user is able to survey and inspect the phonetic output forms of words in his memory, and can thus conclude that the distinction between single and geminate consonants is redundant given a concomitant distinction in vowel length. The emergence of degemination can therefore be seen as the result of storage in speakers' memory of output forms. Similarly, the possibility of schwa apocope may also be seen as the result of storage of the phonetic output forms: since the vowel length distinction was kept in memory, the wordfinal schwa could disappear. This then made it necessary to consider vowel length as information that is part of the lexical representation.
Given this analysis, we avoid constructing a complete gap between two generations of language speakers, and are not forced to assume that language change is only caused by the imperfect learning of the next generation that has to acquire the language on the basis of outputs. Language change is also an effect of the adult language user who is able to analyze the phonetic forms of words which are accessible in his memory.
The consequence of the loss of transparency of a phonological process (rule opacity) is that it is no longer possible to compute or store an underlying form for a word that differs from its phonetic form (unless an alternation is involved). A distance between phonetic form and underlying form is only possible in the case of surface-true transparent processes. In the case at hand this means that the plural forms of these nouns, with their long vowels, must be stored, also for new generations, since their phonetic forms cannot be computed. This is also the conclusion of Kager (this volume).
Since in Dutch the singular noun is identical to the stem that is the basis for morphological operations, it is the short vowel that appears in such cases:
In a number of cases the alternation that existed between singular and plural nouns disappeared after the loss of the rule of vowel lengthening (so-called analogical or paradigmatic leveling). This applies to, for instance, the following Dutch nouns which have a short vowel in their last syllable in both singular and plural forms:
The traditional interpretation of these facts is that since the plural forms of these words were not stored, the regular forms with short vowels will show up after the loss of the rule of vowel lengthening. However, since the position is taken here that plural forms can be stored in their output form, the following interpretation is called for: the original plural forms of these words with long vowels did have a lexical representation of their own, but their frequencies, and thus their resting level of activation was not high enough to block the formation of a regular plural form without vowel lengthening, i.e. on the basis of the underlying form of the singular noun.
This is also the point of view defended in Wetzels (1981: 95-97; 1984: 595) as to analogical leveling: analogical leveling is nothing else but the application of productive rules that are not blocked by the existence of stored forms.
Auslautverhärtung and Lexical Storage
So far, our findings with respect to the lexicalization of vowel lengthening are in line with the conclusion of Wetzels mentioned above. However, he argued that paradigmatic leveling only takes place if rules are no longer automatic phonological rules, and hence require storage of allomorphs. Only if rules are no longer phonologically conditioned will the different allomorphs of a morpheme be lexically stored, which then may give rise to leveling by using the `wrong' allomorph. Since, according to Wetzels, the outputs of automatic phonological rules are not stored, they will not lead to paradigmatic leveling. For instance, the alternations created by the automatic rule of devoicing of obstruents in coda position have, with a few exceptions to be discussed below, not been leveled in Dutch. Therefore, we will now have a more detailed look at coda devoicing.
It is a uncontroversial assumption within mainstream generative phonology that the effects of automatic neutralisation rules are not encoded in lexical representations. For instance, Kenstowicz & Kisseberth (1979: 49) argue on the basis of the Russian rule of word-final devoicing of obstruents that it would be wrong to list both the allomorph with a voiced obstruent and the one with a voiceless obstruent in the lexicon, and to assume a selection rule for the allomorphs stated as follows:
(10) "If a morpheme has alternants that differ with respect to the voicing of a final obstruent, select the alternate with a final voiceless obstruent when the morpheme appears at the end of a word; otherwise, select the alternant with a voiced obstruent."
The authors then add that the "basic criticism is that this sort of analysis fails to adequately characterize the rule-governed nature of the voicing alternation in Russian" (p. 49). That is, such an analysis implies that two rules have to be assumed for Russian, a phonological rule of devoicing, and a morphological rule of allomorph selection.
Language change again provides a window on this issue: if we do not lexically store the outputs of a neutralisation rule (with the effect that each output is a possible underlying form),
we predict that paradigmatic leveling will not take place. I will therefore have a look at a process similar to Russian devoicing, coda devoicing of obstruents in Dutch. In Van Loey (1964: 54 ) the rise of forms such as bijdehante is interpreted as a case of paradigmatic leveling (analogy), which would suggest that the allomorph [hΨnt] of hand is stored. However, the problem for this account is that it does not explain why paradigmatic leveling almost never takes place with respect to effects of final devoicing. Another interpretation is therefore called for: the language learner only computes an underlying form that differs from the phonetic one if (i) the two words involved are related, and (ii) the two surface forms are relatable by means of a transparent rule. In the case of bijdehand, with its inflected form bijdehante, this adjective has no transparent formal relation to the word hand `hand' with its plural form handen, and thus it will be stored with a final /t/. In other words, we can only get underlying forms that differ from the surface forms if there is a transparent morphological relation between the words in which the different allomorphs occur (cf. Wetzels
In all these cases, short vowels are followed by a voiceless fricative, whereas long vowels are followed by a voiced fricative. In other words, all allomorphs obey the constraint on the distribution of /v/ and /z/. In these cases, the voicelessness of the final obstruent is also part of the underlying form, although this information is predictable, and although these obstruents alternate with voiced ones. We know this on the basis of the forms of complex words derived from such nouns: these words are derived either from a form with short vowel + voiceless obstruent, or from a form with long vowel + voiced obstruent; the combination short vowel + voiced obstruent does not occur: There are also cases in present-day Dutch of this kind of leveling. An example is the adjective boud `bold'. Originally, the inflected form of this adjective is boude, but most speakers of Dutch say boute, which shows that the alternation d/t has been leveled out. What these examples show is that leveling in favour of the allomorph with voiceless obstruent is possible.
This kind of leveling can be due to imperfect learning: the language user did not yet compute the correct underlying form of the noun on the basis of the alternation between singular and plural form, although the alternation is transparent. Therefore, the underlying form is identical to the phonetic form of the singular noun.
We may thus hypothesize that we store phonetic forms and that underlying forms are computed on the bases of stored phonetic forms (a similar position is taken in Leben & Robinson 1977 and Leben 1979) . Underlying forms will only differ from phonetic forms in so far that difference follows from transparent phonological rules. If the distance between two forms is too big either semantically (the case of bijdehand) or because the formal differences are too big (stad-steden and the Afrikaans cases), the underlying forms will not differ from the surface forms. A structural constraint such as the Dutch v/z-constraint will also block the computation of an underlying form that is different from the surface form of a word, even though there is an automatic alternation involved.
Lexical Diffusion
In the early stages of generative phonology, phonological change was seen as the addition of a rule at the end of the grammar. That is, the lexical representations do not change, but the corresponding surface form is affected by the application of the added rule. It is only the new generation that will have different lexical representations with the effect of the added rule lexically encoded, except when it is a rule that creates alternations. In the latter case, lexical representations will not necessarily change (Kiparsky 1968b).
A problem for this view is that phonological changes in progress often affect lexical representations but are also simultaneously the source of phonological alternations. For instance, Dutch is subject to a process of /d/-weakening in which intervocalically, /d/ is replaced with the glide /j/ before a following, suffix-initial schwa (Booij 1995: 90 (Booij 1995: 90) . The lexically governed nature of these alternations implies that they must be stored lexically, even in the case of morphologically completely regular inflected forms of adjectives such as goed-e.
The facts of d-weakening support Kiparsky's (1988 Kiparsky's ( , 1995 claim that it is lexical, i.e.
neutralizing rules that exhibit lexical diffusion, since the distinction between /d/ and /j/ is phonemic in Dutch. What is essential from the perspective of this paper is that they support the view that information provided by rule and information that is lexically stored are not exclusive with respect to each other.
These allomorphy facts imply that the recognition system of the language user must have a certain robustness because (s)he has no problems in relating goed to goeie and goeierd notwithstanding the phonological differences in the lexical representation of the shared part of these words, the lexical morpheme goed. That is, apparently the phonetic forms of a morpheme do not have to be computed by rule from a common underlying form in order to be recognizable as allomorphs of that morpheme (contra Lahiri & Marslen-Wilson 1992).
In the case of /d/-deletion an intervocalic /d/ is deleted, and replaced with a predictable hiatus filling glide. For instance, the inflected adjective oud-e `old' can be pronounced Labov (1981, 1994) proposed to distinguish two types of phonological change: change that is phonetically gradual, and affects all relevant words, and change that is phonetically abrupt, replaces a phoneme with another one, and is lexically gradual, i.e. exhibits lexical diffusion. Kiparsky (1988) argued that the distinction between phonetically gradual and phonetically abrupt changes coincides with the distinction between postlexical and lexical phonological rules. The rules of /d/-weakening and /d/-deletion can indeed be considered lexical rules since they are neutralizing. As expected, they have exceptions, and thus exhibit lexical diffusion. Lexical diffusion always creates surface opacity for rules since the speaker will find forms that have not undergone the rule. Therefore, as stated above, opacity will lead to lexical storage in the sense that for each phonetic form of such words a distinct lexical entry has to be created. This in its turn explains why semantic distinctions may correlate with phonological differences, as in the pair oude hoer / ouwe hoer discussed above.
What about the effects of postlexical rules? The usual assumption (cf. Kiparsky 1988: 399) is that the effects of such rules are not encoded in lexical representations. In recent work, Bybee (to appear a) has questioned these assumptions. She argues that a change may be both phonetically and lexically gradual. This implies that the effects of such gradual changes must be lexically stored, in the lexical representations of individual words.
Vowel reduction in Dutch (Booij 1982 (Booij , 1995 Van Bergem 1995) is a potentially interesting phenomenon in this respect because it has both lexical and postlexical properties.
The basic generalization is that at the phonetic level all unstressed vowels are affected by reduction in the sense that their actual realisation can be quite far away from the target values of the acoustic parameters of these vowels ( Van Bergem 1995) . In addition, there is a lexical process of vowel reduction of vowels in unstressed (non-word-final) syllables that has already affected many words whose full vowels have been replaced with schwa, for instance: These facts of vowel reduction nicely fit into Kiparsky's two-stage theory of phonological change: "… the phonetic variation inherent in speech, which is blind in the neogrammarian sense, is selectively integrated into the linguistic system and passed on to successive generations of speakers through language acquisition" (Kiparsky 1995: 642) . Vowel reduction, originally a purely phonetic proces motivated by ease of articulation, could become a lexical rule, subject to lexical diffusion, because the schwa is a phoneme. As a lexical rule, it can be seen as a process in which the place of articulation features of vowels in unstressed syllables are removed from the lexical representations of words; subsequently, a default rule will fill in the relevant features of the schwa (cf. Kiparsky 1995: 642-47 for this interpreation of lexical diffusion).
Simultaneously, vowel reduction is a postlexical rule applying to vowels in syllables without lexical stress, and a process of phonetic implementation for vowels (even those with lexical stress) that are not stressed in a particular utterance.
The alternation between full vowel and schwa is also visible in related pairs of words that differ in whether the relevant vowel is stressed or not; if the vowel is unstressed it can or must reduce:
The words in (20a) exhibit optional reduction, whereas in those in (20b) the vowel in italic can only be realized as schwa. That is, the words in (20a) are subject to the postlexical rule of vowel reduction whereas the words in (20b) exhibit lexical diffusion effects. This implies that a morpheme like juweel will have two different lexical representations, /jy e:l/ when it is an independent word, and /jy χl/ when occuring in juwelier. This does not cause any computational problem since words are the units of storage, and thus the two allomorphs will automatically appear in the right context. The only problem that the language user has to solve here, is the recognition problem: how can both forms be recognized as forms of the same morpheme (a prerequisite for the semantic analysis)? But this is part and parcel of commanding a language since allomorphy that is not reducible to one underlying form is a widespread phenomenon, as we saw above (cf. also Booij 1997a,b; 1998) . Van Bergem (1995) rightly qualifies this process of vowel reduction as a sound change in progress, which came into being due to interpretation by the native speaker of acoustic vowel reduction as a process of replacement of full vowel with schwa. and exhibits lexical diffusion, since in some words the unstressed vowel can only be realized as a schwa, as we saw above.
Furthermore, this kind of reduction is boosted by high frequency: in high frequency words unstressed vowels are reduced more easily and more frequently than in low frequency words. This is to be expected since vowel reduction reduces lexical contrasts, and thus impedes word recognition. High frequency, on the other hand, boosts recogniton, and can thus compensate for the negative effects of vowel reduction. The data in Van Bergem (1995: 121) show that there is a positive correlation between frequency and acoustic parameters: in high frequency words the formant values for the unstressed vowels are farther away from the target values than in low frequency words.
Moreover, this correlates with how native speakers perceive these vowels: "the average number of schwa responses increases when the spectral distance between the test vowel and its target increases" ( Van Bergem 1995: 125) . These results are explained if the growing distance between the acoustic parameters of unstressed vowels in words of high frequency and those of the non-reduced correlates is lexically encoded: each time a vowel is reduced, its formant values move away from those of the unreduced vowel. This is the kind of explanation advocated in Bybee (to appear, a). The theoretical implication of this step is that lexical representations are not redundancy-free as far as phonetic details are concerned, a position also defended by Ohala & Ohala (1995) .
This position as to the lexical specification of vowel reduction effects is supported by the observation that data concerning optional vowel reduction can be obtained by means of introspection: native speakers of Dutch systematically know that certain words are more susceptible to vowel reduction than other. For instance, they know that the /i/ in minuut is susceptible to reduction, whereas the /i/ in pilóot `pilot' is not. This suggests that such information is stored in memory.
The conclusion to be drawn is that phonological rules may be productive and automatic, and yet at least some of their outputs are lexically stored because the process exhibits lexical diffusion. In addition, it seems that phonetic details concerning the pronunciation of vowels can be stored, given the facts concerning the gradual erosion of unstressed vowels. Note, however, that this kind of stored information does not necessarily lead to a proliferation of distinct underlying forms (in the sense of 'bases for morphological operations') for a morpheme. This is a crucial difference between lexical and postlexical rules: it is only the effects of lexical rules that may lead to more than one underlying form for a particular morpheme.
Conclusions
In this paper, we saw that the standard view in generative phonology of the balance between storage and computation has to be reconsidered: there is a wealth of evidence for the position that predictable information is stored in the lexicon. First, recent theoretical developments in phonology imply that predictable information about morphemes must nevertheless be stored in the lexicon. Secondly, data concerning phonological change show that computable information concerning the phonetic realization of morphemes nevertheles has to be stored lexically. I also proposed that we should take a radical step with respect to the relation between underlying form and phonetic form: it is not the phonetic form that is computed by the speaker, but rather the underlying form. Like storage in general, storage of phonetic forms of words will speed up processing; it is only when we coin a new word that computation of the underlying form of the base word is necessary.
These conclusions do not refute the position that the human language faculty has a dual structure: a lexicon with stored representations and rules. The native speaker does need rules for the perception and production of novel forms. What, however, these conclusions do refute is the position that computation and storage of information with respect to the same process or regularity are mutually exclusive.
