We present an algorithm that efficiently performs blind decoding of MIMO signals. That is, given no CSI at either the transmitter or receiver, our algorithm takes a block of samples and returns an estimate of the underlying data symbols. In prior work, the problem of blind decoding was formulated as a non-convex optimization problem. In this work, we present an algorithm that efficiently solves this non-convex problem. This algorithm leverages concepts of linear and mixed-integer linear programming. Empirically, we show that our technique has an error performance close to that of zero-forcing with perfect CSI at the receiver. Initial estimates of the runtime of the algorithm presented in this work suggest that the real-time blind decoding of MIMO signals is possible for even modest sized MIMO systems.
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I. EXTENDED ABSTRACT
In this work we propose an efficient method to blindly estimate MIMO channels and decode the underlying transmissions. A previous work, [1] , has shown that as long as the channel gain matrix is non-singular, the geometry of the constellation can be exploited to recover the underlying data up to some small amount of remaining ambiguity. In [1] , the authors formulate the problem of blind MIMO decoding as a non-convex optimization problem and provide theoretical guarantees as to when the interior point algorithm, with a logarithmic barrier function, correctly solves this problem.
As the size of the MIMO system grows, interior-point based algorithms given in [1] become ineffective due to both an increasing proportion of spurious optima as well as numerical instability. In this work, we propose an algorithm inspired by techniques commonly used to solve linear and mixed-integer programs that allow us to perform blind decoding on higher order MIMO systems. More importantly, this approach is far more computationally efficient than the approach in [1] , such that real-time decoding is possible.
A blind decoding algorithm that is realistic in terms of both sample size requirements and computational complexity has important applications. Current trends in wireless system design are moving towards systems with shorter wavelengths, higher user mobility and more antennas per user [2] - [4] . Thus, channel state information (CSI) is increasingly rapidly varying and difficult to acquire. Additionally, new systems being proposed demand increased reliability and decreased latency [5] . These factors combined imply that reducing resource overhead from channel estimation will become even more important in the development of future wireless systems.
An efficient blind decoding algorithm can enable high-rate communications in environments where the channel changes too rapidly to be measured or where communication occurs in short bursts. Capacity of channels with CSI unknown at the receiver have been considered extensively in the literature (e.g. [6] - [8] and references therein). While it is theoretically possible to achieve reliable, high-rate communications in these conditions, few schemes exist that do so practically.
A number of previous works have considered blind decoding of MIMO systems, notably [9] , [10] . See [1] for a more complete overview of these works. In this work, we compare the performance of our new approach only to [1] . This is because previous approaches have prohibitively large sample size requirements, often growing exponentially in the number of transmit antennas. To our knowledge, [1] is the only blind MIMO decoding method that has sample size requirements that are less than the block length of modern wireless systems.
We now highlight several notable features of the algorithm presented in this work:
• For an n × n MIMO system we can typically decode a block of k channel uses in O n 4 k operations which is the best-case runtime of our algorithm. We also characterize the scenarios where the number of operations for decoding exceeds this bound. • At high SNR, given appropriate inputs described in [1] , our approach solves the blind decoding problem with a success rate approaching 1 for systems as large as n = 12. In comparison, the success rate of the approach in [1] was bounded below 1 beyond n = 5 and was 0 beyond n = 8. • We implement the proposed algorithm in the Rust programming language and show that the run time of our algorithm is several orders of magnitude faster than the approach given in [1] . For n ≤ 8 our implementation is fast enough to enable real-time blind decoding of data streams on the order of several Mbps without specialized hardware. We note that n ≤ 8 captures nearly all MIMO systems in use today [11] , [12] The success rate of approach X is drawn uniformly at random for various values of n. Our algorithm succeeds with near 100% success when X has the theoretical properties to ensure recovery, given in [1] . The success rate of the algorithm given in [1] is bounded below 1 for n > 5. Here n = 4, k = 30 with i.i.d. Gaussian channel gain matrices. Also shown is the performance of zero-forcing, assuming perfect CSI; the blind decoding algorithm given in [1] ; and maximum-likelihood decoding with a CSI error that is 1% of the noise variance. Abstract-We present an algorithm that efficiently performs blind decoding of MIMO signals. That is, given no CSI at either the transmitter or receiver, our algorithm takes a block of samples and returns an estimate of the underlying data symbols. In prior work, the problem of blind decoding was formulated as a non-convex optimization problem. In this work, we present an algorithm that efficiently solves this non-convex problem. This algorithm leverages concepts of linear and mixed-integer linear programming. Empirically, we show that our technique has an error performance close to that of zero-forcing with perfect CSI at the receiver. Initial estimates of the runtime of the algorithm presented in this work suggest that the real-time blind decoding of MIMO signals is possible for even modest sized MIMO systems.
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I. INTRODUCTION
A blind decoding algorithm that is realistic in terms of both sample size requirements and computational complexity has important applications. Current trends in wireless system design are moving towards systems with shorter wavelengths, higher user mobility and more antennas per user [2]- [4] . Thus, channel state information (CSI) is increasingly rapidly varying and difficult to acquire. Additionally, new systems being proposed demand increased reliability and decreased latency [5] . These factors combined imply that reducing resource overhead from channel estimation will become even more important in the development of future wireless systems.
• For an n × n MIMO system we can typically decode a block of k channel uses in O n 4 k operations which is the best-case runtime of our algorithm. We also characterize the scenarios where the number of operations for decoding exceeds this bound. • At high SNR, given appropriate inputs described in [1] , our approach solves the blind decoding problem with a success rate approaching 1 for systems as large as n = 12. In comparison, the success rate of the approach in [1] was bounded below 1 beyond n = 5 and was 0 beyond n = 8. • We implement the proposed algorithm in the Rust programming language and show that the run time of our algorithm is several orders of magnitude faster than the approach given in [1] . For n ≤ 8 our implementation is fast enough to enable real-time blind decoding of data streams on the order of several Mbps without specialized hardware. We note that n ≤ 8 captures nearly all MIMO systems in use today [11] , [12] . • At low SNR, our approach has BER performance nearly matching zero-forcing with perfect CSI. At high SNR, our technique appears to have an error floor near 10 −4 . In all cases, we outperform maximum-likelihood decoding when the CSI estimate at the receiver has as little as 1% estimation error. The remainder of this paper is organized as follows. Section II describes the system model and notation used throughout this work. Section III revisits several relevant theoretical results presented in [1] . Section IV provides a high-level description of our new algorithm. Empirical results are presented in Section V and conclusions are offered in Section VI. Any implementation details and optimizations not contained in the work appear in [13] .
II. SYSTEM MODEL AND NOTATION
In this work we consider n × n real-valued channel gain matrices, denoted A, where each entry is i.i.d. and normally distributed with zero mean and unit variance, N (0, 1). We assume AWGN, drawn from N 0, σ 2 , is present in the channel. Finally, consider a block fading model where the channel gain matrix is constant over a period of k channel uses after which it is redrawn independently. This work focuses on the transmission of BPSK signals over such channels. 1 The vector x ∈ {−1, +1} n denotes the symbols transmitted in a single channel use and the matrix X ∈ {−1, +1} n×k denotes the set of symbols transmitted over a single block of k channel uses. Likewise, single observations and blocks of symbols at the receiver are denoted as y and Y respectively.
We assume that no CSI is available at either the transmitter or the receiver. Without the aid of pilot symbols or any knowledge of the underlying data symbols, the receiver attempts to recover an estimate of X, denotedX. However, as discussed in [1] , without additional side information, the receiver is only capable of recovering X up to an acceptable transform matrix (ATM), meaning that within each block,X is correct up to permutation and negation of the rows. In the high SNR limit, we say that an algorithm solves the blind decoding problem if given only Y as input, it returnsX correctly up to an ATM.
III. FITTING A PARALLELEPIPED
In [1] , the authors formulate the blind decoding problem as the following non-convex optimization problem:
subject to
where c is some margin which is chosen based on the noise variance. The set of optimal U are equivalent to A −1 up to an ATM. Geometrically, this problem can be interpreted as fitting the minimum volume parallelepiped that matches the observed samples. In [1] , the authors show that despite the fact that the problem is not convex, under certain assumptions, gradient descent returns the correct solution with high probability. Here, 1 While we only consider n × n real channels, we note that the results in this work can be extended to n × n complex-valued channels by considering the usual 2n × 2n equivalent real-valued channel gain matrix and can be extended rectangular channels as discussed in [1] . The results in [1] extend to general MPAM constellations; the performance of the algorithms presented here under the presence of higher-order modulation is a topic of on going research.
we briefly recount several important theoretical facts proven in [1] about the problem given by (1)- (2) . We initially focus on the noiseless case (σ = 0), and return to the case σ = 0 in Section IV-D. We also assume that Y is full rank; if it is not then (1)- (2) is not a well-posed problem.
In (2), each y i imposes two linear constraints on each row u (j) , that is −1 ≤ u (j) , y i ≤ 1, for all i, j. The feasible region is thus an n 2 -dimensional polytope. We say that a given U is at a vertex of this polytope if UY ∈ {−1, +1} n×k . Note that the objective function is not defined at all vertices of the feasible region; if UY is not full rank, this implies U is singular and the value of (1) is not defined. If two vertices U 1 and U 2 are adjacent (share an edge of the polytope) then this also implies that the Hamming distance between U 1 Y and U 2 Y is 1. We note the following additional facts about the program given in (1)-(2) , which are proven in [1] :
• Solutions to the blind decoding problem lie on vertices of the feasible region. When n is such that a Hadamard matrix exists, all optima are strict and lie on vertices. In all cases, optima will only lie on the boundary of the feasible region. • For n < 6, all optima of (1)-(2) are global optima. [1] gives specific values of X that guarantee all optima of (1)-(2) are solutions to the blind decoding problem.
IV. ALGORITHM
The program (1)- (2) is not linear, nor is it even convex. One should not necessarily expect tools from convex optimization, let alone linear programming, to work well. However, we adapt such techniques by leveraging two facts about the problem geometry: the fact that the objective function is multilinear in the rows of U, and that solutions to the blind decoding problem lie on vertices of the feasible region.
The first step of our algorithm is finding a value of U that is at a non-singular vertex of the feasible region. It turns out that finding such a vertex is a non-trivial task and is often the majority of the work in solving the problem. This procedure is described in Section IV-A.
Once we have found an initial non-singular vertex of the feasible region, we efficiently explore neighboring vertices of the feasible region in search of a global optimum. This is accomplished in a similar manner as the simplex algorithm. We form a tableau from the linear constraints that define the feasible region and hop between vertices by performing Gauss-Jordan pivots on this data structure. This procedure is described in greater depth in Section IV-B.
At each step, we hop to the neighboring vertex that has the largest increase in objective function and backtrack if we find a local optimum. We discuss how to identify when we are at a local versus a global optimum in Section IV-C. Local optima are rare and do not exist for n ≤ 5. In nearly every case the algorithm terminates after at most a few hops; we elaborate on performance and when this is not the case in Section V-A and in greater depth in [13] .
A. Finding an initial vertex
Linear programs are often solved by the simplex technique which typically starts at the origin. When the origin of a linear program is not feasible, techniques exist to find a suitable feasible solution, often termed a basic feasible solution or BFS [14] . Unfortunately, it is not clear how to leverage standard techniques to solve our problem. In our case, the origin is singular, as are a majority of the vertices of the feasible region, and so in particular the gradient is not defined and we cannot start our simplex technique at these points.
Instead, we describe how to find a suitable BFS for our problem in Algorithm 1. The ∞ constraints in (2) can be expressed as n 2 × 2kn linear inequality constraints: let u = vec(U), then (2) can be expressed asȲu ≤ 1 for some appropriateȲ. Suppose U satisfies l constraints with equality. Then we form the n 2 × l matrix B by taking the appropriate rows ofȲ.
Algorithm 1 Initialization
Input: An n × k matrix of received samples Y. Output: A matrix U that satisfies at least n 2 linearly independent constraints of (2) with equality. 1: Generate an initial point U (0) as described in [1] 2: while B is not full rank do 3:
4:
Find N, a basis for null(B).
5:
Compute Δ = proj N Δ. 6 :
Update B. 8: end while 9: return U Algorithm 1 will return a value of U such that at least n 2 entries of UY will be equal to ±1, with at least n of these entries per row. Because the remaining entries ofX = UY are not independent, it is likely that most, if not all, entries equal ±1. A more concrete discussion on the output of Algorithm 1 is contained in [13] .
After running Algorithm 1, the resulting columns ofX must be separated into 'good' versus 'bad' columns. Good columns are those that lie in {−1, +1} n . We let Y g and Y b denote the matrices composed of corresponding the good and bad columns of Y respectively. If Y g is not full rank, then we must rerun Algorithm 1 again until a suitableX is obtained. This happens very rarely in the noiseless case. Additional optimizations of Algorithm 1 are discussed in [13] .
B. Vertex Hopping
Given an acceptable output of Algorithm 1, we proceed by forming a new program with additional constraints. It is not hard to see (and is proven in [13] ) that global optima of the following program will also be global optima of (1)-(2) :
We can also see that the value of U returned from Algorithm 1 is a BFS of (3)-(4). This program is effectively a non-linear mixed integer program and we will attempt to optimize it as such. We do so by flipping the signs of individual entries of UY g in an attempt to hillclimb towards an optimal value of U while allowing for backtracking when we reach a local optimum.
We use the tableau data structure, commonly used to implement the simplex algorithm, to efficiently allow us to 'hop' between feasible values of U and flip a single entry of UY g . This 'hop' is accomplished by performing a Gauss-Jordan pivot on the appropriate entry of UY g . A detailed description of the formation of the tableau and the process of pivoting is contained in [13] ; however, our approach to constructing a tableau exactly follows the approach in [14] .
At each step of the algorithm we have a number of neighboring vertices that can be chosen as a pivot. Each choice will change a single entry of UY g and affects only a single row of U. Because the determinant is linear in the rows of U, the resulting change in the objective function is linear. Thus, by considering the gradient, we can easily compute the value of the objective function at adjacent vertices. At each step, we hop to the adjacent vertex that causes the greatest increase in the objective function. After a hop, the gradient of U can be efficiently updated via the Sherman-Morrison inverse formula [15] . This process is repeated in the manner of a breadthfirst search until either we find a global optimum or we have exhausted the search space. We discuss how to detect whether we are at a global versus a local optimum in Section IV-C. This main procedure is described in Algorithm 2.
We note that the additional constraints imposed in (4) may create additional local optima that are not present in (1)- (2) . While our solver has the ability to backtrack away from local optima, we do not allow it to visit to vertices where det U = 0 as the gradient is undefined at these points. It is possible that we may complete a breadth-first search without finding a global optimum. Empirically, the odds that this occurs are dependent on the values of (n, k) and typically occurs in less than 2% of initial choices of U for n ≤ 8. When this occurs we simply rerun Algorithm 1 and attempt another search.
C. Stopping Criteria
In this subsection, we consider how to efficiently determine whether a value of U is at a local optimum or a global optimum. Since we do not know the value of A, the value of the objective function without any additional information is difficult to interpret. However, the determinant of any square matrix with values ±1 can only take on a discrete set of values (see [16] ). As a result, the only values that | det U| can take is simply this spectrum scaled by some unknown constant, namely det A −1 . In other words, (1)-(2) is maximized when the following quantity obtains the maximum determinant for any ±1-valued matrix of dimension n:
Algorithm 2 Main Proceedure Input: U such that UY g is full rank.
Output:X or error. 1: Form simplex tableau using procedure in [13] . 2: repeat 3: Compute objective function at all neighboring vertices 4: if optimum reached then 5: if global optimum then perform a pivot to the largest unvisited neighbor 12: update gradient of objective function 13: until state space exhausted 14: return error Solving this problem seems like a difficult combinatorial optimization problem so we do not rely on solving directly. However, when we are at an optimum, we can often determine the value of (5) by inspecting the value of the objective function at neighboring vertices. In fact, in [13] , we prove that for n ≤ 6 the neighbors of a global optimum have a unique signature. We conjecture that this remains true up to n ≤ 10, meaning that we can easily distinguish between local and global optima in these cases.
D. Adapting to AWGN
So far, we have only considered solving the blind decoding problem in the limit of high SNR. We now turn our attention to how to robustly solve the blind decoding problem in the presence of AWGN. We make no claims that the technique provided here is optimal in terms of BER performance; it almost certainly is not. However, our technique works well empirically and is computationally efficient.
In order to understand how to adapt to noise, we consider the output of Algorithm 1 in more detail. Empirically, for any (n, k), when Algorithm 1 terminates, the vast majority of entries of UY are contained in the set {−1, +1}. A small proportion of entries are 0-valued and an even smaller proportion appear uniformly distributed on (−1, +1). When AWGN is present, the behavior of Algorithm 1 changes drastically because the columns of Y no longer have such strong linear dependence. With near certainty, we will have only n 2 entries that are exactly {−1, +1}, and, as k grows, this means that Y g will almost never be full rank and we will be unable to proceed with Algorithm 2.
To address this issue, we incorporate a simple rounding procedure to Algorithm 1. If entires of UY are within some tolerance, δ, of {−1, 0, 1}, we simply adjust Y to effectively round off the corresponding entry of UY. The optimal value of δ is primarily a function of the SNR of the system which we find empirically and report in [13] . The performance of this Here n = 4, k = 30 with i.i.d. Gaussian channels. Also shown is the performance of zero-forcing, assuming perfect CSI, the blind decoding algorithm given in [1] , as well as maximum-likelihood decoding assuming a CSI error that is 1% of the noise variance. approach is treated more thoroughly in [13] , and the empirical BER performance is given in Section V.
V. NUMERICAL RESULTS
In Figure 1 , we show empirical results where we compare our algorithm to zero-forcing with perfect CSI as well as to the algorithm given in [1] . We see that at low SNR, our algorithm nearly matches zero-forcing. At high SNR we encounter an error floor near 10 −4 . We also compare our algorithm to maximum-likelihood decoding with imperfect CSI. We outperform ML decoding with an estimation error modeled as AWGN with variance as low 1% of the channel noise variance.
In Figure 2 we give the success performance for various values of n in the limit of high SNR. Here, X is generated uniformly at random, and success a measure of how often a random X has the correct theoretical guarantees provided in [1] . For n ≤ 5, the success probability of our algorithm nearly exactly matches that of the algorithm given in [1] . We outperform the method in [1] beyond n = 5. The success rate of approach X is drawn uniformly at random for various values of n. Our algorithm succeeds with near 100% success when X has the theoretical properties to ensure recovery, given in [1] .
A. Runtime Performance
Obtaining a expression for the average-case asymptotic time complexity of our algorithm appears difficult. We note, however, that in the best case, Algorithm 1 will directly solve the blind decoding problem. This happens with non-negligible probably for n ≤ 4. A number of optimizations for each step in Algorithm 1 are presented in [13] , where it is shown that Algorithm 1 has a time complexity of O n 4 k .
Empirically, for n ≤ 8, in most cases the solver will require at most one or two pivots before it finds a global optimum. For all values of n, we occasionally encounter a 'trap' case as described in Section IV-B. In these cases the solver enumerates a large subspace before exiting, thus inflating the average runtime. Beyond n = 8, the runtime of our algorithm begins to noticeably increase. We note that the spectrum of possible determinants of ±1-valued matrices grows rapidly as n grows (see [16] ) and hence we conjecture that this rapid growth of possible determinants leads to the increased runtime of our algorithm.
We report the runtime of an implementation of our algorithm written in the Rust programming language; details of this implementation are contained in [13] . Table I reports the average time per trial on a single core of an Intel i7 2.2GHz processor. These numbers are preliminary as there are many more optimizations remaining to be implemented in our solver. For comparison, the runtime Algorithm 1 of [1] , implemented using MATLAB's fmincon solver, is also reported.
VI. CONCLUSION
We have shown that, for values as large as n = 8, we can efficiently and reliably perform blind decoding of BPSK MIMO symbols in the presence of AWGN. The technique presented in this work still works beyond n = 8, but the underlying non-convex optimization problem appears to become computationally difficult as n grows. For small n, our technique is both efficient and practical in terms of sample and computational complexity. At low SNR, our technique performs comparably to zero-forcing decoding and at all SNRs outperforms ML decoding with as little as 1% CSI error.
The algorithm presented in this work motivates a suite of future research topics. Many of these topics are related to understanding and improving the performance of our algorithm in a variety of operating conditions. Examples include: developing optimizations to exploit the structure present in complex channel gain matrices, studying the performance of our algorithm under higher modulation orders, and considering square channels. Further, more research is warranted at the wireless-systems level to understand how to best use our algorithm to build high-rate, reliable MIMO systems that operate in environments with rapidly changing CSI.
