d , consider a random walk on the ddimensional torus T d = R d /Z d generated by these vectors by successive addition and subtraction. For certain sets of vectors, this walk converges to Haar (uniform) measure on the torus. We show that the discrepancy distance D(Q * k ) between the k-th step distribution of the walk and Haar measure is bounded below by
walk will not converge to Haar measure, but will stay supported on a discrete subgroup of T d . As another example, if there is only one generator α 1 = (x, x, ..., x) for some irrational x, then the walk will be supported on a circle along the "diagonal" of the torus. (However, a single vector can generate a walk that does converge to Haar measure, provided it is chosen well.)
Let Q denote the generating measure for this random walk, i.e., if S = ∪ n i=1 {+ α i , − α i } is the set of generators of the random walk, then for a set B ⊆ T d , let Q(B) = |B ∩ S|/|S| where | · | denotes the size of a finite set. The k-th step probability distribution is then given by the k-th convolution power of Q, which we denote by Q * k .
Let U denote Haar measure.
As a measure of distance between the probability distributions Q * k and U, we will use the discrepancy metric, which is defined to be the supremum of the difference of two probability measures over all "boxes" in
The discrepancy metric has been used by number theorists to study the uniform distribution of sequences mod 1, e.g., see [2, 7] . Diaconis [1] suggested its use for the study of rates of convergence for random walks on groups. It admits Fourier bounds [4] and has many other nice properties and connections with other probability metrics [3] .
Although the total variation metric is more commonly used to study the convergence of random walks, we do not use it here because this random walk does not converge in total variation (in fact, the total variation distance between Q * k and U is always 1, since at any step Q * k is supported on a finite set). The possibility of using Fourier analysis to bound the discrepancy distance makes it a more desirable choice than other common metrics on probabilities, such as the Prohorov metric, and has allowed many recent results for the study of discrete random walks on continuous state spaces (e.g., [12, 14] ). Most of the literature for rates of convergence of random walks have been limited to walks on finite groups or state spaces, and those that have focused on infinite compact groups (e.g., [8] , [9] , [13] ) have studied walks generated by continuous measures. By contrast, the walk we study is generated by a discrete set of generators on an infinite group.
We prove:
Theorem 1. Let Q denote the generating measure of the the random walk on the d-torus generated by n vectors α 1 , ..., α n . Then the k-th step probability distribution
This result holds for any set of vector generators. On the other hand, for certain sets of badly approximable generators (to be defined later), we can establish the following upper bound.
Theorem 2. Let A n×d be a badly approximable matrix, with rows α 1 , ..., α n , and approximation constant C A . If Q is the generating measure of the random walk on the d-torus generated by the α i , then the k-th step probability distribution Q * k satisfies:
We note that the case d = 1 corresponds to a random walk on the circle, which has been studied for a single generator [12] and for several generators [4] .
Lower Bound
The following notation will be used throughout this paper:
x : the Euclidean norm of a vector x x ∞ : the supremum norm of a vector x {x}: the Euclidean distance from x to the nearest integral point {x} ∞ : the supremum distance from x to the nearest integral point
To establish a lower bound for the discrepancy, we use a lemma due to Dirichlet:
Lemma 3 (Dirichlet 1842). Given any real n × d matrix A and q ≥ 1, there is some
A simple proof using a pigeonhole argument may be found in [11] . We now prove Theorem 1.
Proof. Su [13] has shown that for any probability distribution P on T d :
(1)
whereP represents the Fourier transform of P . We will use this formula to bound D(Q * k ) where Q is the generating measure of our random walk. Note that:
Since cos(2πx) = cos(2π{x}) ≥ 1 − 2π 2 {x} 2 , we havê
⊤ is the n × d matrix whose rows are the α j 's. Also, noting that Q * k (h) =Q k (h) and that (1 − x) k ≥ 1 − kx for k ≥ 1 and x ≤ 1, we have that
as long as 2π 2 k{Ah} 2 /n < 1. This is ensured by setting Z 1 = 2π 2 /25 < 1 and
) By evaluating inequality (1) at this h we find
Then, if we let r i = 1/4h i < 1/2 if h i = 0 and r i = 1/2π if h i = 0 and define
max{1, |h i |} to relate the size of h, we find that
Upper Bound
We now seek an upper bound on the discrepancy of the random walk when our generators arise as rows of a badly approximable matrix.
Definition 4. We say an n × d matrix A is badly approximable if there exists a constant C
∞ for all non-zero h. We call C A the approximation constant of A.
In other words, Lemma 3 gives the best possible asymptotic bounds for the matrix
A. This definition closely follows Schmidt [10] , who defines badly approximable linear forms; this corresponds to our definition by noting Ah is a linear form in the variables
As a subset of R nd , the set of badly approximable matrices has Lebesgue measure zero [5] although their Hausdorff dimension is nd and there are uncountably many of them [10] .
We now prove Theorem 2.
Proof. It is known [2] from Erdős, Turàn, and Koksma that for all positive integers M,
2 for all x ∈ R, it follows that
In light of inequality 2, we need to estimate a sum of the form
Since M may be chosen freely, choose an integer M such that
Here C A is an approximation constant for the badly approximable A and k is the number of steps in the walk. Also, choose an integer J such that
The sum in S may be grouped into J cohorts of integers
for j = {1, . . . , J}. Therefore,
, the use of our definition yields
∞ . Therefore, each 2Ah is bounded away from any integral point by
∞ . In fact, they are also bounded away from each other, since if
Therefore, we divide the unit cube [0, 1] n into subcubes of side-length C A /(2 d(j+2)/n ) and distribute the points {2Ah} throughout them. In the worst case, all of the points are distributed near the corners of the cube and occupy adjacent subcubes. Therefore,
2(C A ) 2 , we can say that:
n−1 exp −2i 2 n(2 J−j ) 2d/n .
In general, these bounds do not match unless d = 1. In that case, we recover the same order of convergence as in [4] .
We conjecture that in the lower bound of Theorem 1 (which applies to any random walk on the torus generated by a finite set of vectors) the k n/2 may be improved to k n/2d . This would yield matching upper and lower bounds for random walks on the d-torus generated by the rows of a badly approximable matrix. This would confirm that such walks converge the fastest among all finitely-generated random walks on the d-torus, a fact that has already been shown in [4] for dimension d = 1. Developing an approximation lemma similar to Lemma 3 that bounds R(h) instead of h ∞ may help in this regard.
