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a b s t r a c t
In this paper, we consider the ruin problems for a risk model involving two independent
classes of insurance risks. We assume that the claim number processes are independent
Poisson and generalized Erlang(n) processes, respectively. When the generalized Lundberg
equation has distinct roots with positive real parts, both of the Gerber–Shiu discounted
penalty functions with zero initial surplus and the Laplace transforms of the Gerber–Shiu
discounted penalty functions are obtained. Finally, some explicit expressions for the
Gerber–Shiu discounted penalty functions with positive initial surplus are given when the
claim size distributions belong to the rational family.
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1. Introduction
Consider the following surplus process
U(t) = u+ ct − S(t), t ≥ 0, (1.1)
where u ≥ 0 is the initial surplus, c > 0 is the constant premium rate, and {S(t) : t ≥ 0} is the aggregate-claim process. In
this paper, we assume that S(t) is generated from two classes of insurance risks, i.e.,
S(t) = S1(t)+ S2(t) =
N1(t)∑
i=1
Xi +
N2(t)∑
i=1
Yi, t ≥ 0, (1.2)
where Xi’s are i.i.d. positive random variables with a common distribution function P , density p and mean µX , representing
the individual claim amounts from the first class, while Yi’s are i.i.d. positive random variables with a common distribution
function Q , density q and mean µY , representing the individual claim amounts from the second class. Denote by pˆ(s) =∫∞
0 e
−sxp(x)dx and qˆ(s) = ∫∞0 e−syq(y)dy the Laplace transforms of p and q, respectively.
The counting process {N1(t) : t ≥ 0}, representing the number of claims from the first class up to time t , is assumed to be
a Poisson process with parameter λ. The corresponding inter-claim times {Wi}i≥1 are exponentially distributed with mean
1/λ. While the counting process {N2(t) : t ≥ 0}, independent of N1(t), representing the number of claims from the second
class up to time t , is a renewal process with i.i.d. inter-claim times {Vi}i≥1. In this paper, we assume that Vi’s are generalized
Erlang(n)distributedwith npossibly different parametersλ1, λ2, . . . , λn, thenVi can be expressed asVi = Vi1+Vi2+· · ·+Vin
where Vij is exponentially distributed with mean 1/λj.
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Assume that {Xi}i≥1 and {Yi}i≥1 are mutually independent, also independent of N1(t) and N2(t). Let θ > 0 be a positive
loading factor such that c = (1+ θ)(λµX + µY/∑ni=1(1/λi)), which implies that the following net profit condition holds
c > λµX + µYn∑
i=1
1
λi
. (1.3)
In particular,
U(t) = u+ c t − S2(t) = u+ c t −
N2(t)∑
i=1
Yi, t ≥ 0, (1.4)
is the surplus process in the Sparre Andersen model with generalized Erlang(n) inter-claim times. Some quantities related
to the time of ruin in riskmodel (1.4) have been studied in [1,2] for the special case of λ1 = λ2 = · · · = λn. Themain feature
of the model in (1.4) is the renewal property, that is to say, the process renews itself at each time point when a claim occurs.
The aggregate-claimprocess {S(t), t ≥ 0} defined in (1.2) can be viewed in two differentways. One is that S(t) represents
the aggregate claims by time t from a heterogeneous insurance portfolio which consists of two independent homogeneous
sub-portfolios with S1(t) and S2(t) representing the aggregate claims by time t from classes 1 and 2, respectively. Therefore
risk model described in (1.1) can be better used to model the surplus process from a heterogeneous portfolio with two
types of risks, while the Sparre Andersen model in (1.4) is only suitable for modeling surplus process from a homogeneous
insurance portfoliowith one type of risk. Alternatively, S1(t) can be viewed as the aggregate shockswhich are independently
added to the aggregate claims S2(t) as a perturbation. The perturbation here represents the extra variability in the surplus
process due to premium income or investment. The diffusion perturbed Sparre Andersen model can still be obtained by
taking limit as the process {S1(t), t ≥ 0} converges weakly to a Wiener process, see [3,4] for details.
Let T = inf{t ≥ 0 : U(t) < 0}, or∞ otherwise, be the ruin time. And the associated ruin probability is defined as
ψ(u) = Pr(T <∞|U(0) = u).
Further define random variable J to be the cause-of-ruin: J = j, if the ruin is caused by a claim from class j, j = 1, 2, then
the ruin probability ψ(u) can be decomposed as ψ(u) = ψ1(u)+ ψ2(u), where
ψj(u) = Pr(T <∞, J = j|U(0) = u), u ≥ 0, j = 1, 2,
is the ruin probability due to a claim from class j.
For x1, x2 ≥ 0, letw(x1, x2) be a non-negative value function. For δ ≥ 0, we define
φj(u) = E[e−δTw(U(T−), |U(T )|)I(T <∞, J = j)|U(0) = u], u ≥ 0,
to be the Gerber–Shiu discounted penalty function at ruin if the ruin is caused by a claim from class j, where U(T−) is the
surplus immediately before ruin and |U(T )| is the deficit at ruin, I(·) is an indicator function.
The Erlang distribution is one of the most commonly distributions in queuing theory and risk theory. Recently, more
and more attention has been paid to the Sparre Andersen model in which the inter-claim times are Erlang or generalized
Erlang distributed. See, for example, [5–8,1,2] and the references therein. Yuen et al. [9] consider the survival probability for
a risk process involving two dependent classes of insurance risks, which can be represented as a surplus process with two
independent classes of risks. Li and Garrido [3], Li and Lu [4] consider a risk model with two independent classes of risks
in which the claim number process from class 1 is Poisson process and the claim number process from class 2 is a renewal
process with generalized Erlang(2) inter-claim times. In their model, ruin probabilities and the Gerber–Shiu discounted
penalty functions are studied, respectively. The purpose of this paper is to extend results in [3,4] by assuming that the claim
number process from class 2 is a renewal risk process with generalized Erlang(n) inter-claim times. Some results in this
paper can be obtained by using matrix techniques andmost of the results in [3,4] can be obtained as special cases by setting
n = 2.
The rest of the paper is organized as follows. In Section 2, we derive a system of integro-differential equations for
φ1(u) and φ2(u). Section 3 derives the generalized Lundberg’s equation by using the martingale argument and discusses
the number of its roots. Laplace transforms of φ1(u) and φ2(u) and explicit expressions for φ1(0) and φ2(0) are derived in
Section 4. By inverting the Laplace transforms, Section 5 gives the explicit expressions for φ1(u) and φ2(u) when the claim
amounts from both classes are rationally distributed. Finally, a numerical example is given in Section 6.
2. Integro-differential equations
In this section, we derive a system of integro-differential equations for the Gerber–Shiu discounted penalty function. For
simplicity, we define the following modified claim number processes N2,j(t) of N2(t). Let V
(j)
1 = V1j + V1,j+1 + · · · + V1n be
the time until the first claim occurs from the second class while the other inter-claim times are the same as that in N2(t).
With all others being the same in risk process (1.1), the only change is to replace N2(t) by N2,j(t). We define the modified
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risk process by Uj(t)with U1(t) = U(t) and define the corresponding Gerber–Shiu function by φi,j(u) for j = 1, 2, . . . , n, if
ruin is caused by a claim from class i. Obviously, φi,1(u) = φi(u), i = 1, 2.
The risk process (1.1) can be seen to be regulated by an external piecewise deterministic Markov chain with n states
1, 2, . . . , n. The transition of the Markov chain from state j to state j + 1 is generated by an exponential variable with
parameter λj for j = 1, 2, . . . , n− 1, and the transition from state n to state 1 is generated by an exponential variable with
parameter λn. Whenever the risk process is in state j, the claim number process for the second class is N2,j(t).
Now we are ready to derive the integro-differential equations for φ1,i(u). First, let us assume that we start from state
i, i = 1, 2, . . . , n − 1. Considering an infinitesimal time interval (0, dt), there are four possible events regarding to the
occurrence of the claim and change of the environment: (1) no claim arrival and no change of state; (2) a claim arrival but
no change of state; (3) a change of state but no claim arrival; (4) two or more events occur.
Conditioning on the above four events in (0, dt) and using the total expectation formula, we obtain
φ1,i(u) = (1− λdt)(1− λidt)e−δdtφ1,i(u+ cdt)+ λdt(1− λidt)e−δdt
[∫ u+cdt
0
φ1,i(u+ cdt − x)p(x)dx
+
∫ ∞
u+cdt
w(u+ cdt, x− u− cdt)p(x)dx
]
+ (1− λdt)λidte−δdtφ1,i+1(u+ cdt)+ o(dt). (2.1)
By Taylor’s expansion, we have φ1,i(u+cdt) = φ1,i(u)+cφ′1,i(u)dt+o(dt) and φ1,i+1(u+cdt) = φ1,i+1(u)+cφ′1,i+1(u)dt+
o(dt). Substituting these two formulas into (2.1), then dividing both sides by dt and letting dt → 0, we obtain
cφ′1,i(u) = (λ+ λi + δ)φ1,i(u)− λ
∫ u
0
φ1,i(u− x)p(x)dx− λiφ1,i+1(u)− λωp(u), (2.2)
where ωp(u) =
∫∞
u w(u, x− u)p(x)dx.
While for the state n, we have
φ1,n(u) = (1− λdt)(1− λndt)e−δdtφ1,n(u+ cdt)+ λdt(1− λndt)e−δdt
[∫ u+cdt
0
φ1,n(u+ cdt − x)p(x)dx
+
∫ ∞
u+cdt
w(u+ cdt, x− u− cdt)p(x)dx
]
+ (1− λdt)λndte−δdt
∫ u+cdt
0
φ1,1(u+ cdt − x)q(x)dx+ o(dt),
which leads to
cφ′1,n(u) = (λ+ λn + δ)φ1,n(u)− λ
∫ u
0
φ1,n(u− x)p(x)dx− λn
∫ u
0
φ1,1(u− x)q(x)dx− λωp(u). (2.3)
By similar arguments, we have
cφ′2,i(u) = (λ+ λi + δ)φ2,i(u)− λ
∫ u
0
φ2,i(u− x)p(x)dx− λiφ2,i+1(u), i = 1, . . . , n− 1, (2.4)
and
cφ′2,n(u) = (λ+ λn + δ)φ2,n(u)− λ
∫ u
0
φ2,n(u− x)p(x)dx− λn
∫ u
0
φ2,1(u− x)q(x)dx− λnωq(u), (2.5)
where ωq(u) =
∫∞
u w(u, x− u)q(x)dx.
The solutions of the above integro-differential equations heavily depend on the roots of a generalized Lundberg’s
equation, which will be discussed in the following section.
3. A generalized Lundberg equation
Let τ0 = 0 and τk =∑ki=1 Vi be the arrival timeof the kth claim from the second class. DefineU0 = u and for k = 1, 2, . . . ,
Uk = U(τk) = u+ cτk −
k∑
i=1
Yi −
N1(τk)∑
j=1
Xj
= u+
k∑
i=1
[
cVi − Yi −
N1(Vi)∑
j=1
Xj
]
,
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to be the surplus immediately after the kth claim from the second class. We seek a number s such that the process
{e−δτk+sUk; k = 0, 1, 2, . . .} forms a martingale. Here the martingale condition is
E
e(cs−δ)V1−sY1−s
N1(V1)∑
j=1
Xj
 = E
e(cs−δ)V1−s
N1(V1)∑
j=1
Xj
 E [e−sY1] = 1. (3.1)
Since
E
e(cs−δ)V1−s
N1(V1)∑
j=1
Xj
 = E
E
e(cs−δ)V1−s
N1(V1)∑
j=1
Xj
∣∣∣∣∣∣∣ V1

 = E [e(cs−δ)V1+λV1(pˆ(s)−1)] ,
then (3.1) simplifies to
E
[
e(cs+λ(pˆ(s)−1)−δ)V1
]
qˆ(s) = 1. (3.2)
Let
γ (s) :=
n∏
i=1
[
1− cs− δ − λ(1− pˆ(s))
λi
]
,
then (3.2) is equivalent to
γ (s) = qˆ(s), s ∈ C. (3.3)
We call Eq. (3.3) the generalized Lundberg equation for the risk model defined in (1.1). In particular, if λ = 0, the risk model
in (1.1) simplifies to the Sparre Andersen model defined in (1.4), and Eq. (3.3) reduces to
n∏
i=1
[
1− cs− δ
λi
]
= qˆ(s), s ∈ C. (3.4)
Eq. (3.4) is called the generalized Lundberg equation for the Sparre Andersen model in (1.4). When δ = 0, (3.4) is the so-
called Lundberg fundamental equation.
Gerber and Shiu [1] show that Eq. (3.4) has exactly n roots on the right half complex plane. Wewill show in the following
lemma that Eq. (3.3) also has exactly n roots on the right half complex plane. Hereafter, we denote the determinant of a
matrix A by |A|, denote its transposed matrix by AT. Let Ee1 be a column vector of length n with all components being 1, Ee2
be a column vector of length nwith the nth component being 1 and all others being 0.
Lemma 1. The generalized Lundberg equation (3.3) has exactly n roots, say, s1(δ), s2(δ), . . . , sn(δ), on the right half complex
plane.
Proof. Set
B(s) =

λpˆ(s) λ1 0 · · · 0
0 λpˆ(s) λ2 · · · 0
...
...
...
. . .
...
0 0 0 · · · λn−1
λnqˆ(s) 0 0 · · · λpˆ(s)
 ,
and Λδ(s) = diag(cs − δ − λ − λ1, . . . , cs − δ − λ − λn). Let Aδ(s, u) = Λδ(s) + uB(s). It is easy to check that the
equation |Aδ(s, 1)| = 0 is equivalent to the generalized Lundberg equation (3.3). Now we follow the idea in [10,11].
For δ > 0, let C denote a circle with its center at (R, 0) and radius R, where R = max1≤i≤n λ+λi+δc . Denote the area of
{s : |s− R| ≥ R, R(s) ≥ 0} by C. We first prove that for 0 ≤ u ≤ 1,
|Aδ(s, u)| 6= 0, for s ∈ C.
Matrix Aδ(s, u) is diagonally dominant for 0 ≤ u ≤ 1 and s ∈ C, since for i = 1, 2, . . . , n− 1,
|cs− δ − λ− λi + uλpˆ(s)| ≥ |cs− δ − λ− λi| − |uλpˆ(s)|
= c
∣∣∣∣s− R+ R− δ + λ+ λic
∣∣∣∣− ∣∣uλpˆ(s)∣∣
≥ c
[
|s− R| −
∣∣∣∣R− δ + λ+ λic
∣∣∣∣]− uλpˆ(0)
≥ c
[
R−
(
R− δ + λ+ λi
c
)]
− uλ
> λi ≥ uλi,
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and similarly
|cs− δ − λ− λn + uλpˆ(s)| > λn ≥ uλnqˆ(0) ≥ |uλnqˆ(s)|.
The diagonal dominance implies that |Aδ(s, u)| 6= 0 for s ∈ C. (See pp. 146–147 in [12]). Now let f (u) denote the number of
roots of equation |Aδ(s, u)| = 0 in C+, the interior of C. Then
f (u) = 1
2pi i
∫
C
∂
∂s |Aδ(s, u)|
|Aδ(s, u)| ds.
Hence f (u) is a continuous function on [0, 1], integer valued, and therefore constant. We have f (0) = n since |Λδ(s)| = 0
has n roots, s∗i := δ+λ+λic , 1 ≤ i ≤ n. Thus, f (1) = n. This completes the proof. 
Remarks. 1. We have proved that there exist n roots of Eq. (3.3) on the right half complex plane. Moreover, they are all
located inside the circle with its center at (max1≤i≤n λ+λi+δc , 0) and radius max1≤i≤n
λ+λi+δ
c .
2. If δ → 0+, then si(δ)→ si(0), for i = 1, 2, . . . , n, with sn(0) = 0. For simplicity, we denote Aδ(s, 1) by Aδ(s), and si(δ)
by si, for i = 1, . . . , n. Furthermore, we assume that all si, i = 1, 2, . . . , n, are distinct, since the analysis of the other case
is more tedious.
4. Laplace transforms
In this section, we derive the Laplace transforms for the Gerber–Shiu discounted penalty functions. Denote the following
Laplace transforms
φˆi,j(s) =
∫ ∞
0
e−suφi,j(u)du, i = 1, 2, j = 1, 2, . . . , n,
ωˆp(s) =
∫ ∞
0
e−suωp(u)du, ωˆq(s) =
∫ ∞
0
e−suωq(u)du.
For convenience, we introduce the Dickson–Hipp operator Ts. Let f be a real-valued integrable function and s be a non-
negative real number (or a complex number with non-negative real part). The operator Ts on f is defined as
Tsf (x) =
∫ ∞
x
e−s(y−x)f (y)dy, x ≥ 0.
It is easy to check that the Laplace transform of f , fˆ , can be expressed as Tsf (0). The operator Ts is commutative, i.e. TsTr =
TrTs, and
TsTr f (x) = TrTsf (x) = Tsf (x)− Tr f (x)r − s , r 6= s.
For more properties of Ts, see [8,2].
Applying Laplace transforms to both sides of Eqs. (2.2) and (2.3) yields
[cs− (λ+ λi + δ)+ λpˆ(s)]φˆ1,i(s)+ λiφˆ1,i+1(s) = cφ1,i(0)− λωˆp(s), i = 1, . . . , n− 1,
[cs− (λ+ λn + δ)+ λpˆ(s)]φˆ1,n(s)+ λnqˆ(s)φˆ1,1(s) = cφ1,n(0)− λωˆp(s).
Let Eˆφi(s) = (φˆi,1(s), φˆi,2(s), . . . , φˆi,n(s))T and Eφi(0) = (φi,1(0), φi,2(0), . . . , φi,n(0))T. Then we can rewrite the above
equations in the following matrix form
Aδ(s)
Eˆ
φ1(s) = c Eφ1(0)− λωˆp(s)Ee1. (4.1)
Solving the above linear system gives
Eˆ
φ1(s) =
A∗δ (s)[c Eφ1(0)− λωˆp(s)Ee1]
|Aδ(s)| . (4.2)
where A∗δ (s) is the adjoint matrix of Aδ(s).
Similarly, from (2.4) and (2.5) we can obtain the following equation for Eˆφ2(s)
Aδ(s)
Eˆ
φ2(s) = c Eφ2(0)− λnωˆq(s)Ee2. (4.3)
Then
Eˆ
φ2(s) =
A∗δ (s)[c Eφ2(0)− λnωˆq(s)Ee2]
|Aδ(s)| . (4.4)
Note that we are only interested in φ1(u) and φ2(u). The following Theorems show that both the explicit expressions for
φ1(0) and φ2(0), and the Laplace transforms φˆ1(s) and φˆ2(s) can be obtained.
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Theorem 1. If the generalized Lundberg equation (3.3) has n distinct roots on the right half complex plane, then the Gerber–Shiu
discounted penalty functions with zero initial surplus, φ1(0) and φ2(0), are given by
φ1(0) =
λ
n−1∏
k=1
λk
c
n∑
m=1
dδ(sm)ωˆp(sm)
n∏
k=1,k6=m
[(sk − sm)(c − λTskTsmp(0))]
, (4.5)
φ2(0) =
n∏
k=1
λk
c
n∑
m=1
ωˆq(sm)
n∏
k=1,k6=m
[(sk − sm)(c − λTskTsmp(0))]
, (4.6)
where
dδ(s) = 1+
n∑
k=2
n∏
j=k
λ(1− pˆ(s))+ λj + δ − cs
λj−1
.
Proof. Since |Aδ(si)| = 0 for i = 1, 2, . . . , n, thenwe deduce that there is at least one non-trivial solution Edi of the following
equation
ATδ(si) Edi = E0.
Therefore, from (4.1) we obtain
EdTi Eφ1(0) =
λ
c
ωˆp(si)EdTi Ee1, i = 1, 2, . . . , n. (4.7)
It follows from the generalized Lundberg equation (3.3) that Edi can be selected as follows
Edi =
(
n∏
j=2
λ(1− pˆ(si))+ λj + δ − csi
λj−1
,
n∏
j=3
λ(1− pˆ(si))+ λj + δ − csi
λj−1
, . . . , 1
)T
.
Let D = (Ed1, . . . , Edn)T, then we can rewrite (4.7) in the following matrix form
DEφ1(0) =
λ
c
dδ(s1)ωˆp(s1)...
dδ(sn)ωˆp(sn)
 . (4.8)
Applying Cramér’s rule to the above linear system gives
φ1(0) = λc
∣∣∣∣∣∣∣
ωˆp(s1)dδ(s1) d1,2 · · · d1,n
...
...
. . .
...
ωˆp(sn)dδ(sn) dn,2 · · · dn,n
∣∣∣∣∣∣∣
|D|
=
n∑
m=1
(−1)m+1λ|Dm,1|dδ(sm)
c|D| ωˆp(sm), (4.9)
where di,j is the jth component in Edi, Di,j denotes the minor of Dwith respect to row i and column j. Note that
|D| = 1
λ1λ
2
2 · · · λn−1n−1
∣∣∣∣∣∣∣
1 cs1 + λpˆ(s1) · · · (cs1 + λpˆ(s1))n−1
...
...
. . .
...
1 csn + λpˆ(sn) · · · (csn + λpˆ(sn))n−1
∣∣∣∣∣∣∣
= 1
λ1λ
2
2 · · · λn−1n−1
n∏
j,k=1
k>j
(λpˆ(sk)+ csk − λpˆ(sj)− csj)
= 1
λ1λ
2
2 · · · λn−1n−1
n∏
j,k=1
k>j
[
(sk − sj)(c − λTskTsjp(0))
]
,
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and accordingly
|Dk1| = 1
λ2λ
2
3 · · · λn−2n−1
n∏
j,m=1
j,m6=k,m>j
[
(sm − sj)(c − λTsmTsjp(0))
]
,
thenwe can obtain (4.5) by substituting the above two formulas into (4.9) and applying some calculations. Similar arguments
yield (4.6). This completes the proof. 
Wehave derived the Laplace transform Eˆφi(s) involved the initial value Eφi(0). It is easy to obtain the unknown vector Eφi(0)
from the proof in Theorem 1 as follows:
Eφ1(0) =
λ
c
D−1
dδ(s1)ωˆp(s1)...
dδ(sn)ωˆp(sn)
 , Eφ2(0) = λnc D−1
ωˆq(s1)...
ωˆq(sn)
 .
Theorem 2. If the generalized Lundberg equation (3.3) has n distinct roots on the right half complex plane, then the Laplace
transform of the Gerber–Shiu discounted penalty functions, φˆ1(s) and φˆ2(s), are given by
φˆ1(s) = λ
λn
n∑
m=1
n∏
k=1,k6=m
(s−sk)(c−λTsk Tsp(0))
(sm−sk)(c−λTsk Tsm p(0))dδ(sm)ωˆp(sm)− dδ(s)ωˆp(s)
qˆ(s)− γ (s) , (4.10)
φˆ2(s) =
n∑
m=1
n∏
k=1,k6=m
(s−sk)(c−λTsk Tsp(0))
(sm−sk)(c−λTsk Tsm p(0)) ωˆq(sm)− ωˆq(s)
qˆ(s)− γ (s) . (4.11)
Proof. By (4.2), we have
φˆ1(s) =
A∗δ,1(s)[c Eφ1(0)− λωˆp(s)Ee1]
|Aδ(s)| , (4.12)
where
A∗δ,1(s) =
(
n∏
i=2
[cs− δ − λ(1− pˆ(s))− λi],−λ1
n∏
i=3
[cs− δ − λ(1− pˆ(s))− λi],
λ1λ2
n∏
i=4
[cs− δ − λ(1− pˆ(s))− λi], . . . , (−1)n+1
n−1∏
i=1
λi
)
,
is the first row of the adjoint matrix A∗δ (s).
One easily obtains from (4.8) that
Eφ1(0) =
λ
c |D|

n∑
m=1
(−1)m+1dδ(sm)ωˆp(sm)|Dm1|
...
n∑
m=1
(−1)m+ndδ(sm)ωˆp(sm)|Dmn|
 .
By similar matrix treatment as in [11], we know that the coefficient of dδ(sm)ωˆp(sm) in cA∗δ,1(s)Eφ1(0) is
λ(−1)m+1
|D|
(
|Dm,1|
n∏
j=2
[cs− δ − λ(1− pˆ(s))− λj] + |Dm,2|λ1
n∏
j=3
[cs− δ − λ(1− pˆ(s))− λj] + · · · + |Dm,n|
n−1∏
j=1
λj
)
=
λ
n−1∏
k=1
λk(−1)m+1
|D|
(
(−1)n−1|Dm,1
n∏
j=2
λ(1− pˆ(s))+ λj + δ − cs
λj−1
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+ (−1)n−2|Dm,2|
n∏
j=3
λ(1− pˆ(s))+ λj + δ − cs
λj−1
+ · · · + |Dm,n|
)
=
λ
n−1∏
k=1
λk(−1)n+1
|D|
(
(−1)m−1|Dm,1|
n∏
j=2
λ(1− pˆ(s))+ λj + δ − cs
λj−1
+ (−1)m−2|Dm,2|
n∏
j=3
λ(1− pˆ(s))+ λj + δ − cs
λj−1
+ · · · + (−1)m−n|Dm,n|
)
= λ
n−1∏
k=1
λk(−1)n+1 |Dm||D|
= λ
n−1∏
k=1
λk(−1)n+1
n∏
k=1,k6=m
(s− sk)(c − λTskTsp(0))
(sm − sk)(c − λTskTsmp(0))
,
where the last equality follows from the fact that the matrix Dm is just the matrix D with entries s instead of sm in the mth
row. Further note that
A∗δ,1(s)λωˆp(s)Ee1 = (−1)n−1λ
n−1∏
k=1
λkdδ(s)ωˆp(s).
Substituting the above formulas into (4.12) and applying some calculations lead to (4.10). By similar arguments, we can
obtain (4.11). This completes the proof. 
We remark that formulas (4.10) and (4.11) generalize the formulas (17) and (22) in [4] for the case n = 2.
5. Explicit results for φ1(u) and φ2(u)
In this section, we derive some explicit results for the Gerber–Shiu discounted penalty function. We assume that the
claim size densities p and q belong to the rational family, namely, their Laplace transforms are of the form:
pˆ(s) = pl1−1(s)
pl1(s)
, qˆ(s) = ql2−1(s)
ql2(s)
, l1, l2 ∈ N+, (5.1)
where pl1−1(s) and ql2−1(s) are polynomials of degrees l1 − 1 and l2 − 1 or less, respectively, while pl1(s) and ql2(s) are
polynomials of degrees l1 and l2 with only negative roots, and satisfying pl1−1(0) = pl1(0) and ql2−1(0) = ql2(0). Without
loss of generality, we assume that the leading coefficients of pl1(s) and ql2(s) are 1. The rational family distribution, widely
used in probability applications, includes the Erlang, Coxian and phase-type distributions as special cases, as well asmixture
of them.
For the case pˆ and qˆ defined in (5.1), the Laplace transforms (4.10) and (4.11) can be transformed to rational expressions
for some special penalty functions. Then some ruin related quantities, such as the ultimate ruin probability, the Laplace
transform of the time of ruin, and the joint distribution of the surplus before ruin and the deficit at ruin, can be obtained by
inverting Laplace transforms.
Nowwe analyze the Laplace transforms (4.10) and (4.11). First, by a change of variables y = cs+λpˆ(s), yk = csk+λpˆ(sk),
k = 1, 2, . . . , n, the function dδ(s) becomes
lδ(y) = 1+
n∑
k=2
n∏
j=k
λ+ λj + δ − y
λj−1
,
which is a polynomial function of ywith degree n− 1. By using Lagrange interpolation formula, one finds
lδ(y) =
n∑
m=1
n∏
k=1,k6=m
y− yk
ym − yk lδ(ym),
that is
dδ(s) =
n∑
m=1
n∏
k=1,k6=m
cs+ λpˆ(s)− csk − λpˆ(sk)
csm + λpˆ(sm)− csk − λpˆ(sk)dδ(sm). (5.2)
Z. Zhang et al. / Journal of Computational and Applied Mathematics 230 (2009) 643–655 651
By formula (5.2), we obtain
φˆ1(s) = λ
λn
n∑
m=1
n∏
k=1,k6=m
(s−sk)(c−λTsk Tsp(0))
(sm−sk)(c−λTsk Tsm p(0))dδ(sm)[ωˆp(sm)− ωˆp(s)]
qˆ(s)− γ (s)
=
λ
[
n−1∏
i=1
λi
][
n∏
j=1
(s− sj)
]
n∑
m=1
n∏
k=1,k6=m
c−λTsk Tsp(0)
(sk−sm)(c−λTsk Tsm p(0))dδ(sm)TsTsmωp(0)
(−1)n−1
[
n∏
i=1
λi
]
[qˆ(s)− γ (s)]
. (5.3)
While φˆ2(s) can be translated into
φˆ2(s) =
[
n∏
i=1
λi
][
n∏
j=1
(s− sj)
]
n∑
m=1
n∏
k=1,k6=m
c−λTsk Tsp(0)
(sk−sm)(c−λTsk Tsm p(0))TsTsmωq(0)
(−1)n−1λ1λ2 · · · λn[qˆ(s)− γ (s)] . (5.4)
Now multiplying both numerators and denominators of (5.3) and (5.4) by [pl1(s)]nql2(s) gives
φˆ1(s) =
[
n∏
j=1
(s− sj)
]
n∑
m=1
L1,m(s)TsTsmωp(0)
(−1)n−1
[
n∏
i=1
λi
]
[pl1(s)]nql2(s)[qˆ(s)− γ (s)]
, (5.5)
φˆ2(s) =
[
n∏
j=1
(s− sj)
]
n∑
m=1
L2,m(s)TsTsmωq(0)
(−1)n−1
[
n∏
i=1
λi
]
[pl1(s)]nql2(s)[qˆ(s)− γ (s)]
, (5.6)
where
L1,m(s) = λ
[
n−1∏
i=1
λi
]
pl1(s)ql2(s)dδ(sm)
n∏
k=1,k6=m
cpl1(s)− λpl1(s)TskTsp(0)
(sk − sm)(c − λTskTsmp(0))
,
L2,m(s) =
[
n∏
i=1
λi
]
pl1(s)ql2(s)
n∏
k=1,k6=m
cpl1(s)− λpl1(s)TskTsp(0)
(sk − sm)(c − λTskTsmp(0))
.
Note that
cpl1(s)− λpl1(s)TskTsp(0) = cpl1(s)+
λ
s− sk
[
pl1−1(s)− pl1(s)pˆ(sk)
]
= cpl1(s)+ λpl1−1[s, sk] − λpˆ(sk)pl1 [s, sk],
where pl1−1[s, sk] :=
pl1−1(s)−pl1−1(sk)
s−sk , a polynomial of degree l1 − 2, and pl1 [s, sk] :=
pl1 (s)−pl1 (sk)
s−sk , a polynomial of degree of
l1 − 1, are the first divided differences of pl1−1(s) and pl1(s) with respect to sk, respectively, hence, L1,m(s) and L2,m(s) are
polynomials of degree nl1 + l2.
The common denominator of (5.5) and (5.6), denoted by Dnl1+l2+n(s), is a polynomial of degree nl1 + l2 + nwith leading
coefficient cn. Then equation Dnl1+l2+n(s) = 0 has nl1 + l2 + n roots on the complex plane, with all complex roots being in
conjugate pairs. Noting that s1, s2, . . . , sn are n roots by Lemma 1, then
Dnl1+l2+n(s) = cn
[
n∏
j=1
(s− sj)
]
nl1+l2∏
k=1
(s+ Rk), s ∈ C.
We remark that all Rk’s have a positive real part, since otherwise, −Rk would also be a root of the generalized Lundberg
equation (3.3), which is a contradiction to Lemma 1. Hence, (5.5) and (5.6) can be rewritten as
φˆ1(s) =
n∑
m=1
L1,m(s)TsTsmωp(0)
cn
nl1+l2∏
k=1
(s+ Rk)
, (5.7)
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φˆ2(s) =
n∑
m=1
L2,m(s)TsTsmωq(0)
cn
nl1+l2∏
k=1
(s+ Rk)
. (5.8)
If all Rk’s, k = 1, 2, . . . , nl1 + l2, are different, by performing partial fraction, one can obtain for i = 1, 2
Li,m(s)
cn
nl1+l2∏
k=1
(s+ Rk)
= ai,m,0 +
nl1+l2∑
k=1
ai,m,k
s+ Rk ,
where
a1,m,0 =
λ
[
n−1∏
i=1
λi
]
dδ(sm)
c
n∏
k=1,k6=m
[
(sk − sm)(c − λTskTsmp(0))
] , (5.9)
a2,m,0 =
n∏
i=1
λi
c
n∏
k=1,k6=m
[
(sk − sm)(c − λTskTsmp(0))
] , (5.10)
and for k = 1, 2, . . . , nl1 + l2
ai,m,k = Li,m(−Rk)
cn
nl1+l2∏
l=1,l6=k
(Rl − Rk)
. (5.11)
Thus, (5.7) and (5.8) become
φˆ1(s) =
n∑
m=1
[
a1,m,0 +
nl1+l2∑
k=1
a1,m,k
s+ Rk
]
TsTsmωp(0),
φˆ2(s) =
n∑
m=1
[
a2,m,0 +
nl1+l2∑
k=1
a2,m,k
s+ Rk
]
TsTsmωq(0).
Finally, by inverting the above Laplace transforms, one can obtain the explicit expressions for φ1(u) and φ2(u)
φ1(u) =
n∑
m=1
[
a1,m,0Tsmωp(u)+
nl1+l2∑
k=1
a1,m,ke−Rku ∗ Tsmωp(u)
]
, (5.12)
φ2(u) =
n∑
m=1
[
a2,m,0Tsmωq(u)+
nl1+l2∑
k=1
a2,m,ke−Rku ∗ Tsmωq(u)
]
, (5.13)
where ∗ denotes the convolution operator.
We remark that formulas (5.12) and (5.13) generalize the corresponding results in [4]. Nowwe give a numerical example
to illustrate the solution procedure in the next section.
6. A numerical example
In this section, we assume that the claim amounts density from class 1 is
p(x) = αe−αx, α > 0, x > 0,
and the claim amounts from class 2 have a mixture of two exponentials with density
q(x) = ηβ1e−β1x + (1− η)β2e−β2x, β1, β2 > 0, 0 < η < 1, x > 0.
The Laplace transforms pˆ(s) = αs+α and qˆ(s) = ηβ1s+β1 +
(1−η)β2
s+β2 , i.e., p0(s) = α, p1(s) = s+α, q1(s) = ηβ1s+(1−η)β2s+β1β2
and q2(s) = (s+β1)(s+β2). Furtherwe assume that the claims fromclass 1 occur following a Poissonprocesswith parameter
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Fig. 1. Ruin probability ψ(u) and its decompositions ψ1(u), ψ2(u).
λ and claims from class 2 occur following a renewal process with inter-claim times being generalized Erlang(3) distributed
with parameters λ1, λ2, λ3.
The generalized Lundberg equation (3.3) simplifies to
3∏
i=1
[
1− s(cs+ cα − λ)
λi(s+ α)
]
= ηβ1
s+ β1 +
(1− η)β2
s+ β2 , (6.1)
which gives eight roots, say, s1, s2 > 0, s3 = 0,−Ri withR(Ri) > 0, i = 1, 2, 3, 4, 5.
For illustration purpose, we set δ = 0, c = 3, λ = 2, λ1 = λ2 = λ3 = 1, α = 1, β1 = 1.5, β2 = 0.5, η = 0.4.
It is easy to check that the net profit condition (1.3) holds. After solving Eq. (6.1), we obtain s1 = 0.777568 + 0.277217i,
s2 = 0.777568 − 0.277217i, s3 = 0, R1 = 0.614296 + 0.123697i, R2 = 0.614296 − 0.123697i, R3 = 0.158887, R4 =
0.668052, R5 = 1.499606.
1. When w ≡ 1, φ1(u) and φ2(u) simplify to the ruin probabilities ψ1(u) and ψ2(u), and in this case, ωp(u) = e−αu,
ωq(u) = ηe−β1u + (1− η)e−β2u. By formulas (5.12) and (5.13), we obtain
ψ1(u) = 0.745352e−0.158887u + 0.048666e−0.668052u − 0.000263e−1.499606u
+ e−0.614296u(0.096627 cos 0.123697u+ 0.345425 sin 0.123697u),
ψ2(u) = 0.192335e−0.158887u − 0.067579e−0.668052u + 0.000256e−1.499606u
− e−0.614296u(0.066736 cos 0.123697u+ 0.175503 sin 0.123697u).
Fig. 1 shows the ruin probabilities ψ1(u) and ψ2(u), as well as the total ruin probability ψ(u) = ψ1(u) + ψ2(u) for
u ∈ [0, 30]. We see that ψ1(u) > ψ2(u), which is due to the numerical setting that the expected claims loss from class
1 per unit time, λµX , is larger than that from class 2, µY/(
∑3
i=1
1
λi
). Both the ruin probability ψ1(u) and the total ruin
probability ψ(u) decrease for all u ≥ 0, but the ruin probability ψ2(u) increases for small u and then decreases when
u becomes larger, which implies that the risk from the first class dominates that from the second class for small initial
surplus under the numerical setting.
2. When w(x1, x2) = I(x1 = x), then φ1(u) and φ2(u) simplify to the decompositions of (defective) density of the surplus
before ruin, denoted by f1(x|u) and f2(x|u). In this case, ωp(u) = e−αu, ωq(u) = ηe−β1u + (1− η)e−β2u when u = x, and
ωp(u) = ωq(u) = 0 when u 6= x. Figs. 2 and 3 show the behavior of f1(x|u) and f2(x|u)with initial surplus u = 2, 4, 6, 8,
respectively. Both f1(x|u) and f2(x|u) first increase and then decrease for all u, and for fixed small value x, the smaller
the value u, the larger the densities f1(x|u) and f2(x|u), which means that ruin is prone to occur for small initial surplus.
Finally, different from f2(x|u), f1(x|u) is discontinuous at the point x = u, and this fact coincides with the result for the
case n = 2, see [4].
We remark that the expressions for φ1(u) and φ2(u) depend on the choices of the claim size distributions and the penalty
functionw. The choices of the claim size distributions determine the number of zeros of the common denominator of (5.5)
and (5.6), while different choice of the penalty function w will give different ruin related quantity, e.g., if w(x1, x2) = 1,
φ1(u) and φ2(u) give the Laplace transforms of the time of ruin with respect to δ if ruin is caused by a claim from class 1 and
2, respectively; if w(x1, x2) = I(x1 = x, x2 = y), then φ1(u) and φ2(u) give the two decompositions of the discounted joint
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Fig. 2. The (defective) density f1(x|u)with u = 2, 4, 6, 8.
Fig. 3. The (defective) density f2(x|u)with u = 2, 4, 6, 8.
density function of the surplus before ruin and the deficit at ruin; if w(x1, x2) = xn1xm2 , then φ1(u) and φ2(u) give the two
decompositions of discounted joint moments of the surplus before ruin and the deficit at ruin.
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