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Abstract
We consider time delay for the Dirac equation. A new method to calculate the asymptotics of the expectation values
of the operator
∞∫
0
eiH0tζ
(
|x|
R
)
e−iH0tdt, as R → ∞, is presented. Here H0 is the free Dirac operator and ζ (t) is such that
ζ (t) = 1 for 0 ≤ t ≤ 1 and ζ (t) = 0 for t > 1. This approach allows us to obtain the time delay operator δT (f) for initial
states f in H3/2+ε2
(
R3;C4
)
, ε > 0, the Sobolev space of order 3/2 + ε and weight 2. The relation between the time delay
operator δT (f) and the Eisenbud-Wigner time delay operator is given. Also, the relation between the averaged time delay
and the spectral shift function is presented.
1 Introduction.
In the present paper we consider time delay for the quantum scattering pair {H0, H}, where the free Dirac operator H0 is
given by
H0 = −iα · ∇+mα4, (1.1)
with m - the mass of the particle, α = (α1, α2, α3) and αj , j = 1, 2, 3, 4, are 4×4 Hermitian matrices that satisfy the relation:
αjαk + αkαj = 2δjk, j, k = 1, 2, 3, 4,
where δjk denotes the Kronecker symbol. The standard choice of αj is ([33]):
αj =
(
0 σj
σj 0
)
, 1 ≤ j ≤ 3, α4 =
(
I2 0
0 −I2
)
= β,
(In is the n× n unit matrix) and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
are the Pauli matrices. The operator H0 is a self-adjoint operator on L
2
(
R
3;C4
)
(see Section 2). The perturbed Dirac
operator is defined by
H = H0 +V. (1.2)
Here the potential V (x) is an Hermitian 4×4 matrix valued function defined for x ∈ R3 such that H is a self-adjoint operator
on L2
(
R3;C4
)
(see Section 2). For a detailed study of the Dirac equation we refer to [8], [33], and the references quoted
there.
We define time delay for the pair {H0, H} as follows. Let ζ (t) be such that ζ (t) = 1 for 0 ≤ t ≤ 1 and ζ (t) = 0 for t > 1.
For R > 0 and a normalized f ∈ L2 (R3;C4) we define the quantities
T0,R (f) :=
∞∫
−∞
∥∥∥∥ζ ( |x|R
)
e−iH0tf
∥∥∥∥2 dt =
∞∫
−∞
∫
|x|≤R
∣∣e−iH0tf ∣∣2
C4
dt
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and
TR (f) :=
∞∫
−∞
∥∥∥∥ζ ( |x|R
)
e−iHtf
∥∥∥∥2 dt =
∞∫
−∞
∫
|x|≤R
∣∣e−iHtf ∣∣2
C4
dt.
As
∥∥∥ζ ( |x|R ) e−iH0tf∥∥∥2 is the probability that the state e−iH0tf is localized in the ball BR := {x ∈ R3∣∣ |x| ≤ R} at time t,
T0,R (f) represents the total time spent in BR by a normalized state f under the free evolution group e−iH0t, and similarly,
TR (f) measures the total time that the state represented by f stays in BR under e−iHt.
Since the scattering theory is based on the comparison of the perturbed dynamics with the free one, it is natural to define
time delay as the difference of the time that the scattered particles stay in the scattering region and the time that the free
particles, subject to the same initial conditions, spend in the scattering region. Let f be the initial condition at t = 0 that
defines the dynamics e−iH0tf of the free particle. Then, the wave operator W−, if it exists, defines the initial condition W−f
in t = 0 of the scattered state e−iHtW−f , with the property that asymptotically for t → −∞ it has the same dynamics as
the free state, i.e.,
∥∥e−iH0tf − e−iHtW−f∥∥→ 0, when t→ −∞. We define the time delay in BR as the difference of the time
spent in BR by the state W−f and the time that the free state f stays in BR. That is, the local time delay δRT (f) is given
by
δRT (f) := TR (W−f)− T0,R (f) .
As the effective scattering region is all of R3, we have to consider the limit of δRT (f) , when R→∞. If the limit exists, this
leads us to the definition of the global time delay or simply time delay
δT (f) := lim
R→∞
δRT (f) . (1.3)
The main problem in this definition of time delay consists in exhibiting a set of initial states f ∈ L2 (R3;C4) and a class of
perturbations H −H0 for which the limit in (1.3) exists.
There are a lot of papers concerning time delay for the Schro¨dinger equation (see [3], [4], [5], [6], [12], [16], [17], [18], [23],
[24], [25], [26], [27], [30], [31], [36], and the references therein). The works [17], [23], [24], [29] and [30] study more general,
abstract dynamics, however they apply the obtained results to the case of the Schro¨dinger equation only. Many physical
aspects, as well as applications of time delay are presented in [14]. Time delay for dynamics given by a regular enough
pseudodifferential operator of hypoelliptic-type, such as the Schro¨dinger operator or the square-root Klein-Gordon operator
(pseudo-relativistic Schro¨dinger operator), were treated in [34]. However, the Dirac operator was not considered in [34]. As
far as we know there are no papers concerning time delay for the Dirac equation.
In order to present our results we make some definitions. For 1 ≤ p < ∞ and α ∈ R we denote by Lp (R3;C4)
and Hα (R3;C4) the Lebesgue and Sobolev spaces of C4-vector valued functions, respectively (see, for example, [1]). We
often will write Lp and Hα instead of Lp (R3;C4) and Hα (R3;C4) . Also, we introduce the weighted L2 spaces for s ∈ R,
L2s := {f : 〈x〉s f (x) ∈ L2}, ‖f‖L2s := ‖〈x〉
s
f (x)‖L2 , where 〈x〉 =
(
1 + |x|2
)1/2
. Moreover, for any α, s ∈ R we define
Hαs := {f : 〈x〉s f (x) ∈ Hα}, ‖f‖Hαs := ‖〈x〉
s
f (x)‖Hα , where ‖f (x)‖Hα =
(∫
R3
〈ξ〉2α
∣∣∣fˆ (ξ)∣∣∣2 dξ)1/2 . The Fourier transform
F is given by
fˆ (ξ) = (Ff) (ξ) := (2pi)−3/2
∫
R3
e−iξ·xf (x) dx.
We denote by (·, ·) the L2 scalar product. The scalar product in C4 is denoted by 〈·, ·〉 . The projections P± on the positive
and negative energies of H0 are defined by (see Section 2)
P± :=
1
2
(
I4 ± H0|H0|
)
.
Also, we introduce
A0 :=
1
2i
(
1
|∇|2∇ · x+ x · ∇
1
|∇|2
)
=
1
2
(
1
|∇|2A+A
1
|∇|2
)
, (1.4)
where ∇ is the gradient and the operator A, known as “the generator of dilations”, is defined as
A :=
1
2i
3∑
j=1
(x · ∇+∇ · x) .
2
The operators Γ0 (E) , given by (2.4), define the spectral representation F0 of the operator H0 (2.5). We denote by Hˆ the
space of the spectral realization of H0 under F0 (see (2.6)) and (·, ·)Hˆ denotes the scalar product in Hˆ. Also for any open
set O ⊂ (−∞,−m) ∪ (m,+∞), we define
Φ (O) := {f ∈ H3/2+ε2
(
R
3;C4
)
, ε > 0
∣∣∣ f = ψf (H0) f, for some ψf such that suppψf ⊂ O}. (1.5)
Finally, ρ (H) is the resolvent set of H and σp (H) is the closure of the set of the eigenvalues of the operator H.
We assume that the wave operatorsW± exist and are complete, and hence, the scattering operator S is unitary. In Section
2 we give sufficient conditions on the potential V under which this assumption is true.
We are now in position to present our results.
Theorem 1.1 Suppose that the state f ∈ H3/2+ε2
(
R3;C4
)
, ε > 0, is such that Sf ∈ H3/2+ε2
(
R3;C4
)
, the function t →∥∥(W− − eitHe−itH0) f∥∥L2(R3) belongs to L1 ((−∞, 0]) and t → ∥∥(W+ − eitHe−itH0)Sf∥∥L2(R3) belongs to L1 ([0,∞)) . Then
the limit in (1.3) exists and
δT (f) = (f,Tf) , (1.6)
where
T :=H0S
∗ (P− [A0,S]P− −P+ [A0,S]P+) .
Moreover, let the scattering matrix S (E) be continuously differentiable with respect to E on some open set O ⊂ (−∞,−m)∪
(m,+∞) \ σp (H) . Then, for any f ∈ Φ (O) , T is the Eisenbud-Wigner time delay operator, that is
δT (f) = (Γ0 (E) f, T (E) Γ0 (E) f)Hˆ ,
with
T (E) := −iS (E)∗ d
dE
S (E) . (1.7)
Remark 1.2 Observe that Theorem 1.1 remains valid in the case when H −H0 is not a multiplication operator.
Remark 1.3 We note that in the case of the Schro¨dinger equation a similar result was proved in [3]. For pseudodifferential
operators of hypoelliptic-type, a result as in Theorem 1.1 was obtained in [34]. In these papers, the Fourier transforms of the
functions f and Sf are assumed to be compactly supported. We do not need this condition and we prove Theorem 1.1 for f
and Sf belonging to the weighted Sobolev space H
3/2+ε
2
(
R3;C4
)
.
We suppose now that the potential V satisfies the following:
Condition 1.4 The potential V has the form
V (x) = 〈x〉−ρ (V1 (x) +V2 (x)) , ρ > 2,
where each element of the matrixV1 belongs to L
∞ (R3) and the entries ofV2 are Lp (R3) functions, for some p > 3.Moreover,
the elements of the matrix x · ∇V1 are in L∞
(
R3
)
+Lq1
(
R3
)
and the entries of 〈x〉V2 belong to L∞
(
R3
)
+Lq2
(
R3
)
, with
qj ≥ 2, j = 1, 2.
For τ > 0 we define the following dense subset of L2
(
R3;C4
)
:
Dτ := {f ∈ L2τ
(
R
3;C4
)∣∣ f = ψf (H0) f, for some ψf ∈ C∞0 ((−∞,−m) ∪ (m,+∞) \ σp (H))}.
We have
Theorem 1.5 Suppose that V satisfies Condition 1.4 and let f ∈ Dτ , τ > 2. Then, the global time delay δT (f) exists and
relation (1.6) is true, with T being the Eisenbud-Wigner time delay operator.
Let us now suppose that the potential V satisfy the following:
Condition 1.6 The potential V satisfies the estimate
|V (x)| ≤ C (1 + |x|)−4−ε , ε > 0.
3
The spectral shift function (SSF) is a real valued function ξ (E;H,H0) such that the relation
Tr (f (H)− f (H0)) =
∞∫
−∞
ξ (E;H,H0) f
′ (E) dE,
known as the trace formula, holds at least for all f ∈ C∞0 (R) (see [38], [41] and the references there in). Here TrA denotes
the trace of an operator A. The average time delay at energy E is defined by TrT (E) , with T (E) given by (1.7). Finally,
we present a formula that relates the average time delay with the SSF. We have the following result (see [13], [30], [38], [41],
and the references therein in the case of the Schro¨dinger operator).
Theorem 1.7 Assume that V satisfies Condition 1.6. Then, the following equality is valid
TrT (E) = −2piξ′ (E;H,H0) , (1.8)
for E ∈ (−∞,−m) ∪ (m,+∞).
Remark 1.8 For an operator A of trace class we denote by Det (I +A) the determinant of I + A ([38], [41]). If Condition
1.6 holds, Theorem 4.5 of [40] implies that the operator S (E)− I is of trace class. The scattering phase θ (E) is defined by
the relation DetS (E) = e−2iθ(E). It also follows from Theorem 4.5 of [40] that the SSF ξ (E;H,H0) exists and it is related
to the scattering phase θ (E) by ξ (E;H,H0) = (1/pi) θ (E). Thus, formula (1.8) shows that up to numerical coefficients, the
average time delay, the SSF and the scattering phase, that have different physical meanings, coincide. On the other hand,
we observe that Theorem 1.5 and Theorem 1.7 establish, via the Eisenbud-Wigner operator, a connection between δT (f)
and the SSF ξ (E;H,H0).
We now briefly explain our strategy. As in the case of the Schro¨dinger equation ([3]), by Proposition 4.1 the study of the
limit (1.3) reduces to finding an asymptotic expansion for the quantity
I (R) :=
∞∫
0
〈
e−iH0tf, ζ
( |x|
R
)
e−iH0tg
〉
dt, (1.9)
as R→∞. In order to find the asymptotics of I (R) we proceed as follows. Separating H0 into positive and negative energies
we obtain the decomposition (3.1) below. Since
√
|p|2 +m2+
√
|q|2 +m2 is different from 0 for all p and q, the terms I2 (R)
and I4 (R) in (3.1), containing e
−i
(√
|p|2+m2+
√
|q|2+m2
)
t
or e
i
(√
|p|2+m2+
√
|q|2+m2
)
t
, result to be o (1) functions, as R →∞.
On the other hand, as
√
|p|2 +m2 =
√
|q|2 +m2 for p = q, the terms I1 (R) and I3 (R) , that contain e−i
(√
|p|2+m2−
√
|q|2+m2
)
t
or e
i
(√
|p|2+m2−
√
|q|2+m2
)
t
, give us the principal part in the asymptotics of I (R) , as R → ∞. The asymptotic expansion of
I (R) is given by Theorem 3.2. To prove this theorem we first separate the part in I1 (R) and I3 (R) that diverges as R,
when R → ∞, and the constant part. These are the results of Lemmas 3.3 and 3.5, respectively. After that, we need to
show that the remaining part is o (1) function, as R → ∞. We prove this result in Lemmas 3.4 and 3.6. Finally, in Lemma
3.7 we show that the terms I2 (R) and I4 (R) also are o (1) functions, as R → ∞. This completes the scheme of the proof
of Theorem 3.2. We observe that the difficulty in obtaining the asymptotics of I (R) consists in that the integral in t in
(1.9) is conditionally convergent and this convergence depends on R. The dependence on R is rather delicate and therefore
we need some sharp estimates in weighted Sobolev spaces in order to obtain our result. Also, we note that we do not use a
formula analogous to the Alsholm-Kato formula (see (2.1) of [7]) that was used in [3] or [34]. Besides, our approach allows
us to obtain the asymptotics of I (R) for functions f, g in weighted Sobolev space H3/2+ε2 , ε > 0, and we do not need that
the Fourier transforms of f and g have compact support. This enables us to prove Theorem 1.1 for f and Sf belonging to
H3/2+ε2
(
R3;C4
)
(see Remark 1.3). If we assume that f and g in Theorem 3.2 are such that their Fourier transforms are
compactly supported, the proof of Theorem 3.2 results to be technically easier. The first assertion of Theorem 1.1 is proved
by using Proposition 4.1 and Theorem 3.2, and then, we give the relation of the time delay T and the Eisenbud-Wigner
time delay operator ([15], [37]), which is the result of the second assertion of Theorem 1.1 (see Subsection 4.1). We observe
that our method is direct and can be applied to another equations in quantum scattering theory, such as, for example, the
Schro¨dinger operator, the Klein-Gordon equation or the Pauli operator. The proof of Theorem 1.5 consists in showing that
under Condition 1.4 on the potential V the assumptions of Theorem 1.1 are valid. We do this by adapting the results of
[4] and [18] for the Schro¨dinger operator to the case of the Dirac operator. Finally, we prove Theorem 1.7 by using the
Birman-Krein’s formula, obtained for the Dirac equation in [40].
The paper is organized as follows. In Section 2 we give some known results about scattering theory for the Dirac operator.
In Section 3 we obtain the asymptotic expansion for I (R) , as R→∞. Section 4 is dedicated to the proofs of our theorems.
In Subsection 4.1 we use the asymptotics of I (R) in order to prove Theorem 1.1. Subsection 4.2 is dedicated to Theorem
1.5. Finally, the proof of Theorem 1.7 is given in Subsection 4.3.
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2 Basic notions.
The free Dirac operator H0 (1.1) is a self-adjoint operator on L
2
(
R3;C4
)
with domain D (H0) = H1
(
R3;C4
)
([33]). We
can diagonalize H0 by the Fourier transform F . Actually, FH0F∗ acts as multiplication by the matrix h0 (ξ) = α · ξ +mβ.
This matrix has two eigenvalues E = ±
√
ξ2 +m2 and each eigenspace X± (ξ) is a two-dimensional subspace of C4. The
orthogonal projections onto these eigenspaces are given by (see [33], page 9)
P± (ξ) :=
1
2
(
I4 ±
(
ξ2 +m2
)−1/2
(α · ξ +mβ)
)
. (2.1)
Note that
P± (ξ)F = (FP±) (ξ) ,
where
P± :=
1
2
(
I4 ± H0|H0|
)
.
The spectrum of H0 is purely absolutely continuous and it is given by σ (H0) = σac (H0) = (−∞,−m] ∪ [m,∞).
Let us now consider the perturbed Dirac operator H , given by (1.2). Suppose that the Hermitian 4 × 4 matrix valued
potential V, defined for x ∈ R3 satisfies the following
Condition 2.1 For some s0 > 1/2, 〈x〉2s0 V is a compact operator from H1 to L2.
The assumptions on a potential V, assuring Condition 2.1 are well known (see, for example, [32]). In particular, Condition
2.1 forV holds, if for some ε > 0, supx∈R3
∫
|x−y|≤1
∣∣∣〈y〉2s0 V (y)∣∣∣3+ε dy <∞ and ∫|x−y|≤1 ∣∣∣〈y〉2s0 V (y)∣∣∣3+ε dy → 0, as |x| → ∞
(see Theorem 9.6, Chapter 6, of [32]). Of course, the last two relations are true if V satisfies Condition 1.4.
Since V is an Hermitian 4×4 matrix valued potential V, Condition 2.1 implies assumptions (A1)-(A3) of [9]. Thus, under
Condition 2.1 H is a self-adjoint operator on D (H) = H1 and the essential spectrum σess (H) = σ (H0). The wave operators
(WO), defined as the following strong limit
W± (H,H0) := s− lim
t→±∞
eiHte−iH0t,
exist and are complete, i.e., RangeW± = Hac (the subspace of absolutely continuity of H) and the singular continuous
spectrum of H is absent.
Remark 2.2 We recall that the study about the absence of eigenvalues ofH embedded in the absolutely continuous spectrum
was made in [10], [19], [35], [42], and the references quoted there. In particular, there are no eigenvalues in the absolutely
continuous spectrum if
|V (x)| ≤ C (1 + |x|)−1−ε , ε > 0.
From the existence of the WO it follows that HW± = W±H0 (intertwining relations). The scattering operator, defined
by
S = S (H,H0) :=W
∗
+W−,
commutes with H0 and it is unitary.
Let H0S := −△ be the free Schro¨dinger operator in L2
(
R3;C4
)
. The limiting absorption principle (LAP) is the following
statement. For z in the resolvent set of H0S let R0S (z) := (H0S − z)−1 be the resolvent. The limits R0S (λ± i0) =
limε→+0 R0S (λ± iε) , (ε → +0 means ε → 0 with ε > 0) exist in the uniform operator topology in B
(
L2s,Hα−s
)
, s > 1/2,
|α| ≤ 2 ([2],[22],[39],[41]) and, moreover, ‖R0S (λ± i0) f‖Hα,−s ≤ Cs,δλ−(1−|α|)/2 ‖f‖L2s , for λ ∈ [δ,∞), δ > 0. Here for any
pair of Banach spacesX,Y, B (X,Y ) denotes the Banach space of all bounded operators fromX into Y. The functions R±0S (λ) ,
given by R0S (λ) if Imλ 6= 0, and R0S (λ± i0) , if λ ∈ (0,∞), are defined for λ ∈ C± ∪ (0,∞) (C± denotes, respectively, the
upper, lower, open complex half-plane) with values in B (L2s,Hα−s) and they are analytic for Imλ 6= 0 and locally Ho¨lder
continuous for λ ∈ (0,∞) with exponent ϑ satisfying the estimates 0 < ϑ ≤ s− 1/2 and ϑ < 1.
For z in the resolvent set of H0 let R0 (z) := (H0 − z)−1 be the resolvent. From the LAP for H0S it follows that the limits
(see Lemma 3.1 of [9])
R0 (E ± i0) = lim
ε→+0
R0 (E ± iε) =
{
(H0 + E)R0S
((
E2 −m2)± i0) for E > m
(H0 + E)R0S
((
E2 −m2)∓ i0) for E < −m, (2.2)
exist for E ∈ (−∞,−m)∪(m,∞) in the uniform operator topology in B (L2s,Hα−s) , s > 1/2, α ≤ 1, and ‖R0 (E ± i0) f‖Hα,−s
≤ Cs,δ |E||α| ‖f‖L2s , for |E| ∈ [m+ δ,∞), δ > 0. Furthermore, the functions, R
±
0 (E) , given by R0 (E) , if ImE 6= 0, and by
5
R0 (E ± i0) , if E ∈ (−∞,−m) ∪ (m,∞), are defined for E ∈ C± ∪ (−∞,−m) ∪ (m,+∞) with values in B
(
L2s,Hα−s
)
, and
moreover, they are analytic for ImE 6= 0 and locally Ho¨lder continuous for E ∈ (−∞,−m) ∪ (m,∞) with exponent ϑ such
that 0 < ϑ ≤ s− 1/2 and ϑ < 1.
Next we consider the resolvent R (z) := (H − z)−1 for z in the resolvent set of H. The following limits exist for E ∈
{(−∞,−m) ∪ (m,∞)}\σp (H) in the uniform operator topology in B
(
L2s,Hα−s
)
, s ∈ (1/2, s0] , |α| ≤ 1, where s0 is defined
by Condition 2.1 (see Theorem 3.9 of [9])
R (E ± i0) = lim
ε→+0
R (E ± iε) = R0 (E ± i0) (1 +VR0 (E ± i0))−1 . (2.3)
From this relation and the properties of R±0 (E) it follows that the functions, R
± (E) := {R (E) if ImE 6= 0, and R (E ± i0) ,
E ∈ {(−∞,−m) ∪ (m,∞)}\σp (H)}, defined for E ∈ C± ∪ {(−∞,−m) ∪ (m,∞)}\σp (H) , with values in B
(
L2s,Hα−s
)
are
analytic for ImE 6= 0 and locally Ho¨lder continuous for E ∈ {(−∞,−m) ∪ (m,∞)}\σp (H) with exponent ϑ such that
0 < ϑ ≤ s− 1/2, s < s0 and ϑ < 1.
We now give a spectral representation of H0. Let us define
(Γ0 (E) f) (ω) := (2pi)
− 32 υ (E)Pω (E)
∫
R3
e−iν(E)ω·xf (x) dx, (2.4)
where
υ (E) =
(
E2
(
E2 −m2)) 14 , and ν (E) =√E2 −m2,
and
Pω (E) :=
{
P+ (ν (E)ω) , E > m,
P− (ν (E)ω) , E < −m,
(P± (ξ) are given by (2.1)). The adjoint operator Γ∗0 (E) : L
2
(
S2;C4
)→ L2−s, s > 1/2, is given by
(Γ∗0 (E) f) (ω) := (2pi)
− 32 υ (E)
∫
S2
eiν(E)x·ωPω (E) f (ω) dω.
Note that Γ0 (E) is unitary equivalent to the trace operator T0 (E) , defined by using the Foldy-Wouthuysen transform in [9]
(see [28]). Then, from the properties of T0 (E) ([20], [21], [41]) we conclude that Γ0 (E) is bounded from L
2
s, s > 1/2, into
L2
(
S2;C4
)
and the operator valued function Γ0 (E) is locally Ho¨lder continuous on (−∞,−m) ∪ (m,∞) with exponent ϑ
satisfying 0 < ϑ ≤ s− 1/2 and ϑ < 1.
Since the operators Γ0 (E) and T0 (E) are unitary equivalent, it follows from Section 3 of [9] that the operator
(F0f) (E,ω) := (Γ0 (E) f) (ω)) (2.5)
extends to unitary operator from L2 onto
Hˆ :=
∫ ⊕
(−∞,−m)∪(m,+∞)
H (E) dE, (2.6)
where
H (E) :=
∫ ⊕
S2
X± (ν (E)ω)dω, ± E > m.
Moreover, F0 gives a spectral representation of H0
F0H0F∗0 = E,
the operator of multiplication by E in Hˆ. For these results see [28].
Since the scattering operator S commutes with H0, the operator F0SF∗0 acts as a multiplication by the operator valued
function S (E) : H (E)→ H (E) . We obtain from Theorem 4.2 of [9] (see also [38],[39],[41]) the following stationary formula
for S (E) (see [28]),
S (E) = I − 2piiΓ0 (E) (V −VR (E + i0)V) Γ0 (E)∗ , (2.7)
for E ∈ {(−∞,−m) ∪ (m,∞)}\σp (H) . Here I is the identity operator on H (E) . S (E) is called the scattering matrix.
6
3 Asymptotics for I (R) .
Let us first show that I (R) is well defined. The following result holds.
Lemma 3.1 For any fixed 0 < R <∞, and f, g ∈ H3/2+ε3/2+ε, ε > 0, we have
I (R) <∞.
Proof. Using that P+ +P− = I, we get
I (R) =
∞∫
0
〈
F ((P+ +P−) (e−iH0tf)) ,F (ζ ( |x|R ) (P+ +P−) e−iH0tg)〉 dt
= (2pi)
−3
∞∫
0
〈
F ((P+ +P−) e−iH0tf) , ζ˜R ∗ F ((P+ +P−) e−iH0tg)〉 dt
= (2pi)−3 (I1 + I2 + I3 + I4) (R) ,
(3.1)
where ∗ denotes the convolution, ζ˜R = (2pi)3/2 F
(
ζ
(
|x|
R
))
and
I1 (R) :=
∞∫
0
∫
R3
∫
R3
〈
e−i
√
|p|2+m2tf+ (p) , ζ˜R (p− q) e−i
√
|q|2+m2tg+ (q)
〉
dqdpdt,
I2 (R) :=
∞∫
0
∫
R3
∫
R3
〈
e−i
√
|p|2+m2tf+ (p) , ζ˜R (p− q) ei
√
|q|2+m2tg− (q)
〉
dqdpdt,
I3 (R) :=
∞∫
0
∫
R3
∫
R3
〈
ei
√
|p|2+m2tf− (p) , ζ˜R (p− q) e−i
√
|q|2+m2tg+ (q)
〉
dqdpdt,
I4 (R) :=
∞∫
0
∫
R3
∫
R3
〈
ei
√
|p|2+m2tf− (p) , ζ˜R (p− q) ei
√
|q|2+m2tg− (q)
〉
dqdpdt,
with f± (p) := P± (p) fˆ (p) and g± (p) := P± (p) gˆ (p) . We prove that |I1 (R)| <∞. The proof of |Ij (R)| <∞, for j = 2, 3, 4,
is similar.
Let us define
h (f+, g+; t) :=
∫
R3
∫
R3
〈
e−i
√
|p|2+m2tf+ (p) , ζ˜R (p− q) e−i
√
|q|2+m2tg+ (q)
〉
dqdp.
It is enough to show that ∣∣∣∣∣∣
∞∫
0
h (f+, g+; t) dt
∣∣∣∣∣∣ ≤ C ‖f+‖H3/2+ε3/2+ε(R3) ‖g+‖H3/2+ε3/2+ε(R3) . (3.2)
Since ∣∣∣ζ˜R (p)∣∣∣ ≤ C, p ∈ R3,
then ∣∣∣∣∣∣
1∫
0
h (f+, g+; t) dt
∣∣∣∣∣∣ ≤ C ‖f+‖L1(R3) ‖g+‖L1(R3) ≤ C ‖f+‖L23/2+ε(R3) ‖g+‖L23/2+ε(R3) ,
and thus, in order to get (3.2), we need the estimate∣∣∣∣∣∣
∞∫
1
h (f+, g+; t) dt
∣∣∣∣∣∣ ≤ C ‖f+‖H3/2+ε3/2+ε(R3) ‖g+‖H3/2+ε3/2+ε(R3) . (3.3)
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Suppose that f, g ∈ S (here S denote the Schwartz class). Observe that
h (f+, g+; t) =
∫
S2
∫
S2
∞∫
0
∞∫
0
〈
e−i
√
r2+m2tf+ (rω) , ζ˜R (rω − r1ω′) e−i
√
r21+m
2tg+ (r1ω
′)
〉
r2r21drdr1dω
′dω
=
1
t2
∫
S2
∫
S2
∞∫
0
∞∫
0
〈(
∂re
−i√r2+m2t
) √r2 +m2
r
f+ (rω) ,
×
(
∂r1e
−i
√
r21+m
2t
)
ζ˜R (rω − r1ω′)
√
r21 +m
2
r1
g+ (r1ω
′)
〉
r2r21drdr1dω
′dω.
(3.4)
Integrating by parts in both r and r1, we get
h (f+, g+; t) =
1
t2
∫
S2
∫
S2
∞∫
0
∞∫
0
e
−i
(√
r2+m2−
√
r21+m
2
)
t
∂r∂r1
〈
r
√
r2 +m2f+ (rω) ,
×ζ˜R (rω − r1ω′) r1
√
r21 +m
2g+ (r1ω
′)
〉
drdr1dω
′dω.
Noting that ∣∣∣∇j ζ˜R (p)∣∣∣ ≤ Cj , p ∈ R3, for all j,
we obtain ∣∣∣∣∣∣
∞∫
1
h (f+, g+; t) dt
∣∣∣∣∣∣ ≤ C
(∥∥∥fˆ∥∥∥
L∞(|p|≤1)
+
∥∥∥fˆ∥∥∥
H1
3/2+ε
(R3)
)(
‖gˆ‖L∞(|p|≤1) + ‖gˆ‖H1
3/2+ε
(R3)
)
and then, using the Sobolev embedding theorem, we get (3.3) for f, g ∈ S. Hence, by continuity, we extend the estimate
(3.3) for all f, g ∈ H3/2+ε3/2+ε and therefore, we arrive to (3.2).
We now study the asymptotics of I (R), as R→∞. We have the following
Theorem 3.2 Let f, g ∈ H3/2+ε2 , ε > 0. Then, as R→∞,
I (R) = R
∫
R3
〈√|p|2 +m2
|p| f+ (p) , g+ (p)
〉
dp+R
∫
R3
〈√|p|2 +m2
|p| f− (p) , g− (p)
〉
dp
+i
∫
R3
〈
f+ (p) ,
√
|p|2 +m2
2 |p|2 g+ (p) +
√
|p|2 +m2
2 |p|2 p · ▽ (g+ (p)) +
1
2 |p|2 p · ▽
(√
|p|2 +m2g+ (p)
)〉
dp
−i
∫
R3
〈
f− (p) ,
√
|p|2 +m2
2 |p|2 g− (p) +
√
|p|2 +m2
2 |p|2 p · ▽ (g− (p)) +
1
2 |p|2 p · ▽
(√
|p|2 +m2g− (p)
)〉
dp+ o (1) ,
(3.5)
where f± (p) = P± (p) fˆ (p) and g± (p) = P± (p) gˆ (p) .
Proof. We decompose I (R) as in relation (3.1). Let us consider the term I1. Let ϕ (s) ∈ C∞0 (R) , be such that ϕ (s) = 1 in
some neighborhood of s = 0. Observe that
I1 (R) = lim
ε→0
∞∫
0
∫
R3
∫
R3
e−i(|p|−|q|)tϕ
ε
√
|p|2 +m2 +
√
|q|2 +m2
|p|+ |q| t

×
〈√|p|2 +m2 +√|q|2 +m2
|p|+ |q| f+ (p) , ζ˜R (p− q) g+ (q)
〉
dqdpdt.
Proceeding as in (3.4), we show that
∫
R3
∫
R3
e−i(|p|−|q|)tϕ
ε
√
|p|2 +m2 +
√
|q|2 +m2
|p|+ |q| t
〈
√
|p|2 +m2 +
√
|q|2 +m2
|p|+ |q| f+ (p) , ζ˜R (p− q) g+ (q)
〉
dqdp
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belongs to L1, as a function of t, uniformly on ε ≤ 1. Then, it follows from the dominated convergence theorem that
I1 (R) =
∞∫
0
∫
R3
∫
R3
〈
e−i(|p|−|q|)t
√
|p|2 +m2 +
√
|q|2 +m2
|p|+ |q| f+ (p) , ζ˜R (p− q) g+ (q)
〉
dqdpdt.
Let the function F (s) , s ∈ R, be such that F (s) = 1 for 0 ≤ s < ∞ and F (s) = 0 for s < 0. Passing to the spherical
coordinate system in the q variable in the expression for I1 (R), we get
I1 (R) = lim
τ→+0
∫
R3
∫
S2
∞∫
0
(∞∫
0
e−i(|p|−r)te−τtdt
)〈√|p|2 +m2 +√r2 +m2
|p|+ r f+ (p) , ζ˜R (p− rω) g+ (rω)
〉
r2drdpdω
= lim
τ→+0
∫
R3
∫
S2
∞∫
−∞
 ∞∫
0
e−irte−τtdt
 f ((|p| − r)ω, p) drdpdω,
where
f (q, p) :=
〈√|p|2 +m2 +√|q|2 +m2
|p|+ |q| f+ (p) , ζ˜R (p− q) g+ (q)
〉
F (|q|) |q|2 .
Moreover, as
lim
τ→+0
∫
R3
∫
S2
∞∫
−∞
 ∞∫
0
e−irte−τtdt
 f ((|p| − r)ω, p)drdωdp = − lim
τ→+0
i
∫
R3
∫
S2
∞∫
−∞
f ((|p| − r)ω, p)
r − iτ drdωdp
= − lim
δ→0
lim
τ→+0
∫
R3
∫
S2
if (|p|ω, p)
 δ∫
−δ
dr
r − iτ
 dωdp− i lim
δ→0
∫
R3
∫
S2
 −δ∫
−∞
+
∞∫
δ
 f ((|p| − r)ω, p)
r
drdωdp
− lim
δ→0
lim
τ→+0
∫
R3
∫
S2
i
δ∫
−δ
f ((|p| − r)ω, p)− f (|p|ω, p)
r − iτ drdωdp,
we conclude that
I1 (R) = I1,1 (R) + I1,2 (R) ,
with
I1,1 (R) := pi
∫
R3
∫
S2
f (|p|ω, p)dωdp
and
I1,2 (R) := −i lim
δ→0
∫
R3
∫
S2
 −δ∫
−∞
+
∞∫
δ
 f ((|p| − r)ω, p)
r
drdωdp.
Using Lemma 3.3 for I1,1 (R) we obtain the first term in the R.H.S. of the asymptotic expansion (3.5). Decomposing I1,2 (R)
as in the sum (3.15) and applying Lemma 3.4 to I11,2 (R) , Lemma 3.5 to I
2
1,2 (R) and Lemma 3.6 to I
3
1,2 (R) we get the third
term in the R.H.S. of (3.5).
Now note that
I4 (R) = lim
τ→+0
∫
R3
∫
S2
∞∫
0
(∞∫
0
ei(|p|−r)te−τtdt
)〈√
|p|2+m2+√r2+m2
|p|+r f− (p) , ζ˜R (p− rω) g− (rω)
〉
r2drdpdω
= lim
τ→+0
∫
R3
∫
S2
∞∫
−∞
(∞∫
0
eirte−τtdt
)
f1 ((|p| − r)ω, p) drdpdω = lim
τ→+0
i
∫
R3
∫
S2
∞∫
−∞
f1((|p|−r)ω,p)
r+iτ drdωdp
= i lim
δ→0
∫
R3
∫
S2
[
−δ∫
−∞
+
∞∫
δ
]
f1((|p|−r)ω,p)
r drdωdp+ limδ→0
lim
τ→+0
∫
R3
∫
S2
i
δ∫
−δ
f1((|p|−r)ω,p)−f1(|p|ω,p)
r+iτ drdωdp
+ lim
δ→0
lim
τ→+0
∫
R3
∫
S2
if1 (|p|ω, p)
(
δ∫
−δ
dr
r+iτ
)
dωdp,
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where f1 (q, p) :=
〈√
|p|2+m2+
√
|q|2+m2
|p|+|q| f− (p) , ζ˜R (p− q) g− (q)
〉
F (|q|) |q|2 , and then
I4 (R) = I4,1 (R) + I4,2 (R) ,
where
I4 (R) := pi
∫
R3
∫
S2
f1 (|p|ω, p) dωdp
and
I4,2 (R) := i lim
δ→0
∫
R3
∫
S2
 −δ∫
−∞
+
∞∫
δ
 f1 ((|p| − r)ω, p)
r
drdωdp.
Thus, similarly to the case of I1 (R) above, we obtain the second and fourth terms in the R.H.S. of the asymptotic expansion
(3.5). Finally, applying Lemma 3.7 to I2 (R) and I3 (R) , we complete the proof.
Let us now check the results that we use in the proof of Theorem 3.2. First, we calculate the asymptotics of I1,1 (R) as
R→∞. We have
Lemma 3.3 Suppose that f, g ∈ H3/2+ε2 , ε > 0. The following relation holds
I1,1 (R) = 8pi
3R
∫
R3
〈√|p|2 +m2
|p| f+ (p) , g+ (p)
〉
dp+ o (1) , as R→∞. (3.6)
Proof. Noting that ζ˜R (p) = 4pi
(
−R cosR|p||p|2 +
sinR|p|
|p|3
)
(see Theorem 56, page 235 of [11]) and passing to the spherical
coordinate system in ω, where the z−axis is directed along the vector p, we have
I1,1 (R) = 4pi
2
∫
R3
2pi∫
0
pi∫
0
〈
f0 (p) ,
(
−Rcos
(
R |p|√2− 2 cos θ)
(2− 2 cos θ) +
sin
(
R |p| √2− 2 cos θ)
|p| (2− 2 cos θ) 32
)
g+ (|p|ω(θ, ϕ))
〉
sin θdθdϕdp,
where f0 (p) :=
√
|p|2+m2
|p| f+ (p) and ω(θ, ϕ) := (cosϕ sin θ, sinϕ sin θ, cos θ) . Observing that(
−Rcos
(
R |p| √2− 2 cos θ)
(2− 2 cos θ) +
sin
(
R |p|√2− 2 cos θ)
|p| (2− 2 cos θ) 32
)
sin θ = −∂θ
sin
(
R |p| √2− 2 cos θ)
|p| √2− 2 cos θ
and integrating by parts in θ we get
I1,1 (R) = 8pi
3R
∫
R3
〈f0 (p) , g+ (p)〉 dp+ I11,1 (R) + I21,1 (R) , (3.7)
where
I11,1 (R) := −8pi3
∫
R3
sin (2R |p|)
〈
f0 (p) ,
g+ (−p)
2 |p|
〉
dp, (3.8)
and
I21,1 (R) := 4pi
2
∫
R3
2pi∫
0
pi∫
0
〈
f0 (p) ,
sin
(
R |p| √2− 2 cos θ)
|p|√2− 2 cos θ ∂θg+ (|p|ω(θ, ϕ))
〉
dθdϕdp.
Note that ∫
R3
|〈f0 (p) , g+ (−p)〉| 1
2 |p|dp ≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2(R3)
)(
‖g+‖L∞(|p|≤1) + ‖g+‖L2(R3)
)
<∞. (3.9)
Taking p = |p|ω in the integral in (3.8), it follows from (3.9) and Fubini’s theorem that
∞∫
0
〈
f0 (p) ,
g+ (−p)
2 |p|
〉
|p|2 d |p| ∈ L1 (S2) .
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In particular, we have
∞∫
0
〈
f0 (p) ,
g+ (−p)
2 |p|
〉
|p|2 d |p| <∞,
for almost all ω ∈ S2. Then by the Riemann-Lebesgue lemma we get
lim
R→∞
∞∫
0
sin (2R |p|)
〈
f0 (p) ,
g+ (−p)
2 |p|
〉
|p|2 d |p| = 0,
a.e. in ω ∈ S2. Thus, using (3.9) to apply the dominated convergence theorem in (3.8) we obtain
lim
R→∞
I11,1 (R) = 0. (3.10)
Let us consider now I21,1 (R) . Note that
I21,1 (R) = 4pi
2
∫
R3
2pi∫
0
pi∫
0
〈
f0 (p) ,
sin
(
R |p| √2− 2 cos θ)
2
√
2− 2 cos θ (cosϕ, sinϕ, 0) · ∇g+ (|p|ω(θ, ϕ))
〉
cos θdθdϕdp
−4pi2
∫
R3
2pi∫
0
pi∫
0
〈
f0 (p) ,
√
2 + 2 cos θ sin
(
R |p| √2− 2 cos θ)
2
(0, 0, 1) · ∇g+ (|p|ω(θ, ϕ))
〉
dθdϕdp.
(3.11)
We have ∫
R3
|f0 (p)|
2pi∫
0
pi∫
0
|∇g+ (|p|ω(θ, ϕ))| dθdϕdp ≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2(R3)
)
‖g+‖H1(R3) .
Then, arguing as in the case of (3.10), we get
lim
R→∞
4pi2
∫
R3
2pi∫
0
pi∫
0
〈
f0 (p) ,
√
2 + 2 cos θ sin
(
R |p|√2− 2 cos θ)
2
(0, 0, 1) · ∇g+ (|p|ω(θ, ϕ))
〉
dθdϕdp = 0. (3.12)
Observe now that
4pi2
∫
R3
2pi∫
0
pi∫
0
〈
f0 (p) ,
sin
(
R |p| √2− 2 cos θ)
2
√
2− 2 cos θ (cosϕ, sinϕ, 0) · ∇g+ (|p|ω(θ, ϕ))
〉
cos θdθdϕdp
= 4pi2
∫
R3
2pi∫
0
pi∫
0
〈
f0 (p) ,
sin
(
R |p|√2− 2 cos θ)
2
√
2− 2 cos θ (cosϕ, sinϕ, 0) · (∇g+ (|p|ω(θ, ϕ)) −∇g+ (p))
〉
cos θdθdϕdp.
Thus, as
∫
R3
2pi∫
0
pi∫
0
|f0 (p)|√
2− 2 cos θ |∇g+ (|p|ω(θ, ϕ))−∇g+ (p)| dθdϕdp
≤ C
 pi∫
0
|θ|1/2√
2−2 cos θdθ
∫
R3
|f0 (p)|
 2pi∫
0
pi∫
0
|∂θ (∇g+ (|p|ω(θ, ϕ)))|2 dθdϕ
1/2 dp ≤ C ‖f+‖L21(R3) ‖g+‖H2(R3) ,
arguing as in (3.10), we see that the limit of the first term in the R.H.S. of (3.11), as R → ∞, is equals to 0. Therefore,
passing to the limit, as R→∞, in (3.11) and using (3.12) we conclude that
lim
R→∞
I21,1 (R) = 0. (3.13)
Using relations (3.10) and (3.13) in (3.7) we obtain (3.6).
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Next we study the asymptotics of I1,2 (R) as R → ∞. Passing to the spherical coordinate system, where the z−axis is
directed along the vector p, we obtain
I1,2 (R) = −4pii lim
δ→0
∫
R3
2pi∫
0
pi∫
0
 |p|−δ∫
−∞
+
∞∫
|p|+δ

×
〈
f+ (p) ,
(
−R cos
(
R
√
|p|2−2r|p| cos θ+r2
)
|p|2−2r|p| cos θ+r2 +
sin
(
R
√
|p|2−2r|p| cos θ+r2
)
(|p|2−2r|p| cos θ+r2)3/2
)
g0 (rω(θ, ϕ); |p|) sin θ
〉
(|p| − r) (|p|+ r) F (r) r
2drdθdϕdp,
where g0 (q; |p|) :=
(√
|p|2 +m2 +
√
|q|2 +m2
)
g+ (q) and ω(θ, ϕ) = (cosϕ sin θ, sinϕ sin θ, cos θ) . Noting that
−Rcos
(
R
√
|p|2 − 2r |p| cos θ + r2
)
|p|2 − 2r |p| cos θ + r2 +
sin
(
R
√
|p|2 − 2r |p| cos θ + r2
)
(
|p|2 − 2r |p| cos θ + r2
)3/2
 sin θ = −∂θ sin
(
R
√
|p|2 − 2r |p| cos θ + r2
)
r |p|
√
|p|2 − 2r |p| cos θ + r2
we have
pi∫
0
ζ˜R (p− rω(θ, ϕ)) g0 (rω(θ, ϕ); |p|) sin θdθ
=
pi∫
0
(
−R cos
(
R
√
|p|2−2r|p| cos θ+r2
)
|p|2−2r|p| cos θ+r2 +
sin
(
R
√
|p|2−2r|p| cos θ+r2
)
(|p|2−2r|p| cos θ+r2)3/2
)
g0 (rω(θ, ϕ); |p|) sin θdθ
= −
pi∫
0
∂θ
sin
(
R
√
|p|2−2r|p| cos θ+r2
)
r|p|
√
|p|2−2r|p| cos θ+r2
g0 (rω(θ, ϕ); |p|) dθ
= − sin (R (|p|+ r))
r |p| (|p|+ r) g0
(
−r p|p| ; |p|
)
+
sin (R (|p| − r))
r |p| (|p| − r) g0
(
r p|p| ; |p|
)
+
pi∫
0
sin
(
R
√
|p|2−2r|p| cos θ+r2
)
r|p|
√
|p|2−2r|p| cos θ+r2
∂θg0 (rω(θ, ϕ); |p|) dθ,
(3.14)
and therefore, we obtain the following decomposition
I1,2 (R) = I
1
1,2 (R) + I
2
1,2 (R) + I
3
1,2 (R) , (3.15)
with
I11,2 (R) := 8pi
2i lim
δ→0
∫
R3
 |p|−δ∫
−∞
+
∞∫
|p|+δ
 sin (R (|p|+ r))|p| (|p| − r) (|p|+ r)2
〈
f+ (p) , g0
(
−r p|p| ; |p|
)〉
F (r) rdrdp,
I21,2 (R) := −8pi2i lim
δ→0
∫
R3
 |p|−δ∫
−∞
+
∞∫
|p|+δ
 sin (R (|p| − r))|p| (|p| − r)2
〈
f+ (p) ,
g0
(
r p|p| ; |p|
)
|p|+ r
〉
F (r) rdrdp
and
I31,2 (R) := −4pii lim
δ→0
∫
R3
 |p|−δ∫
−∞
+
∞∫
|p|+δ

(√
|p|2 +m2 +√r2 +m2
)
r |p| (|p| − r) (|p|+ r)
×
〈
f+ (p) ,
2pi∫
0
pi∫
0
sin
(
R
√
|p|2 − 2r |p| cos θ + r2
)
√
|p|2 − 2r |p| cos θ + r2
∂θg+ (rω(θ, ϕ)) dθdϕ
〉
F (r) r2drdp.
For I11,2 (R) we have
Lemma 3.4 Let f, g ∈ H3/2+ε3/2+ε, ε > 0. Then,
lim
R→∞
I11,2 (R) = 0. (3.16)
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Proof. Note that
I11,2 (R) = 8pi
2i lim
δ→0
∫
R3
〈f+ (p) , g0 (−p; |p|)〉 i11,2 (R, |p| , δ) dp
+8pi2i lim
δ→0
∫
R3
 |p|−δ∫
−∞
+
∞∫
|p|+δ
 sin (R (|p|+ r))|p| (|p|+ r)2 (|p| − r)
〈
f+ (p) ,
r∫
|p|
∂r1
(
g0
(
−r1 p|p| ; |p|
)
r1
)
dr1
〉
F (r) drdp,
(3.17)
where
i11,2 (R, |p| , δ) :=
 |p|−δ∫
−∞
+
∞∫
|p|+δ
 sin (R (|p|+ r))
(|p| − r) (|p|+ r)2F (r) dr.
Since for any ε > 0,
∫
R3
∞∫
0
1
(|p|+ r)2 |r − |p||
∣∣∣∣∣∣∣
〈
f+ (p)
|p| ,
r∫
|p|
∂r1
(
g0
(
−r1 p|p| ; |p|
)
r1
)
dr1
〉∣∣∣∣∣∣∣ drdp
≤
∞∫
0
∞∫
0
dr
(|p|+ r)2 |r − |p||1/2
∫
S2
∣∣∣∣f+ (|p|ω)|p|
∣∣∣∣
 ∞∫
0
|∂r1 (g0 (−r1ω; |p|) r1)|2 dr1
1/2 dω |p|2 d |p|
≤
 ∞∫
0
∫
S2
|∂r1 (g0 (r1ω; |p|) r1)|2 dωdr1
1/2 ∞∫
0
∞∫
0
dr
(|p|+ r)2 |r − |p||1/2
∫
S2
∣∣∣∣f+ (|p|ω)|p|
∣∣∣∣2 dω
1/2 |p|2 d |p|
≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2ε(R3)
)(
‖g+‖L∞(|p|≤1) + ‖g+‖H1
)
,
arguing as in (3.10) we get
8pi2i lim
R→∞
lim
δ→0
∫
R3
 |p|−δ∫
−∞
+
∞∫
|p|+δ
 sin (R (|p|+ r))|p| (|p|+ r)2 (|p| − r)
〈
f+ (p) ,
r∫
|p|
∂r1g0
(
−r1 p|p| ; |p|
)
dr1
〉
F (r) rdrdp = 0. (3.18)
For δ < 1, we decompose i11,2 (R, |p| , δ) in the sum
i11,2 (R, |p| , δ) = −
cos 2R |p|
(2 |p|)2
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r
F (|p| − r) dr + sin (2R |p|) (i11,2 (R, |p| , δ))1
+
 −δ∫
−1
+
1∫
δ
 sin (R (2 |p| − r)) 1
r
[
1
(2 |p| − r)2 −
1
(2 |p|)2 ]F (|p| − r) dr +
 −1∫
−∞
+
∞∫
1
 sinR (2 |p| − r)
r (2 |p| − r)2 F (|p| − r) dr,
where (
i11,2 (R, |p| , δ)
)
1
:=
1
(2 |p|)2
 −δ∫
−1
+
1∫
δ
 cos (Rr)
r
F (|p| − r) dr.
For |p| < δ < 1 and any ε > 0 we get ∣∣∣(i11,2 (R, |p| , δ))1∣∣∣ ≤ ln δ(2 |p|)2 ≤ δ
ε ln δ
(2 |p|)2+ε .
If δ ≤ |p| < 1, (
i11,2 (R, |p| , δ)
)
1
=
sin (2R |p|)
(2 |p|)2
−|p|∫
−1
cosRr
r
dr,
and thus, ∣∣∣(i11,2 (R, |p| , δ))1∣∣∣ ≤ |ln |p||(2 |p|)2 .
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Finally, for |p| ≥ 1, (
i11,2 (R, |p| , δ)
)
1
= 0.
From these relations, together with the estimates
1
(2 |p|)2
∣∣∣∣∣∣
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r
F (|p| − r) dr
∣∣∣∣∣∣ = 1(2 |p|)2
∣∣∣∣∣∣
 −Rδ∫
−R
+
R∫
Rδ
 sin r
r
F
(
|p| − r
R
)
dr
∣∣∣∣∣∣ ≤ C 1|p|2 ,
uniformly for R and δ (since
∫∞
−∞
sin r
r dr = 2
∫∞
0
sin r
r dr = pi implies that
∫ b
a
sin r
r dr ≤ C, for all a and b),
1∫
−1
∣∣∣∣∣1r [ 1(2 |p| − r)2 − 1(2 |p|)2 ]
∣∣∣∣∣F (|p| − r) dr ≤
|p|∫
−1
∣∣∣∣∣1r [ 4r |p| − r2(2 |p| − r)2 (2 |p|)2 ]
∣∣∣∣∣ dr
≤
|p|∫
−1
[
1
(2 |p| − r)2 (2 |p|) ] + [
1
(2 |p| − r) (2 |p|)2 ]dr ≤ C
(1 + ln |p|)
|p|2
and  −1∫
−∞
+
∞∫
1
 1
|r| (2 |p| − r)2F (|p| − r) dr ≤ C
(
1 +
1
|p|2
)
,
we obtain ∫
R3
∣∣〈f+ (p) , g0 (−p; |p|)〉 i11,2 (R, |p| , δ)∣∣ dp ≤ C ‖f+‖L2 ‖g+‖L21
+C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2(R3)
)(
‖g+‖L∞(|p|≤1) + ‖g+‖L2(R3)
)
.
Arguing as in (3.10) we get
8pi2i lim
R→∞
lim
δ→0
∫
R3
〈f+ (p) , g0 (−p; |p|)〉 i11,2 (R, |p| , δ) dp = 0. (3.19)
Moreover, taking the limit in (3.17), as R→∞, and using (3.19) and (3.18) we obtain (3.16).
The following result shows that the term I21,2 (R) gives the non zero part of the asymptotics of I1,2 (R) as R→∞
Lemma 3.5 For f, g ∈ H3/2+ε2 , ε > 0 we have
lim
R→∞
I21,2 (R) = 8pi
3i
∫
R3
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp, (3.20)
where g0 (q; |p|) =
(√
|p|2 +m2 +
√
|q|2 +m2
)
g+ (q) .
Proof. Observe that
I21,2 (R) = I
2,1
1,2 (R) + I
2,2
1,2 (R) , (3.21)
where
I2,11,2 (R) := −8pi2i
∫
R3
 −1∫
−∞
+
∞∫
1
 sin (Rr)
|p| r2
〈
f+ (p) ,
g0
(
(|p| − r) p|p| ; |p|
)
2 |p| − r
〉
F (|p| − r) (|p| − r) drdp,
and
I2,21,2 (R) := −8pi2i lim
δ→0
∫
R3
 −δ∫
−1
+
1∫
δ
 sin (Rr)
|p| r2
〈
f+ (p) ,
g0
(
(|p| − r) p|p| ; |p|
)
2 |p| − r
〉
F (|p| − r) (|p| − r) drdp.
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Since ∫
R3
 −1∫
−∞
+
∞∫
1
 ∣∣∣∣∣∣ 1|p| r2
〈
f+ (p) ,
g0
(
(|p| − r) p|p| ; |p|
)
2 |p| − r
〉
F (|p| − r) (|p| − r)
∣∣∣∣∣∣ drdp
≤ C
∞∫
0
∞∫
0
∫
S2
∣∣∣∣f+ (|p|ω)(1 + 1|p|
)∣∣∣∣ |g+ (rω)| dωrdr |p|2 d |p|
≤ C
 ∞∫
0
∫
S2
∣∣∣∣f+ (|p|ω)|p|
∣∣∣∣2 dω
1/2 |p|2 d |p|

 ∞∫
0
∫
S2
|g+ (rω)|2 r2dω
1/2 dr

≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2
3/2+ε
)(
‖g+‖L∞(|p|≤1) + ‖g+‖L2
3/2+ε
)
,
arguing as in (3.10) we obtain
lim
R→∞
I2,11,2 (R) = 0. (3.22)
As for all δ ≤ 1  −δ∫
−1
+
1∫
δ
∫
R3
1
|p|2 r2
∣∣∣∣〈f+ (p) , g0 ((|p| − r) p|p| ; |p|)〉F (|p| − r) |p| − r2 |p| − r
∣∣∣∣ dpdr
≤ C
δ2
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2
1/2+ε
)
‖g+‖L∞ ,
it follows from the Fubini’s theorem that
I2,21,2 (R) = −8pi2i lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr) ∫
R3
1
|p| r2
〈
f+ (p) ,
g0
(
(|p| − r) p|p| ; |p|
)
2 |p| − r
〉
F (|p| − r) (|p| − r) dpdr
= −8pi2i lim
δ→0
1∫
δ
sin (Rr)
r2
∫
|p|≤ r3
(〈
f+ (p) , g0
(
(|p|+ r) p|p| ; |p|
)〉 |p|+ r
2 |p|+ r
dp
|p|
)
dr
−8pi2i lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r2
∫
|p|≥ |r|3
〈f+ (p) , g0
(
(|p| − r) p|p| ; |p|
)
2 |p| − r
〉
F (|p| − r) (|p| − r) dp|p|
 dr.
(3.23)
Noting that ∫
|p|≤ r3
∣∣∣∣(〈f+ (p) , g0((|p|+ r) p|p| ; |p|
)〉 |p|+ r
2 |p|+ r
)∣∣∣∣ dp|p| ≤ Cr2 ‖f+‖L∞(|p|≤1) ‖g+‖L∞(|p|≤2) ,
we get
1∫
0
1
r2
∣∣∣∣∣∣∣
∫
|p|≤ r3
(〈
f+ (p) , g0
(
|p|+ r, p|p|
)〉 |p|+ r
2 |p|+ r
dp
|p|
)∣∣∣∣∣∣∣ dr ≤ C,
and thus, arguing as in (3.10), we see that
lim
R→∞
lim
δ→0
1∫
δ
sin (Rr)
r2
∫
|p|≤ r3
(〈
f+ (p) , g0
(
(|p|+ r) p|p| ; |p|
)〉 |p|+ r
2 |p|+ r
dp
|p|
)
dr = 0. (3.24)
Using that
1
2 |p| − r =
1
2 |p| +
r
4 |p|2 +
r∫
0
1
(2 |p| − t)3 (r − t) dt,
and
g0
(
(|p| − r) p|p| ; |p|
)
= g0 (p; |p|)−
(
p · (▽qg0) (p; |p|)
|p|
)
r +
1
2
r∫
0
∂2t g0
(
(|p| − t) p|p| ; |p|
)
(r − t) dt,
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we get
−8pi2i lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r2
∫
|p|≥ |r|3
〈f+ (p) , g0
(
(|p| − r) p|p| ; |p|
)
2 |p| − r
〉
F (|p| − r) (|p| − r) dp|p|
 dr
= J2,21 (R) + J
2,2
2 (R) + J
2,2
3 (R) ,
(3.25)
where
J2,21 (R) := −8pi2i lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r2
∫
|p|≥ |r|3
F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
2 |p|
〉
dpdr,
J2,22 (R) := 8pi
2i lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r
∫
|p|≥ |r|3
F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr,
and
J2,23 (R) := 8pi
2i
1∫
−1
sin (Rr)
∫
|p|≥ |r|3
1
|p|F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2
− p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr
−8pi2i
1∫
−1
sin (Rr)
∫
|p|≥ |r|3
1
|p| r2
〈
f+ (p) , w
(
|p| , p|p| , r
)〉
F (|p| − r) (|p| − r) dpdr,
(3.26)
with
w
(
|p| , p|p| , r
)
:=
 r∫
0
1
(2 |p| − t)3 (r − t) dt
 g0 (p; |p|)
−
 r
4|p|2 +
r∫
0
1
(2 |p| − t)3 (r − t) dt
 p · (▽qg0) (p; |p|)
|p| r +
1
2 (2 |p| − r)
r∫
0
∂2t g0
(
(|p| − t) p|p| ; |p|
)
(r − t) dt.
Note that
J2,21 (R) = −8pi2i lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r2
∫
|p|≥|r|
〈
f+ (p) ,
g0 (p; |p|)
2 |p|
〉
dpdr
−8pi2i lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r2
∫
|r|
3 ≤|p|≤|r|
F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
2 |p|
〉
dpdr
= 8pi2i
1∫
0
sin (Rr)
∫
r
3≤|p|≤r
1
r2
〈
f+ (p) ,
g0 (p; |p|)
2 |p|
〉
dpdr.
As for any 0 < ε < 1
1∫
0
∫
r
3≤|p|≤r
1
r2
∣∣∣∣〈f+ (p) , g0 (p; |p|)2 |p|
〉∣∣∣∣ dpdr ≤
1∫
0
dr
r1−ε
∫
|p|≤1
1
|p|2+ε |〈f+ (p) , g0 (p; |p|)〉| dp
≤ C
ε
‖f+‖L∞(|p|≤1) ‖g+‖L∞(|p|≤1)
arguing as in (3.10) we get
lim
R→∞
J2,21 (R) = 0. (3.27)
We split J2,22 (R) as
J2,22 (R) = 8pi
2i
1∫
−1
sin (Rr)
∫
R3
1
r
F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr
−8pi2i
1∫
0
sin (Rr)
∫
|p|≤ r3
1
r
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr.
(3.28)
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Noting that for any 0 < ε < 12
1∫
0
1
r
∫
|p|≤ r3
∣∣∣∣∣
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉∣∣∣∣∣ dpdr
≤
1∫
0
dr
r1−ε
∫
|p|≤1
|f+ (p)|
|p|1+ε
(∣∣∣∣g0 (p; |p|)4 |p|
∣∣∣∣+ ∣∣∣∣p · (▽qg0) (p; |p|)|p|
∣∣∣∣)dp
≤ C
ε
‖f+‖L∞(|p|≤1)
(
‖g+‖L∞(|p|≤1) + ‖g+‖H1(|p|≤1)
)
,
and arguing as in (3.10) we obtain
8pi2i lim
R→∞
1∫
0
sin (Rr)
∫
|p|≤ r3
1
r
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr = 0. (3.29)
Observe now that
8pi2i
1∫
−1
∫
R3
sin (Rr)
r
F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr
= 8pi2i
∫
R3
 1∫
−1
sin (Rr)
r
F (|p| − r) dr
〈f+ (p) , g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp
= 8pi2i
∫
|p|≥1
 R∫
−R
sin r
r
dr
〈f+ (p) , g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp
+8pi2i
∫
|p|≤1
 R|p|∫
−R
sin r
r
dr
〈f+ (p) , g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp.
Since ∫
|p|≥1
∣∣∣∣∣∣
 R∫
−R
sin r
r
dr
〈f+ (p) , g0 (p; |p|)
4 |p|2
+
p · (▽qg0) (p; |p|)
2 |p|2
〉∣∣∣∣∣∣ dp
≤ C
∫
|p|≥1
∣∣∣∣∣
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉∣∣∣∣∣ dp
≤ C ‖f+‖L2 (‖g+‖L2 + ‖g+‖H1) ,
and ∫
|p|≤1
∣∣∣∣∣∣∣
 R|p|∫
−R
sin r
r
dr
〈f+ (p) , g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉∣∣∣∣∣∣∣ dp
≤ C
∫
|p|≤1
∣∣∣∣∣
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉∣∣∣∣∣ dp
≤ C ‖f+‖L∞(|p|≤1)
(
‖g+‖L∞(|p|≤1) + ‖g+‖H1(|p|≤1)
)
,
uniformly on R, it follows from the dominated convergence theorem and the equality
∫∞
−∞
sin r
r dr = pi that
8pi2i lim
R→∞
1∫
−1
∫
R3
sin (Rr)
r
F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr
= 8pi3i
∫
R3
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp.
(3.30)
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Therefore, taking the limit, as R→∞, in (3.28), and using (3.29), (3.30), we obtain
lim
R→∞
J2,22 (R) = 8pi
3i
∫
R3
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp. (3.31)
Let us consider now J2,23 (R) . Observe that for all 0 < ε <
1
2
1∫
−1
∫
|p|≥ |r|3
1
|p|
∣∣∣∣∣F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 −
p · (▽qg0) (p; |p|)
2 |p|2
〉∣∣∣∣∣ dpdr
≤ C
1∫
0
dr
r1−ε
∫
R3
∣∣∣∣∣
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2+ε −
p · (▽qg0) (p; |p|)
2 |p|2+ε
〉∣∣∣∣∣ dp
≤ C ‖f+‖L∞(|p|≤1)
(
‖g+‖L∞(|p|≤1) + ‖g+‖H1(|p|≤1)
)
+ C ‖f+‖L2 (‖g+‖L2 + ‖g+‖H1) .
Then, arguing as in (3.10) we obtain
8pi2i lim
R→∞
1∫
−1
sin (Rr)
∫
|p|≥ |r|3
1
|p|F (|p| − r)
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 −
p · (▽qg0) (p; |p|)
2 |p|2
〉
dpdr = 0. (3.32)
Note now that for 0 < ε < 1∣∣∣w (|p| , p|p| , r)F (|p| − r)∣∣∣ ≤ C |r| 32|p|5/2 |g0 (p; |p|)|+ C 1|p|2
∣∣∣∣p · (▽qg0) (p; |p|)|p|
∣∣∣∣
+C
|r| 32−ε
|p|ε (|p| − r)2−2εF (|p| − r)
 |p|∫
0
∣∣∣∂2t g0 (t p|p| ; |p|)∣∣∣2 t2dt

1/2
.
Then, for ε < 12 ,
1∫
−1
∫
|p|≥ |r|3
1
|p| r2
∣∣∣〈f+ (p) , w (|p| , p|p| , r)〉F (|p| − r) (|p| − r)∣∣∣ dpdr
≤ C
∫
R3
1
|p|5/2
|f+ (p)| |g0 (p; |p|)| dp+ C
1∫
−1
dr
|r|1−ε
∫
R3
|f+ (p)|
|p|1+ε
∣∣∣∣p · (▽qg0) (p; |p|)|p|
∣∣∣∣ dp
+C
1∫
−1
1
|r| 12+ε
∫
|p|≥ |r|3
|f+ (p)|
|p|
F (|p| − r)
(|p| − r)1−2ε
 |p|∫
0
∣∣∣∂2t g0 (t p|p| ; |p|)∣∣∣2 t2dt

1/2
dpdr.
Thus, using that
1∫
−1
1
|r| 12+ε
∫
|p|≥ |r|3
|f+ (p)|
|p|
F (|p| − r)
(|p| − r)1−2ε
 |p|∫
0
∣∣∣∂2t g0 (t p|p| ; |p|)∣∣∣2 t2dt

1/2
dpdr
≤ C
∫
|p|≤1
(
1
|p|2−2ε +
1
|p| 32+ε
)
|f+ (p)|
 1∫
0
∣∣∣∂2t g0 (t p|p| ; |p|)∣∣∣2 t2dt
1/2 dp
+C
∫
|p|≥1
|f+ (p)|
|p|

 1∫
0
∣∣∣∂2t g0 (t p|p| ; |p|)∣∣∣2 t2dt
1/2 +
 ∞∫
1
∣∣∣∂2t g0 (t p|p| ; |p|)∣∣∣2 dt
1/2
 dp
≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2
1/2+ε
)
‖g+‖H2 ,
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we obtain
1∫
−1
∫
|p|≥ |r|3
1
|p| r2
∣∣∣〈f+ (p) , w (|p| , p|p| , r)〉F (|p| − r) (|p| − r)∣∣∣ dpdr
≤ C
(
‖f+‖L∞(|p|≤1) ‖g+‖L∞(|p|≤1) + ‖f+‖L2 ‖g+‖L2
)
+C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2
)
‖g+‖H1 + C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2
1/2+ε
)
‖g+‖H2
≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2
1/2+ε
)(
‖g+‖L∞(|p|≤1) + ‖g+‖H2
)
.
Hence, arguing as in (3.10) we see that
−8pi2i lim
R→∞
1∫
−1
sin (Rr)
∫
|p|≥ |r|3
1
|p| r2
〈
f+ (p) , w
(
|p| , p|p| , r
)〉
F (|p| − r) (|p| − r) dpdr = 0. (3.33)
Taking the limit, as R→∞, in (3.26), and taking in account (3.32) and (3.33) we arrive to
lim
R→∞
J2,23 (R) = 0. (3.34)
Moreover, passing to the limit, as R→∞, in (3.25), and using (3.27), (3.31) and (3.34) we get
−8pi2i lim
R→∞
lim
δ→0
 −δ∫
−1
+
1∫
δ
 sin (Rr)
r2
∫
|p|≥ |r|3
〈f+ (p) , g0
(
(|p| − r) p|p| ; |p|
)
2 |p| − r
〉
F (|p| − r) (|p| − r) dp|p|
 dr
= 8pi3i
∫
R3
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp.
Using the last relation together with (3.24) in (3.23) we obtain
I2,21,2 (R) = 8pi
3i
∫
R3
〈
f+ (p) ,
g0 (p; |p|)
4 |p|2 +
p · (▽qg0) (p; |p|)
2 |p|2
〉
dp+ o (1) , (3.35)
as R→∞. Moreover, using equalities (3.22) and (3.35) in (3.21) we arrive to (3.20).
Now we show that I31,2 (R) is o (1) as R→∞. We have
Lemma 3.6 Suppose that f, g ∈ H3/2+ε2 , ε > 0. Then,
lim
R→∞
I31,2 (R) = 0.
Proof. Recall that
I31,2 (R) = −4pii lim
δ→0
∫
R3
 |p|−δ∫
−∞
+
∞∫
|p|+δ

×
(√
|p|2+m2+√r2+m2
)
r|p|(|p|−r)(|p|+r)
〈
f+ (p) ,
2pi∫
0
pi∫
0
sin
(
R
√
|p|2−2r|p| cos θ+r2
)
√
|p|2−2r|p| cos θ+r2
∂θg+ (rω(θ, ϕ)) dθdϕ
〉
F (r) r2drdp.
Noting that for all 0 < δ ≤ 1 |p|−δ∫
|p|−1
+
|p|+1∫
|p|+δ

√
|p|2 +m2
(|p| − r) |p|
〈
f+ (p) ,
2pi∫
0
pi∫
0
sin
(
R |p| √2− 2 cos θ)
|p|√2− 2 cos θ ∂θg+ (|p|ω(θ, ϕ)) dθdϕ
〉
dr = 0,
we decompose I31,2 (R) as follows
I31,2 (R) = I
3,1
1,2 (R; 0, pi/4) + I
3,1
1,2 (R;pi/4, 3pi/4) + I
3,1
1,2 (R; 3pi/4, pi) + I
3,2
1,2 (R; 0, pi/4)
+I3,21,2 (R;pi/4, 3pi/4) + I
3,2
1,2 (R; 3pi/4, pi) + I
3,3
1,2 (R) + I
3,4
1,2 (R) ,
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where
I3,11,2 (R; a, b) := −4pii lim
δ→0
∫
R3
 |p|−δ∫
|p|−1
+
|p|+1∫
|p|+δ

× 1
(|p| − r)
((√
|p|2+m2+√r2+m2
)
|p|(|p|+r) F (r) r −
√
|p|2+m2
|p|
)〈
f+ (p) , i
3,1
1,2 (|p| , r, θ, ϕ;R; a, b)dθdϕ
〉
drdp,
with
i3,11,2 (|p| , r;R; a, b) :=
2pi∫
0
b∫
a
sin
(
R
√
|p|2 − 2r |p| cos θ + r2
)
√
|p|2 − 2r |p| cos θ + r2
∂θg+ (rω(θ, ϕ))
 dθdϕ, (3.36)
I3,21,2 (R; a, b) := −4pii lim
δ→0
∫
R3
 |p|−δ∫
|p|−1
+
|p|+1∫
|p|+δ


√
|p|2 +m2
(|p| − r) |p|
〈
f+ (p) , i
3,2
1,2 (|p| , r, θ, ϕ;R; a, b)
〉 drdp,
with
i3,21,2 (|p| , r;R; a, b) :=
2pi∫
0
b∫
a
sin
(
R
√
|p|2 − 2r |p| cos θ + r2
)
√
|p|2 − 2r |p| cos θ + r2
− sin
(
R |p| √2− 2 cos θ)
|p| √2− 2 cos θ
 ∂θg+ (rω(θ, ϕ)) dθdϕ,
I3,31,2 (R) := −4pii lim
δ→0
∫
R3
 |p|−δ∫
|p|−1
+
|p|+1∫
|p|+δ


√
|p|2 +m2
(|p| − r) |p|
〈
f+ (p) , i
3,3
1,2 (|p| , r, θ, ϕ;R)
〉 drdp,
with
i3,31,2 (|p| , r;R) :=
2pi∫
0
pib∫
0
(
sin
(
R |p| √2− 2 cos θ)
|p|√2− 2 cos θ (∂θg+ (rω(θ, ϕ)) − ∂θg+ (|p|ω(θ, ϕ)))
)
dθdϕ,
and
I3,41,2 (R) := −4pii
∫
R3
 |p|−1∫
−∞
+
∞∫
|p|+1
 (√|p|2+m2+√r2+m2)r|p|(|p|−r)(|p|+r)
×
〈
f+ (p) ,
2pi∫
0
pi∫
0
sin
(
R
√
|p|2−2r|p| cos θ+r2
)
√
|p|2−2r|p| cos θ+r2
∂θg+ (ω(θ, ϕ)) dθdϕ
〉
F (r) r2drdp.
Let us consider first I3,11,2 (R; 0, pi/4) . Using that sinx =
eix−e−ix
2i we have
sin
(
R
√
|p|2 − 2r |p| cos θ + r2
)
√
|p|2 − 2r |p| cos θ + r2
∂θg+ (rω(θ, ϕ)) =
eiR
√
|p|2−2r|p| cos θ+r2 − e−iR
√
|p|2−2r|p| cos θ+r2
2i
√
|p|2 − 2r |p| cos θ + r2
∂θg+ (rω(θ, ϕ)) .
Noting that
e±iR
√
|p|2−2r|p| cos θ+r2√
|p|2 − 2r |p| cos θ + r2
=
∂θ
(
(sin θ) e±iR
√
|p|2−2r|p| cos θ+r2
)
(cos θ)
√
|p|2 − 2r |p| cos θ + r2 ± iRr |p| sin2 θ
and integrating by parts we get
pi/4∫
0
e±iR
√
|p|2−2r|p| cos θ+r2√
|p|2−2r|p| cos θ+r2
∂θg+ (rω(θ, ϕ)) dθ =
pi/4∫
0
∂θ
(
(sin θ)e±iR
√
|p|2−2r|p| cos θ+r2
)
cos θ
√
|p|2−2r|p| cos θ+r2±iRr|p| sin2 θ
∂θg+ (rω(θ, ϕ)) dθ
=
√
2 e
±iR
√
|p|2−√2r|p|+r2
√
2
√
|p|2−√2r|p|+r2±iRr|p|
∂θg+ (rω(θ, ϕ))|θ=pi/4
−
pi/4∫
0
e±iR
√
|p|2−2r|p| cos θ+r2 sin θ
(
∂θ
∂θg+(rω(θ,ϕ))
cos θ
√
|p|2−2r|p| cos θ+r2±iRr|p| sin2 θ
)
dθ,
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and hence,
i3,11,2 (|p| , r;R; 0, pi/4) = j3,11,2 (|p| , r;R) + j3,11,2 (|p| , r;−R) + l3,11,2 (|p| , r;R) + l3,11,2 (|p| , r;−R) , (3.37)
with
j3,11,2 (|p| , r;±R) := ±
√
2
2i
 e±iR√|p|2−√2r|p|+r2√
2
√
|p|2 −√2r |p|+ r2 ± iRr |p|
 2pi∫
0
∂θg+ (rω(θ, ϕ))|θ=pi/4 dϕ
and
l3,11,2 (|p| , r;±R) := ∓
1
2i
2pi∫
0
pi/4∫
0
e±iR
√
|p|2−2r|p| cos θ+r2 sin θ
∂θ ∂θg+ (rω(θ, ϕ))
cos θ
√
|p|2 − 2r |p| cos θ + r2 ± iRr |p| sin2 θ
 dθdϕ. (3.38)
Since ∣∣∣∣∣∣
2pi∫
0
∂θg+ (rω(θ, ϕ)) dϕ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
2pi∫
0
∂θg+ (rω(θ, ϕ)) − ∂θg+ (rω(θ, ϕ))|θ=0 dϕ
∣∣∣∣∣∣
≤ C
2pi∫
0
∣∣∣∣∣∣
θ∫
0
∂2θg+ (rω(θ, ϕ)) dθ
∣∣∣∣∣∣ dϕ ≤ C
2pi∫
0
pi∫
0
∣∣∂2θg+ (rω(θ, ϕ))∣∣ dθdϕ
and ∣∣∣∣∣∣ e
±iR
√
|p|2−√2r|p|+r2
√
2
√
|p|2 −√2r |p|+ r2 ± iRr |p|
∣∣∣∣∣∣ ≤ 1||p| − r|1−β (Rr |p|)β , β ≤ 1,
we get ∣∣∣j3,11,2 (|p| , r;±R)∣∣∣ ≤ C 1||p| − r|1−β (Rr |p|)β
2pi∫
0
pi/4∫
0
∣∣∂2θg+ (rω(θ, ϕ))∣∣ dθdϕ. (3.39)
Note that the following estimates are true
cos2 θ
(
|p|2 − 2r |p| cos θ + r2
)
+ (Rr |p|)2 sin4 θ ≥ C (|p| − r)2−2β (Rr |p|)2β sin4β θ, (3.40)
for β ≤ 1 and θ ∈ [0, pi/4],
|r| |p| sin θ cos θ√
|p|2 − 2r |p| cos θ + r2
≤ C
√
r |p| (3.41)
and ∣∣∣∣∣∣
2pi∫
0
∂θg+ (rω(θ, ϕ)) dϕ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
2pi∫
0
(∂θg+ (rω(θ, ϕ)) − ∂θg+ (rω(θ, ϕ))|θ=0) dϕ
∣∣∣∣∣∣ ≤ C |θ|1/2A (g+; r) , (3.42)
where
A (g+; r) :=
 2pi∫
0
pi∫
0
∣∣∂2θg+ (rω(θ, ϕ))∣∣2 dθdϕ
1/2 .
Using (3.40) with β = 3/4− ε, ε > 0, we get∣∣∣∣∣∣∣
2pi∫
0
pi/4∫
0
sin θ
 ∂2θg+ (rω(θ, ϕ))
cos θ
√
|p|2 − 2r |p| cos θ + r2 ± iRr |p| sin2 θ
 dθdϕ
∣∣∣∣∣∣∣
≤ C
||p| − r|1−β (Rr |p|)β
2pi∫
0
pi/4∫
0
(∣∣∂2θg+ (rω(θ, ϕ))∣∣
(sin θ)
2β−1
)
dθdϕ ≤ C
||p| − r|1/4+ε (Rr |p|)3/4−ε
A (g+; r) .
(3.43)
It follows from (3.40), (3.41) and the estimate√
|p|2 − 2r |p| cos θ + r2 sin θ
cos2 θ
(
|p|2 − 2r |p| cos θ + r2
)
+ (Rr |p|)2 sin4 θ
≤ sin θ(
cos2 θ
(
|p|2 − 2r |p| cos θ + r2
)
+ (Rr |p|)2 sin4 θ
)1/2
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that ∣∣∣∣∣∣∂θ 1cos θ√|p|2 − 2r |p| cos θ + r2 + iRr |p| sin2 θ
∣∣∣∣∣∣ ≤ C
√
|p|2 − 2r |p| cos θ + r2 sin θ +
√
r |p|+Rr |p| sin θ
cos2 θ
(
|p|2 − 2r |p| cos θ + r2
)
+ (Rr |p|)2 sin4 θ
≤ C sin θ
(|p| − r)1−β1 (Rr |p|)β1 (sin θ)2β1
+ C
√
r |p|
(|p| − r)2−2β2 (Rr |p|)2β2 (sin θ)4β2
+C
Rr |p| sin θ
(|p| − r)2−2β3 (Rr |p|)2β3 (sin θ)4β3
,
for βj ≤ 1, j = 1, 2, 3. Thus, using (3.42) we have∣∣∣∣∣∣∣
2pi∫
0
pi/4∫
0
sin θ
∂θ 1
cos θ
√
|p|2 − 2r |p| cos θ + r2 + iRr |p| sin2 θ
 ∂θg+ (rω(θ, ϕ)) dθdϕ
∣∣∣∣∣∣∣
≤ C

 1||p| − r|1−β1 (Rr |p|)β1
pi/4∫
0
dθ
(sin θ)
2β1−5/2 +
√
r |p|
||p| − r|2−2β2 (Rr |p|)2β2
pi/4∫
0
dθ
(sin θ)
4β2−3/2
A (g+; r)

+C
 1||p| − r|2−2β3 (Rr |p|)2β3−1
pi/4∫
0
dθ
(sin θ)4β3−5/2
A (g+; r) .
(3.44)
Moreover, taking β1 = 3/4 − ε, β2 = 5/8 − (1/2) ε and β3 = 7/8 − (1/2) ε, for ε > 0, in (3.44), and using the resulting
estimate, together with (3.43) in (3.38), we get
∣∣∣l3,11,2 (|p| , r;±R)∣∣∣ ≤ C
(
1
||p| − r|1/4+ε (Rr |p|)3/4−ε
+
√
r |p|
||p| − r|3/4+ε (Rr |p|)5/4−ε
)
A (g+; r) . (3.45)
Using (3.39), with β = 3/4− ε, and (3.45) in (3.37) we get∣∣∣i3,11,2 (|p| , r;R; 0, pi/4)∣∣∣ ≤ C ( 1||p|−r|1/4+ε(Rr|p|)3/4−ε + √r|p|||p|−r|3/4+ε(Rr|p|)5/4−ε
)
A (g+; r)
≤ C
(
1
||p|−r|1/4+ε(Rr|p|)3/4−ε +
√
r|p|
||p|−r|3/4+ε(Rr|p|)5/4−ε
)
(B (g+; r))
1/2
,
(3.46)
with
B (g+; r) :=
2pi∫
0
pi∫
0
(
|∂θg+ (rω(θ, ϕ))|2 +
∣∣∂2θg+ (rω(θ, ϕ))∣∣2) dθdϕ. (3.47)
On the other hand, by (3.36),
∣∣∣i3,11,2 (|p| , r;R; 0, pi/4)∣∣∣ ≤ CR
 2pi∫
0
pi∫
0
|∂θg+ (rω(θ, ϕ))|2 dθdϕ
1/2 ≤ CR (B (g+; r))1/2 . (3.48)
Thus, observing that ∣∣∣∣∣∣∣∣
(√
|p|2 +m2 +√r2 +m2
)
|p| (|p|+ r) F (r) r −
√
|p|2 +m2
|p|
∣∣∣∣∣∣∣∣ ≤
≤
∣∣∣∣∣∣∣∣

(√
|p|2 +m2 +√r2 +m2
)
|p| (|p|+ r) −
√
|p|2 +m2
|p|2
 r
∣∣∣∣∣∣∣∣ +
√
|p|2 +m2
|p|2 |(F (r) r − F (|p|) |p|)| ≤ C
(
〈p〉−1 + 1|p|2
)
||p| − r| ,
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we obtain by using (3.46) and (3.48)
∫
R3
|p|+1∫
|p|−1
1
||p| − r|
∣∣∣∣
(√
|p|2+m2+√r2+m2
)
|p|(|p|+r) F (r) r −
√
|p|2+m2
|p|
∣∣∣∣ |f+ (p)| ∣∣∣i3,11,2 (|p| , r;R; 0, pi/4)∣∣∣ drdp ≤
≤ C
∫
R3
(
〈p〉−1 + 1|p|2
)
|f+ (p)|
|p|+1∫
|p|−1
∣∣∣i3,11,2 (|p| , r;R; 0, pi/4)∣∣∣α ∣∣∣i3,11,2 (|p| , r;R; 0, pi/4)∣∣∣1−α drdp
≤ CR1−α
∫
R3
(
〈p〉−1 + 1|p|2
) |p|+1∫
|p|−1
B (g+; r) dr

1/2
× |f+ (p)|
 |p|+1∫
|p|−1
(
1
||p|−r|1/4+ε(Rr|p|)3/4−ε
)2α
+
( √
r|p|
||p|−r|3/4+ε(Rr|p|)5/4−ε
)2α
dr

1/2
,
(3.49)
for α ≤ 1. Note that
|p|+1∫
|p|−1
(
1
||p|−r|1/4+ε(Rr|p|)3/4−ε
)2α
+
( √
r|p|
||p|−r|3/4+ε(Rr|p|)5/4−ε
)2α
dr
≤ R−2α(5/4−ε) |p|−2α(3/4−ε)
|p|+1∫
|p|−1
(
1
||p|−r|3/4+ε|r|3/4−ε
)2α
dr + (R |p|)−2α(3/4−ε)
|p|+1∫
|p|−1
(
1
||p|−r|1/4+ε|r|3/4−ε
)2α
dr
≤ CR−2α(3/4−ε)
(
1 + 1|p|4α(3/4+ε)
)
.
Therefore, taking α = 4/7 + ε in (3.49) and using the last inequality and (3.47), we obtain
∫
R3
|p|+1∫
|p|−1
1
||p| − r|
∣∣∣∣
(√
|p|2+m2+√r2+m2
)
|p|(|p|+r) F (r) r −
√
|p|2+m2
|p|
∣∣∣∣ |f+ (p)| ∣∣∣i3,11,2 (|p| , r;R; 0, pi/4)∣∣∣ drdp
≤ C
Rε1
∫
R3
(
1 + 1|p|2
)
|f+ (p)|
(
1 + 1|p|1−ε1
)
dp
 ‖g+‖H2 ≤ CRε1 ((‖f+‖L∞ + ‖f+‖L2) ‖g+‖H2) ,
for ε1 > 0 small enough, and furthermore, we conclude that
lim
R→∞
I3,11,2 (R; 0, pi/4) = 0.
Proceeding similarly, we obtain
lim
R→∞
I3,11,2 (R;pi/4, 3pi/4) = 0,
lim
R→∞
I3,11,2 (R; 3pi/4, pi) = 0,
lim
R→∞
I3,21,2 (R; 0, pi/4) = 0,
lim
R→∞
I3,21,2 (R;pi/4, 3pi/4) = 0
and
lim
R→∞
I3,21,2 (R; 3pi/4, pi) = 0.
Actually, the proof for the parts I3,11,2 (R;pi/4, 3pi/4) and I
3,2
1,2 (R;pi/4, 3pi/4) is more simple since sin θ 6= 0 on [pi/4, 3pi/4].
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Let us now consider I3,21,2 (R) . Note that for α ≤ 1∣∣∣∣∣∣
2pi∫
0
(∂θg+ (rω(θ, ϕ)) − ∂θg+ (|p|ω(θ, ϕ))) dϕ
∣∣∣∣∣∣
=
∣∣∣∣∣∣
2pi∫
0
(∂θg+ (rω(θ, ϕ)) − ∂θg+ (|p|ω(θ, ϕ))) dϕ
∣∣∣∣∣∣
α ∣∣∣∣∣∣
2pi∫
0
(∂θg+ (rω(θ, ϕ)) − ∂θg+ (|p|ω(θ, ϕ))) dϕ
∣∣∣∣∣∣
1−α
≤ C ||p| − r|α/2 |θ|(1/2)(1−α)
 2pi∫
0
r∫
|p|
|∂r∂θg+ (rω(θ, ϕ))|2 drdϕ

α/2 (
(A (g+; r))
1−α
2 + A (g+; |p|)
1−α
2
)
.
Then, by Ho¨lder inequality we get for α < 1/2
∣∣∣i3,21,2 (|p| , r;R)∣∣∣ ≤ pi∫
0
 1√
2−2 cos θ
∣∣∣∣∣∣
2pi∫
0
(∂θg+ (rω(θ, ϕ)) − ∂θg+ (|p|ω(θ, ϕ))) dϕ
∣∣∣∣∣∣
 dθ
≤ C ||p| − r|α/2
(
(A (g+; r))
1−α
2 +A (g+; |p|)
1−α
2
) pi/4∫
0
|θ|−1/2−(1/2)α
 2pi∫
0
r∫
|p|
|∂r∂θg+ (rω(θ, ϕ))|2 drdϕ

α/2
 dθ
≤ C ||p| − r|α/2
(
(A (g+; r))
1−α
2 +A (g+; |p|)
1−α
2
)
(‖g+‖H2)α/2 .
Thus, we have ∫
R3
|p|+1∫
|p|−1
√
|p|2 +m2
||p| − r| |p| |f+ (p)|
∣∣∣i3,21,2 (|p| , r, θ, ϕ;R)∣∣∣ drdp
≤ C (‖g+‖H2)α/2
∞∫
−∞
(A (g+; r))
1−α
2
∫
R3
√
|p|2 +m2
||p| − r|1−α/2 |p|
|f+ (p)| dpdr
+C (‖g+‖H2)α/2
∫
R3
√
|p|2 +m2
|p| |f+ (p)|A (g+; |p|)
1−α
2
 |p|+1∫
|p|−1
1
||p|−r|1−α/2 dr
 dp
≤ C ‖f+‖L∞1 ‖g+‖H23/2+ε .
Therefore, arguing as in (3.10) we get
lim
R→∞
I3,21,2 (R) = 0.
Finally, the proof for the term I3,41,2 (R) is similar to that of I
3,1
1,2 or I
3,2
1,2 . It results to be easier since there is no irregular
term ||p| − r|−1 .
We already obtained the asymptotics of I1 (R) and I4 (R) as R→∞. Let us now study the behavior of I2 (R) and I3 (R)
for big R. We prove the following
Lemma 3.7 Let f, g ∈ H3/2+ε2 , ε > 0. Then,
lim
R→∞
I2 (R) = lim
R→∞
I3 (R) = 0.
Proof. We consider the term I2 (R) . The proof for I3 (R) is analogous. Let ϕ ∈ C∞0 (R), such that ϕ (0) = 1. Then, it
follows from the proof of Lemma 3.1 (see relation (3.2)) and the dominated convergence theorem that
I2 (R) = lim
ε→∞
∫
R3
∫
R3
〈 ∞∫
0
e
−i
(√
|p|2+m2+
√
|q|2+m2
)
t
ϕ (εt) dt
 f+ (p) , ζ˜R (p− q) g− (q)〉 dqdp
= −i
∫
R3
∫
R3
〈
f+ (p) , ζ˜R (p− q) g−(q)√|p|2+m2+√|q|2+m2
〉
dqdp
−i lim
ε→∞
ε
∞∫
0
∫
R3
∫
R3
ϕ′ (εt)
〈
e
−i(
√
|p|2+m2+
√
|q|2+m2)t√
|p|2+m2+
√
|q|2+m2
f+ (p) , ζ˜R (p− q) g− (q)
〉
dqdpdt.
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Integrating by parts, as in expression (3.4), in the second integral of the R.H.S. of the last relation, we show that the limit
−i lim
ε→∞
∞∫
0
∫
R3
∫
R3
ϕ′ (εt)
〈
e
−i(
√
|p|2+m2+
√
|q|2+m2)t√
|p|2+m2+
√
|q|2+m2
f+ (p) , ζ˜R (p− q) g− (q)
〉
dqdpdt exists, and hence,
I2 (R) = −i
∫
R3
∫
R3
〈
f+ (p) , ζ˜R (p− q) g− (q)√
|p|2 +m2 +
√
|q|2 +m2
〉
dqdp.
Passing to the spherical coordinate system, where the z−axis is directed along the vector p, we obtain
I1,2 (R) = −i
∫
R3
2pi∫
0
pi∫
0
∞∫
0
〈
f+ (p) , ζ˜R (p− rω(θ, ϕ)) g1 (rω(θ, ϕ); |p|)
〉
r2 sin θdrdθdϕdp,
where g1 (rω(θ, ϕ); |p|) := g−(rω(θ,ϕ))√|p|2+m2+√r2+m2 and ω(θ, ϕ) = (cosϕ sin θ, sinϕ sin θ, cos θ) . Using (3.14) with g1 instead of g0
we have
pi∫
0
ζ˜R (p− rω(θ, ϕ)) g1 (rω(θ, ϕ); |p|) sin θdθ
= − sinR(|p|+r)r|p|(|p|+r) g1
(
−r p|p| ; |p|
)
+ sinR(|p|−r)r|p|(|p|−r) g1
(
r p|p| ; |p|
)
+ 1r|p|
pi∫
0
sinR
√
|p|2−2r|p| cos θ+r2√
|p|2−2r|p| cos θ+r2
∂θg1 (rω(θ, ϕ); |p|) dθ,
and hence,
I2 (R) := I
1
2 (R) + I
2
2 (R) + I
3
2 (R) , (3.50)
with
I12 (R) := 8pi
2i
∫
R3
∞∫
0
〈
f+ (p) ,
sinR (|p|+ r)
|p| (|p|+ r) g1
(
−r p|p| ; |p|
)〉
rdrdp,
I22 (R) := −8pi2i
∫
R3
∞∫
0
〈
f+ (p) ,
sinR (|p| − r)
|p| (|p| − r) g1
(
r
p
|p| ; |p|
)〉
rdrdp,
and
I32 (R) := −4pii
∫
R3
∞∫
0
〈
f+ (p) , i
3
2 (r, p;R)
〉
|p|
(√
|p|2 +m2 +√r2 +m2
)rdrdp,
where
i32 (r, p;R) :=
2pi∫
0
pi∫
0
sinR
√
|p|2 − 2r |p| cos θ + r2√
|p|2 − 2r |p| cos θ + r2
∂θg− (rω(θ, ϕ)) dθdϕ.
Since ∫
R3
∞∫
0
|f+ (p)| |g1(−r
p
|p| ;|p|)|
|p|(|p|+r) rdrdp ≤
∞∫
0
(∫
S2
|f+ (p)|2 dω
)1/2
d |p|
∞∫
0
(∫
S2
|g−(rω)|2
r2+m2 dω
)1/2
rdr
≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L2(R3)
)(
‖g−‖L∞(|p|≤1) + ‖g−‖L2(R3)
)
,
arguing as in (3.10) we get
lim
R→∞
I12 (R) = 0. (3.51)
Similarly to Lemma 3.4 in the case of I11,2 (R) we prove that
lim
R→∞
I22 (R) = 0. (3.52)
Observing that
2pi∫
0
∂θg− (rω(θ, ϕ))|θ=0 dϕ = 0 we have
i32 (r, p;R) =
2pi∫
0
pi∫
0
sinR
√
|p|2 − 2r |p| cos θ + r2√
|p|2 − 2r |p| cos θ + r2
(∂θg− (rω(θ, ϕ)) − ∂θg− (rω(θ, ϕ))|θ=0) dθdϕ.
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Then,
∣∣i32 (r, p;R)∣∣ ≤ C√
r |p|
pi∫
0
θ1/2√
1− cos θdθ
 2pi∫
0
pi∫
0
∣∣∂2θg− (rω(θ, ϕ))∣∣2 dθdϕ
1/2 ≤ C√
r |p|
 2pi∫
0
pi∫
0
∣∣∂2θg− (rω(θ, ϕ))∣∣2 dθdϕ
1/2 ,
and moreover,
∫
R3
∞∫
0
|f+(p)||i32(r,p;R)|
|p|
(√
|p|2+m2+√r2+m2
)rdrdp ≤ C
∫
R3
|f+(p)|
|p|3/2 dp
 ∞∫
0
1√
r2+m2
 2pi∫
0
pi∫
0
|∂θ (ω(θ, ϕ) · ∇g− (rω(θ, ϕ)))|2 r2dθdϕ
1/2 dr

≤ C
(
‖f+‖L∞(|p|≤1) + ‖f+‖L21(R3)
)
‖g+‖H21 .
Hence, arguing as in (3.10) we see that
lim
R→∞
I32 (R) = 0. (3.53)
Taking the limit as R→∞ in (3.50) and using (3.51), (3.52) and (3.53) we conclude that
lim
R→∞
I2 (R) = 0.
4 Time delay.
4.1 Proof of Theorem 1.1.
We begin by presenting a result that allows us to express the time delay δT (f) in terms of the scattering operator S (see,
for example, Proposition 7.22, page 365 of [6]).
Proposition 4.1 Let f be such that, for every fixed R < ∞, each of the functions t →
∥∥∥ζ ( |x|R ) e−iH0tf∥∥∥
L2(R3)
and t →∥∥∥ζ ( |x|R ) e−iH0tSf∥∥∥L2(R3) belong to L2 ([0,∞)) . Assume that the wave operators exist and are complete. Moreover, suppose
that the function t → ∥∥(W− − eitHe−itH0) f∥∥L2(R3) belongs to L1 ((−∞, 0]) and that t → ∥∥(W+ − eitHe−itH0)Sf∥∥L2(R3)
belongs to L1 ([0,∞)) . Then,
δT (f) = lim
R→∞
∞∫
0
{∥∥∥∥ζ ( |x|R
)
e−iH0tSf
∥∥∥∥2 − ∥∥∥∥ζ ( |x|R
)
e−iH0tf
∥∥∥∥2
}
dt. (4.1)
In particular, Proposition 4.1 relates the time delay with the expectation values I (R) , defined by (1.9). To prove Theorem
1.1 first we need to show that under the assumptions of Theorem 1.1 relation (4.1) holds. We only have to verify that the
functions t→
∥∥∥ζ ( |x|R ) e−iH0tf∥∥∥L2(R3) and t→ ∥∥∥ζ ( |x|R ) e−iH0tSf∥∥∥L2(R3) belong to L2 ([0,∞)) . Let us prove that this is true
if f ∈ H3/2+ε2
(
R3;C4
)
and Sf ∈ H3/2+ε2
(
R3;C4
)
. It suffices to show these inclusions for t ≥ 1. Observe that∥∥∥ζ ( |x|R )P±e−iH0tg∥∥∥L2(R3) = ∥∥∥F (ζ ( |x|R )P±e−iH0tg)∥∥∥L2(R3)
= (2pi)
−3/2
∥∥∥∥∥∥R3
∫
R3
(Fζ) (R (p− q)) e∓i
√
|q|2+m2t (FP±g) (q) dq
∥∥∥∥∥∥
L2(R3)
.
(4.2)
For g ∈ S, integrating by parts, we have∫
R3
(Fζ) (R (p− q)) e∓i
√
|q|2+m2t (FP±g) (q) dq
= ∓ i
t
∞∫
0
∫
S2
e∓i
√
|q|2+m2t q·∇
|q|
(
(Fζ) (R (p− q)) |q|
√
q2 +m2 (FP±g) (q)
)
d |q| dω,
26
with q = |q|ω, and then, by Young’s inequality,∥∥∥∥∥∥
∫
R3
(Fζ) (R (p− q)) e∓i
√
|q|2+m2t (FP±g) (q) dq
∥∥∥∥∥∥
L2(R3)
≤ C 1
t
‖Fg‖H2
3/2+ε
. (4.3)
Moreover, by continuity, (4.3) holds for any g ∈ H3/2+ε2 . Hence, it follows from (4.2) that∥∥∥∥ζ ( |x|R
)
e−iH0tg
∥∥∥∥
L2(R3)
≤ C 1
t
‖Fg‖H2
3/2+ε
. (4.4)
Therefore, using (4.4) with g = Sf and g = f, we conclude that the functions t →
∥∥∥ζ ( |x|R ) e−iH0tSf∥∥∥L2(R3) and t →∥∥∥ζ ( |x|R ) e−iH0tf∥∥∥
L2(R3)
belong to L2 (R) . Then, the assumptions of Proposition 4.1 are satisfied and (4.1) is valid.
Let us prove now the first assertion of Theorem 1.1. From the unitarity of the scattering operator S, since FSF−1
commutes with
√
|p|2+m2
|p| and P+ (p) + P− (p) = I, we get
∑
σ=±

√
|p|2 +m2
|p| fσ (p) , fσ (p)

L2(R3;C4)
=
∑
σ=±

√
|p|2 +m2
|p| (Sf)σ (p) , (Sf)σ (p)

L2(R3;C4)
,
where f± (p) = P± (p) fˆ (p) and (Sf)± (p) = P± (p) Ŝf (p) . Then, applying Theorem 3.2 to the R.H.S. of (4.1) we have
δT (f) = i
∫
R3
〈
(Sf)+ (p) ,
√
|p|2+m2
2|p|2 (Sf)+ (p) +
√
|p|2+m2
2|p|2 p · ▽ (Sf)+ (p) + 12|p|2 p · ▽
(√
|p|2 +m2 (Sf)+ (p)
)〉
dp
−i
∫
R3
〈
(Sf)− (p) ,
√
|p|2+m2
2|p|2 (Sf)− (p) +
√
|p|2+m2
2|p|2 p · ▽ (Sf)− (p) + 12|p|2 p · ▽
(√
|p|2 +m2 (Sf)− (p)
)〉
dp
−i
∫
R3
〈
f+ (p) ,
√
|p|2+m2
2|p|2 f+ (p) +
√
|p|2+m2
2|p|2 p · ▽ (f+ (p)) + 12|p|2 p · ▽
(√
|p|2 +m2f+ (p)
)〉
dp
+i
∫
R3
〈
f− (p) ,
√
|p|2+m2
2|p|2 f− (p) +
√
|p|2+m2
2|p|2 p · ▽ (f− (p)) + 12|p|2 p · ▽
(√
|p|2 +m2f− (p)
)〉
dp.
(4.5)
Noting that √
|p|2 +m2
2 |p|2 p · ▽f =
1
2 |p|2 p · ▽
(√
|p|2 +m2f (p)
)
− 1
2
√
|p|2 +m2
f,
we get √
|p|2 +m2
2 |p|2 f +
√
|p|2 +m2
2 |p|2 p · ▽f +
1
2 |p|2 (p · ▽)
(√
|p|2 +m2f (p)
)
= 12
 2
|p|2 p · ▽
(√
|p|2 +m2f (p)
)
+
√
|p|2 +m2
|p|2 f
− 1
2
√
|p|2 +m2
f
=
√
|p|2 +m2
2
(
2
p · ▽
|p|2
f +
1
|p|2
f
)
+
1
2
√
|p|2 +m2
f,
(4.6)
Also, recalling (1.4) we have
FA0 = i
2
(
2
p · ∇
|p|2 +
1
|p|2
)
F , (4.7)
Therefore, using (4.6) and (4.7) in (4.5) we get (1.6).
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We now prove the second affirmation of Theorem 1.1. Let us find the decomposition of the operator T in the spectral
representation of the operator H0. Passing to the spherical coordinate system in the integrals in the R.H.S. of (4.5) and
making the change E =
√
r2 +m2 in the first and third terms and E = −√r2 +m2 in the other two terms we get
δT (f) =
= i
∫
(−∞,−m)∪(m,∞)
∫
S2
〈
S (E) Γ0 (E) f,
E
2(E2−m2)S (E) Γ0 (E) f +
1
2ES (E) Γ0 (E) f + ∂E (S (E) Γ0 (E) f)
〉
dωdE
−i
∫
(−∞,−m)∪(m,∞)
∫
S2
〈
Γ0 (E) f,
E
2(E2−m2)Γ0 (E) f +
1
2EΓ0 (E) f + ∂EΓ0 (E) f
〉
dωdE.
(4.8)
Suppose that the scattering matrix S (E) is continuously differentiable with respect to E on some open set O ⊂ (−∞,−m)∪
(m,+∞) \ σp (H) and f ∈ Φ (O), where Φ (O) is defined by (1.5). Then, from the unitarity of the scattering matrix S (E) it
follows that
δT (f) =
∫
(−∞,−m)∪(m,∞)
∫
S2
〈Γ0 (E) f, T (E) Γ0 (E) f〉dωdE, (4.9)
where
T (E) = −iS (E)∗ d
dE
S (E) .
The operators T (E) are bounded in L2
(
S
2
)
. Relation (4.9) shows that the family {T (E)}E∈(−∞,−m)∪(m,∞) defines a
decomposition T in the spectral representation of H0 for any f ∈ Φ (O) . That is,
(F0Tf) (E,ω) = T (E) Γ0 (E) f, f ∈ Φ (O) .
Therefore, for any f ∈ Φ (O) , the operator T is the Eisenbud-Wigner time delay operator.
Remark 4.2 We observe that the condition of strong differentiability of the scattering matrix may be relaxed (see page 485
of [3]). Actually, one can obtain (4.9) from (4.8) by only requesting strong continuity of S (E) , but in this case the operator
d
dES (E) may be unbounded in L
2
(
S2
)
.
The proof of Theorem 1.1 is complete.
4.2 Proof of Theorem 1.5.
As in the case of the Schro¨dinger operator ([4]), the proof of Theorem 1.5 consists in showing that the assumptions of
Theorem 1.5 imply the ones of Theorem 1.1. That is, we need to prove that for V satisfying Condition 1.4 and for f ∈ Dτ ,
τ > 2, the function t→
∥∥(W− − eitHe−itH0) f∥∥L2(R3) belongs to L1 ((−∞, 0]), t→ ∥∥(W+ − eitHe−itH0)Sf∥∥L2(R3) belongs to
L1 ([0,∞)) and f,Sf ∈ H3/2+ε2
(
R3;C4
)
, and, moreover, the scattering matrix S (E) is strongly differentiable on some open
set O ⊂ (−∞,−m) ∪ (m,+∞) \ σp (H) , containing the support of ψf , given by the definition of Dτ . First of all, from the
definition of the set Dτ it follows that f ∈ H3/2+ε2
(
R3;C4
)
. Next we note that the proofs of Lemmas 2 to 9 of [4] remain
true if we consider the Dirac operator instead of the Schro¨dinger operator. We only make two remarks. Firstly, instead of
relations (11) and (12) in Lemma 4 of [4], one has
[H,xk] = −iαk
and
[H, |x|m] = m |x|m−1
3∑
j=1
(−iαj) ,
respectively. Then, the rest of the proof of Lemma 4, in the case of the Dirac operator, is similar, taking ε = 0 in all of
the formulas. Secondly, in Lemmas 5 to 8, in our case, we need that ϕ ∈ C∞0 (R) be equal to 0 in some neighborhood of
0. By using Lemmas 1-9 of [4], we see that Corollary of Proposition 2 of [4] also holds in the case of the Dirac equation.
Thus, in the way analogous to Proposition 3 of [4] we attain the inclusions
∥∥(W− − eitHe−itH0) f∥∥L2(R3) ∈ L1 ((−∞, 0]) and∥∥(W+ − eitHe−itH0)Sf∥∥L2(R3) ∈ L1 ([0,∞)). Observing that in the case of the Dirac operator [x2, H0] = 2iα · x,
[x2, U∗t ] = −i
 −t∫
0
U∗t+τ [x
2, H0]Uτdτ
 = 2i
 −t∫
0
U∗t+τ (−iα · x)Uτdτ
 = t2U∗t − 2tU∗t (α · x)
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and
[x2, U0t ] = i
 −t∫
0
(
U0τ
)∗
[x2, H0]U
0
τ+tdτ
 = −2i
 −t∫
0
(
U0τ
)∗
(−iα · x)U0τ+tdτ
 = −t2U0t + 2t (α · x)U0t ,
where U0t := e
−itH0 and Ut := e−itH , and proceeding similarly to the proof of Proposition 4 of [4] we obtain Sf ∈ D2 ⊂
H3/2+ε2
(
R3;C4
)
. Finally, the strong differentiability of the scattering matrix S (E) on (−∞,−m)∪ (m,+∞) \ σp (H) can be
obtained from the stationary formula (2.7) in the way analogous to the case of the Schro¨dinger operator (see Theorem 3.5
of [18]) by using (2.2), (2.3) and the result about the differentiability of the resolvent for the Schro¨dinger operator given in
Lemma 3.4 of [18]. Theorem 1.5 is proved.
4.3 Proof of Theorem 1.7.
Recall that for an operator A of trace class Det (I + A) is the determinant of I + A ([38], [41]). Suppose that the potential
V satisfies Condition 1.6. Then, it follows from Theorem 4.5 of [40] that the operator S (E) − I is of trace class, the SSF
ξ (E;H,H0) exists and it is related to the scattering matrix S (E) by the Birman-Krein formula
DetS (E) = e−2piiξ(E;H,H0). (4.10)
Observe now that Condition 1.6 implies Condition 2.1. Moreover, under Condition 1.6 there are no eigenvalues embedded
in the absolutely continuous spectrum of H (see Remark 2.2). Hence, (2.2) and (2.3) hold for any E ∈ (−∞,−m) ∪ (m,∞).
Then, using (2.7), (2.2), (2.3) and the result about the differentiability of the resolvent for the Schro¨dinger operator given in
Lemma 3.4 of [18], similarly to the case of the Schro¨dinger operator (see Proposition 1.9, page 300 of [41]), we prove that
under Condition 1.6 S (E) is continuously differentiable in the trace class. Therefore, as the scattering matrix is unitary, the
operator S (E)
∗ d
dES (E) is of trace class and the following relation is satisfied
(DetS (E))
−1 d
dE
DetS (E) = Tr
(
S (E)
∗ d
dE
S (E)
)
. (4.11)
For the convenience of the reader we include the simple proof of (4.11). Let {fn} be an orthonormal basis of L2
(
S2;C4
)
.
We consider the square matrix {(S (E) fn, fm)} , where n,m ≤ N. Here (·, ·) denotes the scalar product of L2
(
S2;C4
)
. By
the definition of the determinant
DetS (E) = lim
N→∞
det ({(S (E) fn, fm)}) . (4.12)
Since S (E)− I as of trace class, the limit in the R.H.S. of the last expression exists. Moreover, using Jacobi’s formula we get
d
dE
det ({(S (E) fn, fm)}) = det ({(S (E) fn, fm)}) Tr
(
{(S (E) fn, fm)}−1
{(
d
dE
S (E) fn, fm
)})
.
Taking the basis {fn} that consists of eigenvalues of S (E) we get
d
dE
det ({(S (E) fn, fm)}) = det ({(S (E) fn, fm)})Tr
(
{λn,m}−1
{(
d
dE
S (E) fn, fm
)})
,
where λn,n is the n-th eigenvalue of S (E) and λn,m = 0, for n 6= m. Thus,
d
dE
det ({(S (E) fn, fm)}) = det ({(S (E) fn, fm)})
N∑
n=1
(
{λn,n}−1 d
dE
S (E) fn, fn
)
=
= det ({(S (E) fn, fm)})
N∑
n=1
(
(S (E))
∗ d
dE
S (E) fn, fn
)
,
where we used that as S (E) is unitary λ−1n,n = λ
∗
n,n. Taking the limit, as N →∞, we arrive to
lim
N→∞
d
dE
det ({(S (E) fn, fm)}) = (DetS (E))Tr
(
S (E)
∗ d
dE
S (E)
)
. (4.13)
By (4.13)
d
dE
Det (S (E)) = (DetS (E))Tr
(
S (E)
∗ d
dE
S (E)
)
, (4.14)
with the derivative in the left-hand side in distribution sense, but as S (E)
∗ d
dES (E) is continuous in the trace class, (4.14)
holds with
d
dE
Det (S (E)) in classical sense, what proves (4.11). On the other hand, similarly to Theorem 1.20, page 351 of
[41] we show that ξ (E;H,H0) is continuous for E ∈ (−∞,−m) ∪ (m,∞). Hence, differentiating (4.10) and using (4.11) we
see that ξ (E;H,H0) is differentiable on (−∞,−m) ∪ (m,∞) and, furthermore, we attain (1.8). Theorem 1.7 is proved.
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