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Abstract
DBSCAN is a typically used clustering algorithm
due to its clustering ability for arbitrarily-shaped
clusters and its robustness to outliers. Generally,
the complexity of DBSCAN is O(n2) in the worst
case, and it practically becomes more severe in
higher dimension. Grid-based DBSCAN is one
of the recent improved algorithms aiming at fa-
cilitating efficiency. However, the performance of
grid-based DBSCAN still suffers from two prob-
lems: neighbour explosion and redundancies in
merging, which make the algorithms infeasible in
high-dimensional space. In this paper, we propose
a novel algorithm named GDPAM attempting to ex-
tend Grid-based DBSCAN to higher data dimen-
sion. In GDPAM, a bitmap indexing is utilized
to manage non-empty grids so that the neighbour
grid queries can be performed efficiently. Further-
more, we adopt an efficient union-find algorithm
to maintain the clustering information in order to
reduce redundancies in the merging. The exper-
imental results on both real-world and synthetic
datasets demonstrate that the proposed algorithm
outperforms the state-of-the-art exact/approximate
DBSCAN and suggests a good scalability.
1 Introduction
Clustering is one of the essential building blocks of data
mining. DBSCAN [Ester et al., 1996], as a representa-
tive density-based approach, is one of the most widely used
algorithms [Guha et al., 1998; Pal et al., 2005; Wang et
al., 1997; Xu and Tian, 2015; Hartigan and Wong, 1979;
Fisher, 1987] since its capability of discovering clusters with
arbitrary shapes (over methods such as k-means [Hartigan
and Wong, 1979] which typically returns ball-like clusters).
As a result, DBSCAN and its extensions have been studied for
decades and have great contributions to various domains of
applications such as spatial database analysis [Sander et al.,
1998a], forest and land fire indicator analysis [Hermawati and
Sitanggang, 2016], spam identification [Ying et al., 2010],
etc [Rahman et al., 2017; Gao, 2014].
DBSCAN resorts two parameters to characterize “density”,
namely ε (a positive real number) and MinPTS (a positive
integer). Given a d-dimensional data object p, the ball cen-
tered at p with radius of ε is considered as dense if it covers
at least MinPTS objects. Then the clusters formed by con-
sidering all the objects in a dense ball centered at p should be
added to the same cluster as p. Furthermore, two clusters can
be merged when the center object of a dense ball is added to
another cluster. The merging will be performed to the effect’s
fullest extent until no more clusters can be merged.
DBSCAN suffers from time-intensive computations since
it needs to perform n ε-range queries and cluster labeling
propagation for all the objects. [Gan and Tao, 2015] pointed
out that even efficient data indexing such as r*-tree [Beck-
mann et al., 1990] or kd-tree [Bentley, 1975] is used to index
the objects, the complexity of DBSCAN is still O(n2). Due
to its high time complexity, there are many research efforts
devoting to improve the performance of DBSCAN.
Grid-based DBSCAN [Gunawan and de Berg, 2013; Gan
and Tao, 2015; Sakai et al., 2017] is one of the state-of-the-
art efficient algorithms that can produce the same cluster-
ing result as the original DBSCAN. The basic idea of Grid-
based DBSCAN is to divide the whole dataset into equal-
sized square-shaped grids with the side width of ε/
√
d, where
d denotes the data dimension. Such partition ensures that
any two objects in the same grid are within distance ε from
each other. Then the algorithms perform clustering based on
neighbour grid query and merging them instead of ε-range
queries and cluster labeling propagation.
However, we argue that Grid-based DBSCAN algorithms
still suffer from the following two problems. First, the num-
ber of neighbour grids increases exponentially with the num-
ber of dimensions. Specifically, the number of neighbour
grids of a given grid will be O((2d√de + 1)d) in the worst
case. We provide a formal proof for it in Lemma 1 in Sec-
tion 3. Although O((2d√de+1)d) is usually considered as a
constant with regard to n, it may have a significant impact on
the overall performance as the data dimension increases. For
example, such number will be more than 1020 when d = 20
such that we cannot simply neglect it. We name this problem
as neighbour explosion. Second, we observe symmetry and
transitivity in the merging of neighbour grids which enable
finer management strategies for such process. However, the
existing Grid-based DBSCAN algorithms focus on utilizing
efficient solutions to perform the merging rather than optimiz-
ing merging management strategies. Recall that the number
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of neighbour grids increases exponentially with regard to data
dimension. Hence we argue that an effective merging man-
agement of neighbour grids is in urgent need especially when
the data dimension increases because generally we need to
check every neighbour grid of a given grid to decide whether
they can be merged or not. Hereafter, we will refer to the
Grid-based DBSCAN algorithms as grid-based algorithms,
unless explicitly stated otherwise.
In this paper, we aim at alleviating the above-mentioned
shortcomings of grid-based algorithms and propose an effi-
cient approach, named GDPAM (Grid-based DBSCAN with
PArtial Merge-Checkings). The approach utilizes bitmap-
like structure to index non-empty grids in multi-dimension so
that neighbour grid query can be performed efficiently. For
the neighbour grid merging, we devise an effective manage-
ment strategy that adopts union-find algorithm to maintain the
cluster information for pruning unnecessary merging compu-
tations. The contributions are summarized as follows.
• We propose GDPAM algorithm to extend DBSCAN to
higher dimension. Specifically, a bitmap-like indexing
called HyperGrid Bitmap (HGB for short) is adopted
to index non-empty grids for efficient neighbour grid
query. Moreover, we propose an effective management
strategy that prunes unnecessary merging computations
via union-find algorithm on grid topology.
• We evaluate the performance of GDPAM on two
real-world and four synthetic datasets in different
spaces (ranging from 3D to 54D). The experimental re-
sults demonstrate that the proposed GDPAM: 1) outper-
forms the state-of-the-art grid-based algorithms by three
orders of magnitude in high-dimensional spaces, 2) sig-
nificantly reduces the redundancies in the neighbour grid
merging and 3) suggests a good scalability.
The rest of this paper is organized as follows. We intro-
duce preliminaries used in this paper in Section 2. Section 3
presents our proposed algorithm. The experimental results
and discussions are provided in Section 4. We survey the re-
lated work in Section 5 and conclude the paper in Section 6.
2 Preliminaries
In this section, we first review the original DBSCAN and then
introduce the grid-based algorithms.
2.1 DBSCAN
C1 
C2 
noises 
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Figure 1: An example of dataset layout. The dashed circles indicate
the ε-radii of objects, and let MinPTS = 4.
DBSCAN groups d-dimensional objects with regard to two
parameters, ε and MinPTS , where ε specifies the longest
possible distance from an object to its neighbours, and
MinPTS specifies the minimum density of subset to form
a cluster. Formally, an object in d-dimensional space is de-
noted by p ∈ Rd, and we denote a dataset of objects as D.
We use Fig. 1 as a toy example, in which ε is specified in the
figure and MinPTS is set to four. Let p and q be two ob-
jects in D. A neighbour set of p, denoted by Nε(p), contains
objects q′ ∈ D where dist(p, q′) ≤ ε. An object p is a core
object if |Nε(p)| ≥MinPTS . For example, all the circle ob-
jects are core objects in Fig. 1. p is directly density-reachable
from q if q is a core object and p ∈ Nε(q). For example,
p6 is directly density-reachable from p5. Additionally, p is
density-reachable from q if there exists an object sequence
p1, p2, ..., pk where p1 = q and pk = p such that pi+1 is
directly density-reachable from pi, where 1 ≤ i ≤ k − 1.
For instance, p1 is density-reachable from p3 in the running
example. p is density-connected to q if there exists an ob-
ject o such that both p and q are density-reachable from o,
e.g., p1 is density-connected to p5 because of the existence
of p3. Finally, a cluster C is defined as a non-empty sub-
set of D such that 1) ∀p, q and q is density-reachable from p
w.r.t. ε and MinPTS , if p ∈ C, then q ∈ C (Maximality);
and 2) ∀p, q ∈ C, p and q are density-connected w.r.t. ε and
MinPTS (Connectivity). A noise is an object that is not in-
cluded in any clusters. For example, there are two clusters in
Fig. 1, namely C1 and C2, and p8 is a noise.
2.2 Grid-based DBSCAN
Gunawan [Gunawan and de Berg, 2013] proposed the 2D
grid-based algorithm with genuine O(n log n) time. Gan et
al. [Gan and Tao, 2015] recently extended the similar idea to
higher dimensionality, which consists of four steps: partition-
ing step, labeling step, merging step and noise/border object
identification step, respectively. Partitioning step divides the
whole dataset into equal-sized square-shaped grids, each grid
has side width of ε/
√
d. This partitioning ensures the dis-
tances of every pair of objects resided in the same grid are at
most ε. Then, the labeling step identifies whether each grid is
a core grid by the following definition.
Definition 1 Core grid: A grid with at least one object is
called a non-empty grid. A non-empty grid is called a core
grid if and only if there are at least MinPTS objects inside
or there exists at least one core object inside the grid.
The grid which is labeled as a core grid can form an indi-
vidual cluster. Two or more core grids can possibly be merged
to the same cluster. Hence, the merging step then needs to be
carried out. Such step will produce a graph G in which ver-
tices represent core grids, and an edge will be added between
two vertices if they can be merged together. Given two core
grids g1 and g2, they can be merged if and only if there ex-
ists core objects p ∈ g1 and q ∈ g2 such that dist(p, q) ≤ ε.
Clusters are formed from the fully connected sub-graphs of
G. Finally, all non-core objects need to be identified whether
they are noises or the border objects of certain clusters in the
border/noise object identification step.
3 GDPAM Algorithm
In this section, we detail the proposed GDPAM algorithm.
We first discuss the shortcomings of grid-based algorithms
and then introduce our approach.
1 2 3 4 5 6
1
2
3
1 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0
0 0 1 0 0 0 1 0 1
0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
g1 g2 g3 g4 g5
g6 g7 g8
g9
1 1 1 1 1 0 0 0 0
0 0 0 0 0 1 1 1 0
0 0 0 0 0 0 0 0 1
Dimension 1
Dimension 2
1
2
3
4
5
6
1
2
3
Position
Position
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Figure 2: Indexing an example 2D data with HGB structure.
3.1 Motivation and Framework of GDPAM
In grid-based algorithms, we find that the number of neigh-
bour grids of a given grid increases exponentially as the di-
mension increases, and we have the following lemma.
Lemma 1 Consider a d-dimensional space, the number of
the neighbour grids which needs to be checked for a given
grid is (2d√de+ 1)d in the worst case.
Proof 1 Without loss of generality, we denote a specific grid
in the d-dimensional space as g. For each direction of indi-
vidual dimension, the number of neighbour grids of g needs
to be checked, denoted by µ ∈ N, is calculated as follows:
µ
ε√
d
≤ ε, µ ≤
√
d = d
√
de.
Since there are two directions for each individual dimen-
sion, we need to consider 2d√de+1 grids for each dimension.
Here the number 1 denotes the grid g itself. Finally, combine
all the dimensions together, the number of neighbour grids
that the algorithm needs to consider is (2d√de+1)d−(τ+1)
for every given grid g, where τ+1 is a constant indicating the
number of corner grids and g itself which are not included in
the set of neighbour grids.
According to Lemma 1, given a specific grid, the running
time of its neighbour grid query in the grid-based algorithms
will be O((2d√de + 1)d) in the worst case. For example,
the neighbour grids of g8 (the centered grid) in Fig. 2 (a) are
those 20 line-shaded grids.
We name the problem that the number of neighbour grids
increases exponentially as neighbour explosion. Thus, an ef-
ficient indexing technique is demanded to support neighbour
grid queries, especially when d increases. As a consequence,
we adopt a bitmap-like structure HGB in GDPAM to index
non-empty grids such that it supports fast range queries.
Moreover, we find that the merging step has redundancies
that are described as follows. Denoted by g1, g2 and g3 as
core grids, we may observe the following redundancies dur-
ing the merging step.
• Redundancy 1 (symmetry). g1 needs to perform a
merging operation with grid g2 and vice versa. Both of
them are equivalent, and either one can be skipped.
• Redundancy 2 (transitivity). Assume the g1 and g2 are
in the same cluster and so do g2 and g3. We should omit
the merging operations between g1 and g3.
However, these redundancies are neglected by conven-
tional grid-based algorithms in low data dimension. It is
worth noting that these redundancies can become more se-
vere due to the neighbour explosion problem in higher dimen-
sional space. The reason is that the more neighbour grids, the
more overlap area becomes. Therefore, the grids having over-
lap neighbours can possibly encounter the above redundan-
cies. Hence we devise a management strategy in the merging
step of GDPAM to alleviate the observed redundant compu-
tations.
The framework of GDPAM. The framework of grid-
based algorithms carries over to GDPAM almost verbatim.
GDPAM also consists of the four steps, and the only differ-
ences are the way we index the non-empty grids (detailed
in Section 3.2) and the way that we perform the merging
step (detailed in Section 3.3).
3.2 Indexing with HGB
HGB (HyperGrid Bitmap) is a bitmap-like structure used to
index non-empty grids in the GDPAM framework. It is com-
posed by d two-dimensional bit arrays, where d denotes the
data dimension. We denote each of the bit array as Bi where
1 ≤ i ≤ d. Each Bi can be regarded as a table with ki rows
and Ng columns, where ki is the number of distinct positions
of grids that contain objects in i-th dimension, and Ng de-
notes the number of non-empty grids. In other words, each
Bi is used to record the position of every non-empty grid in
i-th dimension. To set up each Bi, we initially set all bits of
it to 0, and encode each grid from id 1 to Ng . Considering a
non-empty grid whose id = x, where 1 ≤ x ≤ Ng , we first
find the position of that grid in i-th dimension, denoted as j
for example, and set the corresponding bit of Bi, i.e., Bi[j, x]
to 1. Bi[j, x] = 1 indicates the position of the grid x in i-th
dimension is j.
Example 1 Fig. 2 (b) shows the HGB for the toy example
in Fig. 2 (a). In the example, we have 9 non-empty grids in
2D space, thus Ng = 9 and d = 2. As a result, we need 2 bit
arrays, namely B1 and B2, such that each of which contains 9
columns. Meanwhile, B1 and B2 contain 6 and 3 rows since
they have 6 and 3 distinct valid positions, respectively. For
a specific grid, e.g. g8 (id=8), we have B1[4, 8] = 1 and
B2[2, 8] = 1 as shown in Fig. 2 (b).
Once HGB is completely constructed, we can simply perform
a conventional range query on HGB of a given grid g by set-
ting the range for each dimension as follows:
NeighbourRange(g, i) = [g.pos[i]−d
√
de, g.pos[i]+d
√
de],
where i denotes i-th dimension. We show how we perform
a neighbour grid query on HGB by the following example.
Note that for simplicity here we do not exclude the corner
grids in the neighbour query of the example.
Example 2 In Fig. 2 consider a neighbour grid query of g8,
the ranges of dimension 1 and dimension 2 are [2, 6] and
[1, 3], respectively. Then slices collected from tables corre-
sponding to dimension 1 and dimension 2 are B1[2:6,:] and
B2[1:3,:], respectively. First we perform bitwise operations
OR on B1[2:6,:] and B2[1:3,:], the outputs are [0, 1, 1, 1, 1,
1, 1, 1, 1] and [1, 1, 1, 1, 1, 1, 1, 1, 1], respectively. Then
the final bitwise operation AND is performed on the two bit
arrays, outputting [0, 1, 1, 1, 1, 1, 1, 1, 1]. Thus, the set of
neighbour grids of g8 is all the grids except g1.
Complexity Analysis
First, we analyze the space complexity of HGB. Recall that
we have d bit arrays in HGB, where d is the data dimension.
For simplicity, we assume every bit array has κ distinct posi-
tions. Since each bit array has κ rows and Ng columns (the
number of non-empty grids), the space complexity is thus
O(d · κ · Ng). Second, the time complexity of constructing
HGB is O(d · Ng), since we need to scan all the non-empty
grids and set the corresponding bits of bit arrays for every di-
mension. For neighbour query operation, the time complexity
is O(d · (2d√de+ 1)) = O(d3/2), because it needs to collect
slices (of the range size (2d√de+ 1)) of the d bit arrays.
3.3 Merging Management Strategy
Our merging management strategy makes use of union-find
algorithm to alleviate the redundancies. In the union-find al-
gorithm, we can perform two basic operations, i.e., Union(·)
and Find(·). Basically, Find(e) returns the representative
of subset that the element e belongs to. And, Union(e1, e2)
merges the two subsets that e1 and e2 belong to.
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Figure 3: Running example of the forest during the merging step
In GDPAM, we use a forest-like structure to maintain the
clustering information in the merging step. Initially, every
core grid is considered as an individual tree (primary clus-
ter), and our strategy is to merge those trees if they meet the
merge-checking criteria (refer to Section 2.2). Finally, after
all core grids have been processed, we obtain the final forest
such that core grids residing in the same tree result in being
in the same cluster.
Algorithm 1: Merging Strategy
Input: B: HGB for the dataset, C: Set of core grids
Output: F : Forest produced by GDPAM
Initial the trees in F as one-node trees, each tree corresponds to a core grid.1
foreach core grid g ∈ C do2
N ← neighbour grids query of g on HGB3
foreach g′ ∈N do4
if g′ is a core grid then5
if F.Find(g) == F.Find(g′) then6
Skip merge-checking between g and g′7
else8
if g, g′ can be merged (Section 2.2) then9
F.Union(g, g′)10
return F11
The pseudo-code of the merging strategy is depicted in
Algorithm 1. First, the forest initially consists of Nc trees,
where Nc is the number of core grids (Line 1). For example,
Fig. 3 (a) shows the initial forest of the 6 core grids. Note
that in the example a circle node corresponds to a core grid,
and a shaded node denotes a root. Then, each grid will per-
form merge-checkings with their neighbour core grids. Prior
to that, we first test whether the two core grids have already
been in the same cluster or not. We invoke Find(·) in order
to return the roots of trees that those two core grids reside
in (Line 1). If the returned roots are the same, we can safely
skip the merge-checking as the two core grids have already
been in the same cluster (Line 1). For example, according
to the forest in Fig. 3 (b), the core grids 4 and 5 do not
need to perform a merge-checking since they have the same
root, i.e., Find( 4 ) = Find( 5 ) = 1 . Otherwise, we need
to perform a merge-checking (refer to Section 2.2). If we find
that two core grid can be merged to the same cluster, we per-
form Union(·) operation between the two core grids in the
forest (Line 1–1). Specifically, the Union(·) invokes Find(·)
to return the roots of trees that those two core grids reside in,
and assigns one of the roots as a child of the other. Fig. 3 (c)
shows an example of performing Union( 4 , 3 ). It assigns
Find( 3 ) = 2 as 1 ’s child because of Find( 4 ) = 1 .
Recall that the merge-checking is a costly operation, skip-
ping redundant merge-checkings can considerably improve
the overall performance. Though the time complexity of
GDPAM is the same as conventional grid-based algorithms in
the worst case, we can observe a clear time saving of GDPAM
in the experiments.
4 Experiments
In this section, we present the results of our experimental
studies on real-world and synthetic datasets.
4.1 Experimental Settings
All the experiments were conducted in a workstation
equipped with four Intel (R) CPU E5-2609 v3 processors and
128 GB RAM running a Linux Cent OS 6.5. We implemented
our proposed GDPAM with C++.
Datasets
We evaluated our algorithm on four synthetic and two real-
world datasets. Table 1 depicts their statistics.
Synthetic Datasets We generated the synthetic datasets
by a generator URG. The generator takes 4 parameters: the
number of objects (n), the number of clusters (c), the num-
ber of dimensions (d), and the percent of noise (pnoise)
[default=0.0005%]. We used URG to generate five differ-
ent kinds of datasets, i.e., 3-, 10-, 15-, 20-, 30-, and 40-
dimensional datasets in range 1000 to 10000 in each dimen-
sion. To avoid too-dense cluster, when 0.00025n objects have
been generated, the data will have possibility to move a bit
(33% for −5, 33% for +5) in each dimension. For simplicity
and convenience, we denote each of them by its dimension-
ality when discussing in the following parts. For example,
if we set n = 3, c = 10, d = 3, the URG will generate a
dataset with 3 million objects grouped into 10 clusters in 3-
dimensional space, and we denote it as 3D.
Table 1: Dataset statistics
Dataset Dimension Type #Objects #Clusters
3D 3 Synthetic 3,000,000 10
10D 10 Synthetic 3,000,000 10
30D 30 Synthetic 3,000,000 10
40D 40 Synthetic 3,000,000 10
Household 7 Real 2,075,259 N/A
PAMAP2 54 Real 3,850,505 N/A
Real-world Datasets All the real datasets are obtained
from UCI Machine Learning Repository [Lichman, 2013].
We evaluated on 7- and 54-dimensional datasets. For the
7- and 54-dimensional datasets, we follow [Gan and Tao,
2015] to use Individual household electric power consump-
tion (Household) and PAMAP2 [Reiss and Stricker, 2012] as
the 7-, 54-dimensional datasets, respectively.
Compared Methods and Parameter Settings
The compared methods in the experiments include
1. DBSCAN: original DBSCAN [Ester et al., 1996] with
r*tree,
2. GRID [Gan and Tao, 2015]: A state-of-the-art grid-
based exact DBSCAN algorithm,
3. GRID-A [Gan and Tao, 2015]: A state-of-the-art grid-
based approximate DBSCAN algorithm,
4. HGB: our proposed method with only HGB indexing,
5. GDPAM: the full version of our proposed method.
For the implementation of DBSCAN, GRID, and GRID-A,
we used the binary code which is implemented by C++ and
publicly available1. We investigated the datasets and fol-
lowed the suggestions produced by the parameter selection
tool [Sander et al., 1998b] for setting ε and MinPTS with
regard to the range and dimension of datasets, as well as the
number of grids.
4.2 Experimental Results
In this subsection, we demonstrate the experimental results.
Note that all the reported execution time of the compared
methods is a 3-time-run average value. In addition, we did
not include some experimental results of DBSCAN because
it failed to report the results within 15 hours.
Overall Performance
Fig. 4 illustrates the execution time of each compared method
on both synthetic and real-world datasets in log scale. From
the results on the synthetic data shown in Fig. 4, first we
observed that HGB always runs faster than DBSCAN and
GRID. For example, HGB runs 197.59× faster than DB-
SCAN (3D dataset, ε = 60, MinPTS = 20), and almost 6×
faster than GRID (40D dataset, ε = 800, MinPTS = 80).
Since HGB produces efficient neighbour grid query, the pro-
posed method obtains a clear time-saving.
Second, GDPAM, with the merging management strat-
egy for reducing redundant computations, significantly out-
performs the other compared methods. It achieves approxi-
mately 3000× speedup compared with DBSCAN. Moreover,
it yet has almost up to three orders of magnitude of speedup
1 https://sites.google.com/site/junhogan/.
compared with GRID and our HGB. In addition, we surpris-
ingly observed that the GDPAM method is even faster than
the recent GRID-A, which is claimed as a O(n) approximate
DBSCAN algorithm, when the data dimension is larger than
3. For example, GDPAM achieves 736× speedup compared
with GRID-A (30D dataset, ε = 600, MinPTS = 70). We
argue that the reason for such observation is that the number
of the neighbour grids that needs to be checked grows ex-
ponentially with the data dimension. As a consequence, we
cannot neglect it as the data dimension increases, and our pro-
posed merging management strategy suggests its effective-
ness. Furthermore, Fig. 4 (b), Fig. 4 (c), and Fig. 4 (d), re-
spectively, also show that when the data dimension increases,
GDPAM still achieves advantages compared with GRID-A.
Similar observations can also be found from the results
of real-world data shown in Fig. 4 (d), Fig. 4 (e). That is,
HGB is faster than GRID, and GDPAM, moreover, clearly
leads the compared two exact algorithms. For instance, HGB
runs 15.38× faster than GRID, on the other hand, GDPAM
runs 128.52× and 1191.97× faster than HGB and GRID
(PAMAP2 dataset (54D), ε = 400, MinPTS = 150), re-
spectively.
Effectiveness of HGB
To demonstrate the effectiveness of HGB, we show the run-
ning times of our framework with traditional kd-tree and
HGB as indexing techniques by fixing MinPTS and vary-
ing ε in Fig. 5 (a). We can observe that querying neighbour
grids using HGB runs 2× faster than that of kd-tree when
ε is small (ε = 150, the number of the neighbour grids in-
creases). Note that small ε challenges the clustering process
as the number of partitioned grids will significantly increase.
In addition, Fig. 5 (b), Fig. 5 (c) show the memory consump-
tions of kd-tree and HGB indexing on 40D synthetic and 54D
real-world datasets, respectively. We can observe that kd-tree
and bitmap have almost a similar amount of consumed mem-
ory in most cases. We conclude that the bitmap indexing is
more efficient than kd-tree for indexing non-empty grids in
terms of execution time, while their memory consumptions
are not significantly different.
Effectiveness of Merging Management Strategy
Next we visualized the number of merging operations as
shown in Fig. 6 to exhibit the effectiveness of the merging
management strategy. It is clear that the numbers of opera-
tions used by GRID and HGB are almost the same. The rea-
son is that we only use HGB to index non-empty grids with-
out any specialized techniques to avoid merging redundancy.
In addition, GDPAM achieves a significant operation-saving
compared with HGB and GRID. For example, GDPAM per-
forms only 0.15%, 4.62% of merging operations compared
with GRID on 54D real-world and 3D synthetic datasets, re-
spectively. As expected, we can see the saving ratio on 54D
dataset is much greater than that of 3D. The reason is that we
encounter more redundancies in higher dimension. The re-
sults demonstrate the effectiveness of GDPAM in redundancy
reducing in the merging step.
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Figure 4: Running time on synthetic and real-world datasets.
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Scalability
Finally, we examined the scalability of the proposed algo-
rithms as we increased the input size/data dimension. In par-
ticular, we generated datasets by using URG and set n to 3, 5,
7 on each d = 10, 15, 20. Then we obtained nine datasets, and
we run both HGB and GDPAM on each of them. First, we
visualized the execution time by fixing the data dimension
and varying the data size as shown in Fig. 7. Interestingly,
from the figure, we view the performance of both HGB and
GDPAM that they rise lower than linear increase. Further-
more, GDPAM rises much slower than HGB. We analyze that
though GDPAM theoretically has the same time complexity
of merging step as HGB in the worst case, it can still dramat-
ically reduce some of the symmetric and transitive redundant
merging operations. Thus, it scales well to large datasets. We
second examined the scalability to the data dimension and
showed in the same figure. From the figure, we can find sim-
ilar observations as the previous investigation that both HGB
and GDPAM scale well as the data dimension increases. Ad-
ditionally, GDPAM is more stable to the variation of data di-
mension.
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5 Related work
We broadly categorize the related papers in the literature on
improving the efficiency of DBSCAN as follows.
Sampling-based DBSCAN algorithms are designed to
improve the time-consuming object neighbour query opera-
tion in DBSCAN. For example, Zhou et al [Zhou et al., 2000]
proposed a sampling-based method which selects a few rep-
resentatives, rather than all the neighbour objects, as seeds to
expand the clusters. However, this method possibly misses
some objects. Moreover, it still raises a representative selec-
tion problem which directly impacts on both performance and
accuracy of DBSCAN. Another sampling-based method can
be found in [Tsai et al., 2009]. However, it cannot produce
the exact results as well.
Grid-based DBSCAN algorithms. CIT [Mahran and Ma-
har, 2008] is the first one that develops grid-based algorithm
for DBSCAN. The algorithm partitions the data layout into
grids with width greater or equal to 2ε and sets a boundary of
neighbour search to ε around the grids. Our work is related
to [Gunawan and de Berg, 2013] and [Gan and Tao, 2015].
Gunawan proposed [Gunawan and de Berg, 2013] a 2D grid-
based algorithm which can terminate in genuine O(n log n).
Gan et al. [Gan and Tao, 2015] extended the grid-based algo-
rithm to solve DBSCAN in more dimensions. Even though
the observation of [Gan and Tao, 2015] makes a good contri-
bution about the complexity of DBSCAN, recently, there is an
interesting disputation [Schubert et al., 2017] on some inac-
curate statements of the paper [Gan and Tao, 2015]. In addi-
tion, the authors suggested when and why we should still use
original DBSCAN. Sakai et al. [Sakai et al., 2017] proposed
an improved grid-based algorithm which refines the merging
step by using minimum bounding rectangle criteria. While
in this paper we devise a novel grid-based DBSCAN solution
with an efficient and compact index as well as an improve
merging management strategy, which extends the algorithm
to higher dimensional data.
Other efficient DBSCAN algorithms. There are other
efforts for improving the efficiency of DBSCAN. Some of
them focus on producing distributed or parallel version of
DBSCAN [He et al., 2011; Welton et al., 2013; Patwary et
al., 2014; Mai et al., 2017]. Approximate algorithm is an-
other kind of method to accelerate DBSCAN [Gan and Tao,
2015]. Mai et al. [Mai et al., 2016] proposed an anytime DB-
SCAN which employs active learning for learning the current
cluster structure, it thus can select only necessary objects to
expand clusters.
6 Conclusions
In this paper, we have pointed out the state-of-the-art grid-
based DBSCAN algorithms suffered from neighbour explo-
sion and merging redundancies, which make them infeasi-
ble to higher dimensional data. To address such problem,
we proposed a novel GDPAM algorithm in this paper. In
GDPAM, we devise HGB structure to index non-empty grids
for efficiently neighbour grid query. Furthermore, GDPAM
intergraded a merging management strategy such that we can
safely skip unnecessary merging computations. The results
on six real-world and synthetic datasets showed the superi-
ority of the proposed method over the state-of-the-art DB-
SCAN.
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