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Resumo
Esta tese propõe uma nova abordagem para solução de problemas logísticos dinâmicos e com-
plexos. Esta nova abordagem é baseada na constatação do fato de que na sociedade humana
muitos dos problemas são resolvidos por meio da interação e negociação entre diversos seres
humanos, os quais sozinhos não poderiam resolver o problema e, no entanto, no momento que
se unem e trabalham em conjunto, cada um com seus recursos e capacidades, eles conseguem
resolvê-los. É proposta e definida uma abordagem inspirada na sociedade humana com diver-
sos padrões de negociação. Fez-se, também, a opção por propor um padrão de negociação
inspirado na emoção humana gratidão que tem como sua principal função ser um elemento
para resolver eventuais casos de impasse/conflito. Com base nesta abordagem proposta, foi
criado um sistema computacional que cria uma sociedade virtual de indivíduos que possuem
recursos não compartilhados e, por meio de mensagens trocadas entre si, negociam até con-
vergir para agendar as solicitações de operação recebidas (navio para carregar e descarregar
contêiner). Este sistema foi desenvolvido com base na tecnologia de agentes e sistema multia-
gentes. Como exemplo prático, a abordagem proposta e o sistema elaborado foram usados
para a solução do problema de gerenciamento da fila de navios de um Terminal Portuário de
Contêiner.  Vários testes foram realizados e  os resultados foram apresentados e analisados
para cada um dos padrões de negociação. 
Abstract
This work shows a new approach to solve dynamic and complex logistics problems based
upon the fact that in human society several problems are solved by interaction and negotiation
between humans, that alone can't solve the problem, but if they join themselves toward the so-
lution of the problem, all of them with their own resources and capabilities, they can reach
one solution. It is proposed and defined one methodology inspired by the human society way
of solving problems using several negotiation protocols. It was also proposed a negotiation
protocol inspired in human emotion gratitude that has the main goal to solve the conflicts that
might occur. Based on this proposed methodology, it was developed a computational system
to create a virtual society of agents that have their own resources, non shareable, and by the
exchange of messages between the agents, they converge to schedule all the solicitations of
operations received (ship to load or unload container). This system was developed based on
the agent technology and multiagent system. The proposed methodology and the implemented
system were applied to a practical and real application of a Maritime Container Terminal. Se-
veral tests were done and the results was shown and analyzed for each negotiation protocol. 
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1Capítulo 1 - Introdução
1.1) Motivação
A elaboração de agendas é um problema freqüente. Sempre que houver escassez de recursos
materiais e humanos para executar alguma atividade, uma possibilidade de solução de proble-
ma quando pode haver espera pela liberação de recursos é a elaboração de uma agenda de
atendimento. Isso implica na elaboração da agenda de cada um desses recursos, ou seja, de-
signá-los  a  uma atividade  num certo  período de  tempo.  Este  problema  de  elaboração  de
agendas é usualmente tratado como o Problema de Escalonamento com Restrição de Recursos
(BLAZEWICZ et. al., 1996).
Em particular, nos portos, uma atividade crítica é a elaboração da agenda de atendimento aos
navios que solicitam operação nos mesmos. Um porto pode ser definido como uma área de
terra limítrofe com o mar ou rio que possui equipamentos para carregar e descarregar navios
ou barcaças com segurança para a embarcação e para a carga (UNCTAD, 1996) (AGERS-
CHOU, 1983)  (ROSA,  2006).  Em virtude  das  inúmeras  situações  que  podem ocorrer  na
navegação e na operação dos navios, ocorrem, eventualmente, atrasos e, também, antecipa-
ções da data de chegada dos navios. Essas mudanças de data levam a uma constante alteração
da agenda de atendimentos dos navios. Os administradores do porto preparam a agenda de
atendimento dos navios no terminal portuário com base nos dados do navio e da carga. Esta
agenda do porto é denominada fila de navios. Deve ser destacado, que para a elaboração da
agenda do porto, deve-se considerar, não só, a área de atracação dos navios (berços de atraca-
ção),  mas,  também,  os  equipamentos  de  carga  e  descarga  dos  navios,  bem  como,  a
movimentação no pátio e a área de estocagem dos pátios dentre outros fatores.
Para a elaboração e a modificação da agenda, ocorre um longo processo de negociação entre
os diversos departamentos operacionais e administrativos do porto, tais como a gerência de
cais, a gerência de pátio de contêiner, a gerência de transporte, dentre outros, com as empre-
sas usuárias do porto,  com os diversos proprietários  de navios que solicitam operação no
porto e com os proprietários de navio que já se encontram na fila para serem atendidos e que,
eventualmente, podem ter sua agenda de operação alterada.
Neste processo de negociação, nem todas as informações são conhecidas pelos negociadores,
tendo em vista que muitas destas informações são confidenciais, internas às empresas e/ou de-
partamentos,  e,  assim sendo,  as decisões são tomadas com as informações disponíveis  no
momento. Na grande maioria dos casos, não é uma informação completa de todo o problema.
2Portanto, decisões têm que ser tomadas sem que se tenham todas as informações sobre o pro-
blema.
Assim, mecanismos de otimização baseados em modelagem matemática não se apresentam
como solução mais adequada para o tipo de problema anteriormente apresentado, pois geral-
mente, pressupõem informações de custo disponíveis.
Esta tese propõe uma abordagem inspirada na maneira como as pessoas numa sociedade re-
solvem os problemas. Usualmente, as pessoas possuem informações e responsabilidades que
não são suficientes para resolverem sozinhas um dado problema. Assim, elas solicitam recur-
sos e/ou serviços a outras pessoas/setores que possuem outras competências e habilidades e,
através da negociação, trabalham em conjunto para atingir um objetivo comum que é a resolu-
ção do problema. 
1.2) Descrição da área
No caso específico do problema de geração da agenda diversas abordagens podem ser usadas.
Dentre elas, citam-se: 1) Custos totais; 2) Leilão; 3) Métodos clássicos.
1. Na abordagem por custos totais, busca-se apurar o custo de todas as soluções e, en-
tão, optar pela solução de menor custo. No entanto,  esta  abordagem não é muito
viável para o problema que está sendo estudado, pois não se sabem os custos envol-
vidos em todos os departamentos e empresas envolvidas no processo de negociação
da elaboração da agenda, tendo em vista serem empresas e departamentos indepen-
dentes e autônomos e, muitas vezes, de natureza confidencial (BLAZEWICZ et. al.,
1996).
2. A abordagem por leilão, também conhecida como rede de contrato,  é baseada na
idéia que um elemento ou empresa detenha a informação e, então, oferte aos outros
participantes serviços que eles possam desempenhar (SMITH, 1980) (SMITH, DA-
VIS, 1981). Cada um destes indivíduos, após a análise de oferta de serviço recebida,
decide se deve propor um preço pelo serviço ou simplesmente desistir da oferta. Com
base em todas as respostas recebidas com os preços dos diversos participantes do lei-
lão, o leiloeiro decide quem é o vencedor e o informa que pode fazer o serviço. Este
método pressupõe que, pelo menos, um elemento do grupo tenha informações totais
e globais, o que na prática dos ambientes logísticos, normalmente, não ocorre. Por-
tanto,  este  método  se  mostra  pouco  adequado para  ser  aplicado no ambiente  do
terminal portuário.
3. A abordagem por métodos clássicos, apesar de conseguir bons resultados, esbarra em
dois problemas: 1) Necessita, na maior parte dos casos, de informações completas
sobre todas as nuances do problema e 2) Necessitam, em sua grande maioria, de refa-
zer toda a agenda, ou escalonamento, quando houver alteração em um item. Estes
dois motivos dificultam muita sua utilização, pois dificilmente se têm informações
completas para se tomar uma decisão e, também, para se refazer a agenda a todo ins-
tante pode-se gastar muito tempo e dinheiro (BLAZEWICZ et. al., 1996).
3Observa-se, no entanto, que muitos dos problemas na sociedade humana são resolvidos atra-
vés da interação  entre diversos humanos que sozinhos não poderiam resolver o problema
como um todo. No momento que se unem e trabalham em conjunto, cada um com seus recur-
sos e capacidades, conseguem resolver problemas complexos e difíceis (LAKATOS, 1991).
Isto é possível porque os seres humanos, através de diferentes meios de negociação, conse-
guem estabelecer parcerias para resolver problemas complexos. Estas parcerias na sociedade
humana conseguem fazer com que os recursos de cada indivíduo sejam bem utilizados. Ape-
sar dos indivíduos não conhecerem o objetivo global da sociedade, a busca individual de cada
um por seus objetivos pessoais pode levar a uma boa utilização dos recursos da sociedade
(LEWICKI et. al., 2002).
Uma outra questão observada na sociedade é que, mesmo quando a relação entre os indivídu-
os  não  leva  inicialmente  a  uma  boa  solução  do  uso  dos  recursos,  a  sociedade  acaba
caminhando para obtenção de bons resultados, os quais são alcançados à medida que vão
ocorrendo interações/negociações.
Com base nesta constatação, busca-se analisar a hipótese de se simular computacionalmente
um modelo que inspirado na sociedade humana consiga resolver problemas de elaboração de
geração da agenda de um terminal portuário.
O problema do terminal portuário tem como primeira característica ser distribuído entre as di-
versas áreas do porto e os proprietários dos navios. Além de ser distribuído, o problema tem
como segunda característica  ser resolvido através da negociação da resolução do problema
entre os diversos atores. Vale ressaltar que uma terceira característica do problema é que estes
diversos atores são autônomos e independentes. Desta forma, buscam-se tecnologias para im-
plementação da abordagem proposta que possam se adaptar a esta característica do problema.
Dentro deste contexto, a primeira tecnologia a ser analisada é a de Inteligência Artificial Dis-
tribuída, que corresponde ao caráter distribuído do problema e, também, às características de
negociação. A Inteligência Artificial Distribuída tem por função a investigação de modelos de
conhecimento, de técnicas de comunicação e de técnicas de argumentação entre um grupo de
elementos ativos de uma sociedade. Estes participantes são denominados agentes e o ambien-
te onde eles estão inseridos é denominado ambiente multiagentes ou sistemas multiagentes
(O'HARE, JENNINGS, 1996).
Na área de Inteligência Artificial Distribuída, destaca-se a tecnologia de Agentes (WOOL-
DRIDGE,  2000)  que  provê  além das questões  de  distribuição e  negociação o  quesito  de
autonomia dos atores envolvidos na negociação. Wooldridge (2000) faz uma definição geral
de agente como sendo um programa de computador que está situado em um ambiente e é ca-
paz de tomar ações autônomas neste ambiente no intuito de alcançar seus objetivos. 
Por fim, destaca-se a área de conhecimento da classe de problemas denominada Problema de
Escalonamento Dinâmico com Restrição de Recursos. No contexto desta tese, o escalonamen-
to é um processo que visa designar máquinas e recursos ao longo do tempo para atender
diversas solicitações que são compostas de diversas atividades denominadas tarefas (ZWE-
BEN, FOX, 1994) (BLAZEWICZ et. al., 1996). Estes recursos, usualmente, são limitados,
não sendo suficientes para atender todas as solicitações simultaneamente.  Esta designação é
feita de tal maneira que sejam respeitadas integralmente as restrições de tempo de execução
das atividades e o limite de capacidade do conjunto de máquinas e recursos usados por todas
4as atividades. O resultado desta designação afeta diretamente a qualidade do escalonamento
no que diz respeito a critérios como: custo, atraso,  capacidade de produção, dentre outros
(ZWEBEN, FOX, 1994). 
Normalmente, problemas de escalonamento são problemas dinâmicos, pois sempre ocorrem
imprevistos que obrigam a realização de novos planejamentos das atividades sempre que hou-
ver uma alteração no ambiente (BLAZEWICZ et. al.,  1996). Para resolver este aspecto do
problema, usualmente, adotam-se duas técnicas a fim de acomodar a modificação ou inserção
de uma solicitação:
1. Refazer todo o planejamento;
2. Adaptar o planejamento corrente com alterações pontuais do plano.
No primeiro caso, pode ocorrer uma perturbação da agenda de muitas solicitações já agenda-
das gerando um impacto muito grande para todos os envolvidos no processo de elaboração da
agenda. No segundo caso, como as alterações são pontuais no entorno da alteração ou da in-
serção da solicitação, o impacto gerado é bem menor, além de ser, também, menor o tempo de
processamento e, conseqüentemente, melhorando o tempo de resposta do sistema para adapta-
ção da agenda.
1.3) O Problema de elaboração da agenda
Neste trabalho são tratados os problemas de elaboração da agenda de ocupação de recursos
para atendimento a solicitação de serviços. Esta agenda a ser elaborada possui algumas carac-
terísticas que a diferencia de outros problemas. Dentre estas, destacam-se:
1. Lista de recursos. Estes recursos estão distribuídos entre os diversos atores partici-
pantes da negociação e podem ser agendados para as solicitações que são feitas a
eles;
2. Lista de solicitações que demandam recursos. 
Os diversos participantes devem negociar entre si para que seja estabelecido um horário de
consenso para atendimento a uma solicitação de serviço feita pelo cliente. Assim, os recursos
de cada um dos diversos participantes ficam reservados para atender a solicitação. Na maioria
dos casos, o participante não possui todos os recursos necessários para atender a requisição de
serviço recebida e, neste caso, ele deve solicitar estes recursos a outros participantes e estabe-
lecer  com eles  um horário  de  consenso  entre  todos.  Caso  este  horário  seja  igual  ao  da
requisição ele pode confirmar com o solicitante. Caso contrário, ele deve propor um novo ho-
rário que interessa ao solicitante do serviço.
Assim sendo, busca-se desenvolver um sistema para que, uma vez recebida uma solicitação,
elabore uma agenda de utilização dos recursos levando-se em conta os seguintes itens:
1. Deve-se, sempre, encontrar uma solução;
52. Deve-se reduzir o impacto nas solicitações previamente agendadas. Caso ocorra al-
guma mudança de horário de alguma solicitação já agendada na agenda de algum
participante, haverá, por conseguinte, a alteração das agendas de todos os outros par-
ticipantes num processo em cascata que acarretará novas negociações para acomodar
esta mudança;
3. Não deve ser exigida a divulgação das informações das partes envolvidas;
4. Deve-se considerar o fato dos diversos atores da negociação estarem distribuídos ge-
ograficamente.  Esta  situação  torna  mais  complexa  a  negociação  em virtude  dos
participantes estarem dispersos geograficamente, dificultando o contato entre eles e
atrasando o processo de troca de sugestões de novos horários e, conseqüentemente, o
fechamento da negociação;
5. Deve-se respeitar a autonomia dos diversos envolvidos no processo de negociação.
Cada um dos envolvidos no processo possui interesses próprios, atende simultanea-
mente a diversos outros participantes  e não compartilha de um objetivo único na
cadeia logística. Com isto, torna-se fundamental a questão da negociação entre eles.
6. A inserção e a alteração das solicitações ocorrem de maneira dinâmica. Esta situação
dificulta a resolução dos problemas, pois as requisições feitas podem ter seus horári-
os alterados a qualquer momento ocasionando assim uma constante reprogramação
das requisições e com isto a agenda passa a ser dinâmica.
Esta situação é típica das empresas participantes do processo de elaboração de agendas de ser-
viços.  Elas  estão  constantemente  elaborando  a  agenda  de  ocupação  de  seus  recursos  e
fornecendo um horário possível de atendimento para a solicitação feita.
1.4) Hipótese
Tem-se como hipótese que, caso seja possível elaborar uma abordagem que represente os pa-
drões de negociação usados pelos seres humanos, então será possível construir um sistema
computacional que leve à solução do problema de elaboração da agenda de utilização de re-
cursos. Os procedimentos humanos que mais se destacam são: autonomia e capacidade de
negociação. 
A abordagem é baseada em uma sociedade virtual composta de indivíduos que tenham as se-
guintes características: 1) Possuam recursos não compartilhados; 2) Possuam a capacidade de
negociar entre si para a elaboração da agenda de seus recursos; 3) Possuam a capacidade de
reconhecer os favores recebidos e prestados e 4) Possuam um representação similar aos pa-
drões de negociação da sociedade humana.
Para a solução do problema deve haver um protocolo de negociação inspirado nos procedi-
mentos utilizados pelos humanos para elaboração da agenda de um porto. A estratégia básica
utilizada é a de que o primeiro a chegar ao porto é o primeiro a ser atendido. 
6Outro protocolo proposto, similar ao anteriormente citado, porém com inspiração na troca de
favores adotada pelos humanos, onde, no intuito de resolver conflito, quando duas solicita-
ções requisitam atendimento na mesma data e a decisão é tomada em função do histórico
passado, compensação de favores, que os envolvidos tem uns pelos outros. 
Em princípio, esta abordagem proposta pode ser estendida para outros problemas similares
que se enquadrem na classe maior de problemas denominada Problema de Escalonamento Di-
nâmico com Restrição de Recursos. 
1.5) Metodologia
No intuito de validar a abordagem proposta na tese, deve-se desenvolver um sistema compu-
tacional que a implemente e gere resultados a fim de serem analisados. Este sistema deve
implementar agentes autônomos que negociem entre si, segundo protocolos de negociação de-
finidos, visando obter uma solução global do problema. O sistema deverá ter as seguintes
características:
1. Facilidade de programação;
2. Mecanismos de depuração;
3. Deve ter a possibilidade de ser distribuído entre computadores ligados em rede;
4. Deve possuir simplicidade de implementação de protocolos de negociação.
Para tanto, foi escolhido o framework para desenvolvimento de agentes denominado DECAF
(Distributed Environment Centered Agent Framework) (GRAHAM, 2001, 2000). Este ambi-
ente  desenvolvido  na  linguagem de  programação  Java  possui  um ambiente  gráfico  para
implementação da lógica de recebimento, envio e tratamento de mensagem, bem como, um
gerador automático de código a partir deste ambiente, o que facilita, em muito, o desenvolvi-
mento do sistema computacional. Tendo em vista que o framework DECAF gera o código na
linguagem Java, os protocolos de negociação, também, serão escritos na linguagem de progra-
mação Java (KEN et. al., 2006) (ECKEL, 2002) (LEA, 1997). Aliado a isso, esta linguagem
se adapta muito bem a ambientes multi-plataformas e distribuídos e suporta todos os quesitos
de orientação a objetos.
Também deve-se implementar um Modelo de Referência que servirá como base de compara-
ção dos resultados alcançados pelos dois protocolos de negociação propostos na abordagem
desta tese. O Modelo de Referência será construído e executado fazendo uso do software de
simulação Arena (KELTON et. al., 2004) (AMORIM, 2005) que simula de forma estática o
recebimento de solicitações para operar no porto. A escolha pelo modelo de simulação se deu
em função da larga utilização desta abordagem nos terminais portuários atualmente.
No intuito de se avaliar os resultados alcançados pela abordagem proposta, serão feitos cená-
rios  de  testes  que  visam  testar  diferentes  situações  que  podem  ocorrer  na  prática.  As
características dos cenários de testes são as seguintes: tamanho do porto, freqüência de chega-
da de navios ao porto, tempo de operação de cada navio. Como características do tamanho do
7porto, serão usadas configurações de berço de atracação, buscando configurações bem restriti-
vas, com um berço somente e outros que representem cenários mais usuais dos portos. Para as
características do tamanho do porto, será gerada uma seqüência de chegada de navios com
base em uma distribuição exponencial. Para cada um dos navios das seqüências de chegada
geradas, serão gerados os respectivos tempos de operação baseados numa distribuição normal.
Nestes cenários, é estabelecido um limite máximo de tempo, a ser definido, entre a data de so-
licitação de atracação e a data possível de atendimento. Caso não seja possível atender dentro
deste limite, o navio não será agendado para operar no porto. Estes cenários serão resolvidos
pelo sistema que implementa os protocolos propostos e, também, pelo Modelo de Referência.
Serão realizadas várias simulações para cada um dos cenários, pois os resultados dos testes
podem não ser determinísticos. 
Após isto, serão comparados os resultados alcançados pelo Modelo de Referência e pelos pro-
tocolos propostos na abordagem da tese. Para comparação serão usadas três métricas: 
1. Flow time, tem por objetivo avaliar o tempo entre a data de solicitação de atracação e
a data efetiva de atracação; 
2. Número de solicitações não atendidas, tem por função medir a capacidade do sistema
de agendar o máximo possível de navios no porto respeitando o limite máximo de
vinte e quatro horas entre a data de solicitação de atracação e a data possível de aten-
dimento; 
3. Número de mensagens realizadas, este valor representa o número total de mensagens
e indica o esforço do sistema proposto para chegar à solução final.
Ao final, será possível comparar os resultados alcançados pela abordagem proposta com o
Modelo de Referência, a fim de validar a sua eficácia.
1.6) Contribuição Científica
A primeira contribuição científica desta tese é a elaboração de uma abordagem inspirada no
funcionamento da sociedade humana com seus padrões de negociação aplicada à solução dos
problemas de elaboração de agendas onde poucos recursos, materiais e humanos, estão dispo-
níveis e, também, que nem todas as informações estejam disponíveis. 
Como segunda contribuição científica, destaca-se a proposta de um novo mecanismo de nego-
ciação que se vale da inspiração na emoção humana, mais especificamente a emoção gratidão,
que tem por objetivo a resolução de impasse na negociação.
Como terceira contribuição científica tem-se a implementação da metodologia em ambiente
computacional utilizando a técnica de agentes e sistemas multiagentes aplicada ao problema
prático do Terminal Portuário (ROSA, SCHNEEBELI, 2005, 2003 (a) (b)).
81.7) Estrutura do trabalho
Esta tese está dividida em seis capítulos que são estruturados como se segue.
No Capítulo 1, é apresentada a introdução ao trabalho que contêm a definição do problema a
ser tratado, a elaboração da hipótese para solução do problema. Também, fazem parte deste
capítulo a metodologia proposta, os objetivos e a contribuição científica desta tese.
O Capítulo 2 elabora uma revisão do estado da arte de negociação de agentes e de emoções
em agentes que serve de base para a estruturação da metodologia proposta.
No Capítulo 3, são apresentados o problema de escalonamento e as soluções já existentes para
o mesmo.
No Capítulo 4, é descrita a abordagem proposta nesta tese, baseada em negociação de agentes.
O Capítulo 5 apresenta os experimentos realizados e os resultados alcançados.
No Capítulo 6, é elaborada a conclusão do trabalho e são apresentadas propostas de trabalhos
futuros que podem ser elaborados a partir da metodologia proposta nesta tese.
9Capítulo 2 -  Revisão do Estado da Arte
de Negociação de Agentes e Emoções em
Agentes
Conforme visto no capítulo 1, a abordagem proposta é dividida em duas partes: 
1. Mecanismos de negociação inspirados na sociedade humana;
2. Abordagem baseada em agentes e ambientes multiagentes.
A primeira parte da abordagem é o mecanismo de negociação que busca representar em com-
putador como a sociedade humana elabora e conduz a negociação. Dentro deste capítulo, no
contexto da sociedade humana são tratados os temas negociação e emoções.
A segunda parte da abordagem faz uso da tecnologia de agentes para a implementação com-
putacional. Dois temas são analisados neste capítulo para a fundamentação teórica desta tese:
1) Inteligência Artificial Distribuída e 2) Agentes e sistemas multiagentes e as formas de co-
ordenação em sistemas multiagentes.
Acrescenta-se aos dois tópicos citados anteriormente a questão da elaboração de agendas de
maneira dinâmica. Esta elaboração de agenda é tratada matematicamente como o Problema de
Escalonamento Dinâmico com Restrição de Recursos que é apresentado, também, neste capí-
tulo.
Estruturou-se esta revisão nos seguintes tópicos:
1. Sociologia e Sociedade Humana;
2. Negociação;
3. Emoção;
4. Agentes e Sistemas Multiagentes;
5. Problema de Escalonamento Dinâmico com Restrição de Recursos.
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2.1) Sociologia e sociedade humana
O homem pode ser visto como um ser social que estabelece relações com outros seres huma-
nos (Figura 1). Estas relações, na maioria das vezes, ocorrem pela impossibilidade de um
indivíduo realizar suas tarefas sozinho, isolado de todos, necessitando assim, da ajuda de ou-
tros  seres  humanos.  Esta  dependência  pode  ter  caráter  de  longa  duração,  definida  como
duradoura, ou em um situação específica, que são as ocasionais (Figura 1).
No intuito de melhor esclarecer estas relações, deve-se analisar o problema pela ótica da soci-
ologia. A sociologia é uma ciência que tem por objeto o estudo dos fatos sociais.  Para a
sociologia, a sociedade é um grande complexo de relações humanas ou um grande sistema de
interação, (DURKHEIN, 1966). Durkhein define o fato social como uma “coisa” que, para
seu estudo devem ser aplicados métodos e processos, similarmente aos que são empregados
nas ciências exatas.  Assim, para explicar o fato social deve existir uma investigação das cau-
sas sociais e não somente das causas históricas, psicológicas e biológicas (LAKATOS, 1991).
Max Weber conceitua a sociologia a partir da ação social. A ação social segundo Weber é a
conduta humana, pública ou não, a que um agente atribui significado subjetivo. Assim, para
Weber a sociologia é uma ciência que tem por objetivo compreender claramente a conduta
humana e fornecer explicação das causas de sua origem e resultados. Neste contexto, a condu-
ta social seria o elo para a compreensão da situação social e o entendimento das intenções
(LAKATOS, 1991).
Talcott Parsons propõe um esquema de referência para o estudo da ação social proposta por
Weber com base em três elementos principais (LAKATOS, 1991):
Figura 1 - Ser Humano
Ser Humano
Estabelece Relações com outros Seres Humanaos
Ser Social 
Duradouras Ocasionais
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1. O agente, ator da ação social;
2. A situação em que o agente está inserido. A situação é composta de três elementos: 1)
Objetos físicos, que são os meios e condições da ação; 2) Objetos sociais, que são as ou-
tras pessoas, alter; 3) Objetos culturais, que são os elementos simbólicos das tradições
culturais;
3. Orientação do agente em relação à situação. Existem dois tipos de orientação: 1) Orien-
tação motivacional, que se refere aos aspectos relacionados com a gratificação ou com a
privação atual ou potencial das necessidades do ator. Esta orientação é importante na re-
solução de conflitos entre diversos interesses; 2) Orientação de valor, que representa o
cumprimento das normas e padrões sociais e a submissão do ator a estas normas e pa-
drões. Sua importância é no sentido de orientar o ator a escolher as diversas opções
existentes, levando-se em conta as conseqüências relacionadas com a integração dos
sistemas sociais em que ele está inserido.
Com base nos conceitos anteriormente enunciados, percebe-se que para uma sociedade exis-
tir, é necessário a existência de atores e que estes se relacionem entre si. Desta forma, para
que estas relações aconteçam, devem existir processos sociais para se desenvolverem os rela-
cionamentos  entre  os  diversos  agentes  na  sociedade.  Os  processos  sociais  possuem  três
funções importantes (LAKATOS, 1991):
1. O reconhecimento pelo indivíduo da necessidade de sua sociabilidade e participação
nos grupos;
2. A observação das eventuais conseqüências psicológicas dos diferentes tipos de isola-
mento, quer seja nos indivíduos, quer seja na sociedade;
3. A identificação dos diversos aspectos dinâmicos das relações sociais, através de dife-
rentes formas de processo social.
O processo social pode apresentar as seguintes formas descritas a seguir (LAKATOS, 1991):
1. Contato social. É a base dos processos sociais, sem esta forma de processo social, não
há possibilidade de existir as outras formas de processo social;
2. Interação social. É vista como sendo a reciprocidade de ações sociais;
3. Comunicação. Tem função chave e é importantíssima para que ocorra a interação soci-
al;
4. Cooperação. É o elemento básico para que se tenha continuidade e manutenção dos gru-
pos e sociedades;
5. Competição e conflito. São os fatores que desagregam a sociedade, alterando as rela-
ções entre os indivíduos e gerando, conseqüentemente, o fim da sociedade;
6. Adaptação, acomodação e assimilação. São fatores que agregam a sociedade e que leva
o indivíduo a aceitar, aderir e se conformar com as normas estabelecidas. Com isto, au-
menta-se o nível de coesão da sociedade.
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Após estas considerações sobre a sociologia e sobre a sociedade humana, são analisadas as
negociações na sociedade humana.
2.2) Negociação
A negociação é um processo que ocorre entre todos os indivíduos, ricos e pobres, inteligentes
ou ignorantes, todos os dias em toda a sociedade humana. As negociações ocorrem tanto em
nível familiar entre pais e filhos, como no âmbito das empresas e chegando ao nível dos paí-
ses  e  suas  relações  diplomáticas.  É  interessante  notar  que  a  estrutura  e  os  processos  de
negociação são fundamentalmente os mesmos desde o nível pessoal, alcançando o nível di-
plomático e passando pelo nível empresarial (LEWICKI et. al., 2002).
Na negociação deve haver uma necessidade mútua entre as partes, sendo esta relação de de-
pendência  mútua  denominada  interdependência.  As  negociações  podem ocorrer  devido  a
umas das duas razões: 1) Para realizar ou criar algo novo que nenhuma das partes poderia rea-
lizar sozinha e 2) Para resolver um problema ou um conflito entre as partes (LEWICKI et. al.,
2002). 
Usualmente as negociações ocorrem em função de alguns fatores: 1) Existem duas ou mais
partes envolvidas; 2) Existem conflitos de interesse entre as partes. Isto ocorre porque o que
um quer não é necessariamente o que o outro quer e, as partes devem resolver este conflito; 3)
As partes preferem tentar chegar a um acordo em vez de iniciar uma luta direta entre elas.
Uma das áreas de maior interesse em negociação é o gerenciamento do conflito, pois este fa-
tor pode impedir uma negociação de avançar e/ou trazer  grandes prejuízos para as partes.
Uma maneira de resolver conflito seria a criação de um elemento na sociedade que seria o
juiz do conflito, entretanto, para esta tese, esta hipótese não é considerada, devendo as partes
envolvidas na negociação resolver seus próprios conflitos.
A taxonomia das diferentes abordagens para o conflito é feita com base na estrutura bidimen-
sional de Pruitt e Rubin (1986) denominada  Modelo de Inquietações Duais,  Figura 2. Esta
estrutura define dois tipos de interesse para cada individuo: 
1. Interesse por seus próprios resultados; 
2. Interesse pelo resultado do outro. 
Estes dois tipos de interesse formam um gráfico bidimensional onde o eixo horizontal repre-
senta o interesse pelos seus resultados e, o vertical, o interesse pelo resultado do outro, Figura
2. A dimensão vertical é conhecida como a dimensão da cooperação, e a dimensão horizontal
é tida como a dimensão da assertividade (LEWICKI et. al., 2002).
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Assim sendo, conforme pode ser visto na Figura 2, existem quatro tipos de abordagem para o
conflito. São apresentados a seguir os quatro tipos de abordagens para o conflito:
1. Inação. Nesta abordagem, o indivíduo tem pouco, ou nenhum, interesse de alcançar
seus próprios resultados e nem tão pouco demonstra interesse pelo fato da obtenção
dos resultados da outra parte. Esta abordagem é tida como passividade ou retração, ou
falta de vontade de negociar com a outra parte;
2. Concessão. Neste caso, o indivíduo não busca com tanto interesse seus próprios resul-
tados e, ao contrário, demonstra muito interesse em ajudar a outra parte a obter os
resultados que ela deseja. O individuo, nesta abordagem, passa por sufocar as suas
próprias aspirações para deixar o outro vencer;
3. Competição. Na competição, o indivíduo almeja alcançar seus próprios resultados a
qualquer custo, demonstrando pouco, ou nenhum, interesse pelos interesses da outra
parte. Neste tipo de abordagem, o individuo tenta dissuadir a outra parte através de to-
dos os meios, levando-a a conceder o que ele deseja a qualquer custo;
4. Solução de problemas. Na abordagem solução de problemas, o indivíduo procura al-
cançar seus próprios resultados com muito interesse e, também, via o processo de
negociação, deseja que a outra parte alcance seus resultados. Na solução de proble-
mas, ambas as partes buscam abordagens para maximizar o objetivo das duas partes
em conjunto. Este é o caso de maior interesse para esta tese.
Dois tipos de fatores devem sempre serem levados em conta numa negociação, são eles: 1)
Fatores tangíveis e 2) Fatores intangíveis. Os fatores tangíveis dizem respeito a preços, quan-
tidades, coisas mensuráveis de uma maneira geral. Já os fatores intangíveis são constituídos
pelas motivações psicológicas fundamentais que podem, direta ou indiretamente, influenciar
os indivíduos durante a negociação (LEWICKI et. al., 2002).
Os fatores intangíveis são fortemente influenciados, em maior ou menor grau, pelas emoções
despertadas pelos indivíduos no processo de negociação. Assim sendo, pode-se perceber que
Figura 2 - Modelo de Inquietações Duais
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as emoções humanas constituem um fator muito importante nas negociações na sociedade hu-
mana.
Na seção seguinte é feita uma análise das emoções humanas e, mais especificamente, das
emoções morais.
2.3) Emoção
O artigo de  Kleinginna e Kleinginna  (1981) descreve mais de cem definições de emoções
propostas por renomados cientistas. Isto mostra que a definição de emoção é algo ainda não
fechado e, também, que o ser humano conhece pouco sobre sua própria natureza.
Um ponto importante a respeito das emoções é a afirmação de Damasio (1994) que o cérebro
humano não consegue tomar decisões quando ocorre perda parcial ou um mal funcionamento
do sistema neural responsável por tratar emoções e, portanto, o ser humano sem emoções não
consegue deliberar sobre as decisões.
Com base no trabalho de Damásio (1994), a emoção pode ser classificada em dois tipos:
1. Primárias ou básicas. As emoções primárias são inatas aos animais e, portanto, são
adaptadas às necessidades das espécies. Elas aparecem em todos os seres humanos e
mamíferos. Elas estão relacionadas com manifestações corporais e ligadas às necessi-
dades evolucionárias das espécies. Como exemplo cita-se o medo, que faz com que o
animal decida se deve lutar ou fugir. Clore et. al. (1990)  propõem um conjunto que
representa uma maior convergência entre os cientistas de quais seriam as emoções pri-
márias.  Este  conjunto  é  formado  pelas  seguintes  emoções:  raiva,  medo,  aversão,
prazer, tristeza;
2. Secundárias ou derivadas. Elas existem somente nos seres humanos e alguns mamífe-
ros  e  não  podem  ser  consideradas  inatas,  sendo  adquiridas  ao  longo  do
desenvolvimento  do  indivíduo  (DAMASIO,  1994)  (MURRAY,  ARNOTT,  1993)
(STIBBARD, 2001). Elas são originadas de uma ou mais emoções primárias.
As emoções podem, ainda, ser classificadas como emoções morais, sendo que existem poucos
estudos sobre as emoções morais (HAIDT, 2003). 
As emoções morais (HAIDT, 2003)) são aquelas que estão relacionadas com o interesse ou o
bem estar de uma sociedade, como um todo ou pelo menos de outras pessoas que não sejam
os juízes ou a pessoa que fez a ação.
Tendo em vista que a proposta de um dos padrões de negociação é inspirada na emoção grati-
dão, deve-se então definir o que vem a ser a emoção gratidão. Ferreira (1999) define gratidão
como: “1) Qualidade de quem é grato. 2) Reconhecimento por um benefício recebido; agrade-
cimento, reconhecimento”. 
A definição anterior reforça a tese de Haidt ( 2003) que a gratidão é uma emoção importante
para unificação e equilíbrio da sociedade. Isto ocorre porque quando o indivíduo busca ajudar
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o outro e este busca recompensá-lo, gera uma situação de equilíbrio na sociedade pois todos
podem  ajudar a todos e, também, podem ser ajudados por todos.
A próxima seção trata sobre agentes e sistemas multiagentes.
2.4) Agentes e Sistemas multiagentes
Agentes e sistemas multiagentes fazem parte de um conceito maior denominado Inteligência
Artificial Distribuída (IAD) (DAI-Distributed Artificial Intelligence). Assim, é feito nesta se-
ção uma definição de Inteligência Artificial Distribuída e depois são feitas as definições de
agentes e de sistemas multiagentes.
Inteligência Artificial Distribuída é uma área de estudo dentro da grande área de estudo deno-
minada  Inteligência  Artificial.  A  Inteligência  Artificial  Distribuída  tem  por  função  a
investigação de modelos de conhecimento, de técnicas de comunicação e de técnicas de argu-
mentação entre  um grupo de elementos  ativos  de  uma sociedade.  Estes participantes  são
denominados agentes e o ambiente onde eles estão inseridos é denominado ambiente multia-
gentes ou sistemas multiagentes (O'HARE, JENNINGS, 1996).
A Inteligência Artificial Distribuída é fundamentada no conceito no qual a inteligência envol-
ve o comportamento social. Assim, deve-se buscar a elaboração de modelos, arquiteturas e
implementações para que os agentes da sociedade possam agir de modo coordenado para que
ao final seja obtido um comportamento global coerente, isto é, seja alcançado um bom resul-
tado global para os objetivos da sociedade (GARCIA, SICHMAN, 2003).
A Inteligência Artificial  Distribuída é composta de duas grandes áreas (BOND, GASSER,
1988):
1. Solução distribuída de problemas (DPS-Distributed problem solving). Neste caso,  o
problema a ser resolvido é dividido em partes e, para resolver cada uma destas partes é
designado um agente que tratará somente da parte específica que lhe cabe. Estes agen-
tes cooperam entre si compartilhando objetivos e informações no intuito de resolver o
problema (O'HARE, JENNINGS, 1996);
2. Sistemas multiagentes (MAS-Multiagent system). Neste caso, existem diversos agentes
que são independentes, autônomos, possuem habilidades. Cada agente deve negociar
com os outros agentes a ajuda necessária, recursos ou serviços, para resolver um pro-
blema que ele, individualmente, não consegue resolver. Um ponto importante é que os
agentes possuem seus próprios objetivos e não compartilham informações sobre os ob-
jetivos  individuais  dos  outros  agentes  nem  sobre  o  objetivo  global  do  sistema
(O'HARE, JENNINGS, 1996) (DURFEE et. al., 1989).
Os sistemas multiagentes podem apresentar algumas vantagens  sobre os sistemas centraliza-
dos e monolíticos (O'HARE, JENNINGS, 1996). Dentre estas vantagens, destacam-se:
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1. Maior rapidez na solução de problemas. Como o sistema multiagentes faz uso do para-
lelismo inerente a este tipo de solução, ele pode chegar à solução de maneira mais
rápida;
2. Diminuição da comunicação. Só são transmitidos dados parciais de alto nível das solu-
ções para os outros agentes, em vez de enviar todos os dados brutos para o ambiente
centralizado;
3. Mais flexibilidade. Permite de forma rápida e dinâmica agrupar agentes com as habili-
dades necessárias para resolver um certo problema;
4. Maior grau de confiabilidade. Os agentes podem assumir o lugar de um outro agente
que não tenha conseguido realizar suas tarefas e, assim, o sistema tende a ser mais to-
lerante a falhas, permitindo um agente cobrir a falta gerada por outro agente.
Apesar das vantagens apresentadas anteriormente, algumas dificuldades ocorrem para a exe-
cução  da  modelagem  e  da  implementação  dos  sistemas  multiagentes  (GASSER,  1991).
Dentre estas dificuldades, citam-se:
1. Como formular, descrever, decompor e designar problemas aos agentes e conseguir ao
final um resultado único;
2. Como capacitar os agentes para se comunicar e interagir. Quais as linguagens e protoco-
los devem ser usados;
3. Como cada agente deve reconhecer e superar pontos de vistas distintos em relação aos
outros agentes.
Wooldridge (2000) faz uma definição geral de agente como sendo um programa de computa-
dor que está situado em um ambiente e é capaz de tomar ações autônomas neste ambiente no
intuito de alcançar seus objetivos. Outros autores como Jennings e outros (1998), Huhns e
Singh (1997) apresentam esta mesma definição.
Feber (1999) faz uma definição mais específica e detalhada do que é um agente a partir de al-
gumas  características  que  ele  deve  possuir.  A  seguir  são  citadas  algumas  destas
características:
1. Possui um estado. O estado pode ser físico ou virtual. O estado físico ocorre quando
os agentes atuam no mundo real como robôs, aviões, carros, etc. O estado é virtual
quando os agentes não existem no mundo real, só em programas de computador;
2. Capaz de executar ações. Esta característica é fundamental para os sistemas multia-
gentes, pois através das ações executadas, haverá a modificação do ambiente no qual o
agente está inserido;
3. Capaz de se comunicar. A comunicação é a capacidade do agente se comunicar com
outros agentes. Para os agentes virtuais este é o principal meio de interação entre eles;
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4. Possui autonomia. Quando o agente possui autonomia ele decide por suas ações basea-
do numa série de tendências individuais que o fazem caminhar para a satisfação de
seus objetivos individuais;
5. Possuem recursos. Esta característica não é determinante para se definir um agente, no
entanto, quando ele possui recursos, ele pode ter mais autonomia;
6. Possui uma representação do ambiente. Esta representação pode ser total ou parcial. A
representação total ocorre quando o agente possui completo conhecimento de todo o
ambiente que ele está inserido. A representação é parcial quando o agente tem conhe-
cimento das informações que dizem respeito diretamente a ele, não tendo uma visão
global do ambiente que ele está inserido. Esta última representação é que é usada nesta
tese.
Garcia e Sichman (2003) acrescentam a característica do agente possuir, também, personali-
dade. A personalidade é a capacidade do agente possuir comportamentos que lembrem as
características humanas, como por exemplo a emoção ou o mau humor.
Além das características específicas do agente, Wooldridge (2000) faz uma definição de agen-
tes baseada no comportamento que eles devem possuir no sistema multiagentes no qual está
inserido. Têm-se as seguintes características adicionais:
1. Devem ter capacidade de reação. O agente deve, de maneira autônoma,  responder às
mudanças na área do ambiente que está inserido e que tem conhecimento e,  via de re-
gra, não tem conhecimento global do ambiente;
2. Devem ser pró-ativos.  Os agentes devem ter o comportamento de tomar ações inde-
pendentemente  de  estímulos  externos  a  fim  de  alcançarem  a  satisfação  de  seus
objetivos individuais;
3. Devem ter habilidades sociais para que possam interagir com outros agentes e\ou seres
humanos.
Subrahmanian e outros (2000) elaboram uma definição de agentes mais focada no desenvolvi-
mento de programas de computador. Assim, um programa de computador agente possui as
seguintes características:
1. É capaz de prover outros agentes de pelo menos um serviço útil para o outro agente
usar;
2. Possui uma descrição dos serviços que ele provê. Esta descrição deve estar disponível
para ser acessada e entendida por outros agentes;
3. Possui a habilidade de agir autonomamente sem necessitar de um direcionamento de
um ser humano ou outro agente;
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4. Possui uma declaração sucinta e explícita de como ele reage a determinados eventos.
Esta declaração pode ou não ser pública para os outros agentes.
O'Hare e Jennings (1996) classificam os agentes com base em sua heterogeneidade.  Desta
maneira, eles elaboram as seguintes classificações para os agentes:
1. Idênticos, quando os agentes são iguais;
2. Baixa heterogeneidade, quando diferem somente nos recursos que estão disponíveis
para eles;
3. Média heterogeneidade, quando os agentes diferem no método de solução do proble-
ma e na capacidade de resolver problemas que eles possuem;
4. Alta  heterogeneidade, quando os agentes só possuem em comum uma linguagem de
interação.
O'Hare e Jennings (1996) classificam, também, os agentes pelo meio ambiente no qual eles
estão inseridos, podendo, então, ter os seguintes tipos:
1. Artificiais, quando só existem em computadores, como programas;
2. Humanos, referem-se ao próprio ser humano;
3. Reais, são os agentes físicos, especificamente os robôs.
Os agentes podem, ainda, ser classificados conforme o seu grau de cooperação com os outros
agentes. Desta forma, têm-se dois tipos:
1. Cooperativo. O agente é cooperativo quando compartilha de um objetivo global que é
igual para todos os agentes do ambiente e trabalha em prol deste objetivo;
2. Competitivo. O agente é competitivo quando possui objetivos próprios e não compar-
tilha um único objetivo global. Neste tipo de agente uma solução global é conseguida
através da negociação entre os agentes, sendo que esta solução pode vir a ser diferente
da solução individual desejada.
Para entender como os agentes são agrupados em sistemas multiagentes deve-se definir o que
vem a ser uma agência. Uma agência é definida como sendo um conjunto de agentes com
compromissos  mútuos,  compromissos  globais  e  crenças  mútuas  (O'HARE,  JENNINGS,
1996).  A intensidade dos compromissos e das crenças vai depender do grau de cooperação
entre os agentes e da capacidade de troca das informações sobre os compromissos e crenças.
Assim, pode-se dizer que um grupo de agentes forma uma agência quando estão conectados
de alguma maneira e a união de suas atividades gera um resultado melhor e mais harmonioso
do que quando eles estavam isolados (MALONE, 1990). Uma organização é composta de: 1)
Um grupo de agentes; 2) Um conjunto de atividades que são realizadas pelos agentes; 3) Um
conjunto de ligações entre os agentes; 4) Um conjunto de objetivos que serve como critério
para avaliação do resultado da organização (MALONE, 1990).
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As organizações humanas são a principal fonte de inspiração para as organizações citadas e,
conseqüentemente, para o estudo da Inteligência  Artificial Distribuída (MALLONE, 1990)
(O'HARE, JENNINGS, 1996) (WERNER, 1989).
Com base na definição de organização, pode-se definir que sistemas multiagentes são ambien-
tes virtuais ou reais onde existam pelo menos dois agentes e que estes agentes interajam entre
si de maneira produtiva utilizando a infra-estrutura que o meio proporciona. Esta infraestrutu-
ra é formada por dois tipos de protocolos: 
1. Protocolos de comunicação. São os protocolos que habilitam os agentes a trocar e en-
tender mensagens;
2. Protocolos de interação. São os protocolos que habilitam os agentes a desenvolver
conversações suportadas pelos protocolos de comunicação.
Os sistemas multiagentes podem ser estruturados com base em quatro arquiteturas descritas a
seguir (BAKER, 1998): 
1. Funcional. Nesta arquitetura, cada agente representa uma única função que se comuni-
ca com as outras através do uso de um sistema de memória central e a comunicação
entre elas é via uma relação de mestre e escravo, master/slave, onde uma função soli-
cita a outra função e espera alguns resultados específicos;
2. Quadro de Aviso  (Blackboard). Nesta arquitetura, existe uma memória central com-
partilhada  por  todos  os  agentes,  o  quadro  de  aviso,  onde   uma solução  parcial  é
registrada. Esta solução pode ser melhorada e/ou completada por outros agentes. O
maior problema desta arquitetura é a dificuldade de se manter o sincronismo da atuali-
zação do quadro de avisos para todos os agentes, podendo acontecer situações em que
os agentes possuam cenários do mundo diferentes dos cenários que já foram atualiza-
dos.  Além disso,  o  volume de  informações  globais  pode  ser  muito  grande,  sendo
inviável o tratamento das informações por um único agente;
3. Hierarquia.  Na  hierarquia  existem  diversos  níveis  de  relações  mestre/escravo
(master/slave), onde o  agente de um nível da hierarquia inferior são escravos dos
agentes de um nível imediatamente superior;
4. Heterarquia. Na arquitetura heterarquia, os agentes se comunicam como amigos, sem
nenhuma relação de mestre/escravo. Também não há nenhuma área central  para se
manter informações globais. As informações são as do próprio agente, portanto, lo-
cais.
Um fator relevante em sistemas multiagentes é a questão da coordenação dos agentes. A coor-
denação em sistemas multiagentes é definida como o processo no qual um agente é capaz de
analisar as suas ações e as ações dos outros agentes a fim de tentar garantir um comportamen-
to social coerente (JENNINGS, 1995). 
A falta de algum tipo de coordenação acaba levando a perda total dos benefícios de um siste-
ma descentralizado para resolução de um problema. Invariavelmente, a falta de coordenação
acarreta a degeneração da sociedade, transformando-a em um conjunto caótico de agentes
sem qualquer tipo de agrupamento (DURFEE, LESSER, CORKILL, 1987, 1989).
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Segundo Huhns e Stephens (2000) existem dois tipos de coordenação, Figura 3: 
1. Cooperação. A Cooperação é a coordenação entre dois ou mais agentes que possuem
planos que convergem para um mesmo objetivo global, portanto, os agentes não pos-
suem objetivos diferentes; 
2. Competição. Na coordenação do tipo Competição, os agentes possuem seus próprios
objetivos que nem sempre levam a um mesmo objetivo global da sociedade. Portanto,
eles negociam entre si, para que se chegue num acordo. 
Na coordenação do tipo Cooperação existe pelo menos um agente que, a partir de um plano
global, designa outros planos menores e específicos para cada agente que é especialista na so-
lução  deste  plano  menor,  (ver  Figura  3).  Citam-se  a  seguir  dois  dos  mais  importantes
mecanismos usados na coordenação do tipo Cooperação:
1. Rede de Contrato (Contract Net). Um agente faz uma solicitação de um serviço ou re-
curso que  necessita  a  diversos  outros  agentes  que ele  acredita poderem suprir  sua
necessidade e aguarda as ofertas de outros agentes, decidindo pela melhor oferta. Este
processo ocorre em ciclos durante o período de negociação (SMITH, 1980) (SMITH,
DAVIS, 1981);
2. Quadro de avisos.  Neste mecanismo todos os agentes possuem informação completa
sobre o ambiente que ficam registradas em um único quadro de avisos. Este mesmo
quadro de avisos serve como canal de troca de informações.
Figura 3 - Taxonomia de Coordenação
Competição
Negociação
Coordenação
Cooperação
Planejamento
Distribuído Centralizado
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No caso de coordenação tipo Competição o que é mais relevante é a negociação, (ver Figura
3). Os principais objetivos da negociação são a modificação dos planos do agente quando
houver uma interação prejudicial a ele e a identificação de situações nas quais podem haver
interações benéficas (MULLER, 1996).
A negociação numa ótica psicológica é definida como sendo o processo no qual uma decisão
conjunta é realizada por pelo menos dois agentes. Inicialmente os agentes fazem propostas
contraditórias e através de um processo de concessão e busca de alternativas eles vão fazendo
novas propostas até se chegar num acordo (PRUITT, 1981).
Uma outra visão baseada no princípio da organização define a negociação como sendo a troca
de informações por agentes envolvidos no processo que visa alcançar um acordo. Nesta defi-
nição  são destacados três  componentes  principais:  1)  Existe  um canal  de  intercâmbio de
informação de via dupla; 2) Cada agente avalia as informações sob sua própria ótica ; 3) O
acordo final é alcançado através de uma seleção comum dos elementos do grupo (SMITH,
DAVIS, 1981).
Ambas definições convergem para três pontos comuns e fundamentais para a negociação que
são apresentados a seguir (O'HARE, JENNINGS, 1996):
1. Linguagem de Comunicação. Através da comunicação os agentes trocam as propostas
de negociação visando o acordo final. Não é possível ocorrer negociação caso não seja
possível a comunicação entre os agentes;
2. Modelo de decisão. Este modelo tem a função de modelar os objetivos, as preferências e
as estratégias que o agente utilizará para a tomada de decisão; 
3. Modelo de comportamento. Neste modelo são definidos os procedimentos que o agente
pode executar e o comportamento que o agente possui.
Uma área de estudos recente que vem crescendo na área de agentes diz respeito a confiança
(trust) e reputação (reputation). O conceito de confiança pode ser definido como a probabili-
dade subjetiva que  um certo agente irá realizar uma certa ação requerida. Já o conceito de
reputação diz respeito à expectativa que um agente tem em relação ao outro em função das in-
formações passados do comportamento deste outro agente (LIU, 2006) (MUI, 2002). 
Estes dois conceitos são importantes, pois a partir deles, pode-se criar mecanismos nas socie-
dades de agentes com o intuito de se gerar ajuda mútua a partir da reputação que um certo
grupo de agentes tenha. Isto é importante em questões comerciais quando o agente que vai fe-
char um negócio com outro decide se deve ou não confiar na oferta feita por este.
Na próxima seção é feita uma revisão do Problema de Escalonamento Dinâmico com Restri-
ção de Recursos.
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2.5) Problema de Escalonamento Dinâmico com Restrição de Recursos
O escalonamento é um processo de otimização no qual máquinas e recursos limitados são de-
signados ao longo do tempo para atender diversas solicitações que são compostas de diversas
atividades, denominadas tarefas. Esta designação é feita de tal maneira que sejam respeitadas
integralmente as restrições de tempo de execução das atividades e o limite de capacidade do
conjunto de máquinas e recursos usados por todas as atividades. O resultado desta designação
afeta diretamente a qualidade do escalonamento no que diz respeito a critérios como: custo,
atraso, capacidade de produção, dentre outros (ZWEBEN, FOX, 1994).
Normalmente, problemas de escalonamento quando tratados na prática, são problemas dinâ-
micos, pois sempre ocorrem imprevistos que obrigam a realização de novos planejamentos
das atividades sempre que houver uma alteração no ambiente (BLAZEWICZ et. al., 1996). 
Esta alteração do ambiente pode ocorrer por vários motivos, dentre eles citam-se: 1) Novas
solicitações não previstas são introduzidas no processo; 2) Pode haver o cancelamento de so-
licitações  que  já  fazem parte  do planejamento;  3)  Pode  ocorrer  atraso no  início  e/ou  no
término de algumas solicitações ou de suas tarefas; 3) Recursos e/ou máquinas já designados
às tarefas das solicitações podem ficar indisponíveis; e 4) Novos recursos podem ser disponi-
bilizados no sistema (SHEN, NORRIE, 1999).
O problema de escalonamento pode ser caracterizado como um problema no qual são feitas
solicitações, jobs, que possuem diversas tarefas, tasks, que para serem realizadas devem fazer
uso de uma ou mais máquinas ou processadores, processors, e que necessitam ou não de re-
cursos,  resources (BLAZEWICZ et. al., 1996).  Assim sendo, o problema de escalonamento
pode ser definido matematicamente a partir de quatro conjuntos:
1. Um conjunto J= j1 , j2 ,⋯, jq  de q solicitações. Cada solicitação ji   possui xi  tare-
fas de T  sendo que (  ∑i=1
q
x i   )  ≤   n  tarefas.
2. Um conjunto T=t1 , t2 ,⋯, tn  de n tarefas;
3. Um conjunto P= p1 , p2 ,⋯ , pm  de m máquinas;
4. Um conjunto R=r1 , r2 ,⋯, r s  de s recursos.
Criar o escalonamento, significa alocar máquinas do conjunto P  e recursos do conjunto R
às tarefas do conjunto  T  a fim de completar as solicitações do conjunto  J  com todas as
suas tarefas do conjunto T  e suas respectivas restrições. 
No entanto, como está sendo tratado o problema com restrição de recursos, faz-se a seguinte
consideração:  Existem  s  recursos r1 , r2 ,⋯ , r s  que  estão  disponíveis  em  quantidades
m1 , m2 ,⋯, ms  unidades respectivamente. Cada tarefa t j  necessita para seu processamento
uma certa  quantidade fixa  de  recursos  que é  registrada  no vetor  de  recursos requeridos
R t j=[r1t j , r2t j  ,⋯, r s t j] , onde r l t j  determina o número de unidades de recursos
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r l  que é necessário para executar a tarefa t j  e r l t j  deve obedecer a seguinte restrição:
0≤r l t j≤ml  .
Com base na formulação anterior, podem ocorrer dois tipos de restrições referentes aos recur-
sos  no  problema  de  escalonamento:  1)  Inexistência  do  tipo  de  recurso  necessário  e  2)
Quantidade insuficiente de recursos de um tipo específico pelo tempo de execução da tarefa. 
Para completar a definição do problema dinâmico tratado deve-se considerar que o conjunto
T  é dependente do tempo, T (t) . 
No intuito de detalhar melhor o problema tratado, são definidos a seguir os processadores, os
recursos e as tarefas. 
Os processadores são classificados conforme o seu tipo de utilização. Assim, têm-se os se-
guintes tipos:
1. Paralelo (Parallel). Os processadores do tipo paralelo são aqueles que executam sem-
pre as mesmas funções, independentemente das tarefas;
2. Dedicado (Dedicated). Os processadores do tipo dedicado ocorrem quando um proces-
sador é especializado em executar uma tarefa específica.
Os recursos podem ser classificados em função da quantidade de vezes que eles podem ser
usados. Assim têm-se três categorias:
1. Recurso renovável (renewable). Ocorre quando uma tarefa usa o recurso por um perío-
do de tempo e depois outra tarefa pode usá-lo. Portanto, possui somente restrição de
tempo de uso. Também, pode-se falar que uma tarefa usa um recurso e ao liberá-lo, ele
contém a mesma quantidade que tinha quando a tarefa iniciou o seu uso. Como exem-
plo, têm-se: um guindaste, um carro, uma ferramenta, etc.
2. Recurso não renovável (non-renewable). Ocorre quando uma tarefa usa o recurso e o
consome totalmente ou parcialmente e depois não é possível o uso parcial ou integral
por outra tarefa do recurso que foi usado. Portanto, possui somente uma restrição de
consumo. Também, pode-se falar que uma tarefa usa o recurso e, no seu término, ela
terá consumido o recurso, não havendo a possibilidade de uso por outra tarefa. Como
exemplo, têm-se: combustível, dinheiro, reagente químico, etc.
3. Recurso duplamente restrito  (doubly constraint).  Ocorre quando um recurso possui
restrição de tempo e restrição de consumo.
Uma segunda classificação dos recursos pode ser feita com base na divisibilidade dos recur-
sos. Por esta classificação podem ser identificadas duas categorias:
1. Recurso discreto (discrete).  É aquele que só pode ser alocado de maneira discreta.
Como exemplo, têm-se: um guindaste; um carro, etc. Não pode ser alocado parcial-
mente.
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2. Recurso contínuo (continuously). É aquele que é alocado de maneira contínua, divisí-
vel. Como exemplo, têm-se: um quilo e trezentos gramas de cimento, dez litros e meio
de combustível, etc.
Como última característica dos recursos, diz-se que os recursos são do mesmo tipo quando
eles exercem a mesma função.
No problema tratado, cada tarefa t i  de T  é caracterizada pelas seguintes informações:
1. Tempo de processamento. É o tempo pij  que o processador pi  leva para processar a
tarefa t j ;
2. Tempo de chegada, ready time ou arrival time, a j . Representa o tempo (t)  no qual a
tarefa t j  está pronta para iniciar o processamento;
3. Tempo limite de término, due date, d j . É o tempo limite no qual cada tarefa t j  deve
terminar seu processamento. Caso ele não seja cumprido, pode-se atribuir penalidades
em função do atraso do término;
4. Deadline d j . É equivalente ao tempo limite de término. No entanto não pode haver
atraso no término sob nenhuma hipótese;
5. Prioridade, w j . Expressa a prioridade de cada tarefa t j  tem em relação as outras ta-
refas;
6. Lista de recursos necessários.
As tarefas podem esperar entre o seu término em um processador e o seu inicio em outro pro-
cessador,  pois  existe  um  buffer entre  eles.  Caso este  buffer entre  os  processadores  tenha
capacidade igual a zero, as solicitações não podem esperar entre dois processadores consecu-
tivos e, então, o problema é denominado como um problema com propriedade de não espera
(non-wait property).
As tarefas podem ser, também, classificadas quanto a possibilidade de execução simultânea
dela com outras tarefas e, assim têm-se: 
1. Paralelas, quando são processadas simultaneamente, ao mesmo tempo, em processado-
res diferentes;
2. seqüênciasis, quando as atividades só iniciam quando a anterior termina, independen-
temente do processador. 
Caso as tarefas possam perder o direito de processamento (i.e. possam ser interrompidas) para
que outra tarefa possa ser executada, diz-se que o problema de escalonamento é classificado
como preemptivo, preemptive, e, caso não seja possível haver esta situação em todas as tare-
fas, então o problema é classificado como não preemptivo (non-preemptive).
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Outra classificação que pode ser feita diz respeito à seqüência das tarefas. O símbolo   re-
presenta sinal de precedência e, se no conjunto  T  ocorre  t i t j , então, significa que  t j
deve iniciar somente após t i  terminar. Esta situação é chamada de restrição de precedência e,
caso T  tenha pelo menos duas tarefas que sigam esta restrição, as tarefas são denominadas
de dependente, dependent. Caso não haja esta restrição as tarefas são denominadas  indepen-
dente, independent.
A tarefa também pode ser classificada em relação a sua disponibilidade (availability). Uma
tarefa t j  é dita disponível se num tempo (t)  têm-se a j (t)  e todas suas antecessoras, caso
haja restrição de precedência, tenham terminado de executar até o tempo (t) .
As tarefas do conjunto T  num determinado tempo (t)  devem respeitar as condições a se-
guir:
1. A cada instante, cada processador  é designado para no máximo uma única  tarefa e
cada tarefa é processada por no máximo um processador. Esta restrição eventualmente
pode ser relaxada;
2. A tarefa t ij  é processada numa janela de tempo [a j ,∞  ) ;
3. Todas tarefas devem ser executadas;
4. Se tarefas t i  e t j  estão na condição t i t j , o processamento de t j  não pode come-
çar antes de t i  estar concluída;
5. Caso ocorra alguma restrição de recurso, elas devem ser satisfeitas.
Após as definições dos processadores, dos recursos e das tarefas, são definidas a forma de re-
presentação do problema de escalonamento e as possíveis medidas de desempenho. 
Para cada tarefa t j  do conjunto T  pode-se calcular diversos parâmetros de controle do es-
calonamento. A seguir são citados alguns dos parâmetros mais usados:
1. Tempo de término (Completion Time), C j . Representa o instante que a tarefa terrmi-
nou;
2. Tempo de processamento (Flowtime), F j = C j−a j . É o resultado da subtração do
tempo de término menos o tempo de chegada. Este tempo representa o tempo total que
a tarefa gastou para processar;
3. Tempo de atraso (Lateness), L j = C j−d j . É a subtração do tempo de término menos
o tempo limite de término. Se  L j  for negativo, ocorreu um processamento “bom”
pois ele terminou antes  do limite.  Se  L j  for positivo, ocorreu um processamento
“ruim” pois ele ultrapassou o limite estabelecido.  Esta última situação não poderia
ocorrer no caso de Deadline;
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4. Tempo mais tarde que o limite ou demora (Tardiness), D j=max C j−d j ,0  .  É a
subtração do tempo de término menos o tempo limite de término. Os valores negativos
não devem ser considerados pois não são um tempo mais tarde que o limite estabeleci-
do;
5. Tempo mais cedo que o limite, ou adiantamento (Earliness), E j=max d j−C j ,0  .
É calculado como sendo a subtração do tempo limite de término menos o tempo de
término. Os valores negativos não devem ser considerados pois não são um tempo
mais cedo que o limite estabelecido.
Com base nos parâmetros citados anteriormente, pode-se avaliar a qualidade dos  escalona-
mentos elaborados a partir de algumas medidas de performance citadas a seguir:
1.  Tempo máximo de execução do escalonamento, makespan:
 a)  Para tarefas que podem ser executadas em paralelo calcula-se o makespan como:
C max  = max C j ;
 b) Para tarefas que só podem ser executadas de forma seqüênciasl  calcula-se o  ma-
kespan como: C max  = ∑ j=1
n
C j ;
2. Média do tempo de processamento: F=1 n∑ j=1
n
F j ;
3. Média ponderada pela prioridade de cada tarefa F w=∑ j=1
n
w j F j /∑ j=1
n
w j ;
4. Máximo atraso: Lmax  = max L j ;
Um escalonamento que tiver sua medida de performance no seu mínimo, pode ser dito que é
um escalonamento ótimo.
Baker (1974) classifica o  problema de escalonamento dinâmico com restrição de recursos
descrito anteriormente como sendo NP-Difícil. As soluções para os problemas reais  não são
fáceis de serem alcançadas e mesmo soluções perto do ótimo são difíceis de serem alcança-
das.
Após este capítulo, são apresentadas, no próximo capítulo, as soluções publicadas para a reso-
lução do Problema de Escalonamento Dinâmico com Restrição de Recursos.
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Capítulo 3 - Apresentação do Problema
de Escalonamento e das Soluções já
Existentes
O presente levantamento faz uma análise das contribuições científicas na área de conhecimen-
to da abordagem proposta nesta tese. Para tanto, são pesquisados e analisados os trabalhos
publicados em livros, teses e artigos científicos que tratam direta e/ou indiretamente do assun-
to. Assim sendo, três áreas de estudo são abordadas:
1. Aplicação de  agentes para o problema de escalonamento/agendamento;
2. Aplicação de  agentes direcionado a problemas logísticos e ao estudo de caso do Ter-
minal Marítimo de Contêiner;
3. Uso de emoção para elaborar protocolos de negociação entre agentes.
Inicialmente, quando se fala sobre o uso de agentes para o problema de escalonamento, são
citados os trabalhos de Shen, Norrie (1999) e Baker (1998), nos quais ambos fazem uma revi-
são do uso da abordagem de agentes para resolver o problema de escalonamento. 
Shen, Norrie (1999) tratam dos diversos problemas de manufatura/produção, incluindo neste
contexto os trabalhos de escalonamento de uma maneira geral. Eles divulgam o resultado de
uma pesquisa sobre as técnicas que tem sido usadas na área de agentes aplicadas aos proble-
mas  nas  áreas  de  produção,  Supply  Chain  Management,  planejamento  da  produção,
escalonamento, dentre outras. Shen, Norrie (1999) apresentam uma tabela onde são listados
trinta trabalhos relacionados com agentes e escalonamento.
Baker (1998) faz uma boa revisão sobre agentes e ambientes multiagentes e trata mais especi-
ficamente  da  arquitetura  de  ambientes  multiagentes  denominada  heterarquia,  a  mesma
adotada nesta tese. 
Pode-se dizer que um dos primeiros trabalhos na área de escalonamento e chão de fábrica foi
o elaborado por Shaw e Whinston (1983)  que divide a fábrica em células e estas células po-
dem subcontratar outras para fazer o serviço. Uma continuação deste trabalho foi elaborada
por Shaw (1988).
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Um dos trabalhos pioneiros na área é o elaborado por Parunak (1987) que propõe o sistema
YAMS, baseado em agentes e se utiliza do protocolo de negociação CNP (Contract Net Pro-
tocol) (SMITH, 1980) (SMITH, DAVIS, 1981).  Apesar de ser um trabalho pioneiro, ele é
mais voltado para o problema de shop floor, mostrando que a cada serviço apresentado para a
fábrica, o sistema tem que decidir, no mesmo momento, quais equipamentos devem ser aloca-
dos para atender à solicitação. Parunak (2000) faz um resumo de todas as aplicações baseadas
em agentes para área industrial desde seu primeiro trabalho em 1987.
Burke e Prosser (1991) propõem um sistema com arquitetura  DAS (Distributed Asynchro-
nous  Scheduling)  baseado  em  agente  para  criar  o  escalonamento  onde  o  problema  é
decomposto por função e por área através de agentes hierarquicamente classificados para se
comunicarem.  Cada agente deste sistema apresenta características de oportunismo, reação e
crenças. Cada agente corresponde a um processo do programa, que permite até todos rodarem
simultaneamente. Para o sistema caminhar em direção à solução global, cada agente reage a
mudanças impostas a ele por outros agentes e então ele negocia com estes agentes. O mundo
externo é visto como um agente, só que não é habilitado a negociar no sistema.
Sycara e outros (SYCARA , 1991) divulgam um método pelo qual o escalonamento é feito
por agentes que não possuem uma visão global do sistema, têm conhecimento limitado do
meio no qual estão inseridos e têm um número limitado de recursos, sendo que alguns destes
recursos podem ser compartilhados. A maior contribuição do trabalho é a introdução da troca
de uma estrutura, denominada texture no artigo em inglês, que tem a função de gerar a coor-
denação dos agentes  que estão  fazendo o escalonamento.  Nestas estruturas estão contidas
informações sobre como os agentes podem aceitar e aderir às políticas globais para solução
do problema.
Neiman e outros (NEIMAN , 1994) descrevem um sistema para escalonamento dos recursos
de um aeroporto, visando alocar os recursos para atender os aviões que chegam. O trabalho é
baseado no trabalho de Sycara e outros (SYCARA, , 1991) e são feitas algumas modificações.
O artigo baseia-se em uma técnica pouco usada atualmente, chamada quadro de aviso. Nesta
técnica o escalonamento parcial, não definitivo, é mantido e atualizado por todos os outros
agentes em uma área comum, o quadro de avisos, até se chegar ao escalonamento final do re-
curso.
Liu e Sycara (1994) propõe uma técnica denominada CP&CR (Constraint Partition and Co-
ordinated Reaction). O método funciona dividindo os agentes em duas classes: Agentes de
Recurso e Agentes de Solicitação (Job). Enquanto o primeiro tem por função garantir as res-
trições  de  cada  recurso,  o  segundo tem por  função manter  as  restrições  das  solicitações,
precedência e data de término. Cada tarefa do problema de escalonamento é sujeita a ambos
os agentes que podem alterar a tarefa a qualquer momento.
Liu e Sycara (1995) apresentam uma técnica denominada Anchor & Ascend que é uma exten-
são do método CP&CR (LIU, SYCARA, 1994).  A diferença entre o CP&CR e o Anchor &
Ascend  é que no caso do segundo, ele fixa um recurso denominado crítico e a partir deste
ponto ele começa a buscar uma solução.
A idéia central do trabalho de Decker e Li (2000) é um sistema para agendamento de paciente
em um hospital  através  do método GPGP (Generalized  Partial  Global  Planning)  usando
agentes cooperativos, o que não é foco desta tese.
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Thurston e Hu (2002) usam agentes para resolver o problema de automação portuária. No en-
tanto, eles definem cada agente como sendo um equipamento (no caso os agentes são de um
dos três tipos: a) Quay Crane; b) Straddle Carrier e c) Traffic. Além destes existe um outro
tipo chamado Area Manager que controla as áreas de estocagem, a área é subdividida em sub
áreas. O sistema funciona usando o protocolo Contract Net (SMITH, 1980) e o agente do tipo
Quay Crane solicita ofertas aos agentes Area Manager para receber os contêineres desejados.
Rebollo, Carrascosa e Botti (2001, 2000(a)(b), 1999) tratam de um sistema para automação de
um terminal  de  contêiner  baseado em agentes.  Eles  dividem o sistema em agentes:  Ship
Agent, Stevedore Agent, Service Agent, Transtainer Agent, Gate Agent. Os agentes,  através
do protocolo Contract Net, negociam para estabelecer o agendamento do terminal.
Henesey,  Wernstedt e Davidsson (2003, 2002) apresentam um sistema que também divide o
terminal portuário em agentes: Ship Agent, Berth Agent, Yard Agent,  Gate Agent, e eles nego-
ciam através do Contract Net (SMITH, 1980) para gerar o melhor planejamento do terminal.
Os três trabalhos citados diferem substancialmente da abordagem desta tese, sobretudo pelo
uso do protocolo de negociação Contract Net.
Diversos trabalhos foram propostos para solucionar o Problema do Terminal Marítimo de
Contêiner. No entanto, estes trabalhos se valem de outras abordagems, tais como: Simulação,
Métodos matemáticos, Teoria de Sistemas entre outras. Dentre eles, citam-se:  Cruz (1993,
1997), Crainic (1993), Castilho, Daganzo (1993), Hee, Wijbrands (1988),  Hee, Huitinick, Le-
egwater (1988),  Lorenzoni (2003), Perret (1991), Rudnick (1991), Talleb-Ibrahimi (1989),
UNCTAD (1994 (a)(b)). 
Os trabalhos em logística utilizando agentes são mais direcionados para a integração dos ele-
mentos da cadeia  de suprimentos do que propriamente dito para a elaboração de agendas
comuns. Nesta linha destaca-se o trabalho de Singh e outros (SINGH, SALAN, IYER, 2005)
que propõe uma rede de agentes que atuam em diversos segmentos da logística buscando su-
prir as demandas das empresas por produto e prospectar novos mercados.
Na área do estudo de caso do Terminal Marítimo de Contêiner destacam-se os trabalhos a se-
guir:
Reis e Mamede (2001 (a)(b)) trabalham com agentes cooperativos para resolver o problema
de escalonamento dinâmico. Eles propõem uma rede de agentes “agent network”, onde em
uma ponta da rede estão os fornecedores e na outra os clientes e, o que ocorre no meio, os nós
da rede, são  os recursos. A proposta é dividida em três etapas: 1) Se o problema tem restrição
de horário, ele rejeita, senão estabelece uma solução inicial; 2) Se tinha restrição na etapa 1,
ele faz o reescalonamento, e então define uma solução inicial sem restrição de tempo; 3) Exe-
cuta o sistema para restrição de recurso, se houver restrição, ele reescalona até achar uma
solução viável.
Shen, Zhang e Lesser (2004) apresentam um trabalho baseado em agentes cooperativos, em
um ambiente evolucionário, onde as condições de negociação e objetivos mudam constante-
mente, e portanto, podem dificultar o agente ter informações não locais sobre o ambiente, o
que o faz ter dificuldade de agir cooperativamente. É, então, proposto um modelo estatístico
para analisar de maneira formal a relação entre cooperação local , as características do ambi-
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ente e a função de utilidade global. Com isto, pode-se medir o impacto do nível de coopera-
ção local em relação a cooperação global.
A maior parte destes trabalhos caminham para duas vertentes:
1. Cooperação, problemas DSP, cuja característica é o desmembramento de uma solicita-
ção em diversas atividades e cada agente executa a sua parte, e através de mecanismos
de coordenação, chega-se ao resultado final o mais próximo do ótimo.
2. Sistemas cooperativos cuja característica principal é o uso do protocolo Contract Net
(SMITH, 1980) para gerar ofertas aos agentes que coordenam os recursos e selecionar
aqueles que dão a melhor proposta.
Kraus (2001) propõe usar agentes autônomos para resolver problemas de alocação de recur-
sos.  No entanto,  o  problema resolvido  trata  de agentes  físicos,  robôs,  que  devem buscar
recursos que estão no meio ambiente, não são próprios dos agentes, para exercer alguma ativi-
dade e, caso dois deles desejem o mesmo recurso, eles devem negociar para saber quem vai
usar o recurso. No caso desta tese, os recursos são de propriedade dos agentes e não são cedi-
dos a outros agentes, sendo simplesmente agendados para exercer alguma função do próprio
agente. Apesar de não ser escalonamento com função de planejamento, o conceito de se usar
agentes está mais próximo da idéia proposta nesta tese. Trabalho similar ao de Kraus (2001)
foi apresentado também por  Sherory e Kraus em 1998.
Poucos trabalhos foram  publicados sobre a proposta de se elaborar um protocolo de negocia-
ção  inspirado  nas  emoções  humanas  que  seja  reproduzido  no  computador.  No  entanto,
diversos artigos versando sobre emoção humana e sua aplicabilidade à computação foram es-
critos, principalmente com foco na área de robótica.
A área de interface agente versus homem (homem-máquina) foi estudada por Moldt e Scheve
(2001). 
Reilly e Bates (1995) propõe uma simulação em mundo virtual como uma forma de negocia-
ção  denominada  natural,  da  qual  os  seres  virtuais  poderiam se  valer  para  viverem neste
mundo virtual. Na verdade, é mais utilizado como interação social, portanto, mais do que um
protocolo de negociação, como citado no próprio texto.
Alguns trabalhos foram escritos no sentido de se mensurar emoções e tratá-las computacio-
nalmente. Nesta linha, estão os trabalhos de Velásquez (1998), Gmytrasiewicz e Doshi (2005)
Gmytrasiewicz e Lisetti (2000), Nemani e Allan (2003). 
O trabalho de Adamati e Bazzan (2002) trata de emoções em agentes simulando um mundo
virtual, o que é destacado no trabalho é a proposta de se modelar emoções e tratá-las. Outro
aspecto é que neste artigo é feito menção à emoção gratidão, o que é muito pouco tratado nas
publicações que lidam com as emoções em agentes.
Doshi e Gmytrasiewicz (2004) tratam de mundos virtuais e como as emoções afetam o com-
portamento dos agentes neste mundo. Apesar da pesquisa não ser diretamente relacionada
com o tema desta tese, ela apresenta em seu contexto a possibilidade de se expandir, saindo
do mundo virtual, e ser aplicada em mundos reais.
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O trabalho de Gratch e Marsella (2004) não se refere diretamente ao uso de emoções em pro-
tocolos de negociação, mas apresenta uma proposta de modelagem de emoções e seu impacto
no comportamento.
Pode-se perceber, também, que a utilização das idéias inspiradas em emoções como mecanis-
mo  de  negociação  e  de  resolução  de  conflito  não  foram  tratadas  até  o  momento  em
publicações científicas. A utilização das idéias de emoção sendo usadas para problemas de es-
calonamento também não foram divulgadas na área científica.
Portanto, conforme mostrado na revisão do estado da arte, os dois objetivos desta tese são
inovadores, não se conhecendo até o presente momento artigos versando sobre o uso de agen-
tes em ambientes multiagentes para a solução do problema de escalonamento dinâmico com
restrição de recursos, bem como, a utilização de protocolos de negociação e de resolução de
conflitos inspirados em emoções humanas.
Por fim, na área relacionada à Confiança e Reputação em sociedade de agentes, alguns traba-
lhos foram publicados, sobretudo, dando ênfase à área de negócios eletrônicos e redes P2P
(DAMIANI et. al., 2002) (MIR, 2002) (MUI, 2002) (WANG, 2004) o que não tem diretamen-
te  ligação com os  objetivos  desta  tese.  Outros  trabalhos  propõe  critérios  para  medição e
formalização computacional destes conceitos (CASARE, 2005) (LIU, 2006).
Apesar destes conceitos não serem usados diretamente na abordagem proposta nesta tese, os
mesmos são implícitos na mesma quando se admite que os agentes são sempre confiáveis e
não blefam, enviando mensagens para enganar os outros agentes.
No próximo capítulo, é apresentada a abordagem proposta nesta tese baseada na negociação
de agentes.
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Capítulo 4 - Uma Abordagem Baseada
em Negociação de Agentes
Este capítulo apresenta a abordagem proposta nesta tese baseada em negociação de agentes e
o estudo de caso do Terminal Marítimo de Contêiner.
4.1) Definição da Abordagem Proposta
A abordagem proposta  para resolver a elaboração da agenda de atendimento as solicitações
de serviço é fundamentada na tecnologia de agentes situados em sistemas multiagentes virtu-
ais.
Os agentes são concebidos com a característica de terem seus próprios objetivos e de não co-
nhecerem os  objetivos  globais  do sistema.  Apesar  disto,  os  agentes  são confiáveis  e  não
tentam enviar mensagens no intuito de enganar o estado do outro agente.
O sistema multiagentes é concebido como tendo uma arquitetura do tipo heterárquica na qual
cada agente se comunica com os outros agentes numa relação de amizade e companheirismo,
não havendo entre os agentes nenhuma relação hierárquica.
A coordenação no sistema multiagentes é estruturada na forma de competição e, desta forma,
o problema é definido como Sistemas Multiagentes, MAS (Multiagent System).
A abordagem proposta não considera a hipótese de resolução de conflito entre os agentes atra-
vés de terceiros.  Portanto, os agentes devem resolver seus conflitos através da negociação.
Para que haja negociação, os agentes devem se comunicar e interagir trocando propostas e
contra propostas.
Não existe no sistema multiagentes uma área central para repositório de informações e/ou
mensagens e, portanto, os agentes devem trocar mensagens a fim de informar as propostas e
contra propostas. O agente possui somente como informação do outro agente as propostas re-
cebidas e seu estado emocional em relação a ele mesmo, este assunto é discutido mais a frente
nesta mesma seção.
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Como um dos objetivos da abordagem é estudar a viabilidade da negociação como o fator que
leve o sistema multiagentes à solução do problema, foram elaborados dois padrões de negoci-
ação que serão explicados em mais detalhes neste capítulo:
1. A solicitação que tiver a menor data de solicitação será a primeira a ser atendida;
2. Caso haja duas solicitações com a mesma data de chegada, o critério de escolha é ins-
pirado na emoção humana.
O padrão de negociação inspirado nas emoções humanas tem o propósito de  flexibilizar a ca-
racterística competitiva de cada agente, fazendo-o se tornar mais cooperativo e servindo como
fator de resolução de conflitos.
O ser humano aceita fazer algumas concessões ao outro ser humano em função da gratidão
que ele sente por ter sido um dia beneficiado por alguma ação do outro ser. Assim, por ter
gratidão por este benefício, o indivíduo tenta, sempre que possível, retribuir esta ajuda, flexi-
bilizando suas  posições  a  fim de  ajudar  aos  que  mais  o  ajudaram.  Esta  prática  social  é
aplicada ao mecanismo de negociação proposto. O uso da emoção no mecanismo de negocia-
ção não  visa  replicar  a  emoção humana,  mas sim,  usá-la  como base de  uma idéia  a  ser
aplicada no sistema multiagentes.
Esta tese explora a idéia do sentimento de amizade, de participar de uma comunidade e,  ape-
sar  de  cada  agente  ser  competitivo  e  individualista,  como o  ser  humano,  eles  tentam de
alguma forma ajudar os outros agentes do sistema multiagentes no intuito de se tornarem  ele-
mentos ativos na sociedade e serem merecedores da ajuda dos outros agentes. 
Para efeito da abordagem proposta são descartadas as emoções de caridade e benevolência
nas quais cada elemento da sociedade busca ajudar o próximo sem interesse de retorno da aju-
da concedida. No caso especifico desta tese, todo agente quando presta uma ajuda aguarda
uma contra ajuda como retorno de seu esforço. Esta contra ajuda não precisa ocorrer imedia-
tamente após a ajuda recebida, podendo ficar registrada e ser retribuída posteriormente. 
Este mecanismo de flexibilização e de resolução de conflito é inspirado na emoção gratidão e
denominado na abordagem como Grau de Gratidão. No mecanismo proposto, cada agente in-
forma  ao  outro  agente  o  esforço  que  ele  realizou  para  atender  a  solicitação  feita,  esta
informação é enviada através de uma mensagem. 
O esforço é medido pelo número de solicitações já agendadas que terão suas datas de solicita-
ção reprogramadas em função do atendimento desta nova solicitação do outro agente com o
qual ele está negociando. O crédito e débito destas reprogramações é que vai levar o agente a
decidir se fará mais ou menos esforço para atender a solicitação. Este mecanismo é explicado
em mais detalhes em seções subseqüentes deste capítulo.
O Grau de Gratidão proposto induz o agente a mudar sua abordagem de Competição para a
abordagem de  Solução  de  Problema (ver  Figura  2).  Apesar  desta  mudança,  ele  continua
olhando muito para seus interesses, mas através da inserção do mecanismo Grau de Gratidão
ele olha, também, para o interesse dos outros agentes. 
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4.2) Funcionamento da Abordagem Proposta
Nesta seção é apresentada uma visão geral e esquemática de como a abordagem proposta fun-
ciona e nas seções subseqüentes é feita a modelagem matemática do seu funcionamento.
O agente ao nascer, isto é, ao ser inicializado, no sistema multiagentes virtual contém as se-
guintes informações:
1. Um conjunto de regras que estabelece o que é o seu objetivo e como ele deve negociar
para alcançar estes objetivos. Fazendo uma analogia com o ser humano pode-se dizer
que estas regras formam a inteligência do agente;
2. Uma tabela de relacionamentos (acquantainces). Esta tabela contém os outros agentes
do sistema multiagentes com os quais o agente se relaciona. Assim sendo, o agente
sabe de quais agentes ele pode receber solicitações e para quais agentes ele necessita
solicitar serviços e recursos a fim de realizar suas tarefas. Esta tabela pode ser alterada
dinamicamente;
3. Recursos próprios e não compartilhados. Cada agente pode ou não possuir recursos
próprios,  mas uma vez que ele seja o proprietário deste  recurso,  não haverá outro
agente proprietário do mesmo recurso.
Para efeito de definição desta  abordagem, considera-se o mundo como o ambiente virtual
onde estão situados os agentes, ou seja o próprio sistema multiagentes e o mundo externo
como sendo o mundo real onde vivem os seres humanos e as empresas que podem fazer soli-
citações ao sistema multiagentes.
Todas as solicitações que vêm do mundo externo necessitam de diversos recursos e serviços.
Não existe, a priori, um agente que possua todos os recursos e serviços necessários para re-
solver  sozinho  uma  solicitação  e,  assim  sendo,  para  que  a  solicitação  seja  atendida  é
necessário que diversos agentes atuem em conjunto fornecendo seus produtos e serviços a fim
de realizar a solicitação.
Para que seja possível encontrar uma data única e comum a todos os agentes, deverá ocorrer
entre os agentes um processo de negociação entre eles.
Em relação ao sistema multiagentes proposto define-se que ele pode estar em dois estados:
1. Equilíbrio. Este estado ocorre quando todas as solicitações ao sistema multiagentes es-
tão  agendadas/reservadas  para  uma  data  única  e  comum  a  todos  os  agentes  que
necessitam fornecer recursos e serviços para a solicitação;
2. Desequilíbrio. Este estado ocorre quando pelo menos uma solicitação não tenha sido
agendada numa data única e comum a todos os agentes necessários para sua realiza-
ção. Isto implica dizer que os agentes ainda não concluíram o processo de negociação.
O sistema multiagentes terá como base de seu funcionamento a mudança constante de esta-
dos. Isto é, sempre que o sistema multiagentes estiver no estado de Equilíbrio e receber uma
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nova solicitação do mundo externo, ele muda para o estado de Desequilíbrio. O sistema multi-
agentes inicialmente encontra-se no estado de Equilíbrio pois não há nenhuma solicitação do
mundo externo.
Ao mudar para o estado de Desequilíbrio, os agentes começam a negociar entre si e à medida
que a negociação avança, o sistema vai voltando para o estado de Equilíbrio, sendo este al-
cançado quando é encontrada uma data única e comum a todos os agentes envolvidos em
resolver a solicitação. Quando esta data é encontrada, o sistema retorna para o estado de Equi-
líbrio. 
Este processo é dinâmico pois sempre estão chegando novas solicitações, ou as já agendados
são alteradas, e, portanto, a abordagem funciona sempre mudando para o estado de Desequilí-
brio e, através da negociação, retorna ao estado de Equilíbrio. 
Ao receber uma solicitação de serviço, o agente verifica quais recursos pode dispor para aten-
der a solicitação na data solicitada. Para verificar se possui os recursos, ele analisa, para cada
recurso, a possibilidade de atender na data da solicitação. Caso exista algum recurso que pos-
sa atender na data solicitada, este recurso será reservado para atender a solicitação. 
Caso todos os recursos não estejam disponíveis na data solicitada, então é feita a análise em
qual data existem todos os recursos necessários para operação. É feita, também, a análise dos
do impacto em termos do número de solicitações que terão sua datas previamente agendadas
alteradas e a soma dos tempos de cada alteração desta agenda. O recurso que sofrer o menor
impacto, terá sua agenda alterada para acomodar a nova solicitação.
Atualmente, não está implementado na abordagem, mas é factível acrescentar outros critérios
para desempate entre os recursos que terão sua agenda alterada. Dentre vários, citam-se: im-
portância  de  cada  cliente  para  a  corporação,  receita  de  cada  solicitação,  tempo  de
relacionamento do cliente com a empresa, dentre outros.
Caso ele possua recursos suficientes, podem ocorrer duas situações: 1) Ele precisa, além de
seus recursos, outros recursos que somente outro agente possui e, portanto, ele deve solicitar
ao outro agente tais recursos; 2) Ele não precisa solicitar nenhum recurso a outro agente para
realizar a solicitação.
Para entender este funcionamento deve-se entender o funcionamento de cada agente. O agente
ao receber a solicitação analisa se é possível atender na data solicitada. Desta análise, duas si-
tuações podem ocorrer:
1. O agente pode atender na data solicitada. Caso ele possa atender parcialmente através
de seus recursos a solicitação, ele reserva seus recursos para a data solicitada e solicita
aos outros agentes que façam a reserva dos recursos necessários para a execução da
solicitação. Estes agentes aos quais ele necessita solicitar recursos estão descritos na
sua tabela de relacionamentos;
2. O agente não pode atender na data solicitada. Nesse caso ele verifica uma data que
seja possível atender com seus recursos e com esta nova data sugerida ele reserva seus
recursos para esta data e solicita aos outros agentes que façam a reserva dos recursos
necessários para a execução da solicitação na nova data e envia, também, ao solicita-
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dor uma mensagem de sugestão da nova data.  Estes agentes aos quais ele necessita
solicitar recursos estão descritos na sua tabela de relacionamentos.
Após o agente ter enviado as solicitações e, quando for o caso, a mensagem de sugestão para
o solicitador com a nova data, ele fica aguardando a resposta dos agentes aos quais ele enviou
mensagem. Em função das respostas recebidas e das duas situações descritas anteriormente,
podem ocorrer cinco cenários possíveis. As figuras a seguir consideram quatro agentes, sendo
o último denominado n, pois as situações ocorrerão do mesmo modo independente do número
de agentes.
1. Quando ocorrer a situação 1 e todos os agentes solicitados responderem confirmando
a solicitação, o agente simplesmente retorna ao solicitador, agente ou mundo externo,
e aos agentes solicitados confirmando a data anteriormente solicitada (Figura 4);
2. Quando ocorrer a situação 2 e todos os agentes solicitados e o solicitador responderem
confirmando a solicitação,  o agente simplesmente retorna ao solicitador,  agente ou
mundo externo, e aos agentes solicitados confirmando a data anteriormente solicitada,
(Figura 5);
Figura 4 - Cenário 1  - Situação 1: Confirmação de todos os solicitados
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3. Na situação 1 pode ocorrer o retorno de pelo menos um agente solicitado informando
que não pode atender na data solicitada e enviando uma sugestão de uma nova data
posterior à data solicitada. Neste caso, o agente aceita esta data posterior como a data
possível e retorna a todos os solicitados e para o solicitador uma sugestão para esta
nova data e fica no aguardo da confirmação por todos da possibilidade de atendimento
nesta nova data (Figura 6);
Figura 5 - Cenário 2 - Situação 2: Confirmação de todos os solicitados
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4. Na situação 2 pode ocorrer o retorno pelo solicitador informando que não pode aceitar
a data solicitada e enviando uma sugestão de uma nova data posterior à data solicitada.
Neste caso, o agente aceita esta data posterior como a data possível e retorna a todos
os solicitados uma sugestão para esta nova data e fica no aguardo da confirmação por
todos da possibilidade de atendimento nesta nova data (Figura 7);
Figura 6 - Cenário 3 - Situação 1: Retorno negação de pelo menos um solicitado
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5. Na situação 2 pode ocorrer o retorno de pelo menos um agente solicitado informando
que não pode atender na data solicitada e enviando uma sugestão de uma nova data
posterior à data solicitada. Neste caso, o agente aceita esta data posterior como a data
possível e retorna a todos os solicitados e para o solicitador uma sugestão para esta
nova data e fica no aguardo da confirmação por todos da possibilidade de atendimento
nesta nova data (Figura 8);
Figura 7 - Cenário 4 - Situação 2: Retorno negação pelo solicitador
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Como pode ser observado nos cenários 3, 4 e 5, o retorno nestas condições gera um novo es-
tado de Desequilíbrio e força a negociação entre os agentes a prosseguir até que se consiga
chegar ao estado de Equilíbrio.
A parte mais crítica que cada agente tem de resolver é quando ele já possui diversas solicita-
ções  agendadas  e  ao  chegar  uma  nova  solicitação  ele  deve  decidir  se  altera  a  data  da
solicitação previamente agendada a fim de acomodar a nova solicitação ou não. Se ele não
conseguir atender a solicitação na data solicitada, ele deve propor uma nova data  posterior à
data solicitada para esta nova solicitação.
O protocolo de negociação com Grau de Gratidão, proposto nesta tese, funciona como uma
conta corrente dentro do agente. Nesta conta corrente são registrados os esforços que ele rea-
Figura 8 - Cenário 5 - Situação 2: Retorno negação de pelo menos um solicitado
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lizou para atender determinado agente e, também, são registrados os esforços que o outro
agente fez para atendê-lo. A subtração do valor da ajuda recebida do outro agente menos o va-
lor da ajuda prestada ao outro agente será o valor do Grau de Gratidão (Figura 9). 
A situação na qual o Grau de Gratidão é muito próximo ou igual a zero,  representa o equilí-
brio emocional do ser humano transposto para o sistema artificial e é o ponto ideal,  onde
todos ajudam e são ajudados, trazendo, assim, para o sistema multiagentes o conceito de coo-
peração.
Na seção seguinte, é apresentada a modelagem matemática da abordagem proposta.
4.3) Modelagem Matemática da Abordagem Proposta
Tendo em vista o problema de elaboração de agenda para atendimento às solicitações em am-
bientes dinâmicos e complexos ser modelado como o Problema de Escalonamento Dinâmico
com Restrição de Recursos e a abordagem proposta ter sido elaborada usando a tecnologia de
agentes e sistemas multiagentes, deve-se propor uma correlação entre o problema de escalo-
namento e o sistema multiagentes para o bom funcionamento da abordagem. A equivalência
proposta é apresentada na Tabela 1.
Figura 9 - Funcionamento esquemático do Grau de Gratidão
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Problema de
escalonamento
Sistema multiagentes
Solicitação Solicitação de serviço externa ao agente
Tarefa Mensagem de solicitação enviada aos outros agentes
Processador O agente
Recursos Os recursos que cada agente possui
Tabela 1 - Equivalência do problema de escalonamento com o sistema multiagentes
Nesta  equivalência,  cada  solicitação de  serviço feita  pelo mundo externo é  equivalente  à
solicitação  do problema de escalonamento,  as  tarefas  do  problema de  escalonamento são
vistas no sistema multiagentes como as mensagens de solicitação de um agente para o outro
agente do sistema e o processador é modelado como o próprio agente. Esta correlação foi
feita pois o agente é que será responsável por cada uma das tarefas. Por fim, os recursos do
problema de escalonamento são os próprios recursos de cada um dos agentes.
Para início da modelagem matemática, o agente é definido por um grupo de conjuntos:  
1. Um conjunto J= j1 , j2 ,⋯, jq  de q  solicitações, sendo que cada solicitação ju  é
composta de xu  tarefas t j ;
2. Um conjunto T=t1 , t2 ,⋯ , tn  de n  tarefas, sendo n  calculado como n=∑u=1
q
xu .
Cada tarefa t j  refere-se a uma e somente uma solicitação ju  e é executada por um e
somente um agente especializado em atender um tipo de tarefa;
3. Um conjunto R=r1 , r2 ,⋯, r s  de s  recursos próprios e não compartilhados. 
Cada agente deve processar de maneira autônoma a melhor agenda que ele possa conseguir
para todas as tarefas  t j  em função dos  recursos  r i  que ele possui. Portanto, cada agente
deve agendar as tarefas t j  nos recursos r i .
Cada tarefa t j  têm quatro parâmetros importantes:
1. Data de atendimento solicitada,  a j . Esta é a data que o agente solicitador quer que
que sua solicitação inicie; 
2. Data possível de atendimento, e j i . Esta é a data em que o agente pode efetivamente
atender a tarefa t j  no recurso r i ;
3. Tempo de término da tarefa, C j ; 
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4. Tempo de processamento, p j i . É o tempo de processamento da tarefa t j  no recurso
r i  de um certo agente. O recurso r i  considerado é o recurso escolhido para atender a
tarefa.
Cada agente deve procurar qual o recurso r i  que pode atender a tarefa t j  numa data possí-
vel de atendimento e ji  o mais próximo possível da data de solicitação a j , considerando que
o tempo de processamento de cada recurso r i  seja igual. 
A escolha deve  respeitar a condição de que a data possível de atendimento e ji  seja maior ou
igual a data de solicitação a j , e ji≥a j . 
A diferença entre a data possível de atendimento e ji  e a data de solicitação a j  é denomina-
da Aa ji . Assim, tem-se: Aa ji=e ji−a j . 
Um aumento no valor de Aa ji  implica num aumento de C j  e, portanto, visando minimizar
C j , deve-se achar o min {Aa ji} , ou seja, o e ji  mais perto do valor de a j .  Vale ressaltar
que Aa ji  nunca é menor que zero, pois como visto anteriormente e ji≥a j .
Na equivalência proposta, as tarefas são executadas em paralelo porque cada uma delas roda
em um agente específico. Assim, a data de término da solicitação  ju  é calculado como  o
maior tempo de término dentre as tarefas t j  que a compõem. O cálculo da data de término da
solicitação é feito através da fórmula C u =max {C  j } .
Quando o agente vai decidir sobre qual recurso deve escolher para atender a tarefa t j  pode
acontecer a situação na qual já exista uma tarefa agendada t k  e que ocupe integralmente ou
parcialmente a agenda do recurso no qual se deseja agendar a nova tarefa solicitada t j . Em
função das restrições de precedência,  , podem ocorrer as seguintes situações para se defi-
nir a data possível de atendimento da tarefa solicitada  e j i :
1. O início da tarefa agendada t k  é anterior ao início da tarefa solicitada t j  e o início
da tarefa solicitada  t j  é posterior ao término da tarefa t k , t k  t j e a jC ki  (Fi-
gura 10);
Figura 10 - Situação 1 t k  t j e a jC ki
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2. O início da tarefa solicitada t j  é anterior ao início da tarefa agendada t k  e o início
da  tarefa  agendada  t k  é  posterior  ao  término  da  tarefa  solicitada  t j ,
t j t k e C jieki  (Figura 11);
3. O início da tarefa agendada t k  é anterior ao início da tarefa solicitada t j  e o início
da  tarefa  solicitada  t j  é  anterior  ao  término  da  tarefa  agendada  t k ,
t k  t j e ekia jC ki  (Figura 12). Nesta situação podem ocorrer duas combina-
ções: a) O término da tarefa solicitada t j  é posterior ao término da tarefa agendada
t k  e b) O término da tarefa agendada t k  é posterior ao término da tarefa solicitada
t j  ;
4.  O início da tarefa solicitada  t j  é anterior ao início da tarefa agendada t k  e o início
da  tarefa  agendada  t k  é  anterior  ao  término  da  tarefa  solicitada  t j ,
t j t k e a jekiC ji  (Figura 13). Nesta situação podem ocorrer duas combina-
Figura 11 - Situação 2 t j t k e C jieki
Figura 12 - Situação 3 t k  t j e ekia jC ki  
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ções: a) O término da tarefa solicitada t j  é anterior ao término da tarefa agendada t k
e b) O término da tarefa agendada t k  é anterior ao término da tarefa solicitada t j ;
A situação 1 e a situação 2 não apresentam problemas de negociação pois a nova tarefa t j
não interfere com a solicitação que já estava agendada t k . No entanto, a situação 3 e a situa-
ção 4 demandam que o agente decida se ele deve manter o início da tarefa t k  sem alteração
ou deve alterá-lo a fim de acomodar a nova tarefa t j . 
Para tomar esta decisão o agente pode implementar diversas estratégias de resolução. Confor-
me visto na definição da abordagem proposta estão sendo implementados dois padrões de
decisão em relação à alteração das solicitações previamente agendadas para a acomodação da
solicitação que está sendo tratada, que são:
1. A solicitação que tiver a menor data de solicitação será a primeira a ser atendida;
2. Caso haja duas solicitações com a mesma data de chegada, o critério de escolha é ins-
pirado na emoção humana.
Nos dois padrões de decisão, o agente deve escolher qual o melhor recurso para atender a so-
licitação. O recurso escolhido pelo agente para executar a nova tarefa solicitada t j  é aquele
que tenha o menor valor de Aa ji  e que respeite a restrição que Aa ji0 . 
Caso dois  recursos tenham o mesmo valor de Aa ji ,  então faz-se a opção pelo recurso  r i
que sofrer o menor impacto por conta da inserção de uma nova tarefa t j  na sua agenda. Este
impacto é representado pela variável I ji . A hipótese de se usar o recurso que tenha o menor
valor de I ji  como critério de desempate é devido ao fato que quanto menor a pertubação no
sistema, menos desequilíbrio é gerado no sistema e assim ele tende a voltar mais rapidamente
para o estado de equilíbrio.
Figura 13 - Situação 4 t j t k e a jekiC ji  
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A variável  I ji  é calculada como I ji = ∑
k=1
n
Detar ki  +   . ∑
k=1
n
Tetar ki  onde j  representa  a
nova tarefa que precisa ser inserida na agenda, i  é o recurso que está sendo usado, k  é o nú-
mero da tarefa agendada e n  é o número de solicitações já agendadas. 
A variável Detar ki  representa se uma tarefa já agendada k  vai ter sua data de início alterada
ou não. Assim, Detar ki  é uma variável discreta que pode ter dois valores: a) Zero, se a solici-
tação agendada k  não teve seu eki  alterado e b) Um, se a solicitação agendada k  teve seu
eki  alterado. 
A variável Tetar ki  representa a diferença entre a nova data agendada da tarefa k  em função
da inserção da nova tarefa t j  na agenda do recurso r i  menos a data agendada eki . Calcula-
se Tetar ki  pela fórmula Tetar ki = (eaki - eki ) , onde eaki  é a nova data alterada da tarefa k
e eki  é a data que estava agendada a tarefa k .
O parâmetro   é um valor empírico que representa um fator para unificar valores de grande-
zas  diferentes,  tarefas  deslocadas,  unidades,  e  tempo  deslocado,  horas.  Além disso,  esta
variável pode ter a função de fazer o impacto da inserção ser mais sensível ao deslocamento
de tarefas, diminuindo assim o esforço de negociação, ou ser mais sensível ao tempo total
deslocado das tarefas afetadas, colocando mais ênfase na diminuição do impacto para os cli-
entes, afetando-os menos. No caso desta tese adotou-se-se o valor do parâmetro    como
sendo  = 0,10 .
No entanto, esta decisão de mudar a data da solicitação agendada  t k  fica condicionada à
vontade do agente em colaborar com o agente que solicitou a nova tarefa solicitada t j  ou co-
laborar com a tarefa  que já  estava agendada  t k  e  não alterá-la.  Para esta  decisão é  que
existem os padrões de negociação.
No padrão de negociação 1 utiliza-se o critério de sempre deslocar a solicitação já agendada
fazendo uso direto das regras citadas anteriormente. Já no padrão de negociação 2 faz-se uso
do protocolo proposto nesta tese que se inspira na emoção humana e é denominado Grau de
Gratidão. A modelagem matemática do mecanismo de decisão adotado no Grau de Gratidão
será apresentado nas seções subseqüentes.
Como os agentes trabalham em paralelo, então o tempo para terminar o processamento da so-
licitação  será  o  tempo  do  agente  que  demorar  mais  para  terminar  a  tarefa  sob  sua
responsabilidade. Assim, o tempo de término da solicitação  C u (sistema)  será calculado como
C u (sistema)=max ( C u (agente) ) . Aliado a isto, todos os agentes iniciam suas atividades ao mes-
mo tempo.
Por fim, pode-se inferir que o tempo total do escalonamento, makespan, de uma solicitação
vinda do mundo externo para o sistema C u (sistema)  é uma boa solução, quasi-ótima, caso to-
dos os m  agentes consigam para esta solicitação o seu melhor C u (agente) . 
Nas próximas seções será apresentada a modelagem matemática dos dois padrões de negocia-
ção citados.
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4.4) Modelagem Matemática do Padrão de Negociação de Atendimento por
Ordem da Data da Solicitação
Neste padrão de negociação, a solicitação que tiver a menor data de solicitação a j  será sem-
pre atendida primeiro, mesmo que a solicitação tenha sido feita ao sistema posteriormente a
outra já alocada. Assim, considerando as restrições de precedência,  , e com base nas situa-
ções  citadas  anteriormente,  têm-se  as  seguintes  regras  para  definir  a  data  possível  de
atendimento e j i :
1. Quando o início da tarefa t k  é anterior ao início da tarefa t j  e o início da tarefa t j
é posterior ao término da tarefa t k , t k  t j e a jC ki , então a data de atendimen-
to de t j  é igual a data solicitada  e ji=a j  e pode-se concluir que Aa ji=e ji - a j =  0  e
como  não  vai  haver  deslocamento  da  tarefa  agendada  t k ,  então  Detar ki  = 0  e
Tetar ki  =  0 (Figura 14);
2. Quando o início da tarefa t j  é anterior ao início da tarefa t k  e o início da tarefa t k
é posterior ao término da tarefa t j , t j t k e C jieki , então a data de atendimen-
to de t j  é igual a data solicitada  e ji=a j  e pode-se concluir que Aa ji=e ji - a j =  0  e
como não vai haver deslocamento da tarefa agendada t k , então então Detar ki  = 0  e
Tetar ki  =  0  (Figura 15);
3. Quando o início da tarefa t k  é anterior ao início da tarefa t j  e o início da tarefa t j
é anterior  ao término da tarefa  t k ,  t k  t j e ekia jC ki  podem ocorrer  duas
combinações: a) O término da tarefa t j  é posterior ao término da tarefa  t k  e b) O
Figura 14 - Regra de Atendimento 1 t k  t j e a jC ki
Figura 15 - Regra de Atendimento 2 t j t k e C jieki
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término da tarefa t k  é posterior ao término da tarefa t j . Para ambos os casos tem-se
que a data possível de atendimento da tarefa t j  é maior que a data possível de atendi-
mento  da  tarefa  t k ,  ou  seja  a j  > eki .  Como  a  tarefa  t j  tem a  data  solicitada
posterior a data possível de atendimento da tarefa t k , a tarefa t j  só irá começar de-
pois da tarefa  t k  terminar, resultando assim numa data possível de atendimento da
tarefa t j  posterior a data solicitada da tarefa t j , ou seja e ji  > a j . Pode-se concluir
para ambos os casos que e ji=C ki + 1  e Aa ji=e ji - a j >  0 . Como não vai haver des-
locamento da tarefa agendada t k , então então Detar ki  = 0  e  Tetar ki  =  0  (Figura
16);
 
4. Quando o início da tarefa t j  é anterior ao início da tarefa t k  e o início da tarefa t k
é anterior  ao término da tarefa  t j ,  t j t k e a jekiC ji  podem ocorrer  duas
combinações: a) O término da tarefa t j  é anterior ao término da tarefa t k  e b) O tér-
mino da tarefa t k  é anterior ao término da tarefa t j . Para ambos os casos tem-se que
a data solicitada da tarefa  t j  é menor que a data possível de atendimento da tarefa
t k , ou seja a j  < eki . Como a tarefa t j  tem a data solicitada anterior à data possível
de atendimento da tarefa t k , a tarefa t k  só irá começar depois da tarefa t j  terminar,
resultando assim num deslocamento da  data possível de atendimento da tarefa  t k
para  uma  data  posterior  à  data  possível  de  atendimento  da  tarefa  t j ,  ou  seja
eki (novo)>eki (anterior)  e mantendo a data de atendimento da tarefa t j  igual a data soli-
citada, ou seja  e ji=a j .  Pode-se concluir para ambos os casos que  eki=C ji + 1  e
Figura 16 - Regra de Atendimento 3 t k  t j e ekia jC ki  
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Aa ji=e ji - a j =  0 . Como vai haver deslocamento da data possível de atendimento da
tarefa agendada t k , então então Detar ki  = 1  e Tetar ki  >  0  (Figura 17);
Nas regras 1 e 2 pode-se atender a nova tarefa solicitada t j  na data solicitada sem gerar um
deslocamento da data possível de atendimento da tarefa agendada t k . Estas são as situações
ideais pois não geram desequilíbrio no sistema e ainda por cima atendem a nova solicitação
na data solicitada. Estas situações mantém o estado de Equilíbrio do sistema.
No caso da regra 3 não ocorre a necessidade de se deslocar a data possível de início da tarefa
t k  mas não se consegue atender a nova tarefa t j  na data solicitada, necessitando assim, su-
gerir uma nova data possível de atendimento que irá gerar um estado de Desequilíbrio no
sistema em função da sugestão de uma nova data possível de atendimento para a tarefa t j .
A regra 4 é muito similar em impacto no sistema à regra 3, pois ela gera um estado de Dese-
quilíbrio no sistema em função de alterar a data possível de atendimento da tarefa já agendada
t k  pois necessita sugerir uma nova data possível de atendimento para a tarefa t k .
Quando o início da tarefa t k  for igual ao início da tarefa t j , então a tarefa t j  só irá come-
çar depois da tarefa  t k  terminar, resultando assim numa data possível de atendimento da
tarefa  t j  posterior a data solicitada da tarefa  t j , ou seja  e ji  > a j . Pode-se concluir que
e ji=C ki + 1  e Aa ji=e ji - a j >  0 . Como não vai haver deslocamento da tarefa agendada t k ,
então então Detar ki  = 0  e Tetar ki  =  0 ;
Na próxima seção é apresentado o outro padrão de negociação inspirado na emoção humana.
Figura 17- Regra de Atendimento 4 t j tk e a jekiC ji
50
4.5) Modelagem do Padrão de Negociação Inspirado na Emoção Gratidão
Neste padrão, utiliza-se o mesmo critério adotado no protocolo anterior, no entanto, é acres-
centado um outro critério inspirado na emoção humana gratidão. Este padrão de negociação é
utilizado na situação na qual uma solicitação é feita para uma data igual ao de uma solicitação
já agendada. Neste caso, o agente precisa optar se deve ou não deslocar a solicitação já agen-
dada. Esta decisão é, então, tomada em função do padrão de negociação inspirado na emoção
humana gratidão. 
Neste padrão de negociação, cada agente  p  deve possuir  uma conta  corrente emocional,
Cc pr , para todos os outros agentes r  com os quais ele se relaciona, constituído de dois valo-
res:
1. Fr pr  representa os favores recebidos. É a soma dos favores recebidos de outros
agentes e é composto de dois valores: a) Número de solicitações que o outro agente
r  teve de modificar a agenda e agendar de novo para atender as solicitações feitas
por ele, Nar pr ; b)  O somatório do tempo total de todas as solicitações que foram
deslocadas pelo outro agente r  para atender as solicitações feitas por ele,  Tdr pr ; 
2. Fp pr  representa os favores prestados, . É a soma dos favores prestados para os ou-
tros agentes com os quais ele se relaciona. Assim como os favores recebidos, ele é
composto de dois valores:  a) Número de solicitações que o agente p  teve de mo-
dificar a agenda e agendar de novo para atender as  solicitações feitas pelo agente
r , Nap pr ; b)  O somatório do tempo total de todas as solicitações que foram des-
locadas pelo agente p  para atender as solicitações feitas pelo agente r , Tdp pr  ; 
Os valores de Nar pr  e Tdr pr  referentes aos favores recebidos não são calculados e são in-
formados por meio de uma mensagem enviada pelo outro agente r  que está negociando com
ele. Por este motivo, é fundamental a figura do agente confiável para não mandar mensagem
com intenção de enganar o estado do outro agente.
O índice Nap pr  é calculado pela fórmula: Nap pr = ∑
k=1
q
AltE k , onde k  representa a solicita-
ção  agendada  t k ,  q  é  número  de  solicitações  do  sistema e  AltE k  representa  se  uma
solicitação  agendada  t k  teve  sua  data  possível  de  atendimento  alterada  ou  não.  Assim,
AltE k  é uma variável discreta que pode assumir dois valores: a) Zero, se a solicitação agen-
dada  t k  não teve sua data possível de atendimento  ek  alterada e b) Um, se a solicitação
agendada t k  teve sua data possível de atendimento ek  alterada. 
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O índice Tdp pr  é calculado pela fórmula: Tdp pr = ∑
k=1
q
(nek - ek ) , onde k  representa a solici-
tação  agendada  t k ,  q  é  número  de  solicitações  do  sistema,   ek  é   data  possível  de
atendimento à solicitação t k  e nek  representa a nova data possível de atendimento para a
solicitação agendada t k .
No tempo t = 0  quando os agentes nascem para o  sistema multiagentes, todos os agentes do
sistema estão com os valores dos favores recebidos e dos favores prestados igual a zero para
cada  um  dos  agentes  r ,  com  os  quais  eles  se  relacionam,  ou  seja  Fr pr = ( 0, 0 )  e
Fp pr = ( 0 , 0 ) .
O agente p  terá para com o agente r  com o qual está se relacionando um Grau de Gratidão
Gg pr , definido como Gg pr = ( NDeslo pr , TDeslo pr ) , onde: 
1.  NDeslo pr   é o somatório do número de solicitações que o outro agente  r  teve de
modificar a agenda e agendar de novo para atender as solicitações feita pelo agente p
menos o somatório do número de solicitações que o agente  p  teve de modificar a
agenda e agendar de novo para atender as solicitações feita pelo agente p . A variável
NDeslo pr  é, então, calculada como: NDeslo=  ( Nar pr−Nap pr ) ;
2. TDeslo pr  é o somatório do tempo total de todas as solicitações que foram deslocadas
pelo outro agente r  para atender as solicitação feitas pelo agente p  menos o soma-
tório do tempo total de todas as solicitações que foram deslocadas pelo agente  p
para atender as solicitação feitas pelo outro agente r .  A variável  TDeslo pr  é, então,
calculada como TDeslo=  (Tdr pr−Tdp pr ) .
O  Grau de Gratidão pode ter três estados:
1. Positivo. O Grau de Gratidão será positivo se ocorrer uma das duas condições: a)
NDeslo pr  0  ou b) NDeslo pr = 0  e  TDeslo pr  0 . Caso Gg pr  tenha estado positi-
vo, é razoável supor que o agente  p  deve favores ao agente  r  e tentará ajudar ao
agente r  visando retribuir a ajuda anteriormente recebida;
2. Nulo.  O  Grau  de  Gratidão  será  nulo  se   ocorrer  a  seguinte  condição:
NDeslo pr = 0   e  TDeslo pr = 0 . Caso Gg pr  tenha estado nulo, ele não deve favores
e nem tem crédito de ajuda prestada, portanto, ele decide buscando sua otimalidade;
3. Negativo. O Grau de Gratidão será negativo se ocorrer uma das duas condições: a)
NDeslo pr  0  ou b) NDeslo pr = 0   e  TDeslo pr  0 . No caso do Gg pr  ser negativo,
o agente p  prestou mais ajuda do que recebeu do agente r . Nesta situação o agente
r  deve favores ao agente p  e, então o agente p  opta por simplesmente não se esfor-
çar para atender à nova solicitação e não altera nenhuma das tarefas agendadas t k .
No estado 2 e no estado 3, apesar do agente não precisar ajudar, ele pode optar por ajudar
como uma estratégia de melhorar sua posição em relação ao outro agente visando futuras ne-
gociações.
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No intuito de evitar que o sistema possa cair no plano de caridade ou benevolência, onde so-
mente um agente estaria ajudando o outro, e acabaria gerando um desequilíbrio no sistema é
estabelecido para todos os agentes do sistema multiagentes uma faixa de valores que Gg pr
pode variar. Esta faixa é denominada MGg  e composta de duas variáveis: 
1. LimNDeslo , que é o maior valor possível que  NDeslo pr  pode assumir; 
2. LimTDeslo , que é o maior valor possível que TDeslo pr  pode assumir. 
Os valores de  LimNDeslo  e LimTDeslo  são estabelecidos como parâmetros iniciais do sis-
tema  multiagentes.  Assim,  tem-se que  o  valor  positivo  da  faixa  é  expresso  por
MGg =LimNDeslo , LimTDeslo  e o limite mínimo da faixa é expresso por −MGg .
No intuito de comparar se o valor do Grau de Gratidão está contido dentro dos limites da fai-
xa, devem ser definidas as operações maior, igual e menor entre eles, assim têm-se:
1. Maior,  Gg pr  MGg . O Grau de Gratidão será maior que o limite máximo quando
ocorrerem  uma  das  duas  condições:  a)  NDeslo pr  LimNDeslo  ou  b)
NDeslo pr = LimNDeslo  e  TDeslo pr  LimTDeslo ;
2. Igual, Gg pr = MGg . O Grau de Gratidão será igual ao limite máximo quando ocorrer
a condição NDeslo pr = LimNDeslo  e  TDeslo pr= LimTDeslo ;
3. Menor, Gg pr  MGg . O Grau de Gratidão será menor que o limite máximo quando
ocorrerem  uma  das  duas  condições:  a)  NDeslo pr  LimNDeslo  ou  b)
NDeslo pr = LimNDeslo  e  TDeslo pr  LimTDeslo .
O valor do Grau de Gratidão deve ficar oscilando em valores intermediários aos limites posi-
tivos e negativos da faixa, onde os agentes ajudam e são ajudados.
4.6) Sistema Computacional para a Abordagem Proposta
É apresentado nesta seção desenvolvimento do sistema computacional que serve de platafor-
ma  de  testes  e  validação  da  abordagem  proposta.  Os  detalhes  da  implementação
computacional são descritos no Anexo A.
O sistema proposto descreve o sistema multiagentes como uma  n-upla (A, R, S, M, F, E).
Nesta n-upla o A representa o conjunto de todos os agentes do sistema, o R representa o con-
junto de todos os  recursos do sistema, o S representa o conjunto de todas as solicitações
recebidas pelo sistema, o  M representa o conjunto de todas as mensagens recebidas e envia-
das pelos agentes para negociar entre si, o F representa o conjunto das agendas de todos os
recursos referente a todas as solicitações do sistema e o E representa as emoções registradas
(Figura 18).
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Os agentes do sistema multiagentes também são descritos como uma n-upla e, cada agente
possui: 1) recursos próprios, 2) solicitações recebidas, 3) mensagens recebidas e enviadas pe-
los agentes para negociar entre si, 4) um conjunto das agendas de cada um dos seus recursos e
5)As emoções registradas em relação a todos os agentes que ele se relaciona.
 
O sistema computacional tem por objetivo construir um conjunto único de classes que repre-
sentem todos os agentes do sistema multiagentes e que a diferença entre cada agente seja
estabelecida através de arquivos de parâmetros lidos quando o agente é inicializado. Assim
sendo, foi desenvolvido um agente padrão que recebe e envia somente dois tipos de mensa-
gem: 1) Solicitação e 2) Resposta. 
Para implementação do modelo do sistema multiagentes foi usada a ferramenta DECAF (Dis-
tributed  Environment  Centered  Agent  Framework)  (GRAHAM, 2001,  2000)  (GRAHAM,
MERSIC, DECKER, 2000) (MCGEARY, 2001) (MCGEARY, DECKER, 2001) (GRAHAM,
DECKER, MERSIC, 2003) e como protocolo/linguagem de comunicação entre os agentes,
optou-se pelo KQML (Knowledge Query and Manipulation Language) (FININ, 1994) pois é
um dos protocolos mais difundidos em termos de protocolo de comunicação entre agentes e é
o protocolo nativo da ferramenta DECAF.
Como linguagem de programação foi usada a linguagem Java (KEN, et. al., 2006) (ECKEL,
2002) (LEA, 1997) pois ela se adapta muito bem a ambientes multi-plataformas e distribuídos
e suporta todos os quesitos de orientação a objetos. Além disso, ela é a linguagem nativa da
ferramenta DECAF.
Figura 18 - Arquitetura Proposta do Sistema Multiagentes
(A) Conjunto 
Agentes
(R) Conjunto 
Recursos (M) Conjunto 
Mensagens
 (F) Conjunto 
Agenda/  
Escalonamento
(S) Conjunto 
Solicitações
(E) Conjunto 
Emoções
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No intuito de criar o agente padrão do sistema multiagentes foram modeladas duas ferramen-
tas no sistema computacional: 
1. Um plano padrão para recebimento e envio das mensagens. Este plano foi implementa-
do na ferramenta DECAF. Na  Figura 19 é apresentado  um plano parcial  do agente
escrito na ferramenta DECAF; 
2. Um conjunto de classes escritas em Java para suportar as ações do agente. 
No plano padrão desenvolvido na ferramenta DECAF foram descritos todos os possíveis mé-
todos para recebimento e tratamento das mensagens.  O plano DECAF do agente proposto
trata somente dois tipos de mensagens: 1) Solicitação; 2) Resposta. Estas mensagens serão os
únicos meios dos agentes atuarem no sistema multiagentes. 
A mensagem do tipo Solicitação é única e padrão e tem como função receber todos os dados
sobre a solicitação.  Basicamente, em qualquer sistema de agendamento devem ser informa-
dos os seguintes dados: 1) Número da solicitação; 2) Dados do veículo que transporta a carga,
pode ser navio, caminhão, trem, etc.; 3) Dados da carga. Por exemplo: quantidade, peso, ta-
manho e  volume;  4)  Data/hora  estimada  de  chegada  e  5)  Número  estimado de  horas  de
operação.  Estas variáveis podem ser alteradas conforme o problema que está sendo tratado e
suas respectivas necessidades. 
As mensagens do tipo Resposta possuem quatro subtipos possíveis: 1) Sugestão; 2) Confirma-
ção; 3) Negativa e 4) Gratidão.
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As mensagens do subtipo Sugestão são usadas quando o agente não consegue atender a solici-
tação na data solicitada e, conforme seus recursos  e sua agenda ele define uma data mais
próxima e posterior à solicitada que gere o menor impacto para sua agenda. Neste ponto, ele
avisa a todos os solicitados e ao solicitador esta nova sugestão de data. As mensagens são
compostas  dos  seguintes  dados:  1)  Tipo  da  mensagem;  2)  Número  da  solicitação  e  3)
Data/hora sugerida.
As mensagens do subtipo Confirmação são usadas quando o agente consegue negociar com
todos seus solicitados uma data comum para atendimento a solicitação e retorna para o solici-
tador a confirmação da data solicitada. A mensagem é composta dos seguintes dados: 1) Tipo
da mensagem e 2) Número da solicitação.
As mensagens do subtipo Negativa são usadas quando nenhum recurso que o agente possui
tem as características  mínimas para atender a solicitação,  independente da data solicitada.
Cita-se como exemplo um navio com comprimento maior do que o maior berço disponível
para os navios no porto. A mensagem é composta dos seguintes dados: 1) Tipo da mensagem
e 2) Número da solicitação. Todos os agentes que recebem uma mensagem do subtipo Negati-
va  param  a  negociação  imediatamente.  Com exceção  desta  situação,  os  agentes  sempre
propõem uma nova data posterior à data solicitada. 
Figura 19 - Plano DECAF parcial para tratar o recebimento da mensagem de Solicitação 
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As mensagens do subtipo Gratidão servem para enviar os valores dos favores prestados. A
mensagem é composta dos seguintes dados:  1) Tipo da mensagem; 2) Valor dos favores pres-
tados, ( Fppr ).
Foi desenvolvido um conjunto de classes escritas na linguagem de programação Java e encap-
suladas em uma única interface que é a base para o processo de agendamento de cada recurso
de cada agente. Neste conjunto de classes, onde estão as definições de como um agente funci-
ona,  destaca-se  a  classe  denominada  pool  de recursos. Na classe  pool  de recursos  cada
recurso possui uma agenda específica onde ficam registradas as solicitações que estão agen-
dadas em um determinado período.
Como mencionado anteriormente, este conjunto de classes usa arquivos de parâmetros para
definir qualquer agente do sistema. Estes arquivos são carregados assim que o agente é inicia-
lizado.  Dentre  os  arquivos  de  parâmetros  destaca-se  o  que  representa  as  relações  de
conhecimento, acquatainces, onde para cada agente fica registrado os seguintes dados: 1) To-
dos os agentes para os quais devem ser enviadas solicitações (os solicitados) e 2) Todos os
agentes dos quais podem ser recebidas solicitações (os solicitadores). 
A interface que encapsula o conjunto de classes implementada é denominada de Interface do
Agente Geral e é a base de todos os agentes do sistema. Vale ressaltar, que cada agente imple-
mentado  por  esta  interface  conhece  única  e  exclusivamente  o  seu  mundo,  que  pode  ser
definido como sendo: seus recursos e suas respectivas agendas, as solicitações recebidas e en-
viadas, as mensagens recebidas e enviadas, e o status de negociação, confirmada ou pendente
com os outros agentes com os quais ele negocia, solicitador e solicitados e o Grau de Gratidão
em relação aos outros agentes.  
Para efetivamente testar a abordagem proposta implementada conforme descrito nesta seção,
optou-se por aplicar a abordagem e o sistema desenvolvido a um estudo de caso específico
que é a elaboração da agenda para o atendimento dos navios para carregar e descarregar em
um terminal marítimo de contêiner. Esta agenda é conhecida como fila de navios. Na próxima
seção será feita uma explicação sobre o estudo de caso.
4.7) Estudo de Caso: Terminal Marítimo de Contêiner
Um porto pode ser definido como uma área de terra limítrofe com o mar ou rio que possui
equipamentos para carregar e descarregar navios ou barcaças com segurança para a embarca-
ção e para a carga (UNCTAD, 1996) (AGERSCHOU, 1983) (ROSA, 2006). 
A atracação é o processo no qual o navio é conduzido do alto mar para uma área do porto pro-
tegida de ondas e marés. Os berços de atracação são os locais  protegidos contra ondas e
correntes nos quais os navios ficam amarrados para realizar de forma segura as operações de
carga e descarga. Cada navio ocupa um berço de atracação quando está operando. 
O porto possui áreas contíguas aos berços de atracação denominadas pátio de contêi-ner que
servem para armazenamento dos contêineres. 
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As operações de um porto podem sofrer atraso em função da quebra de equipamentos e/ou de
navios com problemas ou características que dificultem a operação. Acrescen-ta-se a isto, a
possível existência de situações de mau tempo que levem ao atraso das operações. Estas mes-
mas operações podem ser feitas em menor tempo quando as con-dições do navio facilitam as
operações ou quando os próprios operadores de equipa-mentos se superam.
A data estimada de chegada do navio é conhecida como ETA, do inglês estimated ti-me of ar-
rival. Ela é informada com quinze dias de antecedência da data que o navio vai chegar. No
entanto, nestes quinze dias podem ocorrer outras operações de car-ga/descarga deste navio em
outros portos que podem atrasar ou adiantar a chegada do navio no porto, ocasionando assim,
mudanças constantes na fila de navio. Assim sen-do, necessita-se que sejam feitas alterações
na fila de navios para refletir esta mudan-ça da data de chegada do navio fazendo com que a
fila de navios seja dinâmica. 
Para a elaboração da fila de navios do porto são necessárias as seguintes informações: 1) A
previsão de navios por um período (três a seis meses); 2) O tipo de carga que o navio está
transportando (contêiner de 20 ou 40 pés); 3) A quantidade de contêineres; 4) Os equipamen-
tos disponíveis no navio; 5) O número de berços disponíveis para o navio ficar atracado; 6) A
capacidade de chegada/escoamento de carga do porto atra-vés de transporte multimodal (fer-
rovia, caminhão e navios). 
Para que ela possa ser feita, devem-se agendar todos os recursos necessários para ope-ração
do navio na data possível de atendimento, isto é, berços de atracação, guindastes para o navio,
áreas de pátio, empilhadeiras e pontes rolantes para o pátio entre outros. Só após a reserva de
todos os recursos, pode-se considerar o navio na fila de navios.
Os administradores do porto preparam a agenda de atendimento dos navios no porto com base
nos dados anteriormente citados. Esta agenda do porto é denominada fila de navios. 
A partir da descrição sobre um porto e a fila de navios,  foi desenvolvido um estudo de caso
para atendimento a fila de  navios em um Terminal Marítimo de Contêiner a fim de avaliar o
modelo proposto. Neste estudo de caso foram definidos quatro agentes: 1) Agência; 2) Berço;
3) Pátio e 4) Equipamento. 
O agente Agência, para poder realizar suas tarefas, precisa de recursos do agente Berço. Para
o  agente Berço poder realizar suas tarefas, precisa de recursos dos agentes Pátio e Equipa-
mento.  O  agente  Pátio,  para  poder  realizar  suas  tarefas, precisa  de  recursos  do  agente
Equipamento. O agente Equipamento não precisa de  recursos de nenhum outro agente para
poder concluir sua tarefa e, portanto, o agente equipamento não necessita solicitar recursos à
outro agente sendo, então, o ponto de retorno da confirmação do sistema. 
As mensagens de Solicitação para o problema do Terminal Marítimo de Contêiner podem ser
parametrizadas conforme o tipo de problema, e possuem os seguintes dados: Número de refe-
rência  do Solicitador,  Dados  do  navio,  Dados da  carga,  Data/Hora  estimada de  chegada,
Número estimado de horas de operação. 
No próximo capítulo, são realizados os experimentos para avaliar a abordagem proposta.
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Capítulo 5 - Os Experimentos Realiza-
dos
No Capítulo anterior foi proposta e elaborada uma abordagem inspirada na sociedade humana
para solução de  problemas dinâmicos em ambientes complexos e, no intuito de avaliar esta
abordagem são feitos testes neste capítulo usando o sistema computacional desenvolvido. Es-
tes testes foram divididos em três etapas:
1. Etapa 1 - Validação do código do sistema computacional. O objetivo desta etapa é fa-
zer a validação e conferência do código computacional escrito na linguagem Java que
implementa a lógica de cada agente. Para fazer estes testes foi usada a biblioteca JUnit
(CLARK, 2000) e um conjunto de testes com as situações limites. Esta etapa é muito
importante pois é necessário garantir que a lógica do sistema computacional esteja
correta antes de testá-la no sistema multiagentes que é distribuído e multithread o que
dificulta e às vezes inviabiliza a depuração de erros de código;
2. Etapa 2 - Avaliação do sistema multiagentes proposto. Foram feitos testes de avalia-
ção   dos  sistema  fazendo  uso  de  dados  gerados  aleatoriamente,  simulando  uma
operação de um Terminal Marítimo de Contêiner.
A principal dificuldade para se desenvolver um conjunto de testes que pudesse ser padroniza-
dos e comparados decorre do fato do sistema ser distribuído e utilizar o protocolo TCP/IP,
que não possui a garantia de entrega e recebimento de mensagens na mesma seqüências que
foram enviadas. Por esta razão, não se pode garantir que um mesmo experimento consiga re-
produzir o mesmo resultado final em todos os testes.
5.1) Validação do sistema computacional
Tendo em vista que o sistema é distribuído e, portanto, com alto grau de complexidade para
ser testado, optou-se inicialmente por usar uma biblioteca de testes para testar a lógica com-
putacional desenvolvida para cada agente fora do ambiente distribuído. 
A vantagem de se usar uma biblioteca de testes é que, além de se garantir que o código em
sua primeira versão funciona adequadamente, é possível, também, testar o funcionamento do
código após o mesmo sofrer modificações e/ou implementações. 
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Foi escolhida a biblioteca de testes JUnit (CLARK, 2000) que provê de maneira automática e
gráfica o resultado dos testes aplicados sobre as classes que devem ser testadas. Para se usar a
biblioteca de testes é necessário levantar quais são as situações que podem ocorrer e qual o re-
sultado que é esperado do processamento de cada uma das situações de teste. Assim sendo,
foram levantadas treze possíveis situações que podem ocorrer quando a Interface Geral de
Agentes é executada. Para estas treze situações foram definidos quais seriam os resultados es-
perados. As treze situações de teste que podem ocorrer são apresentadas a seguir:
1. Existe uma solicitação já agendada e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia na mesma data/hora da solicitação já agendada (Figura 20);
2.  Existe uma solicitação já agendada e uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia e termina com folga antes da solicitação previamente agendada
(Figura 21);
Figura 20 - Exemplo da primeira situação de teste
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Figura 21 - Exemplo da segunda situação de teste
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3. Existe uma solicitação já agendada e uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia e termina exatamente antes da solicitação previamente agenda-
da (Figura 22);
4. Existe uma solicitação já agendada e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia antes do início da solicitação previamente agendada e termina
no intervalo do agendamento dela (Figura 23);
5. Existe uma solicitação já agendada e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia depois do início da solicitação previamente agendada e termina
depois do término da mesma (Figura 24);
 
Figura 23 - Exemplo da quarta situação de teste
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Figura 22- Exemplo da terceira situação de teste
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6. Existe uma solicitação já agendada e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia exatamente depois do fim da solicitação previamente agendada
(Figura 25);
7. Existe uma solicitação já agendada e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia depois do fim da solicitação previamente agendada (Figura 26);
Figura 24 - Exemplo da quinta situação de teste 
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Figura 25 - Exemplo da sexta situação de teste
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8. Existem duas solicitações já agendadas e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia e termina no meio do intervalo entre as duas previamente agen-
dadas. Possui folga no início e no término (Figura 27);
9. Existem duas solicitações já agendadas e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia e termina no intervalo entre as duas previamente agendadas.
Não possui folga após a primeira e nem antes da última (Figura 28).
Figura 26 - Exemplo da sétima situação de teste
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Figura 27 - Exemplo da oitava situação de teste
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10. Existem duas solicitações já agendadas e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia no meio do período agendado para a primeira solicitação e, não
precisa deslocar o agendamento da segunda, ficando no meio das duas previamente
alocadas sem folga (Figura 29);
 
11. Existem duas solicitações já agendadas e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia antes da primeira solicitação agendada, e provoca, pelo deslo-
camento  do  agendamento  da  primeira,  o  deslocamento  do  início  da  segunda
solicitação previamente agendada também (Figura 30);
Figura 29 - Exemplo da décima situação de teste
Agendada 101
/0
1/
20
02
 2
2
02
/0
1/
20
02
 1
4
17
Antes
Agendada 203
/0
1/
20
02
 0
8
04
/0
1/
20
02
 0
0
17
Nova Solic.02
/0
1/
20
02
 1
2
03
/0
1/
20
02
 0
4
17
Agendada 101
/0
1/
20
02
 2
2
02
/0
1/
20
02
 1
4
17
Depois
Agendada 203
/0
1/
20
02
 0
8
04
/0
1/
20
02
 0
0
17
Nova Solic.02
/0
1/
20
02
 1
5
03
/0
1/
20
02
 0
7
17
Figura 28 - Exemplo da nona situação de teste
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12. Existem duas solicitações já agendadas e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia antes da primeira solicitação agendada, e provoca o desloca-
mento do agendamento da primeira e, a faz encostar no início do agendamento da
segunda solicitação previamente agendada (Figura 31);
Figura 30 - Exemplo da décima primeira situação de teste
Figura 31 - Exemplo da décima segunda situação de teste
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13. Existem duas solicitações já agendadas e, uma nova solicitação é feita ao sistema. Esta
nova solicitação inicia após o término da primeira solicitação agendada, e antes do iní-
cio da segunda já agendada, provocando o deslocamento do agendamento da segunda
(Figura 32).
A partir do levantamento das treze situações de teste, foi elaborado um programa de computa-
dor que realiza os treze testes anteriormente citados e que verifica se os valores de saída
conferem com os valores esperados de saída. Este programa foi escrito na linguagem de pro-
gramação Java usando a biblioteca JUnit. 
Como visto anteriormente, é a biblioteca JUnit que fornece as classes para que efetivamente
seja feito a bancada de testes da lógica de programação. O programa desenvolvido apresenta
uma tela gráfica gerada a partir da biblioteca JUnit que pode ser vista na  Figura 33 onde é
dado destaque para os treze testes realizados.
Figura 32 - Exemplo da décima terceira situação de teste
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A partir destes testes, verificou-se que nas treze situações elencadas, o sistema funcionou em
termos de lógica computacional conforme o que se esperava. Na próxima seção, serão apre-
sentados os testes do sistema multiagentes.
Figura 33 - Tela final de execução do programa de teste com a biblioteca JUnit
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5.2) Validação do funcionamento do sistema multiagentes através do  estudo
de caso do Terminal Marítimo de Contêiner
A partir deste ponto, é realizada a validação do funcionamento do sistema distribuído no que
tange às questões de negociação e troca de mensagens. Para os testes foram feitas simulações
de geração da fila de navios de um Terminal Marítimo de Contêiner e, também, as análises
dos resultados de cada um dos dois padrões de negociação e uma comparação entre eles e os
resultados alcançados por um Modelo de Referência.
O Modelo de Referência foi elaborado a partir de operações portuárias típicas. Numa opera-
ção portuária típica, a fila de navios, que representa a seqüência de atendimento aos navios
que solicitam atracação e operação no terminal, é gerada a partir da disponibilidade, na data
solicitada, de berço de atracação, de áreas de pátio e de equipamentos para operar o berço e o
pátio. Caso existam os recursos citados, faz-se a reserva deles de tal maneira que quando o
navio chegar para operar, todos os recursos estejam disponíveis para atendê-lo, pois caso con-
trário ele não poderá iniciar sua operação, quer seja por falta de equipamentos, ou por falta de
área no pátio ou  de berço de atracação.
Numa operação portuária típica ocorre a possibilidade de um navio ter sua data de chegada al-
terada em função de uma operação que tenha demorado mais em um porto ou por problemas
naúticos e, assim sendo, pode haver a necessidade de alteração da fila de navio. Portanto, a
fila de navios é dinâmica.
O Modelo de Referência foi elaborado com base na descrição anteriormente feita de uma ope-
ração portuária típica. No entanto, ele não contempla a questão da mesma ser dinâmica, e na
sua elaboração foi criado um ambiente de simulação onde foram registrados todos os recursos
existentes no porto e suas regras de utilização.
Desta forma, as principais características do Modelo de Referência são, ver Figura 34:
1. Critério First In-First Served;
2. Critério baseado na data da solicitação;
3. Estático, não há replanejamento;
4. Só agenda os navios caso todos os recursos necessários possam ser agendados;
5. Descreve o funcionamento adotado por uma operação portuária típica;
6.  Minimiza o flow time.
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Figura 34 - Principais características do Modelo de Referência
O Modelo de Referência foi construído e executado fazendo uso do software de simulação
Arena (KELTON et. al., 2004) (AMORIM, 2005) que simula de forma estática o recebimento
de solicitações para operar no porto. 
Tanto para o Modelo de Referência quanto para os dois protocolos de negociação propostos
foram elaborados alguns cenários de testes. As características destes cenários são descritas a
seguir.
Como características do tamanho do porto, usou-se três configurações de berço de atracação:
1. Um berço, cenário bem restritivo;
2. Três berços;
3. Cinco berços. 
Para as três características do tamanho do porto, gerou-se a chegada de navios, solicitações de
atracação, com base em uma distribuição exponencial. Foram geradas três seqüências seguin-
do as seguintes características da distribuição exponencial: 
1. Com média de tempo entre dois navios igual a seis horas;
2. Com média de tempo entre dois navios igual a doze horas;
3. Com média de tempo entre dois navios igual a três horas. Esta seqüências é usada so-
mente no Cenário 25 com o objetivo de testar uma saturação muito grande de chegada
de navios ao porto.
Para cada umas destas seqüênciass, foram gerados os tempos de operação de cada solicitação
baseados numa distribuição normal. Para tal, foram gerados dois tempos de operação seguin-
do as seguintes características da distribuição normal: 
1. Com média de tempo de operação de dezoito horas e com desvio padrão de seis horas;
2. Com média de tempo de operação de trinta e seis horas e com desvio padrão de doze
horas.
Modelo de Referência
● Critério First In-First Served
● Critério baseado na data da solicitação
● Estático, não há replanejamento
● Só agenda os navios caso todos os recursos necessários possam ser
agendados
● Descreve o funcionamento adotado por uma operação portuária típica
●  Minimiza o flow time
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Nestes cenários, foi estabelecido um limite máximo de vinte e quatro horas entre a data de so-
licitação de atracação e a data possível de atendimento. Caso não seja possível atender dentro
deste limite, o navio não será agendado para operar no porto.
No caso do protocolo de negociação com o critério de desempate baseado na emoção, os va-
lores do Grau de Gratidão foram gerados aleatóriamente. Esta geração ocorre no momento em
que o agente é inicializado.
Para elaboração da base de testes, tanto para os protocolos propostos como para o Modelo de
Referência, foram gerados e utilizados vinte e cinco cenários conforme explicado anterior-
mente, ver Tabela 2.
Foram realizadas dez rodadas de simulação para cada um dos vinte e cinco cenários, pois os
resultados dos testes não são determinísticos. Os resultados dos protocolos propostos foram
Tabela 2 - Cenários de Teste para a Abordagem Proposta
Média
1 1 200 6 18 6
2 1 200 6 36 12
3 1 200 12 18 6
4 1 200 12 36 12
5 3 200 6 18 6
6 3 200 6 36 12
7 3 200 12 18 6
8 3 200 12 36 12
9 5 200 6 18 6
10 5 200 6 36 12
11 5 200 12 18 6
12 5 200 12 36 12
13 3 500 6 18 6
14 3 500 6 36 12
15 3 500 12 18 6
16 3 500 12 36 12
17 5 500 6 18 6
18 5 500 6 36 12
19 5 500 12 18 6
20 5 500 12 36 12
21 5 1000 6 18 6
22 5 1000 6 36 12
23 5 1000 12 18 6
24 5 1000 12 36 12
25 5 1000 3 36 12
Cenários de 
teste
Tamanho do 
Porto – Número 
de Berços
Número de 
Solicitações de 
Atracação
Seqüencia de Chegada 
Distrib. Exponencial 
Tempo Médio entre 
Navios
Tempo de Operação 
Distribuição Normal
Desvio 
Padrão
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comparados com os resultados obtidos pelo Modelo de Referência. Para análise dos resulta-
dos, foram definidas três métricas:
1. Flow time. O flow time avalia o tempo entre a data de solicitação de atracação e a data
efetiva de atracação. Em termos práticos, o flow time representa o tempo que o navio
espera desde sua chegada à área do porto até sua atracação efetiva;
2. Número de solicitações não atendidas. Este valor mede a capacidade do sistema de
agendar o máximo possível de navios no porto respeitando o limite máximo de vinte e
quatro horas entre a data de solicitação de atracação e a data possível de atendimento;
3. Número de mensagens realizadas. O número de mensagens realizadas representa o nú-
mero total de mensagens e indica o esforço do sistema proposto para chegar à solução
final.
Os resultados alcançados para cada um dos vinte e cinco cenários são apresentados nas tabe-
las de número três à vinte e sete. 
Tabela 3 - Resultados do Cenário de Teste 1
Flow Time
Critério de Agendamento Média (Un)
14,6 0,8 132,1 0,7 ----- -----
15,1 1,1 132,1 0,7 3.368,3 38,1
15,4 1,2 132,1 0,7 4.184,6 41,2
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 4 - Resultados do Cenário de Teste 2
Tabela 5 - Resultados do Cenário de Teste 3
Flow Time
Critério de Agendamento Média (Un)
16,3 0,8 167,4 0,8 ----- -----
16,6 1,1 167,4 0,8 3.794,7 37,9
16,8 1,3 167,4 0,8 4.642,2 52,2
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
10,1 0,6 79,1 0,2 ----- -----
10,3 0,8 79,1 0,2 2.914,3 25,2
10,3 0,8 79,1 0,2 3.921,3 39,8
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 6 - Resultados do Cenário de Teste 4
Tabela 7 - Resultados do Cenário de Teste 5
Flow Time
Critério de Agendamento Média (Un)
15,1 0,9 135,2 0,8 ----- -----
15,2 1,0 135,2 0,8 3.520,3 36,1
15,3 1,1 135,2 0,8 4.232,2 43,4
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
5,9 0,4 20,1 0,1 ----- -----
6,2 0,6 20,1 0,1 1.418,9 18,1
6,2 0,6 20,1 0,1 2.037,4 22,1
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 8 - Resultados do Cenário de Teste 6
Tabela 9 - Resultados do Cenário de Teste 7
Flow Time
Critério de Agendamento Média (Un)
8,8 1,1 96,1 0,2 ----- -----
9,1 1,3 96,1 0,2 2.724,8 34,1
9,2 1,4 96,1 0,2 3.421,4 40,7
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
4,6 0,2 0,0 0,0 ----- -----
4,6 0,2 0,0 0,0 1.840,7 16,1
4,6 0,2 0,0 0,0 2.100,2 22,3
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 10 - Resultados do Cenário de Teste 8
Tabela 11 - Resultados do Cenário de Teste 9
Flow Time
Critério de Agendamento Média (Un)
6,1 0,3 37,1 0,1 ----- -----
6,3 0,5 37,1 0,1 2.301,2 27,0
6,4 0,5 37,1 0,1 2.947,4 36,3
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
4,8 0,1 0,0 0,0 ----- -----
5,0 0,2 0,0 0,0 1.820,2 18,4
5,0 0,2 0,0 0,0 1.930,1 23,1
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 12 - Resultados do Cenário de Teste 10
Tabela 13 - Resultados do Cenário de Teste 11
Flow Time
Critério de Agendamento Média (Un)
6,1 0,2 34,1 0,1 ----- -----
6,3 0,4 34,1 0,1 2.399,9 19,2
6,4 0,4 34,1 0,1 3.039,8 29,6
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
4,1 0,1 0,0 0,0 ----- -----
4,1 0,3 0,0 0,0 1.812,4 22,2
4,2 0,3 0,0 0,0 1.903,9 24,7
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 14 - Resultados do Cenário de Teste 12
Tabela 15 - Resultados do Cenário de Teste 13
Flow Time
Critério de Agendamento Média (Un)
4,4 0,4 1,0 0,0 ----- -----
4,6 0,5 1,0 0,0 1.901,4 25,9
4,6 0,5 1,0 0,0 2.179,3 32,7
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
6,1 0,4 47,1 0,1 ----- -----
6,2 0,5 47,1 0,1 6.369,9 74,3
6,2 0,6 47,1 0,1 7.710,5 95,8
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 16 - Resultados do Cenário de Teste 14
Tabela 17 - Resultados do Cenário de Teste 15
Flow Time
Critério de Agendamento Média (Un)
9,5 1,3 243,8 0,9 ----- -----
9,6 1,3 243,8 0,9 8.673,4 68,4
10,4 1,7 243,8 0,9 9.996,4 108,1
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
5,1 0,3 1,0 0,0 ----- -----
5,4 0,5 1,0 0,0 5.700,1 79,3
5,4 0,5 1,0 0,0 6.307,3 91,2
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 18 - Resultados do Cenário de Teste 16
Tabela 19 - Resultados do Cenário de Teste 17
Flow Time
Critério de Agendamento Média (Un)
7,3 1,1 82,1 0,2 ----- -----
7,4 1,2 82,1 0,2 6.679,7 90,3
7,5 1,3 82,1 0,2 7.932,4 109,1
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
4,7 0,2 0,0 0,0 ----- -----
4,9 0,3 0,0 0,0 5.404,5 49,1
4,9 0,3 0,0 0,0 6.391,2 61,2
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 20 - Resultados do Cenário de Teste 18
Tabela 21 - Resultados do Cenário de Teste 19
Flow Time
Critério de Agendamento Média (Un)
5,4 0,2 88,2 0,4 ----- -----
5,6 0,3 88,2 0,4 8.209,3 99,7
5,8 0,4 88,2 0,4 9.122,3 101,7
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
4,2 0,1 0,0 0,0 ----- -----
4,3 0,3 0,0 0,0 5.101,1 47,2
4,3 0,3 0,0 0,0 6.104,1 58,1
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 22 - Resultados do Cenário de Teste 20
Tabela 23 - Resultados do Cenário de Teste 21
Flow Time
Critério de Agendamento Média (Un)
4,4 0,1 5,0 0,0 ----- -----
4,8 0,3 5,0 0,0 6.341,7 81,4
4,8 0,3 5,0 0,0 7.797,1 104,6
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
5,1 0,3 0,0 0,0 ----- -----
5,2 0,4 0,0 0,0 11.420,0 79,3
5,2 0,4 0,0 0,0 12.541,4 89,1
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Tabela 24 - Resultados do Cenário de Teste 22
Tabela 25 - Resultados do Cenário de Teste 23
Flow Time
Critério de Agendamento Média (Un)
9,1 0,8 179,6 0,8 ----- -----
10,2 1,0 179,6 0,8 14.081,2 142,1
11,4 1,3 179,6 0,8 15.494,3 173,2
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
4,8 0,2 0,0 0,0 ----- -----
5,1 0,2 0,0 0,0 11.106,0 77,4
5,1 0,2 0,0 0,0 12.207,4 88,3
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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A partir dos resultados apresentados nas tabelas três a vinte e sete é feita a análise sob a ótica
das três métricas definidas anteriormente: 
1. Flow time;
2. Numero de Solicitações Não Atendidas;
3. Número de Mensagens Realizadas.
Tabela 26 - Resultados do Cenário de Teste 24
Tabela 27 - Resultados do Cenário de Teste 25
Flow Time
Critério de Agendamento Média (Un)
4,9 0,4 7,0 0,0 ----- -----
5,2 0,4 7,0 0,0 11.773,2 77,4
5,2 0,5 7,0 0,0 12.617,3 107,1
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
Flow Time
Critério de Agendamento Média (Un)
9,9 1,1 577,7 1,4 ----- -----
10,4 1,7 577,7 1,4 16.129,9 178,4
12,1 2,1 577,7 1,4 19.122,3 196,5
Numero de Solicitações 
Não Atendidas
 Número de Mensagens 
Realizadas
Média 
(Horas)
Desvio 
Padrão
Média    
(Un.)
Desvio 
Padrão
Desvio 
Padrão
Modelo de
Referência
1- Com a possibilidade 
de deslocar em função da 
data de chegada
2 - Com a possibilidade 
de deslocar em função da 
data de chegada usando 
como critério de 
desempate a emoção
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Em relação ao flow chart, os dois protocolos de negociação propostos se aproximam muito do
valor do Modelo de Referência e possuem uma variabilidade muito próxima ao mesmo. Esta
variabilidade, medida pelo desvio padrão, tanto no Modelo de Referência como nos dois pro-
tocolos propostos, é causada pela distribuição exponencial que gera valores mais perto um
dos outros no início e valores mais espaçados no fim da distribuição.
Outro fato importante é que os dois protocolos de negociação obtiveram resultados semelhan-
tes entre si e o Modelo de Referência independente do número de solicitações e, conforme
visto anteriormente, só é afetado pelas mesmas condições do Modelo de Referência.
Quanto ao número de solicitações não atendidas, situação imposta pelo limite de vinte quatro
horas para os testes, os dois protocolos de negociação alcançaram em todos os testes valores
iguais aos encontrados pelo Modelo de Referência, inclusive numa análise feita por cada ro-
dada de simulação, o número de solicitações foi sempre o mesmo. A variabilidade é igual em
todos os testes para o Modelo de Referência e para os dois protocolos propostos. Ela é ocasio-
nada em função dos dados de entrada serem diferentes nas dez rodadas de simulação.
Para os dois protocolos propostos, o número de mensagens realizadas, em valores absolutos,
apresenta valores que chegam ao máximo de 22.395 para o cenário 25 com 1.000 solicitações,
o que aparentemente é um valor alto. No entanto, pode-se perceber que para cada solicitação,
o sistema multiagentes deve gerar uma mensagem de solicitação do agente agência para o
agente berço, uma mensagem de solicitação do agente berço para o agente pátio, uma mensa-
gem  de  solicitação  do  agente  berço  para  o  agente  equipamento  e  uma  mensagem  de
solicitação do agente pátio para o agente equipamento. Além disso, para cada uma destas qua-
tro  mensagens,  deve-se  ter  uma mensagem de  confirmação de atendimento  a  solicitação,
portanto mais quatro mensagens. Então, para cada solicitação no mínimo oito solicitações de-
vem ocorrer. 
Soma-se a isso, o fato que a cada mensagem de sugestão, no mínimo mais oito mensagens de-
vem ocorrer. Assim sendo, para os cenários onde ocorrem muita negociação é de se esperar
que o valor do número de mensagens realizadas aumente.
Este número aumenta em função da intensidade de negociação que porventura venha ocorrer.
No entanto, em todos os testes realizados os dois protocolos propostos convergiram para o re-
sultado final.
Aliado a isso, deve-se ressaltar, que com exceção das mensagens de solicitações, todas as ou-
tras  mensagens  são  formadas  por  poucos  caracteres,  a  de  confirmação possui  somente  o
código da solicitação, três caracteres, a de sugestão possui o código da solicitação e a data su-
gerida,  onze  caracteres.  Portanto,  o  impacto  delas  no  sistema  não  é  tão  grande  e,  em
contrapartida, ganha-se na distribuição dos processos, o que não ocorre no Modelo de Refe-
rência.
Vale observar que o valor do desvio padrão para o número de mensagens realizadas é inerente
ao fato das entradas de dados serem diferentes para as dez rodadas de simulação. Este fato
acarreta variados níveis de negociação em função das datas de solicitação serem diferentes em
cada rodada de simulação levando ao aumento do desvio padrão registrado após as dez roda-
das de simulação.
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Os resultados do protocolo 2 reforçam a idéia que sua maior virtude não é melhorar resulta-
dos,  mas,  sim,  ser  um elemento  de  desempate  em conflitos  que  possam ocorrer  em um
ambiente de negociação. Isto pode ser melhor notado quando é feita a análise caso a caso,
onde é observado que apesar do número de solicitações não atendidas serem iguais, as solici-
tações  atendidas  não  são  as  mesmas,  pois  elas  dependem do  Grau  de  Gratidão  gerados
aleatoriamente no início do processamento e, também, do desenrolar das negociações quando
vai ocorrendo as modificações do Grau de Gratidão.
Nos cenários 1 a 25, os dois protocolos propostos se apresentam de forma estável nos testes,
podendo ser, ambos, alternativas interessantes para resolução desta classe de problema, alcan-
çando, inclusive, resultados muito próximos aos alcançados pelo Modelo de Referência, que
utiliza as técnicas de simulação, atualmente, largamente difundidas no setor portuário.
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Capítulo 6 - Conclusões
Foi apresentado nesta tese uma proposta de abordagem inspirada na sociedade humana para
solução de problemas de agendamento em ambientes dinâmicos e complexos. Além disso, fo-
ram propostos três padrões de negociação, dando destaque a proposta inovadora de um padrão
de negociação inspirado nas emoções humanas. 
Desta proposta foi elaborada uma abordagem e, também, foi desenvolvido um sistema com-
putacional que utiliza a técnica de agentes e sistemas multiagentes. Com este sistema, foram
realizados diversos testes experimentais e os resultados apresentados no Capítulo 4.
Este sistema computacional foi aplicado, também, num estudo de caso de um Terminal Marí-
timo de Contêiner onde se busca uma solução do problema de elaboração da fila de navios do
terminal. A aplicação desta abordagem a este estudo de caso, também, é inovadora.
O maior objetivo da abordagem não é obter resultados ótimos, mas sim, obter resultados tão
bons ou melhores que os conseguidos na prática proporcionando a elaboração de ferramentas
computacionais que possam, eventualmente, substituir o ser humano sem haver perda de qua-
lidade do serviço prestado. Esta substituição pode gerar os seguintes ganhos: 1) Redução de
recursos aplicados na negociação; 2) Redução no nível de estresse dos envolvidos nesta nego-
ciação; 3) Agilidade no processo de negociação através da automação completa do processo.
Um outro ponto importante que advém desta abordagem é que os padrões de interação e ne-
gociação na sociedade humana podem ser usados como fonte de inspiração para abordagems
de solução de problemas complexos sem se valer de métodos matemáticos robustos. Além
disso, após os testes pode-se observar que a escolha do padrão de negociação é questão funda-
mental para o bom resultado da abordagem proposta.
Portanto, como a abordagem proposta incorpora padrões de negociação como sendo um com-
plemento dela,  é possível inserir nela novos padrões de negociação, além dos três padrões
modelados e testados, e tratar outros problemas analisando somente o padrão de negociação
utilizado no negócio e inserí-lo na abordagem. Com isto, a abordagem pode ser aplicada aos
mais diversos tipos de problema que envolvam agendamento de recursos e negociação para se
alcançar este agendamento.
A abordagem proposta alcançou bons resultados quando comparados com o Modelo de refe-
rência. Vale ressaltar que os resultados dos dois protocolos propostos na abordagem da tese
não teve qualquer interferência humana. Além disso, apesar das incertezas inerentes a um sis-
tema distribuído, garantia de entrega ordenada das mensagens, o sistema computacional se
mostrou estável nas diversas repetições dos testes. 
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Vale ressaltar que muitos destes métodos centralizados e de abordagem matemática nem sem-
pre conseguem resolver os problemas dinâmicos em ambientes complexos. Nestes ambientes
a informação para a solução do problema não se apresenta de forma completa e sempre estão
sendo alteradas o que dificulta sobremaneira a solução pelos métodos citados. Já no caso da
abordagem proposta como a solução emana da negociação e da troca de propostas e contra-
propostas entre os agentes, os mesmos não precisam das informações globais e podem ir se
adaptando ao longo do tempo e se ajustando às modificações.
A abordagem proposta foi aplicada a outros estudos de caso. Por exemplo, estão concluídos
os testes aplicados ao problema de agendamento da recepção de caminhões para carregar e
descarregar em um centro de distribuição, apresentando resultados tão bons quanto aos encon-
trados no mundo real (ROSA, SCHNEEBELI, 2004).
Outros trabalhos em ambientes complexos que envolvem negociação vem sendo estudados e
testados, também, em paralelo ao estudo de caso específico desta tese, nas áreas de: 1) Aloca-
ção dinâmica de caminhões de uma frota de entrega e coleta, 2) Reposição de estoques, 3)
Distribuição dinâmica de reservas de quartos em um sistema de consórcio hoteleiro.
6.1) Trabalhos Futuros
Como trabalho futuro, espera-se analisar outros problemas logísticos e com isso modelar ou-
tros padrões de negociação e avaliar os resultados encontrados. Com isto, espera-se criar uma
biblioteca de padrões de negociação que possa dar suporte a um grande número de problemas
logísticos.
Com base nestas bibliotecas, espera-se criar uma interface gráfica para configuração do pro-
blema logístico que se deseja solucionar e, assim, poder distribuir uma ferramenta genérica
aplicada a problemas logísticos que possa ser usada por qualquer usuário.
Além disto, deve-se analisar outras emoções que desempenham papel importante nas relações
sociais, dentre estas citam-se o medo, a raiva, a vaidade. Com esta análise, pode-se propor
mecanismos de negociação que tenham como base mais de uma emoção e avaliar se os mes-
mos trazem melhores resultados do que mecanismos baseados em somente uma emoção.
Por fim, deve-se buscar um mecanismo interno a cada um agente que consiga perceber, avali-
ar e decidir por um mecanismo de negociação dinamicamente, visando assim, criar um agente
que se assemelha a um ser humano que consegue se adaptar a diversos ambientes de negocia-
ção como, por exemplo, sua família, seu emprego, o trânsito no qual ele dirige seu carro entre
outros.
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Anexo A - Sistema Computacional para
a Abordagem Proposta
Neste anexo são descritas as ferramentas computacionais empregadas no desenvolvimento do
sistema computacional que suporta a abordagem proposta.
Para implementação do modelo do sistema multiagentes foi usada a ferramenta DECAF (Dis-
tributed Environment Centered Agent Framework) (Graham, 2001, 2000) (McGeary, 2001)
(McGeary, Decker, 2001) (Graham, Decker, Mersic, 2003). O DECAF é uma ferramenta para
desenvolvimento de agentes e sistemas multiagentes implementada em linguagem Java que
provê algumas funcionalidades que agilizam o desenvolvimento e a execução dos testes dos
agentes e do sistema multiagentes. Dentre estas funcionalidades, citam-se as três funções a se-
guir:
1. Desenhar graficamente a estrutura funcional do agente, plano do agente; 
2. Disponibilizar a infra-estrutura para a execução de agentes, fluxo de métodos que de-
vem ser executados pelo agente em função das mensagens recebidas e dos métodos; 
3. Prover o sistema de um servidor de nomes de agentes.
O desenho da estrutura funcional do agente é representado na ferramenta DECAF como uma
rede de tarefas hierarquizadas denominada HTN (Hierarchical task network) (Graham, 2001)
que provê:
1. Uma estrutura útil para a coordenação do agente através da definição de como o agen-
te funciona e como as tarefas que ele executa estão relacionadas;
2. Conceitos de adaptabilidade permitindo que vários resultados de saída e vários fluxos
de dados possam ser modelados.
O DECAF disponibiliza uma ferramenta visual denominada PlanEditor para a representação
da rede de tarefas. Esta ferramenta permite o desenvolvimento da definição do funcionamento
do agente, de suas tarefas e seus relacionamentos com as outras tarefas e dos resultados e dos
fluxos de dados dentro do agente, Figura 35, (Graham, 2001).
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Na tela do PlanEditor da Figura 35 podem ser vistas as seguintes áreas:
1. No canto superior esquerdo da tela está representada textualmente a hierarquia das ta-
refas;
Figura 35 - Tela do programa PlanEditor do DECAF para elaboração dos agentes
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2. No canto inferior esquerdo da tela é apresentada a linguagem que define o funciona-
mento de cada  agente  e  suas  tarefas.  Esta  linguagem é  gerada  automaticamente  à
medida que as tarefas são desenhadas graficamente no lado direito da tela. 
3. No lado direito da tela é feita a representação gráfica do funcionamento do agente e
que gera automaticamente o resultado textual no canto superior direito e o conteúdo da
linguagem no canto esquerdo inferior.
O PlanEditor oferece também a possibilidade de gerar automaticamente o esqueleto do códi-
go em linguagem Java para implementação da lógica de cada uma das tarefas. 
Para cada agente é definido um plano onde todo o funcionamento do agente está escrito e to-
das as tarefas e as interrelações entre elas estão definidas. O plano é de fato o arquivo texto
gerado pela soma das definições de cada uma das tarefas descritas pela linguagem vista  no
canto inferior esquerdo da tela.
As figuras Figura 36 e Figura 37 representam um único plano DECAF. Elas foram divididas
em duas figuras visando uma melhor visualização nesta tese. No plano DECAF existem três
estruturas visuais importantes: 
1. Tarefas, . As tarefas podem receber parâmetros que são variáveis representadas a
esquerda do símbolo da tarefa e as variáveis de saída que estão representadas do lado
direito do símbolo;
2. Ações,  . As ações podem receber parâmetros que são varáveis representadas a
esquerda do símbolo da ação e as variáveis de saída que estão representadas do lado
direito do símbolo;
3. Tarefas não locais, . As tarefas não locais podem receber parâmetros que são va-
riáveis representadas a esquerda do símbolo da tarefa não local e as variáveis de saída
que estão representadas do lado direito do símbolo; 
As linhas nas Figuras  36 e  37 representam as possíveis seqüências de processamento e que
são ativadas através da passagem das variáveis de saída de uma tarefa ou ação ou tarefas não
locais para os parâmetros de entrada das tarefas ou das ações ou das tarefas não locais que a
linha esteja conectando. 
Toda tarefa deve ter pelo menos uma variável de saída e pode ou não ter uma variável de en-
trada. No entanto, caso ela possua variável de entrada, ela só será processada caso todas as
variáveis de entrada tenham recebido valores das variáveis de saída nos quais estão conecta-
dos. Todo este mecanismo é controlado pelo DECAF em tempo de execução do agente.
O nome da tarefa mais no topo das Figuras 36 e 37 é composto de dois segmentos, um a direi-
ta do traço de underscore e outra à esquerda. O segmento à esquerda é a ontologia que está
sendo usada e o à direita é o nome da mensagem que está sendo recebida. A mensagem envia-
da de um agente para outro agente deve conter, então, a ontologia e o nome da mensagem. O
nome completo para a mensagem no plano DECAF é então Ontologia_NomeMensagem.
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Existem somente dois tipos de mensagem  que não podem possuir ontologia no DECAF: Uma
de inicialização, _Startup e uma de término do agente, _Shutdown (McGeary, 2001). Ambas
são internas ao funcionamento do DECAF.
Foi desenvolvido um único modelo de agente denominado agente padrão e que é a base para
todos os agentes do sistema. O plano DECAF do agente padrão trata somente de dois tipos de
mensagens: 1) Solicitação, Porto_RecebeSolicita e 2) Resposta,  Porto_RecebeResposta. Es-
tas serão as únicas maneiras dos agentes atuarem no sistema multiagentes, ora enviando e
recebendo solicitação e ora enviando e recebendo respostas às solicitações. 
Cada tarefa no DECAF gera a implementação de uma classe Java e cada ação vinculada a ela
através da linha no plano representa um método dentro desta classe. 
Figura 36 - Plano parcial DECAF da mensagem solicitação 
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Foi desenvolvido um conjunto de classes escritas em Java e encapsuladas em uma única inter-
face para descrever a lógica do agendamento dos recursos do agente. Esta interface é a base
para o processo de agendamento dos recursos de cada agente, Figura 38. Neste conjunto de
classes estão as definições de como um agente faz efetivamente o agendamento de seus recur-
sos. Dentre as várias classes deste conjunto, destacam-se duas classes: 1) Pool de solicitações
recebidas e 2) Pool de recursos que o agente pode utilizar para executar as tarefas.
A classe AgenteGeral, Figura 38, é a única utilizada no desenvolvimento dos agentes e serve
como interface e encapsulamento de todas as outras classes desenvolvidas. Portanto, cria-se
em cada agente um único objeto da classe AgenteGeral que terá todos os métodos de todas as
classes para executar o agendamento.
Figura 37 - Plano parcial DECAF da mensagem resposta
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Figura 38 - Esquemático das classes em Java para o Agente Padrão
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Vale ressaltar, que cada agente implementado por esta interface conhece única e exclusiva-
mente o seu mundo, que pode ser definido como sendo: seus recursos  e suas respectivas
agendas, as solicitações recebidas e enviadas, as mensagens recebidas e enviadas, e o status
da negociação. 
O ambiente DECAF tem, também, a função de prover o ambiente computacional para execu-
tar o sistema proposto. O roteamento das mensagens é feito através do programa ANS (Agent
Name Service) e do programa ANSQUERY (Agent Name Service Query), ambos são parte in-
tegrante da biblioteca DECAF. 
O ambiente de produção dos agentes pode ser visualizado em cinco camadas, Figura 39:
1. Máquina virtual Java;
2. Classes das ferramentas DECAF;
3. Plano do Agente escrito no PlanEditor;
4. Classes que representam a lógica de agendamento das tarefas e das ações descritas no
plano do agente;
5. Classes que representam a lógica do agendamento dos recursos do agente.
Figura 39 - Camadas do ambiente de produção do sistema multiagentes
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Como todas as classes DECAF são escritas em Java, faz-se necessário para executar o agente
que a máquina virtual Java esteja rodando. Em cima da máquina virtual Java são executadas
as classes DECAF. Estas classes carregam os planos do agente. Na medida que o agente rece-
be uma solicitação, o DECAF percorre o plano do agente para ver qual a tarefa ou ação ele
tem que executar e, então, carrega a classe necessária. Por fim, ao executar as classes que re-
presentam  o  funcionamento  das  tarefas  e  ações,  o  agente  deve  fazer  efetivamente  o
agendamento dos seus recursos e, para tanto, ele carrega as classes da lógica de agendamento.
Para o funcionamento do sistema multiagentes deve-se primeiramente executar duas classes
Java denominadas: 1) ANS e 2) ANSQUERY. A classe ANS é um servidor de nomes aplica-
dos aos agentes do sistema multiagentes e a classe ANSQUERY faz a representação visual da
classe ANS. Todos os agentes que são inicializados no sistema multiagentes devem se cadas-
trar no servidor de nomes ANS no intuito de serem vistos pelo sistema multiagentes.
Uma vez que o servidor de nomes esteja operacional, pode-se inicializar os agentes. Para tan-
to, deve-se executar classe Agent que é a responsável por interpretar os planos dos agentes. A
tela de inicialização  do agente padrão é apresentada na  Figura 40 e é a mesma da classe
Agent.
A tela de inicialização do agente DECAF apresenta dados do servidor de mensagens, os dados
do agente, como nome, qual a máquina que ele ele está sendo executado e o nome do plano do
agente,  Figura 40. O botão  Start Agent carrega o plano do agente e o botão  Register faz a
identificação do agente ao servidor de nomes.
Figura 40 - Tela de inicialização do Agente Padrão
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A Figura 41 apresenta uma tela do agente em execução. Na parte branca no canto superior/es-
querdo  são  postadas  as  mensagens  enviadas  e  no  canto  superior/direito  são  postadas  as
mensagens recebidas. Na parte inferior é mostrado o status do funcionamento do agente.
O processo apresentado deve ser executado para cada um dos agentes do sistema multiagen-
tes. Após todos os agentes terem sido inicializados, simula-se o envio de uma mensagem do
mundo externo para o agente Agenc01 e este começa a enviar e receber mensagens dos outros
agentes até que se chegue numa data de acordo para todas as solicitações que tenham sido fei-
tas ao sistema multiagentes.
Figura 41 - Tela de execução da classe Agent rodando o agente Agenc01
