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ABSTRACT
The analysis of structural systems must deal with many sources of nonlinearity and uncer-
tainty. However, due to the mathematical difficulties involved in the analysis, simplifications
must be performed, which do not model in an accurate way the real physical model. An
appropriate use of identification algorithms must deal with mathematical models of this
complex structural behavior.
Thus, this thesis proposes a nonlinear identification application for structural systems
affected by dynamic excitations. The dynamic behavior nonlinear and complex structural
system modeled as shear building hysteretic Bouc–Wen type is analyzed, using sinusoidal
and earthquake induced time histories in the structural response. A two nonlinear structural
identification strategies are evaluated for parameter identification: the well–known extended
Kalman filter (EKF) and an application from recent developments in the field of secuencial
data assimilation and particle filtering, called unscented Kalman filtering (UKF). Results
of performance of this identification algorithms are showed. In addition, other particle filter
application called ensemble Kalman filter (EnKF) has been also proposed for the structural
parameter identification.
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RESUMEN
El ana´lisis de sistemas estructurales debe tratar con numerosas fuentes de incertidumbre y
de no linealidades. No obstante, numerosas simplificaciones deben realizarse en el ana´lisis
estructural debido a la complejidad matema´tica que e´ste involucra, y que a su vez hace que
no modele de forma precisa el sistema f´ısico real. Por tal razo´n, se deben emplear algoritmos
de identificacio´n que incorporen en sus modelos dichas complejidades del comportamiento
estructural.
Esta tesis propone la aplicacio´n de un algoritmo de identificacio´n para sistemas estruc-
turales afectados por excitaciones dina´micas. El comportamiento dina´mico del sistema es-
tructural es modelado como un edificio cortante no lineal histere´tico del tipo Bouc–Wen,
utilizando una excitacio´n sinusoidal y un acelerograma de un sismo real. Dos estrategias de
identificacio´n son empleadas: el filtro de Kalman extendido (EKF) y un filtro proveniente
de recientes avances en el campo de la asimilacio´n de datos y del filtrado con part´ıculas,
conocido como el filtro de Kalman unscented (UKF). Adema´s, otra aplicacio´n del filtro
con part´ıculas conocido como el filtro de Kalman ensamblado (EnKF) es empleado para
la identificacio´n de para´metros estructurales. Los resultados del desempen˜o de dichos al-
goritmos son presentados.
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CAPI´TULO 1
INTRODUCCIO´N
1.1. Motivacio´n
En la sociedad moderna, son parte integral del desarrollo tecnolo´gico e industrial lossistemas estructurales y meca´nicos altamente complejos, tales como puentes, naves
aeroespaciales, plantas nucleares o sistemas de defensa. Cuando estos sistemas esta´n ex-
puestos durante su vida u´til a numerosos factores que afectan su funcionalidad, tales como
terremotos o huracanes, interacciones viento–estructura, o deterioro de sus elementos, se
hace necesario valorar su condicio´n o estado bajo esta´ndares de servicio y seguridad (Figu-
ra 1.1). Por tal razo´n, se ha experimentado un intere´s creciente en desarrollar herramientas
para valorar la integridad de sistemas estructurales y de monitorear su estado durante el
tiempo de operacio´n.
En el caso de infraestructuras civiles, donde su alto costo de construccio´n sumado a que
en muchos casos, luego de presentarse un dan˜o se hace irremplazable una seccio´n o pieza
estructural, se hace necesario el planteamiento de estrategias para la prevencio´n y deteccio´n
temprana de dan˜os. Se puede dar una idea de la magnitud del problema, a partir de las
estad´ısticas de los dan˜os sufridos por estructuras tales como los puentes: en Colombia,
cerca del 35% de los puentes colapsan por cata´strofes naturales como crecientes de r´ıos
y avalanchas, el 14% por deficiencias estructurales en su disen˜o y el 7% por impacto o
sobrecarga [Mun˜oz, 2002]. Colapsos como el del puente Los A´ngeles sobre el rio Pa´ez (San
Agust´ın, Huila, junio de 1994) y del puente Pescadero sobre el r´ıo Chicamocha (Pescadero,
Santander, enero de 1996) son muestras de ello (Figura 1.2).
Esto sin mencionar sismos como el ocurrido el 20 de enero de 1999, en la regio´n cafetera
(con magnitud de 6.2 en la escala de Richter), el cual ha sido el ma´s significativo en
nu´mero de v´ıctimas y pe´rdidas econo´micas con 1230 muertos y ma´s de 5600 construcciones
destruidas; el impacto econo´mico represento´ una pe´rdida econo´mica directa de US 1.8
billones [Baquero et al., 2004].
En Estados Unidos, alrededor del 50% de los puentes fueron construidos antes de 1940, de
los cuales el 27% presentan deficiencias estructurales [Atkan et al., 2001]. Tal es el caso del
colapso del puente I–35W (Minneapolis, USA) causado por la carga vehicular en una hora
de gran afluencia de tra´nsito el 1 de agosto del 2007. En Japo´n, uno de los u´ltimos grandes
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2 Cap´ıtulo 1. Introduccio´n
Figura 1.1: Dan˜os causados por eventos naturales. Superior izquierda: plataforma petrolera
Thunderhorse, Golfo de Me´xico USA. Superior derecha: fallo estructural de la
plataforma Thunderhorse despue´s del paso del huraca´n Dennis (2005). Inferior
izquierda: plataforma petroleraHeidrun, Mar del norte, Noruega. Inferior derecha:
plataforma Heidrun despue´s del paso del huraca´n Oseberg (2007).
terremotos ocurridos, es el terremoto de Kobe (Magnitud 7.2 en la escala de Ritcher, 1995),
que dejo´ cerca de 5500 personas muertas y otras 26000 heridas, y pe´rdidas econo´micas por
US 200 billones. Un caso que tuvo eco internacional, fue el colapso de la autopista elevada
de Hanshin (Kobe, Japo´n), debido a esta incidencia s´ısmica (Figura 1.3).
Igualmente, en la ingenier´ıa aeroespacial el SHM es de vital importancia: feno´menos de
degradacio´n en materiales compuestos son au´n investigados, como tambie´n la respuesta de
nuevos materiales a las exigencias que implican los efectos aerodina´micos sobre naves de
vuelo (Figura 1.4). Diversas entidades y organismos, como la agencia Aerona´utica Nacional
y Administracio´n Espacial (NASA –National Aeronautics and Space Administration), han
avalado grandes proyectos de investigacio´n relacionados al monitoreo de salud de estruc-
turas aeroespaciales. La NASA esta permanentemente en tareas de lanzamiento de naves
y vuelos espaciales, lo que implican una alta sensibilidad de las estaciones de lanzamiento,
del fuselaje y de las superficies de control de las aeronaves, a feno´menos de desgaste y
fatiga de materiales [Hunt et al., 1990]. Un ejemplo es el veh´ıculo de lanzamiento reutiliz-
able (RLV–Reusable Launch Vehicle) X–33, el cual fue dotado de un sistema de monitoreo
de salud en su tanque de almacenamiento de combustible; el proyecto fue abandonado en
marzo del 2001 debido a otras razones [Melvin et al., 2001].
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Figura 1.2: Colapsos de puentes. Izquierda: Puente Los A´ngeles, entre los municipios de Paicol
y Tesalia (Huila). Derecha: Puente Pescadero, v´ıa Bucaramanga hacia Bogota´
(Fuente [Mun˜oz and Valbuena, 2004]).
Investigaciones en esta direccio´n se han mantenido, como lo demuestra el programa
Integrated Vehicle Health Management (IVHM) de la NASA, que tiene como objetivo
brindar informacio´n de monitoreo de salud para una segunda generacio´n de veh´ıculos de
lanzamiento reutilizables [Srivastava et al., 2008, Aeronautics and Administration, 2007]
(Figura 1.5).
Lo anterior sen˜ala hacia el desarrollo de sistemas que puedan monitorear el estado de una
estructura y de esta forma, proporcionar un conocimiento a priori del posible dan˜o frente
a una determinada excitacio´n o influencia dina´mica, asunto que ha surgido como pieza
fundamental en importantes l´ıneas de investigacio´n en ingenier´ıa civil, ingenier´ıa meca´nica
y aeroespacial, y que en los u´ltimos an˜os, ha sido base para el desarrollo de campos de
investigacio´n como la evaluacio´n no destructiva (NDE–Non–destructive Evaluation), mon-
itoreo de condicio´n (CM –Condition Monitoring), monitoreo de salud estructural (SHM –
Structural Health Monitoring) y prediccio´n del dan˜o (Damage Prognosis), entre otros [Sohn
et al., 2004]. En te´rminos pra´cticos, esto se ha plasmado a trave´s de la colocacio´n de sen-
sores sobre las estructuras, capaces de proveer datos en tiempo real y, con estos datos,
establecer si hay o no dan˜o y realizar la valoracio´n estructural correspondiente.
La presente tesis trata acerca de uno de los asuntos de mayor importancia dentro del
SHM, que es el identificar el valor de los para´metros de un sistema estructural y detectar
el dan˜o cuando ocurre, en otras palabras, se refiere al seguimiento de las variaciones de
para´metros estructurales debidas al dan˜o, como la rigidez, el amortiguamiento y otros
para´metros no lineales del sistema. Esto se basa en el concepto segu´n el cual, el deterioro
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Figura 1.3: Izquierda: Autopista Hanshin, luego del terremoto de Kobe (Japo´n, 1995).
Derecha: Puente I–35W, luego del colapso debido a la carga vehicular (USA,
2007) (Fuente ABC News).
Figura 1.4: Accidente ae´reo de la aerol´ınea Aloha (USA, 1988) (Fuente [Sohn et al., 2004]).
del material y el dan˜o provocan un cambio en los para´metros estructurales [Xu et al., 2004,
Gawronski, 2004]: cambios en el valor de la rigidez y del coeficiente de amortiguamiento
de un miembro o seccio´n estructural se traducen en modificaciones sobre las propiedades
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Figura 1.5: Aeronaves dotadas del sistema Integrated Vehicle Health Management. Superi-
or izquierda: veh´ıculo X–33 (NASA Concept Art). Superior derecha: helico´ptero
RAH–66 Comanche, Fuerza Ae´rea (USA). Inferior izquierda: avio´n C–17 de trans-
porte pesado, Fuerza Ae´rea (USA). Inferior derecha: aeronave con piloto remoto
unmanned aerial vehicle predator (UAV).
dina´micas, tales como las frecuencias naturales y los modos de vibracio´n de una estructura.
1.2. Planteamiento del problema
Cuando se tienen incidencias dina´micas sobre sistemas estructurales, e´stos pueden sufrir
fallos que afectan su funcionalidad. Adema´s, los dan˜os en estructuras reales deben adaptarse
a feno´menos de incertidumbre, provenientes de la aleatoriedad del modelo matema´tico del
sistema, o de la excitacio´n incidente (o de ambas).
La teor´ıa de asimilacio´n de datos (Data Assimilation) se ofrece como una herramienta
con la cual se puede predecir y estimar los estados desconocidos de un sistema dina´mico,
combinando la informacio´n observada junto con la dina´mica estoca´stica del sistema como
tal. En esta tesis se hace uso de uno de los me´todos de la asimilacio´n de datos, conocido
como filtro Kalman y una de sus versiones, que es el filtro basado en part´ıculas, que ha
demostrado en los u´ltimos an˜os ser un metodolog´ıa con un desempen˜o superior al abordar
problemas dina´micos generales en procesamiento de sen˜ales, aprendizaje de ma´quinas e
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ingenier´ıa s´ısmica.
1.3. Objetivo principal de la tesis
Identificar los para´metros de sistemas estructurales civiles frente a incidencias dina´micas a
partir de esquemas de estimacio´n que involucren la incertidumbre de dichos sistemas.
1.3.1. Objetivos espec´ıficos
1. Identificar los para´metros de un sistema estructural ante vibraciones, empleando te´c-
nicas basadas en teor´ıa bayesiana, tal como el filtro de Kalman extendido.
2. Comparar el desempen˜o de dichos filtros, con me´todos de identificacio´n basados en
simulacio´n estoca´stica como el filtro de Kalman ensamblado y el filtro de Kalman
unscented.
1.4. Estructura del documento
El presente documento inicia con una revisio´n del estado de arte en la deteccio´n de dan˜os y
monitoreo de salud estructural en el Cap´ıtulo 2. Luego, en el Cap´ıtulo 3 se hace una breve
introduccio´n acerca de los conceptos del monitoreo de salud estructural y la ubicacio´n de la
identificacio´n de para´metros estructurales en dicho esquema conceptual, continuando en el
Cap´ıtulo 4 con el ana´lisis dina´mico de sistemas estructurales frente a incidencias externas.
Una breve explicacio´n del filtro Kalman y su versio´n no lineal se expone en el Cap´ıtulo
5, y posteriormente en el Cap´ıtulo 6 se desarrollan las bases conceptuales del filtro de
Kalman unscented y del filtro de Kalman ensamblado, con su implementacio´n a sistemas
estructurales.
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CAPI´TULO 2
ANTECEDENTES
En el campo de la identificacio´n de para´metros estructurales, deteccio´n de dan˜os y monitoreo de saludestructural, se han estudiado diversas te´cnicas: me´todos de identificacio´n modal, tales como el Eigen-
system Realization Algorithm (ERA) y el Natural Excitation Technique (NExT) [Alvin et al., 2003, Sohn
et al., 2004]; me´todos basados en la formulacio´n de sistemas en espacio–estado, procesamiento de sen˜ales
y simulacio´n estoca´stica, tales como me´todos en subespacio (subspace methods), filtros Kalman, filtros de
part´ıculas y wavelets [Basseville and Nikiforov, 1993, Balageas et al., 2006]; me´todos basados en computacio´n
suave (SC –Soft Computing) y aprendizaje de ma´quinas (ML –Machine Learning), tales como las redes
neuronales artificiales (ANN –Artificial Neural Networks), ma´quinas de soporte vectorial (SVM –Support
Vector Machine), y algoritmos basados en inspiracio´n biolo´gica, como algoritmos evolutivos y algoritmos
gene´ticos (GA –Genetic Algorithms) [Worden et al., 2003, Balageas et al., 2006] y me´todos basados en
ana´lisis de dina´mica no lineal de sistemas y teor´ıa del caos. Herramientas pertenecientes a a´reas como re-
conocimiento de patrones esta´n teniendo cada vez mayor aplicacio´n, como complemento a las aproximaciones
mencionadas anteriormente, tales como ana´lisis de componentes principales (PCA –Principal Component
Analysis) y ana´lisis de componentes independientes (ICA –Independent Component Analysis) [Sohn et al.,
2004, Zhong et al., 2006].
A continuacio´n, una revisio´n de los aportes ma´s relevantes a la identificacio´n de para´metros y deteccio´n
de dan˜os en estructuras civiles frente a vibraciones, basado en las aproximaciones descritas anteriormente
sera´ dado.
2.1. Trabajo previo
Una de las herramientas ma´s usada para la identificacio´n de para´metros estructurales, basada en com-
putacio´n suave son las redes neuronales artificiales (ANN): la potencialidad de las ANN para la deteccio´n
de dan˜os estructurales, sin un conocimiento a priori del sistema estructural, fue estudiado por [Masri et al.,
1992, Masri et al., 2000]. [Chassiakos and Masri, 1996] aplicaron ANN para la identificacio´n de sistemas
no lineales histere´ticos de un grado de libertad, empleando el algoritmo de aprendizaje back–propagation y
funciones de activacio´n hiperbo´licas tangentes.
[Xu et al., 2004, Xu et al., 2005] aplicaron dos tipos de ANN para la deteccio´n de los para´metros de
rigidez y amortiguamiento estructural: una para simular la respuesta estructural y otra para realizar la
tarea de identificacio´n, entrenadas con el algoritmo back–propagation. [Lam et al., 2006] emplearon una
ANN multi–capa y cambios en los valores de los vectores de Ritz como patrones de entrenamiento, para
identificar y localizar el dan˜o estructural en una cercha 2D. La ANN fue construida a partir de modelos de
seleccio´n bayesianos. Un estudio basado en esta investigacio´n y enfocado hacia las funciones de activacio´n
fue extendido por [Lam and Ng, 2008].
Nuevas formulaciones en modelos de ANN multi–capa, basadas en las caracter´ısticas geome´tricas y
f´ısicas del problema han sido exploradas en [Pei and Smyth, 2006a, Pei and Smyth, 2006b], aplicadas a
la simulacio´n e identificacio´n de la fuerza de restauracio´n de osciladores no lineales histere´ticos, tomando
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una suma lineal de las funciones de activacio´n de los neurodos y asumiendo dichas funciones bases, como
sigmoides no lineales. Los resultados presentaron un desempen˜o superior respecto a las t´ıpicas funciones
signo y polinomial. Como una extensio´n de este trabajo, [Pei and Mai, 2008] propusieron una mejora en la
inicializacio´n de pesos en los neurodos.
El uso de te´cnicas de extraccio´n de caracter´ısticas para el entrenamiento de ANN en la identificacio´n
de dan˜os estructurales, es investigado por [Han et al., 2006]. [Qian and Mita, 2007] compararon el me´todo
Parzen–Window y ANN entrenada con el algoritmo Levenberg–Marquardt para la identificacio´n de para´-
metros modales en estructuras de multiples grados de libertad. [Sohn and Farrar, 2000] realizaron una
aplicacio´n de PCA, donde analizaron los datos tomados de una columna en concreto reforzada, condensan-
do 39 medidas obtenidas de sensores en una sola serie de tiempo. Posteriormente emplearon procesos de
clasificacio´n estad´ıstica de dan˜os. [Zhong et al., 2006] llevaron a cabo una comparacio´n entre PCA e ICA
para la extraccio´n de caracter´ısticas de sen˜ales estructurales medidas, que implican dan˜o de una estructura
tipo (benchmark), perteneciente al grupo de tarea de monitoreo de salud estructural (IASC–ASCE SHM)
junto con algoritmos de correlacio´n espacio–temporales y estad´ısticas de segundo orden. [Tsompanakis et al.,
2008] aplicaron ANN junto con algoritmos gene´ticos para la identificacio´n y ana´lisis s´ısmico probabil´ıstico
de estructuras.
Tambie´n se han llevado a cabo estudios experimentales utilizando estructuras a escala para verificar la
potencial aplicabilidad de las ANN: [Bani-Hani et al., 1999], identificaron los para´metros de una estructura
de acero de tres pisos, en el dominio del tiempo y de la frecuencia. A pequen˜a escala, se han realizado
experimentos por [Qian and Mita, 2008] y por [Saadat et al., 2007]. Experimentos en delaminacio´n de
materiales compuestos, han sido realizados por [Kesavan et al., 2008].
Igualmente, aplicaciones empleando ma´quinas de soporte vectorial (SVM) se encuentran en [Worden and
Lane, 2001], donde asumieron el problema de identificacio´n de dan˜o de una estructura planar, como una
tarea de clasificacio´n. Song et al. propusieron en [Song et al., 2005] la integracio´n de ana´lisis de ICA para
la extraccio´n de sen˜ales de una estructura y su posterior incorporacio´n en el entrenamiento de una SVM
para la clasificacio´n de dan˜o estructural. [Zhang and Sato, 2006, Zhang et al., 2007a, Zhang et al., 2007b],
compararon el comportamiento de las SVM con me´todos como el de mı´nimos cuadrados recursivos (RLS
–Recursive Least Square) y filtro de Kalman ba´sico (KF –Kalman filter). Es comprobada la superioridad
de sus resultados en cuanto a la precisio´n de los valores de los para´metros estructurales identificados.
[Yang and Lin, 2004] propusieron una te´cnica adaptativa basada en la idea de mı´nimos cuadrados para
la deteccio´n de cambios en los para´metros de sistemas estructurales de varios grados de libertad. En [Yang
et al., 2006a], presentaron un me´todo de estimacio´n de para´metros, basado en mı´nimos cuadrados adapta-
tivos y el filtro de Kalman extendido (EKF –extended Kalman filter). Una extensio´n de esta investigacio´n,
asumiendo que se desconoce la excitacio´n y las respuestas estructurales, es reportada en [Yang and Huang,
2007, Yang et al., 2007b]. Experimentos acerca del desempen˜o del me´todo de mı´nimos cuadrados sobre
estructuras a escala real, se han realizado por [Ozcelik et al., 2008].
Me´todos que se fundamentan en la idea de identificar los para´metros modales de la estructura frente
a una excitacio´n, como el ERA y NExT, han sido explorados por [Caicedo, 2003] y por [Caicedo et al.,
2004]. Diversos experimentos han sido realizados alrededor del mundo aplicando dichos me´todos: el empleo
de modelos de puentes reales como los puentes Yokohama Bay, Rainbow y Tsurumi Fairway, ubicados en
Japo´n, bajo acciones s´ısmicas ha sido reportado por [Siringoringo and Fujino, 2008]. Igualmente, se reportan
aplicaciones con estructuras a escala real por [Nayeri et al., 2008].
[Mevel et al., 2000] aplicaron un me´todo basado en sub–espacio estoca´stico para la deteccio´n de dan˜os
en un estructura instrumentada. Detalles acerca de como funciona dicho me´todo para la deteccio´n de dan˜os,
se encuentra en [Basseville et al., 2000]. Investigaciones en esta direccio´n, son reportadas por [Basseville
et al., 2004] y aplicaciones con datos reales tomados del puente Z24 ubicado en Suiza, son encontradas
en [Basseville et al., 2007] y en [Balme`s et al., 2008].
Numerosas aplicaciones empleando transformada wavelet han sido realizadas: un procedimiento basado
en la solucio´n Wavelet–Galerkin de las ecuaciones del movimiento para la identificacio´n de sistemas es-
tructurales no lineales, fue investigada por [Ghanem and Romeo, 2001]. Una revisio´n de las aplicaciones de
me´todos basados en transformada Wavelet para la identificacio´n y deteccio´n de dan˜os en estructuras civiles
y meca´nicas fue elaborada por [Kim and Melhem, 2004]. [Shinde and Hou, 2004, Shinde and Hou, 2005]
propusieron la descomposicio´n de sen˜ales obtenidas de la respuesta vibratoria de un sistema de 3 grados de
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libertad (3DOF), en sus componentes dominantes, basada en Wavelets. [Spanos et al., 2006] aplicaron la
transformada wavelet a la deteccio´n de dan˜os a vigas tipo Euler–Bernoulli sujetas a cargas esta´ticas. [Mizuno
et al., 2008] presentaron un me´todo de deteccio´n de dan˜os en estructuras, empleando la descomposicio´n
Haar Wavelet y la transformada de Fourier, basado en la respuesta de la aceleracio´n estructural.
Por otro lado, [Nichols et al., 2003a, Nichols et al., 2003b] han investigado en aplicaciones de la teor´ıa
de dina´mica no lineal y caos al monitoreo de salud estructural e identificacio´n de para´metros estructurales.
En dichos estudios, una clasificacio´n del dan˜o estructural es obtenida a trave´s de un me´todo basado en
atractores. El me´todo ba´sicamente cuantifica la probabilidad que un modelo particular, tomado a partir
de los datos vibracionales describa los datos que implican dan˜o estructural. En esta misma direccio´n, han
sido propuestos por [Overbey et al., 2006, Overbey and Todd, 2007] y por [Olson and Todd, 2008], me´todos
basado en atractores, donde se integran te´cnicas de extraccio´n de caracter´ısticas, te´cnicas de programacio´n
evolutiva y ana´lisis de series de tiempo para la clasificacio´n y deteccio´n de dan˜os en estructuras.
Las te´cnicas de identificacio´n y de estimacio´n de para´metros, basado en teor´ıa bayesiana han tenido
gran aceptacio´n dentro del a´mbito de la ingenier´ıa civil: Beck uso´ en [Beck, 1978] un filtro invariante
para identificacio´n modal de estructuras lineales, empleando datos del comportamiento dina´mico de las
estructuras. En [Hoshiya and Saito, 1984], aplicaron el EKF, para tareas de identificacio´n estructural; Koh
y See desarrollaron en [Koh and See, 1994] un filtro adaptativo que incluye en su ca´lculo la actualizacio´n
de la estimacio´n de incertidumbres. En las investigaciones realizadas por [Ghanem and Shinozuka, 1995a]
y [Ghanem and Shinozuka, 1995b], se comparo´ el desempen˜o de varias te´cnicas de estimacio´n de para´metros
aplicado a estructuras sometidas a acciones s´ısmicas: EKF, RLS y me´todos de prediccio´n del error. Li y
Roberts propusieron en sus investigaciones, detalladas en [Li and Roberts, 1999a] y [Li and Roberts, 1999b],
un esquema de identificacio´n bajo para´metros estructurales estoca´sticos, consistente de dos etapas: (1)
identificacio´n del valor medio de los para´metros del modelo con el EKF y (2) identificacio´n de la varianza
de dichos para´metros. [Provasi et al., 2000], aplicaron un me´todo de estimacio´n de para´metros modales a
estructuras meca´nicas, basado en la formulacio´n del EKF.
[Loh et al., 2000], compararon el EKF con un filtro de Kalman dotado de un factor de ponderacio´n
adaptativo para estructuras no lineales con para´metros variantes en el tiempo. Posteriormente, [Yuen and
Katafygiotis, 2002], emplearon un me´todo de actualizacio´n bayesiana para la identificacio´n de para´metros
modales en estructuras. [Yoshida and Sato, 2002] propusieron la aplicacio´n de un algoritmo de estimacio´n,
que se basa en simulaciones estoca´sticas, a la identificacio´n teo´rica y experimental de para´metros estruc-
turales variantes en el tiempo, llamado filtro de part´ıculas (PF –Particle filter). [Lus¸ et al., 2004], desarrolla-
ron una metodolog´ıa de identificacio´n de para´metros estructurales, basado en el filtro observador/Kalman,
en el algoritmo eigensystem realization y en te´cnicas de optimizacio´n no lineal. [Ching et al., 2004] inves-
tigaron el desempen˜o del EKF y de un filtro de part´ıculas, para la identificacio´n de modelos estructurales
lineales y no lineales. Los autores concluyeron que el algoritmo de part´ıculas tiene un mejor desempen˜o
que el EKF, sobretodo para los modelos estructurales no lineales. Adema´s, que un modelo que represente
adecuadamente la dina´mica del sistema estructural, ma´s un algoritmo acorde a dicha tarea, son necesar-
ios para el e´xito en la estimacio´n por me´todos bayesianos. [Corigliano and Mariani, 2004] demostraron la
afectacio´n en el desempen˜o del EKF cuando se acentu´an las no linealidades de los materiales. En esta
misma direccio´n, en [Corigliano et al., 2005], aplicaron una reciente te´cnica de filtrado, conocida como filtro
de Kalman unscented (UKF –unscented Kalman filter) para la calibracio´n de los valores de materiales con
comportamiento no lineal. [Gao and Lu, 2006] propusieron la aplicacio´n del KF para la deteccio´n de dan˜os
en estructuras sometidas a vibraciones de ambiente, basado en un modelo estructural autorregresivo, ARX.
[Ching et al., 2006a], realizaron una comparacio´n entre el EKF y un filtro de part´ıculas para la estimacio´n
de sistemas estructurales con para´metros variantes en el tiempo. Tambie´n fueron analizados sistemas con
comportamiento cao´tico. De la misma forma, [Ching et al., 2006b], emplearon un filtro de part´ıculas para la
estimacio´n de sistemas estructurales lineales y no lineales con para´metros variantes en el tiempo y sometidos
a acciones s´ısmicas. En esta investigacio´n se formularon conclusiones similares a las obtenidas por [Ching
et al., 2004] y dio como resultado que el filtro de part´ıculas tiene mejores resultados para el caso de modelos
no lineales que para el caso de modelos lineales. Un rastreo adaptativo basado en el filtro EKF (AEKF
–adaptive extended Kalman filter) fue sugerido por [Yang et al., 2006b], por [Yang et al., 2007a] y por [Pan,
2006]. Estudios experimentales para verificar la potencialidad del AEKF fue realizado por [Zhou et al.,
2008], donde se tomaron estructuras a pequen˜a escala sometidas a cargas s´ısmicas simuladas. [Ghanem and
Ferro, 2006], compararon el EKF con el filtro de Kalman ensamblado (EnKF –Ensemble Kalman Filter)
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para la identificacio´n de para´metros. Los autores demostraron la robustez del EnKF para identificar dan˜os
estructurales y hacer rastreo de las caracter´ısticas dina´micas de sistemas estructurales no lineales a trave´s
del tiempo. En la investigacio´n de Namdeo y Manohar, reportada en [Namdeo and Manohar, 2007], se
empleo´ un banco de filtros de part´ıculas para la identificacio´n de sistemas estructurales no lineales. En este
estudio, se observo´ que los bancos de filtros tuvieron un mejor desempen˜o para los casos en los cuales el
nivel de ruido era elevado.
[Mariani and Ghisi, 2007] aplicaron el UKF y el EKF para la estimacio´n conjunta de para´metros y de
estado de una estructura de un grado de libertad. Este trabajo demostro´ que el UKF proporciona resultados
con una precisio´n similar al EKF para modelos estructurales lineales bajo ambientes dina´micos con altos
niveles de ruido. Para modelos estructurales no lineales el UKF presenta mejores resultados. Una aplicacio´n
de los me´todos UKF y EKF a sistemas estructurales no lineales sujetos a cargas s´ısmicas, es realizada
por [Wu and Smyth, 2007], concluyendo que el me´todo UKF arroja resultados tan buenos como el EKF en
sistemas con no linealidades suaves y resultados con mayor precisio´n para sistemas altamente no lineales.
De la misma forma en [Wu and Smyth, 2008], evaluaron la aplicacio´n del me´todo UKF para la estimacio´n
de para´metros en sistemas estructurales no lineales con feno´menos de degradacio´n sometidos a terremotos.
A trave´s de las simulaciones nume´ricas, esta investigacio´n dio como resultado que con las aceleraciones
estructurales y con la aceleracio´n del terreno, el UKF proporciona resultados o´ptimos de estimacio´n de
estados en sistemas complejos. Adema´s, que debido a la eficiencia computacional del UKF, se hace posible
su uso en tareas de estimacio´n adaptativa y de control estructural. Una comparacio´n entre el UKF y un
filtro de part´ıculas, conocido como Gaussian mixture sigma–point particle filter (GMSPPF), es realizada
por [Chatzi and Smyth, 2009].
[Xue et al., 2008] utilizaron un filtro auxiliar de part´ıculas, (APF –Auxiliary Particle Filter) para de-
tectar el cambio en los para´metros de estructuras histere´ticas no lineales, demostrando que su desempen˜o
es mejor que el filtro de part´ıculas convencional. Finalmente, [Muto and Beck, 2008], aplicaron un me´todo
de simulacio´n estoca´stica, llamado Transitional Markov Chain Monte Carlo method (TMCM), a la identifi-
cacio´n de para´metros de estructuras histere´ticas no lineales, basado en una versio´n adaptativa de obtencio´n
de muestras del algoritmo Metropolis–Hastings.
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CAPI´TULO 3
IDENTIFICACIO´N DE
SISTEMAS ESTRUCTURALES
Y SHM
3.1. Fundamentos y conceptos
El monitoreo de salud estructural (SHM) se refiere al proceso de implementar una estrategia global y on–line para la identificacio´n de dan˜os en infraestructuras civiles o aeroespaciales, es decir, es un diagno´stico
del estado de la estructura como un todo, en funcio´n del estado de sus diferentes partes y de sus materiales
constitutivos. Su objetivo primordial es el de mejorar la seguridad y la confiabilidad de una estructura civil
o aeroespacial y para lograrlo, se ha apuntado al desarrollo de te´cnicas que puedan reemplazar la inspeccio´n
visual por me´todos automatizados de valoracio´n de dan˜os. Otras l´ıneas de investigacio´n afines la componen
por ejemplo, el monitoreo de condicio´n (CM) que es ana´logo al SHM, pero aplicado a maquinarias y equipos
de manufactura, y la evaluacio´n no destructiva (NDE) que se refiere ba´sicamente a la inspeccio´n off–line
de estructuras, teniendo un conocimiento a priori de la presencia o localizacio´n del dan˜o. La prediccio´n del
estado y del tiempo de servicio de un sistema estructural en te´rminos probabilistas es abordado por lo que
se conoce como prediccio´n del dan˜o (damage prognosis) [Farrar and Worden, 2007].
Los me´todos de monitoreo de salud estructural pueden clasificarse en dos grandes grupos: (1) me´todos
globales, los cuales definen la presencia y la localizacio´n de un dan˜o a partir de la dina´mica de la estructura
y (2) me´todos locales, los cuales se basan en pruebas experimentales e inspecciones visuales, tales como
me´todos de ultrasonido, me´todos de campos magne´ticos, entre otros. Estos me´todos locales necesitan un
conocimiento a priori de la localizacio´n del dan˜o, adema´s que la seccio´n estructural que se va a revisar sea
accesible para el operador encargado de la revisio´n visual. Una mayor informacio´n puede encontrarse en el
reporte de [Sohn et al., 2004].
De forma general, se puede decir que el SHM puede ser aplicado a los siguientes casos [Brownjohn, 2007]:
Modificaciones de una estructura ya existente.
Monitoreo del estado de una estructura afectada por cargas externas.
Monitoreo del estado de una estructura en procesos de demolicio´n.
Valoracio´n estructural de sistemas sujetos durante largo tiempo a movimientos o a degradacio´n de
materiales.
Mejoramiento del disen˜o estructural basado en adquisicio´n de datos.
Valoracio´n de feno´menos de fatiga en materiales.
Desarrollo de nuevos sistemas de construccio´n.
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Valoracio´n de la integridad estructural despue´s de fuertes incidencias dina´micas, tales como terre-
motos.
Desarrollo de esquemas de disen˜o basado en desempen˜o estructural.
Por ello, el monitoreo de salud se hace atractivo para el desarrollo de una nueva generacio´n de estructuras
inteligentes, que sean capaces de monitorear su condicio´n o salud en tiempo real y con numerosas ventajas en
su desempen˜o [Sohn et al., 2004]: (a) reduccio´n en la probabilidad de fallo debido a feno´menos inesperados,
como cata´strofes naturales o dan˜o progresivo de materiales entre periodos de inspeccio´n, (b) reduccio´n en
los gastos de mantenimiento de estructuras, al pasar al paradigma de mantenimiento de condicio´n, (c)
reduccio´n en el costo de materiales por el sobre disen˜o de estructuras, (d) la posibilidad de monitorear y
reparar estructuras remotas, tales como sate´lites y naves aeroespaciales en misiones y (e) la valoracio´n de
sistemas estructurales luego de desastres naturales.
3.1.1. SHM como una tarea de reconocimiento de patrones
El SHM es un campo de investigacio´n naciente, donde los investigadores del tema buscan conformar un
cuerpo conceptual que sirva de soporte para el desarrollo del tema. En los u´ltimos an˜os, se han ido for-
mulando diversas clasificaciones, basadas en la medicio´n de las propiedades dina´micas y en la te´cnica
empleada [Doebling et al., 1996]. Una de estas clasificaciones es la que asume el SHM como una tarea de
reconocimiento de patrones [Sohn and Farrar, 2000, Sohn et al., 2004, Farrar and Worden, 2007] (Figura
3.1) y que constituye un paradigma que puede ser descrito en cuatro partes: (1) evaluacio´n operacional,
(2) adquisicio´n, fusio´n y filtrado de datos, (3) extraccio´n de caracter´ısticas y compresio´n de datos y (4)
desarrollo del modelo estad´ıstico para la discriminacio´n de caracter´ısticas.
Figura 3.1: Monitoreo de salud estructural visto como una tarea de reconocimiento de pa-
trones (Adaptado de [Friedmann and Bagnound, 2009]).
La evaluacio´n operacional se refiere ba´sicamente a las respuestas a dos preguntas acerca de la implementacio´n
3.1. Fundamentos y conceptos 21
del monitoreo de salud estructural:
¿Cua´les son las condiciones operacionales y ambientales bajo las cuales va a estar funcionando el
sistema de monitoreo?
¿Cua´les son las limitaciones en la adquisicio´n de datos del sistema de monitoreo, debido a las condi-
ciones de funcionamiento?
Esta primera parte sirve para dar un panorama general del problema a abordar, evaluar sus limitaciones y
poder tomar ventaja de las caracter´ısticas que son propias y particulares de la estructura.
La adquisicio´n, fusio´n y limpieza de las sen˜ales involucra el tipo de sensores que van a ser utilizados, su
localizacio´n y la cantidad de estos, adema´s del tipo de hardware para el almacenamiento y transmisio´n de
datos. De la misma forma, se deben realizar procesos de normalizacio´n de datos para que la variabilidad
en las mediciones, provenientes de cambios en las condiciones de operacio´n y del ambiente no se confundan
con mediciones estructurales de intere´s, tales como sen˜ales que denotan deterioro o dan˜o. Un proceso
comu´nmente usado es normalizar las respuestas medidas del sistema por las mediciones de entrada. El
propo´sito de la fusio´n de datos es la de integrar la informacio´n proveniente de un conjunto de sensores, de
tal forma que las decisiones basadas en dicha informacio´n sean ma´s robustas y confiables que las obtenidas
de un solo sensor; en ocasiones complejos algoritmos de procesamiento de informacio´n son empleadas para la
fusio´n de datos, como redes neuronales artificiales. En cuanto al limpiado de la sen˜al es un proceso emp´ırico
de aceptacio´n o rechazo de datos para la fase posterior de extraccio´n de caracter´ısticas. Algunas te´cnicas
de filtrado pueden ser empleadas para esta limpieza de las sen˜ales.
El proceso que ha recibido la mayor atencio´n en la literatura cient´ıfica es el de extraccio´n de carac-
ter´ısticas: se identifican las respuestas que denotan dan˜o a partir de las mediciones y de las respuestas
estructurales por medio de un vector de caracter´ısticas. Este vector no tiene restriccio´n en cuanto a la
combinacio´n de informacio´n que puede contener, pues en ocasiones se encuentran frecuencias resonantes,
mediciones de cambios de temperatura y tiempo.
En el modelo estad´ıstico de extraccio´n de caracter´ısticas, lo que se pretende es valorar si los cambios
en la seleccio´n de caracter´ısticas son relevantes estad´ısticamente para la deteccio´n de dan˜os. El modelo
estad´ıstico que se desarrolle, puede pertenecer a uno de los siguientes tres grupos: cuando se tienen datos
del sistema estructural con y sin presencia de dan˜o cae dentro del grupo general de aprendizaje supervisado
(Supervised Learning Approach), que a su vez, puede dividirse en algoritmos de clasificacio´n (Classification
Task) y de regresio´n (Regression Task). Cuando se se disponen de los datos que significan dan˜o estructural,
se tiene lo que se conoce como aprendizaje no supervisado (Unsupervised Learning Approach). Un esquema
de esta forma de abordar el problema de deteccio´n de dan˜os se presenta en la Figura 3.2.
3.1.2. Componentes de los sistemas de monitoreo de salud estructural
En te´rminos generales, un sistema de monitoreo de salud estructural consta de tres partes: (1) instru-
mentacio´n y sensorizacio´n, (2) obtencio´n y almacenamiento de datos, (3) ana´lisis e interpretacio´n de
datos. A continuacio´n se dara´ una breve explicacio´n [Worden et al., 2003, Yun, 2007]:
1. Instrumentacio´n y sensorizacio´n. La funcio´n de la instrumentacio´n y sensorizacio´n es obtener medi-
ciones acerca del comportamiento dina´mico de la estructura empleando varios tipos de sensores y
sistemas de adquisicio´n de datos. En este punto, se deben tener en cuenta los siguientes aspectos:
Tipos de sensores a emplear.
Cantidad y localizacio´n de sensores: el definir los grados de libertad en la estructuras en los
cuales localizar los sensores hace que la estrategia de monitoreo tenga un buen desempen˜o, dado
el costo en las tareas de instrumentacio´n y la naturaleza continua de las grandes infraestructuras
civiles.
Frecuencia de muestreo.
Conocimiento preliminar de las te´cnicas de procesamiento de datos a emplear.
Tipo de medicio´n.
Conocimiento del tipo de excitacio´n.
2. Obtencio´n y almacenamiento de datos. Consideraciones t´ıpicas en este punto son las siguientes:
Tipo de red de sensores: centralizada o distribuida.
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Figura 3.2: Esquema del SHM como una tarea de reconocimiento de patrones (Adaptado
de [Farrar and Doebling, 1999]).
Dispositivos en las redes de sensores.
Dispositivos para comunicacio´n remota.
Me´todo de almacenamiento de datos.
Frecuencia del almacenamiento de datos: en algunos casos es conveniente almacenar los datos
antes de una severa incidencia dina´mica y en intervalos de tiempo despue´s del mismo. Cuando
se presentan feno´menos de fatiga, se almacenan los datos de manera continua en intervalos de
tiempo cortos.
3. Ana´lisis e interpretacio´n de datos. Este paso puede descomponerse en tres tareas: (a) identificacio´n
del sistema monitoreado, (b) deteccio´n de cambios en el sistema monitoreado y (c) interpretacio´n de
los cambios y los dan˜os detectados, y formulacio´n de las estrategias de correccio´n y prevencio´n:
Identificacio´n del sistema: puede llevarse a cabo a trave´s de numerosas aproximaciones,
identificacio´n parame´trica/no parame´trica, lineal/no lineal, discreta/continua, determin-
ista/estoca´stica, entre otras.
Deteccio´n de cambios en el sistema monitoreado: se evalu´a la resolucio´n en la deteccio´n y se
cuantifica la incertidumbre en el proceso. Igualmente, se interpreta el feno´meno f´ısico como
tal, es decir, entendimiento del mecanismo de falla, localizaciones del dan˜o, efectos en las
caracter´ısticas estructurales, entre otros.
Interpretacio´n del dan˜o y formulacio´n de las estrategias de correccio´n y prevencio´n: integracio´n
de resultados de las estructuras que este´n a disposicio´n, prediccio´n del dan˜o basado en los
cambios detectados y estimacio´n de la incertidumbre. Tambie´n se tienen en cuenta estrategias
de mantenimiento confiables basadas en la prediccio´n del dan˜o.
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CAPI´TULO 4
DINA´MICA DE SISTEMAS
ESTRUCTURALES
Las estructuras civiles, cuando se encuentran sometidas a cargas dina´micas extremas, tales como viento,fuertes terremotos, huracanes u otra clase de desastres naturales, exhiben complejos comportamientos
dina´micos [Caicedo, 2001, Krishnan, 2004]. Con el fin de analizar y cuantificar dichas complejidades, se han
propuesto numerosos modelos estructurales y meca´nicos, tales como el modelo Hysteron, el modelo Chua–
Stromsmoe, modelos Bilineales o modelos Preisach [Sain et al., 1997]. Tambie´n se han empleado otro tipo
de modelos no lineales, tales como el de Duffing (conocidos como Duffing–type nonlinear structure) [Masri
et al., 2004, Yang et al., 2006, Yang and Huang, 2007], el modelo de van der Pol [Masri et al., 1992, Pei and
Smyth, 2006] o sistemas cao´ticos [Moniz et al., 2004, Ching et al., 2006]. Uno de los modelos ma´s importantes
debido a su capacidad para representar una amplia gama de comportamientos histere´ticos, causados por
feno´menos de plasticidad en los materiales, es el modelo histere´tico de Bouc–Wen [Bouc, 1967, Ikhouane and
Gomis-Bellmunt, 2008, Kerschen et al., 2006], muy popular en investigaciones relacionadas a la ingenier´ıa
meca´nica y al control activo de estructuras civiles. En la presente tesis se hara´ uso de esta clase de modelos
histere´ticos.
A continuacio´n se hara´ una introduccio´n a algunos conceptos, lenguaje y terminolog´ıa referente a la
dina´mica estructural empleados a lo largo del presente trabajo y se presentara´n los resultados obtenidos del
comportamiento de varios sistemas estructurales sometidos a cargas dina´micas.
4.1. Introduccio´n
Teo´ricamente, se puede definir un ana´lisis dina´mico de estructuras como aquel en el cual, la respuesta de un
sistema estructural se obtiene a partir de la incidencia de una carga dina´mica, donde la variacio´n temporal de
dicha carga es totalmente conocida en cada instante de tiempo. Cuando se habla de respuesta del sistema, se
refiere t´ıpicamente a los desplazamientos y aceleraciones que sufre la estructura y de esta forma, obtener un
registro del desplazamiento y aceleracio´n estructural respecto al tiempo como efecto de la reaccio´n frente a
la carga dina´mica; otros aspectos del ana´lisis estructural, como los esfuerzos o fuerzas internas desarrollados
en los miembros, son comu´nmente categorizados dentro de una segunda fase del ana´lisis dina´mico [Clough
and Penzien, 1975].
Matema´ticamente el comportamiento dina´mico de una estructura se describe en funcio´n de un conjunto
de ecuaciones diferenciales, que de manera general se pueden expresar de la siguiente forma [Barbat and
Canet, 1994]:
Dv (t) = F (t) (4.1)
donde D es un operador diferencial, v (t) es el vector que contiene las inco´gnitas del sistema y F es el vector
de excitaciones externas. El operador D puede llegar a representar un proceso dina´mico no lineal y en casos
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de mayor complejidad estar definido por procesos estoca´sticos [Ghanem and Spanos, 1991].
Como es de esperarse, el modelo dina´mico representado por la ecuacio´n (4.1) esta formulado como un pro-
ceso de discretizacio´n espacial. En el campo de la meca´nica estructural, los principales modelos dina´micos
de discretizacio´n son: el me´todo de masas concentradas (Figura 4.1), me´todos de los desplazamientos gen-
eralizados y el me´todo de los elementos finitos (Figura 4.2). Segu´n la estructura analizada se hace uso de
un me´todo en particular.
Figura 4.1: Esquema de modelos por masas concentradas. Izquierda: estructura modelada
como sistema de masas concentradas de 5 grados de libertad. Derecha: estructura
modelada como sistema de masa concentrada de un grado de libertad.
Retomando el modelo dina´mico definido por (4.1) en conjunto con la informacio´n disponible, se pueden
definir los siguientes problemas a solucionar:
1. Ana´lisis dina´mico: En este caso es conocido el operador D y la incidencia F, y su objetivo es encontrar
los valores de v (t), que describen la respuesta estructural.
2. S´ıntesis de la accio´n: Es cuando D y v (t) son conocidos, y se busca definir la accio´n dina´mica F que
ocasiona la respuesta v (t). Este problema es llamado tambie´n Identificacio´n de la accio´n.
3. Identificacio´n de sistemas: Son conocidas v (t) y F, entonces se pretende identificar el operador D.
4. Control activo de estructuras: Este tipo de problema se da cuando se pretende reducir, en tiempo
real, las vibraciones de un sistema estructural por medio del suministro de fuerzas externas en puntos
previamente definidos y en funcio´n de la respuesta estructural v (t).
En este cap´ıtulo se hace e´nfasis en el primer punto, es decir, al estudio de sistemas estructurales bajo
incidencias dina´micas, y enfocado principalmente a movimientos s´ısmicos, donde F corresponde a la fuerza
provocada por la excitacio´n.
A lo largo del presente trabajo se hara´ uso del me´todo de masas concentradas. Se entendera´ de forma
equiparable, sistemas meca´nicos de un grado de libertad como osciladores simples (SDOF –Single Degree of
Freedom) y sistemas con multiples grados de libertad (MDOF –Multiple Degree of Freedom) como edificio
cortante (Shear building), en donde dichas masas simulan el efecto de las fuerzas inerciales experimentadas
por la estructura durante la incidencia dina´mica y la forma en que estas vibran. Este tipo de modelo hace
que su ana´lisis tenga una interpretacio´n directa del sistema f´ısico, y que las propiedades de sus soluciones
y de los datos nume´ricos puedan ser mostrados en forma compacta.
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Figura 4.2: Ana´lisis por medio del me´todo de elementos finitos. Izquierda: modelo de avio´n
de los Hermanos Wright (AIAA, USA). Derecha: Resistencia al golpeteo de una
estructura aporticada.
4.2. Respuesta dina´mica de sistemas lineales
El modelo lineal de un grado de libertad con amortiguamiento (modelo no conservativo), esta´ compuesto
por su masa (m), su rigidez (k) y un amortiguador con un coeficiente de amortiguamiento (c). Se entiende
como nu´mero de grados de libertad, el nu´mero total de coordenadas necesarias para definir la configuracio´n
del sistema en un instante del tiempo dado. As´ı mismo, toda estructura continua tiene un nu´mero infinito de
grados de libertad [Paz, 1992]. Cuando tiene lugar sobre dicho sistema una excitacio´n s´ısmica, el movimiento
del terreno actu´a sobre el cimiento en la direccio´n x , provocando movimientos traslacionales de la masa m
en esa misma direccio´n.
Luego que estos para´metros f´ısicos ya esta´n definidos, se puede proceder a especificar el modelo matema´ti-
co del sistema estructural. E´ste se obtiene a partir del principio de d’Alembert, (Existen tambie´n otros
principios para la formulacio´n de las ecuaciones del movimiento, como lo es el principio de los Trabajos
Virtuales o el Principio de Hamilton, donde las ecuaciones son derivadas por medio de funciones escalares,
o sea, energ´ıa cine´tica y energ´ıa potencial del sistema [Gawronski, 2004]) donde la ecuacio´n del movimiento
correspondiente al modelo lineal de una estructura de un grado de libertad bajo una carga s´ısmica esta´
dada por [Barbat and Canet, 1994]:
m[x¨(t) + x¨g(t)] + cx˙(t) + kx(t) = 0 (4.2)
mx¨(t) + cx˙(t) + kx(t) = −mx¨g(t) = F (t) (4.3)
donde F (t) = −mx¨g(t) en el caso donde la excitacio´n es la fuerza s´ısmica que actu´a sobre la masa m. La
ecuacio´n (4.3) puede ser expresada tambie´n como:
x¨(t) + 2ζωx˙(t) + ω2x(t) =
F (t)
m
(4.4)
donde ω =
√
k/m es la frecuencia circular o pulsacio´n con que oscila la estructura, dada en unidades de
radianes por segundo. El amortiguamiento es representado por la relacio´n o fraccio´n de amortiguamiento
ζ = c/cc y donde cc es el amortiguamiento cr´ıtico.
Con el modelo dado por la ecuacio´n (4.2), el objetivo del ana´lisis dina´mico es determinar la respuesta
del sistema estructural bajo la influencia de una excitacio´n s´ısmica, es decir, obtener x y x¨ dado x¨g(t). En
particular, las respuestas de mayor intere´s son la magnitud de x (desplazamiento estructural absoluto, que
se asocia el concepto de seguridad estructural) y la magnitud de x¨ (aceleracio´n estructural absoluta, que se
asocia al concepto de servicialidad estructural).
En el modelo estructural de varios grados de libertad se tienen dos hipo´tesis fundamentales: una, que las
plantas de la estructura tienen rigidez infinita y dos, que los u´nicos movimientos posibles de los nudos son
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horizontales. Como en el caso de un grado de libertad, el modelo esta´ sometido a una incidencia s´ısmica de
valor x¨g(t). Las ecuaciones del movimiento son una extension de las ecuaciones (4.2) y (4.3), es decir:
MX¨(t) + CX˙(t) + KX(t) = −MJx¨g(t) (4.5)
donde la matriz diagonal de masa M se define de la siguiente forma:
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
m1
m2 0
. . .
mr
0
. . .
mn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.6)
y la matriz de amortiguamiento C como:
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c1 + c2 −c2 0 0
−c2 c2 + c3 −c3 0 0
0 −c3 c3 + c4 −c4
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 −cr cr + cr+1 −cr+1 0
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
0
cn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.7)
La matriz de rigidez K es:
K =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
k1 + k2 −k2 0 0
−k2 k2 + k3 −k3 0 0
0 −k3 k3 + k4 −k4
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 −kr kr + kr+1 −kr+1 0
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
0
kn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.8)
el vector J es la conexio´n entre la direccio´n de los grados de libertad en la ecuacio´n de equilibrio, con el
componente apropiado del acelerograma.
Segu´n el tipo de representacio´n que se tenga del sistema, ya sea por medio de ecuaciones diferenciales
de segundo orden (representacio´n entrada–salida) o por medio de la ecuacio´n de estado (representacio´n
espacio–estado) se llega a diferentes soluciones. Los procedimientos que dan solucio´n a la ecuacio´n del tipo
entrada–salida son basados en un ana´lisis modal ma´s una solucio´n particular de la ecuacio´n por medio de
te´cnicas de integracio´n, o tambie´n por medio de un ana´lisis complejo en la frecuencia (ana´lisis espectral de
Fourier). Para sistemas no lineales, se emplean principalmente te´cnicas de integracio´n nume´rica: me´todo de
Wilson, Beta–Newmark, entre otros [Paz, 1992, Barbat and Canet, 1994, Cheng et al., 2008].
4.2.1. Ana´lisis modal del sistema estructural
Para sistemas de multiples grados de libertad se pueden definir los modos de vibracio´n, los cuales representan
cada uno de los componentes de la respuesta dina´mica general. Los modos son esenciales para describir la
naturaleza del movimiento y proveer una interpretacio´n f´ısica del comportamiento dina´mico del sistema.
Los modos de vibracio´n son caracterizados por los valores propios y los vectores propios del sistema. Los
valores propios se relacionan a las frecuencias naturales y los vectores propios a las formas modales de un
sistema dado. La respuesta en el dominio del tiempo del sistema se obtiene de manera directa luego que se
realiza el ana´lisis modal.
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Las coordenadas modales en las que se basa la formulacio´n modal, pueden ser obtenidas por la transfor-
macio´n de modelos nodales, y a su vez, esta transformacio´n se derivada empleando una matriz modal, que es
obtenida a partir de la vibracio´n libre de un sistema estructural sin amortiguamiento. Las correspondientes
vibraciones libres no amortiguadas del modelo estructural esta´n definidas por el sistema de ecuaciones:
MD¨+ KD = 0 (4.9)
a la cual le corresponden n frecuencias propias y por ende n vectores propios, conocidos tambie´n como
formas modales ϕi, que son la solucio´n del sistema de ecuaciones algebraicas homoge´neo:(−ω2M + K) ϕ = 0 (4.10)
y definidas por:
Ω =
⎡
⎢⎢⎣
ω11 0 . . . 0
0 ω22 . . . 0
. . . . . . . . . . . .
0 0 . . . ωnn
⎤
⎥⎥⎦ (4.11)
Φ = [ϕ1, ϕ2, . . . , ϕn] =
⎡
⎢⎢⎣
ϕ11 ϕ21 . . . ϕn1
ϕ12 ϕ22 . . . ϕn2
. . . . . . . . . . . .
ϕ1n ϕ2n . . . ϕnn
⎤
⎥⎥⎦ (4.12)
Estos autovectores son ortogonales respecto a las matrices de masa y rigidez [Gawronski, 2004].
Al formar la matrix modal Φ =
[
ϕ1 · · · ϕi · · · ϕn
]
, como una base completa, es posible escribir
D =
n∑
i=1
ϕi xi (t) (4.13)
donde yi (t) es una inco´gnita escalar, llamada respuesta generalizada. Reemplazando la ecuacio´n (4.13) en
(4.5), se obtiene:
M
n∑
i=1
ϕi x¨i (t) + C
n∑
i=1
ϕi x˙i (t) + K
n∑
i=1
ϕi xi (t) = −MJx¨g(t) (4.14)
Premultiplicando la ecuacio´n (4.14) por el transpuesto de un vector propio ϕj , se tiene que
ϕj M
n∑
i=1
ϕi x¨i (t) + ϕ

j C
n∑
i=1
ϕi x˙i (t) + ϕ

j K
n∑
i=1
ϕi xi (t) = −ϕj MJx¨g(t) (4.15)
Teniendo presente las condiciones de ortogonalidad (la matriz modal Φ tiene la propiedad de diagonalizar
la matriz de masa M, de amortiguamiento C y de rigidez K [Barbat and Canet, 1994]):
ϕj M
n∑
i=1
ϕi = ϕ

j Mϕj = M
∗
j (4.16)
ϕj K
n∑
i=1
ϕi = ϕ

j Kϕj = K
∗
j (4.17)
ϕj C
n∑
i=1
ϕi = ϕ

j Cϕj = C
∗
j (4.18)
La ecuacio´n (4.15), puede adoptar una forma similar a las ecuaciones del movimiento de un oscilador simple,
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dadas por (4.3) y (4.4):
M∗j x¨j (t) + C
∗
j x˙j (t) + K
∗
jxj (t) = ϕ

j MJ x¨g(t) (4.19)
x¨j (t) + 2ζjωjx˙j (t) + ω
2
jxj (t) = −
(
ϕMJ
) (
ϕMJ
)−1
· x¨g(t) (4.20)
Las matrices M∗j , C
∗
j y K
∗
j se conocen como matrices modales de masa, amortiguamiento y rigidez, respec-
tivamente.
4.2.2. Representacio´n en espacio–estado
La forma ma´s popular de modelar un proceso y que en dicho modelo queden reflejadas expl´ıcitamente todas
las todas las variables que intervienen en su dina´mica, es la llamada representacio´n en variables de estado.
En esta representacio´n el sistema es descrito por un conjunto de variables denominadas de estado. El estado
contiene toda la informacio´n relativa al sistema en un instante del tiempo; esta informacio´n debe permitir
la inferencia del comportamiento pasado del sistema, con el objetivo de predecir su comportamiento futuro.
De all´ı su importancia en las tareas propuestas en la presente tesis.
Para conseguir la representacio´n en estados a partir del modelo dado por (4.5), la ecuacio´n se reescribe
como sigue:
X¨ + M−1CX˙ + M−1X = M−1 ·MJx¨g(t) (4.21)
z = CqX + CvX˙ (4.22)
donde z es la respuesta medida, muchas veces referida como ecuacio´n de medicio´n. Definiendo el vector de
estados X como una combinacio´n de los desplazamientos estructurales, X, y las velocidades X˙, se tiene:
X =
{
x1
x2
}
=
{
X
X˙
}
(4.23)
En este caso las ecuaciones (4.21) y (4.22) se reescriben como sigue:{
x˙1
x˙2
}
=
[
x2
−M−1Kx1 −M−1Dx2 +M−1 ·MJx¨g (t)
]
(4.24)
z = Coqx1 + Covx2 (4.25)
Combinando las anteriores ecuaciones, se obtiene la ecuacio´n de estado:
X˙ = AX + Bu (4.26)
z = Hx (4.27)
donde:
A =
[
0 I
−M−1K −M−1C
]
(4.28)
B =
[
0
M−1 ·MJ
]
(4.29)
C =
[
Coq Cov
]
(4.30)
donde A es de taman˜o N ×N , B es N × s, y H es de taman˜o r ×N . La dimensio´n del modelo de estados
es dos veces el nu´mero de grados de libertad n, es decir, N = 2n.
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El modelo matema´tico de un sistema estructural lineal de un grado de libertad dado por la ecuacio´n
(4.3), se puede formular en espacio–estado empleando la siguiente sustitucio´n de variables:
Y = [y1 y2 y3 y4]
 = [x x˙ c k] (4.31)
convirtiendo la ecuacio´n diferencial de segundo orden (4.3), en un sistema de ecuaciones diferenciales de
primer orden:
Y˙ = f (Y (t) , u (t)) (4.32)
donde la funcio´n f tiene la siguiente forma:
f (Y (t) , u (t)) =
⎡
⎢⎢⎣
y2
1
m
(F (t)− y3y2 − y4y1)
0
0
⎤
⎥⎥⎦ (4.33)
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Figura 4.3: Simulacio´n de la respuesta de un sistema estructural de un grado de libertad frente
a una entrada sinusoidal: desplazamiento, velocidad y aceleracio´n estructural.
y donde la respuesta del sistema estructural, que en este caso corresponde a la aceleracio´n estructural, esta´
dada por:
z = x¨ =
1
m
(F (t)− y3y2 − y4y1) (4.34)
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Figura 4.4: Entrada sinusoidal.
La transformacio´n al tiempo discreto, basada en me´todos nume´ricos de integracio´n de las ecuaciones (4.33)
y (4.34) esta´ dada por las ecuaciones (4.35) y (4.36) respectivamente [Mathews and Fink, 1999]:
f
(
Y(k+1), u(k+1)
)
=
⎡
⎢⎢⎢⎣
y
(k)
1 + y
(k)
2 Δt
y
(k)
2 +
Δt
m
[
F (k) − y(k)3 y(k)2 − y(k)4 y(k)1
]
y
(k)
3
y
(k)
4
⎤
⎥⎥⎥⎦ (4.35)
z(k) =
1
m
(
F (k) − y(k)3 y(k)2 − y(k)4 y(k)1
)
(4.36)
Resultados de la simulacio´n de un sistema estructural de un grado de libertad de comportamiento lineal
se presentan en las Figuras 4.3 y 4.5; los valores para la ecuacio´n (4.3) son adoptados de [Yang et al.,
2006]: una masa (m) de 125.53 kg, un amortiguamiento (c) de 0.175 kN×(s/m) y una rigidez (k) de
24.5 kN/m. En la Figura 4.3 se empleo una entrada sinusoidal que sigue la siguiente funcio´n: F (k) =
m×[1.1 + 1.1× (( 2π
200
)× 10×Δt)] (Figura 4.4), con una frecuencia de 100 Hz. En la simulacio´n presentada
en la Figura 4.5 se empleo´ el acelerograma del terremoto de Armenia (Colombia, 1999) (Figura 4.6), con
una frecuencia de muestreo de 200 Hz y una duracio´n de 20 s.
Un proceso similar puede realizarse para sistemas con multiples grados de libertad. Por ejemplo, para una
estructura lineal de cinco grados de libertad se tiene:
Y = [y1 y2 y3 y4 y5 y6 y7 y8 y9 y11 y12 y13 y14 y15 y16 y17 y18 y19 y20]
 =
[x1 x˙1 x2 x˙2 x3 x˙3 x4 x˙4 x5 x˙5 c1 k1 c2 k2 c3 k3 c4 k4 c5 k5]
 (4.37)
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Figura 4.5: Simulacio´n de la respuesta de un sistema estructural de un grado de libertad frente
a una excitacio´n s´ısmica: desplazamiento, velocidad y aceleracio´n estructural.
donde la dina´mica del sistema esta´ dada de la siguiente forma:
f (Y (t) , u (t))=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y2
1
m1
[F1 (t)− (y11 + y13) y2 + y13y4 − (y12 + y14) y1 + y14y3]
y4
1
m2
[F2 (t) + y13y2 − (y13 + y15) y4 + y15y6 + y14y1 − (y14 + y16) y3 + y16y5]
y6
1
m3
[F3 (t) + y15y4 − (y15 + y17) y6 + y17y8 + y16y3 − (y16 + y18) y5 + y18y7]
y8
1
m4
[F4 (t) + y17y6 − (y17 + y19) y8 + y19y10 + y18y5 − (y18 + y20) y7 + y20y9]
y10
1
m5
[F5 (t) + y19y8 − y19y10 + y20y7 − y20y9]
0
0
0
0
0
0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.38)
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Figura 4.6: Registro del sismo de Armenia, componente EW (Colombia, 1999).
y la respuesta del sistema es la aceleracio´n en cada uno de los grados de libertad de la estructura:
z=
⎡
⎢⎢⎢⎢⎢⎣
x¨1
x¨2
x¨3
x¨4
x¨5
⎤
⎥⎥⎥⎥⎥⎦=
⎡
⎢⎢⎢⎢⎢⎢⎣
1
m1
[F1 (t)− (y11 + y13) y2 + y13y4 − (y12 + y14) y1 + y14y3]
1
m2
[F2 (t) + y13y2 − (y13 + y15) y4 + y15y6 + y14y1 − (y14 + y16) y3 + y16y5]
1
m3
[F3 (t) + y15y4 − (y15 + y17) y6 + y17y8 + y16y3 − (y16 + y18) y5 + y18y7]
1
m4
[F4 (t) + y17y6 − (y17 + y19) y8 + y19y10 + y18y5 − (y18 + y20) y7 + y20y9]
1
m5
[F5 (t) + y19y8 − y19y10 + y20y7 − y20y9]
⎤
⎥⎥⎥⎥⎥⎥⎦
(4.39)
Las transformaciones al tiempo discreto, basadas en me´todos nume´ricos de integracio´n de la ecuacio´n (4.38)
que representa la dina´mica f
(
Y(k+1), u(k+1)
)
y la ecuacio´n (4.39) que representa la salida del sistema,
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esta´n dadas por las ecuaciones (4.40) y (4.41), respectivamente [Mathews and Fink, 1999]:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y
(k)
1 + y
(k)
2 Δt
y
(k)
2 +
Δt
m1
[
F
(k)
1 −
(
y
(k)
11 + y
(k)
13
)
y
(k)
2 + y
(k)
13 y
(k)
4 −
(
y
(k)
12 + y
(k)
14
)
y
(k)
1 + y
(k)
14 y
(k)
3
]
y
(k)
3 + y
(k)
4 Δt
y
(k)
4 +
Δt
m2
[
F
(k)
2 + y
(k)
13 y
(k)
2 −
(
y
(k)
13 + y
(k)
15
)
y
(k)
4 + y
(k)
15 y
(k)
6 + y
(k)
14 y
(k)
1 −
(
y
(k)
14 + y
(k)
16
)
y
(k)
3 + y
(k)
16 y
(k)
5
]
y
(k)
5 + y
(k)
6 Δt
y
(k)
6 +
Δt
m3
[
F
(k)
3 + y
(k)
15 y
(k)
4 −
(
y
(k)
15 + y
(k)
17
)
y
(k)
6 + y
(k)
17 y
(k)
8 + y
(k)
16 y
(k)
3 −
(
y
(k)
16 + y
(k)
18
)
y
(k)
5 + y
(k)
18 y
(k)
7
]
y
(k)
7 + y
(k)
8 Δt
y
(k)
8 +
Δt
m4
[
F
(k)
4 + y
(k)
17 y
(k)
6 −
(
y
(k)
17 + y
(k)
19
)
y
(k)
8 + y
(k)
19 y
(k)
10 + y
(k)
18 y
(k)
5 −
(
y
(k)
18 + y
(k)
20
)
y
(k)
7 + y
(k)
20 y
(k)
9
]
y
(k)
9 + y
(k)
10 Δt
y
(k)
10 +
Δt
m5
[
F
(k)
5 + y
(k)
19 y
(k)
8 − y(k)19 y(k)10 + y(k)20 y(k)7 − y(k)20 y(k)9
]
y
(k)
11
y
(k)
12
y
(k)
13
y
(k)
14
y
(k)
15
y
(k)
16
y
(k)
17
y
(k)
18
y
(k)
19
y
(k)
20
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.40)
z(k)=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
m1
[
F
(k)
1 −
(
y
(k)
11 + y
(k)
13
)
y
(k)
2 + y
(k)
13 y
(k)
4 −
(
y
(k)
12 + y
(k)
14
)
y
(k)
1 + y
(k)
14 y
(k)
3
]
1
m2
[
F
(k)
2 + y
(k)
13 y
(k)
2 −
(
y
(k)
13 + y
(k)
15
)
y
(k)
4 + y
(k)
15 y
(k)
6 + y
(k)
14 y
(k)
1 −
(
y
(k)
14 + y
(k)
16
)
y
(k)
3 + y
(k)
16 y
(k)
5
]
1
m3
[
F
(k)
3 + y
(k)
15 y
(k)
4 −
(
y
(k)
15 + y
(k)
17
)
y
(k)
6 + y
(k)
17 y
(k)
8 + y
(k)
16 y
(k)
3 −
(
y
(k)
16 + y
(k)
18
)
y
(k)
5 + y
(k)
18 y
(k)
7
]
1
m4
[
F
(k)
4 + y
(k)
17 y
(k)
6 −
(
y
(k)
17 + y
(k)
19
)
y
(k)
8 + y
(k)
19 y
(k)
10 + y
(k)
18 y
(k)
5 −
(
y
(k)
18 + y
(k)
20
)
y
(k)
7 + y
(k)
20 y
(k)
9
]
1
m5
[
F
(k)
5 + y
(k)
19 y
(k)
8 − y(k)19 y(k)10 + y(k)20 y(k)7 − y(k)20 y(k)9
]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.41)
Resultados de la simulacio´n de un sistema estructural de cinco grados de libertad de comportamiento lineal
se presentan en la Figura 4.7; los valores para la ecuacio´n (4.5) son adoptados de [Yang et al., 2006]: la masa
de cada piso (mi) de 125.53 kg, amortiguamiento de cada piso (ci) de 0.175 kN×(s/m) y rigidez de cada
piso (ki) de 24.5 kN/m. En esta simulacio´n se empleo´ el acelerograma del terremoto de Armenia (Colombia,
1999) (Figura 4.6), con una frecuencia de muestreo de 200 Hz y una duracio´n de 20 s.
4.3. Respuesta dina´mica de sistemas no lineales
Cuando una fuerza dina´mica considerable incide sobre una estructura, como en el caso de un terremoto,
el modelo lineal no representa adecuadamente las caracter´ısticas dina´micas de la estructura. El ana´lisis de
estos casos, requiere la suposicio´n de un modelo en el cual la rigidez o la amortiguacio´n estructural no
sean proporcionales al desplazamiento o a la velocidad, respectivamente. Consecuentemente, la ecuacio´n
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Figura 4.7: Simulacio´n de la respuesta de un sistema estructural de cinco grados de libertad
frente a una excitacio´n s´ısmica: desplazamientos, y aceleraciones estructurales.
del movimiento que resulta en ese caso ya no es lineal y su solucio´n matema´tica, en general, es de una
complejidad mayor y a menudo requiere un procedimiento nume´rico para su integracio´n [Paz, 1992].
Se considera un sistema estructural modelado segu´n la siguiente ecuacio´n:
MX¨ (t) + Fs
(
X˙ (t) ,X (t)
)
= F (t) (4.42)
donde M es la matriz de masa, comu´nmente de valor conocido y Fs
(
X˙ (t) ,X (t)
)
es la fuerza general de
restitucio´n no lineal del sistema estructural, que esta´ en funcio´n del desplazamiento y la velocidad. En este
caso la funcio´n Fs
(
X˙ (t) ,X (t)
)
es no lineal. Esta formulacio´n representa un amplio grupo de sistemas
estructurales no lineales, tales como modelos estructurales tipo Duffing, modelos histere´ticos de Bouc–Wen,
entre otros [Chassiakos and Masri, 1996, Masri et al., 2007].
De forma similar a los planteamientos formulados en la seccio´n 4.2, y tomando la ecuacio´n (4.42), se
puede plantear el modelo estructural dina´mico no lineal. Por ejemplo, para modelos estructurales de un
grado de libertad tipo Duffing se asume fs (x (t) , x˙ (t)) = cx˙ (t) + kx (t) + εx (t)
3, donde fs es la fuerza
general de restitucio´n no lineal dada como un escalar y donde la ecuacio´n (4.42) adopta la siguiente forma:
mx¨ (t) + cx˙ (t) + kx (t) + εx (t)3 = F (t) (4.43)
donde ε es el te´rmino que contribuye al comportamiento no lineal del sistema estructural. Los dema´s
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te´rminos tienen igual significado que el dado en la ecuacio´n (4.3).
Para modelos estructurales histere´ticos tipo Bouc–Wen de n grados de libertad y basados en la ecuacio´n
(4.42), se tiene la siguiente forma:
MX¨ (t) + r
(
X˙ (t) ,X (t)
)
= F (t) (4.44)
con M como la matriz de masa y donde r
(
X˙ (t) ,X (t)
)
es el desplazamiento histere´tico del sistema estruc-
tural, y que satisface la siguiente ecuacio´n diferencial:
r˙i = ci (x¨i − x¨i−1) + ki (x˙i − x˙i−1)− βi |(x˙i − x˙i−1)| |ri|αi−1 ri − γi (x˙i − x˙i−1) |ri|αi (4.45)
donde ci y ki son el amortiguamiento y rigidez del i–e´simo grado de libertad, respectivamente. El desplaza-
miento, la velocidad y la aceleracio´n del i–e´simo grado de libertad esta dado por xi, x˙i, x¨i. En cuanto a
β, γ y α son para´metros adimensionales que controlan la amplitud de los ciclos de histe´resis, el nivel de
disipacio´n de energ´ıa por ciclo, el endurecimiento o ablandamiento en el sistema y la transicio´n entre la
parte ela´stica y pla´stica.
4.3.1. Representacio´n en espacio–estado
El modelo matema´tico de un sistema estructural de un grado de libertad histere´tico tipo Bouc–Wen esta´
dado por:
mx¨ (t) + cx˙ (t) + kr = F (t) (4.46)
r˙ = x˙− β |x˙| |r|α−1 r − γx˙ |r|α (4.47)
donde F (t) = −mx¨g(t) en el caso donde la excitacio´n es la fuerza s´ısmica que actu´a sobre la masa m. Su
formulacio´n en espacio–estado, siguiendo la ecuacio´n (4.32) y la siguiente sustitucio´n de variables:
Y = [y1 y2 y3 y4 y5 y6 y7]
 = [x x˙ r c k β γ] (4.48)
queda como:
f (Y (t) , u (t)) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
y2
1
m
[F (t)− y4y2 − y5y3]
y2 − y6 |y2| |y3|α−1 y3 − y7y2 |y3|α
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.49)
y donde la respuesta del sistema estructural, esta´ dada por:
z =
[
x¨
r˙
]
=
[
1
m
[F (t)− y4y2 − y5y3]
y2 − y6 |y2| |y3|α−1 y3 − y7y2 |y3|α
]
(4.50)
La transformacio´n al tiempo discreto, basada en me´todos nume´ricos de integracio´n de las ecuaciones (4.49)
y (4.50) esta´ dada por las ecuaciones (4.51) y (4.36), respectivamente [Mathews and Fink, 1999]:
f
(
Y(k+1), u(k+1)
)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y
(k)
1 + y
(k)
2 Δt
y
(k)
2 +
Δt
m
[
F (k) − y(k)4 y(k)2 − y(k)5 y(k)3
]
y
(k)
3 +Δt
[
y
(k)
2 − y(k)6
∣∣∣y(k)2 ∣∣∣ ∣∣∣y(k)3 ∣∣∣α−1 y(k)3 − y(k)7 y(k)2 ∣∣∣y(k)3 ∣∣∣α
]
y
(k)
4
y
(k)
5
y
(k)
6
y
(k)
7
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.51)
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z(k) =
⎡
⎣ 1m
[
F (k) − y(k)4 y(k)2 − y(k)5 y(k)3
]
y
(k)
2 − y(k)6
∣∣∣y(k)2 ∣∣∣ ∣∣∣y(k)3 ∣∣∣α−1 y(k)3 − y(k)7 y(k)2 ∣∣∣y(k)3 ∣∣∣α
⎤
⎦ (4.52)
La simulacio´n para la estructura histere´tica tipo Bouc–Wen de un grado de libertad se muestra en las
Figuras 4.8 y 4.10. Los para´metros adoptados son los ya mencionados para el caso del oscilador lineal [Yang
et al., 2006]: una masa (m) de 125.53 kg, un amortiguamiento (c) de 0.175 kN×(s/m) y una rigidez (k) de
24.5 kN/m. El para´metro β toma un valor igual a 2 y γ un valor de 1. En la Figura 4.8, se empleo´ la misma
entrada sinusoidal de la Figura 4.4.
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Figura 4.8: Simulacio´n de la respuesta de un sistema estructural histere´tico tipo Bouc–Wen
de un grado de libertad frente a una entrada sinusoidal: desplazamiento, velocidad,
aceleracio´n y desplazamiento histere´tico.
En la simulacio´n de la Figura 4.10, se empleo´ el acelerograma del terremoto de Armenia (Armenia, Colombia,
1999), con un PGA (Peak Ground Acceleration) igual a 5g, una frecuencia de muestreo de 200 Hz y una
duracio´n de 20 s.
Un sistema estructural histere´tico de dos grados de libertad tipo Bouc–Wen es usado en la presente tesis,
siguiendo la formulacio´n planteada en [Yang et al., 2006]:[
m1 0
m2 m2
]{
x¨1
x¨2
}
+
[
c1 −c2
0 c2
]{
x˙1
x˙2
}
+
[
k1 −k2
0 k2
]{
r1
r2
}
=
{
F1 (t)
F2 (t)
}
(4.53)
r˙i = x˙i − βi |x˙i| |r˙i|α−1 ri − γix˙i |ri|α ∀ i = 1, 2 (4.54)
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Figura 4.9: Ciclo de histe´resis para un modelo estructural de un grado de libertad, tipo Bouc–
Wen sometido a excitacio´n sinusoidal.
El planteamiento en espacio–estado de las ecuaciones (4.53) y (4.54), se presenta a continuacio´n:
Y = [y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14]
 =
[x1 x˙1 r1 x2 x˙2 r2 c1 k1 β1 γ1 c2 k2 β2 γ2]
 (4.55)
f (Y (t) , u (t)) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y2
1
m1
[F1 (t)− y7y2 + y11y5 − y8y3 + y12y6]
y2 − y9 |y2| |y3|α−1 y3 − y10y2 |y3|α
y5
1
m2
[F2 (t)−m2y˙2 − y11y5 − y12y6]
y5 − y13 |y5| |y6|α−1 y6 − y14y5 |y6|α
0
0
0
0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.56)
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Figura 4.10: Simulacio´n de la respuesta de un sistema estructural histere´tico tipo Bouc–
Wen de un grado de libertad frente a una excitacio´n s´ısmica: desplazamiento,
velocidad, aceleracio´n y desplazamiento histere´tico.
y la salida esta´ dada por:
z =
⎡
⎢⎢⎣
x¨1
r˙1
x¨2
r˙2
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
1
m1
[F1 (t)− y7y2 + y11y5 − y8y3 + y12y6]
y2 − y9 |y2| |y3|α−1 y3 − y10y2 |y3|α
1
m2
[F2 (t)−m2y˙2 − y11y5 − y12y6]
y5 − y13 |y5| |y6|α−1 y6 − y14y5 |y6|α
⎤
⎥⎥⎦ (4.57)
La transformacio´n al tiempo discreto, basada en me´todos nume´ricos de integracio´n de las ecuaciones (4.56)
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Figura 4.11: Ciclo de histe´resis para un modelo estructural de un grado de libertad, tipo
Bouc–Wen sometido a excitacio´n s´ısmica.
y (4.57), esta´ dada por las ecuaciones (4.58) y (4.59) respectivamente [Mathews and Fink, 1999]:
f
(
Y(k+1), u(k+1)
)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y
(k)
1 + y
(k)
2 Δt
y
(k)
2 +
Δt
m1
[
F
(k)
1 − y(k)7 y(k)2 + y(k)11 y(k)5 − y(k)8 y(k)3 + y(k)12 y(k)6
]
y
(k)
3 +Δt
[
y
(k)
2 − y(k)9
∣∣∣y(k)2 ∣∣∣ ∣∣∣y(k)3 ∣∣∣α−1 y(k)3 − y(k)10 y(k)2 ∣∣∣y(k)3 ∣∣∣α
]
y
(k)
4 + y
(k)
5 Δt
y
(k)
5 +
Δt
m2
[
F (k)2 −m2
(
y
(k)
2 −y
(k−1)
2
Δt
)
− y(k)11 y(k)5 − y(k)12 y(k)6
]
y
(k)
6 +Δt
[
y
(k)
5 − y(k)13
∣∣∣y(k)5 ∣∣∣ ∣∣∣y(k)6 ∣∣∣α−1 y(k)6 − y(k)14 y(k)5 ∣∣∣y(k)6 ∣∣∣α
]
y
(k)
7
y
(k)
8
y
(k)
9
y
(k)
10
y
(k)
11
y
(k)
12
y
(k)
13
y
(k)
14
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.58)
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z(k) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
m1
[
F (k)1 − y(k)7 y(k)2 + y(k)11 y(k)5 − y(k)8 y(k)3 + y(k)12 y(k)6
]
y
(k)
2 − y(k)9
∣∣∣y(k)2 ∣∣∣ ∣∣∣y(k)3 ∣∣∣α−1 y(k)3 − y(k)10 y(k)2 ∣∣∣y(k)3 ∣∣∣α
1
m2
[
F (k)2 −m2
(
y
(k)
2 −y
(k−1)
2
Δt
)
− y(k)11 y(k)5 − y(k)12 y(k)6
]
y
(k)
5 − y(k)13
∣∣∣y(k)5 ∣∣∣ ∣∣∣y(k)6 ∣∣∣α−1 y(k)6 − y(k)14 y(k)5 ∣∣∣y(k)6 ∣∣∣α
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(4.59)
La simulacio´n para la estructura histere´tica tipo Bouc–Wen de dos grado de libertad se muestra en la Figura
4.12 y 4.13. Los para´metros adoptados son los ya mencionados para el caso del oscilador lineal [Yang et al.,
2006]: una masa en cada piso de (mi) de 125.53 kg, amortiguamiento en cada piso (ci) de 0.175 kN×(s/m)
y rigidez en cada piso (ki) de 24.5 kN/m. Los para´metros βi toman un valor igual a 2 y γi un valor de 1.
Se empleo´ la misma entrada s´ısmica de la Figura 4.6.
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Figura 4.12: Simulacio´n de la respuesta de un sistema estructural histere´tico tipo Bouc–Wen
frente a una excitacio´n s´ısmica: primer grado de libertad.
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Figura 4.13: Simulacio´n de la respuesta de un sistema estructural histere´tico tipo Bouc–Wen
frente a una excitacio´n s´ısmica: segundo grado de libertad.
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Figura 4.14: Ciclo de histe´resis para un modelo estructural de dos grados de libertad, tipo
Bouc–Wen sometido a excitacio´n s´ısmica.
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CAPI´TULO 5
IDENTIFICACIO´N
ESTRUCTURAL EMPLEANDO
FILTRO KALMAN
El filtro de Kalman ba´sico (KF –Kalman filter) es el principal algoritmo para estimar sistemas dina´micoslineales representados en la forma de estado–espacio, debido a su habilidad para calcular el estado de
un sistema en el pasado (suavizado), presente (filtrado) y futuro (prediccio´n), aun cuando es desconocida la
naturaleza del sistema modelado [Haykin, 2001, Beck, 2002]. En la pra´ctica, las variables estado individuales
de un sistema dina´mico no pueden ser exactamente determinadas por una medicio´n directa, entonces, su
medicio´n se realiza por medio de procesos estoca´sticos que involucran algu´n grado de incertidumbre.
La mayor´ıa de procesos de la naturaleza y de la f´ısica poseen caracter´ısticas y comportamientos no
lineales, que en este caso, limitan el uso del KF. Para superar este problema, se propuso el filtro de Kalman
extendido (EKF –extended Kalman filter), que es una linealizacio´n del proceso no lineal en intervalos de
tiempo, es decir, es una aproximacio´n del sistema no lineal a un sistema lineal por medio de una expansio´n
en series de Taylor.
La aplicacio´n de te´cnicas de identificacio´n basadas en teor´ıa bayesiana han tenido gran impacto en la
ingenier´ıa civil y en investigaciones relativas a la identificacio´n estructural, deteccio´n de dan˜os en estructuras
civiles y meca´nicas y control estructural, como se reporta en [Koh and See, 1994, Wang and Haldar, 1997,
Corigliano and Mariani, 2004, Yang et al., 2006, Ghosh et al., 2007, Yang et al., 2007, Feng, 2007, Zhou et al.,
2008], entre otros, debido a la versatilidad para tratar incertidumbres inherentes a a´reas de investigacio´n
como la ingenier´ıa s´ısmica. No se puede olvidar que debido al avance tecnolo´gico, se ha hecho posible la
obtencio´n de datos provenientes del comportamiento dina´mico de estructuras en tiempo real y que hace del
tratamiento digital de estos datos, una herramienta potencial en dichas tareas.
5.1. Filtrado estoca´stico
Dado un sistema general dina´mico estoca´stico, que tiene la siguiente forma:
X(k+1/k) = g
(
X(k/k), u(k), w(k)
)
(5.1)
z(k) = h
(
X(k),u(k),v(k)
)
(5.2)
donde X(k/k) es el vector de estado (variables ocultas o para´metros) con dimensio´n n, z(k) es la medida del
proceso, u es la entrada, w(k) es el ruido del proceso de media cero y v(k) es el ruido en las mediciones,
tambie´n con media cero; adema´s E
[
v(k) · v(k)
]
= Q(k), E
[
w(k) ·w(k)
]
= R(k) y E
[
v(k) ·w(k)
]
= 0.
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El KF propaga los dos primeros momentos de X(k/k) en forma recursiva con una estructura predictor–
corrector: dado X(k/k), se busca que el estimador prediga cual va a ser el estado en (k+1) usando el modelo
del sistema,
X(k+1/k) = E
[
g
(
X(k/k), u(k),w(k)
)
/z(0:k)
]
(5.3)
P(k+1/k) = E
[(
X
(k+1/k)
t −X(k+1/k)
)
·
(
X
(k+1/k)
t −X(k+1/k)
)
/z(0:k)
]
(5.4)
Los estados siguen un proceso de Markov de primer orden y las observaciones asumidas como independientes
de los estados [Merwe et al., 2000, Haykin, 2001].
Las ecuaciones 5.1 a la 5.4 definen el problema de estimacio´n del estado de un sistema dina´mico general
en el instante (k+1) dados los datos hasta ese mismo instante (k), minimizando el error cuadra´tico medio.
Las te´cnicas de filtrado como el KF, son un intento para dar respuesta a esta formulacio´n.
5.2. Conceptos acerca del filtro de Kalman
El KF es un conjunto de ecuaciones matema´ticas que proveen una solucio´n recursiva o´ptima, por el me´todo
de mı´nimos cuadrados [Maybeck, 1979]. Esta solucio´n permite obtener un estimador lineal, insesgado y
o´ptimo, del estado de un proceso en el instante (k + 1) utilizando la informacio´n disponible en el momento
(k) y, posteriormente, actualizando dicho estimador con la informacio´n adicional disponible al momento
(k + 1). Este proceso se realiza mediante un algoritmo de prediccio´n y uno de correccio´n, con los cuales se
van ajustando los para´metros del sistema, que posteriormente son optimizados para encontrar aquellos que
mejor explican el feno´meno de estudio. En el filtro se asume que el sistema puede ser descrito a trave´s de
un modelo estoca´stico lineal, en donde el error asociado tanto al sistema como a la informacio´n adicional
que se incorpora en el mismo, tiene una distribucio´n normal con media cero y varianza determinada.
La solucio´n es o´ptima debido a que el filtro combina toda la informacio´n observada y el conocimiento
previo acerca del comportamiento del sistema, para producir una estimacio´n del estado, de tal manera que
el error es minimizado estad´ısticamente. El te´rmino recursivo significa que el filtro recalcula la solucio´n cada
vez que una nueva observacio´n o medida es incorporada en el sistema.
Ahora de una forma sistema´tica, podemos decir que el KF estima el estado X de un sistema dina´mico
definido por una ecuacio´n lineal en diferencia, de la forma dada por el modelo (5.1): X(k+1/k) = FX(k/k) +
w(k), donde F es la matriz de transicio´n de estados. El modelo es influenciado por el ruido del modelo w(k).
El KF consiste de dos pasos: (1 ) una fase de prediccio´n, donde la estimacio´n del estado actual X(k/k) y
la covarianza del error P(k/k) en el instante (k) son reemplazados en el modelo del sistema y de esta forma
proyectarlos en el tiempo, al instante (k + 1) y as´ı obtener X(k+1/k) y P(k+1/k); (2 ) una fase de correccio´n
o filtrado donde los valores proyectados X(k+1/k) y P(k+1/k) son ajustados segu´n la respuesta actual del
sistema z(k), en el instante (k+1) resultando en una estimacio´n a posteriori X(k+1/k+1) y P(k+1/k+1). Una
breve formulacio´n de ambos pasos, sera´ dada a continuacio´n [Haykin, 2001]:
Fase de prediccio´n: La prediccio´n del vector de estado X(k+1) en el instante (k + 1) de un sistema
dina´mico estoca´stico, caracterizado en el instante del tiempo (k) por su vector de estado X(k) de dimensio´n
n, se basa en la propagacio´n del estado actual a trave´s de la ecuacio´n del proceso:
X(k+1/k) = FX(k/k) + w(k), X(k/k),X(k+1/k),w(k) ∈ n, F ∈ n×n (5.5)
donde F es la matriz de transicio´n que define la relacio´n entre estados sucesivos. Para sistemas lineales
invariantes en el tiempo, F es representada por una matriz invariante de dimensio´n n × n. El vector de
estados en el instante (k) corresponde a X(k/k) con dimensio´n n y w(k) es un proceso de ruido blanco, que
representa la posibilidad de errores en el modelado del sistema.
Con ayuda de la ecuacio´n (5.5), es posible definir una medida a priori y a posteriori del error como:
e(k+1/k) = X
(k+1)
t −X(k+1/k), e(k+1/k+1) = X(k+1)t −X(k+1/k+1)
e(k+1/k), e(k+1/k+1), X
(k+1)
t ∈ n (5.6)
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donde X
(k)
t corresponde al vector de estado verdadero en el instante (k). Las matrices a priori y a posteriori
de la covarianza del error, se definen como:
P(k+1/k) = E
[
e(k+1/k)e(k+1/k)
]
, P(k+1/k+1) = E
[
e(k+1/k+1)e(k+1/k)
]
P(k+1/k), P(k+1/k+1) ∈ n×n (5.7)
Basado en el principio de minimizacio´n de la varianza impl´ıcito en el KF, la matriz de covarianza del error
es propagada de acuerdo a la siguiente ecuacio´n:
P(k+1/k) = FP(k/k)F + Q (5.8)
donde Q es la matriz de covarianza del proceso del ruido w del modelo dina´mico, con taman˜o n × n.
Entonces, las ecuaciones (5.5) a la (5.8), describen la evolucio´n del estado X(k/k) al estado X(k+1/k) (y
P(k/k) a P(k+1/k)), a trave´s del tiempo.
Fase de correccio´n: En esta etapa, las predicciones del estado del sistema dina´mico calculadas por el
KF son actualizadas o “corregidas” a partir de las mediciones actuales de la respuesta del sistema de la
siguiente forma:
X(k+1/k+1) = X(k+1/k) + K
(
z(k+1) −HX(k+1/k)
)
(5.9)
P(k+1/k+1) = (I−KH)P(k+1/k), I,K,H ∈ n×n (5.10)
donde I es la matriz identidad y K es la ganancia Kalman:
K = P(k+1/k)H
(
HP(k+1/k)H + R
)−1
(5.11)
R es la matriz de covarianza del ruido en las mediciones y H es la matriz de medicio´n, que relaciona el
estado del sistema dina´mico con el vector de observacio´n z(k). La adicio´n de ruido en las mediciones es
representada en la forma del vector v(k) de acuerdo a la ecuacio´n lineal de observacio´n:
z(k) = HX(k) + v(k) (5.12)
Las ecuaciones (5.9) a (5.12), representan la forma en que el KF actualiza las predicciones de los estados
del sistema dina´mico.
Pero como fue mencionado al principio de este cap´ıtulo, el KF presenta limitaciones cuando se aplica a
sistemas dina´micos no lineales. Como respuesta a este problema, surgio´ el filtro de Kalman extendido, el
cual conserva el esquema del KF.
5.3. Identificacio´n de sistemas dina´micos no lineales basada
en filtro Kalman: filtro de Kalman extendido
El filtro extendido de Kalman (EKF –extended Kalman filter) es una te´cnica de estimacio´n que aplica el
esquema del filtro Kalman, expuesto en la Seccio´n 5.2 a sistemas no lineales, linealizando la dina´mica del
modelo en espacio estado, usando una expansio´n de Taylor de primer orden truncada, alrededor el estimado
actual, es decir, linealiza F y H alrededor de X
(k+1/k)
(cuando se asumen los valores esperados de las
variables aleatorias del sistema dina´mico) [Merwe et al., 2000]:
F
(
X(k+1/k)
)
= F
(
X
(k/k)
)
+
∂F (X)
∂X
∣∣∣∣
X=X
(k/k)
(
X(k/k) −X(k/k)
)
+ . . . (5.13)
H
(
X(k)
)
= H
(
X
(k)
)
+
∂H (X)
∂X
∣∣∣∣
X=X
(k)
(
X(k) −X(k)
)
+ . . . (5.14)
por lo tanto, las ecuaciones de prediccio´n y correccio´n para el EKF toman una forma similar a las ecuaciones
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(5.5) a la (5.12):
X(k+1/k) = F
(
X(k+1/k),w(k)
)
(5.15)
P(k+1/k) = f P(k/k)f + Q (5.16)
X(k+1/k+1) = X(k+1/k) + K
(
z(k+1) − hX(k+1/k)
)
(5.17)
P(k+1/k+1) = (I−Kh)P(k+1/k), I,K,h ∈ n×n (5.18)
K = P(k+1/k)h
(
hP(k+1/k)h + R
)−1
(5.19)
z(k) = hX(k) + v(k) (5.20)
y como en el caso del filtro Kalman Q es la matriz de covarianza del ruido en el proceso, R es la matriz de
covarianza del ruido en las medidas y donde f  ∂F(X)
∂X
∣∣∣
X=X(k/k)
y h  ∂H(X)
∂X
∣∣∣
X=X(k/k)
son las matrices
Jacobianas del modelo del proceso y de la medicio´n.
5.4. Resultados de simulacio´n empleando EKF
En esta seccio´n se presentan los resultados del EKF en tareas de identificacio´n para los siguientes sistemas
estructurales propuestos en el Cap´ıtulo 4: un sistema estructural de uno y cinco grados de libertad de
comportamiento lineal. Los para´metros de los modelos matema´ticos son los mismos que los adoptados al
final de la Seccio´n 4.2: la masa de cada piso (mi) de 125.53 kg, amortiguamiento de cada piso (ci) de 0.175
kN×(s/m) y rigidez de cada piso (ki) de 24.5 kN/m, ∀ i = 1, . . . , 5.
En el proceso de inicializacio´n del filtro extendido de Kalman para los sistemas lineales, se tomaron los
siguientes valores iniciales: x(i)0 = 0.1 m, x˙(i)0 = 0 m/s
2, c(i)0 = 10 kN×(s/m) y k(i)0 = 5000 kN/m. La
matriz de covarianza se inicializa como P0 = Ii, donde Ii es la matriz identidad de dimensio´n i× i de i = 1,
i = 5. Los resultados se presentan en las Figuras 5.1 y 5.2.
Para la estructura histere´tica tipo Bouc–Wen, los para´metros adoptados son los ya mencionados (Seccio´n
4.3): una masa en cada piso de (mi) de 125.53 kg, amortiguamiento en cada piso (ci) de 0.175 kN×(s/m)
y rigidez en cada piso (ki) de 24.5 kN/m. Los para´metros βi toman un valor igual a 2 y γi un valor de
1. Adema´s, se tomaron los siguientes valores iniciales: x(i)0 = 0 m, x˙(i)0 = 0 m/s
2, c(i)0 = 10 kN×(s/m),
k(i)0 = 5000 kN/m, β(i)0 = 0, y γ(i)0 = 0, ∀ i = 1, 2. La matriz de covarianza se inicializa como P0 = Ii,
donde Ii es la matriz identidad de dimensio´n i× i de i = 1, i = 2. Los resultados se presentan en las Figuras
5.3 y 5.4.
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Figura 5.1: Para´metros identificados de un sistema estructural lineal de un grado de libertad
empleando EKF. Superior: valor real e identificado del amortiguamiento estruc-
tural. Inferior: valor real e identificado de rigidez estructural.
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Figura 5.2: Para´metros identificados de un sistema estructural lineal de cinco grados de lib-
ertad empleando EKF: valores reales e identificados del amortiguamiento y de la
rigidez estructural.
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Figura 5.3: Para´metros identificados de un sistema estructural histere´tico tipo Bouc–Wen de
un grado de libertad empleando EKF: valores reales e identificados del amor-
tiguamiento, de la rigidez estructural y de los para´metros β y γ.
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Figura 5.4: Para´metros identificados de un sistema estructural histere´tico tipo Bouc–Wen de
dos grados de libertad empleando EKF: valores reales e identificados del amor-
tiguamiento, de la rigidez estructural y de los para´metros β y γ.
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CAPI´TULO 6
IDENTIFICACIO´N
ESTRUCTURAL USANDO UKF
El KF es uno de los algoritmos ma´s usados para el seguimiento y la estimacio´n de sistemas lineales,debido a su robustez frente a incertidumbres, simplicidad y condiciones de optimalidad (Cap´ıtulo 5).
Sin embargo, su aplicacio´n a sistemas no lineales presenta limitaciones [Heijden et al., 2004]. Para superar
dicho problema, fue propuesto el EKF. Como fue presentado en el Cap´ıtulo 5, el EKF tiene limitaciones,
debido a la aproximacio´n de sistemas no lineales por medio de una serie de Taylor truncada, causando
divergencia e inestabilidad en las estimaciones cuando los sistemas son altamente no lineales.
Recientemente, me´todos de identificacio´n basados en simulacio´n estoca´stica, conocidos tambie´n como
filtros de part´ıculas, han ganado gran atencio´n por parte de la comunidad cient´ıfica, dada su potencialidad
para tratar con dina´micas fuertemente no lineales y con una gran cantidad de variables. Uno de estos me´todos
es el llamado filtro de Kalman ensamblado (EnKF –ensemble Kalman filter), desarrollado inicialmente para
problemas en geof´ısica [Gillijns et al., 2006], donde los modelos matema´ticos son no lineales y de un alto orden
y donde las valores iniciales son altamente inciertos. Otra te´cnica basada en la idea de part´ıculas conocida
el filtro de Kalman unscented (UKF –unscented Kalman filter), fue propuesta como una alternativa al
problema de filtrado no lineal, bajo la suposicio´n de que es ma´s sencillo estimar una funcio´n de densidad
de probabilidad que una funcio´n no lineal [Julier and Uhlmann, 1997]. Su aplicacio´n se ha reportado en
el campo de la ingenier´ıa s´ısmica y espec´ıficamente en la identificacio´n estructural, como fue registrado en
la Seccio´n 2.1, igualmente, investigaciones afines como ana´lisis espectrales de las sen˜ales de terremotos son
encontradas tambie´n en [Yingmin et al., 2007, Yinfeng et al., 2009].
En este cap´ıtulo se aplican los filtros UKF y EnKF a la estimacio´n de para´metros de sistemas estruc-
turales y consecuentemente se evalu´a el desempen˜o de cada te´cnica.
6.1. Filtro de Kalman ensamblado
El EnKF es un me´todo de asimilacio´n secuencial de datos, donde los momentos estad´ısticos son predi-
chos usando simulacio´n Monte Carlo. Igualmente, el EnKF posee varias caracter´ısticas que potencian su
utilizacio´n en tareas de identificacio´n de sistemas por encima del EKF [Burgers et al., 1998]: no existen
problemas causados por procesos de linealizacio´n, es decir, no existen problemas por aproximaciones al
ca´lculo de momentos estad´ısticos de orden superior como en el caso del EKF, adema´s a medida que se
aumenta el nu´mero de muestras, los errores son causados principalmente por el ruido en las mediciones.
El esquema empleado por el EnKF fue propuesto por [Evensen, 1994] y usa el esquema general del KF
de prediccio´n y de correccio´n, excepto por el ca´lculo de la matriz de covarianza de la propagacio´n del error,
que es obtenida basada en las muestras de los estados del sistema dina´mico [Gillijns et al., 2006, Tossavainen
et al., 2008]:
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Fase de prediccio´n: Se genera aleatoriamente un conjunto de q estados
X
(k/k)
f =
[
x
(k/k)
f1
, . . . , x
(k/k)
fq
]
, X
(k/k)
f ∈ n×q (6.1)
donde el sub´ındice fi se refiere al i–e´simo miembro o muestra del ensamblaje. Luego, estos miembros son
incorporados a la ecuacio´n dina´mica del sistema de la siguiente forma:
X
(k+1/k)
fi
= F
(
X
(k/k)
f , u
(k)
)
+ w
(k)
i (6.2)
X
(k+1/k)
f = 1/q
q∑
i=1
X
(k+1/k)
fi
(6.3)
donde X
(k+1/k)
f es el promedio del valor del estado estimado. Ya que el estado verdadero X
(k+1) en el
instante (k + 1) no es conocido, la ecuacio´n (5.8) se aproxima como
E
(k+1)
f =
[
X
(k+1/k)
f1
−X(k+1/k)f , . . . , X(k+1/k)fq −X
(k+1/k)
f
]
(6.4)
P
(k+1)
f =
1
q − 1E
(k+1)
f ·
(
E
(k+1)
f
)
(6.5)
Fase de correccio´n: Para obtener el estado estimado corregido, el EnKF realiza un conjunto de ciclos
de asimilacio´n de datos en paralelo:
K = P
(k+1)
f H

(
HP
(k+1)
f H
 + R
)−1
(6.6)
X
(k+1/k+1)
i = X
(k+1/k)
fi
+ K
(
z(k+1) −HX(k+1/k)fi
)
(6.7)
X
(k+1/k+1)
= 1/q
q∑
i=1
X
(k+1/k+1)
i (6.8)
6.2. Filtro de Kalman unscented
El EKF aplica un filtro Kalman a un sistema no lineal ba´sicamente linealiza´ndolo sobre la estimacio´n,
de tal manera que se puedan aplicar las ecuaciones de Kalman, dadas por la ecuacio´n (5.5) a la ecuacio´n
(5.12) en forma directa. En la pra´ctica, este me´todo presenta algunos inconvenientes [Haykin, 2001, Grewal
and Andrews, 2001]: (1 ) si las hipo´tesis necesarias para aplicar una linealizacio´n local no se cumplen,
estos me´todos pueden generar estimadores altamente inestables, (2 ) el ca´lculo de las matrices Jacobianas
requeridas en la linealizacio´n puede ser una tarea dispendiosa e incluso influenciar el desempen˜o del algoritmo
incrementando su complejidad y (3 ) grandes errores en la inicializacio´n del las variables del algoritmo puede
causar divergencia en los resultados.
En an˜os recientes, se han desarrollado algunas te´cnicas de estimacio´n que incorporan el concepto de
part´ıculas al KF, permitiendo de esta forma solucionar algunas limitaciones del EKF con una complejidad
nume´rica similar. Una de esas te´cnicas es la propuesta por [Julier and Uhlmann, 1996, Julier and Uhlmann,
1997, Julier et al., 2000, Julier and Uhlmann, 2004], con mejoras reportadas en [Merwe and Wan, 2001, Julier,
2003, Zhang and Hu, 2006, Kim et al., 2008], entre otros y conocida con el nombre de filtro de Kalman
unscented (UKF). Este algoritmo evita el ca´lculo de matrices Jacobianas y de esta manera reduce los otros
inconvenientes citados, empleando un me´todo que permite realizar una estimacio´n, tanto de medidas como
de matrices de covarianza de variables aleatorias, luego de ser transformadas por una funcio´n no lineal.
El UKF puede ser visto como una te´cnica de propagacio´n de incertidumbres de variables aleatorias
normales, basada en la idea de un muestro determinista (deterministic sampling approach) para el ca´lculo
de los te´rminos de prediccio´n y de la ganancia Kalman en el esquema recursivo planteado por el KF. Dicho
algoritmo esta´ enmarcado en lo que se conoce tambie´n como filtros de Kalman punto–sigma (SPKF –Sigma
Point Kalman filter).
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6.3. Momentos de una variable aleatoria sometida a una
transformacio´n no lineal
El problema de la prediccio´n y actualizacio´n de estados, dado por las ecuaciones (5.2), (5.3) y (5.4) puede
ser reformulado de la siguiente forma:
E [X] = X
Px = E
[(
Xt −X
) · (Xt −X)]
z = f (X)
(6.9)
donde se busca estimar la media y la covarianza del error de la variable aleatoria z.
Tomando una expansio´n multidimensional de Taylor, se puede expresar la funcio´n no lineal alrededor de
X:
z = f
(
X+ ΔX
)
= f
(
X
)
+ DΔxf +
1
2!
D2Δxf +
1
3!
D3Δxf + . . . =
∞∑
i=0
1
i!
DiΔxf (6.10)
donde,
DiΔxf =
(
Δx1
∂
∂x1
+ Δx2
∂
∂x2
+ . . . + Δxn
∂
∂xn
)i
f (X)
∣∣∣∣∣
X=X
(6.11)
Ahora, se pueden calcular los momentos de la variable aleatoria transformada:
E [z] = z = f
(
X
)
+ E
[
DΔxf +
1
2!
D2Δxf +
1
3
D3Δx + . . .
]
(6.12)
Pz = E
[
(z− z) · (z− z)
]
(6.13)
donde,
z− z = f (X + ΔX) − E [f (X + ΔX)] = DΔxf + 1
2!
D2Δxf +
1
3!
D3Δx + . . .
−E
[
DΔxf +
1
2!
D2Δxf +
1
3!
D3Δx + . . .
]
(6.14)
Suponiendo que ΔX tiene una distribucio´n geome´trica, los te´rminos impares desaparecen, entonces:
z = f
(
X
)
+
1
2!
D2Δxf + . . .− E
[
1
2!
D2Δxf + . . .
]
(6.15)
Pz = A (X)PxA (X) +
E
[
DΔxf · 1
3!
(
D3Δxf
)
+
1
2!
D2Δxf · 12!
(
D2Δxf
)
+
1
3!
D3Δxf · (DΔxf) . . .
]
−
E
[
1
2!
D2Δxf
]
· E
[
1
2!
(
D2Δxf
)]
+ . . . (6.16)
donde A(X) corresponde al Jacobiano de f(X). Para la serie de la covarianza, el te´rmino de orden m
requiere el conocimiento de los momentos de ΔX hasta el orden 2m.
Al linealizar usando una expansio´n de Taylor de primer orden, las aproximaciones quedan como:
z = f
(
X
)
(6.17)
Pz = A (X)PxA (X) (6.18)
De este conjunto de ecuaciones se puede ver que las aproximaciones empleadas por el EKF dependen
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fuertemente de la omisio´n de los momentos de orden dos en adelante.
El UKF propone el uso de una te´cnica que permite calcular medias y matrices de covarianzas de varia-
bles aleatorias sometidas a transformaciones no lineales, llamada transformada unscented (UT –Unscented
Transform).
6.4. Transformada unscented
Segu´n [Julier and Uhlmann, 1997], la transformacio´n fue encontrada bajo la suposicio´n que es ma´s sencillo
estimar una funcio´n de densidad de probabilidad que una funcio´n no lineal. El procedimiento se describe a
continuacio´n [Merwe et al., 2000].
Se considera la propagacio´n de una variables aleatoria x, de dimensio´n L, de media x y covarianza Px a
trave´s de una funcio´n no lineal:
y = g (x) (6.19)
Para calcular los dos primeros momentos estad´ısticos de la variable aleatoria y se procede de la siguiente
manera: se calculan de manera determinista un conjunto de puntos–sigma Si = {wi,Xi} los cuales conservan
la media y covarianza de la variable aleatoria x. Un esquema que cumple con la anterior condicio´n es la
siguiente
X0 = x w0 =
κ
L+κ
i = 0
Xi = x +
(√
(L + κ)Px
)
i
wi =
1
2(L+κ)
i = 1, . . . , L
Xi = x−
(√
(L + κ)Px
)
i
wi =
1
2(L+κ)
i = L + 1, . . . , 2L
donde wi es el peso asociado a cada part´ıcula Xi, cumpliendo la condicio´n
∑2L
i=0 wi = 1. El factor κ es
un para´metro adimensional de escalamiento y
(√
(L + κ)Px
)
i
es la i–e´sima columna de la matriz de
puntos–sigma. La Figura 6.1, muestra una localizacio´n t´ıpica de puntos–sigma y una representacio´n del
peso asociado a cada part´ıcula para una variable aleatoria normal de dos dimensiones.
Figura 6.1: Los puntos–sigma capturan el primero y segundo momento estad´ıstico completa-
mente de la variable aleatoria. La altura de cada punto representa su factor de
ponderado wi.
Cada punto sigma es entonces propagado a trave´s de la funcio´n no lineal:
Yi = g (Xi) i = 0, . . . , 2L (6.20)
y el valor estimado de los momentos estad´ısticos de y, media, covarianza y covarianza cruzada son calculados
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como:
y ≈
2L∑
i=0
wiYi
Py ≈
2L∑
i=0
wi (Yi − y) (Yi − y)
Pxy ≈
2L∑
i=0
wi (Xi − x) (Yi − y)
(6.21)
Estos valores estimados de la media y la covarianza son exactos a los valores de una expansio´n de Taylor
de segundo orden de cualquier funcio´n no lineal g(x).
A medida que aumenta el nu´mero de variables L, aumenta el radio del hiperelipsoide sobre el que se
distribuyen los puntos, lo cual puede causar problemas como muestreos no locales, cuestio´n que se agudiza
con sistemas dina´micos con fuertes no linealidades. Varias modificaciones han sido propuestas para abordar
dicho problema, dentro de las que se cuenta una que permite reducir la cantidad de puntos (n+1) reportada
en [Julier and Uhlmann, 2002a] y otra que permite regular el volumen del hiperelipsoide sobre el cual se
distribuyen los puntos, reportada en [Julier and Uhlmann, 2002b], de tal forma que se puedan capturar los
momentos de mayor orden de una mejor manera y conocida como transformada escalada unscented (SUT
–Scaled Unscented Transform).
6.5. Transformada escalada unscented
Una forma de mitigar el efecto de los momentos de orden mayor, es basada en la reformulacio´n del problema,
escribie´ndolo en te´rminos de una nueva funcio´n no lineal:
g (x, x, α, μ) =
f (x + α · (x− x))− f (x)
μ
+ f (x) (6.22)
realizando la expansio´n de Taylor de la ecuacio´n (6.22) alrededor de x:
z = g (x, x, α, μ) = f (x) +
α
μ
·DΔxf + α
2
μ
· 1
2!
D2Δxf +
α3
μ
· 1
3!
D3Δxf + . . . (6.23)
E [z] = E [g (x, x, α, μ)] = f (x) +
α2
μ
· 1
2!
D2Δxf · Px + . . . (6.24)
Es decir, la serie se asemeja a la serie de f(x), con la diferencia que cada te´rmino de orden k queda
escalado por α
k
μ
; de esta manera, si α es lo suficientemente pequen˜a, los te´rminos superiores tienen un
efecto despreciable.
Empleando esta nueva funcio´n, suponiendo que E[Δx] = 0 y μ = α2, las medias de f(x) y g(x) coinciden
hasta el segundo orden, adema´s los te´rminos de orden superior decaen geome´tricamente. Manteniendo la
relacio´n mencionada en los para´metros, se puede adema´s variar uno de ellos de tal forma que se pueda
eliminar el efecto de los te´rminos superiores. Un resultado equivalente se puede hallar para la covarianza.
Esta reformulacio´n permite mantener la estimacio´n hasta el segundo orden y disminuir el valor del resto de
te´rminos de orden superior.
Ahora, la modificacio´n de la funcio´n propuesta es equivalente a una modificacio´n de las part´ıculas y los
pesos [Merwe et al., 2000]:
X
′
i = X0 + α (Xi − X0) i = 0, . . . , 2L
w
′
i =
{
w0
/
α2 +
(
1− 1/α2) i = 0
wi
/
α2 i = 1, . . . , 2L
(6.25)
El para´metro de regulacio´n adicionado, α, permite alejar o acercar de la part´ıcula central al resto de las
part´ıculas, segu´n se tome α menor a mayor que uno y de esta manera capturar efectos locales o globales de
la funcio´n no lineal.
La seleccio´n de los puntos–sigma y el para´metro de escalamiento pueden ser combinados en un solo paso,
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tomando
λ = α2 (L + κ)− L (6.26)
y de esta forma obtener:
X0 = x
Xi = x +
(√
(L + λ)Px
)
i
i = 1, . . . , L
Xi = x−
(√
(L + λ)Px
)
i
i = L + 1, . . . , 2L
(6.27)
w
(m)
0 =
λ
L+λ
i = 0
w
(c)
i =
1
L+λ
+
(
1− α2 + β) i = 0
w
(m)
i = w
(c)
i =
1
2(L+λ)
i = 1, . . . , 2L
(6.28)
donde el para´metro β es incluido para afectar el punto–sigma cero del ca´lculo de la covarianza.
6.6. Formulacio´n del filtro de Kalman unscented
Para implementar el algoritmo del UKF, se puede expandir el espacio de estados, agrega´ndoles los ruidos
del proceso y de la medicio´n:
X(k)a =
[
X(k) w(k) v(k)
]
(6.29)
Se inicializa con los siguientes datos:
X
(k)
= E
[
X(0)
]
, Px
(0) = E
[(
X(0) −X(k)
)
·
(
X(k) −X(k)
)]
X
(k)
a = E [Xa] = E
[
X
(k)
0 0
]
,
P
(k)
a = E
[(
X
(k)
a −X(k)a
)
·
(
X
(k)
a −X(k)a
)]
=
⎡
⎣ P
(k)
x 0 0
0 Q(k) 0
0 0 R(k)
⎤
⎦
(6.30)
Para el estado en el instante del tiempo (k + 1) se calculan los puntos–sigma:
X
(k)
a =
[
X
(k)
a X
(k)
a + γ
√
P
(k)
a X
(k)
a − γ
√
P
(k)
a
]
(6.31)
donde γ =
√
L + λ.
Las ecuaciones de la fase de prediccio´n se formulan entonces como:
X
(k+1/k)
a = F
(
X
(k/k)
a ,u
(k)
)
(6.32)
X
(k+1/k)
=
2L∑
i=0
w
(m)
i X
(k+1/k)
a,i (6.33)
P(k+1/k)x =
2L∑
i=0
w
(c)
i
(
X
(k+1/k)
a,i −X
(k+1/k)
) (
X
(k+1/k)
a,i −X
(k+1/k)
)
(6.34)
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Las ecuaciones de la fase de correccio´n se plantean de la siguiente manera:
Y
(k+1/k) = H
(
X
(k+1/k)
a
)
(6.35)
y(k+1/k) =
2L∑
i=0
w
(m)
i Y
(k+1/k)
i (6.36)
Py(k+1) =
2L∑
i=0
w
(c)
i
(
Y
(k+1/k)
i − y(k+1/k)
) (
Y
(k+1/k)
i − y(k+1/k)
)
(6.37)
Px(k+1)y(k+1) =
2l∑
i=0
w
(c)
i
(
X
(k+1/k)
a,i −X
(k+1/k)
) (
Y
(k+1/k)
i − y(k+1/k)
)
(6.38)
K = Px(k+1)y(k+1)P
−1
yk+1
(6.39)
X
(k+1/k+1)
= X
(k+1/k)
+K
(
y(k+1) − y(k+1/k)
)
(6.40)
Px(k+1) = Px(k+1/k) −KPy(k+1)K (6.41)
6.7. Resultados de simulacio´n empleando EnKF y UKF
A continuacio´n se presentan los resultados del EnKFy el UKF en identificacio´n estructural: se toma un
sistema estructural de uno y cinco grados de libertad de comportamiento lineal. Los para´metros de los
modelos matema´ticos son (Seccio´n 4.2): la masa de cada piso (mi) de 125.53 kg, amortiguamiento de cada
piso (ci) de 0.175 kN×(s/m) y rigidez de cada piso (ki) de 24.5 kN/m, ∀ i = 1, . . . , 5. Se tomaron los
siguientes valores iniciales: x(i)0 = 0 m, x˙(i)0 = 0 m/s
2, c(i)0 = 10 kN×(s/m), k(i)0 = 5000 kN/m. La matriz
de covarianza se inicializa como P0 = Ii. Para el EnKF se genero´ un conjunto de part´ıculas N = 100. Los
resultados del EnKF se presentan en las Figuras 6.2 y 6.3.
Para la estructura histere´tica tipo Bouc–Wen, los para´metros son (Seccio´n 4.3): masa en cada piso de (mi)
de 125.53 kg, amortiguamiento en cada piso (ci) de 0.175 kN×(s/m) y rigidez en cada piso (ki) de 24.5
kN/m; los para´metros βi toman un valor igual a 2 y γi un valor de 1. Se asumieron los siguientes valores
iniciales: x(i)0 = 0 m, x˙(i)0 = 0 m/s
2, c(i)0 = 10 kN×(s/m), k(i)0 = 5000 kN/m, β(i)0 = 0, y γ(i)0 = 0,
∀ i = 1, 2. La matriz de covarianza se inicializa como P0 = Ii, donde Ii es la matriz identidad de dimensio´n
i× i de i = 1, i = 2. Los resultados del EnKF se presentan en la Figura 6.4. Los resultados del UKF para
la estructura lineal se presentan en la Figura 6.5, y para la estructura histere´tica, en las Figuras 6.6 y 6.7.
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Figura 6.2: Para´metros identificados de un sistema estructural lineal de un grado de liber-
tad empleando EnKF. Superior: valor real e identificado del amortiguamiento
estructural. Inferior: valor real e identificado de rigidez estructural.
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Figura 6.3: Para´metros identificados de un sistema estructural lineal de cinco grados de lib-
ertad empleando EnKF: valores reales e identificados del amortiguamiento y de
la rigidez estructural.
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Figura 6.4: Para´metros identificados de un sistema estructural histere´tico tipo Bouc–Wen de
un grado de libertad empleando EnKF: valores reales e identificados del amor-
tiguamiento, de la rigidez estructural y de los para´metros β y γ.
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Figura 6.5: Para´metros identificados de un sistema estructural lineal de un grado de libertad
empleando UKF. Superior: valor real e identificado del amortiguamiento estruc-
tural. Inferior: valor real e identificado de rigidez estructural.
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Figura 6.6: Para´metros identificados de un sistema estructural histere´tico tipo Bouc–Wen de
un grado de libertad empleando UKF: valores reales e identificados del amor-
tiguamiento, de la rigidez estructural y de los para´metros β y γ.
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Figura 6.7: Para´metros identificados de un sistema estructural histere´tico tipo Bouc–Wen de
dos grados de libertad empleando UKF: valores reales e identificados del amor-
tiguamiento, de la rigidez estructural y de los para´metros β y γ.
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CAPI´TULO 7
DISCUSIO´N, CONCLUSIONES Y
TRABAJO FUTURO
En la presente tesis, se aplico´ un conjunto de algoritmos de identificacio´n, basados en teor´ıa bayesiana,a la estimacio´n de para´metros en modelos matema´ticos que describen el movimiento de estructuras
civiles, ante excitaciones dina´micas, especialmente causadas por incidencias s´ısmicas. Se emplearon modelos
de viga cortante de un grado de libertad y de varios grados de libertad, de comportamiento lineal y no
lineal histere´tico, del tipo Bouc–Wen. De la misma manera, se utilizaron dos condiciones de carga en las
simulaciones de los sistemas estructurales: la primera, un conocido terremoto a nivel nacional, ocurrido en
Armenia (Colombia, 1999) y la segunda, una entrada sinusoidal.
En el Cap´ıtulo 2, fueron mencionadas numerosas aproximaciones al problema de estimacio´n de para´me-
tros estructurales, dentro de las que se cuentan las te´cnicas basadas en teor´ıa bayesiana. Estas te´cnicas esta´n
formuladas sobre definiciones matema´ticas probabilistas, hacie´ndolas adecuadas para procesos de identifi-
cacio´n estructural, donde la incertidumbre esta´ presente en la geometr´ıa de la estructura, en sus propiedades
meca´nicas y en la excitacio´n incidente causada por feno´menos naturales de gran componente aleatorio, co-
mo los sismos. Esta formulacio´n probabilista, va acompan˜ada de un esquema en variables de estados del
sistema, proporcionando de este modo un v´ınculo natural de la evolucio´n de la dina´mica estructural con
la manera en que se predicen los valores a identificar. Esto hace de esta aproximacio´n una herramienta
con gran potencial dentro de la ingenier´ıa civil, especialmente en la aplicacio´n para la deteccio´n de dan˜os
estructurales y monitoreo de salud estructural (SHM) y que en los u´ltimos an˜os ha recibido gran atencio´n
por la comunidad cient´ıfica.
Cuando se tienen fuertes incidencias dina´micas sobre sistemas estructurales, e´stos pueden presentar
comportamientos complejos y con fuertes no linealidades; es en este punto donde se hace necesario plantear
estrategias de identificacio´n que traten con estos feno´menos. La te´cnica de identificacio´n ma´s conocida para
abordar un problema de estas caracter´ısticas es el filtro extendido de Kalman (EKF), que se fundamenta
en una aproximacio´n lineal de las ecuaciones no lineales del sistema estructural. Dicha linealizacio´n limita
el desempen˜o del filtro cuando trata con sistemas dina´micos con fuertes no linealidades.
Otra clase de algoritmos que abordan feno´menos de no linealidad son los filtros basados en part´ıculas.
Uno de estos algoritmos es el EnKF. Este algoritmo se fundamenta en la generacio´n aleatoria de estados, de
la misma forma que lo hace una simulacio´n Monte Carlo con una variable aleatoria, y as´ı tener un conjunto
de estados en paralelo al momento de calcular el estado posterior del sistema. La manera de operar conserva
el esquema del KF. Tambie´n, el algoritmo de identificacio´n no lineal UKF propuesto en esta tesis como
alternativa para la identificacio´n de sistemas estructurales conserva sus bases en el planteamiento de los
filtros de part´ıculas. No obstante, la generacio´n de estados en el UKF se realiza por medio de un nu´mero
definido de part´ıculas de 2L, siendo L el nu´mero de estados del sistema. Esta condicio´n hace que se conserven
los dos primeros momentos estad´ısticos de los estados y que adema´s se reduzca el nu´mero de part´ıculas con
relacio´n a algoritmos como el EnKF.
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A partir de las respuestas obtenidas de los sistemas estructurales, se evaluo´ el desempen˜o de varias
te´cnicas de identificacio´n: EKF, EnKF y el UKF, en la estimacio´n de para´metros estructurales, tales como
la rigidez, el amortiguamiento estructural y tambie´n para´metros de modelos no lineales histere´ticos, como el
tipo Bouc–Wen empleado en la presente tesis. En el Cap´ıtulo 5, se empleo´ el EKF para identificar valores de
rigidez y amortiguamiento de estructuras de comportamiento lineal y valores de rigidez, amortiguamiento y
para´metros de forma del ciclo de histe´resis del sistema no lineal histere´tico, durante una incidencia dina´mica.
En las figuras 5.1 y 5.2 se presentan los resultados para los sistemas estructurales de comportamiento lineal,
donde la convergencia a los para´metros reales no presenta oscilaciones alrededor del valor real, llegando a un
valor de amortiguamiento, ci, de 174.99 kN×(s/m) y de rigidez, ki, de 24499.70 kN/m en promedio, tanto
para el sistema estructural lineal de uno y de multiples grados de libertad. El tiempo de simulacio´n fue de 5 s
y de 40 s, respectivamente. En las figuras 5.3 y 5.4, se presentan los resultados para los sistemas estructurales
histere´ticos. La convergencia a los para´metros reales fue ma´s lenta, con presencia de oscilaciones y tomando
un valor final de amortiguamiento ci, de 174.95 kN×(s/m), de rigidez, ki, de 24499.90 kN/m, y de los
para´metros βi de 2.00 y de γi de 1.00, en promedio, tanto para el sistema estructural histere´tico de un
grado de libertad, como para el sistema estructural histere´tico de multiples grados de libertad. El tiempo
de simulacio´n fue de 13 s y 32 s, respectivamente.
El desempen˜o del EnKF se presenta en el Cap´ıtulo 6. Para los sistemas lineales (figuras 6.2 y 6.3), la
convergencia a los para´metros reales muestra oscilaciones alrededor del valor real, llegando a un valor de
amortiguamiento, ci, de 175.01 kN×(s/m) y de rigidez, ki, de 24499.80 kN/m en promedio, para el sistema
estructural lineal de un grado de libertad y para el sistema estructural lineal de multiples grados de libertad.
El tiempo de simulacio´n fue de 10 s y de 20 s, respectivamente. Para el sistema histere´tico de un grado
de libertad (6.4), la convergencia a los para´metros reales fue de 2 s aproximadamente, para la rigidez y
el amortiguamiento estructural y de 5 s para los para´metros del ciclo histere´tico. La simulacio´n dio como
resultado un valor final de amortiguamiento ci, de 175.00 kN×(s/m), de rigidez, ki, de 24999.92 kN/m y
de los para´metros βi de 1.99 y de γi de 1.02. El tiempo de simulacio´n fue de 21 s.
El desempen˜o del UKF, se presenta en el Cap´ıtulo 6. Desde la Figura 6.5 a la Figura 6.7, se muestra
la capacidad del UKF para hacer seguimiento de los para´metros estructurales, tanto para un sistema
lineal de un grado de libertad como para sistemas histere´ticos. Para el sistema lineal (Figura 6.5), la
convergencia a los para´metros reales no presenta oscilaciones alrededor del valor real, llegando a un valor final
de amortiguamiento, ci, de 175.00 kN×(s/m) y de rigidez, ki, de 24500.00 kN/m. El tiempo de simulacio´n
fue de 5 s. Para los sistemas histere´ticos (figuras 6.6 y 6.7), la convergencia a los para´metros reales se dio
antes de 0.1 s, sin presencia de oscilaciones y tomando un valor final de amortiguamiento ci, de 175.00
kN×(s/m), de rigidez, ki, de 24500.00 kN/m y de los para´metros βi de 2.00 y de γi de 1.00, para el sistema
estructural histere´tico de un grado de libertad y para el sistema estructural histere´tico de multiples grados
de libertad. El tiempo de simulacio´n fue de 9 s y 12 s, respectivamente.
Se evaluo´ el desempen˜o de los algoritmos de identificacio´n sobre un modelo estructural lineal de un grado
de libertad, a trave´s de 100 realizaciones de cada algoritmo. En las tablas 7.1 y 7.2 se presentan los resultados
para los tres me´todos de identificacio´n. Para obtener el valor medio de cada para´metro perteneciente a
las tres te´cnicas, se tomo el valor estimado final de cada para´metros durante las 100 realizaciones y se
promediaron. La desviacio´n esta´ndar se calculo´ a partir del conjunto de los valores estimados finales y el
error fue calculado como el porcentaje que representa la diferencia entre el valor real y el valor estimado,
respecto al valor real.
De la misma forma, se evaluo´ el desempen˜o de los algoritmos de identificacio´n aplicados a un modelo
estructural histere´tico tipo Bouc–Wen de un grado de libertad. Los valores estad´ısticos de la media, de la
desviacio´n esta´ndar y el error se obtuvieron de manera similar que los valores calculados para el caso del
modelo lineal. El desempen˜o de los algoritmos se presenta desde la Tabla 7.3 a la Tabla 7.6.
En el caso del sistema estructural lineal, se observa en las tablas 7.1 y 7.2, que para todos los me´todos de
identificacio´n, el promedio de sus valores estimados es pro´ximo al valor real de los para´metros del sistema. De
la misma manera, la desviacio´n esta´ndar de sus valores estimados que es del orden de 10−2 a 10−4, representa
robustez de los algoritmos. En cuanto al valor del error de los valores estimados respecto a los valores reales,
se mantienen en un rango de 10−3 a 10−5. El UKF fue la te´cnica que presento el menor error con un valor
de 7.97×10−5 y 5.89×10−5 para la estimacio´n del amortiguamiento y la rigidez, respectivamente. El tiempo
promedio tomado por cada algoritmo en su proceso de identificacio´n es de 4.5 s, 9.4 s y 5.1 s para el EKF,
EnKF y UKF, respectivamente.
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Amortiguamiento estructural (N s/m)
Datos de simulacio´n Valor estimado
Me´todo Valor exacto Valor inicial Media D.Std.† Error (%)
EKF 175.0 10.0 174.99 8.64×10−4 2.50×10−3
EnKF 175.0 10.0 174.99 8.67×10−3 4.23×10−3
UKF 175.0 10.0 174.99 3.58×10−4 7.97×10−5
† D.Std=Desviacio´n esta´ndar
Tabla 7.1: Desempen˜o del filtro EKF, EnKF y UKF para la estimacio´n del amortiguamiento
de una estructura lineal.
Rigidez estructural (N/m)
Datos de simulacio´n Valor estimado
Me´todo Valor exacto Valor inicial Media D.Std. Error (%)
EKF 24500 5.0×103 24499.94 1.71×10−2 2.63×10−4
EnKF 24500 5.0×103 24500.05 2.57×10−2 2.39×10−4
UKF 24500 5.0×103 24500.00 3.52×10−2 5.89×10−5
Tabla 7.2: Desempen˜o del filtro EKF, EnKF y UKF para la estimacio´n de la rigidez de una
estructura lineal.
Amortiguamiento estructural (N s/m)
Datos de simulacio´n Valor estimado
Me´todo Valor exacto Valor inicial Media D.Std. Error (%)
EKF 175.0 10.0 174.92 1.41×10−3 6.35×10−4
EnKF 175.0 10.0 174.99 2.48×10−2 1.11×10−2
UKF 175.0 10.0 175.00 1.71×10−8 3.08×10−8
Tabla 7.3: Desempen˜o del filtro EKF, EnKF y UKF para la estimacio´n del amortiguamiento
de una estructura histere´tica Bouc–Wen.
Rigidez estructural (N/m)
Datos de simulacio´n Valor estimado
Me´todo Valor exacto Valor inicial Media D.Std. Error (%)
EKF 24500 5.0×103 24499.94 1.71×10−2 5.72×10−5
EnKF 24500 5.0×103 24500.05 5.20×10−1 1.60×10−3
UKF 24500 5.0×103 24500.00 4.02×10−7 1.14×10−7
Tabla 7.4: Desempen˜o del filtro EKF, EnKF y UKF para la estimacio´n de la rigidez de una
estructura histere´tica Bouc–Wen.
Para el modelo estructural histere´tico (desde la Tabla 7.3 a la Tabla 7.6), se observa que el promedio de
los valores estimados para cada me´todo es cercano al valor real del para´metro, adema´s, la dispersio´n de
estos mismos valores es del orden de 10−8 para el UKF, mientras que es del orden de 10−2 para el EKF
y para el EnKF. El porcentaje del error para el UKF es del orden de 10−8, mientras que para el EKF y
EnKF esta entre el 5.72×10−5 % y el 6.5%. El tiempo promedio tomado por cada algoritmo en su proceso
de identificacio´n es de 12.4 s, 23.0 s y 8.1 s para el EKF, EnKF y UKF, respectivamente.
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Factor β
Datos de simulacio´n Valor estimado
Me´todo Valor exacto Valor inicial Media D.Std. Error (%)
EKF 2.00 0.0 2.01 5.57×10−2 2.17
EnKF 2.00 0.0 1.98 9.65×10−2 3.84
UKF 2.00 0.0 2.00 2.23×10−10 1.66×10−8
Tabla 7.5: Desempen˜o del filtro EKF, EnKF y UKF para la estimacio´n del para´metro β de
una estructura histere´tica Bouc–Wen.
Factor γ
Datos de simulacio´n Valor estimado
Me´todo Valor exacto Valor inicial Media D.Std. Error (%)
EKF 1.00 0.0 1.01 6.63×10−2 5.35
EnKF 1.00 0.0 1.00 8.07×10−2 6.44
UKF 1.00 0.0 1.00 1.00×10−8 1.72×10−10
Tabla 7.6: Desempen˜o del filtro EKF, EnKF y UKF para la estimacio´n del para´metro γ de
una estructura histere´tica Bouc–Wen.
La Figura 7.1 presenta el error del valor estimado de amortiguamiento y rigidez estructural para el modelo
lineal, donde se observa que para el amortiguamiento el EnKF tiene el mayor valor del error, con una alta
variabilidad, mientras que para la rigidez, el valor del error es similar para los tres me´todos. En la Figura
7.2, se presenta el error del valor estimado de amortiguamiento, rigidez estructural y los para´metros β y γ,
del modelo histere´tico. El algoritmo que presenta mayor valor en el error y variabilidad es el EnKF para
la estimacio´n de los cuatro para´metros, no obstante, el EKF adopta valores de error comparables al EnKF
cuando estima los valores de β y γ. El algoritmo UKF presento´ el menor error y la menor variabilidad.
Tomando como base las simulaciones realizadas, se demuestra la superioridad del desempen˜o del filtro
UKF sobre el filtro EnKF y sobre el filtro EKF, en lo que se refiere a la precisio´n del resultado del proceso
de estimacio´n y en te´rminos del costo computacional. La convergencia a valores estables de los para´metros
estructurales se hace en menos de 0.1 s y con error del orden de 10−8 respecto al valor real. Igualmente, los
tiempos de ejecucio´n de todas las simulaciones pertenecientes al filtro UKF son alrededor de la mitad del
tiempo empleado por los dema´s algoritmos.
Finalmente, varias l´ıneas de investigacio´n pueden orientarse como trabajo futuro:
Exploracio´n del uso de filtros de part´ıculas basados en muestreo (Sampling Particle filters), a la iden-
tificacio´n estructural: la generacio´n de part´ıculas dentro del algoritmo de identificacio´n repercute en
la calidad de su desempen˜o. Diversos algoritmos de generacio´n de muestras han sido estudiados,
principalmente pertenecientes al grupo conocido como Markov Chain Monte Carlo methods. En los
u´ltimos an˜os, me´todos como Metropolis–Hastings y Gibbs Sampler han sido estudiados en la iden-
tificacio´n estructural. Una alternativa puede plantearse a partir de nuevos algoritmos de simulacio´n
estoca´stica que eviten caminos aleatorios (Random Walks), basados en la idea planteada, por ejem-
plo, por el me´todo conocido como Hamilton Monte Carlo o algunas variantes del Gibbs Sampler.
Tambie´n pueden ser u´tiles me´todos de probabilidad imprecisa para la obtencio´n de muestras dada
la funcio´n de densidad de probabilidad de los para´metros.
Recientemente, se ha estudiado la aplicacio´n del filtro UKF a tareas de ingenier´ıa sismolo´gica, como
ana´lisis espectral de sen˜ales s´ısmicas y leyes de atenuacio´n de ondas (cap´ıtulos 2 y 6). Exploraciones
en esta direccio´n, junto con el empleo de me´todos como los citados en el punto anterior ser´ıan una
l´ınea de investigacio´n en la estimacio´n de movimientos s´ısmicos, en la estimacio´n probabilista de
pe´rdidas y en el desarrollo de sistemas de alerta temprana de terremotos.
77
0 20 40 60 80 100
0
5
10
15
x 10−3
Er
ro
r a
m
or
tig
. (%
)
 
 
0 20 40 60 80 100
0
2
4
6
x 10−3
Número de simulaciones
Er
ro
r r
igi
de
z (
%)
 
 
EKF
EnKF
UKF
EKF
EnKF
UKF
Figura 7.1: Error del valor estimado de amortiguamiento y rigidez estructural para el sistema
estructural lineal.
Incorporacio´n de algoritmos de identificacio´n como el UKF y filtros de part´ıculas en procesos de
control activo de estructuras civiles.
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Figura 7.2: Error del valor estimado de amortiguamiento, rigidez estructural y de los para´-
metros β y γ para el sistema estructural histere´tico tipo Bouc–Wen.
