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Abstract
The Einstein-Hilbert action in three dimensions and the transformation rules for the dreibein
and spin connection can be naturally described in terms of gauge theory. In this spirit, we
use covariant coordinates in noncommutative gauge theory in order to describe 3D gravity in
the framework of noncommutative geometry. We consider 3D noncommutative spaces based
on SU(2) and SU(1,1), as foliations of fuzzy 2-spheres and fuzzy 2-hyperboloids respectively.
Then we construct a U(2)× U(2) and a GL(2,C) gauge theory on them, identifying the corre-
sponding noncommutative vielbein and spin connection. We determine the transformations
of the fields and an action in terms of a matrix model and discuss its relation to 3D gravity.
1 Introduction
A popular idea addressing the problem of our lack of knowledge for the quantum structure
of spacetime is that at small distances its coordinates exhibit a noncommutative structure.
Once this idea is taken seriously, naturally one asks which are its implications for gravity. A
modest approach is to draw lessons from general relativity and study the modifications or
corrections to the symmetries, field equations and their solutions due to this noncommuta-
tivity of coordinates.
It is interesting to recall one relation between gravity and gauge theories [1–4]; general
relativity, with or without cosmological constant, is obtained upon gauging the Poincaré or
(A)dS algebra. This is true for the transformation rules of the gauge fields—the vielbein
and the spin connection—in any dimension. However, in three dimensions not only the
transformation rules but also the dynamics, the Einstein-Hilbert action, can be described by
gauge theory [5, 6]. Motivated by the existence of noncommutative gauge theories [7], one
could then ask whether they can be used as a guide to noncommutative gravity. Such an
approach was followed before, for example in Refs. [8–12]. Similarly, this has been studied
also in three dimensions, utilizing the relation to Chern-Simons gauge theory [13–16]. The
common feature of the above works is that the noncommutative deformation is constant
(Moyal-Weyl) and the analysis is made using the corresponding ⋆-product and the Seiberg-
Witten map [17].
Alternatively, one can use another type of noncommutative geometries, matrix geometries,
in order to explore quantum gravity [18, 19]. Several approaches have been suggested in
recent years, mainly based on Yang-Mills matrix models [20–30], pointing once more at di-
rect relations among noncommutative gauge theories and gravity. For another approach see
Refs. [31–33], where a solid indication that the degrees of freedom or basic modes of the
resulting theory of gravity can be put in correspondence with those of the noncommuta-
tive structure has been presented. In this case, the usual symmetries such as coordinate
invariance are built-in, and the commutator of coordinates can have arbitrary dependence
on them. Moreover, describing gravity as a gauge theory in the context of matrix geometry
is further motivated by gauge theories defined on fuzzy spaces [34]. Notably, the reduction
of higher-dimensional gauge theories over fuzzy manifolds, used as extra dimensions, leads
to renormalizable theories in four dimensions [35], a feature that is worth exploring in the
case of gravity too.
In an attempt to formulate gravity in the noncommutative setup, the price one has to pay is
that noncommutative deformations generically break Lorentz invariance. For certain types
of noncommutative spaces, it is possible to define deformed symmetries which are preserved,
as for example in the case of κ-Minkowski spacetime [36, 37], which appears as a solution
of the Lorentzian IIB matrix model in Ref. [38]. However, there are special types of de-
formations, in fact some of the very first noncommutative geometries ever considered, that
constitute covariant noncommutative spacetimes [39,40]. This spirit was recently revived in
Ref. [41], where the authors discuss a realization of this idea and construct a noncommuta-
tive deformation of a general conformal field theory defined on four-dimensional dS or AdS
1
spacetime. Similar four-dimensional constructions were pursued in Refs. [42–45].
In this paper, we revisit 3D gravity from the point of view of noncommutative gauge theory.
In order to do so, first we need to identify 3D noncommutative spaces with the appropri-
ate symmetry. In the Euclidean case, an example of such a space is the foliation of 3D
space with Euclidean signature by fuzzy spheres, first considered in Ref. [46]. This space
has the Lie algebra SU(2) as the algebra of noncommutative coordinates. However, unlike
the fuzzy sphere [47,48], one does not restrict the Hermitian matrices to be proportional to
the generators of SU(2) in an irreducible representation, but instead one considers reducible
representations and constructs large block-diagonal matrices with each block being an irre-
ducible representation. It is in this sense that a third dimension opens up and each block of
the matrix corresponds to a fuzzy sphere, each fuzzy sphere being a leaf of the foliation. This
space has a natural action of SO(4), see e.g. [49], which we would like to gauge. As usual in
non-Abelian noncommutative gauge theories, additional generators have to be included in
order to close the anticommutation relations, thus the gauge theory we consider in this case
is U(2)× U(2) in a fixed representation.
In the more interesting Lorentzian case, the analogous construction involves a 3D space with
underlying symmetry SO(1,2). Such a space can be constructed in a similar fashion to the
Euclidean case, as a foliation of 3D spacetime with Lorentzian signature by the 2D fuzzy
hyperboloids of Ref. [50]. On this space, one would like to consider a SO(3,1) gauge theory;
for the same reason as before, the gauge group has to be extended to GL(2;C), as for example
in Ref. [10], which gives the vielbein and the spin connection, as well as a pair of additional
gauge fields.
The paper is organized as follows. In Section 2, we briefly recall the construction of 3D
gravity as a gauge theory of the Poincaré, de Sitter or Anti de Sitter algebra, depending on
the cosmological constant. In section 3, we remind the reader of the standard construction
of noncommutative gauge theories in terms of covariant coordinates, with special attention
to the non-Abelian case. In Section 4, we discuss the 3D fuzzy spaces on which we will
consider noncommutative gauge theories. These are based on the algebras of SU(2) and
SU(1,1), respectively. We discuss in some detail the compact case and the finite-dimensional
representations that define the fuzzy space as a discrete foliation of fuzzy 2-spheres. The non-
compact case is argued to exist in a similar fashion, as a foliation of 2D fuzzy hyperboloids.
In Section 5, we discuss gauge theories on these spaces, in particular we present in detail
a GL(2;C) gauge theory in the non-compact case, for which we derive the transformation
rules of the noncommutative vielbein and spin connection, we construct the corresponding
curvatures as well, and then we compare them with the commutative case. In section 6,
we argue for a matrix model that yields the corresponding action, comparing it with the
classical Chern-Simons action of 3D gravity. Section 7 contains our conclusions.
2
2 Gravity as a gauge theory
3D gravity as a gauge theory
The first order formulation of general relativity in three dimensions can be understood as a
gauge theory of the Poincaré algebra iso(1, 2).1 In the presence of a cosmological constant,
the relevant algebras are the de Sitter and Anti de Sitter ones, so(1, 3) and so(2, 2) respec-
tively. The corresponding generators are the ones of local translations Pa, a = 1, 2, 3 and the
Lorentz transformations Jab, satisfying the commutation relations2 (CRs)
[Jab, Jcd] = 4η[a[cJd]b] , [Pa, Jbc] = 2ηa[bPc] , [Pa, Pb] = ΛJab , (2.1)
where ηab is the (mostly plus) Minkowski metric and Λ denotes the cosmological constant.
These commutation relations are valid in any dimension, however a convenient rewriting in
three dimensions reads as
[Ja, Jb] = ǫabcJ
c , [Pa, Jb] = ǫabcP
c , [Pa, Pb] = ΛǫabcJ
c , (2.2)
using the definition Ja = 1
2
ǫabcJbc. Gauging proceeds with the introduction of a gauge field for
each algebra generator, in particular the dreibein eµa for translations and the spin connection
ωµ
a = 1
2
ǫabcωµbc for Lorentz transformations. The gauge connection is collectively given as
Aµ = eµ
a(x)Pa + ωµ
a(x)Ja , (2.3)
and it transforms in the adjoint representation according to the standard rule
δAµ = ∂µǫ+ [Aµ, ǫ] , (2.4)
where the gauge transformation parameter is taken to be
ǫ = ξa(x)Pa + λ
a(x)Ja . (2.5)
Thus one can find the transformations of the vielbein and spin connection,
δeµ
a = ∂µξ
a − ǫabc (ξbωµc + λbeµc) , (2.6)
δωµ
a = ∂µλ
a − ǫabc (λbωµc + Λξbeµc) , (2.7)
and their curvatures, using the usual formula
Rµν(A) = 2∂[µAν] + [Aµ, Aν ] . (2.8)
Writing Rµν(A) = TµνaPa +RµνaJa , these turn out to be
Tµν
a = 2∂[µeν]
a + 2ǫabcω[µbeν]c , (2.9)
Rµν
a = 2∂[µων]
a + ǫabc (ωµbωνc + Λeµbeνc) . (2.10)
1This is also true in any dimension for what concerns the transformation rules of the fields.
2We employ the standard convention that antisymmetrizations are taken with weight 1.
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The Einstein-Hilbert action with or without cosmological constant Λ in three dimensions,
SEH3 =
1
16πG
∫
M
ǫµνρ
(
eµ
a (∂νωρa − ∂ρωνa) + ǫabceµaωνbωρc + 13Λǫabceµaeνbeρc
)
, (2.11)
is identical to the action functional of a Chern-Simons gauge theory of the Poincaré, dS
or AdS algebra, upon choice of an appropriate quadratic form in the algebra [5, 6]. The
standard choice is
tr(JaP b) = δab , tr(P aP b) = tr(JaJ b) = 0 . (2.12)
However, in three dimensions and for non-vanishing Λ, there exists a second non-degenerate
invariant quadratic form, given as
tr(JaP b) = 0 , 1
Λ
tr(P aP b) = tr(JaJ b) = δab , (2.13)
yielding a different, yet classically equivalent, action [6]. This second set of traces will be
important in our study too.
Remarks on 4D gravity
For completeness of the presentation, recall that the vielbein formulation of general relativity
in four dimensions is associated to the Poincaré algebra iso(1, 3) [1–4]. The latter comprises
ten generators, the four generators of local translations Pa, a = 1, 2, 3, 4, and the six Lorentz
transformations Jab, satisfying the commutation relations (2.1) for Λ = 0. Gauging proceeds
in the same way, in terms of the vierbein eµa and the spin connection ωµab, leading to the
transformations
δeµ
a = ∂µξ
a + ωµ
abξb − λabeµb , (2.14)
δωµ
ab = ∂µλ
ab − 2λ[acωµcb] , (2.15)
for gauge parameters (ξa, λab), and the curvatures
Rµν
a(e) = 2∂[µeν]
a − 2ω[µabeν]b , (2.16)
Rµν
ab(ω) = 2∂[µων]
ab − 2ω[µacων]cb . (2.17)
Imposing vanishing torsion, Rµνa(e) = 0, leads to the solution of the spin connection in
terms of the vielbein components. The dynamics follows from the Einstein-Hilbert action
SEH4 =
1
2
∫
d4x ǫµνρσǫabcd eµ
aeν
bRρσ
cd(ω) . (2.18)
However, in this case the action does not follow from gauge theory [6]; thus only the kine-
matics of four-dimensional gravity is directly captured by gauge theory.
4
3 Gauge theories on noncommutative spaces
Gauge theories also exist on noncommutative spaces. In that case, one begins with an algebra
A of operators Xµ, and refers to them as a noncommutative space with noncommutative
coordinates. The operators Xµ satisfy a commutation relation which is generically given as
[Xµ, Xν ] = iθµν . (3.1)
Note that in general the dependence of θµν is not a priori specified; there are two reasons for
this. First, although customarily it is assumed to depend on the noncommutative coordinates
Xµ, it could in principle as well depend on the corresponding momenta Pµ (see Ref. [51]
for some examples). Second, one may wish to consider noncommutative spaces where the
operators Xµ do not close, as for example the case of the fuzzy 4-sphere of Ref. [52], or more
generally spaces where the tensor θµν is not fixed, as for example in Refs. [40, 41].
A natural way to introduce noncommutative gauge theories is through covariant noncom-
mutative coordinates, which in this paper will be denoted as Xµ [7]. They are defined as
Xµ = Xµ + Aµ , (3.2)
such that they obey a covariant gauge transformation rule,
δXµ = i[ǫ,Xµ] . (3.3)
The quantity Aµ transforms as the analog of a gauge connection,
δAµ = −i[Xµ, ǫ] + i[ǫ, Aµ] , (3.4)
and it can be used to define a noncommutative covariant field strength, which is in turn used
to define the noncommutative gauge theory. The field strength is given in terms of covariant
coordinates as
Fµν = [Xµ,Xν ]− iθ¯µν and Fµν = [Xµ,Xν ]− iCµνρXρ , (3.5)
in the popular cases of constant θ¯µν and linear (Lie-type) noncommutativity respectively. In
case θµν is not fixed, such a field strength has to be determined accordingly.
Up to now it was not specified whether the gauge theory is Abelian or not. This depends
on the nature of the gauge parameters ǫ; if they are simply elements of the algebra A, then
the theory is Abelian, while when they are valued in a matrix algebra Mat(A), the theory is
non-Abelian [7]. Whenever a non-Abelian gauge theory is considered, there is an issue with
the algebra where the gauge fields are valued. In particular, if for the moment we collectively
denote the generators of the algebra as TA and suppress the µ index, the well-known relation
[ǫ, A] = [ǫATA, ABTB] = 1
2
{ǫA, AB}[TA, TB] + 1
2
[ǫA, AB]{TA, TB} , (3.6)
reveals that restricting to a matrix algebra is not generically possible [7]. This is due to
the fact that the very last term, although trivially vanishing in the commutative case, it is
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neither zero nor a Lie algebra element in the noncommutative case. This is evaded either by
considering the universal enveloping algebra [53], or by appropriately extending the genera-
tors and/or fixing the representation such that the anticommutators close. In the following
we shall consider such non-Abelian gauge theories on noncommutative spaces and we shall
employ the second option.
4 Three-dimensional fuzzy spaces based on SU(2) and
SU(1,1)
Our purpose is to write a gauge theory in the spirit of Section 3, which is associated to gravity
in 3D. In order to achieve this goal, we should first identify the corresponding fuzzy space. In
the Euclidean case, we consider the three-dimensional noncommutative space R3λ introduced
in [46], which can viewed as a direct sum of fuzzy spheres. The fuzzy sphere [47,48] is defined
in terms of three rescaled angular momenta Xi = λJi, the Lie algebra generators of a unitary
irreducible representation Dj of SU(2), which satisfy
[Xi, Xj] = iλǫijkXk ,
3∑
i=1
XiXi = λ
2j(j + 1) := r2 , λ ∈ R, 2j ∈ N. (4.1)
They can be explicitly written in the standard basis of Mat2j+1(C) ∼= End(C2j+1) as:
X1 =
λ
2
∑
m
(√
(j +m)(j −m+ 1)ejm,m−1 +
√
(j −m)(j +m+ 1)ejm,m+1
)
, (4.2)
X2 =
λ
2i
∑
m
(√
(j +m)(j −m+ 1)ejm,m−1 −
√
(j −m)(j +m+ 1)ejm,m+1
)
, (4.3)
X3 = λ
∑
m
mejmm , (4.4)
where the elementary matrices {ejmn},−j ≤ m,n ≤ j with matrix elements (ejmn)kl = δmkδnl,
corresponding as endomorphisms to operators |jm〉〈jn|, are orthonormal with respect to
the inner product (a, b) = Tr(a†b), ∀a, b ∈ Mat2j+1(C). However, in the context of the
fuzzy sphere, it is useful to introduce yet another basis of Mat2j+1(C), which is built from
matrix polynomials in the generators (4.2)-(4.4). Namely, due to the irreducibility of the
representation Dj, there are exactly (2j + 1)2 linearly independent completely symmetric
polynomials in Xi and a convenient way to choose orthogonal combinations denoted as YJM
is to solve the eigenvalue equations:
1
λ2
[Xi, [Xi,Y
J
M
]] = J(J + 1) , 1
λ
[X3,Y
J
M ] = MY
J
M , J = 0, . . . , 2j, M = −J, . . . , J .(4.5)
Recalling that the vector space Mat2j+1(C) as a tensor product naturally carries the action
of the generators (4.2)-(4.4) given as:
Xi ⊲Ψ := [Xi,Ψ] , ∀Ψ ∈ Mat2j+1(C) , (4.6)
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it is easy to see that solving Eqs. (4.5) is equivalent to the decomposition of Mat2j+1(C) into
irreducible components given by:
Dj ⊗Dj =
2j⊕
J=0
DJ . (4.7)
Consequently, the dimension of the space Mat2j+1(C) matches the dimension of the trun-
cated space L22j+1(S
2) of square integrable functions on the sphere S2 spanned by spherical
harmonics Y JM(θ, φ), J = 0, . . . , 2j, M = −j, . . . , j. This enables to establish the following
map:
Q : L22j+1(S2)→ Mat2j+1(C), Y JM(θ, φ) 7→ YJM , (4.8)
which extends to an isomorphism of vector spaces due to the uniqueness of the corresponding
expansions:
Q : f(θ, φ) =
∑
J,M
fJMY
J
M(θ, φ) 7→ F =
∑
J,M
F JMY
J
M . (4.9)
Having at hand such a map, one can introduce a noncommutative product of truncated
functions on the sphere S2 as:
f1 ⋆ f2 = Q−1 (Q(f1)Q(f2)) , (4.10)
which for practical purposes reduces merely to matrix multiplication. Finally, one can show
that in the limit λ → 0 and j → ∞, taken in a such way that r = λj is fixed, the isomor-
phism Q of vector spaces becomes an isomorphism of commutative algebras. Particularly,
the eigenvalue equations (4.5) translate to eigenvalue equations for the Laplacian on the
sphere and the third component of angular momentum. Accordingly, the constructed non-
commutative algebra of functions together with the differential algebra determined by fuzzy
derivatives (4.6) [54, 55], can be regarded as a quantized version of the sphere S2, known as
a fuzzy sphere and denoted as S2λ,j.
Allowing Xi to live in a reducible representation and keeping λ fixed, a particular variant of
noncommutative space, known as R3λ, can be obtained as a direct sum of fuzzy spheres with
all possible radii determined by 2j ∈ N [46, 56–58]
R
3
λ =
∑
2j∈N
S2λ,j =
⊕
2j∈N
Mat2j+1(C) . (4.11)
Thus R3λ can be thought of as a discrete foliation of 3D Euclidean space by multiple fuzzy 2-
spheres, each being a leaf of the foliation [59]. The structure and relation of R3λ to hermitian
generators of su(2) in a matrix basis appears e.g. in [56]. In that paper, the standard basis
(4.2)-(4.4) is considered for every j, so that R3λ inherits an orthogonal basis with respect to
the inner product (a, b) = Tr(a†b), where the trace for any a, b ∈ R3λ is
Tr(ab) = 8πλ3
∑
2j∈N
(2j + 1)trj(A
jBj) , (4.12)
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with Aj , Bj ∈ Mat2j+1. A dequantization map for R3λ can be constructed using coherent
states and utilizing the fiber bundle structure of the group SU(2). The geometry underlying
this construction can be understood following the discussion elaborated in [55]. It is well
known that as a smooth manifold, the group SU(2) is homeomorphic to the three-dimensional
sphere S3, which is a principal U(1) bundle over S2. The conventional orthogonal basis for
the space of functions on the sphere S3 is given by Wigner representation functions Djmn(g)
for SU(2), defined as matrix elements in an irreducible representation Dj. Writing an element
of SU(2) using Euler angles (ψ, θ, φ)
g(ψ, θ, φ) = eiφJ3eiθJ1eiψJ3 , g ∈ SU(2) , (4.13)
the functions Djmn are given as:
Djmn(g) = 〈jm|g(ψ, θ, φ)|jn〉 = eimψeinφim−nP jmn(cos θ) , m, n = −j, . . . , j , 2j ∈ N ,(4.14)
where the functions P jmn are related to the finite hypergometric series 2F1 [60]. They are
orthogonal with respect to the Haar measure µ(g) on the group SU(2):∫
µ(g)Djmn(g)D
j′∗
kl (g) =
1
2j + 1
δjj′δmkδnl , (4.15)
and therefore any square integrable function can be written as:
f(g) =
∞∑
j=0
j∑
m,n=−j
(2j + 1)F jmnD
j
mn(g) , (4.16)
where the coefficients F jmn are given by
F jmn =
∫
µ(g)f(g)Dj∗mn(g) . (4.17)
Collecting the coefficients F jmn for fixed j and organizing them into a matrix, one can interpret
(4.17) as a map from the space of functions on S3 to the operators acting on the Hilbert
space carrier of Dj . Such a map can be generalized for any representation T (g) of any locally
compact group G:
F =
∫
µ(g)f˜(g)T (g) , (4.18)
where f˜(g) is more appropriately interpreted as a distribution with compact support. The
space of operators (4.18) has the structure of an associative algebra with respect to matrix
multiplication, known as a group algebra. Alternatively, the group algebra can be realized
as an algebra of functions with product defined by convolution:
(f˜1 ⋄ f˜2)(g) =
∫
µ(g′)f˜1(gg
′−1)f˜2(g
′) , (4.19)
8
which follows from the consistency condition:
F1F2 =
∫
µ(g)(f˜1 ⋄ f˜2)(g)T (g) . (4.20)
Having at hand a certain homogeneous space G/H , with H being the stabilizer subgroup of
G, one considers the group manifold as a principal H bundle over G/H . Then using coherent
states associated with the representation of G induced by the one-dimensional representation
of H , one can define a map from the group algebra to the algebra of functions on G/H
with product which is in general noncommutative. In the case of SU(2), the irreducible
representations can be viewed as being induced by the one-dimensional representation of the
one-parameter subgroup generated by J3 so that the coset space SU(2)/U(1) is the sphere
S2. Furthermore, using coherent states defined by
|θφ〉 =
j∑
m=−j
√
(2j)!
(j +m)!(j −m)!
(
− sin θ
2
)j+m(
cos
θ
2
)j−m
e−i(j+m)φ|jm〉 , (4.21)
one assigns a function on the sphere S2 to any operator given as in Eq. (4.18):
f(θ, φ) = 〈θφ|F |θφ〉 . (4.22)
The associative noncommutative product of functions on the sphere S2, as defined by (4.10),
can be written as:
(f1 ⋆ f2)(θ, φ) = 〈θφ|F1F2|θφ〉 . (4.23)
The coherent states defined in (4.21) are standard SU(2) coherent states, built on the lowest
weight state:
|θφ〉 = Dj(g(0, θ, φ))|j −j〉 . (4.24)
These coherent states can be generalized considering unitary irreducible representations of
SU(2) as being built on two copies of the Hilbert space of the harmonic oscillator. Follow-
ing the Schwinger construction, one introduces usual creation and annihilation operators
[aα, a
†
β] = δαβ, α, β = 1, 2 and defines:
Ji = a
†
ασ
αβ
i aβ , (4.25)
where σi are the Pauli matrices. Then, a unitary irreducibile representation is given by the
action on the subspace spanned by the states:
|jm〉 = (a
†
1)
j+m√
(j +m)!
(a†2)
j−m√
(j −m)! |0〉 , (4.26)
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with fixed j. Inserting (4.26) into (4.21) and performing suitable transformations which
relate equivalent representations [60], one can see that a simple generalization of (4.21) can
be defined as:
|z1z2〉 =
∑
2j∈N
e−z¯z√
2j!
j∑
m=−j
√
(2j)!
(j +m)!(j −m)!z
j+m
1 z
j−m
2 |jm〉 , (4.27)
where any particular summand for fixed j corresponds to (4.21). From this construction it
is clear that the states (4.27) are related to the representation of SU(2) which is the direct
sum of all possible irreducible representations. Consequently, the (de)quantization map and
the noncommutative associative product for R3λ can be defined as:
f(z1, z2) = 〈z1z2|F |z1z2〉, z1, z2 ∈ C , (f1 ∗ f2)(z1, z2) = 〈z1z2|F1F2|z1z2〉 . (4.28)
Finally, we note that the representation space of R3λ can be safely truncated at some jmax,
which enables to interpret R3λ as a subalgebra of the matrix algebra MatN (C), where N =
(2jmax+1)(jmax+1). A basis of the space MatN(C) can be established in analogy to the afore-
mentioned standard basis introducing elementary matrices vjj
′
mn, j, j
′ = 0, 1/2, · · · , jmax, −j <
m < j, −j′ < n < j′ for endomorphisms |jm〉〈j′n|. Defining the projector Pj =
∑j
m=−j v
jj
mm
on the particular fuzzy sphere contained in MatN(C), as explained in [56], one can introduce
the radius operator X0 which generates the center of R3λ:
X0 = λ
∑
2j∈N
j(j + 1)Pj . (4.29)
It is related to the quadratic Casimir of SU(2) by:
X20 + λX0 =
3∑
l=1
X2l . (4.30)
From this point of view, R3λ is the subalgebra of MatN(C) with elements subject to the
constraint [X0,Ψ] = 0 ⇔ Ψ ∈ R3λ, which by the dequantization map induces the constraint
on functions [46]
(z¯α∂¯α − zα∂α)f(z1, z2) = 0 , (4.31)
considered as functions on C2. Our last and for our purpose the most important note related
to R3λ is that due to the relation to the group algebra of SU(2) this space caries a natural
action of SO(4) induced by left and right translations in the group.
As presented, the construction in the Euclidean case has a direct analog in the case of
Minkowski signature. In the same way as fuzzy 2-spheres act as a backdrop in the construc-
tion of the 3D fuzzy space based on SU(2), a set of fuzzy dS2 of different radii may be used
to define a 3D fuzzy space based on SU(1,1), which is the two-fold cover of SO(2,1) in the
same way as SU(2) covers SO(3). The commutation relations of the algebra are3
[J1, J2] = −iJ3 , [J2, J3] = iJ1 , [J3, J1] = iJ2 . (4.32)
3We use the same notation for the generators of su(2) and su(1, 1).
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According to Ref. [50], one can consider three operators Xi = λJi satisfying
[Xi, Xj ] = iλCij
kXk , (4.33)
where now Cijk are the structure constants of su(1, 1), read off from the commutators (4.32).
Imposing the Casimir relation ∑
i,j
ηijXiXj = λ
2j(j − 1) , (4.34)
where ηij is the 3D Minkowski metric, one obtains a fuzzy hyperboloid, provided that the
irreducible representations of su(1, 1) are appropriately chosen. The main difference to the
previous case is that now the corresponding group is non-compact and therefore it has
no finite-dimensional unitary irreducible representations. However, it naturally possesses
infinite-dimensional ones. It was argued in [50] that the relevant irreducible representations
for the construction of a fuzzy hyperboloid are chosen from the principal continuous series.
For the purposes of the present paper, and in full analogy to the Euclidean case, we relax the
condition (4.34). Thus the three operators Xi live in infinite-dimensional reducible repre-
sentations instead, taking a block-diagonal form with each block being a fuzzy hyperboloid.
This is a foliation with leaves being fuzzy hyperboloids of different radii. More details on the
full construction of this 3D fuzzy space, its algebra of functions and its differential calculus
will be given elsewhere.
5 Gravity as gauge theory on 3D fuzzy spaces
5.1 The Lorentzian case
Our proposal here is that in the same spirit as the gauging of the Poincaré/(A)dS algebra in
the classical case, the covariant coordinate on a fuzzy 3D space, such as the ones discussed
in Section 4, should accommodate the information of a noncommutative vielbein and spin
connection.4
We wish to consider the 3D case with positive cosmological constant. Thus the relevant
isometry groups are SO(3, 1) in the Lorentzian case and SO(4) in the Euclidean case. Since
our plan is to write down a non-Abelian noncommutative gauge theory, it is imperative that
the issue mentioned at the end of Section 3 is treated carefully. Our approach will be inspired
by the analogous one of Ref. [10] in the Moyal-Weyl case. The difference is that the group
structures considered there refer to four dimensions without cosmological constant, while
here we consider three dimensions with cosmological constant.
Thus we first consider the corresponding spin groups. They are isomorphic to Spin(3, 1) =
SL(2;C) and Spin(4) = SU(2)×SU(2). However, the anticommutators of generators in these
4A similar idea was pursued in Refs. [27, 28, 30], however our construction here is different.
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groups do not close. This is taken care of as follows. For the first case, we focus on the spinor
representation, which is generated by the elements ΣAB = 12γAB =
1
4
[γA, γB], A = 1, 2, 3, 4,
γA being 4D Lorentzian gamma matrices. Due to the product relation [61]
γABγ
CD = 2δ
[C
[Bδ
D]
A] + 4δ
[C
[BγA]
D] + iεAB
CDγ5 , (5.1)
one finds the commutation and anticommutation relations
[γAB, γCD] = 8η[A[CγD]B] , (5.2)
{γAB, γCD} = 4ηC[BηA]D1l+ 2iǫABCDγ5 . (5.3)
Thus, due to the second relation (5.3), it turns out that γ5 = iγ1γ2γ3γ4 and the identity
have to be included in the algebra. Therefore we extend the algebra by these two elements,
which leads to an 8-dimensional algebra; in fact this is nothing but the extension of SL(2;C)
to GL(2;C), generated by5 {γAB, γ5, i1l}. In the second case, one has to extend the SU(2)×
SU(2) symmetry to U(2)× U(2). Here we will discuss in detail the first case, and comment
on the second case at the end.
In SO(3) notation, we have the generators γab and γa = γa4 with a = 1, 2, 3. For notational
simplicity we can also define γ˜a = ǫabcγbc. It is useful to write the commutation and anti-
commutation relations for γ’s and γ˜’s, since they will both be used in what follows. They
are
[γ˜a, γ˜b] = −4ǫabcγ˜c , [γa, γ˜b] = −4ǫabcγc , [γa, γb] = ǫabcγ˜c , (5.4)
{γ˜a, γ˜b} = −8ηab1l , {γa, γ˜b} = 4iδbaγ5 , {γa, γb} = 2ηab1l , (5.5)
[γ5, γAB] = 0 , {γ5, γAB} = iǫABCDγCD , {γa, γ5} = iγ˜a , {γ˜a, γ5} = −4iγa . (5.6)
According to the above, we consider GL(2;C) as the gauge group and we identify noncom-
mutative coordinates Xa with the three operators of the 3D fuzzy space discussed in Section
4. Following the discussion of Section 3, the covariant coordinates we consider are
Xµ = δµaXa +Aµ , (5.7)
where Aµ = Aa¯µ(Xa)⊗ T a¯ are GL(2;C)-valued gauge fields. Note that the component fields
are not any longer functions on a classical manifold, but instead they are operator-valued,
which explains the tensor product structure. According to the discussion on the GL(2;C)
generators, we expand the gauge field as follows,
Aµ = eµa(X)⊗ γa + ωµa(X)⊗ γ˜a + Aµ(X)⊗ i1l+ A˜µ(X)⊗ γ5 . (5.8)
A similar expansion holds for the gauge parameter:
ǫ = ξa(X)⊗ γa + λa(X)⊗ γ˜a + ǫ0(X)⊗ i1l+ ǫ˜0(X)⊗ γ5 . (5.9)
5We use the same set of γ4-hermitian generators as in Ref. [10] (in our conventions, γ4 corresponds to
the γ0 of that paper, and our metric signature is the opposite one, with η44 = −1); see also [62], Sec. 4.2,
for a detailed explanation.
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Using the general form of the covariant transformation rule6 (3.3), we can find the transfor-
mations of the component fields, as in the commutative case. The main difference here is
that one has to pay attention to the order of fields, in other words to use the formula (3.6).
The transformations turn out to be (denoting Xµ = δµaXa)
δe aµ = −i[Xµ + Aµ, ξa]− 2{ξb, ωµc}ǫabc − 2{λb, eµc}ǫabc + i[ǫ0, e aµ ]−
−2i[λa, A˜µ]− 2i[ǫ˜0, ωµa] , (5.10)
δω aµ = −i[Xµ + Aµ, λa] + 12{ξb, eµc}ǫabc − 2{λb, ωµc}ǫabc + i[ǫ0, ω aµ ] +
+ i
2
[ξa, A˜µ] +
i
2
[ǫ˜0, eµ
a] , (5.11)
δAµ = −i[Xµ + Aµ, ǫ0]− i[ξa, e aµ ] + 4i[λa, ω aµ ]− i[ǫ˜0, A˜µ] , (5.12)
δA˜µ = −i[Xµ + Aµ, ǫ˜0] + 2i[ξa, ω aµ ] + 2i[λa, e aµ ] + i[ǫ0, A˜µ] . (5.13)
Let us pause here to comment on these transformation rules. First, had we not considered a
non-Abelian gauge group, we would have obtained just an Abelian gauge theory on the 3D
fuzzy space. Indeed, this effectively amounts to setting eµa = ωµa = 0 and A˜µ = 0, the only
gauge parameter being ǫ0, in which case only Eq. (5.12) is not trivial and it becomes
δAµ = −i[Xµ, ǫ0] + i[ǫ0, Aµ] ,
which is the expected transformation rule for a noncommutative Maxwell gauge field. Thus
we observe that the Maxwell sector is always there, whether or not the dreibein is trivial,Xµ+
Aµ being the corresponding covariant coordinate. Second, in the naive commutative limit,
where the Yang-Mills and gravity fields disentangle and we can set A = 0, the inner derivation
becomes [Xµ, f ] → −i∂µf . Thus in this limit we obtain the following transformations for
the dreibein and spin connection,
δe aµ = −∂µξa − 4ξbωµcǫabc − 4λbeµcǫabc , (5.14)
δω aµ = −∂µλa + ξbeµcǫabc − 4λbωµcǫabc . (5.15)
It is then observed that using the redefinitions γa → 2i√ΛPa , γ˜a → −4Ja , and also 4λa →
λa, ξa 2i√
Λ
→ −ξa, eaµ →
√
Λ
2i
eaµ, ω
a
µ → −14ωaµ, these transformation rules are identical to Eqs.
(2.6) and (2.7). Thus in the commutative limit, the transformations of [6] for the fields of
three-dimensional gravity are recovered. Of course, in order to really state this, we also have
to show that the 3D fuzzy space has a meaningful commutative limit itself.
Next we calculate the commutator of the covariant coordinates in order to obtain the cur-
vature tensors. As explained before, since we are dealing with a case where the right-hand
side of the commutators in the algebra are linear in generators, an additional linear term is
included in the definition of curvature, which reads
Rµν = [Xµ,Xν ]− iλCµνρXρ . (5.16)
6More precisely, due to the choice of GL(2,C) generators, which includes i1l, we use here δX = [ǫ,X ].
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The curvature tensor can be expanded in the generators of GL(2,C) as:
Rµν = T aµν(X)⊗ γa +Raµν(X)⊗ γ˜a + Fµν(X)⊗ i1l+ F˜µν(X)⊗ γ5 . (5.17)
Therefore, we obtain the following expressions for the various tensors:
T aµν = i[Xµ + Aµ, e
a
ν ]− i[Xν + Aν , e aµ ]− 2{eµb, ωνc}ǫabc − 2{ωµb, eνc}ǫabc−
− 2i[ωµa, A˜ν ] + 2i[ωνa, A˜µ]− iλC ρµν e aρ , (5.18)
Raµν = i[Xµ + Aµ, ω
a
ν ]− i[Xν + Aν , ω aµ ]− 2{ωµb, ωνc}ǫabc + 12{eµb, eνc}ǫabc+
+ i
2
[eµ
a, A˜ν ]− i2 [eνa, A˜µ]− iλC ρµν ω aρ , (5.19)
Fµν = i[Xµ + Aµ, Xν + Aν ]− i[e aµ , eνa] + 4i[ω aµ , ωνa]− i[A˜µ, A˜ν ]− iλC ρµν (Xρ + Aρ) ,
(5.20)
F˜µν = i[Xµ + Aµ, A˜ν ]− i[Xν + Aν , A˜µ] + 2i[e aµ , ωνa] + 2i[ω aµ , eνa]− iλC ρµν A˜ρ . (5.21)
Once more, the commutative limit coincides with the expected result appearing in Eqs. (2.9)
and (2.10), using the aforementioned redefinitions.
5.2 The Euclidean case
As explained in the beginning of the present section, in the Euclidean case one has to work
with the gauge group U(2) × U(2) in fixed representation. Recalling that each U(2) is
spanned by four generators given by the Pauli matrices and the unit matrix, this means that
the expansions of the gauge field and the gauge parameter should involve the 4×4 matrices
JLa =
(
σa 0
0 0
)
, JRa =
(
0 0
0 σa
)
, (5.22)
and
JL0 =
(
1l 0
0 0
)
, JR0 =
(
0 0
0 1l
)
. (5.23)
However, one should be careful in identifying what the noncommutative vielbein and spin
connection are in the expansion of the gauge field. In order to achieve the correct interpre-
tation, we consider
Pa =
1
2
(JLa − JRa ) =
1
2
(
σa 0
0 −σa
)
, Ma =
1
2
(JLa + J
R
a ) =
1
2
(
σa 0
0 σa
)
, (5.24)
and also
1l = JL0 + J
R
0 , γ5 = J
L
0 − JR0 . (5.25)
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These indeed satisfy the expected commutation and anticommutation relations,
[Pa, Pb] = iǫabcMc , [Pa,Mb] = iǫabcPc , [Ma,Mb] = iǫabcMc , (5.26)
{Pa, Pb} = 12δab1l , {Pa,Mb} = 12δabγ5 , {Ma,Mb} = 12δab1l . (5.27)
[γ5, Pa] = [γ5,Ma] = 0 , {γ5, Pa} = 2Ma , {γ5,Ma} = 2Pa . (5.28)
One then proceeds as before, with the covariant coordinate
Xµ = Xµ ⊗ i1l+ eµ ⊗ Pa + ωµ ⊗Ma + Aµ ⊗ i1l+ A˜µ ⊗ γ5 , (5.29)
and the gauge parameter
ǫ = ξa ⊗ Pa + λa ⊗Ma + ǫ0 ⊗ i1l+ ǫ˜0 ⊗ γ5 . (5.30)
The only difference to the previous case is the metric signature, thus we do not repeat the
formulas here.
6 Action of 3D fuzzy gravity
As a final step, we would like to write down an action incorporating the above curvatures.
First, in Ref. [50] it was shown that fuzzy 2-hyperboloids provide dynamical brane solutions
of a Yang-Mills type matrix model with its characteristic square commutator term. From our
viewpoint, working in 3D and recalling that in this number of dimensions general relativity
has no dynamics, we propose the following action (cf. [63])7
S0 =
1
g2
Tr
(
i
3
CµνρXµXνXρ −m2XµXµ
)
. (6.1)
The 3D fuzzy space we considered is indeed a solution of the field equations derived from
this action,
[Xµ, Xν ]− 2im2CµνρXρ = 0 , (6.2)
when 2m2 = λ.
Furthermore, we would like to write the action including the gauge fields. One could either
consider the fluctuations around the above solution, or directly write down an action for
the curvatures in the spirit of [7]. This action should be written in terms of the covariant
coordinates Xµ and it should also contain a prescription for taking the trace over the gauge
algebra. Regarding this matter, although there are two different trace prescriptions available
[6], only one of them works in our case. This is because we have fixed the representation
and used gamma matrices in our expansions. Thus the prescription imposed on us by the
algebra of gamma matrices is the one corresponding to Eq. (2.13). More specifically, we use
the trace relations
tr(γaγb) = 4ηab , tr(γ˜aγ˜b) = −16ηab . (6.3)
7A similar action was proposed in Ref. [29] for a gravity theory on the fuzzy sphere. See also [64].
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Then the action we propose is
S = 1
g2
Tr tr
(
i
3
CµνρXµXνXρ − λ2XµX µ
)
, (6.4)
where the first trace Tr is over the matrices X and the second trace tr is over the algebra.
We can rewrite this action as
S = 1
6g2
Tr tr (iCµνρXµRνρ) + Sλ , (6.5)
where Sλ = − λ6g2Tr tr (X µXµ) and it vanishes in the limit λ→ 0. Using the explicit form of
the algebra trace, the first term in the action is proportional to
Tr Cµνρ(eµaT
a
νρ − 4ωµaRaνρ − (Xµ + Aµ)Fνρ + A˜µF˜νρ) . (6.6)
This action is similar to the one obtained in Section 2.3 of Ref. [6]. Upon taking the com-
mutative limit and performing a field redefinition, the first two terms are identical to that
action; however, in the present case we necessarily obtain an additional sector, associated to
the additional gauge fields that cannot decouple in the noncommutative case.
7 Conclusions
Based on known relations between gravity and gauge theory, we examined 3D noncommu-
tative gravity with cosmological constant from the point of view of noncommutative gauge
theory. Our approach follows the standard path for constructing gauge theories on noncom-
mutative spaces in terms of covariant coordinates. In doing so, we had to account for two
issues: (a) What is the 3D noncommutative space on which we construct the gauge theory,
and (b) what is the gauge group of the theory. Regarding the first, we considered 3D spaces
with certain symmetries acting on them. More specifically, for the Euclidean case we consid-
ered a discrete foliation of 3D space by fuzzy 2-spheres, based on reducible representations
of SU(2), with the action of SO(4) on it. Similarly, in the Lorentzian case we considered a
foliation by fuzzy 2-hyperboloids, yielding a 3D fuzzy space with an SO(3,1) action.
The next step was to consider gauge theories on the above fuzzy spaces. Given that the
symmetries acting on them are non-Abelian, one has to take care of the typical issue of
non-Abelian noncommutative gauge theories and find in which algebra the gauge field takes
values. This is solved by taking the corresponding double cover of SO(4) and SO(3,1) re-
spectively and fixing the representation such that all anticommutators close. In the first
case, one is led to U(2)×U(2), while in the second case to GL(2;C). We note that GL(2;C)
gauge theories for gravity have been considered before in [9, 10], albeit in the context of 4D
noncommutative gravity on Moyal-Weyl space without cosmological constant. This coinci-
dence is perfectly reasonable, since 3D gravity with cosmological constant and 4D without
one share the same underlying symmetry.
Having addressed the above two issues, we considered the corresponding gauge theories
by writing the covariant coordinate and expanding the gauge fields and parameters in the
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generators of the algebra, identifying a noncommutative dreibein, a spin connection and
two additional Maxwell fields. This led to the derivation of the transformation rules for
these fields, which reproduce the standard ones in the commutative limit. In addition,
the corresponding curvatures were determined and a matrix action was proposed, which is
related to one of the actions proposed in [6] in the commutative limit.
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