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Here we understand dimensional reduction as a procedure to obtain an effective model in D − 1
dimensions that is related to the original model in D dimensions. To explore this concept we use both
a self-interacting fermionic model and self-interacting bosonic model. Furthermore, in both cases,
we consider different boundary conditions in space: periodic, antiperiodic, Dirichlet and Neumann.
For bosonic fields, we get the so defined dimensional reduction. Taking the simple example of a
quartic interaction, we obtain that the boundary condition (periodic, Dirichlet, Neumann) influence
the new coupling of the reduced model. For fermionic fields, we get the curious result that the
model obtained reducing from D dimensions to D−1 dimensions is distinguishable from taking into
account a fermionic field originally in D− 1 dimensions. Moreover, when one considers antiperiodic
boundary condition in space (both for bosons or fermions) it is found that the dimensional reduction
is not allowed.
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2I. INTRODUCTION
The construction and use of quantum field theoretical models at dimensions different from the usual space-time
in D = 3 + 1 are usual in the literature [1–17]. Its first appearance seems to be in the construction of the Kaluza
five-dimensional theory [1] that intended to unify gravity and electromagnetism. Since then, models and theories in
D 6= 4 have been used in many different situations:
• Phenomenology in particle physics considering extra dimensions [2–10];
• Field theories in D < 4 [11–17];
• Superstring theory [18–20].
In the context of finite-temperature field theory, it is understood that the regime of very high temperatures is
associated with a dimensional reduction of the model. For scalar fields, it is possible to obtain an effective model in
dimension D− 1 that has a temperature-dependent coupling. This effective model is related to the original theory in
D dimensions when the temperature is very high [21–24]. One of the uses of the thermal dimensional reduction is to
investigate aspects of Hot QCD [25–29].
When we consider a system with restriction in one spatial direction, the discussion of dimensional reduction is
renewed. For example, in the context of low-dimensional field theories (D ≤ 4), we can take into account the study of
films and surfaces. Let us consider two physical systems: (A) a film with thickness L subjected to a thermal bath with
temperature T = 1/β; (B) a surface (planar system) subjected to the same temperature T . We call a dimensional
reduction the possibility that the model of the system (A) becomes or brings information about a planar model - like
the one of case (B) - if we consider the limiting process to take the length to zero: L→ 0.
If we generalize this problem to an arbitrary number of dimensions we can ask ourselves whether there is a rela-
tionship between a model in D dimensions and a model in D−1 dimensions; this is the major objective in the present
study.
It is a known theoretical result confirmed by experiments that for both bosonic and fermionic systems that undergo
a phase transition, and are spatially limited, there is a minimum size below which there is no phase transition [30–32].
This seems to indicate that for systems where at least one of the dimensions is restricted to a compact finite size with
a compactification length L a strict dimensional reduction is not allowed - at least in the context of phase transitions.
Recently, in the context of phase transitions, it has been obtained that the minimal size of the system depends on
the boundary conditions imposed on the spatial restriction. This analysis was done both for bosonic and fermionic
models and a quasiperiodic boundary condition was applied which interpolates between the periodic and antiperiodic
boundary conditions [33].
We have previously found [34] that for bosonic fields at the 1-loop level the so-called dimensional reduction is
obtained when one considers periodic boundary condition in space. In this article, we extend this analysis so that we
consider a few more boundary conditions: Dirichlet, Neumann and antiperiodic. Another step is to take into account
purely fermionic models, so we can compare them with the bosonic situation. In the context of a thermal dimensional
reduction, it is known that dimensional reduction happens for bosonic models [21–24]. However, for fermionic fields,
it seems that a model in D dimensions is not related to a model originally built in D − 1 dimensions [35, 36].
II. GENERIC MODEL AND BOUNDARY CONDITIONS
Our aim is to discuss field theoretical models with self-interaction terms. In this way we avoid for the moment the
combinatorics of many-particle models to focus on the effects of boundary conditions. The basic ingredient to discuss
field theories in D dimensions at one-loop level is the one-loop Feynman amplitude. In the scenario of a scalar field
theory the amplitude I with ρ propagators and zero external momenta is
IDρ (M) =
∫
dDp
(2π)D
1
(p2 +M2)ρ
.
Where M is the mass of the scalar field. The D-dimensional integral becomes an integral-sum after we introduce
boundary conditions on d < D coordinates. The compactification of the imaginary time introduces the inverse
temperature β = 1/T and the compactification of the spatial directions introduces some finite-lengths Li. The
boundary condition on the imaginary time must be periodic (a0 = 0) for bosons or antiperiodic (a0 = 1). However,
there is freedom regarding the boundary condition imposed on the spatial direction. In the context of quantum field
theories at toroidal topologies it has been discussed the use of periodic and antiperiodic boundary conditions [30,
31], its extension to quasiperiodic boundary conditions [33] and also the use of Dirichlet and Neumann boundary
3conditions [37]. We consider a scenario with d = 2 compactifications, after computing the remaining D − 2 integrals
using dimensional regularization we obtain that the one-loop Feynman amplitude for each boundary condition (b.c.)
is
ID,2ρ (M ;β, a0, L|b.c.) =
Γ
(
ρ− D2 + 1
)
(4π)
D
2
−1Γ(ρ)βL
∑
n0∈Z,n1∈M
[
M2 +
(
2πn0
β
+
a0π
β
)2
+ ω2n1
]
. (1)
Where the domain M of the sum over the frequencies ωn1 is given in Table I for each boundary condition
Boundary Condition (b.c.) M ωn1
Periodic (P) Z 2pin1/L
Antiperiodic (A) Z (2n1 + 1)pi/L
Dirichlet (D) N+ pin1/L
Neumann (N ) N pin1/L
TABLE I. Frequencies and domain of sum for each boundary condition in space.
Although we start with a Feynman amplitude for a scalar field, Eq.(II), it can be shown that the one-loop Feynman
amplitude of µ fermionic propagators can be written as a combination of scalar one-loop Feynman amplitudes. We
take into account a four-fermion coupling given by a + bγS , where γS represents the chiral matrix. The one-loop
Feynman amplitude in this scenario is
JDµ (M) = tr
∫
dDp
(2π)D
(
a+ bγS
i/p+M
)µ
. (2)
The relation between JDµ and IDρ is obtained in the Appendix A and reads
1
dγ
JD,dµ = aµ
⌊ µ
2
⌋∑
k=0
k∑
j=0
(
µ
2k
)(
k
j
)
Mµ−2j(−1)jID,dµ−j(M) + bµ (µ− 2⌊µ/2⌋) ID,dµ/2 (M)
+
⌊ µ−1
2
⌋∑
k=1
aµ−2kb2k
⌊µ
2
⌋∑
j=k
j!(µ− j − 1)!
(j − k)!k!(µ− k − j)!(k − j)!
⌊ µ
2
−j⌋∑
ℓ=0
(
µ− 2j
2ℓ
) ℓ∑
n=0
(−1)n
(
ℓ
n
)
Mµ−2j−2nID,dµ−j−n(M)
+
⌊µ−1
2
⌋∑
k=1
aµ−2kb2k
µ−k∑
j=⌊ µ
2
⌋+1
j!(µ− j − 1)!
(j − k)!k!(µ− k − j)!(k − j)!
⌊µ
2
−j⌋∑
ℓ=0
(
2j − µ
2ℓ
) ℓ∑
n=0
(
ℓ
n
)
M2j−µ−2nID,dj−n(M). (3)
It holds independently of the number of compactified dimensions d. This means that the fermionic scenario is a
combination of the relation given by Eq. (3) and the expression of Eq.(1) considering antiperiodic boundary condition
in the imaginary time (a0 = 1). Therefore, in the analysis that follows, the bosonic behavior is studied by investigating
Eq.(1) with a0 = 0 and the fermionic behavior is studied by investigating Eq.(1) with a0 = 1.
Notice that we can express both the cases of Dirichlet and Neumann boundary conditions in terms of the function
with periodic boundary condition in space and a reduced function with just a thermal compactification.
ID,2ρ (M ;β, a0;L|D) =
1
2
ID,2ρ (M ;β, a0; 2L|P)−
1
2L
ID−1,1ρ (M ;β, a0) (4)
ID,2ρ (M ;β, a0;L|N ) =
1
2
ID,2ρ (M ;β, a0; 2L|P) +
1
2L
ID−1,1ρ (M ;β, a0) (5)
Therefore, we only need to analyze the cases of periodic and antiperiodic boundary conditions in space. For both
periodic and antiperiodic boundary conditions in space the remaining infinite sum in Eq. (1) can be identified as an
Epstein-Hurwitz zeta function [38]. After an analytic continuation this leads to the sum over modified Bessel functions
of the second kind Kν(x); see Refs. [30, 31]. Using for convenience that ν = D/2− ρ, the amplitude ID,2ρ reads
ID,2ρ (M ;β, a0;L) =
(M2)νΓ(−ν)
(4π)
D
2 Γ(ρ)
+
Wν(M ;β, a0;L)
(2π)
D
2 2ρ−2Γ(ρ)
, (6)
4where, for periodic boundary conditions in space (P), the function Wν is
Wν(M ;β, a0;L|P) =
∞∑
n=1
cos(nπa0)
(
M
nβ
)ν
Kν(nβM) +
∞∑
n=1
(
M
nL
)ν
Kν(nLM)
+ 2
∞∑
n0,n1=1
cos(n0πa0)
(
M√
n20β
2 + n21L
2
)ν
Kν
(
M
√
n20β
2 + n21L
2
)
, (7)
and, for antiperiodic boundary conditions in space (A), the function Wν is
Wν(M ;β, a0;L|A) =
∞∑
n=1
cos(nπa0)
(
M
nβ
)ν
Kν(nβM) +
∞∑
n=1
(−1)n
(
M
nL
)ν
Kν(nLM)
+ 2
∞∑
n0,n1=1
cos(n0πa0)(−1)n1
(
M√
n20β
2 + n21L
2
)ν
Kν
(
M
√
n20β
2 + n21L
2
)
. (8)
Notice that with the above equations one fully determines the behavior at one loop level for finite β and finite L
both for bosonic and fermionic models in D dimensions with the prescribed boundary conditions. In the following
sections, we organize and apply the expressions for each situation under interest.
III. DIMENSIONAL REDUCTION
In this section, let us clarify the discussion of dimensional reduction. There are two main paths to obtain a
dimensionally reduced field-theoretical model.
The first path is to take the original lagrangian in D dimensions, reduce it to D − 1 dimensions and then quantize
it. This path ignores possible boundary conditions imposed on the removed dimension. The quantization is here
understood as the computation of the correction given by the one loop Feynman amplitudes. If we are dealing with
a model onde with one self-interacting bosonic field, the Feynman amplitude for the dimensionally reduced model in
D − 1 with one compactification corresponding to the inverse temperature β = 1/T reads
ID−1,1ρ (M ;β, a0 = 0) =
(
M2/2
)ν
(2π)
D
2 2ρ−2Γ(ρ)
[
π
M2β
Γ(1 − ν) +
√
π
M
∞∑
k=0
(−1)k
Γ(k + 1)
Γ
(
ν − k − 1
2
)
ζ(2ν − 2k − 1)
(
Mβ
2
)−2ν+2k+1]
.
(9)
On the other hand, for a model describing a self-interacting fermionic field, the Feynman amplitude JD−1,1ρ is related
to ID−1,1ρ (M ;β, a0 = 1) through the relation given by Eq. (3), and the function ID−1,1ρ (M ;β, a0 = 1) reads
ID−1,1ρ (M ;β, a0 = 1) = FDρ (M,β; c1 = 0, c2 = 1/2), (10)
where, for future convenience, the function FDρ (M,β; c1, c2) is defined as
FDρ (M,β; c1, c2) =
(
M2/2
)ν
(2π)
D
2 2ρ−2Γ(ρ)
β
2π
∞∑
k=1
(−1)k
Γ(k + 1)
Γ(k+1−ν)ζ(2k+2−2ν)
(
Mβ
2π
)2k−2ν
(−1+c122(k−ν)+c22−2(k−ν)).
(11)
We compare this first path with a different procedure to obtain a dimensionally reduced field theoretical model. In
this second path, we take a quantized version of the model in D dimensions and force the reduction taking the limit
L → 0. To explore this we need to evaluate ID,2ρ at a very small length L. We proceed as in Ref. [34] and use a
integral representation of Kν in the complex plane,
Kν(X) =
1
4πi
∫ c+i∞
c−i∞
dt Γ(t)Γ(t− ν)
(
X
2
)ν−2t
. (12)
To allow the interchange of the integral and the sum the value of c must be chosen in such a way that there is no pole
located to the right of it [37]. After using this integral representation we can compute the infinite sums and study the
poles. It produces a tedious algebraic manipulation for each of the situations under interested and the main results
are exhibited in the following subsections. Of course, this path splits into different ones as the choice of the boundary
condition in the spatial direction might influence the result. Before investigating in further details the behavior as
L→ 0, let us reinforce that the investigation of the dimensional reduction comes from the comparison of both paths.
This comparison may produce three different outcomes.
5• At first, there might be a well-defined dimensional reduction, meaning that there is a relationship as
s(L)ID,2ρ (M ;β, a0;L|b.c.)
∣∣∣∣∣
L→0
= ID−1,1ρ (M ;β, a0) + {??}, (13)
where s(L) is some scale function that only depends on the finite length L, and we allow the presence of some
residual terms.
• A second possibility is that the original model does not produce any relevant behavior as L→ 0, and then the
procedure of dimensional reduced is ill-defined and not allowed.
• A final possibility that could arise is that a dimensionally reduced model is achieved, but it does not correspond
to the expected one.
s(L)ID,2ρ (M ;β, a0;L|b.c.)
∣∣∣∣∣
L→0
= I˜D−1,1ρ (M ;β, a0) + {??}, (14)
With this discussion made evident, let us now study each possibility. Bosonic fields are treated in Sec. III A,
Sec. III B and Sec. III C, while fermionic fields are considered in Sec. III D, Sec. III E and Sec. III F.
A. Bosonic field : periodic boundary conditions in space
This first case was the object of study in a previous article where we explored the subject in further detail [34].
We take the case of periodic boundary conditions, Eq. (7), for a0 = 0, that is related to bosons, apply the integral
representation Eq. (12) and use the following analytic extension [38] of infinite double sum
∞∑
n0=1,n1=1
1
(n20β
2 + n21L
2)t
= −ζ(2t)
2L2t
+
√
π
2
Γ(t− 1/2)
Γ(t)
ζ(2t− 1)
βL2t−1
+
2πt
Γ(t)
√
L
β
1
(βL)t
∞∑
n0,n1=1
(
n0
n1
)t− 1
2
Kt− 1
2
(
2πn0n1
L
β
)
, (15)
where ζ is the Riemann zeta function. By convention, we first do the sum over n0 and then the sum over n1. After
this the function Wν reads
Wν(M ;β, a0 = 0;L|P) =
∫ c+i∞
c−i∞
dt
4πi
Γ(t)ζ(2t)Γ(t−ν)
(
Mβ
2
)−2t
+
√
πL
β
∫ c+i∞
c−i∞
dt
4πi
Γ(t−ν)Γ
(
t− 1
2
)
ζ(2t−1)
(
ML
2
)−2t
+
1√
π
∞∑
k=1
∫ c+i∞
c−i∞
ds
2πi
(
Mβ
2π
)2k−2ν (
πL
β
)−2s
Γ(s)ζ(2s)Γ
(
s+ k − ν + 1
2
)
ζ(2s+ 2k − 2ν + 1). (16)
A detailed treatment demands to investigate Eq. (16) for each different value assumed by 2ν (odd, even, noninteger),
as this determines whether we are dealing with single or double poles. However, motivated by previous results and
to make the notation clear we choose here to exhibit only the position of the poles and the power dependencies on β
and L. Note that a structure as Γ(u)ζ(2u) means the existence of poles at u = 0, 1/2 and a structure as Γ(u)η(2u)
means only a pole at u = 0. The analysis of Eq. (16) gives that:
• for the first integral we have poles at t = 0, t = 1/2 and t = ν − j with j ∈ [0,∞[. This corresponds to the
dependencies β0, β−1 and β2k−2ν ;
• for the second integral there are poles at t = 1/2, t = 1 and t = ν − j with j ∈ [0,∞[. This corresponds to the
dependecies β−1, β−1L−1 and (L/β)L2k−2ν ;
• the last integral has poles at s = 0, s = 1/2, s = ν−k− 1/2 and s = ν−k. This corresponds to the dependecies
β2k−2ν , (β/L)β2k−2ν , L2k−2ν and (L/β)L2k−2ν .
6We are mainly interested in the behavior of ID,2 as L → 0 to see whether there is some function of the inverse
temperature β = 1/T that could be related to a scenario with one less dimension. To do this we use some scale
function multiplied by the Feynman amplitude,
s(L)ID,2ρ (M ;β, a0 = 0;L|P)
∣∣∣∣∣
L→0
. (17)
In a previous article we used s(L) = L and split this product into three different parts: one that goes to zero as
L→ 0 and therefore do not contribute in anything, another component that grows as L→ 0 and could be considered
a residual contribution coming from high dimension and a final component that gives a contribution independent of
the length L. From the analysis of the poles and the power dependencies on β and L we can note that the relevant
poles are t = 1 from the second integral and s = 1/2 from the third integral in Eq. (16). Indeed, this gives the simple
result
LID,2ρ (M ;β, a0 = 0;L|P)
∣∣∣∣∣
L→0
= ID−1,1ρ (M ;β, a0 = 0) + divergent terms. (18)
Where ID−1,1ρ (M ;β, a0 = 0) is exactly the Feynamn amplitude for the reduced scenario with D− 1 dimensions and
just one compactification related to the temperature. It reads,
ID−1,1ρ (M ;β, a0 = 0) =
(
M2/2
)ν
(2π)
D
2 2ρ−2Γ(ρ)
[
π
M2β
Γ(1 − ν) +
√
π
M
∞∑
k=0
(−1)k
Γ(k + 1)
Γ
(
ν − k − 1
2
)
ζ(2ν − 2k − 1)
(
Mβ
2
)−2ν+2k+1]
.
This result shows that the dimensional reduction is well-defined for a self-interacting bosonic field with periodic
boundary conditions, as already discussed in the previous article. For further details, one is referred to Ref. [34] where
this relation was obtained with a careful investigation for even, odd and noninteger D and also the residual divergent
terms were fully exhibited. The important aspect to be noted here is that we can get the structure of the function
from a quick investigation of the poles. To avoid a lengthy exposition, this procedure is repeated in the following
sections to study other cases of interest.
B. Bosonic field : Dirichlet and Neumann boundary conditions in space
As discussed previously, both the Dirichlet (Eq. (4)) and Neumann (Eq. (5)) boundary conditions are a linear
combination of a model with periodic boudary condition in space and a dimensionally reduced model. Therefore, as
we know that the behavior of the model with periodic boundary conditions in space is given by Eq. (18), we obtain
directly that
LID,2ρ (M ;β, a0 = 0;L|D)
∣∣∣∣∣
L→0
= −1
4
ID−1,1ρ (M ;β, 0) + divergent terms, (19)
LID,2ρ (M ;β, a0 = 0;L|N )
∣∣∣∣∣
L→0
=
3
4
ID−1,1ρ (M ;β, 0) + divergent terms, (20)
Just like the scenario with periodic boundary conditions, we obtain that the dimensional reduction is well-defined.
What changes is the relation between the (D)-dimensional model and the (D−1)-dimensional model. The significance
of this can be further understood if we follow the discussion of a previous article [34] and consider a bosonic model
with quartic interaction given by the coupling constant λD. The relationship between the coupling constant of the
dimensionally reduced model λD−1 and λD is different for each boundary condition,
λD−1 =
λD
L
, Periodic b.c.;
λD−1 = −λD
4L
, Dirichlet b.c.;
λD−1 =
3λD
4L
, Neumann b.c..
Notice that for Dirichlet boundary conditions the coupling constant of the dimensionally reduced model changes sign,
which raises a question about the vacua stability of this model and motivates a further investigation.
7C. Bosonic field : antiperiodic boundary conditions in space
In this section we consider bosonic fields (a0 = 0) with antiperiodic boundary conditions in space. To investigate
this, we apply the integral representation of the Kν , Eq. (12), in the function Wν , Eq. (8), and make use of the
analytic extension that reads
∞∑
n0=1,n1=1
(−1)n1
(n20β
2 + n21L
2)t
=
1
2L2t
η(2t)−
√
π
2
Γ(t− 1/2)
Γ(t)
η(2t− 1)
βL2t−1
+
2πt
Γ(t)
√
L
β
1
(βL)t
∞∑
n0,n1=1
(−1)n1
(
n0
n1
)t− 1
2
Kt− 1
2
(
2πn0n1
L
β
)
, (21)
where η is the Dirichlet eta function. By convention, we first do the sum over n0 and then the sum over n1. After
this, The function Wν reads
Wν(M ;β, a0 = 0;L|A) =
∫ c+i∞
c−i∞
dt
4πi
Γ(t)ζ(2t)Γ(t−ν)
(
Mβ
2
)−2t
−
√
πL
β
∫ c+i∞
c−i∞
dt
4πi
Γ(t−ν)Γ
(
t− 1
2
)
η(2t−1)
(
ML
2
)−2t
− 1√
π
∞∑
k=1
∫ c+i∞
c−i∞
ds
2πi
(
Mβ
2π
)2k−2ν (
πL
β
)−2s
Γ(s)η(2s)Γ
(
s+ k − ν + 1
2
)
ζ(2s+ 2k − 2ν + 1). (22)
We investigate the above equation and obtain the poles for each of the integrals.
• First integral: poles at t = 0, t = 1/2 and t = ν − j with j ∈ [0,∞[. This corresponds to the dependencies β0,
β−1 and β2k−2ν .
• Second integral: poles at t = 1/2 and t = ν − j with j ∈ [0,∞[. This corresponds to the dependecies β−1 and
(L/β)L2k−2ν .
• Third integral: poles at s = 0, s = ν − k − 1/2 and s = ν − k. This corresponds to the dependecies β2k−2ν ,
L2k−2ν and (L/β)L2k−2ν .
This means that the case of antiperiodic boundary conditions in space and a0 = 0 only has dependencies as
βα, (L/β)Lα, Lα. Therefore, the procedure of taking L→ 0,
LID,2ρ (M ;β, a0 = 0;L|A)
∣∣∣∣∣
L→0
, (23)
does not reproduce any behavior of a model with fewer dimensions. This is completely different from the situation with
periodic boundary conditions in space, where a relationship between a “film” model (D dimensions) and a “surface”
model (D− 1 dimensions) is clear. Therefore, for a bosonic model with antiperiodic boundary condition in space, the
idea of dimensional reduction is ill-defined and does not result in any temperature-dependent function.
D. Fermionic field : periodic boundary conditions in space
From this point forward we proceed to take into account the situation of a fermionic model. We already know that
the one loop Feynman amplitude for fermions is related to the one loop Feynman amplitude for bosons with a0 = 1,
this relation is given by Eq. (3). At first, we consider periodic boundary conditions in space, given by Eq. (7). To
explore the behavior as L → 0 we use the integral representation of Kν , Eq. (12), and the double sum that arises is
treated by an analytic extension,
∞∑
n0=1,n1=1
(−1)n0
(n20β
2 + n21L
2)t
= − 1
2L2t
ζ(2t) +
2πt
Γ(t)
√
L
β
1
(βL)t
∞∑
n0,n1=1
(
n0
n1
)t− 1
2
[
−Kt− 1
2
(
2πn0n1
L
β
)
+2
1
2
−tKt− 1
2
(
2πn0n1
L
β
)]
. (24)
8Hence, the function Wν reads
Wν(M ;β, a0 = 1;L|P) = −
∫ c+i∞
c−i∞
dt
4πi
Γ(t)η(2t)Γ(t− ν)
(
Mβ
2
)−2t
1√
π
∞∑
k=1
∫ c+i∞
c−i∞
ds
2πi
(
Mβ
2π
)2k−2ν (
πL
β
)−2s
Γ(s)ζ(2s)Γ
(
s+ k − ν + 1
2
)(−1 + 22s+2k−2ν+1) ζ(2s+ 2k − 2ν + 1),
(25)
and an analysis of each term gives that
• for the first integral there are poles at t = 0 and t = ν− j with j ∈ [0,∞[. This corresponds to the dependencies
β0 and β2k−2ν ;
• and for the second integral there are poles at s = 0, s = 1/2 and s = ν−k. This corresponds to the dependecies
β2k−2ν , (β/L)β2k−2ν and (L/β)L2k−2ν .
It can be noted that the relevant contribution comes from the pole s = 1/2 of the second integral. This is the
contribution that survives at L→ 0. Making it explicit, we obtain in this limit that
LID,2ρ (M ;β, a0 = 1;L|P)
∣∣∣∣∣
L→0
= FDρ (M,β; c1 = 4, c2 = 0) + divergent terms, (26)
where the function FDρ (M,β; c1, c2) is defined in Eq. (11).
Just as we did when we exhibited the result for the bosonic case (a0 = 0) in periodic boundary conditions in space,
let us concentrate on the behavior as L→ 0. To make the comparison clear, we can keep in mind the analogy of heated
“films” (in dimension D with two compactifications) and “surfaces” (in dimension D− 1 with one compactification).
The heated “film” described by a fermionic model is given by (26) when the film thickness is very small. However,
the “surface” described by the same fermionic model reads
ID−1,1ρ (M ;β, a0 = 1) = FDρ (M,β; c1 = 0, c2 = 1/2) + divergent terms, (27)
which is completely different.
Therefore, in the case of a fermionic model, there is no direct relationship between models in different dimensions.
This result resembles the discussion that the procedure of dimensional reduction and quantization does not commute
for fermionic models [36] and that the dimensional reduction behaves differently for bosons and fermions [35].
E. Fermionic field : Dirichlet and Neumann boundary conditions in space
As a next step, we investigate the fermionic field at different spatial boundary conditions. Just as done in Sec. III B
for bosonic fields in Dirichlet and Neumann boundary conditions, we apply in Eq. (4) and Eq. (5) the known result
for periodic boundary conditions, Eq. (26), and the dimensionally reduced fermionic model given by Eq. (10). This
gives, respectively, for Dirichlet and Neumann boundary conditions that
LID,2ρ (M ;β, a0 = 1;L|D)
∣∣∣∣∣
L→0
=
3
4
FDρ (M,β; c1 = 4/3, c2 = 1/3) + divergent terms, (28)
LID,2ρ (M ;β, a0 = 1;L|N )
∣∣∣∣∣
L→0
= −1
4
FDρ (M,β; c1 = −4, c2 = 1) + divergent terms. (29)
These results reinforce that, as found in Sec. III D, the fermionic field does not undergo a dimensional reduction
as bosonic fields. We can, indeed, obtain a dimensionally reduced model, as expressed in Eq. (28) and Eq. (29).
However, it has no relation with the otherwise expected result given by Eq. (10).
9F. Fermionic field : antiperiodic boundary conditions in space
At last, let us consider a fermionic model (a0 = 1) with antiperiodic boundary conditions in space (Eq. (8)). After
using the integral representation of Eq. (12) we use the following analytic extension of the double sum,
∞∑
n0=1,n1=1
(−1)n0+n1
(n20β
2 + n21L
2)t
=
1
2L2t
η(2t) +
2πt
Γ(t)
√
L
β
1
(βL)t
∞∑
n0,n1=1
(−1)n1
(
n0
n1
)t− 1
2
[
−Kt− 1
2
(
2πn0n1
L
β
)
+2
1
2
−tKt− 1
2
(
2πn0n1
L
β
)]
, (30)
and obtain the expression for the function Wν
Wν(M ;β, a0 = 1;L|A) = −
∫ c+i∞
c−i∞
dt
4πi
Γ(t)η(2t)Γ(t− ν)
(
Mβ
2
)−2t
− 1√
π
∞∑
k=1
∫ c+i∞
c−i∞
ds
2πi
(
Mβ
2π
)2k−2ν (
πL
β
)−2s
Γ(s)η(2s)Γ
(
s+ k − ν + 1
2
)(−1 + 22s+2k−2ν+1) ζ(2s+2k− 2ν+1).
(31)
Studying the poles for each integral in Eq. (31) we obtain that
• First integral: poles at t = 0 and t = ν−j with j ∈ [0,∞[. This corresponds to the dependencies β0 and β2k−2ν ;
• Second integral: poles at s = 0 and s = ν − k. This corresponds to the dependecies β2k−2ν and L2k−2ν .
Therefore, for antiperiodic boundary conditions in space and a0 = 1 there is no mixed dependency on β and L. Also,
just like the case of antiperiodic boundary conditions in space for bosons discussed in Sec. III C the procedure of
dimensional reduction is ill-defined.
This result shows that the use of antiperiodic boundary conditions in space forbids the procedure of dimensional
reduction both for bosonic and fermionic fields. This might be an indication of a topological aspect, independent of
the nature of the field.
IV. CONCLUSION
We discussed in Sec. III that there were three possible outcomes when one investigates the procedure of dimensional
reduction as proposed in this article. In the remaining sections we found examples of all three categories:
• Well-defined dimensional reduction.
This happens for bosonic fields in periodic, Dirichlet and Neumann boundary conditions where there is a simple
relation between a model in D dimensions that is dimensionally reduced and a model in D− 1 dimensions. See
Sec. III A and Sec. III B.
• Ill-defined dimensional reduction.
This happens for antiperiodic boundary conditions in space, both for bosonic and fermionic fields. See Sec. III C
and Sec. III F.
• Dimensional reduction to a different model.
This happens for fermionic fields in periodic, Dirichlet and Neumann boundary conditions where the model
in D dimensions that is dimensionally reduced has no relation with a model originally constructed in D − 1
dimensions. See Sec. III D and Sec. III E.
We found that the previous article [34] was indeed a special case (bosonic field, periodic boundary condition in
space) and now we exhibit a bigger picture of the problem. The procedure of dimensional reduction indeed depends
on the imposed boundary conditions and the nature of the field. Nevertheless, there are yet some open questions.
The behavior of fermionic fields passing through a dimensional reduction might be explained by the fact that fermions
are dependent on the number of spatial dimensions. Moreover, the forbidden dimensional reduction for models with
antiperiodic boundary conditions in space is perhaps a topological aspect of dimensionally reducing a Mo¨bius strip,
which would explain the independence on the nature of the fields.
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Appendix A: Relation between fermionic and bosonic integrals
The one-loop Feynman amplitude for self interacting fermionic field with coupling a+ bγS is
JDν (m) = tr
∫
dDp
(2π)D
(
a+ bγS
i/p+m
)ν
= tr
∫
dDp
(2π)D
(
(a+ bγS)(−i/p+m)
p2 +m2
)ν
. (A1)
Here we use the notation of Ref [23] for the Euclidean Dirac matrices. To compute the trace in a systematic way we
define v = −ipµγµ +m, v˜ = ipµγµ +m and note that vγS = v˜γS . Organizing the trace Tν = tr [(a+ bγS)v]ν in such
a way that all γS matrices are on the left we have
T1(a, b) = av + bγSv, (A2a)
T2(a, b) = a2v2 + abγS(v˜v + v2) + b2γ2S v˜v, (A2b)
T3(a, b) = a3v3 + a2bγS(v˜2v + v˜v2 + v3) + ab2γ2S(v˜2v + 2v˜v2) + b3γ3S v˜v2, (A2c)
T4(a, b) = a4v4 + a3bγS(v˜3v + v˜2v2 + v˜v3 + v4) + a2b2γ2S(v˜3v + 2v˜2v2 + 3v˜v3) + ab3γ3S(2v˜2v2 + 2v˜v3) + b4γ4S v˜2v2.
(A2d)
From these we can infer some relations regarding the trace Tν for any ν. The component with b = 0 and a 6= 0
contributes as
Tν(a, 0) = aνvν ,
and the component with a = 0 and b 6= 0 behaves as
Tν(0, b) = bνγνS(v˜v)⌊ν/2⌋vν−2⌊ν/2⌋.
The mixed terms are a little bit more intricated. First, we adopt another notation defining some function f
(i)
j (v˜, v),
Tν(a, b)− Tν(a, 0)− Tν(0, b) =
ν−1∑
σ=1
aν−σbσγσSf
(ν−σ)
σ (v˜, v),
where the function f
(i)
j (v˜, v) can be shown to satisfy the following difference equations
f
(i)
2ℓ (v˜, v) =
v˜v
ℓ!
∂
∂v
f
(i)
2ℓ−1(v˜, v), (A3)
f
(i)
2ℓ+1(v˜, v) =
v˜v
ℓ!
∂
∂v˜
f
(i)
2ℓ (v˜, v). (A4)
Therefore, once we obtain one of these functions all others are obtained recursively. The simpler one is the case
f
(i)
1 which is associated with a
ibγS and can be directly written as
f
(i)
1 =
i∑
k=0
v˜i−kvk+1.
With this in hand we use the difference equations and obtain the generalization that
f
(i)
j (v˜, v) =
i∑
k=0
(k + ⌊j/2⌋)!
k!⌊j/2⌋!
(i− k + ⌊ j+12 ⌋ − 1)!
(i− k)!(⌊ j+12 ⌋ − 1)!
v˜i+j−k−⌊
j+1
2
⌋vk+⌊
j+1
2
⌋
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Substituting back, we obtain that the complete trace is
tr [(a+ bγS)v]
ν = tr
[
aνvν + bνγνS(p
2 +m2)⌊
ν
2
⌋vν−2⌊
ν
2
⌋
+
ν−1∑
σ=1
aν−σbσγσS
ν−σ∑
k=0
(
k + ⌊σ2 ⌋
)
!
k!⌊σ2 ⌋!
(
ν − k − 1− ⌊σ2 ⌋
)
!
(ν − k − σ)! (⌊σ+12 ⌋ − 1)! v¯ν−k−⌊ σ+12 ⌋vk+⌊ σ+12 ⌋
]
. (A5)
Therefore, the trace operation becomes simply
tr(v˜v)n(v2)m = tr(v˜v)n(v˜2)m = dγ(m
2 + p2)n(m2 − p2)m,
where dγ is the dimension of the gamma matrix.
After computing the full trace and making some algebraic manipulation we obtain
1
dγ
tr [(a+ bγS)v]
ν = aν
⌊ ν
2
⌋∑
k=0
(
ν
2k
)
mν−2k(−p2)k + bν(p2 +m2) ν2 (ν − 2⌊ν/2⌋)
+
⌊ ν−1
2
⌋∑
k=1
aν−2kb2k
⌊ ν
2
⌋∑
j=k
j!(ν − j − 1)!
(j − k)!k!(ν − k − j)!(k − j)! (p
2 +m2)j
⌊ ν
2
−j⌋∑
ℓ=0
(
ν − 2j
2ℓ
)
mν−2j−2ℓ(−p2)ℓ
+
⌊ ν−1
2
⌋∑
k=1
aν−2kb2k
ν−k∑
j=⌊ ν
2
⌋+1
j!(ν − j − 1)!
(j − k)!k!(ν − k − j)!(k − j)! (p
2 +m2)ν−j
⌊ ν
2
−j⌋∑
ℓ=0
(
2j − ν
2ℓ
)
m2j−ν−2ℓ(−p2)ℓ. (A6)
As a final manipulation we use that
(−p2)ℓ =
ℓ∑
n=0
(−1)n
(
ℓ
n
)
(p2 +m2)nm2ℓ−2n,
and now we can relate the fermionic scenario with the bosonic one,
1
dγ
JDν = aν
⌊ ν
2
⌋∑
k=0
k∑
j=0
(
ν
2k
)(
k
j
)
mν−2j(−1)jIDν−j(m2) + bν (ν − 2⌊ν/2⌋) IDν/2(m2)
+
⌊ ν−1
2
⌋∑
k=1
aν−2kb2k
⌊ ν
2
⌋∑
j=k
j!(ν − j − 1)!
(j − k)!k!(ν − k − j)!(k − j)!
⌊ ν
2
−j⌋∑
ℓ=0
(
ν − 2j
2ℓ
) ℓ∑
n=0
(−1)n
(
ℓ
n
)
mν−2j−2nIDν−j−n(m2)
+
⌊ ν−1
2
⌋∑
k=1
aν−2kb2k
ν−k∑
j=⌊ ν
2
⌋+1
j!(ν − j − 1)!
(j − k)!k!(ν − k − j)!(k − j)!
⌊ ν
2
−j⌋∑
ℓ=0
(
2j − ν
2ℓ
) ℓ∑
n=0
(
ℓ
n
)
m2j−ν−2nIDj−n(m2).
This relation also holds if one considers compactified dimensions. One must only be careful that the conditions
imposed on I will be, in this case, the conditions that would be imposed on the fermionic integral. Therefore, if one
introduces a compactification of the imaginary time to introduce temperature, it must have antiperiodic boundary
condition as we are dealing with fermions.
[1] T. Kaluza, International School of Cosmology and Gravitation: 8th Course: Unified Field Theories of More than Four
Dimensions, Including Exact Solutions Erice, Italy, May 20-June 1, 1982, Sitzungsber. Preuss. Akad. Wiss. Berlin (Math.
Phys.) 1921, 966 (1921), arXiv:1803.08616 [physics.hist-ph].
[2] A. Ali Khan et al. (CP-PACS), Phys. Rev. D64, 114506 (2001), arXiv:hep-lat/0105020 [hep-lat].
[3] D. Chakraverty, K. Huitu, and A. Kundu, Phys. Lett. B558, 173 (2003), arXiv:hep-ph/0212047 [hep-ph].
[4] K. Agashe, G. Perez, and A. Soni, Phys. Rev. Lett. 93, 201804 (2004), arXiv:hep-ph/0406101 [hep-ph].
[5] A. Karch, E. Katz, D. T. Son, and M. A. Stephanov, Phys. Rev. D74, 015005 (2006), arXiv:hep-ph/0602229 [hep-ph].
12
[6] M. Blanke, A. J. Buras, B. Duling, K. Gemmler, and S. Gori, JHEP 03, 108 (2009), arXiv:0812.3803 [hep-ph].
[7] C. D. Fosco, A. P. C. Malbouisson, and I. Roditi, Phys. Lett. B609, 430 (2005), arXiv:hep-th/0412229 [hep-th].
[8] L. Da Rold and A. Pomarol, Nucl. Phys. B721, 79 (2005), arXiv:hep-ph/0501218 [hep-ph].
[9] G. Panico, M. Serone, and A. Wulzer, Nucl. Phys. B739, 186 (2006), arXiv:hep-ph/0510373 [hep-ph].
[10] G. Panico, M. Serone, and A. Wulzer, Nucl. Phys. B762, 189 (2007), arXiv:hep-ph/0605292 [hep-ph].
[11] G. ’t Hooft, Nucl. Phys. B75, 461 (1974).
[12] S. Hands, JHEP 09, 047 (2015), arXiv:1507.07717 [hep-lat].
[13] B. Rosenstein, B. Warr, and S. H. Park, Phys. Rept. 205, 59 (1991).
[14] S. Hands, A. Kocic, and J. B. Kogut, Annals Phys. 224, 29 (1993), arXiv:hep-lat/9208022 [hep-lat].
[15] B. Rosenstein, B. J. Warr, and S. H. Park, Phys. Rev. D39, 3088 (1989).
[16] K. G. Klimenko, Z. Phys. C54, 323 (1992).
[17] K. G. Klimenko, Theor. Math. Phys. 90, 1 (1992), [Teor. Mat. Fiz.90,3(1992)].
[18] P. Horava and E. Witten, Nucl. Phys. B475, 94 (1996), arXiv:hep-th/9603142 [hep-th].
[19] J. H. Schwarz, Phys. Rept. 89, 223 (1982).
[20] O. Aharony, S. S. Gubser, J. M. Maldacena, H. Ooguri, and Y. Oz, Phys. Rept. 323, 183 (2000),
arXiv:hep-th/9905111 [hep-th].
[21] T. Appelquist and R. D. Pisarski, Phys. Rev. D23, 2305 (1981).
[22] N. P. Landsman, Nucl. Phys. B322, 498 (1989).
[23] J. Zinn-Justin, Quantum Field Theory and Critical Phenomena , 4th ed. (Clarendon Press, Oxford, 2002).
[24] H. Meyer-Ortmanns and T. Reisz, Principles of phase structures in particle physics (World Scientific Publishing Company,
Singapore, 2007).
[25] S. Nadkarni, Phys. Rev. D27, 917 (1983).
[26] E. Braaten and A. Nieto, Phys. Rev. D53, 3421 (1996), arXiv:hep-ph/9510408 [hep-ph].
[27] P. Bialas, A. Morel, B. Petersson, K. Petrov, and T. Reisz, Nucl. Phys. B581, 477 (2000), arXiv:hep-lat/0003004 [hep-lat].
[28] T. Zhang, T. Brauner, A. Kurkela, and A. Vuorinen, JHEP 02, 139 (2012), arXiv:1112.2983 [hep-ph].
[29] A. Bazavov et al. (HotQCD), Phys. Rev. D90, 094503 (2014), arXiv:1407.6387 [hep-lat].
[30] F. C. Khanna, A. P. C. Malbouisson, J. M. C. Malbouisson, and A. R. Santana,
Thermal quantum field theory - Algebraic aspects and applications (World Scientific Publishing Company, Singapore,
2009).
[31] F. C. Khanna, A. P. C. Malbouisson, J. M. C. Malbouisson, and A. E. Santana, Phys. Rept. 539, 135 (2014),
arXiv:1409.1245 [hep-th].
[32] C. A. Linhares, A. P. C. Malbouisson, Y. W. Milla, and I. Roditi, Phys. Rev. B73, 214525 (2006),
arXiv:cond-mat/0605245 [cond-mat].
[33] E. Cavalcanti, C. A. Linhares, and A. P. C. Malbouisson, Int. J. Mod. Phys. A33, 1850008 (2018),
arXiv:1708.02672 [hep-th].
[34] E. Cavalcanti, J. A. Lourenc¸o, C. A. Linhares, and A. P. C. Malbouisson, Phys. Rev. D99, 025007 (2019),
arXiv:1812.07087 [hep-th].
[35] S.-z. Huang and M. Lissia, Phys. Lett. B349, 484 (1995), arXiv:hep-ph/9503304 [hep-ph].
[36] L. P. R. Ospedal and J. A. Helaye¨l-Neto, Phys. Rev. D97, 056014 (2018), arXiv:1708.07410 [physics.gen-ph].
[37] G. Fucci and K. Kirsten, J. Math. Phys. 59, 033503 (2018), arXiv:1704.03901 [hep-th].
[38] E. Elizalde, Lect. Notes Phys. 855, 1 (2012).
