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Abstract—Training neural networks with many processors can
reduce time-to-solution; however, it is challenging to maintain
convergence and efficiency at large scales. The Kronecker-
factored Approximate Curvature (K-FAC) was recently proposed
as an approximation of the Fisher Information Matrix that can
be used in natural gradient optimizers. We investigate here
a scalable K-FAC design and its applicability in convolutional
neural network (CNN) training at scale. We study optimization
techniques such as layer-wise distribution strategies, inverse-free
second-order gradient evaluation, and dynamic K-FAC update
decoupling to reduce training time while preserving convergence.
We use residual neural networks (ResNet) applied to the CIFAR-
10 and ImageNet-1k datasets to evaluate the correctness and scal-
ability of our K-FAC gradient preconditioner. With ResNet-50 on
the ImageNet-1k dataset, our distributed K-FAC implementation
converges to the 75.9% MLPerf baseline in 18–25% less time
than does the classic stochastic gradient descent (SGD) optimizer
across scales on a GPU cluster.
I. INTRODUCTION
Deep learning (DL) methods are having transformative
impacts on many areas of society, not least in science and
engineering where they are enabling exciting new approaches
to problems in many disciplines. Convolutional neural net-
works (CNNs) are widely used for classification, regres-
sion, object detection, segmentation, and other tasks. As the
powerful memory and communication architectures of high-
performance computing (HPC) systems have been shown to
support DL applications well, there is growing interest in both
the use of HPC for DL [1–6] and the use of DL for scientific
applications [7–9].
Leveraging the massive computing resources of supercom-
puters to dramatically reduce training time is challenging,
especially under the constraint of convergence (e.g., validation
accuracy) [10]. To this end, researchers have examined the
scaling properties of first-order methods such as stochastic
gradient descent (SGD) [1, 3–5, 11, 12] and shown promising
scaling results for ResNet-50 [13] and BERT [14] applications,
albeit via the use of application- or architecture-specific tech-
niques such as distributed batch normalization and communi-
cation optimization. A second direction is to explore second-
order information such as the Fisher Information Matrix (FIM)
to reduce the required number of training iterations. Scientists
have also examined the natural gradient method (a category
of second-order methods) with Kronecker-factored Approx-
imate Curvature (K-FAC) [6, 15, 16]. Although previous K-
FAC research has shown significant reductions in training
iterations and high scalability (up to 1024 Nvidia GPUs), the
K-FAC implementation used in these works cannot converge
to the acceptance performance of MLPerf [17], e.g., 75.9%
validation accuracy for ResNet-50, or compete with the faster
training times of SGD.
Equations 1 and 2 show the update rules for SGD and the
iterative second-order method used in K-FAC, respectively.
w(k) is the weight at iteration k, α(k) is the learning rate at
iteration k, n is the mini-batch size, ∇Li(w(k)) is the gradient
of the loss function Li for the ith example with regard to w(k),
and F−1(w(k)) is the inverse of the Fisher information matrix
(FIM).
SGD: w(k+1) = w(k) − α
(k)
n
n∑
i=1
∇Li(w(k)) (1)
K-FAC: w(k+1) = w(k) − α
(k)F−1(w(k))
n
n∑
i=1
∇Li(w(k))
(2)
We report in this paper on methods for improving the cor-
rectness and scalability of K-FAC based optimizers. We intro-
duce a distributed K-FAC optimization strategy that leverages
the independence between layer inputs to make efficient use of
a large number of processors. We study the impact of various
explicit and implicit matrix inverse algorithms on training con-
vergence and cost to evaluate F−1(w(k))
∑n
i=1∇Li(w(k)).
Approximating the FIM as a preconditioner to the gradient
is expensive; thus, we exploit a conventional method in L-
BFGS [18] that decouples the approximation from variable
update. This approach allows us to determine the best pre-
conditioner update frequency to reduce training time while
preserving convergence.
Specifically, we design the distribution strategies and study
their scaling properties. The core idea is to distribute per-layer
K-FAC calculations to individual processors, then aggregate
the results as a preconditioner F−1 to the gradient ∇L(w(k))
for the iterative second-order method as shown in Equation 2.
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We examine two methods of computing the inverse of F ,
explicit inverse and implicit eigen decomposition, and select
the latter algorithm as it preserves training convergence at
scale. We also integrate a set of techniques including dynamic
K-FAC update decoupling, damping decay, and K-FAC update
frequency decay to reduce training time while preserving
model convergence. Details are presented in §IV and §V.
We prototype our solution in the widely adopted PyTorch
DL framework [19] and Horovod distributed training frame-
work [20]. We use ResNet-34, ResNet-50, ResNet-101, and
ResNet-152 as example applications and train on various
numbers of Nvidia V100 GPUs on the TACC Frontera su-
percomputer. We show that with our new method, ResNet-50
on the ImageNet-1k [21] dataset converges to above or equal
to the 75.9% baseline performance required by MLPerf [17]
at all scales. Across scales, our K-FAC based optimization is
18–25% faster than SGD.
This work makes four contributions:
• A distributed K-FAC optimization strategy;
• A study of explicit/implicit matrix inverse algorithms on
its impact to K-FAC and training convergence;
• An empirically optimal preconditioner update frequency
for example applications;
• An open source implementation of the proposed algo-
rithm using PyTorch [19] and Horovod [20].
The rest of this paper is organized as follows: §II discusses
parallel DL training, SGD, and K-FAC. We review and sum-
marize previous work in scalable DL training in §III. §IV intro-
duces key system design options and decisions. §V discusses
technical decisions in details. §VI presents the experiment
results, analysis, and discussion. We draw conclusions in §VII.
II. BACKGROUND
Neural network training is usually done through an iterative
procedure. Most existing methods exploit the batch optimiza-
tion method [11], where a mini-batch of training data is fed
to neural network to derive an averaged loss and then used to
update variables using corresponding rules. Equations 1 and 2
show the update rules of SGD and K-FAC.
In this section, we review distributed training strategies and
explain in detail the applicability of the data parallel approach
in supporting SGD and K-FAC.
A. Data Parallelism
There are three common strategies to distribute DL training
across multiple processors: data parallel, model parallel,
and hybrid parallel. The data parallel approach replicates
the model across processors and distributes a mini-batch
of training data to these processors in each iteration. The
model parallel approach distributes a large model, usually
exceeding the capacity of the host memory of a processor, to
multiple processors. A hybrid approach mixes the two above
approaches either by applying different parallel approaches
on different layers, or by partitioning processors into groups,
within which model parallelism is exploited while data paral-
lelism is used across groups.
Fig. 1: An overview of the synchronous SGD iteration. I/O:
Training programs read files. Forward: Forward computation.
E: Gradient evaluation. X: Gradient exchange. U: Trainable
variable update. Gradient evaluation and exchange are com-
monly referred together as back-propagation.
In practice, the data parallel approach is dominant in DL
training at large scale, as it achieves better machine utilization
compared to the model parallel method. Numerous effort such
as Intel MLSL [22], Horovod [20], TensorFlow [23], and
PyTorch [19] have native support for data parallel training via
NCCL, Gloo [24], or MPI collective operations [25].
B. SGD
The implementation of SGD via data parallelism falls into
two categories: synchronous [26] and asynchronous [27–31],
depending on whether all variables are updated in every iter-
ation. Asynchronous SGD methods have been proven to have
a non-linear slowdown compared to synchronous SGD [32].
Thus we only consider synchronous methods in this paper.
Synchronous SGD is an iterative procedure of five steps: 1)
I/O, 2) forward compute, 3) gradient evaluation, 4) gradient
exchange, and 5) variable update. The distributed training
program reads a fixed batch of training items from a storage
system and may preprocess them. The training items are then
fed to the neural network for forward computation to deter-
mine the defined loss. Given the loss, the gradient evaluation
step computes the gradient for each trainable variable. All pro-
cessors then communicate to exchange the gradients (e.g., to
compute the average in SGD). Finally, the trainable variables
are updated with the corresponding gradients using a specific
rule, e.g., gradient descent. An iteration completes when all
variables are updated. Most modern DL frameworks imple-
ment this procedure by using a streamlined parallelism with
I/O and gradient exchange being performed asynchronously to
the other steps, as shown in Figure 1. This approach allows for
high utilization of available hardware such as CPUs, GPUs,
and interconnects.
With SGD, the only data that is communicated are the
initial model weights before training starts and the gradients in
each iteration. Collective operations such as broadcast() and
allreduce() suffice the requirements for SGD.
C. K-FAC
K-FAC is a method for efficiently approximating the natural
gradient. In natural gradient descent optimization, the Fisher
information matrix (FIM) is used to represent the curvature
of the loss function. While computing the FIM is complex,
K-FAC approximates the FIM as Kronecker products of
Fig. 2: The K-FAC approximation of the Fisher information
matrix. ⊗ is the Kronecker product.
smaller matrices. These smaller matrices are more efficiently
invertable.
The FIM can be interpreted as the negative expected Hessian
of a log-likelihood and is given by
F = E[∇ log p(y|x; θ)∇ log p(y|x; θ)T ]. (3)
K-FAC approximates F as Fˆ , a diagonal block matrix where
each block represents one layer in a network of L layers:
Fˆ = diag(Fˆ1, ..., Fˆi, ..., FˆL) (4)
where
Fˆi = ai−1aTi−1 ⊗ gigTi = Ai−1 ⊗Gi. (5)
This is a Kronecker-factorization of Fˆi where the Kronecker
factors, often referred to as the covariance matrices, are
Ai−1 = ai−1aTi−1 and Gi = gig
T
i . The activation of the
i − 1th layer and the gradient of the output of the ith layer
are represented as ai−1 and gi respectively.
The Kronecker product A⊗B where A has size m×n and
B has size p× q is:
A⊗B =
a11B . . . a1nB... . . . ...
am1B . . . amnB
 . (6)
For example:
[
1 2
3 4
]
⊗
5 67 8
9 0
 =

1× 5 1× 6 2× 5 2× 6
1× 7 1× 8 2× 7 2× 8
1× 9 1× 0 2× 9 2× 0
3× 5 3× 6 4× 5 4× 6
3× 7 3× 8 4× 7 4× 8
3× 9 3× 0 4× 9 4× 0
 (7)
The inverse of Fˆi can be computed as the Kronecker product
of the inverse of the factors Ai−1 and Gi, as shown in Figure
2, using the property (A⊗B)−1 = A−1 ⊗B−1.
Fˆ−1i = A
−1
i−1 ⊗G−1i (8)
We can then use Fˆ−1i to precondition the gradient, ∇L, of the
parameters w(k)i for layer i and iteration k.
w
(k+1)
i = w
(k)
i − α(k)Fˆ−1i ∇Li(w(k)i ) (9)
Using the relation (A ⊗ B)~c = BT~cA, the preconditioned
gradient Fˆ−1i ∇Li(w(k)i ) can be efficiently computed as
Fˆ−1i ∇Li(w(k)i ) = G−1i ∇Li(w(k)i )A−1i−1. (10)
The FIM approximation Fˆi can be ill-conditioned for in-
verting so to compensate for inherent inaccuracies, a Tikhonov
regularization technique is applied where γI is added to Fˆi
[6, 33]. We call γ the damping parameter, and γI can be added
to the Kronecker factors such that instead of computing Fˆ−1i ,
we compute (Fˆi + γI)−1 as:
(Fˆi + γI)
−1 = (Ai−1 + γI)−1 ⊗ (Gi + γI)−1. (11)
Thus, the final update step for the parameters at iteration k is:
w
(k+1)
i =w
(k)
i − α(k)(Gi + γI)−1∇Li(w(k)i )(Ai−1 + γI)−1
(12)
D. Frameworks
We choose PyTorch [19] and Horovod [20] to prototype the
K-FAC optimizer. PyTorch is an widely adopted DL frame-
work with comprehensive support of various neural network
architectures and high performance. At its backend, PyTorch
uses C++ runtime for performance. At its frontend, PyTorch
exposes a linear algebra interface and a neural network inter-
face, which can be used to implement certain matrix operations
and compose neural networks, respectively. PyTorch has an
imperative programming interface which eases our develop-
ment compared to the symbolic programming interface of
TensorFlow [23]. PyTorch has its own distributed training sup-
port with collective communication in MPI, NCCL, or Gloo
[24]. We choose Horovod [20] instead, as Horovod supports
PyTorch, TensorFlow, and MXNet [34] and we plan to extend
our K-FAC optimization to other major DL frameworks.
Horovod is a general communication framework that can
call MPI, NCCL, or IBM Distributed Deep Learning Library
(DDL) primitives. It inherits MPI concepts such as size, rank,
and local rank, and exposes a limited communication interface
with allreduce(), allgather(), and broadcast() primitives. In
particular, its allreduce() operation is implemented by using
the scatter-reduce algorithm, which is bandwidth optimal in the
ring topology under the assumption that DL gradient exchange
involves large enough data to be bandwidth bound [35].
Allreduce in Horovod can be synchronous or asynchronous;
users can specify the size of fusion buffer that accumulates
data before communication until reaching the buffer size.
The fusion buffer is usually set as 16 MB or 32 MB to
guarantee that each allreduce() is bandwidth dominated. Thus
the communication in Horovod can make highly efficient use
of the underlying interconnect.
III. RELATED WORK
Much recent research has focused on scaling DL training
via the use of large batch sizes. For example, with the
classic image classification problem, a batch size of 32K is
considered large for convolutional neural network training with
the ImageNet-1k dataset. Large batches make it possible to
distribute enough data to a large number of processors to
maintain high utilization. However, they lead to high com-
munication costs at large scale, as the size of the gradients are
large enough that the communication overhead is dominated
by bandwidth and is proportional to the number of processors.
In this section, we summarize previous work of DL training
at large scale and justify the fundamental difference between
our work and previous efforts.
A. Scaling results of SGD
Previous research such as LARS [1] and LAMB [12]
propose SGD variants with layer-wise adaptive learning rate
and learning rate schedules to enable large batch size training
without losing model convergence. The ResNet-50 training
with ImageNet-1k dataset is shown to converge to 74.9%
baseline at the time in 20 minutes on 2048 Intel Xeon Platinum
8160 processors [1]. Subsequent work [3–5] leverages the
same optimizer with dedicated optimizations for the intercon-
nect architecture, e.g., 2D torus, and processor architecture
optimizations such as GPU and TPU. Researchers were able to
bring the training time to∼2.2 minutes on 1024 TPUs [4], with
a model that converges to 76.3% validation accuracy, which
is above the MLPerf [17] baseline of 75.9%. Some techniques
such as mixed precision, interconnect-aware allreduce(), and
distributed batch normalization are specific to certain hardware
and applications. In contrast, our work focuses on general
optimizations that can be applied regardless of processor
architecture, interconnect topology, or application.
B. Scaling results of K-FAC
K-FAC [15] has been shown to take fewer steps to con-
verge for image classification [6, 36] and language processing
tasks [37]. However, each step in K-FAC runs significantly
slower than in SGD, as the FIM must be approximated. In
previous work, an asynchronous distributed K-FAC using a
doubly-factored Kronecker approximation was used to achieve
a time-per-iteration comparable to standard SGD training on
ImageNet-1k [36] . While this work reports a 2× improvement
in overall training times due to faster convergence at the
start of training, the implementation only converges to a final
70% validation accuracy. Researchers have also published a
distributed implementation of K-FAC that distributes a block-
diagonal approximation (with each block associated to one
layer) across GPUs [6]. Even though the work reports that
their K-FAC implementation takes ∼10 minutes to reach the
74.9% validation accuracy baseline in just 978 iterations,
there is no training time comparison of K-FAC to SGD.
In addition, the model convergence is obviously 1% lower
than the MLPerf [17] baseline, which is considered as an
acceptance test for DL researchers and practitioners. In our
work, we prioritize training correctness and make such system
design decisions when facing performance tradeoffs. Further,
we compare K-FAC training time to SGD and design strategies
to reduce training time without losing model convergence.
IV. DESIGN
Recent works have found promising results in reducing the
overhead of K-FAC by assigning each worker, e.g., GPU, to
compute the FIM approximation for a single layer such that the
K-FAC update for each layer can be computed in parallel [6].
While this method is effective when the number of layers in the
TABLE I: CIFAR-10 ResNet-32 validation accuracy for in-
verse vs. eigen decomposition K-FAC updates
Batch Size 256 512 1024
SGD 92.77% 92.58% 92.69%
K-FAC w/ Inverse 92.58% 92.36% 91.71%
K-FAC w/ Eigen-decomp. 92.76% 92.90% 92.92%
network is equal to or greater than the number of workers, the
scaling performance decreases as workers are left idle when
there are more workers than layers to compute. Our distributed
K-FAC design seeks to improve on this method by reducing
the frequency of communication, increase the granularity at
which the K-FAC computations can be distributed, and en-
suring our design achieves MLPerf baselines on benchmarks.
We also design our K-FAC algorithm to act as a gradient
preconditioner such that K-FAC can be used in-place with any
standard optimizer, such as Adam, LARS, or SGD.
A. Matrix Inversion
A standard K-FAC update step for one layer requires
inverting two matrices, (Ai−1 + γI) and (Gi + γI), as shown
in Equation (11). However, it has been shown that (Fˆi+γI)−1
can be computed implicitly using an alternative method based
on the eigendecompostion of Fˆi [33]. Let Ai−1 = QGΛGQG
and Gi = QAΛAQA be the eigen decompositions of the fac-
tors Ai−1 and Gi. Then, we can compute the preconditioned
gradient as:
V1 = Q
T
GLi(w
(k)
i )QA (13)
V2 = V1/(υGυ
T
A + λ) (14)
(Fˆi + γI)
−1∇Li(w(k)i ) = QGV2QTA (15)
where υA and υG are vectors of the eigenvalues of Ai−1 and
Gi, i.e. the diagonals of ΛA and ΛG. For the full proof of this
eigen decomposition expansion, see Appendix A.2 in [33].
In our design, we use the eigen decomposition expansion
of (Fˆi+γI)−1 in Equations (13)–(15) to compute the precon-
ditioned gradient. In Table I, we compare the final validation
accuracy on CIFAR-10 with ResNet-32 between the explicit
inverse method in Equation (11) and the implicit eigen de-
composition method. We consider the baseline for acceptable
accuracy to be 92.49% [13]. As the batch size increases, the
inverse K-FAC update performs worse on the validation data
and drops below the acceptable baseline whereas both SGD
and K-FAC with eigen decomposition perform above baseline
performance at all batch sizes.
B. Parallelism
During each iteration, the forward and backward passes are
computed on each worker using the worker’s local mini-batch.
Hooks are registered to the input and output of each layer
to save the activation of the previous layer and gradient with
respect to the output of the current layer. Then using Horovod’s
allreduce(), the gradients computed in the backward pass are
averaged across all workers.
Fig. 3: Overview of our layer-wise factor distribution scheme. In step 1, each worker computes the gradient, ∇Li(wi), and
the factors, Ai−1 and Gi, for each layer using the worker’s mini-batch. Before step 2, the gradients and factors are allreduced,
and each factor is assigned to a worker in a round-robin fashion. In step 2, each worker computes the eigen decomposition of
each factor it was assigned. The results from step 2 are gathered across all workers before step 3 where the preconditioned
gradient is computed locally and in-place for all layers following Equations (13) to (15). In step 2, we use indices i for A and
j for G to denote that the eigen decomposition for Ai−1 and Gi can occur on different workers. The pseudocode for each
step is provided in Algorithm 1.
Algorithm 1: Distributed K-FAC preconditioner
/* Compute Gradients */
1 foreach worker do
2 Compute forward and backward pass
3 end
/* Step 1: Compute Factors */
4 allreduce(∇L1:L(w1:L))
5 foreach worker do
6 Compute A0:L−1 and G1:L
7 end
8 allreduce(A0:L−1,G1:L)
9 Assign factors A0:L−1 and G1:L to unique workers
/* Step 2: Compute Decompositions */
10 foreach worker w do
11 foreach Ai assigned to w do
12 QAi , ΛAi = eigendecompose(Ai)
13 end
14 foreach Gj assigned to w do
15 QGj , ΛGj = eigendecompose(Gj)
16 end
17 end
18 allgather(QA0:L−1 , ΛA0:L−1 , QG1:L , ΛG1:L)
/* Step 3: Precondition Gradient */
19 foreach worker do
20 precondition(∇L1:L(w1:L))
21 end
/* Update Weights with SGD */
22 foreach worker do
23 Update weights using the preconditioned gradients
24 end
Each worker computes the Kronecker factors Ai−1 and Gi
using the saved activations and gradients of the output for each
layer, and we maintain a running average of the Kronecker
factors computed from each mini-batch.
A
(k)
i−1 = ξA
(k)
i−1 + (1− ξ)A(k−1)i−1 (16)
G
(k)
i = ξG
(k)
i + (1− ξ)G(k−1)i (17)
ξ is the running average hyper-parameter typically in the
range [0.9, 1). Using allreduce(), the updated running averages
of the factors are averaged across workers. This process of
calculating the gradients and factors locally and averaging the
results is shown in step 1 of Algorithm 1 and Figure 3.
Current distributed K-FAC implementations [6] choose
to assign each worker to compute A−1i−1, G
−1
i , and the fi-
nal preconditioned gradient (Fˆi + γI)−1∇Li(w(k)i ) before
communicating the per layer preconditioned gradients to all
workers such that each worker can update its local weights.
Our design takes a different approach where we assign each
worker a single factor to eigen decompose in a round-robin
fashion. This is shown in step 2 of Algorithm 1 and Figure
3 where each worker computes the eigen decomposition of
the subset of factors Ai−1 and Gi assigned to itself. This
approach decouples the eigen decomposition updates from the
preconditioning of the gradients.
The eigen decompositions for the factors are then communi-
cated between all workers so that each worker can compute the
preconditioned gradients locally using Equations (13)–(15).
The preconditioned gradients are computed in place so that
any standard optimizer, e.g., SGD, can be used to update the
weights.
C. Communication
Our design introduces communication in three places: 1)
averaging the gradients, 2) averaging the Kronecker factors,
and 3) gathering the eigen decompositions for each factor.
By partitioning the communication into these three parts, we
can take advantage of the fact that preconditioned gradients
are computed locally to reduce communication in iterations
where the factors are not updated.
A common strategy to improve training times when using K-
FAC is to only update the Kronecker factors every n iterations.
In iterations where the Kronecker factors are not updated, we
can skip the communication for (2) and (3) and use the stale
Kronecker factors from previous iterations that are already
stored locally on each worker to compute the preconditioned
gradients. This reduction in communication is possible because
we decouple the eigen decomposition of the factors from
the preconditioning of the gradients. In Algorithm 1, this
would result in skipping lines 5–18. As training progresses,
the FIM becomes more stable and impact of using stale eigen
decompositions decreases.
In practice, the factors can be updated every tens or hun-
dreds of iterations without loss in performance. Since the
K-FAC updates happen infrequently, the majority of train-
ing iterations require no extra communication compared to
conventional model parallel training with SGD which only
requires communicating the gradients.
By decoupling the Kronecker factor calculations from the
preconditioned gradient calculation, we are also able to com-
pute the eigen decompositions for Ai−1 and Gi on different
workers and achieve double the worker utilization compared to
existing distributed K-FAC implementations that use a layer-
wise distribution scheme [6].
V. IMPLEMENTATION
Our implementation is based on an existing open-source K-
FAC optimizer written with PyTorch that has no support for
distributed training [38, 39]. We modified this implementation
to support our distributed K-FAC design and to act as a
preconditioner for standard PyTorch optimizers. Our imple-
mentation supports K-FAC updates for Linear and Conv2D
layers. All unsupported layers are ignored by the K-FAC
preconditioner and updated normally using the user’s choice
of optimizer, such as SGD. Careful consideration was made
to ensure that our K-FAC implementation could be used with
minimal changes to existing PyTorch scripts that use Horovod
for distributed training.
A. Communication with Horovod
Existing open-source K-FAC implementations that support
distributed training use TensorFlow’s parameter server model
[40]. Parameter servers introduce a bottleneck that inhibits
performance at large scale. For this reason, we use Horovod
for communication because Horovod uses a decentralized
approach that scales well to thousands of compute nodes [20].
Horovod’s PyTorch implementation offers support for syn-
chronous and asynchronous communication operations. All
1 ...
2
3 optimizer = optim.SGD(model.parameters(), ...)
4 optimizer = hvd.DistributedOptimizer(optimizer, ...)
5 preconditioner = KFAC(model, ...)
6
7 ...
8
9 for i, (data, target) in enumerate(train_loader):
10 optimizer.zero_grad()
11 output = model(data)
12 loss = criterion(output, target)
13 loss.backward()
14
15 optimizer.synchronize()
16 preconditioner.step()
17 with optimizer.skip_synchronize():
18 optimizer.step()
19
20 ...
Listing 1: Example K-FAC usage.
communications operations we used are done asynchronously
to take advantage of parallelism between computation and
communication. Using Horovod, handles are registered to
communication operations such that we can register allre-
duce() operations as we compute factors and eigen decom-
positions across workers and wait to do the communication in
batches.
B. K-FAC Interface
Our K-FAC implementation is designed to be easily inserted
into existing training scripts using Horovod. An example of
how to incorporate K-FAC into existing training scripts is
given in Listing 1. The only necessary changes are to initialize
the KFAC() preconditioner and add a call to KFAC.step()
before optimizer.step() as seen in lines 5 and 16 respectively.
By default when using Horovod’s DistributedOptimizer(),
Horovod waits to call allreduce() on the gradients until opti-
mizer.step() is called. However, the gradients must be averaged
across workers before we can call KFAC.step(), so we call
optimizer.synchronize(), shown on line 15, before performing
the K-FAC preconditioning.
C. K-FAC Hyper-Parameters
Our K-FAC preconditioner introduces a number of hyper-
parameters for controlling gradient clipping, factor update
frequency, and damping.
After preconditioning the gradients, we scale the gradients
by a factor ν where
ν = min
(
1,
√
κ
α2
∑n
i=1 |GTi ∇Li(wi)|
)
(18)
where κ is a user-defined constant, typically on the order of
10−3, α is the learning rate, and Gi is the preconditioned
gradient [38, 39]. This gradient scaling is done to prevent the
norm of Gi becoming large compared to wi [6].
Similar to the work [6], we also use a damping decay
scheme whereby we reduce the damping by a fixed scalar
quantity at fixed epochs. Starting with a larger damping
accounts for rapid changes in the FIM at the start of training.
As training progresses and the FIM becomes more stable,
the frequency at which the Kronecker factors and eigen
decompositions needs to be updated decreases. We use the
hyper-parameter kfac-update-freq to control the frequency at
which we update the eigen decompositions of Ai−1 and Gi.
We find that the factors Ai−1 and Gi can be updated and
communicated at a frequency of 10× kfac-update-freq without
loss in performance.
At fixed training epochs, we decrease kfac-update-freq by a
scalar quantity to reduce the computation and communication
required while preserving accuracy. In practice, we found that
it was sufficient to maintain a constant kfac-update-freq for the
entirety of training, however, small performance improvements
can be gained by fine-tuning the update frequency schedule.
VI. EXPERIMENTS
Now we present the empirical results of the scalable K-
FAC preconditioner. In this section, we will introduce the
hardware and software platforms, applications, and datasets
used in our experiments. We adopt the MLPerf [17] acceptance
performance as baseline. We study the correctness, perfor-
mance, and scalability of our K-FAC preconditioner along with
comparisons to SGD.
A. Platforms
We use the GPU subsystem of the Frontera supercomputer
hosted at Texas Advanced Computing Center (TACC). This
machine is powered by IBM Power9 processors and has 112
nodes in total. There are 4 Nvidia V100 GPUs, 256 GB RAM,
and 1 TB rotational disk per node. The nodes are connected
by an InfiniBand EDR network.
We prototype the K-FAC preconditioner using PyTorch
v1.1 and Horovod v0.19.0. These software frameworks rely
on CUDA 10.0, CUDNN 7.6.4, and NCCL 2.4.7. We use
single-precision floating point numbers (FP32) for training and
communication. Our code is open source with the MIT license
and is hosted at https://github.com/gpauloski/kfac pytorch.
B. Datasets and Applications
Throughout the development process, we use ResNet-
34 [13] with the CIFAR-10 [41] dataset to test correctness.
Then we use the ImageNet-1k dataset [21] with ResNet-
50, ResNet-101, and ResNet-152 to empirically evaluate the
performance of K-FAC as a preconditioner to SGD.
The CIFAR-10 dataset has 10 categories with a total of
50 000 training images and 10 000 validation images. The
ImageNet-1k dataset has 1000 categories with ∼1.3 M training
images and 50 000 validation images.
C. Results
1) Correctness: We first use CIFAR-10 and ResNet-34 to
confirm the correctness of our K-FAC implementation. We
adopt the baseline for acceptable accuracy to be 92.49% [13].
We train with K-FAC for 100 epochs and SGD for 200 epochs.
For both optimization methods, we specify the learning rate
as N × 0.1 and the batch size as N × 128 where N is the
number of GPUs. The learning rate is decreased by a factor
of 10 at epochs 35, 75, 90 for K-FAC and 100, 150 for SGD,
and a linear learning rate warmup is used for the first five
epochs. We maintain a constant K-FAC update frequency of
10 iterations. Figure 4 shows the validation accuracy for SGD
and K-FAC on one and two GPUs. Table II provides the final
validation accuracies for SGD and K-FAC on 1, 2, 4, and 8
GPUs. We find that our K-FAC implementation performs as
well or better than SGD across a range of batch sizes, while
converging in fewer iterations.
Fig. 4: Validation accuracy comparison of ResNet-32 on
CIFAR-10 with KFAC and SGD.
TABLE II: Validation accuracy comparison of ResNet-32 on
CIFAR-10 with KFAC and SGD.
GPUs 1 2 4 8
SGD 92.76% 92.77% 92.58% 92.69%
K-FAC 92.93% 92.76% 92.90% 92.92%
We train ResNet-50 on the ImageNet-1k dataset with K-
FAC for 55 epochs and SGD for 90 epochs to confirm that K-
FAC: (1) converges to the MLPerf 75.9% validation accuracy
baseline, (2) converges to an equal or higher validation accu-
racy than that achieved by SGD, and (3) converges in fewer
iterations than SGD. In this experiment, we use the batch size
of 32×16=512 and the learning rate of 0.0125×16 = 0.2, using
a decay schedule at epoch 25, 35, 40, 45, and 50. We specify
damping value as 0.001 and evaluate K-FAC approximation
every 10 iterations. Labels are smoothed with a factor of 0.1.
For SGD, we set the momentum to 0.9. For each test case, we
use linear learning rate warmup for the first five epochs.
Figure 5 shows the Top-1 validation accuracy curves of
ResNet-50 on the ImageNet-1k dataset on 16 GPUs. K-FAC as
a preconditioner for SGD meets all three criteria by converging
to 76.4% validation accuracy, outperforming SGD with no
preconditioning by 0.2%, and consistently converging to the
MLPerf baseline in under 55 epochs compared to the standard
90 epochs required by SGD. In this case, K-FAC reaches
75.9% in the 43rd epoch, compared to 76th epoch of SGD.
2) Performance: Reducing the frequency of computing the
factors Ai−1 and Gi and their eigen decompositions is key
Fig. 5: Validation accuracy comparison of ResNet-50 on
ImageNet-1k with KFAC and SGD on 16 GPUs. K-FAC
converges to 76.4% while SGD converges to 76.2%.
TABLE III: ResNet-50, ResNet-101, and ResNet-152 valida-
tion accuracy vs. K-FAC update frequency with 64 GPUs.
K-FAC Update Freq.
Model SGD 100 500 1000
ResNet-50 Val Accu 76.2% 76.2% 76.1% 75.5%Train. Time (min) 178 152 128 124
ResNet-101 Val Accu 78.0% 77.7% 77.7% 77.3%Train. Time (min) 244 227 197 195
ResNet-152 Val Accu 78.2% 78.0% 78.0% 77.8%Train. Time (min) 345 369 310 300
to achieving high-performance when training with K-FAC. By
reducing the K-FAC update frequency, we can avoid significant
computation and communication at the cost of introducing
stale information. Understanding the tradeoff between stale-
ness of information and improved time-to-solution is key when
tuning the update frequency.
Table III shows the Top-1 validation accuracy of ResNet-
50, ResNet-101, and ResNet-152 trained with K-FAC for 55
epochs with a varying update frequency of {100, 500, 1000}
iterations using 64 V100 GPUs. Figure 6 shows the Top-1
validation accuracy in the last 10 epochs of each test case. We
find that ResNet-50 with all update frequencies except 1000
converge above the 75.9% baseline. This consistent perfor-
mance is key to achieving fast and scalable performance when
training with K-FAC. Observing that a larger interval than
500 iterations achieves marginal performance improvement,
we choose the K-FAC update interval as 500 iterations with
64 GPUs. For the scalability experiments in §VI-C3, we scale
the interval according to the total batch size, so that the K-
FAC update frequency is constant per epoch. Specifically,
we use 2000, 1000, 500, 250, 125-iteration K-FAC update
intervals for all ResNet scaling experiments on 16, 32, 64, 128,
256-GPUs. For ResNet-101 and ResNet-152, we observe a
0.2% validation accuracy drop with K-FAC compared to SGD.
Although there is no well-established baseline for ResNet-
101 and ResNet-152, 76.4% and 76.6% are documented in
Keras Applications [42], respectively. Both our SGD and K-
FAC results are significantly higher than these numbers.
3) Scalability: We test the scalability of our distributed
K-FAC algorithm by measuring the time-to-solution on {16,
Fig. 6: ResNet-50 validation accuracy of the last 10 epochs
with K-FAC update frequency of {10, 100, 500, 1000} itera-
tions. The MLPerf baseline is 75.9%.
32, 64, 128, 256} GPUs. For each experiment, we measure
the average time per epoch over 10 epochs and project the
completed time span to 55 epoch for K-FAC and 90 epochs
for SGD. Assuming we have N GPUs, we specify the learning
rate as N×0.0125 the batch size of N×32. We set the damping
value to 0.001 and the same learning rate decay schedule of
25, 35, 40, 45, 50 for K-FAC and 30, 40, 80 for SGD. For both
K-FAC and SGD, we use the linear learning rate warmup for
the first five epochs. We set the momentum of SGD to 0.9. We
maintain the same hyper-parameters across all runs including
the SGD hyper-parameters when SGD is used on its own and
with K-FAC as a preconditioner.
To understand the performance benefits of our distribution
and communication scheme for K-FAC, we compare two vari-
ants of our K-FAC preconditioner, K-FAC-lw and K-FAC-opt.
K-FAC-lw refers to the K-FAC optimizer with just layer-wise
distribution strategy and K-FAC-opt represents the optimized
distribution strategy. Both variants use the K-FAC update
procedure outlined in Equations (13)–(15); the only differences
between the two are how work is distributed among workers
and where communication occurs. K-FAC-lw uses the layer-
wise distribution scheme of [6] where each worker computes
the entire K-FAC update, i.e. the eigen decompositions of the
factors and the preconditioned gradient, for a single layer and
communicates the final preconditioned gradient for that layer
to all other workers. K-FAC-opt utilizes all of the optimizations
introduced in this paper to reduce the frequency of commu-
nication by decoupling the eigen decomposition calculation
from the preconditioning of the gradients. We verify that all
K-FAC-lw and K-FAC-opt experiments converge to validation
accuracy of 76.2%, 77.7%, and 78.0% for ResNet-50, ResNet-
101, and ResNet-152, respectively.
Figure 7 shows the time-to-solution comparison between
K-FAC and SGD across scales. At all scales, K-FAC as a
preconditioner to SGD converges to the MLPerf baseline in
55 epochs. K-FAC-lw outperforms SGD by 2.8-19.1%, and
K-FAC-opt outperforms SGD by 17.7-25.2%. On 128 GPUs,
the sustained scaling efficiency of K-FAC-opt is 71.8% which
is a 9.4% improvement over the 62.4% efficiency of K-FAC-
lw. It is also higher than the 68.6% scaling efficiency of SGD.
Fig. 7: Time-to-solution comparison of ResNet-50 using K-
FAC with SGD.
Fig. 8: Time-to-solution comparison of ResNet-101 using K-
FAC and SGD.
The reduced communication frequency of K-FAC-opt results in
better scaling. On 256 GPUs, the scaling efficiency of all three
cases drop below 50%. However, K-FAC-lw achieves 2.8%
improved performance than SGD whereas K-FAC-opt yields
an 18.3% improvement at 256 GPUs.
4) Limitations: We compare the scaling of SGD and K-
FAC across model sizes by training ResNet-50, ResNet-101,
and ResNet-152 on the ImageNet-1k dataset. Figure 8 and
Figure 9 show the time-to-solution comparison between K-
FAC and SGD across scales. K-FAC-opt outperforms SGD by
9.7-19.5% on ResNet-101 at all scales and by 4.9-8.2% on
ResNet-152 up to 128 GPUs. At 256 GPUs on ResNet-152,
we find that K-FAC-opt is 11.1% slower than SGD.
Table IV shows the improvement of K-FAC-opt over SGD
across the three models and scales. We observe that K-FAC-
opt’s relative performance to SGD deteriorates with model
complexity and scale. To explain the observed scaling trend,
we use the model in Figure 1 in §II-B. The terms Ti/o, Tf ,
Te, Tx, and Tu refer to the time cost of each of the five
steps performed in each iteration: 1) I/O, 2) forward compute,
3) gradient evaluation, 4) gradient exchange, and 5) variable
update. To ease the discussion, we assume that these steps are
performed in sequential order without any pipeline parallelism.
The performance deterioration with increasing model com-
plexity is attributed to the super-linear increase in Te: as the
model is more complex, the training time with SGD increases
proportionally to the parameter count. With K-FAC, Ti/o, Tf ,
Fig. 9: Time-to-solution comparison of ResNet-152 using K-
FAC and SGD.
TABLE IV: Summary of K-FAC-opt improvement over SGD
Scale 16 32 64 128 256
ResNet-50 20.9% 19.7% 25.2% 23.5% 17.7%
ResNet-101 18.4% 11.1% 15.1% 19.5% 9.7%
ResNet-152 8.2% 7.6% 6.0% 4.9% -11.1%
Tx, and Tu consume identical time as SGD. On the other
hand, Te in K-FAC includes two additional stages compared to
SGD: factor computation and eigen decomposition. We profile
the factor computation cost per step on 16 V100 GPUs and
observe a super-linear increase in time spent computing the
factors Ai−1 and Gi as model complexity increases, as shown
in Figure 10. Unlike the eigen decomposition stage which can
take advantage of the layer-wise distribution scheme, the factor
computation time is constant as the GPU count is increased,
as show in Table V, which leads to the super-linear increase
in Te and in turn to the relative performance deterioration of
K-FAC relative to SGD.
Fig. 10: Factor computation time as model complexity in-
creases.
To understand the performance deterioration at increas-
ing scale, we examine the time spent computing the eigen
decompositions. The time required to complete the eigen
decomposition stage is bounded by the slowest worker. Ideally,
as GPU count is doubled, the eigen decomposition time is
halved because each GPU has approximately half the number
of factors to decompose. However, in ResNet models, the
individual factors can vary widely in size, and thus while
each worker may have roughly the same number of factors
TABLE V: Time (ms) profile for the factor computation and
eigen decomposition of a K-FAC update step across various
model sizes and scales. Tcomm is the communication time,
and Tcomp is the computation time.
Factor Eigen Decomposition
Model GPUs Tcomp Tcomm Tcomp Tcomm
ResNet-50
16 36.83 155.79 2256.64 117.28
32 43.30 171.57 1668.19 149.60
64 44.90 154.63 1497.96 142.93
ResNet-101
16 125.23 224.15 3271.72 199.69
32 126.14 267.08 2280.38 265.57
64 126.95 239.33 2410.24 253.23
ResNet-152
16 218.36 276.83 4067.69 279.08
32 219.00 313.17 2758.42 329.05
64 219.12 312.52 2212.24 347.99
TABLE VI: Minimum and maximum eigen decomposition
worker speedup.
ResNet-50 ResNet-101 ResNet-152
GPUs min max min max min max
16 1.00 1.00 1.00 1.00 1.00 1.00
32 1.34 2.88 1.41 3.33 1.51 2.03
64 1.55 6.61 1.26 6.18 1.85 8.27
to decompose, there can be an imbalance in aggregate sizes.
We can understand the factor size imbalance across workers
by computing the total number of parameters assigned to each
worker in ResNet-50. On 16 GPUs, the minimum number
of parameters assigned to a worker is 1.46 × 106 and the
maximum is 2.83 × 107. In comparison, on 64 GPUs, the
minimum parameter count is 1.64× 104 and the maximum is
2.26× 107. It is clear that while some workers see a dramatic
decrease in the number of parameters assigned, and thus a
decrease in time spent decomposing the factors, some workers
still have a similar amount of work, even though the number
of workers was quadrupled.
To further quantify this trend, we measure the time for each
worker to eigen decompose its assigned factors for ResNet-50,
101, and 152 on 16, 32, and 64 GPUs. We record the times
of the fastest and slowest worker in each iteration such that
we can observe the relative decrease in eigen decomposition
time for the fastest and slowest workers as the worker count
is increased. The minimum and maximum worker speedups
are reported in Table VI. Across all three models, the fastest
workers saw a 6.18-8.27x speedup in time when moving from
16 to 64 GPUs; however, the slowest workers saw minimal
speedups of 1.26-1.85x. The imbalance in the work assigned
to each GPU is exacerbated at scale as workers are left idle
as they wait for the slower workers to finish the computation.
Factors are distributed in a greedy, round-robin fashion
which contributes to the imbalance in work assigned. To
resolve this scaling bottleneck, one direction is to implement
a placement policy that uses factor size as a heuristic for the
eigen decomposition time such that factors can be assigned to
workers in a way that balances the time spent in this stage
across workers.
VII. CONCLUSION AND FUTURE WORK
We have presented a distributed K-FAC optimizer that
is correct, efficient, and scalable. The optimizer integrates
techniques of layer-wise distribution, inverse-free second-order
gradient evaluation, K-FAC approximation decoupling, and
dynamic K-FAC update frequency. We prototype the design
using the widely adopted PyTorch and Horovod framework
and release the source code under the permissive MIT license.
We empirically evaluate the correctness and scalability of the
proposed optimizer using the classic ResNet model family
with the CIFAR-10 and ImageNet-1k datasets. Our results
show that our optimizer converges to the 75.9% MLPerf
ResNet-50 baseline with 18–25% less time than SGD.
In the future, we will explore alternative K-FAC approxi-
mation strategy that is more scalable than the current design.
We will also design and evaluate solutions to avoid communi-
cations and reduce communication quantity to further enhance
the scalability of K-FAC.
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