In this paper we consider a symplectic basis of the first cohomology group and the sigma functions for algebraic curves expressed by a canonical form using a finite sequence (a1, · · · , at) of positive integers whose greatest common divisor is equal to one (Miura [13] ). The idea is to express a non-singular algebraic curve by affine equations of t variables whose orders at infinity are (a1, · · · , at). We construct a symplectic basis of the first cohomology group and the sigma functions for telescopic curves, i.e., the curves such that the number of defining equations is exactly t − 1 in the Miura canonical form. The largest class of curves for which such construction has been obtained thus far is (n, s)-curves ([4][15]), which are telescopic because they are expressed in the Miura canonical form with t = 2, a1 = n, and a2 = s, and the number of defining equations is one.
Introduction
Recently the theory of Abelian functions is attracting increasing interest in mathematical physics and applied mathematics. In particular the sigma functions for algebraic curves have been studied actively. In this paper we construct sigma functions explicitly for a class of algebraic curves for which such construction has not been obtained thus far.
Let C be a compact Riemann surface of genus g and H 1 (C, C) the first cohomology group, which is defined by the linear space of second kind differentials modulo meromorphic exact forms. We say a meromorphic differential on C to be second kind if it is locally exact.
We consider a basis of H 1 (C, C) consisting of dim C H 1 (C, C) = 2g elements (cf. [11] , pp.29-31, Theorem 8. 1,8.2) . In particular, in order to construct sigma functions explicitly, we wish to construct a basis (symplectic basis) {du i , dr i }
of H 1 (C, C) such that where the operator • is the intersection form on H 1 (C, C) defined by
for second kind differentials η, η ′ (the summation is over all the singular points of η and η ′ , and Res means taking a residue at a point). In order to express defining equations of C, we use a canonical form for expressing non-singular algebraic curves introduced by Miura [13] . Given a finite sequence (a 1 , . . . , a t ) of positive integers whose greatest common divisor is equal to one, Miura [13] introduced a non-singular algebraic curve determined by the sequence (a 1 , . . . , a t ). The idea is to express a non-singular algebraic curve by affine equations of t variables whose orders at infinity are (a 1 , · · · , a t ). Any non-singular algebraic curve is birationally equivalent to a curve expressed in the Miura canonical form (cf. [13] ).
Klein [9] [10] extended the elliptic sigma functions to the case of hyperelliptic curves of genus g, which are expressed in the Miura canonical form with t = 2, a 1 = 2, and a 2 = 2g + 1. Bukhshtaber et al. [4] and Nakayashiki [15] extended Klein's sigma functions to the case of more general plane algebraic curves called (n, s)-curves, which are expressed in the Miura canonical form with t = 2, a 1 = n, and a 2 = s. In this paper we give an explicit construction of sigma functions for telescopic curves, i.e., the curves such that the number of defining equations is exactly t − 1 in the Miura canonical form. The telescopic curves contain the (n, s)-curves as special cases. Recently Matsutani [12] constructed sigma functions for (3, 4, 5)-curves, which are not telescopic.
The plan of this paper is as follows. In section 2 we recall the definition of the Miura canonical form. In section 3 we construct the holomorphic 1-forms {du i } g i=1 for the telescopic curves. In section 4 we construct the second kind differentials {dr i } g i=1 for the telescopic curves and show that the set
is a symplectic basis of the first cohomology group. In section 5 we construct sigma functions for the telescopic curves.
Throughout this paper, N, N + , Z, and C denote the set of non-negative integers, positive integers, integers, and complex numbers, respectively.
Miura canonical form
Miura [13] introduced a canonical form of defining equations for any non-singular algebraic curve. Here we recall the definition of the Miura canonial form.
Let t ≥ 2, a 1 , . . . , a t positive integers such that GCD{a 1 , . . . , a t } = 1, A t = (a 1 , . . . , a t ) ∈ N t + , and A t = a 1 N + · · · + a t N, assuming that the order of a 1 , . . . , a t is fixed. For the map Ψ :
Let M (a) be the minimum element with respect to the order < in N t satisfying Ψ(M ) = a ∈ A t . We define B(A t ) ⊆ N t and V (A t ) ⊆ N t \B(A t ) by
, Span{A} and (A) denote the linear space over C generated by A and the ideal in C[X] generated by A, respectively. Also
where L is the element of B(A t ) satisfying Ψ(L) = Ψ(M ). We assume that the set of polynomials {F M | M ∈ V (A t )} satisfies the following condition:
Let I = ({F M | M ∈ V (A t )}), R = C[X]/I, x i the image of X i for the projection C[X] → R, and K the total quotient ring of R. Then we have the following three propositions. Because there exists no paper where proofs are written in English, we give complete proofs in Appendix.
Proposition 2.1 (Miura [13] ).
(i) The set {x N | N ∈ B(A t )} is a basis of R over C, where x = (x 1 , . . . , x t ).
(ii) The ring R is an integral domain, therefore K is the quotient field of R.
(iii) The field K is an algebraic function field of one variable over C.
aff is an affine algebraic curve in C t . Hereafter we assume that
is bijective, where v p is the discrete valuation corresponding to p ∈ C aff (cf. [17] , p.21,22).
Let C be the compact Riemann surface corresponding to C aff . From Proposition 2.2 (ii), C is obtained from C aff by adding one point, say ∞, where the discrete valuation corresponding to ∞ is v ∞ . It is known that any non-singular algebraic curve is birationally equivalent to such C for some A t (cf. [13] ). Hereafter we represent each curve C by the sequence A t = (a 1 , . . . , a t ) and call (a 1 , . . . , a t )-curve for short.
The sequence
Note that A 2 = (a 1 , a 2 ) is always telescopic.
Proposition 2.3 (Miura [13] ). If A t is telescopic, then the condition (2) is satisfied and we have the following properties.
, where e i is the i-th unit vector in Z t .
(iii) The genus g of C is
Note that ♯V (A t ) is the number of defining equations, where ♯ denotes the number of elements. From Lemma C.1 (iv) in Appendix, we obtain ♯V (A t ) ≥ t− 1. If A t is telescopic, then from Proposition 2.3 (ii) we obtain ♯V (A t ) = t− 1. On the other hand Suzuki [18] proved that if ♯V (A t ) = t−1, then A t is telescopic by rearranging the elements in a proper order.
From Proposition 2.3, the defining equations of a telescopic (a 1 , . . . , a t )-curve are given as follows: for 2 ≤ i ≤ t,
j1,...,jt ∈ C, and the sum is over all (j 1 , . . . , j t ) ∈ B(A t ) such that
Since A 2 = (n, s) is telescopic, from Proposition 2.3 (ii), we have V (A 2 ) = {(0, n)}. Therefore we have
which is the (n, s)-curve introduced in [2] . In particular we obtain the elliptic curves if n = 2 and s = 3 and the hyperelliptic curves of genus g if n = 2 and s = 2g + 1. EXAMPLE 2. A 3 = (4, 6, 5).
Holomorphic 1-forms for telescopic curves
Let C be a telescopic (a 1 , . . . , a t )-curve and Γ(C, Ω 1 C ) the linear space consisting of holomorphic 1-forms on C. In this section we construct a basis of Γ(C, Ω 1 C ). Let G be the matrix defined by
and G i the matrix obtained by removing the i-th column from G. Then we have the following theorem.
Theorem 3.1. The set
We order the elements of P in the ascending order with respect to the order at ∞ and write {du 1 , . . . , du g }.
In order to prove Theorem 3.1, we need some lemmas.
Proof. Without loss of generality, we assume i = 1. Suppose
, where R p is the localization of R at p. This contradicts that R p is a discrete valuation ring.
There exist {γ ij , δ
where
Since b k = 1( = 0), we have det G 1 (p) = 0. This contradicts the assumption of Lemma 3.1. Therefore we obtain v p (x 1 − p 1 ) = 1.
Proof. Since the differential d (F i (x 1 , . . . , x t )) = 0 for any i, we have
By multiplying some elementary matrices on the left, the above equation becomes    
Since C aff is non-singular, for any p ∈ C aff there exists i such that det G i (p) = 0. Therefore we have w t = 0 or z tt = 0 as elements of K. Since v ∞ (x j ) = −a j , we have x j / ∈ C, therefore dx j = 0 for any j. Since w t dx 1 = z tt dx t , we have w t = 0 and z tt = 0. Therefore, by multiplying some elementary matrices on the left, the above equation becomes 
Similarly we obtain 
where w ′′ 2 , . . . , w ′′ t , z 22 , . . . , z tt ∈ K are non-zero. Therefore we obtain det G 1 (x) = ±z 22 · · · z tt = 0, which complete the proof of (i).
Next we prove that the 1-form dx 1 / det G 1 (x) is both holomorphic and non-vanishing on
is both holomorphic and non-vanishing at p.
Since det G 1 (x) = 0 and det G i (x) = 0, we have
Therefore, from det G i (p) = 0 and Lemma 3.1, dx 1 / det G 1 (x) is holomorphic and non-vanishing at p. On the other hand, by Riemann-Roch's theorem, we have deg div(dx 1 / det G 1 (x)) = 2g − 2, which complete the proof of (ii).
Proof of Theorem 3.1. From Lemma 3.2 and Proposition 2.1 (i), we have P ⊂ Γ(C, Ω 1 C ) and the elements of P are linearly independent. Since dim C Γ(C, Ω 1 C ) = g, it is sufficient to prove ♯P = g. It is well-known that there are g gap values at ∞ from 0 to 2g 
Second kind differentials for telescopic curves
In this section we construct dr i for a telescopic (a 1 , . . . , a t ) 
We consider the 1-form
and the bilinear form (cf. [15] , p.181, 2.4)
on C×C, where x = (x 1 , . . . , x t ), y = (y 1 , . . . , y t ), c i1,...,it;j1,...,jt ∈ C, (i 1 , . . . , i t ) ∈ B(A t ) satisfying 0 ≤ t k=1 a k i k ≤ 2g − 2, and (j 1 , . . . , j t ) ∈ B(A t ). We take a basis {α i , β i } (i) There exists a set of c i1,...,it;j1,...,jt such thatω(x, y) =ω(y, x), non-zero c i1,...,it;j1,...,jt is a homogeneous polynomial of {λ
and c i1,...,it;j1,...,jt = 0 if 2 t k=2 For a set of c i1,...,it;j1,...,jt such thatω(x, y) =ω(y, x) , we have the following properties.
(ii) The bilinear formω satisfies the condition (i) of Definition 4.1.
Then dr i is a second kind differential for any i, and the set {du i , dr i } g i=1 is a symplectic basis of H 1 (C, C).
Let B be the set of branch points for the map
, where the same p
is listed according to its ramification index. · ) has a singularity only at z 1 , where its singularity is removable. Therefore h(z 1 , · ) is holomorphic on U . Similarly h( ·, z 2 ) is holomorphic on U . Therefore h is holomorphic on U × U .
We have
Set X = x and Y = y, then we have 
Since p
we can take (x 1 , y 1 ) as a local coordinate around (p (i) , p). Therefore, from Lemma 4.1, there exists a holomorphic function h( Proof. Set Y = y in (5), then we have
Therefore we obtain
Therefore we obtain det G 1 (x) = det H(x, x). On the other hand, since p / ∈ B, we can take (x 1 , y 1 ) as a local coordinate around (p, p). Since p / ∈ B, we have det
is not holomorphic at p, which contradicts Lemma 3.2 (ii). Therefore det H(x, y)/ det G 1 (x) is holomorphic at (p, p). Therefore, from Lemma 4.1, there exists a holomorphic functionh(x 1 , y 1 ) around (p, p) such that det H(x, y)/ det G 1 (x) = 1 + (x 1 − y 1 )h(x 1 , y 1 ). Therefore we obtain Lemma 4.3. 
Proof. When we express
Therefore we obtain Lemma 4.4.
Proof. It is sufficient to prove that d y Ω(x, y) is holomorphic at (∞, y), y = ∞. From Lemma 4.4, with respect to x, we obtain
Let s be a local coordinate around ∞, then from Lemma 4.4 there exists a constant e (which does not depend on y) such that Ω(x, y) = e s + regular ds.
Lemma 4.6. Let ω be the normalized fundamental form. Then there exist second kind defferentials dr i (1 ≤ i ≤ g) which are holomorphic except {∞} and satisfy the equation Lemma 4.7. Let Q be the linear space consisting of meromorphic differentials on C which are singular only at ∞ and (i 1 , . . . , i t ) ∈ B(A t ) and the elements of S are linearly independent.
Proof of Theorem 4.1 (i). We have
Then, det G k , det H, and (∂ det H/∂Y k ) are homogeneous polynomials of {λ
where (i 1 , . . . , i t ), (j 1 , . . . , j t ) ∈ B(A t ), and q i1,...,it;j1,...,jt ∈ C. Then q i1,...,it;j1,...,jt ∈ Z[{λ
l1,...,lt }] and q i1,...,it;j1,...,jt is homogeneous of degree 2 t k=2 (
..,it;j1,...,jt − 2c i1−1,...,it;j1−1,...,jt + c i1,...,it;j1−2,...,jt )x
where (i 1 , . . . , i t ), (j 1 , . . . , j t ) ∈ B(A t ). Thereforeω(x, y) =ω(y, x) is equivalent to c i1−2,...,it;j1,...,jt − 2c i1−1,...,it;j1−1,...,jt + c i1,...,it;j1−2,...,jt − c j1−2,...,jt;i1,...,it +2c j1−1,...,jt;i1−1,...,it − c j1,...,jt;i1−2,...,it = q j1,...,jt;i1,...,it − q i1,...,it;j1,...,jt .
By Lemma 4.6, 4.7, the system of the above linear equations has a solution.
Moreover it has a solution such that each c i1,...,it;j1,...,jt is a linear combination of
In particular one can take c i1,...,it;j1,...,jt such that c i1,...,it;j1,...,jt = 0 if 2
Proof of Theorem 4.1 (ii) . From Lemma 4.6, d y Ω(x, y) is holomorphic except ∆ ∪ C × {∞} and so isω. Sinceω(x, y) =ω(y, x),ω is holomorphic except ∆. From the definition of dr i , we obtain
On the other handω − ω is holomorphic except ∆ and
is holomorphic except C × {∞}. Thereforeω − ω is holomorphic except {∞} × {∞}. Thereforeω − ω and dr i − dr i are holomorphic on C × C and C respectively, which complete the proof of Theorem 4.1 (ii).
Proof of Theorem 4.1 (iii). The 1-form dr i is a second kind differential. In fact dr i − dr i is holomorphic 1-form as is just proved in the proof of Theorem 4.1 (ii) and dr i is a second kind differential from Lemma 4.6. Proof of Theorem 4.1 (iii) is similar to the case of the (n, s)-curves (cf. [15] Lemma 7,8, Proposition 3).
Sigma functions for telescopic curves
In this section we construct the sigma function for a telescopic (a 1 , . . . , a t )-curve C. First we take the following data. We define the period matrices by
1 ω 2 , then τ is symmetric and Im τ > 0. By the Riemann's bilinear relation
the matrix
Lemma A.3. The function o satisfies the following properties:
(iv) o(R\{0}) = A t , in particular N\o(R\{0}) is a finite set, and
Proof. (i), (iii), (v), and o(R\{0}) = A t are trivial. Since GCD{a 1 , . . . , a t } = 1, N\ A t is a finite set (cf. [16] , Theorem 5). We prove (ii) 
Lemma A.5. Given i, there exists a set T i ⊂ N i−1 × {0} × N t−i such that ♯T i = a i and for the set
Proof. Since GCD{a 1 , . . . , a t } = 1, the set {c
. Then T i satisfies the conditions of Lemma A.5.
Proof of Proposition 2.1 (iii). Since o(x
] are linearly independent. Therefore the extension of field C(x i )/C is a simple transcendental extension for any i. 
Nj (see the proof of Lemma A.5 for N j ). Since f 0 = 1, we obtain the finite extension of integral domain C(
is also a field. Therefore we obtain C(
Proof of Proposition 2.1 (iv). We define the function v ∞ : K → Z ∪ {∞} by
where for f = 0 we express 
Proof of Proposition 2.2 (ii). It is trivial that the map φ is injective. We prove that the map φ is surjective. Let v be a discrete valuation such that v = v ∞ . Since v(x i ) ≥ 0 for any i, we have R ⊂ O v . Let P be the maximal ideal of O v and m := P ∩ R. Then we have 
C Proof of Proposition 2.3
(iv) The set {0} i−1 × N × {0} t−i ∩ V (A t ) consists of only one element for any i (2 ≤ i ≤ t). (m 1 , 0, . . . , 0) . Since M / ∈ B(A t ) and M 2 ∈ B(A t ), we have M 1 / ∈ B(A t ). From the definition of V (A t ), we obtain M 2 = (0, . . . , 0). Therefore we obtain V (A t ) ⊂ {0} × N t−1 . Let M ∈ V (A t ) ⊂ {0} × N t−1 . Since M = (0, . . . , 0), there exist i (2 ≤ i ≤ t) and M 1 ∈ {0} × N t−1 such that M = M 1 + e i . Since M 1 ∈ B(A t ) from the definition of V (A t ), we have M 1 ∈ B(A t ) ∩ {0} × N t−1 = T (A t ). Therefore we obtain (iii).
For 2 ≤ i ≤ t, the set {0} i−1 × N × {0} t−i ∩ {N t \B(A t )} is not empty. In fact, since Ψ((0, . . . , 0, a 1 , 0, . . . , 0)) = Ψ((a i , 0, . . . , 0)) = a 1 a i , we have (0, . . . , 0, a 1 , 0, . . . , 0) > (a i , 0, . . . , 0). Let N i be the minimal element of {0} i−1 ×N×{0} t−i ∩{N t \B(A t )}. Then we obtain {0} i−1 ×N×{0} t−i ∩V (A t ) = {N i }. Therefore we obtain (iv).
Let SV (A t ) = {N i | 2 ≤ i ≤ t} (see the proof of Lemma C.1 (iv) for N i ). For Then we have Span{X M | M ∈ ∆(J)} ∩ J = {0}.
