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Abstract—Fully diverse constellations, i.e., sets of unitary ma-
trices whose pairwise differences are nonsingular, are useful in
multiple-antenna communications, especially in multiple-antenna
differential modulation, since they have good pairwise error prop-
erties. Recently, group theoretic ideas, especially fixed-point-free
(fpf) groups, have been used to design fully diverse constellations
of unitary matrices. Here we construct four-transmit-antenna
constellations appropriate for differential modulation based on
the symplectic group (2). They can be regarded as extensions
of Alamouti’s celebrated two-transmit-antenna orthogonal design
which can be constructed from the group (1). We further
show that the structure of (2) codes lends itself to efficient
maximum-likelihood (ML) decoding via the sphere decoding
algorithm. Finally, the performance of (2) codes is compared
with that of other existing codes including Alamouti’s orthogonal
design, a 4 4 complex orthogonal design, Cayley differential
unitary space–time codes and group-based codes.
Index Terms—Differential unitary space–time modulation, fully
diverse, Lie algebra, Lie group, sphere decoding, wireless commu-
nication systems.
I. INTRODUCTION
I T is well known in theory that multiple antennas can greatlyincrease the data rate and the reliability of a wireless commu-
nication link in a fading environment. In practice, however, one
needs to devise effective space–time transmission schemes. This
is particularly challenging when the propagation environment
is unknown to both the transmitter and the receiver, which is
often the case for mobile applications when the channel changes
rapidly.
A differential transmission scheme called differential unitary
space–time modulation was proposed in [1]–[3], which is well
tailored for unknown continuously varying Rayleigh flat-fading
channels. The signals transmitted are unitary matrices. In this
scheme, the probability of mistaking one signal for another
, at high signal-to-noise ratio (SNR), is proved to be inversely
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proportional to . Therefore, the quality of the
code is measured by its diversity product
(1)
where is number of transmitter antennas and is the set of
all possible signals. We therefore say that a code is fully diverse
or has full diversity if the determinants of the pairwise differ-
ences are all nonzero. The design problem is thus the following:
“Given the number of transmitter antennas and the transmis-
sion rate , find a set of unitary matrices,
such that the diversity product as defined in (1) is as large as
possible.”
The design problem, as just stated, is not easy because first,
since the Stiefel manifold of unitary matrices is not linear, it
is not easy to design constellations of unitary matrices, and
second, since both the signal set and the cost function are
nonconvex and the size of the problem can be huge, especially
at high data rates, obtaining an exact solution of the design
problem seems computationally intractable. Therefore, in
[4]–[6], it was proposed to enforce a group structure on the con-
stellation. This has several advantages as discussed in [4]–[6].
Moreover, it is shown that a constellation is fully diverse if and
only if the corresponding group is fixed-point-free (fpf), i.e., all
nonidentity matrices have no unit eigenvalues. In [4], all finite
fully diverse constellations that form a group are classified.
And, in [5], it is proved that the only fpf infinite Lie groups are
, the group of unit-modulus scalars, and , the group
of unit-determinant unitary matrices.
However, no good constellations are obtained for very high
rates from the finite fpf groups classified in [4], and constella-
tions based on and are constrained to one- and two-
transmit-antenna systems. (Codes constructed based on higher
dimensional representations of can be found in [7].) In
this paper, to get high-rate constellations which work for four-
transmit-antenna systems, we relax the fpf condition by consid-
ering Lie groups with nonidentity elements having no more than
unit eigenvalues for some fixed .
Lemma 1: If a Lie algebra of matrices has rank ,
then it has at least one nonzero element with eigenvalues
at zero. (The rank of a Lie group equals the maximum number
of commuting basis elements of its Lie algebra, and it can be
shown that fpf groups have rank . See [5], [8].)
Proof: Suppose are the commuting basis ele-
ments of the Lie algebra. Since they commute, there exists a
matrix such that can be diagonalized simultane-
ously. That is, there exists an invertible matrix , such
0018-9448/04$20.00 © 2004 IEEE
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that where . Therefore,
it is possible to design scalars such that
is a diagonal matrix with the first diagonal elements being
zero. The matrix
which is also an element in the Lie algebra, has therefore
eigenvalues at zero.
From Lemma 1, the lower the rank of a Lie group, the more
possible it is to get a subset whose nonidendity elements have
no unit eigenvalues, that is, the more possible for us to find a
fully diverse subset of it. Therefore, Lie groups of rank are of
great interest to us.
Since we are looking for constellations of unitary matrices,
we are only interested in Lie groups with unitary matrix repre-
sentations. It is proved in [5] that a Lie group has a representa-
tion as unitary matrices if and only of its Lie algebra is a compact
semi-simple Lie algebra or the direct sum of and a compact
semi-simple Lie algebra. (For more on semi-simple and simple
Lie algebras, see [5], [9], [10].) Since any semi-simple Lie alge-
bras is isomorphic to a product of simple Lie algebras, and a Lie
algebra is simple if and only if its Lie group is simple, to design
a set of unitary matrices, we will be interested in the compact,
simple Lie groups.
There are only three simple, simply connected, compact Lie
groups of rank [11]: the Lie group of unit-determinant
unitary matrices , the Lie group of unit-determinant
unitary, symplectic matrices , and which is one of the
five Cartan’s exceptional groups. In this paper, we focus on
. The codes designed based on it are fully diverse, can
be used in systems with four transmit antennas and any number
of receive antennas, exist for almost any rate, and lend them-
selves to polynomial-time maximum-likelihood (ML) decoding
via sphere decoding.
The paper is organized as follows. In Section II, we introduce
the symplectic group and propose a parameterization
method of it. Based on this parametrization, space–time
codes are constructed and the full diversity of the codes is
proved. The decoding of codes is shown in Section III.
Sphere decoding can be used to achieve the ML solution with
much less complexity. Simulation results, including compar-
isons with complex orthogonal designs and other existing
schemes, are presented in Section IV. Section V is the conclu-
sion. Some of the proofs of the theorems and lemmas in this
paper are relegated to the appendices.
A. Differential Unitary Space–Time Modulation
Before bringing in the design of constellations, we first
present a brief introduction to multiple-antenna systems and the
differential unitary space–time signaling scheme. This follows
[1]–[3].
Consider a wireless communication system with transmit
antennas and receive antennas. We use a block-fading
channel with coherence interval (for more on this model,
see [12], [13]). The system equations of the th block can be
written as
Here, denotes the transmitted signal matrix with
being the signal sent by the th transmit antenna at time . The
th row of indicates the row vector of the transmitted values
from all the transmit antennas at time , and the th column in-
dicates the transmitted values of the th transmit antenna across
the coherence interval . is the complex-valued
propagation matrix which remains constant during the coher-
ence interval and is the propagation coefficient between
the th transmit antenna and the th receive antenna. ’s
have a zero-mean unit-variance circularly symmetric complex
Gaussian distribution, , and are independent of each
other. We assume that the channel information is unknown to
both the transmitter and the receiver. is the noise ma-
trix with being the noise at the th receive antenna at time
. The ’s are independent and identically distributed (i.i.d.)
with distribution. is the received signal ma-
trix with being the received value by the th receive antenna
at time . The th row of indicates the row vector of the re-
ceived values at all the receivers at time , and the th column
indicates the received values of the th transmit antenna across
the coherence interval. We impose an extra power constraint on
the transmitted signal
which means that the transmitted signal has an average ex-
pected power (over the transmit antennas) at each channel
use. Therefore, represents the expected SNR at each receive
antenna.
One way to communicate with unknown channel information
is to use the multiple-antenna differential unitary space–time
modulation (USTM), which can be seen as a natural extension of
the standard differential phase-shift keying (DPSK) commonly
used in signal-antenna unknown-channel systems. In differen-
tial USTM, the channel is used in blocks of transmissions,
which implies that the transmitted signals are uni-
tary matrices. At the th block, the transmitted unitary
matrix equals the product of the previously transmitted matrix
and a unitary data matrix , taken from
our signal set . In other words
(2)
with . Having unitary assures that the transmitted
signal will not vanish or blow up to infinity. Since the channel
is used times, the corresponding transmission rate is
, where is the cardinality of the code. If we further
assume that the propagation environment keeps approximately
constant for consecutive channel uses, that is, ,
then from the system equations for the th and the ( )th
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blocks, the following fundamental differential receiver equa-




We can see that the channel matrix does not appear in (3).
This implies that, as long as the channel is approximately con-
stant for channel uses, differential transmission permits de-
coding without knowing the channel information.
Since is unitary, the additive noise term in (4) is sta-
tistically independent of and has independent complex
Gaussian entries. Therefore, the ML decoding of can be
written as1
(5)
It is shown in [1], [3] that, at high SNR, the pairwise probability
of error (of transmitting and erroneously decoding ) has
the upper bound
which is inversely proportional to . Therefore,
most design schemes [1], [3], [4], [6] have focused on finding
a constellation of unitary
matrices that maximizes defined in (1). In general, the
number of unitary matrices in can be quite large.
This huge number of signals calls into question the feasibility
of computing and also rules out the possibility of decoding
via an exhaustive search. To design constellations that are huge,
effective, and yet still simple so that they can be decoded in
real time, some structure should be imposed upon the signal
set. In this paper, we propose a well-structured code which is
a subset of the symplectic Lie group and lends itself to
linear-algebraic decoding by using sphere decoding.
II. DESIGN OF FULLY DIVERSE CODES BASED ON
Definition 1 (Symplectic Group): [11] , the th-order
symptectic group, is the set of complex matrices
obeying
1) unitary condition: ,
2) symplectic condition: ,
where
denotes the transpose of and denotes the conjugate
transpose of . indicates the identity matrix. In the fol-
lowing, subscripts which indicate dimensions are omitted when
there is no confusion.
has dimension and rank . As mentioned
before, we are most interested in the lowest rank case, which is
1Here, in decoding V , only the last two blocks are considered as in [1]–[3].
also the simplest case of . Even though Lemma 1 claims
that there exists an element of with at least one unit eigen-
values, it can be shown that nonidentity element of can
have up to two unit eigenvalues.
Lemma 2: The multiplicity of the unit eigenvalue of any ma-
trix in is even.
Proof: Assume that is a matrix in and is an
eigenvector of with eigenvalue . Then we have .
From the symplectic condition , we have
and since is unitary, . Therefore,
Hence, is also an eigenvector of with eigenvalue . We now
argue that . Assume . Partition as ,
where and are two-dimensional vectors. We have
Therefore, we get , which contradicts the assumption
that is an eigenvector. Thus, , which means that the
number of eigenvectors for any unit eigenvalue is even. So, the
multiplicity of the unit eigenvalue is even.
From Lemma 2, if a matrix in has a unit eigenvalue
then its multiplicity must be or . Four unit eigenvalues means
that the matrix is . Therefore, nonidentity element of
can have zero or two unit eigenvalues.
We start by parametrizing .
A. Parametrization of
From Condition 1 of Definition 1, , where is
the conjugate of . Therefore, Condition 2 becomes
(6)
If we further partition the matrix into a block matrix of
submatrices , from (6), we see that and
. Therefore, any matrices in have the form
(7)
which is similar to Alamouti’s two-dimensional orthogonal de-
sign [15], but here instead of complex scalars, and are
complex matrices.2 The group can thus be identified as
the subgroup of unitary matrices with generalized orthogonal
design form. To get a more detailed structure of the Lie group,
let us look at the conditions imposed on and for to be
unitary. From or , we have
or (8)
2We should note that the structure in (7) is akin to the quasi-orthogonal
space–time block codes in [16], [17]. The crucial difference, however, is that
we shall insist that (7) be a unitary matrix. This leads to further conditions on
A and B, which are described later, and do not appear in quasi-orthogonal
space–time block codes.
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Lemma 3: For any complex matrices and that sat-
isfy (8), there exist unitary matrices and such that
and , where and are diagonal ma-
trices whose diagonal elements are the singular values of
and .
Before the proof of this lemma, we first prove two interme-
diate lemmas.
Lemma 4: Let and be diagonal matrices with
nonincreasing diagonal entries. If for some uni-
tary matrix , then we have and is a block-di-
agonal matrix whose block sizes equal the number of times that
the diagonal elements of are repeated.
Proof: Denote the th diagonal element of and
as and . Since is a similarity transformation,
which preserves the eigenvalues, the set of eigenvalues of
is the same as the set of eigenvalues of , or in other
words, for some . Noticing that the and
are ordered nonincreasingly, we have for
, that is, . Now write as
, where is the number of times the
element appears in for . It is obvious that
can be written as where the size of is
for .
Lemma 5: If for any positive semidefi-
nite diagonal matrices and any matrix , then
.
Proof: By looking at the th entries of and ,
we have that . If , is obtained,
and, therefore, . If , since is a
positive semidefinite matrix, is nonnegative, therefore,
and so is obtained. Therefore, .
Now we are ready to prove Lemma 3.
Proof of Lemma 3: Suppose and
are the singular value decompositions of and
with the nonnegative diagonal elements of nondecreasingly
ordered and the nonnegative diagonal elements of nonin-
creasingly ordered. From the equation in
(8), we have
Since and are unitary, is also unitary. Now since
the diagonal entries of and are nonincreasingly
ordered, from Lemma 4, we have
(9)
Define . Therefore, and
Since is a positive semi-definite matrix, from Lemma 5,
and, therefore, . Further
define . Then
where we have defined . Since , we also
know that . Thus, and have the same left
singular vectors. We now focus on the right singular vectors.
From the equation in (8), we have
Therefore, and
by using Lemma 4. Define , which is obviously
a unitary matrix. Therefore, , ,
and , from which we get
and by using Lemma 5. Now, according
to Lemma 4, can be written as with
each being a unitary matrix. Since is unitary, there
exists a Hermitian matrix such that . Since
is Hermitian, so is . Therefore, the matrix ,
which is the square root of , is also a unitary matrix and
, can be obtained,
where . Therefore, is the
square root of . Thus, and can be written as
where we have defined . Therefore, we have
and for some unitary matrices
and , or, equivalently,
and if we have defined and
.
Lemma 3 indicates that and can be diagonalized by
the same pair of unitary matrices is a necessary condition for
the matrix in (7) to be unitary. This leads to the following
parametrization theorem of .
Theorem 1 (Parametrization of ): A matrix belongs
to if and only if it can be written as
(10)
where and are unitary matrices and
for some .
Proof: Lemma 3 and formula (7) imply that any matrix in
can be written in the form as in (10). Conversely, for any
matrix with the form of (10), it is easy to verify the unitary
and symplectic conditions in Definition 1.
Now let us look at the dimension of . It is known that an
unitary matrix has dimension .
Therefore, there are all together degrees of freedom in uni-
tary matrices and . Together with the real angles , the
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dimension of is therefore , which is exactly the same
as that of . But from the preceding discussion, an extra
condition is composed on the matrix : the diagonal elements of
are nonnegative and nonincreasingly/nondecreasingly
ordered. This might cause the dimension of to be less than
matrices in at first glance. However, the order and signs
of the diagonal elements of and can be changed by mul-
tiplying and with elementary unitary matrices. Therefore,
the constraint does not result in dimension reduction. Based on
Theorem 1, matrices in can be parametrized by elements
of and the real angles ’s.
B. Design of Codes
Let us now focus on the case of . We want to find a fully
diverse subset of . For simplicity, we first let
, by which two degrees of freedom are neglected. To get a
finite subset of unitary matrices from the infinite Lie group, we
further choose and as orthogonal designs with entries of
chosen uniformly from the set of -PSK signals
and entries of chosen uniformly from the set of -PSK sig-
nals shifted by an angle
[6], [15]. The following code is obtained (see (11) at the bottom
of the page), where and are integers and is an
angle to be chosen later. There are possible matrices and
possible matrices. Since the channel is used in blocks of
four transmissions, the rate of the code is therefore
(12)
Any transmission matrix in the code can be identified by the
-tuple . The angle , an extra degree of freedom
added to increase the diversity product, is used in the proof of the
full diversity of the code, although simulation result indicates
that the code is always fully diverse irrespective of the value
of .
We can also consider a similar code as in (13) at the bottom
of the page. The rate of the code is the same as that of ,
and its full diversity can be proved similarly. We, however, will
focus on the code given in (11).
C. Full Diversity of Codes
In multiple-antenna code design, the mostly used criterion
is the full diversity of the code since the diversity product is
directly related to the pairwise probability of error. We discuss
this issue in this subsection.
To calculate the diversity product of the code given in






and , are integers for .
Before calculating the determinant of the difference of the two
matrices, we first state some well-known facts about the
orthogonal design [15].




3) if and only if ,
4) and ,
where denotes the absolute value of the complex number .
indicates the zero matrix.
Proof: Straightforward algebra.
This lemma shows that the determinant of any nonzero matrix
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We have
(17)
if is invertible. Since , , , and are orthogonal de-
signs and the addition, multiplication, and conjugate operations
preserve this property, and are also orthogonal designs.
By taking advantage of this, when and
the determinant of the difference can be calculated as follows:
(18)
where
is a positive number and is the first row of .
Lemma 7: For any and given in (14) and (15) where
, if and only if , or
equivalently
or (19)




Proof: See Appendix B.
We now present the main theorem.
Theorem 2 (Condition for Full Diversity): There exists a
such that the code in (11) is fully diverse if and only if and
are relatively prime.
This theorem provides both the sufficient and the necessary
condition for the code to be fully diverse. Before proving this
theorem, let us first state a few lemmas that are needed in the
proof.
Lemma 8: For any four points on the unit circle that add up
(as complex numbers) to zero, it is always true that two of them
add up to zero. (Clearly, the other two must also have a summa-
tion of zero.)
Proof: See Appendix A.
Lemma 9: If and are relatively prime, then for any
nonidentical pair, and , where
and are integers,
(as defined in (20)) cannot be zero simultane-
ously. Also, (as defined in (21)) cannot be zero
simultaneously.
Proof: See Appendix C.
Now we are ready to prove Theorem 2.
Proof of Theorem 2: The proof has two steps. First, we
prove the sufficiency of the condition, that is, assuming and
are relatively prime, we show that there exists a such that the
code is fully diverse. If and are relatively prime, by Lemma
9, for any nonidentical pair of signal matrices
and , cannot be zero simultane-











where indicates the argument of the complex number .
Also, by Lemma 9, cannot be zero simultane-
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Fig. 1. Diversity product of the P = 7, Q = 3 Sp(2) code.










expression (19) cannot be true at the same time. Therefore, by
Lemma 7, , which means that the code is fully
diverse. (We can always find an angle in that satisfies
(24) since the two sets at the right-hand side of (24) and (25)
are finite.) This proves the sufficiency of the condition ( and
are relatively prime) in Theorem 2.
In the second step, we prove the necessity of the condition,
that is, assuming that and are not relatively prime, we show
that there exist two signal matrices in the code such that the
determinant of the difference of the two is zero for any . As-
sume that the greatest common divisor of and is ,
then there exist positive integers and such that
and . Consider the two signal matrices and ,
as given in (14) and (15), with , ,
, , and . (Here
. Since and
, we can always find that satisfy the con-
dition.) It is easy to verify that ,
which means that the first set of equations of (19) are true for
any angle . Therefore, and from Lemma 7, we
have . Thus, the signal set in (11) is not fully
diverse.
The following two plots show the diversity products of two
codes at different . Fig. 1 shows the diversity product of
the , code and Fig. 2 shows the diversity
product of the , code. Since the angles
of the elements in the matrix of (11) are chosen from -PSK
signals shifted by an angle , we only need to set the changing
region of to be . We can see from the two plots that
the , code gets its highest diversity product,
, at and the , code
gets its highest diversity product, , at , although the
codes are fully diverse at any .
D. Codes at Higher Rates
In Section II-C, code is designed with the two degrees
of freedom in and unused. For higher rate code design,
we can add one of the two degrees of freedom in by letting
and
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Fig. 2. Diversity product of the P = 11, Q = 7 Sp(2) code.
where for some real set . The code can be constructed
as in (26) at the bottom of the page, where and are integers,
and is a constant to be chosen later. We can see that
any signal matrix can be identified by the -tuple .
It is easy to see that the code in (11) is obtained by setting
. Since the code has alltogether matrices and the
channel is used in blocks of four transmissions, the rate of the
code is
(27)
where indicates the cardinality of the set . A conclusion
similar to Theorem 2 about the full diversity of the code can be
stated as follows.
Theorem 3 (Condition for Full Diversity): If and are





where , are integers and
,
3) for any two different ,
(29)
where are integers,
then there exists a such that our signal set in (26) is fully-
diverse.
Proof: First we need to show that the right-hand side of
(28) is well defined, that is, we need to show that
for any integers , , and
. We prove this by contradiction. Assume that
. Therefore, , which is
equivalent to , for some integer . Since and are
relatively prime, we have and . Because
and , and . This contradicts the
condition that . We now prove that the right-
hand side of (29) is well defined, that is, we need to show that
for any . We prove this by contradiction.
Assume that . Therefore, , that is,
(26)
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for some integer . Since is odd, and this
contradicts the condition that is odd.
Now we prove this theorem. Assume that and are rela-
tively prime, is odd, and the set satisfies (28) and
(29). We want to show that there exists a such that the code
is fully diverse. It is equivalent to showing that for any non-
identical pair of signals of the code, .
Without loss of generality, assume
and
(30)
where are unitary matrices given by (15) and
are the two matrices in (15) by replacing by . The
fact that the two signals are different indicates that the two -tu-
ples, and , are not iden-
tical. From the proof of Lemma 7, is zero if and
only if , where we have defined
and
(31)
By using (31) and (15), similar to the argument in Appendix B,
can be equivalently written as
or (32)




The following lemma can be proved.
Lemma 10: For any nonidentical
and , where ,
are integers and , if
and are relatively prime with odd, and if the set
satisfies (28) and (29), then (as defined in
(33)) cannot be zero simultaneously. Also (as
defined in (34)) cannot be zero simultaneously.
Proof: See Appendix D.
Similar to the proof of Theorem 2, by Lemma 10,
























expression (32) cannot be true. Therefore, ,
which means that the code is fully diverse. (We can always find
an angle in that satisfies both (35) and (36) since the two
sets at the right-hand side of (35) and (36) are finite.)
III. DECODING OF CODES
One of the most prominent properties of our code is
that it is a generalization of the orthogonal design. In this sec-
tion, we show how this property can be used to get linear-alge-
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braic decoding, which means that the receiver can be made to
form a system of linear equations in the unknowns.
A. Formulation
The ML decoding for differential USTM is given in (5),
which, in our system, can be written as







where denotes the th column of and denotes
the th column of . It is obvious that and are
column vectors. We further denote the th entry of
as and denote the th entry of as for
and . The ML decoder is equivalent to
the first expression at the bottom of the page.
From the design of the code, we know that matrices
and their conjugates and transposes are orthogonal designs. For
any orthogonal design
and any two-dimensional vector , can be
written equivalently as
where and indicates the real and imaginary parts of ,
i.e., the roles of and can be interchanged. Therefore, by
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is the vector of unknowns. We can see that formula (37) is
quadratic in the sines and cosines of the unknowns. Thus, it
is possible to use fast decoding algorithms such as sphere de-
coding to achieve the ML solution in polynomial time.
Next we discuss the sphere decoding for the codes given in
(26). For each of the angles , sphere decoding is applied and
one signal is gained. In performing sphere decoding for each
, matrices for are the same as those in
(38), but the and matrices should be modified to (41) and
(42) at the bottom of the page. For each transmission, sphere
decoding is used and therefore signal matrices are obtained
in total. ML decoding (5) is used to get the optimal one. The
complexity of this decoding algorithm is times the original
one, but it is still cubic in the dimension and rate of the codes.
B. Remarks on Sphere Decoding
Following are some remarks on the implementation of sphere
decoding in our systems.
1) The main idea of sphere decoding is that instead of
searching all possible lattice points, we restrict our search
to a finite number of lattice points contained in a sphere
of radius . The choice of the searching radius is very
crucial to the speed of the algorithm. In this paper, we start
with a small radius then increase it gradually based on the
noise level [18]. We initialize the searching radius in
such a way that the probability that the correct signal is
in the sphere is , that is, . If no
point is found in the sphere, then we raise the searching
radius to have the probability increased to , and so on.
2) From (37), it can be seen that the unknowns are in forms
of sines and cosines. Notice that for any ,
if and only if for some
integer . When are odd, we see that cannot be in
the set , which is the set
of all possible angles of ’s entries, and cannot be
in the set , which is
the set of all possible angles of ’s entries. Therefore,
the maps by
and by
are one-to-one and onto maps. The independent un-
knowns can thus be replaced equivalently by
and .
3) Notice that there are only four independent unknowns but
eight components in the unknown vector in (37). We com-
bine the th component (with the form of ) and
the ( )th component (with the form of ) for
. From earlier discussions, we know that for
any value in the set or ,
there is only one possible value in or whose
sine equals the value. Therefore, there is only one pos-
sible value of the cosine. In other words, for any pos-
sible value of the th component, there is one unique
value for the ( )th component. To simplify the pro-
gramming, while considering the searching range of each
unknown variable, we skip the th component and only
consider the ( )th one. For example, instead of ana-
lyzing all the possible values of (the eighth com-
ponent) satisfying
, we consider all the possible values of satis-
fying [19]. It may seem that we search
more points than we need, but actually the extra points
will be eliminated in the next step.
IV. SIMULATION RESULTS
In this section, we give examples of codes and also
the simulated performance of the codes for different rates. The
fading coefficient from each transmit antenna to each receive
antenna is modeled independently as a complex Gaussian vari-
able with mean zero and variance one, and keeps constant for
channel uses. At each channel use, zero mean, unit variance
(41)
(42)
2650 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 50, NO. 11, NOVEMBER 2004
Fig. 3. Comparison of the rate 1:95 Sp(2) code with the rate 1:75 differential Cayley code, the rate 2, 2  2 and the rate 1:94, 4  4 complex orthogonal
design with N = 1.
complex Gaussian noise is added to each receive antenna. The
block error rate (bler), which corresponds to errors in decoding
the transmitted matrices, is demonstrated as the error event
of interest. We also compare the performance of codes
with those of some of the group codes in [4], the differential
Cayley codes [14], the Alamouti’s complex orthogonal
designs [15] of the form
(43)
and the complex orthogonal design
(44)
proposed in [20].
A. Code Versus Cayley Code and Complex Orthogonal
Designs
The first example is the , ,
code, that is, the entries of the matrix of the code are
chosen from the -PSK signal set ,
and the entries of the matrix are chosen from the -PSK
signal set . Therefore, by (12), the rate of the
code is . We compare it with the rate , complex
orthogonal design given by (43), where are chosen
from the -PSK signal set , a rate
differential Cayley code with parameters , [14],
and also the rate , complex orthogonal design given
by (44), where are chosen from the -PSK signal
set . The number of receive
antennas is one. The performance curves are shown in Fig. 3.
The solid line indicates the bler of the code. The line
with circles indicates the bler of the differential Cayley code.
The line with plus signs and the dashed line show the bler of
the and complex orthogonal designs, respectively.
From the plot, we can see that the code has the lowest
bler at high SNR. For example, at a bler of , the
code is 2 dB better than the differential Cayley code, even
though the Cayley code has a lower rate, 1 dB better than the
complex orthogonal design and 4 dB better than the
complex orthogonal design.
B. Code Versus Group Constellations
In this subsection, we compare the same code with a
group-based diagonal code and code both at rate
[4]. code is in one of the six types of the finite fpf groups
given in [4]. The number of receive antennas is one. In Fig. 4, the
solid line indicates the bler of the code and the lines with
circles and plus signs show the bler of code and the di-
agonal code, respectively. The plot indicates that the code
is better than the diagonal code but worse than code ac-
cording to the bler. For example, at a bler of , the
code is 2 dB better than the diagonal code, but 1.5 dB worse
than code. However, decoding code requires
an exhaustive search over the entire constellation.
C. Codes Versus Complex Orthogonal Designs
The comparisons of codes with complex orthogonal
designs at rate approximately and are shown in the following
two plots. In Fig. 5, the solid line indicates the bler of the
code of , , . The line with circles shows the
bler of the complex orthogonal design (43) with
chosen from -PSK. The dashed line indicates the bler of the
rate , complex orthogonal design (44) with
chosen from -PSK. Therefore, the rate of the code is
and the rate of the and orthogonal designs is .
Similarly, in Fig. 6, the solid line indicates the bler of the
code of , , . The line with circles shows
the bler of the complex orthogonal design (43) with
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Fig. 4. Comparison of the rate 1:95 Sp(2) code with the rate 1:98 group-based K code and a rate 1:98 group-based diagonal code with N = 1.
Fig. 5. Comparison of the rate 3:13 Sp(2) code with the rate 3, 2  2 and 4  4 complex orthogonal designs with N = 1.
chosen from -PSK and the dashed line indicates the bler of the
complex orthogonal design (44) with chosen
from -PSK. Therefore, the rate of the code is and
the rates of the and complex orthogonal designs
are and . The number of receive antennas is one. We can
see from the two figures that the codes are better than
the complex orthogonal designs for all the SNRs and are
better than the complex orthogonal designs at high SNR.
D. Performance of Codes at Higher Rates
In this subsection, simulated performances of codes at
higher rates as given in (26) are shown for different and are
compared with the corresponding original codes given in (11),
whose is .
The first example is the , , ,
, and
codes. A small value is added to the set that is uniform on
to make the resulting set satisfy conditions (28) and (29),
that is, to guarantee the full diversity of the code. According
to (27), the rates of the codes are and . In Fig. 7,
the dashed line and the line with plus signs indicate the bler
of the codes we just mentioned, which we call the new
codes, and the solid line shows the bler of the , ,
code with and rate , which we
call the original code. The figure shows that the new codes are
about only 1 dB and 2 dB worse than the original one with rates
and higher. The bler of the rate non-group code
given in [4] is also shown in the figure by the line with circles.
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Fig. 6. Comparison of the rate 3:99 Sp(2) code with the rate 4, 2  2 and rate 3:99, 4  4 complex orthogonal designs with N = 1.
Fig. 7. Comparison ofP = 11,Q = 7,  = 0Sp(2) codes of  = f g,R = 3:1334,  = f ; ; g+0:012,R = 3:5296, and  = f ; ; ; ; g+
0:02, R = 3:7139.
We can see that the performance of the new code is very close
to that of the non-group code with rate lower. The result
is actually encouraging, since the design of the non-group code
is very difficult and its decoding needs exhaustive search over
possible signal matrices.
The second example is the , , ,
code. The rate of the code
is therefore by formula (27). In Fig. 8, the dashed line
indicates the bler of the rate code we just men-
tioned, which we call the new code, and the solid line shows the
bler of the , , with and
rate , which we call the original code. The figure shows
that the new code is only about 2 dB worse than the original one
with rate higher. Also, the bler of the rate non-group
code given in [14] is shown in the figure by the line with circles.
We can see that the new code is 1 dB better than the non-group
code with rate lower. As mentioned before, the result
is actually encouraging since the design of the non-group code
is very difficult and its decoding needs exhaustive search over
possible signal matrices.
V. CONCLUSION
Our work can be regarded as an extension of [5]. In this
paper, we work on the symplectic group which has di-
mension and rank , and design codes based on
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Fig. 8. Comparison of P = 9, Q = 5,  = 0:0377 Sp(2) code of   = f g, R = 2:7459, and   = f ; ; ; ; g + 0:016, R = 3:3264 with the
non-group code.
. The group is not fpf, but we propose a method to de-
sign fully diverse codes which are subsets of the group. The
constellations designed in (11) and (26) are suitable for sys-
tems with four transmit antennas and any number of receive an-
tennas. The special symplectic structure of the codes lends itself
to decoding by linear-algebraic techniques, such as sphere de-
coding. Simulation results show that the codes have better per-
formance than and complex orthogonal designs, a
group-based diagonal code as well as a differential Cayley code
at high SNR. Although they slightly underperform the fi-
nite group code and the carefully designed non-group code, they
do not need the exhaustive search (of exponentially growing
size) required of such codes and therefore are far superior in
term of decoding complexity. Our work shows the promise of
studying constellations inspired by a group-theoretic consider-
ations. Other Lie groups (such as and ) are currently
under investigation.
APPENDIX A
PROOF OF LEMMA 7
First we assume that the determinant is zero and prove that
.
Assume . If , from Lemma 6,
. Therefore,
Thus, by Lemma 6. This indicates that ,
which contradicts . And the same for the case of
. Therefore, and . From
(18), is always nonnegative, and equals if and
only if
and
Since , the determinant equals zero if and only
if and , which can be written as . By
looking at the norm of each side of the equation, we get .
Since is positive, and thus, , which means that
is real. Therefore,
with real , which indicates that
since
by Lemma 6. Because , . Therefore, the
following equations can be obtained:
Therefore, , which results in .
Now assume that and prove that
. First assume that is invertible. If , we have
From (17)
Secondly, assume that is not invertible, that is, .
From Lemma 6, . Therefore, from , .
Thus, and .
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Now what is left for us to prove is that is equiv-
alent to (19). By (16), it is equivalent to
and thus,
Using the definition of in (15), we have the first and
second expressions at the bottom of the page, which is equiv-
alent to (19) by comparing the entries of the two matrices.
APPENDIX B
PROOF OF LEMMA 8
Assume , then the following
series of equations are true:
or
for some integers and . Without loss of generality, we only
consider the first case. By adding the two equations, we have
when a plus sign is applied, or
when a minus sign is applied.
Fig. 9. Figure for Lemma 8.
This lemma can also be proved easily in a geometric way. As
in Fig. 9, are the four points on the unit circle
that add up to zero and is the center of the unit circle, which
is the origin. Without loss of generality, assume is the point
that is closest to . Since the four points add up to zero, ,
which is the summation of and , and , which is
the summation of and , are on the same line with in-
verse directions and have the same length. Since ,
, . There-
fore, . Thus, and are on the same
line with inverse directions, which means that .
APPENDIX C
PROOF OF LEMMA 9
Here, we only prove that , as defined in (20),
cannot be zero simultaneously. The proof of the other part
( , as defined in (21), cannot be zero simulta-
neously) is very similar to it. We prove it by contradiction.
Assume that and are relatively prime and there exist inte-
gers in and in
such that . Since , by
Lemma 8, we have
or
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Without loss of generality and to simplify the proof, we only
discuss the first case here. From the first set of equations, there
exist integers and such that
Since , . There-
fore, , from which and are ob-
tained. Using this result and , we have
from which can be
proved for some integer . The equation is equivalent to
. Since and are relatively prime, we have
and . Since and
, we have and .
Then and . Thus,
and . From and , we have
, which, similarly, leads to
, for some integer . Since ,
. Therefore, , that is . Hence,
, which contradicts the con-
dition of the lemma.
APPENDIX D
PROOF OF LEMMA 10
We prove this lemma by contradiction. We only prove that
cannot be zero simultaneously here, since the
proof that cannot be zero simultaneously is
very similar.
Assume . From the definition of
in (33), we have
(D1)
The square of the norm of the left-hand side of (D1) equals
Similarly, the square of the norm of the right-hand side of (D1)
equals
Comparing the norms of both sides of (D1), we have
which is equivalent to
(D2)
Define and . Since
, , ,
, and . Thus,
From the first condition, and for any .
Therefore, when , this contradicts (29). Thus, when
and (29) is satisfied, cannot be zero
simultaneously.
Now look at the case of . From (D1), we have
Therefore,
(D3)
From (28), we have
when , , and
. Therefore, for (D3) to be true,
and . Thus,
Sine
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Therefore, . So we get
Similarly, from (D1), we have
Therefore,
(D4)
By a similar argument
Therefore, and this
contradicts the condition that they are different.
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