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We study the entanglement cost of the states in the antisymmetric space, which consists of (d−1)
d-dimensional systems. The cost is always log
2
(d− 1) ebits when the state is divided into bipartite
C
d
⊗ (Cd)d−2. Combined with the arguments in [6], additivity of channel capacity of some quantum
channels is also shown.
The concept of entanglement is the key for quantum communication, quantum computing and quantum information
processing. One candidate to quantify entanglement is entanglement of formation. In [2], it is shown that the
entanglement cost Ec to create some state can be asymptotically calculated from the entanglement of formation.
In this sense, the entanglement cost has an important physical meaning and is significant quantity. The known
results are, nevertheless not so much [1, 5, 6], because it consists of minimization. In this paper, we pay attention to
antisymmetric states that are easy to deal with. Also, Holevo capacity of quantum channels induced by antisymmetric
spaces is discussed.
As for antisymmetric states, the following things are known, for example. The entanglement of formation for two
states in S (C3∗) is additive[3], where C3∗ is defined later. Furthermore, the lower bound to entanglement cost of
density matrices in d-level antisymmetric space, obtained in [4], is log2
d
d−1 ebit. Recently, one of the author showed
that the entanglement cost of three-level antisymmetric states in S (C3∗) is exactly one ebit[1]. In this paper, we show
that the entanglement cost on S(Cd∗) is equal to log2(d− 1), which includes [1] as a special case.
Let Cd be spanC {|1〉, |2〉, . . . , |d〉} and d ≥ 3. We first define the antisymmetric states which consist of d−1 particles
with SU(d) symmetry as follows:
C
d
∗ := spanC {|1〉a, |2〉a, . . . , |d〉a} ⊂ Cd
⊗(d−1)
,
where |i1〉a := 1√
(d−1)!
∑
i2,··· ,id
ǫi1i2...id |i2〉 ⊗ · · · ⊗ |id〉, 1 ≤ i1, i2, . . . , id ≤ d and ǫ is totally antisymmetric tensor.
When d = 4, for example, |1〉a = (|234〉 − |243〉+ |342〉 − |324〉+ |423〉 − |432〉) /
√
6. Suppose U ∈ SU(d) acts on Cd
as U |i〉 =∑j U ij |j〉, then on Cd∗,
U |i1〉a = 1√
(d− 1)!
∑
i2,··· ,id
U⊗(d−1)ǫi1...id |i2 . . . id〉 =
1√
(d− 1)!
∑
j1,··· ,jd
(U †)j1i1 ǫj1...jd |j2 . . . jd〉
=
∑
j1
(U †)j1i1 |j1〉a, (1)
where we have used the fact that the totally antisymmetric tensor ǫj1...jd are invariant under U
⊗d. The Hermitian
conjugate of U in right-hand side suggests that Cd∗ is the dual (contragredient) space of C
d[7]. The corresponding
Young diagrams are
d = , d∗ =
...


d− 1.
Notice that the dimension of these spaces is dimCd = dimCd∗ = d, though C
d
∗ is a multiparticle space. Here, let us fix
the space of Alice and Bob as Cd∗ = A ⊗ B; A := Cd,B := Cd
⊗(d−2)
, and consider the entanglement between Alice
and Bob. The entanglement of formation Ef is defined as follows:
Ef (ρ) = inf
∑
j
pjS(trB|ψi〉〈ψi|), (2)
2where pj and |ψj〉 are decompositions such that ρ =
∑
j pj |ψj〉〈ψj |. Let Λd be a ’partial trace channel’, or CP map
from S(Cd∗) to S(Cd) with Λd(ρ) = trBρ. Eq. (1) implies the channel Λd is contravariant,
Λd

∑
k,l
(U †)ki |k〉aa〈l|U lj

 = UΛd(|i〉aa〈j|)U †
.
Furthermore, simple calculations show,
Λd(|i〉aa〈j|) =
{ 1
d−1(1d − |i〉〈i|) (i = j)
−1
d−1 |j〉〈i| (i 6= j)
. (3)
Because dimCd∗ = d, for any |ψ〉 ∈ Cd∗ there exists an element U of SU(d) with |ψ〉 =
∑
k(U
†)ki |k〉a. Hence, due to
contravariancy of the channel Λd, we have
S(Λd(|ψ〉〈ψ|)) = S(UΛd(|i〉aa〈i|)U †) = S(Λd(|i〉aa〈i|)) = S
(
1
d− 1(1d − |i〉〈i|)
)
= log2(d− 1). (4)
Proposition 1
Let ρ ∈ S(Cd∗). Then, Ef (ρ) = log2(d− 1).
Proof Ef (ρ) = inf
∑
i piS(Λd(|ψi〉〈ψi|)) = inf
∑
i pi log2(d− 1) = log2(d− 1) 
The subadditivity of Ef is well known[5].
Ef
(
n⊗
i=1
ρ(i)
)
≤
n∑
i=1
Ef
(
ρ(i)
)
,
where ρ(i) are density matrices on A⊗ B, i.e., bipartite states. Using the proposition 1, we obtain the following:
Corollary 1
For any ρ(i) ∈ S(Cdi∗ ), Ef
(
⊗ni=1ρ(i)
)
≤
n∑
i=1
log2(di − 1).
To prove the inequality of the opposite direction, we use the following lemma.
Lemma 1 (see also [1])
Let X be a positive semidefinite operator such that TrX = 1. Then Tr[−X logX ] ≥ − log(TrX2).
Proof Suppose f(x) := − log x over R+. It follows from the convexity of the function f that f(
∑
i pixi) ≤
∑
i pif(xi),
where
∑
i pi = 1, pi ≥ 0 and xi > 0. By setting xi = pi(∀i), we have −
∑
i xi log xi ≥ − log
(∑
i x
2
i
)
. This inequality
holds even for some xi are equal to zero under the convention 0 log 0 = 0. 
In the followings, we denote the identity map from S(K) to S(K) by IK , and
∑ |Xij |2 by ‖X‖2.
Lemma 2
For an arbitrary state ρ in S(K⊗Cd∗), we have ‖IK⊗Λd(ρ)‖2 = 1(d−1)2
{
(d− 2)‖trCd
∗
ρ‖2 + ‖ρ‖2} . Here, the dimension
of K is arbitrary.
Proof Decompose ρ ∈ S(K⊗Cd∗) into the sum
∑
i,j |i〉aa〈j| ⊗ ρij, where ρij are operators in K. Due to the equations
(3), we have
‖IK ⊗ Λd(ρ)‖2 =
∥∥∥∥∥∥
1
d− 1
∑
i
∑
j 6=i
|i〉〈i| ⊗ ρjj − 1
d− 1
∑
i,j 6=i
|i〉〈j| ⊗ ρji
∥∥∥∥∥∥
2
=
1
(d− 1)2


∑
k
∥∥∥∥∥∥
∑
i6=k
ρii
∥∥∥∥∥∥
2
+
∑
i6=j
‖ρij‖2


3The first term of the last side of the equation is rewritten as follows.
∑
k
∥∥∥∥∥∥
∑
i6=k
ρii
∥∥∥∥∥∥
2
=
∑
k
∑
i6=k, j 6=k
trρiiρjj = (d− 1)
∑
i
‖ρii‖2 + (d− 2)
∑
i6=j
trρiiρjj
= (d− 2)
∥∥∥∥∥
∑
i
ρii
∥∥∥∥∥
2
+
∑
i
‖ρii‖2
Hence, after all we have,
‖IK ⊗ Λd(ρ)‖2 = 1
(d− 1)2

(d− 2)
∥∥∥∥∥
∑
i
ρii
∥∥∥∥∥
2
+
∑
i,j
‖ρij‖2

 = 1(d− 1)2
{
(d− 2)
∥∥trCd
∗
ρ
∥∥2 + ‖ρ‖2} ,
and the lemma is proven. 
Lemma 3
For any ρ ∈ S (K⊗⊗ni=1 Cdi∗ ), ‖IK ⊗⊗ni=1 Λdi(ρ)‖2 ≤∏ni=1 1di−1 , where the dimension of K is arbitrary.
Proof Induction is used for the proof. First, for n = 1, the assersion follows directly from lemma 2, because ‖σ‖ ≤ 1
holds for any density matrix σ. Second, let us assume the assersion is true for n− 1. Then, the lemma 2 implies,
∥∥∥∥∥IK ⊗
n⊗
i=1
Λdi(ρ)
∥∥∥∥∥
2
=
1
(dn − 1)2

(dn − 2)
∥∥∥∥∥IK ⊗
n−1⊗
i=1
Λdi(trCdn
∗
ρ)
∥∥∥∥∥
2
+
∥∥∥∥∥IK⊗Cdn∗ ⊗
n−1⊗
i=1
Λdi(ρ)
∥∥∥∥∥
2


≤ 1
(dn − 1)2
{
(dn − 2)
n−1∏
i=1
1
di − 1 +
n−1∏
i=1
1
di − 1
}
=
n∏
i=1
1
di − 1 ,
where the inequality in the second line comes from the assumption of induction. Thus, the lemma is proven. 
The following lemma is a bit weaker version of ’strong subadditivity’ [6]. Hereafter, the reduced dencity matrix
tr
C
d1
∗
⊗···⊗C
di−1
∗
⊗C
di+1
∗
⊗···⊗Cdn
∗
ρ is denoted by ρ|
C
di
∗
.
Proposition 2
For any ρ ∈ S (⊗ni=1 Cdi∗ ), Ef (ρ) ≥ ∑ni=1 log2(di − 1) =∑ni=1Ef (ρ|Cdi
∗
).
Proof
Ef (ρ) = inf
∑
i
piS

 n⊗
j=1
Λdj(|ψj〉〈ψj |)

 ≥ −inf∑
i
pi log2
∥∥∥∥∥∥
n⊗
j=1
Λdj(|ψi〉〈ψi|)
∥∥∥∥∥∥
2
≥ −inf
∑
i
pi log2
n∏
j=1
1
dj − 1 =
n∑
j=1
log2(dj − 1).
The first and the second inequality come from lemma 1 and lemma 3, respectively. 
Theorem 1
For any ρ(i) ∈ S (Cdi∗ ), Ef is additive, Ef (⊗ni=1ρ(i)) =∑ni=1 log2(di − 1) =∑ni=1Ef (ρ(i)).
4Proof From the corollary 1 and proposition 2, this theorem holds. 
As a corollary of this theorem, we finally obtain the first main result:
Corollary 2 (Main Result(1))
Ef (ρ
⊗n) = n log2(d− 1) for any ρ ∈ S
(
Cd∗
)
. Therefore, we obtain
Ec (ρ) := lim
n→∞
1
n
Ef
(
ρ⊗n
)
= log2(d− 1).
Ef and Holovo capacity C(Λd) are related with each other [6],
C(Λd) := sup
{pi,ρi}
{
S
(
Λd(
∑
i
piρi)
)
−
∑
i
piS(Λd(ρi))
}
= sup
ρ∈S(Cd
∗
)
{S(ρ)− Ef (ρ)}.
Combined with proposition 1, we have,
C(Λd) = sup
ρ∈S(Cd
∗
)
S(ρ)− log2(d− 1) = log2
d
d− 1 .
The following corollary, which is our second main result, is derived from proposition 2 using almost the same
argument as in the appendix of ref. [6]
Corollary 3
Quantum channels Λdi are additive, C (
⊗n
i=1 Λdi) =
∑n
i=1 C (Λdi) =
∑n
i=1 log2
di
di−1
.
Proof
C
(
n⊗
i=1
Λdi
)
= sup
ρ∈S(
⊗
n
i=1
C
di
∗
)
{S(ρ)− Ef (ρ)} ≤ sup
ρ∈S(
⊗
n
i=1
C
di
∗
)
{
S(ρ)−
n∑
i=1
Ef (ρ|
C
di
∗
)
}
≤ sup
ρ∈S(
⊗
n
i=1 C
di
∗
)
n∑
i=1
{
S(ρ|
C
di
∗
)− Ef (ρ|
C
di
∗
)
}
≤
n∑
i=1
C(Λdi).
Here, the first inequaltiy comes from ’strong subadditivity’, proposition 2, and the second inequality is due to
superadditivity of joint entropy, S(ρ) ≤ ∑ni=1 S(ρ|Cdi
∗
). Combined with well-known superadditivity of Holevo
capacity C (
⊗n
i=1 Λdi) ≥
∑n
i=1 C (Λdi), the assertion is proven. 
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