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FEKETE POLYNOMIALS AND SHAPES OF JULIA SETS
KATHRYN A. LINDSEY AND MALIK YOUNSI
Abstract. We prove that a nonempty, proper subset S of the complex plane
can be approximated in a strong sense by polynomial filled Julia sets if and
only if S is bounded and Cˆ \ int(S) is connected. The proof that such a
set is approximable by filled Julia sets is constructive and relies on Fekete
polynomials. Illustrative examples are presented. We also prove an estimate
for the rate of approximation in terms of geometric and potential theoretic
quantities.
1. Introduction
The study of possible shapes of polynomial Julia sets was instigated by the first
author in [14], who proved that any Jordan curve in the complex plane C can be
approximated by polynomial Julia sets arbitrarily well in the Hausdorff distance,
thereby answering a question of W.P. Thurston.
Theorem 1.1 (Lindsey [14]). Let E ⊂ C be any closed Jordan domain. Then for
any  > 0, there exists a polynomial P such that
d(E,K(P )) < , d(∂E,J (P )) < .
Here K(P ) := {z ∈ C : Pm(z) 9 ∞ as m → ∞} is the filled Julia set of P ,
J (P ) := ∂K(P ) is the Julia set of P and d is the Hausdorff distance.
Note that Theorem 1.1 remains valid if E is any nonempty connected compact
set with connected complement, by a simple approximation process.
Approximating compact sets by fractals has proven over the years to be a fruitful
technique in the study of important problems in complex analysis, such as the
universal dimension spectrum for harmonic measure (cf. the work of Carelson–
Jones [7], Binder–Makarov–Smirnov [2], and the references therein). Other related
works include [3], where it was shown that any connected compact set in the plane
can be approximated by dendrite Julia sets, and [13], containing applications to
computer graphics.
An important feature of the approach in [14] which seems to be absent from other
works is that it is constructive and can easily be implemented to obtain explicit
images of Julia sets representing various shapes.
In this paper, we prove the following generalization of Theorem 1.1.
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Theorem 1.2. Let E ⊂ C be any nonempty compact set with connected comple-
ment. Then for any  > 0, there exists a polynomial P such that
d(E,K(P )) < , d(∂E,J (P )) < .
Note that here E is not assumed to be connected.
This supersedes [14, Theorem 4.3], which deals with rational maps instead of
polynomials.
The proof of Theorem 1.2 generalizes the method introduced in [14] by putting
it in the more natural framework of potential theory. More precisely, our approach
is based on the observation that in Theorem 1.1, the roots of the polynomial P are
equidistributed with respect to harmonic measure on ∂E. In the connected case,
such points can be obtained as images of equally spaced points on the unit circle
under the Riemann map. This, however, does not extend to disconnected sets and
in this case, the explicit construction of equidistributed sequences of points is more
difficult. Nevertheless, this is a classical problem in potential theory which has been
extensively studied in the past. For instance, Fekete described in [9] the following
construction :
Let E be a nonempty compact set with connected complement, and let n ≥ 2. A
Fekete n-tuple for E is any n-tuple wn1 , . . . , w
n
n ∈ E which maximizes the product∏
j<k
|wnj − wnk |.
Note that by the maximum principle, any Fekete n-tuple lies in ∂E.
Fekete points are classical objects of potential theory which have proven over
the years to be of fundamental importance to a variety of problems related to
polynomial interpolation. For instance, they can be used to give a proof of Hilbert’s
Lemniscate Theorem, which states that any compact plane set with connected
complement can be approximated by polynomial lemniscates. In fact, as we will
see, Hilbert’s theorem is closely related to Theorem 1.2. For more information on
Fekete points and their applications, we refer the reader to [5] and [20, Chapter III,
Section 1].
It is not difficult to show that Fekete points are indeed equidistributed with
respect to harmonic measure on ∂E, in the sense that the counting measures
µn :=
1
n
n∑
j=1
δwnj
converge weak∗ to the harmonic measure (see Proposition 4.8). Combining this
with the method put forward in [14] gives a constructive proof of Theorem 1.2.
Other equidistributed sequences of points include Leja points, which share many
nice properties with Fekete points but are easier to compute numerically. Theo-
rem 8.3 proves that our approximation technique works if Leja points, instead of
Fekete points, are used. The technique in [14] for constructing polynomials whose
filled Julia sets approximate a given Jordan domain required first obtaining an ap-
proximation of the Riemann map on the complement of that domain. Using Leja
points or Fekete points obviates this step, and thus constitutes an advance in the
constructive process.
Note that Theorem 1.2 not only yields approximation of the set E by the filled
Julia set of a polynomial, but also approximation of its boundary by the corre-
sponding Julia set. Consequently, we introduce the following definition.
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Definition 1.3. A nonempty proper subset S of the plane is totally approximable
by a collection C of nonempty proper subsets of the plane if for any  > 0, there
exists C ∈ C such that
d(S,C) < , d(∂S, ∂C) < .
Note that closeness of two sets in the Hausdorff distance neither implies nor is
implied by closeness of their boundaries, see Figure 1. On the other hand, it is easy
to see that closeness of both the sets and their boundaries implies closeness of the
complements, c.f. Lemma 6.4.
Figure 1. A unit disk, a unit disk with a small disk removed,
and a ring of small disks. The first two are close in the Hausdorff
distance, but their boundaries are not. The boundaries of the
first and third are close in the Hausdorff distance, but the sets
themselves are not.
With this definition, Theorem 1.2 states that any nonempty compact plane set E
with connected complement is totally approximable by polynomial filled Julia sets.
More generally, using an approximation process, one can prove that this remains
true if E is replaced by any nonempty bounded set whose interior has connected
complement. This condition also turns out to be necessary.
Theorem 1.4. A non-empty proper subset S of the complex plane C is totally
approximable by polynomial filled Julia sets if and only if S is bounded and C\int(S)
is connected.
Our method also gives a precise estimate for the rate of approximation in Theo-
rem 1.2. More precisely, let E ⊂ C be a compact set with connected complement Ω
in the Riemann sphere Ĉ. We also assume that the interior of E is not empty. In
particular, the Green’s function gΩ(·,∞) for Ω with pole at ∞ exists. For n ∈ N,
define sn(E) to be the infimum of s > 0 for which there exists a polynomial pn of
degree n such that
E ⊂ K(pn) ⊂ Es,
where Es := E ∪ {z ∈ Ω : gΩ(z,∞) ≤ s}.
Theorem 1.5. Let E ⊂ C be a uniformly perfect compact set with nonempty
interior and connected complement. Then there exists a real number c = c(E)
depending only on E such that
sn(E) ≤ c log n√
n
(n ≥ 1).
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Recall that a compact subset E of the plane is uniformly perfect if there exists
a real number a > 0 such that for any z ∈ E and for any 0 < r < diam(E), there
is a point w ∈ E with ar ≤ |z −w| ≤ r. This condition on E is not too restrictive,
since, for example, uniformly perfect sets include compact sets consisting of finitely
many nontrivial connected components.
A direct consequence of Theorem 1.5 is that sn(E)→ 0 as n→∞. In particular,
Theorem 1.5 implies Theorem 1.2 for uniformly perfect sets, since the compact sets
Es shrink to E as s decreases to 0. We also mention that results similar to Theorem
1.5 were obtained in [1] and [11], but for the rate of approximation by polynomial
lemniscates in Hilbert’s Lemniscate Theorem.
Finally, we address the natural question of whether a nonempty connected com-
pact set with connected complement can be approximated by Jordan domain Julia
sets. We prove that, in this case, the Julia sets of our approximating polynomials
are not only Jordan curves but quasicircles.
Theorem 1.6. Let E be a nonempty connected compact set with connected comple-
ment. Then there are polynomials (Pn)n≥1 whose filled Julia sets are closed Jordan
domains totally approximating E in the sense of Definition 1.3. Moreover, the
polynomials can be constructed such that each Pn is a hyperbolic polynomial whose
Julia set J (Pn) is a quasicircle.
The remainder of the paper is organized as follows. Section 2 contains various
preliminaries from potential theory. In Section 3, we prove an explicit version of
Theorem 1.2 using polynomials with zeros at points of any equidistributed sequence
with respect to harmonic measure. Section 4 is devoted to the special case of
Fekete polynomials, which yields a proof of Theorem 1.5. Then, in Section 5,
we give an alternate proof of Theorem 1.2 using Hilbert’s Lemniscate Theorem.
Section 6 contains the proof of Theorem 1.4. In Section 7, we prove Theorem 1.6.
Lastly, Section 8 is devoted to numerical examples. We first discuss Leja points and
prove that our approximation scheme remains valid if Fekete points are replaced
by Leja points. This allows us to compute images of Julia sets representing various
disconnected shapes.
2. Preliminaries from potential theory
This section contains various preliminaries from potential theory, including the
notions of potential, logarithmic capacity and Green’s function. The proofs are
quite standard and are found in [19] for example, but we include them for the
reader’s convenience.
We begin with the notions of potential and energy of a measure.
Definition 2.1. Let µ be a finite positive Borel measure on C with compact sup-
port.
(i) The potential of µ is the function pµ : C→ [−∞,∞) defined by
pµ(z) :=
∫
log |z − w| dµ(w) (z ∈ C).
(ii) The energy of µ, noted I(µ), is given by
I(µ) :=
∫ ∫
log |z − w| dµ(z) dµ(w) =
∫
pµ(z) dµ(z).
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One can check that pµ is subharmonic on C, harmonic on C \ (suppµ) and that
(1) pµ(z) = µ(C) log |z|+O(|z|−1)
as z →∞.
Now, let E be a nonempty compact subset of C. We assume that the complement
of E is connected. Let P(E) denote the collection of all Borel probability measures
supported on E.
Definition 2.2. A measure ν ∈ P(E) is an equilibrium measure for E if
I(ν) = sup
µ∈P(E)
I(µ).
A standard weak∗-convergence argument shows that E always has an equilibrium
measure, see [19, Theorem 3.3.2]. Moreover, if the supremum in the definition is
not −∞, then the equilibrium measure ν for E is always unique and supported on
∂E ([19, Theorem 3.7.6]). It also coincides with ωΩ(·,∞), the harmonic measure
for Ω := Ĉ \ E and ∞.
The energy of the equilibrium measure is used to define the logarithmic capacity
of E.
Definition 2.3. The logarithmic capacity of E is defined by
cap(E) := eI(ν),
where ν is the equilibrium measure for E.
Remark. The quantity −I(ν) = − log cap(E) is usually called Robin’s constant.
For example, the capacity of a closed disk is equal to its radius and the capacity of
a segment is equal to a quarter of its length.
For the rest of the paper, we shall suppose that cap(E) > 0. This can always be
assumed without loss of generality in Theorem 1.2, adjoining a small disk in E if
necessary. The condition of positive logarithmic capacity is enough to ensure that
the Green’s function exists.
Definition 2.4. Let Ω := Ĉ \ E be the complement of E in the Riemann sphere.
The Green’s function for Ω with pole at ∞ is the unique function gΩ(·,∞) : Ω →
(0,∞] such that
(i) gΩ(·,∞) is harmonic on Ω \ {∞};
(ii) gΩ(∞,∞) =∞ and as z →∞,
gΩ(z,∞) = log |z|+O(1);
(iii) gΩ(z,∞)→ 0 as z → ζ, for all ζ ∈ ∂Ω except possibly a set of zero logarithmic
capacity.
The Green’s function for Ω with pole at ∞ can be recovered from the potential
of the equilibrium measure ν.
Theorem 2.5 (Frostman’s theorem). If ν is the equilibrium measure for E, then
(i) pν ≥ I(ν) on C;
(ii) pν(z) = I(ν) for all z ∈ E except possibly a set of zero logarithmic capacity;
(iii) gΩ(z,∞) = pν(z)− I(ν) (z ∈ Ω \ {∞}).
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See ([19, Theorem 3.3.4]). Note that combining (iii) with Equation (1), we get
I(ν) = log cap(E) = lim
z→∞(log |z| − gΩ(z,∞)).
Remark. For sufficiently nice compact sets E, the potential pν is continuous on C
and the exceptional set of zero capacity in (ii) is in fact empty. More precisely,
again under the assumption that cap(E) > 0, the equality pν(z) = I(ν) holds for
all z ∈ E if and only if every point of ∂E is regular for the Dirichlet Problem. A
sufficient condition for this to hold is that E is uniformly perfect. See [19, Theorem
3.1.3] and [19, Theorem 4.2.4]
3. Constructive approximation by Julia sets
In this section, we prove an explicit version of Theorem 1.2.
As before, let E ⊂ C be a compact set with connected complement Ω. We will
construct polynomials whose filled Julia sets totally approximate E, in the sense of
Definition 1.3.
First, we can assume that the interior of E is not empty, adjoining a small disk
in E if necessary. We can further suppose without loss of generality that 0 is an
interior point of E, since otherwise it suffices to conjugate the polynomial by a
suitable translation. Note that the above ensures that cap(E) > 0. For reasons
that will soon become clear, we shall assume in addition that E is uniformly perfect.
Now, let (qn)n≥1 be any sequence of monic polynomials of degree n having all
their zeros in ∂E such that the counting measures
µn :=
1
n
∑
ζ∈q−1n ({0})
δζ
converge weak∗ to ν, the equilibrium measure for E.
We will need the following lemma on the behavior of |qn|1/n.
Lemma 3.1. We have
(i) |qn|1/n → epν locally uniformly on Ω = Ĉ \ E;
(ii) limn→∞ ‖qn‖1/nE = cap(E).
Here ‖qn‖E = supz∈E |qn(z)|.
Proof. The following proof is due to Thomas Ransford.
To prove (i), fix z ∈ C \ E. Since the function w 7→ log |z − w| is continuous on
∂E, we have, by weak∗ convergence,∫
∂E
log |z − w| dµn(w)→
∫
∂E
log |z − w| dν(w),
i.e.
(2)
1
n
log |qn(z)| → pν(z),
and this holds for all z ∈ C \E. Now, let D be a disk whose closure is contained in
C\E. Note that the sequence (q1/nn )n≥1 is uniformly bounded on D, so by Montel’s
theorem and (2), every subsequence has a subsequence converging uniformly to
some analytic function h on D with |h| = epν . This shows that |qn|1/n → epν
locally uniformly on C \ E. The fact that |qn|1/n → epν uniformly near ∞ follows
from Equation (1).
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To prove (ii), first note that∫
∂E
1
n
log |qn(z)| dν(z) =
∫
∂E
∫
∂E
log |z − w| dν(z)dµn(w) =
∫
∂E
pν(w) dµn(w) ≥ I(ν),
the last inequality because pν ≥ I(ν) on C, by Theorem 2.5. It follows that
(3) ‖qn‖1/nE ≥ eI(ν) = cap(E) (n ≥ 1).
For the other direction, recall that since E is uniformly perfect, the potential pν is
continuous on C and satisfies pν = I(ν) everywhere on E (see the remark following
Theorem 2.5). Thus, given  > 0, there exists a bounded neighborhood V of E
such that pν ≤ I(ν) +  on V . By (i), the functions |qn|1/n converge uniformly to
epν on ∂V , so there exists N such that, for all n ≥ N and z ∈ ∂V , we have
|qn(z)|1/n ≤ epν(z) +  ≤ e cap(E) + .
By the maximum principle, the same inequality holds for all n ≥ N and all z ∈ E,
from which it follows that
lim sup
n→∞
‖qn‖1/nE ≤ e cap(E) + .
Letting → 0 and combining with (3), we get (ii).

We can now prove the following explicit version of Theorem 1.2.
Theorem 3.2. Let E and (qn)n≥1 be as above. For s > 0 and n ∈ N, define the
polynomial
Pn,s(z) := z
e−ns/2
cap(E)n
qn(z).
Then for any bounded neighborhood U of E, there exist s and n such that
E ⊂ int(K(Pn,s)) ⊂ U.
In particular, the set E is totally approximable by the filled Julia sets of the
polynomials Pn,s, since U can be made arbitrarily close to E.
Proof. Fix s > 0 sufficiently small so that
gΩ(z,∞) > s (z /∈ U).
By Lemma 3.1, we can choose n ∈ N sufficiently large so that the following condi-
tions hold :
(i)
(
R
r
)1/n ‖qn‖1/nE
cap(E)
< es/2 (z ∈ E)
(ii)
∣∣∣∣ 1n log |qn(z)| − pν(z)
∣∣∣∣ ≤ s4 (z /∈ U)
(iii) rens/4 > R,
where r,R > 0 are such that D(0, r) ⊂ E and U ⊂ D(0, R).
First, note that condition (i) implies that for z ∈ E,
|Pn,s(z)| < R e
−ns/2
cap(E)n
‖qn‖E ≤ Re−ns/2ens/2 r
R
= r,
so that in particular, Pn,s(E) ⊂ D(0, r) ⊂ E, which clearly implies that E ⊂
int(K(Pn,s)).
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On the other hand, if z /∈ U , then by (ii) and Theorem 2.5, we get
gΩ(z,∞)− s
4
≤ 1
n
log |qn(z)| − I(ν)
and thus
exp
(
n
(
gΩ(z,∞)− s
2
− s
4
))
≤ e
−ns/2
cap(E)n
|qn(z)| =
∣∣∣∣Pn,s(z)z
∣∣∣∣ .
Since gΩ(z,∞) > s, we obtain
(4) ens/4|z| < |Pn,s(z)|.
Now, by (iii), we get
|Pn,s(z)| > rens/4 > R,
so that Pn,s(z) /∈ U whenever z /∈ U . Equation (4) then shows that the iterates
of Pn,s converge to ∞ on Ĉ \ U , so that Ĉ \ U ⊂ Ĉ \ K(Pn,s) or, equivalently,
K(Pn,s) ⊂ U .

4. Fekete points
In this section, we will see how using Fekete points for the zeros of the poly-
nomials qn of Theorem 3.2 gives a more explicit version of that result which has
Theorem 1.5 as a corollary.
First, we need some definitions and the basic properties of Fekete points. As
before, let E be a nonempty compact set with connected complement, and assume
that cap(E) > 0.
Definition 4.1. For n ≥ 2, the n-th diameter of E is given by
δn(E) := sup
w1,...,wn∈E
∏
j<k
|wj − wk|
2
n(n−1) .
Recall from the introduction that an n-tuple wn1 , . . . , w
n
n ∈ E for which the
supremum is attained is called a Fekete n-tuple for E.
Since E is compact and nonempty, a Fekete n-tuple always exists, though it need
not be unique. Moreover, the maximum principle shows that any Fekete n-tuple
lies in ∂E. Also, the quantity δ2(E) is the usual diameter of E, and δn(E) ≤ δ2(E)
for all n. In fact, the sequence (δn(E))n≥2 is decreasing and has a limit, which is
nothing other than the logarithmic capacity of E.
Theorem 4.2 (Fekete–Szego¨). The sequence (δn(E))n≥2 is decreasing and
lim
n→∞ δn(E) = cap(E).
See [19, Theorem 5.5.2].
Definition 4.3. A Fekete polynomial for E of degree n is a polynomial of the form
q(z) :=
n∏
j=1
(z − wnj ),
where wn1 , . . . , w
n
n is a Fekete n-tuple for E.
As before, we denote the sup-norm of the polynomial q on E by ‖q‖E , i.e.
‖q‖E = sup
z∈E
|q(z)|.
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Theorem 4.4. Let q be a monic polynomial of degree n. Then
‖q‖1/nE ≥ cap(E).
If in addition q is a Fekete polynomial for E, then
‖q‖1/nE ≤ δn(E).
Proof. To prove the first statement, it suffices to observe that since E ⊂ q−1 (D(0, ‖q‖E)),
we have
cap(E) ≤ cap (q−1 (D(0, ‖q‖E))) ,
by the monotonicity of logarithmic capacity. The quantity on the right-hand side
is easily seen to be equal to cap
(
D(0, ‖q‖E)
)1/n
= ‖q‖1/nE , since in this case the
Green’s function can be identified explicitly. This proves the first statement.
To prove the second statement, write q(z) :=
∏n
j=1(z−wnj ) where wn1 , . . . , wnn is
a Fekete n-tuple for E. If z ∈ E, then z, wn1 , . . . , wnn is an (n+ 1)-tuple in E, so
n∏
i=1
|z − wni |
∏
j<k
|wnj − wnk | ≤ δn+1(E)n(n+1)/2,
and hence
|q(z)| ≤ δn+1(E)
n(n+1)/2
δn(E)n(n−1)/2
≤ δn(E)
n(n+1)/2
δn(E)n(n−1)/2
= δn(E)
n,
as required.

Before stating the next result, we need the notion of Harnack distance.
Definition 4.5. Let D be a domain in Ĉ. Given z, w ∈ D, the Harnack distance
between z and w is the smallest number τD(z, w) such that, for every positive
harmonic function u on D,
τD(z, w)
−1u(w) ≤ u(z) ≤ τD(z, w)u(w).
The existence of τD is a simple consequence of Harnack’s inequality. It is not
difficult to show that log τD(z, w) is a continuous semimetric on D ([19, Theorem
1.3.8]).
Theorem 4.6 (Bernstein’s Lemma). Let E be as before, and let Ω = Ĉ \ E. If q
is a polynomial of degree n, then( |q(z)|
‖q‖E
)1/n
≤ egΩ(z,∞) (z ∈ Ω).
If in addition q is a Fekete polynomial for E, then( |q(z)|
‖q‖E
)1/n
≥ egΩ(z,∞)
(
cap(E)
δn(E)
)τΩ(z,∞)
(z ∈ Ω).
Proof. To prove the first statement, assume without loss of generality that q is
monic, and define
u(z) :=
1
n
log |q(z)| − 1
n
log ‖q‖E − gΩ(z,∞) (z ∈ Ω \ {∞}).
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Then u is subharmonic on Ω \ {∞}. Also,
u(z) = log |z| − 1
n
log ‖q‖E − log |z|+ log cap(E) + o(1)
as z →∞, and therefore setting
u(∞) := log cap(E)− 1
n
log ‖q‖E
makes u subharmonic on Ω. Now, since ∂Ω ⊂ E, we have
lim sup
z→ζ
u(z) ≤ 0
for all ζ ∈ ∂Ω, and thus u ≤ 0 on Ω by the maximum principle for subharmonic
functions. Note that u(∞) ≤ 0 by Theorem 4.4. This implies the result.
To prove the second statement, note that if q is a Fekete polynomial for E, then
in particular all its zeros lie in E, so that u is actually harmonic on Ω. Also, from
the first part of the proof, we have u ≤ 0 on Ω. Therefore, applying the definition
of Harnack distance to −u, we get
u(z) ≥ τΩ(z,∞)u(∞) (z ∈ Ω).
Now, by Theorem 4.4,
u(∞) = log cap(E)− 1
n
log ‖q‖E ≥ log cap(E)− log δn(E).
Combining the last two inequalities yields the desired conclusion.

Corollary 4.7. For z ∈ Ω, we have
|z| ≤ R(E)egΩ(z,∞),
where R(E) := supw∈E |w|.
Proof. This follows from the first part of Theorem 4.6 applied to q(z) := zn.

The following result shows that Fekete points are equidistributed with respect
to the harmonic measure and therefore can be used as zeros of the approximating
polynomials qn of Theorem 3.2.
Proposition 4.8. Let E be as before and for each n ≥ 2, let
µn :=
1
n
n∑
j=1
δwnj ,
where wn1 , w
n
2 , . . . , w
n
n is a Fekete n-tuple for E and δwnj is the unit point mass at
the point wnj . Then µn → ν weak∗, where ν is the equilibrium measure for E.
Proof. First, recall that ν and µn for n ≥ 2 are all supported on ∂E.
Now, let µ be any weak∗-limit of the sequence of measures (µn). Then by the
monotone convergence theorem, we have
I(µ) = lim
m→∞
∫
∂E
∫
∂E
max(log |z − w|,−m)dµ(z)dµ(w).
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Now, by the Stone-Weierstrass theorem, we have that µn × µn → µ × µ weak∗ on
∂E × ∂E, so the above equality becomes
I(µ) = lim
m→∞ limn→∞
∫
∂E
∫
∂E
max(log |z − w|,−m)dµn(z)dµn(w)
= lim
m→∞ limn→∞
1
n2
n∑
j=1
n∑
k=1
max(log |wnj − wnk |,−m)
≥ lim
m→∞ limn→∞
−m
n
+
2
n2
∑
j<k
log |wnj − wnk |

= lim
n→∞
n− 1
n
log δn(E).
This last limit is equal to log cap(E) = I(ν), by Theorem 4.2. The maximality and
uniqueness of the equilibrium measure ν then implies that µ = ν, as required.

Combining this with Lemma 3.1, we get that if wn1 , w
n
2 , . . . , w
n
n is a Fekete n-tuple
for E, then
1
n
n∑
j=1
log |z − wnj | → pν(z)
as n → ∞ for z ∈ Ω, and the convergence is uniform on compact subsets. The
following result due to Pritsker yields a precise rate of convergence, under the
additional assumption that E is uniformly perfect.
Theorem 4.9 (Pritsker). Let E, wn1 , w
n
2 , . . . , w
n
n, n ≥ 2, be as above, and assume
in addition that E is uniformly perfect. Then
(5)
∣∣∣∣∣∣ 1n
n∑
j=1
log |z − wnj | − pν(z)
∣∣∣∣∣∣ ≤ C log n√n
(
z ∈ Ω, gΩ(z,∞) > 1
n
)
where C = C(E) is a constant depending only on E.
Definition 4.10. We define the Pritsker constant of E to be the smallest constant
C(E) for which (5) holds.
We shall also need the following result, also due to Pritsker, on the rate of
convergence of the n-th diameter to the logarithmic capacity.
Theorem 4.11 (Pritsker). Under the assumptions of Theorem 4.9, we have
log
δn(E)
cap(E)
≤ C2 log n√
n
,
where C2 = C2(E) is a constant depending only on E.
See [18, Theorem 2.2] and its corollary.
We now have everything that we need in order to prove a more explicit version
of Theorem 3.2 based on Fekete points. As a consequence, we shall obtain a proof
of Theorem 1.5 on the rate of approximation by Julia sets.
As before, let E ⊂ C be a compact set with connected complement Ω. As in
Section 3, assume without loss of generality that 0 is an interior point of E, so that
in particular cap(E) > 0 and the Green’s function gΩ(·,∞) is well-defined.
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We now introduce two positive geometric quantities associated with the set E,
which we call the inner radius and outer radius of E. These are defined by
r(E) := dist(0, ∂E)
and
R(E) := sup
w∈E
|w|
respectively. Note that D(0, r(E)) ⊂ E ⊂ D(0, R(E)).
Finally, let us assume as well that E is uniformly perfect. Recall that in this
case, the Pritsker constant of E is defined to be the smallest constant C(E) such
that ∣∣∣∣∣∣ 1n
n∑
j=1
log |z − wnj | − pν(z)
∣∣∣∣∣∣ ≤ C(E) log n√n
(
z ∈ Ω, gΩ(z,∞) > 1
n
)
where wn1 , w
n
2 , . . . , w
n
n are the points of a Fekete n-tuple for E and ν is the equilib-
rium measure for E.
Theorem 4.12. Let s > 0, and suppose that n is sufficiently large so that the
following conditions hold :
(i)
1
n
≤ s
(ii) C(E)
log n√
n
≤ s
4
(iii) ens/4 ≥ R(E)e
s
r(E)
(iv)
(
R(E)es
r(E)
)1/n
δn(E)
cap(E)
≤ es/2.
Then the polynomial
Pn(z) = Pn,s(z) := z
e−ns/2
cap(E)n
n∏
j=1
(z − wnj )
satisfies
E ⊂ int(K(Pn)) ⊂ Es,
where Es := E ∪ {z ∈ Ω : gΩ(z,∞) ≤ s}.
In particular, the set E is totally approximable by the filled Julia sets of the
polynomials Pn’s, since the compact sets Es shrink to E as s decreases to 0.
Proof. The idea is very similar to the proof of Theorem 3.2.
Let Ωs := Ĉ \ Es = {z ∈ Ω : gΩ(z,∞) > s}. Note that
Ĉ \ D(0, R(E)es) ⊂ Ωs,
by Corollary 4.7.
Now, let z ∈ Ωs. Then g(z,∞) > 1/n by (i), so that by Theorem 4.9,∣∣∣∣∣∣ 1n
n∑
j=1
log |z − wnj | − pν(z)
∣∣∣∣∣∣ ≤ C(E) log n√n ≤ s4 ,
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where we used condition (ii). By Theorem 2.5, we get
gΩ(z,∞)− s
4
≤ 1
n
n∑
j=1
log |z − wnj | − I(ν)
and thus
exp
(
n
(
gΩ(z,∞)− s
2
− s
4
))
≤ |Qn(z)|,
where
Qn(z) :=
e−ns/2
cap(E)n
n∏
j=1
(z − wnj ) =
Pn(z)
z
.
Since gΩ(z,∞) > s, we obtain
(6)
R(E)es
r(E)
≤ ens/4 < |Qn(z)|,
by (iii), and this holds for all z ∈ Ωs.
On the other hand, if z ∈ E, then by Theorem 4.4 and (iv),
(7) |Qn(z)| ≤ e−ns/2
(
δn(E)
cap(E)
)n
≤ e−ns/2ens/2 r(E)
R(E)es
=
r(E)
R(E)es
.
Now, for z ∈ Ωs, we have, by (6),
|Pn(z)| = |z||Qn(z)| > r(E)R(E)e
s
r(E)
= R(E)es
so that Pn(z) ∈ Ĉ \ D(0, R(E)es) ⊂ Ωs. Moreover, again by (6),
|Pn(z)| = |z||Qn(z)| > |z|R(E)e
s
r(E)
,
where
R(E)es
r(E)
> 1.
It follows that the iterates of Pn converge to ∞ on Ωs, so that Ωs ⊂ Ĉ \K(Pn) and
thus K(Pn) ⊂ Es.
Finally, for z ∈ E, we have, by (7),
|Pn(z)| = |z||Qn(z)| < R(E)es r(E)
R(E)es
= r(E)
and thus Pn(E) ⊂ D(0, r(E)) ⊂ E. Clearly, this implies that E ⊂ int(K(Pn)),
which completes the proof of the theorem.

We can now use Theorem 4.12 to obtain a precise estimate for the rate of ap-
proximation. Recall from the introduction that sn(E), n ∈ N, is defined to be the
infimum of s > 0 for which there exists a polynomial pn of degree n such that
E ⊂ K(pn) ⊂ Es,
where Es := E ∪ {z ∈ Ω : gΩ(z,∞) ≤ s}.
Solving for s in Theorem 4.12, one easily obtains the existence of a constant
c′ = c′(E) such that
sn(E) ≤ c′
(
log n√
n
+ log
δn(E)
cap(E)
)
(n ≥ 1).
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It follows from this and Theorem 4.11 that there is a constant c = c(E) depending
only on E such that
sn(E) ≤ c log n√
n
(n ≥ 1),
thereby proving Theorem 1.5.
5. Hilbert’s Lemniscate Theorem
In this section, we give a proof of Theorem 1.2 using a classical result of Hilbert
on the approximation of planar sets by polynomial lemniscates. We first present a
proof of this latter result based on Fekete polynomials.
Theorem 5.1 (Hilbert’s Lemniscate Theorem [10]). Let E ⊂ C be a compact set
with connected complement Ω, and let U be an open neighborhood of E. Then there
exists a polynomial Q such that
|Q(z)| ≤ 1 (z ∈ E)
and
|Q(z)| > 1 (z ∈ C \ U).
Proof. Again, we can assume that cap(E) > 0. Define
A := inf
z∈Ĉ\U
gΩ(z,∞)
and
B := sup
z∈Ĉ\U
τΩ(z,∞),
so that A > 0 and B < ∞. By Theorem 4.6, if q is a Fekete polynomial for E of
degree n, then ( |q(z)|
‖q‖E
)1/n
≥ eA
(
cap(E)
δn(E)
)B
(z ∈ C \ U).
Here we used the fact that δn(E) ≥ cap(E) for all n, cf. Theorem 4.2. Finally, since
δn(E) → cap(E) as n → ∞, the right-hand side will exceed 1 for all sufficiently
large n, and setting Q := q/‖q‖E then gives the desired polynomial Q.

We now use Theorem 5.1 to give another proof of Theorem 1.2.
Proof. Again, we can assume without loss of generality that 0 belongs to E and
that it is an interior point.
Let U be a bounded neighborhood of E, and let Q be the polynomial as in
Hilbert’s Theorem 5.1. Dividing Q by a constant slightly larger than one if neces-
sary, we can assume that ‖Q‖E < 1.
Let R, r > 0 such that D(0, r) ⊂ E and U ⊂ D(0, R). For k ≥ 1, define the
polynomial Pk(z) := zQ
k(z). Here Qk denotes the k-th power of the polynomial
Q. Then for k sufficiently large, we have
Pk(E) ⊂ D(0, r) ⊂ E
and
Pk
(
Ĉ \ U
)
⊂ Ĉ \ D(0, R) ⊂ Ĉ \ U,
since Pk → 0 uniformly on E and Pk →∞ uniformly on Ĉ \ U .
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This implies that E ⊂ K(Pk). Also, the inequality
|Pk(z)| ≥ |z|min
Ĉ\U
|Q| (z ∈ Ĉ \ U),
where min
Ĉ\U
|Q| > 1, shows that the iterates of Pk tend to ∞ on Ĉ \ U , so that
Ĉ \ U ⊂ Ĉ \ K(Pk), i.e. K(Pk) ⊂ U .
Since U can be made arbitrarily close to E, the result follows.

6. Totally approximable sets
In this section, we prove Theorem 1.4, which states that a nonempty proper
subset S of the complex plane C is totally approximable by polynomial filled Julia
sets if and only if S is bounded and C \ int(S) is connected.
First, we need an approximation result.
Proposition 6.1. Let S be a nonempty proper subset of the complex plane C. If S
is bounded and C\ int(S) is connected, then S is totally approximable by a collection
{K} of nonempty compact sets with connected complement.
The proof of Proposition 6.1 uses the following classical result from plane topol-
ogy, known as Janiszewski’s Theorem.
Lemma 6.2. Let A and B be closed sets in Ĉ such that A ∩B is connected. If A
and B both have connected complement, then A∪B also has connected complement.
Proof. See [17, Theorem 1.9]. 
We can now proceed with the proof of Proposition 6.1. For a set A and  > 0,
we denote by U(A) the open -neighborhood of the set A.
Proof. For  > 0, let G be a grid of squares in C of sidelength /2. Let H be the
union of the closed squares in G which intersect ∂S. Note that since S is bounded,
the set H consists of finitely many closed squares and is therefore compact. Now,
let F  be defined by taking each square Q in H and replacing it by a smaller
square Q˜ with the same center of sidelength /4. Then it is easy to see that the
complement of F  is connected.
Now, define a collection of compact sets {K} by
K := E ∪ F ,
where E := C \U(C \ int(S)). Note that the sets E and F  are disjoint, since F 
is contained in the (/
√
2)-neighborhood of ∂S. See Figure 2.
We claim that for every  > 0, the complement of K is connected. Indeed, first
note that the complement of E is connected. To see this, note that
C \ E =
⋃
z/∈int(S)
D(z, ),
hence each component of C \ E contains a disk D(z, ) for some z /∈ int(S) and
therefore must intersect C \ int(S). Since C \ int(S) is connected and C \ E ⊃
C \ int(S), it follows that each component of C \ E has to contain C \ int(S).
Thus there can only be one component; in other words, the set C\E is connected.
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Figure 2. On the left, a nonempty bounded subset S of the plane
whose interior has connected complement. On the right, the cor-
responding approximating set K.
Finally, since F  also has connected complement and E, F  are disjoint, we can
apply Lemma 6.2 to deduce that K also has connected complement.
Next, we claim that S is totally approximable by the sets K. It suffices to prove
that d(∂S, ∂K)→ 0 and d(S,K)→ 0 as → 0.
First, assume for a contradiction that d(∂S, ∂Kn) > δ for all n, for some δ > 0
and some sequence n strictly decreasing to 0. Then for each n, either ∂S *
Uδ(∂K
n) or ∂Kn * Uδ(∂S). However, note that if z ∈ ∂S, then z belongs
to a square Q in H, so that the distance between z and the boundary of the
corresponding square Q˜ in F  is less than /(4
√
2), hence ∂S ⊂ U(∂K), for all
 > 0. We can therefore assume that the second case, ∂Kn * Uδ(∂S), holds
for all n. Now, recall that F  is contained in the (/
√
2)-neighborhood of ∂S. It
follows that for all sufficiently large n, we have ∂En * Uδ(∂S). Then for each
such n, there is a point zn ∈ ∂En ⊂ int(S) such that the disk D(zn, δ) does
not intersect the boundary of S, hence must be contained in int(S). Passing to a
subsequence if necessary, we can assume that zn → z0 ∈ S. It is easy to see that z0
necessarily belongs to ∂S, since the sets En form a compact exhaustion of int(S)
with En ⊂ int(En+1) for all n. This contradicts the fact that for sufficiently large
n, the disk D(z0, δ/2) is contained in the disk D(zn, δ), a subset of int(S). Therefore
d(∂S, ∂K)→ 0 as → 0.
It remains to prove that d(S,K) → 0 as  → 0. Again, assume for a contra-
diction that d(S,Kn) > δ for all n, for some δ > 0 and some sequence n strictly
decreasing to 0. Since E ⊂ int(S) and F  is contained in the (/√2)-neighborhood
of ∂S, we have K ⊂ U(S), for all  > 0. We can therefore assume that for each n,
S * Uδ(Kn). Then for each n, there exists zn ∈ S such that the disk D(zn, δ) does
not intersect Kn . Assume without loss of generality that zn → z0 ∈ S. Then for
all sufficiently large n, the disk D(z0, δ/2) does not intersect Kn . If z0 ∈ ∂S, then
for sufficiently large n, the disk D(z0, δ/2) contains a square in F n , and we get a
contradiction. If z0 ∈ int(S), we get a contradiction with the fact that the sets En
form a compact exhaustion of int(S). This completes the proof of the proposition.

Now, recall from Theorem 1.2 that any nonempty compact set with connected
complement is totally approximable by polynomial filled Julia sets. Combining this
with Proposition 6.1, we get that any nonempty bounded set whose interior has
FEKETE POLYNOMIALS AND SHAPES OF JULIA SETS 17
connected complement is also totally approximable by polynomial filled Julia sets.
This proves the converse implication in Theorem 1.4.
For the proof of the other implication, we need the following elementary lemmas.
Lemma 6.3. For any set A ⊂ C, we have
U(A) = A ∪ U(∂A).
Proof. Clearly, we have A ⊂ U(A). Also, if z ∈ U(∂A), then D(z, ) ∩ ∂A 6= ∅,
so that D(z, ) ∩ A 6= ∅, from which we deduce that z ∈ U(A). This shows that
A ∪ U(∂A) ⊂ U(A).
For the other inclusion, if z ∈ U(A) but z /∈ A, then the disk D(z, ) intersects
both A and C \A. By connectedness, it must intersect ∂A, so that z ∈ U(∂A).

Lemma 6.4. Let A,B be two nonempty proper subsets of the plane with d(A,B) < 
and d(∂A, ∂B) < . Then d(C \A,C \B) < 2.
Proof. We first show that C \A ⊂ U2(C \B).
Let z ∈ C \ A. If z /∈ U(A), then z ∈ C \ B, since B ⊂ U(A). On the other
hand, if z ∈ U(A), then by Lemma 6.3, we have that z ∈ U(∂A) ⊂ U2(∂B). It
follows that D(z, 2)∩∂B 6= ∅, so that D(z, 2)∩ (C\B) 6= ∅, from which we deduce
that z ∈ U2(C \B). In both cases, we get that z ∈ U2(C \B).
This proves that C \ A ⊂ U2(C \ B). The same argument with A and B
interchanged yields the inclusion C \ B ⊂ U2(C \ A), hence d(C \ A,C \ B) < 2,
as required.

We can now proceed with the proof of Theorem 1.4.
Proof of Theorem 1.4. Let S be a nonempty proper subset of C.
As previously mentioned, if S is bounded and C \ int(S) is connected, then by
Proposition 6.1 and Theorem 1.2, the set S is totally approximable by polynomial
filled Julia sets.
Conversely, assume that S is totally approximable by polynomial filled Julia sets.
Then for any  > 0, there exists a polynomial P such that d(S,K(P)) <  and
d(∂S,J (P)) < . Clearly, this implies that S is bounded, since for each  > 0, the
set K(P) is compact.
It remains to prove that C \ int(S) is connected. Assume for a contradiction
that C \ int(S) = E ∪ F , where E and F are disjoint nonempty closed subsets of
C. Since S is bounded, one of the sets E,F must be unbounded, say E, while the
other set, F , is bounded. Now, fix a point z0 ∈ F , and let δ > 0 sufficiently small
so that D(z0, 2δ) ⊂ C \ E. Since F ∪ D(z0, 2δ) is a compact subset of the open set
C \ E, there is a bounded open set V with F ∪ D(z0, 2δ) ⊂ V ⊂ V ⊂ C \ E. In
particular, the boundary of V is contained in C \ (E ∪ F ) = int(S).
Now, let  > 0 be smaller than both δ and half the distance between ∂V and
E ∪ F . Since z0 ∈ F ⊂ C \ int(S), we have that either z0 ∈ ∂S or z0 ∈ C \ S. In
both cases, since ∂S ⊂ U(J (P)) and C \ S ⊂ U2(C \ K(P)) by Lemma 6.4, we
get that the disk D(z0, 2) contains a point w0 ∈ C \ K(P).
This is enough to obtain a contradiction. Indeed, since w0 ∈ D(z0, 2δ) ⊂ V and
w0 ∈ C \ K(P), the connectedness of C \ K(P) (see [15, Lemma 9.4]) implies that
∂V must have non-empty intersection with C\K(P). Since C\K(P) ⊂ U2(C\S),
18 K. LINDSEY AND M. YOUNSI
again by Lemma 6.4, it follows that the distance between ∂V and C\int(S) = E∪F
is less than 2, a contradiction.
Therefore, C \ int(S) is connected, as required.

7. Approximation of connected sets
In this section, we give a proof of Theorem 1.6 by showing that our approximation
method gives quasicircle Julia sets if the original set E is connected.
Theorem 7.1. Let E be a connected compact set with connected complement, and
assume as before that 0 ∈ int(E). Then for any s > 0 and n ∈ N such that
E ⊂ int(K(Pn,s)), where Pn,s is as defined in Theorem 3.2, the Julia set J (Pn,s)
is a Jordan curve. Moreover, the polynomial Pn,s is hyperbolic and J (Pn,s) is a
quasicircle.
Proof of Theorem 1.6. First, to prove that J (Pn,s) is a Jordan curve, by [6, The-
orem VI.5.3] it suffices to show that the Fatou set Ĉ \ J (Pn,s) consists of two
completely invariant components. Since E is connected and is contained in the Fa-
tou set, it must be contained in a single Fatou component, say A. For polynomials,
the basin of attraction of ∞ is completely invariant, so it suffices to show that A is
also completely invariant.
Since A contains the fixed point 0, we have Pn,s(A) ⊂ A. If P−1n,s(A) is not
contained in A, then there exists a Fatou component distinct from A, say A′, which
is mapped onto A by Pn,s. This is impossible, since all the zeros of Pn,s belong to
E ⊂ A. Therefore, A is completely invariant and the Julia set is a Jordan curve.
Now, since A is completely invariant, all the critical points of Pn,s belong to
A, by [6, Theorem V.1.3]. It then follows from [6, Theorem V.2.2]) that Pn,s is
hyperbolic. Finally, by [6, Theorem VI.2.1], the Julia set J (Pn,s) is not only a
Jordan curve, but also a quasicircle.

8. Numerical examples
In this section, we illustrate the method of Section 3 with some numerical ex-
amples.
As shown in Theorem 4.12, the computation of Julia sets approximating a given
compact set E requires a numerical method for the computation of Fekete points
for E. Unfortunately, the numerical computation of high-degree Fekete points
is a hard large-scale optimization problem. Indeed, as far as we know, even for
simple compact sets such as triangles, Fekete points have been computed only up
to relatively small degrees, see e.g. [22], [16] and the references therein. In order
to circumvent this issue, alternative numerical methods have been introduced for
the computation of approximate Fekete points : see e.g. [21] for a method based
on QR factorization of Vandermonde matrices with column pivoting, and [4] for a
discussion of the theoretical aspects of this method.
However, for slightly complicated sets, we were not able to use the algorithm
of [21] to compute Fekete points of high degree, due to rank-deficiency and ill-
conditioning issues. For this reason, we decided to replace Fekete points by other
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equidistributed points, Leja points, which are much more convenient from a compu-
tational point of view. This sequence of points, introduced by Leja [12], is defined
inductively as follows.
Choose an arbitrary point z1 ∈ ∂E and for n ≥ 2, choose zn ∈ ∂E by maximizing
the product
n−1∏
j=1
|z − zj |
for z ∈ E, i.e.
n−1∏
j=1
|zn − zj | = max
z∈E
n−1∏
j=1
|z − zj |.
It is well-known that Leja points are easier to compute numerically than Fekete
points, mainly because they are defined inductively by a univariate optimization
problem. Furthermore, this optimization problem can be made discrete by replacing
the compact set E by a sufficiently refined discretization.
We shall prove below that our approximation theorem 4.12 remains valid if Fekete
points are replaced by Leja points, with small modifications. First, we need some
lemmas.
As previously mentioned, Leja points are also equidistributed with respect to
harmonic measure on ∂E, in the sense of Proposition 4.8. In fact, Pritsker’s Theo-
rem 4.9 also holds for Leja points, with the same constant.
Lemma 8.1. If (zn) is a sequence of Leja points for E, then∣∣∣∣∣∣ 1n
n∑
j=1
log |z − zj | − pν(z)
∣∣∣∣∣∣ ≤ C(E) log n√n
(
z ∈ Ω, gΩ(z,∞) > 1
n
)
where C(E) is Pristker’s constant as in Definition 4.10.
Proof. See [18, Corollary 2.3].

We will also need an analogue of Theorem 4.2 for Leja points.
Lemma 8.2 (Leja). For n ∈ N, define
an :=
n∏
j=1
|zn+1 − zj |
Then a
1/n
n ≥ cap(E) for each n ∈ N, and a1/nn → cap(E) as n→∞.
Proof. See [12, Lemme 1].

We can now prove the following variant of Theorem 4.12 for Leja points. As
before, we assume that E ⊂ C is a uniformly perfect compact set with connected
complement Ω, and that 0 ∈ E is an interior point. Recall then that r(E) and
R(E) are defined by
r(E) := dist(0, ∂E)
and
R(E) := sup
w∈E
|w|.
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Theorem 8.3 (Leja points version). Let s > 0, and suppose that n is sufficiently
large so that the following conditions hold :
(i)
1
n
≤ s
(ii) C(E)
log n√
n
≤ s
4
(iii) ens/4 ≥ R(E)e
s
r(E)
(iv)
(
R(E)es
r(E)
)1/n
a
1/n
n
cap(E)
≤ es/2.
Then the polynomial
P˜n(z) = P˜n,s(z) := z
e−ns/2
cap(E)n
n∏
j=1
(z − zj)
satisfies
E ⊂ int(K(P˜n)) ⊂ Es,
where Es := E ∪ {z ∈ Ω : gΩ(z,∞) ≤ s}.
Remark. The only difference between the assumptions of Theorem 8.3 and those of
Theorem 4.12 is condition (iv), where δn(E) is replaced by a
1/n
n .
Proof. The proof is exactly the same as in Theorem 4.12 except that in inequality
(7), the use of Theorem 4.4 is replaced by the inequality
n∏
j=1
|z − zj | ≤
n∏
j=1
|zn+1 − zj | = an (z ∈ E),
which follows directly from the definition of Leja points.

We mention that using Leja points instead of Fekete points does not yield a
better rate of approximation in Theorem 1.5. The main improvement, however, is
that the polynomials P˜n can be computed numerically in a reasonable amount of
time, even for high values of n, thereby giving an efficient algorithm to approximate
a given shape by a polynomial Julia set.
More precisely, let E be a uniformly perfect compact set with connected com-
plement, and assume that 0 ∈ int(E). Take s > 0 small and n ∈ N large. The
algorithm consists of the following steps.
• Compute n Leja points for E using a sufficiently refined discretization of
the set.
• Compute the polynomial
P˜n(z) = z
e−ns/2
cap(E)n
n∏
j=1
(z − zj),
where cap(E) is approximated by the quantity a
1/n
n , in view of Lemma 8.2.
• Plot the filled Julia set of the polynomial P˜n.
The first two steps are easily carried out with matlab, for instance, even for
large values of n. As for plotting the filled Julia set, it can be done in the obvious
natural way, that is, dividing a square containing the set E into a sufficiently large
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number of small squares (the pixels), iterating the center of each pixel a fixed
number of times, and then coloring the pixel depending on whether the absolute
value of the last iterate is big or not. This works relatively well in general, at least
when n is not too large, say n ≤ 2000. We also tried a more precise method for
plotting Julia sets based on distance estimation (see e.g. [8]), but the difference in
quality of the images obtained was negligible compared to the longer time required
for the computations.
We also mention that another difficulty in the implementation of the algorithm
is to find how small s can be taken, given n. By Theorem 1.5, we know that the
ratio between the best possible s and log n/
√
n is bounded. However, we observed
that using s = log n/
√
n generally gives poor results compared to smaller values,
say s = 1/n.
We now present several numerical examples to illustrate the method. We thank
Siyuan Li, Xiao Li and Ryan Pachauri, three undergraduate students at the Uni-
versity of Washington who produced some of the examples as part of a research
project supervised by the second author for the Washington Experimental Mathe-
matics Lab (WXML).
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Example 8.1. The rabbit Julia set.
Our first example illustrates Theorem 7.1, which says that the Julia sets of the
approximating polynomials are Jordan curves if the original set E is connected.
Figure 3 is a representation of the filled Julia set of the polynomial
P˜n(z) = z
e−ns/2
cap(E)n
n∏
j=1
(z − zj),
with n = 700 and s = 1/700, as well as the original set E (boundary in black). The
Julia set was plotted using a resolution of 5000× 5000, and the computations took
approximately 120 seconds.
Figure 3. A filled Julia set in the shape of a rabbit.
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Example 8.2. The Batman Julia set.
Here is another example of a Jordan curve Julia set approximating a connected
shape.
Figure 4 is a representation of the filled Julia set of the polynomial P˜n with
n = 700 and s = 1/700, as well as the original set E (boundary in black). The
Julia set was plotted using a resolution of 6000× 6000, and the computations took
approximately 187 seconds.
Figure 4. A filled Julia set in the shape of Batman.
Example 8.3. The KLMY Julia set.
The following is an example of a disconnected Julia set representing the initials
KLMY.
Figure 5 is a representation of the filled Julia set of the polynomial P˜n with n =
2000 and s = 1/2000. The Julia set was plotted using a resolution of 5000× 5000,
and the computations took approximately 340 seconds.
Figure 5. A filled Julia set in the shape of the initials KLMY.
We note that the filled Julia set has infinitely many connected components,
although only four of them are visible. This is most likely due to a lack of precision
of the algorithm in matlab. In order to be able to see the smaller components,
one can instead use the software ultrafractal to plot the Julia set. This is what
we did in the following examples.
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Example 8.4. The fish-heart-diamond Julia set.
The following is an example of a disconnected Julia set representing the shapes
of a fish, a heart and a diamond.
Figure 6 is a representation of the filled Julia set of the polynomial P˜n with
n = 550 and s = 1/550, obtained with ultrafractal.
Figure 6. A filled Julia set in the shape of a fish, a heart and a diamond.
Figure 7 is a zoomed portion of the boundary of the fish where one can see small
distorted copies of the heart and the diamond.
Figure 7. Zoomed portion of the boundary.
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