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Introduction
A distraction-free service requires a cross-layer design (combining application layer and network layer) from underlying network protocols to a human-computer interface. This paper focuses on the QoS routing on the network layer. In a pervasive environment, a user may be moving from one location to another (e.g. from office to home). Accordingly, the service provider may be changed based on user's locations. One fundamental issue in offering a distraction-free service is to automatically provide QoS-assured routing between a user and a service provider.
Pervasive computing provides an off-desktop computing paradigm, which allows users to access information and services anywhere and anytime. Accordingly, pervasive computing is featured with user mobility, which causes a dynamically changing contextual environment. One challenging issue in the pervasive computing is to provide users with a distraction-free service, which can be adaptive to different contextual situations. For example, when a user is moving around different locations, a user may be leaving the coverage of a service scope. The system must automatically switch between different service providers, and accordingly provide QoS-assured routes to transfer services to users [22] . When a service reaches a user, the service needs to be delivered to the user through an appropriate interaction modality. For example, when a user is walking, the service may be presented through a speech-based interaction.
In this paper, we study a practical multi-constrained QoS routing problem, named OMCP. We present an exact algorithm for the OMCP problem. The simulation results show that the exact algorithm performs well in terms of both path quality and running times practically. The paper is organized as the following. Section 2 defines the OMCP problem, which is followed by the solution to OMCP in Section 3. Time complexity analysis is given in Section 4. Section 5 presents numerical results and Section 6 discusses related work. The paper is concluded by Section 7.
The multi-constrained Qos routing problem
A fundamental problem in Quality-of-Service (QoS) routing is the multi-constrained path problem (MCP) where one seeks a path connecting a source node to a destination node that satisfies multiple QoS constraints, such as cost, delay, and reliability [1, 6, 10, 15] . Commonly, the network is modeled by a directed graph where the n vertices represent computers or routers and the m edges represent links. To model multiple QoS parameters, each edge is associated with K edge weights, representing cost, delay, and reliability, etc., of the edge. Correspondingly, each path has multiple path weights associated with it, representing cost, delay, and reliability, etc., of the path. If an edge weight represents cost or Multi-Constrained QoS Routing for Distraction-free Service in Pervasive Environment Weiyi Zhang, Jun Kong delay of the edge, then the corresponding path weight is the sum of the weights associated with the edges on the path. For this reason, QoS parameters such as cost and delay are called additive parameters. If an edge weight represents the reliability of the edge, then the corresponding path weight is the product of the weights associated with the edges on the path. Since the logarithm of the product of N positive numbers is the sum of the logarithms of the N positive numbers, QoS parameters such as reliability are also known as additive parameters. Another kind of QoS parameters (such as bandwidth) is known as bottleneck parameters where the corresponding weight of a path is the smallest of the weights of the edges on the path [15] . Problems involving bottleneck constraints can be easily solved by considering subgraphs with only those edges whose weights are greater than or equal to a particular chosen value. Therefore we restrict our attention to additive parameters only. Although QoS routing has become an active area in recent years, little work has been done on performance-guaranteed multi-constrained QoS routing in a pervasive computing environment. In this work, we will investigate multi-constrained QoS routing problem in a pervasive environment with K ≥ 2 additive QoS parameters.
The multi-constrained path problem
The Multi-Constrained Path (MCP) problem can be described in many ways. We choose to use the following one which is easy to understand. [11] , even for the case of K = 2.
In many cases, there may be multiple different paths in the network that satisfy the constraints, and any of which is a solution to the MCP problem. When this happens, some optimization criteria need to be used in order to select a path from the set of feasible paths. For many applications in a pervasive environment, multiple QoS requirements need to be satisfied, and often it is hard to say which QoS constraint is more important than another. For example, in a battlefield, information needs to be delivered within a delay bound and reliably. In this case, both delay and reliability requirements are important and must be satisfied. For this kind of OMCP problem, we may consider multiple constraints equally important. This introduces a set of research problems -the Optimization MCP (OMCP) problem, which is also NP-hard [6] and has drawn extensive attentions. A bulk of the solutions has been proposed for this problem, most are heuristics algorithms, such as TAMCRA [8, 9] . We define the OMCP problem as the following. 
A QoS-assured routing algorithm
Before we give a detailed description of our algorithm, we need to introduce a new definition first. A sample network is shown in Fig. 1(a) . In Fig. 1(b) , path (s, a, c) has path weights [2, 2] , while path (s, b, c) has path weights [4, 4] . Therefore, we know that an optimal solution from s to t will not contain the subpath (s, b, c). The reason is in that if we assume that an optimal path p uses (s, b, c) as a subpath, then we can get a better solution by replacing (s, b, c) with (s, a, c), which will contradict with the assumption that p is an optimal path. By introducing the concept of dominated path, we can reduce the paths which will not lead to the optimal solution, and improve the efficiency.
In Algorithm 1, every node v could store multiple paths from the source node to it as long as these paths do not dominate each other. For any node u, we use pathid [u] to denote the current number of paths stored at node u. Meanwhile, we use u[i], (i≤pathid[u]), to represent the ith path stored at node u. Q is a priority queue structure used to store the candidate nodes which can be chosen for the next hop. In this research, we use Fibonacci heap to implement such a structure. Each element in Q is a 5-tuple (l, v, j, u, i), where l is the path length, v is the current node, j is the current path index, u is the parent node, and i is the index of the path stored in the parent node. We use l [v] to represent the length of the computed s-v path because there is at most one path on every node. While in Algorithm 1, we use l [v[j] ] to represent the length of the j th path on node v because there could be multiple paths stored at node v. The main algorithm starts from line 10. Provided that DONE is not 1, the Extract-MIN function [4] in line 12 selects the path with the minimum path length in the queue Q, and returns the path as u [i] , which is the ith path stored on node u. Note that the node and index information will be used for constructing the entire path.
If the node u equals the destination node t (line 13 to line 15), the optimal path for the OMCP problem is found. Thus we set DONE to 1. Using the predecessor list π and the path index information, we can reconstruct the path using backtracking from the destination node and return the path. If u≠t, the scanning procedure is initiated in line 16. Line 16 describes how the ith path on u is extended to its neighboring node v, except the source node s and node u's parent node on the ith path. [4] in line 7. On the contrary, if the new extended path is dominated by one existing path v[j] (line 10), the value of variable dominated is updated to 1. If the new extended path and the stored paths do not dominate each other, the queue Q will be updated in line 15-21. In line 16, the number of the stored paths at node v will be increased by 1 because the new extended path will be stored. Between line 17 and line 19, we set the path weights, path length, and the Fig. 2(a) . After the initialization (line 2-8 in Algorithm 1), source node s has the first path, s [1] , with path weights [0,0]. Also, the path is inserted into Q. In line 12, path s [1] will be extracted from the queue. Since the node is s, not the destination node t, we need to check all the neighboring nodes in the FOR-loop starting from line 16. First we check the adjacent node z by calling Algorithm 2. Since there is no path stored at node z so far, the FOR-loop from line 2 to line 14 of Algorithm 2 will be skipped. Because the check condition is true in line 15 (Algorithm 2), from line 16 to line 19 (Algorithm 2), a new subpath from s to z is stored at node z. Node z now has a path (s,z) with path weights [2, 2] . Moreover, in line 20 (Algorithm 2), a new element (2, z, 1, s, 1) will be inserted into Q, which means that the first path at node z, with path length 2, is inserted into Q. The path is extended from the 1st path at node s. Similarly, node b and x both will store new subpaths from the source node with path weights [4, 4] and [3, 1] , respectively. Meanwhile, two new elements (4, b, 1,  s, 1) and (3, x, 1, s, 1) are inserted into the queue Q. The result is shown in Fig. 2(b) .
Since DONE is still 0, the check condition in line 11 in Algorithm 1 is not true. Then the current minimum path z [1] is extracted (line 12 of Algorithm 1). Again, we will try to extend the subpath (s, z) to the destination node t. Node z only has two adjacent nodes s and b. Node s, as the source node, will be skipped by the check condition in line 17. Next we call the subroutine Relaxation to extend the path (s, z) to node b. With the condition check at line 10 (Algorithm 2), the new subpath (s, z, b) is found to be dominated by the stored path (s, b) . Therefore, the Relaxation function will return without inserting any new element into Q. Since DONE is 0, in line 12 of Algorithm 1, the next minimum path x[1] will be extracted, which is the first path stored at node x. Node x also has two adjacent nodes s and b. Similarly, node s will be skipped. Then we will check the extended path (s, x, b), whose path weights are [4, 2] , by Algorithm 2. The check condition at line 3 of Algorithm 2 is true. The new extended path (s, x, b) dominates the path (s, b) which has been stored at node b. Then the operations from line 4 to line 8 (Algorithm 2) will be invoked. The previous element (4, b, 1, s, 1) is replaced by the element (4, b, 2, x, 1) in Q, which now is the only element in Q. Current case is shown in Fig. 3(a) .
In the next round, the minimum subpath b [1] will be extracted to extend. Node b has 5 adjacent nodes. Firstly, node s and x will be skipped as the source node and the parent node. Secondly, for node z, the new extended path (s, b, z) will be dominated by an existing path (s, z), and will not be stored at node z and be inserted into Q. Fig.4(a) . In the next round, the minimum path t [2] will be extracted. Since the destination node t is extracted from Q, DONE is set to 1, and the algorithm stops and returns an optimal path (s, x, b, a, t) , which is shown by the arrowed red lines in Fig. 4(b) .
Time complexity
The Initialization phase has polynomial-time complexity. The FOR-loop from line 2 to line 4 takes O(n) times, where n is the number of nodes. The initialization of source node s takes O(K) time, which is considered as a constant in this work. The INSERT operation in line 8 takes O(1) time [4] . Therefore, the running time of the initialization is O(n).
In the rest of the chapter, we use q max to denote the maximum number of paths stored at a node in the network. We can see that Algorithm 1 will stop when node t is extracted from the queue Q. In Q, it can never contain more than n·q max elements. When using Fibonacci heap to implement the queue, selecting the minimum element from the n·q max elements takes at most O(log(n·q max )) [4] . Meanwhile, we know that every node can be selected at most q max times from the queue, the Extract-MIN operation in line 12, totally, takes O(n · q max · log(n · q max )). Returning a path in line 14 takes at most O(n) time. For each edge in the network, it can invoke the FOR-loop from line 16 to line 22 at most O(q max ) times from both end nodes. Therefore, the FOR-loop will be operated at most O(m· q max ) times.
In the subroutine Relaxation, line 1 takes O(1) time. For the FOR-loop starting from line 2, since we consider K as a constant, all the calculations inside the loop take constant time, including DECREASE-KEY [4] . As there are at most q max paths stored at a node, the total time complexity of the FOR-loop is O(q max ). Meanwhile, the calculations from line 15 to line 21 take constant time, including INSERT [4] . Thus, the total running time of the subroutine Relaxation is O(q max ).
As we know that the subroutine Relaxation will be executed at most O(m·q max ) times within the FOR-loop starting from line 20 in Algorithm 1. Thus the total running time for the FOR-loop (line [16] [17] [18] [19] [20] [21] [22] is O(m· (q max )
2 ). Therefore, the total time complexity of the WHILE-loop (line [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] Journal
However, it can be observed from the following simulation results that the value of q max is small even for some large random network topologies, which helps us to claim that Algorithm Greedy-OMCP can perform well in practice.
Numerical results
In this section, we use the extensive numerical results to show the performance of Algorithm Greedy-OMCP. The Greedy-OMCP algorithm is denoted by G-OMCP, and is compared with the Kapproximation algorithm [19] , (denoted by Greedy), and FPTAS OMCP [18] (denoted by OMCP).
In the first group of results, we show the performances of the algorithms on well-know network topologies (ArpaNet, NSFNET, and ItalianNet). Here we present the results for ItalianNet because the results are similar. We use ∈ =0.1 for the polynomial time approximation scheme OMCP [18] .
We observed that for all test cases, Greedy-OMCP always provides the best results among all algorithms, even better than the FPTAS OMCP. In Fig. 5 , among the 100 connections, in 25% to 33% of the test cases (29% for the infeasible constraint, 33% for the tight constraint, and 25% for the loose constraint), the path computed by OMCP is better than the path computed by Greedy, in 25% to 34% of the test cases(29% for the infeasible constraint, 34% for the tight constraint, and 25% for the loose constraint), the path computed by G-OMCP is better than the path computed by Greedy. The paths computed by Greedy are always outperformed by the paths computed by both OMCP and G-OMCP.
In Fig. 6 , we show the qualitative comparison of the performances of G-OMCP and Greedy. Because OMCP is a theoretically proved scheme, we still use the length of the path found by OMCP as the standard for normalization. For any path p, its relative error is calculated as , where pOMCP is the path found by OMCP for the source destination pair. For each of these two algorithms, its relative error is the average of relative errors of all 100 paths computed by the algorithm.
In Fig. 6 , we can see that G-OMCP has noticeably lower relative errors than Greedy for all scenarios. For example, for the tight constraint, Greedy computed paths that are 4.3% worse than the paths computed by OMCP, while the paths computed by G-OMCP is even better than those computed by OMCP.
Next, we compare the running times between the OMCP, G-OMCP and Greedy in Fig. 7 . As we observed, the running time of G-OMCP is much shorter than the running time of OMCP, while the two algorithms computed paths with comparable lengths. The running times of Greedy and G-OMCP are comparable. For example, for the loose constraint, the average running time of Greedy is about 2 msecs, while the average running time of G-OMCP is around 11 msecs. But we can observe that G-OMCP provides noticeable better path performances than Greedy does.
Next, we use some large random topologies to evaluate the algorithms. Similarly, we used the network topology with 100 nodes with 390 edges generated by BRITE to verify the path performances of the algorithms. We observe, from Fig. 8 , similar performances as in the case of ItalianNet. G-OMCP outperformed Greedy in 21% (infeasible constraint), 19% (tight constraint), 20% (loose constraint) of the test cases. We also observe from Fig. 9 that G-OMCP again outperformed Greedy in qualitative comparisons. Again, G-OMCP has similar performance as OMCP, but has a noticeable less running time in Fig. 10 . Another very important metric is the maximum number of paths stored on a node, q max . In the analysis of the running time, we know that q max could be exponential. However, we observed from the results, which are shown in Fig. 11 , that the value of q max is not large in practice. For example, for the ItalianNet, the maximum number of stored paths is 18 (infeasible constraint), 18 (tight constraint), and 20 (loose constraint). Meanwhile, even for the large random network, the maximum number of stored paths is no more than 23, (21 for the infeasible constraint, 23 for the tight constraint, 22 for the loose constraint). It worth noting that based on the observation from the simulation results, we can modify the Algorithm Greedy-OMCP to a polynomial-time algorithm by limiting the maximum number of paths which can be stored at a node. For example, based on the simulation results, we can expect to get an optimal solution or provide a very good solution in practice by setting q max = 30, which means that there are at most 30 paths can be stored at a node.
The next result is the running time comparison between the two algorithms for DMCP problem in the ItalianNet. In Fig. 12 , as we expected, the running time of F-DMCP is longer than the time of Random algorithm. For example, when W = 40, the running times of Random are around 0.0025 seconds averagely, F-DMCP takes 0.3845 seconds. Although the running time of F-DMCP is longer, the time is still in the reasonable range. And the algorithm runs fast in practice. Another observation is that the running time of F-DMCP increases with the larger weight constraint. The reason is in that as the weight constraint is larger, the solution space will become larger as well. Therefore, we could store more paths in the queue Q, and consequently execute more necessary checks in the algorithm.
Related work
Our work is related to the dynamic resource allocation in a pervasive environment. In order to provide a distraction-free service, a pervasive computing system needs to allocate resources dynamically based on resource variability. It is a challenging issue to select a set of applications to reach the maximum benefit [14, 17] and satisfy system and network constraints. Most researchers have considered the resource allocation and system reconfiguration at the application layer [2, 3, 12] . In order to achieve a global optimization, Zhang et al. [22] study the resource allocation at the application level and QoS routing at the network level together.
Another related research topic is the MCP problem, which is NP-complete [15] . Due to its increasing important applications, this problem has been studied by many researchers.
Along the line of provably good algorithms, Warburton in [16] first developed a fully polynomial time approximation scheme (FPTAS) [4] for the Delay Constrained Least Cost problem (DCLC) on an acyclic graph. Lorenz and Raz in [9] presented a fast FPTAS with a time complexity of O(mn(loglogn+ 1/ε)). In a recent paper [20] , Xue et al. improved the result of [9] with a time complexity of O(mn(logloglogn+1/ε)). The algorithm of Xue et al. [20] is the fastest known approximation scheme for the DCLC problem on general graphs.
Chen and Nahrstedt [1] studied the decision version of the DCLC problem and proposed a polynomial time heuristic algorithm based on scaling and rounding of the delay parameter [5, 13] so that the delay parameter of each edge is approximated by a bounded integer. Yuan [21] studied the decision version of the multi-constrained path problem, and presented a limited granularity heuristic and a limited path heuristic for this problem. The limited granularity heuristic can be viewed as a generalization of the heuristic of Chen and Nahrstedt [1] for the case with two additive constraints to the case with K additive constraints, and has a time complexity of O(mn(n/ε) K-1 ). In [20] , Xue et al. studied the general DMCP problem and presented an O(m(n/ε) K-1 ) time algorithm which either finds a feasible solution or confirms that there does not exist a source-destination path whose first path weight is bounded by the first constraint and whose every other path weight is bounded by (1-ε) times the corresponding constraint. The algorithm of Xue et al. [20] improves that of Chen and Nahrstedt [1] and that of Yuan [21] , and is the fastest known algorithm along this direction. In [18] , Xue et al. studied OMCP, an optimization version of the multi-constrained path problem, and presented a simple Kapproximation algorithm based on the computation of a shortest path with respect to a single auxiliary edge weight function.
Along the line of heuristic algorithms that perform well in practice but lack of proved theoretical performance guarantee, there is a very long list of publications. Korkmaz and Krunz [7] proposed RANDOM (a randomized heuristic) for the DMCP problem, which uses a simple necessary condition to reduce search space.
Conclusion
In a pervasive environment, user mobility causes a dynamic change on interaction context. In order to provide a distraction-free service, which hides the fact of user mobility, one fundamental issue is to provide a QoS routing between a moving user and a service provider. This paper provides an exact algorithm for the routing issue. Simulation results prove the performance of our approach. In the future, we will combine the routing algorithm with the adaption at the application layer to provide a distraction-free service in a pervasive environment.
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