nvironmental justice is the principle that all people, regardless of race or socioeconomic status, are entitled to equal protection under environmental laws and to participate in environmental decision making in their community (Bullard 1996; EPA 2003) . A fundamental question in environmental justice research concerns environmental equity-whether the spatial distribution of environmental risk is indeed equitable among different racial and socioeconomic groups. There have been many studies that have found statistical evidence both for and against environmental equity (Bullard 1983; UCC 1987; Mohai and Bryant 1992; Anderton et al. 1994; Bowen et al. 1995; Atlas 2002) . The majority of these studies have focused on the locations of hazardous facilities as a proxy for environmental risk. The operative question for these studies is: Is there evidence of racial inequity in the distribution of hazardous facilities, and, if so, are there other nonracial factors that may statistically explain the variation in hazardous facility location?
Many environmental equity studies employ some form of multivariate statistical analysis to disentangle the interrelationships among variables that may predict hazardous facility location (e.g., Ringquist 1997; Hird and Reese 1998; Sadd et al. 1999a) . Multivariate statistical models of spatial data may exhibit spatial nonstationarity-the relationships among the independent and dependent variables vary over space . While the presence of spatial nonstationarity in multivariate regression can, in one sense, be considered a methodological problem to be overcome, investigating spatial nonstationarity can also be a useful avenue of analysis in itself. This research investigates spatial nonstationarity in multivariate models of environmental equity using geographically weighted regression (GWR; Brunsdon, Fotheringham, and Charlton 1996) in combination with more conventional univariate and multivariate techniques. Whereas conventional multivariate regression produces a global predictive model, GWR expresses the spatial variation in model parameter estimates.
To demonstrate the application of GWR to environmental equity analysis, we investigate the spatial distribution of air toxic release facilities in New Jersey listed in the U.S. Environmental Protection Agency's (EPA) Toxic Release Inventory (TRI) (Figure 1) . We model the association between the concentration of TRI facilities and socioeconomic status using U.S. Bureau of the Census tract-level data. We focus on New Jersey because of its relatively high number of TRI facilities and minority population. New Jersey also contains large industrial, urban, and rural areas that make it ideal for investigating the role of urban concentration and industrial land use in the context of environmental equity. In addition, this statewide analysis complements the many environmental equity studies of TRI data that have focused on either a national (Ringquist 1997; Daniels and Friedman 1999) or local, metropolitan-area (Burke 1993; Sadd et al. 1999a ) scope.
Our specific objectives are twofold. First, we aim to advance statistical methodology in the analysis of environmental equity. Because spatial data analysis often differs from the statistical analysis of nonspatial data, issues of methodology have been a primary concern (and critique) of environmental justice research (Zimmerman 1994; Cutter, Holm, and Clark 1996; McMaster, Leitner, and Sheppard 1997; Bowen and Wells 2002) . Improving the statistical assessment of environmental equity demands analytical techniques adapted for spatial data, such as GWR. Our second objective is to contribute to a substantive understanding of the various socioeconomic factors that are associated with hazardous facility location in New Jersey. We are particularly interested in the role of urban concentration and land use in mediating the relationship between race and ethnicity with TRI facility location, as well as how the role of these mediating factors might vary over space.
Environmental Equity, the TRI, and Spatial Nonstationarity
There have been a number of U.S. national-level environmental equity studies focusing on TRI data. Perlin et al. (1995) used bivariate analyses of countylevel socioeconomic data in finding that TRI releases were positively associated with the presence of minorities. In a multivariate, regression-based analysis estimating the presence, number, and release amount of TRI facilities in residential ZIP codes, Ringquist (1997) found minorities to be associated with greater environmental risk even when the influence of other factors indicating employment and class is removed. Daniels and Friedman (1999) used county-level, socioeconomic data in a multivariate regression model to predict pounds of toxic release per square mile. They found that counties with a high percentage of African Americans are associated with higher concentrations of toxic releases, although this relationship is mediated to a large degree by factors of urban concentration and industrial location.
Other regional environmental equity studies of TRI data have focused on urban areas. In a tract-level study of Los Angeles, Burke (1993) found that the number of TRI facilities is positively associated with percent minority and negatively associated with income and population density. In another study focusing on southern California, Sadd et al. (1999a) used a combination of logit and tobit regression analyses at the tract level to predict the presence and toxicity ranking of TRI facilities. They found that industrial land use, employment in manufacturing, and population density are most important in predicting the presence of TRI facilities. However, when areas proximate to TRI-hosting tracts and rankings of toxicity are considered, percent minority emerges as a significant variable, even when the influence of these other variables is accounted for. In a study of Santa Clara, California, Szasz and Meuser (2000) found that environmental inequity in TRI facility location resulted from nonracially motivated processes of economic development as well as differences in education and employment among racial groups.
A handful of spatially nested environmental equity studies have placed a local analysis of TRI data within the context of a more regional analysis. Bowen et al. (1995) used multivariate statistics to examine a series of explanatory variables predicting various TRI-based toxicity indices for both the county level in Ohio and the tract level in Cuyahoga County, Ohio, which includes the city of Cleveland. They found that at the county level, high percent minority is associated with high environmental risk, even when the influence of other variables indicating class has been removed. At the tract level, however, the relationship of race to environmental risk actually reverses when the influence of the other variables is accounted for. Mennis (2002a, b) performed a nested study that used multivariate regression to predict distance to TRI facilities in the Philadelphia area and Pennsylvania as a whole. He found much stronger evidence of environmental inequity in the Philadelphia area as compared to the entire state.
The above research, as a whole, suggests that, whatever the mediating role of class and other factors may be, there is racial inequity in the distribution and toxic release amounts of TRI facilities, both nationally and in select urban areas. Unfortunately, a universal and recognizable pattern of the interaction of race with other explanatory factors of toxic releases remains elusive. Perhaps the most important conclusion that may be drawn from these studies is that the relationships among race, class, employment, and land use with regard to environmental risk vary from place to place; that is, there is spatial nonstationarity.
There are a number of potential causes of spatial nonstationarity in the context of environmental equity analyses. One cause may be a misspecification of the model in the form of missing variables. For example, local urban, suburban, or rural character may mediate the relationships among race, class, and hazardous facility location. Or such relationships may be influenced by access to natural resources demanded by certain polluting industries. While researchers have attempted to account for such local character by incorporating dummy variables to represent individual subregions (e.g., Hird and Reese 1998) , this approach is relatively coarse and cannot capture complex spatial variation. In addition, adding dummy variables assumes the researcher has a priori knowledge of all relevant geographic characteristics, which is unlikely. An alternative interpretation of spatial nonstationarity is that it does not represent a misspecification of a global multivariate regression model, but is rather a reflection of what is unique about individual places (Fotheringham and Brunsdon 1999) . For example, local political and economic environments may produce relationships among environmental risk and indicators of socioeconomic status that are unique to a particular community.
Data and Preprocessing
The TRI data were acquired from the EPA. The TRI database is self-reported and provides the identity, location, and release amounts for facilities that treat or release any of approximately 650 toxic chemicals into the environment. We used the TRI database for 2000 and selected only those facilities with greater than zero pounds of air toxic releases, for which there are 483 facilities ( Figure 1 ). We also extracted a subset of these TRI facilities that the EPA has recorded as releasing ''persistent bioaccumulative toxins'' (PBTs), chemicals that the EPA has recognized to be particularly dangerous because of their propensity to remain in the environment over long periods of time and accumulate in body tissue, including dioxin, lead, and mercury compounds (EPA 2004) . There are sixty-two PBT facilities (Figure 1 ). Hereafter, we refer to these two groups of facilities as TRI and PBT facilities, respectively. We collected data on TRI and those TRI facilities classified as PBT facilities to distinguish between different levels of environmental hazard, assuming that PBT facilities carry greater potential hazards than other TRI facilities.
We considered a number of approaches for representing the environmental hazard associated with the TRI and PBT facilities for each tract. The vast majority of environmental justice research has simply calculated a binary variable indicating whether a tract hosts, or is within a certain distance of, a hazardous facility (Anderton et al. 1994 , Sadd et al. 1999a . A number of environmental equity studies have sought to improve on the quantification of environmental hazard by numerical modeling of chemical dispersion (Chakraborty and Armstrong 1997) , modeling the distribution of air pollution from monitoring station data (Jerrett et al. 2001) , or calculating the pounds of chemical release per unit area of the host spatial unit (Daniels and Friedman 1999) . Unfortunately, numerical modeling of chemical dispersion is not scalable to large numbers of facilities, and air pollution monitoring station data is not available over large areas at a high enough sampling density for accurate modeling. Calculating the pounds of release per unit area is a promising approach, but it is still a relatively coarse indicator of toxicity that is subject to the arbitrary area of the host spatial unit and does not account for the impact of chemical dispersion across spatial unit boundaries.
We chose to model hazards from air toxic releases by calculating the density of TRI and PBT facilities within each tract. Our approach to calculating facility density is similar to that described by Mennis (2002b) , Bolin et al. (2002) , and Downey (2003) . It captures the clustering of hazardous facilities and accounts for the fact that facilities may lie near the borders of tracts. By analyzing all TRI facilities with air toxic releases as well as only those TRI facilities classified as PBT facilities, we are able to differentiate categorically between different levels of hazard-tracts having high densities of PBT facilities being particularly hazardous. While we acknowledge that the density of facilities is not a direct indicator of environmental hazard, it does capture the relative concentration of hazardous facilities. And as Sadd et al. (1999b) point out, simple proximity to a hazardous facility can have negative effects on the perception of environmental quality in a neighborhood.
The TRI and PBT facility data were aggregated to the tract level by calculating the density of facilities within each tract using the following technique. First, an empty 30-m resolution grid was overlaid with the facility location data. Second, the number of TRI (or PBT) facilities within a 1 km search radius of the center of each grid cell was calculated. Third, the number of facilities found within 1 km of a given grid cell was divided by the area of search to derive a facility density value for that grid cell. This simple density technique is a common approach to modeling point density (Bailey and Gatrell 1995) . The tract map was then overlaid on top of the grid of facility density, and the mean facility density value of all the grid cells falling within each tract was calculated and assigned as an attribute of that tract.
We selected a set of tract-level, socioeconomic variables from the 2000 U.S. Census that have been shown to be significant in previous environmental equity research ( Figure 2 ). Concerning race and ethnicity, we focused on the percentage of persons who self-identified as black or Hispanic (note that Hispanic can be of any race) because these are the largest minority groups in New Jersey. We also calculated the percentage of people living below the poverty line and the percentage of people over sixteen years of age employed in manufacturing, as these variables have been shown to have significant relationships with hazardous facility location (Anderton et al. 1994) . Population density (total population divided by the area of the tract, in persons/km 2 ) is used as a proxy for urban concentration, which has been demonstrated to be significantly related to TRI facility location (Daniels and Friedman 1999) . Educational attainment (percentage of persons over the age of twenty-five with a high school diploma) was also considered but was ultimately discarded because of its high correlation with poverty rate. There are 1,944 tracts in New Jersey. This analysis focused on the 1,933 tracts in New Jersey that contained people in 2000 and for which data on all the socioeconomic variables listed above were available. Of these, 883 had TRI facility density values greater than zero.
A number of studies have found industrial land use to be significantly related to TRI facility location (Boer et al. 1997; Sadd et al. 1999a) . As a proxy for industrial land use, we extracted land classified as industrial, commercial, or transportation (one class) for New Jersey from the U.S. Geological Survey's (USGS) National Land Cover Data (NLCD) program. These 30-m resolution raster data were created using 1990s Landsat Thematic Mapper (TM) satellite imagery. While it would have been beneficial to have industrial land use as a category separate from commercial and transportation land uses, the NLCD data do not differentiate among these three classes, ostensibly because they were indistinguishable within the source imagery. We calculated the percent industrial, commercial, and transportation land use within each tract. For simplicity, we refer to this variable as simply ''percent industrial.''
Methods
As a first step in the analysis, we simply review choropleth maps of all variables. We then derive the correlation between TRI and PBT density and each of the explanatory variables. Kendall's tau-b correlation is used because of the nonnormal distribution of many of the variables. Conventional multivariate regression is then employed to estimate TRI and PBT density using combinations of the other variables. In order to improve the goodness of fit of the models and better approach a normal distribution of the residuals, population density and each of the facility density variables were transformed prior to the regression by taking the natural log and square root, respectively. Note that percent Hispanic has Pearson correlations of between 0.5-0.6 with both population density (natural log) and poverty rate. These correlations are not high enough to prohibit entry of all three variables into a single regression, but are worth noting as an aid to statistical interpretation.
Following the conventional multivariate regression, GWR and choropleth mapping were used to explore spatial nonstationarity. It is useful to point out briefly the differences between spatial autocorrelation and spatial nonstationarity. Spatial autocorrelation, also referred to as spatial dependency, occurs when the distribution of the values of georeferenced observations is not spatially random; rather, observations located near one another tend to have similar (or particularly dissimilar) values. Spatial autocorrelation can be measured for a single spatially distributed variable, for instance, using the well- known Moran's I and Geary's c statistics (Cliff and Ord 1973) . Spatial nonstationarity, on the other hand, occurs when the measurement of the spatial relationship among variables differs depending on where the measurement is taken (Fotheringham, Brunsdon, and Charlton 2002) . GWR can be considered an exploratory statistical technique that allows a researcher to investigate the nature of spatial nonstationarity. There are other methods besides GWR for investigating spatial nonstationarity, including multilevel modeling (Jones 1991) and the expansion method (Casetti 1972 (Casetti , 1997 . Multilevel models are defined by discrete hierarchies that attempt to account for effects at the level of both the individual and the place within which that individual resides. However, the hierarchies used in multilevel models tend to ignore the continuity of space, and it must be assumed that the spatial hierarchy captures the spatial process being modeled. The spatial expansion method allows model parameters to be defined by secondary equations that can represent spatial variation, but is limited to the representation of broad spatial trends (Fotheringham, Brunsdon, and Charlton 2000) .
GWR builds on the expansion method to account for more complex local variation in model parameter estimates. Consider the conventional regression equation
Geographically weighted regression modifies this equation so that there is an individual parameter estimate for each observation's location. The equation may thus be rewritten as
where (u i , v i ) represents the coordinate location of observation i Fotheringham, Brunsdon, and Charlton 1998; Fotheringham, Brunsdon, and Charlton 2002) . Calibration of GWR takes place by weighting all observations according to a distance decay function away from observation i. Whereas conventional regression generates a single equation to represent global relationships among variables, GWR calibrates the regression equation differently for each observation based on a unique weighting of all observations. Note that for areal data, as is used in the present analysis, each observation's location in the GWR is represented by the coordinates of its centroid. We used the GWR 2.2 software package for GWR analysis. GWR 2.2 provides a variety of options for choosing the weighting function that determines the weight w ij of an observation j for the GWR calibration centered on observation i. A Gaussian function may be used to calculate w ij as a continuous function of distance such that
where d ij is the distance between observations i and j and b is the bandwidth. Note that at distances greater than the bandwidth, the weight of observation j rapidly approaches zero. Thus, the bandwidth can be considered the sphere of influence around observation i. The bandwidth may be chosen by the user or determined by selecting the bandwidth that minimizes a cross-validation (CV) score given by
where n is the number of observations and ðy i Àŷ i Þ is the difference between the observed and estimated values for observation i (Charlton, Fotheringham, and Brunsdon n.d.). The Golden Section search technique (Greig 1980 ) is used to minimize CV. GWR results can vary greatly with different bandwidth settings. One could posit that there is an optimal bandwidth that reflects the 'true' sphere of influence surrounding each observation. However, the idea of an optimal bandwidth is perhaps misleading. GWR is an exploratory technique, and investigating the range of GWR results under different bandwidth settings may reveal interesting patterns that may be missed were one to focus exclusively on a single bandwidth. We experimented with a number of different GWR bandwidth settings in this research. However, in the interests of bounding this research and generating a manageable volume of results, we used this experimentation to identify a single bandwidth on which to focus our interpretations, which we describe in detail in the following section.
We would like to emphasize that both conventional multivariate regression and GWR are not used in this research to infer causality in the distribution of TRI facilities, but rather to explore the relationship between TRI facility location and race and ethnicity, while accounting for the confounding effects of other related socioeconomic and land-use characteristics. As Jerrett et al. (2001) note, the use of regression in environmental equity analysis does not necessarily imply the suggestion that minorities, poverty, or other socioeconomic characteristics cause the presence of TRI facilities. The distribution of TRI facilities may result from a number of interrelated factors, such as the availability of inexpensive and appropriately zoned land, access to transportation corridors, and the political empowerment of neighborhood residents, in addition to outright racism on the part of hazardous facility developers or environmental policy makers (Szasz and Meuser 1997; Helfand and Peyton 1999) . Environmental inequity may be caused by the intersection of hazardous facility siting decisions with the residential choices made by members of various racial and ethnic groups, which may in turn be influenced by land prices and the availability of certain types of employment (Anderton et al. 1994; Been 1994) . A number of authors have also argued that the causes of environmental inequity are rooted in the complex histories of regional industrial development, urban development, and race relations (Gelobter 1994; Pulido 2000; Szasz and Meuser 2000; Cutter, Hodgson, and Dow 2001) . However, this historical perspective does not preclude the value of quantitative analyses that seek to describe the association of environmental hazards with socioeconomic and related factors as a means of investigating the presence, degree, and nature of environmental inequity, as is the case in the present research.
Results
Mapping Analysis, Univariate Analysis, and Conventional Multivariate Regression A review of the maps presented in Figure 2 clearly shows spatial relationships among many of the variables. The highest values of percent black and percent Hispanic are generally found where population density is high, in major cities such as Camden, Trenton, and Newark, although concentrations of blacks and Hispanics also occur in areas of lower population density in central and southern New Jersey. Industrial, commercial, and transportation land uses are primarily concentrated in the northeastern part of the state surrounding the satellite cities of New York, as well as in the southwestern part of the state along the Delaware River, which forms the western state border. High degrees of poverty are also concentrated in the cities, although there are some higher poverty rates in the central and southern parts of the state broadly coincident with higher percent black and Hispanic values. High percent manufacturing employment is concentrated in the very southern end of the state and dispersed across northern New Jersey. Table 1 reports the results of the Kendall tau-b correlation for each of the explanatory variables with TRI and PBT density. All explanatory variables have a significant and positive relationship with each facility density variable, with the exception of population density with PBT density. Percent industrial stands out as being highly correlated with both TRI and PBT density, as does percent Hispanic and percent manufacturing employment to a lesser degree.
For the conventional regressions of each of the facility density variables, we first looked at each ethnicity variable in combination with population density and percent industrial to control for urban concentration and industrial land use. We then added in percent living in poverty and percent manufacturing employment to control for economic factors. This procedure was done for each ethnicity variable separately because we did not want the variation in one ethnic variable to obscure a significant relationship evident in the other. Table 2 shows the results for the regression of TRI density. Higher densities of TRI facilities are associated primarily with industrial land cover, and to a lesser degree with higher population density and rates of manufacturing employment. Percent black and percent living in poverty are not significant, indicating that the relationships of these two variables with TRI density that are evident in Table 1 are explained by other explanatory variables. Percent Hispanic is significant, although its contribution is marginal when all other explanatory variables are included.
The results for the regression of PBT density are reported in Table 3 . Goodness-of-fit values are quite low as compared to the models of TRI density. Percent industrial explains the greatest amount of variation in PBT density. Percent Hispanic retains a positively significant relationship with PBT density even after the influence of the other explanatory variables is accounted for. Note that population density flips sign to become significantly negative in Models 3 and 4, most likely due to collinearity with percent Hispanic.
Geographically Weighted Regression
We experimented with both CV-and user-defined bandwidth settings. Bandwidths derived from crossvalidation typically converged on a bandwidth of less than 5 km. This small bandwidth is most likely an indication of the high spatial variability in the relationships among the independent variables with the facility density variables, particularly in urban areas where the tracts tend to be relatively small. However, a handful of the rural tracts have diameters over 10 km, making the use of a bandwidth less than 5 km impractical. Note that in the most densely populated areas, and hence areas with the smallest tracts (e.g., Newark), a 5 km radius circle can contain well over one hundred tracts, while in the most sparsely populated areas with large tracts, a 5 km radius circle can be contained wholly within one tract.
We also generated results from GWR runs using 10 km, 25 km, and 50 km user-defined bandwidths. Resulting choropleth maps indicated that bandwidths greater than 10 km produced a large degree of smoothing; the spatial variation in parameter estimates appeared similar to a second-order trend surface with the primary trend axis running in a north-south orientation. Consequently, more subtle local variations in parameter estimates could not be recognized. The 10 km bandwidth produced the most informative results, in terms of capturing the spatial variation of parameter estimates according to recognizable areas such as particular cities and rural regions. This is likely because a 10 km bandwidth is small enough to capture local socioeconomic and facility density relationships yet is large enough to accommodate the irregular distribution of tract centroids in New Jersey. We therefore used a 10 km GWR bandwidth for this study. Figure 3 shows the results of the GWR of TRI density with percent black as the only independent variable, including choropleth maps of the distribution of the constant, percent-black coefficient, and local R 2 . Note that maps of the constant and coefficient show negatively and positively significant t-values (po0.05) in light gray and black, respectively; the darker gray indicates areas that are not significant. Percent black is positively significant in the cities of Camden and Vineland, in the northeastern corner of the state, and in the area stretching from Trenton through New Brunswick. Interestingly, in the Newark area, which hosts large numbers of both blacks and TRI facilities, percent black is negatively significant. The constant is positively significant over a large area covering the northeastern portion of the state, through Trenton, Camden, and south along the Delaware River, indicating that these areas have elevated values of TRI density even after the variation in percent black has been accounted for. Local R 2 values are highest in the south and along the Delaware River northwest of Trenton.
When the other explanatory variables (except percent Hispanic) are added into the GWR (as in the conventional regression presented in Table 2 , Model 2), the area of positive significance for percent black shrinks considerably (Figure 4 ). Percent black is now significant primarily in two areas: south of Camden along the Delaware River and in the area surrounding New Brunswick. Those areas that were positively significant for percent black in Figure 3 but not in Figure 4 are explained by other variables. In the northeast corner of the state, TRI density is explained by percent manufacturing employment, percent industrial, and population density. And in the Camden area it is explained by percent industrial and percent living below the poverty line. Also of note is the large area of positive significance for percent industrial, which extends across the northeastern portion of the state to Trenton and south along the Delaware River. Recall that because this variable includes industrial, commercial, and transportation land uses, it is impossible to distinguish which among the three land uses is of particular relevance. It may be that commercial land use is related to hazardous facility location in one area and industrial land use is the basis for the relationship in another area. Note also that the area of significance for the constant is largely reduced as compared to Figure 3 , and the local R 2 values are generally higher. Results of the GWR of TRI density with percent Hispanic as the only independent variable are broadly similar to that of percent black, although there is a larger and more dispersed pattern of positive significance, and the area of negative significance in Newark is notably absent (Figure 5 ). When the other explanatory variables are added in the GWR, it is apparent that TRI density is better explained by percent industrial in Trenton and by percent living below the poverty line in Camden ( Figure  6 ). Percent Hispanic retains its positive significance in the area extending northwest from Newark, the area between Trenton and New Brunswick, and south of Camden along the Delaware River.
Results for the GWR of PBT density for both percent black and Hispanic (both in isolation and with the other explanatory variables) are similar to that of the GWR of TRI density, though there are some notable differences. The relationship of both percent black and Hispanic with PBT density in Camden is mediated by poverty rate. In addition, population density has a negatively significant relationship with PBT density in Camden and Newark, whereas the relationship in those areas is positively significant in the GWR of TRI density. Also of note is that although the goodness-of-fit values in the conventional multivariate regressions of PBT density were all less than 0.08 (Table 3) , in the analogous GWR runs, several tracts in the southern part of the state had goodness-of-fit values ranging between 0.75 and 0.98.
Previous research has suggested that minorities tend to reside near hazardous facilities, but not too close, forming something of a bull's-eye pattern where percent minority may be low at the actual facility location but rises rapidly at a proximate distance (Anderton et al. 1994; Sadd et al. 1999a; Mennis 2002b) . To investigate this pattern, we recalculated the TRI and PBT density variables using a 5 km radius instead of a 1 km radius. We then repeated all the analytical steps presented thus far for the two new facility-density variables.
Results of the analysis of 5 km radius TRI and PBT density are broadly similar to those for the 1 km radius versions, with some notable exceptions. Kendall tau-b correlations are higher for all explanatory variables, and all variables are significant (po0.01) ( Table 4) . Population density and percent Hispanic are the most highly correlated with 5 km radius TRI and PBT facility density, respectively. All the conventional regression models for the 5 km radius facility density variables also show improved goodness of fit as compared to their 1 km radius counterparts (Tables 5 and 6 ). These models differ from their 1 km radius analogs primarily in the elevated role of population density, which is positively significant in all regression models of 5 km radius TRI and PBT density (po0.005). This supports the notion of a bull's-eye pattern where population is, in fact, concentrated near (i.e., within 5 km) but not too near (i.e., within 1 km) TRI facilities. This pattern appears to be particularly strong for PBT facilities. Another difference of note is that percent black is positively significant in multivariate regressions of 5 km radius TRI density.
Because of space considerations, we do not show maps of the results of the GWRs of 5 km radius TRI and PBT density, but briefly discuss how they differ with their 1 km radius counterparts. One notable difference between the GWRs of 5 km versus 1 km radius TRI density with percent black in isolation is that the negatively significant relationship of percent black for Newark shown in Figure 3 becomes insignificant. Generally, in the GWRs of TRI and PBT density where percent black and percent Hispanic are entered into the regression in isolation, the 5 km radius versions result in a larger area of positive significance for each ethnicity variable as compared to the 1 km radius models. This does not always transfer into a similarly larger area in a multivariate setting, however, because many of these new areas of significance are explained by population density and percent living below the poverty line, which take more prominent roles than they do in the 1 km radius GWR models. A notable exception is that of the GWR of 5 km radius PBT density, for which percent Hispanic remains significant across a large area covering Camden, Trenton, New Brunswick, and Newark.
Discussion
Our results generally support the notion that there is environmental inequity in New Jersey. The correlation tests show that both blacks and Hispanics are dispro- portionately concentrated near air toxic releases and for those facilities releasing particularly dangerous toxins, PBT facilities. While we do not subscribe to the notion that racial inequity in environmental risk is somehow made acceptable in the presence of urban poverty or other related factors, it is certainly of interest to understand how factors of poverty, population density, manufacturing employment, and industrial land cover interact in the context of environmental inequity. After these other factors are accounted for, Hispanics are still likely to reside near (within 1 km of ) concentrations of TRI and PBT facilities. When the definition of near is expanded to 5 km, blacks are likely to live near concentrations of TRI facilities, and Hispanics are likely to live near concentrations of PBT facilities. Population density and land use explain much of the variation in the relationship of percent black with TRI and PBT density, while poverty and land use explain much of the variation in the relationship of percent Hispanic with TRI and PBT density.
In contrast to the conventional correlation and multivariate regression analysis, the GWR analysis shows that the relationships between percent black and percent Hispanic with TRI and PBT concentration are not uniform across New Jersey, but are more pronounced in some areas and not evident in other areas. It is perhaps intuitive that one would expect environmental inequity to be concentrated in urban areas. Certainly, minorities, hazardous facilities, and concentrations of poverty tend to co-locate in cities and their extended metropolitan areas (Figure 2) . A number of researchers have suggested that statistical evidence of racial inequity in hazardous facility location can be explained in large measure by the tendency of minorities and industrial land to co-locate in urban areas (Daniels and Friedman 1999; Bowen and Wells 2002) . Others have noted the interrelationship between the process of urban, industrial development and historical settlement patterns among various ethnic groups that underlies currently observed patterns of environmental equity (Gelobter 1994; Pulido 2000) .
Our results indicate, however, that while urban concentration (as indicated by population density) is an important factor in explaining environmental inequity, its influence varies from location to location. Though many urban areas in New Jersey exhibit evidence of racial inequity in the distribution of TRI and PBT facilities (e.g., Trenton and Camden), there are also urban areas that do not. Atlantic City, for example, is home to a large concentration of minorities but relatively few TRI facilities. There are also relatively rural areas that exhibit environmental inequity. Vineland, for example, is a small city and is surrounded by relatively low population density, yet it is home to environmental inequity, particularly for Hispanics. Newark has the distinction of being a city that exhibits a negative relationship between percent black and TRI facilities (when TRI density is calculated using a 1 km radius), even though the greater Newark area hosts large concentrations of both. There are also differences between blacks and Hispanics in the way population density, industrial land use, and other factors interact with these different groups in the context of environmental inequity. These differences are highlighted in the area surrounding Newark. Recall that Newark has a positively significant relationship of percent Hispanic with PBT density, whereas for percent black, the relationship is negatively significant. Figure 7 provides a series of close-up maps of Newark and the surrounding area (marked as the small box in the city location map in Figure 1 ) for all explanatory variables, as well as TRI and PTB density (1 km radius). Note the high spatial heterogeneity in nearly all the variables; for example, very high population density tracts are adjacent to very low population density tracts. This is particularly notable in the northeastern portion of the population density map in which a strip of very low population density separates areas of high population densityNewark to the west and Jersey City to the east. This strip of relatively sparse population consists of Newark Bay and the waterfront area, which is home to a large concentration of industrial, commercial, and transportation land uses, as indicated by the percent industrial map.
Maps of TRI and PBT density in Figure 7 show that most of the TRI and PBT facilities in the area are located within these industrial lands of Newark Bay, as well as along the shoreline of Arthur Kill (which forms the border between New Jersey and Staten Island, New York) in places such as Elizabeth and Perth Amboy. This pattern is particularly strong for PBT density. A review of the percent black and percent Hispanic maps in Figure 7 shows that while high concentrations of blacks live near these industrial-dominated tracts, Hispanics are more prominent within those tracts. High percent manufacturing employment is also coincident with industrial land cover. Percent poverty, however, is concentrated primarily in Newark, coincident with concentrations of blacks.
These maps demonstrate that the negative relationship between percent black and TRI and PBT density found for Newark results from the concentration of blacks within Newark proper, although Newark is near (in fact, surrounded by), but not coincident with, high concentrations of facilities in adjacent industrial lands. Hispanics, however, are distributed more homogeneously throughout the Newark area, including on those industrial lands that host many of the TRI and PBT facilities. Because these industrial lands are typically sparsely populated, the relationship between percent Hispanic and PBT density remains strongly positive even when the influence of population density is accounted for.
Compare Figure 7 to Figure 8 , which provides an analogous set of large-scale maps for the boxed area surrounding Camden in Figure 1 . TRI and PBT facilities are concentrated in Camden, as well as in an arc just to the east of Camden and south of Gloucester City along the Delaware River. Blacks and Hispanics are also concentrated in Camden, though concentrations of blacks dot the entire area. Camden is also home to the highest concentrations of people, industrial land, and poverty in the area. Consequently, although the GWRs indicate that Camden is racially inequitable in the distribution of TRI and PBT facilities (Figures 3 and 5) , the relationship is explained by other factors in the multivariate GWRs (Figures 4 and 6) . The areas that emerge as positively significant for blacks and Hispanics in the multivariate GWRs are the areas immediately outside Camden-south of Camden along the Delaware River and southeast of Camden (Figures 4 and 6) . While home to lesser concentrations of minorities, these areas exhibit evidence of environmental inequity in a multivariate context because of the reduced influence of population density and poverty. Finally, compare Newark and Camden to the Trenton area. Figure 9 shows a set of maps similar to those in Figures 7 and 8 but for the boxed area surrounding Trenton in Figure 1 . As in Camden, Trenton exhibits evidence of racial inequity in the distribution of TRI facilities for both blacks and Hispanics (Figures 3 and 5) . But in the multivariate GWRs, the inequity is explained by other factors (Figures 4 and 6 ). Figure 9 shows that concentrations of blacks, Hispanics, industrial lands, high poverty rates, and high population density are largely coincident in a single area within Trenton. TRI facilities in the area are concentrated in Trenton, but also in the area extending south of Trenton along the Delaware River. PBT facilities in the area are concentrated exclusively southeast of Trenton. Thus, any spatial relationship of concentrations of minorities with TRI facility location is explained by other factors. 
Conclusion
Nearly all previous environmental equity studies employing multivariate regression have assumed that the relationships among the independent and dependent variables are stationary across the study region. Consequently, the idea that different places within a single study region might differ from one another with regard to the nature of environmental inequity has been ignored in the quest for finding global relationships that hold over the entire data set. The present research demonstrates that conventional multivariate regression can hide important local variations in the relationships among independent and dependent variables in models of environmental equity. This spatial nonstationarity can be significant within a single region, and even within a single urban area (e.g., Newark and surrounding cities). GWR, in combination with choropleth mapping, can reveal spatial nonstationarity and shed light on its form.
For example, recall that the conventional regression of TRI and PBT density in New Jersey suggests that although the presence of minorities is associated with concentrations of TRI and PBT facilities, this relationship is largely mediated by urban concentration associated with industrial, commercial, and transportation land uses. The GWR, however, indicates that this regionwide pattern is really a broad summarization that masks extensive local variation. TRI and PBT facilities are indeed associated with minorities, but this pattern is evident in only some, not all, areas of the state. While many of these areas are indeed cities, not all cities have a positive association between hazardous facility concentration and minorities, and there are also relatively sparsely populated areas where this relationship is evident. Where concentrations of minorities and hazardous facilities do coincide, their association is often mediated by land use. In some places, however, the presence of poverty is most influential in estimating hazardous facility concentration, while in other places, high population density has the greatest influence. These local variations in the global, positive relationship of hazardous facilities with socioeconomic status are obscured by conventional multivariate regression, but are revealed using GWR. We hope that other researchers will recognize the utility of GWR as an exploratory data analysis technique for environmental equity analysis.
The sensitivity of statistical assessments of environmental equity to scale is also shown to be important here. A number of authors have shown that the quantitative analysis of environmental equity, like many analyses utilizing demographic data aggregated to spatial units, is subject to the modifiable areal unit problemthe resolution and partitioning of the spatial units influences the analytical results (Fotheringham and Wong 1991; Cutter, Holm, and Clark 1996; Sui 1999 ). There has been much debate over the most appropriate spatial unit, whether tract, block group, or ZIP code, and thus the scale of analysis, for environmental equity studies (Anderton et al. 1994; Williams 1999) . We believe that the purpose of investigating the impact of scale on multivariate analysis of environmental equity is not to prove (or disprove) the robustness of a given multivariate model to scale variation, but is rather a means toward exploring the spatial relationships among factors that may be associated with hazardous facility location. We partially addressed this issue in this research by using both 1 km and 5 km search radii in the simple density function used to generate the TRI and PBT facility density variables.
GWR offers another approach to investigate the issue of scale through the use of the bandwidth setting. While we chose in this research to use a bandwidth of 10 km, an iterative and incremental variation of different bandwidth settings would reveal the sensitivity of the evidence of environmental equity to different scales of analysis. In addition, the GWR software provides an option to allow the bandwidth to be optimized for each observation based on the density of surrounding observations; the bandwidth shrinks in densely sampled areas and expands where sampling is sparse. We chose not to use this variable bandwidth option in this research because the bandwidth would vary based on the relatively arbitrary partitioning of space into tracts, and we wanted to hold the bandwidth constant so as not to introduce another component of variation to the analysis beside that of the spatial nonstationarity present in the multivariate models. However, the use of a spatially varying bandwidth adds an interesting dimension to a GWR analysis as it allows the sphere of influence around each observation to vary, and it may thus capture the fact that regions of relative homogeneity in the relationships among independent and dependent variables may vary in size across space. In future research, we intend to explore the impact of scale on evidence of environmental inequity in a more structured manner by varying the simple density function radius (e.g., 1 km versus 5 km), spatial unit of analysis (e.g., tract versus block group), and GWR bandwidth in concert.
This research does not indicate the temporal ordering of TRI and PBT facility siting or minority settlementwe cannot say whether hazardous facilities developed in minority neighborhoods or minorities moved near existing facilities. Consequently, this research does not imply the presence of intentional discrimination by hazardous facility developers or environmental policymakers or other potential causes of environmental inequity. Our results do, however, suggest particular lines of investigation for exploring the causes of environmental inequity in the context of certain places along the lines of the qualitative research exemplified by Pulido, Sidawi, and Vos (1996) and Boone and Modarres (1999) for certain neighborhoods in Los Angeles. For instance, the results of the GWR show that the relationships among socioeconomic status and environ-mental hazards differ from place to place. One can therefore conclude that the industrial development and urban demographic processes that have created the observed patterns of environmental inequity are also different in these different places. Consider, for instance, the case of Newark, where there is strong evidence of environmental inequity in the distribution of PBT facilities for Hispanics, but not for blacks. One might ask why Hispanics, as opposed to blacks or any other group, are more prominent in the relatively sparsely populated industrial lands, which host the densest concentrations of PBT facilities. Why is poverty more strongly associated with blacks in close proximity to PBT facilities than Hispanics? Why does this particular spatial pattern that produces environmental inequity for Hispanics occur in Newark but not in other industrial cities in New Jersey, such as Trenton and Camden?
From a policy perspective, this research indicates particular areas that are racially inequitable in the distribution of air toxic releases. This information may aid state and federal environmental regulatory agencies in advancing environmental justice through the restriction of the development of new facilities with planned air toxic releases in targeted communities. Our results can also play a role in the ongoing legal battles in environmental justice that typically pit environmental justice activists, community groups, and legal aid organizations against environmental regulatory agencies or hazardous facility developers. This research gives credence to activist claims that certain minority neighborhoods do indeed bear a disproportionate burden of environmental risk via proximity to air toxic releases. In many areas, this racial inequity is significant even when other factors that are associated with hazardous facility location, such as urban concentration and industrial, commercial, and transportation land uses, are accounted for.
