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Model Komputasi Terdistribusi Menggunakan Otomata Input/Output untuk Masalah 
Distributed Leader Election 




Setiap sistem terdistribusi memerlukan suatu protokol untuk dapat mengkoordinasikan aktivitas pada setiap proses 
dalam sistem. Protokol ini bekerja atas sebuah algoritma yang dikenal sebagai algoritma terdistribusi. Algoritma terdistribusi 
dapat ditentukan berdasarkan masalah yang ingin diselesaikan dalam sistem. Distributed leader election merupakan masalah 
utama yang ditemukan pada sistem terdistribusi dan banyak algoritma yang telah diusulkan untuk dapat menyelesaikan 
masalah tersebut. Namun, memodelkan algoritma tersebut pada sistem terdistribusi adalah hal yang tidak mudah. Oleh karena 
itu, dalam penelitian ini diperkenalkan model otomata input/output sebagai model matematika yang digunakan pada algoritma 
terdistribusi asinkron. Kemudian model otomata input/output ini diimplementasikan pada masalah distributed leader election 
menghasilkan sebuah model yang disebut algoritma AsynchLCR. Selanjutnya,  dibuktikan secara formal bahwa model tersebut 
dapat menyelesaikan masalah distributed leader election. 
Kata kunci: sistem terdistribusi, algoritma terdistribusi asinkron, otomata input/output, distributed leader election, 
algoritma AsynchLCR. 
Abstract 
A distributed system needs protocols in order to coordinate the activities of processes in the system. These protocols 
work on algorithms so called the distributed algorithms. A distributed algorithm can be determined depends on the problem 
in the system that will be resolved. Distributed leader election is a main problem in distributed system and it has been solved 
by many proposed algorithms. However, modelling the algorithm is not simple in solving the problem. Therefore, this paper 
introduces the input/output automata model as a mathematical model used for asynchronous distributed algorithms. The 
input/output automata model implemented in the distributed leader election problem and it results a new model called 
AsynchLCR algorithm. This research also formally proof that AsynchLCR algorithm can solve the distributed leader election 
problem. 




Suatu sistem terdistribusi terdiri dari suatu 
koleksi atas beberapa komputer yang terpisah 
secara geografis berhubungan bersama melalui 
jaringan, (Kenneth J. Goldman, 1990). Sifat umum 
dari sistem terdistribusi adalah setiap komponen 
atau prosesor dari sistem memiliki memori lokal 
tersendiri dan saling berkomunikasi dengan cara 
bertukar pesan melalui jaringan. Penerapan sistem 
terdistribusi merupakan bentuk usaha untuk 
memanfaatkan secara optimal suatu sistem jaringan 
komputer. Sebagi contoh, memudahkan untuk 
sharing data meskipun jarak tiap komponen 
berjauhan. Selain itu, tumpukan pekerjaan yang 
terjadi pada suatu komponen dapat didistribusikan 
ke komponen lainnya dalam sistem. Sistem 
terdistribusi telah digunakan dalam berbagai 
aplikasi, misalnya jaringan telekomunikasi dan 
pengolahan informasi terdistribusi. Contoh pada 
jaringan komunikasi yaitu jaringan telepon, 
jaringan seluler serta jaringan komputer seperti 
internet. Untuk sistem pengolahan informasi 
terdistribusi, contohnya adalah sistem perbankan 
dan sistem reservasi maskapai penerbangan. 
Secara umum, masalah komputasi terdiri dari 
dua bagian yaitu instansi dan solusi untuk setiap 
instansi tersebut. Dikatakan bahwa masalah dapat 
diselesaikan dengan menggunakan komputer jika 
sebuah algoritma dapat dirancang dan 
menghasilkan solusi yang tepat untuk setiap 
masalah yang diberikan. Algoritma tersebut dapat 
diimplementasikan sebagai sebuah program yang 
berjalan pada komputer, dimana program membaca 
contoh masalah sebagai input, kemudian 
melakukan beberapa perhitungan, sehingga 
menghasilkan solusi sebagai output. Dalam hal ini, 
untuk koordinasi sistem terdistribusi berskala besar 
maka digunakan algoritma yang disebut algoritma 
terdistribusi.  
Berdasarkan atribut yang digunakan, algoritma 




 Model komunikasi interproses 
 Model waktu 
 Model kegagalan 
 Model berdasarkan masalah yang ditangani. 
Dari keempat atribut tersebut, perbedaan lebih 
mendalam didasarkan pada model waktu yang 
terbagi atas tiga model yaitu asinkron, sinkron dan 
sinkron parsial. Model formal yang sangat umum 
untuk menggambarkan hampir semua jenis sistem 
asinkron disebut sebagai Otomata Input/Output. 
Otomata input/output diperkenalkan pertama kali 
oleh Nancy A. Lynch dan Mark R. Tuttle dalam 
“Bukti-bukti kebenaran hirarkis untuk algoritma 
terdistribusi”. Otomata input/output merupaka 
sebuah model matematika untuk mendeskripsikan 
sistem terdistribusi asinkron, (Cristian Gavrila dan 
Ioan Jurrca,1998).  
 Masalah awal yang dibahas dengan 
menggunakan model jaringan asinkron adalah 
masalah proses pemilihan sebuah leader atau 
pemimpin dalam suatu jaringan yang disebut 
dengan masalah distributed leader election. 
Masalah ini digambarkan secara sederhana pada 
topologi graf cincin. 
 
II. LANDASAN TEORI 
A. Algoritma terdistribusi 
Definisi 2.1 
Algoritma terdistribusi adalah rancangan 
algoritma yang dijalankan pada beberapa proses 
atau prosesor terpisah yang saling berhubungan. 
(Nancy A. Lynch,1996) 
Sistem terdistribusi merupakan suatu sistem 
yang terdiri dari beberapa komponen terpisah yang 
saling berhubungan melalui jaringan. Setiap 
komponen dari sistem terdistribusi berupa suatu 
prosesor yang memiliki memori tersendiri serta 
program yang berjalan pada komputer yang disebut 
proses. Komponen tersebut saling berhubungan 
agar dapat melakukan kegiatan seperti pertukaran 
data dan melakukan komunikasi. Pada sistem 
terdistribusi dimana serangkaian komponen dapat 
mengambil langkah-langkah dalam urutan waktu 
yang tak serempak disebut sistem terdistribusi 
asinkron. Untuk mengkoordinasikan aktivitas dari 
semua proses dalam sistem terdistribusi diperlukan 
protokol atau panduan. Protokol tersebut dikenal 
dengan algoritma terdistribusi, (Kenneth J. 
Goldman, 1990). 
B. Model otomata input/output 
Pada sistem terdistribusi diperkenalkan model 
otomata input/output (I/O) sebagai model yang 
sangat umum dan cocok untuk menggambarkan 
hampir semua jenis model sistem asinkron. Sebuah 
sistem dapat dimodelkan menjadi sebuah otomata 
input/output yang kompleks, sedangkan setiap 
komponen dari sistem dimodelkan sebagai sebuah 
otomaton (otomata tunggal) berupa otomaton I/O 
proses atau otomaton I/O kanal yang lebih 
sederhana disebut proses dan kanal. 
Sebuah otomaton dapat melakukan tindakan 
mengirim atau menerima pesan yang disebut aksi. 
Aksi diklasifikasikan menjadi tiga bagian yaitu 
input, output dan internal. Aksi input dan aksi 
output digunakan untuk berkomunikasi dengan 
lingkungannya, sedangkan aksi internal hanya 
terlihat oleh otomaton itu sendiri. Aksi input 
diasumsikan tidak berada di bawah kontrol 
otomaton karena merupakan aksi yang datang dari 
luar lingkungan. Sedangkan, aksi output dan aksi 
internal ditentukan sendiri oleh otomaton. Secara 
umum, sebuah otomaton I/O dapat didefinisikan 
sebagai berikut. 
Definisi 2.2 
Sebuah otomaton I/O 𝐴 adalah sebuah sistem 5-
komponen (𝑠𝑖𝑔(𝐴), 𝑠𝑡𝑎𝑡𝑒𝑠(𝐴), 𝑠𝑡𝑎𝑟𝑡(𝐴), 
𝑡𝑟𝑎𝑛𝑠(𝐴), 𝑡𝑎𝑠𝑘𝑠(𝐴)), dimana: 
1. 𝑠𝑖𝑔(𝐴), sebuah signature 
2. 𝑠𝑡𝑎𝑡𝑒𝑠(𝐴), sebuah himpunan state (tidak 
harus terbatas) 
3. 𝑠𝑡𝑎𝑟𝑡(𝐴), subhimpunan tak kosong dari 
𝑠𝑡𝑎𝑡𝑒𝑠(𝐴) yang dikenal sebagai state awal 
atau state inisial 
4. 𝑡𝑟𝑎𝑛𝑠(𝐴), relasi transisi-state, dimana  
 𝑡𝑟𝑎𝑛𝑠(𝐴)  ⊆  𝑠𝑡𝑎𝑡𝑒(𝐴)  × 𝑎𝑐𝑡𝑠(𝑠𝑖𝑔(𝐴))  ×
 𝑠𝑡𝑎𝑡𝑒𝑠(𝐴)  
5. 𝑡𝑎𝑠𝑘𝑠(𝐴), sebuah partisi-task.  
Langkah awal dalam formalisasi sebuah 
otomaton I/O A adalah mendefinisikan signature, 
𝑠𝑖𝑔(𝐴) yang menggambarkan tiga himpunan 
terpisah dari aksi input (𝑖𝑛(𝑆)), output (𝑜𝑢𝑡(𝑆)) 
dan internal (𝑖𝑛𝑡(𝑆)). Aksi eksternal, 𝑒𝑥𝑡(𝑆) 
didefinisikan sebagai 𝑖𝑛(𝑆) ∪ 𝑜𝑢𝑡(𝑆) dan aksi 
yang dikendalikan secara lokal, 𝑙𝑜𝑐𝑎𝑙(𝑆) 
didefinisikan sebagai 𝑜𝑢𝑡(𝑆) ∪ 𝑖𝑛𝑡(𝑆). Himpunan 
semua aksi dari signature didefinisikan 
sebagai 𝑎𝑐𝑡𝑠(𝑆). State awal dilambangkan 
dengan 𝑠0 yang menyatakan keadaan awal dari 
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sebuah otomaton. Pada relasi transisi-state 
menunjukkan bahwa setiap aksi 𝜋 dapat mengubah 
setiap state 𝑠 menjadi 𝑠′. Elemen (𝑠, 𝜋, 𝑠′) dari 
𝑡𝑟𝑎𝑛𝑠(𝐴)  disebut suatu transisi, atau step dari A. 
Partisi-tasks mendefinisikan tugas yang harus 
dilakukan oleh otomaton setelah menerima suatu 
input. Untuk lebih sederhana, istilah kelas-kelas 
partisi-task hanya dinyatakan sebagai tasks. sebuah 
task C diaktifkan dalam state s untuk menyatakan 
secara singkat beberapa aksi C diaktifkan dalam s. 
 
1. Otomaton I/O Proses 
Untuk lebih sederhana, otomaton I/O proses 
dituliskan sebagai Pi. Pada Gambar 1, sebuah 
otomaton Pi digambarkan sebagai sebuah 
lingkaran, dengan anak panah yang masuk berlabel 
aksi input dan anak panah yang keluar berlabel aksi 
output. Otomaton menerima input dalam bentuk 
𝑖𝑛𝑖𝑡(𝑣)𝑖 dari luar lingkungan, yang mewakili 
penerimaan dari sebuah nilai input v. Kemudian 
mengeluarkan output dalam bentuk 𝑑𝑒𝑐𝑖𝑑𝑒(𝑣)𝑖, 
yang dianggap mewakili keputusan dari v. Dalam 
mencapai keputusan, Pi mungkin berkomunikasi 
dengan proses lain, misalkan  Pj  dengan cara saling 
mengirimkan pesan. Hal ini memperlihatkan sistem 
pesan yang terdiri dari aksi output 
berbentuk 𝑠𝑒𝑛𝑑(𝑚)𝑖,𝑗, dimana Pi mengirim pesan 
dengan isi m ke Pj, dan aksi input berbentuk 
𝑟𝑒𝑐𝑒𝑖𝑣𝑒(𝑚)𝑗,𝑖, dimana Pi menerima pesan dengan 







2. Otomaton I/O Kanal  
Otomaton Ci,j menggambarkan saluran 
penghubung antara Pi dan Pj. Dalam pengaturan ini, 
proses Pi mengeksekusi aksi output sendi,j, jika dan 
hanya jika kanal Ci,j  juga mengeksekusi aksi input 
sendi,j, demikian pula untuk aksi receive(m)i,j. 
Gambar 2 mengilustrasikan kanal pesan FIFO yang 
merupakan sebuah model kanal pesan antrian, 
sebut Ci,j. Aksi inputnya berbentuk send(m)i,j, dan 
outputnya berbentuk receive(m)i,j. 
 
Signature : 
Input :  
 init(v)i, v 𝜖 V  
 receive(v)j,i, v 𝜖 V, 1 ≤ 𝑗 ≤ 𝑛, 𝑗 ≠ 𝑖 
Output : 
 decide(v)i, v 𝜖 V 
 send(v)i,j, v 𝜖 V, 1 ≤ 𝑗 ≤ 𝑛, 𝑗 ≠ 𝑖 
States : 
val, sebuah vektor yang diindekskan dengan 
(1,2,…,n) dari elemen dalam 𝑉 ∪ {𝑛𝑢𝑙𝑙}, 
semuanya memiliki nilai awal null 
Transisi : 
init(v)i, v 𝜖 V 
 Efek:    
  𝑣𝑎𝑙(𝑖) ≔ 𝑣 
receive(v)j,i, v 𝜖 V 
 Efek: 
  𝑣𝑎𝑙(𝑗) ≔ 𝑣 
send(v)i,j, v 𝜖 V  
 Syarat:  
  ∀𝑗, 1 ≤ 𝑗 ≤ 𝑛 ∶ 𝑣𝑎𝑙(𝑗) ≠ 𝑛𝑢𝑙𝑙  
 Efek: 
  Tidak ada   
decide(v)i, v 𝜖 V 
 Syarat: 
  𝑣𝑎𝑙(𝑖) ≔ 𝑣  
  𝑣 = 𝑓(𝑣𝑎𝑙(1) … 𝑣𝑎𝑙(𝑛))  
 Efek: 
 Tidak ada 
Tasks : 
Untuk setiap 𝑗 ≠ 𝑖: 
 {send(v)i,j : v ∈ V } 
 {decide(v)i : v ∈ V } 




Gambar 2. Kanal  pesan FIFO  








send (m)i,j receive (m)j,i 







 send(m)i,j, m 𝜖 M 
Output : 
 receive(m)i,j, m 𝜖 M 
States : 
queue, sebuah antrian FIFO dari elemen  
M, awalnya adalah kosong 
Transisi :  
send(m)i,j   
 Efek:   
  tambahkan m ke queue   
receive(m)i,j  
 Syarat: 
  m ada diawal queue 
 Efek: 
  hapus elemen pertama dari queue 
Tasks : 
{receive(m)i,j : m ∈ M } 
 
Gambar 4. Contoh model otomaton kanal Ci,j 
3. Eksekusi da Trace 
Sebuah fragmen eksekusi A adalah barisan 
terbatas, 𝑠0 , 𝜋1 , 𝑠1 , 𝜋2, . . . , 𝜋𝑟 , 𝑠𝑟 , atau barisan tak 
terbatas, 𝑠0 , 𝜋1 , 𝑠1 , 𝜋2, . . . , 𝜋𝑟 , 𝑠𝑟 , … dengan state dan 
aksi dari A muncul saling bersampingan dalam barisan. 
Fragmen eksekusi (𝑠𝑘  , 𝜋𝑘+1 , 𝑠𝑘+1) disebut transisi dari 
A untuk setiap 𝑘 ≥  0. Perhatikan bahwa jika barisan 
terbatas, maka harus diakhiri dengan sebuah state. 
Sebuah fragmen eksekusi yang dimulai dengan state 
awal (start state) disebut sebuah eksekusi. Himpunan 
eksekusi dari A dinyatakan dengan 𝑒𝑥𝑒𝑐𝑠(𝐴). Sebuah 
state s dikatakan dicapai (reachable) dalam A jika s 
adalah state akhir dari eksekusi terbatas A. 
Jika 𝛼 adalah sebuah fragmen eksekusi terbatas 
dari A dan 𝛼′ adalah sebarang fragmen eksekusi dari A 
yang diawali dengan state terakhir dari 𝛼, maka  𝛼 ∙ 𝛼′ 
mewakili barisan yang diperoleh dengan konkatenasi 𝛼 
dan 𝛼′, mengeliminasi kejadian ganda pada state terakhir 
dari 𝛼. Jelas, 𝛼 ∙ 𝛼′ juga merupakan sebuah fragmen 
eksekusi dari A. 
Sebuah trace eksekusi 𝛼 dari A, dilambangkan 
dengan 𝑡𝑟𝑎𝑐𝑒(𝛼) yaitu subbarisan dari 𝛼 yang terdiri 
dari semua aksi eksternal. 𝛽 disebut trace A jika 𝛽 adalah 
trace dari sebuah eksekusi dari A. Himpunan trace A  
dinyatakan dengan 𝑡𝑟𝑎𝑐𝑒𝑠(𝐴). 
 
 
C. Operasi pada otomata 
1. Operasi Komposisi 
Operasi komposisi memungkinkan sebuah 
otomata mewakili suatu sistem kompleks untuk 
dibangun dengan menggabungkan beberapa 
otomaton yang masing-masing menggambarkan 
komponen individu sistem. Komposisi 
mengidentifikasi aksi dengan nama yang sama pada 
komponen otomata yang berbeda. Sehingga saat 
komponen otomata mengambil suatu langkah yang 
melibatkan 𝜋, maka aksi serupa juga dilakukan oleh 
semua komponen otomata lain yang memiliki 𝜋 
dalam signaturnya. Dalam melakukan operasi 
komposisi diberikan pembatasan berikut. Pertama, 
agar aksi internal otomaton A dapat teramati oleh 
otomaton B, maka A dapat dikomposisikan dengan 
B, jika aksi internal A terpisah dari aksi B. Apabila 
syarat ini tidak terpenuhi maka otomaton A dapat 
membentuk sebuah aksi internal yang 
mengharuskan B melakukan aksi lanjutan. Kedua, 
otomaton A dan B tidak diijinkan tersusun kecuali 
himpunan aksi output A dan B saling lepas. Hal ini 
untuk memastikan bahwa hanya satu otomaton 
konstituen mengontrol kinerja dari suatu tindakan 
output. Ketiga, tidak menutup kemungkinan 
mengomposisi otomata dengan jumlah komponen 
tak hingga, tetapi dibutuhkan bahwa setiap aksi 
dalam komposisi harus menjadi aksi dari 
komponen yang terhitung banyaknya. 
 
Definisi 2.3  
Koleksi terhitung {𝑆𝑖}𝑖𝜖𝐼 dari signatur disebut 
kompatibel jika untuk semua  𝑖, 𝑗𝜖𝐼, 𝑖 ≠ 𝑗, maka: 
1. 𝑖𝑛𝑡(𝑠𝑖) ∩ 𝑎𝑐𝑡𝑠(𝑠𝑗) = ∅ 
2. 𝑜𝑢𝑡(𝑠𝑖) ∩ 𝑜𝑢𝑡(𝑠𝑗) = ∅ 
3. Tidak ada aksi yang terkandung dalam 
himpunan tak hingga 𝑎𝑐𝑡𝑠(𝑠𝑖). 









 Saat suatu koleksi otomata dikomposisi, aksi 
output dari komponen menjadi aksi output 
komposisi, aksi internal komponen menjadi aksi 
internal komposisi, dan aksi yang diinput ke 
beberapa komponen tetapi tidak ada outputnya, 
menjadi aksi input komposisi.  
Definisi 2.4  
Komposisi 𝑆 = ∏ 𝑠𝑖𝑖𝜖𝐼  dari koleksi kompatibel 
terhitung atas signature {𝑆𝑖}𝑖𝜖𝐼 disebut signatur 
(komposisi) dengan  
1. 𝑜𝑢𝑡(𝑆) = ⋃ 𝑜𝑢𝑡(𝑆𝑖)𝑖𝜖𝐼  
2. 𝑖𝑛𝑡(𝑆) = ⋃ 𝑖𝑛𝑡(𝑆𝑖)𝑖𝜖𝐼  
3. 𝑖𝑛(𝑆) = ⋃ 𝑖𝑛(𝑆𝑖)𝑖𝜖𝐼 − ⋃ 𝑜𝑢𝑡(𝑆𝑖)𝑖𝜖𝐼 . 
 Jika I adalah himpunan berhingga maka 
digunakan symbol infiks × untuk menunjukkan 
komposisi. Sebagai contoh, jika 𝐼 = {1, … , 𝑛}, 
maka  
∏ (𝐴𝑖)𝑖𝜖𝐼 = 𝐴𝑖 × … × 𝐴𝑛. 
Sekarang, komposisi 𝐴 = ∏ (𝐴𝑖)𝑖𝜖𝐼  dari koleksi 
kompatibel terhitung otomata I/O {𝐴𝑖}𝑖𝜖𝐼 dapat 
didefinisikan sebagai berikut.  
 
Definisi 2.5  
Koleksi kompatibel terhitung dari otomata I/O 
{𝐴𝑖}𝑖𝜖𝐼 memiliki komponen sebagai berikut: 
1. 𝑠𝑖𝑔(𝐴) = ∏ 𝑠𝑖𝑔(𝐴𝑖)𝑖𝜖𝐼  
2. 𝑠𝑡𝑎𝑡𝑒(𝐴) = ∏ 𝑠𝑡𝑎𝑡𝑒(𝐴𝑖)𝑖𝜖𝐼  
3. 𝑠𝑡𝑎𝑟𝑡(𝐴) = ∏ 𝑠𝑡𝑎𝑟𝑡(𝐴𝑖)𝑖𝜖𝐼  
4. 𝑡𝑟𝑎𝑛𝑠(𝐴) adalah himpunan dari (𝑠, 𝜋, 𝑠′) 
sedemikian sehingga, untuk semua 𝑖𝜖𝐼, jika 
𝜋 𝜖 𝑎𝑐𝑡𝑠(𝐴𝑖), maka (𝑠𝑖, 𝜋, 𝑠
′
𝑖 )𝜖 𝑡𝑟𝑎𝑛𝑠(𝐴𝑖); 
hal lain, 𝑠𝑖 = 𝑠
′
𝑖 
5. 𝑡𝑎𝑠𝑘𝑠(𝐴) = ⋃ 𝑡𝑎𝑠𝑘𝑠(𝐴𝑖)𝑖𝜖𝐼 . 
2. Penyembunyian 
Operasi ‘menyembunyikan’ didefinisikan 
sebagai operasi mengklasifikasi ulang aksi output 
dari otomata input/output menjadi aksi internal. Hal 
ini untuk mencegah aksi output digunakan untuk 
komunikasi lebih lanjut dengan bagian dari sistem 
lain serta mengartikan bahwa aksi tersebut tidak 
lagi termasuk dalam trace. 
 Jika 𝑆  adalah signature dan Φ ⊆ 𝑜𝑢𝑡(𝑆), 
maka ℎ𝑖𝑑𝑒Φ(𝑆) didefinisikan sebagai signature 
baru S', dimana: 
1. in(S') = in(S)  
2. 𝑜𝑢𝑡(𝑆′)  =  𝑜𝑢𝑡(𝑆)  −  Φ , 
3. 𝑖𝑛𝑡(𝑆′)  =  𝑖𝑛𝑡(𝑆) ∪ Φ.  
 Dengan demikian, jika A adalah otomata dan 
Φ ⊆ 𝑜𝑢𝑡(𝐴), maka ℎ𝑖𝑑𝑒Φ(𝐴) adalah otomata A' 
diperoleh dari A dengan mengganti 𝑠𝑖𝑔(𝐴) dengan 
𝑠𝑖𝑔(𝐴′) = ℎ𝑖𝑑𝑒Φ(𝑠𝑖𝑔(𝐴)). 
D. Fairness 
Fairness mengartikan setiap task C diberi 
giliran secara tak-terbatas untuk melakukan 
aksinya. Setiap kali task C mendapat giliran, aksi 
dari C akan terjadi atau mungkin tidak terjadi 
karena tidak ada aksi yang diaktifkan. Secara 
formal, fragmen eksekusi 𝛼 dari otomata I/O 𝐴 
dikatakan fair jika kondisi berikut berlaku untuk 
setiap kelas C dari 𝑡𝑎𝑠𝑘(𝐴): 
1. Jika 𝛼 terbatas, maka C tidak diaktifkan dalam 
state akhir 𝛼. 
2. Jika 𝛼 tak terbatas, maka 𝛼 memuat sejumlah 
tak-hingga event dari C atau tak-hingga 
banyaknya kemunculan state di mana C tidak 
diaktifkan. 
Eksekusi fair 𝐴 dinotasikann 𝑓𝑎𝑖𝑟𝑒𝑥𝑒𝑐𝑠(𝐴). 
Jika 𝛽 adalah trace dari sebuah eksekusi fair 𝐴, 
maka 𝛽 disebut sebuah fair trace dari 𝐴 yang 
dinotasikan 𝑓𝑎𝑖𝑟𝑡𝑟𝑎𝑐𝑒(𝐴). 
E. Masalah distributed leader election 
Sistem diperhadapkan pada masalah bagaimana 
setiap proses akan menunjuk sebuah proses tunggal 
menjadi leader untuk mengkoordinasikan beberapa 
tugas terdistribusi di dalam sistem tersebut. Setiap 
proses akan saling berkomunikasi untuk 
memutuskan siapa diantara mereka yang akan 
terpilih sebagai leader. 
 
III. HASIL DAN PEMBAHASAN 
A. Model otomata input/output untuk sistem 
terdistribusi berbasis jaringan cincin 
asinkron satu arah 
Seperti diketahui, suatu sistem terdistribusi 
terdiri atas beberapa komponen dan saling 
berhubungan melalui saluran berupa jaringan. 
Dalam hal ini komponen-komponen pada sistem 
digambarkan sebagai sekumpulan otomata proses 
dan jaringan yang menghubungkan tiap proses 
tersebut digambarkan sebagai otomata kanal. 
Untuk sistem terdistribusi berbasis jaringan cincin 
asinkron satu arah, setiap proses pada sistem akan 
diatur sedemikian rupa sehingga membentuk 
jaringan cincin, dimana proses tersebut hanya dapat 
berkomunikasi dalam satu arah. Setiap proses akan 
menerima pesan dari satu arah yang sama dan 
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demikian juga mengirim pesan ke satu arah yang 
sama. Misalkan, proses menerima pesan dari arah 















B.  Masalah leader election pada jaringan cincin 
Topologi cincin menjadi  topologi jaringan yang 
pertama digunakan dalam membahas masalah 
leader election. Masalah leader election dapat 
terselesaikan apabila tepat satu proses menyatakan 
diri sebagai leader, dan semua proses lainnya 
mengetahui proses yang terpilih tersebut.  
Untuk menentukan algoritma yang bisa 
diterapkan pada masalah tersebut, diberikan 
beberapa asumsi berikut. Mekanisme komunikasi 
yang digunakan bersifat asinkron dengan topologi 
jaringan berbentuk cincin satu arah. Setiap proses 
memiliki identitas yang unik dan sebanding yang 
disebut UID, dengan demikian setiap proses dapat 
dibedakan. Proses tidak mengetahui indeksnya 
maupun tetangganya. Namun pada bagian lokal 
dari proses digunakan sebagai nama relatif. Hal ini 
memungkinkan sembarang proses dapat disusun 
menjadi sebuah cincin dalam sembarang urutan. 
Selain itu, ukuran jaringan mugkin juga tidak 
diketahui oleh proses.  
 Algoritma leader election untuk jaringan 
cincin satu arah diperkenalkan pertama kali oleh Le 
Lann pada tahun 1977. Kemudian diimprovisasi 
oleh Chang dan Roberts pada tahun 1979, sehingga 
disebut Algoritma Le Lann-Chang-Roberts. 
Ilustrasi algoritma tersebut secara informal adalah 
sebagai berikut: 
1. Setiap proses mengirim identifiernya (nilai 
UID) ke sekitar jaringan cincin. 
2. Ketika sebuah UID 𝑢 diterima, dilanjutkan 
dengan syarat berikut: 
a. Jika 𝑢 > UID, maka pesan diteruskan ke 
proses selanjutnya 
b. Jika 𝑢 < UID, maka tidak ada aksi lanjutan 
c. Jika 𝑢 = UID, maka proses terpilih. 
Sebagi implementasi model otomata 
input/output pada masalah leader election, maka 
secara formal algoritma tersebut dituliskan dalam 
bentuk Algoritma AsynchLCR pada bagian proses 
seperti pada Gambar 7 Untuk model otomata kanal 
yang menghubungkan setiap proses, secara umum 




Input :  
 𝑟𝑒𝑐𝑒𝑖𝑣𝑒(𝑣)𝑖−1,𝑖, 𝑣 sebuah UID 
Output : 
 𝑠𝑒𝑛𝑑(𝑣)𝑖,𝑖+1, 𝑣 sebuah UID 
 𝑙𝑒𝑎𝑑𝑒𝑟𝑖 
States : 
𝑢, sebuah UID yang awalnya adalah UID dari 𝑖 
𝑠𝑒𝑛𝑑, sebuah himpunan antrian FIFO dari UID, 
 awalnya hanya berisi UID dari 𝑖 
𝑠𝑡𝑎𝑡𝑢𝑠, variabel yang diambil dari himpunan: 
{𝑢𝑛𝑘𝑛𝑜𝑤𝑛, 𝑐ℎ𝑜𝑠𝑒𝑛, 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑}, 
  nilai awal  𝑠𝑡𝑎𝑡𝑢𝑠 = 𝑢𝑛𝑘𝑛𝑜𝑤𝑛 
Transisi : 
𝑠𝑒𝑛𝑑(𝑣)𝑖,𝑖+1  
 Syarat:   
  𝑣 ada di 𝑠𝑒𝑛𝑑 
 Efek:  
  hapus elemen pertama dari 𝑠𝑒𝑛𝑑 
𝑟𝑒𝑐𝑒𝑖𝑣𝑒(𝑣)𝑖−1,𝑖  
 Efek: 
  case 
   𝑣 > 𝑢: tambahkan 𝑣 ke dalam 𝑠𝑒𝑛𝑑 
   𝑣 = 𝑢:  𝑠𝑡𝑎𝑡𝑢𝑠 ∶= 𝑐ℎ𝑜𝑠𝑒𝑛 
   𝑣 < 𝑢: do nothing 
  endcase 
𝑙𝑒𝑎𝑑𝑒𝑟𝑖  
 Syarat: 
  𝑠𝑡𝑎𝑡𝑢𝑠 = 𝑐ℎ𝑜𝑠𝑒𝑛  
 Efek: 
  𝑠𝑡𝑎𝑡𝑢𝑠 ≔ 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑  
Task 
{𝑠𝑒𝑛𝑑(𝑣)𝑖,𝑖+1: 𝑣 sebuah UID}  
{𝑙𝑒𝑎𝑑𝑒𝑟𝑖}  
Gambar 7. Model otomata proses AsynchLCR 
untuk topologi cincin asinkron 







Pada penulisan algoritma ini, digunakan 
𝐴𝑠𝑦𝑛𝑐ℎ𝐿𝐶𝑅𝑖 sebagai nama alternatif untuk proses 
𝑃𝑖. Untuk lebih sederhana digunakan juga nama 
proses 𝑖, sedangkan UID dari proses 𝑖 tersebut 
dilambangkan dengan 𝑢𝑖. Selain itu, 𝑃𝑖 memiliki 
aksi output 𝑙𝑒𝑎𝑑𝑒𝑟𝑖 yang dapat menyatakan 𝑃𝑖 
sebagai leader yang terpilih. State 𝑃𝑖 terdiri atas tiga 
variabel. Pertama, state untuk menyatakan UIDnya. 
Kedua, state untuk menyimpan setiap pesan yang 
masuk. Setiap state 𝑠𝑒𝑛𝑑 dari proses harus mampu 
untuk memegang beberapa nilai dari pesan yang 
masuk (sampai n), karena pada model asinkron 
dapat menyebabkan pileups/tumpukan dari UID 
dalam simpul.  Ketiga, state yang menyatakan 
status dari setiap proses, apakah terpilih atau tidak. 
Pada bagian transisi menjelaskan bahwa proses 𝑖 
bertanggungjawab untuk melakukan dua tugas, 
yaitu mengirim pesan ke proses 𝑖 + 1 dan 
mengumumkan dirinya sebagai leader. Dengan 
demikian, proses 𝑖 memiliki dua task, pertama 
untuk semua aksi 𝑠𝑒𝑛𝑑 dan kedua untuk aksi 
𝑙𝑒𝑎𝑑𝑒𝑟. 
 
C. Pembuktian algoritma AsynchLCR dapat 
memecahkan masalah leader election 
Teorema 3.1  
AsynchLCR menyelesaikan masalah leader 
election. 
Lebih lanjut: 
1. Tidak ada proses selain 𝑖𝑚𝑎𝑥 pernah 
melakukan output leader. 
2. Proses 𝑖𝑚𝑎𝑥 yang akhirnya melakukan 
output leader. 
  Untuk membuktikan algoritma AsynchLCR 
dapat menyelesaikan masalah leader election, 
ditunjukkan dengan membuktikan sifat lifeness dan 
sifat safety. Dari pernyataan (1) dan (2) tersebut, 
kondisi (1) menyatakan sifat safety yang menjamin 
tidak adanya hal buruk yang akan terjadi, dimana 
hanya ada satu proses yang akan terpilih sebagai 
leader. Kondisi (2) menyatakan sifat lifeness, 
dimana sifat ini menjamin hal baik yang akan 
terjadi, yaitu akan terpilih sebuah leader pada akhir 
algoritma.  Pembuktian Teorema 3.1 dijabarkan 
dalam Lemma 3.1 dan Lemma 3.2 berikut. 
 
Lemma 3.1  
Tidak ada proses selain 𝑖𝑚𝑎𝑥 pernah melakukan 
output leader. 
Lebih lanjut: 
i) UID 𝑢𝑖 tidak akan muncul dalam variabel 
send dan queue pada posisi antara 𝑖𝑚𝑎𝑥 dan 
𝑖. 
ii) Variabel status pada setiap state yang 
tercapai akan selalu bernilai unknown, 
kecuali untuk 𝑖𝑚𝑎𝑥. 
  Sebelum membuktikan Lemma 3.1, terlebih 
dahulu ditinjau setiap proses dalam jaringan cincin. 
Misalkan 𝑖 dan 𝑗 adalah dua proses, dimana 𝑖 ≠ 𝑗, 
dengan menyatakan [𝑖, 𝑗) menjadi himpunan indeks 
{𝑖, 𝑖 + 1, … . , 𝑗 − 1}. Sehingga, [𝑖, 𝑗) adalah 
himpunan proses yang dimulai dari 𝑖 yang 
diurutkan searah jarum jam dalam cincin jaringan 
dengan  𝑗 pada bagian akhir. Diketahui proses 𝑖 
memiliki UID yang disebut 𝑢𝑖, kemudian UID 
tersebut dikirim ke proses lain sebagai 𝑣 untuk 
menentukan leader. Indeks 𝑖𝑚𝑎𝑥 menyatakan 
indeks dari proses yang memiliki UID maksismum, 
dan 𝑢𝑚𝑎𝑥 adalah UID dari proses tersebut. Dalam 
setiap proses terdapat state yang bisa berubah 
berdasarkan aksi yang dilakukan oleh proses itu 
sendiri. Perubahan state dari 𝑠 menjadi 𝑠′ akibat 
dari aksi 𝜋 dituliskan dalam sebuah step (𝑠, 𝜋, 𝑠′) 
yang disebut state tercapai (reachable state). 
Urutan perubahan state serta aksi yang dilakukan 
oleh proses dituliskan dalam sebuah barisan 
eksekusi. Jika eksekusi dari suatu jaringan cincin 
yang diberikan adalah 𝛼 maka untuk proses 𝑗 
memiliki eksekusi berikut:  
𝛼|𝐴𝑗
= 𝑠0, 𝜋1, 𝑠1, 𝜋2, 𝑠2, … , 𝑠𝑘, 𝜋𝑘+1, 𝑠𝑘+1, 𝜋𝑘+1, … , 𝑠𝑛 
Pada state kanal, dimana kanal 𝐶𝑖,𝑖+1 adalah kanal 
FIFO memiliki komponen state berupa antrian 
tunggal yang disebut sebagai 𝑞𝑢𝑒𝑢𝑒𝑖,𝑖+1. 
Selanjutnya, pembuktian Lemma 3.1 dijabarkan 
dalam Proposisi 3.1.1 dan Proposisi 3.1.2 berikut 
ini. 
Proposisi 3.1.1  
Jika untuk setiap state tercapai pada 𝑖 ≠ 𝑖𝑚𝑎𝑥 dan 
𝑗𝜖[𝑖𝑚𝑎𝑥 , 𝑖), maka: 
a) 𝑢𝑖 tidak muncul dalam 𝑠𝑒𝑛𝑑𝑗. 
b) 𝑢𝑖 tidak muncul dalam 𝑞𝑢𝑒𝑢𝑒𝑗,𝑗+1. 
Bukti: 
Pernyataan diatas akan dibuktikan dengan 
induksi pada barisan eksekusi yang 
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diberikan. Untuk pernyataan a), dibuktikan 
sebagai berikut: 
L1: Akan ditunjukkan bahwa pernyataan a) 
benar untuk state (𝑠0). 
 Untuk state (𝑠0) 𝑠𝑒𝑛𝑑𝑗 = {𝑢𝑗}. Jelas 
bahwa 𝑢𝑖 tidak terdapat dalam 𝑠𝑒𝑛𝑑𝑗, 
maka pernyataan a) benar. 
L2: Diasumsikan bahwa pernyataan a) 
benar pada state 𝑠𝑘, sehingga diperoleh 
bahwa 𝑢𝑖 tidak terdapat dalam 𝑠𝑒𝑛𝑑𝑗 
untuk state 𝑠𝑘. 
L3: Akan dibuktikan pernyataan a) juga 
benar untuk step (𝑠𝑘, 𝜋𝑘+1, 𝑠𝑘+1), 
dimana 𝜋𝑘+1 terdiri atas tiga kasus aksi 
yaitu 𝑠𝑒𝑛𝑑, 𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑑𝑎𝑛 𝑙𝑒𝑎𝑑𝑒𝑟. 
 Kasus pertama: Jika 𝜋 = 𝑠𝑒𝑛𝑑(𝑣)𝑗,𝑗+1 
maka terdapat sebuah elemen dengan 
nilai 𝑣 diambil dari 𝑠𝑒𝑛𝑑𝑗. Hal ini tidak 
mempengaruhi penambahan nilai pada 
𝑠𝑒𝑛𝑑𝑗, sehingga 𝑢𝑖 tidak terdapat dalam 
state 𝑠𝑘+1. 
 Kasus kedua: Jika 𝜋 = 𝑟𝑒𝑐𝑒𝑖𝑣𝑒(𝑣)𝑗−1,𝑗 
maka 𝑣 (mungkin) ditambahkan ke 
𝑠𝑒𝑛𝑑𝑗. Nilai 𝑣 dapat ditambahkan ke 
𝑠𝑒𝑛𝑑𝑗 jika 𝑣 ≠ 𝑢𝑖.  
 (Bukti kontradiksi). Misalkan, 𝑣 = 𝑢𝑖 
sehingga 𝑢𝑖 ∉ 𝑠𝑒𝑛𝑑𝑗 pada state 𝑠𝑘+1. 
Perhatikan  𝑖𝑚𝑎𝑥 ≤ 𝑗 <  𝑖. Pertama, jika 
𝑖 ≠ 𝑖𝑚𝑎𝑥 dan 𝑗 = 𝑖𝑚𝑎𝑥, maka 
berdasarkan pengkodean, 𝑢𝑖 akan 
dibuang. Kedua, jika 𝑖 ≠ 𝑖𝑚𝑎𝑥 dan 
𝑖𝑚𝑎𝑥 < 𝑗. Meskipun pada state 𝑠𝑘 
dinyatakan 𝑢𝑖 ∉ 𝑠𝑒𝑛𝑑𝑗 tetapi pada 
pemisalan 𝑣 = 𝑢𝑖. Sehingga 𝑣 = 𝑢𝑖 
ditambahkan pada 𝑠𝑒𝑛𝑑𝑗, diperoleh 
𝑢𝑖 ∈ 𝑠𝑒𝑛𝑑𝑗 pada state 𝑠𝑘+1. Kontradiksi 
dengan pernyataan awal.  
 Jadi, 𝑣 ≠ 𝑢𝑖, sehingga 𝑢𝑖 ∉ 𝑠𝑒𝑛𝑑𝑗.  
 Kasus ketiga: Jika 𝜋 = 𝑙𝑒𝑎𝑑𝑒𝑟𝑗 maka 
tidak ada 𝑢𝑖 yang ditambahkan ke 
dalam 𝑠𝑒𝑛𝑑𝑗. Pernyataan a) tetap 
berlaku pada state 𝑠𝑘+1. 
Dengan menggunakan pernyataan a), 
pernyataan b) akan dibuktikan sebagai 
berikut: 
L1: Akan ditunjukkan pernyataan b) benar 
untuk state (𝑠0). 
 Untuk state (𝑠0) 𝑠𝑒𝑛𝑑𝑗 = {𝑢𝑗}. 
Berdasarkan pernyataan a) 𝑢𝑖 tidak 
berada dalam 𝑠𝑒𝑛𝑑𝑗, sehingga 𝑢𝑖 juga 
tidak muncul dalam 𝑞𝑢𝑒𝑢𝑒𝑗,𝑗+1. 
L2: Diasumsikan bahwa pernyataan b) 
benar pada state 𝑠𝑘, sehingga diperoleh 
bahwa 𝑢𝑖 tidak terdapat dalam 𝑠𝑒𝑛𝑑𝑗, 
sehingga 𝑢𝑖 juga tidak terdapat dalam 
𝑞𝑢𝑒𝑢𝑒𝑗,𝑗+1 khususnya state 𝑠𝑘. 
L3: Akan dibuktikan pernyataan b) juga 
benar untuk step (𝑠𝑘, 𝜋𝑘+1, 𝑠𝑘+1), 
dimana 𝜋𝑘+1 terdiri atas tiga kasus aksi 
yaitu 𝑠𝑒𝑛𝑑, 𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑑𝑎𝑛 𝑙𝑒𝑎𝑑𝑒𝑟. 
 Pada pernyataan a) telah ditunjukkan 
bahwa pada ketiga kasus tersebut 𝑢𝑖 
tidak terdapat dalam 𝑠𝑒𝑛𝑑𝑗 untuk state 
𝑠𝑘+1, sehingga 𝑢𝑖 juga tidak terdapat 
dalam 𝑞𝑢𝑒𝑢𝑒𝑗,𝑗+1 untuk state 𝑠𝑘+1. 
Berdasarkan kedua pembuktian di atas, 
disimpulkan bahwa untuk setiap state 
tercapai pada 𝑖 ≠ 𝑖𝑚𝑎𝑥 dan 𝑗𝜖[𝑖𝑚𝑎𝑥, 𝑖), 
pernyataan a) dan b) benar.  
 
Proposisi 3.1.2  
Jika 𝑖 ≠ 𝑖𝑚𝑎𝑥 maka 𝑠𝑡𝑎𝑡𝑢𝑠𝑖 = 𝑢𝑛𝑘𝑛𝑜𝑤𝑛, untuk 
setiap state terjangkau. 
Bukti: 
Diketahui, nilai awal dari 𝑠𝑡𝑎𝑡𝑢𝑠𝑖 adalah 
unknown. Andaikan proses dengan indeks i 
memiliki UID u. Karena 𝑖 ≠ 𝑖𝑚𝑎𝑥 dan state 
dari i terjangkau pada proses lainnya, artinya 
terdapat proses selain i yaitu proses 𝑖𝑚𝑎𝑥 
dengan UID 𝑢𝑚𝑎𝑥 dan pada 𝑞𝑢𝑒𝑢𝑒𝑖−1,𝑖 akan 
terdapat nilai v sebagai 𝑢𝑚𝑎𝑥 dimana            
𝑢𝑚𝑎𝑥 > 𝑢.  
Saat terjadi 𝑟𝑒𝑐𝑒𝑖𝑣𝑒(𝑣)𝑖−1,𝑖 pada proses i, 
pertimbangkan tiga hal berikut: 
Pertama, untuk v > u, v ditambahkan pada 
𝑠𝑒𝑛𝑑𝑖. Berdasarkan pengkodean statusi tidak 
mengalami perubahan (statusi bernilai tetap 
atau statusi adalah unknown).  
Kedua, untuk v = u, statusi berubah menjadi 
choosen. Berdasarkan Proposisi 3.1.1, jika 
𝑖 ≠ 𝑖𝑚𝑎𝑥 dan 𝑗𝜖[𝑖𝑚𝑎𝑥, 𝑖) maka 𝑢𝑖 tidak 
muncul dalam 𝑞𝑢𝑒𝑢𝑒𝑗,𝑗+1. Dengan demikian 
𝑢𝑖 juga tidak muncul dalam 𝑞𝑢𝑒𝑢𝑒𝑖−1,𝑖, 




Ketiga, untuk v < u, proses tidak melakukan 
apapun, dengan kata lain statusi tidak 
mengalami perubahan. 
Dapat disimpulkan dari ketiga kasus di atas, 
untuk 𝑖 ≠ 𝑖𝑚𝑎𝑥 maka 𝑠𝑡𝑎𝑡𝑢𝑠𝑖 adalah 
𝑢𝑛𝑘𝑛𝑜𝑤𝑛. 
Bukti Lemma 3.1 
Berdasarkan Proposisi 3.1.1 dan Proposisi 
3.1.2, jelas bahwa tidak ada proses selain 
𝑖𝑚𝑎𝑥 yang pernah menyatakan output 
𝑙𝑒𝑎𝑑𝑒𝑟𝑖, selama prasyarat dari aksi tersebut 
tidak pernah terpenuhi.  
 
Lemma 3.2  
Pada setiap eksekusi fairness, proses 𝑖𝑚𝑎𝑥 pada 
akhirnya menyatakan output leader. 
Bukti: 
Misalkan jarak proses 𝑖𝑚𝑎𝑥 ke suatu proses 
lain adalah r, dimana 0 ≤ 𝑟 ≤ 𝑛 − 1, yang 
akhirnya memunculkan 𝑢𝑚𝑎𝑥 pada 
𝑠𝑒𝑛𝑑𝑖𝑚𝑎𝑥+𝑟.  Untuk 𝑟 = 𝑛 − 1, berdasarkan 
sifat fairness dari proses dan kanal otomata 
I/O, maka diperoleh bahwa 𝑢𝑚𝑎𝑥 pada 
akhirnya berada di kanal 𝐶𝑖𝑚𝑎𝑥−1,𝑖𝑚𝑎𝑥, 
kemudian 𝑢𝑚𝑎𝑥 diterima oleh proses 𝑖𝑚𝑎𝑥, 
sehingga akhirnya proses 𝑖𝑚𝑎𝑥 menyatakan 
output leader.  
Selanjutnya, perhatikan 𝑢𝑚𝑎𝑥 yang terkirim 
ke proses lain, sehingga proses tersebut akan 
menerimanya sebagai 𝑣 dalam 𝑠𝑒𝑛𝑑𝑖. 𝑢𝑚𝑎𝑥 
akan terkirim apabila berada pada awal 
antrian dalam 𝑠𝑒𝑛𝑑𝑖. Diketahuai bahwa pada 
akhirnya 𝑠𝑒𝑛𝑑(𝑣)𝑖 terjadi. Jika tidak, maka 
pemeriksaan transisi dari proses 
𝐴𝑠𝑦𝑛𝑐ℎ𝐿𝐶𝑅𝑖 menunjukkan bahwa 𝑣 
selamaya berada pada awal antrian 𝑠𝑒𝑛𝑑𝑖. 
Ini berarti bahwa task 𝑠𝑒𝑛𝑑𝑖 selalu aktif, 
sehingga berdasarkan sifat fairness, beberapa 
kejadian 𝑠𝑒𝑛𝑑𝑖 harus terjadi berikutnya. Jika 
𝑣 muncul pada posisi x dalam 𝑠𝑒𝑛𝑑𝑖, untuk 
setiap nilai 𝑥 ≥ 1, akan  ditunjukkan bahwa 
pada akhirnya 𝑠𝑒𝑛𝑑(𝑣)𝑖 terjadi, dimana 𝑣 =
𝑢𝑚𝑎𝑥. Pernyataan ini akan dibuktikan secara 
induksi sebagai berikut: 
𝑠𝑒𝑛𝑑𝑖 = {𝑣1, 𝑣2, 𝑣3, . . , 𝑣𝑘−1, 𝑣𝑘 , 𝑣𝑘+1} 
L1: Untuk 𝑥 = 1, akan ditunjukkan bahwa 
𝑠𝑒𝑛𝑑(𝑢𝑚𝑎𝑥)𝑖 terjadi.  
 Jika 𝑢𝑚𝑎𝑥 berada pada posisi 𝑥 = 1, 
maka 𝑢𝑚𝑎𝑥 = 𝑣1. 𝑣 ada pada awal antrian 
𝑠𝑒𝑛𝑑𝑖, sehingga 𝑠𝑒𝑛𝑑(𝑢𝑚𝑎𝑥)𝑖 terjadi dan 
𝑣1 dihapus dari 𝑠𝑒𝑛𝑑𝑖.  
L2: Diasumsikan bahwa 𝑠𝑒𝑛𝑑(𝑢𝑚𝑎𝑥)𝑖 
terjadi, untuk 𝑥 = 𝑘. 
 Jika 𝑢𝑚𝑎𝑥 berada pada posisi 𝑥 = 𝑘, 
maka 𝑢𝑚𝑎𝑥 = 𝑣𝑘.   𝑠𝑒𝑛𝑑(𝑣𝑘)𝑖 yang 
terjadi mengartikan bahwa 
𝑣1, 𝑣2, 𝑣3, . . , 𝑣𝑘−1 telah terkirim 
sebelumnya, sehingga dihapus dari 
𝑠𝑒𝑛𝑑𝑖. Sekarang diperoleh 𝑣𝑘+1 berada 
pada awal antrian, karena 𝑣𝑘 telah 
terkirim dan dihapus dari 𝑠𝑒𝑛𝑑𝑖. 
L3: Akan dibuktikan bahwa 𝑠𝑒𝑛𝑑(𝑢𝑚𝑎𝑥)𝑖 
terjadi, untuk 𝑥 = 𝑘 + 1. 
 Jika 𝑢𝑚𝑎𝑥 berada pada posisi 𝑥 = 𝑘 + 1, 
maka 𝑢𝑚𝑎𝑥 = 𝑣𝑘+1.  Berdasarkan asumsi 
sebelumnya, 𝑣𝑘+1 berada pada awal 
antrian, sehingga 𝑠𝑒𝑛𝑑(𝑢𝑚𝑎𝑥)𝑖 terjadi. 
Disimpulkan bahwa, 𝑢𝑚𝑎𝑥 pada akhirnya 
berada pada awal antrian 𝑠𝑒𝑛𝑑𝑖, sehingga 
𝑠𝑒𝑛𝑑(𝑢𝑚𝑎𝑥)𝑖 yang pada akhirnya terjadi. 
 
Berdasarkan kedua argumen Lemma 3.1 dan 
Lemma 3.2 membuktikan sifat safety dan sifat 
lifeness untuk algoritma AsynchLCR, sehingga 
Teorema 3.1 terbukti benar. Dengan demikian, 
dapat dinyatakan bahwa algoritma AsynchLCR 
dapat menyelesaikan masalah leader election 
dalam sistem terdistribusi berbasis jaringan cincin 
asinkron satu arah.  
IV. KESIMPULAN 
Berdasarkan hasil dan pembahasan yang telah 
diperoleh, dapat disimpulkan bahwa: 
1. Sistem komputasi terdistribusi berbasis jaringan 
asinkron dapat dimodelkan dengan 
menggunakan otomata input/output, dimana 
setiap komponen digambarkan sebagai 
sekumpulan otomata proses sedangkan jaringan 
sebagai saluran komunikasi antarproses 
digambarkan sebagai otomata kanal. 
2. Algoritma AsynchLCR sebagai implementasi 
dari model otomata input/output terdiri atas lima 
komponen, yaitu: signatur (𝑠𝑖𝑔(𝐴)), state 
(𝑠𝑡𝑎𝑡𝑒(𝐴)), state awal (𝑠𝑡𝑎𝑟𝑡(𝐴)), transisi 
(𝑡𝑟𝑎𝑛𝑠(𝐴)) serta tasks (𝑡𝑎𝑠𝑘𝑠(𝐴)); dan 
terbukti dapat menyelesaikan masalah leader 
election pada sistem komputasi terdistribusi 
berbasis jaringan asinkron, khususnya yang 
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