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ABSTRACT 
The development and use of thermal models is an integral part of the design process in 
existing buildings due for refurbishment. Energy predictions for existing buildings are often 
based on models which assume thermal property values of the building construction 
elements. However, once built, the actual thermal properties may differ significantly from 
their estimated values. Possible reasons include thermal bridging, material distortion and 
moisture content, sub-standard construction on-site and unavailability of construction details. 
The uncertainties can be reduced if the modelling process can also make use of operational 
measurements, such as the fuel use and internal temperatures, which have been recorded in 
the building during operation. To make use of operational data, performance-based models 
can be used. Performance-based models rely on measured data for the development of the 
model’s architecture and for informing the estimation of the model parameters that would 
otherwise be based on the modeller’s assumptions of the building’s characteristics. One 
solution to the challenge of using performance-based models for existing buildings is to use 
the Lumped Parameter modelling approach. The Lumped Parameter modelling technique is 
often used for performance-based modelling of existing buildings due to the moderate 
knowledge of the building’s physical properties required and the limited operational data 
needed for model training.  
This thesis investigates the potential of performance-based modelling techniques for existing 
UK domestic buildings, based on the Lumped Parameter thermal modelling technique, and 
the use of measured operational data to inform the model structure and parameters. 
Operational data have been collected in 20 homes as part of the REFIT project, an EPSRC-
funded research project on Smart Meters and Smart Homes (REFIT, 2016). This thesis 
explores 11 houses from the REFIT dataset and, in particular, the temperature, gas and 
electricity measurements from the participating households, and develops whole-house and 
sub-system performance-based models using the Lumped Parameter technique. The 
suitability of simple performance-based Lumped Parameter models in representing typical 
UK domestic buildings using mainstream operational data such as temperatures and gas 
consumption measurements is explored.  
This thesis concludes on the adequacy of the operational data as measured. High correlations 
(>0.9) between whole-house average indoor temperatures and individual room air 
temperature measurements prove the use of averages adequate for representing the main 
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rooms of the houses, whereas individual representation of the house’s main rooms in use in 
the same model can prove challenging. A similar result is observed for whole-house radiator 
representation and the individual radiators. The relationships between the operational data is 
explored to inform the model structure and to identify collinearity and multi collinearity in 
the measurements. In terms of whole-house modelling, when using constraints for the 
parameter values during the model calibration to the measured data the resulting model 
parameters can be realistic and a good agreement to the measured data can be achieved (on 
average an RMSE of 1.03 for air temperature). The most significant parameters affecting the 
mean value of internal air temperatures are the external envelope resistance Re, the non-
inertia elements (e.g. windows and doors) resistance, the window area for solar gains, boiler 
efficiency and the infiltration rate. The indoor air and internal element heat capacitance had 
the greatest impact on the swing in the internal air temperature (a 75% decrease in the 
capacitance value resulted in a 190.70% increase in the standard deviation value on average 
across the 11 houses). The building envelope heat capacitance and the envelope node 
positioning were the two parameters with the least impact on the model goodness of fit (a 
75% decrease in capacitance and a value of 0.9 in envelope node positioning resulted in a 
2.57% and 6.68% increase respectively in the RMSE on average across all 11 houses). 
Finally, the heating system representation using the Lumped Parameter model showed that 
the whole-house gas consumption data at the meter level, consisting of gas used for space 
heating as well as other purposes, is inadequate to drive the heating system model. A 
temperature threshold (e.g. of 1
o
C) indicating model overprediction can be used to remove 
the time-stamps of mixed use gas consumption from the model calibration. The heating 
system model can then be used to quantify gas consumption for space heating and non-space 
heating uses. In the 11 houses under study, 82.96% of the total gas consumption served for 
space heating, with 17.04% serving for other non-space heating purposes. 
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1. INTRODUCTION 
1.1 Background 
Reducing the space heating energy demand of UK households is a key factor for 
achieving the UK Government’s low carbon goals, protecting society’s most vulnerable 
members by improving their living standards and ensuring national energy security by 
limiting the need for imported fuels. The UK Government focuses on the potential energy 
savings of the built environment as one of the ways to achieve the objective of an 80% cut in 
CO2 emissions by 2050 (Climate Change Act, 2008). According to the UK Housing Energy 
Fact File heating and electricity consumption in the UK housing stock is responsible for 
around a quarter of UK’s greenhouse gas emissions and just under a third of the total UK’s 
energy use (Department of Energy and Climate Change, 2013a). The same source suggests 
that in 2011, 61.9% of the energy used in homes served solely for space heating. There are 
also significant societal drivers for reducing domestic heating energy demand. Fuel poverty is 
significant in the housing stock, not only in the UK but across the EU (Thomson and Snel, 
2013). A household is considered fuel poor when it requires fuel costs above the national 
median level and is left with an income below the official poverty line (Department of 
Energy and Climate Change, 2015). As fuel prices increase, reducing space heating energy 
demand can help households that struggle to pay their bills and ensure comfortable thermal 
conditions for their members. The UK Government is also keen to ensure national energy 
security by limiting the nation’s increasing dependency on fuel imports, caused by the decline 
of the local fossil fuel reserves (Department of Energy and Climate Change, 2012a). 
Reducing energy demand can help the Government maintain energy security, ensure that 
energy services will be available when needed and limit excessive price volatility. 
The Department of Energy and Climate Change (DECC) states that there are two main 
factors affecting space heating energy demand in domestic buildings: i) the energy 
performance of the construction and ii) the occupants’ number, behaviour and preferences 
(Department of Energy and Climate Change, 2013b). Improvements of the energy 
performance of the construction can be achieved by taking appropriate retrofit measures. 
These measures include adding insulation, managing air-tightness and ventilation, updating 
the existing mechanical infrastructure with newer technologies of higher efficiency and 
incorporating renewables. In 2012, the Government launched the Green Deal, a programme 
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to support and promote the uptake of retrofit measures and improve the energy efficiency of 
UK buildings (GOV.UK, 2015). The occupants’ behaviour and preferences have been 
recognised by DECC as some of the most significant factors affecting space heating energy 
demand. To help promote more energy efficient occupant behaviours heating controls can be 
used. Improved features introduced by heating control equipment such as Thermostatic 
Radiator Valves (TRVs) on all radiators and weather compensation can help avoid the use of 
heat when and where there is no need (Department of Energy and Climate Change, 2014). By 
2020 the Government envisions to install Smart Meters in all homes (GOV.UK, 2013). Smart 
meters and heating controls can provide a better understanding of space heating energy 
demand and can influence the occupant behaviour to reduce space heating energy demand by 
adopting habits like lowering the required air temperatures to avoid unnecessary heating or 
turning the heating off when ventilating the building. 
Lowering the space heating energy demand of domestic buildings by following the 
approaches mentioned above may seem straightforward. However, it has been observed that 
even expensive refurbishments can lead to poorly performing buildings, far from the 
expected energy savings (Department of Energy and Climate Change, 2012b). At the same 
time, the most promising ‘green’ buildings can consume up to two times the predicted energy 
consumption (Bordass et al., 2001). This phenomenon is known as the ‘Performance Gap’ 
and has been recognised by both the energy efficiency community and the UK Government 
as one of the main issues that need to be addressed as it could undermine significantly the 
built environment’s role in delivering the national carbon reduction plan (CarbonBuzz, 2016 
and Department of Energy and Climate Change, 2012b).    
Figure 1.1 presents the five main contributing factors to the Performance Gap as these appear 
at the modelling stage until the operational stage of real-life buildings as given by Reason 
(2011). These are the predicted regulated and unregulated energy at the design stage, the 
procurement and construction stage, the commissioning and handover stage and the operation 
stage. At the design stage, the energy performance of a building is calculated based on the 
predicted regulated energy consumption in Part L and the unregulated energy consumption. 
Energy predictions are based on assumed thermal property values of the building construction 
elements. However, once built, the actual thermal properties may differ significantly from 
their estimated values. Possible reasons include thermal bridging, material distortion and 
moisture content, possible errors in site practice and unavailability of construction details. In 
addition, the predicted energy use for the building is often based only on the design stage not 
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taking into account the procurement and construction, commissioning and handover and 
operation stages. Even when the operation stage is accounted for, the assumed occupant 
behaviours can be unrealistic and differ significantly from the occupant practices in real-life 
buildings, especially in domestic buildings where the individuals’ routines and activities 
cannot be easily predetermined. The assumptions made at the design stage and the complete 
dismissal of the effects of the following stages leading to the actual building energy use are, 
according to Reason, the main contributing factors to the Performance Gap. 
 
  Figure 1.1 The main contributing factors of the Performance Gap (Reason, 2011) 
The development and use of thermal models is an integral part of the design process in 
existing buildings due for refurbishment. The current methodology used by the Government 
to assess the energy performance of dwellings and inform retrofit advice is the Standard 
Assessment Procedure (SAP). SAP assesses the building’s energy performance in terms of 
energy use, fuel cost and CO2 emissions based on standardised assumptions of occupant 
behaviour and estimates on the use of space heating, domestic hot water, lighting and 
ventilation (BRE, 2014). SAP uses steady-state modelling methods of monthly estimates to 
calculate the building’s key energy performance indicators. More sophisticated modelling 
methods are needed when the thermal dynamics of the building are of interest. Building 
simulation tools like IES VE (IES, 2016) and EnergyPlus offer the possibility to model the 
building in detail or on how-by-how basis, to identify suitable retrofit measures and assess 
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their impact on the building’s energy performance and to ensure the goals of reduced energy 
consumption and compliance to the Building Regulations have been met. However, the 
increased level of information required for building simulation (such as a complete 3D 
geometry and detailed specification of the materials’ thermal properties) is usually 
unavailable for existing buildings and many assumptions often need to be made for the 
characteristics of the building elements (Garrett, New and Chandler, 2013). In the case of 
existing buildings a simulation model would require a significant amount of model 
parameters, such as detailed construction information, material properties, heating practices 
and occupant behaviours, to be known in advance. This information cannot always be 
determined with confidence due to the difficulty of measuring these parameters in actual 
buildings. These assumptions can introduce significant uncertainties into the building 
simulation process. However, the uncertainties can be reduced if the modelling process can 
also make use of operational measurements, such as the fuel use and internal temperatures, 
which have been recorded in the building during operation. To make use of operational data, 
performance-based models can be used. Performance-based models rely on measured data for 
the development of the model’s architecture and for informing the estimation of the model 
parameters that would otherwise be based only on the modeller’s assumptions of the 
building’s characteristics.   
One solution to the challenge of using performance-based models for existing buildings is to 
use the Lumped Parameter modelling approach. The Lumped Parameter modelling technique 
is based on the electrical equivalency of the thermal networks to represent the building 
system and is the simplified method used by the ISO Standard for calculating the energy used 
for space heating and cooling (BS EN ISO 13790:2008). The term ‘Lumped’ refers to the 
grouping of multiple layers of the building elements into a single node which serves to 
simplify the model architecture. The Lumped Parameter modelling technique, originally 
developed in the 1970s, has found multiple applications throughout the years. The main 
advantages of the simplified model structure and the implied reduction of computational cost 
remain relevant in the present day when a model needs to be quickly created and used to 
perform a large number of simulations. The Lumped Parameter modelling technique is often 
used for performance-based modelling of existing buildings due to the moderate knowledge 
of the building’s physical properties required and the limited operational data needed for 
model training.  
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Figure 1.2 shows a schematic representation of the available building energy modelling 
techniques depending on the resolution of results required and on the availability of physical 
knowledge of the building. Steady-state models that predict the building’s energy 
performance at longer time-intervals (e.g. monthly energy results) can be used to produce 
Energy Performance Certificates and compare with relevant benchmarks to provide feedback 
on the building’s energy performance. When a finer resolution of hourly or sub-hourly energy 
modelling results is required for analysis, dynamic models need to be employed. Depending 
on the availability of operational data, forward or performance-based (also known as inverse 
and data-driven) modelling techniques are selected. Forward modelling leads to white-box 
models (such as IES VE and EnergyPlus), models strictly based on the laws of physics to 
perform detailed analysis of heat and mass transfer processes within a building. White-box 
models can serve best at the design stage when the building is still at the concept level, to 
evaluate alternative design methods with the aim to improve its energy efficiency. 
Performance-based models can be formed for existing buildings, by using operational data to 
inform the model development. Performance-based models are inverse models that either use 
the building’s operational data exclusively (black-box models) or partly in combination with 
known physical characteristics (grey-box models) to derive the model’s structure and 
parameters. The Lumped Parameter modelling technique based on operational data is well 
suited for this category of performance-based grey-box modelling.  
Thermal modelling
Fine resolution of results required?
Dynamic Steady-state
Make use of operational data?
White-box models
Physical 
knowledge 
available?
Black-box models
Grey-box models
Lumped Parameter
Yes No
Yes
(Performance-based,
Inverse, Data-driven)
No 
(Forward)
No Yes
 
Figure 1.2 Schematic representation of the modelling methods available for building thermal simulation-
green lines show the path followed in this thesis 
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This thesis investigates the applicability of performance-based grey-box modelling for 
existing UK domestic buildings using the Lumped Parameter modelling approach. The main 
prerequisite of a performance-based model is the availability of operational data. In the past, 
due to technological limitations and the implied unavailability of appropriate sensors, data 
from existing buildings could not be easily collected. Operational data would only 
occasionally be collected and serve mostly for research purposes. The limited data 
availability meant that the applicability of performance-based Lumped Parameter modelling 
techniques could not be extensively explored in real domestic building environments. The 
lack of quality data and the incomplete information of actual building performance have been 
reported as critical failures in the field of modelling (LCICG, 2012). Nowadays, as advanced 
equipment is emerging in the sector, we are faced with a wealth of operational data from real-
life domestic buildings that have not been extensively explored yet. Smart Home systems, 
including devices such as wireless Thermostatic Radiator Valves (TRVs), wireless room 
thermostats, occupancy sensors and window-door opening sensors, can provide detailed 
measured data, insights of the building’s performance and occupants’ use of heating systems, 
through frequent readings of air temperature, humidity levels, occupancy and many other 
performance variables. At the same time the Smart Meter rollout, which aims to equip all UK 
domestic buildings with upgraded gas and electricity meters, will provide near real-time 
measurements of consumption at the meter level. The data coming from this action alone 
should be able to provide a solid basis for improved understanding of energy efficiency 
considerations.  
In this work operational data have been collected in 20 homes as part of the REFIT project, 
an EPSRC-funded research project on Smart Meters and Smart Homes (REFIT, 2016). This 
thesis explores the REFIT dataset, in particular the temperature, gas and electricity 
measurements from the participating households, and develops performance-based models 
using the Lumped Parameter technique. A better understanding of the potential of 
performance-based thermal models for describing real-life domestic building systems may 
allow data collected from the UK housing stock to be used to assess each building’s thermal 
performance individually. This could reduce the need for extensive building surveys and 
better inform bespoke retrofit solutions, better control and operation practices, and influence 
behavioural changes to reduce energy demand. 
The main questions that this research project aims to address are: 
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1. How do operational data of temperature and meter measurements and the 
relationships between them inform the choice of an appropriate model structure 
for domestic buildings? 
The type and quality of operational data of temperature and gas consumption 
measurements required is explored. Related questions are: What is the relationship 
between different types of data in the same house? How do temperatures in different 
rooms of the same house compare with each other? Are whole house average values 
of temperature and gas measurements adequate to represent thermal transfer processes 
in different parts of the house? How do operational data compare with the same data 
in different houses? How do the relationships between the operational data affect the 
model structure? 
2. How well can Lumped Parameter Models describe internal room air 
temperatures and heating energy consumption of real-life existing dwellings in 
order to evaluate retrofit options and control strategies? 
The suitability of simple performance-based Lumped Parameter models in 
representing typical UK domestic buildings using mainstream operational data such as 
temperatures and gas consumption measurements is explored. Can a 2-node Lumped 
Parameter Model provide a good fit to the operational data? How close can that fit be 
in real domestic buildings and how can the deviations be explained in physical terms? 
Can parametric analysis be used to close the gap between the theoretical model 
parameters and the parameters that provide the best fit to the data?  
3. How well can Lumped Parameter Models describe typical heating systems of UK 
domestic buildings to offer insights on different control strategies and different 
heating system operations? 
The suitability of simple data-driven Lumped Parameter models for representing a 
typical central heating system is explored. Could such a model be of use in heating 
control strategy assessment and system operation improvements? What is the 
potential of such models for disaggregating gas consumption at the meter level? Can 
they be used to evaluate how much energy is consumed for space heating purposes? 
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1.2 Aims and objectives 
The aim of this PhD thesis is to investigate the potential of performance-based modelling 
techniques for existing UK domestic buildings, based on the Lumped Parameter thermal 
modelling technique, and the use of measured operational data to inform the model building. 
The aim will be met by the following objectives: 
1. Review of the state of the art in performance-based modelling techniques. 
How: Through literature review of current findings in the field of performance-based, 
data-driven thermal modelling techniques for buildings. 
2. Identification of the current practice in performance-based Lumped Parameter 
modelling. 
How: Through literature review of studies using the Lumped Parameter approach and 
current practice for analysis of operational data and development of performance-
based Lumped Parameter models to represent domestic buildings and typical domestic 
heating systems. 
3. Exploration of the type, amount and quality of data coming from in-home 
sensors and the relationships between them.  
How: By collecting detailed operational data of building performance through the 
REFIT field study. The REFIT study has 20 participating households where 
monitoring and Smart Home (Smart Metering) equipment is tested. Data are collected 
on all aspects of the buildings’ physical properties and thermal performance (e.g. 
location, size, house type, geometry, heating system characteristics, occupancy, gas 
consumption, air and surface temperatures). For the purposes of this thesis data 
collected from 11 houses during a 8-week period in February and March 2014 is 
being used. 
4. Development and validation of a Lumped Parameter model for whole-house 
representation and model calibration using operational data. 
How: The model will be developed to describe the building’s thermal performance 
under dynamic conditions. Parametric analysis methods are applied to identify the 
impact of the input parameter values on the model’s output. The potential of 
improving the model fit will be explored by implementing constrained optimisation of 
the model parameters. The model is validated using the operational data collected 
through the REFIT study. 
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5. Development and validation of a Lumped Parameter model for the domestic 
central heating system and model calibration using operational data. 
How: The model will be developed to describe a typical central heating system under 
dynamic conditions and will be validated using the operational data collected through 
the REFIT study. 
6. Provision of recommendations to stakeholders  
How: Recommendations to the Government, energy companies and building retrofit 
companies on how effective simplified modelling techniques can be in offering 
insights into the building thermal characteristics which can inform the retrofit 
decision making and potentially the heating strategies.  
Table 1.1 summarises the thesis structure. This thesis is structured in 8 chapters. A brief 
summary is provided for each chapter and the related research questions and objectives are 
listed. 
  
Vanda Dimitriou  Chapter 1 – Introduction 
10 
 
Table 1.1 Summary of the thesis chapters and related Research Questions and objectives 
Chapter 
No. 
Chapter Title Chapter summary of contents 
Research 
Question No. 
Objective 
No. 
1 Introduction 
Sets the background of this work, the aim and 
the objectives.  
- - 
2 
Literature 
review 
Discusses the heating energy demand in UK 
homes, the relevant governmental policy and the 
increase in operational data availability. Provides 
an overview of the heat transfer processes in 
buildings and the space heating systems. 
Identifies the available heat transfer modelling 
methods and the state of the art in performance-
based Lumped Parameter modelling techniques. 
- 1, 2 
3 Methodology 
Presents the methods used for data collection, 
processing and statistical analysis. Describes the 
whole-house and heating system model 
development methods. 
- 2 
4 
Results 1, 
Analysis of 
measured 
operational 
data 
Presents the measured data and assesses their 
suitability for modelling, explores transforming 
the variables to improve their suitability for 
modelling and validation and studies the 
relationships between variables in order to 
inform the structure and choice of inputs of the 
models developed. 
1 3 
5 
Results 2, The 
whole-house 
Lumped 
Parameter 
model 
Develops a Lumped Parameter model for whole-
house representation using the radiator 
temperature, weather, electricity and gas 
consumption data as inputs to the model and the 
indoor air temperature measured data for 
calibration and validation. Explores how model 
parameters can vary from their theoretical values 
to present a better fit to the operational data. 
2 4 
6 
Results 3, The 
gas 
consumption-
radiator 
Lumped 
Parameter 
model 
Develops a Lumped Parameter model relating 
the gas consumption to the radiator surface 
temperatures and explores possible applications 
of the model and in particular the proportion of 
total whole-house gas consumption related to 
space heating. 
3 5 
7 Discussion 
Discusses the potential and limitations of the 
operational data collected and of the models 
developed in providing useful insights to inform 
retrofit advice, better operation and behavioral 
changes. 
1, 2, 3 6 
8 Conclusions 
Summarises the main findings of this work, 
describes the original contribution to knowledge 
and makes recommendations for future 
research. 
1, 2, 3 6 
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2. LITERATURE REVIEW 
2.1 Introduction 
Chapter 1 explained how a model based on measured operational data is suitable for the 
representation of real life houses of the UK housing stock. The first of the objectives set in 
Chapter 1 is the review of the state of the art in data-driven modelling techniques for the 
thermal performance of buildings. In this chapter the review of academic literature will cover 
three areas:  
 an overview of the heat transfer processes in buildings and domestic space heating 
systems 
 the available thermal modelling methods, an overview of the simulation and data-
driven modelling methods, and previous studies based on data-driven modelling 
techniques 
 an overview of previous studies using the Lumped Parameter modelling technique for 
whole house and radiator representation 
In Section 2.2, the conductive, convective and radiative heat transfer processes and thermal 
paths in buildings are explained and the common domestic wet central heating systems 
described. Section 2.3 compares the simulation and data-driven modelling techniques 
identifying the potential and limitations in both cases and provides a review of studies using 
the data-driven approach. In Section 2.4, the Lumped Parameter Modelling technique, which 
is commonly used in data-driven modelling, is explained. A review of previous studies using 
the Lumped Parameter technique for whole house and for radiator – gas consumption 
representation is also provided. Section 2.5 summarises the findings of this chapter and 
concludes on promising methods for use in this thesis.  
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2.2 Heat transfer in buildings 
2.2.1 Heat transfer processes in buildings – conductive, convective and radiative 
heat transfer 
There are three heat transfer processes:  
i. conduction with heat being transferred between substances which are in direct contact 
with each other 
ii. convection through the movement of gases and liquids 
iii. radiation through electromagnetic waves 
Unlike conduction heat transfer through materials and convection heat transfer between 
solids and liquids, for radiation heat transfer to occur the existence of a medium is not 
required (Cengel, 2003). Figure 2.1 shows a simplification of the heat transfer processes in 
buildings. Some of the most important drivers of heat transfer processes in buildings are the 
weather conditions, the external air temperature and the solar irradiance.  Heat transfer occurs 
through the building elements, such as walls, roof and floor slabs, forced by the temperature 
difference across the building elements. Ventilation occurs with the air movement through 
the designated building openings (windows and doors) and structural imperfections (usually 
referred to as infiltration). The temperature difference between the internal environment (Ti) 
and the external air temperature (Ta) causes conduction heat transfer through the building 
elements as well as heat loss through ventilation and infiltration. Finally, one example of 
radiative heat transfer is the direct solar gains entering the building through the openings. The 
solar radiation (Qs) is transmitted through the openings and serves as a direct heat input to the 
indoor air and the building fabric. 
 
Figure 2.1 Heat transfer in buildings (Autodesk, 2016) 
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In a building, there are three types of heat loads; heat losses due to transmission, solar heat 
gains and internal heat gains (Rajput, 2010). Heat losses due to transmission are driven by the 
temperature difference between the internal air temperature and the external temperature. 
Heat losses occur with conduction and radiation as heat is transmitted through the building 
elements and with convection as part of wanted and unwanted ventilation and infiltration. 
Solar heat gains occur directly through the building openings or indirectly by heating up the 
building envelope. Internal heat gains can be attributed mainly to the heating system, to 
occupant heat gains, to lighting, to electric appliances and other internal heat sources.  
The two most significant building envelope thermal properties are the thermal resistance and 
the thermal capacitance. Thermal resistance of a building element is the heat property of the 
element’s fabric layers to resist to a heat flow. Thermal resistance R (m2K/W) is the 
reciprocal of the thermal conductance which is the ability of the fabric to allow heat transfer. 
Under steady state conditions the internal and external temperature difference and the thermal 
resistance of the building elements are the two main factors dictating how heat is transferred 
into or out of the building. Under dynamic conditions another factor significantly affecting 
the heat transfer processes is the ability of the building fabric to store heat and emit it back to 
the environment. This potential of the building elements to store heat is known as thermal 
mass. Thermal mass depends on the density and the specific heat capacity of the materials 
and is usually expressed as heat capacitance. Heat capacitance C is a measure of how much 
energy (in the form of heat) needs to be added/removed to/from a building element to change 
its temperature and is usually measured in J/K. Heat capacitance is the measure of the 
material’s ability to store heat (Cengel, 2003). Thermal mass is a combined effect of the 
resistance and capacitance. 
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2.2.2 Domestic central heating system and controls 
Figure 2.2 shows the simplified layout of an example domestic central heating system and its 
components. The central heating system is defined here as a wet heating system consisting of 
a boiler and heat emitters, the pipelines and supporting tanks. The primary fuel used by the 
central heating systems in the UK is typically natural gas (Department of Energy and Climate 
Change, 2013a). Gas is transformed into thermal energy in the boiler by the burner. There are 
two flows out of the boiler:  
i. one linking to space heating and the heat emitters  
ii.  and one linking to the hot water loop to serve Domestic Hot Water (DHW) needs 
An integral part of the central heating system in the UK, are the heat emitters are the radiators 
(Department of Energy and Climate Change, 2013a). The thermal energy that is contained in 
the central heating liquid loops through the space heating loop passing through the radiators, 
where the heat exchange with the ambient temperature at the location of the radiator occurs. 
Part of the central heating thermal energy is stored in the hot water tank to serve for DHW 
purposes.  
 
Figure 2.2 Typical UK domestic central heating system layout (Greenspec, 2016) 
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Figure 2.3 shows the two types of boilers commonly used in the UK homes; condensing and  
non-condensing. In a typical wet system the non-condensing boiler uses a primary fuel 
(usually fossil fuel and in particular gas) at the burner level to heat up the fluid circulating 
through the closed system of pipes and radiators and exhausts the hot gasses to the outside 
environment.    A condensing boiler is exploiting more of the gas energy used by allowing the 
waste hot gases to pre-heat the returning from the radiators water before being released to the 
environment (ASHRAE, 2012). Boilers can store hot water in a designated hot water cylinder 
to satisfy future needs or, in the case of the combi boilers, can provide on demand domestic 
hot water heating.  
 
Figure 2.3  Non-condensing and condensing boilers function (Microgreening, 2016)  
Figure 2.4 shows the heat transfer processes occurring at the heat emitter/radiator level. The 
circuit liquid heated by the boiler enters the radiator and circulates in loops to make sure that 
the desired heat output is achieved. There are two ways that heat is exchanged between the 
radiator and its environment; radiation and convection. Heat from the heated radiator body 
composed by materials that allow for easy heat transfer (e.g. aluminium, metal) and a high 
capacity thermodynamic fluid (e.g. water based) is radiated to the adjacent surfaces. The 
cooler air surrounding the radiator body heats up, becomes lighter and moves upwards 
creating air movement and heat transfer through convection. Radiators are the most widely 
used type of heat emitters in the UK (Energy Saving Trust, 2008). There is a wide range of 
radiator types available in the market with different shapes and sizes to fit every household’s 
needs.   
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Figure 2.4 Example of radiator heat transfer processes (IntelliHeat, 2014) 
In Figure 2.5 the main control parts of a common domestic central heating system are being 
presented. Controls are an essential part of the modern buildings. Their main aim as described 
in the CIBSE document on ‘Understanding controls’ (CIBSE, 2005) is to ensure that safety 
and efficiency is maintained. Heating controls in particular are an indispensable part of the 
heating installation of a building. As explained in the CIBSE guide on ‘Energy efficient 
heating’ (CIBSE, 2009) good controls will ensure that heat is provided only when and where 
there is demand, whilst poor controls will sabotage the performance of a well-designed 
heating system.  
 
Figure 2.5 A typical wet central heating system and heating controls (SCHP, 2016) 
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2.3 Thermal modelling techniques 
2.3.1 Thermal modelling categorisation 
Steady state methods differ from dynamic methods in that constant boundary conditions are 
assumed over time and usually disregard the heat stored within the building elements, thus 
offering the advantage of simpler calculating procedures and decreased computing time. 
According to Van der Veken et al. (2004) and their comparison of simulation tools, both 
steady state and dynamic models can be equally useful for building energy assessment. This 
conclusion was drawn by the fact that the steady state simulation software EPW (Europa, 
2016), the then Flemish Energy Performance Regulation calculation method, calculated a net 
energy demand that deviated by only 4% from the equivalent transient calculations of the 
dynamic models TRNSYS (TRNSYS, 2000) and ESP-r (Strachan, 2000). The differentiation 
of the two methods becomes more apparent when different levels of time-varying behaviour 
of the model inputs and outputs needs to be captured (Reddy, 2011). For explicit 
understanding of a transient system and equipment behaviour dynamic modelling is required.  
Steady state modelling is more appropriate for energy consumption analysis on larger time 
periods. 
Based on the existence of measured operational data, thermal modelling techniques can be 
categorised into two categories; forward and inverse. The difference between forward and 
inverse problems has been well explained by Beck and Woodbury (1998). Whilst forward 
problems deal with known characteristics (in the case of homes, building characteristics, heat 
transfer functions etc.) to compute the dependent variables (i.e. thermal loads), inverse 
problems rely on both prior physical knowledge of the model (i.e. building envelope 
characteristics) and measured data (i.e. measured temperatures, occupancy) to determine 
some basic parameters or functions that are not known.  
Table 2.1 shows a similar categorisation of the modelling methods by Foucquier et al. (2013) 
as described in a work that reviewed the state of the art in modelling techniques for building 
energy performance prediction. The modelling methods are distinctly divided into three 
categories; the ‘white box’ method, the ‘black box’ method and a combination of the two, the 
‘grey box” method. White box or physical methods employ heat transfer equations to predict 
the energy performance of a building. The solution of the equations heavily depends on the 
fine description of the building model and thus white box models are best suited for the 
design stage when most of the thermal properties can be estimated. In contrast to physical 
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models, black box methods are based mainly on statistical methods and machine learning 
techniques to describe the behaviour of the building as a system. “Black box” methods 
disregard the physical features of the building (its geometry and thermal characteristics). 
Using black box methods the interpretation of the results in physical terms is not always 
feasible and generalised conclusions valid for buildings other than the specified cannot easily 
be drawn. This is useful when little is known about the building characteristics. A hybrid of 
the two, the grey box method, bridges the gap between limited physical knowledge of the 
building and limited measured data. Grey box methods require basic prior knowledge of the 
building characteristics combined with a reasonable amount of measured data to estimate the 
missing physical parameters and best describe the building’s thermal performance. Grey box 
methods allow for physical interpretation of the results within the limits of the model 
structure.  
Table 2.1 Comparison between white, black and grey box methods according to Foucquier et al. (2013) 
Methods Building geometry Training data Physical interpretation 
Physical or 
‘‘white box’’ 
method 
A detailed description 
of the building 
geometry is required 
No training data are required 
Results can be interpreted 
in physical terms 
Statistical or 
‘‘black box’’ 
method 
A detailed description 
of the geometry is not 
required 
A large amount of training data 
collected over an exhaustive 
period of time is required 
There are several difficulties 
to interpret results in 
physical terms 
Hybrid or ‘‘grey 
box’’ method 
A rough description of 
the building geometry is 
enough 
A small amount of training data 
collected over a short period of 
time is required 
Results can be interpreted 
in physical terms 
 
2.3.2 Thermal modelling of existing buildings 
Table 2.2 shows one of the earliest attempts to categorise modelling techniques using 
measured data by Rabl (1988). In his overview of methods Rabl categorises the available 
methods into steady state and dynamic methods and comments on the applicability and 
limitations of each modelling technique. In the second and third columns of the table it is 
stated whether each method would be appropriate for solving forward and/or inverse 
problems.  It is clear that dynamic modelling techniques were deemed more appropriate for 
inverse modelling, whilst steady state modelling techniques are linked more commonly to 
forward problems. One main comment from Foucquier et al. (2013) regarding the thermal 
network dynamic method is that, when used in inverse modelling, the network architecture 
needs to remain as simple as possible and linked directly to thermal characteristics. When it 
comes to differential equations, linear differential equations can be used for building 
representation. The equations can be formed using analytical methods. Using differential 
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offers increased flexibility when it comes to fitting and calibrating with the measured data 
and is promising method due to its potential in predicting and controlling. Most methods 
mentioned in this work are still popular today and find many applications in the field of 
building energy performance. The large potential of computer simulation in providing 
accuracy and increase in modelling detail was recognised in Foucquier et al. (2013) study and 
the DOE-2.1 (2016) was presented as one of the examples.  
Since this early work, technology has advanced and multiple computer simulation programs 
have become available for performing analysis of the building’s energy performance. 
Modelling methods using computer simulation software usually fall into the category of 
white box modelling. The risk of using advanced modelling software tools is that increased 
detail of the building characteristics is required to be specified. Any errors in the input data or 
any limitations in the knowledge and modelling skills of the expert can quickly result in less 
accurate predictions of energy usage and the production of unreliable results (de Wilde, 
2014). For the advanced simulation software to be used more safely in energy performance 
prediction and in particular in the domain of the existing buildings extensive model validation 
and verification is needed.  
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Table 2.2 Methods for analysis of measured energy use by Rabl (1988) 
a) Steady State methods Forward Inverse Comments 
Degree day method  * 
 
The simplest. Based on fixed reference temperature 18.3 
o
C. Can go quite wrong for commercial or super-insulated 
buildings. 
Variable base degree day method  * 
 
Variable reference temperature. Can be good 
approximation for annual consumption. 
Bin method  * 
 
Input: hours in each 2.8 C (5 F) bin of external 
temperature. More flexible than variable base degree day 
method: can model temperature dependent features, 
weekends etc. 
PRISM  
 
* 
Needs data for energy use (several periods/year) and for 
daily average external (no Tint). Finds reference 
temperature and heat loss coefficient divided by heater 
efficiency. Best for weather correction. 
ASHRAE TC 4.7 * 
 
Modified bin methods with cooling load factors etc. to 
account for some transient effects and determine peak 
loads. 
b) Dynamic methods Forward Inverse Comments 
Thermal network  * * 
In forward direction no limit on complexity of network. For 
inverse problem network must be simple with equivalent 
thermal characteristics 
Response factor series  * 
 
Tabulated results for building components useful for 
calculation of peak loads 
Fourier analysis  * * 
Calculates response to sinusoidal (constant plus diurnal) 
input. Can be combined with calculation in time domain. 
ARMA model 
 
* 
Coefficients lack direct physical interpretation but that can 
be provided with time constants and admittances. 
BEVA  * * 
Combination ARMA + Fourier methods. Loads calculated in 
time domain. 
Modal analysis  * * 
Diagonalisation of the differential equations for the 
building. For inverse problem building is approximated by 
small number modes. 
Differential equation  
 
* 
Approximates building by linear differential equations 
Order and coefficients adjusted by data. Can be integrated 
analytically. Much flexibility for fitting, prediction and 
control. 
Computer simulation  * * 
Very detailed. Potentially the most accurate method. Also 
models HVAC equipment. Requires much expertise and 
labor for coding the input. 
Hybrid methods * * Computer simulation plus differential equations.  
 
In the more recent past, the white box method was the predominant method for modelling the 
energy use and thermal performance of existing dwellings. The official UK procedure for 
assessing the energy performance of buildings is the Standard Assessment Procedure (BRE, 
2012) a steady state model that makes standardised assumptions for occupancy and behaviour 
in order to determine how much energy a dwelling will need to consume to deliver the 
predefined thermal needs. Collecting in-situ performance data has been both expensive and 
time consuming, due to the costly equipment and man-hours required for data collection. 
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However, recent technological advances and policy measures in Smart Meters and Smart 
Home equipment imply that a “grey box” approach to modelling dwelling energy use and 
thermal performance may become a viable option on a larger scale. Homes equipped with 
Smart technology will record numerous performance data which will be readily available for 
use.  
The data-driven or grey box method is a popular technique that has found application in 
many different types of building energy studies and an extensive review of which has been 
conducted by Foucquier et al. (2013). However, some of the applications mentioned in this 
paper instead of using monitored data from existing buildings use the output of building 
simulation software as the input dataset for the statistical analysis. Using simulated data can 
find multiple applications and can be useful for thermal modelling software calibration. 
However, as the data come from a simulated environment, the complexity and uncertainty of 
the model can increase. In this thesis, the focus is on case studies where actual measured data 
have been collected. 
In their paper on identifying suitable models for the heat dynamics of buildings Bacher and 
Madsen (2011) use RC-network models of increasing complexity to represent the different 
parts of the building and likelihood ratio tests to determine the performance of each model. 
Through this method of evaluation an appropriate model including only the most important 
parameters is fitted to the heat dynamics of the building. 
When parameter estimation is needed genetic algorithms are employed as the statistical tool 
of the grey box method. One such example comes from Wang and Xu (2006) in their report 
on parameter estimation of internal thermal mass of building dynamic models. Using the 
lumped parameter method and operational data from the case study they focused on 
developing a genetic algorithm capable of estimating the internal thermal parameters of the 
building network. 
Another paper comes from Andersen et al. (2000) where a lumped parameter model is 
formulated as a system of stochastic differential equations and statistical methods are 
implemented for parameter estimation. The interesting addition of this work is the 
introduction of submodels for the radiator power and the solar radiation and the conclusion 
that radiator power should be modelled separately due to the different excitation of the input 
variables. 
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2.3.3 Data-driven modelling categories by end use 
There are three modelling categories determined by the way data-driven models are used to 
relate to the monitored data; explanatory, predictive and descriptive modelling (Shmueli, 
2010). Shmueli (2010) in his work on the use of modelling for explaining, describing and 
predicting, clarifies the distinction between the different modelling aims and their practical 
implications during the modelling process.   
According to Shmueli (2010) explanatory models are used ‘to test causal hypotheses about 
theoretical constructs’. As the name suggests, explanatory models aim to explain a natural 
phenomenon. In real life, models usually offer partial explanation of the physical 
phenomenon (Weirich, 2011). A higher explanatory power where causality has been clearly 
identified is more favourable for increased understanding and for enabling analysis.  A model 
with increased explanatory potential is one that contains the most significant variables 
affecting the phenomenon.  
Descriptive models aim to summarise the data, focusing on quantifying the relationship 
between the dependent and independent variables and less on the underlying causal theories 
(Shmueli, 2010). One of the most significant advantages of achieving a highly descriptive 
model for the available data is the ability of the model to generate data with the same 
characteristics as the real life data. Shmueli (2010) concludes that explanatory and descriptive 
capabilities are two different aspects of the same model and although the two qualities are not 
always necessary, the evaluation of a model should be reporting on both. 
Finally, in predictive modelling the goal is to predict the output variable given the input 
variable and parameter values.  Predictive models are models using any underlying theory to 
predict new observations. Increased predictive capabilities of the model do not necessarily 
depend on the explanatory and descriptive potential of the model (Shmueli, 2010). One such 
example are the black box models that can be used for prediction without explaining the 
physical basis of the phenomenon.  
Usually the three modelling categories are considered as interdependent and the model that 
explains and describes best the real system is assumed to have the best predictive potential. 
This is not always true, as Hagerty and Srinivasan (1991) have reported a less complex and 
less true model of the system can have a higher predictive validity than a more complex and 
true model. A truer and more representative model of the system could prove less effective in 
predicting the output variable values, is more appropriate however for providing insights on 
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the system’s dominant relationships. The ability of a model to describe the true building 
system is important when decision making on the system’s structure is of interest, one 
application of which is retrofit decision making support.  
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2.4 The Lumped Parameter Modelling technique  
2.4.1 Introduction to the Lumped Parameter modelling technique 
As observed in the literature review, lumped parameter models are the dominant building 
representation methods selected in the field of building energy modelling with data-driven or 
‘grey box’ techniques.  Due to their simplicity, the reduced complexity and short 
computational cost they imply, they present a considerable advantage over more complex 
building simulation approaches that require excessive amounts of effort and time, especially 
when multiple iterations are necessitated.  One of the earliest attempts to introduce the 
Lumped Parameter technique using the electrical analogy was done by Muncey (1979) in his 
book on heat transfer calculations for buildings.  
When using the Lumped Parameter technique based on the Resistance Capacitance networks 
and the electrical analogy, the building elements can be treated as if they were lumped 
(concentrated) into one point (node) of the system with uniform temperature (Cengel, 2003). 
The Lumped Parameter systems can be mathematically modelled by Ordinary Differential 
Equations (ODE).  There are two main assumptions when using the Lumped Parameter 
technique: 
1. Multilayer structural elements of the building can be adequately represented when 
lumped. This is a critical assumption when the structural complexity due to several 
layers characterising the building elements is increased. 
2. The heat transfer processes within the building system are linear. This is a critical 
assumption when representing the building’s central heating system where the heat 
transfer is primarily governed by non-linear relationships. 
Table 2.3 summarises the main points of equivalency between a thermal circuit and the 
respective electric circuit. To represent a thermal circuit using a resistance capacitance 
network (RC network) the temperature of an element, i.e. the average thermal energy stored 
in the element’s material, is viewed as the electric charge of an electric circuit (Muncey, 
1979). Equivalently, the temperature difference between two points of the circuit is 
considered analogous to the voltage. Heat, the rate of transfer of the thermal energy, is taken 
as analogous to the electric current. The thermal resistance of a building element is 
represented by an electric resistance. The heat capacitance, i.e. the thermal mass of the 
building, is represented by a capacitor which is able to store potential energy. 
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Table 2.3 Analogy between thermal and electric circuits 
Thermal circuit Electrical equivalent circuit 
Temperature Electric charge 
Temperature difference Voltage 
Heat Electric current 
Thermal resistance Resistor 
Heat capacitance Capacitor 
 
Figure 2.6 shows the equivalent electric circuit of an example structure consisting of three 
elements. Each building element is represented by a capacitance C. The resistance between 
the building elements, i.e. the distance between the elements divided by the heat conductance 
of the separating material, is represented by a resistor R. The requirement for this equivalency 
is that the time constant has the same value in both the thermal and the electric circuit. The 
time constant, denoted by the Greek letter τ(s), is the main characteristic unit of the system, 
showing the response of the system to a step input. The higher the time constant value the 
more time is required for the temperature of the lumped system to approach the environment 
temperature. 
 
Figure 2.6 Schematic representation of a simple example structure and the equivalent electric circuit 
In a Lumped Parameter system representation, various layers of the system (i.e. building 
elements) are lumped into single nodes. In theory, the elements are assumed to be small 
enough to be concentrated in a single particular spatial point in the system. In practice, 
significant portions of the building envelope are lumped into a single node (e.g. whole cavity 
wall and roof). The main criterion for the applicability of Lumped system analysis is the Biot 
number (Cengel, 2003): 
 𝐵𝑖 =
ℎ𝐿𝑐
𝑘
=
𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑡 𝑡ℎ𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑜𝑑𝑦
𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝑏𝑜𝑑𝑦
 (1) 
The requirement for the Lumped system analysis to be applicable is 𝐵𝑖 ≤ 0.1. Smaller Biot 
values ensure smaller temperature gradient of the solid body, satisfying the assumption of 
temperature uniformity. In reality, building elements are often characterised by Biot numbers 
much higher than the lowest acceptable limit of 0.1. The lower accuracy of the Lumped 
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System representation is very often accepted in the building physics community in order to 
maintain the advantages of the simplified building representation that the method offers. 
Using the Lumped system analysis, heat transfer to the solids through convection and heat 
conduction through the solids are considered (Cengel, 2003). The inter-surface radiative heat 
transfer is not taken into account.  In buildings, the radiant heat exchange is taken into 
account through adaptation of the thermal resistances of the building elements (Underwood 
and Yik, 2004). 
Systems that are continuous in time can be mathematically represented using Ordinary 
Differential Equations. To determine the most appropriate values for the model parameters, 
well established simple linear regression techniques, such as the Ordinary Least Squares 
technique, can be used (Reddy, 2011).   
2.4.2 The building representation using the lumped parameter modelling technique 
The adequacy of the lumped parameter modelling techniques to represent whole buildings 
has been proven early on by Laret (1980). In his paper on the use of models with a small 
number of parameters a two-time-constant, three-parameter model was deemed appropriate 
for an analysis of the behaviour of a building in different classical problems.  Figure 2.7 is a 
schematic representation of the proposed Lumped Parameter model using the electrical 
analogy: 
 
Figure 2.7 Two time-constant LPM (Laret, 1980) 
The LPM consists of three nodes, one for the boundary conditions i.e. the external air 
temperature, Ta, and two nodes representing the building envelope; one for the indoor air 
temperature, Ti,  and one for the building envelope temperature, Te. There are two parallel 
heat transfer processes described in this model; the first one accounts for immediate heat 
losses, such as ventilation losses and losses through light surfaces that present insignificant 
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inertia (Ti to Ta via Ria); the second heat transfer process accounts for the inertia due to heavy 
weight building elements (Ti to Ta via Te). There are two time constants in this model. One 
time constant relates to the resistance between the indoor air temperature and the envelope 
and external air nodes (Ria and Rie) and the indoor air capacity (Ci). The second time constant 
relates to the resistance between the envelope node and the external air and indoor air nodes 
(Rea and Rie respectively) and the building envelope capacitance (Ce). The heat input due to 
space heating is represented by a heat flow, Q, straight to the indoor air temperature node. 
In Figure 2.8, Lorenz and Masy (1982) used a very similar model to the one demonstrated in 
Figure 2.7. However, there are two significant additions to the model regarding the heat input 
to the building system. In this model the heat input relates not only to space heating of the 
building, Qh, but also to heat inputs due to solar radiation and occupancy, Qoc. The heat gains 
due to solar radiation are divided into direct solar gains to the indoor air node, Qsi, and 
incident to the building envelope solar gains, Qse. The occupancy related heat gains refer to 
the heat dissipated from the human bodies as well as to the heat input due to occupant 
activities, lighting etc. This latter type of heat gains is accounted for as direct gains to the 
indoor air node.  
 
Figure 2.8 Direct and indirect solar gains LPM (Lorenz and Masy, 1982) 
Achterbosch et al. (1985) in their paper on developing convenient thermal dynamic models, 
propose a more detailed system representation where each element of the building structure 
has been modelled individually. Figure 2.9 presents the electric analog of the proposed 
lumped parameter system model. The whole house is viewed as a one-room structure. In the 
centre of the figure the air node (θa) represents the total air capacity of the one-room model 
and is linked to the external air node (θo), the crawl space node (θc), the neighbouring 
building node (θn) and the internal element node (θi). The internal air node is linked to the 
external air node through four parallel heat transfer paths, representing the convective losses 
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through ventilation, the losses through the windows, the losses through the external walls and 
the losses through the roof.  The proposed model proved to describe well the dynamic 
thermal behaviour of different types of dwellings. 
 
Figure 2.9 Multi-element representation LPM (Achterbosch et al.,1985) 
Crabb et al. (1987), using a two-time constant system model, ran multiple validation tests on 
a theoretical, analytical and empirical level by comparing the model parameters and results to 
analytical calculations and measured operational data. The paper concluded on the potential 
of the proposed modelling method in representing a building system, at least in the particular 
building under study.  
The same two-time-constant model used later on by Penman (1990) to confirm that by using 
half hourly observations of the building’s thermal response the model parameters can be 
identified. The adequacy of the parameter estimates was tested against the theoretical 
expectations for the same parameters. Some of the parameter values varied significantly from 
the expectations, which according to the author, signified the lack of adequate representation 
of additional thermal mass elements, such as furnishing etc. In a following paper from Coley 
and Penman (1992) the methodology for calculating the model parameters using the Least 
Squares technique is explained thoroughly.  
Dewson et al. (1993) assessed the applicability of the Least Square parameter estimation 
technique for identifying the model parameters of a building system using the Lumped 
Parameter methodology. Although the Least Squares calibration methodology proved 
adequate for parameter estimation, presenting an average deviation from the measured data of 
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only 1
o
C, the applicability of the Lumped Parameter approach to represent a building system 
was not proven.  
Figure 2.10 shows the work from Tindale (1993) who, based on the well-established two-
time-constant model of the previous studies, proposed an additional third order to the model 
to account separately for the radiative and convective heat transfer to/from the internal air 
node. To achieve that he added a mass node characterised by capacity Cx and a coefficient kx, 
both of which do not directly relate to any known physical quantities, to improve the model 
accuracy for heavy weight constructions. The model was tested for both single-zone and 
multi-zone building systems by introducing one more node for each of the additional rooms 
that were modelled. Despite the effort to improve the model’s performance for buildings 
dominated by heat transfer through heavy-weight elements, the model is not considered 
suitable for exploring the heat diffused through massive walls. The paper concludes that this 
method is particularly adequate for modelling light-weight building structures.  
 
Figure 2.10 Separate radiative and convective heat transfer LPM (Tindale, 1993) 
 Mathews and Richards (1993) use as a base a one-time-constant, five-parameter system 
model for the building system representation. Figure 2.11 demonstrates the proposed model. 
The model consists of five temperature nodes, the solar-air temperature node (sa) of the 
external boundary conditions, the structure node (s), the inside surface of the structure (is), 
the indoor air temperature node (i) and the external air temperature node (o). Two new 
features of the model are discussed in this paper. Firstly, the capability of this type of 
modelling techniques in representing multi-zone building systems is explored. To simulate 
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unheated sunspaces the adjacent zones of the building system are treated the same way as 
external elements. For the conductive and convective heat transfer processes to be determined 
the air temperatures in all zones are necessitated.  Secondly, the authors further develop the 
model to account for structural cooling (e.g. night-time cooling through the building mass) 
and evaporative cooling by introducing two additional nodes, sc and ec respectively. This 
way the modelling technique can be used to explore various added features to assess the 
building’s thermal performance. 
 
Figure 2.11 One-time-constant, five-parameter LPM (Mathews and Richards, 1993) 
Mathews, Richards and Lombard (1994) continued the exploration of their model by 
validating it through an extensive study of 32 buildings of various thermal characteristics, 
proving that a simplified model with limited input data can present good agreement with 
observations.  Following that, Richards and Mathews (1994) identified a method for 
modelling the heat transfer from the building system to the ground underneath. 
Coley and Penman (1996) continued to explore the adequacy of the two-time-constant model 
proposed earlier. To obtain a more viable parameter estimation procedure they repeated their 
calculations based on a linear model representation. This linearised problem lead to 
simplified parameter estimation algorithms, easily applicable to Building Energy 
Management Systems.  
Schultz and Svendsen (1998) used a two-time-constant, four-parameter model using a 
specially developed program, WinSim, to evaluate the effect that the window system can 
have on the building’s thermal environment. The paper concluded on the applicability of the 
model to assess different window systems as well as the risk of overheating. It was also stated 
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that the effective thermal capacity of the room, which is the parameter presenting the most 
significant uncertainty, could be adequately determined using their proposed methodology.  
In Figure 2.12, Lombard and Mathews (1999) based on their model from previous work (see 
1994) propose an improved model architecture which uses a different way of representing the 
external walls of the building structure. The new model does not use a lumped parameter 
representation for the building envelope. Instead, as demonstrated in Figure 2.12, a two-port 
representation is used for the walls with a forcing function on the external surface of the 
building shell (Tsa) which accounts for both the internal and external surface resistances.  
 
Figure 2.12 Wall to-port LPM (Lombard and Mathews, 1999) 
Gouda et al. (2000) used the lumped parameter representation for a selected space. In this 
work, each element of the building structure is represented by two resistances and one 
capacitance. The building system includes two external walls, the internal partitions, the 
floor, the ceiling and the windows. The central node to which all other elements are 
connected is the internal air node. Heat inputs due to solar radiation and the heating plant are 
calculated through two independent system models. In following work by the same authors, 
Gouda et al. (2002) the methodology used to determine the order of the model is described.  
Fraisse et al. (2002) identify the best model structure for a wall consisting of insulating 
material and concrete by comparing three different electric analog models of varying 
complexity to an intensely discretised solution for the same wall. The paper concluded that a 
model consisting of three resistances and two capacitances (3R2C model) (i.e. a two-node 
wall model) is adequate for a typical wall when the temperature gradient within the wall is 
not of interest.  
In Figure 2.13, Braun and Chaturvedi (2002) use again a three-resistance two-capacitance 
model to represent each of the building elements. The whole building model is developed by 
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linking each of the elements (in this case four elements were modelled, the ceiling, the 
external wall, the ground and the internal partitions) to the internal air temperature node. 
Additionally the authors concluded that to achieve adequate parameter estimates two weeks 
of training data are enough. Four weeks of data were used to validate the model’s accuracy.  
 
Figure 2.13 Star-style LPM (Braun and Chaturvedi, 2002) 
Nielsen (2005) developed a model based on the Lumped Parameter method to assess the 
preliminary design of buildings. The building system is represented by a two-node model as 
demonstrated in Figure 2.14. One node refers to the internal air temperature Ta with direct 
inputs from the solar gains, heating loads, cooling loads and other internal loads and linked to 
the external air node. The second node represents the thermal mass of the building and is 
linked to the internal air node through an extra node related to the internal surfaces. Solar 
gains at the building envelope are also accounted for at the second, thermal mass, node.  
  
Figure 2.14 LPM for preliminary design (Nielsen, 2005) 
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Weber and Johannessen (2005) used the Lumped Parameter technique and the electrical 
analogue to represent thermally activated buildings e.g. buildings with heating system 
incorporated into their structure such as underfloor heating. Two different model 
architectures were tested, the star-system and the triangular-system representation. It was 
proved that the triangular-network, although more complex, was adequate for various heating 
and cooling building embedded systems.  
Kampf and Robinson (2007) based on the work presented by Achterbosch et al. (1985) 
extended the research of the Lumped Parameter building system modelling by assessing the 
adequacy of the technique when applied to multiple zones of a building. This was achieved 
by connecting the air nodes of each room with the neighbouring air nodes through an 
appropriate representation of the partition wall. To achieve the integration of multiple rooms 
each time part of the capacitance of the partitioning wall was assigned to the two nodes of 
each room (based on the model by Nielsen (2005)) with the partition being represented by a 
thermal resistance connecting the two air nodes. The authors conclude on the adequacy of the 
modelling method to represent multi-zone environments and discuss the potential 
implementation of the model on a wider city district level. 
Xu and Wang (2008) in their work on simplified dynamic modelling of existing building 
propose a different building model representation by combining both the Lumped Parameter 
methodology for the internal mass of the building and detailed physical models in the form of 
Conduction Transfer Functions for the external envelope of the building. The model proves 
adequate when compared to observed data. One of the main conclusions is that this method of 
internal mass representation is superior to the models where internal mass is merged to the air 
node.  
Ramallo-Gonzalez et al. (2013) uses the same two-capacitance representation for the building 
elements in a Lumped Parameter model as in most previous studies and proposes the 
dominant layer methodology which identifies the construction layer with the maximum 
capacitance and excludes the remaining layers from the calculations. This exception of 
building materials simplifies the calculation methodology and provides a more accurate 
representation of the structure. Work on improving the lumped parameter models to account 
for more complex buildings is ongoing. 
Underwood (2014) provides further improvements of the two-time-constant representation of 
building elements. Commenting on previous work done by Gouda et al. (2002), this work 
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proposes a multiple objective function optimisation method applying excitations of heat flux 
and temperature to both surfaces of the building element. The optimised parameter fitting 
method was based on both sets of surface temperatures, internal and external. The proposed 
method was validated in a wide set of construction element types (internal partitions, floors, 
roofs and external walls) through comparison with a well-established conduction transfer 
function reference model. When compared to the finite difference reference model, the 
proposed Lumped Parameter model provided a reduction in the computational cost of more 
than 30%. It is argued by the author that the second-order building element representation 
provides improved accuracy without any significant impact on the relative simplicity and low 
computational cost of the Lumped Parameter method.  
Li and Wen (2014) discuss the available methods for building energy forecasting and identify 
the Lumped Parameter models as the most common modelling technique for building 
representation used by these methods.  
Table 2.4 summarises all the papers discussed in this Section, listed in a chronological order. 
The third column states the model architecture selected in each paper and the last column 
states where the work done in the paper has been based on previous work done. The two-time 
constant model for whole-house representation has been used from the first published work 
of the Lumped Parameter (Laret, 1980). Although advancements in the methods for building 
representation have been made in using the Lumped Parameter approach with the years, the 
two-time constant model is still identified as a possible model structure (Bacher and Madsen, 
2011). Based on the literature review findings, the selected model architecture in this study is 
the two-time constant Lumped Parameter model. 
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Table 2.4 List of the papers on LPM 
Year Authors Model complexity Based on the work of : 
1980 Laret 
two-time constant, five parameters 
(R and C) 
Laret, 1975 
1982 Lorenz, Masy 
two-time constant, six parameters (R 
and C) 
- 
1985 Achterbosch increased complexity - 
1987 Crabb, Murdoch and Penman 
two-time constant, five parameters 
(R and C) 
Laret, 1980 and Lorenz and Masy, 
1982 
1990 Penman 
two-time constant, five parameters 
(R and C) 
Laret, 1980 and Lorenz and Masy, 
1982 
1992 Coley and Penman 
two-time constant, five parameters 
(R and C) 
Penman, 1990 
1993 Dewson, Day and Irving 
two-time constant, five parameters 
(R and C) 
Laret, 1980, Lorenz and Masy, 1982 
and Crabb et al., 1987 
1993 Tindale 
three-time constant, multiple 
parameters (R and C) 
Lorenz and Masy, 1982, Crabb et al., 
1987 and Penman, 1992 
1993 Mathews and Richards 
one-time-constant, 5 parameters (R 
and C) 
- 
1994 Mathews, Richards and Lombard 
one-time-constant, 5 parameters (R 
and C) 
Mathews and Richards, 1993 
1994 Richards and Mathews 
one-time-constant, 5 parameters (R 
and C) 
Mathews and Richards, 1993 
1996 Coley and Penman 
two-time constant, five parameters 
(R and C) 
Penman, 1990 
1998 Jorgen, Schultz and Svendsen 
two-time constant, four parameters 
(R and C) 
- 
1999 Lombard and Mathews 
two-time constant, 5 parameters (R 
and C) 
Mathews, Richards and Lombard, 
1994 
2000 Gouda, Danaher and Underwood 16 parameters (R and C) - 
2002 Gouda, Danaher and Underwood 
two-time constant, six parameters (R 
and C) for each element (11-th order 
for the whole building) 
Lorenz and Masy, 1982 
2002 
Fraisse, Viardot, Lafabrie and 
Achard 
3R2C for a wall - 
2002 Braun and Chaturvedi  
3R2C for a wall, 4 paths to the 
internal air node 
Braun (1990) and Seem et al. (1989) 
2005 Nielsen two-node model - 
2005 Weber and Johannesson star-network and triangular-network - 
2007 Kampf and Robinson multi zone 
Nielsen (2005) Achterbosch et al. 
(1985) 
2007 Xu and Wang transfer functions and RC - 
2013 
Ramallo Gonzalez, Eames and 
Coley 
3R2C for a wall with dominant layer 
approach 
Fraisse, Viardot, Lafabrie and Achard 
(2002) 
2014 Underwood 3R2C for a wall  
Gouda, Danaher and Underwood 
(2002) 
2014 Li and Wen star-network  Braun and Chaturvedi (2002) 
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2.4.3 The heating system representation using the lumped parameter method 
This Section provides an overview of previous work on the methods for describing the 
heating system heat transfer processes. Table 2.5 lists the symbols used in this Section. To 
improve understanding and coherence, when referring to a specific physical parameter the 
original, varying, denoting characters are replaced by one default denotation which is used in 
all equations throughout this Section. As an example of this Trad has been selected for the 
radiator surface temperature and has replaced all original denotations in all the subsequent 
equations of the reviewed work. The most common unit for each symbol is provided. 
Table 2.5 Nomenclature – symbols used in this section 
Symbol Meaning Symbol Meaning 
A radiator area (m2) m2 outward system mass flow rate (kg/s) 
air,d 
air downstream of the 
radiator index 
n heat emission index 
air,u 
air upstream of the 
radiator index 
Q 
heat transfer at the boundary level of the system 
due to temperature difference (W) 
back back of radiator index q varying water flow (m3/s) 
boiler boiler index r radiator return flow index 
C capacitance (kJ/K) rad radiator index 
c convection index rd radiative index 
cp 
specific heat capacity 
(J/kg/K) 
s supply index 
crd 
coupled convection and 
radiation index 
sur room surface index 
Esystem 
energy stored within the 
system (J) 
T temperature (oC) 
f radiator supply flow index U 
the overall uniform heat transfer coefficient (W/ 
m2K) 
fin fins of radiator index V1 inward system volume flow (m
3/s) 
front front of radiator index V2 outward system volume flow (m
3/s) 
h 
heat transfer coefficient - 
constant 
W energy absorbed (J) 
i indoor air index w radiator water index 
K 
heat transfer coefficient - 
varying 
α characteristic coefficient of the radiator 
m 
mass flow rate of the 
liquid (kg/s) 
β characteristic coefficient of the radiator 
m1 
inward system mass flow 
rate (kg/s) 
ρ mass fluid density (kg/m3) 
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The background of thermodynamics and heat transfer processes from first principles is 
provided by the Fundamentals handbook by ASHRAE (2013). Figure 2.15 demonstrates a 
general thermodynamic system where m1 and V1 are the inward to the system flow 
characteristics, m2 and V2 are the outward flow characteristics, Q is the heat transfer at the 
boundary level of the system due to temperature difference, W is the energy delivered or 
absorbed by a mechanism (due to forced flows as is the case of a central heating system) and 
Esystem is the energy stored within the system.  
 
Figure 2.15 Energy flows in a thermodynamic system (ASHRAE, 2013). 
The system adheres to the first law of thermodynamics, the law of conservation of energy 
which states that the amount of energy added to a system should always equal to the amount 
of stored energy added to the system subtracted by the energy leaving the system. The first 
thermodynamic law can be expressed through the following equation: 
 [Increase in stored energy of system] = [Energy In] – [Energy Out]    (2) 
 
The heat transfer rate between two liquids separated by a solid surface is given by the 
following equation (ASHRAE, 2013): 
 𝑄 = 𝑈𝐴𝛥𝛵 (3) 
 
where U is the overall uniform heat transfer coefficient (W/m
2
K), A is the area associated 
with U (m
2) and ΔΤ is the mean local temperature difference between the two liquids (K). ΔΤ 
is calculated as the logarithmic mean temperature difference since temperature of the two 
liquids changes along the flow path.  
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A thorough examination of the heat transfer processes, as well as detailed guidance on the 
temperature difference analysis and effectiveness for different types of heat exchangers is 
provided by the HVAC Systems and Equipment handbook by ASHRAE (2012). A typical 
heat emitter of domestic central heating systems, i.e. a radiator, can be seen as a similar 
system to the one presented in Figure 2.15. The heating capacity (or else the heat output) of a 
radiator can be calculated using the following equation: 
 𝑄 = ℎ𝐴(𝑇𝑟𝑎𝑑 − 𝑇𝑖)
𝑛 (4) 
 
Here, Trad is calculated as the arithmetic average of the entering and leaving water 
temperatures, h is a constant characteristic of the radiator, Ti the room air temperature and n 
is an exponent used to account for the increased heat exchange for increased temperature 
differences. The exponent n is equal to 1.2 for cast iron radiators. Table 2.6 lists some 
example values for the constant h depending on the water temperature inside the radiator and 
the room air temperature. It can be seen that the higher the temperature difference between 
water and air, the higher the value of the constant h. The example values provided vary 
between 0.40 and 0.99. 
Table 2.6 Example values of h for radiators for varying water temperature and room air temperature in 
W/m
2
(
o
C)
n
 (ASHRAE, 2012) 
Water temperature (
o
C) 
Room air temperature (
o
C) 
15 20 25 
65 0.54 0.47 0.40 
75 0.68 0.61 0.54 
85 0.99 0.91 0.83 
 
Figure 2.16 shows the heat emitted through a radiator by dividing the emitter system in two 
connected subsystems, as described by Gouda et al. (2000); the first subsystem relates to the 
water flow through the radiator panel; the second subsystem refers to the heat transferred 
from the water to the radiator material and subsequently to the room air node.  
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Figure 2.16 Two heat emission systems in radiators (Gouda et al., 2000) 
The heat output from the radiator is the non-linear equation below: 
 𝑄𝑐𝑟𝑑 = ℎ𝐴(𝑇𝑟𝑎𝑑 − 𝑇𝑖)
𝑛 (5) 
   
a non-linear relationship where h, the heat transfer coefficient, is considered constant. In this 
equation there are two assumptions; first the heat emission is assumed instantaneous; second, 
heat transfer due to convection and radiation are lumped into one, assuming uniform room air 
and room surface temperatures. The heat transfer coefficient used to account for both 
convective and radiative heat transfer is assumed to be constant although it has been 
identified previously that h can vary depending on the temperature of the radiator and the 
room air temperature (as seen in Table 2.6).  
A similar approach is followed by the TRNSYS software for the radiator modelling. The 
static radiator model describes the radiator heat transfer processes and calculates its exhaust 
temperature. The power output from the radiator is described by the following equation: 
 𝑄 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ∙ 𝛥𝑇𝑛 (6) 
   
where the constant represents one value of heat emission under normal conditions and n the 
radiator exponent. The exponent n can be calculated from the characteristic curve of the 
radiator. 
In a similar approach, Tahersima et al. (2011) a Lumped system is used for the representation 
of the radiator, using a number k of elements in series. In this approach only the convective 
heat transfer is considered. The heat transfer coefficient h is calculated as a constant based on 
nominal conditions for the radiator. The equation of radiator heat output is the powerless 
equation provided below: 
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 𝑄𝑐 = ∑ ℎ
𝑘
𝑘=1
(𝑇𝑛 − 𝑇𝑖 ) (7) 
 
The radiator model used by Andersen et al. (2000) relates the heat output of the radiator to 
the supply and return water temperatures of the flow, Tf and Tr respectively, and the room air 
temperature Ti, using a constant h and assuming a rather constant flow. The equation 
describing this relationship between the parameters is powerless and is given below: 
 
𝑑𝑄
𝑑𝑡
= ℎ (
𝑇𝑓 + 𝑇𝑟
2
− 𝑇𝑖) (8) 
   
A more complex equation, again by Andersen et al. (2000), that can describe the dynamics of 
the radiator and accounts for a varying flow of the heating system’s fluid is given below: 
 𝐶𝑟
𝑑𝑇𝑟𝑎𝑑
𝑑𝑡
= 𝑐𝑝𝜌𝑞(𝑇𝑓 − 𝑇𝑟) − ℎ(𝑇𝑟𝑎𝑑 − 𝑇𝑖)
𝑛 (9) 
      
where Cr is the radiator heat capacitance, Trad is the mean temperature of the radiator surface, 
cp is the specific heat capacity of the fluid, ρ is the mass fluid density, q is the varying water 
flow, h a heat transfer coefficient between the room air and the radiator and n is the radiator 
exponent.  
Fong et al. (2015) using the Lumped Parameter representation for heat emitters calculate the 
thermal output delivered to the zone by dividing the radiator surface onto k segments (the 
recommended number for k being three) using the following equation: 
 𝑄𝑘 = 𝑈𝐴𝑘(𝑇𝑟 − 𝑇𝑖,𝑠𝑒𝑡𝑝𝑜𝑖𝑛𝑡)𝑘 (10) 
   
where Ak is the area of the k segment of the radiator, Tr is the return water temperature and 
Ti,setpoint is the setpoint of the indoor air temperature. In this method, the thermal resistance 
and conductance for both the material and the heat transfer medium are combined and the 
thermal capacity is calculated. Both the radiative and convective heat transfer are taken into 
consideration based on the split for emitters provided by CIBSE Guide A (CIBSE, 2006). 
Example values are presented in Table 2.7 on the split between heat exchange due to 
radiation and due to convection for different types of heat emitters. In the case of radiators 
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the radiative heat exchange can vary from 0.2 to 0.3 and the convective from 0.7 to 0.8 
(depending on the type of radiator, i.e. single or multi-column).  
 Table 2.7 Split between radiative and convective heat transfer (CIBSE, 2006) 
Emitter type 
Proportion 
Convective Radiative 
Natural convectors and convector radiators 0.9 0.1 
Multi column radiators 0.8 0.2 
Double column radiators 0.7 0.3 
Single column radiators 0.5 0.5 
 
Another approach is to use a non-constant heat transfer coefficient, one that accounts for the 
variability of the heat output due to different boundary conditions. The ANSYS Fluent 
software uses such an approach. The equation describing the heat flux from the radiator to the 
surrounding fluid is: 
 𝑞 = 𝐾(𝑇𝑎𝑖𝑟,𝑑 − 𝑇𝑟𝑎𝑑) (11) 
 
where q is the heat flux (W/m
2
), Tair,d is the air temperature downstream of the radiator, Trad is 
the reference temperature of the heating system liquid and h is the convective heat transfer 
coefficient (W/m
2
/K) given by the following equation: 
 𝐾 =
?̇?𝑐𝑝(𝑇𝑎𝑖𝑟,𝑢−𝑇𝑎𝑖𝑟,𝑑)
𝐴(𝑇𝑎𝑖𝑟,𝑑−𝑇𝑟𝑎𝑑)
 (12) 
 
where ?̇? is the mass flow rate of the liquid (kg/s), cp its specific heat capacity (J/kg/K), Tair,u 
is the air temperature upstream of the radiator and A the frontal radiator surface area. 
When the assumption of the same mean surface and air temperature cannot be justified then 
the heat transfer due to radiation needs to be calculated separately. Liao and Dexter (2004) 
and more recently Maivel and Kurnitski (2014) explain that the thermal dynamics of the 
radiator are governed by the power supplied to the radiator Qs, the power emitted through 
radiation Qrd and the power emitted through convection Qc and are described by the following 
equation: 
 𝐶𝑟𝑎𝑑
𝑑𝑇𝑟𝑎𝑑
𝑑𝑡
= 𝑄𝑠+𝑄𝑟𝑑+𝑄𝑐 (13) 
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In an in-depth study of the energy performance of radiators Maivel et al. (2015) use a more 
detailed mathematical model to describe the radiator heat emission which includes separate 
terms for the convective heat transfer from the front surface of the radiator, Qc,front, and for 
the convective heat transfer from the convection fins, Qc,fin, and an additional term to account 
for heat losses from the surface behind of the radiator, Qback. The model also accounts for the 
radiative heat transfer, Qrd. The equation is provided below: 
 𝑄 = 𝑄𝑟𝑑 + 𝑄𝑐,𝑓𝑟𝑜𝑛𝑡 + 𝑄𝑐,𝑓𝑖𝑛 + 𝑄𝑏𝑎𝑐𝑘 (14) 
 
Underwood (1999) used a non-linear model to describe the output of a hot water heat emitter 
describing both natural convection and heat exchange due to long-wave radiation: 
 𝑄 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡1(𝑇𝑟𝑎𝑑 + 𝑇𝑖)
𝑛 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡2(𝑇𝑟𝑎𝑑
4 + 𝑇𝑠𝑢𝑟
4 ) (15) 
 
where Tsur is the mean room surface temperature. He then proceeded to linearise the heat 
emitter model with the use of Taylor-series expansions about its initial steady state operating 
conditions and produce a coupled room and emitter model. 
In their work on dynamic modelling of a room Yu and Paassen (2004) introduce an additional 
term for the radiative heat exchange from the radiator to other solid surfaces (e.g. wall): 
 𝐶𝑟𝑀
𝑑𝑇𝑟𝑎𝑑
𝑑𝑡
= 𝑞𝐶𝑟(𝑇𝑓 − 𝑇𝑟) − 𝐴𝑟𝑎(𝑇𝑟𝑎𝑑 − 𝑇𝑖) − 𝑄𝑅,𝑤𝑎𝑙𝑙 (16) 
where the mass flow q depends on the valve opening rate i.e. the thermostatic radiator valve 
(TRV) effect.  
A heat balance equation for the TRVs has been proposed by Xu et al. (2008) which relates 
the temperature difference of the TRV sensor to the temperature difference between the 
sensor and the room air by using a heat transfer coefficient K. In the same paper Xu et al. 
(2008) propose the following equation, describing the heat power from the radiator due to 
natural convection, where K is the non-constant heat transfer coefficient: 
 𝑄𝑐 = 𝐾𝑐𝑝,𝑤𝜌𝑤𝑉(𝑇𝑟𝑎𝑑 − 𝑇𝑖 ) (17) 
 𝐾 = 𝛼(𝑇𝑟𝑎𝑑 − 𝑇𝑖 )
𝛽
𝐴
𝑐𝑤𝜌𝑤𝑉𝑘 
 (18) 
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where α and β are characteristic coefficients of the radiator, A is the radiator surface area (m2), 
cp,w the specific heat capacity of the radiator water (J/kg/K), ρw the water density (kg/m
3
) and 
V the radiator water volume capacity (m
3
). 
Garbai and Barna (2005) in their work on modelling the non-steady-state conditions in a gas 
boiler heated room link the radiator heat output to the energy output from the boiler using the 
following equation describing the heat balance of the heat circuit: 
 
𝑑𝑇𝑟𝑎𝑑
𝑑𝑡
=
𝑄𝑏𝑜𝑖𝑙𝑒𝑟
𝐶𝑟𝑎𝑑
+
ℎ𝐴
𝐶𝑟𝑎𝑑
(𝑇𝑟𝑎𝑑 − 𝑇𝑖) (19) 
   
Table 2.8 summarises the work discussed in this Section. 
Table 2.8 List of the papers on LPM for radiator representation 
Year Authors 
Radiator 
exponent 
Heat transfer type 
2013 ASHRAE - - 
2012 ASHRAE Yes Not defined 
2000 
Gouda, Danaher and 
Underwood 
Yes 
Convective and radiative, room air and room surface 
temperatures assumed equal 
- TRNSYS Yes Not defined 
2011 
Tahersima, Stoustrup and 
Rasmussen 
No Convective 
2000 
Andersen, Madsen and 
Hansen 
No/Yes Not defined 
2015 
Fong, Edge, Underwood, 
Tindale and Potter 
No Convective and radiative, CIBSE Guide A split used 
- ANSYS Fluent No Not defined 
2004 Liao and Dexter - Convective and radiative, separate terms 
2014 Maivel and Kurnitski - Convective and radiative, separate terms 
2015 
Maivel, Konzelmann and 
Kurnitski 
- Convective and radiative, separate terms 
1999 Underwood Yes Convective and radiative, separate terms 
2004 Yu and Paassen No Convective and radiative, separate terms 
2008 Xu, Fu and Di No Not defined 
2005 Garbai and Barna No Not defined 
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2.5 Chapter summary 
In this literature review Chapter three main areas have been covered; a description of heat 
transfer in buildings; an overview of thermal modelling techniques; and an overview of the 
Lumped parameter modelling technique and findings in research work in this field.     
First, the concept of the main heat transfer processes in buildings (namely conduction, 
convection and radiation) has been introduced. After identifying the wet central heating 
system with one boiler and radiators as the most common heating system in UK homes, the 
domestic central heating system’s main elements and control parts have been described.  
In the following sections, a categorisation of the thermal modelling techniques in dynamic, 
steady-state, ‘white-box’ (forward), ‘black-box’ and ‘grey-box’ (inverse) methods was 
attempted, identifying the adequacy and realising that the applicability of each method 
mainly depends on building information and operational data availability. Applications of 
thermal modelling techniques for existing buildings were reviewed and data-driven or grey-
box methods were highlighted as the most promising technique in the field of existing 
buildings. Data-driven techniques were then categorised by end use, focusing on the 
explanatory, descriptive and predictive potential of the modelling technique. 
Finally, the Lumped Parameter modelling technique was explored further, introducing the 
main principles of electrical analogy of the technique. Review of applications of the Lumped 
Parameter Modelling Technique for whole-building representation was then conducted, 
focusing on the model architecture selected in the past and on findings regarding the 
adequacy of the technique in representing the building structure. Based on the findings, a 
two-time constant model architecture, used from the very early applications of the Lumped 
Parameter modelling technique and until the most recent work on identifying an appropriate 
model structure, was selected for whole-house representation. The same was repeated for the 
heating system and in particular the radiator representation using the Lumped Parameter 
modelling technique. The selection of models for representing the whole-building and the 
radiator in the following chapters is based on this review and is explained further in the 
following methodology and analysis chapters.    
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3. METHODOLOGY: DATA COLLECTION, PROCESSING AND 
METHODS FOR ANALYSIS AND MODEL DEVELOPMENT 
3.1 Introduction 
In this chapter the collection, cleaning process and analysis techniques of operational data 
from in-home sensors are described and the methods used for model development are 
presented. The aim of this chapter can be divided into six parts: 
 to present an overview of the REFIT project 
 to present the methods used for data collection 
 to present the techniques used for data processing 
 to present the techniques used for data analysis in Chapter 4 
 to present the methods selected for whole house model development presented in 
Chapter 5 
 to present the methods used for the development of radiator temperature – gas 
consumption model of Chapter 6 
The data used for the purposes of this thesis have been collected through the ‘REFIT: 
Personalised Retrofit Decision Support Tools for UK Homes Using Smart Home 
Technology’ project. REFIT is a £1.5m UK Research Council funded project with the overall 
goal to investigate the potential for ‘Smart Technologies’ to help households to reduce their 
energy consumption, in particular by providing better advice for retrofit decisions. REFIT is a 
study of 20 participating households, extensively monitored with the use of in-home sensors 
and equipped with ‘Smart Home’ equipment. During this ‘Smart Home field trial’ data have 
been collected on all aspects of the buildings’ geometry and thermal performance (e.g. 
location, size, house type, heating system characteristics, occupancy, electricity and gas 
consumption, air and surface temperatures). The field study ran for a total duration of two 
years, from September 2013 until September 2015. For the purposes of this thesis, 
temperature and gas consumption data collected during the first year are being used. 
The first Section (3.1) of this chapter outlined the main aims of this methodology chapter and 
presented the REFIT project. In Section 3.2 the building is viewed as a system for analysis 
and the methodology steps are presented. In the following Sections, Section 3.3 and 3.4, an 
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overview of the REFIT project and the methods used for collection of the operational data is 
provided. Section 3.5 describes the data cleaning and transformation processes. Section 3.6 
presents the statistical methods used for data analysis used in Chapter 4. Section 3.7 describes 
the thermal modelling technique used, the methods for calculating the whole-house model 
parameters, the methods for parameter optimisation, model evaluation and model validation 
used in Chapter 5. Section 3.8 describes the rationale for the radiator temperature-gas 
consumption model development of Chapter 6. Finally, Section 3.9 summarises the main 
methods and ideas presented in Chapter 3.  
  
Vanda Dimitriou  Chapter 3 - Methodology 
47 
 
3.2 Identification and schematic representation of the methodology steps 
for analysis of the building system 
In this section each building is viewed as a system under analysis. Figure 3.1 is a schematic 
representation of the steps followed for analysis of the system. In this thesis, a house sample 
of 20 existing UK dwellings is used. Each building system consists of three subsystems; the 
building envelope; the building environment; and the central heating system. Monitoring of 
the system is achieved through deployment of appropriate sensors to capture the subsystem 
conditions by collecting operational data and building details. Once the data have been 
collected the data processing step follows, which includes the sampling, cleaning, filtering, 
transformation and validation of the operational data.  With the operational data collected and 
prepared, the mathematical model is developed, in this case using the Lumped Parameter 
modelling technique for whole house representation. The methods for the model input 
parameter calculation, model evaluation in terms of goodness of fit and applicability and for 
model validation are specified. The methods for sub-system model development evaluation, 
validation and application are then defined, to be applied at the radiator temperature-gas 
consumption model.  
System identification: UK households
Building envelope, building environment, central heating system
System monitoring: 
Collection of operational data
Data processing:
Sampling, cleaning, filtering, transformation, validation
System modelling:
The whole house Lumped Parameter Model development, evaluation and validation
Data analysis:
Selection of methods
Sub-system modelling:
The heating system - gas consumption Lumped Parameter Model development, evaluation, validation and 
application
Chapter 3
Chapter 3
Chapter 3
Chapter 4
Chapter 5
Chapter 6
 
Figure 3.1 Schematic representation of the data collection, modelling and analysis system 
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3.3 Overview of the REFIT project and household study 
The data used for the purposes of this thesis have been collected through the ‘REFIT: 
Personalised Retrofit Decision Support Tools for UK Homes Using Smart Home 
Technology’ project. REFIT was a £1.5m UK Research Council funded project with the 
overall goal to investigate the potential for Smart Technologies to help households to reduce 
their energy consumption, in particular by providing better advice for retrofit decisions. The 
project brought together a diverse research team with internationally renowned expertise in 
buildings, energy, ICT, people and design. REFIT is a consortium of three universities - 
Loughborough, Strathclyde and East Anglia - and ten industry stakeholders funded by the 
Engineering and Physical Sciences Research Council (EPSRC) under the Transforming 
Energy Demand in Buildings through Digital Innovation (BuildTEDDI) programme. 
REFIT was a study of 20 participating households, extensively monitored with the use of in-
home sensors and equipped with Smart Home equipment. The Smart Home field trial served 
for data collection on all aspects of the buildings’ geometry and thermal performance (e.g. 
location, size, house type, heating system characteristics, occupancy, electricity and gas 
consumption, air and surface temperatures) as well as interviews with the householders to 
capture the occupants’ perspective.  
The recruitment process of households for the REFIT project began in August 2013 and 
lasted until February 2014. Posters were placed on appropriate locations and brochures were 
distributed directly to households and householders. Interested householders contacted the 
REFIT team via telephone or e-mail and a screening process took place to ensure that the 
households were deemed appropriate for the study. From a technical point of view some of 
the constraints regarding the selection of participating households were that a standard wet 
heating system with gas boiler and radiators would be needed and that the gas meter 
positioning within the house would be appropriate so that data retrieval would be feasible. 
Other considerations on the sample selection included capturing different age groups and 
participants with different levels of experience in technology. 20 houses were recruited in 
total. Throughout the recruitment time-period multiple ‘Recruitment’, ‘Getting to Know You’ 
and ‘Installation’ visits took place. Once the households were deemed appropriate for the 
study, the Recruitment visits followed and mainly consisted of a short introduction to the 
project and signing of all the appropriate documents that signified the official recruitment of 
the household. The Getting to Know You visits followed and included extensive interviews 
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of all the household members to capture information of particular interest in the field of 
social sciences, such as the household dynamics. Finally, during the Installation visits the 
monitoring sensors were placed in the households and an extensive building survey was 
conducted capturing information on all aspects of the building, including structural 
characteristics, building layouts, heating system specifications, electrical appliances as well 
as demographics and occupancy details. The Installation visits would signify the beginning of 
the monitoring in each household and of the first part of the study, capturing the current state 
of the households until September 2014 when the Smart Home equipment would start to be 
introduced in the households. The second part of the study started in September 2014 and 
lasted until October 2015. During this time-period Smart Home installation visits took place 
and RWE Smart Home equipment such as wireless programmable TRVs, electric appliance 
control plugs, opening sensors, additional occupancy sensors and fire alarms were introduced 
in the households to enable control through multiple user interface options, custom profiling 
and automation. In addition the British Gas ‘Hive’ system was installed in the participating 
houses to enable remote boiler control. The second part of the study lasted until April 2015.  
Throughout the field study multipurpose visits took place e.g. to replace standalone 
equipment and retrieve data, interview the participants, distribute or collect time diaries of 
actions and resolve occurring problems etc. The author of this thesis was extensively 
involved throughout the entire project in the preparation and data collection stages. 
Table 3.1 summarises the participation by the author of this thesis to the project for the 
purposes of this thesis, listing the number of visits necessitated throughout all phases of the 
REFIT field study and reporting on any additional work required.  
Table 3.1 Participation by the author of this thesis in the REFIT project for the purposes of this thesis 
Project phase Actions No of visits/equipment set up 
Study design 
Participation in the study design and ethical 
approval documents 
- 
Pre-recruitment Participation in the screening process - 
Recruitment Recruitment visits 16 out of 20 visits 
First phase of monitoring 
Installation visits – Extensive building surveys and 
participation in the sensor placement 
19 out of 20 visits 
Additional visits Sensor replacement and data retrieval 40 visits 
Other 
Monitoring equipment set up, transformation of 
the building survey data in an electronic format, 
production of detailed floorplans of the 
participating houses 
>1084 sensors setup 
Additional work required 
for this thesis 
Data processing, analysis, model development - 
Vanda Dimitriou  Chapter 3 - Methodology 
50 
 
3.4 Data collection through the REFIT project 
3.4.1 Building survey data 
Extensive building surveys were conducted for all 20 participating houses collecting 
information on the building type and layout, structural and thermal characteristics and on the 
heating system specifications. All room dimensions have been measured including the 
windows, doors and radiators. Figure 3.2 shows an example of the drawings for one house 
(House 15) with details of the house geometry, the openings and the radiator dimensions and 
positioning. The information from the building surveys are needed to calculate the thermal 
characteristics of the building envelope, necessary for the model development in Chapters 5 
and 6. 
 
Figure 3.2 Example of floorplans for one household (House 15) with details of the building geometry and 
radiator positioning (radiators in solid black) 
3.4.2 Indoor air temperature monitoring 
Figure 3.3 shows the HOBO (TEMPCON, 2016) data loggers (Pendants and U12s) 
temperature sensors that were used for data collection. As these are all standalone devices, 
frequent visits to the participating houses were required to download the data. Hobo Pendant 
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temperature sensors were used to monitor indoor temperature every 15 or 30-minutes. The 
HOBO sensors were chosen for this study as they are small and unobtrusive, they do not 
require remote sensing capability or additional onsite data logging equipment and they are 
robust and waterproof and unlikely to get damaged, thus reducing the chance of data loss. 
 
Figure 3.3 HOBO pendant and HOBO U12  (http://www.onsetcomp.com/)  for room air temperature, 
illuminance and humidity levels monitoring 
HOBO temperature sensors use a thermistor to measure temperature. A thermistor is a 
resister whose resistance changes significantly with temperature; the circuit in the sensor 
registers the difference in resistance as a temperature. Sensors are read via an optical 
connector and can be programmed to start at a time in the future. In this study each sensor 
was programmed to start on the day of sensor installation in each house, the sensors then 
logged temperatures each 15-minutes (HOBO Pendants) or 30-minutes (HOBO U12s) until 
the memory was full. Before the memory of the sensors filled up, a visit was carried out so all 
sensors would be replaced to ensure continuous monitoring. The sensors take spot 
measurements and therefore are more susceptible to short term temperature spikes than 
temperature sensors which report an average temperature over the logging period. The 
sensors were calibrated by Tempcon Ltd and found to be accurate to ±0.4°C. At the 
completion of the project calibration of a sample of the sensors validated the stated accuracy 
of ±0.4°C. 
According to the technical specifications HOBO temperature loggers can measure 
temperature in the range between -20° to 70°C and are accurate to ± 0.53°C between 0° to 
50°C (ONSET, 2012) and are appropriate for measuring the normal range of temperatures 
which are expected in domestic dwellings. The drift of the sensors is less than 0.1°C/year and 
consequently will not impact on temperatures measured in this study. The response time of 
the sensors in an airflow of 2 m/s is 10-minutes (to 90% of temperature change) and 
submerged in water 5-minutes (to 90% of temperature change). This is relatively slow but 
when only logging at quarter or half-hourly interval does not limit the validity of results. 
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3.4.3 Radiator surface temperature monitoring 
For the monitoring of the radiator surface temperature One-wire iButton (MaximIntegrated, 
2016) standalone sensors were selected for their small size and their advantage of non-
intrusive attachment to the surfaces due to the lack of wiring. The capability of the iButton 
sensors to monitor the temperature of a surface has been already proven in the field of 
thermophysiology by Van Marken Lichtenbelt et al. (2006) and more recently by Smith et al. 
(2010) in their research work on evaluating the human skin temperature using iButtons. Both 
papers prove that iButtons can provide accurate measurements of the surface temperature (in 
this case the human skin temperature) when compared to more traditional methods of surface 
monitoring and when fast responses are not required (iButtons present a lag of 19s due to 
their larger size when compared to the finer thermocouples). In this thesis a 30-minute 
(1800s) time interval is used and therefore the 19s delay in response of the iButtons is 
assumed to be insignificant.   
Figure 3.4 shows the iButton DS1922L sensor and its dimensions. The data logger 
temperature measurement range is -40
o
C to +85
o
C and therefore suitable for radiator 
temperatures. The sensor’s accuracy is ±0.5oC for temperatures from -10oC till 65oC. A large 
memory size (8192 8-bit resolution, 0.5
o
C, readings) capable of storing 30-minute interval 
data for 170 days (almost 6 months) was selected. All data loggers were calibrated/validated 
from the manufacturer and relevant certificates of accuracy can be found in the Appendix B. 
 
Figure 3.4 The One-wire iButton temperature sensor (DS1922L) and its dimensions 
This sensor is equipped with ‘wake up’ functionality which starts logging automatically with 
the use of a timer of remaining-minutes. The use of a ‘wake up’ timer instead of a pre-set 
date and time (as is the case in the Hobo sensors mentioned in the previous Section) 
combined with the large number of iButtons used (more than 271 sensors employed 4 times) 
increased the complexity during the setup of the equipment.  To ensure that all readings of 
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the radiator temperatures in all the participating houses would have the same time-stamp as 
the indoor air temperature measurements, a simple timer was developed in Excel which 
automatically provided the input value in-minutes at any given time. The end result was that 
all temperature measurements were taken simultaneously which, later on in the data analysis 
of Chapter 4, facilitates the comparison between the different variables. 
Table 3.2 presents the results from an experiment designed to determine the type of adhesive 
tape that should be used for the attachment of the iButton sensors on the radiator surface. 
Five iButtons were mounted on the front surface of a radiator (i.e. on the surface facing 
towards the centre of the room). In each case a different type of adhesive tape was used to 
compare the impact that different materials can have on the measurements. With the 
exception of the mask tape, all other tapes proved to have a negligible impact on the 
measurements as the deviation from the baseline temperature was insignificant. In terms of 
secure mounting, the mask tape was not appropriate for the weight of the equipment as it 
quickly detached from the surface causing the iButton to lose impact with the surface. The 
simple parcel tape proved to be inappropriate as it could leave significant marks on the 
radiator surface.  Finally the duct tape proved to be the most appropriate solution as only 
some residue was left after the end of the experiment, the fit to the surface was firm 
throughout the monitoring duration and the white colour helped disguise the equipment 
making it practically invisible.  
Table 3.2 Comparison of different options for iButton mounting on radiators 
Tape type 
Temperature deviation 
from tape-free case 
Other comments 
Appropriate 
for use 
Tape-free n/a Baseline for comparison - 
Duct tape negligible 
Good disguise if white, little residue, firm 
fit on metal surface 
YES 
Mask tape lower temperatures Loose fit on metal surface NO 
Parcel tape negligible A lot of residue NO 
Electrical tape negligible Adhesive liquefied in higher temperatures POSSIBLY 
 
Figure 3.5 shows the sensor placement on the radiator surface during a second experiment 
that was carried out in order to determine appropriate positioning of the monitoring 
equipment on the radiator surface. Nine iButtons were placed on different points of a typical 
radiator, one on each of the send in and return pipes and seven sensors were spread across the 
radiator surface. The heating system was cool down during night time and once the radiators 
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had reached ambient temperature the heating was turned on. The interval of measurements 
used was 1-minute.  
IN OUT 
Figure 3.5 iButton positioning on the radiator surface and pipes as part of the experiment for 
determining an adequate positioning for the surface temperature monitoring. 
Figure 3.6 presents plots of the temperature measurements of each sensor as shown in figure 
3.4 during the radiator heat up. In order to determine the homogenous surface temperature the 
average value of measurements of the points 2 till 8 was used.  It can be seen that the 
temperature measurements at the centre of the radiator (iButton No 5) and near the exit 
(iButtons No 7and 9) were significantly lower than the radiator average temperature by 7
o
C. 
On the contrary, temperatures recorded near the inlet pipe (iButton No 2) and at the top part 
of the radiator (iButton No 3, 6, and 8) exceeded the average temperature by 12
o
C. The 
smallest deviation from the average surface temperature is seen in a lower central positioning 
(iButton No 4) and is 1.8
o
C below the average and in between the upper and middle centre 
measurements (between iButtons No 5 and 6). For the purposes of the field trial the 
aforementioned central positioning was favoured for the sensor placement and the sensors 
were placed on the surface of the radiator facing the wall across the line formed by points 4, 5 
and 6. The exact positioning of the sensor depended on the circumstances of each radiator 
and in particular the possibility to attach the sensor at one of the suggested points based on 
the existence of a heat exchanger and other obstacles. No correction was applied to the 
measurements to account for the deviation from the average radiator temperature.    
 
 Figure 3.6 Radiator surface and pipe temperature measurements (Tr) from the nine iButtons (as shown 
in figure 3.4) and the average surface temperature calculated as the average from measurements of 
iButtons 2 till 8 
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Figure 3.7 shows how the heated water coming from the boiler flows through a typical 
radiator and two of the most commonly encountered problems in the water flow within 
radiators. Although the temperature logging at an appropriate single point should be able to 
capture the temperature of the whole surface adequately, in practice several radiator faults 
could cause the two temperatures to deviate significantly. Figure 3.7 (b) shows how sludge 
that settles at the radiator bottom can restrict the flow within the radiator and Figure 3.7 (c) 
how air that is trapped within the radiator can cause the surface temperature to remain 
uneven.  In this thesis no further action was taken to identify and counteract the effect of 
possible problems in the water circulation in the radiators. To avoid radiator surface 
temperature compromise further work could include multiple sensors on the radiator surface 
which could help detect possible faults and assess the adequacy of a single measurement in 
expressing the whole surface temperature.  
(a)  
(b)  
(c)  
Figure 3.7 The water flow within a typical radiator (a), the restricted flow within a radiator when sludge 
settles at the bottom part (b) and air trapped on the top part of the radiator (c) 
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3.4.4 Gas consumption data 
Gas consumption was recorded at a 30-minute interval at the meter level. An external 
company was employed to monitor the whole house gas consumption using a sensor attached 
to the gas meter and transmitting the readings through a mobile network to a secure database. 
Each measurement recorded the cumulative whole house gas consumption for the previous 
half hour. The raw data for gas consumption were recorded in m
3
. Gas consumption is the 
total gas usage, including gas usage for cooking and domestic hot water, and does not refer 
exclusively to the gas serving for space heating.  
3.4.5 Electricity consumption data 
Electricity consumption was recorded at the meter (and at the appliance) level in each of the 
participating houses. For this, a Current Cost clamp was used to transmit 6-second 
measurements of whole house electricity consumption. 
3.4.6 Weather data 
For the purposes of this thesis the external temperature (
o
C) and the average solar radiation 
(kW/m
2
) measurements from the Loughborough University campus weather station were 
used. There is one main assumption when using data from the campus weather station. The 
measurements as recorded at the location of the weather station are assumed to be the same as 
if a local weather station had been placed right outside each of the participating houses. This 
means that the weather at the campus weather station location and at each of the participating 
houses is assumed to be identical. This is a reasonable assumption as the distance between the 
weather station and most houses did not exceed a maximum radius of 2 miles. The only two 
exemptions relate to Houses 1 and House 10 both of which exceeded the 2-mile distance 
from the weather campus. The same weather data were used for the two houses as both of 
them were situated in the wider region of Leicestershire, same as the weather station.  
3.4.7 Summary of all operational data collected through REFIT and used for this 
thesis 
Table 3.3 summarises the measured operational data and provides details on the time 
intervals and equipment used. Hobo data loggers were placed at a head high level away from 
obstacles, direct solar radiation, currents and heat sources when possible. The surface 
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monitoring equipment was mounted on the heat emitters (i.e. radiators) and duct tape was 
used for the attachment to the surface.  Lastly, an external company was employed to monitor 
the whole house gas consumption at a 30-minute interval.  
Table 3.3 Summary of data collection, specifications and details 
 
  
Monitoring of: Variables measured: 
Equipment 
used: 
Interval  Positioning: 
Internal air 
temperature  
Air temperature (
o
C) 
HOBO U12 / 
HOBO 
Pendants 
30min / 
15min 
One in each room including 
hallways, landings, 
conservatories and utility 
rooms 
Radiator surface 
temperature 
Surface temperature 
(
o
C) 
One-wire 
ibuttons 
30min One on each radiator 
Whole house gas 
consumption  
Gas consumption 
(m
3
) 
Automated 
meter reader 
30min 
Whole house, cumulative 
measurements 
Whole house 
electricity 
consumption (W) 
Electricity 
consumption (W) 
Current cost 6sec Whole house 
Weather data  
External air 
temperature (
o
C) 
Solar radiation 
(kW/m
2
) 
- 15min Campus weather station 
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3.5 Data processing 
3.5.1 Rationale for time period under study 
Due to the timing of this thesis and the necessity for data analysis, the heating season of 
2013-2014 is of interest for the purposes of this thesis. The time period selected for analysis 
is a 8-week period during the heating season, starting the 1
st
 of February and ending the 28
th
 
of March, 2014. By February the household recruitment had been completed with all 20 
houses being on-board. The heating season lasted well beyond the end of March 2014 
ensuring that space heating was still in use. The selected 8-week time period, consisting of 
30-minute interval measurements of operational data, is considered adequate for informing 
the model development  
3.5.2 Rationale for data exclusions 
Table 3.4 presents all REFIT houses and the reasons some of them have been excluded from 
this thesis. In the REFIT study data were collected from 20 households regarding room air 
temperatures and radiator surface temperatures for most rooms, as well as whole house gas 
consumption. However, not all 20 house datasets are being used for the purposes of this 
thesis. The number of houses used in this thesis is 11. The 8-week time period of interest in 
this thesis begins on February 1
st
 and lasts until March 28
th
. House 14 is included in this table 
only for completeness, as it was excluded from the field study at a very early stage and was 
replaced by house 21 as the 20
th
 and final participating house. Considering the household 
recruitment for the REFIT field study lasted until February 2014, a progressive deployment 
of sensors took place and only data collected after February could be used to represent the 
whole house sample for the same time period. There are three main reasons why not all 20 
house datasets collected after February could be used. First, the relatively low memory of the 
iButton sensors employed to capture the radiator temperature implied that some gaps would 
exist in the datasets which, due to the continuing recruitment and the organisational 
difficulties often experienced in real life occupied houses, could not be avoided (Houses 3, 5 
and 6). Second, erroneous data due to sensor malfunctioning or faulty placement (e.g. sensor 
detachment from the radiator surface due to tape failure) in some cases meant that the whole 
house should be excluded (House 2). Finally, as the gas consumption data were transmitted 
and stored wirelessly, problems in the connection sometimes implied the complete loss of 
data for the equivalent time period until the connection had been restored. Again, if 
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significant, these data gaps would imply the exclusion of the whole house dataset (House 12). 
Considering all the above, a 8-week time period commencing the 1
st
 of February and ending 
the 28
th
 of March was selected for further analysis, which could adequately represent the 
heating season and provide the maximum number of participating houses i.e. 11. Houses 20 
and 21 were not included in the study as the monitoring in these houses did not start until 
mid-February and data for the whole month were needed. House 16 was excluded from the 
study due to the complexity of its central heating system which consisted of two independent 
heating systems.  
Table 3.4 REFIT houses used in this thesis and reasons for exclusion - heating season 2013-2014. 
House  Included in this thesis Reason for exclusion 
1 No Distance from the campus weather station 
2 No 
Significant gap in radiator temperature data in February and early 
March 
3 No Significant gap in radiator temperature data in March 
4 Yes - 
5 No Significant gap in radiator temperature data in March 
6 No Significant gap in radiator temperature data 
7 Yes - 
8 Yes - 
9 Yes - 
10 Yes - 
11 Yes - 
12 No Significant gap in gas consumption data 
13 Yes - 
14 No Household removed from study 
15 Yes - 
16 No Complex central heating system 
17 Yes - 
18 Yes - 
19 Yes - 
20 No Delayed start of operational data monitoring 
21 No Delayed start of operational data monitoring 
 
3.5.3 Data transformation 
 Temperature data 
To ensure uniformity and enable comparison across all datasets a transformation took place 
on the time interval used for monitoring. Most of the air temperature sensors (i.e. Hobo 
Pendants) were set up to monitor temperature at a 15-minute interval. To ensure uniformity 
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of time stamps across all data, all 15-minute measurements were transformed to 30-minute 
interval datasets by omitting the quarter to and past measurements. 
 Gas consumption data 
Gas consumption was recorded at a 30-minute interval. Each measurement recorded the 
cumulative gas consumption for the previous half hour. The raw data for gas consumption 
were recorded in m
3
. A conversion factor converting m
3
 to kWh for Loughborough of 
11.36kWh/m
3
 (Energylinx, 2016) was used, which incorporates a correction factor for 
temperature and atmospheric conditions of 1.02264, multiplied by a calorific value for gas of 
40MJ/m
3
 and multiplied by a factor of 0.27778 for the conversion of MJ to kWh. Using this 
conversion factor, the gas consumption was converted to kWh and then to kW. As an 
example of the unit change, a raw value of cumulative half-hourly gas consumption of 1m
3
 
multiplied by the conversion factor for Loughborough would give 11.36kWh, equivalent to a 
constant load of 22.72kW for the half hour time period. 
 Electricity data 
Electricity consumption was recorded at a 6-second interval. In order to match the time-stamp 
of the rest of the datasets the electricity data were transformed in 30-minute values of average 
consumption measured in Watts. In addition, there were significant gaps in electricity data 
due to data transmission failure and a method for data replacement was selected. In Figure 
3.8, to resolve the issue of the missing data, daily profiles of electricity consumption were 
formed based on different time-periods of the whole REFIT dataset to compare and assess 
how representative the replacement data could be. The daily profile of electricity data using 
the total 2-year dataset seemed to represent adequately all the other selected time-periods and 
was selected to replace the gaps in electricity consumption. The assumption here is that the 
replacement of electricity data based on daily profiles has minor impact on the thermal model 
development. This assumption is tested later in the Chapter 5. 
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Figure 3.8 Daily profiles of 30-minute interval electricity data of different time periods to infer missing 
data for House 15 
 Weather data 
In terms of weather data transformation, the measurement interval was changed, with only 
the 30-minute (from the original 15-minute interval) measured data being used to match the 
half-hourly interval of the rest of the variable measurements. The external air temperature 
data at o’clock and half-past hours were used.  
For the calculation of the solar radiation values at o’clock and half-past hours, the average of 
the two previous 15-minute time-periods was used to infer the 30-minute values.  Since the 
solar radiation is measured in kW/m
2 
the measurements show the rate of thermal energy 
transfer. In order to be able to infer from the rate the amount of thermal energy transferred 
due to solar radiation over the past 30-minute time period the average of the two previous 15-
minute time-periods is needed. Figure 3.9 shows how the sampling value for February 1
st
 at 
13:00 was calculated as the average of the two previous 15-minute interval average 
measurements. In this figure the green line shows the average 15-minute solar radiation as 
measured by the campus weather station and the orange line shows the calculated average of 
the two time-periods. The point in the centre of the figure is the temperature used as the 
previous 30-minute average value.   
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Figure 3.9 Original 15-minute solar radiation data Qs (green) and the transformed 30-minute solar 
radiation data (orange) as an average of the two measurements  
The following equation was used: 
 Qs,sample
13:00 =
(Qs,average
12:45 + Qs,average
13:00 )
2
 (20) 
 
where Qs,average
12:45  is the average solar radiation for the time-period 12:30 to 12:45, Qs,average
13:00  is 
the average solar radiation for the time-period 12:45 to 13:00 and Qs,sample
13:00  is the calculated 
value at time 13:00. Finally, for simplicity the Qs,sample
13:00  variable is being replaced with Qs in 
the following chapters.  
3.5.4 Data cleaning 
Data were downloaded from 20 houses, 11 of which were deemed adequate datasets of air 
temperature, radiator and gas consumption measurements for the selected 8-week time period 
and, thus, were appropriate for further analysis. Two methods were used for identification of 
faults in the data files and to ensure the suitability of the datasets for further analysis.  
First, Excel VBA (Visual Basic for Applications) was used to automate the upload of data to 
a single file. The first, second and last time stamp dates were visually checked to ensure the 
time interval, start and finish of the dataset was the same across all participating houses. The 
number of entries from each data file was checked to ensure there were no missing or 
duplicate data throughout the 8-week time period under study. Second, to ensure that the 
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temperature readings were valid for further analysis graphs for each house  relating to the 8-
week time period were plotted showing traces for all room air temperatures, radiator 
temperatures and gas consumption. These were then studied by eye to identify any anomalies 
which would cause the results to be incorrect. An anomaly could mean outliers, values which 
are impossible given the nature of the variables and indicate a problem with the sensor, or an 
extreme phenomenon which can be physically explained. Where erroneous temperature 
traces were clearly identifiable these were excluded, however, in some cases subtle 
judgements were required. When this was the case a second experienced researcher was 
consulted to ensure that reasonable choices were made.  
Table 3.5 presents the number of rooms and radiators for which temperatures have been 
collected and explains the reasons why certain temperatures are missing or are identified as 
inappropriate for further analysis. Additionally, the total number of rooms and radiators in 
each house is stated to show how representative the available dataset is of the whole house.  
 
Table 3.5 Total number of rooms and radiators for each house against number of rooms and radiators for 
which temperature data are available. 
House 
Total 
number 
of 
rooms 
Total number 
of rooms for 
which air 
temperature 
was recorded 
Total number 
of rooms used 
in analysis of 
air 
temperature 
data 
Total 
number 
of 
radiators 
Total number of 
radiators for 
which 
temperature 
measurements 
are available 
Reasoning for missing 
measurement variable 
channel 
4 17 11 11 25 19 
Large house and low 
occupancy/Rooms and 
radiators not in use 
7 10 9 8 9 9 Main rooms monitoring 
8 11 9 9 9 9 Main rooms monitoring 
9 13 8 8 13 13 Main rooms monitoring 
10 10 8 8 12 11 
Main rooms monitoring/ 
Radiator not in use 
11 12 9 9 14 14 Main rooms monitoring 
13 16 10 10 16 13 
Main rooms monitoring/ 
Radiators not monitored 
for health and safety 
reasons 
15 9 7 7 7 7 Main rooms monitoring 
17 11 7 7 14 9 
Main rooms monitoring/ 
Radiators not monitored 
18 12 8 8 12 12 Main rooms monitoring/ 
19 11 9 9 10 10 Main rooms monitoring/ 
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Table 3.6 lists all the data gaps, errors and faults identified during the data cleaning and 
processing stage. In each house the sensor type and positioning is described, for which a 
failure has been identified. The possible cause of failure and the action taken to resolve the 
issue are stated. The main issue across all houses was a problem in transmission of electricity 
data, causing significant gaps in the electricity datasets. The missing data were inferred using 
the daily profile created using data collected from each house across a 2-year time-period. 
Other identified problems include gas consumption data transmission failure and 
abnormalities in air temperature data. 
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Table 3.6 Identified missing data, errors or faults 
House Sensor type 
Sensor 
positioning 
Description of fault 
Possible cause 
of failure 
Action 
4 
Gas reading Gas meter 
Missing data on the  
26
th
, 27
th
, 28
th
 of 
February  
Data 
transmission  
None taken 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
7 
Hobo – Air 
temperature 
Conservatory 
High temperatures 
up to 40
o
C 
Direct solar 
gains 
Dataset removed 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout 
February and early 
March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
8 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout 
February and early 
March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
9 
Gas reading Gas meter 
Missing data on the  
13
th
, 14
th
, 15
th
, 16
th
  
of February  
Data 
transmission  
None taken 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout 
February and most 
of March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
10 
Gas reading Gas meter 
Missing data on the  
18
th
, 19
th
, 21
th
, 22
th
  
of March  
Data 
transmission  
None taken 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
11 
Hobo – Air 
temperature 
Bedroom 3 
Significant amount 
of missing data 
Battery fail Dataset removed 
 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
13 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout 
February and early 
March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
17 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout 
February and early 
March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
18 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout 
February and early 
March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
19 
Electricity 
reading 
Electricity 
meter 
Missing data 
throughout 
February and early 
March 
Data 
transmission  
Dataset inferred from 
daily profile across a 2-
year dataset  
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3.6 Methods for Chapter 4 
3.6.1 Mean room air temperature  
Often, when dealing with simplified building models, the calculation of the average whole 
house air temperature is required. There are two ways to calculate the average indoor 
temperature; the non-weighted average temperature, where the average of all room 
measurements is used; and the area (or volume) weighted average temperature, where the 
floor areas (or room volumes) are used as weighting factors to determine how much each 
room should contribute towards the total average temperature. This means that the bigger the 
room, the higher its impact on the calculation of the average temperature. Figure 3.10 
presents the whole house indoor air temperature calculated using both methodologies (non-
weighted and area weighted average) for comparison. The figure only shows one day of the 
8-week period (the 1
st
 of March) where the difference between the two temperatures can 
easily be observed. Although both temperatures follow the same trend, the weighted average 
temperature maintains an offset of up to 0.4
o
C throughout the day. This is normal as larger 
rooms are usually the ones accommodating the occupants for the most part of the day, which 
inevitably implies that the heat gains are increased and these rooms are characterised by 
higher temperatures. For the entire 8-week period the difference between the averages for the 
8-week time-period of the area weighted and non-weighted average temperatures is quite 
low, at 0.2
o
C, and the non-weighted average is selected for this thesis to simplify the 
calculations.  
  
Figure 3.10 Average whole house air temperatures (
o
C) for the example House 15 using the room area 
weighted and non-weighted calculation methods for one day only – 1st of March 
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3.6.2 Mean radiator surface temperature 
In certain applications (such as simplified thermal models) the average of all the radiator 
surface temperature can be used for simplicity. Similarly to the internal air temperatures, the 
radiator surface temperatures of each radiator can be used to calculate the average radiator 
surface temperature of one notional radiator surface, with area equivalent to the summation of 
all the areas of the radiators of the house. The same methodology as in the previous Section 
3.6.1for the calculation of the area weighted and non-weighted room air temperatures is used. 
The principle is the same, as the bigger the radiator surface, the higher its impact on the 
calculation of the average surface temperature. Figure 3.11 presents the notional radiator 
surface temperature calculated using both methodologies for comparison. To enable visual 
identification of similarities and differences only one day (the 1
st
 of March is plotted). Both 
methods give almost identical results with the non-weighted average temperature being only 
0.1
o
C higher than the weighted radiator temperature.  
 
Figure 3.11 Average whole house radiator temperatures (
o
C) for the example House 15 using the radiator 
area weighted and non-weighted calculation methods for one day only – 1st of March 
3.6.3 Statistical analysis of relationships in measured data 
In this thesis statistical analysis is used to identify the relationships between variables. In 
model development collinearity and multi-collinearity between the variables is of great 
importance for the potential of the model to describe the modelled system adequately.  
Collinearity exists when one independent variable is significantly correlated to another 
independent variable.  Correlation is frequently used in engineering sciences to describe how 
strong or weak the relationship between different variables is. A correlation coefficient 
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measures the degree of association between two variables e.g. by indicating how strongly 
high values of one variable are associated with high values in the other. There are three main 
methods for calculating correlation; the Pearson’s correlation coefficient, measuring how 
strong the linear relationship between the variables is, the Kendall’s coefficient and the 
Spearman’s coefficient, both measuring the degree to which the relationship between the two 
variables is always increasing or decreasing. Since in this thesis linear models are of interest, 
the Pearson’s correlation is used.  
The Pearson’s correlation coefficient is calculated using the following equation: 
 
𝑟 =
∑ (𝑋𝑖 − ?̅̅?)(𝑌𝑖 − ?̅?)
𝑛
𝑖=1
√∑ (𝑋𝑖 − ?̅?)2
𝑛
𝑖=1 √∑ (𝑌𝑖 − ?̅?)
2𝑛
𝑖=1
 
(21) 
where 𝑋𝑖 is the value of the one variable at each time step i of the sample, ?̅? is the mean value 
of the same variable for all values of the sample, 𝑌𝑖 is the value of the other variable at each 
time step i of the sample and ?̅? is the mean value of that second variable for all values of the 
sample.  
A correlation coefficient can vary between -1 for a negative relationship (an increase in one 
variable is linked to a decrease in the other) to 1 for a positive relationship (an increase in one 
variable is linked to an increase in the other). A value of 0 correlation means that no linear 
relationship can be identified for the two variables. However, there is no exact way to 
determine at which value a correlation is considered high or low. To determine the strength of 
the association between the variables the guidance by Cohen (1988) is being followed, 
according to which a small correlation is defined as having absolute values lower or equal to 
0.1, a moderate correlation as 0.3 and a large correlation more than 0.5. In addition to 
Cohen’s guidance all correlations higher than an absolute 0.9 will be considered extremely 
significant. 
It should be noted that although correlation can describe the relationship between two 
variables adequately, it cannot by itself prove causality between the variables. This means 
that two variables with high r-values are described by a strong linear relationship and present 
values that increase or decrease simultaneously, but does not prove that a change in one 
variable can cause changes in the other. To prove causation between variables a carefully 
controlled experiment is  be needed to rule out the effect of all other parameters.  
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Some facts about the Pearson’s correlation are:  
 linear changes in the values of the sample will not affect the Pearson’s correlation 
coefficient 
 the Pearson’s correlation does not give information on the slope of the best-fit line 
between the two variables 
 by calculating its square value  Pearson’s correlation can be expressed as the 
percentage of variance in one variable which is predicted by the variance in the other. 
Finally, there are certain assumptions when using the Pearson’s correlation coefficient 
regarding the data that are being used for the two variables; the two variables should be 
measured at the interval or ratio level, they should be linearly related and the bivariate should 
be normally distributed. This last assumption can be tested by checking that both variables 
are individually normally distributed and is only important if the significance of the 
correlation coefficient needs to be established (Field, 2009). 
Collinearity is the relationship between two independent variables. Multi-collinearity exists 
when a variable presents high correlation to a group of other variables. To test for multi-
collinearity in models that contain more than two independent variables the Variance 
Inflation Factor (VIF) needs to be calculated. 
The Variance Inflation Factor (VIF) is calculated using the following equation: 
 𝑉𝐼𝐹 =
𝑉𝑎𝑟(𝑐𝑜𝑙𝑙𝑖𝑛𝑒𝑎𝑟)
𝑉𝑎𝑟(𝑛𝑜𝑛−𝑐𝑜𝑙𝑙𝑖𝑛𝑒𝑎𝑟)
 (22) 
where 𝑉𝑎𝑟(𝑐𝑜𝑙𝑙𝑖𝑛𝑒𝑎𝑟) is the variance of the variable when modelled with other variables and 
𝑉𝑎𝑟(𝑛𝑜𝑛−𝑐𝑜𝑙𝑙𝑖𝑛𝑒𝑎𝑟) is the variance of the variable if it were not modelled with other variables. 
VIF values less than 5 indicates that multi-collinearity is not likely to occur and values higher 
than 10 indicate that the effect of multi-collinearity is not negligible.  
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3.7 Methods for Chapter 5 
3.7.1 Selected model architecture 
Figure 3.12 shows the three-node 2
nd
 order linear model describing the heat dynamics 
between the building internal air temperature Ti, the building envelope temperature Te and the 
external temperature Ta. The selection of model architecture is based on the findings in the 
literature review chapter and is further determined by the data analysis performed in Chapter 
4. Direct solar gains, gas and electricity use are shown in the figure as direct inputs to the 
internal air node. Orientation, transmittance and incidence corrections for windows and boiler 
efficiency corrections for gas are applied. The total electricity consumption is assumed to 
transform directly into heat gains to the internal air node. Since the time-period under study is 
during the heating season, solar gains at the envelope node are not accounted for. Heat losses 
due to ventilation are not considered in this model. 
 
Figure 3.12 TiTeTa lumped parameter model with Qh, Qs, Qe and Qi at the Ti node. A two dimensional 
representation of the lumped parameter model (left) and the RC-network/electrical analogy (right) 
The differential equations describing the heat transfer processes occurring at the internal air 
node and at the building envelope node, at a whole house level, are given below: 
  𝑑𝑇𝑖,𝑝𝑟𝑒𝑑 = [
(𝑇𝑒 − 𝑇𝑖)
𝐶𝑖𝑅𝑖𝑒
+
(𝑇𝑎 − 𝑇𝑖)
𝐶𝑖𝑅𝑖𝑎
+
a𝑄ℎ
𝐶𝑖
+
𝑄𝑒
𝐶𝑖
+
Aw𝑄𝑠
𝐶𝑖
+
𝑄𝑖
𝐶𝑖
] 𝑑𝑡 (23) 
  𝑑𝑇𝑒,𝑝𝑟𝑒𝑑 = [
(𝑇𝑖 − 𝑇e)
𝐶𝑒𝑅𝑖𝑒
+
(𝑇𝑎 − 𝑇𝑒)
𝐶𝑒𝑅𝑒𝑎
] 𝑑𝑡 (24) 
where dTi,pred is the change over time in the indoor air temperature as predicted by the 
model ( 𝐶𝑜 ) 
 Ti is the indoor air temperature at the previous time step ( 𝐶
𝑜 ) 
 Te is the building envelope temperature as predicted at the previous time step 
( 𝐶𝑜 ) 
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 Ta is the measured external air temperature ( 𝐶
𝑜 ) 
 Qh is the measured gas consumption at the meter level (W) 
 Qe is the measured electricity consumption at the meter level (W) 
 Qs is the measured average solar irradiance on the horizontal plane (W/m
2
) 
 Qi is the heat loss due to infiltration (W) 
 Ci is the heat capacitance of the internal partitions, the floor slabs and the 
internal air mass (W/
o
C) 
 Rie is the thermal resistance between the indoor air node and the building 
envelope node (
o
C/W) 
 Ria is the thermal resistance between the indoor air node and the external air 
node of the building elements with no inertia (window, doors etc) (
o
C/W) 
 a is the boiler efficiency 
 Aw is the window area corrected for frame type, transmittance and orientation, 
incorporating an adjusting factor for the solar gains  to an appropriate angle 
of incidence (m
2
) 
 dTe,pred is the change over time in the building envelope temperature as predicted by 
the model ( 𝐶𝑜 ) 
 Ce is the heat capacitance of the external walls and roof (W/
o
C) 
 Rea is the thermal resistance between the building envelope node and the 
external temperature node (
o
C/W) 
Table 3.7 is a summary of all the variables and parameters of the model used. In the second 
column, the type of each parameter is specified and the model parameters are categorized in 
input and output variables and model parameters. In the last column the method used for 
calculation of all the model terms is specified.  The indoor air temperature and the building 
envelope temperature are the two model outputs. The measured indoor air temperature data 
series is used to drive the model calibration. The external air temperature, the gas 
consumption, the electricity consumption and the solar gains are the input variables. The 
capacitance and resistance terms together with the efficiency and the window area for solar 
gains are used to determine the influence that each of the model variables will have on the 
model output values.   
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Table 3.7 Model parameter values and calculation method used 
Parameter Type Calculation method 
dTi,pred Output variable 
measured values used for 
model calibration 
Ti Input variable  measured 
Ta Input variable  measured 
Qh Input variable  measured 
Qe Input variable  measured 
Qs Input variable  measured 
Ci Model parameter calculated 
Rie Model parameter calculated from total Re 
Ria Model parameter calculated 
a Model parameter from boiler characteristics 
Aw Model parameter from building survey 
dTe,pred Output variable 
measured values used for 
model calibration 
Ce Model parameter calculated 
Rea Model parameter calculated from total Re 
 
3.7.2 Simplified methods for calculating thermal resistance (R) and heat 
capacitance (C) of building elements 
In this work a simplified method for determining the U-values (and therefore the resistance 
R) of the building elements is used. This method is provided by the British Standards in ISO 
6946:2007. The method for calculating the U-values is known as the Combined Method, as it 
combines the calculation of an upper and lower limit in between which the actual value of 
thermal resistance must lie. Although the British Standard calculates the U-value as the mean 
of the upper and lower limits, when the difference between the two is large the equal 
weighting can prove inadequate. The non-uniform layers of the building elements are treated 
as a bridged layer and a method for calculating the U-value in those cases is specified. The 
correction suggested in Annex D of the same document needs to be used when point fixings 
are present. CIBSE Guide A (2015) provides guidance on the calculation of R to the British 
Standards and includes tables of the thermal characteristics of the building’s materials. 
Additionally, in Conventions for U-value calculations (BRE, 2006) further instructions and 
comments on the applicability of the methods are provided. No corrections have been applied 
to account for the degradation of materials and their thermal properties that occur with time 
in existing buildings. 
Table 3.8 shows the calculation steps for the expected R-value for one example building 
element (the external cavity wall) using the bridged method. The material properties have 
been sourced from relevant tables of CIBSE Guide A and each respective table is specified in 
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the second column of Table 3.8. The geometric details of the building structure have been 
identified through the extensive building survey conducted in all houses. For each layer the 
length and proportion of surface area have been assumed based on the property type and date 
of construction. In this example case there is only one bridged layer, the timber studding and 
mineral wool layer covering a surface proportion of 15% and 85% respectively. The upper 
and lower limits for the R-value have been calculated and the final R-value for the building 
element is identified as a combination of the two. The validity of the calculated value 
(2.855m
2
K/W) has been checked by comparison with ready to use R-values of table 3.49 of 
CIBSE Guide A for similar types of construction (2.564m
2
K/W). 
Table 3.8 Example of building element R-value calculation using the bridged method in CIBSE Guide A  
External Cavity Wall 
Layer Source λ (W/mK) Length (m) Proportion of surface area R-value (m
2
K/W) 
Outer surface Table 3.48 - - 1 0.04 
External brickwork  Table 3.11 0.77 0.105 1 0.136 
Cavity Table 3.48 - 0.05 1 0.18 
Plywood sheathing Table 3.47 0.13 0.01 1 0.077 
Timber studding Table 3.47 0.13 0.089 0.12 0.685 
Mineral wool Table 3.47 0.03 0.089 0.88 2.967 
Plasterboard  Table 3.47 0.21 0.0125 1 0.060 
Inner surface Table 3.48 - - 1 0.13 
RL 2.74186 RU 2.96785 R-value 2.85485 
  
    R-value from table 3.49 2.564 
      
Table 3.9 shows the heat capacitance calculation steps for the same example building element 
(the external cavity wall). The heat capacitance in this example is calculated as the 
summation of the capacitances of each layer based on the proportion of element volume they 
occupy. The thermal properties for each layer are sourced from the respective tables of 
CIBSE Guide A. Values of specific heat capacity for typical constructions are provided in 
Appendix 3.A8 of CIBSE Guide A. 
Table 3.9 Example of building element heat capacitance (C) calculation  
External Cavity Wall 
Layer Source 
Specific heat 
(J/(kgK)) 
Density (kg/m
3
) 
Volume 
(m
3
) 
Proportion 
of volume 
Capacitan
ce (J/K) 
Outer surface - - - 
12.95 
- - 
External brickwork Table 3.11 1000 1750 48.50% 10992600 
Cavity Table 3.48 - - - - 
Plywood sheathing  Table 3.47 1600 500 4.62% 478589 
Timber studding Table 3.47 1600 500 4.93% 511133 
Mineral wool Table 3.47 1030 12 34.94% 57911 
Plasterboard Table 3.47 1000 700 5.77% 523457 
Inner surface - - - - - 
    
J/K 12563691 
    
Wh/
o
C 3490 
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Table 3.10 lists the geometric details and the calculated thermal resistance (R) and 
capacitance (C) values for each element of the building structure. The R-values are adjusted 
based on the area of each element. The calculated values of R and C are then combined to 
form the lumped values of resistance and capacitance of wider parts of the building elements. 
As an example of the calculation method, the envelope to air resistance is calculated as an 
area weighted summation of the resistances of the external cavity wall and roof. The same 
goes for the calculation of the capacitance of the envelope to air, in this case using volume 
weighted summation of the capacitances of the external cavity wall and roof. The 
construction details used for all building elements can be found in Appendix A.2. 
Table 3.10 Geometric details, thermal resistance (R) and capacitance (C) values for all elements of the 
building envelope of the example House 15 
house 15 
Building element Area (m
2
) 
Proportion 
(area): 
R-value (m
2o
C/W) 
Area adjusted R-value 
(
o
C/W) 
Capacitance 
(Wh/
o
C) 
Total external wall 123.84 - - - - 
External cavity wall  98.10 72.10% 2.85485 0.02912 3490 
External windows  21.74 84.46% 0.38790 0.01784 - 
External doors  4.00 15.54% 0.33333 0.08333 - 
Total internal wall 63.33 - - - - 
Internal partition 
wall only  
51.33 50.67% 0.58824 0.01146 1550 
Internal doors  12.00 11.85% 0.33333 0.02778 - 
Roof 37.96 27.90% 2.50000 0.06586 255 
Total house 78.08 - - - - 
Slab-groundfloor  40.12 51.38% 0.71942 0.01793 3572 
Slab-first floor  37.96 48.62% 0.60976 0.01606 379 
Envelope (to air): 2.75750 0.02608 3746 
Medium: 0.56610 0.02043 1930 
Envelope (to ground): 0.71942 0.01793 3572 
Envelope(no inertia): 0.72123 0.01701 - 
Air: - - 66 
3.7.3 Simplified method for calculating the window area (Aw) for which solar gains 
should be accounted for 
In this work a method provided in the UK Standard Assessment Procedure 2012 for 
calculating the solar gains for windows is used. To calculate the solar gains the average solar 
irradiance at a horizontal plane (W/m
2
) is adjusted by a factor of 0.9 representing the ratio of 
typical transmittance to that at a normal incidence and the total solar transmittance factor of 
the glazing at normal incidence gL (table 6b). The opening area Aw is also adjusted using a 
frame factor FF (table 6c) and a solar access factor Z (table 6d).  The equation is given 
below: 
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  𝐺𝑠𝑜𝑙𝑎𝑟 = 0.9 · 𝐴𝑤 · 𝑆 · 𝑔⏊ · 𝐹𝐹 · 𝑍 (25) 
Table 3.11 shows the calculation steps for the direct solar gains through the openings using 
the methodology provided by SAP 2012. In SAP 2012 the vertical solar flux is calculated 
based on the solar irradiance on the horizontal plane using appropriate adjustments for the 
building’s latitude, solar declination and opening orientation, all combined to form the 
conversion factor Rhtov. The frame factor FF is then applied to the opening area, the energy 
transmittance factor g⏊is transforming the normal incidence to a typical inclined incidence 
and shading is taken into account with the solar access factor Z. The resulting Aw, calculated 
as the summation of the individual Aw values for all the facades, is the opening area 
incorporating all the adjustments for location, orientation, inclination of surfaces, opening 
construction characteristics and external shading. However, no corrections have been applied 
to account for the use of internal shading devices e.g. curtains, blinds and shutters. The 
assumption is that the calculated Aw is constant across the whole 8-week time-period and no 
internal shading devices have been used. 
Table 3.11 Calculation of direct solar gains through the openings using the SAP 2012 methodology for the 
example House 15 
 
Rhtov  Aopenings 
Typical average/ 
normal incidence 
g⏊ 
table 6b 
FF  
table 6c 
Z  
table 6d 
Aw 
North 0.36652 9.34 
0.9 0.76 0.7 0.77 
1.26 
Northeast 0.48923 0 0.00 
East 0.92422 0 0.00 
Southeast 1.27758 0 0.00 
South 1.01341 9.93 3.71 
Southwest 0.54308 0 0.00 
West 0.36963 2.47 0.34 
Northwest 0.44649 0 0.00 
Rooflights 0.36652 0 0.00 
      Final Aw 5.31 
3.7.4 Simplified method for calculating heat losses due to infiltration  
For the calculation of the infiltration rates the SAP2012 methodology was used. Shelter and 
wind corrections were allowed. No infiltration tests (e.g. blower door test) were carried out. 
According to Table 4.21 from CIBSE Guide A infiltration rates for two storey dwellings can 
range from 0.15ac/h in very airtight constructions and up to 1.00ac/h in very leaky houses. To 
calculate the heat losses due to infiltration the equation below was used (Hall, 2014). 
𝑄𝑖 = c𝑝 ∙ 𝜌 ∙
N
3600
∙ V ∙ ΔΤ𝑡 (26) 
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where Qi is the heat loss due to infiltration (W) 
 cp is the air specific heat capacity (1000J/kg/ C
o ) 
 ρ is the air density (1.2kg/m3) 
 N is the number of air changes per hour due to infiltration (ac/h) 
 V is the volume of the air inside the building (m
3
) 
 ΔTt is the difference between external and internal air temperatures( C
o ) 
3.7.5 Methods for positioning the envelope node in a single node representation of 
the building envelope 
Two methods have been identified that the calculation of the positioning of the envelope node 
within the building envelope structure when a single node representation of the building 
envelope is used. This is needed to calculate the values of resistance between the envelope 
node and the internal and external air nodes respectively.  
The first one is a method proposed by Lorenz and Masy (1982) method expressed by the 
following equations: 
𝑅𝑘
∗ = ∑(R𝑖 +
𝑅𝑘
2
𝑘−1
𝑖=1
) (27) 
θ = 1 − (
∑ C𝑘𝑅𝑘
∗𝑛
𝑘=1
𝐶𝑒𝑅𝑒
) (28) 
R𝑖𝑒 = θ𝑅𝑒 (29) 
R𝑒𝑎 = (1 − 𝜃)𝑅𝑒 (30) 
where Rk
*
 is the resistance between the middle of layer k of the construction and the 
external air  (m
2o
C/W) 
 Rk is the resistance of the layer k of the construction (m
2o
C/W) 
 Ri is the resistance between layer k of the construction and the external air  
(m
2o
C/W) 
 Re is the total resistance of the building envelope (m
2o
C/W) 
 Ce is the total capacitance of the envelope (Wh/
o
C) 
 Ck is the capacitance of  the layer k (Wh/
o
C) 
 Rea is the resistance between the envelope node and the internal air node (m
2o
C/W) 
 Rie is the resistance between the envelope node and the external air node (m
2o
C/W) 
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The second is a more simplified method proposed by Mathews et al. (1994), described by the 
following equations:  
τ𝑜𝑠 = ∑ C𝑗 ∙ R𝑜𝑢𝑡,𝑗
𝑛
𝑗=1
 (31) 
τ𝑖𝑠 = ∑ C𝑗 ∙ R𝑖𝑛,𝑗
𝑛
𝑗=1
 (32) 
R𝑒𝑎 = R𝑒 (
τ𝑜𝑠
τ𝑜𝑠 + τ𝑖𝑠
) (33) 
R𝑖𝑒 = R𝑒 (
τ𝑖𝑠
τ𝑜𝑠 + τ𝑖𝑠
) (34) 
where τos is the time constant  
 τis is the time constant calculated as the summation of the products of the 
capacitance of each layer j and  
 Cj is the capacitance of the layer j (Wh/
o
C) 
 
Rout,j is the resistance of all the layers between layer j and the internal surface of the 
envelope (m
2o
C/W) 
 
Rin,j is the resistance of all the layers between layer j and the external surface of the 
envelope(m
2o
C/W) 
 
Rea is the resistance between the envelope node and the internal air node 
(m
2o
C/W) 
 Rie 
is the resistance between the envelope node and the external air node 
(m
2o
C/W) 
 Re is the total resistance of the building envelope (m
2o
C/W) 
Table 3.12 presents the calculated resistances using the two methods for house 15. The 
proportion of building envelope resistance assigned between the internal air, the wall and the 
external air nodes is determined using two methodologies by Lorenz and Masy and Mathews. 
The difference between the two methodologies is not very significant. In this work, the 
Lorenz and Masy method is selected for calculating the expected values for the two 
resistances, as this is one of the most commonly used methods in the literature. 
Table 3.12 Calculation of Rie and Rea for the external cavity wall of House 15 using methods by Lorenz 
and Masy and Mathews. 
Method by: Rie Rea 
Lorenz and Masy (selected method) 0.02582 0.00331 
Mathews 0.02645 0.00267 
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3.7.6 Heating system efficiency  
In this work for the calculation the heating system efficiency, the heating system 
specifications collected during the building survey were taken into account. These efficiency 
values were defined mainly by the boiler product code and the boiler efficiency was 
identified through SAP’s Product Characteristics Database (PCDB, 2016). 
3.7.7 Model parameter uncertainty 
Even when the best efforts have been made to calculate as closely as possible the real values 
for the building model parameters, the values used are always subject to a degree of 
uncertainty statistical or systematic (Hopfe, 2011). Specific experiments should be developed 
to determine as realistically as possible the building characteristics, experiments that are not 
feasible in the case of existing households. Even in the case that such experiments would be 
possible, uncertainty would still be introduced by the measurement errors and potential 
limitations of the experiment’s design. In this study, empirical values for model parameter 
uncertainty are being used. Table 3.13 lists some of the uncertainty values discussed in 
Macdonald’s work (Macdonald, 2002) on quantifying the effects of uncertainty in building 
simulation. Three main sources of uncertainty are identified, the thermophysical properties, 
the casual gains due to appliances and occupancy and the infiltration rate.   
Table 3.13 Uncertainty values discussed by Macdonald (2002) 
Model parameter Variation around the base value 
Thermal conductivity 30-40% 
Density Up to 13% 
Specific heat capacity 12.25% 
Infiltration 1/3 
 
3.7.8 The Ordinary Least Squares (OLS) parameter estimation and calibration 
According to the method of least squares (Reddy, 2011), model of best-fit is considered the 
one that minimises the sum of the squares of the residuals (i.e. Sum of Squared Error, SSE): 
 ∑ 𝑒𝑖
2
𝑛
𝑖=1
 (35) 
where ei is the difference between the dependent variable’s calculated value using the model 
and the measured operational data at each time step i.  
For this to be achieved the necessary condition for each of the parameters is: 
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𝜕 ∑ 𝑒𝑖
2𝑛
𝑖=1
𝜕par
= 0 (36) 
The Ordinary Least Squares calibration process is enabled by the Excel Solver Add-in 
(Appendix D.1). The Generalised Reduced Gradient algorithm is selected to minimise the 
Error Sum of Squares (SSE) at a 0.0001 constraint precision.  
3.7.9 Statistical metrics for model fit evaluation 
In this work, to further evaluate the model’s goodness of fit some well-established metrics are 
used. These are the root mean square error (RMSE), its coefficient of variation (CVRMSE) 
and the adjusted coefficient on relative mean deviations (CV*). In the following chapters the 
RMSE is selected as the most indicative metric. The root mean square error, RMSE, is a 
measure of the standard error of the estimate and shows how much the predicted values 
deviate from the measured values using the same units as the variables themselves, thus 
providing a more understandable metric of the deviation. Its coefficient of variation, CV, 
shows how the RMSE value relates to the mean value of the variable as a percentage. Finally, 
CV* compared to the previously calculated CV can provide information on whether the 
model can predict adequately across the range of values of the response variable, from the 
lowest to the highest values. CV and CV* were used during model development but are not 
included in the results chapters in this thesis. Plots of the observed and predicted values of the 
dependent variable(s) are produced at each step to allow for a visual interpretation of the 
model’s adequacy.  
3.7.10 Model validation 
In this work the selected model is validated through application to the dwelling sample. In 
each case the applicability of the model in the example house (House 15) is explored. The 
model is then applied to the remaining 10 houses to further explore its adequacy in 
representing real households and the collected operational data. Validation of the selected 
model is achieved through exploration of the limitations and potential of the modelling 
technique throughout the house sample that is used in this thesis. 
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3.8 Methods for Chapter 6 
3.8.1 Model rationale 
The primary fuel used by the central heating system is natural gas and serves the space 
heating, domestic hot water, cooking and other ancillary purposes such as space heating from 
a gas fireplace and heat retain for the hot water tank.  
Figure 3.13 demonstrates how energy is transferred and transformed from gas to heat in a 
typical domestic central heating system whilst obeying to the conservation of energy 
principle (Cengel, 2007). The total gas consumed by the household, Qh, is divided in two 
non-related parts, with one part used for cooking and other ancillary purposes, Qop, and the 
other part used by the central heating system, Qchs. Inside the boiler the gas embodied energy 
is transformed into heat of the central heating system liquid using an efficiency factor, a, 
related to the boiler characteristics and determining the energy losses, Qboiler,loss. The energy 
which is now in the form of heat is divided again in two parts with some heat serving for 
Domestic Hot Water (DHW) purposes, Qdhw, and the rest of it used for space heating, Qsh. Qsh 
can also be defined as the difference between Qfeed and Qreturn. Part of the energy transferred 
as heat through the pipes is lost to the surrounding environment, Qloss, most of the remaining 
heat is transferred to the room temperature through the heat emitters (radiators), Qrad and 
Qconv, and the rest of the energy cycles through the boiler, Qreturn. In order to account for the 
dynamics of the central heating system numerous variables (such as the mass transfer rate, 
the flow and return water temperature at several parts of the space heating loop, the mains 
water temperature etc) need to be captured, implying complicated and exhaustive monitoring 
procedures. Assuming steady conditions over the interval of monitoring, the problem of the 
heating system modelling becomes simpler.  
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Figure 3.13  Energy transfer through a typical domestic water heating system with boiler and radiators 
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The equations describing the energy transformation from embodied gas energy to its final 
form, heat, are given below: 
 𝑄ℎ = 𝑄𝑜𝑝 + 𝑄𝑐ℎ𝑠 = 𝑄𝑜𝑝 + 𝑄𝑑ℎ𝑤 + 𝑄𝑠ℎ + 𝑄𝑏𝑜𝑖𝑙𝑒𝑟,𝑙𝑜𝑠𝑠 (37) 
   
where Qh is the total gas consumed by the household (W) 
 Qop is the gas consumed by the household for other ancillary purposes (W) 
 Qchs is the gas consumed by the central heating system (W) 
 Qdhw is the heat in the DHW loop (W) 
 Qsh is the heat in the space heating loop (W) 
 
Qboiler,loss is the part of the gas consumption not passed on as heat to the DHW or 
space heating loops due to inefficiency of the boiler (W) 
The heat in the space heating loop is given by the following equations. The first equation is 
only true for those times that 𝑄ℎ ≠ 0 i.e. only when the boiler is using gas for space heating 
and not when the boiler is cycling the already heated central heating liquid without 
consuming gas: 
 𝑄𝑠ℎ = 𝑄𝑓𝑒𝑒𝑑 − 𝑄𝑟𝑒𝑡𝑢𝑟𝑛 (38) 
 𝑄𝑓𝑒𝑒𝑑 = 𝑄𝑓,1 + 𝑄𝑓,2 + ⋯ + 𝑄𝑓,𝑛 + 𝑄𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟,𝑙𝑜𝑠𝑠,𝑏𝑟 (39) 
 𝑄𝑟𝑒𝑡𝑢𝑟𝑛 = 𝑄𝑟,1 + 𝑄𝑟,2 + ⋯ + 𝑄𝑟,𝑛 − 𝑄𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟,𝑙𝑜𝑠𝑠,𝑎𝑟 (40) 
 𝑄𝑠ℎ = 𝑄𝑓,1 − 𝑄𝑟,1 + 𝑄𝑓,2 − 𝑄𝑟,2 + ⋯ + 𝑄𝑓,𝑛 − 𝑄𝑟,𝑛 + 𝑄𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟,𝑙𝑜𝑠𝑠 (41) 
   
where Qsh is the part of gas transformed into heat and used by the space heating 
loop (W) 
 Qfeed gas transformed into heat and fed into the space heating loop (W) 
 Qreturn is the heat exiting the space heating loop and entering the boiler (W) 
 Qf,n is the heat into the radiator n (W) 
 Qr,n is the heat out of the radiator n (W) 
 
Qtransfer,loss,br is the heat lost due to transfer within the elements of the space heating 
system (e.g. pipe losses) before the radiators (W) 
 
Qtransfer,loss,ar is the heat lost due to transfer within the elements of the space heating 
system (e.g. pipe losses) after the radiators (W) 
 
Qtransfer,loss is the heat lost due to transfer within the elements of the space heating 
system (e.g. pipe losses) (W) 
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The heat at the radiator level is described by the equation below: 
 𝑄𝑓,𝑛 − 𝑄𝑟,𝑛 = 𝑄𝑠𝑡,𝑛 + 𝑄𝑐𝑜𝑛𝑣,𝑛 + 𝑄𝑟𝑎𝑑,𝑛 (42) 
   
where Qst,n is the rate of thermal energy storage in the radiator n (W) 
 Qconv,n is the heat to the surrounding environment due to convection (W) 
 Qrad,n is the heat to the surrounding environment due to radiation (W) 
By combining the equations 41 and 42 above we have: 
 
𝑄𝑠ℎ = (𝑄𝑠𝑡,1 + 𝑄𝑐𝑜𝑛𝑣,1 + 𝑄𝑟𝑎𝑑,1) + (𝑄𝑠𝑡,2 + 𝑄𝑐𝑜𝑛𝑣,2 + 𝑄𝑟𝑎𝑑,2) + ⋯
+ (𝑄𝑠𝑡,𝑛 + 𝑄𝑐𝑜𝑛𝑣,𝑛 + 𝑄𝑟𝑎𝑑,𝑛) + 𝑄𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟,𝑙𝑜𝑠𝑠 
(43) 
Assuming that all surfaces inside each room have the same temperature as the internal air, the 
radiative heat exchange can be incorporated with the convective term of the equation. By 
replacing with the thermal storage and the convective thermal energy terms identified in the 
literature review, it follows: 
 
𝑄𝑠ℎ − 𝑄𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟,𝑙𝑜𝑠𝑠 = [𝐶𝑟,1
𝑑𝑇𝑟,1
𝑑𝑡
+ ℎ1𝐴𝑟,1(𝑇𝑟,1 − 𝑇𝑖,1)] + 
… + [𝐶𝑟,𝑛
𝑑𝑇𝑟,𝑛
𝑑𝑡
+ ℎ𝑛𝐴𝑟,𝑛(𝑇𝑟,𝑛 − 𝑇𝑖,𝑛)] 
(44) 
where Cr,n is the thermal capacitance of the radiator (J/
o
C) 
 dTr,n is the radiator surface temperature difference across the time interval 
defined as dt (
o
C) 
 dt is the time interval (s) 
 hn is the convective/radiative heat transfer coefficient [W/(m
2o
C)] 
 Ar,n is the radiator area linked to convective-radiative heat transfer (m
2
) 
 Tr,n is the assumed constant radiator temperature during the time interval (
o
C) 
 Ti,n is the assumed constant internal air temperature during the time interval (
o
C) 
Replacing all radiators by one notional radiator characterised by the average radiator surface 
temperature and equivalent to the summed area and heat capacitance of all radiators that are 
assumed to have the same heat transfer coefficient and assuming an average room 
temperature it follows: 
 𝑄𝑠ℎ,𝑛𝑒𝑡 = (∑ 𝐶𝑟,𝑖
𝑛
𝑖=1
)
𝑑𝑇𝑟,𝑎𝑣
𝑑𝑡
+ (∑ 𝐴𝑟,𝑖
𝑛
𝑖=1
) ℎ(𝑇𝑟,𝑎𝑣 − 𝑇𝑖,𝑎𝑣) (45) 
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where Qsh,net is the total heat input to the n radiators (W). 
Therefore the equation describing the heat stored in the radiator over each time interval 
taking into account the natural convective and radiative heat transfer and using average 
temperatures for the radiator surface and room air is given below: 
 𝐶𝑟
𝑑𝑇𝑟,𝑎𝑣
𝑑𝑡
= ℎ𝐴𝑟(𝑇𝑖,𝑎𝑣 − 𝑇𝑟,𝑎𝑣 ) + 𝑄𝑠ℎ,𝑛𝑒𝑡 (46) 
   
This can be rewritten as: 
 𝑑𝑇𝑟,𝑎𝑣 = [𝛼(𝑇𝑖,𝑎𝑣 − 𝑇𝑟,𝑎𝑣 ) + 𝛽𝑄𝑠ℎ,𝑛𝑒𝑡]𝑑𝑡 (47) 
where α and β are constants: 
 α =
ℎ𝐴𝑟
𝐶𝑟
 (48) 
 β =
1
𝐶𝑟
 (49) 
3.8.2 The proposed model 
Figure 3.14 shows the proposed lumped parameter model taking into account both the 
convective and radiative heat transfer between the radiator surface and the indoor air 
temperature nodes. In the proposed model, Qh is the total whole house gas consumption. As 
explained in the previous Section, the heat input to the radiator surface temperature node 
should be the gas consumption used only for space heating through the radiators, Qsh,net (W). 
However, in this study the whole house gas consumption has been monitored at the meter 
level. Disaggregated gas consumption for space heating through the radiators and for other 
purposes such as cooking and Domestic Hot Water is not available. 
 
Figure 3.14 TiTr lumped parameter model with Qh in the Tr node. A two dimensional representation of 
the lumped parameter model (left) and the RC-network/electrical analogy (right) 
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The only known characteristic for the central heating system which links directly to the 
conversion of gas consumption to heat, is the boiler efficiency, a.  
Additionally, the resistance Rir is given by the following equation: 
 R𝑖𝑟 =
1
ℎ𝐴
 (50) 
Therefore, the differential equation describing the heat transfer occurring at the radiator 
surface node is given below: 
  𝑑𝑇𝑟,𝑝𝑟𝑒𝑑 = [
(𝑇𝑖 − 𝑇𝑟)
𝐶𝑟𝑅𝑖𝑟
+
a𝑄ℎ
𝐶𝑟
] 𝑑𝑡 = [
ℎ𝐴(𝑇𝑖 − 𝑇𝑟)
𝐶𝑟
+
a𝑄ℎ
𝐶𝑟
] 𝑑𝑡 (51) 
where dTr,pred is the difference in the radiator surface temperature as predicted by the 
model ( 𝐶𝑜 ) 
 Tr is the radiator surface temperature as measured ( 𝐶
𝑜 ) 
 Ti is the indoor air temperature ( 𝐶
𝑜 ) 
 Qh is the total gas consumption at the meter level (W) 
 Cr is the heat capacitance of the radiator (J/
o
C) 
 Rir is the thermal resistance between the radiator and the air node (
o
C/W) 
 a is a factor of boiler efficiency (0 ≤ a ≤ 1) 
 h is a convective/radiative heat transfer coefficient [W/(m
2o
C)] 
 A is the radiator area (m
2
)  
 dt Is the time interval (s) 
This can be rewritten as: 
  𝑑𝑇𝑟,𝑝𝑟𝑒𝑑 = [𝛼(𝑇𝑖 − 𝑇𝑟)+𝛽𝑄ℎ]𝑑𝑡 (52) 
 
where the convective/radiative constant, α, is given by the following equation: 
 α =
ℎ𝐴
𝐶𝑟
 (53) 
The gas consumption constant, β, is given by the following equation: 
 β =
a
𝐶𝑟
 (54) 
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3.8.3 Model application – Identifying space heating gas usage (Qh) 
To calculate the space heating through the radiators gas consumption from the monitored 
whole house total gas consumption a disaggregation methodology is being developed. The 
disaggregation steps are given; first, the gas consumption associated to space heating is 
identified for each household through a frequency distribution graph and validated through a 
daily average gas consumption graph. Using the whole house gas consumption as the input 
variable the model parameters are calibrated based only on the data linked to space heating. 
Second, the points in time where the model over-predicts are identified and the model results 
for the relevant time-stamps replaced with the measured data. Finally, the modelling 
procedure is reversed and the gas consumption for space heating is calculated. The 
disaggregated gas consumption data for space heating can then be used for further modelling 
and coupling of the radiator model to the room and house models.  
3.8.4 Model validation 
In this work, similarly to the methods used for the whole house model, the selected gas 
consumption – radiator model is validated through application to the dwelling sample. The 
exploration begins with the example house (House 15). The model is then explored further 
using the remaining 10 houses. Validation of the selected model is achieved through 
exploration of the limitations and potential of the modelling technique throughout the 11 
house sample. 
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3.9 Chapter summary 
This methodology chapter provided an overview of the REFIT project, the 2-year field study 
that enabled the data collection for this thesis, in Sections 3.3 and 3.4. The aim of REFIT was 
explained and the different project stages described. REFIT was used as a means for data 
accumulation for the purposes of this thesis. The REFIT methods for data collection of gas, 
electricity and temperatures and the information of the extensive building surveys were 
presented.  
In the Section 3.5, the rationale for 11 houses and the 8-week time period of the heating 
season selected for this thesis was presented and the data cleaning and processing of gaps and 
errors in the various datasets explained.  
In Section 3.6, the data analysis techniques used for the purposes of Chapter 4 in this were 
presented and explained. The methods for data transformation and for calculation of mean 
values were identified. The Pearson’s correlation was selected for identification of the 
relationships between the operational data from the houses.  
In Section 3.7, the Lumped Parameter Modelling technique and the methods for model 
calibration, evaluation and validation were explained. Ordinary Differential Equations were 
selected for building representation and the Ordinary Least Square technique for model 
parameter estimation. The selected whole house model was introduced. The simplified 
methods for model parameter calculation were presented, to calculate expected values of 
thermal resistance, capacitance, window area for which solar gains should be accounted for, 
infiltration heat losses and envelope node positioning. A quantification of the model 
parameter uncertainty was then attempted. 
Finally, in Section 3.8 the gas consumption – radiator temperature model development and 
model application for identification of gas used for space heating were presented. 
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4. RESULTS 1: ANALYSIS OF MEASURED OPERATIONAL DATA 
4.1 Introduction 
One objective of this research is to explore the type, amount and quality of data being 
measured by in-home sensors.  Chapter 1 explained how advances in technology can lead to 
an abundance of operational data from real-life buildings which can provide valuable insights 
into the building’s thermal performance. In Chapter 2 the significance of understanding and 
using operational data for building energy modelling was identified through a review of the 
on-going work in the field. Finally, the collection and cleaning process of detailed operational 
data through the REFIT field study was described in Chapter 3.  
This chapter sets out to present, describe and analyse the measured operational data from the 
in-home sensors installed in the REFIT households as well as the weather data measured by 
the Loughborough University campus weather station. The aim of this chapter can be divided 
into three main parts: 
 to present the measured data and assess their suitability for modelling  
 to explore transforming the variables to improve their suitability for modelling and 
validation  
 to study the relationships between variables in order to inform the structure and 
choice of inputs of the models developed in Chapters 5 and 6 
The measured data can be categorised into five types: 
i) the weather data, which include the external temperature Ta (
o
C) and the average 
solar radiation Qs (kW/m
2
) 
ii) the room air temperatures Ti,k (
o
C) where the indicator i stands for ‘internal’ and k 
denotes the room 
iii) the radiator surface temperatures Tr,k (
o
C) where the indicator r stands for ‘radiator’ 
and k denotes the room 
iv) the gas meter reading at a household level Qh (W) 
v)  the electricity meter reading at a household level Qe (W) 
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In the following sections each data category, as explained in the previous paragraph, will be 
assessed individually and the relationships between the variables of each category will be 
explored. Section 4.2 presents the weather data, the external temperature (Ta) and the solar 
radiation (Qs) to assess the quality of the data and their suitability for modelling and 
validation. Section 4.3 presents the internal air temperature data (Ti,k). The data are explored 
both at a room-by-room level and at a whole-house level. The use of average values of 
internal air temperature across different rooms of the same house and across rooms of the 
same group type (e.g. living rooms, bathrooms) is explored. The relationships between all 
room air temperatures are assessed through comparison of the mean, maximum and minimum 
values and Pearson’s correlations to study the relationship between temperatures in different 
rooms. Similar analysis is performed for the radiator surface temperature data (Tr,k) in Section 
4.4, the gas consumption data (Qh) in Section 4.5 and the electricity data (Qe) in Section 4.6. 
Section 4.7 explores the relationships between all variables by investigating the collinearity 
and multi-collinearity between the variables as measured, including also the difference 
between variables that is considered important in forming a thermal model. In Section 4.8 a 
summary of Chapter 4 is presented along with a discussion on the main findings and 
conclusions. 
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4.2 Weather data – External air temperature (Ta) and solar radiation (Qs) 
Figure 4.1 shows the 30-minute interval measurements of the external air temperature Ta for 
the 8-week time-period in February and March 2014 introduced in the methodology chapter. 
This air temperature time-series was recorded at the Loughborough University campus 
weather station. The data present higher temperatures during the day and lower temperatures 
during the night-time. The average external air temperature record in February was 6.4
o
C, 
which exceeded the average temperature in England as reported by the Met Office by 0.8
o
C 
and the long-term UK average temperature for February by 2.7
o
C (the UK 1981-2010 long-
term temperature average is 3.7
o
C for February) (MetOffice, 2016). This suggests a warmer 
than usual winter. March was warmer than February with an average measured external air 
temperature of 7.6
o
C, 0.7
o
C above the average air temperature across England and 2.1
o
C 
above the long-term UK average temperature for March. Both the highest and lowest 30-
minute temperature measurements, 19.3
o
C and -1.3
o
C respectively, were recorded during the 
month of March which also had the highest differences between day and night-time 
temperatures. No unreasonable extreme weather phenomena are identified for the selected 8-
week time-period and the air temperature measurements are considered to be suitable for 
further analysis.  
 
Figure 4.1 External air temperature Ta (
o
C) recorded in 30-minute intervals for the 8-week time period of 
the 2014 heating season 
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Figure 4.2 shows 30-minute interval measurements of the average horizontal solar radiation 
measurements (Qs) for the 8-week time-period measured by the Loughborough University 
campus weather station. The calculation of the solar radiation value from the original 
measurements has been explained in the methodology chapter. As expected, the measured 
data show zero solar radiation during night-time and highest peaks usually in the middle of 
the day. The average solar radiation for the month of February was 0.052kW/m
2
 and for the 
month of March was 0.102kW/m
2
. The lower in February and higher in March values of 
radiation are in agreement with the sunshine hours reported from MetOffice for the same 
months, 75hours of sunshine and 140hours of sunshine respectively (MetOffice, 2016). The 
highest peak of 0.6305kW/m
2
 occurred on March 22
nd 
at 13:00. This first exploration of the 
solar radiation data provides confidence in the data which are considered suitable for further 
analysis. 
 
Figure 4.2 Average horizontal solar radiation Qs (kW/m
2
) measured over 30-minute intervals for the 8-
week period of the 2014 heating season 
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4.3 Internal air room temperatures (Ti) 
4.3.1 Individual room statistics for an example house 
Figure 4.3 shows the internal air temperatures of all rooms for one example day, the 1
st
 of 
March for an example house, House 15 (in graphs denoted as H15). This particular day was 
selected as a representative day of the sampling time-period as no irregular peaks in the 
temperatures could be identified and due to its timing in the middle of the 8-week time-
period. The highest average air temperature of 20
o
C can be found in bedroom 2 followed by a 
temperature of 19.4
o
C in the living room. The lowest temperature was measured at 14.7
o
C in 
the kitchen at 06:00 in the morning. In terms of the most significant temperature differences, 
the kitchen, the living room, the bathroom and the dining room are the rooms with changes in 
the temperature of up to 4.4
o
C, whereas the landing and bedrooms seem to maintain 
temperatures closer to their average air temperature. A clear pattern of heating can also be 
seen, with significant rises in temperature in the morning between 06:00 and 09:00 (up to 
2.8
o
C in the bathroom, H15-bath) and in the afternoon between 14:00 and 20:00 (up to 4.2
o
C 
in the bathroom, H15-bath). 
 
Figure 4.3 Room air temperatures Ti (
o
C) using the original 30-minute sampling interval for one day only 
– 1st of March 
Figure 4.4 shows the internal air temperatures in the rooms of House 15 (H15) that were 
equipped with a temperature sensor across the 8-week time-period. Since this is a congested 
graph, this figure is not intended to provide detailed information on the data. It is meant to 
offer an overview of the general trend followed by the room internal air temperatures and 
help identify visible abnormalities. In this case some extreme peaks of temperature can be 
identified in the dining room with temperatures rising up to 29.2
o
C (on the 6
th
 of February) 
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when the maximum temperature in all other rooms is 24.7
o
C (appearing in the bathroom on 
the 23
rd
 of March). This could be an indication of some heat source in close proximity to the 
sensor which is only occasionally used, of high occupancy and increased internal heat gains 
due to cooking activities or an indication of solar radiation falling directly on the sensor’s 
positioning. The infrequent character of these extreme temperatures does not cause suspicions 
of a faulty sensor. The lowest temperature reported across the whole dataset is 12.8
o
C which 
appeared in the kitchen on the 12
th
 of February. The assumption here is that the temperature 
data can adequately represent phenomena occurring in the specified location and are used 
without corrections. 
 
Figure 4.4 Room air temperatures Ti (
o
C) using the original 30-minute sampling interval for the 8-week 
period of the 2014 heating season 
Table 4.1 presents statistical results such as average, maximum, minimum, range and 
standard deviation values for the internal air temperatures of all rooms in House 15 and the 
whole-house average internal air temperature. The warmest room is the living room with a 
mean value for the 8-week period of 18.8
o
C, followed by bedroom 2 with 18.7
o
C. However, 
the maximum temperature appears in the dining room as a peak of 29.2
o
C. The second 
maximum temperature is 4.5
o
C lower than the overall maximum and is found in the 
bathroom. The minimum temperatures reach down to 12.5
o
C in the kitchen. The mean room 
air temperatures range between 16 and 18.8
o
C. The individual rooms present a range of 
temperatures of 7.6
o
C and up to 15.2
o
C. The whole-house average temperature across all 
rooms has a mean value of 17.7
 o
C, a maximum of 21
o
C and a minimum of 14
 o
C. In the last 
two columns of Table 4.1 the deviation of the mean temperature for each room is compared 
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to the mean of the whole-house average temperature and is given both as a difference of 
degrees Celsius (
o
C) and as a percentage (%). The maximum deviation from the mean of the 
whole-house average can be found in bedroom 3 with a difference of -1.7
o
C (-9.6% lower). 
The living room, kitchen and bedroom 2 deviate from the mean of the whole-house average 
by about 1
o
C, whereas the dining room, landing and bathroom are higher than the whole-
house average by about 0.2
o
C to 0.4
o
C. 
Table 4.1 Individual room statistics for the measured room air temperature data (Ti) for House 15 for the 
8-week time-period 
 
 
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
2
 
(
o
C) 
Standard 
deviation 
(
o
C) 
Difference 
from 
average
3
 
(
o
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(%) 
W
h
o
le
-
h
o
u
se
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All rooms 17.7 22.1 14.0 8.1 1.41 - - 
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Hallway - - - - - - - 
Living room 18.8 24.6 15.2 9.4 1.71 1.1 6.2 
Kitchen 16.7 23.2 12.5 10.7 1.71 -1.0 -5.6 
Dining room 18.0 29.2 13.9 15.2 1.58 0.3 1.7 
Landing 17.9 22.1 14.5 7.6 1.30 0.2 1.1 
Bathroom 18.1 24.7 13.3 11.4 1.76 0.4 2.3 
Bed 1 - - - - - - - 
Bed 2 18.7 23.2 14.6 8.6 1.58 1.0 5.6 
Bed 3 16.0 20.7 12.6 8.1 1.53 -1.7 -9.6 
1Time-series created by calculating the non-weighted mean of all room air temperature data at each 30-minute time-stamp 
2 The difference between the maximum and minimum (Maximum-Minimum) 
3The difference between the calculated mean for each room and the whole-house average  
 
Figure 4.5 lists the Pearson’s correlation (r) values between all rooms of the example house 
and shows Figure 4.5 presents the scatterplots between all room air temperatures in the form 
of ellipses, based on the raw room air temperature data for the living room (T15liv), kitchen 
(T15kitchen), dining room (T15din), landing, bedrooms 2 and 3 (T15bed2,3) and the 
bathroom (T15bath)  and the calculated non-weighted mean of all room air temperature data 
(T15aver) at each 30-minute time-stamp for the 8-week time-period. The correlation values 
can range between -1 and 1, with the limits of the range representing a perfect negative and 
positive correlation respectively. A positive correlation is represented by a dark blue ellipse, 
grading to a white circle for zero correlation and to a dark red ellipse for negative correlation.  
As expected all correlations related to the room air temperatures are positive, which means 
that any change (increase or decrease) in the value of one variable is associated to a similar 
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change in the value of the other. The highest correlation can be found between the kitchen 
and dining room (r=0.93). This was expected as the aforementioned rooms are not only 
adjacent but are also connected with fixed openings. Generally, the strongest correlation can 
be seen in adjacent rooms of the same floor, which can be related to heat and mass transfer 
through the openings and rooms with the same orientation, which could be due to similar heat 
inputs caused by solar radiation. In terms of relationship between individual room 
temperatures and the whole-house average air temperature (T15aver), most rooms seem to be 
highly correlated (r>0.9) to the average temperature with an exception to the living room 
(r=0.79) and bedroom 3 (r=0.85). This was expected for bedroom 3 as a significant difference 
was identified between this room and the average temperature previously (as discussed in 
Table 4.1). However, a lower correlation was not expected for the living room, as there were 
no signs of significant deviation between the average temperature for the living room and the 
average temperature for all rooms. This is interesting as living room air temperature is often 
measured as a proxy for the whole-house air temperature. 
 
Figure 4.5 Pearson’s correlation (r) values and scatterplots (in the form of ellipses) of internal air room 
temperature data T15,aver, T15,liv, T15,kit, T15,din, T15,land,T15,bed2,T15,bed3 and  T15,bath against each other for all 
rooms of the example House 15 
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4.3.2 Relationships between air temperatures of different room types for all houses 
The data presented in this section are 30-minute interval internal air temperatures for each 
room as well as whole-house average temperatures for all 11 houses under study. This section 
sets out to describe the operational temperatures in different houses and identify trends, 
recurring patterns and relationships in the average temperatures and in different rooms of 
different houses based on the type, adjacency and orientation of the room.  
Figure 4.6 presents the whole-house average temperatures for each house based on the 
internal air temperature data for the 8-week time-period. For each house the mean, the 
maximum and the minimum of the average temperature are presented. The average across all 
houses (here denoted as Average) is also provided and serves as a reference value for 
evaluating which houses are warmer and which are significantly colder. The houses are 
sorted by highest to lowest mean temperature. House 18 is the only house presenting a 
significantly high average temperature that exceeds the 20
o
C. On the other hand, House 11 is 
the coldest household with an average temperature of 13.6
o
C, 4.5
o
C below the average for all 
houses. All other houses have average air temperatures ranging between 16.8
o
C and 19.2
o
C. 
No signs of overheating can be identified through the whole-house average temperatures. 
However, this does not exclude the possibility of individual rooms being overheated. This 
means that an average whole-house temperature may not be adequate when aiming to identify 
heat being wasted at a room-by-room level. 
   
Figure 4.6 Whole-house average internal air temperature Ti (
o
C) mean, maximum and minimum values 
for each house individually and across all houses (Average) for the 8-week time-period 
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Figure 4.7 shows plots of the daily profiles of the whole-house average air temperatures for 
each house based on the original 30-minute interval sampled data. This graph serves for the 
visual identification of air temperature patterns in the houses. A similar pattern can be seen 
across all houses with temperatures falling to the lowest values during night-time, quickly 
rising early in the morning when the heating is ON, maintaining an almost steady temperature 
during the day and then rising again in the evening when the heating is ON again. In 
accordance to the discussion of the previous paragraph, most houses present air temperatures 
between 16-20
o
C with the exception of House 18 that presents higher temperatures and 
House 11 that presents much lower temperatures throughout the day. 
 
Figure 4.7 Daily profiles of whole-house average internal air temperatures Ti (
o
C) plotted against time 
based on 30-minute data for the 8-week period of the 2014 heating season 
Figure 4.8 presents the average whole-house air temperature data broken down into 5 
different parts of the day, morning, afternoon, evening, early and late night-time. There are 
two points that this figure aims to address; the variation of temperature throughout the day at 
individual houses and similarities in high and low temperatures during parts of the day for 
different houses. Considering the first point it can be noticed that Houses 1, 7 and 19 have 
small variations in temperatures during the whole day, which could be an indication of 
constant heating maintaining the setpoint temperature at all times, a properly insulated 
building envelope or low levels of infiltration. On the other hand, Houses 4, 9, 17 and 18 
present a much higher temperature range throughout the day, possibly signifying intermittent 
heating of the rooms, a poor thermal performance of the envelope or a highly responsive 
heating system. In terms of similarities between different houses, all houses present their 
highest air temperatures during the evening and early night-time (i.e. 17:00-24:00) and the 
lowest temperatures early in the morning after the non-heated night-time and before the start 
of the heating in the morning.  
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Figure 4.8 Daily profiles of whole-house average air temperatures Ti (
o
C) for different parts of the day 
based on data for the 8-week period of the 2014 heating season 
Table 4.2 is based on the original 30-minute room air temperature data and lists basic 
statistical metrics such as the mean temperature, overall maximum, minimum and standard 
deviation, grouped by room type. There are 94 rooms in total, with the majority of them 
falling in the category of bathrooms, living rooms, kitchens and bedrooms. Other room types 
such as playrooms, hallways, utility rooms, storage and attics are represented in separate 
room type groups in this table. As expected, higher than the average temperatures can be 
found in rooms with increased occupancy and/or increased heat gains (due to the number of 
appliances, activities such as cooking, DHW use etc.) such as the kitchen (3.2%), living room 
(1.4%) and bathroom (3.2%), whereas lower than average temperatures can be found in the 
master bedroom 1 (-2.7%), hallway (-6.3%) and dining room (-1.6%). The less heated areas 
(e.g. utility and storage) present a much higher deviation from the average that can range 
from +2.3% in the playrooms and down to 29.7% in the attic rooms. Most of the secondary 
bedrooms appear to maintain temperatures very close to the average temperature, with a 
deviation ranging between -0.7% and -1.2% from the average across all houses of 18.1
o
C. 
Based on this analysis it can be assumed that an average temperature across all houses could 
represent most rooms well, with a maximum error of -1.1
o
C in the hallways, fails however to 
represent the non-heated spaces (the error in this type of rooms can be up to a significant 
6.3
o
C). In terms of room types that are most likely to present overheating, the highest 
temperatures of up to 32.6
o
C can be found in the bathrooms. However, all other rooms have 
presented average temperatures close to the expected heating setpoint (which usually ranges 
between 18
o
C and 23
o
C). In most room types the lowest presented temperature is quite low 
ranging between 8.6
o
C (in the group of the utility rooms) and 12.6
o
C (in the landings). The 
most constant air temperature values appear in the playrooms with a standard deviation value 
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of 1.16
o
C and the least constant in the bathrooms with the highest standard deviation of 
3.3
o
C. This means that if the average temperatures for each room type are to be used a 
moderate confidence in the ability to represent the relevant room types can be assumed. 
Table 4.2 Individual room statistics for all houses using the raw temperature data for the 8-week period 
of the 2014 heating season 
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All houses 94 18.1 21.0 15.4 5.6 1.04 - - 
R
o
o
m
 t
yp
e
s 
Hallway 3 16.9 24.4 10.8 13.6 2.34 -1.1 -6.3 
Living 
room 
12 18.3 26.8 11.4 15.4 2.28 0.2 1.4 
Kitchen 11 18.7 27.6 11.2 16.4 2.51 0.6 3.2 
Dining 
room 
7 17.8 29.2 10.8 18.3 2.71 -0.3 -1.6 
Landing 4 18.9 24.5 12.6 12.0 1.73 0.8 4.2 
Bathroom  15 18.7 32.6 9.6 23.0 3.03 0.6 3.2 
Bed 1 10 17.6 26.4 10.4 15.9 2.15 -0.5 -2.7 
Bed 2 10 18.0 27.4 10.1 17.3 2.71 -0.1 -0.7 
Bed 3 8 17.9 28.3 10.3 18.0 2.95 -0.2 -1.2 
Bed 4 2 18.0 24.7 13.8 10.9 1.70 -0.1 -0.8 
Office 5 18.8 27.3 10.7 16.5 2.43 0.7 4.0 
Playroom 3 18.5 22.4 14.6 7.8 1.16 0.4 2.3 
Utility 1 11.8 16.0 8.6 7.5 1.46 -6.3 -34.9 
Storage 2 16.3 20.9 12.3 8.6 1.62 -1.8 -9.7 
Attic 1 12.7 18.5 9.5 9.0 1.66 -5.4 -29.7 
H
o
u
se
 le
ve
l Ground 
floor 
43 18.4 27.6 10.7 16.8 2.39 2.1 13.2 
First floor 50 17.9 32.6 9.5 23.1 2.79 1.7 10.2 
Second 
floor 
1 11.9 16.0 8.6 7.5 1.44 -4.4 -27.1 
1Time-series created by calculating the mean of the whole-house average air temperature data at each 30-minute time-stamp across all 
houses 
2 The difference between the maximum and minimum (Maximum-Minimum) 
3The difference between the calculated mean for each room type and house level and the average across all houses. 
 
Figure 4.9 lists the Pearson’s correlation (r) values between all houses grouped by room type 
and shows scatterplots between temperatures of all room types in the form of ellipses, based 
on the raw air temperature data for the 8-week time-period. The graph also includes the 
average temperature of all rooms of all houses (first row and first column) as a reference 
value for comparison. The strongest correlations (r≥0.95) are identified between the living 
room and kitchen (0.95), the dining room and the kitchen (0.95), the bathroom and the 
kitchen (0.96)  and bedrooms 2 and 3 (0.96), whereas the lowest correlation is found between 
the attic and hallway rooms (0.37). The high correlations were expected in the rooms with 
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close adjacency and similar occupancy patterns (as are usually the kitchen and dining rooms 
and the bedrooms with other bedrooms and family bathrooms). Low correlations were also 
expected between rooms that are normally less occupied, such as the attic and the hallway. 
Moreover, as expected, the correlation between groups of rooms and the average temperature 
of all rooms is higher for rooms with a larger sample (e.g. bathroom, kitchen) and lower for 
groups of only one or two rooms (e.g. utility, storage).  It can be concluded the whole-house 
average air temperature should be able to describe more adequately the temperature of the 
main rooms of a building but could fail to represent temperatures of rooms that are least used 
and usually non-heated, such as the hallway, the attic and the storage rooms. Any attempt to 
individually model rooms presenting high correlations could prove challenging. Low 
correlation between room types and the average temperature could indicate the need for these 
rooms to be represented individually. 
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Figure 4.9 Pearson’s correlation (r) values and scatterplots (in the form of ellipses) of all room air 
temperatures grouped by room type against each other for all houses 
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4.4 Radiator surface temperatures (Tr) 
4.4.1  Individual radiator statistics for an example house 
One of the most significant heat processes occurring in the building is heating through the 
HVAC system. In the case of a typical UK domestic house the HVAC system will consist of 
a wet heating system, which includes a boiler and the heat emitters or else the radiators. 
Knowing the temperatures of the heat emitter surfaces can enable the determination of the 
exact heat input at a room level. Again, the methods for data collection used in this research 
work have already been described in the previous chapter (Chapter 3). The data presented in 
this section are raw data of 30-minute interval sampling for each radiator surface temperature 
of the example house (House 15). 
Figure 4.10 presents the radiator surface temperatures of all the radiators of House 15 (H15). 
As explained in the methodology Chapter 3, the data presented are raw measurements of a 
single point of the radiator surface at a 30-minute interval. All the radiators heat up 
simultaneously in the morning and throughout the late afternoon and evening and return to 
external temperature when not in use. The radiator temperatures follow the same patterns. 
During this example day, the highest deviation between the individual radiators occurring at 
the same time-stamp is 10
o
C and appears at 6:30 in the morning when the radiators are 
heated. This indicates that when the heating is ON all the rooms are being heated. Also, the 
radiator surface temperatures required for the rooms to achieve their individual setpoint can 
differ significantly.  
 
Figure 4.10 Radiator surface temperatures Tr (
o
C) for each radiator of House 15 using the original 30-
minute sampling interval for one day only – 1st of March 
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Figure 4.11 presents time-plots of the radiator temperatures of the example House 15 (H15) 
across the whole 8-week time-period under study. In February, two peaks of space heating 
are identified in a day, one in the morning and one in the evening. In March this pattern is 
replaced by a single daily peak in the late afternoon – evening time. At the same time it can 
be seen that the radiator temperature in a room can vary significantly across time. In bedroom 
3 it can be sheen that the radiator temperature for the first part of the dataset rises up to a 
maximum temperature of 30
o
C. In late February the same radiator presents higher 
temperatures when heated, rising up to 50
o
C in some instances. In bedroom 1 a drop in the 
radiator temperature is presented during the third week of monitoring. These changes in 
radiator temperature could be a response to a change in the Thermostatic Radiator Valve 
setting. The maximum temperature presented across the 8-week time-period is 50
o
C and, as 
expected, the lower temperatures are equal to the room air temperatures.  
 
Figure 4.11 Radiator surface temperature Tr (
o
C) for each radiator in House 15 using the original 30-
minute sampling interval for the 8-week period of the 2014 heating season 
Table 4.3 presents statistical metrics such as average, maximum, minimum values and range 
of values for the radiator surface temperatures in House 15 and the whole-house average 
radiator surface temperature. When more than one radiator could be found in one room the 
average of the measurements for each 30-minute interval would be used to provide the time-
series related to that particular room. All average radiator temperatures range between 22.9
o
C 
(in the bedroom 3 radiator) and 25.8
o
C (in the dining room radiator). The maximum 
temperatures, when the heating is ON, range between 43.0
o
C (in the bathroom radiator) and 
52.1
o
C (in the hallway radiator). The radiator surface temperatures when the heating is OFF 
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reach down to 12.6
o
C (in the bedroom 2 radiator). The highest deviation between the rooms 
and the whole-house average radiator surface temperature appeared in the living room, with a 
deviation of -10.2% which corresponds to a 2.6
o
C. 
Table 4.3 Individual room statistics for the measured radiator surface temperature data for House 15 for 
the 8-week time-period 
 
 
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
2
 
(
o
C) 
Standard 
deviation 
(
o
C) 
Deviation 
from 
average
3
 
(
o
C) 
Deviation 
from 
average 
(%) 
W
h
o
le
-h
o
u
se
 
av
e
ra
ge
1
 
All rooms 25.3 58.9 12.7 46.3 11.77 - - 
In
d
iv
id
u
al
 r
o
o
m
 3
0
-
m
in
u
te
 r
e
ad
in
gs
 
Hallway 24.9 52.1 14.2 37.9 11.89 -0.4 -1.5 
Living room 22.7 46.1 13.6 32.5 9.21 -2.6 -10.2 
Kitchen - - - - - - - 
Dining room 25.8 50.6 14.1 36.5 11.63 0.5 2.0 
Landing - - - - - - - 
Bathroom 23.5 43.0 13.6 29.5 8.74 -1.8 -7.2 
Bed 1 24.5 50.6 14.1 36.4 10.09 -0.8 -3.0 
Bed 2 24.2 49.6 12.6 37.0 9.56 -1.1 -4.3 
Bed 3 22.9 49.6 14.2 35.4 8.52 -2.4 -9.4 
1Time-series created by calculating the non-weighted mean of all radiator surface temperature data at each 30-minute time-stamp 
2The difference between the maximum and minimum (Maximum-Minimum) 
3The difference between the calculated mean for each radiator and the whole-house average  
 
Figure 4.12 shows the Pearson’s correlation (r) values between all radiator surface 
temperature 30-minute data of the example House 15 (H15) and the scatterplots between all 
radiator temperature data in the form of ellipses for the 8-week time-period. The correlation 
between the average radiator surface temperature and the individual radiator surface 
temperatures is significantly high, always exceeding the value of 0.9. This could be an 
indication that the average radiator surface temperature could safely be used to adequately 
represent the individual radiators. The high correlation between all the radiators also implies 
that, due to high collinearity, a model trying to represent radiators individually would be 
prone to errors, as the redundancy of a model term would not be easily identifiable and, 
possibly, the estimation of the model parameters would not be accurate.  
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Figure 4.12 Pearson’s correlation (r) values of the radiator surface temperature data T15,aver, T15,hall, T15,liv, 
T15,din, T15,bed1,T15,bed2,T15,bed3 and  T15,bath against each other and scatterplots (in the form of ellipses) for the 
radiator surface temperatures of the example House 15 
4.4.2 Relationships between radiator surface temperatures of different room types for 
all houses 
The radiator surface temperature data Tr have been presented and assessed individually in the 
previous Section 4.4.1. Checks of statistical metrics such as average, maximum and minimum 
values helped explore and understand the data. In this section the relationships between the 
radiator temperatures across all houses are explored.  
Figure 4.13 presents the whole-house average radiator surface temperature data for each 
house and the average across all houses (Average) based on the individual radiator surface 
temperature 30-minute data for the 8-week time-period. For each house the mean, the 
maximum and the minimum values of the average radiator temperature are presented. In the 
middle of the table the average for all houses is provided. The houses are sorted by highest to 
lowest mean radiator temperature. House 18 is the house with the highest mean radiator 
surface temperature. However, it is House 17 that presents the highest maximum values of 
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radiator surface temperature and the largest range of possible values. House 11 is the most 
conservative house in terms of radiator surface temperatures.  
 
Figure 4.13 Average radiator surface temperature Tr (
o
C) maximum, minimum and mean values for all 
houses and for each house individually for the 8-week time-period 
Figure 4.14 presents the daily profiles of average radiator surface temperatures for all the 
participating houses. The heating pattern is quite similar in most houses, with a peak in the 
radiator surface temperature in the morning (from 05:00 to 10:00) and a second peak in the 
afternoon (14:30 to 23:00). Houses 10 and 18 present high radiator temperatures throughout 
the day, which could be an indication of continuous space heating being used. House 4 does 
not use space heating in the morning hours. Invariably, all houses turn the heating OFF 
during night time (24:00 to 05:00). The highest radiator temperatures when heating is ON can 
be found in House 10, with the highest temperature of 49.7
o
C, in the morning peak (07:00), 
and in House 9, with a high of 52.3
o
C, in the afternoon peak (21:00).  
 
Figure 4.14 Daily profile of radiator surface temperatures Tr (
o
C) plotted against time based on 30-minute 
data for the 8-week period of the 2014 heating season 
0
5
10
15
20
25
30
35
40
45
50
55
60
65
H18 H9 H10 H19 H7 Average H17 H8 H15 H13 H4 H11
W
h
o
le
-h
o
u
se
 a
ve
ra
ge
 r
ad
ia
to
r 
su
rf
ac
e 
te
m
p
er
at
u
re
 T
r (
o
C
) 
0
10
20
30
40
50
60
0
0
:0
0
0
1
:0
0
0
2
:0
0
0
3
:0
0
0
4
:0
0
0
5
:0
0
0
6
:0
0
0
7
:0
0
0
8
:0
0
0
9
:0
0
1
0
:0
0
1
1
:0
0
1
2
:0
0
1
3
:0
0
1
4
:0
0
1
5
:0
0
1
6
:0
0
1
7
:0
0
1
8
:0
0
1
9
:0
0
2
0
:0
0
2
1
:0
0
2
2
:0
0
2
3
:0
0
R
ad
ia
to
r 
te
m
p
er
at
u
re
 (
o
C
) 
Time 
H4 H7 H8 H9 H10 H11
H13 H15 H17 H18 H19
Vanda Dimitriou  Chapter 4 – Results 1 
108 
 
Figure 4.15 presents the daily average radiator surface temperature data broken down into 5 
different parts of the day, morning, afternoon, evening, early and late night-time. This graph 
can be used to inform when the radiators are on full working capacity and subsequently when 
a change in the heating control behaviour (lowering the TRV setting) would be most effective 
to reduce heating energy demand. It can be seen that the highest radiator temperatures are 
presented during the evening (17:00 to 21:00) and early night time (21:00-24:00) in all the 
participating houses. House 9, 10 and 18 seem to be having the highest temperature across 
the whole day. The lowest radiator surface temperatures are presented between 24:00 and 
05:00, when heating is OFF.   
 
Figure 4.15 Daily average radiator surface temperatures Tr (
o
C) for different parts of the day based on 
data for the 8-week period of the 2014 heating season 
Table 4.4 is based on the original 30-minute interval radiator temperature data and 
summarises basic statistical metrics of mean temperature, overall maximum, minimum and 
standard deviation, grouped by room type. The number of radiators used as a sample is 126 
radiators. Most radiators are located in the bathroom (24 radiators) and in the living room and 
other sitting areas (18 radiators). In terms of floor location, almost half of the sample of 
radiators (65 radiators) are located on the ground floor, 60 radiators on the second floor and 
only one on the second floor. The highest difference between maximum and minimum 
radiator temperature can be found in the bathroom radiators, where a difference of 68.5
o
C has 
been identified. Both the highest maximum radiator temperature across the room type groups 
of 79.1
o
C and one of the lowest minimum values of 10.6
o
C can be found in the bathroom 
radiators. This could be an indication of higher energy consumption being attributed to the 
bathroom room types, which could potentially be targeted for heating control retrofit 
solutions.   
0
5
10
15
20
25
30
35
40
45
50
H4 H7 H8 H9 H10 H11 H13 H15 H17 H18 H19
R
ad
ia
to
r 
te
m
p
er
at
u
re
 (
o
C
) 
Morning 05:00-12:00 Afternoon 12:00-17:00 Evening 17:00-21:00 Night 21:00-24:00 Night 24:00-5:00 Whole day
Vanda Dimitriou  Chapter 4 – Results 1 
109 
 
Table 4.4 Individual room statistics for all houses using the raw radiator temperature data for the 8-week 
period of the 2014 heating season 
 
 
n 
Mean 
(
o
C) 
Overall 
maximum 
(
o
C) 
Overall 
minimum 
(
o
C) 
Range 
(
o
C) 
Standard 
deviation 
(
o
C) 
Deviation 
between 
averages 
(
o
C) 
Deviation 
between 
averages 
(%) 
A
ll-
h
o
u
se
s 
av
e
ra
ge
1
 
All houses 126 26.24 42.0 15.8 26.2 6.99 - - 
R
o
o
m
 t
yp
e
s 
Hallway 14 25.9 65.9 11.6 54.3 13.04 -0.4 -1.4 
Living 
room 
18 26.7 64.0 11.1 53.0 13.22 0.5 1.8 
Kitchen 10 27.7 67.4 11.1 56.3 12.96 1.5 5.5 
Dining 
room 
7 25.5 67.4 11.1 56.4 13.67 -0.8 -3.0 
Landing 5 24.3 59.5 14.1 45.4 10.21 -2.0 -7.5 
Bathroom 
(including 
WC and 
Ensuites) 
24 26.9 79.1 10.6 68.5 12.81 0.7 2.5 
Bed 1 12 25.8 66.8 10.1 56.7 12.19 -0.5 -1.8 
Bed 2 11 25.6 60.5 10.6 49.9 12.24 -0.7 -2.5 
Bed 3 9 24.2 66.4 9.5 56.9 11.34 -2.1 -7.8 
Bed 4 2 20.1 57.5 12.6 44.9 8.30 -6.2 -23.6 
Office 5 25.6 65.0 10.6 54.4 11.18 -0.6 -2.5 
Playroom 3 30.4 60.5 13.6 46.9 11.84 4.2 16.0 
Utility 3 25.4 64.5 13.1 51.4 14.43 -0.8 -3.2 
Storage 2 27.8 55.5 14.6 40.9 13.40 1.6 5.9 
Attic 1 12.3 16.6 9.1 7.5 1.65 -13.9 -53.1 
H
o
u
se
 le
ve
l Ground 
floor 
65 26.9 44.6 15.6 29.0 7.92 0.7 2.5 
First floor 60 25.3 39.6 16.1 23.5 5.92 -1.0 -3.7 
Second 
floor 
1 12.3 16.6 9.1 7.5 1.65 -13.9 -53.1 
1Time-series created by calculating the mean of the whole-house average radiator surface temperature data at each 30-minute time-
stamp across all houses 
2 The difference between the maximum and minimum (Maximum-Minimum) 
3The difference between the calculated mean for each room type and house level and the average across All houses. 
 
Figure 4.16 shows the correlation values between all radiators of all houses based on the raw 
radiator surface temperature data for the 8-week time-period. The correlation between almost 
all of the radiators in different room types is high with values that for the most part exceed 
the value of 0.95. This was expected as all the radiators are completely related to the boiler in 
use, increasing temperature and cooling off almost simultaneously. Similar patterns of 
radiator use in different room types can be linked to highest correlation values, signifying that 
living room, kitchen, bathroom and the main bedrooms 1 and 2 are all heated in similar way. 
This was expected as in most houses a central thermostat controls heating across all the most 
occupied rooms. Due to the high correlation between the aforementioned rooms, it would not 
be suggested to attempt individual modelling of the room types in the same model. On the 
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other hand, utility, storage, playroom and attic rooms could more safely be modelled 
separately from the rest of the room types.  
 
Figure 4.16 Pearson’s correlation (r) values and scatterplots (in the form of ellipses) of all radiator 
surface temperatures grouped by room type against each other for all houses 
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4.5 Gas consumption data (Qh) 
4.5.1 Gas consumption for an example house 
Figure 4.17 presents the daily cumulative whole-house gas consumption data at the meter 
level for the 8-week time-period of the 2014 heating season for the example House 15. The 
gas consumption originally measured in m
3
 has been transformed to kWh (as explained in 
Chapter 3, Section 3.5.3). Each column represents the total gas consumption for the specified 
day. The minimum gas consumption for a day is 18.29kWh and the maximum 51.25kWh. 
These values of gas consumption seem reasonable considering the average daily consumption 
for a UK domestic household is 45.21kWh (OFGEM, 2015). Higher gas consumption can be 
observed for the colder month of February and lower gas consumption for March, when the 
external air temperatures are higher.  
 
Figure 4.17 Daily cumulative whole-house gas consumption Qh (kWh) for House 15 for the 8-week period 
of the 2014 heating season 
Figure 4.18 presents the whole-house gas consumption data at the meter level for the 8-week 
time-period of the 2014 heating season at a 30-minute interval for House 15. Each data point 
is a measurement of the total gas consumed over the past 30-minute time-period. The gas 
consumption originally measured in m
3
 has now been transformed to kW. Gas consumption 
ranges between 0kW and 10kW for the most part and presents higher peaks of up to 24kW 
when the heating demand is highest. During most days a recurring pattern occurs, with zero 
consumption during the night-time and two peaks of consumption, one in the morning and 
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one in the afternoon and evening. This heating pattern changes in mid-March when the 
morning heating seems to slowly fade out with only the later afternoon peaks persisting until 
the end of the month. The odd peaks could be an indication of gas being consumed for 
multiple purposes at each time (e.g. combined space heating, DHW generation and/or 
cooking) whereas the normal daily peaks that appear throughout the observed time-period 
could be an indication of gas consumed solely for space heating purposes.  
 
Figure 4.18 Whole-house gas consumption Qh (kW) for House 15 using the original 30-minute sampling 
interval for the 8-week period of the 2014 heating season 
In Figure 4.19, the two graphs serve to demonstrate how gas consumption of House 15 can 
vary significantly from the daily average profile of figure. Gas consumption for two random 
days, one in February and one in March, is plotted against time. In the left graph gas is used 
both in the morning and throughout the afternoon with higher peaks in the morning (up to 
12.27kW compared to 5.45kW) but longer time-periods of use (8.5 hours) in the afternoon. In 
the right graph gas is used only in the afternoon for a shorter period of time (4 hours) but at a 
higher rate (up to 8.18kW).     
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Figure 4.19 Whole-house gas consumption Qtot (kW) for House 15 for two random days 
In Figure 4.20 the daily profile of the average gas consumption profile for this specific 
example house (House 15) has been generated. The gas consumption is given in kW. As 
expected from the visual interpretation of the previous graphs two main gas consumption 
periods can be identified, one in the morning between 06:00 and 09:00) and one in the 
afternoon  between 14:30 and 22:00, which are identified as the main heating time-periods 
for this particular house. Between the two time-periods of increased gas consumption some 
gas is being used at a maximum rate of 1kW. During the night-time hours the gas 
consumption is almost zero with some recurring peaks of less than 0.3kW which could imply 
that gas is being used for ancillary purposes (e.g. boiler standby for DHW). 
    
Figure 4.20 Daily profile of the average whole-house gas consumption Qtot (kW) for House 15 using data 
for the 8-week period of the 2014 heating season 
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Figure 4.21 is a frequency distribution graph for the original gas consumption data at a 30-
minute interval transformed in kW. The gas consumption measurements of less than 0.3kW 
have been excluded from this graph due to their extremely high frequency and the scale 
issues they caused in the graph. The graph shows how many times (y axis) a particular range 
of values of gas consumption (x axis) has been presented in the 2687 observations. The 
higher the frequency of each range of values the more characteristic the relevant gas 
consumption power rate of the central heating system. Two peaks can be identified in the 
graph, one for gas consumption rate of between 0.55kW and 2.55kW and one between 
2.05kW and 5.95kW. This graph is in agreement with the daily average graph of Figure 4.19 
which showed a gas consumption of 2.04kW to 5.71kW for the space heating time-period. 
 
Figure 4.21 Frequency distribution for the whole-house gas consumption Qtot (kW) for House 15 using the 
original 30-minute sampling interval for the 8-week period of the 2014 heating season 
4.5.2 Gas consumption across all houses 
Figure 4.22 presents the gas consumption (kW) for each house based on the gas consumption 
data for the 8-week time-period. For each house the mean, the maximum and the minimum 
values of gas consumption are presented. The highest gas consumption in terms of mean 
value is presented in House 9 and the lowest in House 15. The highest maximum is presented 
in House 4, which is one of the largest houses among the participating houses and the lowest 
maximum in House 19.   
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Figure 4.22 Average gas consumption Qh (kW) maximum, minimum and mean values for all houses and 
for each house individually for the 8-week time-period 
Figure 4.23 presents the daily profiles of gas consumption (Qh) for all the participating 
houses. This graph seems to be in good agreement with the relevant Figure 4.14 presenting 
the daily profiles of radiator temperatures. Two peaks can be identified in most houses (with 
the exception of House 4) one in the morning and one in the evening suggesting that all 
houses are being heated during two distinct time-periods. The highest peaks of gas 
consumption are indicating an approximate average consumption during those peaks of 
17kW.  
 
Figure 4.23 Daily profile of gas consumption Qh (kW) plotted against time based on data for the 8-week 
period of the 2014 heating season 
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Figure 4.24 presents the daily average gas consumption data broken down into 5 different 
parts of the day, morning, afternoon, evening, early and late night-time. This graph can be 
used to support the conclusions drawn from the relevant graph of the radiator temperatures 
regarding the heating patterns on the houses and inform the heating control retrofit action 
prioritisation. It can be clearly seen that the majority of gas consumption is taking place in the 
evening and night hours between 17:00 and 24:00. In particular, the evening gas consumption 
is the highest gas consumption in almost all houses.  
 
Figure 4.24 Daily average gas consumption (kW) for different parts of the day based on data for the 8-
week period of the 2014 heating season 
Table 4.5 lists the mean, maximum, minimum and the standard deviation values for each 
house and for the average gas consumption across all houses together with the deviation for 
each house from the average across all houses.  The mean value of gas consumption across 
all houses ranges between 1.4kW and 5.1kW. The maximum gas consumption is 37.3kW and 
is presented in House 4. The minimum gas consumption is 0kW for most houses, with the 
exception of House 17 that has a minimum gas consumption of 0.2kW indicating continuous 
gas consumption throughout the day. The standard deviation across all houses ranges 
between 2.45 -houses 15 and 9 are the two houses that deviate most significantly from the 
mean of the sample, with a mean of gas consumption 57.66% lower than the sample mean for 
House 15 and a mean of gas consumption 57.70% higher than the sample mean for House 9.  
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Table 4.5 Statistics for all houses using the gas consumption data for the 8-week period of the 2014 
heating season 
 
Mean 
(kW) 
Maximum 
(kW) 
Minimum 
(kW) 
Range
1
 
(kW) 
Standard 
deviation 
(kW) 
Deviation 
from 
average
2
 
(kW) 
Deviation 
from 
average 
(%) 
Average 3.2 12.5 0.0 12.5 3.13 - - 
H4 3.6 37.3 0.0 37.3 7.16 0.4 13.36 
H7 2.8 20.9 0.0 20.9 4.20 -0.4 -14.04 
H8 2.9 20.2 0.0 20.2 4.46 -0.3 -9.37 
H9 5.1 27.5 0.0 27.5 6.95 1.8 57.70 
H10 4.3 27.5 0.0 27.5 5.24 1.1 33.38 
H11 1.6 21.4 0.0 21.4 3.65 -1.6 -49.43 
H13 3.3 28.4 0.0 28.4 5.76 0.1 1.92 
H15 1.4 23.6 0.0 23.6 2.45 -1.8 -57.66 
H17 3.4 21.4 0.2 21.1 5.80 0.2 7.37 
H18 4.1 20.0 0.0 20.0 4.73 0.9 28.71 
H19 2.9 18.4 0.0 18.4 3.96 -0.3 -8.53 
1The difference between the maximum and minimum (Maximum-Minimum) 
2The difference between the calculated mean for each house and the average across all houses 
 
Figure 4.25 shows the correlation values between gas consumption data across all houses 
based on the raw gas consumption data of the 8-week time-period. All correlation values 
between the houses are very low, ranging from 0.08 between House11 and House 15 and up 
to 0.59 between House 8 and House 9. This weak relationship between the gas consumption 
from different houses suggests that the way gas is being used in different houses is unique in 
each case and any attempts to make generalized assumptions about gas consumption even in 
buildings of very similar type and location could prove very challenging and should be 
critically assessed before being accepted.  
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Figure 4.25 Pearson’s correlation (r) values and scatterplots (in the form of ellipses) of gas consumption 
for all houses 
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4.6 Electricity consumption data (Qe) 
4.6.1 Electricity consumption across all houses 
Figure 4.26 presents the daily profiles of electricity consumption for all the participating 
houses. Due to lack of measured data for the time-period under study, the data used have 
been estimated using methods described in Chapter 3. As the missing electricity data have 
been estimated from the daily profile across an extended time period, the peaks of electricity 
consumption have been smoothed out. In House 8, most measured data could be retrieved, 
which explains the one very high peak in the plot. The daily profile of electricity 
consumption in all houses ranges between 0.1 and 1.5kW, with the exception of House 8 that 
presents a plot early in the morning of 3kW. As expected electricity consumption is 
continuous, maintaining non-zero values during the nighttime and higher peaks during 
daytime.  
 
Figure 4.26 Daily profiles of electricity consumption based on different datasets for all houses 
Figure 4.27 presents the daily average electricity data broken down into 5 different parts of 
the day, morning, afternoon, evening, early and late night-time. The highest electricity 
consumption in most houses can be found during the evening time-period and the lowest 
electricity consumption between the hours 24:00 and 05:00. In House 8, electricity use is 
highest during the morning hours and in House 11 in the afternoon, between 12:00 and 17:00. 
The lowest average electricity consumption can be found in House 15 and equals to 0.3kW 
and the highest average electricity consumption is in Houses 8 and 10, approximately 0.7kW. 
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Figure 4.27 Daily average electricity consumption (kW) for different parts of the day based on data for 
the 8-week period of the 2014 heating season 
Table 4.6 presents the mean, maximum, minimum and the standard deviation values for each 
house and for the average electricity consumption across all houses together with the 
deviation for each house from the average across all houses. The lowest electricity 
consumption presented across all houses is 0.1kW and the highest 6.0kW in House 17. The 
highest difference of 5.9kW between highest and lowest electricity consumption can be found 
in House 17 and the lowest difference of 1.0kW in House 11. The average gas consumption 
across all houses is 0.5kW. The deviation across all houses ranges between 0 and 0.2kW. The 
highest deviation from the sample mean is presented in House 8. 
Table 4.6 Electricity consumption for all houses for the 8-week period of the 2014 heating season 
 
Mean 
(kW) 
Maximum 
(kW) 
Minimum 
(kW) 
Range
1
 
(kW) 
Standard 
deviation 
(kW) 
Deviation 
from 
average
2
 
(kW) 
Deviation 
from 
average 
(%) 
Average 0.5 1.2 0.2 1.0 0.17 - - 
H4 0.4 4.4 0.1 4.3 0.22 -0.1 -19.97 
H7 0.6 4.1 0.1 4.0 0.45 0.1 25.27 
H8 0.7 5.2 0.2 5.0 0.66 0.2 48.59 
H9 0.6 4.0 0.1 3.9 0.38 0.1 18.62 
H10 0.7 5.2 0.2 5.1 0.43 0.2 43.35 
H11 0.4 1.1 0.1 1.0 0.32 -0.1 -10.39 
H13 0.5 4.5 0.1 4.4 0.42 0 9.85 
H15 0.3 3.9 0.1 3.8 0.26 -0.2 -43.54 
H17 0.3 6.0 0.1 5.9 0.28 -0.1 -27.90 
H18 0.5 2.7 0.2 2.6 0.24 0 -6.46 
H19 0.3 2.3 0.2 2.2 0.17 -0.2 -37.44 
1The difference between the maximum and minimum (Maximum-Minimum) 
2The difference between the calculated mean for each house and the average across all houses 
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Figure 4.28 shows the correlation values between electricity consumption data across all 
houses based on the raw and the estimated electricity consumption data of the 8-week time-
period. All houses present a positive correlation between them, with the exception of House 8 
that presents a negative correlation with all other houses, apart from the average across all 
houses. This could be explained by the fact that some data were retrieved for House 8 and the 
inference of the electricity data was only performed for a part of the time-period in this 
house. The absolute correlations between all houses are very low, ranging between 0.06 and 
0.52 as electricity use patterns can vary significantly in different households. The low 
correlation values suggest a very low or non-existent linear relationship between the 
electricity consumption across the houses.  
 
Figure 4.28 Pearson’s correlation (r) values and scatterplots (in the form of ellipses) of electricity 
consumption for all houses 
  
Vanda Dimitriou  Chapter 4 – Results 1 
122 
 
4.7 Relationships between different variables 
4.7.1 Relationships between all variables for an example house 
Figure 4.29 presents Daily profiles of internal air room temperature (Ti), radiator surface 
temperature (Tr), external air temperature (Ta), solar gains (Qs), gas and electricity 
consumption (Qh and Qe) for the example House 15 using data of the 8-week time-period 
under study. From the three heat inputs of gas consumption, electricity and solar gains, gas 
consumption has the highest magnitude, with peaks that rise up to 6kW when the highest 
peaks for electricity and solar radiation are lower than 1kW. The radiator surface temperature 
is primarily affected by gas consumption, with simultaneous peaks in both time-series. This 
could be an indication that gas consumption and radiator surface temperature are very highly 
correlated. Including both variables in a single model could impose a problem of high 
collinearity, making it difficult to estimate the relevant model parameters with accuracy. As 
expected, the internal air temperature rises when the radiator surface temperature and the gas 
consumption rise. From the graph, there is no clear indication as to how the internal air 
temperature is affected by the interaction with the other variables. When modelling heat 
transfer in buildings the difference between the internal air temperature and the external air is 
one of the main drivers. The relationship between the temperature difference and the other 
variables needs to be further explored. 
 
Figure 4.29 Daily profiles of whole-house average room air temperature (Ti,aver), whole-house average 
radiator surface temperature (Tr,aver), external air temperature (Ta), solar gains (Qs), gas and electricity 
consumption (Qh and Qe) for the example House 15 
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Figure 4.30 presents daily profiles of the difference between external air temperature and 
internal air temperature (DTaTi), solar gains (Qs), gas and electricity consumption (Qh and Qe) 
for the example House 15 using data of the 8-week time-period under study. From the graph 
there is no clear indication how the temperature difference between external air and internal 
air relates to the gas and electricity consumption. A relationship could be identified between 
the solar gains that rise in the middle of the day and the temperature difference that is lower, 
although the two effects are not happening simultaneously. This lack of direct links between 
the different variables suggests that it would be safe to form a model using the 
aforementioned variables. Further exploration is required to quantify the correlation of the 
variables, especially between the variables of internal air temperature and solar gains. 
 
 
Figure 4.30 Daily profiles of the difference between external air temperature and whole-house average 
room air temperature (DTaTi,aver), solar gains (Qs), gas and electricity consumption (Qh and Qe) for the 
example House 15 
Figure 4.31 shows the daily profiles of the difference between internal air temperature and 
radiator surface temperature (DTiTr) and the gas consumption (Qh) for the example House 15 
using data of the 8-week time-period under study. It is clear from the graph that the two 
variables are highly related and directly linked. The two time-series plots seem to be mirrored 
against the x axis of the graph, with almost simultaneous changes occurring when gas 
consumption is starting and finishing. The main difference between the two is during the 
cooling off period, when an instantaneous change can be seen in the gas consumption data 
and a more gradual change in the air temperature and radiator temperature difference can be 
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observed. Another difference can be seen in midday, when gas consumption is continued but 
the temperature difference is very close to zero.  
 
Figure 4.31 Daily profiles of the difference between internal air temperature and radiator surface 
temperature (DTiTr) and the gas consumption (Qh) for the example House 15 
Figure 4.32 presents scatterplots of all variables and the selected differences in variables for 
House 15 using data of the 8-week time-period under study. Half of the graph contains 
scatterplots and the other half contains the correlation values. The diagonal states the name of 
the variables that is linked to the relevant column and row. As expected, the highest absolute 
correlation values can be found between variables Tr and the difference between Tr and Ti 
and between variables Ta and the difference between Ta and Ti, 0.99 and 0.90 respectively. 
The very high correlations suggest that a model should not include variables with such 
significant relationship. For the rest of the parameters much lower correlation values exist, 
ranging between 0.01 and 0.75. The lowest correlation of 0.01 can be found between 
variables Ta and Tr and, more interestingly, between Qh and the temperature difference 
between outdoor air temperature Ta and internal air Ti. The higher than average correlation 
value of 0.73 between the radiator surface variable Tr and the gas consumption variable Qh 
was also expected due to the known relationship between gas and radiator usage. A higher 
correlation value was also expected between variables Qh and the difference between Tr and 
Ti, which in this house is equal to 0.75. The lowest correlations are presented between 
variable Qe and all the other variables, suggesting that electricity consumption is highly 
independent presenting no direct links to any of the variables explored.  
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Figure 4.32 Scatterplots of all variables and the selected differences in variables for all houses 
4.7.2 Relationships between all variables for all houses 
Table 4.7 contains the mean, maximum and minimum (in terms of absolute values) Pearson’s 
correlation values across all houses. The mean values across all houses serve to generalize the 
findings based on the available House sample. The maximum and minimum values serve to 
show when exceptions might occur significantly deviating from the mean. The mean absolute 
correlation values between the variables range between 0.02 and 0.84. The lowest correlation 
value relates to variables Ti and Qs, suggesting that the internal air temperature is not linearly 
linked to solar radiation. The highest correlation value is found between variable Qh and the 
difference between variables Tr and Ti. A high correlation of 0.82 can also be found between 
variables Tr and Qh. The maximum correlation values are in accordance with the mean 
values, supporting the previous findings that the most significant linear relationship is 
between variables Tr, Qh and the difference between Tr and Ti. Interestingly, a higher than 
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expected from the mean correlation value can be found between variables Qe and Qs, which 
equals to 0.81, against the mean 0.10. The minimum correlation values suggest that the 
lowest possible correlation between the significantly related variables Tr, Qh and the 
difference between Tr and Ti can equal to less worrying (in terms of collinearity) values 0.68 
and 0.71 respectively in some houses. This means that in some cases, even the highest 
correlations are not high enough to refrain from the use of models containing the correlated 
variables. 
Table 4.7 Average, maximum and minimum values of Pearson’s correlation between variables presented 
across all houses 
Between 
variables: 
Correlation 
Mean Max Min 
Ti and Ta 0.28 0.43 0.17 
Ti and Qs 0.02 0.31 -0.14 
Ti and Tr 0.40 0.58 0.16 
Ti and Qh 0.13 0.31 -0.06 
Ti and Qe 0.17 0.4 -0.16 
Tr and Ta -0.05 -0.13 0.12 
Tr and Qs -0.17 -0.35 0.06 
Tr and Qh 0.82 0.93 0.68 
Tr and Qe 0.30 0.69 0.05 
Qh and Ta -0.05 -0.15 0.06 
Qh and Qe 0.22 0.33 0.06 
Qe and Ta 0.15 0.42 -0.22 
Qe and Qs 0.10 0.81 -0.26 
Qs and DTiTa 0.52 0.59 0.38 
Tr and DTiTa -0.24 -0.37 -0.15 
Qh and DTiTa  -0.12 -0.24 -0.01 
Qe and DTiTa 0.07 0.33 -0.17 
Qh and DTrTi -0.84 -0.94 -0.71 
 
Table 4.8 presents values of the Variance Inflation Factor (VIF) to test for multi-collinearity 
between different variables across all the houses. The variables have been grouped together 
forming two groups in total, to test for multi-collinearity when using different variables in the 
same model. For the purposes of this thesis, VIF exceeding a value of 5 are considered to 
signify an important relation and VIF values above the value of 10 are considered as a very 
strong indication of multi-collinearity. The first group contains the variables as they have 
been measured. Most VIF values are maintained below the threshold of 5 with the exception 
of variable Tr in Houses 4, 9, 11 and 18, exceeding the threshold value of 10 in House 17 and 
variable Qh in Houses 17 and 18. This is a strong indication that both variables Tr and Qh 
could be included in a problem of high multi-collinearity in Houses 17 and 18. In the rest of 
the houses there is no clear indication of problems associated with multi-collinearity. The 
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second group of variables relates the difference between variables Ta and Ti and Tr and Ti 
with variables Qs, Qh, Qe. As expected, a higher VIF value can be related to variables Qh and 
the difference between Tr and Ti in Houses 8, 17 and 18. None of the VIF values exceed the 
threshold value of 10. All the other variable combinations do not seem to have any significant 
VIF values that would indicate a multi-collinearity problem. This suggests that it would be 
safe to proceed with including variables Qs, Qh, Qe and the difference in variables Ta and Ti. 
A model could also be formed based on the variables Qh and the difference between Tr and 
Ti, as long as the parameter estimates for this model are not of particular significance and 
interpreted with caution. 
Table 4.8 Variance Inflation Factor (VIF) of variables presented across all houses 
 
Variable: 
Variance Inflation Factor 
 H4 H7 H8 H9 H10 H11 H13 H15 H17 H18 H19 
G
ro
u
p
 1
 o
f 
va
ri
ab
le
s:
 
Ta 1.6 1.8 1.8 1.6 1.7 1.5 1.5 1.7 1.6 1.6 1.6 
Qs 1.6 1.6 1.6 1.5 1.4 3.6 1.5 1.6 1.5 1.5 1.4 
Ti 2.4 1.5 0.9 1.4 1.7 2.3 1.6 1.4 2.1 2.4 1.3 
Tr 7.6 4.6 2.3 6.2 2.7 6.6 3.4 2.7 10.8 8.5 3.3 
Qh 4.9 4.1 4.6 4.4 2.3 4.7 2.6 2.3 8.5 5.9 3.1 
Qe 1.1 1.4 2.9 2.0 1.3 3.4 1.2 1.1 1.1 1.4 1.2 
G
ro
u
p
 2
 o
f 
va
ri
ab
le
s:
 Qs 1.6 1.6 1.5 1.4 1.4 3.2 1.5 1.6 1.4 1.5 1.4 
Qh 4.6 4.1 8.4 4.2 2.1 4.6 2.5 2.3 8.3 5.8 3.0 
Qe 1.1 1.4 1.1 1.9 1.2 3.4 1.1 1.1 1.1 1.3 1.1 
DTaTi 1.6 1.5 1.4 1.4 1.4 1.3 1.5 1.5 1.6 1.6 1.4 
DTrTi 5.1 4.3 8.6 5.8 2.4 5.1 2.7 2.5 8.9 6.5 3.1 
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4.8 Chapter summary 
Section 4.2 presented the weather data, the external temperature and the solar radiation. The 
values of the variables were compared to measured data from official and trustworthy 
sources. No outliers or missing data have been identified and the quality of the data was 
proven for further use.  
The following Sections 4.3 and 4.4 explored the internal air temperature data and the radiator 
surface temperature data both at a room by room level and at a whole-house level and proved 
their quality was adequate for further analyses and use in modelling. An example House was 
selected (House 15) and the respective data were presented separately to provide insights of 
the heating patterns and temperature values that should be expected in different rooms of the 
same house. The average temperature at a whole-house level was calculated in each case and 
its adequacy in describing temperatures of different rooms was evaluated. In terms of air 
temperature, an average deviation of 3.8% between the average temperature of all rooms and 
the temperatures in each individual room was calculated and the average whole-house 
temperature was able to represent most rooms.  In order to reduce this deviation and thus 
describe the individual room temperatures better, the total average temperature would have to 
be divided into two or more average temperatures of grouped rooms. Subsequently, the same 
analysis was carried out for all 11 participating houses. It was concluded that a whole-house 
average internal air temperature could describe adequately the temperature of the main rooms 
of a building, however fails to represent temperatures of rooms that are not heated, such as 
conservatories and attics. The same applies to radiator surface temperatures, for which the 
very high correlation values suggest any attempt model individual room types in the same 
model would not be a safe option. On the other hand, the usually unheated utility, storage, 
playroom and attic rooms could more safely be modelled separately from the rest of the room 
types. The average radiator surface temperature proved more adequate to represent well 
radiators that are in use.  
In Sections 4.5 and 4.6 the gas and electricity consumption data were explored to identify 
trends in use, evaluate the data adequacy and identify possible relationships between houses. 
In both cases the data are not significantly correlated between houses and each house presents 
consumption of varying magnitude. However, similar patterns of usage could be found in 
most houses, with the most significant gas and electricity consumption during the evening 
time-period. 
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In the final Section 4.7 the relationships between all variables were explored, identifying 
potential collinearity and multi-collinearity problems that might occur during modelling. The 
highest correlation values have been identified between variables Tr and the difference 
between Tr and Ti and between variables Ta and the difference between Ta and Ti, 0.99 and 
0.90 respectively. Special attention for multi-collinearity should be paid when including 
variables Qh and the difference between Tr and Ti in the same model. Also, including 
variables Qs, Qh, Qe and the difference in variables Ta and Ti in one model proved to be a safe 
option with very low potential for multi/collinearity.  
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5. RESULTS 2: WHOLE-HOUSE MODELLING 
5.1 Introduction 
Chapter 1 explained how advances in technology can lead to an abundance of operational 
data from real-life buildings which can provide valuable insights into the building’s thermal 
performance. In Chapter 2 appropriate modelling methods for using the operational data have 
been identified. The collection and cleaning process of the detailed operational data through 
the REFIT field study was described in Chapter 3. Chapter 4 described the operational data 
collected and explored the relationships between different variables. 
The scope of this chapter is to assess the suitability of the Lumped Parameter technique in 
representing real houses under operational conditions.  The aim of this chapter can be divided 
into six main parts: 
 to show again the selected Lumped Parameter model for whole-house representation 
using weather, gas and electricity consumption data as inputs to the model and the 
internal air temperature measured data for calibration and validation originally 
presented in Section 3.7 
 to present the calculated expected building thermal properties based on suitable 
methodologies and see how these relate between different houses 
 to assess how well the model can fit to the measured data when no initial information 
on the model parameters are available 
 to assess the goodness of fit of the model to real-life data using the expected 
parameters  
 to explore the impact that changes in the model parameter values can have in the 
model fit to the measured data using parametric analysis 
 to explore if an improved model fit can be achieved within reasonable variations of 
the calculated model parameters based on the parameter uncertainties 
In this first section (5.1) the aim of this chapter was defined. In Section 5.2 a second order 
Lumped Parameter linear model linking the internal air temperature to the weather data, gas 
and electricity consumption is presented. Section 5.3 presents the expected model parameter 
values based on the methodologies presented in Chapter 3. Section 5.4 presents the results of 
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applying unconstrained OLS parameter estimation in terms of model goodness of fit. Section 
5.5 presents the model fit results when using the expected parameter values. Parametric 
analysis is provided in Section 5.6 for each model parameter to identify how changing the 
parameter values can affect the model output. In Section 5.7 constrained parameter estimation 
using ranges of parameter values based on their expected uncertainties is explored. In Section 
5.8 the three different methods for parameter estimation are explored and the results are 
assessed. Finally, Section 5.9 provides an overview of the main findings of this chapter. 
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5.2 Second order Lumped Parameter Model 
Figure 5.1 recaps the three-node 2
nd
 order linear model describing the heat dynamics between 
the building internal air temperature Ti, the building envelope temperature Te and the external 
temperature Ta firstly introduced in the methodology (see Section 3.7). The presented model 
architecture has been identified through the literature review in Section 2.4.2 and its 
adequacy was tested against several similar models. The collinearity and multi-collinearity 
between the model terms has been explored in Chapter 4. No significant issues were 
identified between most terms. In the selected model, the heat loss due to infiltration is 
represented by a separate individual term as a direct output out of the internal air node. The 
infiltration term is calculated as the difference between the external air and internal air 
temperatures multiplied by constant values of air specific heat capacity, air density, volume 
of the air and number of air changes per hour (Section 3.7.4). Since the infiltration term and 
the non-inertia term both heavily depend on the difference between the external air and 
internal air temperatures a high collinearity is to be expected. However, this model 
architecture was selected as it offered the best model fit during tests performed for model 
selection.   
 
Figure 5.1 TiTeTa lumped parameter model with Qh, Qs, Qe and Qi at the Ti node. A two dimensional 
representation of the lumped parameter model (left) and the RC-network/electrical analogy (right) 
The differential equations are given below: 
  𝑑𝑇𝑖,𝑝𝑟𝑒𝑑 = [
(𝑇𝑒 − 𝑇𝑖)
𝐶𝑖𝑅𝑖𝑒
+
(𝑇𝑎 − 𝑇𝑖)
𝐶𝑖𝑅𝑖𝑎
+
a𝑄ℎ
𝐶𝑖
+
𝑄𝑒
𝐶𝑖
+
Aw𝑄𝑠
𝐶𝑖
+
𝑄𝑖
𝐶𝑖
] 𝑑𝑡 (55) 
  𝑑𝑇𝑒,𝑝𝑟𝑒𝑑 = [
(𝑇𝑖 − 𝑇e)
𝐶𝑒𝑅𝑖𝑒
+
(𝑇𝑎 − 𝑇𝑒)
𝐶𝑒𝑅𝑒𝑎
] 𝑑𝑡 (56) 
where dTi,pred is the difference in the internal air temperature as predicted by the model 
( 𝐶𝑜 ) 
 Ti is the internal air temperature at the previous time step ( 𝐶
𝑜 ) 
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 Te is the building envelope temperature as predicted at the previous time step 
( 𝐶𝑜 ) 
 Ta is the measured external air temperature ( 𝐶
𝑜 ) 
 Qh is the measured gas consumption at the meter level (W) 
 Qe is the measured electricity consumption at the meter level (W) 
 Qs is the measured average solar radiation on the horizontal plane (W/m
2
) 
 Qi is the heat loss due to infiltration (W) 
 Ci is the heat capacitance of the internal partitions, the floor slabs and the 
internal air mass (W/
o
C) 
 Rie is the thermal resistance between the internal air node and the building 
envelope node (
o
C/W) 
 Ria is the thermal resistance between the internal air node and the external air 
node of the building elements with no inertia (windows, doors etc) (
o
C/W) 
 a is the boiler efficiency 
 Aw is the window area corrected for frame type, transmittance and orientation, 
incorporating an adjusting factor for the solar gains  to an appropriate angle 
of incidence (m
2
) 
 dTe,pred is the difference in the building envelope temperature as predicted by the 
model ( 𝐶𝑜 ) 
 Ce is the heat capacitance of the external walls and roof (W/
o
C) 
 Rea is the thermal resistance between the building envelope node and the 
external temperature node (
o
C/W) 
 t is the time (s) 
In this study gas consumption has been measured at the meter level. Each measured value of 
gas consumption includes gas used for heating, domestic hot water and other purposes (e.g. 
cooking). Ideally the gas consumption input to this model should include heating rate to the 
internal air node only. However, the total, non-disaggregated gas consumption as measured at 
the meter level is used as input to the model taking into account only the energy loss due to 
the boiler efficiency. Similarly for the electricity consumption, the total electricity 
consumption at the meter level is assumed to transfer directly as heat gains to the internal 
temperature node. This is an assumption that is frequently made in simulation software when 
calculating heat gains due to electric equipment and lighting.  
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5.3 The expected parameter values 
Table 5.1 lists the expected parameter values for all houses calculated using the methods 
presented in Section 3.7. The higher capacitances of internal air node and building envelope 
node are seen in the bigger houses, House 4 and House 13. This was expected as, for 
buildings of similar construction, the higher the area of roof and walls the more energy needs 
to be provided to increase their temperature. To calculate the value of the internal air – 
envelope resistance (Rie) the total resistance Re is multiplied by the factor θ. The last column 
lists the calculated factor θ needed for the envelope node positioning using the Lorenz and 
Masy methodology. The envelope – external air resistance Rea equals to the remaining 
portion of Re (i.e. Rea=Re-Rie). Based on the calculated θ values, the resistance between the 
building envelope and the internal air node Rie constitutes an average 71% of the total 
building envelope resistance, with the remaining 29% assigned between the building 
envelope node and the external air node Rea. The resistance of the building elements with no 
(significant) inertia Ria, ranges between 0.00637
o
C/W and 0.02432
o
C/W. The resistance of 
the inertia elements ranges between 0.00284
o
C/W in House 9 and 0.03449
o
C/W in House 15. 
According to U-values from CIBSE Guide A Table 3.50, a timber frame wall of 100m
2
 area 
can have a resistance of 0.00877-0.03448
o
C/W, a solid brick wall a resistance of 0.00479-
0.01852
o
C/W and a pitched roof insulated at the ceiling level a resistance of around 
0.00435
o
C/W. Considering the wall area in the houses is often higher that 100m
2
 the 
calculated thermal resistance values lie well within those ranges and are considered plausible.   
Aw ranges between 5.08m
2
 and 13.62m
2
 which are realistic values when compared to the total 
opening areas in the houses. The thermal capacitance values have been compared to the 
calculated capacitance values using the SAP2012 methodology for the purposes of the REFIT 
project and the values have been found to be in close agreement. The boiler efficiency values 
range between 0.800 and 0.907 which are realistic values for relatively modern boilers. 
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Table 5.1 R,C and other parameter values as calculated for all houses 
House 
Capacitance (W/
o
C) of 
Thermal resistance 
between internal and 
external air nodes 
(
o
C/W) of 
Window 
area (m
2
) 
Infiltration 
rate (ac/h) 
Boiler 
efficiency 
Envelope 
node 
position 
internal 
air and 
medium 
Ci  
external 
walls and 
roof Ce  
no-inertia 
elements 
(windows, 
doors) Ria 
inertia 
elements 
(walls, 
roof) 
 Re
1 
Aw in Qi a θ 
4 14598 24160 0.00900 0.01013 11.32 0.96 0.907 0.85 
7 6391 4442 0.01907 0.02320 6.05 1.34 0.895 0.75 
8 8322 4639 0.01259 0.02210 5.08 1.34 0.650 0.75 
9 12048 5311 0.01463 0.00284 10.13 1.21 0.890 0.55 
10 8760 5039 0.00637 0.00443 13.62 1.48 0.886 0.55 
11 8373 5206 0.01791 0.01815 5.66 1.48 0.888 0.75 
13 13867 7966 0.00940 0.01652 7.18 0.96 0.795 0.75 
15 5567 3746 0.02032 0.03449 5.31 1.37 0.890 0.75 
17 7465 5197 0.02432 0.00469 5.16 1.42 0.800 0.55 
18 10385 5642 0.02006 0.01728 5.63 1.53 0.800 0.80 
19 7659 4739 0.01419 0.02043 9.12 1.53 0.800 0.75 
1The building envelope resistance Re is used to calculate the resistance between the indoor air node and the building envelope node Rie and the 
resistance between the building envelope node and the external air temperature node Rea using the parameter θ values. 
 
Figure 5.2 presents the expected parameter values calculated using the methods presented in 
the methodology Section 3.7 and summarized in Table 5.1.The heat capacitance of internal 
building elements (Ci) and building envelope (Ce) and the window area for which solar gains 
are accounted for (Aw) are plotted against the total floor areas of the houses. It can clearly be 
seen that both internal and external element heat capacitances have a significant relationship 
with the floor area, with the larger houses presenting higher capacitances. The building 
envelope capacitance of House 4 presents an extreme value when compared to the other 
houses. This is due to the fact that House 4 is both the oldest and largest house of the house 
sample, consisting of more heavy weight and larger walls. The window area for which solar 
gains are accounted for (Aw) does not appear to have any significant relation to the total floor 
areas of the house. The rest of the parameters i.e. the thermal resistance of the building 
envelope (Re), of the no-inertia building elements (Ria), the boiler efficiency (a) and the node 
positioning for the envelope (θ) and the infiltration rate are plotted against the building age 
category. There are 11 age categories used in this plots. Each number represents a range of 
dates as specified in the key section of the graph. Depending on the age of the building, each 
building has been assigned a number of building age category. As expected, older buildings 
appear to have poorer infiltration rates. No prominent relationships of the parameters with the 
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building age can be identified as building age was not taken into account when calculating 
the building thermal performance expected parameter values. 
 
    
Figure 5.2 Expected parameter values across all houses 
0
5
0
00
1
0
00
0
1
5
00
0
0 100 200 300
C
i (
W
/o
C
) 
Floor area (m2)  
0
.0
0
0
0
0
0
.0
1
0
0
0
0
.0
2
0
0
0
0
.0
3
0
0
0
1 2 3 4 5 6 7 8 9 10 11
R
ia
 (o
C
/W
) 
Building Age Category 
0
.6
0
0
.7
0
0
.8
0
0
.9
0
1
.0
0
1 2 3 4 5 6 7 8 9 10 11
B
o
ile
r 
ef
fi
ci
en
cy
 a
 
Building Age Category 
0
5
0
00
1
0
00
0
1
5
00
0
2
0
00
0
2
5
00
0
3
0
00
0
0 100 200 300
C
e
 (W
/o
C
) 
Floor area (m2)  
0
.0
0
0
0
0
0
.0
1
0
0
0
0
.0
2
0
0
0
0
.0
3
0
0
0
0
.0
4
0
0
0
1 2 3 4 5 6 7 8 9 10 11
R
e
 (o
C
/W
) 
Building Age Category 
0
.0
0
0
.2
0
0
.4
0
0
.6
0
0
.8
0
1
.0
0
1 2 3 4 5 6 7 8 9 10 11
En
ve
lo
p
e 
n
o
d
e 
p
o
si
ti
o
n
in
g 
θ
 
Building Age Category 
0
5
1
0
1
5
0 100 200 300
A
w
(m
2 )
 
Floor area (m2)  
0
.0
0
0
.5
0
1
.0
0
1
.5
0
2
.0
0
1 2 3 4 5 6 7 8 9 10 11
In
fi
lt
ra
ti
o
n
 (a
c/
h
) 
Building Age Category 
Vanda Dimitriou  Chapter 5 – Results 2 
138 
 
5.4 Model fit using unconstrained OLS for model parameter estimation 
First, the model described in Section 5.2 is fit for all 11 houses to the measured data whilst 
ignoring the estimated parameter values estimated in Section 5.3. This is an ‘unconstrained’ 
model fit when any parameter value is allowed and the combination which provides the 
lowest RMSE value is selected. It should be noted that, although no constraints have been 
used for the model individual parameters, a constraint of non-negative values was applied to 
refrain the model from examining irrational parameter values.  
Table 5.2 presents the calculated model parameter values using the OLS estimation 
technique. There does not seem to exist a consistency between the calculated values across 
the different houses. Most importantly, some parameter values deviate significantly from the 
expected physical building characteristics. An example of this is the window area calculated 
at an excessive value of 422.03m
2
 in House 7 and the boiler efficiency calculated value in 
significant excess of the physically reasonable limit of less than 1.  The calculated internal air 
and medium heat capacitance (Ci) values range between 3263W/
o
C in House 4 and 
896402W/
o
C in House 7 which is over 10 times the expected value. Large variations can be 
observed in all the calculated parameters; the external envelope heat capacitance (Ce), the 
resistances (Ria and Re) and the infiltration rates.  
Table 5.2 Parameter values as calculated using unconstrained OLS optimisation for all houses 
House 
Capacitance (W/
o
C) of 
Thermal resistance 
between internal and 
external air nodes 
(
o
C/W) of 
Window 
area (m
2
) 
Infiltration 
rate (ac/h) 
Boiler 
efficiency 
Envelope 
node 
position 
internal 
air and 
medium 
Ci  
external 
walls and 
roof Ce  
no-inertia 
elements 
(windows, 
doors) Ria 
inertia 
elements 
(walls, 
roof) 
 Re 
Aw in Qi a θ 
4 3263 186274 0.01839 0.01651 2.76 0.00 0.16 0.96 
7 896402 15894258 1.77442 0.00013 422.03 89.89 72.34 0.87 
8 8714 1133099 0.43428 0.02379 3.83 1.48 0.46 0.53 
9 35683 218449 0.00567 0.00336 31.60 7.31 2.61 0.48 
10 - - - - - - - - 
11 8538 533046 0.03748 0.01079 8.42 2.04 1.02 0.67 
13 114356 755186 0.00770 0.00088 66.44 9.07 8.15 0.87 
15 7406 6732614 1.57441 0.02890 2.26 0.74 0.37 0.87 
17 3983 133602 0.00856 0.01976 4.16 0.16 0.41 0.53 
18 15429 637346 0.02883 0.00536 17.16 2.09 1.25 0.87 
19 19313 76034 0.01511 0.01486 8.40 2.04 0.93 0.87 
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Figure 5.3 presents the model outputs, the internal air temperature (30-minute values of 
average temperature across all rooms) and the building envelope temperature (30-minute 
values of average temperature across the external building envelope and the roof). In the 
same graph two input data series are also included; the average internal air temperature as 
measured and the external air temperature as measured are plotted for comparison with the 
model outputs. The instances of missing gas consumption data are excluded from the model 
calibration and are shown in this graph as zero values in the model output data series. No 
attempt is made to fill in the gas data gaps as gas consumption is one of the most influential 
inputs to our model with great impact on the calculated internal air temperature.  By 
comparing the model predicted to the measured internal air temperature it can be observed 
that, for the most part, the selected model is able to adequately trace the measured data. From 
a visual interpretation of the results there seems to be good agreement between the input and 
output internal air temperature data, with slight deviations appearing at the lower and upper 
peaks of temperatures. The second model output, the envelope temperature is compared to 
both the external air temperature and the measured internal air temperature. In most houses 
the envelope temperature tends to match the external temperature average value and remains 
well below the internal air temperature. There are two cases in which the same methodology 
failed to produce adequate outputs, House 10 and House 15. In the case of House 10, during 
the iteration process, the model step change resulted in an unrealistic value of SSE and the 
parameter estimation process ended abruptly. In the case of House 15, the model cannot 
adequately represent the measured data and to minimise the SSE the predicted temperature 
tends to follow the mean value of average measured temperatures.   
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Figure 5.3 Ti,meas (
o
C) and Ti,pred (
o
C), Te,pred (
o
C) for all houses and the external air temperature Ta (
o
C) for 
the whole 8-week time period using unconstrained OLS parameters 
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Table 5.3 lists the model output, Ti,pred, mean, μ, and standard deviation, σ, values and the 
RMSE values for all houses, using the calculated using unconstrained OLS estimation 
parameter values. The mean value of Ti,pred ranges between 15.32
o
C in House 11 and 21.87
o
C 
in House 18. The mean value of predicted air temperature is very close to the measured mean 
indoor air temperature, presenting a very low difference of 0
o
C to 0.03
o
C in most houses and 
in only one case (House 9) presenting a higher difference of 0.11
o
C. The standard deviation, 
quantifying the amount of variation of values of the model output for each house, ranges 
between 0.59
o
C in House 19 and 2.03
o
C in House 18. There is close agreement to the 
measured standard deviation, of almost 0
o
C in most houses and up to 0.28
o
C, which is the 
most extreme difference seen in House 15. The RMSE value represents the average error 
across the 8-week time period under study in 
o
C presented in each house. The lowest RMSE 
value indicating the closest model fit to the measured data is calculated at a value of 0.42
o
C 
in House 8 and the highest indicating the worst fit to the data (excluding House 10) is 1.01
o
C 
in House 15. This means that using unconstrained parameter estimation the minimum average 
error expected is 0.42
o
C and the maximum average error expected is 1.01
o
C, indicating that a 
good fit to the measured data could be achieved using this technique. On average for the 11 
houses the difference between measured and predicted for the mean air temperature is-
±0.02
o
C, for the standard deviation is -±0.07
o
C and for the RMSE 0.63
o
C. 
Table 5.3 The mean and standard deviation values for all houses and the RMSE values for model fit 
resulting from using unconstrained OLS estimation of the parameter values 
House 
 Mean μ (
o
C) Standard deviation σ (
o
C) 
RMSE  (
o
C) Measured 
Ti 
Predicted 
Ti 
Difference 
between 
measured and 
predicted 
Measured 
Ti 
Predicted 
Ti 
Difference 
between 
measured and 
predicted 
4 17.10 17.09 -0.01 1.48 1.47 -0.01 0.48 
7 16.33 16.32 -0.01 1.34 1.35 0.01 0.54 
8 18.53 18.52 -0.01 1.07 1.07 0.00 0.42 
9 18.73 18.84 0.11 1.70 1.60 -0.10 0.77 
10 18.57 - - 1.05 - - - 
11 15.34 15.32 -0.02 1.85 1.84 -0.01 0.61 
13 18.56 18.56 0.00 1.36 1.29 -0.07 0.67 
15 17.74 17.71 -0.03 1.41 1.13 -0.28 1.01 
17 17.41 17.40 -0.01 1.80 1.74 -0.06 0.65 
18 21.88 21.87 -0.01 2.05 2.03 -0.02 0.71 
19 19.02 19.02 0.00 0.68 0.59 -0.09 0.43 
Average 18.11 18.07 ±0.02 1.44 1.41 ±0.07 0.63 
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5.5 Model fit using expected model parameter estimates 
This section does a second fit of the model presented in Section 5.2, this time using the 
expected parameters as calculated in Section 5.3. 
Figure 5.4 shows plots of the measured internal air temperature Ti,meas against the predicted 
internal air temperature Ti,pred together with the predicted envelope temperature Te,pred and the 
external air temperature Ta for the 8-week time period using the expected parameter values as 
calculated in Section 5.3. The calculated parameter values were used and no deviation was 
allowed. The model output was calculated for each house. The model fit has deteriorated 
significantly when compared to the model fit using the unconstrained optimisation parameter 
values. However, the model is still adequate to predict quite closely the measured internal air 
temperature. The model is both over and under predicting in most houses. Although there is 
no clear indication as to when the model predictions deviate more significantly, the model 
seems to be more susceptible to errors when a bigger change occurs in the model inputs. This 
can be observed more clearly in Houses 9, 15, 17 and 18, where the model starts to under-
predict significantly towards the end of the 8-week time-period, when the external air 
temperature drops significantly. The worst fit can be seen in Houses 7 and 19 with constant 
overpredictions and only a few instances when the model is able to calculate temperatures 
that relate more clearly to the measured air temperatures.   
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Figure 5.4 Ti,meas (
o
C) and Ti,pred (
o
C), Te,pred (
o
C) for all houses and the external air temperature Ta (
o
C) for 
the whole 8-week time period using expected parameter values 
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Table 5.4 lists the model output, Ti,pred, mean, μ, and standard deviation, σ, values and the 
RMSE values for all houses, using the expected parameter values. The mean predicted 
temperature varies between 16.34
o
C in House 17 and 21.96
o
C in House 18. The difference in 
mean air temperature between the measured and predicted ranges from 0.08
o
C in House 18 
and 1.43
o
C in House 19. The highest standard deviation of 2.511
o
C is seen in House 18, i.e. 
this house presents the highest variability of values across the model output, Ti,pred, values. 
The lowest standard deviation of 1.291
o
C is presented in House 19. The lowest difference in 
standard deviation between measured and predicted is 0.01
o
C in House 11 and the highest is 
1.03
o
C in House 15. In terms of best model fit, the lowest RMSE value of 0.92 is presented in 
House 13 and the highest, indicating a worse model fit is 1.98 in House 10. On average for 
the 11 houses the difference between measured and predicted for the mean air temperature is 
±0.87
o
C, for the standard deviation is ±0.49
o
C and for the RMSE 1.35
o
C. 
Table 5.4 The model output mean and standard deviation values for all houses and the RMSE values for 
model fit resulting from using the expected parameter values 
House 
 Mean μ (
o
C) Standard deviation σ (
o
C) 
RMSE  (
o
C) Measured 
Ti 
Predicted 
Ti 
Difference 
between 
measured and 
predicted 
Measured 
Ti 
Predicted 
Ti 
Difference 
between 
measured and 
predicted 
4 17.10 17.83 0.73 1.48 1.72 0.24 1.09 
7 16.33 17.56 1.23 1.34 2.27 0.93 1.3 
8 18.53 19.48 0.95 1.07 1.66 0.59 1.00 
9 18.73 17.64 -1.09 1.70 1.87 0.17 1.13 
10 18.57 17.63 -0.94 1.05 2.18 1.13 1.98 
11 15.34 16.57 1.23 1.85 1.86 0.01 1.45 
13 18.56 18.22 -0.34 1.36 1.42 0.06 0.92 
15 17.74 18.17 0.43 1.41 2.44 1.03 1.7 
17 17.41 16.34 -1.07 1.80 1.95 0.15 1.47 
18 21.88 21.96 0.08 2.05 2.51 0.46 1.15 
19 19.02 20.45 1.43 0.68 1.29 0.61 1.67 
Average 18.11 18.35 ±0.87 1.44 1.92 ±0.49 1.35 
 
5.5.1 Heat gains and losses at the internal air and building envelope nodes 
In this section the heat gains or losses in two of the model nodes, the internal air temperature 
and the building envelope nodes, are assessed for each of the model terms. This is done to 
understand the impact each term has on the model outputs by identifying the most significant 
contributors that provide the highest heat gains or losses. A comparison is done of the heating 
or cooling rate (in W) for each of the six model terms, Q(Te-Ti), Q(Ta-Ti), Qh , Qs  ,Qe and Qi, of 
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the first model equation as shown in Section 5.2 and for each of the two model terms, Q(Ti-Te) 
and Q(Ta-Te),  as shown in the second equation of the same section.  
Figure 5.5 shows the heat gains and the heat losses at the internal air node of the example 
House 15 for the 8-week time-period under study. The heat gains are due to gas consumption, 
electricity consumption and solar gains. The heat losses are due to the temperature difference 
with the building envelope, with the external air and due to infiltration. The most significant 
daily peaks of around 5000W with highs that can reach occasionally reach values of 21035W 
are due to gas consumption. This was expected as gas is the fuel used by the space heating 
system and serves in ensuring that the internal air temperature setpoint is maintained. The 
heat gains due to electricity vary according to the energy used by the household. The heat 
gains due to the electricity base use is 384W. Heat gains due to solar radiation are ranging 
from 0W in nightime and up to a maximum of 3347W during daytime. The heat losses due to 
temperature difference with the building envelope present less dependence on time and are 
more constant during day and night time. This is expected as the thermal mass of the building 
envelope and its ‘flywheel’ effect smoothes out the temperature variations of the building 
envelope. More dependence on the external air temperature can be seen in the heat losses due 
to infiltration and through the non-inertia elements of the building (windows and doors).  
 
Figure 5.5 Heat gains and losses at the internal air node for the example House 15 for the whole 8-week 
time period 
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Figure 5.6 presents one example day of heat gains and heat losses at the internal air node of 
the example House 15. The highest impact comes from the gas consumption variable. There 
are three main peaks of heat gains due to gas consumption, one in the morning 06:00-09:00, 
one during midday 11:00-13:00 and one in the afternoon and evening 14:30-22:00. Gas 
consumption results in maximum heat gains of 5865W. The solar radiation results in 
maximum heat gains of 1489W during the highest peak in midday and is zero during night-
time. The electricity consumption results in an average of 240W heat gains, which are almost 
constant across the entire day and night. Finally, the envelope temperature, the external 
temperature and the infiltration terms result in heat gains of less variation across the day, 
presenting average values of -353W, -568W and -521W respectively. 
 
Figure 5.6 Example day (19
th
 of February) of heat gains and losses in W at the internal air node for the 
example House 15 
Figure 5.7 shows the heat gains and the heat losses at the building envelope node of the 
example House 15 for the 8-week time-period under study. The heat gains to the building 
envelope node due to the heat interaction with the internal air node range between 194W and 
459W with an average value of 327W. The heat interaction with the external air node in most 
instances result in heat losses. The average heat loss due to the external air temperature is -
320W and the lowest value observed across the 8-week time-period is -1092W. There are 
other cases, when the external temperature is higher than the average internal air temperature, 
that the interaction of the building envelope node results in heat gains. The highest heat gain 
observed is 764W.  
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Figure 5.7 Heat gains and losses at the building envelope node for the example House 15 for the whole 8-
week time period 
Figure 5.8 presents one example day of heat gains and heat losses at the building envelope 
node of the example House 15. In this example day, the heat gains due to the highest 
temperature of the internal envelope node is fairly constant with an average value of 353W, a 
minimum of 318W and a maximum value of 410W. The external air temperature results in 
heat losses, for the most part of the day, of down to -504W. In two other instances during the 
early afternoon, when the external air temperature was higher than the envelope temperature, 
the external air temperature caused very subtle heat gains of up to 54W. 
 
Figure 5.8 Example day (19
th
 of February) of heat gains and losses in W at the building envelope node for 
the example House 15 
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5.6 Parametric analysis 
In this section, differential parametric analysis on a one-at-a-time basis is used to assess the 
impact that changes in each model parameters can have on the model output, i.e. the internal 
air temperature Ti,pred and the building envelope temperature Te. The exploration begins with 
the expected model parameters as calculated in Section 5.4. Each parameter value is then 
modified. In the case of the capacitances, Ci and Ce, the resistances, Re and Ria, the infiltration 
rate and the opening area for solar gains, Aw, the value is increased up to +75% and decreased 
down to -75% of its original value or by using predetermined values. In the case of the boiler 
efficiency, a, and the envelope node positioning, θ, a range of possible values is examined 
(0.65-0.95 and 0.30-0.90 respectively). The effect that the changes have on the model 
prediction is expressed through the model outputs plotted against time to enable visual 
interpretation of the results. A single house (House 15) is chosen to illustrate the effects. For 
each half hour of a day the average for the two model outputs across the 8-week time period 
is calculated to form daily profiles of the internal air and envelope temperatures to provide an 
overall view of the parameter value change’s impact. 
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5.6.1 Capacitances Ci - House 15 
Figure 5.9 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of the internal medium capacitance Ci. The increase in the capacitance value 
results in a decrease in the variance of the predicted internal air temperature. This was 
expected, as the increase in the internal capacitance implies an increased thermal mass and, 
therefore, increased inertia of the internal envelope node. The increased inertia of the added 
thermal mass slows down the rate at which heat enters and exits from the envelope node. The 
added thermal capacity has the capability to store more thermal energy, emitting it back to the 
surrounding environment when the thermal conditions enable the heat transfer path, thus 
decreasing the fluctuations in the air temperature.  
 
Figure 5.9 Daily profile of the model output Ti,pred for different values of Ci  
Figure 5.10 shows the daily profile of the building envelope temperature model output Te for 
different values of the internal medium capacitance Ci. It can be observed that the model 
output is not affected by the changes in the value of the capacitance. This was expected as, 
due to the model architecture, the internal medium capacitance is only linked to the internal 
air node and the model output Ti,pred and not the building envelope node and the second 
model output Te,pred. 
 
Figure 5.10 Daily profile of the model output Te,pred for different values of Ci 
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5.6.2 Capacitance Ce - House 15 
Figure 5.11 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of the external building envelope capacitance Ce. The changes in Ce do not 
present any influence on the predicted internal air temperature. This was expected, as in both 
the model architecture and the mathematical equations it can be seen that Ce is not directly 
related to the internal air temperature predictions. Instead, Ce affects Ti,pred through its 
interaction with the external envelope temperature, Te, which is the second model output.  
 
Figure 5.11 Daily profile of the model output Ti,pred for different values of Ce 
Figure 5.12 shows the daily profile of the building envelope temperature model output Te for 
different values of the external building envelope capacitance Ce. As expected the building 
envelope capacitance does have an effect on the resulting building envelope temperature, 
which the variance of the latter decreasing when the capacitance value increases. More 
significant fluctuations can be observed in the external building envelope temperature when 
the capacitance value and the associated heat storage capacity decrease.  
 
Figure 5.12 Daily profile of the model output Te,pred for different values of Ce  
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5.6.3 Resistances Re - House 15 
Figure 5.13 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of the building envelope resistance Re. Increases in Re result in a shift of the 
internal air temperature predicted values. As the resistance of the building envelope increases 
the predicted air temperature is shifted upwards. Decrease of the resistance value causes a 
downwards shift of the air temperature. It should be mentioned at this point that although the 
same incremental changes have been applied for both the increase and the decrease in the 
resistance value the effect observed is disproportionate to the changes. Due to the effect of 
the building envelope equation, a decrease in resistance causes more significant changes in 
the predicted air temperature values than an increase of equal amount in resistance does.  
 
Figure 5.13 Daily profile of the model output Ti,pred for different values of Re  
Figure 5.14 shows the daily profile of the envelope temperature model output Te,pred for 
different values of the building envelope resistance Re. As the building envelope resistance 
increases, the fluctuations in the predicted envelope temperature decrease.  This was 
expected, as for a given location of the building envelope node within the building envelope 
layers, a decrease in the total envelope resistance will increase the influence that the external 
air temperature and its increased fluctuations have on the building envelope temperature.  
 
Figure 5.14 Daily profile of the model output Te,pred for different values of Re  
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5.6.4 Resistance Ria - House 15 
Figure 5.15 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of the non-inertia elements of the non-inertia elements resistance Ria. A 
similar impact than that of the building envelope resistance can be observed. This impact of 
the resistance on the predicted internal temperature was expected as windows and doors 
cover a significant proportion of the total external building envelope area and constitute the 
boundary surface between the internal air temperature and the outdoors external temperature.  
 
Figure 5.15 Daily profile of the model output Ti,pred for different values of  Ria  
 
Figure 5.16 shows the daily profile of the envelope temperature model output Te,pred for 
different values of the non-inertia elements resistance Ria. The impact on the building 
envelope temperature is quite significant, considering the two values do not relate 
significantly. This could be due to the very high impact that Ria has on the internal air 
temperature. The envelope temperature is indirectly affected due to the resulting Ti,pred. 
 
Figure 5.16 Daily profile of the model output Te,pred for different values of Ria  
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5.6.5 Building envelope node positioning θ - House 15 
Figure 5.17 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of the building envelope node positioning within the different building 
envelope layers, θ. The location of the node within the building envelope does not seem to 
have any significant impact on the predicted internal air temperature. This was expected, as 
the resistance between the envelope node and the internal air temperature is adjusted 
accordingly. The closer the node is to the external air temperature, the closer the envelope 
temperature gets to the external air temperature but the higher the resistance to the internal air 
temperature is. The internal air temperature remains unaffected, so long as the total resistance 
of the building envelope remains the same.   
 
Figure 5.17 Daily profile of the model output Ti,pred for different values of θ 
Figure 5.18 shows the daily profile of the of the envelope temperature model output Te,pred for 
different values of the building envelope node positioning within the different building 
envelope layers, θ. The closer the envelope node is located to the internal air temperature, the 
more the envelope temperature is affected by the internal air temperature and the less from 
the external air temperature. This means that the envelope temperature itself depends highly 
on the location of the building envelope node.  
 
Figure 5.18 Daily profile of the model output Te,pred for different values of θ 
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5.6.6 Boiler efficiency a - House 15 
Figure 5.19 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of boiler efficiency a. As the boiler efficiency increases the internal air 
temperature increases. This is expected, as an increased boiler efficiency, for the given 
measured gas consumption, means that a higher percentage of fuel is converted to heat input 
to the building system causing the internal air temperature to rise. 
 
Figure 5.19 Daily profile of the model output Ti,pred for different values of a 
Figure 5.20 shows the daily profile of the envelope temperature model output Te,pred for 
different values of boiler efficiency a. An increase in the boiler efficiency results in a 
relatively low impact on the building envelope temperature, slightly increasing the building 
envelope temperature as the boiler efficiency increases. This was expected as the term related 
to the heat gains due to gas consumption is not directly used for the calculations of the 
building envelope temperature. The effect of changing the boiler efficiency is only taken into 
consideration through the changes occurring at the indoor air node and the impact on the 
building envelope node temperature is only indirectly considered through the Ti-Te term. 
 
Figure 5.20 Daily profile of the model output Te,pred for different values of a 
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5.6.7 Infiltration rate - House 15 
Figure 5.21 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of infiltration rate. As expected, increases in the infiltration rate cause the 
internal air temperature to lower significantly. The impact of a lower infiltration rate is more 
significant, causing higher rises in the predicted air temperature.  
 
Figure 5.21 Daily profile of the model output Ti,pred for different values of ac/h 
Figure 5.22 shows the daily profile of the envelope temperature model output Te,pred for 
different values of infiltration rate. The changes in the infiltration rate seem to be affecting 
the building envelope temperature quite significantly, causing the data series to shift to higher 
temperatures for lower infiltration and lower temperatures for higher infiltration. This could 
be due to the high impact that infiltration rate has on the main model output Ti,pred which in 
turn affects Te,pred. 
 
Figure 5.22 Daily profile of the model output Te,pred for different values of ac/h 
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5.6.8 Solar window area Aw - House 15 
Figure 5.23 shows the daily profile of the internal air temperature model output Ti,pred for 
different values of the window area for which direct solar gains to the internal air node are 
accounted for. As expected, the impact of changing the solar window area is quite significant 
causing an upward shift to the internal air temperature for higher areas and lower 
temperatures for lower window areas. This is expected, as the larger the effective window 
area the higher the solar gains. The assumption made here is that the actual window area of 
the building remains the same and thus the potential additional heat losses through the 
increased windows are not accounted for. This could be the case if blinds and curtains were 
to be used differently than assumed during the calculation of the effective window area. 
 
Figure 5.23 Daily profile of the model output Ti,pred for different values of Aw 
Figure 5.24 shows the daily profile of the envelope temperature model output Te,pred for 
different values of the solar window area. As expected, the effect of changing the solar 
window area on the building envelope node is not very significant. 
 
Figure 5.24 Daily profile of the model output Te,pred for different values of Aw 
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5.6.9 Impact of parameters in model fit in all houses 
Figure 5.25 presents the impact that changes in the model parameters have in the mean value 
of the main model output, μTi,pred, across all houses. The higher the impact of the change in 
the parameter, the larger the deviation from the 0% mark. In the case of a and θ the impact is 
identified by increasing or decreasing the parameter values along the x-axis. It can be seen 
positioning, θ, have little effect on the mean air temperature. Consistently across all houses, 
changes in the two capacitance parameters, Ci and Ce, and the envelope node positioning, θ, 
do not seem to influence the mean air temperature model output which remains almost 
constant. On the other hand the resistance parameters, Ria and Re, the boiler efficiency, ‘a’, 
the window area for solar gains, Aw and the infiltration rate seem to affect the mean of the 
model output significantly. As the resistances increase and/or the window area for solar gains 
increase so does the mean of the indoor air temperature. This was expected as higher 
resistances imply lower heat losses from the building envelope and a higher window area 
implies higher solar gains. On the other hand when the infiltration rate increases, the heat 
losses increase and the mean indoor air temperature decreases. When the boiler efficiency 
increases the mean indoor air temperature increases in most houses as well. However, there 
are three instances when the mean temperature of air remains constant despite the increase in 
the boiler efficiency. This could be due to lower gas consumption in relation to the other 
model inputs.  
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Figure 5.25 Impact of changes in parameters in the mean value of the main model output internal air Ti, 
μTi,pred, in all houses 
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Figure 5.26 presents the impact that changes in the model parameters have in terms of 
standard deviation of the main model output, σTi,pred, across all houses. From the figures it can 
be concluded that the only parameter that has an important effect on the standard deviation of 
the model output, consistently across the 11 Houses is the internal Capacitance Ci. The lowest 
mean across all houses standard deviation presented is -30.23% lower than the reference 
value and the highest presented is 190.70% higher than the reference value. All the other 
parameters, including parameter Ce, do not affect significantly the standard deviation of the 
model output. The only other parameter that seems to have some impact on the standard 
deviation is the solar window opening area, Aw. Increases in Aw of 75% can lead to an 
increase in the mean across the house sample standard deviation of 19.77%. 
Figure 5.27 presents the impact that changes in the parameter values can have on the model 
fit to the measured data in terms of the resulting RMSE value. Each graph refers to a 
particular parameter which is specified on the top right corner. The x-axis shows the change 
in value of the parameter, given as a percentage change over the original (expected) 
parameter value or as the new value (in the case of a and θ). The y axis shows the resulting 
RMSE values on a scale from 0 to 6. The results from all houses are presented. In each case, 
the average across all houses is shown in a dotted black line. The parameters related to 
envelope capacitance, Ce and envelope node positioning, θ, do not seem to have an important 
effect on the model fit to the measured data, with the RMSE retaining its original value 
across the different parameter values. The rest of the parameters in order of highest impact on 
the RMSE value are; the infiltration rate (ac/h); the envelope resistance (Re); the non-inertia 
elements’ resistance (Ria); the window area (Aw); and the boiler efficiency (a).  On average, 
in all cases, the RMSE value is minimised close to the initial parameter value, which 
indicates that a less wide range of values should be explored.   
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Figure 5.26 Impact of changes in parameters in the standard deviation value of the main model output 
internal air Ti, σTi,pred, in all houses 
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Figure 5.27 Model fit in terms of resulting RMSE for different parameter values in all houses 
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In Table 5.5 the percentile change in the model’s output (Ti,pred) mean, standard deviation and 
RMSE values when compared to using the base value for each parameter and the alternative 
values explored are presented. The alternative values are a range of -75% to 75% of change 
from the original values for the capacitances, Ci and Ce, the resistances, Re and Ria, the 
infiltration rate and the opening area for solar gains, Aw, a range of  0.65-0.95 for the boiler 
efficiency, ‘a’, and a range of 0.30-0.90 for the envelope node positioning, θ.  As expected, 
consistently across the 11 houses, changes in the capacitance parameters Ci and Ce do not 
present any significant impact on the mean temperature of internal air (0.34%-0.17% and 
0.28%-0.28% change in the mean temperature when compared to the 0% base value 
respectively). The resistances Re and Ria present a more significant impact on the mean 
indoor air temperature with the lower resistances (-75% from the base value) resulting in        
-24.34% and -26.08% change in the mean temperature respectively and the higher resistances 
(+75% from the base value) resulting in an increase of 6.45% and 7.35% in the mean 
temperature respectively. Changes in the window area for solar gains present changes in the 
mean air temperature ranging between -8.24% and up to 8.24%. The infiltration rate has a 
significant effect in the mean air temperature that can range between +31.80% for lower 
infiltration rates and down to -15.54% for higher infiltration rates. An increase in the boiler 
efficiency, a, and the envelope node positioning, θ, both result in increases in the mean air 
temperature of 15.50% and a less significant 2.70% respectively. The highest impact on the 
mean air temperature is caused by changes in the infiltration rate, the boiler efficiency, the 
thermal resistances and the window area for solar gains. In terms of changes in the standard 
deviation, the internal medium capacitance, Ci, presents the highest impact with a very 
significant change of -30.23% for a +75% change in the parameter’s base value. This was 
expected as the capacitance of the building elements, i.e. the building’s thermal mass, is 
responsible for controlling the fluctuations in temperature. Other significant parameters are 
the window area for solar gains with an increase of 19.77% for a +75% change in the 
parameter’s base value and the boiler efficiency with an increase of 12.10% for a 0.95 
efficiency value. In terms of impact on the resulting RMSE value the most influencing factors 
are the infiltration rate, the two resistances, Ria and Re, and the window area for solar gains. 
For the most part the parameter values increase for alternative values of parameters, which is 
an indication that the expected parameters provide a good fit. The exceptions are the two 
capacitances and the boiler efficiency for which higher values seem to provide a better fit.  
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Table 5.5 Average impact across all houses of changes in parameter values 
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0% 
25% 50% 75% 
Ci 0.34% 0.17% 0.06% 0.00% -0.06% -0.11% -0.17% 
Ria -26.08% -12.23% -4.71% 0.00% 3.20% 5.55% 7.35% 
Ce 0.28% 0.17% 0.11% 0.00% -0.11% -0.17% -0.28% 
Re -24.34% -11.10% -4.21% 0.00% 2.86% 4.88% 6.45% 
Aw -8.24% -5.50% -2.75% 0.00% 2.75% 5.50% 8.24% 
ac/h 31.80% 18.06% 7.85% 0.00% -6.23% -11.33% -15.54% 
Values explored for parameter: 
Base value 
65% 
70% 75% 80% 85% 90% 95% 
a 0.00% 2.54% 5.15% 7.75% 10.36% 12.90% 15.50% 
Values explored for parameter: Base value 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
θ 0.00% 0.75% 1.32% 1.84% 2.24% 2.53% 2.70% 
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Percentile change in parameter: -75% -50% -25% 
(Base 
value) 
0% 
25% 50% 75% 
Ci 190.70% 67.44% 22.67% 0.00% -13.95% -23.26% -30.23% 
Ria 17.44% 4.07% 0.58% 0.00% 0.00% 0.58% 1.74% 
Ce 4.07% 2.33% 1.16% 0.00% -1.16% -1.74% -2.91% 
Re 12.79% 1.74% 0.00% 0.00% 0.58% 1.16% 1.74% 
Aw -2.33% -4.07% -2.91% 0.00% 4.65% 11.63% 19.77% 
ac/h 32.56% 10.47% 1.74% 0.00% 1.16% 3.49% 6.40% 
Values explored for parameter: 
Base value 
65% 
70% 75% 80% 85% 90% 95% 
a 0.00% 0.64% 1.27% 3.18% 5.73% 8.92% 12.10% 
Values explored for parameter: Base value 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
θ 0.00% -2.78% -4.44% -5.00% -5.00% -3.89% -2.22% 
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r Percentile change in parameter: -75% -50% -25% 
(Base 
value) 
0% 
25% 50% 75% 
Ci 141.93% 40.88% 10.79% 0.00% -4.12% -5.63% -6.02% 
Ria 218.49% 58.91% 0.11% 0.00% 15.98% 33.50% 48.95% 
Ce 2.57% 1.60% 0.75% 0.00% -0.68% -1.30% -1.87% 
Re 235.23% 75.79% 14.79% 0.00% 6.21% 27.63% 50.34% 
Aw 22.06% 3.85% -3.16% 0.00% 10.95% 28.01% 49.73% 
ac/h 389.07% 188.59% 64.14% 0.00% 9.20% 58.08% 107.35% 
Values explored for parameter: 
Base value 
65% 
70% 75% 80% 85% 90% 95% 
a 0.00% -5.10% -8.30% -9.02% -6.85% -2.29% 4.04% 
Values explored for parameter: Base value 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
θ 0.00% 0.29% 1.21% 2.44% 3.80% 5.21% 6.68% 
1The mean value calculated using the time-series of the predicted internal air temperature, Ti, after the percentile change (of the first 
row) or the change of value (indicated in the second and third rows) 
2The standard deviation values calculated using the time-series of Ti as explained in footnote 1 
3The RMSE values calculated using the time-series of Ti as explained in footnote 1 
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5.7 Model fit using constrained OLS for model parameter estimation 
5.7.1 Selecting constraints 
Table 5.6 shows the model parameter constraints introduced in the OLS parameter estimation 
technique, as an acceptable range in each parameter value. In selecting the model constraints 
to be used in conjunction with the OLS parameter estimation technique, empirical values of 
model parameter uncertainty are used. In the cases that empirical values are missing, the 
parametric analysis of the Section 5.6 is used to inform the decision of allowing the 
respective parameter to vary during the OLS estimation. This means that the decision of 
including a range of values for a parameter in the constrained parameter estimation technique 
(i.e. not constrained to its original value) is determined by the deviation allowed and the 
impact of each parameter on the model output, as identified in the parametric analysis Section 
5.6.  
Table 5.6 Parameter constraints used during constrained optimisation  
Parameter 
Empirical values of 
parameter uncertainty 
Impact on main 
model output 
Parameter allowed 
to vary 
Ci 12.25% High on variance Yes 
Ce 12.25% Very low No 
Re 30-40% High on mean Yes 
Ria 30-40% High on mean Yes 
ac/h 33.33% High on mean Yes 
Aw N/A High on mean Yes 
a N/A Medium on mean Yes 
θ N/A Very low No 
 
5.7.2 Model fit using constrained parameter optimisation 
Table 5.7 presents the calculated, using the constrained OLS estimation technique, model 
parameter values for reference. Parameters Ce and θ remain unchanged. The internal 
capacitance value ranges between 5908W/
o
C and 15492W/
o
C. The envelope capacitance 
value ranges between 3781W/
o
C and 24160W/
o
C. The non-inertia element resistance ranges 
between 0.00901
o
C/W and 0.002343
o
C/W and the envelope resistance between 0.00341
 
o
C/W and 0.04139
 o
C/W. The window area, for which solar gains are accounted for, ranges 
between the values of 4.83m
2
 and 14.30 m
2
. The highest infiltration rate is 1.73 ac/h in House 
11 and the lowest 0.89ac/h, in House 13. The boiler efficiency ranges between 0.760 and 
0.932. Finally, the θ value ranges between values of 0.55 and 0.85. 
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Table 5.7 Parameter values as calculated using constrained OLS optimisation for all houses 
House 
Capacitance (W/
o
C) of 
Thermal resistance 
between internal and 
external air nodes 
(
o
C/W) of 
Window 
area (m
2
) 
Infiltration 
rate (ac/h) 
Boiler 
efficiency 
Envelope 
node 
position 
internal 
air and 
medium 
Ci  
external 
walls and 
roof Ce  
no-inertia 
elements 
(windows, 
doors) Ria 
inertia 
elements 
(walls, 
roof) 
 Re 
Aw in Qi a θ 
4 15492 24160 0.00901 0.00810 11.89 0.94 0.862 0.85 
7 6782 4442 0.01907 0.01856 5.75 1.35 0.850 0.75 
8 8832 4639 0.01175 0.02652 4.83 1.48 0.618 0.75 
9 12786 5311 0.01419 0.00341 10.64 1.04 0.846 0.55 
10 9297 5039 0.00764 0.00448 14.30 1.23 0.842 0.55 
11 8518 5206 0.01433 0.01651 5.39 1.73 0.932 0.75 
13 14716 7966 0.00917 0.01459 6.82 0.89 0.835 0.75 
15 5908 3781 0.01981 0.04139 5.04 1.43 0.846 0.75 
17 7922 5197 0.02343 0.00563 5.42 1.63 0.760 0.55 
18 10134 5642 0.02004 0.02074 5.91 1.56 0.760 0.80 
19 8128 4739 0.01333 0.01634 8.66 1.53 0.760 0.75 
 
Figure 5.28 shows plots of the measured internal air temperature Ti,meas against the predicted 
internal air temperature Ti,pred together with the predicted envelope temperature Te,pred and the 
external air temperature Ta for the 8-week time period using OLS and constraints for the 
model parameter values. The model fit has improved from the model fit using the expected 
parameter values but is worse than the unconstrained model fit. This was expected. The 
intention in this section is to allow for reasonable variation in the parameter values 
accounting for some of the uncertainties associated with them. However, a simplified model 
architecture is used, together with the non-disaggregated operational data as model inputs. 
The expected model parameter values are not measured but calculated based on relevant 
guides that do not account for material distortion with time and external conditions. Finally, 
the measurement errors have not been accounted for. Given all these assumptions a close 
model fit to the measured data can be seen.  
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Figure 5.28 Ti,meas (
o
C) and Ti,pred (
o
C), Te,pred (
o
C) for all houses and the ambient air temperature Ta (
o
C) 
for the whole 8-week time period using parameters from constrained optimisation 
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Table 5.8 lists the model output, Ti,pred, mean, μ, and standard deviation, σ, values and the 
RMSE values for all houses, using the constrained OLS parameter estimates, the expected 
parameter values and the measured data series for reference. In most cases, as expected, the 
constrained OLS provides model output results that are closer to the measured values, in 
terms of both mean and standard deviation. The RMSE values for the constrained OLS are 
also consistently lower than that of the expected parameters. This means that the OLS 
technique has managed to lessen the gap between the model output and the measurements by 
varying the model parameters within acceptable limits. The final models consistently present 
higher variation than the measured values. The same cannot be said for the mean air 
temperature for which no particular trend can be identified. On average for the 11 houses the 
difference between measured and predicted for the mean air temperature is 0.02
o
C, for the 
standard deviation is 0.034
o
C and for the RMSE 1.03
o
C. 
Table 5.8 The mean and standard deviation values for all houses and the RMSE values for model fit 
resulting from using constrained OLS estimation of the parameter values 
House 
 Mean μ (
o
C) Standard deviation σ (
o
C) 
RMSE  (
o
C) Measured 
Ti 
Predicted 
Ti 
Difference 
between 
measured and 
predicted 
Measured 
Ti 
Predicted 
Ti 
Difference 
between 
measured and 
predicted 
4 17.1 17.08 -0.02 1.48 1.57 0.09 0.66 
7 16.33 16.39 0.06 1.34 2.17 0.83 1.13 
8 18.53 18.56 0.03 1.07 1.58 0.51 0.72 
9 18.73 18.89 0.16 1.7 1.73 0.03 1.1 
10 18.57 18.52 -0.05 1.05 2.09 1.04 1.68 
11 15.34 15.38 0.04 1.85 1.84 -0.01 0.76 
13 18.56 18.6 0.04 1.36 1.35 -0.01 0.82 
15 17.74 17.69 -0.05 1.41 2.32 0.91 1.54 
17 17.41 17.39 -0.02 1.8 1.92 0.12 1.02 
18 21.88 21.82 -0.06 2.05 2.44 0.39 1.09 
19 19.02 19.07 0.05 0.68 1.26 0.58 0.83 
Average 18.11 18.13 ±0.05 1.44 1.84 ±0.41 1.03 
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5.7.3 Comparison of expected and estimated using constrained OLS parameter values 
Figure 5.29 presents the calculated parameter values using the constrained OLS parameter 
estimation technique, plotted against the expected parameter values as calculated in Section 
5.3. Parameters Ce and θ have not been included in the constrained OLS parameter estimation. 
The expected values for the two parameters are being used.  From the plots it can be 
concluded that the capacitance Ci is usually underestimated, reaching the upper limit of 
allowed variance in most houses. This could be due to the effect of furniture and other 
thermally massive objects that are inside the houses but have not been taken into account 
when calculating the expected values for the the capacitance Ci. No other parameter is 
consistently under or over estimated. Most of parameters vary around the expected value as a 
better fit for the models is pursued. The resistance Ria is the parameter that seems to be 
staying closer to the expected parameter values. The boiler efficiency a is reaching the upper 
and lower limits of acceptable values, deviating significantly and consistently from the 
expected values.   
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Figure 5.29 Expected and estimated using constrained OLS model parameters across all houses 
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5.8 Comparison of the unconstrained, as expected and constrained OLS 
parameter estimation resulting model fit 
Table 5.9 summarises the resulting mean (μ), standard deviation (σ) and RMSE values from 
the unconstrained OLS model output, the model output using the expected parameter values 
and the constrained OLS model output. The deviation of the statistical metrics (mean or 
standard deviation) of the resulting model output using the three parameter estimation 
techniques from the same metric for the measured data is presented in the last three columns 
of the table. In terms of RMSE, invariably the best model fit is provided by the unconstrained 
parameter estimation technique, the lowest being 0.42 in House 8 and the highest, 1.01, in 
House 15. The worst fit appears when using the expected parameters with the lowest RMSE 
value being 0.92 in House 13 and the highest, 1.98, in House 10. The constrained parameter 
estimation technique provided results that can be placed somewhere in between the other two 
methods, with the lowest RMSE value, 0.66, in House 4 and the highest,1.68, in House 10.  
Similar results can be observed for the mean statistical metric (μ), for which the 
unconstrained technique presents the closest mean values to the mean of the measured data, 
the expected parameters present the poorer fit and the constrained parameter estimation 
technique presents the moderate solution between the other two methods. In terms of standard 
deviation, the constrained parameter estimation technique provided better results than the 
unconstrained technique in two houses, House 9 (1.76% compared to -5.88%) and 13 (-0.74% 
compared to -5.15%)  and the same result in House 11 (-0.54%). On average the percentile 
difference of mean indoor air temperature when using unconstrained parameter estimation 
compared to the measured data is ±0.12%, when using the expected parameters is ±4.92% 
and when using the constrained technique is ±0.29%. In terms of standard deviation the 
unconstrained parameters compared to the measure data provide a difference of ±5.04%, the 
expected parameters a difference of ±41.53% and the constrained technique a difference of 
±35.75%. The resulting RMSE value using the unconstrained parameters on average across 
the 11 houses is 0.63, 1.35 for the expected parameters and 1.03 for the constrained 
parameter estimation.  
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Table 5.9 Comparison of the unconstrained, as expected and constrained OLS parameter estimation 
resulting model fit in terms of model output mean, standard deviation and RMSE values and in terms of 
percentile deviation from the measured data 
House  
MEASURED MODELLED PERCENTILE DIFFERENCE OF: 
From 
measured 
operational 
data (oC) 
Using un-
constrained 
OLS 
parameter 
estimation 
(oC) 
Using 
expected 
parameter 
values (oC) 
Using 
constrained 
OLS 
parameter 
estimation 
(oC) 
Unconstrained 
from measured 
Expected 
from 
measured 
Constrained 
OLS from 
measured 
 M
e
an
 μ
  
4 17.10 17.09 17.83 17.08 -0.06% 4.27% -0.12% 
7 16.33 16.32 17.56 16.39 -0.06% 7.53% 0.37% 
8 18.53 18.52 19.48 18.56 -0.05% 5.13% 0.16% 
9 18.73 18.84 17.64 18.89 0.59% -5.82% 0.85% 
10 18.57 - 17.63 18.52 - -5.06% -0.27% 
11 15.34 15.32 16.57 15.38 -0.13% 8.02% 0.26% 
13 18.56 18.56 18.22 18.6 0.00% -1.83% 0.22% 
15 17.74 17.71 18.17 17.69 -0.17% 2.42% -0.28% 
17 17.41 17.4 16.34 17.39 -0.06% -6.15% -0.11% 
18 21.88 21.87 21.96 21.82 -0.05% 0.37% -0.27% 
19 19.02 19.02 20.45 19.07 0.00% 7.52% 0.26% 
Average 18.11 18.07 18.35 18.13 ±0.12% ±4.92% ±0.29% 
St
an
d
ar
d
 d
ev
ia
ti
o
n
 σ
 
4 1.48 1.47 1.72 1.57 -0.68% 16.22% 6.08% 
7 1.34 1.35 2.27 2.17 0.75% 69.40% 61.94% 
8 1.07 1.07 1.66 1.58 0.00% 55.14% 47.66% 
9 1.7 1.6 1.87 1.73 -5.88% 10.00% 1.76% 
10 1.05 - 2.18 2.09 - 107.62% 99.05% 
11 1.85 1.84 1.86 1.84 -0.54% 0.54% -0.54% 
13 1.36 1.29 1.42 1.35 -5.15% 4.41% -0.74% 
15 1.41 1.13 2.44 2.32 -19.86% 73.05% 64.54% 
17 1.8 1.74 1.95 1.92 -3.33% 8.33% 6.67% 
18 2.05 2.03 2.51 2.44 -0.98% 22.44% 19.02% 
19 0.68 0.59 1.29 1.26 -13.24% 89.71% 85.29% 
Average 1.44 1.41 1.92 1.84 ±5.04% ±41.53% ±35.75% 
R
M
SE
 
4 - 0.48 1.09 0.66 
   
7 - 0.54 1.3 1.13 
   8 - 0.42 1 0.72 
   9 - 0.77 1.13 1.1 
   10 - - 1.98 1.68 
   11 - 0.61 1.45 0.76 
   13 - 0.67 0.92 0.82 
   15 - 1.01 1.7 1.54 
   17 - 0.65 1.47 1.02 
   18 - 0.71 1.15 1.09 
   19 - 0.43 1.67 0.83 
   Average - 0.63 1.35 1.03       
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5.9 Chapter summary 
In this chapter a linear model for whole-house representation has been presented, using 
weather, gas and electricity consumption data as inputs to the model and the internal air 
temperature measured data for calibration and validation. The model architecture and 
expected parameter values have been presented in Sections 5.2 and 5.3 respectively.  
In Section 5.4 unconstrained OLS parameter estimation has been applied to provide the 
model parameter values. The model fit to the measured data proved, in most cases, adequate 
for the data representation, with the exception of House 10 for which results could not be 
provided and House 15 for which an inadequate fit to the measured data was achieved. The 
parameter values calculated using this technique proved to be inconsistent and unrealistic. 
This highlights the importance of using adequate initial estimates of the parameter values 
when calibrating simplified models with the measured data.   
In Section 5.5 the expected building thermal properties are then used and the model fit to the 
measured data is assessed again. Adequate results could be provided in all houses. The 
models managed to follow the reference data series quite closely in most cases. This suggests 
that there is potential in using the selected model to realistically represent existing houses. 
The gas consumption model term provided the maximum heat input to the internal air node in 
the example house, whereas heat losses due to infiltration, through the building envelope and 
the no-inertia building elements were quite stable and consistent.  
In Section 5.6 parametric analysis provided insights as to which parameters influence the 
main model output Ti,pred more significantly. The internal capacitance Ci proved to have the 
maximum impact on the output’s standard deviation, whereas the resistances Re and Ria, the 
solar window area Aw and the infiltration rate ac/h seem to influence the output’s mean value 
importantly. In terms of impact on the model’s output and of model goodness of fit, 
parameters Ce and θ proved to have the least effect. 
In Section 5.7 an improved fit to the reference data has been achieved by using constrained 
OLS and varying all parameters apart from parameters Ce and θ. Most parameters seem to 
deviate slightly from the expected values, with the exception of Ci, Aw and a, that reached the 
outer variation limits in order for a better fit to be achieved.  
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In the last Section 5.8, the results from the three methods for model fit, unconstrained, using 
expected parameters and constrained using the OLS technique are compared in terms of best 
model fit. The significance of choosing suitable parameter estimates in achieving adequate 
model fit and results that can be explored in physical terms is highlighted. 
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6. RESULTS 3: THE CENTRAL HEATING SYSTEM MODEL 
6.1 Introduction 
In this chapter the Lumped Parameter dynamic thermal model representing the central 
heating system developed in the Section 3.8 is presented. This links the radiator surface 
temperature to the whole-house gas consumption and is used together with operational data 
as described in Chapter 4. The aim of this chapter can be divided into two main parts: 
 to explore the adequacy of the proposed model in predicting the radiator surface 
temperature using gas consumption and room air temperature measured data as inputs 
to the model and the radiator surface temperature measured data for calibration and 
validation  
 to explore possible applications of the model and in particular to use the proposed 
model to identify the proportion of total whole-house gas consumption related to 
space heating 
In this first Section (6.1) the aim of this chapter was defined. In Section 6.2 the simple linear 
model linking the gas consumption to the radiator surface temperature developed in Section 
3.8 is shown. In Section 6.3 the expected parameter values are calculated from a physical 
perspective. In Section 6.4 the model parameter values are calculated and the model fit 
assessed using the whole dataset of radiator surface temperature for calibration. The whole-
house gas consumption data measured at the meter level, consisting of gas used for space 
heating as well as other purposes (e.g. gas used for cooking and Domestic Hot Water) are 
used to drive the model. The impact of using total whole-house gas consumption as input data 
on the model fit to the measured data is discussed. In Section 6.5 the time-stamps for which 
the model over-predicts during calibration are removed using residual thresholds. The model 
is then calibrated and the new parameters estimated. In Section 6.6 the latest parameter values 
and the model is used to select the gas consumption data that are linked to space heating only 
and the gas consumption relating to purposes other than space heating is quantified. Finally, 
Section 6.7 gives an overview of the chapter and lists the key findings of each section.  
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6.2 First order Lumped Parameter Model 
The simple two-node 1
st
 order Lumped Parameter linear model describing the dynamics 
between the total gas consumption, Qh, the radiator surface temperature, Tr and the building 
internal temperature, Ti has been developed in the methodology Chapter 3 and is shown here 
again. As explained in Section 3.8, due to the unavailability of the disaggregated gas 
consumption instead of the input heat to the radiators, Qsh,net, the whole house gas 
consumption at the meter level is used as the model input, Qh. 
 
Figure 6.1 TiTr lumped parameter model with Qh in the Tr node. A two dimensional representation of the 
lumped parameter model (left) and the RC-network/electrical analogy (right) 
The differential equation is given below: 
 
 𝑑𝑇𝑟,𝑝𝑟𝑒𝑑 = [
(𝑇𝑖 − 𝑇𝑟)
𝐶𝑟𝑅𝑖𝑟
+
a𝑄ℎ
𝐶𝑟
] 𝑑𝑡 = [
ℎ𝐴(𝑇𝑖 − 𝑇𝑟)
𝐶𝑟
+
a𝑄ℎ
𝐶𝑟
] 𝑑𝑡
= [𝑎(𝑇𝑖 − 𝑇𝑟)+𝛽𝑄ℎ]𝑑𝑡 
(57) 
where dTr,pred is the difference between one time step and the next in the radiator surface 
temperature as predicted by the model ( 𝐶𝑜 ) 
 Tr is the radiator surface temperature as measured ( 𝐶
𝑜 ) 
 Ti is the indoor air temperature ( 𝐶
𝑜 ) 
 
Qh is the total gas consumption at the meter level (W). In reality this should be the heat 
input to the radiators Qsh,net. 
 Cr is the heat capacitance of the radiator (J/
o
C) 
 Rir is the thermal resistance between the radiator and the air node (
o
C/W) 
 a is a factor of boiler efficiency (0 ≤ a ≤ 1) 
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 h is a convective/radiative heat transfer coefficient [W/(m
2o
C)] 
 A is the radiator area (m
2
)  
 dt is the time interval (s) 
 α is the convective/radiative constant 
 β is the gas consumption constant 
where the convective/radiative constant, α, and the gas consumption constant, β, are given by 
the following equations: 
 α =
ℎ𝐴
𝐶𝑟
 (58) 
 β =
a
𝐶𝑟
 (59) 
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6.3 The expected parameter values 
In this Section the expected values for the constant parameters α and β from a physical point 
of view are calculated. Both parameters require the radiator thermal capacitance, Cr, to be 
known. The thermal capacitance can be calculated using the following equation: 
 𝐶𝑟 = 𝑐𝑝𝜌𝑉 (60) 
where cp is the specific heat capacity of the radiator material (J/kg
o
C) 
 ρ is the radiator material density (kg/m3) 
 V is the radiator volume (m
3
) 
The constants α and β are given by the following equations: 
 α =
ℎ𝐴
𝐶𝑟
=
ℎ𝐴
𝑐𝑝𝜌𝑉
=
ℎ𝐴
𝑐𝑝𝜌𝐴𝐿
=
ℎ
𝑐𝑝𝜌𝐿
 (61) 
 β =
a
𝐶𝑟
=
a
𝑐𝑝𝜌𝑉
=
a
𝑐𝑝𝜌𝐴𝐿
 (62) 
Based on the equations above, the assumption of constant thickness, heat transfer coefficient 
and radiator material for all radiators, the constant α is calculated as one standard value 
across all houses. The constant β depends on the boiler efficiency and on the radiator area of 
each house and therefore its values will vary from case to case.  
In Table 6.1 the material properties of water and steel, the two main materials a typical 
radiator consists of, are given. The specific heat, c and the density, ρ, are both required for the 
calculation of the thermal capacitance of the radiator, Cr.  
Table 6.1 Radiator material properties 
Material cp - Specific heat (J/kg
o
C) ρ - Density (kg/m
3
) 
Water (at 20
o
C) 4180 998.2 
Steel 500 7830 
 
In Table 6.2  the expected α and β calculated for all houses. The heat transfer coefficient used 
is 20W/(m
2o
C). The thickness of the radiators used for the calculation of the radiator volume 
where L is the radiator thickness (m) assumed constant and equal to 0.02m for all 
radiators 
 A is the radiator area (m
2
). For double surface radiators the radiators’ surface area 
has been multiplied by a factor of 2. 
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is 0.02m. For the calculation of the thermal capacitance the specific heat and density values 
from Table 6.1 were used. In the first column of thermal capacitance, the radiators are 
assumed to consist mainly of water and the values have been calculated using the specific 
heat and density values for water. In the second column of thermal capacitance, the properties 
for steel are being used. This provides a range of possible values both for the parameter α and 
β. When water is selected as the main material for radiators the lower limits for α and β are 
provided. By selecting steel as the main material, the upper limits for α and β are calculated.  
The expected α ranges between 0.43 when the radiator is assumed to consist mainly of water 
and 0.46 when the radiator is assumed to consist mainly of steel for all houses. There are no 
units for the constant α. The expected value of β depends on the boiler efficiency and radiator 
surface area and, therefore, is different for each house. The minimum value calculated for β is 
0.87
o
C/W in House 4 and the maximum 3.29
o
C/W in House 15.  
Table 6.2 Parameter values as expected in all houses 
House  
Radiator 
area A 
(m2) 
Convective/ 
radiative heat 
transfer 
coefficient h 
[W/(m2oC)] 
Boiler 
efficiency 
a 
Radiator 
volume1 
(m3) 
Thermal capacitance, 
Cr(W/
oC) 
Expected parameter 
α 
Expected parameter 
β (oC/W) 
radiator 
made 
mainly of 
water  
radiator 
made 
mainly of 
steel  
radiator 
made 
mainly of 
water 
radiator 
made 
mainly of 
steel 
radiator 
made 
mainly of 
water 
radiator 
made 
mainly of 
steel 
4 22.58 
20 
0.907 0.452 1047 982 
0.43 0.46 
0.87 0.92 
7 7.34 0.895 0.147 340 319 2.63 2.80 
8 5.76 0.650 0.115 267 251 2.43 2.59 
9 11.20 0.890 0.224 519 487 1.71 1.83 
10 13.10 0.886 0.262 607 570 1.46 1.55 
11 8.10 0.888 0.162 376 352 2.36 2.52 
13 12.58 0.795 0.252 583 547 1.36 1.45 
15 6.21 0.890 0.124 288 270 3.09 3.29 
17 7.61 0.800 0.152 353 331 2.27 2.42 
18 12.00 0.800 0.240 556 522 1.44 1.53 
19 6.32 0.800 0.126 293 275 2.73 2.91 
1The equivalent radiator volume calculated by replacing all radiators in the house by one notional radiator characterised by the average radiator 
surface temperature and equivalent to the summed area and heat capacitance of all radiators 
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6.4 Model fit using whole dataset 
6.4.1 One house example 
In this section to explore the model fit to the measured radiator surface data the Ordinary 
Least Square technique is used. Unconstrained parameter estimation is used. This means that 
all parameter values are allowed without using any constraints and the values that provide the 
lowest Sum of Squared Errors and, hence, the best model fit are calculated. In the end the 
calculated parameters are compared with the expected parameter values and their plausibility 
is assessed. 
 Figure 6.2 presents the model output, Tr,pred, the measured radiator surface temperature, 
Tr,meas, and the gas consumption input variable values, Qh, against time. It is clear that the 
model under-predicts the radiator surface temperature (a difference of about 5
o
C) during most 
of the daily peaks throughout the 8-week time-period. Occasionally the model over-predicts 
(a difference often higher than 5
o
C) driven by the very high gas consumption (up to 20kWh 
in a half hour period) of the relative time stamps. This was expected as the gas consumption 
data used to calculate the radiator surface temperature included the gas consumption used for 
other purposes such as Domestic Hot Water (DHW) and cooking. These very high peaks 
could be an indication of gas consumed for multiple purposes at each time (e.g. combined 
space heating, DHW generation and/or cooking using the gas cooker) or a single but 
intensely energy consuming activity taking place (e.g. a bath). The inclusion of gas 
consumption for uses other than space heating through the central heating system during the 
model calibration using the OLS technique results in unreasonable temperature peaks, driving 
the model to under-predict for the rest of the time-period in order to compensate for the 
increased error.  
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Figure 6.2 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for House 
15 using the total gas consumption data Qh (kW) at the original 30-minute sampling interval for the 8-
week period of the 2014 heating season 
To further explore how the model predicts Figure 6.3(a) presents the model output, Tr,pred, the 
measured surface temperature, Tr,meas, and the input gas consumption, Qh, against time for an 
example day (the 19
th
 of February 2014). The model predicts a lower than the measured 
temperature (within a range of about 3
 o
C to 6
o
C) when the heating is on and a peak in the 
radiator temperature in midday when the heating should be off. This is a clear indication that 
the gas consumption presented between 11:00 and 14:00 is used for purposes other than space 
heating causing the model to predict an increased radiator surface temperature when there is 
no space heating through the central heating system. Another example day of the 8-week 
time-period (the 19
th
 of March 2014) is presented in Figure 6.3(b). In this case the model both 
under-predicts and over-predicts during the time-period that the radiator temperatures are 
highest, presenting a peak in the surface temperature that cannot be related to the measured 
radiator temperature. This could be an indication that during the space heating period (18:00 
and 22:00) gas consumption was also being used to serve for other purposes, misleading to 
even higher peaks of radiator surface temperature than the expected.  
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(a)
 
(b) 
 
Figure 6.3 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for House 
15 using the total gas consumption data Qh (kW) at the original 30-minute sampling interval for the 19
th
 
of February (a) and the 19
th
 of March (b) 
Table 6.3 summarises the model details for the example House 15. The parameter values that 
minimise the sum of the squared errors (SSE) between the measured radiator surface 
temperature, Tr,meas, and the predicted radiator surface temperature, Ti,meas, are calculated. The 
model is calibrated using as input variables all half-hour interval time-stamps of room air 
temperature, Ti, and gas consumption, Qh.  The root mean squared error (RMSE) the mean 
error between the predicted and measured radiator surface temperature per time stamp in 
o
C 
is also calculated. In this case the RMSE value is equal to 4.72
oC. The model parameter α is 
calculated at 0.43 which is exactly equal to the lower limit of expected values for α. 
Parameter β is equal to 1.99 which is much lower than the expected range of 3.09-
3.49(
o
C/W). Many assumptions have been made when calculating the expected parameter 
values, including assumptions on the thickness and the materials of the radiators. The 
difference in calculated and expected parameter β value indicates that the radiator material 
selected might not be as accurate as needed to achieve a perfect agreement with the 
calculated using OLS values. 
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Table 6.3 The model parameter values, α and β, and the SSE and RMSE metrics as calculated through 
the OLS estimation technique using all half-hour interval time-stamps of the input variables for House 15 
Parameter/Metric Value 
Expected parameter value for 
House 15 
Inside expected limits 
α 0.43 0.43-0.46 Yes 
β (
o
C/W) 1.99 3.09-3.49 No 
RMSE (
o
C) 4.72 - - 
 
Figure 6.4 is a scatter plot of the model output, Tr,pred, against the measured surface 
temperature, Tr,meas, which can be used to assess how well the model predicts across the 
whole 8-week time-period. A perfect fit between the predicted and measured data would be 
indicated by a perfect positive linear association. In this case all the data points would fall 
perfectly on the black line. However, having already explored the time-plots, a less than 
perfect fit should be expected. Indeed, while most of the data-points fall close to the black 
line indicating an adequate fit, a significant number of data-points deviates from the linear 
association.  With the y axis indicating the value of the predicted temperatures and the x axis 
the relative measured values, any values falling above the black line indicate an instance of 
overprediction and all values below the line should be linked to underprediction. The RMSE 
value of 4.72
o
C of Table 6.3 can be used as an indication of how scattered the data are from 
the black line. The better the linear association, the closer the RMSE value is to zero. For 
lower radiator surface temperatures it can be seen that most points are near the line. In some 
cases the points are 50
o
C above the line indicating a very high overprediction during these 
times. For higher radiator surface temperatures there seems to be constant underprediction 
coupled with fewer but significant instances of oveprediction. This could be due to the use of 
non-disaggregated gas consumption data as the input variable.  
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Figure 6.4 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for House 
15 indicating how well the model fits and all the instances of over-/under-prediction 
6.4.2 All houses 
The same model calibration procedure was followed for all 11 houses under study. Figure 6.5 
shows plots of the model output, Tr,pred, the measured radiator surface temperature, Tr,meas, 
and the gas consumption input variable values, Qh, against time for all houses. Across all 
houses the same pattern of underprediction occurs for most of the time-period under study 
and occasional peaks of model overprediction appear when gas consumption is higher than 
usual. As explained previously using the OLS parameter estimation technique the model 
predicted radiator surface temperature is skewed to lower values due to the infrequent but 
very high in magnitude peaks of gas consumption. This is more obvious in houses 7, 9, 13, 
15, 17, 18 and 19. In the rest of the houses the pattern of over and underprediction is less 
obvious. This could be due to the fact that in the latter houses gas consumption is used mostly 
for space heating and less to serve for other purposes. Indeed House 4 is equipped with solar 
thermal to serve for DHW purposes, House 8 has an electric oven and uses an electric shower 
in addition to one linked to the central heating system, House 10 has an electric hob and oven 
and House 11also has an electric hob and oven and electric showers partially serving DHW. 
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Figure 6.5 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) and the 
total gas consumption data Qh (kW) for all houses for the whole 8-week time period using the whole 
dataset 
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Table 6.4 lists the values of α, β as calculated and as expected and the RMSE metric as 
calculated using the unconstrained OLS estimation technique. The difference between 
expected and calculated values is also provided. The models were calibrated using the whole 
dataset. Some trends can be identified for the two parameters α and β. Parameter α, associated 
with heat losses through convection and radiation, is maintained beneath the value of 1 for all 
houses ranging between 0.34 and 0.76. The percentile deviation of the calculated values of α 
from the 0% in House 15. However, α can be lower than the expected value by -21% (in 
House 10) or higher by a significant difference of 51% (in House 17). The value of parameter 
β, which is the gas consumption constant, ranges between 0.52 and up to 1.99. Parameter β is 
consistently lower than the expected values by -12% (in House 18) and down to -54% (in 
House 8). Finally, the lowest RMSE value of 1.59
o
C and therefore the best model fit was 
presented in House 11, whereas the highest RMSE value of 4.72
o
C describes House 15. 
Table 6.4 The model parameter values, α and β, and the RMSE metric as calculated through the OLS 
estimation technique using all half-hour interval time-stamps of the input variables for all houses 
House RMSE (
o
C) 
Calculated Expected 
Percentile difference of calculated 
from expected minimum 
α β (
o
C/W) α β (
o
C/W) α β (
o
C/W) 
4 2.54 0.40 0.52 
0.43-0.46 
0.87-0.92 -7% -40% 
7 3.51 0.51 1.84 2.63-2.80 18% -30% 
8 2.12 0.76 1.11 2.43-2.59 76% -54% 
9 2.53 0.51 1.27 1.71-1.83 18% -26% 
10 3.49 0.34 0.97 1.46-1.55 -21% -34% 
11 1.59 0.47 1.16 2.36-2.52 9% -51% 
13 3.22 0.38 0.66 1.36-1.45 -12% -52% 
15 4.72 0.43 1.99 3.09-3.29 0% -36% 
17 3.03 0.65 1.45 2.27-2.42 51% -36% 
18 2.08 0.50 1.26 1.44-1.53 16% -12% 
19 4.31 0.51 1.62 2.73-2.91 18% -41% 
 
Figure 6.6 presents scatter plots of the model output, Tr,pred, against the measured surface 
temperature, Tr,meas, used to assess how well the model predicts across the whole 8-week 
time-period. As explained previously, the datapoints falling close to the diagonal indicate a 
good model fit. Datapoints above the diagonal indicate instances of overpredictions and 
below the diagonal instances of underprediction. The best model fit can be observed in House 
11 which is in agreement with the RMSE value presented above of 1.59
o
C. The worst model 
fit is seen in House 15 with an increased number of overprediction instances. Again this is in 
agreement with the RMSE value of 4.72
o
C.   
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Figure 6.6 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for all 
houses indicating how well the model fits and all the instances of over-/under-prediction using the whole 
dataset 
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6.5 Model fit using selected measurements 
6.5.1 One house example  
In the previous Section 6.4 the model parameters were calculated using all half-hour time-
stamps of the input variable Qh. The results showed that the inclusion of gas used for 
purposes other than space heating (through the central heating system) in the calculation of 
the predicted radiator surface temperature resulted in an inadequate fit to the measured data. 
In particular, the models over-predicted the radiator temperature when gas consumption was 
used for multiple purposes and under-predicted throughout the rest of the time-period. In this 
section, to improve the model fit, selected time-stamps of the 8-week time-period for which 
gas consumption is causing temperature over-prediction, as explained in Figure 6.3, are 
excluded from the model calibration to exclude those times when whole-house gas 
consumption is being used for non-space heating purposes.  
The main principle followed in this Section can be divided into four main steps; 
 Step 1: The difference between measured and predicted radiator surface temperature 
is studied. If the pattern of over and under prediction exists then the process continues 
with the next step. 
 Step 2: An error threshold defined as the difference between measured and predicted 
radiator surface temperature (
o
C) is chosen. The threshold is chosen by exploring 
different threshold values in terms of the resulting RMSE and percentage of data 
excluded.  For the time stamps when the predicted radiator surface temperature 
exceeds the measured radiator surface temperature by more than the selected 
threshold, gas data values are assumed to incorporate gas used for multiple purposes 
and therefore should be excluded from the model calibration. Instead of using a 
default threshold of 0
o
C (i.e. for every instance of overprediction) the bespoke 
threshold method ensures that time-stamps for which the model is overpredicting due 
to other reasons, such as inadequate parameter values, are not attributed to mixed gas 
consumption and therefore unnecessarily removed from the input data.  
 Step 3: Using the selected error threshold a subset of the whole dataset is created, 
excluding the time stamps linked to multiple purpose gas consumption.  
 Step 4: The OLS model parameter estimation and calibration is done using the subset.  
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As an example of the process presented above, in Table 6.5 different error thresholds between 
the predicted and measured radiator surface temperature are being explored for House 15. 
Using a macro written in VBA Excel, time-stamps for which the error ranges from 0
o
C to the 
maximum identified difference (e.g. 90
o
C) are gradually excluded from the model calibration 
and the model parameter values and model fit metrics are calculated. The number of 
measurements used for the model calibration is taken into account. The threshold for which 
the best model fit is achieved, i.e. the threshold for which the lowest RMSE value is 
presented for the subset used, is considered to provide adequate calculation of the model 
parameter values. In this case, excluding all time-stamps for which Tr,pred-Tr,meas>1
o
C resulted 
in the lowest RMSE (2.08
o
C). The proportion of the total time stamps when gas is used and 
of the time stamps when space heating is on (based on the radiator surface temperatures) that 
are excluded during calibration for each threshold is also stated. The threshold of 1
o
C resulted 
in the exclusion of 23.73% of all gas usage data (including the time-periods when gas 
consumption is zero) and 10.97% of gas data excluded for the time-periods during which 
heating was on. Ensuring that an adequate proportion of gas usage data when heating is on is 
used during calibration is crucial to ensure that the parameter estimation is based on these 
important time-periods when most information on space heating is available. The time stamps 
mentioned above are excluded for the purposes of the model calibration only. All time stamps 
will be taken into account at a later stage when identifying the gas consumption serving for 
space heating purposes. 
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Table 6.5 Exploring different thresholds for time stamp exclusion when selecting the subset for the model 
calibration of House 15 
Tr,pred-Tr,meas> 
threshold 
(oC) 
Percentage of 
total gas usage 
data1 excluded 
from calibration 
(%) 
Percentage of 
space heating gas 
usage data2 
excluded from 
calibration (%) 
New 
values of  
α 
New 
values of  
β 
RMSE on 
included 
time-stamps 
90 0.00% 0.00% 0.43 1.99 4.72 
80 0.00% 0.00% 0.43 1.99 4.72 
70 0.00% 0.00% 0.43 1.99 4.72 
60 0.00% 0.00% 0.43 1.99 4.72 
50 0.00% 0.00% 0.43 1.99 4.72 
40 0.14% 0.00% 0.44 2.07 4.56 
30 0.35% 0.14% 0.46 2.17 4.39 
20 1.84% 1.15% 0.52 2.58 3.61 
10 4.73% 4.04% 0.59 3.08 2.61 
9 4.87% 4.18% 0.59 3.07 2.60 
8 5.51% 4.62% 0.58 3.08 2.53 
7 6.14% 5.05% 0.58 3.09 2.46 
6 6.99% 5.48% 0.59 3.13 2.37 
5 8.26% 6.64% 0.58 3.14 2.28 
4 10.17% 7.94% 0.58 3.15 2.19 
3 12.57% 9.09% 0.58 3.19 2.10 
2 14.34% 9.24% 0.58 3.19 2.09 
1 23.73% 10.97% 0.58 3.22 2.08 
0 52.19% 13.71% 0.58 3.24 2.22 
1Original 2688 measurements of whole-house gas consumption. 
2693 out of the original 2688 measurements of whole-house gas consumption occurring during space heating time-periods (Tr,meas>25
oC). 
 
 
Figure 6.7 presents the time-stamps excluded during calibration when using the threshold of 
1
o
C in House 15. There are 336 time-stamps excluded out of the 2688 original time-stamps 
with 76 of them (in red) relating to the time-period when the heating is on. The red data 
points suggest that gas was used for both space heating and other purposes whereas the green 
data points suggest that gas was used only for other purposes. Most of the instances when 
space heating through the central heating system is used in conjunction with other activities 
requiring gas usage appear late in the afternoon and during the evening and in particular 
between 15:30 and 21:30. These other non-space heating gas uses could be cooking, 
Domestic Hot Water and space heating through the gas fireplace in the living room of House 
15 are mostly required by the occupants during these hours. 
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Figure 6.7 Time-stamps excluded during calibration when a threshold Tr,pred-Tr,meas>1
o
C  is selected in 
House 15 
Figure 6.8 presents the revised model output, Tr,pred, the measured radiator surface 
temperature, Tr,meas, for the 8-week time-period. The time-stamps for which the Tr,pred-
Tr,meas>1
o
C condition is satisfied have been excluded from the model calibration and are 
indicated in the graph by a grey vertical line. All of the peaks that deviate more than +1
o
C 
from the measured temperature have been excluded from the calibration. The model fit seems 
to be significantly improved when compared to the initial fit of Figure 6.2. By excluding all 
the unnecessary peaks the model achieves a much better fit during the time-periods included 
in the calibration procedure. The model still overpredicts significantly in the ‘timestamps 
excluded from calibration’ sections, but predicts better during the rest of the time providing 
much more representative radiator surface temperatures for the timestamps when heating is 
on.  
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Figure 6.8 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for House 
15 excluding selected time-stamps (Tr,pred-Tr,meas>1
o
C) for the 8-week period of the 2014 heating season 
Figure 6.9(a) presents the model output, Tr,pred, the measured surface temperature, Tr,meas, and 
the excluded overprediction sections for the 19
th
 of February 2014. The predicted radiator 
surface temperatures using the whole dataset and the gas consumption are also shown for 
reference. The time-stamps between 11:00 and 14:00 have been excluded from the calibration 
for this day. The model fit has improved significantly during the time-periods when the 
heating is on. The model is still over-predicting during the 11:00 to 14:00 time-period due to 
the gas consumption for purposes other than space heating. To remove these peaks the gas 
consumption data would need to be disaggregated and the gas consumption for other 
purposes removed. Similarly, Figure 6.9(b) presents the model output, Tr,pred, the measured 
surface temperature, Tr,meas, and the excluded overprediction sections for the same day as 
Figure 6.3 (the 19
th
 of March 2014). Again, time-stamps related to gas usage when heating is 
off (at 11:30 and 15:30) and related to gas consumption used for other purposes when heating 
is on (19:30- 20:30) have been removed from the model calibration. The model fit is 
improved from the initial model fit during the hours 18:00-19:00 and 20:30-22:00 that the 
heating is on and the gas is not being used for other purposes other than space heating.  
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(a) 
 
(b) 
 
Figure 6.9 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for House 
15 excluding selected time-stamps (Tr,pred-Tr,meas>1
o
C) for the 19
th
 of February (a) and the 19
th
 of March 
(b) 
Finally, Figure 6.10 is a scatter plot of the revised model output, Tr,pred, against the measured 
surface temperature, Tr,meas, which can be used to assess how well the model predicts across 
the whole 8-week time-period, similarly to Figure 6.4. This scatter plot uses only the non-
excluded time-stamps for calibration. The model fit for the selected data points is 
significantly improved, with the majority of the data along the black line indicating a stronger 
linear association. This was also reflected in the relative RMSE value of Table 6.5 of 2.08
o
C, 
an improvement of 2.64
o
C from the initial model.  
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Figure 6.10 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for House 
15 indicating how well the model fits 
6.5.2 All houses 
The Tr,pred-Tr,meas threshold that minimises the RMSE value was calculated for all 11 houses 
under study. Figure 6.11  presents the thresholds selected and the relevant proportion of gas 
consumption data (when heating is on) excluded from the calibration procedure. The best 
model fit was identified for thresholds up to 2
o
C. Most houses (six houses) presented a better 
fit for a threshold of 0
o
C, three houses had a threshold of 1
o
C and two houses a threshold of 
2
o
C. A maximum of 42.43% of household gas consumption data during the time-periods that 
the space heating was ON were exempt from the calibration procedure due to mixed gas 
usage during these hours.    
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Figure 6.11 Threshold selected for data exclusion from model calibration (Tr,pred-Tr,meas> threshold) and 
the relative proportion of gas data excluded when heating is on for all houses 
 
Figure 6.12 presents the revised model output, Tr,pred, the measured radiator surface 
temperature, Tr,meas, and the time-stamps excluded from the model calibration indicated by 
grey vertical lines. When compared to Figure 6.5 it is clear that the fit of the predicted 
radiator surface temperature to the measured data has improved significantly for the majority 
of the time stamps. This is more clear in Houses 7, 9, 13, 15 and 19 where the blue line of 
measured radiator surface temperature almost coincides with green line of predicted radiator 
surface temperatures. The instances of overprediction during have increased. This is because 
the disaggregated gas consumption full dataset is still being used as input to the model. The 
subset of the whole dataset has only been used to drive the model calibration. In Houses 4, 9 
and 10 gaps can be seen that relate to the gas consumption missing data. The amount of time 
stamps excluded shown as grey lines shows of how many timestamps had to be excluded for 
model calibration in each house. This also serves as an indicator of when gas consumption is 
being used for purposes other than space heating.  
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(continued) 
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Figure 6.12 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) after 
excluding selected time-stamps (in grey) for all houses 
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Table 6.6 shows the threshold chosen in each house, the RMSE values as calculated in 
Section 6.4 using the original Ti,pred (RMSEo), the resulting RMSE from the revised Ti,pred 
calculated using the whole dataset (RMSEw) and only the selected data (RMSEs). The 
percentile difference between RMSEo and RMSEw and RMSEs is given in the last two 
columns. The RMSEo values range between 1.59
o
C in House 11 and 4.72
o
C in House 15. 
The RMSEw values range between 1.68
o
C in House 11 and 5.81
o
C in House 15. The RMSEs 
values range between 0.85
o
C in House 11 and 3.00
o
C in House 17. A consistent increase in 
RMSE across all houses can be seen when comparing RMSEw and RMSEo. This increase 
was expected as the selection of a threshold for the calibration of the model meant that the 
model fit would improve for the selected measurements but result in an increase in the 
residuals throughout the whole dataset. The spikes in the temperature difference has 
increased even more for the excluded from calibration datapoints and since the whole dataset 
is being used for the calculation of the RMSEw, an increase was anticipated. The lower the 
increase in the RMSEw the less the spikes in the gas consumption data of the house that 
would lead to unreasonable peaks in the radiator surface temperature.  
Table 6.6 The threshold used, the RMSE metric using a threshold and when no threshold is used and the 
percentile difference between the two RMSE values 
House  
Threshold for 
lower RMSE 
RMSE when 
a threshold 
was not used 
(original 
Ti,pred) 
(RMSEo)
1
 
RMSE using threshold (revised 
Ti,pred) Percentile 
difference 
of RMSEw 
from 
RMSEo 
Percentile 
difference 
of RMSEs 
from 
RMSEo 
calculated based 
on the whole 
dataset 
(RMSEw)
2
 
calculated 
based on the 
selected 
timestamps 
only (RMSEs)
3
 
4 2 2.54 2.56 2.49 1% -2% 
7 0 3.51 4.17 2.12 19% -40% 
8 1 2.12 2.38 2.00 12% -6% 
9 1 2.53 6.38 1.54 152% -39% 
10 0 3.49 5.71 1.98 64% -43% 
11 0 1.59 1.68 0.85 6% -47% 
13 0 3.22 3.61 1.85 12% -43% 
15 1 4.72 5.81 2.08 23% -56% 
17 2 3.03 3.32 3.00 10% -1% 
18 0 2.08 2.71 1.58 30% -24% 
19 0 4.31 5.08 1.63 18% -62% 
1The RMSE values calculated in Section 6.4 using the whole dataset for model calibration. 
2RMSE calculated when selected data have been used for the model calibration. For the RMSE calculation the whole dataset is used. 
3RMSE calculated when selected data have been used for the model calibration. For the RMSE calculation only the selected timestamps 
are used. 
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The maximum increase of 152% can be found in House 9 and the minimum of only 1% in 
House 4. On the other hand a consistent decrease can be seen in the RMSE across all houses 
when comparing RMSEs and RMSEo. This decrease was also anticipated an improved model 
fit was expected for the selected timestamps.  
Table 6.7 lists the values of α, β as calculated and as expected and the percentile difference 
between the two. The constant α is a convective/radiative factor and the constant β is a gas 
consumption factor. The expected parameter values for α and β have been calculated in 
Section 6.3. Similarly to Section 6.4, parameter α is calculated both over and under the 
expected values. Parameter α appears lower than the expected value by -17% in House 10 
and higher than the expected by 88% in House 8. Parameter β is once again consistently 
lower than the expected values by -5% in House 18 and -47% in House 11. It is worth 
pointing out that by using the threshold for model calibration parameter β appears closer to 
the expected values in all houses (previously the range was -12% to -54%) and even presents 
a positive difference from the expected minimum by 4% in House 15. For the most part 
parameters α and β are not within the specified limits. This could be due to the assumptions 
made on the radiators’ materials (i.e. water and steel consistency) and thickness when 
calculating the expected parameter values. Also, as the gas consumption at the meter level is 
being used instead of the direct energy input to the radiator, parameter β is expected to vary 
from the expected values. 
Table 6.7 The model parameter values, α and β, as calculated using the selected threshold, as expected 
and the percentage difference between the two 
 Calculated Expected 
Percentile difference of calculated 
from expected minimum 
House  α β (
o
C/W) α β (
o
C/W) α β (
o
C/W) 
4 0.40 0.54 
0.43-0.46 
0.87-0.92 -7% -38% 
7 0.51 2.11 2.63-2.80 18% -20% 
8 0.81 1.34 2.43-2.59 88% -45% 
9 0.52 1.34 1.71-1.83 21% -22% 
10 0.36 1.14 1.46-1.55 -17% -22% 
11 0.48 1.25 2.36-2.52 11% -47% 
13 0.41 0.82 1.36-1.45 -5% -40% 
15 0.58 3.22 3.09-3.29 34% 4% 
17 0.62 1.54 2.27-2.42 44% -32% 
18 0.48 1.37 1.44-1.53 11% -5% 
19 0.55 2.04 2.73-2.91 27% -25% 
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Figure 6.13 shows scatter plots of the revised model output, Tr,pred, against the measured 
surface temperature, Tr,meas, used to assess how well the model predicts across the whole 8-
week time-period.  When compared to Figure 6.6 a clear improvement can be seen in terms 
of reduced scatter of the datapoints. In most houses the datapoints now fall closer to the 
diagonal indicating a much better model fit to the measured data than before. Same as 
previously, the best model fit can be seen in House 11 with most datapoints falling close to 
the diagonal, indicating a very strong linear relationship between measured and predicted. In 
House 17 the most consistent underprediction can be seen across all magnitudes of 
temperatures. In houses 4, 9 and 10 the horizontal formation of data points remains and is 
caused by the missing gas consumption data.  
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Figure 6.13 Radiator surface temperature as measured Tr,meas (
o
C) and as predicted Tr,pred (
o
C) for all 
houses indicating how well the model fits and all the instances of over-/under-prediction when using the 
selected data  
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Figure 6.14 presents the residuals of the revised model (Tr,pred-Tr,meas) and the percentage of 
time-stamps relating to each error. In this case, the better the model fit the higher the 
percentage of values that fall closer to the residual value of 0
o
C. Most houses present a 
similar pattern, with a peak close to the 0
o
C mark, skewed by 1
o
C or 2
o
C to the left or right, 
indicating underprediction and overprediction respectively. However there is an exemption, 
as House 7 presents two peaks, at -2
o
C and 2
o
C. This could be an indication of lack of 
synchronisation between the input gas, room air and radiator surface temperature data driving 
the model. The higher residuals of ±6-10
o
C are more rare (linked to less than 5% of time 
stamps) and can be associated to instances of extreme over or under prediction due to the 
peaks in the gas consumption data as already explained. The lower residuals of ±0-2
o
C are 
more frequent appearing in up to 65% of the time stamps. 
 
Figure 6.14 Percentage of time-stamps for the respective residual values for all houses 
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6.6 Model applications 
6.6.1 Gas consumption data corrected for space heating  
Once the linear model is calibrated and the parameter values calculated, the model can be 
used to select the gas consumption data that are linked to space heating only. To achieve this, 
the first step is to assume that for the excluded timestamps the radiator temperature is not the 
predicted temperature but the measured temperature. This creates a new time series of 
radiator surface data, Tr,corrected. Figure 6.15 shows the measured radiator surface temperature, 
Tr,meas, the predicted radiator surface temperature using the selected subset for calibration, 
Tr,pred, and the corrected radiator surface temperature data using the measured data for the 
timestamps excluded from the subset used for model calibration, Tr,corrected for the example 
House 15.  
(a)
(b) 
 
Figure 6.15 Radiator surface temperature as measured Tr,meas (
o
C), as predicted Tr,pred (
o
C) using the 
selected subset for calibration and the corrected data Tr,corrected (
o
C)  for House 15 
Using Tr,corrected  as a model input, Equation 57 from Section 6.2 can be rewritten as: 
  𝑇𝑟,𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑,𝑡−𝑇𝑟,𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑,𝑡−1 = 𝑎(𝑇𝑖 − 𝑇𝑟,𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑)+𝛽𝑄𝑠ℎ (63) 
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where Qsh is the part of the gas consumption used for space heating purposes. 
The second step is to use Equation 63 to reverse the modelling procedure. Using Tr,corrected and 
the parameter values α and β as input data the gas consumption related to space heating, Qsh, 
can be calculated.  
Figure 6.16(a) shows how the gas consumption data have been corrected in House 15 for one 
example day (the 19
th
 of February 2014). The peak of gas consumption between 11:00 and 
13:30 which is not related to space heating has been removed. The gas consumption data 
during the morning time-period that the heating is on remain the same as the original gas data 
as there was no indication of mixed gas usage. However, in the afternoon and evening space 
heating time-period the gas consumption is slightly corrected from the original data, showing 
that part of the gas consumption during these hours was used for other purposes. Figure 
6.16(b) shows another example of gas data correction for House 15 for a different day (the 
19
th
 of March 2014). In this case a more obvious instance of gas data correction can be seen 
in the afternoon and evening space heating time-period, with a significant peak of gas 
consumption being reduced. The gas data at this point is calculated to match the need for 
space heating reducing the gas consumption peak from 13.18kW down to 5.31kW. This 
implies that 7.87kW of gas consumption served for purposes other than space heating. 
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(a) 
 
(b) 
 
Figure 6.16 The original gas consumption data, Qh, the corrected gas consumption data and the time-
stamps for which corrections occurred for House 15 for for the 19
th
 of February (a) and the 19
th
 of March 
(b) 
Figure 6.17 shows the original gas consumption data (x axis) against the gas consumption 
data for space heating (y axis). All values across the diagonal of the graph are gas 
consumption data that maintained their original values. All points beneath the diagonal relate 
to data that had to be completely removed (data falling along the x axis) or data that needed 
to be reduced.  
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Figure 6.17 Original and corrected for space heating gas consumption data as calculated using the 
calibrated linear model for House 15 
 
6.6.2 Quantifying space heating and other end use gas consumption 
Gas consumption has now been divided into space heating and other end uses. Results from 
all 11 houses are shown here. Figure 6.18 presents the profile plots of average gas 
consumption for each half hour period for space heating and other purposes in kWh for all 
houses. Across most houses a pattern can be identified in the gas consumed for space heating 
with most of the space heating taking place in the morning and in the evening. In four houses 
7, 10, 18 and 19 space heating seems to be in use throughout the daytime. In one house, 
House 4, space heating is used only in the evening.  In the example House 15, gas ranging 
between 1.3kWh and 2.3kWh per half-hourly interval is being used for space heating during 
two discrete time-periods, early in the morning and in the afternoon and evening. No distinct 
pattern can be identified in the gas consumed for other purposes. In House 15 gas for other 
purposes is being used throughout the day with a constant magnitude of about 0.13kWh 
during nighttime and increased demand of up to 0.55kWh during daytime.  
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Figure 6.18 Daily average gas consumption for space heating and other purposes for all houses 
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Table 6.8 summarises the daily average and 8-week time-period total gas consumption 
categorised into space heating and other purposes for all houses in decreasing order of total 
gas consumption. The daily average gas consumption for space heating ranges between 
24.75kWh and 103.19kWh whereas the daily average gas consumption for other purposes 
ranges between 5.48kWh and 23.01kWh. The gas consumption used for space heating seems 
to be proportional to the total gas consumption, whereas the gas consumption serving for 
other purposes ranges independently from the total gas consumption. This approach could be 
very useful in understanding Smart Meter gas data and providing more detailed insights into 
space heating energy demand in homes. 
Table 6.8 Gas consumption for the 8-week time period in all houses 
House  
Daily average 
total gas use for 
space heating 
and other 
purposes 
(kWh) 
Space heating Other purposes 
Daily average  
(kWh) 
Percentage of total 
% 
Daily average  
(kWh) 
Percentage of total 
% 
9 112.58 103.19 91.66% 9.39 8.34% 
10 104.02 81.01 77.88% 23.01 22.12% 
18 98.95 87.12 88.04% 11.83 11.96% 
4 90.35 81.41 90.11% 8.94 9.89% 
17 82.55 67.60 81.89% 14.95 18.11% 
13 78.36 60.70 77.46% 17.66 22.54% 
19 70.32 53.77 76.46% 16.55 23.54% 
8 69.67 59.11 84.84% 10.56 15.16% 
7 66.03 54.30 82.23% 11.73 17.77% 
11 38.89 33.41 85.92% 5.48 14.08% 
15 32.55 24.75 76.03% 7.80 23.97% 
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6.7 Chapter summary 
In this chapter a data-driven Lumped Parameter thermal model has been explored linking the 
radiator surface temperature to the whole-house gas consumption using operational data 
collected from a real house. In Section 6.2 the Lumped Parameter model developed in the 
methodology Section 3.8 was presented and in Section 6.3 the expected model parameter 
values were calculated.  
In Section 6.4 the whole-house gas consumption data, consisting of gas used for space 
heating as well as other purposes, have been used to drive the model. Due to the end uses for 
gas consumption, the model fit was inadequate, under-predicting when space heating was on 
and over-predicting when gas was used for other purposes.   
In Section 6.5 a critical examination of different thresholds to remove the time-stamps for 
which the model over-predicted during calibration showed that a threshold of 1
o
C could 
provide the best model fit (e.g. in House 15, RMSE of 2.08
o
C, of 2.64
o
C lower than the initial 
model fit). The threshold values of 0
o
C and up to 2
o
C provided the models with the best fit 
(in terms of RMSE) in all houses. The parameter estimates of the model have been checked 
from a physical perspective. Both parameter values (α and β) were calculated close to the 
expected parameter values but for the most part outside the expected range of values. This 
deviation from the expected parameter values was attributed to the significant assumptions 
made on the heating system geometry (e.g. radiator thickness and materials).  
Finally, in Section 6.6 the model was used to select the gas consumption data that are linked 
to space heating only, by correcting the original whole-house gas consumption at the time-
stamps when gas usage for other purposes was identified. The gas consumption for ‘only 
space heating’ and ‘non-space heating’ purposes was quantified. As expected most of the 
total gas consumption served for space heating, with less than ¼ serving for other purposes 
(82.96% and 17.04% of the total gas consumption respectively). 
 214 
 
Vanda Dimitriou  Chapter 7 – Discussion 
215 
 
7. DISCUSSION 
7.1 Choice of model structure 
In this thesis, a 2
nd
 order Lumped Parameter model structure for whole-house representation 
and a 1
st
 order Lumped Parameter model for heating system representation were developed 
based on the literature review and the findings of the data analysis Chapter 4. The selected 
models’ adequacy to represent real-life conditions in domestic UK buildings was explored. 
However, based on findings from the literature review and the results of the analysis a 
number of different model structures could have been selected instead. In this section, a 
discussion takes place on possible alternatives to the selected models.  
7.1.1 Alternative model architectures for whole-house representation 
For the purposes of the whole-house representation, a three-node 2
nd
 order model was used 
with two model outputs, the internal air temperature, Ti,pred, and the building envelope 
temperature, Te,pred. Two deterministic differential equations were used as the mathematical 
representation of the model. In Section 2.4.2 possible alternative models have been identified 
differing from the selected model in terms of order (i.e. more detailed representation of the 
buildings’ elements including the use of a higher number of nodes for each element), input 
variables and stochasticity.  
A higher model order, i.e. one that includes additional time constants, could be used for a 
more detailed representation of the building. This could mean the use of additional nodes to 
separate the building in zones, the building envelope in its subparts (e.g. roof, slab and 
external wall) and/or the use of multiple nodes to represent each of the building envelope 
subparts (e.g. a two-node representation for the walls). In this study each house was seen as a 
single space and a single node was used to represent all the rooms by using an average of the 
individual rooms’ internal air temperatures. Although high collinearity has been identified 
between the air temperatures of the main rooms of the building, a separation could be made 
between the heated and non-heated rooms of the same house. In typical UK domestic 
buildings the internal air temperature throughout the building is controlled by one thermostat. 
However, some rooms have significantly different heating patterns as they remain unheated 
(due to isolated radiators) or present significant differences in the Thermostatic Radiator 
Valve (TRV) settings. Some examples identified through this study are the attic rooms, utility 
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rooms and hallways with significantly different temperatures than the rest of the rooms (e.g. 
living room and bedrooms). On the other hand, by adding nodes for separate representation of 
the individual parts of the building envelope more insights into the element’s thermal 
performance could be achieved.  As an example, the poor thermal performance of an 
uninsulated roof is not easily identifiable when the roof is lumped together with the wall, but 
could be highlighted if a separate node was used. By using separate nodes, the identification 
of the weakest and strongest, in terms of energy performance, building elements could be 
enabled. Finally, the multi-node representation of each of the building elements can increase 
the accuracy of the model. The two-node representation of a wall in particular has been 
established as a more adequate modelling method than using just one-node (Gouda et al, 
2002, Ramallo-Gonzalez et al., 2013 and Underwood, 2014).  
In this thesis, the indoor room air temperature, the gas consumption, the electricity 
consumption, the external air temperature and the solar radiation have been used as the input 
variables to the model. However, in other cases a different set of input variables could be 
used. One example is the cooling loads which have a dominant effect on the building’s 
thermal conditions in buildings of hotter climates. Another example relates to occupancy. 
Both the sensible and latent heat gains resulting from the activity level of the occupants 
inside the building could be incorporated in the model as additional heat gains.  
The third model alternative architecture relates to whether the model output can be fully 
determined by the parameter values and the initial conditions set (deterministic model) or if 
an error should be expected (stochastic model). In this thesis the deterministic approach was 
selected. Using the deterministic approach an exact relationship between the model variables 
is assumed. This enables testing of ‘what if’ hypotheses, such as the impact on the model 
output of changes in the input variables. However, when using the deterministic approach 
errors in the operational data (i.e. measurement errors) and in the model structure, are not 
accounted for. These errors are taken into consideration by the stochastic approach. The 
stochastic models allow for a random error in the model output that represents the inherent 
error due to the selected model architecture and the error in measurements (e.g. due to sensor 
limitations). One of the main applications of stochastic Lumped Parameter models is when an 
appropriate model architecture needs to be identified out of a number of potential model 
structures (Bacher and Madsen, 2011).  
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7.1.2 Alternative model architectures for the heating system 
For the representation of the heating system a two-node 1
st
 order Lumped Parameter model 
was used. The two main characteristics of the selected model were; 1) the model was linear; 
and 2) the model represented both the convective and radiative heat transfer using the 
assumption of the same temperature of room air and room surfaces.  
In Chapter 2, different model architectures were identified for the radiator heat output. In the 
end of Section 2.4.3 the models were separated into models using the radiator exponent, n, 
and to linear models. The selected model architecture in this thesis was the linear model. This 
selection was justified by the need to implement reverse modelling to calculate the gas 
consumption related only to space heating through the radiators and separate it from gas used 
for other purposes e.g. cooking and DHW. However, a model that includes the radiator 
exponent n could potentially provide a better fit of the predicted radiator surface temperature 
to the measured surface temperature, especially during the times that heating is off and the 
radiator temperature slowly decreases to achieve thermodynamic balance with its surrounding 
environment.    
Another separation observed in the reviewed models of Section 2.4.3 related to the treatment 
of convective heat transfer, radiative heat transfer or both. Most models accounted for both 
mechanisms of heat transfer, convective and radiative. However, different methodologies 
were used. The majority of models included a separate term for the convective and a separate 
term for the radiative heat transfer. This method can ensure increased accuracy for the 
modelling, but requires more input data to be known in advance, such as the room surface 
temperatures, implying additional costs for monitoring. In one case, both convective and 
radiative heat transfer were considered by assuming equal temperatures of room air and room 
surfaces. This was the selected method in this thesis as it deferred the need to measure the 
room surface temperatures in the occupied houses which could lead to additional strain for 
the participating households. Another advantage of using the assumption of same room air 
and surface temperatures is that, in the future, the room air temperature will be readily 
available through Smart Home equipment. Surface temperatures will most likely not be 
captured using these technologies. This makes the selected model implementable in a wider 
range of possible applications for which only mainstream measurements are accessible (as is 
the case of the Smart Homes).   
Vanda Dimitriou  Chapter 7 – Discussion 
218 
 
7.1.3 Incorporation of the heating system model with the whole-house model 
In this thesis two separate models have been developed, one to represent the whole house 
heat transfer processes and one for the heating system representation and in particular for 
linking the radiator surface temperature with the whole-house gas consumption. Although 
each model can be (and has been) used as a standalone model for exploring individual aspects 
of the house, the two models can also be linked together to form an integrated model 
representing both the building envelope and central heating system.  Examples of such 
models already exist but usually are very detailed requiring a large number of measurements 
of the heating system to be collected (e.g. water flows in various locations of the heating 
system). A simplified version, such as the coupled model of whole-house and heating system 
of this thesis, could expand the applicability in the cases that minimum interventions for 
monitoring are allowed (e.g. real life occupied houses).  
7.2 Applications for the models 
7.2.1 The whole-house model as is 
Possible applications of the whole-house model developed in this thesis are: prediction of 
future indoor air temperature values of the existing building as is for assessment of thermal 
comfort; assessment of impact of retrofit measures on thermal comfort; assuming ideal loads 
system and constant indoor air temperatures, assessment of impact of retrofit measures on gas 
consumption; populating libraries with the model variables’ statistical metrics and parameter 
values that can be used for benchmarking purposes; and exploration of neighbourhood 
scenarios using models of multiple buildings to assess the impact of wide scale retrofitting. 
The main model output is the predicted indoor air temperature. Once the training operational 
data are retrieved and the parameter values calculated, the model could be used to predict 
future indoor air temperatures for the building under different conditions, determined by the 
input variables of external air temperature, solar gains, gas consumption and electricity 
consumption. By varying the model input variables, one or more at a time, the indoor air 
temperature could be calculated and used to assess the building’s adequacy in regards to 
thermal comfort levels for different scenarios of external weather conditions and energy 
consumption. The results could then be used to determine the need for retrofitting and to 
inform retrofit decision making processes.  
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The previous application was looking into how the developed model for the existing house as 
is can be used by maintaining the model parameter values and varying the input variables. In 
this second application, the model parameters are modified accordingly to represent retrofit 
measures. One such example could be the modification of the window area for which solar 
gains are accounted for to model the use of shading devices. Another example could be the 
modification of the resistance and capacitance values of the building envelope to model the 
addition of external insulation. The impact on thermal comfort for the occupants could then 
be assessed using the resulting indoor air temperature time series.  
The main model output is the indoor air temperature. However, it has been shown using the 
heating system model that by reversing the modelling process the indoor air temperature can 
be used as an input to the model so that one of the model variables can be calculated as the 
model output. This could be the case for the whole house model as well, by using the 
assumption of ideal loads heating system and constant indoor air temperature to calculate the 
resulting gas consumption for different indoor air temperature setpoints. The assumption of 
ideal loads disregards the natural fluctuations of temperature occurring due to the heavy 
dependence of indoor air temperature to the gas input and enables the creation of a time series 
of constant indoor air temperatures that could be used as an input variable to the model. The 
gas consumption required to maintain the constant air temperature could then be explored for 
both the basecase model (existing house as is) or after applying retrofit measures (as 
explained in the previous paragraphs). 
There is increasing need due to Governmental policies and regulations to achieve buildings 
with good energy performance. To determine what is considered as good energy performance 
comparison with best practices of similar buildings is required (benchmarking). Relevant 
sources at National, European and International level are available. Once Smart Meter and 
Smart Home data become available, the whole house model presented in this thesis (or 
similar) could be used to populate the benchmark libraries with additional information of the 
model input variables and model parameters. By doing this the expected thermal properties of 
a particular building type could be readily available. The most influencing variables in terms 
of thermal comfort and energy consumption could then more easily be identified and inform 
retrofitting actions.  
On a higher level, the model proposed in this thesis (or similar) due to its simplified character 
and fast development implied, could be used for simultaneous modelling of multiple 
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buildings. By using multiple models modelling at a neighbourhood scale could be performed. 
This action alone could help identify locations where the need for applying wider scale 
retrofitting, including the implementation of renewable solutions and district heating, is 
increased. The local communities could inform their strategies and prioritise accordingly to 
address neighbourhoods with greater potential for improvements first.  
7.2.2 The heating system model as is 
As shown in Section 6.6 the heating system model presented in this thesis can be used to 
separate gas consumption used for space heating through the radiators from the total house 
gas consumption at the meter level. The UK Government’s Smart Meter rollout requires all 
English, Welsh and Scottish homes to be equipped with a Smart Meter by the end of 2020. 
Gas consumption data at the meter level will be available for all homes soon. Depending on 
the availability of radiator surface temperature data, the heating system model could be used 
to separate gas usage into end use. Heating practices in homes could be further explored and 
the gas usage explained in more detail. Additional monitoring of Domestic Hot water, 
cooking and other activities involving gas usage could enable the complete gas 
disaggregation.  
7.2.3 The coupled model 
In addition to the applications of Sections 7.2.1 and 7.2.2, possible applications of the 
coupled whole house and heating system model include exploration of impact of TRV 
settings on gas consumption and assessment of impact of heating system retrofitting. 
The incorporation of the radiator surface temperature in the whole house model provides the 
possibility to assess the impact of changes in the radiator surface temperature on the indoor 
air temperature or gas consumption. By linking the radiator surface temperatures to TRV 
settings changes in the TRV settings can be simulated. This way the effect of a change in the 
TRV setting in particular radiators could be represented by a change in the whole house 
average radiator surface temperature and the resulting model outputs assessed.  
Another possible application of the coupled model is the exploration of the impact of 
improvements in the heating system can have on thermal comfort and energy consumption. 
Changes in the boiler efficiency and the installation of new radiators could be represented by 
adjusting the constants β and α respectively.   
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7.3 Challenges in data collection 
For the purposes of this thesis operational data were collected through the REFIT project. 
The REFIT field study focused on real-life occupied households. In this section, the main 
challenges encountered during data collection are discussed.  
7.3.1 The monitoring limitations 
To monitor air temperature Hobo loggers U12 and Pendants were deployed one in each room. 
The aim was to capture room air temperatures across the houses. However, due to cost 
implications in the larger houses some secondary spaces (e.g. corridors) had to be excluded 
from monitoring. All efforts have been made by the research team to place the sensors in 
appropriate positions i.e. away from direct heat gains, on a head-high level and away from the 
occupants’ sight to avoid interference. In real-life occupied houses achieving adequate sensor 
placement can be difficult due to the requirement of reduced obstruction to the occupants 
whilst reducing the chance of data loss. In some rare cases the air temperature sensors had to 
be placed at a higher level than the recommended head-high level to secure uninterrupted 
data capture. Similarly in the case of iButton sensors, due to cost implications only one 
sensor per radiator could be provided. To ensure uninterrupted monitoring, the sensors had to 
be placed at the back face of the radiators. The heat exchange plates mounted at the back 
surface of the single surface radiators and the close proximity to the wall limited the available 
surface for sensor placement which, in some cases, had to be placed much closer to the top of 
the radiator and further away from the optimum positioning (middle to top part at the centre 
of the radiator). Placing the iButton sensors at the front face of the radiator could potentially 
provide more representative measurements of the average radiator surface temperature. 
However, to ensure the participating households’ satisfaction and continuous involvement in 
the project and to minimise the risk of data loss the back surface of the radiators was selected. 
In some cases, due to health and safety risks and the chocking hazard implied by the size of 
the iButton sensors, iButtons were not placed in rooms where toddlers could potentially be 
left unattended (e.g. bedrooms and playrooms). 
The Hobo sensors are accurate to ± 0.53°C between 0° to 50°C and have a response time of 
10-minutes in an airflow of 2 m/s (ONSET, 2012). A deviation of ± 0.53°C in measurements 
that range between 8.6°C and 32.6°C can lead to a significant percentile deviation of 6.16% 
and 1.63% respectively. For the purposes of this thesis and the model development, in order 
to minimise the model complexity, the sensors were assumed to provide accurate 
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measurements of air temperature. The deviation has been taken into account when critically 
assessing the model fit to the measured operational data. The iButton sensors had an accuracy 
of 0.5°C and an operating range of -40°C to +85°C which made them ideal for radiator 
monitoring. Similarly to the Hobo sensors the iButtons were assumed to provide accurate 
measurements of radiator surface for the purposes of the model development. The response 
time for the iButtons is 130s which was considered acceptable when compared to the half-
hourly interval used for monitoring (7.22% for the 1800s time interval used).  For the 
purposes of this thesis all measurements were considered accurate. However, in data-driven 
modelling both the descriptive and predictive potential of the model depends heavily on the 
quality of the data used. This is humoristically referred to in the literature as the 
‘GarbageInGarbageOut’ problem. Methods have been developed for assessing the resulting 
error from the model calibration (e.g. work done by Bacher and Madsen, 2011) and future 
work could expand on the exploration of errors from real-life buildings.  
7.3.2 Gaps in data 
Some of the most significant data gaps in the dataset used in this thesis were found in the 
whole house electricity data. Failure in the electricity logging mechanism, lead to a 
significant loss of data throughout the 8-week time-period under study.  Daily profiles of 
electricity consumption based on the available electricity consumption dataset during the 
available time-periods of the REFIT datasets were used to provide the electricity inputs to the 
model. The significant assumption was that the replacement of electricity data based on daily 
profiles had minor impact on the thermal model development. In the results Chapter 5 that 
proved to be an acceptable assumption as the heat gains to the internal air node due to 
electricity consumption presented the lowest magnitude when compared to the other variables 
related to heat gains i.e. gas consumption and solar gains. However, the electricity 
consumption is one of the main variables of the model and future work could explore the 
model’s adequacy for a time-period when actual electricity data for the specific houses are 
available.  
In three of the houses gaps in the gas consumption data were identified (in House 4 a gap of 
three days, in House 9 a gap of four days and in House 10 a gap of four days) but no action 
was taken to infer the missing data. In Chapter 5, unlike the electricity data, the gas 
consumption data proved to be one of the most influencing factors in terms of contributing 
heat gains to the indoor air node. Any attempt to fill in the gaps could undermine the 
meaningfulness of the modelling results. Since the gas null data were not replaced less data-
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points were used for the calibration of the two houses. The assumption was that despite the 
lower number of data-points the statistical metrics and in particular the RMSE values were 
comparable with the rest of the houses that used the full 8-week dataset. 
7.4 Chapter summary 
This chapter provided a discussion on three main subjects: the model architecture; the 
possible applications for the selected models; and the main limitations of this thesis.  
In Section 7.1 the reasoning behind the selection of the models was recapped and alternative 
model architectures for the whole house and the heating system representation were 
proposed. A coupled, more comprehensive, model of the two selected models of this thesis 
could expand the applicability in the cases that minimum interventions for monitoring are 
acceptable. One such example is a real life occupied Smart Home. 
Section 7.2 discussed possible applications of the whole house, the heating system and the 
coupled models. Possible applications ranged from simple assessment of the existing 
building’s performance and support for retrofit decision making to wide scale retrofitting on a 
neighbourhood level and informing Governmental strategies and policies.  
In the last Section 7.3 the main challenges in data collection were discussed. The focus was 
on challenges related to monitoring and the resulting gaps in data due to constraints 
encountered in real life households.   
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8. CONCLUSIONS 
 
The aim of this thesis was to investigate the potential of performance-based modelling 
techniques for existing UK domestic buildings, based on the Lumped Parameter thermal 
modelling technique, and the use of measured operational data to inform the model building. 
To this end, a survey of 20 UK homes in the REFIT project (REFIT, 2016) has been 
conducted. Sensors have been placed in each home and several data streams have been 
collected including individual room air temperature data, radiator surface temperature data 
and gas consumption at the meter level data. The collected data have been checked and a 
sample of 11 houses has been selected for the purposes of this thesis. The monitored 
operational data have been cleaned and analysed. The relationships between the different 
variables have been studied, in order to inform the structure and choice of inputs for 
performance-based Lumped Parameter modelling. Two Lumped Parameter models have been 
developed; one for whole house representation; and one for heating system representation. 
Both models have been checked in terms of model fit to the measured data to explore the 
applicability of the modelling method in real life domestic buildings using mainly 
mainstream operational data. The resulting model parameters have been compared to their 
expected values calculated using the building survey data and textbook methods to explore 
the descriptive potential of the two Lumped Parameter models.  A possible application of the 
heating system model to identify the proportion of total gas consumption related to space 
heating has been explored.  
This final chapter lists the main conclusions from Chapters 3, 4, 5 and 6, provides 
recommendations to stakeholders, explains the contribution to knowledge, describes the main 
limitations of this work and provides suggestions for future research.  
8.1 Main conclusions 
The main conclusions of this work can be broken down into four categories; i) those related 
to the literature review findings; ii) those related to the operational data, their adequacy for 
use in modelling and the role of data analysis in informing model structures; ii) those related 
to how well Lumped Parameter Models represent real-life existing UK domestic buildings; 
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iii) those related to how well Lumped Parameter Models describe typical central heating 
systems of UK domestic buildings. 
8.1.1 Literature review 
In Chapter 3, thermal modelling techniques have been reviewed and categorised. The focus 
has been on the case of existing buildings. Current practice in performance-based Lumped 
Parameter modelling has been reviewed, both at whole-house and at a central heating system 
level. The main conclusions and the related objectives are; 
(Objective 1; Review of the state of the art in performance-based modelling 
techniques) 
 Data-driven or grey-box methods are the most promising modelling technique in 
the field of existing buildings. 
Thermal modelling techniques have been categorised in dynamic, steady-state, 
‘white-box’ (forward), ‘black-box’ and ‘grey-box’ (inverse) methods. The 
applicability of each modelling method proved to depend mainly on building 
information and operational data availability. In order to use operational data from in-
home sensors whilst enabling the interpretation of the modelling results in physical 
terms grey-box methods proved more adequate.   
 
(Objective 2; Identification of the current practice in performance-based Lumped 
Parameter modelling) 
 Low-order Lumped Parameter models are the current practice for whole house 
and heating system representation. 
Review of applications of the Lumped Parameter Modelling Technique for whole-
building representation focused on the model structure selected in the past and on 
findings regarding the adequacy of the technique in representing the building 
structure. The same was repeated for the heating system and in particular the radiator 
representation using the Lumped Parameter modelling technique. Two-time-constant 
(second order) Lumped parameter models with four to six parameters are frequently 
being used for whole house representation. For the heating system representation both 
convective and radiative heat transfer mechanisms are taken into consideration using 
low-order (usually first order) Lumped Parameter models.  
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8.1.2 Operational data 
In Chapter 4 five types of measured data (weather data, individual room air temperatures, 
radiator surface temperatures, gas meter readings and electricity meter readings) of a 8-week 
time period during the 2014 heating season, from the 1
st
 of February until the 28
th
 of March, 
have been presented and described. Transformation of the data into whole house averages has 
also been explored. The suitability of the data to be used as model variables has been 
assessed. The relationships between the different variables have been studied in order to 
inform the structure and choice of inputs of the models of Chapters 5 and 6.      
(Objective 3; Exploration of the type, amount and quality of data coming from in-home 
sensors and the relationships between them) 
 The operational data both at a room by room level and at a whole-house level 
proved adequate for further analyses and use in modelling.  
The internal air temperature data and the radiator surface temperature data both at a 
room by room level and at a whole-house level did not present any significant 
outliers. The sensors used (HOBO U12s, HOBO Pendants and iButtons) proved 
robust and reliable and no data gaps resulted from sensor malfunctioning. During 
calibration of a sample of sensors the sensor measurement error was found in close 
agreement to the manufacturer’s specification. As the electricity consumption data 
were missing for the time-period under study, the daily profile using the total 2-year 
REFIT dataset had to be used to fill in the gaps. In three cases gaps in the gas 
consumption data were identified (in House 4 a gap of three days, in House 9 a gap of 
four days and in House 10 a gap of four days) but no action was taken to infer the 
missing data. Gas consumption proved to be one of the most influencing factors in 
terms of contributing heat gains to the indoor air node in Chapter 5. Inferring the 
missing gas data could have undermined the meaningfulness of the modelling results. 
In these three cases that gas measurements presented gaps (Houses 4, 9 and 10), the 
Lumped Parameter modelling technique was not affected by the data gaps as 
calibration of the models excluded the time-periods of missing data. The campus 
weather data used in this thesis were compared to measured data from official and 
trustworthy sources. No outliers or missing data have been identified and the quality 
of the data was deemed adequate for use in modelling. 
 Whole-house averages of indoor room air temperatures are able to represent the 
main rooms of the house adequately (including the bathrooms, living rooms and 
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main bedrooms). However, they are not appropriate for representing less heated 
rooms such as utility, storage and attic rooms.  
When comparing different room types with the average across all houses high 
Pearson’s correlation coefficient values in the main room types were identified (0.98 
in the bathrooms, 0.97 in the main bedroom and 0.94 in the living room). However, 
the average temperature failed to represent temperatures of rooms that are less heated 
(e.g. utility, storage and attic rooms). These areas present a much higher difference 
from the whole house average mean value (a minimum of -29.7% in the attic rooms) 
and a Pearson’s correlation value of 0.62 (in the utility rooms). The low correlations 
between room types and the average temperature could indicate the need for these 
rooms to be represented individually. In House 15 a relatively low correlation (0.79) 
was calculated between the living room and the whole-house average of indoor air 
temperature. This was thought to be due to the existence of secondary heating (wood 
burner) in the living room of House 15. This is interesting as living room air 
temperatures are often measured as a proxy for the whole-house air temperature.  
 Whole-house averages of radiator surface temperatures are able to adequately 
represent radiators that are in use. 
In the case of the radiator surface temperatures very high correlation was identified 
between individual rooms and the whole-house average (r>0.9) and between different 
room types (living room, kitchen, bathroom and bedrooms 1 and 2) and the average 
temperature across all houses. On the other hand, the usually unheated utility, storage, 
playroom and attic room radiators could more safely be modelled separately from the 
rest of the room types.  
 Individual representation of the house’s main rooms and radiators in use in the 
same model can prove challenging due to very high correlations. 
The very high correlations between air temperatures of different room types (e.g. 
r=0.95 between living room and kitchen air temperatures, r=0.94 between bathrooms 
and main bedrooms, r=0.95 between kitchen and dining rooms) suggest that any 
attempt to individually model the specified room types in the same model could prove 
challenging. The same applies to the radiator surface temperatures, especially for 
those radiators that are in use (e.g. r=0.97 between living room and kitchen radiator 
surface temperatures, r=0.98 between bathrooms and main bedrooms, r=0.89 between 
kitchen and dining rooms).  
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 Assumptions on gas and electricity use in different houses should be made with 
caution as these can vary significantly in terms of both amount of energy used 
and patterns of use. 
In terms of gas and electricity consumption the data were not significantly correlated 
between the houses. Each house presented consumption of varying magnitudes and 
patterns of usage. The weak relationship between gas consumption from different 
houses suggests that the way gas is being used in different houses is unique in each 
case and any attempts to make generalized assumptions about gas consumption even 
in buildings of very similar type and location could prove very challenging and should 
be critically assessed before being accepted. In most houses, the most significant gas 
and electricity consumption appeared during the evening time-period. 
 The relationships between the operational data should be explored in advance to 
inform the model structure. 
When comparing different variables, the highest correlation values have been 
identified between the whole-house radiator surface temperature (Tr) and the 
difference between the whole-house radiator surface temperature and the whole-house 
indoor room air temperature (Tr-Ti), which had a correlation of 0.99, and between 
external air temperature (Ta) and the difference between the external air temperature 
and the whole-house indoor room air temperature (Ta-Ti) a correlation of 0.90. Special 
attention for multi-collinearity should be paid when including the gas consumption 
variable (Qh) and the difference between the whole-house radiator surface temperature 
and the whole-house indoor room air temperature (Tr-Ti) in the same model. Also, 
including the solar irradiance, gas consumption and electricity consumption variables 
(Qs, Qh and Qe) and the difference between the external air temperature and the 
whole-house indoor room air temperature (Ta-Ti) in one model proved to be a safe 
option with very low potential for multi-collinearity. 
8.1.3 Whole house model 
In Chapter 5 a three-node 2
nd
 order linear model describing the heat dynamics between the 
building internal air temperature Ti, the building envelope temperature Te and the external 
temperature Ta has been explored for whole-house representation. The model fit to the 
measured data and the agreement between the model parameter estimates and the expected 
parameter values from a physical perspective have been assessed. 
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(Objective 4; Development and validation of a Lumped Parameter model for whole-house 
representation and model calibration using operational data) 
 Using constraints for the parameter values during the model calibration to the 
measured data, the resulting model parameters can be realistic and a good 
agreement to the measured data can be achieved. 
When all values were allowed as possible values for the model parameters, using the 
unconstrained OLS parameter estimation technique, a good model fit to the measured 
data across most houses was achieved with the exception of one house (House 10) for 
which the technique failed to produce any results (RMSE ranged between 0.42 in 
House 8 to 1.01 in House 15). However, the parameter values calculated using this 
technique proved to be inconsistent and unrealistic. The calculated parameter values 
using textbook methods and building survey data provided a poorer fit to the 
measured data than the unconstrained method (RMSE ranged between 0.92 in House 
13 and 1.98 in House 10) but still managed to follow the reference data series quite 
closely in most cases. Finally, an improved fit to the reference data has been achieved 
by applying constraints to the possible parameter values, using constrained OLS, and 
varying all parameters apart from the building envelope capacitance and building 
envelope node positioning parameters, Ce and θ. Most parameters deviated slightly 
from the expected values, with the exception of the internal medium capacitance, Ci, 
the window area, Aw and the boiler efficiency, a, that reached the outer limits in order 
to achieve a better fit. On average across the 11 houses, the unconstrained parameter 
estimation resulted in an RMSE of 0.63, the expected parameter values in an RMSE 
of 1.35 and the constrained parameter estimation in an RMSE of 1.03. In terms of 
difference from the mean indoor air temperature across all 11 houses, the numbers are 
-0.55% for the unconstrained, 1.49% for the expected parameters and 0.11% for the 
constrained parameter estimation. In terms of standard deviation from the average 
across all 11 houses, the unconstrained technique resulted in -6.17%, a much more 
significant 41.51% for the expected parameters and 35.53% for the constrained 
technique. 
 The most significant parameters affecting the mean value of internal air 
temperature are the external envelope resistance Re, the non-inertia elements 
(e.g. windows and doors) resistance Ria, the window area for solar gains Aw, 
boiler efficiency a and the infiltration rate ac/h. 
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The resistances Re and Ria, the solar window area Aw, the boiler efficiency a and the 
infiltration rate ac/h influence the output’s mean value significantly. In the case of Re, 
Ria, Aw and a, a decrease in the parameters leads to a decrease in the average mean air 
temperature across the 11 houses. Similarly, an increase in the parameters’ values lead 
to an increase in the mean of the average mean indoor air temperature. The lowest 
decrease in mean indoor air temperature of -26.08% resulted by decreasing Ria by 
75% from its expected value and the maximum increase of 15.50% by using the 
highest boiler efficiency value explored, 0.95. The contrary is seen in the case of 
infiltration rate, where a decrease in the air change rate leads to an increase in the 
mean air temperature across all houses, with the maximum decrease examined during 
parametric analysis of -75% in the original infiltration rate resulting in an increase of 
31.80% in the mean air temperature.  
 The most significant parameter affecting the swing in the internal air 
temperature is the indoor air and internal element heat capacitance Ci. 
The parametric analysis showed that the internal medium capacitance Ci has the 
maximum impact on the internal air temperature swing. A decrease of -75% in the 
expected value of Ci on average across houses resulted in a 190.70% increase in the 
standard deviation. An increase of 75% in the expected value of Ci resulted in a 
decrease of -30.23% in the standard deviation on average across the 11 houses. 
 The least significant parameters in terms of goodness of model fit to the 
measured data are the building envelope heat capacitance Ce and the envelope 
node positioning θ. 
In terms of impact on the model’s output and of model goodness of fit, parameters Ce 
and θ proved to have the least effect when compared to rest of the model parameters. 
The maximum impact of Ce on the resulting RMSE was a 2.57% increase from the 
original RMSE value resulting from a 75% decrease in the expected value of Ce. The 
most significant impact of changes in θ was seen for the highest value explored (θ 
=0.9) as an increase of 6.68% in the original RMSE value.  
8.1.4 Heating system model 
In Chapter 6 a two-node 1
st
 order Lumped Parameter linear model describing the dynamics 
between the total gas consumption, Qh, the radiator surface temperature, Tr and the building 
internal temperature, Ti has been explored for a typical UK domestic central heating system. 
The whole 8-week dataset has been used for model calibration. After assessing the model fit a 
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subset of the dataset has been used to explore the model fit excluding timestamps for which 
gas consumption had been causing temperature overprediction. The model has been applied 
to select the gas consumption data that are linked to space heating only. 
(Objective 5; Development and validation of a Lumped Parameter model for the domestic 
central heating system and model calibration using operational data) 
 The whole-house gas consumption data at the meter level, consisting of gas used 
for space heating as well as other purposes, proved inadequate to drive the 
heating system model.  
Due to the end uses for gas consumption the model under-predicted when space 
heating was on and over-predicted when gas was used for other purposes. This was 
observed clearly in plots against time of radiator surface temperatures as measured 
and as predicted in Houses 7, 9, 13, 15, 17, 18 and 19.  
 A temperature threshold indicating overprediction can be used to remove the 
time-stamps of mixed use gas consumption from the model calibration. 
Different thresholds to remove the time-stamps for which the model over-predicted 
during calibration showed that a threshold of 1
o
C could provide the best model fit 
(e.g. in House 15, RMSE of 2.08
o
C, of 2.64
o
C lower than the initial model fit). The 
threshold values of 0
o
C and up to 2
o
C provided the models with the best fit (in terms 
of RMSE) in all houses.  
 The model parameters are found to be reasonable but using the parameter 
values for assessing the heating system’s physical properties is not 
recommended. 
The parameter estimates of the model have been checked from a physical perspective. 
Both parameter values (α and β) were calculated close to the expected parameter 
values in terms of magnitude of values but only rarely were they in close agreement to 
the expected values. This deviation from the expected parameter values was attributed 
to the significant assumptions made on the heating system geometry (e.g. radiator 
thickness and materials). Due to high collinearity identified in the heating system 
model structure the use of the parameter values for assessment of the heating system 
characteristics is not recommended. 
 The heating system model can be used to quantify gas consumption for different 
end uses. 
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The model was used to select the gas consumption data that are linked to space heating only, 
by correcting the original whole-house gas consumption at the meter level at the time-stamps 
when gas usage for other purposes was identified. The gas consumption used for space 
heating ranged between a daily use of 24.75kWh and 103.19kWh, whereas the gas 
consumption serving for other purposes ranged between 5.48kWh and 23.01kWh. As 
expected most of the total gas consumption served for space heating, with 82.96% of the total 
gas consumption served for space heating and 17.04% serving for other non-space heating 
purposes. 
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8.2 Recommendations to stakeholders 
(Objective 6; Provision of recommendations to stakeholders) 
 To the UK Government, buildings of different types: 
There is increasing need due to Governmental policies and regulations to achieve 
buildings with good energy performance, both in the domestic and the non-domestic 
sector. Future work could expand on the applicability of the methods of this thesis to 
represent buildings of different types. In particular, the existence of Building Energy 
Management Systems in non-domestic buildings implies the availability of detailed 
operational data. This type of data could be used to explore performance-based 
modelling. Future work could also include the exploration of the technique in 
buildings with more predictable occupancy patterns (e.g. office buildings) and thus 
more controllable model inputs.  
 To energy companies, expanding the use of the proposed models on a 
neighbourhood or city scale: 
As discussed, the model proposed in this thesis has been used for simulating one 
building at a time. Future work could explore the potential of using the model (or 
similar) for simultaneous modelling of multiple buildings. Modelling could then be 
expanded on a wider scale (neighbourhood or city scale). This action could be 
beneficial to local communities that could then inform their strategies and prioritise 
accordingly to address neighbourhoods with greater potential for improvements first. 
Using data from the Government’s Smart Meter roll out and from Smart Homes the 
potential arises of using similar models to identify gas consumption by end use and to 
support retrofitting decision making. 
 To building retrofit companies, testing the applicability of the models for retrofit 
assessment:  
In this thesis a discussion has been made on the potential of using the proposed 
models to evaluate retrofit options and control strategies. However, testing different 
retrofit options and control strategies has not been part in this work. This could be 
achieved through the following steps: monitoring the building’s conditions as is for a 
time-period; applying retrofit measures and continue monitoring for a time-period; 
and testing how the model parameters vary for the two different time periods by 
comparing the before and after retrofitting model parameter values.  
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8.3 Contribution to knowledge 
The contribution of this thesis to knowledge is three-fold; 
First, this thesis contributes to the understanding of measured operational data coming from 
in-home sensors and their potential to drive models representing parts or the whole of a 
domestic building. In the past, due to technological limitations a lack of availability of 
operational data existed. As Smart Meters and Smart Home technologies become a reality, 
exploring data from real households becomes more important. Also, this thesis adds a new 
perspective by introducing the radiator surface temperatures as a type of measured 
operational data. The relationships between room air temperatures, radiator surface 
temperatures, meter readings of gas and electricity consumption and weather data have been 
explored in depth to add on the understanding of real-world data. The relevant contribution to 
knowledge has been summarised as the main conclusions of this thesis in Section 8.1.2. 
Second, this thesis tests the well-established Lumped Parameter modelling technique for 
whole-house representation. The originality lies on the use of 11 real life houses for which 
building surveys and operational data have been collected. Given the limitations that a real-
life occupied domestic building implies on the quantity and quality of the known physical 
characteristics and operational data, a new perspective is provided on the applicability of the 
selected modelling technique. The relevant principal conclusions have been listed in Section 
8.1.3. 
Finally, this thesis tests the well-established Lumped Parameter modelling technique for 
heating system representation using the operational data from real life houses and proposes a 
novel method for identifying gas consumption by end use and in particular the gas usage 
related to space heating. The main conclusions have been presented in Section 8.1.4. 
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8.4 Limitations of this study 
8.4.1 The house sample size 
In this thesis a sample of 11 houses was used. The total number of participating houses in the 
REFIT study was 20 houses. Almost half of the complete sample was used due to three 
reasons: the timing of the recruitment of the houses; the requirement for a comprehensive 
dataset of operational data; and the requirement to capture typical UK domestic buildings and 
heating systems. As explained in the methodology Chapter 3, the recruitment of the REFIT 
houses began in August 2013 and ended in February 2014. By the time the last houses were 
recruited the first houses required sensor replacement due to filled up memory. Shortage in 
sensor availability and increased workload of the research team meant that some sensor 
replacement visits to the houses had to be postponed, leaving gaps in the radiator surface 
temperature datasets. As the radiator temperature data were deemed necessary for this thesis, 
houses with such gaps (i.e. Houses 2, 3, 5 and 6) in the radiator surface temperature datasets 
were excluded from the study. Additionally, the last houses to be recruited (Houses 20 and 
21, recruited in mid-February) had a delayed start of operational data monitoring. These two 
houses were also excluded from the house sample under study. Three more houses were 
excluded from the study: House 1 situated in Leicester, due to increased distance from the 
campus weather station; House 12, due to significant gaps in gas consumption data; and 
House 16 due to its two-boiler central heating system and the increased complexity 
introduced. The remaining 11 houses (Houses 4, 7, 8, 9, 10, 11, 13, 15, 17, 18 and 19) were 
deemed an appropriate house sample size for the purposes of this thesis, due to the finer 
resolution of the operational data monitored and the level of detail of information captured 
with the building surveys and floorplans. An exploration of the relationships of the 
operational data and the adequacy of the Lumped Parameter whole-house and radiator-gas 
consumption representation in typical UK domestic dwellings was achieved by using the 11 
house sample. In this thesis, identification of the heating practices based on the operational 
data was not a primary aim. Heating practice identification was only approached to inform on 
the applicability of the modelling technique. Inferences and generalisations of the operational 
data analysis results of this thesis across the domestic sector should proceed with caution.  
Comprehensive work on the heating practices based on the REFIT house sample is being 
published (REFIT, 2016). 
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8.4.2 The time-period under study 
A 8-week time-period of operational data beginning on the 1
st
 of February and ending on the 
28
th
 of March was selected. The main requirement was to capture a characteristic time-period 
of the heating season of 2014.  In the UK, February and March are cold months characterised 
by low external temperatures and usually require the dwellings to be heated to achieve 
thermally comfortable conditions. Based on literature (Section 2.4.2) time-periods of one 
month or less are frequently being used for similar studies. Therefore, the length of 8 weeks 
(almost two months) is considered an appropriate amount of time for model training 
purposes. Using the manageable 8-week time-period, the focus was kept on the detail and 
more in-depth insights on the agreement between model predicted and the actual measured 
data for the specified heating season were achieved (e.g. exploration of daily and half-hourly 
data). Using the selected 8-week time-period it is not possible to comment with certainty on 
the applicability of the Lumped Parameter modelling technique during non-heated seasons or 
when cooling is used. Future work could explore a different or a wider time-period to expand 
on a yearly exploration of the applicability of the technique.  
8.4.3 The time interval used for analysis 
A half-hourly interval for measuring the operational data was selected. The interval was 
imposed by both the operational data sensor memory availability and the need to control the 
number of visits for sensor replacement to minimise intrusion to the participating houses. For 
the most part, the half-hourly time interval of air temperature measurements was able to 
provide appropriate resolution due to the relatively low frequencies of events in the air 
temperature data. The exception here was the opening of designated openings for ventilation 
purposes which could not be easily identified using the half-hourly interval. In the case of the 
radiator surface temperature data, the half-hourly interval was not able to capture as much 
detail due to the higher frequency characterising the changes occurring as excitations were 
caused by the heating system. Also, the chosen time-interval was not suitable for 
straightforward identification of events like cooking and Domestic Hot Water use that usually 
last less than half an hour. For the purposes of this thesis a simplified model for the domestic 
heating system (the radiator-gas consumption model) was explored capturing the radiator 
surface temperature at a single point. For a more detailed exploration of the heating system 
multiple sensors should be deployed, which was considered a non-viable solution for real-life 
occupied domestic buildings. Such studies, using multiple sensors and a very fine resolution 
of data would increase the intrusion to the participating households and would be more 
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applicable in a controllable environment e.g. experiment laboratory. Despite the limitations, 
the half-hourly time interval was able to capture the main heat transfer processes within the 
building system, using dynamic modelling. The use of the half-hourly interval was identified 
as a very common time-interval in the literature review of similar studies (Section 2.4.2). 
8.4.4 Descriptive/predictive/explanatory potential 
In this thesis the predictive ability of the selected model architectures has been assessed using 
real life observations. The focus was also on identifying the descriptive capability of this 
model i.e. the potential of the model in adequately representing the building elements’ 
thermal parameter values. The descriptive potential was assessed by allowing for variation of 
the model parameters and observing if the parameter values remain close to the expected 
values and within the pre-specified uncertainty limits. An example model architecture was 
selected very early on in this thesis. Therefore, the explanatory potential of the model, which 
looks into which model terms should be included in the first place, was addressed only 
through literature review. Future work could include the exploration of alternative model 
architectures, as explained in Section 7.1. 
8.4.5 How much can we trust the resulting parameter values? 
In this thesis the model parameters have been calculated and their suitability in representing 
the building system has been critically assessed through exploration of the agreement of 
predicted and measured operational data. The main limitations of this approach are;: the 
expected parameter values not accounting for material distortion and errors in site practice; 
the determination of the allowable variation of the parameters from their expected values has 
been based only on the three main simulation uncertainties of the model parameters; model 
calibration performed using only one set of measurements; and testing of modelling 
assumptions only in the time domain. 
Textbook methods have been followed for the calculation of the expected model parameter 
values. No corrections have been applied to account for the degradation of materials and their 
thermal properties that occur with time in existing buildings. In addition, the errors in site 
practice and their impact on the element’s thermal properties (e.g. due to thermal bridging) 
were disregarded when calculating the expected parameter values. This was assumed 
acceptable as the expected parameter values served as a guide and variation of the model 
parameters around these values was allowed.  
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The model parameter values were allowed to vary around their base values depending only 
on the three main sources of uncertainty in simulation as identified by McDonald (2002). 
Other reasons for deviation from the expected parameter values, such as material distortion as 
discussed previously, have not been taken into consideration. In some cased the problem of 
local optima was presented, with parameter values reaching the acceptable limits and not 
being able to reach their true optimum. In order to explore the tendency of the parameters to 
reach their true optimum a wider range of acceptable values could be allowed for by 
widening the limits when required during the constrained OLS.  
The parameter estimation was based on only one measurement. In the case of the whole 
house model two measurements could have been used had the building envelope temperature 
been monitored. Doing this would improve the modelling accuracy. Here the main objective 
is the agreement between modelled results and sensed data. Future work could also include 
multi-objective calibration. Other objectives might be minimisation of the changes of the 
parameters for the given building, minimisation of changes to the most sensitive parameters 
and/or maximal use of traditional for calibration parameters. 
The main focus has been on the agreement between measured data and model predictions. 
Further testing could be performed by testing the residuals of the model, i.e. the measured 
minus the predicted. Testing of the statistical independence of the errors by calculating the 
residual autocorrelation and by calculating the residuals’ variance could provide information 
on whether an additional model term is missing and inform the development of alternative 
model architectures. Normal probability plots of the residuals could be used to test for the 
assumption of normality during modelling.  
  
Vanda Dimitriou  Chapter 8 – Conclusions 
240 
 
8.5 Recommendations for further work 
This work aimed to explore operational data collected from real life domestic buildings in the 
UK and assess the potential of performance based Lumped Parameter models in representing 
the whole-house and its central heating system. Through pursuing this aim a number of key 
findings have been made and there are also areas where data collection, analysis and 
modelling techniques could be improved in future studies.  Proposed areas for further work 
include; 
 More detailed monitoring of the radiator surface temperature, through 
deployment of multiple sensors on the radiator surface or by using a thermal 
camera.  
For the purposes of this study, due to cost and sensor deployment implications, only 
one single spot measurement of the radiator surface temperature was made. The 
experiment presented in Section 3.4.3 showed that at least two measurements would 
be required to achieve a more representative capture of the average radiator 
temperature due to the lack of uniformity in the radiator surface temperature, 
especially during the heating up and cooling down time periods. In addition, the exact 
positioning of the sensor depended on the circumstances of each radiator and in 
particular the possibility to attach the sensor at one of the suggested points based on 
the existence of a heat exchanger at the back of the radiator or other obstacles. It 
should be noted that for participants to continue in the research it is advisable not to 
place sensors on full view. No correction was applied to the measurements to account 
for the deviation from the average radiator temperature.  
 Exploring the operational data and models’ adequacy in different time-periods. 
A 8-week time period during the 2014 heating season has been used in this thesis. As 
discussed, it is suggested that the exploration of both the adequacy of the operational 
data and the modelling adequacy is repeated in a different or wider time-period to 
expand on a yearly exploration of the applicability of the techniques of this thesis. 
Exploration of a non-heating time-period (e.g. summer) would also be recommended. 
 Further testing and guidance on calculating Ci.  
The internal medium capacitance Ci model term proved to be of great significance in 
terms of impact on the indoor air temperature during the parametric analysis of 
Section 5.6.1. However, little guidance is provided as to what exactly should be 
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included when calculating Ci. Further work could expand on identifying methods for 
calculating Ci to include the internal air and internal medium and also account for 
furniture and other parameters that may be influencing the internal thermal mass in 
domestic buildings 
 Exploring alternative model structures for whole-house representation. 
As already discussed a three-node 2
nd
 order model was selected with two model 
outputs, the internal air temperature, Ti,pred, and the building envelope temperature, 
Te,pred. Suggested alternative models could include a different model order (i.e. more 
detailed representation of the buildings’ elements including the use of a higher 
number of nodes for each element), different or additional input variables and 
introduction of stochasticity in the model. Additional work could also explore how 
ventilation strategies could be represented using a Lumped Parameter modelling 
technique, the monitoring required to achieve so and the additional model terms 
implied. .  
 Exploring alternative model structures for coupled whole-house and heating 
system representation. 
As discussed previously a separate two-node 1
st
 order Lumped Parameter model was 
used for heating system representation. Future work could expand on coupling the 
heating system model with the whole-house model. Doing so would enable the 
exploration of the impact of TRV settings on gas consumption and assessment of 
possible retrofitting actions for the heating system. 
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APPENDIX A 
A.1 General information regarding the REFIT houses used in this thesis  
In this Appendix in Tables A-1.1 to A-1.7 construction information used for all REFIT 
houses in this thesis are shown. 
Table A-1.1 Age band and construction information regarding the REFIT houses used in this thesis 
 
House 
name 
 
House type 
Age band Construction type Insulation 
Main Extension Main Extension External wall Roof 
4 Detached 1850-1899 1996-2002 Solid wall Cavity wall Yes 300mm 
7 Detached 1965-1974 - Cavity wall - Yes 50mm 
8 Detached 1965-1974 - Cavity wall - Yes 300mm 
9 Detached 1919-1944 post 2002 Solid wall Cavity wall 
Yes in 
extension 
50mm 
10 Detached 1919-1944 not known Solid wall Cavity wall - 100mm 
11 Detached 1945-1964 - Cavity wall - Yes 200mm 
13 Detached post 2002 - Cavity wall - Yes 300mm 
15 Semi-detached 1965-1974 - Cavity wall - Yes 300mm 
17 Detached 1945-1964 - Cavity wall - No 300mm 
18 Detached 1965-1974 - Cavity wall Cavity wall Yes 300mm 
19 Semi-detached 1945-1964 - Cavity wall - - 200mm 
Table A-1.2 External cavity wall construction used 
External Cavity Wall 
Element Source λ (W/mK) Length (m) 
Outer surface CIBSE Guide A, Table 3.48 - - 
External brickwork CIBSE Guide A, Table 3.11 0.77 0.105 
Cavity CIBSE Guide A, Table 3.48 - 0.05 
Plywood sheathing CIBSE Guide A, Table 3.47 0.13 0.01 
Timber studding CIBSE Guide A, Table 3.47 0.13 0.089 
Mineral wool CIBSE Guide A, Table 3.47 0.042 0.089 
Plasterboard CIBSE Guide A, Table 3.47 0.21 0.0125 
Inner surface CIBSE Guide A, Table 3.48 - - 
Table A-1.3 Solid wall construction used 
Solid wall 
Element Source λ (W/mK) Length (m) 
Outer surface - - - 
220 mm solid brick CIBSE Guide A, Table 3.47 0.56 0.22 
50 mm mineral wool insulation 
between 
battens 
CIBSE Guide A, Table 3.47 0.038 0.05 
12.5 mm plasterboard CIBSE Guide A, Table 3.47 0.21 0.0125 
Inner surface - - - 
 
  
Vanda Dimitriou  Appendices 
256 
 
Table A-1.4 Internal partition wall construction used 
Internal Partition Wall 
Element Source λ (W/mK) Length (m) 
Inner surface CIBSE Guide A, Table 3.48 - - 
Plasterboard CIBSE Guide A, Table 3.47 0.21 0.0125 
Timber studding CIBSE Guide A, Table 3.47 0.13 0.089 
Airspace CIBSE Guide A, Table 3.48 - 0.089 
Plasterboard CIBSE Guide A, Table 3.47 0.21 0.0125 
Inner surface CIBSE Guide A, Table 3.48 - - 
Table A-1.5 First floor slab construction used 
First Floor Slab 
Element Source λ (W/mK) Length (m) 
Inner surface CIBSE Guide A, Table 3.48 - - 
Timber flooring CIBSE Guide A, Table 3.47 0.13 0.019 
Timber joists CIBSE Guide A, Table 3.47 0.13 0.1 
Airspace CIBSE Guide A, Table 3.48 - 0.1 
Plasterboard CIBSE Guide A, Table 3.47 0.21 0.0125 
Inner surface CIBSE Guide A, Table 3.11 - - 
Table A-1.6 Ground floor slab construction used 
Ground floor Slab 
Element Source λ (W/mK) Length (m) 
Inner surface CIBSE Guide A, Table 3.48 - - 
Vinyl flooring CIBSE Guide A, Table 3.47 0.17 0.002 
Timber  CIBSE Guide A, Table 3.47 0.13 0.019 
Extruded polystyrene CIBSE Guide A, Table 3.47 0.035 0.05 
Cast concrete CIBSE Guide A, Table 3.47 1.33 0.15 
Outer surface CIBSE Guide A, Table 3.48 - - 
Table A-1.7 Roof construction used 
Roof 
Element Source λ (W/mK) Length (m) 
Inner surface CIBSE Guide A, Table 3.48 - - 
Plasterboard CIBSE Guide A, Table 3.47 0.21 0.0125 
Timber joists CIBSE Guide A, Table 3.47 0.13 0.1 
Mineral wool CIBSE Guide A, Table 3.47 0.042 0.2 
Roof space CIBSE Guide A, Table 3.47 - - 
Tiling - - - 
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APPENDIX B 
B.1 iButton performance accuracy specifications certificate 
Figure B-1.1 shows an example certificate for iButton accuracy provided by the 
manufacturer.
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(continued) 
 
Figure B-1.1 IButton certificate example 
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APPENDIX C 
C.1 Indoor room air temperature in each house (House 15 excluded) 
Figure C-1.1 presents the internal air temperatures in the rooms of Houses 4, 7, 8, 9, 10, 11, 
13, 17, 18 and 19 that were equipped with a temperature sensor across the 8-week time-
period. The same graph for House 15 has been presented in Section 4.3.1 Figure 4.4. 
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Figure C-1.1 Room air temperatures Ti (
o
C) using the original 30-minute sampling interval for the 8-week 
period of the 2014 heating season for Houses 4, 7, 8, 9,10, 11, 13, 17, 18 and 19 
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C.2 Indoor room air temperature statistical metrics in each house (House 
15 excluded) 
Tables C-2.1 to C-2.10 present statistical metrics of the internal air temperatures in the rooms 
of Houses 4, 7, 8, 9, 10, 11, 13, 17, 18 and 19 across the 8-week time-period. The same table 
for House 15 has been presented in Section 4.3.1 Table 4.1. 
Figure C-2.1 Room air temperatures Ti (
o
C) statistical metrics in House 4 
 House 4  
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for 
all rooms 
17 20.9 13.3 7.6 1.4 - - 
In
d
iv
id
u
al
 r
o
o
m
 3
0
-m
in
u
te
 r
e
ad
in
gs
 Attic 12.7 18.5 9.5 9 1.7 -4.2 -25 
Bathroom 18.4 24.1 14.3 9.9 2 1.5 8.6 
Bathroom 18.6 23.9 14.5 9.4 1.7 1.7 9.9 
Bedroom 1 17.5 21.8 14.1 7.8 1.6 0.5 3.2 
Bedroom 2 15.5 20.2 12 8.2 1.8 -1.5 -8.6 
Bedroom 3 14.8 23.5 10.3 13.2 2.2 -2.2 -12.8 
Bedroom 4 17.8 22.7 14.2 8.5 1.7 0.9 5 
Kitchen 18.4 23.4 15 8.3 1.6 1.5 8.7 
Living 
room 
18.3 23.4 14.8 8.6 1.9 1.4 8.2 
Storage 16 20.9 12.3 8.6 1.7 -0.9 -5.4 
Office 18.3 21.4 14.8 6.6 1.3 1.4 8.2 
 
Figure C-2.2 Room air temperatures Ti (
o
C) statistical metrics in House 7 
 House 7 
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
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Standard 
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from 
average 
Difference 
from 
average 
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o
C) (
o
C)  (%) 
W
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16.8 20.6 11.3 9.3 1.5 - - 
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0
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gs
 
Bathroom 15.9 20.6 11.7 8.8 1.5 -0.9 -5.1 
Bathroom 14 18.1 9.6 8.6 1.5 -2.8 -16.8 
Bedroom 1 17.1 21.5 11.6 9.8 1.6 0.3 1.6 
Bedroom 2 15.8 19.3 10.9 8.3 1.5 -1 -6 
Bedroom 3 15.5 19 10.6 8.4 1.4 -1.3 -7.5 
Conservatory 19.3 42.5 7.6 34.9 6 2.6 15.3 
Kitchen 17.8 21.6 12.8 8.8 1.5 1 6.2 
Landing 17.4 20.3 12.6 7.7 1.4 0.6 3.6 
Living room 18.2 21.6 13.8 7.8 1.3 1.5 8.7 
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Figure C-2.3 Room air temperatures Ti (
o
C) statistical metrics in House 8 
 House 8  
Mean 
(
o
C) 
Maximum 
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Minimum 
(
o
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Difference 
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Bathroom 19.3 23.4 16.2 7.1 1.4 0.6 3 
Bathroom 20.5 24.4 16.9 7.5 1.2 1.8 9.8 
Bedroom 1 16.7 20 13.3 6.8 1.2 -2 -10.6 
Bedroom 2 18.2 20.6 15.5 5.1 1 -0.5 -2.8 
Dining 16 23.3 12.2 11.1 1.8 -2.7 -14.4 
Kitchen 20 23.1 16.9 6.1 1 1.3 7.2 
Landing 20.5 24.5 16.8 7.7 1.3 1.8 9.7 
Living 
room 
17 21.1 13.9 7.2 1.3 -1.7 -9.1 
Office 20.1 27.3 15.8 11.5 1.6 1.4 7.3 
 
Figure C-2.4 Room air temperatures Ti (
o
C) statistical metrics in House 9 
 House 9  
Mean 
(
o
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Maximum 
(
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Bathroom 17.7 23.1 14.1 9.1 1.3 -1 -5.2 
Bedroom 1 19.1 26.4 12.5 13.9 2.3 0.4 1.9 
Bedroom 2 18.5 22.3 15 7.3 1.3 -0.2 -1 
Bedroom 3 21.2 27.9 14.3 13.5 2.3 2.5 13.3 
Dining 19 23.2 14.9 8.3 1.5 0.3 1.5 
Kitchen 19.4 25.6 13.2 12.4 2.4 0.6 3.3 
Living 
room 
18.2 24.4 13 11.3 2 -0.5 -2.7 
Storage 16.6 20.9 12.6 8.3 1.5 -2.1 -11.1 
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Figure C-2.5 Room air temperatures Ti (
o
C) statistical metrics in House 10 
 House 10 
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Bathroom 22.3 25.1 17.8 7.3 1.4 3.7 19.9 
Bedroom 1 15.9 18.7 12.7 6 1 -2.6 -14.2 
Bedroom 2 18.9 21.1 15.6 5.5 1 0.3 1.9 
Bedroom 3 18.1 20.9 13.6 7.3 1.4 -0.5 -2.5 
Dining 17.4 19.4 14.1 5.2 1 -1.2 -6.5 
Kitchen 19.5 22 15.3 6.7 1.4 0.9 5 
Living 
room 
18.2 21.2 14.6 6.6 1.1 -0.3 -1.8 
Playroom 18.3 19.9 15.7 4.2 0.8 -0.3 -1.7 
 
Figure C-2.6 Room air temperatures Ti (
o
C) statistical metrics in House 11 
 House  11  
Mean 
(
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C) 
Maximum 
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Bathroom 15.8 23.8 10.3 13.5 2.7 0.9 5.8 
Bedroom 1 15.8 21.9 10.4 11.4 2 0.9 6 
Bedroom 2 13.7 19.9 10.1 9.8 1.9 -1.2 -8.2 
Bedroom 3 12.6 13.8 10.9 2.9 0.6 -2.4 -15.8 
Dining 14.8 19.5 10.8 8.6 1.8 -0.1 -0.6 
Hallway 15.4 21.1 10.8 10.2 2.3 0.5 3.1 
Kitchen 15.2 18.4 11.2 7.2 1.6 0.3 1.7 
Living 
room 
16 22.5 11.4 11 1.9 1.1 7.4 
Office 16 20.8 10.7 10.1 1.9 1.1 7.5 
Utility 11.8 16 8.6 7.5 1.5 -3.1 -21.1 
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Figure C-2.7 Room air temperatures Ti (
o
C) statistical metrics in House 13 
 House 13 
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Bathroom 19.5 27.9 13 14.9 2.3 0.9 5.1 
Bedroom 1 18 20.9 13 7.9 1.6 -0.6 -3.1 
Bedroom 2 18.6 23.1 14.2 8.9 1.4 0 0.3 
Bedroom 3 18.8 24.1 13.7 10.4 2 0.3 1.6 
Bedroom 4 18.1 24.7 13.8 10.9 1.7 -0.4 -2.3 
Bathroom 19.3 23 14.5 8.5 1.5 0.7 3.9 
Kitchen 18.5 22.1 14.3 7.8 1.5 0 0 
Living room 16.4 24.6 13.4 11.2 1.8 -2.1 -11.6 
Playroom 18 22.4 14.6 7.8 1.4 -0.5 -2.7 
Living room 20.2 23.9 15.5 8.4 1.7 1.7 8.9 
 
 
       
Figure C-2.8 Room air temperatures Ti (
o
C) statistical metrics in House 17 
 House 17  
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for 
all rooms 
17.4 23.7 12.9 10.8 1.8 - - 
In
d
iv
id
u
al
 r
o
o
m
 3
0
-
m
in
u
te
 r
e
ad
in
gs
 Bathroom 17.2 23.6 12.3 11.3 1.9 -0.2 -0.9 
Bedroom 1 16.7 23.5 11.7 11.8 1.8 -0.7 -3.9 
Dining 17.3 22.7 13.6 9.2 1.6 -0.1 -0.7 
Hallway 16.9 24.4 11.5 12.9 2.3 -0.5 -2.9 
Kitchen 17.8 25.6 12.8 12.7 2.3 0.4 2.2 
Living room 17.5 24.7 12.7 12 2.1 0.1 0.7 
Office 18.4 24.1 13.8 10.2 1.7 1 5.6 
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Figure C-2.9 Room air temperatures Ti (
o
C) statistical metrics in House 18 
 House 18  
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for 
all rooms 
21.9 25.6 14.9 10.7 2 - - 
In
d
iv
id
u
al
 r
o
o
m
 3
0
-
m
in
u
te
 r
e
ad
in
gs
 
Bathroom 24 32.6 14.3 18.2 3.1 2.1 9.7 
Bedroom 1 20.5 23.3 13.1 10.2 1.9 -1.4 -6.5 
Bedroom 2 22.1 27.4 15.5 11.9 2 0.3 1.2 
Bedroom 3 21.3 28.3 14.9 13.4 2.3 -0.6 -2.8 
Dining 22.1 26.3 15.5 10.8 2.1 0.2 1.1 
Kitchen 22.7 27.6 16 11.5 2.1 0.8 3.7 
Living room 21.1 26.8 13.4 13.4 2.6 -0.7 -3.4 
Office 21.2 24 14.6 9.4 1.8 -0.6 -3 
 
Figure C-2.10 Room air temperatures Ti (
o
C) statistical metrics in House 19 
 House 19  
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for 
all rooms 
19.1 20.6 16.3 4.3 0.7 - - 
In
d
iv
id
u
al
 r
o
o
m
 3
0
-m
in
u
te
 
re
ad
in
gs
 
Bathroom 19.4 23.4 16.4 7 1 0.3 1.5 
Bedroom 1 18.7 20.7 16.3 4.4 0.7 -0.4 -1.8 
Bedroom 2 19.6 21.4 17.5 3.9 0.6 0.6 2.9 
Bedroom 3 17.3 20.4 14 6.4 1.2 -1.8 -9.5 
Hallway 18.6 20.9 15.5 5.4 1 -0.5 -2.7 
Kitchen 19.3 22.3 15.7 6.6 1.1 0.3 1.4 
Landing 19.6 21.3 16.9 4.4 0.7 0.5 2.8 
Living room 20 24 16.8 7.2 1 0.9 4.8 
Music room 19.2 21.3 15.6 5.7 0.9 0.1 0.7 
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C.3 Radiator surface temperature in each house (House 15 excluded) 
Figure C-3.1 presents the radiator surface temperatures in Houses 4, 7, 8, 9, 10, 11, 13, 17, 18 
and 19 across the 8-week time-period. The same graph for House 15 has been presented in 
Section 4.4.1 Figure 4.11.  
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Figure C-3.1 Radiator surface temperatures Tr (
o
C) using the original 30-minute sampling interval for the 
8-week period of the 2014 heating season for Houses 4, 7, 8, 9,10, 11, 13, 17, 18 and 19 
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C.4 Radiator surface temperature statistical metrics in each house (House 
15 excluded) 
Tables C-4.1 to C-4.10 present statistical metrics of the radiator surface temperatures in the 
rooms of Houses 4, 7, 8, 9, 10, 11, 13, 17, 18 and 19 across the 8-week time-period. The 
same table for House 15 has been presented in Section 4.4.1 Table 4.3. 
Figure C-4.1 Radiator surface temperatures Tr (
o
C) statistical metrics in House 4 
 House 4  Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
22.36 44.13 14.20 29.93 8.33 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 
H4 Attic- i22 12.31 16.61 9.09 7.52 1.65 -10.05 -44.96 
H4 Bathroom(Bed 
2)- i18 
27.79 66.93 14.55 52.38 15.44 5.43 24.27 
H4 
Bathroom(Study)- 
i16 
29.11 79.12 15.12 64.00 16.49 6.75 30.18 
H4 Bed 1- i19 27.10 62.47 15.65 46.82 14.01 4.74 21.19 
H4 Bed 3- i14 15.14 64.87 10.52 54.35 3.56 -7.22 -32.27 
H4 Bed 4- i12 22.97 57.52 14.56 42.95 10.84 0.61 2.73 
H4 Downstairs 
hallway- i4 
26.00 62.43 14.59 47.84 14.17 3.64 16.27 
H4 Downstairs 
hallway- i5 
17.60 22.60 14.08 8.52 1.61 -4.76 -21.30 
H4 Entrance- i8 26.36 60.98 14.65 46.33 13.38 4.00 17.88 
H4 Entrance- i9 17.06 21.04 14.03 7.01 1.46 -5.29 -23.68 
H4 Kitchen- i6 25.69 57.45 14.59 42.86 12.51 3.33 14.88 
H4 Landing(Bed 
2)- i17 
24.42 50.53 15.10 35.42 9.94 2.06 9.20 
H4 Landing(Bed 
3)- i15 
18.58 22.60 15.09 7.51 1.47 -3.78 -16.89 
H4 
Landing(Study)- 
i13 
25.90 59.51 15.10 44.41 12.57 3.54 15.84 
H4 Living room- 
i1 
16.95 22.62 13.61 9.01 2.00 -5.41 -24.18 
H4 Shower room- 
i10 
27.93 73.97 13.61 60.35 18.12 5.58 24.94 
H4 Storage room- 
i3 
23.21 45.59 14.62 30.97 9.06 0.85 3.82 
H4 Study- i11 23.29 58.04 14.11 43.93 10.00 0.93 4.16 
H4 Utility- i7 17.42 19.60 15.09 4.51 0.83 -4.94 -22.09 
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Figure C-4.2 Radiator surface temperatures Tr (
o
C) statistical metrics in House 7 
 House  7  
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
26.91 55.14 12.94 42.20 10.71 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 H7 Entrance 
hallway - ibutton4 
25.73 54.98 12.08 42.90 10.62 -1.18 -4.37 
H7 Kitchen - 
ibutton1 
30.28 61.98 14.09 47.90 12.65 3.38 12.55 
H7 Living room - 
ibutton2 
28.81 64.04 13.64 50.40 12.25 1.91 7.09 
H7 Living room - 
ibutton3 
28.75 59.51 13.59 45.91 12.11 1.84 6.84 
H7 WC - ibutton5 22.29 41.08 12.08 29.00 7.23 -4.62 -17.16 
H7 Bathroom - 
ibutton6 
27.24 55.52 13.58 41.94 10.70 0.33 1.24 
H7 Bed1 - ibutton7 26.75 60.43 12.58 47.85 10.33 -0.16 -0.58 
H7 Bed2 - ibutton8 26.67 55.54 12.14 43.40 10.80 -0.23 -0.87 
H7 Bed3 - ibutton9 25.64 61.03 11.65 49.39 10.88 -1.27 -4.72 
 
Figure C-4.3 Radiator surface temperatures Tr (
o
C) statistical metrics in House 8 
 House  8  
Mean 
(
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for 
all radiators 
24.22 42.85 15.51 27.34 7.64 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 H8 Entrance 
hallway - i3 
32.63 65.93 15.63 50.31 18.66 8.41 34.73 
H8 Living 
room - i1 
28.58 59.97 15.59 44.38 15.09 4.37 18.03 
H8 Dining 
room - i2 
23.80 56.98 11.58 45.40 13.32 -0.42 -1.74 
H8 Wet room 
- i4 
22.89 52.53 17.11 35.41 7.02 -1.33 -5.49 
H8 Landing - 
i6 
30.20 59.06 17.17 41.89 11.82 5.98 24.69 
H8 Bathroom 
- i7 
19.44 22.63 16.13 6.50 1.12 -4.78 -19.72 
H8 Bed 1 - i5 18.38 37.09 12.09 25.00 2.92 -5.84 -24.12 
H8 Bed 2 - i8 19.55 41.08 14.09 26.99 4.78 -4.66 -19.26 
H8 Office - i9 22.49 40.64 16.66 23.98 4.23 -1.73 -7.13 
Figure C-4.4 Radiator surface temperatures Tr (
o
C) statistical metrics in House 9 
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 House 9  Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
31.24 54.28 13.95 40.32 15.24 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 
H9 Entrance 
hallway - i2 
24.99 42.14 15.16 26.98 8.02 -6.26 -20.03 
H9 Living room- 
i6 
34.60 62.91 14.07 48.84 19.41 3.36 10.75 
H9 Living room 
- i5 
32.76 56.96 15.10 41.86 16.04 1.51 4.85 
H9 Dining room 
- i1 
32.56 59.48 13.09 46.39 18.06 1.32 4.23 
H9 Kitchen- i12 26.22 48.58 11.64 36.95 11.78 -5.02 -16.07 
H9 Utility- i13 31.32 59.43 13.09 46.34 17.48 0.07 0.24 
H9 Bathroom - 
i3 
30.77 54.51 13.59 40.92 15.04 -0.47 -1.51 
H9 Bed2 - i8 33.30 60.49 14.10 46.38 17.71 2.06 6.58 
H9 Storage 
room - i7 
32.37 55.48 14.56 40.92 15.34 1.12 3.60 
H9 WC 
downstairs - i4 
30.03 54.49 15.06 39.43 14.99 -1.22 -3.90 
H9 Bed1 - i9 34.04 61.45 13.14 48.30 17.53 2.80 8.97 
H9 Bed3 - i10 26.15 49.57 13.14 36.43 9.47 -5.10 -16.31 
H9 Ensuite - i11 37.06 67.43 13.63 53.79 19.84 5.81 18.61 
 
Figure C-4.5 Radiator surface temperatures Tr (
o
C) statistical metrics in House 10 
 House 10 Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
31.20 51.69 14.75 36.94 11.33 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 H10 Entrance 
hallway - i5 
28.51 49.51 14.56 34.95 10.39 -2.69 -8.63 
H10 Kitchen - i6 29.58 50.03 13.59 36.44 11.40 -1.63 -5.21 
H10 Kitchen - i7 33.69 57.02 14.14 42.89 13.89 2.48 7.96 
H10 Living room -
i1 
29.23 49.09 13.64 35.44 9.33 -1.97 -6.31 
H10 Living room -
i2 
32.92 57.51 15.08 42.43 12.73 1.72 5.51 
H10 Playroom -i3 30.99 48.13 15.16 32.96 9.70 -0.21 -0.68 
H10 Playroom -i4 35.37 60.49 16.11 44.38 12.58 4.17 13.36 
H10 Bath -i8 30.53 52.09 15.13 36.96 10.72 -0.67 -2.15 
H10 Bed1 -i9 28.60 51.55 14.09 37.45 10.90 -2.61 -8.36 
H10 Bed2 -i11 34.26 56.52 13.58 42.94 13.62 3.06 9.81 
H10 Bed3 -i10 29.55 53.06 14.16 38.90 11.62 -1.66 -5.30 
 
Vanda Dimitriou  Appendices 
273 
 
Figure C-4.6 Radiator surface temperatures Tr (
o
C) statistical metrics in House 11 
 House 11 Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
18.85 38.81 10.88 27.93 7.30 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 
H11 Entrance 
Hallway - i6 
19.71 47.59 11.62 35.97 9.41 0.86 4.54 
H11 Living room - 
i1 
19.62 45.07 11.08 33.98 8.44 0.77 4.08 
H11 Living room - 
i2 
21.55 52.00 11.07 40.93 10.96 2.70 14.31 
H11 Kitchen - i5 17.07 37.62 11.12 26.51 5.39 -1.79 -9.47 
H11 Dining room - 
i3 
15.71 28.10 11.08 17.03 2.78 -3.14 -16.67 
H11 Dining room - 
i4 
23.85 67.43 11.13 56.30 14.59 4.99 26.49 
H11 WC - i7 21.06 53.00 11.55 41.44 11.11 2.21 11.70 
H11 Bathroom - i8 20.93 58.48 10.58 47.90 12.08 2.08 11.04 
H11 Bed1 - i10 15.75 22.13 10.11 12.02 2.49 -3.10 -16.44 
H11 Bed1 - i9 21.93 54.52 10.63 43.89 11.16 3.08 16.34 
H11 Bed2- i12 14.60 25.62 10.59 15.02 2.10 -4.25 -22.57 
H11 Bed2- i13 15.14 21.68 10.65 11.03 2.19 -3.72 -19.71 
H11 Bed3- i14 13.04 17.04 9.53 7.51 1.71 -5.81 -30.83 
H11 Study - i11 23.98 64.47 10.59 53.89 13.90 5.13 27.19 
 
Figure C-4.7 Radiator surface temperatures Tr (
o
C) statistical metrics in House 13 
 House 13 Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for all radiators 23.88 46.17 14.50 31.67 7.54 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 H13 Living room - i1 17.25 42.57 11.08 31.49 5.86 -6.63 -27.77 
H13 Living room - i2 19.79 57.51 14.09 43.42 8.92 -4.09 -17.11 
H13 Kitchen - i3 28.49 57.53 15.63 41.89 11.69 4.61 19.31 
H13 Sitting room - i4 28.29 56.57 14.70 41.87 12.34 4.41 18.48 
H13 Utility - i6 27.47 64.45 14.10 50.35 14.67 3.60 15.06 
H13 WC groundfloor - i8 25.89 62.51 16.07 46.44 9.72 2.02 8.45 
H13 Landing - i11 22.24 48.05 14.09 33.95 6.93 -1.63 -6.83 
H13 Bathroom 1st floor - 
i12 
28.30 60.97 15.15 45.81 12.27 4.43 18.55 
H13 Bed1 - i9 26.01 54.07 12.65 41.42 11.61 2.13 8.93 
H13 Ensuite to bed1 - i10 23.09 37.55 15.05 22.50 5.68 -0.79 -3.30 
H13 Bed2 - i13 26.92 54.98 13.59 41.40 10.89 3.04 12.73 
H13 Bed4 - i15 17.15 23.14 12.62 10.52 1.83 -6.73 -28.18 
H13 Ensuite to Bed4 - i16 19.50 24.13 14.61 9.51 1.56 -4.37 -18.32 
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Figure C-4.8 Radiator surface temperatures Tr (
o
C) statistical metrics in House 17 
 House 17 Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
25.29 58.93 12.67 46.25 11.77 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-
m
in
u
te
 r
e
ad
in
gs
 
H17 Entrance - i2 27.55 62.47 12.61 49.86 12.97 2.26 8.95 
H17 Dining - i7 24.56 62.00 11.67 50.33 12.79 -0.73 -2.89 
H17 Kitchen - i1 21.27 44.11 13.63 30.48 6.71 -4.01 -15.87 
H17 Living - i5 25.47 63.92 11.61 52.31 13.40 0.18 0.71 
H17 Study- i12 26.25 65.00 12.68 52.31 12.95 0.96 3.78 
H17 Bath- i8 24.39 56.02 12.61 43.41 10.37 -0.90 -3.56 
H17 Bed1- i14 26.67 66.83 12.07 54.76 13.71 1.38 5.46 
H17 Bed2- i10 26.07 58.48 13.09 45.40 11.45 0.78 3.09 
H17 Bed3- i9 25.37 61.45 12.59 48.86 12.50 0.08 0.33 
 
Figure C-4.9 Radiator surface temperatures Tr (
o
C) statistical metrics in House 18 
 House 18 Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
33.16 53.16 14.52 38.64 10.78 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 H18 Entrance 
hallway- i3 
38.18 59.53 14.13 45.40 14.64 5.03 15.16 
H18 Living room- i1 34.76 57.44 13.57 43.87 12.53 1.60 4.84 
H18 Living room- i2 30.71 51.51 13.03 38.48 10.37 -2.45 -7.39 
H18 Dining room - 
i5 
31.95 55.54 15.11 40.43 9.57 -1.21 -3.66 
H18 Kitchen - i6 32.42 55.57 15.19 40.38 11.63 -0.74 -2.23 
H18 WC- i4 34.45 57.01 13.59 43.43 13.63 1.30 3.91 
H18 Study- i7 31.97 50.53 14.60 35.93 9.36 -1.18 -3.57 
H18 Bed1- i9 31.87 55.02 12.10 42.93 11.09 -1.28 -3.88 
H18 Bed2 - i10 32.99 55.52 15.09 40.43 10.21 -0.16 -0.49 
H18 Ensuite- i11 32.61 56.02 16.61 39.41 12.55 -0.55 -1.66 
H18 Bed3- i12 30.94 53.53 14.12 39.41 10.12 -2.22 -6.69 
H18 Bathroom- i8 35.04 60.48 15.10 45.38 11.36 1.88 5.67 
 
  
Vanda Dimitriou  Appendices 
275 
 
Figure C-4.10 Radiator surface temperatures Tr (
o
C) statistical metrics in House 19 
 House 19 Mean (
o
C) 
Maximum 
(
o
C) 
Minimum 
(
o
C) 
Range
 
(
o
C) 
Standard 
deviation 
Difference 
from 
average 
Difference 
from 
average 
(
o
C) (
o
C)  (%) 
W
h
o
le
-
h
o
u
se
 
av
e
ra
ge
 
Average for all 
radiators 
27.46 48.04 16.57 31.47 9.27 - - 
In
d
iv
id
u
al
 r
ad
ia
to
r 
3
0
-m
in
u
te
 r
e
ad
in
gs
 
H19 Entrance - i3 31.31 65.93 15.16 50.77 17.48 3.85 14.04 
H19 Kitchen - i2 32.20 67.37 15.58 51.78 17.47 4.74 17.27 
H19 Living room - 
i1 
28.19 54.55 15.16 39.39 13.38 0.73 2.66 
H19 Music - i4 24.93 53.03 13.61 39.42 10.65 -2.53 -9.20 
H19 
Bathradiator- i8 
22.07 37.63 16.13 21.49 3.87 -5.39 -19.62 
H19 Bathrail- i9 29.69 55.97 17.12 38.85 10.72 2.23 8.13 
H19 Bed1- i5 27.73 49.05 15.09 33.97 8.76 0.27 0.99 
H19 Bed2- i6 27.81 50.51 16.57 33.94 9.42 0.35 1.27 
H19 Bed3- i7 28.93 66.38 15.58 50.79 12.47 1.47 5.36 
H19 rail in boiler 
cupboard- i1 
21.72 59.51 18.65 40.86 2.36 -5.74 -20.90 
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C.5 Gas consumption in each house (House 15 excluded) 
Figure C-5.1 presents the daily cumulative whole-house gas consumption data at the meter 
level for Houses 4, 7, 8, 9, 10, 11, 13, 17, 18 and 19 across the 8-week time-period. The same 
graph for House 15 has been presented in Section 4.5.1 Figure 4.17.  
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Figure C-5.1 Daily cumulative whole-house gas consumption Qh (kWh) using the original 30-minute 
sampling interval for the 8-week period of the 2014 heating season for Houses 4, 7, 8, 9,10, 11, 13, 17, 18 
and 19 
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APPENDIX D 
D.1 Initial conditions and integration time step for stability 
For the estimation of the initial conditions for the external building envelope temperature 
node (Te) model training was not performed, as this would reduce the available time-period 
under study to less than 8-weeks and for simplification of the modelling process. Since the 
building envelope node positioning (θ) was calculated as part of the expected model 
parameter calculation, the initial conditions were calculated in between the internal air 
temperature and the external air temperature weighted by θ assuming that the temperature 
gradient within the wall is linear and the envelope surface temperatures equal to the boundary 
temperatures (Ti and Ta). For this the similarity of triangles in trigonometry was used as 
shown in figure D1.1 and equations 64 and 65 below: 
 
Figure D-1.1 Linear gradient of temperature in an external envelope element 
 
 𝑇𝑖,𝑡0 − 𝑇𝑒,𝑡0
𝑙𝜃
=
 𝑇𝑒,𝑡0 − 𝑇𝑎,𝑡0
𝑙(1 − 𝜃)
 (64) 
Which leads to: 
  𝑇𝑒,𝑡0 = 𝑇𝑖,𝑡0 − 𝜃(𝑇𝑖,𝑡0 − 𝑇𝑎,𝑡0) (65) 
 
To ensure that the stability criteria of a simple numerical integration such as Euler are met, 
the integration time interval must be kept short. The shortest time constant will dictate the 
integration interval required. As a ‘Rule of thumb’ the integration interval should be one-
fourth to one-eighth of the smallest time constant (Kulakowski, Gardner and Shearer, 2007).  
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Table D-1.1 presents the minimum time constant in each of the REFIT houses under study 
and the resulting limits for the time step using the Kulakowski, Gardner and Shearer (2007) 
rule. The 30-minute time step used for integration satisfied the criteria of being less than 1/4
th
 
of the smallest time constant in all houses. When the limit was decreased to 1/8
th
 of the 
smallest time constant, the 30-minute time step continued to satisfy the stability criteria in all 
houses. All houses were able to satisfy both of the criteria for stability and, therefore, the 30-
minute time step was deemed appropriate for integration. 
Table D-1.1 Minimum time constant in each of the REFIT houses under study using the expected 
parameter estimates 
House 
Minimum time 
constant (days) 
Minimum time 
constant (mins) 
1/4
th
 limit
1
 
(mins) 
Is the 30-min 
time step 
lower than 
the 1/4
th
 
limit? 
1/8
th
 limit
1
 
(mins) 
Is the 30-min 
time step 
lower than 
the 1/8
th
 
limit? 
4 4.6 6654 1663 Yes 832 Yes 
7 3.2 4636 1159 Yes 580 Yes 
8 3.2 4613 1153 Yes 577 Yes 
9 0.5 679 170 Yes 85 Yes 
10 0.7 1004 251 Yes 125 Yes 
11 3.0 4251 1063 Yes 531 Yes 
13 4.1 5922 1481 Yes 740 Yes 
15 3.2 4671 1168 Yes 584 Yes 
17 0.8 1096 274 Yes 137 Yes 
18 3.0 4388 1097 Yes 548 Yes 
19 3.0 4357 1089 Yes 545 Yes 
1 
Using the ‘Rule of thumb’ by Kulakowski, Gardner and Shearer (2007) 
 
D.2 OLS for parameter estimation 
In this appendix an example model of House 15 is presented to demonstrate the method used 
for the calculation of the parameter values using the Ordinary Least Squares parameter 
estimation technique as described in section 3.7.8 of the thesis. For this the ‘Solver’ add-in in 
MS Office Excel has been used. 
Figure D-2.1 presents a snapshot of the Excel spreadsheet used for Lumped Parameter 
modelling for the example House 15 focusing on the variables used. There are four input 
variables relating to external air temperature and solar gains, gas and electricity consumption. 
There is also the measured internal air temperature variable which is used to calibrate the 
model. 
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Figure D-2.1 Excel spreadsheet used for Lumped Parameter modelling for the example House 15 – The 
model variables 
Figure D-2.2 presents a snapshot of the Excel spreadsheet used for Lumped Parameter 
modelling for the example House 15 focusing on the model terms calculation. There are six 
terms in the first model equation and two in the second equation. The term calculation starts 
using an estimate for the initial value of Te, the first measurement of Ti and the model 
variable values presented in the previous graph D2-1. 
 
Figure D-2.2 Excel spreadsheet used for lumped parameter modelling for the example House 15 – The 
model terms 
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Figure D-2.3 presents a snapshot of the Excel spreadsheet for the example House 15 focusing 
on the model parameters. The main statistical metric, SSE, which is the minimisation target 
for the OLS technique is shown here. The eight model parameters are used, in conjunction 
with the model variables, for the calculation of the model terms.  
 
Figure D-2.3 Excel spreadsheet used for lumped parameter modelling for the example House 15 – The 
model parameters 
Figure D-2.4 presents a snapshot of Excel showing the ‘Solver’ pop-up window together with 
the selected options. The GRG non-linear methods solving method is chosen, instead of the 
Simplex LP or the Evolutionary, as the optimisation function is non-linear (Walkenbach, 
2013). The local optimum can be identified using this method for non-convex optimisation 
functions. Global optimum values for the model parameters can also be identified using the 
GRG non-linear method when the optimisation function is convex. 
  
Figure D-2.4 The ‘Solver’ pop-up window with selected options 
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APPENDIX E 
E.1 The BSO2014 Conference paper 
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E.2 The IBPC paper 
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E.3 The BS2015 paper 
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