Introduction
The k-SAT problem, a good introduction to which is in 7] , is as follows: Assume that we are given a set of n literals (Boolean variables) fs 1 ; : : : ; s n g. Choosing each time k of these, we create m clauses (conjunctions). The question is to nd an assignment of these variables such that the disjunction of all the clauses is true.
There is a very intriguing observation. De ne P(n; k; m) to be the probability that a k-SAT problem in n literals having m clauses has a solution. Then the limit f(c; k) = lim n!1 P(n; k; nc)
exists for all c > 0. Furthermore, the function f(c; k) is piecewise constant, taking the value 1 for c c (k) and 0 for c > c (k). It has been proved by Goerdt 5] that this situation obtains for k = 2, and that c (2) = 1. Friedgut 4] has shown that for all k there must be a \phase transition" of this sort. here are strong indications that c (3) = 4:25.
In this note we discuss a Markov chain formulation of the k-SAT problem and the properties of the resulting transition matrix. The motivation behind this work is to relate the phase transition in the k-SAT problem to the phenomenon of \cuto " in Markov chains explored by Diaconis and others 1, 2, 3] . In other words, we interpret the phase transition in k-SAT as an O(n) cuto in the approach to the stationary distribution (corresponding to all vertices painted) as n ! 1.
2 Mapping k-SAT onto a vertex painting problem An assignment of the literals can be thought as an integer in the set f0; : : : ; 2 n ?1g or alternatively as a vertex in the unit cube Q n Z n . Obviously, jQ n j = 2 n . The clauses C i , i = 1; : : : ; m can be regarded as functions C i : Q n 7 ! f0; 1g. For each i = 1; : : : ; m de ne S i = fx 2 Q n j C i (x) = 0g:
It easy to see that for k-SAT problem jS i j = 2 n?k for all i, and that there are 2 k C k n such distinct sets.
Furthermore, it is clear that each set S i is an (n ? k)-face of the cube Q n . Hence solving a k-SAT problem in n literals having m clauses is the same as taking an n-cube with white vertices, m times choosing at random an (n ? k)-face and applying, say, black paint to the set of the vertices of that face. Furthermore, the number of solutions of a k-SAT problem is then precisely the cardinality of the set of unpainted vertices.
Clearly, the formulation of k-SAT problem as that of painting (n ? k) faces of an n-cube de nes a Markov process with transition matrix P of size N N, N = 2 2 k C k n . This transition matrix has a structure that can be exploited. Take a state with m painted (n ? k) faces. The probability for remaining in that state after one application of paint is m=(2 k C k n ), while the probability of moving to another state with m painted faces is zero. This simple observation is the key to the theorem formulated below. Actually, there is more structure: every state with m painted faces can be obtained with probability 1=(2 k C k n ) from precisely m states with (m ? 1) painted faces. This observation does not seem to be required in the sequel.
Obviously, N grows incredibly fast with n. Ehrenfest process is, however, strongly lumpable, a situation that can be easily seen not to obtain here.
De ne the set of N-vectors to be those N-vectors that have 1 in any of the locations corresponding to a state with one painted face and zero otherwise. We shall prove below that for an initial state 2 , the Markov chain P is weakly lumpable with respect to a partition of states of size 2 k C k n ? C k n + 1, which for large n is O(n k ). In our discussion of weak lumpability we closely follow Kemeny and Snell 8].
De nition: For a given starting vector a Markov chain with transition matrix P is weakly lumpable with respect to a partition fR 1 ; : : : ; R p g if Probability (f n+1 2 R t j f n 2 R in^ ^f 1 2 R i 1^f 0 2 R i 0 ); that is, the probability that at the (n + 1)-st step the system is in the set R t given that it has the above itinerary, is independent of all the past history except the n-th step.
De ne the restriction of a probability vector to R i , i , to be the probability vector having components proportional to those of in locations corresponding to states of R i and zero otherwise. 
.1 in 8])
The lumped chain is a Markov chain for the initial vector i for all s; t the probability Probability (f 1 2 R t ) is the same for all 2 Y s . This common value is the transition probability for moving to the set R t from the set R s in the lumped process.
In the painting procedure, de ne R m to be the set of all states having exactly m painted (n ? Proof. Let us consider all itineraries ending in one of the non-absorbing states R s . By the nature of the process, each such itinerary having non-zero probability must have length at least s. To the (unique) itinerary of length s corresponds a probability vector 2 Y s . We claim that in fact this is the only vector in Y s . For consider any other itinerary. If it is to end up in in R s in more than s steps, it must have stayed in some of the states R k , k < s for a number of steps. Suppose R j is the rst state where it stays for more than one step. We show that this has no in uence on the iterative procedure (2.1). Thus, j = ( j?1 P) j and j+1 = ( j P) j : However, the structure of the matrix P is such that the above procedure gives us j+1 = j ; since j has only entries corresponding to the states in R j , and the submatrix of P corresponding to R j R j is the diagonal matrix j=(2 k C k n )I jR j j . Hence staying at a state for a number of steps has no in uence on the evolution of the vectors in Y s . Finally, since all states in R 1 are symmetry-related, the probabilities obtained by the above procedure are independent of the choice of 2 . 2
Heuristically, weak lumpability in this case seems to come from the upper-triangularity of the matrix which places severe restrictions on the itineraries and the fact that the entries corresponding to R i have the simple form used above. We summarize our description of the transition matrix of the weakly lumped process as follows: In our opinion, it is the interplay between the simple banded structure of the matrix and the spectral gap (parts (b) and (c) of the above theorem, respectively), that determines the order of the cuto . For corroborating evidence, see 6] Note that the entries in the last column of the lumped matrix form the solution of a problem that is interesting in its own right. We formulate it in terms of the k-SAT problem.
Problem: What is the probability that a k-SAT problem with m clauses in n Boolean variables has a solution, given that a) all clauses are di erent and b) every (m ? 1)-clause subproblem has a solution?
We believe that the construction of Theorem 2.1 will allow us to compute the weakly lumped transition matrix at least for moderately sized n. More precisely, the strategy is rst to use symmetry to (strongly) lump the process, and then to appeal to theorem 2.1. This strategy is demonstrated in the two examples below. We note that the second step is elementary, but that it requires a non-trivial extension to the P olya theory of enumeration to perform the rst reduction.
Example 1. Edge painting of a circuit graph with 6 initially white vertices and edges numbered 1 to 6. Suppose that at each step we pick an edge and colour it and all the vertices incident to it black. We want to understand the statistics of the lumped process. Remark. It is easily seen that if we take a circuit of 3n + 3 vertices, n > 1 and paint sets of consecutive n edges, theorem 2.2 no longer holds; in any case, this is an interesting problem in its own right, which seems feasible, as the group of symmetries, D 3n+6 is much smaller than in the case of Q n .
Example 2. Edge painting of the 3-cube. This is a 2-SAT problem in three variables. Here the rst step can be automated by exhaustively determining all the appropriate symmetry classes. This gives us an 77 77 matrix whose non-zero structure is illustrated in Figure 1 .
It is then straightforward to do the second step. The resulting 10 10 stochastic matrix is T = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 1=12 11=12 :
