Abstract: Several studies have reported a large negative effect of national borders on the volume of trade. We provide new estimates of the border effect for continental Europe using road rather than great circle -or "as-crows-fly" -distance. Road distances for 48 180 European city pairs have been extracted from Bing Maps Routing Services. As our dataset also has information on travel time, we are able to consider costs related to time in addition to those depending on distance. We find that for the same great circle distance and the same city size, the road distance between two cities located in the same country is around 10% shorter than that between cities located in different ones. Travel speed is also higher between cities in the same country. We find that by using measures based on the actual road distance rather than the great circle distance, the negative effect of international borders on goods trade in a standard gravity equation is lowered by around 15%. Time-related trade costs account for an additional 10% reduction in the border effect. Overall these results point to the importance of road networks -and road transport policy in general -to enhance market integration.
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Non-Technical Summary
A large literature has documented a large negative impact of national borders on international trade. Previous studies have used different distance metrics, but virtually all of them were based on the great circle (i.e. geodesic or "as-crows-fly") distance.
In this paper we provide new evidence on the border effect using road rather than great-circle distances. If road connections between cities located in the same country are shorter and/or permit higher speeds than cross-border road links (given the same the same great-circle distance) then great circle distance measures will overestimate internal relative to external transport costs, thus resulting in upward-biased estimates of border effects.
In addition to taking into account trade costs attributable to road distance, we also consider time-related trade costs as our data provide information on travel time. Detailed studies have highlighted the large importance of time in total transport costs. At a general level, lengthy shipping times translate into higher costs because of the need for larger inventories, higher depreciation and changing market conditions. Everything else equal, cross-border road shipments could be characterised by lower speed leading countries to trade less internationally.
Road distances and travel times for bilateral links between 220 continental European cities were sourced from Bing Maps Route Service. We use city-pair road distances and travel time to compute populationweighted within and between countries road and "travel-time" distance. In a second step we estimate traditional gravity equations of bilateral trade flows at the country-industry level using these novel distance measures.
The descriptive analysis for the 48 180 city pairs shows that -given the same great-circle distance -the road distance between two cities located in the same country is around 10% shorter than when they are in different countries. Thus, everything else equal, road networks provide shorter and therefore cheaper connections within countries than between them. Furthermore, travel time (speed) for national road links is around 5% shorter (higher) than for international ones. Overall, this evidence indicates that great-circle distance overestimates national trade costs relative to international ones, potentially overstating border effects.
Bilateral gravity equation estimates using road instead of great-circle distance reduces the border effect by around 15%. The largest border effect is estimated for countries with longer international road connections in comparison with national ones, and for industries whose products are less easily transportable by road. Accounting for travel time lowers the border effect by an additional 10%.
From a policy perspective these findings suggest that improving international road connectivity can significantly enhance European market integration. Simple calculations based on these estimates show that reducing the length of international road links to levels comparable to those of national ones could boost international trade among continental European countries by around 14%. Equalizing the travel speed of international and national trips would result in an overall increase in international trade by about 19%.
Introduction
A large literature has documented a large negative impact of national borders on the volume of trade. McCallum (1995) was the first to provide evidence on this phenomenon. Using data on Canadian provinces and US states, McCallum found that the trade volume among Canadian provinces was more than 20 times larger than that with US states, even after controlling for economic importance and distance. Subsequent studies on North America, Europe or OECD countries, employing improved methodologies, found lower but still sizeable border effects.
Estimates, however, range widely from two to above ten. 1 Previous studies have used different distance metrics, but virtually all of them were based on the great circle (i.e. geodesic or "as-crows-fly") distance. Distances between countries (i.e. external distances) have often been computed using capitals or alternatively the most populous city in each country. The choice of cities is not important when countries are small and/or far from each other (in comparison with their size) or when the country's economic centre is close to the selected city.
However, if these conditions are not met, between-country distances computed in this way may not accurately reflect the actual distance between economic centres. Calculations of internal distance have relied on even rougher approximations, such as taking one quarter of the distance to the nearest trading partner or assigning it a value as a function of the country's area. Head and Mayer (2002; 2010) proposed alternative within-and between-country distance metrics. These are based on the population-weighted average distance between a number of cities in each country. They show that using population-weighted distance measures lowers the border effect significantly with respect to the one estimated using traditional distance measures, as the latter systematically underestimate the internal-to-external distance ratio.
The contribution of this paper is twofold. First, it provides new evidence on the border effect in Europe using road distance rather than great circle distance. Second -in addition to trade costs attributable to geographical distance -we also consider time-related trade costs as our data provide information on travel time. To our knowledge, road distance and travel time measures have not been used before to analyse transport costs.
Systematic differences in road distances relative to the great circle distance between domestic and international road shipments could contribute to explain the large border effects reported in the 1. This means that trade within a country will be two to ten times higher than with other countries of similar size and distance; see e.g. Helliwell (1996; 1997; Wei (1996); Hillberry (2002) ; Evans (2001; 2003) ; Wolf (2000) ; Helliwell and Verdier (2001); Nitsch (2000) ; Head and Mayer (2000) ; Anderson and van Wincoop (2003); de Serres et al., 2001; Chen (2004 Recent studies have emphasised the importance of time for total transport costs. At a general level, lengthy shipping times translate into higher costs because of the need for larger inventories, higher depreciation and changing market conditions (Deardorff, 2001) . Time-related trade costs may thus explain part of the border effect. Everything else equal, road cross-border shipments are characterised by lower speed, because for instance crossing national borders lengthens travel time, so that countries will trade less internationally and more domestically.
Recent empirical evidence confirms the importance of time-related costs for international trade. Close to the spirit of this paper, Combes and Lafourcade (2005) analyse domestic road transport shipments in France. They decompose total road transport costs into distance-and timerelated components and show that time-related trade costs dominate. They account for around 63% of total road transport costs (in 1998) and for slightly less than half of the 38% decline in total road transport costs from 1978 to 1998. Evans and Harrigan (2005) show that products for which delivery time is important will be imported from locations close to final demand. Djankov, Freund and Pham (2010) find that countries with long customs delays experience lower trade volumes, with the largest impact on the most time-sensitive products. Comparing air and sea shipping, Hummels and Shaur (2012) find that customers are willing to pay a substantial premium to shorten delivery time. Their estimates suggest that a day in transit is worth between 0.6 and 2% of the value of the good.
This study is also pertinent to the strand of research examining the trade effect of transport infrastructure. Bougheas et al. (1999) show theoretically and empirically how transport infrastructure impinges positively on the volume of trade by lowering trade costs. However, their empirical results are based on the overall length of the national motorway network and therefore do 2. Border checks were suppressed in the Schengen area since 1999. However, as road networks change only slowly they may still reflect the erstwhile need for them.
3.
International coordination for building and managing infrastructure projects is notoriously difficult.
not distinguish between domestic and international road connectivity. Limao and Venables (2001) found that infrastructure is an important determinant of total transport costs, accounting for up to 60% of them. They use an index that does not allow them to decompose the relative contribution of the different kinds of infrastructure (e.g. roads, railways, telecommunications).
We extracted road distances and travel times for bilateral links between 220 continental European cities. As described in Section 2, we use city-pair road distances and travel time to compute population-weighted within (i.e. internal) and between (i.e. external) countries road and "travel-time" distance. In a second step we estimate gravity equations of bilateral trade flows at the industry level using these novel distance measures. We focus on continental Europe for several reasons. First, road freight is the dominant mode of transport within the EU, accounting for around 75% of total freight traffic, pointing to the importance of road transport costs in the European transport sector. Second, we want to focus on road-only links, avoiding connections that partly rely on sea transport. This restriction relates both to our need to measure road distance correctly, but also due to the fact that we analyse travel time effects too. Third, the lack of compulsory border checks within large parts of Europe removes a possible source of (unobservable) travel time variation.
The descriptive statistics shown in Section 3 for the 48 180 city pairs indicate that great circle distances systematically overestimate the internal-to-external road distance ratio. For the same great circle distance, the road between two cities located in the same country is around 10% shorter than that between cities in different countries. Thus, everything else equal, road networks provide shorter and therefore cheaper connections within countries than between them. Furthermore, travel time (speed) is shorter (higher) for national than international connections. Overall, this evidence indicates that great circle distance overestimates national trade costs relative to international ones, potentially overstating border effects.
The gravity equation estimates reported in Section 4 indeed show that the use of road distances reduces the border effect by around 15%, with some variation across countries and industries. The largest border effect is estimated for countries with longer international road connections in comparison with national ones, and for industries whose products are less easily transportable by road. The inclusion of travel time reduces the border effect by an additional 10%, underlining the importance of time-related trade costs. From a policy perspective these findings suggest that enhancing international road connectivity -rather than simply increasing the length of national road networks -will lead to greater market integration.
Methodology and data
Road distances and travel times were extracted from the Bing Maps Route Service for 22 continental European countries (Table A1 lists the countries). This online service estimates the route (and distance) between any two addresses or coordinates that minimises travel time. 4 The predominance of travel time in terms of transport costs implies that a time minimizing route is likely to provide a good proxy for the cost minimizing route. The data were extracted during October 2012. Cities' coordinates were taken from the World Gazetteer website along with cities' population, which are used as weights. 5 Our set of cities includes the ten most populous cities in each country. We dropped cities on islands, however, to avoid links combining road and sea transport and replaced them with the next mainland city in terms of population. This affects one or two cities in Greece, Italy, Portugal and Spain.
6
The road distance between any two countries (i.e. external distance) is computed as in Head and Mayer (2002; 2010) and Chen (2004) , but unlike them we use road rather than great circle distance:
(1) where i and j index the cities in the origin (o) and destination (d) countries respectively.
Internal distances are computed analogously with o = d. Table A2 reports the internal and external road distances and travel time for the set of countries in our data set. Travel times within and between countries were computed analogously to road distances and are reported in Table A3 .
We use these distance measures to estimate the border effect employing a standard gravity equation. The popularity of the gravity model in international trade can be ascribed to its generality as it is robust to different theoretical specifications (e.g. Anderson and van Wincoop, 2003; Anderson 2010) . Using industry level data for a set of continental European countries, we estimate the canonical gravity model:
4. Note that estimated travel times and distances do not include potential effects from congestion.
5.
Coordinates in World Gazetter refers to "city centre", which most often is defined as the city's administrative centre like the mayor's office.
6.
For Denmark, two of the ten cities are located on the island Sjaelland. While bridge-connections to continental Europe exist, these are typically less cost and time efficient than ferry connections which are the route recommended by Bing Maps. As distance and time on ferry (and delays related to loading and unloading ferries) are not accounted for in our data, international travel times and distances may be slightly underestimated for Denmark.
where X is the value (expressed in common currency) of exports of sector s from the origin (o)
to the destination (d) country, Y os is the total production of sector s in the origin country and Y d is the GDP of the importing country; C od is a vector of bilateral characteristics affecting trade costs, which include a common language and an adjacency dummy (the latter is one if the origin and destination countries are contiguous); ε ods is a classical error term.
The border effect is captured by the coefficient of the dummy variable home, which is one
In this case, the dependent variable measures domestic trade (X oos ). As in previous studies, domestic trade is computed as sector s' total output minus its total exports to the world.
This approach to estimate the border effect using national rather than sub-national (e.g. regional)
trade data was proposed by Wei (1996) and subsequently applied, inter alia, by Evans (2001), Nitsch (2000), Head and Mayer (2000) and Chen (2004) . Figure 1 shows the road and great circle distance (in logarithm) for all 48 810 city pairs in our dataset. On average road distance exceeds the great circle distance by around 29%. 9 The mean hides considerable variation across city pairs, however. For the bottom 5% of city pairs, road routes are less than 14% longer than great circle distance whereas for the top 5% they are more than 51% longer.
Internal and external distance
7.
The common language and adjacency dummies are also set to one when o = d since we assume that languages are shared within countries and countries are assumed to be adjacent to themselves. Setting these dummies to zero when o = d could inflate the border effect as the home dummy would then also capture language and adjacency effects on trade. Wei (1996) and Wolf (2000) adopt the same specification used in this paper whereas Mayer (2002, 2010) and Chen (2004) set these dummies to zero when o = d. Table A1 and not included in the gravity equation estimation are Bulgaria, Lithuania, Latvia, Portugal, and Romania.
The countries listed in
9. This percentage is computed as the log difference between road and great circle distance.
Figure 1. Intercity road and great circle distance in continental Europe
The use of great circle distances as a proxy for transport costs in equation (1) might result in inflated border effects if great circle distances systematically overestimate the internal-to-external distance ratio. To investigate this issue, we regress city-pair road distance (in log) on the great circle distance (in log) and a within-country dummy, which is one if the two cities are located in the same country.
The specification shown in column one of Table 1 suggests that, for the same great circle distance, within-country intercity road links are more than 6% shorter than links between cities in different countries. Column 2 adds the population of departure and arrival cities, as larger cities are likely to have better and more direct road links. The coefficients for cities' size are negative and significant as expected, and the within-country dummy coefficient remains virtually unchanged.
The specification in column three controls for country-level unobservable effects -such as remoteness and topography -by means of origin and destination dummies. In this specification, the difference in road distance between cities located in the same countries and those in different ones rises to around 10%, while the impact of city size roughly doubles. Figure 2 shows country-specific estimates of the within-country dummy. These are estimated by interacting origin country dummies with the within-country dummy, using the specification with origin and destination country fixed effects (Column 3). National road connections are more than 15% shorter than those spanning different countries for the Baltic States, Italy, Greece and Bulgaria but less than 5% shorter for Germany, France and Austria. For Austria the within-country effect is not significant at 5% level. Note: The dependent variable is the log of road distance between two cities; robust clustered standard errors by origindestination country pairs in brackets; ** denotes significant at 1% level, * at 5%.
Figure 2. Country-specific road-distance difference between national and international trips
Note: This figure shows country-specific estimates of the within country dummy using the specification in column three of Table 1 ; the black lines show robust clustered 95% confidence interval. Table 2 reports results on speed differences between national and international road trips obtained regressing travel time on road distance and city populations. The results show that travel time (speed) is around 5% shorter (faster) for national than international trips, ceteris paribus. This speed effect likely reflects higher quality domestic roads, which allow higher travel speeds (see Braconier and Pisu, 2013 for a discussion). For instance, national shipments might take place on motorways for comparatively longer stretches than international ones, as roads that cross borders are less likely to be motorways. Our estimate of the travel time difference is also likely to understate the true difference as we rely on theoretical travel time, which does not account for potential time losses due to delays at national borders. Figure 3 shows country-specific estimates of speed differences between domestic and international road trips. Speed differences are even more heterogeneous across countries than roadlink lengths. For Luxemburg and the Netherlands -and to a lesser extent for the Czech Republicthey are even estimated to be positive and statistically significant, suggesting that the average speed is lower for national than international trips.
Figure 3. Country-specific estimates of the speed difference between national and international trips
Note: This figure shows country specific estimates and the 95% confidence interval of the speed difference between national and international road connections; they are obtained using the specification in Table 2 and interacting the withincountry dummy with origin country dummies.
Overall, the total travel time difference between international and national trips -controlling for great circle distance and city population -is therefore attributable to two factors: the longer road distance that international trips involve -due the "degree of straightness" of the road network -and the lower speed. The descriptive evidence presented above indicates that both straightness and speed might be relevant for explaining the cost differential between domestic and international trade. Table 3 presents estimates of the total travel time difference due to these two factors by regressing travel times on the great circle rather than the road distance. The coefficient estimate of the within country dummy suggests that road trips within national borders take about 14% less time than those crossing them. This value is similar to the sum of the within country dummies shown in Table 1 (column three) and Table 2 , which capture the two effects separately. The country specific estimates of the difference in total travel times between national and international trips are shown Figure 4 . On average, travel time differences are larger than those in Figures 2 and 3 -as they account for both factors mentioned above -and are highly correlated with them. Note: This figure shows country specific estimates and the 95% confidence interval of the total travel time difference between national and international road connections; they are obtained using the specification in Table 3 and interacting the within-country dummy with origin country dummies. 
Estimates of the border effect on trade
The gravity equation (2) was estimated using alternatively the great circle or road distance measures. 10 Results are presented in Table 4 , where columns one and two report the estimates from specifications including industry dummies only. In both specifications, the point estimate of the border effect points to domestic trade being around 5.5 times [=exp(1.7)] higher than international trade, ceteris paribus. The elasticity of industrial production in the origin country and GDP of the destination country are not far from unity, as expected. The adjacency dummy is positive and significant whereas common language is not significant.
Relative prices of goods in the origin and destination countries are other important determinants of international trade, in addition to income and trade costs. These prices are unobserved and they are likely to bias estimates as they depend on trade barriers (Anderson and Wincoop, 2003) . To control for these prices, we adopted the methodology proposed by Feenstra (2002) and included origin and destination dummies interacted with industry fixed effects.
11 Table 4 . Estimation of the average effect: Basic specification 
10.
The border effects were estimated for the 17 countries -out of the total 22 used in the previous section -for which trade and production data are available. Bulgaria, Latvia, Lithuania, Portugal and Romania are excluded.
11.
The inclusion of these dummies prevents the estimation of the coefficient of industrial production and GDP.
After correcting for the bias due to price differences, the border effect estimate obtained using road distance is around 10% smaller than the one estimated with great circle distance (column three and four). As pointed out above, border effect estimates using great circle distance are biased upwards as it tends to overestimate countries' internal-to-external distance ratio. Using road distance yields a lower border effect estimate, which is, however, still sizeable -domestic trade being around 3.7 times (=exp[1.316]) larger than trade across borders. The adjacency effect also drops by about 30%, as this effect stems, at least partly, from mis-measured distances, as underlined by Head and Mayer (2002; 2010) .
Chen (2004) reported heterogeneous border effects for a set of continental European countries.
She found that technical barriers to trade and product-specific information costs are the main determinants of cross-country differences. The different degree of national and international connectivity provided by road networks could also contribute to explain unequal border effects across countries. We investigate this issue by estimating country-specific border effects using the specifications in the last two columns of Table 4 .
Figure 5 depicts country-specific border effects estimated with road distance. 12 The largest border effects are estimated for Estonia and Greece, where domestic trade is more than 13 times higher than what standard gravity equation variables predict. The border effect is lowest (and not significant) for the Netherlands, Belgium and Germany. Smaller countries seem to exhibit larger border effects, although Luxemburg is a notable exception. This is consistent with Anderson and van Wincoop (2003) who argue that small countries should have a larger border effect than large ones, as a small drop in international trade will lead to a comparatively larger domestic-trade increase in the former than in the latter.
The country-specific estimates also provide supportive evidence that estimates based on the great circle distance produce biased estimates of the border effect. Figure 6 shows that the bias of the country-specific estimates of the border effect is bigger the longer international road links are compared with national ones, given the same great circle distance. The difference between the length of national and international road links is measured by the within-country coefficients of the road-length regressions (shown in Figure 2 ). The correlation coefficient with the bias in the border effect is -0.40. Denmark is the only country whose border effect estimated using great circle distance is lower than that using road distance. This can be explained by Denmark's geography as this is the only country in our sample in which maritime transport plays an important role because 12.
The coefficient estimates of the other variables included in the regression, i.e. distance, adjacency and common language, are similar to those shown in column four of Table 2 ; the differences are less than 5%.
of its numerous and relatively populous islands. Thus, for Denmark road distance is likely a less good proxy for the actual costs of national and international transport.
Figure 5. Country specific border effects
Note: This figure shows the point estimates and 95% confidence intervals of country-specific border effects using road distance. The specification in column four of Table 4 was used. The 95% confidence intervals were computed using robust clustered standard errors.
Figure 6. Bias of the border effect using great circle distance and within -versus between-country road length difference
Note: This figure shows the relationship between the bias of the country-specific border effect using great circle distance (y axis) and the country specific within-country dummy (x axis) shown in Figure 2 . The bias of country-specific border effects is computed as the difference between the estimates obtained using great circle distance and those using road distance. Both sets of estimates are based on the specification of the gravity equation that include industry fixed effects interacted with origin and destination dummies. Some of the countries shown in Figure 2 are missing as they were not used in the gravity equation estimation because of unavailable trade data.
Although estimations using the road distance lower the country-specific border effects, the relative size of country-specific border effects remain stable. Road-based distance estimates of the border effect are on average 14% smaller than those based on great circle distance but the rank correlation coefficient between the two sets of estimates is 0.98. Similarly, Chen (2004) found that different distance metrics affect the magnitude of the country-specific border effects but not the ranking of countries. This underlines that the border effect is also driven by factors unrelated to road distance.
Further evidence on the importance of road connectivity for the border effect can be seen from industry-specific estimates. Table 5 reports the estimated border effect separately for each industry.
The gravity equation has been re-estimated by interacting the home dummy with industry dummies.
We also interacted all the other explanatory variables with industry dummies since theory suggests that forcing all industries to have the same distance coefficient will bias the border effect.
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The results in Table 5 show that, when significant, the estimated border effect using the great circle distance is always larger than the one estimated using road distance. The only exception is for electricity, gas, steam and hot water supply, for which the border effect is virtually the same when using either of the two distance metrics. This is probably due to the limited transportability of gasand the non-transportability of the other components -by road. The difference between the two sets of border effect estimates should indeed be less pronounced for those industries whose products cannot be easily transported by road, as their transport costs are only weakly related to the length and quality of road links. That the border effect is unchanged only for electricity and gas is evidence that the lower border effects of the other industries obtained when road distance is used is genuinely related to the different degree of connectivity road networks provide within and between countries.
To further explore how road transportability affects the border effect we computed a transportability index using the Community Flow Survey for the US. This survey records the average length of shipments by a variety of transport modes for different NAICS industries. We considered shipments by trucks only. We matched these industries with the ISIC two-digit industries used in this study and computed a transportability index, as in Head and Mayer (2002; 2010) . The index is computed dividing the length of road-shipments of each industry by the average 13.
The elasticity of trade with respect to any trade barrier -for instance, distance -is given by the elasticity of substitution between foreign and domestic products and the elasticity of trade costs with respect to distance. There is evidence that these two elasticities are different across industries. Broda and Weinstein, (2004) and Imbs and Méjean (2009) show that the elasticity of substitution between domestic and foreign varieties is heterogeneous across product categories and industries whereas the elasticity of trade costs with respect to distance depends on their transportability or value-to-weight ratio. Therefore, for industries with a high elasticity of trade costs relative to distance, the border effect will be biased upward if all industries are forced to have the same distance coefficient as the home dummy will capture some of the distance-related trade costs. Industry specific estimates of the explanatory variables are obtained interacting them with industry dummies. Regressions also include origin and destination fixed effects interacted with industry dummies; robust clustered standard errors in brackets; ** denotes statistical significance at 1%; * at 5%. of all shipments (Table A4 in the Appendix). 14 Thus, the lower the index, the less easily goods can be transported by road. From Table A4 , it is possible to see that the industries with the lowest road transportability index are, unsurprisingly, mining and quarrying, and electricity, gas, steam and hot water supply. For these industries, road shipments' length is only 25% of the overall average. The industry whose goods are most easily transported by road is radio, television and communication equipment, with shipments about 60% longer than the average. Table 6 shows gravity equation estimates obtained when interacting the log of the transportability index with the home dummy. The interaction term is negative and significant, indicating that the border effect is larger for industries characterized by less easily transportable products. According to these estimates the border effect for electricity and gas is around 4. This is remarkably close to the point estimate shown in Table 5 . This shows that domestic trade of electricity and gas products is more than 50 times larger than trade with other countries of similar economic size and proximity. Overall, the correlation between the border effect shown in Table 5 and those that can be computed from Table 6 , using the value of the transportability index for each industry, is 0.34. The confidence interval around point estimates and industry-specific characteristics not captured by the transportability variable -but captured by the industry dummies in Table 5 -might explain this modest correlation coefficient.
We now turn to trade costs due to travel time. We computed within-and between-country distances based on travel time analogously to the road distance metrics. The road and travel-time measures are highly correlated, which prevents us from indentifying their separate effects. Table 7 shows results for the two specifications. The first one uses travel time instead of road distance (column one) while the other uses the first principal component of travel time and road distance to capture the joint impact of the two types of costs (column two).
15
Overall, the results support the hypothesis that time-related costs matter. The point estimate of the border effect using the first principal component of time and road distance (column two) is about 10% lower than the one estimated using road distance only. Thus, accounting for time-and road-distance-
14.
Although the average distance of road shipments for a particular good may not be the same in the US and continental Europe, its transportability relative to other goods -captured the transportability index -is likely to be similar. To match NAICS with ISIC industries we used the correspondence table provided by the United States Census Bureau. The correspondence between the two classifications is not always one to one. Often more than one NAICS industry corresponds to an ISIC industry. In these instances, we took the mean or alternatively the median of the average miles per shipment of the different NAICS industries corresponding to a given ISIC industry. Taking the median or the average makes little difference. The two measures are highly correlated (0.98) and produce similar regression results.
15.
The first principal component explains more than 95% of the variance.
related trade costs lowers the border effect estimates by around 25%, compared with traditional estimates based of great circle distance only. Using travel time reduces the border effect even further (column one) as these estimates capture the effects due to road distance and speed differences between national and international road trips. Still, the border effect does not disappear, with domestic trade being more than three times as large as cross-border trade. The model includes a set of origin-industry and destination-industry fixed effects; transportability refers to the log of the transportability index; robust clustered standard errors in brackets; ** denotes statistical significance at 1%; * at 5% Origin-Industry Destination-Industry Note: The principal component captures the common variation in travel time and road distance; the model includes a set of originindustry and destination-industry fixed effects; robust clustered standard errors in brackets; ** denotes statistical significance at 1%; * at 5%
The estimates presented thus far can be used to provide back-of-the-envelope calculations of the likely impact of improved international road links on international trade. For the 17-country sample used in the gravity equations above, national road links are on average around 8.6% shorter than international links -given the same great circle distance and city populations -while the corresponding difference in total travel times is 10.5%. 16 Based on the estimate of the road distance elasticity of -1.57 (column four of These figures suggest that improving international road networks could significantly enhance European market integration. However, these gains may difficult to achieve, as it is probably unrealistic to expect international road links to provide the same degree of connectivity as national roads. International links are more exposed to geographical barriers (like mountain ranges and rivers) that are difficult and expensive to overcome. On the other hand, it is likely that factors that are amenable to improved policy settings (better cross-country planning or more motorways crossing national borders for instance) could generate more modest and realistic improvements in international road links that would have nonnegligible trade effects.
The impact of improved international road links is likely to differ substantially across industries.
Lower international transport costs are likely to affect industries with high -but not prohibitive -transport costs more than industries facing low transport costs (i.e. characterised by high road transportability). For industries with prohibitive road transport costs (as electricity, gas, steam and hot water supply), marginal changes in those costs may not have any impact. Electricity, gas, steam and hot water supply is indeed the industry with the lowest (in absolute value) -and not significant -road distance elasticity (Table 5) . Based on the industry-specific estimates of the elasticity of road distance shown in Table 5 , trade across countries could increase by between 8% (≈ −8.6% * [−0.914]) -for machinery and equipment n.e.c and motor vehicles -and 30% (≈ −8.6% * [−3.4]) -for coke, refined petroleum products and nuclear fuel (Table 8).   17 16 . The averages 8.6% and 10.5% are computed using the within-country dummy estimates shown in Figure 2 and 4, respectively, considering only the set of countries used in the gravity equation. This excludes Bulgaria, Latvia, Lithuania, Portugal and Romania from the list in Table A1 .
17.
It is worth noting that the mean of these industry-specific effects is 13%, which is close to the 14% increase in international trade at the national level resulting from bringing the road-to-great-circle-distance ratio of international links to the same level as national ones. Table 5 .
Countries suffering from particularly bad international road connections could benefit more from raising the connectivity of international to that of national links. Table 9 shows the potential trade increases for the 17 countries used in the gravity equation associated with making international links as straight as national ones. These estimates are obtained using a common distance elasticity of -1.51 and multiplying it by the country-specific potential improvements in international road links shown in Figure 2 . 18 The largest increment in international trade is found for Estonia, Greece and Italy (above 25%) -as these countries suffer from especially poor international road connections as compared to national ones. It is lowest in Austria, France and Germany (below 3%). It is worth noting that both the industry-level and the countrylevel calculations reported above do not include the extra trade gains that increasing the travel speed of international trips to the same level of national ones could engender. In this respect the results provide a lower bound of potential trade increases.
18. -1.51 is the road distance elasticity obtained in the specification estimating country-specific border effects ( Figure 5 ). This is similar to the elasticity Table 4 column four, reporting a common border effect estimate to all countries. 
Conclusions
This paper investigated the impact of road connectivity on cross-country trade flows in continental
Europe. It provides new evidence on the border effect by focusing on actual internal and cross-country road distances rather than the great circle distance that has been widely used in previous studies. The paper also takes into account time-related trade costs by considering road travel time in addition to road distance.
The analysis shows that the large border effects reported in the literature are partly due to the overestimation of internal trade costs by the great circle distance as compared with external ones. City-pair road distance regressions indicate that road links within countries are about 10% shorter than those crossing national borders. Also, travel speeds are roughly 5% higher for domestic links. Overall, this suggests that internal shipping costs due to both road distance and travel time are lower than what can be inferred from great circle distance.
Gravity equation estimates indicate that replacing the great circle distance measure with road distance reduces the border effect by around 15% on average. The inclusion of travel time reduces the border effect by an additional 10%, underlining the importance of time-related trade costs. Back-of-the-envelope calculations based on gravity equation estimates indicate that reducing the length of international road links to levels comparable to those of national links -given the same great circle distance -could boost international trade among continental European countries by around 14%, thus enhancing market integration significantly. Equalizing the travel speed of international and national trips would take the increase in international trade to 19%. These effects would vary substantially across industries and countries, with the largest increases in international trade taking place for industries with high road transport costs and countries suffering from particularly bad international road links.
From a policy perspective these findings suggest that -despite decades of economic integration, harmonisation and removal of intra-European trade barriers -cross-border road links within continental
Europe are still of lower quality than those within European countries. This has a sizeable impact on crosscountry trade and hampers market integration. A stronger focus on cross-national road infrastructure links therefore seems warranted. Several caveats apply, however. First, the coincidence of national borders and geographic obstacles -in terms of rivers and mountains, for instance -may render international links inherently more costly to build than domestic ones. Compensating fully for such disadvantages with more infrastructure investment may not always be efficient. Second, the results presented in this study only indicate that relative spending on cross-country links in relation to national links should be stepped up, and do not provide evidence on whether investment is too low or too high. Finally, implementation and coordination issues and persistent optimism-bias in cost-benefit analyses (Flyvbjerg, 2009; Short and Kopp, 2005) call for careful evaluation of cross-European road projects. 
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