Heterogeneous macroporous geometries (HMGs) comprise unevenly distributed macropores with depth. A large variety of macropore distributions produce fast water flow and chemical transport that deviate from uniform flow. We analyzed the measured pressure head and outflow in column experiments with a uniform matrix (Exp. I), one central macropore (main bypass) (Exp. II), and HMG (Exp. III) and evaluated the performance of the models HYDRUS-1D and SWAP under these conditions. Two replicate soil columns were prepared with a 62-cm silty loam layer above a 5-cm sandy loam layer. Well-defined infiltration and drainage conditions were applied to top and bottom boundaries, respectively. Pressure head and outflow were measured at short time intervals, and calibration was performed by PEST. Experiment I was conducted to calibrate the matrix parameters and Exp. II to calibrate macropore parameters. In Exp. III, four dead-end macropores were created around the main bypass, and the models were run using the previously calibrated parameters, updating only the macropore geometry parameters. The results indicated that HMGs increased total macropore influx, especially in the internal catchment domain. Interaction between the internal catchment, main bypass, and matrix domains was necessary for explaining the change in cumulative outflow and outflow onset observations. The simulations with both models were accurate for HMG regarding pressure head and outflow. The implicit representation of HMGs by HYDRUS-1D improved outcomes for cumulative outflow, whereas the explicit representation by SWAP improved results for lateral mass transfer. The ability to model the effects of HMGs is essential for environmental and agricultural studies.
Heterogeneous macroporous geometries (HMGs) comprise unevenly distributed macropores with depth. A large variety of macropore distributions produce fast water flow and chemical transport that deviate from uniform flow. We analyzed the measured pressure head and outflow in column experiments with a uniform matrix (Exp. I), one central macropore (main bypass) (Exp. II), and HMG (Exp. III) and evaluated the performance of the models HYDRUS-1D and SWAP under these conditions. Two replicate soil columns were prepared with a 62-cm silty loam layer above a 5-cm sandy loam layer. Well-defined infiltration and drainage conditions were applied to top and bottom boundaries, respectively. Pressure head and outflow were measured at short time intervals, and calibration was performed by PEST. Experiment I was conducted to calibrate the matrix parameters and Exp. II to calibrate macropore parameters. In Exp. III, four dead-end macropores were created around the main bypass, and the models were run using the previously calibrated parameters, updating only the macropore geometry parameters. The results indicated that HMGs increased total macropore influx, especially in the internal catchment domain. Interaction between the internal catchment, main bypass, and matrix domains was necessary for explaining the change in cumulative outflow and outflow onset observations. The simulations with both models were accurate for HMG regarding pressure head and outflow. The implicit representation of HMGs by HYDRUS-1D improved outcomes for cumulative outflow, whereas the explicit representation by SWAP improved results for lateral mass transfer. The ability to model the effects of HMGs is essential for environmental and agricultural studies.
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Agricultural and environmental studies require accurate simulation of water flow and chemical transport under field conditions to generate useful information for scientists and practitioners. However, particular flow and transport phenomena, such as preferential flow, make this challenging. Preferential flow may cause water and solutes to bypass the porous and reactive soil matrix (Gerke, 2006) , thereby reducing crop yield and contaminating surface and groundwater. Preferential flow can be produced by macropores, water repellency, and textural transitions (Tindall et al., 1999) . Macropores were defined by Jarvis (2007) as structural pores (e.g., old roots and earthworm channels) with large diameters (>0.3 mm), high continuity, and low tortuosity. Macropore flow causes marked lateral hydraulic nonequilibrium during vertical flow, and rapid transport to the groundwater and surface water (Jarvis, 2007) . The arrangement of macropores in the soil profile is referred to here as macropore geometry and includes the change in number, inner diameter, and orientation of macropores with depth. Understanding the effect of macropore geometry on water flow and chemical transport is relevant for an accurate description of macropore flow under field conditions.
A homogeneous macropore geometry refers to evenly distributed macropores, whereas a heterogeneous macropore geometry (HMG) refers to unevenly distributed macropores with depth. In both cases, the relative macroporosity (w f ) estimated within the same soil pedon can be equivalent, but its distribution throughout the soil profile is different. An example of a HMG can be found in Nieber and Sidle (2010) , who studied the effect of disconnected macropores on the hydraulic resistance of a bulk soil volume in an inclined soil pedon. Following the macropore geometry classification of Hoogmoed and Bouma (1980) , Van Stiphout et al. (1987) , Hendriks et al. (1999) , Tiktak et al. (2012a) , and Kroes et al. (2017) , macropores that connect the top and bottom boundary are called the main bypass, and macropores that end before the lower boundary are classified as internal catchment. Under agricultural field conditions, macropore geometry is a transient property because plowing can cut macropores. Macropore geometry may tend to "recover" with time due to cracking, drying and wetting cycles, and bio-faunal activity, among other things. Such reestablishment was observed in situ by Williams et al. (2016) , who detected that the tillage effect lasted <3 wk. Among other things, biological activity, evapotranspiration, and expansive clays will promote soil structure and macropore formation in the soil profile. While anecic earthworms can create semi-permanent burrows deep in the profile, endogeic and epigeic earthworms construct shallow burrow systems (Palm et al., 2013) . The uneven distribution of porosity and number of burrows with depth has been described by Schon et al. (2017) considering two levels of abundance and diverse species of earthworms, demonstrating the presence of HMG under field conditions. A higher macropore density is expected in the topsoil layers due to the surface biological activity along with evapotranspiration and soil shrinkage. We should anticipate that HMG is the most common situation under field conditions.
There are currently several different modeling approaches for describing macropore flow. Two physically based methods are mainly used in models for laminar water flow: the Richards equation and the kinematic wave equation (Germann and Beven, 1985) . A comparison of both methods was performed by Alaoui et al. (2003) , who concluded that both approaches described drainage and soil moisture variations relatively well under the conditions of the experiment. The absence of a unifying framework, however, demonstrates that many aspects of macropore flow are not fully understood (Gerke et al., 2010) . Beven and Germann (2013) proposed a multi-process representation combining capillary effects in a heterogeneous soil, the Navier-Stokes equation for macropore flow, and an extension to higher nonlaminar flux rates. The Navier-Stokes approach requires detailed knowledge of macropore geometry and an accurate description of the boundaries between the macropore wall and matrix. Those variables are challenging to obtain for field conditions, and the simulation time is high. Therefore, more straightforward approaches are used here based on the Richards equation.
Relevant model approaches were reviewed by Šimůnek et al. (2003) , most of them using the Richards equation. Gardenäs et al. (2006) used several Richards-equation-based models and concluded that dual-permeability models (DPMs) most accurately simulated the measured dynamics of pesticide leaching under field conditions. Under controlled laboratory conditions, Köhne and Mohanty (2005) also reported excellent performance of DPMs, and Arora et al. (2011) found a better performance of DPMs when the density of macropores was increased. Dualpermeability models partition the soil volume into two coupled pore subdomains for which separate hydraulic conductivity and transport properties are defined (Gerke et al., 2010) . A Richards DPM requires solving the matrix and macropore water flow in both subdomains and coupling them by lateral mass transfer equations (Gerke and van Genuchten, 1993a, 1993b) . The significant difference among these Richards-based DPMs is the macropore conceptualization, especially the macropore geometry.
HYDRUS-1D (Šimůnek et al., 2016) and MACRO v5.2 (Jarvis and Larsbo, 2012) describe the macropore geometry with a unitary main bypass macropore, whereas SWAP (Kroes et al., 2017) uses a multi-domain approach that includes main bypass and internal catchment domains explicitly based on Hendriks et al. (1999) . The three DPM codes have been tested under field conditions (Gardenäs et al., 2006; Scorza et al., 2007; van Schaik et al., 2010; Tiktak et al., 2012a) , and the importance of including an internal catchment was highlighted by Hendriks et al. (1999) and Greco (2002) . It can be said that SWAP describes HMGs explicitly due to the multidomain approach, whereas HYDRUS-1D and MACRO represent HMGs implicitly because they do not differentiate between internal catchment and main bypass. In both cases, the main parameters for describing HMGs should be related to the change in relative macroporosity and lateral mass transfer with depth.
A vital aspect of the simulation of HMGs is related to the mass transfer between the matrix and the macropores. The mass water transfer in the three models mentioned above is described with a first-order approach. This conceptualization was developed to reduce the complexity of two-region transport models (van Genuchten and Wierenga, 1976) . A real meaning for the empirical first-order mass transfer coefficients, along with the use of equivalent aggregates for the conversion of various aggregate geometries, was developed by van Genuchten (1985) and van Genuchten and Dalton (1986) . The physical association developed for the first-order mass transfer parameters is essential because it allows direct parameter estimation from field or laboratory experiments. Similarly, Gerke and van Genuchten (1993b) proposed a derivation for the water transfer coefficient that is used in HYDRUS-1D.
The subject of this research was water flow in soils with HMGs generated by varying only the macropore number with depth. This condition generates a change in the relative macroporosity (w f ) and the effective aggregate length (d ag ) throughout the soil profile. The last parameter (d ag ) is explained in detail in the theoretical framework. Both w f and d ag can be determined under laboratory-controlled conditions using artificial macropores. Artificial macropores in laboratory soil columns allow us to create well-defined HMGs, which is impossible under field conditions. Laboratory experiments allow the setup of the boundaries and initial conditions and the measurement of the pressure head distribution, cumulative outflow, and outflow onset with a high degree of accuracy.
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Models HYDRUS-1D v4.16.0110 and SWAP v4.0.1 were selected because they describe internal catchment implicitly and explicitly, respectively. Our main objectives were: (i) analysis of the measured pressure head and outflow in three experiments: uniform matrix, central macropore, and HMG; and (ii) evaluation of the performance of HYDRUS-1D and SWAP in representing HMGs using a forward simulation of water flow. The accomplishment of the first objective is relevant for understanding the complex process of water infiltration and redistribution in soils with HMGs, especially analyzing the pressure head distribution and cumulative outflow. The achievement of the second objective is vital for the setup of the models for field conditions and for performing future research related to parameterization and reduction of model complexity in soils with a HMG.
Theoretical Framework
A brief introduction of the relevant concepts and equations for describing HMGs is provided in the Supplemental Material for both models. More information about the models can be found in the documentation available in Šimůnek et al. (2016) and Kroes et al. (2017) for HYDRUS-1D and SWAP, respectively. Here we limit ourselves to the description of the effective aggregate length (d ag ), which plays a crucial role in the lateral exchange.
Diffusion length is an essential component of lateral mass transfer equations and is an input parameter for both , Supplemental Material) and SWAP (Eq.
[17], Supplemental Material). In simple terms, the meaning of this length is a bulk distance between macropores and the soil matrix. HYDRUS-1D defines the diffusion path length (d) as the distance from the wall of the macropore to the center of the aggregates, whereas SWAP defines the diameter polygon (d pol ) as the length between the centers of two aggregates separated by a crack. For simplicity, both d and d pol will be expressed as the effective aggregate length (d ag ) ( Fig. 1 ).
In HMG, d ag will change with depth, while it is constant in homogeneous macropore geometry. This auxiliary parameter is directly related to the density of macropores with depth (or change in w f with depth). Therefore, a direct estimation of d ag is possible. Köhne and Mohanty (2005) and Arora et al. (2011) performed this calculation for HYDRUS-1D considering homogeneous macropore geometry. The parameters d, w f , and the shape factor (b) were directly estimated in a uniform soil composed of artificial main bypass macropores under controlled laboratory conditions. The "geometric" determination originated from Eq. [1], which can be derived from Gerke and van Genuchten (1996) and is valid for hollow cylindrical macropores and the cylindrical matrix mantle:
( ) where w f is the relative macropore volume (or macropore area), r m is the radius of the macropore, and r ag is the radius of the cylindrical matrix mantle ( Fig. 1 ). where P mac is the perimeter of the cylindrical macropore (cm), A pol is the polygon area (cm 2 ), and N m is the number of cylindrical macropores in the reference area (or in this case across A pol ), calculated as Both Eq.
[2] and [5] show that knowledge of w f and r m per depth is enough information for a direct determination of d ag in HYDRUS-1D (d) and SWAP (d pol ). In this research, that information was provided from the column setup with artificial cylindrical macropores.
Several model parameters for HYDRUS-1D and SWAP are mentioned below. The meaning of those parameters can be found in the Supplemental Material or the model documentation.
Materials and Methods

Soil Column
Two replicate columns, with an inner diameter of 15 cm and denoted as C1 and C2, were set up under laboratory conditions. The column was of polyvinyl chloride (PVC) with a height of 75.4 cm. A silty loam soil (30% sand, 62% silt, and 8% clay) and a sandy loam (65% sand, 31% silt, and 4% clay) were prepared for filling the columns. The soils were ground, sieved, and mixed with 0.1 kg of water per 1 kg of dry soil. A ceramic plate (Soilmoisture Equipment Corp., 0.1 MPa [1 bar], high flow, 15.24-cm [6-inch] diameter, 1-cm thickness) was installed at the bottom of each column. Five centimeters of sandy loam soil was placed above the ceramic plate, and 62.4 cm of silty loam soil was placed above that. The soil was added in 3-cm increments and pressed manually. Eight centimeters of the empty column was left above the silty loam soil to allow ponded conditions (Fig. 2) . The columns were saturated from the bottom for 3 to 4 wk to release air entrapped during the compaction process.
Artificial macropores were made by pushing 0.3-cm-diameter PVC sticks into the soil from the top. The sticks were left in place for 1 wk before an experiment started, with drying and wetting cycles applied to improve the stability of the pores. Pressure heads were recorded with seven 0.4-cm-diameter mini-tensiometers connected to pressure transducers. These pressure transducers allowed measurements of negative pressure heads to approximately −850 cm. The mini-tensiometers were installed in the matrix 3 cm away from any artificial macropore (Fig. 2, top view ). An offset calibration of the pressure transducers was applied. The depths of the mini-tensiometers were 5.4 (P7_top), 14.9 (P6), 24.5 (P5), 34 (P4), 43.6 (P3), 53.1 (P2), and 59.7 (P1_bot) cm, with zero being the depth at the top of the silty loam soil (Fig. 2) .
Two rainfall fluxes were applied by a mini-rainfall simulator. The rainfall reservoir was weighed before and after each rain event and the duration was recorded. The ponded water was observed after each rain event and early the next day. Outflow was collected in a 1-L flask standing on a scale. The three 1-L flasks were under suction, which was generated by a pump. To reduce the number of times that the pump was triggered, a reservoir of 5 L was used as storage of the suction. The three 1-L flasks were connected to the 5-L flask reservoir and connected to the ceramic plate at the bottom of each column. Suction and pressure head were recorded in a CR1000 Campbell Scientific datalogger every 5 min, and the outflow was recorded every 40 s.
After completion of Exp. III, the soil columns were cut horizontally into 10-cm slices to observe the permanence of the artificial macropores inside the column and other issues like the presence of algae or macropore contact with the tensiometers.
Wind's Evaporation Method
The soil hydraulic matrix parameters were determined by Wind's evaporation method for both the silty and sandy loam soils using a separate set of samples (8 cm high and 10.1 cm in diameter) packed in the same way as the large columns C1 and C2. Four mini-tensiometers were installed at 2-cm intervals and 1 cm away from the top and bottom boundaries. The data were analyzed by inverse modeling using HYDRUS-1D following Šimůnek et al. (1998) , fixing the residual water content to the default value provided by HYDRUS-1D for each texture. Care was taken to ensure that the actual and potential evapotranspiration matched at the end of the optimization in order to have a proper top boundary condition. The derived van Genuchten-Mualem (VGM) parameters were used in the experiments for the soil hydraulic functions of the matrix as initial estimates for the calibration procedure.
Matrix and Macropore Experiments
Three experiments were applied to both columns. The experiments consisted of both infiltration and drainage events. Experiment I was conducted on the uniform matrix to improve the matrix parameters obtained from the evaporation method and correct for differences that may have occurred due to the compaction process. In Exp. II, a central macropore of 0.3 cm was created to a depth of 62.4 cm (just above the sand) in both columns. The parameters related to the macropore geometry in both models were set according to the column setup (see details below). The objective of this experiment was to calibrate macropore parameters that could not be obtained directly from the column setup. In Exp. III, three additional macropores of 0.3-cm diameter were created to a depth of 20 cm, and one additional macropore was created to a depth of 40 cm. Therefore, including the central macropore, five macropores were inside the columns, generating HMG (Fig. 2) . The matrix and macropore parameters were kept fixed to the values from Exp. II, and only the geometrical parameters were updated according to the column setup of Exp. III. The rain rate, suction, and total water applied for all experiments are listed in Table 1 .
The following general conditions applied to all experiments. The soil columns were dried before starting an experiment by applying a pressure head of approximately −450 cm at the bottom of the ceramic plate for 3 d. They were then allowed to "equilibrate" for 4 d without suction and with a plastic cover at the top. The experiments were started by applying water at the top and opening the valves to apply a mild suction at the bottom. The second rain event was applied at about 48 h (Exp. I and II) and 72 h (Exp. III) after the first rain event. Before applying the second rain, both columns were checked to ensure there was no ponding water. The mild suction was maintained until the experiment finished, which was usually 120 h after the first rain. At the end of the experiment, a drying cycle was started, and the same process was repeated for the experiment with the next macropore geometry. Each experiment took approximately 2 wk.
PEST Setup
The Model-Independent Parameter Estimation and Uncertainty Analysis (PEST) package (Doherty, 2015) was used for the inverse procedure for both models. PEST was used in "estimation mode," minimizing the objective function (f) by a Gauss-Marquardt-Levenberg method. The observed data were divided into 10 groups, seven corresponding to the individual tensiometers and three dividing the outflow. This procedure facilitated calculation of the weights because the magnitude of outflow and pressure head were somewhat different. Outflow was divided into three groups outflowini, outflowstart, and outflowend. The first group, outflowini, corresponded to the initial times without outflow (bottom pressure head lower than the threshold) and was set with a weight of zero. Outflowstart was incorporated to capture the initial onset of outflow, which was several orders of magnitude less than the final outflow, and outflowend was included to incorporate the last portion of outflow. Two modules of PEST were used: the derivative-based sensitivity analysis module (SENSAN) and a module that calculated the weights for each observation data group (PWTADJ1). The weights were calculated with the condition that all the observation data groups had the same importance in f. Therefore, every tensiometer (seven observation data groups) and outflow component (two observation data groups) had the same importance after the residual was multiplied by the weight:
where N t is the total number of observations, w i is the weight associated with the ith observation, and r i is the ith residual (difference between model output and measurement). The decision regarding which parameters to calibrate was based on a sensitivity analysis performed by PEST.
Modeling Setup of HYDRUS-1D and SWAP
A flux-type boundary condition was set at the top and a seepage face boundary condition with a negative threshold at the bottom. The threshold corresponded to the average pressure heads presented in Table 1 . Three matrix layers were specified in the models: a 1-cm layer at the top of the soil domain due to some compaction produced by the raindrops, along with the silty and sandy loam soil layers. The definition of matrix and macropore layers can be found in the Supplemental Material. The simulation time for both columns was 4000, 4000, and 5200 min for Exp. I, II, and III, respectively. The initial time steps and space discretization were such that the mass balance error was <0.5%, and the model runs were stable and fast. The initial condition of the soil materials was set as that recorded by the tensiometers and interpolated with depth. The initial condition of the sandy loam was set as a linear interpolation between the lowest tensiometer (59.7 cm) and the pressure head on the ceramic plate.
The above considerations (including PEST setup) apply to both models and all three experiments. Differences between experiments and calibrations are explained next.
Uniform Matrix Experiment (Exp. I)
An atmospheric boundary condition was set in both models, which allowed ponding when the water flux was higher than the infiltration capacity at the soil surface. The maximum height of the ponding layer (HcritS) was set to 4 cm in both models. The calibration of the matrix parameters was performed for both columns using the values obtained from the evaporation method as an initial estimate. The initial values for the compacted top layer in both models were set to those found in the evaporation experiment for the silty loam soil, with only the saturated hydraulic conductivity (K s ) being calibrated in this layer. The pore size distribution (n) and pore connectivity (l) parameters of the VGM equations for the compacted layer were tied to the ones in the silty loam layer (parents) in the inverse procedure. Hence, at the end of the optimization, the compacted top layer and the silty loam layer had the same parameters except for K s . The K s of the top compacted layer and K s , n, and l of the silty loam layer were calibrated in both models.
Central Macropore Experiment (Exp. II)
The central macropore included in the columns changed the model setup compared with Exp. I. Three matrix layers and two macropore layers were considered in both models. The matrix layers were the same as in Exp. I, and the macropore layers corresponded to the silty and sandy loam layers. The top compacted layer shared the macropore parameters with the silty loam layer.
The top boundary condition in HYDRUS-1D was defined by setting the fraction of surface flow flowing into the macropore (q top ) and HcritS equal to zero. The w f value in HYDRUS-1D cannot be modified with depth, and its computation is performed as a weighted average: where j is the number of macropore layers, and L j and w fj represent the length and relative macroporosity of the jth macropore layer.
The sandy layer has no macropore, therefore w f = 0. The diffusion path length (d) parameter was obtained directly using w fj for each macropore layer and then applying Eq.
[2]. Therefore, the value of d changed with depth. The shape factor parameter (b) was computed according to the empirical regression proposed by Gerke and van Genuchten (1996) for hollow cylindrical macropores: where r m is the radius of the cylindrical macropore (cm). The VGM macropore parameters for HYDRUS-1D were set as pure sand and not calibrated. The calibrated parameters in HYDRUS-1D were K s , l, the macropore saturated hydraulic conductivity (K sf ), and the effective hydraulic conductivity of the fracture-matrix interface (K a ). The first two parameters correspond to the silty loam matrix layer and the last two parameters to the silty loam macropore layer.
The flux-type boundary condition for SWAP was the same as in Exp. I. Applying Eq.
[5] with the calculated w f with depth , the parameters d pol,min and d pol,max were computed. The remaining geometrical parameters for SWAP were obtained directly from the column setup, and the central macropore was considered as the main bypass domain. The sorptivity parameters were determined analytically by Parlange approximation (Parlange, 1975) and then calibrated. In SWAP, the calibrated parameters were K s , l, and the empirical parameter for modifying the Parlange analytical solution (S parlange ). The first two parameters correspond to the silty loam matrix layer and the last one to the silty loam macropore layer.
For both models, the value of d ag is not defined when w f = 0 (sandy loam layer). Therefore, in the sandy loam layer without macropores, a high value of d ag was set. No calibration was applied to this layer.
Heterogeneous Macroporous Geometries Experiment (Exp. III)
The boundary conditions were the same as in Exp. II. The matrix and some macropore parameters were kept fixed to the previous calibrated values. The parameters related to macropore geometry and lateral flow were changed in both models corresponding to the inclusion of dead-end macropores.
In HYDRUS-1D, two additional macropore layers were included. Therefore, a total of four macropore layers were used for explaining HMG, three of them in the silty loam soil (at 20-, 40-, and 62.4-cm depths). This modification in HYDRUS-1D allowed a change with depth of the parameters d and b related to the decrease in w f with depth. The parameter w f remained constant throughout the soil profile (Eq. [7]), whereas both d and b were adapted in the four macropore layers to represent HMG.
In SWAP, the following macropore parameters were calculated from the column setup: bottom depth of the A horizon (z ah ), bottom depth of internal catchment (z ic ), bottom depth of static macropores (z st ), w f , proportion of internal catchment (p ic ), a shape parameter (m), symmetry point (S point ), d pol,min , and d pol,max .
The models were run without calibration and the Nash-Sutcliffe model efficiency coefficient (E) and root mean square error (RMSE) were calculated for each observation data group, i.e., the seven tensiometers and outflow (in this case, outflow means outflowstart combined with outflowend):
where T j is the total number of time steps per each observation group, O(z,t i ) and E(z,t i ) are the observation and simulated values at position z and the ith time, respectively, Ō is the average of the observations, and j denotes each observation group. These model efficiency indicators were also used for Exp. I and II.
Results
Wind's Evaporation Method
The results of the Wind's evaporation experiment can be found in Table 2 . All the parameters in Table 2 were estimated by Wind's evaporation method except the residual water content (q r ), which was fixed as explained above. The actual and potential evaporation matched precisely, and the pressure head measurements of the four tensiometers showed good agreement with the simulated values for the silty loam soil and fair agreement with the simulated values for the sandy loam soil (Fig. 3 ).
Mass Balance
The mass balance was computed for each experiment based on measured inflow, outflow, and storage change. The tensiometer data were back-transformed to water amounts with the calibrated VGM parameters obtained from the matrix experiment in the silty loam soil. The storage of the sandy loam soil at the bottom of the columns was calculated using the value at the bottom tensiometer and transforming the reading with the VGM parameters obtained in the evaporation experiment. Each tensiometer was assumed to represent a soil layer (Table 3) .
The mass balance was right for C1. However, C2 showed a deviation of 21 to 26%. After Exp. III, the soil columns were sliced. The macropores were without obstruction inside and seemed stable with depth. The macropores did not touch any of the tensiometers, and no algae or cracks were observed inside the columns. However, a deviation of the main bypass macropore was observed in C2 from the center of the column to the wall (just before P4). The central macropore also deviated in C1 but to a lesser degree, being 3 cm away from the wall at the bottom of the macropore domain. Therefore, further results of C2 are included in the Supplemental Material, and here we present only further results for Column C1.
Experimental Results
Pressure Head Figure 4 shows the measured pressure head profile for the three experiments. The shape of the pressure head curve with time in Fig. 4I is as expected for soil without macropores. The water wets the soil homogenously from top to bottom. These results also demonstrated that the column setup had no water flux along the column walls. After the central macropore was inserted into the soil matrix (Exp. II), the pressure head measurements changed in time and space. Figure 4II shows that 30 min after the rain application, all the tensiometers measured an increase in pressure head, indicating early mass transfer between macropore and matrix with depth. In the HMG experiment (Exp. III), 30 min after the rain onset, a higher increase in pressure head was observed in the first 40 cm of soil compared with Exp. II ( Fig. 4III and 4II, respectively) .
The early arrival time of water at the bottom tensiometer (P1_bot) is an indication of macropore flow (Fig. 4) . In the central macropore experiment (Exp. II), the tensiometer reading indicates an increase in pressure head 8 and 4 min after the first and second rains, respectively. In the HMG experiment (Exp. III), the tensiometer reading shows an increase in pressure head 11 and 5 min after the first and second rains, respectively. Table 4 shows the measured cumulative outflow and outflow onset time of the three experiments. The final cumulative outflow doubled from Exp. I (matrix) to Exp. II (central macropore). However, the final cumulative outflow did not further increase in Exp. III (HMG) compared with the central macropore experiment. The outflow onset time decreased from the matrix to the central macropore and HMG experiments.
Outflow
The final measured outflow converged to almost the same amount when dead-end macropores (Exp. III) were added to the central macropore experiment of Exp. II (Table 4 ). However, the elapsed times from the end of the second rain were 1133 and 851 min for Exp. II and III, respectively. This elapsed time indicated that Exp. II had 282 min more for generating outflow after the second rain than Exp. III. The experiments were kept running more hours than the simulation time. Therefore, we can compare the final cumulative outflux for the equivalent time between Exp. II and Exp. III. The measured final cumulative outflow for an equivalent time in Exp. III resulted in 1.18 cm at 5482 min (5200 plus 282 min). Therefore, the final cumulative outflow in the HMG experiment slightly increased compared with the central macropore experiment for the equivalent time.
Simulations Result
Calibrated Parameters
The calibrated parameters for each experiment are found in Tables 5 and 6 for HYDRUS-1D and SWAP, respectively. Some observations about the calibrated parameters are as follows: The VGM parameter n was the most sensitive soil hydraulic parameter during calibration. The calibrated n value obtained for both models was nearly equal to the value obtained in the evaporation method ( Table 2 ). The calibrated value of K s in the top compacted layer in both columns and models was smaller than the K s of the silty layer ( Table 2 ). The K s of the silty layer was in a range of expected values for a silty loam soil and close to the one obtained in the evaporation method. The K sf macropore parameter in HYDRUS-1D was several orders of magnitude higher than K s of the silty loam layer, which was expected. The lateral flow parameter K a for the silty layer in HYDRUS-1D was higher than the K s of that layer. The parameter l of the VGM equations changed most during calibration in both models compared with the evaporation experiment. The S parlange macropore parameter in SWAP increased from 1.0 to 4.5, which means that the lateral mass transfer was higher than the analytical method of Parlange (1975) . The 95% confidence regions of the calibrated parameters were narrow, indicating a good estimation by PEST in Exp. I and II. 
Pressure Head
The measured and simulated pressure head with time is depicted in Fig. 5 for both models and the three experiments using three tensiometer readings (P7_top, P5, and P2).
In the matrix experiment (Exp. I), the pressure head simulations compared well with the measurements (Fig. 5I) . The differences were quantified by the Nash-Sutcliffe coefficient and RMSE ( Table 7) .
The Nash-Sutcliffe coefficient indicated good agreement for pressure head in Exp. I, being >0.8 in all the observation data in both models ( Table 7) . The average RMSE for the seven tensiometers in Exp. I was 5.3 and 5.5 cm for HYDRUS-1D and SWAP, respectively, indicating a good agreement between observations and simulations.
In the central macropore experiment (Exp. II), the pressure head simulation was adequate. The simulated pressure head from both models generally followed the pressure head with time but could not reproduce the peaks accurately (Fig. 5) . The Nash-Sutcliffe coefficients in HYDRUS-1D and SWAP were positive and >0.5 for all the tensiometers (Table 7) . The average RMSE for the seven tensiometers in Exp. II was 9.53 and 7.24 cm for HYDRUS-1D and SWAP, respectively ( Table 7) .
The pressure head simulations in the HMG experiment (Exp. III) were adequate. The peaks of water content were well reproduced by the models, with some inconsistencies at the bottom tensiometers. The Nash-Sutcliffe coefficients for pressure head decrease for the bottom tensiometers for HYDRUS-1D, whereas in SWAP, the outcomes are similar to those for Exp. II ( Table 7) . The average RMSE for the seven tensiometers in C1 was 10.17 and 6.44 cm for HYDRUS-1D and SWAP, respectively. The previous outcomes indicate a better simulation of the pressure head by SWAP than by HYDRUS-1D; however, in both cases, the Nash-Sutcliffe coefficients and RMSE were adequate for applications.
Outflow
The outflow measurement and simulation are depicted in Fig.  6 for the three experiments.
The measured outflow curve matched the simulated outflow fluxes for both models in Exp. I (Fig. 6 ). The final outflow onset time and cumulative outflow measurements and simulations by both models were almost equal ( Table 4 ). The Nash-Sutcliffe coefficients were positive and close to 1 for both models (Table 7) . The RMSE was <1 mm in all the experiments and models ( Table 7) .
The simulated outflow corresponded well with the measured outflow after the first rain in Exp. II. The simulated outflow deviated from the measured outflow after the second rain, although the final cumulative outflow had an adequate match between measurements and simulation for both models (Table 4 ). The performance of the models was acceptable, with Nash-Sutcliffe coefficients positive but higher for SWAP (Table 7) . The RMSE for outflow was 2.8 and 1 mm for HYDRUS-1D and SWAP, respectively ( Table 7) .
The HMG experiment (Exp. III) showed that the cumulative outflow curve was simulated better by HYDRUS-1D than SWAP (Fig. 6) , and the final cumulative outflow was well reproduced by both models, with a higher overestimation by SWAP (Table 4) . However, the outflow onset time did not match for either model. HYDRUS-1D overestimated the outflow onset time, and SWAP underestimated it (Table 4 ). The Nash-Sutcliffe coefficients for outflow in HYDRUS-1D and SWAP were positive (Table 7) . The RMSE for outflow was 1.2 and 2.3 mm for HYDRUS-1D and SWAP, respectively (Table 7) .
Discussion
Experimental Results
Macropore flow was successfully achieved in both columns. Therefore, the outcomes of this research can be considered reliable. Experimental results showed apparent differences between the uniform matrix, central macropore, and HMG experiments. The inclusion of dead-end macropores increased the lateral mass transfer of water throughout the installed soil depth. The ponding amount and ponding time after each rain decreased in Exp. III compared with Exp. II, which corresponded to sharper pressure head peaks for Exp. III compared with Exp. II and I at the top tensiometer. Therefore, the inclusion of dead-end macropores increased water infiltration into the soil, which affects runoff. Tiktak et al. (2012b) observed in a regional study that 90% of runoff water was routed into the internal catchment domain in clayey soils with macropores.
The water that infiltrated into the internal catchment might re-infiltrate into the main bypass domain via the matrix. An increase in matrix water content can activate macropores that are not connected to the water source or each other (Nieber and Sidle, 2010) . For re-infiltration into the main bypass domain, the matrix pressure head should surpass the water-entry value of the macropores. The outcomes of this research indicated that water that infiltrated into the internal catchment was transferred preferentially into the matrix (Fig. 4III) . A higher increase in pressure head was observed in Exp. III than Exp. II, indicating that the water exchange was increased by dead-end macropores at the top layers. However, re-infiltration into the main bypass domain can also be inferred. Applying Laplace-Young capillarity theory to the 0.3-cm-diameter macropore used here results in a matrix pressure head higher than −1 cm for triggering seepage infiltration into the macropores. The tensiometer readings indicated that a pressure head of −1 cm was reached in Exp. III for a short period in P7_top (Fig. 5III) . Therefore, a close-to-saturation condition was produced, indicating that some infiltration from the matrix into the main bypass domain may have been produced.
The final cumulative outflow increased by around 7% in Exp. III compared with Exp. II for equivalent times in C1. The results of C2 (see the Supplemental Material) showed that for equivalent times, the final cumulative outflow in Exp. III decreased compared with Exp. II. These results suggest that an increase in relative macropore volume is not necessarily positively correlated with an increase in cumulative outflow because the increase in macropore volume was around 60% in both columns regarding Exp. II. This idea is supported by the measured arrival time at the bottom tensiometer (P1_bot, see experimental pressure head results above). Those measurements indicated that, in Exp. III, the flux into the main bypass macropore was reduced due to dead-end macropores. Similar observations were made in the work of Reck et al. (2018) , who noted a large number of macropores in autumn, but most of the infiltrated water was retained in the soil profile because the macropores ended at the 10-cm depth.
The final cumulative outflow changed only slightly between Exp. III and Exp. II, but the outflow onset time decreased by 40% ( Table 4 ). The earlier outflow onset time in Exp. III could have been produced by both the re-infiltration into the main bypass domain and infiltration into the matrix deeper in the profile from the dead-end macropores. The water that infiltrated into the internal catchment was quickly routed to the 20-and 40-cm depths. Therefore, the matrix flux required less distance to travel from that depth to the bottom of the column than in Exp. II. This process caused a wetter matrix around the main bypass domain than in Exp. II, thereby reducing the lateral mass transfer due to the smaller pressure head gradient. Also, this condition caused an earlier increase in water content in the sandy layer due to matrix flux and main bypass flow. A full explanation of this process is complicated with the current experimental setup. The experimental setup described by Castiglione et al. (2003) or Arora et al. (2011) would be useful for a better understanding of the processes and interactions among the internal catchment, matrix, and main bypass domains because macropore flux is collected separately from matrix flux.
The slight deviation in the central macropore for C1 was a discrepancy from the initial setup. Sloping macropores, however, are probably the rule for field conditions. The geometrical macropore parameters directly obtained from the column setup are not affected by this deviation. The parameter d ag depends on the macropore radius and the relative macroporosity (w f ) (Eq.
[2] and [5]). Neither variable changed due to the slight deviation from the vertical of the central macropore in C1. Vertical flow is strongly affected by sloping macropores, but this influence was included by calibration of the soil hydraulic parameters in Exp. II. Therefore, we expect that this source of uncertainty has not affected the outcomes of the HMG experiment, where the macropore models were run without calibration. The central macropore deviation could have been avoided by the approach presented by Köhne and Mohanty (2005) , where the artificial macropore was attached to a flow divider placed at the bottom of the column. However, the stepwise procedure performed in this research would not be possible with their methodology.
Simulations Results
The performance of the models in the HMG experiment was satisfactory. The models were run in a forward way, only updating geometrical parameters from the column setup without performing any calibration. This condition can be considered as an ideal situation for risk assessment studies where all the parameters need to be obtained beforehand. SWAP showed positive Nash-Sutcliffe coefficients in all observation data groups. HYDRUS-1D showed positive Nash-Sutcliffe coefficients in most observation data groups, with only a few negative values at the bottom of C1 for the pressure head. The fact that SWAP showed better results than HYDRUS-1D in pressure head measurements for Exp. III (Table 7) could be related to the explicit representation of HMG in SWAP and the top boundary selected in HYDRUS-1D. We observed better outcomes for pressure head simulation with HYDRUS-1D when q top was calibrated in Exp. II (results not shown). The parameter q top obtained in Exp. II cannot be kept constant in Exp. III because the number of macropores changes this parameter. Therefore, another calibration in Exp. III should have been performed for q top . However, our research objective was to apply only forward simulation in the HMG experiment.
The cumulative outf low simulation matched well in HYDRUS-1D and SWAP. However, both models overestimated the final cumulative outflow. The reason for this overestimation in HYDRUS-1D can be related to the computation of w f (Eq. [7] ). The change in w f with depth was included homogeneously into a unitary main bypass macropore that connects the top and bottom boundary. Including a constant macropore fraction with depth is frequently assumed in macropore models (Haws and Rao, 2004) . Because of the implicit HMG representation in HYDRUS-1D, the depletion of w f with depth cannot be included in the model. This implicit representation of HMG implied that the volume of the internal catchment was added to the unitary macropore as a weighted average with depth ( Eq. [7] ). Therefore, the internal catchment does not affect the main bypass, as was observed in the experiment. Probably keeping a constant K sf from the central macropore experiment and increasing the main bypass macropore volume caused the outflow overestimation.
The overestimation of the final cumulative outflow in SWAP can be attributed to the lack of a flux equation in the macropore domain. The model transported the water instantaneously to the bottom of the macropore layer. This condition reduces the options (parameters) for controlling the total outflow but also reduces model complexity. There are different ways of regulating the outflow: (i) increasing the matrix flux, (ii) increasing the lateral mass transfer, and (iii) increasing the internal catchment domain. The third option was not used in this research because we knew the amount of internal catchment inside the column. That option, however, has been used in field experiments by Tiktak et al. (2012a) and van Schaik et al. (2010) , where high values of the internal catchment were calibrated.
In Exp. III, the outflow onset time simulation was 520 min higher in HYDRUS-1D and 525 min lower in SWAP than the measured onset outflow time. The outflow onset time also deviated in Exp. II but to a lesser degree. We could not simulate the outflow onset time correctly with the current calibration setup. Increasing the weight of outflow over pressure head measurements would be an option. Risk assessment studies are probably focused on the outflow component (or drainage) (Tiktak et al., 2012b) . Agricultural studies are probably concerned with both the outflow (or drainage) and the water redistribution component (van Schaik et al., 2010) .
The inclusion of hysteresis, in combination with macropore flow, is still under development in both models. Hysteresis may introduce uncertainties in the outcomes of this research for simulations by both models. Infiltration and drainage occurred simultaneously in the three experiments; therefore, a wetting and drainage curve are necessary for accurate simulation of pressure head and outflow. The VGM parameters estimated by the evaporation method for the silty loam and sandy loam soils corresponded to the desorption q(h) curve. We expect that this uncertainty was reduced during the matrix calibration because the soil hydraulic parameters were adjusted by including both processes. This idea is supported by the good results of the matrix calibration (Exp. I) and also by similar assumptions made by Arora et al. (2011) . In this research, neither a nor q s were calibrated during Exp. I and II (Table 5 and 6) because they were not sensitive and did not improve the outcomes. The parameter a has usually been used to shift the q(h) curve for including hysteresis (Kroes et al., 2017) . This antecedent could indicate that, in the pressure head range of our experiment, the difference in wetting and drying scanning curves was relatively small. However, it could also indicate that other VGM matrix parameters were compensating for hysteresis during calibration.
Pressure head distribution and cumulative outflow were correctly simulated by both models in soils with HMGs without calibration. Those outcomes were obtained because matrix and macropore parameters were accurately estimated. Some of these parameters were calibrated in Exp. I and II, whereas others were set to experimental values, such as d ag and w f . The results indicate that knowledge of these parameters is enough for a reliable simulation by HYDRUS-1D and SWAP under field conditions for water flux. Therefore, future research should be directed to an independent estimation of all the macropore parameters (Van den Berg et al., 2014) . For HYDRUS-1D, the independent estimation of macropore VGM parameters and K sf could be obtained following Köhne et al. (2002) and Watson and Luxmoore (1986) , respectively. The parameter K a can be set as the matrix K s (Köhne and Mohanty, 2005) , as 1% of the matrix K s (Gardenäs et al., 2006) , or directly estimated following the methodology of Leeds-Harrison and Youngs (1997) . SWAP requires the estimation of the sorptivity parameters, which can be directly obtained following the methodology of Leeds-Harrison et al. (1994) or using the Parlange approximation (Parlange, 1975) .
The estimation of d ag and the change in w f with depth are not solved yet and, considering the outcomes of this study, should be topics of future research. Some methods have been proposed in the literature for d ag (Kroes et al., 2017; van Schaik et al., 2010) , and the variation under field conditions of w f with depth may be measured by X-ray computed tomography (Müller et al., 2018) or derived using geophysical instruments (Binley et al., 1996; Garré et al., 2010; Gormally et al., 2011; Haarder et al., 2011; Knight, 2001) .
Conclusions
We analyzed the measured pressure head, outflow onset time, and cumulative outflow obtained in column experiments with a uniform matrix (Exp. I), one central macropore (Exp. II), and HMGs produced by dead-end macropores (Exp. III). Pressure head and outflow were simulated by HYDRUS-1D and SWAP, which describe HMGs implicitly and explicitly, respectively. The data were calibrated by PEST in Exp. I and II, and then a forward simulation was performed in Exp. III with the previously calibrated parameters and the model efficiency was computed. As such, this research generated both experimental and simulation results for water flow in soils with HMGs.
The experimental results indicate that the presence of deadend macropores reduces the flux into the main bypass macropore, producing a change in lateral water transfer throughout the soil profile. The increase in pressure head was produced at depths where dead-end macropores were included, indicating that the lateral water transfer was increased compared with conditions with just one central macropore. From the experimental results, it was also observed that an increase in macropore volume was not necessarily positively related to the final cumulative outflow. Therefore, future studies related to macropore characterization should include the change in macropore volume with depth, as was performed by Nachabe (1995) .
The incorporation of dead-end macropores in HYDRUS-1D can be achieved by including variation of the diffusion path length (d) with depth. The explicit incorporation of dead-end macropores in SWAP allows the computation of the polygon diameter (d pol ) and the relative macroporosity (w f ) with depth. Simulation results indicated that the implicit representation of HMGs by HYDRUS-1D resulted in a good match for cumulative outflow and acceptable results for pressure head distribution. The explicit representation of HMGs in SWAP resulted in a good description of pressure head with depth and acceptable results for cumulative outflow. The forward simulation with both models confirmed that decreasing lateral flow parameters and relative macroporosity is the right approach for predicting pressure head distributions and cumulative outflow in soils with HMGs.
The accurate representation of HMGs at laboratory scale and its reasonable simulation by both HYDRUS-1D and SWAP should encourage more use of DPMs in agricultural and environmental
