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Abstract. Clustering is a task of grouping data based on similarity. A popular 
k-means algorithm groups data by firstly assigning all data points to the closest 
clusters, then determining the cluster means. The algorithm repeats these two 
steps until it has converged. We propose a variation called weighted k-means to 
improve the clustering scalability. To speed up the clustering process, we 
develop the reservoir-biased sampling as an efficient data reduction technique 
since it performs a single scan over a data set. Our algorithm has been designed 
to group data of mixture models. We present an experimental evaluation of the 
proposed method.  
1   Introduction 
Clustering is the automatic grouping of data based on similarity. There exists a large 
number of clustering techniques, but the most classical and popular one is the 
k-means algorithm [1]. Given a data set containing n objects, k-means partitions these 
objects into k groups. Each group is represented by the centroid of the cluster. Once 
cluster representatives are selected, data objects are assigned to the nearest centers. 
The algorithm iteratively selects new better representatives and reassigns data objects 
until no change is made. At this point the algorithm is said to converge. Even though 
k-means is an effective clustering algorithm, it can sometimes converge to a local 
optimum. Many methods [2,3,4,5] have been developed to extend the k-means with 
the common objective of avoiding converging to a bad local optimum. Some methods 
[6,7,8] search for the best initialization because k-means is known to be sensitive to 
initial point selection. Other research [9] seeks for the global optimum, at the cost of 
computation. These researches try to solve the problem of sub-optimal clustering and 
estimation the appropriate number of clusters [10,11]. 
Another difficulty of clustering with k-means is that it fails to identify clusters with 
large variation in sizes since original large clusters tend to be split. Clustering 
algorithms, such as DBSCAN [12] and CURE [13], have been developed to overcome 
this kind of difficulty. DBSCAN associates a data point with its density obtained by 
counting the number of points in a region of radius ε. The algorithm discovers clusters 
by connecting regions with sufficient high density, a MinPts threshold. DBSCAN 
