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Abstract
We develop a mathematical theory of compressible, viscous, and heat conducting fluids based on the concept of weak solutions
and the second law of thermodynamics. We derive suitable a priori estimates and show the weak sequential stability property for
the complete Navier–Stokes–Fourier system.
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1. Introduction
Variational (weak) solutions represent the most natural framework for a mathematical formulation of the balance
laws arising in continuum fluid mechanics, these being originally formulated in the form of integral identities rather
than partial differential equations. Since the truly pioneering work of Leray [1], extended in an essential way by
Ladyzhenskaya [2], Temam [3], Caffarelli et al. [4], Antontsev et al. [5], and Lions [6], among many others, the
theory of variational solutions based on the function spaces of Sobolev type has become an important part of modern
mathematical physics.
While most of the above cited references deal with incompressible fluids, where the weak solutions are expected to
be regular at least for smooth data, the theory of compressible and/or compressible and heat conducting fluids provided
with general large data is more likely to rely on the concept of “genuinely weak” solutions incorporating various types
of discontinuities and other irregular phenomena as the case may be (see, for instance, [7–11] etc.). Pursuing further
this direction some authors developed the theory of measure valued solutions in order to deal with rapid oscillations
that solutions may develop in a finite time (see [12,13]).
A rigorous mathematical theory of compressible barotropic flows with large (initial) data was presented only
recently by Lions [14] (see also an interesting related result by Vaigant and Kazhikhov [15]). The fundamental idea,
discussed already in [16,17], is a “weak continuity” property of a physical quantity termed effective viscous pressure
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together with a clever use of the so-called renormalized equation of continuity in order to describe possible density
oscillations. A nice survey of the recent results in this direction can by found in the monograph [18].
The aim of this contribution is to develop a mathematical theory of general, that means, compressible, viscous, and
heat conducting fluids, with no restriction on the size of data. This can be viewed as a part of the programme originated
in the monograph [19]. In comparison with [19], the present study contains some new material: the constitutive
equations are much more realistic being based on purely physical principles, the transport coefficients are allowed to
depend on the temperature, some technical growth restrictions are removed, etc. The main ingredients of our approach
can be formulated as follows:
[A1] a suitable variational formulation of the physical principles based on the second law of thermodynamics (see
Section 2);
[A2] physically grounded structural hypotheses imposed on the nonlinear quantities appearing in the constitutive
equations (Section 2);
[A3] a priori estimates based solely on boundedness of the initial total energy and entropy of the system (see
Section 3);
[A4] estimates ensuring equi-integrability of all densities and fluxes appearing in the variational formulation
(Section 4);
[A5] a rigorous proof of weak essential stability of the set of all variational solutions (see Section 5).
All sections listed above are independent and self-contained. The relevant hypotheses are introduced when needed
and stated repeatedly as the case may be in different sections. However, the reader should notice that all the specific
structural assumptions imposed on the constitutive relations in Sections 3–5 are included in the general framework
introduced in Section 2.
2. Physical background
2.1. Balance laws
Mathematical theory discussed in this paper is based on a system of balance laws to be satisfied by a family of
state variables – mathematical functions of time and spatial position – assumed to provide a complete description of
the physical system. The governing equations are written in the spatial (Eulerian) reference system, where the time
t ∈ (0, T ) ⊂ R and the spatial coordinate x ∈ Ω ⊂ R3 play the role of independent variables.
A general form of a balance law reads∫
B
D(t2, x)dx −
∫
B
D(t1, x) dx +
∫ t2
t1
∫
∂B
F(t, x) · n dσx dt =
∫ t2
t1
∫
B
P(t, x)dxdt (2.1)
to be satisfied for any 0 < t1 ≤ t2 < T , and any (regular) subdomain B ⊂ B ⊂ Ω . The symbol D stands for the
volumic density of a physical quantity, F denotes the corresponding flux, n is the outer normal vector to ∂B, and P is
a production term.
Introducing
hn(y) = min{ny, 1} for y ≥ 0 (2.2)
one can check that (2.1) is equivalent to
lim
n→∞
∫ t2
t1
∫
B
[D(t, x)∂thn (dist[t, x; ∂Q])+ F(t, x) · ∇xhn (dist[t, x; ∂Q])] dxdt
= − lim
n→∞
∫ t2
t1
∫
B
P(t, x)hn (dist[t, x; ∂Q]) dxdt, where Q = (t1, t2)× B, (2.3)
provided D, F, P are continuous functions of t , x , and the boundary ∂B is smooth.
On the other hand, the functions hn ([t, x; ∂Q]) are globally Lipschitz continuous on Q no matter how rough the
boundary ∂B may be, and formula (2.3) makes sense even if D, F, and P are merely integrable on Q. In view of this
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observation, one can use (2.3) rather than (2.1) as a suitable mathematical formulation of a balance law. As a matter
of fact, (2.3) can be employed even if the production term P is represented by a (signed) measure.
Now, a common mathematical approach is to ask a bit more than required by (2.3), namely the integral identity∫ T
0
∫
Ω
(D(t, x)∂tϕ(t, x)+ F(t, x) · ∇xϕ(t, x)+ P(t, x)ϕ(t, x)) dxdt = 0 (2.4)
to be satisfied for any test function ϕ ∈ D((0, T )× Ω). In other words,
∂tD + divxF = P in D′((0, T )× Ω) (2.5)
where the differential operators are understood in the sense of the theory of distributions.
If we can show, in addition to (2.5), that D ∈ L∞loc(0, T ; Lqloc(Ω)), P ∈ L1loc((0, T )× Ω) for a certain q > 1, then
the integral averages
t 7→
∫
B
D(x, t)dx are continuous for 0 < t1 ≤ t ≤ t2 < T
for any B ⊂ B ⊂ Ω , and we recover (2.1) with the total flux defined in the sense of traces through formula∫ t2
t1
∫
∂B
F(t, x) · n dσx dt ≡ − limn→∞
∫ t2
t1
∫
B
F(t, x) · ∇xhn ([x; ∂B]) dxdt. (2.6)
If P is only a signed measure, then the integral averages of the density have bounded variation on [t1, t2], and the
expression∫
B
D(t2, x)dx −
∫
B
D(t1, x) dx should read
∫
B
D(t2−, x) dx −
∫
B
D(t1+, x)dx . (2.7)
2.2. Mass conservation
In accordance with the previous discussion, the physical principle of conservation of mass takes the form
∂t% + divx (%u) = 0 in D′((0, T )× Ω),
where % = %(t, x) is the fluid density, and u = u(t, x) the velocity field.
Under the impermeability hypothesis
u · n|∂Ω = 0, (2.8)
it is customary to require a slightly more restrictive stipulation:
∂t% + divx (%u) = 0 in D′((0, T )× R3) (2.9)
provided % = 1Ω% was extended to be zero outside Ω .
Note that (2.9) implies % ∈ C([0, T ]; Lqweak(Ω)) provided % ∈ L∞(0, T ; Lq(Ω)), %u ∈ L1(0, T ; L1(Ω; R3)) for
a certain q > 1, together with the total mass conservation
M0 =
∫
Ω
%(t1, x)dx =
∫
Ω
%(t2, x)dx for any 0 ≤ t1 ≤ t2 ≤ T . (2.10)
Here, and in what follows, the subscript Xweak denotes a Banach space X endowed with the weak topology.
2.3. Balance of momentum
The motion of the fluid is governed by Newton’s second law
∂t (%u)+ divx (%u⊗ u)+∇x p = divxS+ F in D′((0, T )× Ω), (2.11)
where p is the pressure, S stands for the viscosity stress tensor, and F denotes the external force density.
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Typical examples of external forces are the gravitational force %∇xΨ , where Ψ denotes the gravitational
potential, or the Lorentz force J × B, where J is the electric current and B the magnetic induction vector, used in
magnetohydrodynamics.
2.4. Entropy production
In accordance with the second law of thermodynamics, we anticipate the existence of the specific entropy s related
to the pressure p and the specific internal energy e of the fluid through Gibbs’ equation
ϑDs = De + D
(
1
%
)
p, (2.12)
where ϑ denotes the absolute temperature.
Assuming the system is thermally isolated, the entropy balance can be written in the form
∂t (%s)+ divx (%su)+ divx
( q
ϑ
)
= r in D′((0, T )× R3) (2.13)
provided the density % = 1Ω% and the heat flux q = 1Ωq were extended to be zero outside Ω . Since the normal
component of u vanishes on ∂Ω , relation (2.13) includes implicitly the satisfaction of the boundary condition
q · n|∂Ω = 0. (2.14)
The quantity r on the right-hand side of (2.13) is the entropy production rate that must be non-negative for any
physically admissible process. For the purposes of the present theory it is assumed that
(i) r is a non-negative measure on (0, T );
(ii)
r ≥ 1
ϑ
(
S : ∇xu− q · ∇xϑ
ϑ
)
≥ 0; (2.15)
where the quantity on the right-hand side of (2.15) is the entropy production evaluated under the hypothesis that the
motion is smooth.
Accordingly, relations (2.13)–(2.15) can be reformulated in a concise form as∫ T
0
∫
Ω
(
%s∂tϕ + %su · ∇xϕ + q · ∇xϕ
ϑ
)
dxdt ≤
∫ T
0
∫
Ω
1
ϑ
(
q · ∇xϑ
ϑ
− S : ∇xu
)
ϕdxdt (2.16)
to be satisfied for any ϕ ∈ D((0, T )× R3), ϕ ≥ 0.
2.5. Balance of energy
In addition to (2.8) and (2.14), we assume that also the tangential component of the velocity vanishes on the
boundary; therefore the physical system is both mechanically and thermally isolated, with the velocity field satisfying
the no-slip boundary conditions
u|∂Ω = 0. (2.17)
Accordingly, the changes of the total energy E are only due to the action of the external force F, specifically,
d
dt
E(t) =
∫
Ω
F · u(t)dx in D′(0, T ), where E ≡
∫
Ω
(
1
2
%|u|2 + %e
)
dx . (2.18)
Now it is easy to see that (2.16) together with (2.17) and (2.18) give rise to the standard energy conservation law
∂t
(
%
(
1
2
|u|2 + e
))
+ divx
(
%
(
1
2
|u|2 + e
)
u+ pu
)
= divx (Su)+ F · u (2.19)
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provided all quantities in question are smooth and well defined, in particular, the absolute temperature ϑ is strictly
positive on any compact in (0, T )× Ω .
In order to see (2.19), it is enough to observe that (2.16) holds with the equality sign for any choice of the function ϕ.
Indeed assuming the contrary we could find 0 < t1 < t2 < T and a sequence ψn ↗ 1, ψn ∈ D(t1, t2) such that∫ T
0
∫
Ω
ψn (%∂t sϑ + %u · ∇x sϑ) dxdt ≥
∫ T
0
∫
Ω
ψnS : ∇xudxdt + k,
for a certain constant k > 0 independent of n = 1, 2, . . . . Consequently, using Gibb’s formula (2.12) we have∫ T
0
∫
Ω
ψn (∂t (%e)+ divx (%eu)) dxdt ≥
∫ T
0
∫
Ω
ψn (S : ∇xu− p divxu) dxdt + k,
from which we deduce, letting n → 0, that∫
Ω
(%e(t2)− %e(t1)) dx ≥
∫ t2
t1
∫
Ω
(S : ∇xu− pdivxu) dxdt + k. (2.20)
On the other hand, the momentum equation multiplied on u and integrated gives rise to∫
Ω
(
1
2
%|u|2(t2)− 12%|u|
2(t1)
)
dx =
∫ t2
t1
∫
Ω
(p divxu− S : ∇xu+ F · u) dxdt. (2.21)
Clearly, relations (2.20) and (2.21) are compatible with (2.18) only if k = 0.
2.6. Equation of state
The fundamental hypothesis adopted in this study is that the thermodynamics quantities p, e, and s can be expressed
as numerical functions of the state variables % and ϑ .
Furthermore, in addition to (2.12), we require
∂p(%, ϑ)
∂%
> 0,
∂e(%, ϑ)
∂ϑ
> 0 for any %, ϑ > 0. (2.22)
Assumption (2.22) expresses convexity of the Helmholtz free energy that is one of the basic principles of statistical
physics (see [20]).
For ideal gases, the equation of state reads
p = (γ − 1)%e, (2.23)
where γ is the ratio of specific heats, and the case γ = 53 corresponds to a perfect monatomic gas — a system
consisting of non-interacting (non-relativistic) particles.
Solving (2.12) and (2.23) for γ = 53 we obtain universal formulae
p(%, ϑ) = ϑ 52 P(Y ), e(%, ϑ) = 3
2
ϑ
P(Y )
Y
, with Y = %
ϑ
3
2
, (2.24)
where (2.22) reduces to
P ′(z) > 0, 5
3
P(z)− P ′(z)z > 0 for all z > 0. (2.25)
Indeed one can deduce that p satisfies a first order equation
5
3
p = %∂p
∂%
+ 2
3
ϑ
∂p
∂ϑ
that can be integrated to obtain (2.24).
Note that (2.24) yields an exact description of both the classical monatomic gas and the Fermi or Bose gases (see,
for instance, [21]).
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Moreover, for a Fermi gas, the internal energy approaches a positive limit corresponding to the completely
degenerate Fermi gas when ϑ → 0, that means,
lim
ϑ→0+ e(%, ϑ) > 0 for any % > 0; (2.26)
or, in terms of the function P ,
lim
z→∞
P(z)
z
5
3
= e0 > 0. (2.27)
Since, at the same time, the entropy tends to zero (see, for instance, [22]),
lim
ϑ→0+ s(%, ϑ) = 0 for any fixed % > 0, (2.28)
an easy computation yields
s(2, ϑ)− s(1, ϑ) = −
∫ 2
1
1
z2
∂p
∂ϑ
(z, ϑ)dz = −2
3
∫ 2
1
1
z
∂e
∂ϑ
(z, ϑ)dz.
In particular, as the left-hand side tends to zero for small ϑ , we deduce that any sequence ϑn → 0 contains a
subsequence such that
∂e(%, ϑnk )
∂ϑ
→ 0 for a.a. % ∈ [0, 1]. (2.29)
Motivated by (2.29), we shall assume
lim sup
ϑ→0+
∂e(%, ϑ)
∂ϑ
<∞ for a certain % > 0. (2.30)
On the other hand,
cv(%, ϑ) ≡ ∂e(%, ϑ)
∂ϑ
= 9
4
1
Y
(
5
3
P(Y )− P ′(Y )Y
)
, Y = %
ϑ
3
2
, (2.31)
and we deduce
lim sup
z→∞
1
z
(
5
3
P(z)− P ′(z)z
)
<∞, (2.32)
in particular,
lim
z→∞ =
P ′(z)
z
2
3
= p∞ > 0. (2.33)
Formula (2.24) provides an adequate description of any real gas in the state of complete ionization when the gas
nuclei together with electrons can be considered as a mixture of monatomic gases among which at least one constituent
– the electron gas – behaves as a degenerate Fermi gas. This phenomenon occurs either in the area of a very high
temperature (classical regime) or when the temperature is low and the density large (degenerate regime) because of
pressure ionization. Both classical and degenerate areas can be conveniently characterized in the density–temperature
plane as follows:
{% < kϑ 32 }— classical regime, {% > kϑ 32 }— degenerate regime (2.34)
for certain parameters 0 < k < k (see [23, Chapter 15]).
Finally, when the temperature becomes large, the pressure is augmented by a radiation component pR due to the
presence of the photon gas. The analytic value of pR is obtained taking γ = 43 (relativistic particles) in (2.23) and
assuming the corresponding internal energy %eR to be an intensive quantity, that means, independent of %. Thus we
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have
pR = a3ϑ
4, %eR = aϑ4, (2.35)
where a > 0 is the Stefan–Boltzmann constant (see, for instance, [24], [23, Chapter 15], among others).
Motivated by the previous discussion, we shall assume in what follows that the pressure p and the internal energy
e take the form
p(%, ϑ) = pR(ϑ)+ pF (%, ϑ), e(%, ϑ) = eR(%, ϑ)+ eF (%, ϑ), (2.36)
where pF , eF are continuously differentiable functions of % > 0, ϑ > 0 satisfying (2.12) and (2.22). Moreover, there
are constants 0 < k < k such that
pF (%, ϑ) = 23%eF (%, ϑ) whenever 0 < % < kϑ
3
, or % > kϑ
3
2 . (2.37)
In addition, the specific internal energy e satisfies (2.26) and (2.30).
2.7. Transport coefficients
The viscous stress tensor S and the heat flux q will be linear functions of the affinites ∇xu and ∇xϑ , respectively.
Under these circumstances, the only admissible form of S reads
S = 2µ〈∇xu〉 + ζdivxuI, (2.38)
where the symbol
〈P〉 = 1
2
(P+ Pt )− 1
3
trace[P]I
denotes the traceless component of the symmetric part of a tensor P.
The fluid under consideration is viscous, that means, the shear viscosity coefficient µ will be always positive while
the bulk viscosity coefficient ζ ≥ 0 can vanish as the case may be.
Similarly, we suppose the heat flux q to be given by Fourier’s law
q = −κ∇xϑ (2.39)
with the heat conductivity coefficient κ > 0.
In practice, all the transport coefficients µ, ζ , and κ are effective functions of both ϑ and %. However, because of
major technical difficulties explained below, the present theory is restricted to the case when the viscosity depends
solely on the temperature ϑ . Note this is a physically relevant hypothesis at least when the fluid in question is a gas.
3. A priori estimates
A priori estimates play a fundamental role in the analysis of any non-linear system of conservation laws. Resulting
from the basic physical principles they must be at least as strong in order to ensure integrability of all densities, fluxes,
and production terms appearing in the variational formulation of the problem (see Sections 2.1–2.5).
A priori estimates in the classical sense are bounds imposed on the set of all smooth solutions of a given problem
by the data, the differential equations as well as by other relevant restrictions as the case may be. As we will see below,
almost all a priori estimates for our problem are in fact “real” estimates that hold for any variational solution in the
sense specified in Section 2.
3.1. Total mass conservation
The most natural bound that can be deduced directly from the equation of continuity (2.9) reads
M0 =
∫
Ω
%(t)dx for any Lebesgue point t ∈ (0, T ) (3.1)
provided % ∈ L1loc(0, T ; L1(Ω)), %u ∈ L1loc(0, T ; L1(Ω; R3)).
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Moreover, it is easy to see that any smooth solution satisfies the uniform estimates
inf
x∈Ω
%(t1, x) exp
(
−
∫ t2
t1
‖divxu‖L∞ dt
)
≤ %(t2, x) ≤ sup
x∈Ω
%(t1, x) exp
(∫ t2
t1
‖divxu‖L∞ dt
)
for any 0 < t1 ≤ t2 < t, x ∈ Ω (3.2)
yielding immediately
% ≥ 0 on (0, T )× Ω provided lim inf
t→0+
(
inf
x∈Ω
%(t, x)
)
≥ 0. (3.3)
Unfortunately, the corresponding upper bound is not available because of the lack of uniform estimates on divxu.
Estimates (3.1) and (3.3) imply that
M0 = ‖%(t)‖L1(Ω) for a.a t ∈ (0, T ). (3.4)
3.2. Energy estimates
For the sake of clarity of presentation, we shall assume that the driving force F is identically zero. Note that if
this is not the case, the corresponding energy estimates would still hold as the term F · u in (2.18) can be handled, at
least for the gravitational and electromagnetic forces, with the help of the standard Gronwall type argument (see, for
instance, [25]).
The total energy E being a conserved quantity, we deduce that
ess sup
t∈(0,T )
∫
Ω
%|u|2(t)dx ≤ E0, (3.5)
ess sup
t∈(0,T )
∫
Ω
%e(%, ϑ)dx ≤ E0, (3.6)
where E0 denotes the total energy of the system at the initial instant t = 0,
E0 = ess lim
t→0+ E(t).
By virtue of (2.22), the specific internal energy is a non-decreasing function of the temperature, and, consequently,
ess sup
t∈(0,T )
∫
Ω
%e(%, 0+)dx ≤ E0. (3.7)
In agreement with Section 2.6, the value of e in the degenerate domain where ϑ → 0 should coincide with that for
a degenerate Fermi gas, namely
%e(%, 0+) = % lim
ϑ→0+ e(%, ϑ) = e0%
5
3 , with e0 > 0 (3.8)
(see (2.24)–(2.33)). Consequently, we infer
ess sup
t∈(0,T )
‖%(t)‖
L
5
3 (Ω)
≤ c(E0). (3.9)
Furthermore, as the internal energy is augmented by radiation, we can assume
%e(%, ϑ) ≥ aϑ4 for any %, ϑ > 0 (3.10)
that yields, together with (3.6),
ess sup
t∈(0,T )
‖ϑ(t)‖L4(Ω) ≤ c(E0). (3.11)
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Finally, estimates (3.6) and (3.9) combined with Ho¨lder’s inequality give rise to
ess sup
t∈(0,T )
‖%(t)u(t)‖
L
5
4 (Ω;R3) ≤ c(E0). (3.12)
3.3. Estimates based on dissipation
The entropy production inequality (2.16) represents a valuable source of a priori bounds as the production function
r given by (2.15) is quadratic with respect to the affinities ∇xu, ∇xϑ .
To begin with, it is an easy consequence of (2.16) that∫ t2
t1
∫
Ω
1
ϑ
(
S : ∇xu− q · ∇xϑ
ϑ
)
dxdt −
∫
Ω
%s(t2)dx ≤ −
∫
Ω
%s(t1)dx
for any Lebesgue points 0 < t1 < t2 < T ; whence∫ τ
0
∫
Ω
1
ϑ
(
S : ∇xu− q · ∇xϑ
ϑ
)
dxdt +
∫
Ω
%[s]−(τ )dx
≤ ess sup
t∈(0,T )
∫
Ω
%[s]+(t)dx − S0 for a.a. τ ∈ (0, T ), (3.13)
where
S0 ≡ ess lim inf
t→0+
∫
Ω
%s(t)dx, (3.14)
and
[s]− ≡ −min{s, 0}, [s]+ ≡ max{s, 0}.
In order to exploit (3.13), one has to bound the right-hand side in terms of the energy estimates (3.5) and (3.6). To
this end, we impose a relatively mild assumption that the specific heat at constant volume cv ≡ ∂ϑe remains bounded
in the degenerate area of large densities and low temperatures. More specifically, we suppose, similarly to (2.30), that
lim sup
%→∞,ϑ→0+
∂e(%, ϑ)
∂ϑ
<∞; (3.15)
that is to say, there exist % > 0, ϑ > 0, and a constant c such that
∂e(%, ϑ)
∂ϑ
< c whenever % ≥ %, 0 < ϑ ≤ ϑ.
Thus, using (2.12) and (2.22), we have
s(%, ϑ) ≤ s(%, ϑ)+ (ϑ)−1e(%, ϑ) for any %, ϑ > 0,
where, furthermore,
s(%, ϑ) ≤

s(%, ϑ)+ (ϑ)−1e(%, ϑ) if % ≥ % > 0,
s(%, ϑ)+ (ϑ)−1
(
e(%, ϑ)+ p(%, ϑ)
%
)
if 0 < % < %.
By virtue of (3.15), we get
e(%, ϑ) ≤ c ϑ + e(%, ϑ) if % ≥ %,
while
%s(%, ϑ) ≤ %s(%, ϑ)+ p(%, ϑ)+ c(ϑ) for any 0 < % ≤ %,
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under the additional hypothesis
lim sup
%→0+
%e(%, ϑ) <∞ for any ϑ > 0. (3.16)
Consequently, hypotheses (3.15) and (3.16), together with the energy estimate (3.6), allow us to conclude that
ess sup
t∈(0,T )
∫
Ω
%[s]+(t)dx ≤ c(1+ E0). (3.17)
The bounds given through (3.13) and (3.17) give rise to the estimates:
ess sup
t∈(0,T )
∫
Ω
%[s]−(t)dx ≤ c(1+ E0 + |S0|) (3.18)
and ∫ T
0
∫
Ω
1
ϑ
(
S : ∇xu− q · ∇xϑ
ϑ
)
dxdt ≤ c(1+ E0 + |S0|), (3.19)
where the latter yields∫ T
0
∫
Ω
(
µ
ϑ
|〈∇xu〉|2 + ζ
ϑ
|divxu|2
)
dxdt ≤ c(1+ E0 + |S0|), (3.20)∫ T
0
∫
Ω
κ
ϑ2
|∇xϑ |2dxdt ≤ c(1+ E0 + |S0|). (3.21)
As our model takes into account radiation accelerating the heat conductivity for large values of ϑ , we can suppose
κ(%, ϑ) ≥ κϑ3, κ > 0, (3.22)
(see, for instance, [24]). Accordingly, estimate (3.21) implies∫ T
0
‖∇xϑ 32 (t)‖2L2(Ω;R3) dt ≤ c(1+ E0 + |S0|);
whence, by virtue of (3.11),∫ T
0
‖ϑ 32 (t)‖2W 1,2(Ω) ≤ c(E0, S0) (3.23)
provided Ω ⊂ R3 is a bounded domain. Finally, using the imbedding W 1,2(Ω) ↪→ L6(Ω) we infer that∫ T
0
‖ϑ(t)‖3L9(Ω) dt ≤ c(E0, S0). (3.24)
We now provide similar estimates on the velocity gradient resulting from (3.20). To this end, suppose that
µ(ϑ) ≥ µϑα, µ > 0, 0 < α ≤ 1. (3.25)
Writing
|〈∇xu〉| = ϑ 1−α2 ϑ α−12 |〈∇xu〉|
one can use Ho¨lder’s inequality together with (3.11) and (3.20) to obtain∫ T
0
‖〈∇xu〉‖2L p(Ω;R3×3sym ) dt ≤ c(E0, S0), with p =
8
5− α .
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Similarly, taking advantage of (3.24) we deduce∫ T
0
‖〈∇xu〉‖qL p(Ω;R3×3sym ) dt ≤ c(E0, S0), with p =
18
10− α , q =
6
4− α .
Since u satisfies the no-slip boundary conditions (2.17), the L p-bounds on the traceless part of the symmetric
velocity gradient 〈∇xu〉 are enough to ensure boundedness of all spatial derivatives (see [26, Proposition 2.4]), and
the previous two estimates yield∫ T
0
‖u(t)‖2W 1,p(Ω;R3) dt ≤ c(E0, S0), with p =
8
5− α , (3.26)∫ T
0
‖u(t)‖qW1,p(Ω;R3) dt ≤ c(E0, S0), with p =
18
10− α , q =
6
4− α . (3.27)
Finally, one can combine (3.26) and (3.27) with the standard imbedding relation W 1,p(Ω) ↪→ Lr (Ω), with
r = 3p/(3− p) in order to conclude∫ T
0
‖u(t)‖2Lr (Ω;R3) dt ≤ c(E0, S0), with r =
24
7− 3α , (3.28)∫ T
0
‖u(t)‖qLr (Ω;R3) dt ≤ c(E0, S0), with r =
18
4− α , q =
6
4− α . (3.29)
Consider now the convection term %u⊗ u. In view of (3.12) and (3.29) combined with Ho¨lder’s inequality, we get∫ T
0
‖%(t)u(t)⊗ u(t)‖q
L p(Ω;R3×3sym ) dt ≤ c(E0, S0), for q =
6
4− α , and a certain p > 1 (3.30)
provided
18
4− α > 5, that means, α >
2
5
. (3.31)
Similarly, writing
S = 2 (ϑµ(ϑ)) 12
(
µ(ϑ)
ϑ
) 1
2 〈∇xu〉 + (ϑζ(ϑ)) 12
(
ζ(ϑ)
ϑ
) 1
2
divxu I
we can use the temperature estimates (3.11) and (3.24), together with (3.20) in order to deduce∫ T
0
‖S(t)‖p
L p(Ω;R3×3sym ) dt ≤ c(E0, S0) for a certain p > 1 (3.32)
on condition that
µ(ϑ), ζ(ϑ) ≤ c(1+ ϑ3) for all ϑ > 0. (3.33)
Indeed interpolating (3.11) and (3.24) one gets∫ T
0
‖ϑ(t)‖pL p(Ω) dt ≤ c(E0, S0) for a certain p > 4, (3.34)
which, together with hypothesis (3.34) yields the desired bound on the quantities (ϑµ(ϑ))1/2, (ϑζ(ϑ))1/2 behaving
like ϑ2 for large ϑ .
3.4. Estimates of the pressure
We now turn to the balance of momentum (2.11). In view of estimates (3.12), (3.30) and (3.32), all terms but the
pressure in (2.11) are bounded in the space W−1,q((0, T )×Ω) for a certain q > 1, and, consequently, one is allowed
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to use test functions
ϕ(t, x) = ψ(t)div−1x
[
h − 1|Ω |
∫
Ω
hdx
]
, ψ ∈ D(0, T ),
in order to “compute” p. Indeed the boundary value problem
divxw = h − 1|Ω |
∫
Ω
hdx in Ω , w|∂Ω = 0, (3.35)
admits a branch of solutions w ∈ W 1,p0 (Ω),
‖w‖W 1,p0 (Ω) ≤ c(Ω)‖h‖L p(Ω) (3.36)
provided h ∈ L p(Ω) and Ω is a Lipschitz domain (see, for instance, [27, Theorem 3.1, Chapter 3]).
Now taking
h(x) = (dist[x, ∂Ω ])−β , β > 0,
with the exponent β = β(p) chosen so that h ∈ L p(Ω) for a given p, we deduce∫ T
0
∫
Ω
ψ (dist[x, ∂Ω ])−β pdxdt ≤ c(β, E0, S0)
(
1+
∫ T
0
∫
Ω
p(%, ϑ)dxdt
)
,
where, thanks to estimate (3.12) which is uniform in time, one can perform the limit ψ ↗ 1 to conclude∫ T
0
∫
Ω
(dist[x, ∂Ω ])−β p(%, ϑ)dxdt ≤ c(β, E0, S0)
(
1+
∫ T
0
∫
Ω
p(%, ϑ)dxdt
)
(3.37)
for a certain β > 0.
In order to continue, we need a piece of information on the composed functions b(%). Following DiPerna and
Lions [28] we introduce the renormalized continuity equation
∂tb(%)+ divx (b(%)u)+
(
b′(%)% − b(%)) divxu = 0 (3.38)
and assume it holds in D′((0, T ) × R3) for any differentiable function b with “moderate growth” at infinity. Here
“moderate growth” means that the last term in (3.38) should be bounded in L p((0, T ) × Ω), for a certain p > 1,
with %, u satisfying (3.9) and (3.27). Note that at the level of a priori estimates, that is to say when all quantities are
supposed to be smooth, (3.38) follows immediately from (2.9). However, as we will see below, even the class of weak
solutions is closed with respect to taking “renormalized limits”. Furthermore, in accordance with our convention, Eq.
(3.38) is to hold on the whole physical space R3 provided we take % = 1Ω%, u = 1Ωu.
The next step is to use
ϕ(t, x) = ψ(t)dist[x, ∂Ω ]∇x∆−1[1Ω%ν], ψ ∈ D(0, T ), ν > 0, (3.39)
as test functions in (2.11), where
∇x∆−1[v] = F−1ξ→x
[
− iξ|ξ |2Fx→ξ [v]
]
, with Fx→ξ — the Fourier transform.
By virtue of (3.9), one has ∇x∆−1[1Ω%ν] bounded in L∞(0, T ;W 1,p(Ω; R3)) for any given (finite) p > 1
provided ν = ν(p) > 0 is small enough. Moreover, the distributional derivative ∂t∇x∆−1[1Ω%ν] can be expressed
(and bounded) via (3.38); whence
‖∇x∆−1[1Ω%ν]‖[W 1,p((0,T )×Ω)]3 ≤ c(E0, S0) (3.40)
for ν > 0 small. In particular, taking p > 4 we have
‖∇x∆−1[1Ω%ν]‖[L∞((0,T )×Ω)]3 ≤ c(E0, S0). (3.41)
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In view of (3.40) and (3.41), the quantities ϕ introduced in (3.39) can be used as test functions in the variational
formulation of (2.11), and, after some straightforward manipulation, we deduce the estimate∫ T
0
∫
Ω
dist[x, ∂Ω ]p(%, ϑ)%νdxdt ≤ c(ν, E0, S0)
(
1+
∫ T
0
∫
Ω
p(%, ϑ)dxdt
)
. (3.42)
Relations (3.37) and (3.42) yield a uniform bound on the pressure term in L1((0, T )×Ω) provided the function p
satisfies a very mild structural restriction
0 ≤ p(%, ϑ) ≤ h(%)+ cϑ4 for any %, ϑ > 0, (3.43)
where h is a bounded function of bounded arguments. Indeed if (3.43) holds, one can assert, in view of (3.34), (3.37)
and (3.42), that the pressure is equi-integrable in the sense that there exists a function χ , determined only in terms of
E0, S0, such that∫
{p≥k}
p(%, ϑ) dxdt ≤ χ(k), χ(k)→ 0 for k →∞.
Equivalently, in view of the De La Valle´–Poussin criterion, one can say that the pressure p belongs to a certain
Orlicz space, specifically,∫ T
0
∫
Ω
H (p(%, ϑ)) dxdt ≤ c(E0, S0), (3.44)
where
H ∈ C[0,∞), lim
z→∞
H(z)
z
= ∞. (3.45)
4. Weak compactness in the Lebesgue space L1
We now discuss the possibility of formation of concentration points in the densities and fluxes appearing in the
variational formulation of the balance equations introduced in Section 2. In order to prevent this (mathematically)
undesirable phenomenon, one has to show that the a priori estimates obtained in Section 3 are strong enough to
ensure equi-integrability of all density and flux terms appearing in (2.9), (2.11), (2.16) and (2.18).
Let us recall that, in accordance with De La Valle´–Poussin criterion, a family of functions {gω} ⊂ L1(Q; RN ) is
equi-integrable on a set Q ⊂ RM only if there exists a function H satisfying (3.45) such that
sup
ω
∫
Q
H(|gω|)dy = cH <∞. (4.1)
In particular, equi-integrability follows from boundedness of {gω} in the reflexive space L p(Q; RN ), with p > 1.
With each equi-integrable family {gω}, one can associate a sequence ωn →∞ and a system of probability measures
{νy}y∈Q termed the parametrized (Young) measure such that
F(·, g)(y) =
∫
RN
F(y, λ)dνy(λ) for a.a. y ∈ Q
whenever
F(·, gωn )→ F(·, g) weakly in L1(Q),
where F : Q × RN → R ∪ {∞} is a Carathe´odory function (see [34, Theorem 6.2] and [35]).
In particular, we can always assume
F(·, gωn )→ F(·, g) weakly in L1(Q), with F(·, g)(y) =
∫
RN
F(y, λ) dνy(λ), y ∈ Q,
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for any Carathe´odory function F satisfying
lim|z|→∞
|F(y, z)|
H(|z|) = 0 uniformly in y ∈ Q,
for H as in (4.1) (see [34, Proposition 6.5]).
4.1. Equations of continuity and momentum
By virtue of estimates (3.9), (3.12), (3.30), (3.32) and (3.44), the mass and momentum densities %, %u as well as
the corresponding flux terms %u, %u ⊗ u, S − pI appearing in (2.9) and (2.11) are equi-integrable, that means, they
satisfy (4.1) with H and cH depending solely on E0 and S0.
4.2. Total energy balance
As a consequence of estimate (3.30), the kinetic energy density (1/2)%|u|2 is bounded in the Lebesgue space
L p((0, T )× Ω) for a certain p > 1.
In order to ensure equi-integrability of the internal energy %e, we are forced to impose some technical conditions
relating %e to the pressure p. Clearly, the most general stipulations read
0 ≤ %e(%, ϑ) ≤ c(1+ ϑ4 + p(%, ϑ)) for all %, ϑ > 0. (4.2)
If (4.2) holds, the internal energy density %e is equi-integrable because of (3.34) and (3.44).
4.3. Entropy flux
The requirement of equi-integrability of the (convective) entropy flux %su results in the most severe although still
physically admissible technical restrictions imposed on the constitutive relations. We shall assume that
s(%, ϑ) ≤ c
(
1+ ϑ
3
%
+ | log(%)| + ϑ
)
(4.3)
s(%, ϑ) ≥ −c(1+ | log(%)| + | log(ϑ)|) (4.4)
for all %, ϑ > 0.
To begin with, it is easy to observe that the uniform estimates (3.9), (3.11) and (3.12) together with (3.24), (3.29)
and (3.31) imply∫ T
0
∫
Ω
(
ϑ3|u| + %| log(%)||u| + %ϑ |u|
)p
dxdt ≤ c(E0, S0) for a certain p > 1; (4.5)
whence it is enough to establish a suitable bound on log(ϑ).
To this end we shall suppose, in addition to hypothesis (3.22), that
κ(%, ϑ) ≥ κ| log(ϑ)|−ω for all % > 0, 0 < ϑ < 1
2
, with 0 ≤ ω < 1
3
, κ > 0. (4.6)
Now, as a straightforward consequence of (3.21), we get∫ T
0
‖∇x log1− ω2 (ϑ)‖2L2(Ω;R3) dt ≤ c(E0, S0). (4.7)
In order to continue, we have to establish a certain positivity property of ϑ . More specifically, we shall show that∫
Ω
ϑ(t)dx ≥ c(E0, S0) > 0 for a.a. t ∈ (0, T ). (4.8)
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To this end, we make use of the entropy production inequality (2.16) to obtain∫
Ω
%s(%, ϑ)(t)dx ≥ S0 for a.a. t ∈ (0, T ), (4.9)
where we assume
S0 ≥
∫
Ω
%0s(%0, ϑ0)dx for certain functions %0 ≥ 0, ϑ0 > 0 on Ω . (4.10)
Furthermore we suppose, in accordance with the basic physical principles, that
s(%, 0+) = lim
z→0+ s(%, z) < s(%, ϑ) for any %, %, ϑ > 0. (4.11)
Note that (4.11) implies that either
lim
ϑ→0+ s(%, ϑ) = −∞ for any % > 0, (4.12)
or
lim
ϑ→0+ s(%, ϑ) = 0 for any % > 0, (4.13)
where, in the latter case, s can be modified by adding a constant if necessary.
Next, by virtue of hypothesis (2.22), the level sets s(%, ϑ) = k are represented by curves ηk = [%, ϑ(%)] in the
(%, ϑ)-plane, continuous for % ∈ (0,∞). Consequently, for any ε > 0, there exists an Sε ∈ C(0, 1] such that
s(%, ϑ) ≤ Sε(ϑ) for any 0 < ϑ ≤ 1, 0 < ε ≤ % ≤ ε−1, (4.14)
where
lim
ϑ→0+ Sε(ϑ) = limϑ→0+ s(%, ϑ). (4.15)
At this stage, we are ready to show (4.8). Arguing by contradiction and using (3.9) and (3.11) we could construct
sequences {%n}∞n=1, {ϑn}∞n=1 such that
{%n}∞n=1 is bounded in L
5
3 (Ω),
∫
Ω
%ndx = M0, (4.16)
ϑn ≥ 0, ϑn → 0 in L p(Ω) for any 1 ≤ p < 4, (4.17)
and ∫
Ω
%0s(%0, ϑ0)dx ≤ lim infn→∞
∫
Ω
%ns(%n, ϑn)dx . (4.18)
On the other hand, by virtue of (4.14),∫
Ω
%ns(%n, ϑn)dx ≤
∫
{ε≤%n≤ε−1;ϑn≤1}
%nSε(ϑn)dx +
∫
{ϑn>1}
%ns(%n, ϑn)dx +
∫
{%n>ε−1}
%ns(%n, ϑn)dx
+
∫
{%n<ε}
%ns(%n, ϑn)dx .
With the help of (4.3), we get∫
{ϑn>1}
%ns(%n, ϑn) dx ≤ c
∫
{ϑn>1}
(
%n + ϑ3n + %n| log(%n)| + %nϑn
)
dx,
where the right integral tends to zero for n →∞ because of (4.16) and (4.17).
Similarly, one can show that
lim sup
n→∞
(∫
{%n>ε−1}
%ns(%n, ϑn)dx +
∫
{%n<ε}
%ns(%n, ϑn)dx
)
≤ h(ε),
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where h(ε)→ 0 for ε→ 0.
Thus∫
Ω
%0s(%0, ϑ0)dx ≤ lim sup
n→∞
∫
{ε≤%n≤ε−1;ϑn≤1}
%nSε(ϑn)dx + h(ε) for any ε > 0. (4.19)
Now, if (4.12) holds, we obtain
lim sup
n→∞
∫
{ε≤%n≤ε−1;ϑn≤1}
%nSε(ϑn)dx ≤ lim sup
n→∞
∫
Ω
1{ε≤%n≤ε−1}%n1{ϑn≤1}max{−K , Sε(ϑn)}dx
= −K
∫
Ω
%εdx,
where
1{ε≤%n≤ε−1}%n → %ε weakly in L
5
3 (Ω).
Note that one has∫
Ω
%εdx >
M0
2
provided ε > 0 is small enough;
whence one can deduce from (4.19) that∫
Ω
%0s(%0, ϑ0)dx ≤ −KM02 for any K > 0 — a contradiction.
A similar argument can be used to obtain, under hypothesis (4.13), that∫
Ω
%0s(%0, ϑ0)dx = 0
in contrast with (4.10). Thus we have proved (4.8).
Relation (4.8) together with the uniform bound (3.11) imply there is δ > 0 such that
|{ϑ(t) > δ}| ≥ c(E0, S0) > 0 for a.a. t ∈ (0, T ),
which, together with (4.7), gives rise to the desired conclusion∫ T
0
‖ log1− ω2 (ϑ)‖2W 1,2(Ω) dt ≤ c(E0, S0). (4.20)
By virtue of the embedding W 1,2(Ω) ⊂ L6(Ω) and hypothesis (4.6), we conclude that∫ T
0
‖ log(ϑ)‖pLq (Ω) dt ≤ c(E0, S0), with q > 5, p >
5
3
. (4.21)
Estimates (3.12) and (4.21) yield∫ T
0
∫
Ω
(%| log(ϑ)||u|)pdxdt ≤ c(E0, S0) for a certain p > 1, (4.22)
and, together with (4.5), imply equi-integrability of the entropy density %s and the convective flux %su.
Finally, consider the entropy flux
q
ϑ
= −κ(%, ϑ)
ϑ
∇xϑ = −
√
κ(%, ϑ)
√
κ(%, ϑ)
ϑ
∇xϑ.
In view of (3.11) and (3.21), we have∫ T
0
∫
Ω
∣∣∣ q
ϑ
∣∣∣p dxdt ≤ c(E0, S0) for a certain p > 1 (4.23)
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provided
κ(%, ϑ) ≤ c(1+ ϑ3) for all %, ϑ > 0. (4.24)
5. Weak sequential stability
The central issue to be discussed in what follows is the problem of weak sequential stability in the framework of
variational solutions introduced in Section 2 and a priori estimates obtained in Section 3.
In view of the energy estimates (3.3), (3.4) and (3.9), we consider a sequence {%n}∞n=1,
{%n}∞n=1 bounded in L∞(0, T ; L
5
3 (Ω)), (5.1)
and
%n ≥ 0,
∫
Ω
%ndx = M0 > 0 for all n = 1, 2, . . . . (5.2)
Similarly, motivated by (3.26)–(3.29), we take
{un}∞n=1 bounded in Ls1(0, T ;W 1,r10 (Ω; R3)) ∩ Ls2(0, T ;W 1,r20 (Ω; R3)),
with s1 = 64− α , s2 = 2, r1 =
18
10− α , r2 =
8
5− α , (5.3)
where, in accordance with (3.25) and (3.31),
2
5
< α ≤ 1. (5.4)
Finally, in view of (3.11), (3.23) and (3.24), we consider
{ϑn}∞n=1 bounded in L∞(0, T ; L4(Ω)) ∩ L3(0, T ; L9(Ω)), (5.5)
{ϑ
3
2
n }∞n=1 bounded in L2(0, T ;W 1,2(Ω)). (5.6)
Furthermore, by virtue of (4.21), we can assume ϑn(t, x) > 0 for a.a. t ∈ (0, T ), x ∈ Ω ,
{log(ϑn)}∞n=1 bounded in Ls3(0, T ; Lr3(Ω)), s3 >
5
3
, r3 > 5, (5.7)
and, in accordance with (4.6) and (4.20),
{log1−ω(ϑn)}∞n=1 bounded in L2(0, T ;W 1,2(Ω)), 0 ≤ ω <
1
3
. (5.8)
In addition, by virtue of (3.5), (3.12), (4.5) and (4.22), we are allowed to impose the following restrictions on the
convective terms:
{%nun}∞n=1 bounded in L∞(0, T ; L
5
4 (Ω; R3)), (5.9)
{%nun ⊗ un}∞n=1 bounded in

L∞(0, T ; L1(Ω; R3×3sym ))
∩
Ls4(0, T ; Lr4(Ω; R3×3sym (Ω; R3)))
 , with s4 = 64− α , r4 > 1, (5.10)
and
{%ns(%n, ϑn)un}∞n=1 bounded in L p1 ((0, T )× Ω; R3), with p1 > 1. (5.11)
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Next, motivated by (3.17), (3.18), (3.32), (4.5), (4.22) and (4.23), we can assume
{%ns(%n, ϑn)}∞n=1 bounded in L∞(0, T ; L1(Ω)) ∩ Ls5(0, T ; Lr5(Ω)), s5 =
5
3
, r5 >
5
4
, (5.12)
{Sn}∞n=1 bounded in L p2((0, T )× Ω; R3×3sym ), p2 > 1, (5.13)
and {(
qn
ϑn
)}∞
n=1
bounded in L p3((0, T )× Ω; R3), p3 > 1, (5.14)
where we have set
Sn = 2µ(ϑn)〈∇xun〉 + ζ(ϑn)divxunI, qn
ϑn
= −κ(%n, ϑn)
ϑn
∇xϑn .
Finally, in view of (3.44) and (4.2), the pressure p and the internal energy %e belong to certain Orlicz spaces, more
specifically, there exists a function H ,
H ∈ C([0,∞)), H ≥ 0, lim
z→∞
H(z)
z
= ∞
such that
{H (p(%n, ϑn))}∞n=1 , {H (%ne(%n, ϑn))}∞n=1 are bounded in L1((0, T )× Ω). (5.15)
Now, in agreement with (5.1), (5.3) and (5.5), we have
%n → % weakly-(*) in L∞(0, T ; L 53 (Ω)), (5.16)
un → u weakly in Ls1(0, T ;W 1,r10 (Ω; R3)), (5.17)
ϑn → ϑ weakly-(*) in L∞(0, T ; L4(Ω)), (5.18)
passing to subsequences as the case may be. In addition, in order to prevent possible density oscillations, we shall
assume
%n(0, ·)→ %0 in L1(Ω). (5.19)
The problem of weak sequential stability (compactness) consists in showing that the limit quantites %, u, ϑ
represent another variational solution of the system (2.9), (2.11), (2.16) and (2.18) introduced in Section 2.
5.1. Div–Curl lemma
The celebrated Div–Curl lemma of Murat and Tartar (see [29,30]) represents one of the most typical results of the
theory of compensated compactness. In the present setting, a suitable variant can be stated as follows (cf. [31]).
Lemma 5.1. Let Q ⊂ RM be a bounded domain. Assume that {Un}∞n=1, {Vn}∞n=1 are vector fields such that
Un → U weakly in L p(Q; RM ), Vn → V weakly in Lq(Q; RM ),
where
1 < p, q <∞, 1
p
+ 1
q
= 1
r
< 1.
Furthermore, let
{DivUn}∞n=1, {CurlVn}∞n=1 be precompact in W−1,s(Q), W−1,s(Q; RM×M ),
respectively, for a certain s > 1.
Then
Un · Vn → U · V weakly in Lr (Q).
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There is a straightforward application of Lemma 5.1 in the analysis of the convective terms. The functions %n , ϑn
satisfy the renormalized equation
Divt,x
[
b(%n), b(%n)un
] = (b(%n)− b′(%n)%n) divxun in D′((0, T )× Ω) (5.20)
for any b ∈ D[0,∞).
On the other hand, as un satisfy (5.3) and ϑn obey (5.6), (5.8), we have
Curlt,x [h(un), 0, 0, 0] ,Curlt,x [h(ϑn), 0, 0, 0] bounded in L p((0, T )× Ω; R4×4), (5.21)
for a certain p > 1 and any h ∈ D(RN ), h ∈ D(R), respectively.
Now a direct application of Lemma 5.1 yields
b(%)h(u) = b(%) h(u), b(%)h(ϑ) = b(%) h(ϑ), (5.22)
where the symbol F(·, g) has the same meaning as in Section 4, that is, it denotes a weak limit in the Lebesgue space
L1 of a sequence {F(·, gn)}∞n=1; or, equivalently,
F(·, g)(y) =
∫
RM
F(y, λ) dνy[g](λ),
where ν[g] is a parametrized measure associated with the sequence {gn}∞n=1.
Thus relation (5.22) can be rephrased in terms of the corresponding parametrized measures as
ν[(%,u)] = ν[%] ⊗ ν[u], ν[(%, ϑ)] = µ[%] ⊗ ν[ϑ], (5.23)
in particular,
%nun → %u weakly-(*) in L∞(0, T ; L 54 (Ω; R3)), (5.24)
and %, u satisfy the equation of continuity (2.9).
Similarly, one can rewrite (2.16) as
Divt,x
[
%ns(%n, ϑn), %ns(%n, ϑn)un + qn
ϑn
]
≥ 0 in D′((0, T )× Ω),
and, using (5.21) together with the bounds (5.5), (5.12), we infer that
%s(%, ϑ)ϑ = %s(%, ϑ) ϑ. (5.25)
Now our goal is to show that (5.25) gives rise to pointwise (strong) convergence of the sequence {ϑn}∞n=1. The
central idea is to use monotonicity of s in ϑ . More precisely, in accordance with the physical considerations discussed
in Section 2, we take into account the effect of thermal radiation, that means, we introduce a structural hypothesis
related to (3.10):
s(%, ϑ) = 1
%
sR(ϑ)+ sF (%, ϑ) for any %, ϑ > 0, (5.26)
where sF is a non-decreasing function of ϑ for any fixed %, and
sR ∈ C1[0,∞), sR(0) = 0, sR convex, s′R(z) > 0 for z > 0.
We can write∫ T
0
∫
Ω
sR(|ϑn − ϑ |)|ϑn − ϑ |dxdt ≤
∫ T
0
∫
Ω
(sR(ϑn)− sR(ϑ)) (ϑn − ϑ) dxdt
≤
∫ T
0
∫
Ω
%n (s(%n, ϑn)− s(%n, ϑ)) (ϑn − ϑ) dxdt. (5.27)
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Now, the crucial observation following immediately from (5.23) reads
lim
n→∞
∫ T
0
∫
Ω
%ns(%n, ϑ)(ϑn − ϑ)dxdt = 0. (5.28)
Indeed the quantity %ns(%n, ϑ) may be understood as a composition of %n with a Carathe´odory function provided, of
course, we impose the structural conditions analogous to (4.3) and (4.4):
|s(%, ϑ)| ≤ c
(
1+ ϑ
3
%
+ ϑ + | log(ϑ)| + | log(%)|
)
for all %, ϑ > 0. (5.29)
As a direct consequence of (5.25) and (5.28), the most right expression in (5.27) vanishes for n → ∞, and we
conclude
ϑn → ϑ in L1((0, T )× Ω). (5.30)
5.2. Weak continuity of the momentum
The (weak) time derivative of the momenta %nun can be expressed via Eq. (2.11). In particular, by virtue of the
uniform bounds (5.10), (5.13) and (5.15), we get the quantities
t 7→
∫
Ω
%n(t)un(t) · ϕdx precompact in C[0, T ] for any fixed ϕ ∈ D(Ω).
Consequently, relation (5.24) can be strengthened to
%nun → %u in C([0, T ]; L
5
4
weak(Ω; R3)). (5.31)
As α > 25 , the Sobolev space W
1,r1(Ω) appearing in (5.3) is compactly imbedded into L5(Ω) (cf. also (3.29) and
(5.31) together with (5.10) and (5.17) give rise to
%nun ⊗ un → %u⊗ u weakly in L p((0, T )× Ω; R3×3sym ) for a certain p > 1. (5.32)
In a similar fashion, one can show
%n → % in C([0, T ]; L
5
3
weak(Ω)),
∫
Ω
%(t)dx = M0 for all t ∈ [0, T ]. (5.33)
5.3. Another application of the Div–Curl lemma — the effective viscous pressure
Consider a general situation
∂tbn + divx (bnun) = gn in D′((0, T )× R3), (5.34)
∂tmn + divx (mn ⊗ un)+ divxTn = fn in D′((0, T )× Ω; R3), (5.35)
where bn = 1Ωbn satisfy
bn → b weakly-(*) in L∞((0, T )× Ω), (5.36)
un → u weakly in Ls(0, T ;W 1,r0 (Ω; R3)), s > 1, r > 1, (5.37)
mn → m weakly-(*) in L∞(0, T ; L p(Ω; R3)), (5.38)
Tn → T weakly in L1((0, T )× Ω; R3×3sym ), (5.39)
〈Tn〉 → 〈T〉 weakly in Ls((0, T )× Ω; R3×3sym ),
and
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gn → g weakly in Ls(0, T ; Lr (Ω)), fn → f weakly in L1((0, T )× Ω; R3), (5.40)
where
p > max
{
1,
3r
4r − 3
}
. (5.41)
The exact meaning of (5.41) is, of course, compactness of the imbedding L p(Ω) into W−1,r (Ω), and we establish
easily, following the arguments of Section 5.2, that
bn → b in C([0, T ]; Lqweak(Ω)) for any finite q ≥ 1, (5.42)
mn → m in C([0, T ]; L pweak(Ω; R3)), (5.43)
where
∂tb + divx (bu) = g in D′((0, T )× R3), (5.44)
∂tm+ divx (m⊗ u)+ divxT = f in D′((0, T )× Ω). (5.45)
A more valuable piece of information can be obtained using the quantities
ϕ∇x∆−1[1Ωbn], ϕ∇x∆−1[1Ωb], with ϕ ∈ D((0, T )× Ω),
as test function in (5.35) and (5.45), respectively (see (3.39) for the precise definition of the operator ∇x∆−1). After a
little lengthy but straightforward computation we obtain∫ T
0
∫
Ω
(
mn · ∇x∆−1[bn](∂tϕ + un · ∇xϕ)+ Tn : (∇x∆−1[bn] ⊗ ∇xϕ)
)
dxdt
+
∫ T
0
∫
Ω
un ·
(
(∇x∆−1∇x )[bn](ϕmn)− bn(∇x∆−1divx )[ϕmn]
)
dxdt
+
∫ T
0
∫
Ω
ϕ
(
〈Tn〉 : (∇x∆−1∇x )[bn] + 13 trace[Tn]bn
)
dxdt
=
∫ T
0
∫
Ω
ϕ
(
mn · ∇x∆−1[gn] − fn · ∇x∆−1[bn]
)
dxdt, (5.46)
and, similarly,∫ T
0
∫
Ω
(
m · ∇x∆−1[b](∂tϕ + u · ∇xϕ)+ T : (∇x∆−1[b] ⊗ ∇xϕ)
)
dxdt
+
∫ T
0
∫
Ω
u ·
(
(∇x∆−1∇x )[b](ϕm)− b(∇x∆−1divx )[ϕm]
)
dxdt
+
∫ T
0
∫
Ω
ϕ
(
〈T〉 : (∇x∆−1∇x )[b] + 13 trace[T]b
)
dxdt
=
∫ T
0
∫
Ω
ϕ
(
m · ∇x∆−1[g] − f · ∇x∆−1[b]
)
dxdt. (5.47)
Now, seeing that
∇x∆−1[bn] → ∇x∆−1[b] in C([0, T ] × Ω; R3),
ϕ∇x∆−1[gn] → ϕ∇x∆−1[g] weakly in Ls(0, T ;W 1,r0 (Ω; R3)),
one can let n →∞ in (5.46) to obtain∫ T
0
∫
Ω
un ·
(
(∇x∆−1∇x )[bn](ϕmn)− bn(∇x∆−1divx )[ϕmn]
)
dxdt
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+
∫ T
0
∫
Ω
ϕ
(
〈Tn〉 : (∇x∆−1∇x )[bn] + 13 trace[Tn]bn
)
dxdt
→
∫ T
0
∫
Ω
u ·
(
(∇x∆−1∇x )[b](ϕm)− b(∇x∆−1divx )[ϕm]
)
dxdt
+
∫ T
0
∫
Ω
ϕ
(
〈T〉 : (∇x∆−1∇x )[b] + 13 trace[T]b
)
dxdt. (5.48)
At this stage, we can write
(∇x∆−1∇x )[bn](ϕmn)− bn(∇x∆−1divx )[ϕmn] = (∇x∆−1∇x )[bn]
(
ϕmn −∇x∆−1divx [ϕmn]
)
−
(
bnI−∇x∆−1∇x [bn]
)
∇x∆−1divx [ϕmn],
where the quantities(
ϕmn −∇x∆−1divx [ϕmn]
)
,
(
bnI−∇x∆−1∇x [bn]
)
are divergenceless
while
(∇x∆−1∇x )[bn],∇x∆−1divx [ϕmn] are exact gradients.
Thus a straightforward application of Lemma 5.1, together with (5.42) and (5.43), gives rise to
(∇x∆−1∇x )[bn](ϕmn)− bn(∇x∆−1divx )[ϕmn]
→ (∇x∆−1∇x )[b](ϕm)− bn(∇x∆−1divx )[ϕm] in Ls′(0, T ;W−1,r (Ω; R3))
for any s′ > 1, and, consequently, relation (5.48) reduces to∫ T
0
∫
Ω
ϕ
(
〈Tn〉 : (∇x∆−1∇x )[bn] + 13 trace[Tn]bn
)
dxdt
→
∫ T
0
∫
Ω
ϕ
(
〈T〉 : (∇x∆−1∇x )[b] + 13 trace[T]b
)
dxdt. (5.49)
Applying the preceding abstract framework to the present situation one can take
bn = b(%n), mn = %nun, where b′(z) ≡ 0 for large z > 0,
with the renormalized Eq. (3.38) in place of (5.34), and the momentum balance (2.11) replacing (5.35). In this setting,
relation (5.49) reads∫ T
0
∫
Ω
ϕ
[
2µ(ϑn)〈∇xun〉 : (∇x∆−1∇x )[b(%n)] + (ζ(ϑn)divxun − p(%n, ϑn)) b(%n)
]
dxdt
→
∫ T
0
∫
Ω
ϕ
[
2µ(ϑ)〈∇xu〉 : (∇x∆−1∇x )[b(%)] +
(
ζ(ϑ)divxu− p(%, ϑ)
)
b(%)
]
dxdt, (5.50)
where we have used the strong convergence of {ϑn}∞n=1 stated in (5.30).
Relation (5.50) can be viewed as a variant of the weak continuity property of the effective viscous pressure
established by Lions [14] in the case of constant viscosity coefficients.
5.4. A commutator lemma
Our goal is to convert (5.50) to a more familiar relation∫ T
0
∫
Ω
ϕ
((
4
3
µ(ϑn)+ ζ(ϑn)
)
divxun − p(%n, ϑn)
)
b(%n)dxdt
→
∫ T
0
∫
Ω
ϕ
((
4
3
µ(ϑ)+ ζ(ϑ)
)
divxu− p(%, ϑ)
)
b(%)dxdt, for any ϕ ∈ D((0, T )× Ω),
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or, in terms of the associated parametrized measures,(
4
3
µ(ϑ)+ ζ(ϑ)
)(
divxu b(%)− divxub(%)
)
= p(%, ϑ)b(%)− p(%, ϑ) b(%). (5.51)
To this end, we write∫ T
0
∫
Ω
2ϕµ(ϑn)〈∇xun〉 : (∇x∆−1∇x )[b(%n)]dxdt =
∫ T
0
∫
Ω
2(∇x∆−1∇x ) : [ϕµ(ϑn)〈∇xun〉]b(%n)dxdt
=
∫ T
0
∫
Ω
4
3
ϕ µ(ϑn)divxun b(%n)dxdt
+
∫ T
0
∫
Ω
{
2(∇x∆−1∇x ) : [ϕµ(ϑn)〈∇xun〉] − 43ϕ µ(ϑn)divxun
}
b(%n)dxdt,
where the expression in the curl brackets is nothing other than the commutator of the operator ∇x∆−1∇x with
multiplication by the scalar function ϕµ(ϑn).
In order to continue, we report the following result in the spirit of Coifman and Meyer [32].
Lemma 5.2. Let µ ∈ W 1,2(R3) be a scalar function, and V ∈ Lr ∩ L1(R3; R3) a vector field, where r > 65 .
Then there exist ω > 0 and p > 1 such that
‖(∇x∆−1divx )[µV] − µ(∇x∆−1divx )[V]‖Wω,p(R3) ≤ c‖µ‖W 1,2(R3;R3)‖V‖Lr∩L1(R3;R3).
Proof. To begin with, it is enough to show the result for smooth and compactly supported functionsµ,V. Note that the
operator ∇x∆−1divx , being a superposition of two Riesz transforms, is bounded on the Lebesgue space L p(R3; R3)
for any 1 < q <∞. Consequently, we get
‖(∇x∆−1divx )[µV] − µ(∇x∆−1divx )[V]‖W 1,p(R3,R3)
= ‖(∇x∆−1divx )[µV] − µ(∇x∆−1divx )[V]‖L p(R3,R3)
+
∥∥∥divx [(∇x∆−1divx )[µV] − µ(∇x∆−1divx )[V]]∥∥∥
L p(R3)
+
∥∥∥curlx [(∇x∆−1divx )[µV] − µ(∇x∆−1divx )[V]]∥∥∥
L p(R3;R3)
= ‖(∇x∆−1divx )[µV] − µ(∇x∆−1divx )[V]‖L p(R3,R3)
+‖∇xµ · (V−∇x∆−1divx [V])‖L p(R3) + ‖∇xµ× V‖L p(R3;R3)
≤ c‖µ‖W 1,q1 (R3)‖V‖L1∩Lr (R3;R3) provided
1
q1
+ 1
r
<
1
p
. (5.52)
On the other hand, by virtue of the standard imbedding relations for Sobolev spaces,
‖(∇x∆−1divx )[µV] − µ(∇x∆−1divx )[V]‖L p(R3,R3) ≤ c‖µ‖W 1,q2 (R3)‖V‖Lr (R3;R3), (5.53)
where
3− q2
3q2
+ 1
r
= 1
p
.
Consequently, as r > 6/5, we can find 1 < q2 < 2 < q1, p > 1 such that both (5.52) and (5.53) hold, and the
desired conclusion follows by means of a simple interpolation argument (for the details see [33, Proposition 5.1]). 
Now assume, for a moment, that µ is globally Lipschitz in ϑ . In accordance with (5.3), (5.6) and (5.8), the
sequence {ϕµ(ϑn)}∞n=1 is bounded in L2(0, T ;W 1,20 (Ω)) while ∇xun , n = 1, 2, . . . belong to a bounded subset
of L2(0, T ; L 53 (Ω; R3×3)). Thus a direct application of Lemma 5.2 yields{
2(∇x∆−1∇x ) : [ϕµ(ϑn)〈∇xun〉] − 43ϕ µ(ϑn)divxun
}∞
n=1
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bounded in L1(0, T ;Wω,p(Ω)) for a certain ω > 0, p > 1. (5.54)
On the other hand, by the same token, we have{
2(∇x∆−1∇x ) : [ϕµ(ϑn)〈∇xun〉] − 43ϕ µ(ϑn)divxun
}∞
n=1
bounded in L p2(0, T ; L p(Ω)) for a certain p > 1,
which, interpolated with (5.54), yields{
2(∇x∆−1∇x ) : [ϕµ(ϑn)〈∇xun〉] − 43ϕ µ(ϑn)divxun
}∞
n=1
bounded in Lq(0, T ;Wβ;q(Ω)) for certain β > 0, q > 1.
Taking (5.42) into account, we conclude∫ T
0
∫
Ω
{
2(∇x∆−1∇x ) : [ϕµ(ϑn)〈∇xun〉] − 43ϕ µ(ϑn)divxun
}
b(%n)dxdt
→
∫ T
0
∫
Ω
{
2(∇x∆−1∇x ) : [ϕµ(ϑ)〈∇xu〉] − 43ϕ µ(ϑ)divxun
}
b(%)dxdt;
whence (5.50) reduces to (5.51).
Now, supposing only
µ ∈ C1(0,∞) ∩ C[0,∞), (5.55)
we can write
µ(ϑ) = µε(ϑ)+ µ˜ε(ϑ)+ µε(ϑ),
where
|µε| < ε, µ˜ε globally Lipscitz, supp[µε] ⊂
[
1
ε
,∞
)
, |µε| ≤ µ,
for any given ε > 0.
As the family of functions{
2(∇x∆−1∇x ) : [ϕµ(ϑn)〈∇xun〉] − 43ϕ µ(ϑn)divxun
}
b(%n), n = 1, 2, . . .
is equi-integrable, we deduce, exactly as above, that(
4
3
µ(ϑ)+ ζ(ϑ)
)(
divxu b(%)− divxub(%)
)
= p(%, ϑ)b(%)− p(%, ϑ) b(%)+ h(ε),
with |h(ε)| → 0 for ε→ 0, yielding (5.51).
5.5. Propagation of density oscillations
The renormalized Eq. (3.38) represents a suitable tool for describing propagation of oscillations in the density field
%. Introducing the cut-off functions
Tk(%) = kT
( z
k
)
, k ≥ 1, T ∈ C∞(R), (5.56)
T (z) =

z for 0 ≤ z ≤ 1,
concave if 1 ≤ z ≤ 3,
2 for z ≥ 3,
−T (−z) if z < 0,
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we deduce
∂t Lk(%n)+ divx (Lk(%n)un)+ Tk(%n)divxun = 0 in D′((0, T )× R3)
provided %n , un are extended to be zero outside Ω , where we have set
Lk(%) = %
∫ %
1
Tk(z)
z2
dz.
Furthermore, letting n →∞ we deduce
∂t Lk(%)+ divx (Lk(%)u)+ Tk(%)divxu = 0 in D′((0, T )× R3). (5.57)
At this stage, we need (3.38) to be satisfied also by the limit quantities %, u, specifically,
∂t Lk(%)+ divx (Lk(%)u)+ Tk(%)divxu = 0 in D′((0, T )× R3). (5.58)
If this is the case, we obtain∫
Ω
(
Lk(%)− Lk(%)
)
(τ2)dx +
∫ τ2
τ1
∫
Ω
(
Tk(%)divxu − Tk(%) divxu
)
dx dt
=
∫
Ω
(
Lk(%)− Lk(%)(τ1)
)
dx +
∫ τ2
τ1
∫
Ω
(
Tk(%)divxu− Tk(%)divxu
)
dx dt
for any 0 ≤ τ1 ≤ τ2 ≤ T .
Now the crucial observation reads
Tk(%)divxu − Tk(%)divxu ≥ 0,
which is a direct consequence of (5.51) provided
∂p(%, ϑ)
∂%
≥ 0 for any %, ϑ > 0. (5.59)
Letting k →∞ we conclude that∫
Ω
(
% log(%)− % log(%)
)
(τ2)dx ≤
∫
Ω
(
% log(%)− % log(%)
)
(τ1)dx for any 0 ≤ τ1 ≤ τ2 (5.60)
on condition that we can show∫ T
0
∫
Ω
(
Tk(%)− Tk(%)
)
divxudxdt → 0 for k →∞. (5.61)
In particular, relation (5.60) gives rise to strong (pointwise) convergence of the sequence {%n}∞n=1,
%n → % in L1((0, T )× Ω), (5.62)
provided
{%n(0, ·)}∞n=1 is precompact in L1(Ω) (5.63)
in accordance with hypothesis (5.19).
During the preceding discussion, we have deliberately left open two problems, namely
• the validity of the renormalized equation (5.58) for the limit functions %, u,
• relation (5.61).
These two intimately related questions will be examined in detail in the next two sections.
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5.6. The oscillations defect measure
The oscillations defect measure associated with the sequence {%n}∞n=1 is defined through formula
oscq [%n → %](Q) = sup
k≥1
(
lim sup
n→∞
∫
Q
|Tk(%n)− Tk(%)|q dxdt
)
. (5.64)
Now assume that
divxu ∈ Lr ((0, T )× Ω), oscq [%n → %]((0, T )× Ω) <∞, with 1r +
1
q
< 1. (5.65)
Seeing that
Tk(%)→ %, Tk(%)→ % in L1((0, T )× Ω)
we conclude easily that (5.65) implies (5.61).
A less obvious result reads as follows.
Lemma 5.3. Let Q ⊂ R4 be an open set. Suppose that
%n → % weakly in L1(Q),
un → u weakly in L1(Q; R3),
∇xun → ∇xu weakly in Lr (Q; R3×3), r > 1,
oscq [%n → %](Q) <∞ for 1q +
1
r
< 1, (5.66)
where %n , un solve the renormalized equation (3.38) on Q.
Then the limit functions %, u solve (3.38) on Q.
Proof. As this is a local result, we can assume that Q ⊂ R4 is a bounded domain. Since %n , un are supposed to be
renormalized solutions, we get
∂tTk(%)+ divx (Tk(%)u)+
(
T ′k(%)% − Tk(%)
)
divxu = 0 in D′(Q).
Furthermore, as the functions Tk(%) are bounded, we can use the regularization technique due to DiPerna and
Lions [28] to obtain
∂tb(Tk(%))+ divx
(
b(Tk(%))u
)
+
(
b′(Tk(%))Tk(%)− b(Tk(%))
)
divxu
= b′(Tk(%))
(
Tk(%)− T ′k(%)%
)
divxu in D′(Q)
for any b such that b′(z) = 0 for all z ≥ M .
Finally, we can pass to the limit for k →∞ to obtain (3.38) provided we show
b′(Tk(%))
(
Tk(%)− T ′k(%)%
)
divxu→ 0 in L1(Q) for k →∞. (5.67)
In order to see (5.67), a simple interpolation argument yields∥∥∥b′(Tk(%))(Tk(%)− T ′k(%)%) divxu∥∥∥L1(Q) ≤ supn≥1 ‖divxun‖Lr (Q)
× sup
n≥1
‖Tk(%n)− T ′k(%n)%n‖ΛL1(Q) lim supn→∞ ‖Tk(%n)
− T ′k(%n)%n‖1−ΛLq {Tk (%)<M},
where, thanks to hypothesis (5.66), Λ > 0.
Since the sequence {%n}∞n=1 is equi-integrable, we have
sup
n≥1
‖Tk(%n)− T ′k(%n)%n‖L1(Q) → 0 for k →∞;
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therefore, it is enough to show
lim sup
n→∞
‖Tk(%n)− T ′k(%n)%n‖Lq {Tk (%)<M} < c,
with the constant c independent of k.
To this end, we write
‖Tk(%n)− T ′k(%n)%n‖Lq {Tk (%)<M} ≤ 2
(
‖Tk(%n)− Tk(%)‖Lq (Q)
+ ‖Tk(%)− Tk(%)‖Lq (Q) + ‖Tk(%)‖Lq {Tk (%)<M}
)
;
whence
lim sup
n→∞
‖Tk(%n)− T ′k(%n)%n‖Lq {Tk (%)<M} ≤ 4oscq [%n → %](Q)+ M |Q|
1
q . 
5.7. Boundedness of the oscillations defect measure
In order to apply Lemma 5.3, we need suitable bounds on oscq [%n → %] related to (5.3). To this end, we introduce
a technical hypothesis on the pressure function p = p(%, ϑ), specifically,
p(%, ϑ) = pc(%)+ pm(%, ϑ)+ pb(%, ϑ), (5.68)
where
pc(%) =

0 for % = 0,
convex for % ≥ 0,
≥ a% 53 , a > 0 for % ≥ 0;
(5.69)
∂pm(%, ϑ)
∂%
≥ 0 for all %, ϑ > 0; (5.70)
|pb(%, ϑ)| ≤ c(1+ ϑ 52 ) for all %, ϑ > 0. (5.71)
Consequently,
a lim sup
n→∞
∫ T
0
∫
Ω
ϕ|Tk(%n)− Tk(%)| 83 dxdt ≤ lim sup
n→∞
∫ T
0
∫
Ω
ϕpc(|Tk(%n)− Tk(%)|)|Tk(%n)− Tk(%)|dxdt
≤
∫ T
0
∫
Ω
ϕ
(
pc(%)Tk(%)− pc(%) Tk(%)
)
dxdt
+
∫ T
0
∫
Ω
ϕ
(
pc(%)− pc(%)
) (
Tk(%)− Tk(%)
)
dxdt
≤
∫ T
0
∫
Ω
ϕ
(
p(%, ϑ)Tk(%)− p(%, ϑ)Tk(%)
)
dxdt
−
∫ T
0
∫
Ω
ϕ
(
pb(%, ϑ)Tk(%)− pb(%, ϑ)Tk(%)
)
dxdt,
for any non-negative ϕ ∈ D((0, T )× Ω), where, by virtue of (5.5) and (5.71),∫ T
0
∫
Ω
ϕ
(
pb(%, ϑ)Tk(%)− pb(%, ϑ)Tk(%)
)
dxdt
≤ c1
(
1+ sup
n≥1
‖ϑ
5
2
n ‖
L
8
5 ((0,T )×Ω)
)
lim sup
n→∞
(∫ T
0
∫
Ω
ϕ|Tk(%n)− Tk(%)| 83 dxdt
) 3
8
≤ c2 lim sup
n→∞
(∫ T
0
∫
Ω
ϕ|Tk(%n)− Tk(%)| 83 dxdt
) 3
8
.
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Thus introducing a Carathe´odory function
Hk(z, t, x) = |Tk(z)− Tk(%(t, x))| 53
we get
Hk(%, ·) ≤ c
(
1+ p(%, ϑ)Tk(%)− p(%, ϑ) Tk(%)
)
, with c independent of k ≥ 1.
Furthermore, evoking (5.51) we infer that
Hk(%, ·) ≤ c
(
1+
(
4
3
µ(ϑ)+ ζ(ϑ)
)
(divxu Tk(%)− divxuTk(%))
)
for all k ≥ 1. (5.72)
Assuming
0 ≤ µ(ϑ), ζ(ϑ) ≤ c(1+ ϑ)α (5.73)
one gets, by virtue of (5.3)∫ T
0
∫
Ω
(1+ ϑ)−αHk(%, ·)dxdt
≤ c
(
1+ sup
n≥0
‖divxun‖
L
8
5−α ((0,T )×Ω)
lim sup
n→∞
‖Tk(%n)− Tk(%)‖
L
8
3+α ((0,T )×Ω)
)
≤ c
(
1+ lim sup
n→∞
‖Tk(%n)− Tk(%)‖
L
8
3+α ((0,T )×Ω)
)
. (5.74)
Now, let us take
8
3+ α < q <
8
3
, β > 0,
8
3q
β = α.
Accordingly, one uses Ho¨lder’s inequality to obtain∫ T
0
∫
Ω
|Tk(%n)− Tk(%)|qdxdt =
∫ T
0
∫
Ω
(1+ ϑ)−β(1+ ϑ)β |Tk(%n)− Tk(%)|qdxdt
≤ c
(∫ T
0
∫
Ω
(1+ ϑ)−α|Tk(%n)− Tk(%)| 83 dxdt
+
∫ T
0
∫
Ω
(1+ ϑ) 3αq8−3q dxdt
)
. (5.75)
It is easy to check that for α satisfying (5.4), one can find q > 83+α as above such that
3α
8− 3q ≤ 4;
whence the last integral in (5.75) is bounded in view of (5.5).
Furthermore, combining (5.74) and (5.75) we conclude that
oscq [%n → %]((0, T )× Ω) <∞ for a certain q > 83+ α . (5.76)
Relation (5.76) together with (5.3) allows us to apply Lemma 5.1 in order to conclude that (i) the limit functions
%u satisfy the renormalized equation (5.58), and (ii) relation (5.61) holds. Thus we have rigorously justified the strong
convergence of {%n}∞n=1 claimed in (5.62).
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5.8. Weak lower semi-continuity of the entropy production
Given the pointwise convergence of the sequences {ϑn}∞n=1 and {%n}∞n=1 established in (5.30) and (5.62),
respectively, the problem of weak sequential stability reduces to the entropy production rates
rn = 2µ(ϑn)
ϑn
|〈∇xun〉|2 + ζ(ϑn)
ϑn
|divxun|2 + κ(%n, ϑn)
ϑ2n
|∇xϑn|2
bounded in L1((0, T )× Ω).
As convex functions are weakly lower-semicontinuous, we get
lim inf
n→∞
∫ T
0
∫
Ω
rnϕdxdt ≥
∫ T
0
∫
Ω
ϕ
(
2µ(ϑ)
ϑ + ε |〈∇xu〉|
2 + ζ(ϑ)
ϑ + ε |divxu|
2 + κ(%, ϑ)
ϑ2 + ε |∇xϑ |
2
)
dxdt
for any ε > 0 and any non-negative test function ϕ ∈ D((0, T )× R3).
Now, letting ε→ 0 we get the desired conclusion. Note that, by virtue of (5.7), the temperature field ϑ is positive
a.a. on (0, T )× Ω .
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