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5Abstract
An asymptotic theory for predicting stability characteristics, both stationary and trav-
elling crossflow vortices, over a variety of surface variations was formulated. These in-
clude flat, convex and concave curved surfaces. Comparisons were made with two dif-
ferent numerical methods (Parabolised Stability Equations and Velocity-Vorticity) and
good agreement, to within 5% of the numerical value of the crossflow mode stream-
wise growth rate was met for both stationary and travelling modes initially for a flat
surface. An additional comparison was made with the streamwise growth rates to ob-
serve the impact of including curvature and a small convex curvature surface variation
was used. Similar results were achieved for this study also. Likewise, results for trav-
elling crossflow modes were in accordance with the numerical values.
Receptivity analysis was developed to analyse various mechanisms in the production
of crossflow vortices. A response function was established from the receptivity analy-
sis to calculate the efficiency of this process. The response function is largest near the
leading edge, meaning the disturbance is most effective at propagating into the bound-
ary layer there. The results we obtain via this approach qualitatively agree with other
research methods. This is true for all surface curvatures and both crossflow modes.
There is an intriguing behaviour that the response function exhibits for both convex
and concave curvature with travelling modes at a high frequency. When we consider
moderate spanwise wavenumber (γ = 0.4), the response function is much larger than
other modes or for a flat surface and this could have repercussions for experiments.
Careful consideration is needed for this case and can be avoided with the aid of this
research.
Finally, an asymptotic theory was created to analyse two-dimensional closed stream-
lines for secondary instabilities. The first instability analysed was the elliptical in-
stability, due to the links to turbulence and it was the initial interest to these types
6of problems. The method anticipates the existence of short-wave three-dimensional
disturbances on a streamline at a distance away from the centre of the vortex of this
secondary instability. There was no limitation in the study for symmetrical known
streamlines and the analysis can be extended further to analyse any two-dimensional
closed streamline such as separation bubbles. With this in mind an observation was
required to test this hypothesis and the approach was tested on the structure inside a
cavity, from which the location and behaviour of the disturbance was correctly pre-
dicted.
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Chapter 1
Introduction
1.1 History of Flying
Ever since the dawn of time, mankind has had an obsession with the phenomenon of
flight. The first known attempt at human flight was in 863 BC. Creating wings made of
feathers, Bladud the 10th king of England jumped from a tower in order to fly. How-
ever, this approached failed and he died of a broken neck [55]. Bladud was probably
inspired by the Greek myth of Icarus and Daedalus [2], who created wax wings and
flew too close to the sun. Early ideas consisted of imitating flight in nature, in partic-
ular, birds. This is the main reason why most of the early attempts at flying involved
attaching feathered wings to human arms and flapping zealously. People soon realised
this idea would not work and it was replaced by mechanical objects. In the 1480s,
Leonardo da Vinci came up with the concept of vibrating mechanical parts which were
human-powered by arms or legs. These machines were called ornithopters. No evi-
dence has be found to indicate whether or not these devices could fly or if they were
even tested. Many years later the first human flight was achieved in 1783 in Paris [2]
by Joseph and Etienne Montgolfier, who created a large balloon attached to a basket
and used hot air to obtain lift. The idea came around because scientists knew at the
time that hot air rises, so they used this concept.
Towards the end of that century, many revolutionary ideas came around, most notably
by George Cayley. In 1799, he conceived the original design for the modern aircraft
[2]. There were many concepts that were introduced by Cayley, such as separating the
ideas of lift and propulsion. A fixed wing was used to generate a lift force and paddles
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to produce drive. Other concepts incorporated were vertical and horizontal tails for sta-
bility during flight. Altogether these new ideas led to the development of the modern
aircraft. He also created the first experiments to analyse the wings by fixing them to a
whirling arm and seeing the impact of the lift force. However, this was not an accurate
method, since vortices were produced and interfered with the experiment after a few
rotations [12]. Cayley noted that the use of a fixed wing generated lift force and that
force was enough to support the weight of the flying machine. Increasing the wing
angle of attack and having a convex curved wing surface created a larger lift force.
Cayley was the first person to state that the lift was generated from low pressure - this
was a key discovery in aerodynamic history. Nonetheless, he was obsessed with an
engine configuration that flapped like a bird to create the speed needed to fly. Another
major notion that he suggested for plane design was to include multiple wings on top
of each other, known as biplanes for two wings and triplanes for three wings. In the
design, the structural integrity of his flying machine could not handle its own weight
to sustain flight, but the multiple wings would share the load force. He went on to
build the first human carrying glider in 1853, however this was not successful attempt
at human flight.
The field of aerodynamics remained stagnant for a number of years, since many pi-
oneers did not consider Cayley’s contributions as progress on the journey to human
flight. The flying enthusiasts were interested in building the best glider and flying
from a large hill or building. A breakthrough was made in 1891 by Otto Lilienthal [2],
who designed and flew the first successful glider. Lilienthal made over 2500 attempts
at flight, but he was to die during one of these tests.
However most of the advancement came from America in the 1890s. Major develop-
ments in the creation of powered aircraft were made by Samual Pierpont Langley. He
built several powered aircrafts and piloted two flights, but he was not successful and a
few weeks later the Wright brothers achieved what Langley couldn’t - human flight. On
December 17th 1903 at Kill Devil Hills in North Carolina, Wilbur and Orville Wright
produced the first manned, controlled powered flight in history. The new subject of
aerodynamics grew vastly and research was undertaken into building faster and better
machines, with the experiments of Cayley being revisited.
Phenomenal improvements were made mostly due to the First and Second World Wars.
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In the First War, the design of the biplane aircraft had adopted multiple engines, a
larger frame and heavier materials. It had a complete steel framework and improved
piston engines. Airline companies were created after the First World War. During this
time a slightly different design was used - a single - wing design called a monoplane
instead of the multi-plane of the previous generation. In the Second World War new
technologies were introduced, such as turbocharged radial engines, radar and naviga-
tion equipment. At the end of the war a new engine was introduced, the jet engine.
However this was not a very successful transition, due to increased cost and weight
compared to propellers [102]. The next innovation came after the Second World War
- the transition from straight wings to swept ones. The idea was to reduce the drag
caused by the wing due to compressible effects and structural integrity. This new ap-
proach changed the understanding of forces and stability on the aircraft. From here,
commercial aircraft were developed and planes have been getting bigger ever since.
Research on the stability properties of wing design and structure of the aircraft aided
future designs and improvements. This is where the area of fluid dynamics comes into
play. If we want to understand the behaviour of the flow around a plane, we need
to understand the physics of the fluid motion. We are interested in reducing the drag
of an aircraft and increasing the region where the air is laminar. We will discuss the
advancements in this field in the following sections.
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1.2 Fluid Dynamics
The field of fluid mechanics has been around since Ancient Greece. Archimedes dis-
covered that if an object is placed in a liquid then there will be a displacement of this
fluid due to the buoyancy force from the objects weight [50], and hence the idea of
fluid mechanics was born. Later, during numerous observations (whilst considering a
duct for example) Leonardo da Vinci found a relationship between the cross-sectional
area of a duct (A) and the velocity of the fluid (V )
AV = constant.
This was known as the continuity equation. Hundreds of years later fluid dynamics
developed further with the aid of Euler, who derived differential equations representing
the motion of an incompressible fluid but with frictional forces neglected and they are
given by
ρt +∇ · (ρu) = 0, (1.1)
ut + (u · ∇)u+ 1
ρ
∇p = 0, (1.2)
where ρ is the density of the fluid, u= (u, v, w) is the velocity of the fluid, t denotes
the time, p is the pressure of the fluid and ∇ = (∂/∂x, ∂/∂y, ∂/∂z). The continuity
equation is described as (1.1) and the motion of the fluid, momentum equations, are
represented by (1.2). The key result from Euler was that the pressure forces act inside
a moving fluid. Later internal viscous forces were included in the Euler equations by
Navier (1827) and Stokes (1845) to produce the well known Navier-Stokes equations
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ ν∇2u, (1.3)
where ν is the viscosity coefficient and with the continuity equation given by
∇ · u = 0. (1.4)
with ρ = constant. These are the governing equations for fluid dynamics.
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1.3 The Road to Transition.
Understanding the flow dynamics of an aircraft in flight conditions is a very diffi-
cult task. The process that the flow undergoes is complicated and many factors are
involved. An important part of this process is that it undergoes a transition from lam-
inar flow (parallel streamlines) to turbulent (chaotic, mixed) one. The region where
this changes is called laminar-turbulent transition. It is important to understand the
characteristics of the flow for prediction of this transition location. Laminar flows are
sensitive to adverse pressure gradients and are inclined to separate, whereas turbulent
flows create larger wall friction. For more details see [87].
Reynolds [80] assessed this laminar-turbulent transition by performing experiments in
a pipe. He did this by injecting ink into a pipe with a water flow and observing the
results. He noted that there were different regimes based on the speed of the flow,
laminar and turbulent regions. A parameter, which is named after him, quantified this
different behaviour of the fluid. The Reynolds number is the ratio of the inertia forces
over the viscous ones and it dictates the transition process. We are interested in what
caused this transition to occur.
In aerodynamics many factors exist that contribute to the triggering of turbulence. In a
three-dimensional boundary-layer on a swept wing, various instabilities are observed,
such as crossflow vortices and Go¨rtler vortices. In a two-dimensional environment the
instability takes the form of Tollmien-Schlichting (T-S) waves. These are primary in-
stabilities and research has developed to focus mostly on them. If there is nonlinear
breakdown of these instabilities, a secondary instability can occur. For example, a T-
S wave will develop spanwise variations the further downstream it propagates. These
cause a three-dimensional structure, which develops a vortical structure and the genera-
tion of this can be analysed by secondary stability theory. Understanding the behaviour
of secondary stabilities is helpful for predicting where the transition region is. The pri-
mary linear theory is simply not enough to accurately predict this. Other phenomena
can also occur, e.g. turbulent spots can occur within the disturbances, causing fluctua-
tions of laminar and turbulent regions - this development is called indeterminacy. The
disturbances discussed thus far have small amplitudes (natural transition). If we were
to consider larger amplitudes (higher levels of free-stream turbulence) there will not
exist any linearly growing disturbance modes. A turbulence intensity level of 0.5% or
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more will cause this bypass transition to occur. For more details see [86].
1.4 Stability Analysis
Researchers have become intrigued by perturbations to the mean flow for various fluid
dynamical systems and hence, the research area of stability analysis has arisen. One of
the first of these studies was performed by Lord Rayleigh in 1887. Rayleigh derived
the inflexion point criterion. This governs if there exists an inflexion point within a ve-
locity profile then there exists an unstable inviscid perturbations within the fluid [78].
Some of these perturbations will grow and might eventually become turbulent.
To analyse this system from a mathematical point of view the idea was to consider
time stability characteristics of dynamical systems within rigid bodies. A base solu-
tion to the Navier-Stokes equations was perturbed by a small variation and evolved in
time as eωt. For a perturbation to be considered growing, in this situation, they had
real and positive ω values with this evolution of the perturbation. In general this is
not true and ω is normally complex for global stability analysis. However this would
be the opposite for decaying or stable solutions since they had negative ω. The main
interest is in small perturbations, such that quadratic terms are ignored, for a linearised
set of equations (linearised with respect to the small perturbation). To understand the
early development of stability analysis we consider the following example of pertur-
bation into the linearised Navier-Stokes equation (this will become useful later for our
stability analysis)
~u = (ub(y) + U(x, y, t), V (x, y, t), 0). (1.5)
With ub(y) denoted as the basic flow from which it is steady and parallel. The velocity
perturbations, U and V , are normal to the wall and streamwise direction respectively.
This is a solution for boundary-layer and pipe flow. For the continuity equation to be
satisfied, the stream function Ψ(x, y, t) is introduced and such that
U =
∂Ψ
∂y
, V = −∂Ψ
∂x
. (1.6)
Hence, following the work of Rayleigh [78] we represent the perturbation in the normal-
mode form
Ψ(x, y, t) = Φ(y)ei(αx−ωt), (1.7)
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where Φ(y) is an eigenfunction and either α or ω is an eigenvalue depending on
whether analysing spatial or temporal stability. For temporal stability α is a real quan-
tity and is consider given, ω is complex eigenvalue to be found, and an instability arises
when ωi > 0. Since ω is complex, ω = ωr + iωi with ωr described as the frequency
and ωi is known as the amplification factor. For convenience, with temporal stability,
a new parameter c is introduced and characterises the phase velocity (cr) of the wave
with c = ω/α = cr + ici. However, for spatial stability, ω is a given real quantity and
α is complex, and the condition for the disturbance to become unstable is αi < 0. The
streamwise wavenumber, α, is complex, therefore α = αr+iαi where αr describes the
oscillation and αi is the growth rate of the disturbance mode. The evolution of both of
these disturbances is the same - either can be studied for stability analysis. Gaster [30]
showed that the amplification rates are the same for both spatial and temporal, to some
high order correction. In particular, for small amplification rates the frequencies are
related to the spatial growth rate by the group velocity. Linearising the Navier-Stokes
equation with respect to the disturbance and substituting (1.5), (1.7) into (1.3) yields
(ub − c)(Φ′′ − α2Φ)− ub′′Φ = −i
αRe
(Φ′′′′ − 2α2Φ′′ + α4Φ), (1.8)
where the prime denotes derivatives with respect to y and Re is the Reynolds number
which is given byRe = ued/ν, ue is a reference velocity far away from the fluctuations
and d is the reference length scale of the system. This is the Orr-Sommerfeld equation
derived by Orr (1907) [68] and Sommerfeld (1908) [93]. For a boundary-layer there is
a no-slip condition at the wall and disturbances decay far away from the wall
Φ(0) = Φ′(0) = 0, Φ(∞) = Φ′(∞) = 0.
For laminar parallel flow the stability characteristics are described by the Orr-Sommerfeld
equation. This is an eigenvalue problem for c,Re and α are consider given, c = cr+ici
is an eigenvalue with eigenfunction Φ(y) and needs to be solved to find the stability
properties.
Rayleigh was interested in the inviscid temporal stability. By taking the limit where
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the Reynolds number is large in the Orr-Sommerfeld equation reduces to
(ub − c)(Φ′′ − α2Φ)− ub′′Φ = 0. (1.9)
This is known as the Rayleigh equation and is reference to Lord Rayleigh’s work in
1879. This equation will appear in Chapter 2 in the context of analysis of crossflow vor-
tices. An analytical study of the Orr-Sommerfeld equation was performed by Tollmien
[97] and Schlichting [88], and this is the link to modern boundary-layer theory. We are
interested in disturbances that occur in a swept wing. The idea of boundary-layers was
first introduced by Prandtl.
1.5 Boundary-Layers
The concept of boundary-layers was first thought of in the early 1900s by Ludwig
Prandtl. He presented a paper in Germany in 1904 which outlined a slightly viscous
fluid near a solid boundary [72]. In this paper certain assumptions were made. Firstly
the Reynolds number is large, so the viscous terms can be neglected far away from the
solid boundary. Then there exists a thin layer of fluid near the solid boundary and this
fluid is known as a boundary-layer. Outside this viscous flow is an inviscid flow region,
which gives rises to a two-deck structure. This boundary layer has a thickness of δ and
is is given by δ/L ∝ Re−1/2, where L is the characteristic length scale of the solid
boundary. The pressure from outside the boundary-layer is not significantly different
from the pressure inside the boundary-layer. The boundary condition for pressure can
be approximated by the value of upper boundary in the inviscid region. Rescaling the
wall normal coordinate y by the boundary-layer thickness Re−1/2 implies that we are
located within the boundary-layer and this retains some viscous terms. The following
scalings are introduced to perform analysis within a boundary-layer
x∗ = xL, y∗ = δyL, z∗ = zL, p∗ = p∞ + ρU∞2p, (1.10)
u∗ = U∞u, v∗ = U∞v, w∗ = U∞w. (1.11)
The thickness of the boundary layer, δ, can be determined by balancing the viscous
term with the inertial terms. For instance considering the x-momentum equation in the
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Navier-Stokes equations we observe the following balancing between the inertia and
viscous terms,
u
∂u
∂x
∼ ν ∂
2u
∂y2
=⇒ U
2
∞
L
∼ νU∞L
2
δ2
=⇒ δ = Re−1/2. (1.12)
1.6 Types of Disturbances
In a three-dimensional boundary-layer on a swept wing, various instabilities are intro-
duced, such as T-S waves, crossflow vortices and Go¨rtler vortices. Tollmien-Schlichting
[97, 88] waves enter into the boundary-layer with variations in the curvature of the sur-
face being receptive to acoustic disturbances. Similarly, Go¨rtler vortices can be gener-
ated by the concavity of a surface [37] and crossflow vortices are introduced by surface
roughness and sweep angle [38].
1.6.1 Attachment-line instability
In a swept wing, the first instability to occur is the attachment-line instability. The
attachment-line instability can be eliminated by either a Gaster bump [31] added at the
leading edge or suction of the boundary-layer. The idea is to exclude any turbulent
flow and not inject turbulence into the boundary-layer. Otherwise, the boundary-layer
will be contaminated and the transition to turbulence will occur at the leading edge.
1.6.2 Tollmien-Schlichting waves
T-S waves are generated by some external disturbance, such as acoustic noise or sound
waves interacting with the surface roughness via a process known as receptivity. It is
a streamwise disturbance that emerges in a viscous boundary-layer and is dominant
in two-dimensional and swept-wing transition. As these waves propagate downstream,
they slowly amplify until nonlinear effects take action and the flow eventually becomes
turbulent.
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1.6.3 Go¨rtler Vortices
In 1941, Go¨rtler [35] showed solutions of the disturbance equation to counter-rotating
structures that were streamwise orientated. The pressure fluctuations occur when the
boundary-layer thickness is comparable to the radius of curvature and thus creates
centrifugal instability. This centrifugal-type instability is named the Go¨rtler instability
which is a consequence of the formation of Go¨rtler vortices. One can predict the onset
of Go¨rtler vortices by using a dimensionless number called the Go¨rtler number (G).
The Go¨rtler number [36] is defined as mentioned earlier G = 2Re1/2l/a, where a is
the radius of curvature, Re is the Reynolds number and l is the typical length scale
along the wing. The instability is not just limited to concave geometry - it can also be
applied to convex geometry.
These vortices are very similar to the Taylor vortices [94] produced in Taylor-Couette
flow. This flow arises amidst of two concentric cylinders where an array of vortices are
generated. For more details about these two flows, see Rosenhead [82].
1.7 Crossflow Instability
In 1952, Gray [38] recognised that the transition of a swept wing occurred much earlier
than the transition of an unswept wing. In observing the flow, he noticed that station-
ary vortices were close to the leading edge. The sweep of the wing coupled with a
pressure gradient produces curved streamlines in the inviscid region. The pressure
gradient remains the same in the boundary-layer (compared to outside the boundary-
layer) but the streamwise velocity decreases, inducing a secondary flow perpendicular
to the streamlines. There is no imbalance between the pressure gradient and the cen-
tripetal acceleration [101]. This traverse flow is called a crossflow. We are concerned
with three-dimensional boundary-layers in the modelling of this instability. Further in-
vestigations into crossflow vortices have been made since Gray’s investigation with the
application of a rotating disk. Gregory, Stuart and Walker [39] investigated and found
(experimentally and via asymptotic analysis) that the production of crossflow vortices
occurred in a three-dimensional boundary-layer on a rotating disk. This work was de-
veloped further by Hall [42] and can be applied to swept-wing cases. Since then, more
detailed studies have been performed analytically. They give insight into the stability
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of crossflow vortices, since the velocity profiles demonstrate a basic state and stability
analysis similar to a swept wing. Rotating disks are easier to analyse because there are
some well known similarity solutions [79]. Nonlinear effects are still currently being
investigated.
Crossflow vortices are an inviscid instability since the vortices must vanish at the wall
and also decay away from the boundary-layer, therefore there must be an inflexion
point in the basic flow (the combination of αu + γw). The appearance of crossflow
vortices at the beginning of the boundary-layer means that they lie within a few de-
grees of the inviscid streamline. Visually, crossflow vortices appear to be co-rotating
structures.
Stationary crossflow vortices are produced in quiet freestream (low levels of turbu-
lence) flight conditions, near the leading edge of a swept wing. Quiet freestream con-
ditions mean that the environment has very low levels of turbulence. Whereas in high
levels of freestream turbulence, the travelling crossflow modes dominate over the sta-
tionary one. Understanding the behaviour of these disturbances is very important for
transition prediction, since eventually, due to non-linear processes they break down
into turbulence. Both stationary and travelling crossflow vortices have been shown to
appear in experiments for three-dimensional boundary-layers of swept wings. These
were performed by Mu¨ller & Bippes [64], Poll [71], Dagenhart & Saric [24] and Arnal
et al. [3]. Instabilities arise because of the favourable pressure gradient and inflexion
in the mean velocity profile. Mu¨ller & Bippes used a swept flat plate inside a wind
tunnel and discovered the existence of regular patterns of crossflow vortices. Sev-
eral external disturbances were investigated but in their experiment they showed that
freestream turbulence was the most effective in producing the largest disturbances.
A different experiment by Radezsky et al [77] found that the transition location of a
crossflow disturbance was not effected by acoustic noise. A connection between very
low freestream turbulence and surface roughness for stationary crossflow vortices was
first made by Mu¨ller & Bippes. In their wind tunnel experiments they noticed that
regular patterns of stationary crossflow vortices were connected to the swept wing test
section.
It is important to understand the impact of surface roughness on transition for this re-
ceptivity mechanism. Many studies in the 1990s have looked at different roughnesses,
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such as natural roughness and Direct Roughness Elements (DRE) [85], [77],[14].
Radezsky [77] showed that the most amplified stationary crossflow vortices were most
effective when a surface roughness was placed near the neutral stability point. The neu-
tral stability point is the location where the crossflow mode growth rate first becomes
positive and therefore the disturbance grows from this point. Research has shown that
the periodic placement of DRE has some control, reducing the crossflow amplitudes
over which instability waves are being propagated downstream. Distributed roughness
studies have been performed by Radezsky, Reibert & Saric [76]. From their experi-
ments they showed that a certain wavelength (λ) spacing of the DRE could delay tran-
sition by reducing the amplitudes of the crossflow modes. This is related to the wave-
lengths of the crossflow modes. The optimal spacing of the DRE was a wavenumber
spacing of k = 2pi/λ and only integer multiples of the spanwise wavenumber can pro-
duce instability waves [86]. Suppression of the most unstable waves can be achieved
through this mechanism, aiding transition control. Interestingly, Saric et al [85] found
that an unpolished swept wing had lower initial disturbance amplitudes than a polished
one. This seems to also suggest that randomised roughness may aid control for cross-
flow vortices.
The effects of convex surface curvature on the stability characterisation were examined
by Malik et al [56], [58], [57]. They used perturbation theory and PSE (Parabolized
Stability Equations) to model the boundary-layer over a swept cylinder. The results
showed that convex curvature has a stabilising effect on crossflow modes.
1.8 Receptivity
We are interested in receptivity, a term first coined by Morkovin [62] in 1969. It con-
cerns the initial stage of the transition process consisting of a progression of external
disturbances, such as surface roughness, acoustic noise or free-stream turbulence, into
internal instability waves within the boundary-layer. A wide range of disturbances
can occur upon penetration of the boundary-layer. Many of these disturbances decay
and only a few amplify downstream. These grow linearly until the amplitudes of the
disturbances become large enough to introduce non-linear effects, which breakdown
and then eventually the transition to turbulence occurs. This is why understanding
of the problem of receptivity is very important and the mechanisms involved in this
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transition process. Ruban [84] and Goldstein [34] investigated the receptivity of a
two-dimensional boundary-layer over a flat plate with the influence of an acoustic dis-
turbance. They found that streamwise variations in surface geometry, coupled with the
external acoustic waves, produced a T-S instability wave. This was the first theoretical
study of receptivity. Since then an abundance of work has been done by numerous
authors to try and understand the different mechanisms involved.
However, the receptivity mechanisms are different for a three-dimensional disturbances
such as crossflow vortices, which are produced by external disturbances interacting
with imperfections on the swept wing. One of the first attempts to understand cross-
flow receptivity was undertaken by Choudhari & Streett [16]. They suggest in their
report that the travelling crossflow modes have larger growth rates than their stationary
counterpart, but the receptivity mechanism tends to excite the stationary crossflow vor-
tices. This statement has been verified independently by Crouch [21] and Choudhari
[17] for swept wedge flow with a basic profile of the Falkner-Skan-Cooke equations.
The receptivity theory of Ruban and Goldstein was extended to analyse the crossflow
disturbance by Crouch [21], Streett & Choudhari [17],[16] in the same classical man-
ner. They created a method for solving the receptivity problem by using quasi-parallel
approximation within the vicinity of the surface. Rather than the more classical ap-
proach, the reduction of the Navier-Stokes equation using asymptotic analysis. The
method was called Finite Reynolds Number Theory (FRNT). The idea first came from
Zavol’skii et al.[104], who looked at non-localized acoustic receptivity over a wavy
wall within a two-dimensional boundary-layer. There are numerous applications for
FRNT which have been summarised in the review articles of Crouch [22] and Streett
& Choudhari [17]. Solutions can be obtained with ease by using the FRNT for a vast
number of receptivity problems involving curvature, localised surface roughness and
vortical disturbances [19],[22], [89]. By using FRNT, Crouch [21] and Choudhari [17]
showed that initially the stationary crossflow mode amplitudes are much larger than
the travelling crossflow modes. The stationary crossflow vortices were created via the
basic flow interaction with the surface roughness by a direct scattering mechanism
whereas the travelling crossflow vortex was generated via free-steam acoustic wave
interaction with the surface roughness. This result actually validates experimental data
and what we observe in flight conditions is that the initial amplitudes of the travelling
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crossflow modes are very small. This is consistent with the experiments of Deyle &
Bippes [27]. They discovered that stationary crossflow modes have a higher amplitude
at low turbulence levels, due to the number of factors involved. Another experiment
by Radeztsky [75] showed that the transition location of the crossflow vortices was
unaffected by acoustic waves and also verified the results of Deyle & Bippes. These
experiments by Radeztsky, predict that the largest crossflow mode amplitude occurs
just upstream from the neutral stability point of the roughness. It is known that the
receptivity is most effective near the leading edge but within this region the growth
rates are damped and hence the disturbance will be reduced [89]. A major point made
by Choudhari [17] was that non-parallel effects are key near the neutral stability point.
We must also mention that a practical application of this theory would place the neutral
stability point within the vicinity of the leading edge of a swept wing, which has a large
surface curvature, hence the curvature effects are key to understanding the receptivity
of crossflow vortices.
A study on the effect of convex curvature and non-parallelism on the receptivity of
crossflow vortices was performed by Collis & Lele [19]. From this study they discov-
ered that convex curvature enhanced the receptivity response coefficient.
1.9 Control Techniques
The interest in new technology for laminar-turbulent control is expanding research
sector. An abundance of research already exists for passive control techniques such
as randomized roughness elements, direct roughness element (DRE) and porous holes.
As mentioned earlier in the introduction, DRE are used for control because a certain
spacing of the elements in the spanwise direction can eliminate the most dangerous
modes. A certain spanwise wavenumber give rise to a particular streamwise growth
rate. These elements are micron sized and aid transition by increasing the transition
point. We are interested in active flow control techniques, such as suction, heat spots
and plasma actuators.
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1.10 Plasma Actuators
One of the most intriguing control techniques is the plasma actuator, since the plasma
can form a force similar to that of a micron-sized element on the air fluid particles. The
idea is to replace the DRE with a micron-sized plasma. The plasma actuators are non-
thermal so they do not cause a reaction with the neutral oxygen/nitrogen in the air. No
mechanical moving parts are needed for the plasma actuator, which is only powered
by the electrodes that are situated on and within the surface. Due to the high frequency
response of the plasma, the fluid (air) feels the plasma as a solid surface bump, due to
the time scales of the recombination rates of the plasma [67]. The plasma length scales
can be changed by the electric potential, which modifies the electrodynamic force and
hence is very useful for flow control because the width and height of the plasma can
be modified. These devices have been used in numerous ways for unmanned aerial
Vehicles, as an example of this can be used for flow control of separation reduction
by creating a body force that accelerates the air surrounding it and this interacts with
the turbulent region. Plasma actuators cover a variety of different devices that utilise
electrical discharge in various ways such as arc discharge, dielectric barrier discharge
(DBD), glow discharge and corona discharge. However we will not delve into too
much detail about these devices other than the DBD actuator.
1.10.1 Examples of Plasma Actuator Impact
As mentioned in the introduction previously, plasma actuators are used for various
flow controls in an aircraft. Examples of these controls are hypersonic flow control,
vortex generator and turbulent wakes active noise control, and T-S wave cancellation.
The following figure shows an example of the impact the plasma actuators have on the
flow around aerofoil. We have the situation where turbulence has fully developed and
a DBD plasma actuator is placed near the leading edge of an aeroplane wing.
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Figure 1.1: Stream functions from numerical simulation (DNS) for flow around NACA
0021 airfoil at a 23◦ angle of attack. Left plot is baseline. Right plot corresponds to
plasma actuator operating at leading edge [67].
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In figure 1.1(b) we notice with the addition of the plasma actuator at the trailing edge
there is an increase in the number of streamlines. There appear to be more straight
streamlines corresponding to laminar flow. There is less turbulence in the system with
this introduction of the plasma actuator due to the additional straight streamlines ap-
pearing. The plasma actuators can be used to control many disturbances on the aero-
plane wing. Experiments have been performed on the control of T-S waves by Grund-
mann et al. [40]. A similar impact occurs when the plasma is introduced for T-S waves
- the amplitudes of the disturbance have been reduced.
Thus far we have only discussed the single plasma DBD. We have discussed DRE and
its effects but could plasma be arranged in this way? There are various ways to arrange
the electrodes to produce the plasma. This is useful, as we have seen, for the crossflow
instability.
(a)
(b)
Figure 1.2: Outline configuration for (a) a continuous strip of electrode along the span-
wise direction (figure from a report by Alonso & Chirayath [1]) (b) isolated electrodes
periodically placed in the spanwise direction (figure from a study by Ronald [81]).
Experiments by Alonso & Chirayath [1] showed the first real world application of
plasma actuator control on an unmanned aerial vehicle (UAV). By including the plasma
on the wing of the UAV a lot of improvements were made to the efficiencies of weight,
power and response time compared to more traditional electrical and mechanical con-
trols. Ronald demonstrated in the figure 1.2(b) that it is possible to have a spanwise
array of these micron sized plasmas [81].
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1.10.2 Operating Conditions for DBD Plasma Actuator
We will now summarise the operating conditions and improvements to the DBD plasma
actuator. We shall mention the efficiency of the actuator. With regards to efficiency,
there are typically two types components of the actuator (either mechanical or elec-
trical) and air flow control. Electrical improvements include optimising electrodes,
capacitors and circuits, whereas mechanical optimisation includes understanding the
induced body force, kinetics power and electric winds that arise. All of these com-
ponents and physical phenomena combine together to improve the efficiency of the
plasma actuator, which for these case studies are usually in free air or with no free
flow induced [61]. There has been an abundance of research into air flow control, es-
pecially for velocities of around 30m/s. There have been some significant results for
larger velocities of around 110m/s. However, these results are far from cruise condi-
tions though where commercial aircraft typically fly around 450−500kn, or in standard
units 240 − 260m/s. The conditions for the electrode that are typically selected have
the following ranges and values;
• frequency: 100-500 kHz
• voltage: 5-50 kV
• width: 10-20cm
• height: 5-20mm
• gap: 0-5mm
The weight requirements are very small - the main concern is the power consump-
tion. Grundmann et al. showed that there was an increase of efficiency with pulsed
(8.1W/m) and non-pulsed electrodes (68.3W/m) [40]. Interestingly enough, Krieg-
seis [52] found that there was a linear relation between the plasma forcing and power,
length of the plasma, voltage and consumed power. There has been an abundance of
research regarding improving the plasma actuator and implementing it for commercial
use. The plasma height is typically a few millimetres, whereas, with natural surface
roughness on swept wings typically has a height of a few microns. This could be a
problem from a practical point of view, since separation would occur at the leading
edge.
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1.11 Electromagnetism
We are considering a plasma actuator in place of a roughness bump for the produc-
tion of crossflow vortices. Plasma is one of the four natural fundamental states and
is formed when gas is ionised. This ionisation occurs when the gas is exposed to
electromagnetic forces. Electromagnetism is one of the four fundamental forces and
is described by an electromagnetic field. It concerns the interaction between charged
particles with force fields. The mathematical description of the generation of electric
and magnetic fields can be modelled by the Maxwell equations and Lorentz law [54].
For more information please refer to this reference [54].
1.12 Secondary Instabilities
Thus far we have only discussed primary instabilities near the leading edge of the
swept wing, as mentioned (in the road to transition section) secondary instabilities can
be generated further downstream. Secondary instabilities are of great importance in
various areas of interest within the field of fluid dynamics. Modelling the behaviour
of these is important for aerodynamic applications, where these secondary flows ap-
pear in various regions. They can be produced from secondary mechanisms such as
nonlinear interactions, separation or vortex-wave interactions. This is also of great
interest to the turbulence community. We are interested in the secondary instability
denoted the elliptical instability. As the name states, the mechanism is governed by el-
liptical streamlines where three-dimensional flows can be formed via an instability of
two-dimensional streamlines. The elliptical streamline is undistorted such that the nor-
mal modes produced in the three-dimensional mechanism align with the corresponding
strain field. The associated growth rates, which initially are linear, have a relationship
to rate of strain. The instability in question is very sensitive to initial conditions due to
the breakdown of small scales and this makes modelling turbulence very difficult. For
the three-dimensional instability there is a balance between the vorticity perturbation
generation via tilting of the base flow and the stretching of the vorticity. This mathe-
matical and numerical pursuit shows the failure of classical theory but does not account
for the three-dimensional instability occurrence. There seems to be an appearance of
a generic mechanism from the justification of insensitivity of the two-dimensional in-
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stability. Considering most two-dimensional flows, the occurrence of the tilting and
stretching combination is likely, henceforth the arise of elliptical streamlines. This
led to the hypothesis that “the three-dimensional stability exists due to the ellipticity
of these domains” [70]. For a general two-dimensional instability in shear flows, this
supplies a general mechanism.
1.13 Elliptical Instability
In 1970 Crow [23] studied a vortex pair subject to a three-dimensional instability and
discovered that they were susceptible to long-wave instabilities relating to the vortex
separation. This was one of the early results indicating this elliptical mechanism. At a
similar time, but using a different formulation and understanding, Obukhov [66] found
highly nonlinear effects when investigating the impact of a rotating triaxial ellipsoid
submerged within fluid. Similar dynamics were noticed in this experiment, where
three-dimensional flows can be generated from two-dimensional elliptical streamlines.
Related to this work, a study performed by Gledzer [32] in an elliptical cylinder with
rotating fluid within. Saffman & Moore [60] provided further evidence of the existence
of the elliptical streamlines with an external straining force applied to an antisymmetric
vortex.
Several years later this instability re-emerged for a strained vortex, which was uniform
and unbounded [70]. The motivation was the turbulence studies of Brown and Roshko
[11] and Townsend [98] in the 1970s when there was deep underlying intrigue in the
stability of large scale turbulent eddies. Pierrehumbert [70]stated that both the strain
force and the vorticity were constant (spatial direction) with a quadratic flow formed of
elliptical streamlines. The temporal growth rate had a strain rate dependence as shown
in previous studies. Bayly [5] verified this with the use of Floquet modal analysis.
This theory was extended and generalized to the elliptical cylinder of the experiments
of Gledzer [32],[33] by Waleffe [99], who used a weakly nonlinear assumption and
predicted the existence of elliptical instability in the experiment.
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1.14 Cavity Flow
Thus far we have discussed bumps and rivets on a swept wing, but what about the other
surface imperfections such as indentations and gaps? The fuselage has instruments to
measure various pressures and temperatures - these sensors are implemented in such a
way that cavities exist. Cavities also appear within landing gear wheel wells, weapon
bays and other sensors. This equipment is needed for monitoring and therefore cannot
be ignored. The flow in and around these cavities needs to be understood to reduce
fuel load and increase efficiency. Modelling the flow inside and outside the cavity
has proved a challenge over the years. From a simple geometrical cavity arises an
abundance of interesting phenomena, such as convoluted wave interactions, resonant
tones and acoustic instability waves. The following fluid dynamical processes occur
around the cavity; vortical disturbance amplification via the shear layer, vortex-surface
interaction producing pressure waves, acoustic waves travelling upstream and the con-
version of pressure waves into vortical modes via a receptivity process at the cavity’s
edge.
Academic interest arose in the 1950s - the first researcher to address this issue was
Krishnamurty [53], who was interested in aeronautical applications and impacts such
as structural fatigue. This led to the idea of controlling the resonant tones occurring
around the cavity. This is of great importance when considering fuel efficiency and
structural effects with the sparse pressure waves and large disturbance amplitudes pro-
duced. Practical solutions are non-trivial for suppressing the resonant waves. Several
control techniques exist that are passive, active/closed-loop systems. The control tech-
niques all have advantages and disadvantages, which have been considered over years
of research. For more details about the progress and advancements for open cavity
flow, please refer to the review paper of Rowley & Williams [83].
1.15 Base Profile of Swept Wings
1.15.1 Falkner-Skan Profile
A possible solution for a pressure gradient driven boundary-layer in a two-dimensional
framework was proposed by Falkner and Skan in 1931 [29]. In their analysis they re-
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duced partial differential equation into a system of ordinary differential equation. They
approach the solution via a method called a similarity solution. This method implies
that for the coordinate(s) involved are indistinguishable. They have the same form for
all time or length scales. For two different positions in the streamwise direction (x), the
streamwise velocity (u(x, y)) change by a scale factor in the wall normal direction (y).
Therefore, the old velocity and the new rescaled velocity will have a similar profile.
The dimensionless coordinates will be the same as they were before.
1.15.2 Swept Hiemenz Flow
The theoretical description of the attachment-line boundary-layer was proposed by
Hiemenz [46] in 1911. He found a solution to the plane viscous stagnation point flow,
which is known as plane Hiemenz flow. The stability was first studied by Go¨rtler [36]
and Ha¨mmerlin [44] in 1955. They thought a centrifugal-type instability would cause
the flow to become unstable. By adding sweep to the plane Hiemenz flow, perform-
ing any stability analysis proved difficult. The classical way of solving fluid dynamics
problems was an Orr-Sommerfeld approach to an eigenvalue problem. This was very
different from parallel flows, which were widely studied during the period of time.
However, Ha¨mmerlin [44] found a spectrum of continuous stationary perturbations
that consisted of real spanwise wavenumbers. Wilson and Gladwell [103] confirmed
this and also found that two types of disturbances exist, one which decays algebraically
(they neglected this solution deeming it to be unphysical) and the other which decays
exponentially (but this was always stable). Later a connection between plane Hiemenz
flow and attachment-line flow of swept wings was made by the research of Dallman
[25] and Hall, Malik & Poll [43]. By introducing crossflow in the plane Hiemnez flow
a three-dimensional attachment-line boundary-layer can be obtained.
1.16 Scope of Thesis
The mathematical analysis is separated into three parts. Firstly in Chapter 2, we con-
sider the stability characteristics of crossflow vortices with curvature variations. In
Chapter 3, will deal with the issue of what impact small deviations in curvature will
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have on the receptivity of crossflow vortices. Lastly, Chapter 4 will construct short-
wave three-dimensional instabilities from a general closed two-dimensional stream-
line.
We begin with Chapter 2, which describes the linear development of both stationary
and travelling crossflow vortices with small curvature variations, including convex and
concave surfaces. This chapter is split into two parts. The first part concerns linear
stability analysis without any curvature, i.e. a flat plate, and the second part will dis-
cuss the effect of the curvature. We formulate the general problem in §2.2, in which
we derive a framework to include curvature variations and therefore transform into
body-fitted coordinates. In §2.3 we introduce the basic flow that we will use through-
out Chapters 2 & 3, which is a swept Hiemenz flow and is a standard base flow for
problems concerning a three-dimensional swept wing.
We concentrate only a flat surface for our initial development of the asymptotic ap-
proach for calculating characteristics of crossflow vortices in §2.4. We develop an
asymptotic theory to predict the stability behaviour of stationary crossflow vortices,
initially. In §2.4.3 our inviscid analysis provides us with the leading order growth
rate of the stationary crossflow mode and a dispersion relation between this growth
rate and the spanwise wavenumber of the vortex. The theory was developed further by
analysing the viscous sub-layer of the boundary-layer. This produced a correction term
to the growth rate, which depends on information about roughness shape, to the lead-
ing order inviscid growth rate. The development of the viscous analysis can be seen
in §2.4.3. With this in mind we compared the theoretical approach with two different
numerical techniques of PSE and VV which can be found in §2.4.5. The PSE results
were provided by Mughal [63] and Masad & Malik [59], whereas the VV results were
provided by Thomas [95]. Finally, this method can be extended further to include trav-
elling crossflow vortices. The developments are examined in §2.4.6.
The initial development of this theory ignored the curvature changes - a parameter
which defined the curvature was set to zero. With this control parameter set to a non-
zero value, a similar analysis can be performed to observe changes in the stability
theory in §2.4. For a convex surface the parameter is set to a small positive value,
whereas for a concave surface it is a small negative value. A small value was used
because, realistically, near the leading edge (the initial location of where crossflow
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disturbance propagates), the radius of curvature is large, meaning the curvature of the
surface is small. This curvature term introduces a third term in the asymptotic theory
and can have a stabilising or destabilising impact depending on the curvature variation.
As with §2.3, a comparison with PSE was made. The PSE results were provided by
Mughal [63].
The second part of the section §2.5 considers the problem of crossflow vortex receptiv-
ity with small curvature variations. The idea is to observe how effective disturbances
are at penetrating the boundary-layer and efficiency of this process with the new addi-
tional curvature changes. This is discussed in §3.2. There are three main parts of this
problem - similar to the linear stability theory in §2, we look at flat surface receptivity,
then include curvature in our receptivity in the second part and finally surface vibra-
tions.
We start with the formulation of receptivity analysis without curvature - this can be
seen in §3.3. Due to a decomposition of the perturbation when transforming from
Fourier to real space, a singular solution arises and therefore we need to expand the
velocity component with Laurent expansion. This complex analysis gives rise to a re-
sponse function, which describes the efficiency of the receptivity process.
The next section includes the analysis of the curvature in §3.4. A similar approach
is taken to §3.3 but a different Laurent expansion is needed. The receptivity analy-
sis is split into two sections due to the various curvature mechanisms involved when
considering either convex or concave surface. The first segment examines the convex
curvature and this is compared to the flat surface response function for both stationary
and travelling crossflow vortices. The objective was to show a qualitative agreement
for the comparison between stationary crossflow vortices, since solutions for this prob-
lem are well understood. The second section of this receptivity analysis considered the
other curvature surface and comparisons with the convex surface were made in §3.5.
A comparison between stationary and travelling crossflow modes was made. The re-
sponse function for the stationary mode was larger than any travelling mode for any
streamwise location or spanwise wavenumber. An investigation of the response func-
tion for both flat and convex surfaces at a high frequency for travelling modes was also
considered. Several different modes were considered and comparisons in the absence
of curvature were also made. There were some interesting results involving moderate
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frequencies for travelling crossflow vortices and the concave response function, which
is discussed in §3.6.
The last part of this chapter, §3.7, includes the derivation and construction of a plasma
actuator in place of a roughness bump. A Forward Time Central Scheme (FTCS) is
used to solve the Maxwell equations to find a steady state solution for the plasma. We
are only interested in the shape the plasma produces and will use this information for
the receptivity analysis. Highlights of the progress in the plasma actuator field and
the model used can be seen in §3.7.1. The formulation of this problem can be seen in
§3.7.2. In §3.7.3, the numerical procedure is defined. Finally, we create a plasma re-
ceptivity theory which is very similar to §3.2 but there is a different shape function for
plasma. We are only interested in a basic case when considering this analysis, there-
fore we only analyse stationary crossflow vortices on a flat surface. For this study we
observe the effect on the plasma by changing the voltage and frequency of the elec-
trode - the details are highlighted in §3.7.
Chapter 4 is divided into three sections. The first segment consists of generating a
general framework for analysing three-dimensional short-wave instabilities from two-
dimensional flows. The basis of the problem comes from the research of Bayly [6],
who analysed simple two-dimensional flows in Cartesian coordinates and used Floquet
analysis. The framework was developed with White [100], in §4.2, we provide a gen-
eral curvilinear coordinate system situated on the streamline of this two-dimensional
flow with an asymptotic approach. A qualitative agreement was found and this work
could be extended to more general two-dimensional flows.
In the second part, with our general theoretical methods in mind, we compare with
existing studies. First we tested our model with a well known example of circular
streamlines which results obtained were satisfactory with previous studies. We then
expanded one of the axis and witnessed the impact. The results can be seen in §4.3.
From this comparison to Bayly’s [6] was achieved and found the location of the tempo-
ral disturbance, as he mentions in his analysis. Other studies were considered in §4.4
with slightly different models and linked to the work performed in the turbulence com-
munity. An elliptical instability that has been studied in many different research areas.
The emphasis of this study was to observe how the eccentricity of the streamline (E)
affects the temporal growth rate of the disturbance. The theory was then generalised to
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incorporate any two-dimensional streamlines since the studies thus far have only con-
cerned symmetrical streamlines. Remarks on how the stability properties can be seen
in §4.5. The final part of the chapter, §4.6, addressed the issue of how to apply this
theory to different applications. This method was applied to various closed and open
cavities of different lengths which was compared to DNS results. These were provided
by Qadri [74]. The results were able to predict where the disturbance lies within the
cavity and this solution was then compared to DNS. More details can be found in §4.7.
The last chapter draws final conclusions of the three problems and how they were ad-
dressed, and it summarises any closing remarks.
40
Chapter 2
An Asymptotic Approach for
Predicting Streamwise Behaviour of
Crossflow Vortices with Various
Surface Curvatures.
2.1 Introduction
Gregory, Stuart and Walker (GSW) [39] found an inviscid instability mode correspond-
ing to stationary crossflow vortices in a boundary-layer of a rotating disc. The results
indicate a good approximation to the orientation of the crossflow modes and agree with
the experiments they made. Viscous terms were included in the analysis of GSW by
Hall [42]. This modification changed the asymptotic structure and non-parallel effects
were considered. The inviscid approach was not a good approximation for the pre-
diction of the wavenumber of this crossflow mode, however this expansion procedure
developed by Hall [42] provided the correct results. Due to the analogies between
the rotating disc and swept wing because of a similar basic velocity profile, the same
theory and a similar expansion can be applied. With these ideas in mind we modify
this theory to include curvature variations of the aircraft wing. We will try and un-
derstand the effects of wall curvature on the stability arising in the three-dimensional
boundary-layer over an infinitely swept wing.
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2.2 Formulation
The purpose of this Chapter is to consider a three-dimensional boundary-layer over a
swept wing with direct roughness elements situated on the surface of the wing. We start
with a simpler model. We assume that the flow is incompressible and the roughness
elements are arranged in a regular arrays of isolated sites in along the span of the wing.
Similar analysis and methods from the rotating disk problem can be applied here. We
are interested in the linear stability theory of crossflow vortices over a swept wing
because initially this disturbance grows linearly near the leading edge. Therefore we
are only interested in spatial instabilities. The roughness is modelled by,
y∗ = ∆h(x∗, z∗) = ∆h∗(x∗)eiγz
∗
+ c.c, (2.1)
were ∆ isolated roughness sites of height, x∗ is the streamwise coordinate, y∗ is the
normal to the wing, z∗ is the spanwise coordinate γ is the spanwise wavenumber and
h∗(x∗) is the shape function of the roughness. The roughness given in equation (2.1)
is periodic in the spanwise direction. We model the roughness shape as a Gaussian
bump. We now introduce non-dimensional variables u, x, y, z, p, t such that
x∗ = xl, y∗ = ylRe−1/2, z∗ = zl,
p∗ = p∞ + ρU∞2p, u∗ = U∞u,
v∗ = U∞v w∗ = W∞w t∗ =
tl
U∞
, (2.2)
where U∞ is the freestream velocity, W∞ = U∞ sin(θsw) , l is the characteristic length
scale of the system and ν is the viscosity of the air. The Reynolds number is defined
as the ratio of the freestream velocity with the characteristic length scale over the vis-
cosity, such that Re = U∞l/ν.
For a more realistic analytical approach the effects of curvature need to be considered
since aerofoils are not completely flat, especially near the leading edge. We need to
model the different surface variations, such as the convex and concave curvature parts
of the aerofoil. Since the leading edge can be modelled like a cylinder we model the
aerofoil in a similar fashion, see Hall et al. [43]. A transformation into body-fitted
coordinates is needed to analyse the surface curvature effects on the linear stability of
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crossflow vortices. For three-dimensional disturbances the momentum and continuity
equation can be written as,
∂u
∂t
+
u
C
∂u
∂x
+ v
∂u
∂y
+
κuv
C + w
∂u
∂z
=− 1C
∂p
∂x
+
1
Re
[
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∂
∂x
(
1
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C
)
+
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1
C
∂u
∂x
+
∂v
∂y
+ κ
v
C +
∂w
∂z
= 0,
(2.3d)
where κ is the local curvature of the body and the Lame` coefficient C = 1+κ(x)y. We
note that the local curvature is scaled as κ ∼ Re−1/2x. Since κ  1 for a surface of
an aeroplane wing, the boundary-layer equations are modified. To begin with we shall
analyse the crossflow disturbances for a flat surface and then apply the same techniques
to study the effects of surface curvature.
2.3 Base Profile
We will now turn our attention to the base flow of a three-dimensional swept wing.
First we shall discuss the two-dimensional form of the basic flow. We will then extend
to the three-dimensional framework.
Falkner-Skan Profile
Falkner-Skan showed that the problem reduces to a similarity solution by introducing
two new variables
η =
y
L
Re−1/2
n(x)
, ξ =
x
L
, (2.4)
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where L is the characteristic length scale of the system, n(x) is an unknown dimen-
sionless scale function in y representing the dependence on x and is to be determined.
For a flat plate we have a scale function of n(x) =
√
(2x/L) and a freestream velocity
of ue(x) = U∞ (with U∞ = constant). For a more general case the freestream velocity
is a function of x, ue = ue(x). The following streamfunction is proposed
Ψ =
Lue(x)n(x)
Re−1/2
f(η, ξ), (2.5)
and the streamwise and wall normal velocities can be found by
u =
∂Ψ
∂y
, v = −∂Ψ
∂x
, (2.6)
where f(η, ξ) is the non-dimensional streamfunction. Substituting (2.6) and applying
a change of variables to equation (A.11) (this is the x-momentum equation in (2.3) )
we obtain the following
f ′′′+
(
Ln2
ue
due
dx
)
(1−f ′2)+
(
Ln
ue
d
dx
(nue)
)
ff ′′−n2
(
f ′
∂f ′
∂ξ
− f ∂f
′′
∂ξ
)
= 0. (2.7)
where the prime refers to derivatives with respect to η. For the similarity solution to be
valid, there must be no dependency on x and ξ for the similarity stream function must
disappear. Hence we now have
f ′′′ + αH(1− f ′2) + βHff ′′ = 0, (2.8)
where the parameters are given by
αH =
Ln2
ue
due
dx
and βH =
Ln
ue
d
dx
(nue), (2.9)
with the following boundary conditions
f(0) = f ′(0) = 0, f ′(∞) = 1. (2.10)
We want the velocities to be zero at the wall, hence the first we need the first two
boundary conditions. The last boundary condition comes from the streamwise velocity
needs to be constant at a large wall normal coordinate. Whilst we now have a similarity
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solution there might yet be constraints on αH and βH . Linear combinations of αH and
βH can be determined by the certain constraints of the dimensionless scale factor and
the freestream velocity. By integrating equation (2.8) we can obtain a relation between
αH and βH [87]. We have the following relations for ue and n in terms of αH and βH
ue(x)/U∞ = I
(
2
2αH−βH
)[
(2αH − βH)x
L
] 2αH−βH
2
, (2.11)
n(x) =
√
(2αH − βH)x
L
ue
U∞
, (2.12)
where I is an integration constant. This implies that we require 2αH 6= βH as this
would cause the new scaled normal variable to have a singularity. Also, we note that
αH = 0 would imply that n(x) is complex. The normal coordinate would be complex
and this would not be physical. Since we have the factor (2αH − βH) in n(x), we can
set αH arbitrarily and vice versa βH . The dimensionless scale factor can be rescaled
and thus we can set trivially αH = 1. Commonly a new parameter is introduced
m =
βH
(2− βH) =⇒ βH =
2m
m+ 1
, (2.13)
withm known as the acceleration parameter and can be thought of dimensionless pres-
sure since m > 0 refers to acceleration and m < 0 refers to deceleration. We show
later that for the decelerating flow will have some connection with separation. If we
substitute (2.13) into (2.11) we obtain
ue(x)
U∞ = Im+1
[
2
m+ 1
x
L
] 1
m+1
, (2.14)
n(x) =
√
2
m+ 1
x
L
U∞
ue
, (2.15)
the streamfunction (2.5) becomes
Ψ =
√(
2
m+ 1
νue
)
f(η). (2.16)
The normal coordinate now transforms to
η = y
√
m+ 1
2
ue
νx
= Rex
1/2 y
x
√
m+ 1
2
with Rex =
uex
ν
. (2.17)
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For an outer flow ue(x) ∼ xm [13] and we have the similarity variable η. The scaled
stream function f(η) then obeys the ordinary differential equation
f ′′′ + ff ′′ + βH(1− f ′2) = 0, (2.18)
with βH known as the Hartree parameter and
f(0) = f ′(0) = 0, f ′(∞) = 1. (2.19)
Equation (2.18) is the Falkner-Skan equation, which is a self-similar solution to the
boundary layer equations [29]. There are two special cases. The first when m = 0,
Figure 2.2: Flow against a solid wedge boundary with an angle of piβH .
corresponds to Blasius flow on a flat plate. The second, when m = 1, corresponds to
two-dimensional stagnation flow.
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Figure 2.3: Similarity streamfunction with different values of m corresponding to no
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Falkner-Skan-Cooke Profile
In addition to a streamwise (x) and normal component (y), boundary-layers over a
swept wing have a component in the spanwise direction (z) so that the flow is three-
dimensional. Accordingly, the Falkner-Skan solution needs to be modified to allow for
the spanwise velocity [20]. Following the work of Cooke [20] we write the spanwise
velocity as
w = weg(η), (2.20)
where g is a non dimensional similarity solution in the spanwise direction. We can
substitute (2.20) into (2.3c) to obtain the following ordinary differential equation
g′′ + αHfg′ + n2g′
∂f
∂ξ
= 0 =⇒ g′′ + fg′ = 0. (2.21)
The primes denote derivatives with respect to η. The same arguments apply here, as
for the Falkner-Skan solution and we have the following boundary conditions
g(0) = 0, g(∞) = 1. (2.22)
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Figure 2.5: Spanwise similarity solution with different values of m corresponding to
no acceleration ( ), acceleration ( ) and deceleration ( ).
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Swept Hiemenz Flow
Here we shall formulate the swept Hiemenz base flow because it describes a realistic
base flow for the leading edge of a swept wing. Note that the wall normal coordinate
y is scaled by the boundary thickness Re−1/2. By substituting the non-dimensional
quantities of (2.2) into (2.3) and set κ = 0 we obtain the following set of equations
ut + uux +Re
1/2vuy + wuz = −px +Re−1(uxx + uzz) + uyy, (2.23a)
vt + uvx +Re
1/2vvy + wvz = −Re1/2py +Re−1(vxx + vzz) + vyy,(2.23b)
wt + uwx +Re
1/2vwy + wwz = −pz +Re−1(wxx + wzz) + wyy, (2.23c)
ux +Re
1/2vy + wz = 0. (2.23d)
The subscripts refer to derivatives with respect to the given coordinate. Note that
we have dropped the asterisk notation for convenience. We rescale the wall normal
coordinate within the boundary layer such that ζ = Re−1/2y. It is time independent,
two-dimensional and only the u-component depends on x and ζ . We define the base
flow as follows
u = ub = (ub(x, ζ), Re
−1/2vb(ζ), wb(ζ)) and p = pb(ζ). (2.24)
The subscript b indicates the basic flow for the velocity and pressure. This is a swept
Hiemenz base flow and the additional velocity situated in the spanwise direction. Since
the boundary-layer is in the wall normal direction, this implies that the wall normal
velocity must be scaled with Re−1/2. Substituting (2.24) into (2.23) and collecting the
highest order terms yields
ububx + vbubζ = −pbx + ubζζ , (2.25a)
pbζ = 0, (2.25b)
ubwbx + vbwbζ = wbζζ , (2.25c)
ubx + vbζ = 0. (2.25d)
2.3 Base Profile 50
With the following set of boundary conditions
ub = vb = wb = v
′
b = 0 at ζ = 0, (2.26a)
ub = x, v
′
b = −1, wb = sin θsw as ζ →∞. (2.26b)
The wall normal momentum equation of (2.25b) implies that the wall normal pressure
derivative is zero. This implies that either pb is a constant or pb must be a function of
x.
Since the problem is a swept wing, the region at the leading edge must resemble that
of a flow against a wall, see figure 2.3 for more details. Therefore the stream function
of streamwise and wall normal velocities are ub = ∂ψ/∂ζ and vb = −∂ψ/∂x, with
ψ = xζ . By using the stream function of ub, vb and (2.25a) we obtain the following
p′b = −x→ pb(x) = −x2/2 + c.
So pb is only a function of x and c is an arbitrary constant. With this in mind we let
ub(x, ζ) = xf
′(ζ), vb(x, ζ) = −f(ζ), wb(x, ζ) = g(ζ),
then (2.25a), (2.25b) and (2.25d) become
f ′2 − ff ′′ = 1 + f ′′′, −fg′ = g′′. (2.27)
with f(0) = f ′(0) = 0 and f ′(∞) = 1 from (2.26). This can be solved using a
standard fourth order Runge-Kutta method with a shooting technique. See appendix
A for more details about this method. Since f ′′(0) and g′(0) are not known, we fix
f ′′(0) = A and g′(0) = B. We then use a Newton-Raphson iteration technique until
the boundary conditions are satisfied. Other root finding techniques could work but
there might be issues with the initial estimate.
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Figure 2.6: Swept Hiemenz base flow functions with changing wall normal coordinate.
Therefore ub, vb, wb and pb can be obtained through functions f and g.
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2.4.1 Disturbance Equations
We will now perturb the base flow (swept Hiemenz) by
u = ub + (∆/δ)(U(x, y, z, t), V (x, y, z, t),W (x, y, z, t)). (2.28)
The dimensionless height of the roughness bump is presumed to be small (∆/δ  1,
where δ = Re−1/2 is the thickness of the boundary-layer and ∆ is a small parameter
which characterises the height of the roughness) such that the disturbances are linear.
Substituting (2.28) into (2.3) and performing linearisation around the roughness height
yields
Ut + ubUx + Uubx +Re
−1/2vbUy +Re1/2V uby + wbUz =
−Px +Re−1(Uxx + Uzz) + Uyy, (2.29a)
Vt + ubVx +Re
−1/2Uvbx +Re−1/2vbVy + V vby + wbVz =
−Re1/2Py +Re−1(Vxx + Vzz) + Vyy, (2.29b)
Wt + ubWx + Uwbx +Re
−1/2vbWy +Re1/2V wby + wbWz =
−Pz +Re−1(Wxx +Wzz) +Wyy, (2.29c)
Ux +Re
1/2Vy +Wz = 0. (2.29d)
Since we are interested in roughness elements to produce the crossflow instability we
have the following boundary condition
~u = 0 at y = ∆h(x, z), (2.30)
In this model x0 is the placement of the roughness location and h(x − x0, z) is the
shape function of the roughness.
2.4.2 Inviscid Modes
Initially we are interested in the inviscid modes, since the crossflow vortex is a form
of inviscid instability. We need to determine the instability modes and so we assume
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that h = 0. Using the same scalings from the inviscid theory of Gregory, Stuart and
Walker (G.S.W) [39], the wavelengths scale to the boundary-layer thickness. We want
to scale the streamwise (x) and spanwise (z) directions to wavelengths of orderRe−1/2.
For simplicity we restrict our disturbance in z by enforcing periodicity in the spanwise
direction,
Q(x, y, z) = Qˆ(x, y)eiγz + c.c, (2.31)
with Q = (U, V,W, P ) and we seek solutions of the form
Q(x, y) = Q0(x, y) + Q1(x, y) + · · · , (2.32)
with the small parameter  = Re−1/6, as seen in [42]. Since we are dealing with a
wave-like disturbance we can use a WKB (Wentzel Kramers Brillouin) approximation
of
Q(x, y, z) = q(y) exp
(
i
3
∫ x
0
α(xˆ, )dxˆ+ zγ − ωt
)
. (2.33)
The streamwise wavenumber α can be found from the perturbation parameter , span-
wise wavenumber γ and the frequency ω. In spatial stability, α and γ are assumed to
be complex whereas ω is real. In this situation we want γ to be real, as we are only
interested in the streamwise growth rates and direct roughness element placement in z.
For spatial theory, we have a dispersion relation of the form;
α = F (γ, ω,Re), (2.34)
with unknown (αr, αi), where γ, ω and Re need to be defined. In general α is complex
so we define for convenience α = αr + iαi. Our aim is to find the streamwise growth
rate. Which is determined by the imaginary part of α, αi. Following the work of Hall
[42] we expand the streamwise wavenumber, α, as
α = α0 + α1 + · · · . (2.35)
There is an inviscid region with depth O(3) from G.S.W. analysis and to satisfy the
no-slip condition at the wall a viscous sub layer of thickness O(4) must exist. For the
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inviscid zone within the boundary layer we can expand u, v, w, p as
u = u0(ζ) + u1(ζ) + · · · , v = v0(ζ) + u1(ζ) + · · · , (2.36)
w = w0(ζ) + u1(ζ) + · · · , p = p0(ζ) + u1(ζ) + · · · , (2.37)
with ζ = −3y since our analysis applies within the boundary layer and this is the same
scaling as our baseflow. We transform the streamwise, spanwise and time derivatives
as
∂
∂x
→ (i/3)(α0 + α1 + · · · ), ∂
∂z
→ (i/3)γ, ∂
∂t
→ (i/3)ω0. (2.38)
Considering only dominant first order terms in (2.29) and these transformations we
obtain at leading order
iU0Bu0 + v0ub
′ = −iα0p0, (2.39a)
iU0Bv0 = −p0′, (2.39b)
iU0Bw0 + v0wb
′ = −iγ0p0, (2.39c)
iα0u0 + v0
′ + iγ0w0 = 0, (2.39d)
where prime denotes the derivative with respect to ζ and with ‘effective’ base flow
defined as
U0B = −ω0 + α0ub + γ0wb. (2.40)
These are the inviscid equations and the disturbance velocity has to be zero at the wall
because it has an impermeability condition. Hence, when eliminating the pressure (p0)
and rearranging for wall normal velocity (v0), we obtain
U0B[v
′′
0 − β02v0]− U ′′0Bv0 = 0. (2.41)
where β02 = α02 +γ02 is the ‘effective’ wavenumber. We have the following boundary
conditions
v0(0) = 0 and v0(∞) = 0. (2.42)
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Equation (2.41) is known as the Rayleigh stability equation. The combination of
α0ub + γ0wb in (2.40) could produce an inflexion point within the domain because
of the boundary conditions of (2.42), they must disappear at the wall and vanish far
away from the boundary-layer. There must be an inflexion point in the velocity profile
U0B. This implies that U0B
′′
= 0 somewhere within the domain of ζ . First we will
start by investigating stationary modes so the frequency will be set to zero (ω0 = 0).
We rewrite equation (2.41) in the form
v′′0 −
[
β0
2 +
U
′′
0B
U0B
]
v0 = 0. (2.43)
For a critical layer to appear with the flow we must have U0B(ζc) = 0, where ζc is the
location of the critical layer, then (2.43) would be singular. From the definition of the
effective base flow,
U0B(ζc) = α0ub(ζc) + γ0wb(ζc) = 0. (2.44)
Since we are only considering purely real spanwise wavenumbers then
(α0r + iα0i)ub(ζc) + γ0wb(ζc) = 0. (2.45)
For this to hold we must satisfy two constraints:
1. α0rub(ζc) + γ0wb(ζc) = 0,
2. iα0iub(ζc) = 0.
Satisfying the second condition implies α0i = 0 which would correspond to a neutrally
stable disturbance. This is not relevant for the crossflow modes since we are only
interested in spatially growing modes, αi < 0. It follows from the boundary conditions
that ζc = 0 as
α0ub(x, 0) = xα0f
′(0) = 0. (2.46)
Therefore since ub, wb are real functions and α0r > 0, there is no critical layer for
ζc > 0. Consequently, the critical layer at ζc = 0 would be absorbed into the wall, to
satisfy the boundary condition of (2.42) at the critical point ζ = ζc [39]. Therefore the
profile of U0B must behave in such a way that an inflexion point lies within the zero
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velocity of the flow, so there exists
U
′′
0B(ζc) = 0, (2.47)
and we have a regular critical layer. Note that the derivative of the wall normal velocity
(v0′(0)) becomes −i[α0u0 + γ0w0] as ζ approaches zero.
2.4.3 Inviscid Results
The first analytical solution to the Rayleigh stability equation was found by Heisenberg
in 1924 [45]. Later, a well known solution to the Orr-Sommerfeld equation was pro-
posed by Tollmien [97] from which a solution to the Rayleigh stability equation could
be found by taking the limit as the Reynolds number tends to infinity. Here, we solve
the Rayleigh stability equation numerically. We solve (2.41) (and the boundary condi-
tions of (2.42)) using a fourth order Runge-Kutta shooting technique. By performing
this calculation we obtain a dispersion relation between the streamwise and spanwise
wavenumbers.
In figure 2.7 we compare the numerical results with the high wavenumber approxi-
mation. A high wavenumber approximation is needed due to the breakdown of the
Newton technique as α0 and γ0 approach zero. We have discussed how to solve this
Rayleigh stability equation already by imposing a far field condition of
v0(ζ) ∼ e−β0ζ → 0 as ζ →∞.
where β0 =
√
α02 + γ02 . Problems arise when β0 becomes small, which occurs when
α0 and γ0 become small. We define ζ∞ as a large value that works as the numerical
infinity value for our calculation. As β0 approaches zero ζ∞ needs to be increased to
satisfy the far field boundary condition. Therefore we will either need to increase the
value of ζ at ∞, as β0 → 0 or use long wave analysis. The procedure we used is
discussed in appendix C and is similar to the methods prescribed by Drazin & Reid
[28]. Figure 2.7 displays the dispersion relation between the streamwise growth rate
and varying spanwise wavenumber.
The dispersion relation describes the stability characteristics of the crossflow vortex
since α0i < 0, then the disturbance is unstable because we have a the disturbance in the
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Figure 2.7: Dispersion relation between inviscid streamwise growth rate (-α0i) and
spanwise wavenumber (γ0) corresponding to the solution ( ) and the long wave-
length limit which is derived in appendix C ( ) with a sweep angle of θsw at the
streamwise location of x = 1.0.
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Figure 2.8: An example of a normalised eigenfunction of v0 with x=1.0 and γ0 = 1.0.
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form of U ∼ eiαx. In this situation for x = 0.4 between 0 < γ0 < 1.1 the disturbance is
unstable. The most dangerous mode is the spanwise wavenumber corresponding to the
largest streamwise growth rate, which is for a spanwise wavenumber around γ0 = 0.6.
The dispersion relation in figure 2.7 satisfies the conditions of U
′′
0B(ζc) = U0B(ζc) = 0
and can be referred to as the GSW mode. As shown in figure 2.8, the eigenfunction
satisfies both boundary conditions of (2.42). We can see the impact that the sweep
angle has on the growth rate.
We notice in figure (2.9) that the maximum growth rate is at a sweep angle of 57◦. As
Figure 2.9: Dispersion relation between streamwise growth rate (α0i) and the angel
of sweep (θsw) at a spanwise wavenumber of γ0=0.4 and a streamwise location of
x = 0.25.
we increase this angle the growth rate almost decreases at a linear rate until eventually
the growth rate is zero at 88◦.
Thus far we have only selected a particular crossflow region (x = 1), next we shall
study the impact of the crossflow with the dispersion relation. In figure 2.10 we have
a dispersion relation for three different crossflow strengths. Firstly we note that as the
crossflow strength increases the extent of unstable spanwise wavenumbers decreases.
Therefore the higher the crossflow the fewer spanwise wavenumbers corresponding
to unstable streamwise wavenumbers. The most dangerous crossflow mode occurs
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Figure 2.10: Dispersion relation between streamwise growth rate (α0i) and spanwise
wavenumber (γ0) at x = 0.25, 1.0 and 4.0 corresponding to high ( ) , moderate
( ) and low ( ) crossflow respectively at a sweep angle of θsw = 45◦.
Figure 2.11: Absolute value of normalised eigenfunction |v0(ζ)| with respect to
v0{MAX} at x = 0.25, 1.0 and 4.0 corresponding to high ( ) , moderate ( )
and low ( ) crossflow.
when the crossflow strength is largest. Near the neutral stability point the crossflow
mode is largest and this corresponds to high crossflow. Also note that in figure 2.11,
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the eigenfunction satisfies both boundary conditions v0(0) = v0(∞) = 0. We have
noticed that an inflexion point arises because of the combination of α0ub + γ0wb. The
kink in the eigenfunction for both low and moderate crossflow occurs since we have
taken the absolute value of the eigenfunction.
2.4.4 Viscous Correction Results
We are interested in the correction term from the viscous sublayer. We shall follow
the work of Hall [42], who performed similar analysis for a rotating disc. We have
solved (2.41) - we now know the boundary condition at the wall and the upper bound-
ary condition in the viscous wall layer. We observe that we must rescale the normal
coordinate to analyse within the viscous layer, the convection and diffusion terms need
to balance in the disturbance equations (2.29a)-(2.29d), hence the thickness of the vis-
cous wall layer must be of O(4). The idea is to include the viscous terms within this
layer. Rescaling by ξ = −4y, the base flow within the wall layer can be expanded as
ub = u0ξ + · · · , wb = w0ξ + · · · (2.48)
where
u0 =
dub
dξ
(ξ = 0) and w0 =
dwb
dξ
(ξ = 0) (2.49)
are the slopes at the wall of the velocity profiles of the boundary-layer flow as it ap-
proaches the hump and this is calculated via a Taylor expansion. The disturbance
velocities and pressure are formulated by
U = U0(ξ) + U1(ξ) + · · · , V = V0(ξ) + 2V1(ξ) + · · · , (2.50)
V = W0(ξ) + W1(ξ) + · · · , P = P0(ξ) + 2P1(ξ) + · · · . (2.51)
Within the viscous wall layer the pressure and wall normal velocity are an order of 
smaller than the streamwise and spanwise velocity components because they have a
smaller influence. Substituting all of the new scaled disturbance velocities and pres-
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sures, and also using the rescaled base flow expansion yields
iUBVU0 + V0u0
′ = −iα0P0 + U0′′, (2.52a)
0 = −iP0′, (2.52b)
iUBVW0 + V0w0
′ = −iγ0P0 +W0′′, (2.52c)
iα0U0 + V0
′ + iγ0W0 = 0, (2.52d)
with UBV = α0u0 + γ0w0. Eliminating P0 and using (2.52d) we obtain
[α0U0 + γ0W0]
′′′ − iξUBV [α0U0 + γ0W0]′ = 0. (2.53)
We notice that (2.53) has the same form as an Airy equation. Indeed if we introduce
χ = φξ, ∂/∂χ = (1/φ)∂/∂ξ → φ2∂2/∂2χ = ∂2/∂2ξ,V = (α0U0 + γ0W0)′, (2.54)
where φ = [i(α0u0 + γ0w0)]
1/3 then (2.53) becomes
φ2∂2V/∂2 − ξφ3V = 0, (2.55)
with χ = φξ then V ′′ − χV = 0, which is Airy’s differential equation. Accordingly,
[α0U0 + γ0W0]
′ = c1Ai(φχ) + c2Bi(φχ). (2.56)
Therefore for the flow to be bounded we set c2 = 0. Thus
[α0U0 + γ0W0] = c1
∫ χ
0
Ai(φχ∗)dχ∗. (2.57)
From inviscid results we know that as ζ → 0
i[α0u0(0) + γ0w0(0)]→ −v0′(0). (2.58)
Using this and normalising such that the matching condition is satisfied we find
c1 =
−v0′(0)∫∞
0
Ai(φχ∗)dχ∗
. (2.59)
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Therefore we get,
[α0U0 + γ0W0] =
−v0′(0)
∫ χ
0
Ai(φχ∗)dχ∗∫∞
0
Ai(φχ∗)dχ∗
. (2.60)
From the continuity equation (2.52d), (2.60) becomes
V0
′ =
−v0′(0)
∫ χ
0
Ai(φχ∗)dχ∗∫∞
0
Ai(φχ∗)dχ∗
, (2.61)
which implies
V0 =
−v0′(0)
∫ χ
0
∫ χ
0
Ai(φχ∗)dχ∗dχ†∫∞
0
Ai(φχ∗)dχ∗
. (2.62)
We can solve (2.62) by integration by parts to obtain∫ χ
0
∫ χ
0
Ai(φχ∗)dχ∗dχ† = χ
∫ χ
0
Ai(φχ∗)dχ∗
∣∣∣∣χ
0
− φ
∫ χ
0
χ∗Ai(φχ∗)dχ∗. (2.63)
Let χ = φχ∗ therefore∫ χ
0
∫ χ
0
Ai(φχ∗)dχ∗dχ† = χ
∫ χ
0
Ai(χ)dχ
∣∣∣∣χ
0
− φ · 1
φ2
∫ χ
0
χAi(χ)dχ. (2.64)
The second integral in (2.64) can be expressed as∫ χ
0
χAi(χ)dχ = Ai′(χ)
∣∣∣∣χ
0
, (2.65)
therefore using (2.65), (2.64) becomes∫ χ
0
∫ χ
0
Ai(φχ∗)dχ∗dχ† = χ
∫ χ
0
Ai(χ)dχ
∣∣∣∣χ
0
− 1
φ
Ai′(χ)
∣∣∣∣χ
0
.
Since we want to find large χ then (2.62) becomes
V0 = lim
χ→+∞
χ
∫ χ
0
Ai(χ)dχ
∣∣∣∣χ
0
− 1
φ
Ai′(χ)
∣∣∣∣χ
0
= χv0
′(0) +
v0
′(0)Ai′(0)
φ
∫∞
0
Ai(χ)dχ
.
This implies that the next order in the inviscid zone must satisfy
v1(0) =
v0
′(0)Ai′(0)
φ
∫∞
0
Ai(χ)dχ
. (2.66)
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This agrees with the result of Hall [42] (3.13). We now consider the next order in the
inviscid region:
iU0Bu1 + iU1Bu0 + v1ub
′ = −iα0p1 − iα1p0, (2.67a)
iU0Bv1 + iU1Bv0 = −p1′, (2.67b)
iU0Bw1 + iU1Bw0 + v1wb
′ = −iγ0p, (2.67c)
iα0u1 + iα1u0 + v0
′ + iγ0w1 = 0, (2.67d)
with U0B=α0ub + γ0wb and U1B=α1ub. We have set γ1 = 0 because we are initially
only interested in the streamwise growth rates. Carrying out the same manipulation as
we did for equations (2.39a)-(2.39d) we find
U0B[v
′′
1 − β02v1]− U ′′0Bv1 = 2α0α1U0Bv0 + α1ub′′v0 − α1ub
U
′′
0B
U0B
v0. (2.68)
By dividing through by U0B we obtain an inhomogeneous Rayleigh equation in self-
adjoint form
v1
′′ −
[
β0
2 +
U
′′
0B
U0B
]
v1 = 2α0α1v0 + α1
[
ub
′′U0B − ubU ′′0B
U0B
2
]
v0. (2.69)
Multiplying (2.69) by the adjoint of v0 (v
†
0) and integrating over the domain we obtain∫ ∞
0
v1
′′v†0 −
[
β0
2 +
U
′′
0B
U0B
]
v1v
†
0dζ =
∫ ∞
0
2α0α1v0
2dζ (2.70)
+
∫ ∞
0
α1
[
ub
′′U0B − ubU ′′0B
U0B
2
]
v0
2dζ.
Using integration by parts on the first term we get,∫ ∞
0
v1
′′v†0dζ = [v1
′v†0]
∞
0 −
∫ ∞
0
v1
′(v†0)
′
dζ.
Choose
v†0(0) = v
†
0(∞) = 0→ [v1′v0]∞0 = 0.
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Therefore
−
∫ ∞
0
v1
′v†0
′
dζ = −[v1v†0
′
]∞0 +
∫ ∞
0
v1v
†
0
′′
dζ.
As shown earlier v1(∞) = 0,∫ ∞
0
v1
′′v0dζ = −v1(0)v†0
′
(0) +
∫ ∞
0
v1v0
′′dζ.
Now (2.70) has become:
−v1(0)v†0
′
(0) = α1
[∫ ∞
0
2α0v0
2dζ +
∫ ∞
0
(x/R)
[
ub
′′U0B − ubU ′′0B
U0B
2
]
v0
2dζ
]
.
Hence,
α1 =
−v1(0)v†0
′
(0)∫∞
0
2α0v02dζ +
∫∞
0
[
ub′′U0B−ubU ′′0B
U0B
2
]
v02dζ
.
Therefore,
α1 =
v0′(0)2Ai′(0)
φ
∫∞
0 Ai(χ)dχ
2α0I1 + I2
,
using the known value for Ai′(0) and
∫∞
0
Ai(χ)dχ we get
α1 =
3[v0
′(0)2Ai′(0)]/φ
2α0I1 + I2
, (2.71)
with
I1 =
∫ ∞
0
v0
2(ζ)dζ, I2 =
∫ ∞
0
[
ub
′′(ζ)U0B(ζ)− ub(ζ)U ′′0B(ζ)
U0B
2
(ζ)
]
v0
2dζ.
At the origin U0B(0) = 0, and so I2 is singular there. As the wall normal coordinate
approaches zero the baseflow components behave as
ub ∼ (X/R)ζ, wb ∼ ζ and ub′′ and wb′′ ∼ constant.
Therefore the singularity must behave like 1/ζ near the origin. For convenience we
define F (ζ) as
F (ζ) =
[
u′′(ζ)U0B(ζ)− u(ζ)U ′′0B(ζ)
U0B
2
(ζ)
]
.
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Since the integral is divergent, we need to find a method to evaluate this integral. For
this we will use the Hadamard Finite Part Integral which can be located in the appendix.
First we split the integral into two parts,
I2 =
∫ ∞
0
F (ζ)v0
2dζ =
∫ 1
0
F (ζ)v0
2dζ +
∫ ∞
1
F (ζ)v0
2dζ. (2.72)
We notice that the second integral is valid across the domain. However, the first integral
is not and we have to calculate it by the Hadamard Finite Part Theorem. By applying
this theorem we can neglect the infinite part
(∫ 1
0
1
ζ
v0
2dζ
)
and keep the finite part such
that ∫ 1
0
F (ζ)v0
2dζ =
∫ 1
0
[
F (ζ)|+ 1
ζ
]
v0
2dζ︸ ︷︷ ︸
finite
−
∫ 1
0
1
ζ
v0
2dζ︸ ︷︷ ︸
undefined
.
Hence we can state, ∫ 1
0
F (ζ)v0
2dζ = =
∫ 1
0
[
F (ζ) +
1
ζ
]
v0
2dζ.
Thus have found a correction to the inviscid growth rate, in the expansion of α =
α0 + α1. We can now see the behaviour of the new growth rate (−αi) downstream.
We notice that α0i < 0 is the inviscid streamwise growth rate but the viscous correction
term α1i > 0 has a stabilising effect from equation (2.71).
2.4.5 Numerical Comparison
From our asymptotic approach we have formulated a two-term growth rate predic-
tion method. We now compare these with numerical schemes of Parabolised Stability
Equations (PSE) [58] and Vorticity-Velocity equations (VV) [26] to verify the validity
and accuracy of our prediction method. The PSE originated from the work of Dall-
mann & Simen [90],[91] and Herbert & Bertolotti [9] who were inspired by the work
of Hall [41]. Due to the Go¨rtler vortices satisfying a parabolic system this gave rise to a
parabolic marching algorithm. They can be solved very efficiently due to the marching
procedure. The formulation was originally only intended for the description linear de-
velopment of the modal disturbances. However in recent years this theory has extended
for non-linear evolution and for the non-modal disturbance evolution. The VV is a re-
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Figure 2.12: Comparison between the inviscid streamwise growth rate (α0i), viscous
correction streamwise growth rate (α1i) and the corrected streamwise growth rate (αi)
with the rescaled streamwise coordinate X for Re = 500 and γ0 = 0.4.
formulated version of unsteady, three-dimensional Navier-Stokes equations in terms
of velocity and vorticity equations. The evolution of three-dimensional disturbances
in boundary layers can be simulated quite easily with this method. The advantages of
VV compared to other methods are that the boundary conditions can be in terms of the
vorticity - there is no need for conditions for the velocity since they can be calculated
by an integral containing the vorticity. Also, there are only three dependent variables
with three governing equations, which can be solved in less time than if other methods
were used. Most numerical schemes struggle with a large Reynolds numbers due the
matrices becoming larger. The difficulty arises with the large matrices when inver-
sion techniques are applied to them. The most common matrix inversion packages are
Lapack in Fortran and eigen for C++. The non-dimensionalisation for the numerical
procedure for pressure and velocities is with respect to the spanwise velocity at infinity,
W∞. Hence the base flow can be defined as
ub = (X/Re)f
′(ζ), vb = (−1/Re)f ′(ζ), and wb = g(ζ),
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where X = x∗/δ∗, δ∗ =
√
ν/m (which is defined as the thickness parameter), ν is
the kinematic viscosity of the fluid and, m is a parameter from the uniform flow field
(U∞(X) = mx∗). The roughness element is given by the function
h(X) =
1√
2pi
e−
(X−Xf )2
2 ,
where Xf = 185.5. We start at this particular location due to the numerical scheme
we are using for a comparison of this theory and we use this base flow for our predic-
tion. More details about the roughness element and basic flow can be found in a paper
by Thomas,Hall & Davies [96]. We restrict our attention to Re = 500 due to con-
straints of computational power. We notice in figure 2.13 that there is a disagreement
Figure 2.13: Comparison between velocity-vorticity equations [95] ( ) , asymp-
totic theory ( ), and PSE [58] (+++++) at a Reynolds number of Re = 500, and a
spanwise wavenumber of γ0 = 0.4.
regarding the location of the neutral stability point. It occurs further upstream than
expected. The asymptotic result and PSE are in agreement. Initially the VV method
does not agree as it is forced at the neutral stability point location. Further ahead the
growth rates seem to be in good agreement between the three methods. However for
X > 300, the asymptotic results agree with the numerical schemes and they provide
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Figure 2.14: Comparison between velocity-vorticity equations ( ) and viscous
correction theory ( ), at a Reynolds number of Re = 750, and a spanwise
wavenumber γ0 = 0.4.
a slight over estimation of 0.001. To improve the result we could include the next or-
der in the expansion (α2) which would give a correction to the growth rate of order
Re−1/3 ∼ 0.12692 and this could account for the discrepancy. Nevertheless, there
seems to be a good agreement so no further analysis needs to be performed at this
point.
Next we will consider a comparison with a different Reynolds number to validate the
previous results. We consider a Reynolds number of Re = 750 and compare with
the asymptotic prediction in figure 2.14. We witness good agreement between the two
methods but for this Reynolds number we have a slight under evaluation of 0.002.
From X ∼ 400, the VV results [95] start to develop oscillations due to the oscillating
term in U ∼ ei(αr). In figure 2.14 we have changed the Reynolds number compared
with the previous study in figure 2.13 and we are using the same spanwise wavenum-
ber as before. Since the contribution from the viscous correction term is Re−1/6, this
implies that the contribution at Re = 500 is  ∼ 7/20, whereas for Re = 750 we have
a contribution of  ∼ 1/3. We would expect the examples of different Reynolds num-
bers to have a similar contribution since the difference between the viscous correction
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terms is  ∼ 0.02. Whilst there is still some discrepancy between the two methods of
VV and the two-term approach these may be accounted for by numerical errors.
Next we considered varying the spanwise wavenumber. Figure 2.15 shows how the
downstream growth rate changes with the spanwise wavenumber. Generally, as X in-
creases the growth rate decreases. This demonstrates that as X increases, the extent
of the unstable region of spanwise wavenumbers becomes larger. Hence as the cross-
flow effect decreases, more spanwise wavenumbers corresponding to a positive growth
rate are included, as shown in figure 2.10. For instance if we consider X = 100 then
only the unstable spanwise wavenumbers between 0.1 < γ0 < 0.3 but for X = 300
we have 0.1 < γ0 < 0.8. In figure 2.15 the most dangerous mode changes with the
crossflow effect. This is also inherent in the inviscid dispersion relation where the high
crossflow case has the largest growth rate. However for the low crossflow corresponds
to the smallest maximum growth rate. Therefore we notice that for small spanwise
wavenumbers a maximum growth rate occurs in a high crossflow region, whereas for
higher spanwise wavenumbers a maximum growth rate occurs at smaller crossflow
values.
Figure 2.15: Growth rate comparison between different values of spanwise wavenum-
ber at Re = 500 calculated using the asymptotic approach.
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2.4.6 Travelling Crossflow Vortices
To compare with experimental work it is useful to model travelling crossflow vortices.
This is due to most experiments are unable to achieve low turbulence levels associated
with stationary crossflow vortices. Furthermore we want to understand the impact
that an active or passive mechanism, used for laminar flow control, will have on the
crossflow vortices. More specifically, do these control techniques dampen or amplify
the initial amplitudes of the travelling crossflow vortices? We shall investigate to find
this out, by including the frequency of ω0 in our analysis. In figure 2.16 as the
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Figure 2.16: Dispersion relation between imaginary part of the streamwise wavenum-
ber, α0i, and spanwise wavenumber, γ0, for different frequencies, ω0 for a fixed stream-
wise position of x = 1.0 and a sweep angle of θsw = 45◦.
frequency increases the number of unstable spanwise numbers decreases. However,
the most dangerous modes amplify when the frequency has increased. The largest
growth rate corresponds to γ0 = 0.36 and ω0 = 0.04 which is almost twice as large as
the stationary case for that given spanwise wavenumber. The disturbance is completely
stable for any given spanwise number for frequencies ω0 > 0.135 as shown in figure
2.17. We focus our attention on a particular spanwise mode of γ0 = 0.5 and witness
the impact of varying the frequency. The dispersion relation can be seen in figure 2.17
and the most dangerous mode occurs for ω0 = 0.04. Interestingly for frequencies
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Figure 2.17: Dispersion relation between the imaginary part of the streamwise
wavenumber (α0i) and the frequency (ω0) for a fixed spanwise wavenumber (γ0=0.5).
ω0 > 0.09, the growth rates are smaller than for the stationary case. We already know
the downstream streamwise behaviour of stationary crossflow vortices for streamwise
growth rates from figure 2.12. We now vary the frequencies of the travelling modes
and observe the impact on the streamwise growth rates. In figure 2.18 we can observe
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Figure 2.18: Streamwise inviscid growth rate comparison with varying frequency (ω0)
for fixed spanwise wavenumber γ0 = 0.4.
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that the neutral stability point increases in x as the frequency is increased. The most
dangerous mode changes as x changes but we notice that for 0.4 < x < 1 the most
dangerous mode occurs for a frequency of ω0 = 0.04, as apparent in the dispersion
relation of figure 2.16.
The correction term from equation (2.71), α1, has now been modified by including the
frequency. For travelling modes due to the integrals of I1 and I2 have been modified
because of changes in the ‘effective’ base flow (U0B). As with the stationary crossflow
vortices, we compare with VV and PSE again. For this certain frequency (ω0 = 7.5×
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Figure 2.19: Comparison between velocity-vorticity equations [95]( ) , two-term
theory ( ), and PSE [58] (+++++) at Re = 500, γ0 = 0.4 with a frequency
ω0 = 7.5× 10−4.
.
10−4) there seems to be excellent agreement with the two numerical methods. There
also seems to be a better agreement than seen in the stationary case, which suggests
that the method might be sensitive to changes in the frequency.
Chapter 2. An Asymptotic Approach for Predicting Streamwise Behaviour of
Crossflow Vortices with Various Surface Curvatures. 73
2.5 The Effects of Curvature on the Stability of Crossflow Vortices
Thus far we have only considered stationary and travelling crossflow vortices on a flat
surface. We now turn our attention to curved surfaces and we consider κ 0 (κ is the
local body curvature), since we are only interested in small curvature modifications.
We perform the same analysis as for §2.3.4 but now we include the curvature terms.
Doing so yields the following
iU0Bu0 + v0ub
′ = −iα0p0, (2.73a)
iU0Bv0 + κCubu0 = −p0′, (2.73b)
iU0Bw0 + v0wb
′ = −iγ0p0, (2.73c)
iα0u0 + v0
′ + iγ0w0 = 0, (2.73d)
with κC = −Gκ(x) where G is the Go¨rtler number and defined in the introduction.
The disturbance velocity has to be zero at the wall because it has a no-slip boundary
condition. We can rearrange (2.73) - with some manipulation we eliminate p0 and
rearranging for v0, we obtain
v0
′′ − α0ubκCv0
′
U0B
+
[
α0ubκCU0B
′
U
2
0B
− β02
(
1 +
ubub
′κC
U
2
0B
)
− U
′′
0B
U0B
]
v0 = 0, (2.74)
subject to the following boundary conditions
v0(0) = 0 and v0(∞) = 0. (2.75)
We observe by multiplying by U0B and setting κC = 0 we can obtain
U0B[v0
′′ − β02v0]− U ′′0Bv0 = 0. (2.76)
This is the Rayleigh stability equation which we found earlier (as equation (2.41)).
2.5.1 Results
First we consider the dispersion relation between the streamwise growth rate and the
spanwise wavenumber, as in figure 2.7. We are interested is in the curvature modifica-
2.5 The Effects of Curvature on the Stability of Crossflow Vortices 74
tions, so we change κC accordingly and observe the changes to the dispersion relation.
Inviscid Results
We will see that by varying κC , we can stabilise the disturbance with a positive value
and destabilise the disturbance when we consider negative values. We shall investigate
what impact curvature has on the inviscid results obtained earlier including travelling
crossflow vortices. We solve this problem in a familiar fashion to the Rayleigh stability
equation, seen earlier in (2.41). Numerically we solve (2.74) using a fourth order
Runge-Kutta shooting technique and the boundary conditions of (2.75). By performing
this calculation we obtain a dispersion relation - the same relation as in figure 2.7 but
we can see the different effects of curvature.
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Figure 2.20: Dispersion relation between streamwise growth rate (α0i) and the span-
wise wavenumber (γ0) for convex ( ), flat ( ) and concave surface
curvature ( ) for a fixed streamwise position of x = 1.0, sweep angle of θsw = 45◦
and for a stationary crossflow mode ω0 = 0.0.
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Figure 2.21: Normalised eigenfunction of v0 with x=1.0 for a fixed spanwise
wavenumber γ0 = 0.6 with varying κC corresponding to convex ( ), flat ( )
and concave surface curvature ( ).
It appears that small positive κC stabilises the disturbance and negative κC destabilises.
This is in agreement with what is already known, that convex curvature stabilises the
crossflow vortex disturbance and concave curvature destabilises it [59]. We notice
that not only has the most unstable mode been reduced due to κC but also the extent
of unstable spanwise wavenumbers is been has reduced. We refer the extent of the
unstable spanwise wavenumbers as the region of spanwise wavenumbers where α0i <
0 as shown in figure (2.20). The most dangerous mode increases with decreasing κC .
This is not surprising since negative κC has a destabilising effect. By observing figure
2.21 we can see the inflexion point in the basic flow as discussed earlier. As we increase
κC , we can see that a local extrema in the eigenfunction occurs at ζ ∼ 2 due to taking
the absolute value.
We now look at the effect of surface curvature with travelling modes. It is known that
small convex curvature has a stabilising effect on small frequencies [59]. However,
this is not the case for larger frequencies - a larger curvature is required to stabilise the
disturbance.
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Figure 2.22: Dispersion relation between streamwise wavenumber (α0i) and frequency
(ω0) for a fixed spanwise wavenumber (γ0 = 0.5) with varying κC , for κC  1.
-0.1
-0.08
-0.06
-0.04
-0.02
0
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
ω0
Figure 2.23: Dispersion relation between streamwise wavenumber (-α0i) and fre-
quency (ω0) for a fixed spanwise wavenumber (γ0 = 0.5) with varying κC , for
κC ∼ O(1).
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In figure 2.22 we have a dispersion relation between the streamwise growth rate and
the frequency for increasing convex curvature. First we notice that for the disturbance
to be stabilised we need a curvature term of κC > 0.02. Any κC value greater than
this produces a sudden drop in the dispersion relation. As the curvature is increased
the maximum unstable frequency increases. From small curvature of κC = 0.02 there
is a significant change in the growth rates for frequencies less than ω0 = 0.09. In fact
for this frequency range small convex curvature reduces the growth rate by about five
times compared to the stationary case. We notice that for frequency of ω0 > 0.09 the
streamwise growth rates have increased when convex curvature is added. Therefore
we observe that as κC increases so does −α0i, for frequencies greater than ω0 = 0.09.
A frequency of ω0 = 0.08 onwards appears to destabilise the disturbance. Masad &
Malik [59] found that the effect of convex curvature is gradually less stabilising as the
frequencies of the disturbance increases. We can also note that highly convex curvature
(κC > 1) has a stabilising effect.
The convex curvature is increased further and we see the effects of large curvature
with frequency in figure 2.23. As κC is increased the growth rates increase for all
frequencies and the stabilisation is not effective for these convex curvature values.
Also, as κC increases, the largest unstable frequency decreases and for κC > 1 there
are no longer any unstable frequencies.
Due to the interesting results in figures 2.22 and 2.23, we shall focus on fixing two
frequencies of ω0 = 0.05 and ω0 = 0.10. From earlier results we already know the
impact of convex curvature has on the stability of stationary crossflow vortices - a small
amount of convex curvature is needed to stabilise the disturbance (κC = 0.037). We
will now focus our attention on the dispersion relation for these two frequencies.
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Figure 2.24: Dispersion relation between streamwise wavenumber (-α0i) and spanwise
wavenumber (γ0) for a fixed frequency (ω0=0.05) with varying κC .
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Figure 2.25: Dispersion relation between streamwise wavenumber (-α0i) and spanwise
wavenumber (γ0) for a fixed frequency (ω0=0.1) with varying κC .
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We can see that in figure 2.24, as the the convex curvature increases it does have a
stabilising effect for small spanwise wavenumbers (γ0 < 1) as shown earlier. But we
can see that as the convex curvature increases the larger spanwise wavenumbers start
to become unstable referring to the unstable streamwise wavenumbers for κC > 0.01.
After this point all spanwise wavenumbers from γ0 = 0.2 are completely unstable.
This is similar to figure 2.25 but from γ0 = 0.4. Also note, this effect occurs at a lower
κC value and this is in agreement with the Masad & Malik results that were discussed
earlier. For small convex curvature (κC = 0.01) the amount of unstable spanwise
wavenumbers are reduced. The value of the most dangerous mode (the amplification
rate) also reduces in this manner. However as κC is increased the number of unstable
spanwise wavenumbers increases. If we consider a value of the curvature parameter
of κC = 0.3 for all the spanwise wavenumbers γ0 > 0.3 corresponds to unstable
streamwise wavenumbers as shown in figure 2.24. In figure 2.25 a similar behaviour
for the dispersion relation occurs but at a much smaller κC . For instance, κC = 0.01
all the spanwise wavenumbers γ0 > 0.3 are unstable and this is true as κC is increased.
We also notice that as κC increases so does the most unstable mode. From this initial
analysis, we have calculated the first term in the streamwise growth rate. We can
conclude when considering travelling crossflow vortices in a convex curvature region
it does not have the same control of the disturbance as for the stationary crossflow
modes. Thus far we have considered the curvature parameter κC  1, so we can
perform an asymptotic expansion in terms of this curvature. In hindsight we have
found the inviscid growth rate in the absence of curvature and now we shall add to this
theory by including a curvature correction term. We redefine the quantities in (2.74) as
α0 = α˜, u0 = u˜, v0 = v˜, w0 = w˜, p0 = p˜. (2.77)
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Then performing an expansion of
α˜ = α˜0 + κCα˜1 + · · · , (2.78)
u˜ = u˜0 + κC u˜1 + · · · , (2.79)
p˜ = p˜0 + κC p˜1 + · · · , (2.80)
and substituting into the governing equations of (2.3) the first order terms become
U˜0B[v˜
′′
0 − β˜20 v˜0]− U˜ ′′0B v˜0 = 0. (2.81)
where U˜0B = α˜0ub+γ˜0−ω0. This can be solved quite easily with the method described
earlier for equations (2.43). This is the Rayleigh stability equation. The next order we
have:
iU˜0Bu˜1 + v˜0ub
′ + iα0p˜1 = −iα1ubu˜0 − iα1p˜0, (2.82a)
iU˜0B v˜1 + p˜
′
1 = −iα1ubv˜0 − ubu˜0, (2.82b)
iU˜0Bw˜1 + v˜1wb
′ + iγ0p˜1 = −iα1ubu˜0, (2.82c)
iα0u˜1 + v˜
′
1 + iγ0w˜1 = iα1u˜0. (2.82d)
This can be simplified to
v1
′′ −
[
β˜20 +
U˜ ′′0B
U˜0B
]
v1 = 2α˜0α˜1v˜0 + α˜1
[
u′′b U˜0B − ubU˜ ′′0B
U˜20B
]
v˜0 +
iβ˜20ubu˜0
U˜0B
. (2.83)
with β˜20 = α˜
2
0 + γ˜
2
0 . We only require the equation in terms of v˜1 and v˜0, hence using
the O(1) equation we can now write
v1
′′ −
[
β˜20 +
U˜ ′′0B
U˜0B
]
v1 =2α˜0α˜1v˜0 + α˜1
[
u′′b U˜0B − ubU˜ ′′0B
U˜20B
]
v˜0 (2.84)
− γ˜0ub
U˜20B
[γ˜0ub
′ − α˜0wb′] v˜0 − α˜0ubv˜
′
0
U˜0B
, (2.85)
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multiplying by v˜0 and integrating over ζ we get
0 = 2α˜0α˜1I1 + α˜1I2 − γ˜0I3 − α˜0I4, (2.86)
with
I1 =
∫ ∞
0
v˜20dζ, I2 =
∫ ∞
1
F˜ (ζ)v˜20dζ + =
∫ 1
0
[
F˜ (ζ)− 1
ζ
]
v˜20dζ,
I3 =
∫ ∞
1
G˜(ζ)v˜20dζ + =
∫ 1
0
[
G˜(ζ)− 1
ζ
]
v˜20dζ,
I4 =
∫ ∞
1
H˜(ζ)v˜0dζ + =
∫ 1
0
[
H˜(ζ)− 1
ζ
]
v˜0dζ,
where
F˜ (ζ) =
[
u′′(ζ)U˜0B(ζ)− u(ζ)U˜ ′′0B(ζ)
U˜20B(ζ)
]
, (2.87)
G˜(ζ) =
ub
U˜20B(ζ)
[γ˜0ub
′(ζ)− α˜0wb′(ζ)] , (2.88)
H˜(ζ) =
ubv˜
′
0
U˜0B(ζ)
. (2.89)
The integrals I2, I3 and I4 consist of ub/U˜0B and this term is singular at the origin
due to the boundary conditions. We use the Hardamard Finite Part Integral to evaluate
these integrals. The equation (2.86) now can be rearranged for α˜1 and this yields
α˜1 =
γ˜0I3 + α˜0I4
2α˜0I1 + I2
, (2.90)
We can now compare this with the original results of figure 2.20. There seems to
be good agreement across most of the spanwise wavenumbers except for three cases;
α˜  1, γ˜0  1 and γ˜0 > 1. The curvature correction term contains the first order
inviscid term, hence (2.86) can now be written as
α˜ = α˜0
[
1 + κC
(
γ˜0
α˜0
I3 + I4
2α˜0I1 + I2
)]
. (2.91)
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Figure 2.26: Dispersion relation between spanwise wavenumber γ0 and the
streamwise growth rate −αi comparison between inviscid theory ( ) and
two-term correction ( ) with X=1.0, (ζ)=1.0 and at the values of κC =
0.02, 0.01, 0.00( ),−0.01,−0.02,−0.03,−0.04,−0.05.
We now consider the three situations where there is a clear breakdown between the two
results.
1. α˜0  1 =⇒ α˜1 = κC γ˜0I3I2 ∼ O(10−1κC γ˜0).
2. γ˜0  1 =⇒ α˜1 = α˜0
[
1 + κC
(
I4
2α˜0I1+I2
)]
∼ O(101κC).
3. γ˜0 > 1 =⇒ α˜1 = κCI32α˜0I1+I2 ∼ O(10−1κC).
By considering certain limits of α˜0  1, γ˜0  1 and γ˜0 > 1, we can discuss the rea-
sons why we do not have agreement in certain regions of the dispersion relation. For
the first case we consider the situation when inviscid streamwise wavenumber is small
(α˜0  1), this modifies the two-term correction method to only depend on the curva-
ture term and spanwise wavenumber. If we consider convex curvature then this will
have a stabilising impact on the streamwise growth rate and thus cause a disagreement
to occur. In the second case, we consider when the spanwise wavenumber is small
(γ˜0  1) and this produces the term α˜ to depend only on κC . A similar argument to
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the first case can be used, that we have κC > 0 will stabilise the growth rate which ex-
plains the discrepancy. This is why we notice that for the example of κC = −0.04, the
two-term correction is larger than the inviscid growth rate due to κC < 0. Making this
contribution more unstable in terms of the inviscid growth rate. However, the reverse
argument can be used for κC = 0.02. Since κC > 0, it will have a stabilising impact
on the growth rate. For large spanwise wavenumbers (γ˜0 > 1) a similar argument can
be used but the contribution from α˜1 is smaller and has less of an impact.
2.5.2 Numerical Comparison with PSE
We shall compare results with a PSE swept cylinder case for θSW = 65◦ and we will
use the base flow data from a boundary-layer solver provided by Mughal [63].
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0 0.2 0.4 0.6 0.8 1
PSE
Asymptotics
Figure 2.27: Comparison between PSE ( ) and two-term curvature method [α˜0 +
κCα˜1] ( ) for streamwise growth rate downstream, γ0 = 0.8 .
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We next include the viscous term and compare with the same PSE results. From the
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Figure 2.28: Comparison between PSE ( ) and three-term viscous method [α˜0 +
κCα˜1 + α1] ( ) for streamwise growth rate downstream, γ0 = 0.8.
inviscid analysis, larger crossflow strength implied that there is a smaller unstable span-
wise region and increased maximum streamwise growth rate. There seems to be good
agreement between the two methods of PSE and two-term curvature analysis initially.
Earlier results indicated good agreement between PSE and asymptotic prediction for
a flat surface (κC = 0.0), but clearly since the viscous term has not been included yet
we notice a large discrepancy. For comparison purposes a spanwise wavenumber of
γ0 = 0.8 was used but as we have seen in figure 2.26 there is clearly some discrepancy
between the streamwise growth rates. From figure 2.27 for x/c > 0.4 a discordance is
apparent between PSE and two-term curvature method. As x/c → ∞, α˜0 → 0, α˜0 is
getting smaller and taking this limit
lim
α˜0→0
α˜1 =
κC γ˜0I3
I2
.
As α˜0 becomes smaller, α˜1 becomes larger and has a stronger impact on the total
streamwise growth rate, since the viscous growth rate is negative than for larger x/c
values. Due to κC being negative we see that the impact will cause α˜1 to be negative
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and destabilising. We also notice that for higher crossflow effect, more curvature is
needed to stabilise the disturbance. This is not surprising due to the results which were
obtained earlier. Notice that if κC is small this implies that κ(x)  1. So if the wall
curvature is small, it has a large stabilising effect on the streamwise growth rate. This
implies that a small amount of wall curvature is needed to stabilise the crossflow dis-
turbance. We can improve this theory by including the viscous correction term from
earlier analysis. In the absence of curvature, this impact can be observed in figure 2.28.
Since α1 has a stabilising effect on the overall growth rate, we can observe that there
is an improvement on the previous method. But since α1 > α˜1, the main contribution
corresponds to the viscous correction term.
We can apply the same technique to the travelling crossflow vortices. In figure 2.29
Figure 2.29: Comparison between three-term theory and inviscid growth rate in the
absence of curvature at spanwise wavenumber (γ0 = 0.5) for frequencies of ω0 = 0.05
and ω0 = 0.1.
we have a comparison with earlier, no curvature, inviscid result and three-term correc-
tion theory for two different frequencies. This was to observe the effect of the inviscid
result, when the frequency increase the amount of curvature has less impact on sta-
bilising the streamwise growth rate. The impact can be seen in figure 2.29, the same
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results occur. Furthermore, Masad & Malik [59] discussed that the stabilising effect of
the convex curvature on both stationary and travelling crossflow vortices increases as
the distance from the leading edge increases. We can therefore verify that these results
agree with what was found by Masad & Malik [59].
2.6 Conclusion
The effects of wall curvature on the stability of an incompressible three-dimensional
boundary-layer over an infinitely swept wing were addressed here. We considered both
stationary and travelling crossflow modes in our analysis. The disturbance equations
are formulated with a fixed body curvature framework. This retains the new body
curvature terms which introduce convex and concave curvature into the disturbance
equations. We addressed the problem with the use of asymptotic methods and viscous
theory.
Initially, we investigated this problem in the absence of curvature. The compari-
son between inviscid results from the stationary and travelling crossflow vortices was
made. We found that the most dangerous inviscid mode was the travelling crossflow
of ω0 = 0.04 - the growth rate was almost double compared with the stationary mode
for a spanwise wavenumber given by γ0 = 0.4. The theoretical procedure in question
is the two-term perturbation theory. The first term corresponds to the inviscid theory
from which the Rayleigh stability equation is solved and the second term is due to a
solvability condition which involved matching the higher order inviscid equations with
the viscous wall layer. This theory was first developed by G.S.W [39] and was was ex-
tended for a rotating disk by Hall [42].
We can apply this theory to compare results with numerical methods. The numeri-
cal methods for comparison were the parabolised stability equations (PSE) provided
by Malik [58] & Mughal [63] and velocity vorticity formulation (VV) provided by
Thomas [95]. The three methods seem to be in good agreement. It was expected that
VV and PSE would agree since comparisons have been made before [95], [63]. There
is a slight discrepancy between the two-term viscous theory and the numerical results
but this can be corrected by looking at higher order terms. We also have to consider
numerical error between the methods, but it seems to be in good agreement with the
numerical results provided. Initially the results were for stationary crossflow vortices.
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Then we applied the technique to the travelling crossflow vortices and a satisfactory
agreement was also found in this case. There was a good agreement for two different
Reynolds numbers Re = 500 and Re = 750 for stationary crossflow vortices and only
one Reynolds number was considered Re = 500 for the travelling crossflow vortex.
We will now discuss the results which include curvature. The inviscid analysis predicts
known results from Malik & Masad [59] when considering convex curvature. The dis-
turbance stabilises and the opposite is true for the concave curvature. In particular, we
considered a concave wall and observed the impact of crossflow vortices on the dis-
turbance. This work was similar to the work of Bassom & Hall [4], who investigated
the effect of crossflow vortices on the Go¨rtler instability. They found that increasing
the crossflow strength has a stabilising effect on the Go¨rtler vortices. For the disper-
sion relation of streamwise growth rate and spanwise wavenumbers, as the crossflow
increased, two unstable regions of spanwise wavenumbers developed corresponding
to streamwise growth rates. One close to the origin for small spanwise wavenum-
bers and another for large spanwise wavenumbers. As the crossflow increased these
unstable regions became smaller thus producing less unstable spanwise wavenumbers
corresponding to streamwise growth rates. A similar result was found in our inviscid
theory in that for small concave curvature, the crossflow had a stabilising effect on the
disturbance.
Furthermore, we investigated the situation of convex curvature and its impact on trav-
elling crossflow vortices. The interest was to see if there was control of the streamwise
growth rates with different curvature variations. Small convex curvature had a stabilis-
ing effect on small frequencies. However, this was not the case for larger frequencies,
as the curvature had a destabilising effect on the disturbance. Interestingly Malik &
Masad [59] discovered for a small convex curvature, as the frequency increased, the
curvature had a less stabilising effect on the overall growth rate of the crossflow mode.
By observing the dispersion relation for two different frequencies, we noticed that for
a small amount of convex curvature, all spanwise wavenumbers γ0 ≥ 0.2 for a mod-
erate frequency, ω0 = 0.05, are unstable whereas for a larger frequency of ω0 = 0.1
all spanwise wavenumbers γ0 ≥ 0.4 are unstable. Also we note that a larger convex
curvature is needed to stabilise for larger frequency. Since small amounts of curvature
was needed to stabilise the stationary crossflow vortex, we performed an asymptotic
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expansion in terms of κC . From this we used two-term correction and compared with
the inviscid curvature results. We found that there was good agreement between the
two methods. The curvature method breaks down when the streamwise growth rate
wavenumber or the spanwise wavenumber are small and when the spanwise wavenum-
ber is large. This is due to the curvature correction terms becoming highly stabilising
within these regions.
We used the curvature perturbation theory to compare with results form PSE method
with appropriate changes to the base flow. In general there was initially adequate con-
sistency between the two methods of the two-term curvature theory and PSE but for
larger x/c there was a large disagreement. The only discrepancy, other than small nu-
merical errors, occurs when the inviscid streamwise wavenumber tends to zero. This
causes the curvature correction term to get larger and have more of a stabilising impact
on the overall streamwise growth rate. Adding the viscous term from earlier analy-
sis has a stabilising impact. This new three-term viscous method predicts the distur-
bance characteristics well and has an improved correction than the two-term curvature
method. The travelling mode was also included in this analysis. We compared this to
the inviscid analysis for two different frequencies of ω0 = 0.05 and ω0 = 0.1. From
this comparison we noticed a small convex curvature had a more stabilising effect on
the smaller ω0 = 0.05 frequency than the larger frequency ω0 = 0.1. No numerical
comparison was found for this example but this demonstrates the essence of the results
from Malik & Masad [59]. Hence, this suggests that as the frequency increases, more
convex curvature is needed to stabilise the disturbance.
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Chapter 3
Receptivity Theory of Crossflow
Vortices with Surface Curvature
Variations and Plasma Actuators.
3.1 Introduction
Morkovin [62] suggested that a mechanism called receptivity might be important when
considering surface variations and boundary layers. This mechanism consists of ex-
ternal disturbances penetrating the boundary-layer and converting them into inter-
nal instability waves. Numerous disturbances can occur via this process in a two-
dimensional or three-dimensional framework. It is important to understand how these
instabilities initially evolve. The first theoretical investigation was performed by Ruban
[84] and Goldstein [34]. They found that the production of a T-S instability wave could
be achieved via streamwise variations in surface geometry coupled with the external
acoustic waves. However this study was for a two-dimensional instability - the recep-
tivity mechanism is different for a three-dimensional disturbance such as a crossflow
vortex. One of the more recent attempts to understand crossflow receptivity was under-
taken by Choudhari & Streett [16]. A method was developed to solve the receptivity
problem by introducing a parallel set of equations within the vicinity of the surface and
is called Finite Reynolds Number Theory (FRNT). Therefore, using this method, a vast
number of problems can be solved for receptivity involving curvature [19], localised
surface roughness and vortical disturbances. We will try and understand the effects of
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wall curvature on the receptivity of crossflow vortices in this chapter.
3.2 Formulation
The amplitude of the crossflow instability is scaled linearly with the height of the sur-
face roughness. The main feature of the stationary crossflow receptivity problem is
that the surface roughness can directly excite the crossflow mode. This is completely
different than for TS-waves which are excited via surface vibrations. The crossflow
receptivity occurs within a thin viscous sublayer close to the surface. However the
crossflow instabilities are concentrated near the main part of the boundary layer and
are predominately inviscid. This theory was originally developed by Smith [92] in the
context of a hump in a two-dimensional boundary-layer. There are two distinct re-
gions along the normal, an inviscid region and a viscous sublayer. The disturbance has
its largest amplitude with the thin viscous layer (with a thickness O(Re−1/3)). This
region is strongly influenced by viscous diffusion of vorticity away from the surface.
The region above this subregion corresponds to the main part of the boundary-layer.
Within this region the disturbance is mainly inviscid and is weaker. There is an inter-
esting condition regarding the viscous sublayer, it completely absorbs vertical velocity
fluctuations caused by the surface deviations. Therefore the outer region is practically
undisplaced due to the viscous sublayer absorbing the displacements. This process
causes the displacement of the flow by surface roughness into a velocity flux. This
then forces the motion in the outer region and excites the eigenmodes of this region
which are the inviscid crossflow modes.
We are investigating the effect of both convex and concave curvature on receptivity of
crossflow vortices. In view of this, we use the same body-fitted Navier-Stokes equa-
tions and continuity equation as shown in equations (2.3). Crossflow vortices are an
inviscid instability so for our receptivity analysis we will start with inviscid modes.
Also note we will continue to use the same basic flow; the swept Hiemenz flow. We
restrict the disturbance to a periodic one in z and t. Therefore we can Fourier transform
the spanwise coordinate and perform a Laplace transform in time. Therefore we can
formulate a periodic disturbance in the following way
Q(x, y, z, t) = Q˜(x, y)eiγz−iωt + c.c, (3.1)
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where c.c. means complex conjugate, Q˜ = (U, V,W, P ), γ is the spanwise wavenum-
ber and ω is the frequency of the disturbance. With Q˜ denoting the Fourier-Laplace
transform in z and t respectively. We seek solutions of the form
Q˜(x, y) = Q˜0(x, y) + κCQ˜1(x, y) + · · · , (3.2)
with the small parameter κC  1. Since our interest lies with the impact of curvature
and its effect on receptivity, we consider an asymptotic expansion of this form for
our analysis. Since we are only concerned with disturbance that amplify downstream
x → ∞ we need to perform a Laplace transform for the streamwise coordinate. We
can solve for Q˜ by using a Laplace transform of
q(y;α) =
∫ ∞
0
Q˜(x, y)e−iαxdα¯. (3.3)
We are interested in spatial instability hence we expand the streamwise wavenumber,
α, as
α = αF + κCαC + · · · , (3.4)
where αF corresponds to the flat surface eigenvalue and αC corresponds to the surface
curvature eigenvalue. For the inviscid region we can expand u, v, w, p as
u = u0(y) + κCu1(y) + · · · , v = v0(y) + κCu1(y) + · · · ,
w = w0(y) + κCu1(y) + · · · , p = p0(y) + κCu1(y) + · · · . (3.5)
Hence by eliminating p0 and rearranging for v0, we obtain
UB[vF
′′ − βF 2vF ]− U ′′BvF = 0. (3.6)
with
UB = −ω + iαFub + γwb and βF 2 = −αF 2 + γ2. (3.7)
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This is the stationary form of Rayleigh’s equation and it governs the crossflow vortex
in the boundary layer. We have boundary conditions of
vF (0) = H(αF , γ), vF (∞) = 0. (3.8)
The asymptotic matching condition enforces an inhomogeneous boundary condition at
the surface. From this arises the crossflow disturbance because of the solution to the
inhomogeneous Rayleigh stability problem. We found this equation in Chapter 2 but
we have changed some of the definitions regarding our receptivity analysis with the
notation “F” indicating a flat surface. We shall solve (3.6) using a fourth-order Runge-
Kutta shooting technique which is subject to boundary conditions of (3.8). Relating
the forcing due to the roughness element and the boundary layer response is described
in terms of a coefficient (magnitude of the function) i.e. the efficiency function. It is
also known as a response function.
We can express the entire model since we have used a three-dimensional formulation.
We start with a roughness shape of
h(x) = exp
[
−(x− xs)2
2σ
]
. (3.9)
In computing theoretical predictions, the Laplace transform of the bump is required in
the chordwise direction.
h(α) =
√
pi erfc
[√
2
σ
(α− σxs)
]
exp
[
1
2σ
(α− σxs)2
]
exp
[
−
√
2σ xs
2
4
]
. (3.10)
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Figure 3.1
3.3 Viscous Sublayer
In the previous chapter we formulated and calculated the growth rates of these cross-
flow modes using asymptotic analysis. To generate this inviscid instability there needs
to be an existence of surface roughness. This produces a boundary condition from the
viscous sublayer to drive the crossflow instability. We know from our earlier analysis
in chapter 2 that the thickness of the viscous wall layer must be ofO(4). We also note
that the surface roughness is contained within this layer, hence ∆ 4. Rescaling by
ξ = −4Y , the base flow within the wall layer can be expanded as
ub = u0ξ + · · · and wb = w0ξ + · · · (3.11)
where
u0 =
dub
dξ
(ξ = 0) and w0 =
dwb
dξ
(ξ = 0) (3.12)
are the slopes at the wall of the velocity profiles of the boundary-layer flow as it ap-
proaches the hump and this is calculated via a Taylor expansion. The other components
of the base flow vb and wb can be expanded in a similar way.
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The disturbance velocities and pressure are formulated by
(u, v, w, p) =
(U0(ξ) + U1(ξ) , V0(ξ) + 
2V1(ξ),W0(ξ) + W1(ξ), P0(ξ) + 
2P1(ξ)) + · · · .
(3.13)
Within the viscous wall layer the pressure and wall normal velocity are an order of 
smaller than the streamwise and spanwise velocity components because they have a
smaller influence. Substituting all of the new scaled disturbance velocities and pres-
sures, and also using the rescaled base flow the leading order quantities are
u0ξ
∂U0
∂x
+ V0u0 + w0ξ
∂U0
∂z
= −∂P0
∂x
+
∂2U0
∂ξ2
, (3.14a)
0 = −∂P0
∂ξ
, (3.14b)
u0ξ
∂W0
∂x
+ V0w0 + w0ξ
∂W0
∂z
= −∂P0
∂z
+
∂2W0
∂ξ2
, (3.14c)
∂U0
∂x
+
∂V0
∂ξ
+
∂W0
∂z
= 0, (3.14d)
Subject to the following boundary conditions
U0 = V0 = W0 = 0 at ξ = 0 (3.15)
U0 ∼ u0(ξ + ∆h) +O(1/ξ), W0 ∼ w0(ξ + ∆h) +O(1/ξ) (3.16)
and
U0 ∼ u0ξ, V0 → 0, W0 ∼ w0ξ as x2 + z2 →∞ at each ξ (3.17)
where
u0 =
dub
dξ
(ξ = 0) and w0 =
dwb
dξ
(ξ = 0) (3.18)
are the slopes at the wall of the velocity profiles of the boundary-layer flow as it ap-
proaches the hump. We know from earlier analysis that the viscous sublayer produces
a velocity flux condition, such that we have
H(αF , γ) = −3v0′(0)Ai′(0)([i(αFu0 + γw0)]2/3. (3.19)
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This agrees with the result of Hall [42] (3.13).
3.4 Receptivity Analysis
The original perturbation velocity can be extracted by using
V (x, y, z, t) = eiγz−iωt
1
2pii
∫
Γ
vF (y;α)e
αxdα, (3.20)
where Γ is the inversion contour and is to the above of all singularities of v in the com-
plex plane of α. The inverse Laplace transform integrals can be evaluated by using the
residue theorem, which requires us to locate the poles of the integrand in the complex
plane of α. We expect all the singularities of our integrand to be located at the eigen-
values of the original homogeneous problem. In the current problem, the Rayleigh
stability equation has homogeneous boundary conditions and it can be solved without
performing any further analysis. We can rewrite v in terms of the individual compo-
nents of the residues corresponding to the complete perturbation form (Goldstein [34])
connecting the initial eigenmode to the forced disturbance. Hence (3.20) becomes,
V (x, y, z, t) =
1
2pii
∫
Γ
vF (α; y)Λ(α)h¯(α)e
αxei(γz−ωt)dα, (3.21)
where h¯(α) is the Laplace transform of the roughness bump h(x) and Λ(α) is denoted
as the response function which is given by Λ(α) = |vF (α; y)|MAX/h¯(α). Note that
causality must be considered since we have to be careful of the contour Γ to integrate
over. Without any rigorous analysis, the crossflow vortex is assumed to be convective
in nature [7], [10]. This assumption has been used by several researchers [14],[21], [19]
and applied to Finite Reynolds Number Theory (FRNT). The assumption implies that
the contribution of the integral to a particular crossflow mode is given by the residue of
the integrand. Problems arise when we have non-homogeneous boundary conditions
for a linear eigenvalue problem. From simple examples we can show that the solution
to these sets of problems produces a singular solution within the eigenvalue spectrum,
this results in solutions blowing up. This motivates us to find a solution to the equation
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in the form
vF (y;α) =
1
α− αF v0(y) + v1(y) + · · · as α→ αF , (3.22)
where αF is the homogeneous eigenvalue, a solution to (3.6). The eigenmode re-
sponses are given by the residues at the poles of the function
(v0(α, y) + v1(α, y) + ...)e
iαF x. (3.23)
Since the Rayleigh Stability Equation (RSE) coincides with poles from above then
RSE has a simple pole at α = αF . This can be evaluated by θ = α− αF , α = αF + θ.
Hence,
Lv0 + θLv1 = θ[2α0v0 + u
′′
b/ub] = θRF (v0) +O(θ2), (3.24)
with L = d
2
dζ2
−β2− UB ′′
UB
(this operator can be found in (3.6) and the effective baseflow
can be located in (3.7)) and
v0(0) + θv1(0) = 0 + θv
′
0(0)h = 0 + θSF (3.25)
We have divided by UB to obtain the Rayleigh stability equation in self-adjoint form
hence, L = LSA. Therefore (3.24) reduces to
Lv0 = 0 v0(0) = v0(∞) = 0 (3.26)
Lv1 = RF (v0) v1(0) = SF , v1(∞) = 0 (3.27)
where SF = v0(0)h. The eigenvalue problem of (3.27) only exists if a certain solv-
ability condition is applied by the Fredholm alternative. We define the inner product
as
< f, g >=
∫ ∞
0
f(x)g(x)dx (3.28)
The solvability condition is found by assuming the solution 3.27 and using the lower
order solution 3.26 such that
< Lv1, v0 >=< RF , v0 > . (3.29)
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Now if we integrate by parts we can obtain
< Lv1, v0 >= [v1
′v0 − v1v0′]∞0 + < v1, Lv0 > (3.30)
but < v1, Lv0 >= 0 from (3.26) boundary conditions and due to the other boundary
conditions we obtain
< Lv1, v0 >= v1(0)v0
′(0) (3.31)
Since we have a linear eigenvalue problem with homogeneous boundary conditions we
can impose v0 = Avˆ0. Hence, to obtain a solvability condition we need to multiply
both sides by the adjoint of v0 and by the Fredholm alternative we can impose v0 =
Avˆ0. Hence,
A
∫ ∞
0
v1
′′vˆ0 −
[
β0
2 +
UB
′′
UB
]
v1vˆ0dζ = A
2
∫ ∞
0
2α0vˆ
2
0dζ +
∫ ∞
0
[
ub
′′
ubUB
]
vˆ20dζ,
using the inner product results in,
A =
∫∞
0
v1
′′vˆ0 −
[
β0
2 + UB
′′
U0B
]
v1vˆ0dζ∫∞
0
2α0vˆ20dζ +
∫∞
0
[
ub′′
ubU0B
]
vˆ20dζ
. (3.32)
Therefore we obtain
A =
−v1(0)vˆ′0(0)
2α0I1 + I2
, (3.33)
with
I1 =
∫ ∞
0
vˆ20(ζ)dζ and I2 =
∫ ∞
0
[
ub
′′
ubUB
]
vˆ20dζ
The integral (3.20) is determined by contributions from the poles and the branch cuts
of the integrand,v, which includes the singularities of the forcing function plus the
discrete and continuum eigenmodes of the homogenous, steady RS problem. The
wavenumber location α = αF corresponds to a first-order pole singularity of the inte-
grand v(α, y) in (3.20). Whether the residue contribution due to this pole is relevant to
upstream/downstream sides depends on whether Γ lies above α = αF . The solution of
(3.22) can be evaluated using residue calculus in the following way. Since we have a
3.5 Receptivity on a Flat Surface 98
simple pole at α = αF , then∫
Γ
vF (y;α)e
αx = Res(v0, αF ) = 2pii lim
α→αF
v0(αF
∗; y)eαF x. (3.34)
Hence the physical velocity (3.6) becomes
V (x, y, z, t) = iKR(αF )h¯(αF )v0(y;αF )e
αF xei(γz−ωt), (3.35)
where KR(αF ) is the residue of Λ(α → αF ) with the assumption of a singularity in
Λ(α) of order 1 and therefore we have
KR(αF ) = lim
α→αF
[Λ(α)] . (3.36)
This is the receptivity response function for a flat plate, where all curvature effects have
been neglected. The response function describes the efficiency of the localised recep-
tivity process and this is independent from information about the surface. We can now
observe the response function over certain parameters, for instance streamwise coor-
dinate or spanwise wavenumber. The initial crossflow amplitude can be determined
from
ACF (Re) = |∆KR(αF )h¯(αF )|, (3.37)
for a certain Reynolds number, Re and with h¯ denoting the Laplace Transform of the
surface roughness. Due to the linear characteristics of (3.35) we have
vˆcf (γ) = H[αcf (γ), γ]Λ(γ) (3.38)
where the function Λ(γ) is independent of the hump geometry (i.e. it depends only on
the upstream boundary-layer profiles and the wavenumber of the crossflow mode. )
3.5 Receptivity on a Flat Surface
We are going to use a test case of σ = 0.1, ∆ = 0.1 and xs = 0.3 (refer to the roughness
description in equation (3.9)) to analyse the response function. We use the same basic
flow as we did in the previous chapter, swept Hiemenz flow. First we consider the
response function downstream in the streamwise direction and the variation with the
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spanwise wavenumber.
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Figure 3.2: Receptivity response function, |KR|, over the streamwise coordinate, x,
for a stationary mode, with a spanwise wavenumber of γ = 0.4 and sweep angle of
θsw = 45
◦, with the circle referring to the neutral stability point.
We see in figure 3.2 that initially at the leading edge where x→ 0, the response func-
tion is largest for stationary crossflow vortices. The response function, |KR|, appears
to be constant as crossflow strength decreases. Schrader et al. [89] produced similar
behaviour - the response function decreases downstream such the response function
behaves |KR(x)| ∼ 1/x. Our response function performs in an analogous manner.
As the crossflow decreases the response function decreases and tends to a constant
for both stationary crossflow modes. We notice that upstream from the neutral stability
point the response function increases rapidly, but this is not a problem. The streamwise
growth rates decay after this point as mentioned by Schrader et al. [89]. Therefore we
only consider analysing the receptivity of crossflow vortices downstream from the neu-
tral stability point. Due to the three-dimensional nature of the crossflow disturbances,
we consider the effect of the spanwise wavenumber with receptivity.
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Figure 3.3: Receptivity response function, |KR|, over the spanwise wavenumber, γ,
for stationary modes (x = 1.0).
In figure 3.3 it appears that the response function is largest at γ = 0.05. Interesting
behaviour occurs for small spanwise wavenumber values - we observe a large response
function for small values of γ. We also note that Collis & Lele [19] showed this effect
for both flat and convex curvature response functions.
3.6 Influence of surface curvature on the boundary-layer receptiv-
ity.
So far we have observed receptivity only for a flat surface. Our main interest lies with
the impact of surface curvature and hence we will add the effect of convex curvature
by considering κC > 0, for our numerical calculations we have set κC = 0.01. For
small convex curvature. We shall perform a similar analysis compared to earlier results
and start with the Rayleigh stability curvature equation (2.74). Since curvature effects
are small (κC > 0, κC  1) we perform an asymptotic expansion of the form
v = vF + κCvC + · · · , (3.39)
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where vF and vC describe the flat and curvature velocity perturbations respectively.
Substituting this expansion of (3.39) into (2.74) and collecting first order terms we
have
vF
′′ − β2vF − UB
′′
UB
vF = 0, (3.40)
where we impose a solution of the form
vF =
v0(y)
α− αF + v1(y) + · · · . (3.41)
Now we gather terms of the next order, O(κC) and obtain the equation
vC
′′ − β2vC − UB
′′
UB
vC =
αub
UB
vF
′ − αubUB
′
UB
2 vF +
β2ubub
′
UB
2 vF . (3.42)
As with the flat surface receptivity analysis, we use a Laurent expansion in the form
vC(y;α) =
1
α− αC v0(y) + v1(y) + · · · , as α→ αC , (3.43)
but when substituting this Laurent expansion of (3.43) into (3.42) we have terms of the
order 1/(αC − αF ) and we have the first order solution of the form Lv0 = 0 with
L =
d2
dy2
− αC2 − γ2 − UCB
′′
UCB
, (3.44)
and
UCB = αCub + γwb − ω. (3.45)
We have already solved the eigenvalue problem Lv0 = 0 earlier in §2.2 and obtained
an eigenvalue of αF , so the first order eigenvalue problem here must have the same
eigenvalue due to the same eigenvalue problem, hence αC → αF . This implies that
our expansion is singular and we need a new form of the Laurent expansion. We now
choose vC of the form
vC(y;α) =
1
(α− αF )2
v0(y) +
1
α− αF v1(y) + · · · as α→ αF . (3.46)
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Since we had an expansion of the form
v = vF + κCvC + · · · , (3.47)
we want to find the combined Laurent expansion. Since we have α = αF +κCαC then
v becomes
v = v0
 1 + κC
[
1−αC
α−αF
]
α− αF − 2κCαC
+O(vn) + · · · n ≥ 1. (3.48)
This is obtained by substituting (3.46) and (3.22) into (3.47). Therefore we can cal-
culate the value of the integrand in equation (3.20) with the residue since we have a
simple pole at α = α∗, with α∗ = αF + 2κCαC , therefore the residue theorem yields∫
Γ
(vF (y;αF ) + κCvC(y;αC))e
iαF x = Res(v, α∗) = 2pii lim
α→α∗
v0(α
∗; y). (3.49)
Hence accounting for curvature, we see that (3.20) becomes
V (x, y, z, t) = iKR(α
∗)h¯(α∗)v0(y;α∗)eα
∗xei(γz−ωt), (3.50)
where KR(α∗) is the residue of Λ(α→ α∗) and with the receptivity response function
defined as
KR(α
∗) = lim
α→α∗
[Λ(α)] . (3.51)
3.6.1 Convex Curvature
We can vary this response function by changing the streamwise coordinate, x, and by
the spanwise wavenumber, γ, to witness the impact of the convex curvature effects.
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Figure 3.4: Receptivity response function, |KR|, over the streamwise coordinate, x,
for a stationary crossflow mode for flat and convex curvature surface with a spanwise
wavenumber of γ = 0.4.
We are also interested in the spanwise wavenumber behaviour with convex curvature.
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Figure 3.5: Receptivity response function, |KR|, over the spanwise wavenumber, γ, for
stationary crossflow modes for flat and convex surface with a streamwise coordinate
of x = 1.0.
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In figure 3.4, we notice that the response function for the flat surface, denoted by KRF ,
is smaller than the curvature response function, denoted by KRC . We see that KRC
is larger than KRF for all values of the streamwise coordinate, x. We notice simi-
lar behaviour streamwise downstream such as both flat and convex response functions
become constant. This agrees with the results from Schrader et al. [89]. There is a
peak in the response function for the convex surface near the neutral stability point.
We have taken the absolute value of the response function and xs is situated there.
It also implies that for x = 0.3, there is a high response from the receptivity. It is
known that curvature has a stabilising effect on the disturbance ( Masad & Malik[59])
since the convex curvature has a stabilizing impact on the streamwise growth rates.
By adding convex curvature we can see that the response function is enhanced for
large crossflow but as the crossflow strength decreases the curvature response function
becomes closer to the case where curvature is absent. The convex curvature has the
largest effect for the response function for high crossflow strength (small x). Hence,
even though the convex curvature has a stabilising effect on the disturbance it has a
larger response function than for a flat surface. This means that adding convex curva-
ture effects makes the disturbance become more receptive, hence adding small convex
curvature is a more efficient mechanism for introducing the stationary crossflow dis-
turbance into the boundary layer. Considering the response function for both convex
and flat surfaces with varying spanwise wavenumber, we observe in figure 3.5 that the
curvature response function is greater than the flat response function. We witnessed
this in figure 3.4. These ideas are in agreement with Collis & Lele [19] - where the
convex curvature has a stabilising impact on the streamwise growth rate yet enhances
the response function. This indicates that the crossflow vortices are more receptive to
convex curvature than to a flat plate. In figure 3.5 for small spanwise wavenumbers the
response function is significantly larger when including the effects of curvature than
in the case were curvature is absent. Interestingly there is a large difference for small
spanwise wavenumbers. When we consider larger spanwise numbers, this difference
is smaller in comparison and is almost constant for 0.6 < γ < 1.0. In fact as γ → ∞
the difference between the response functions is ∆KR ∼ constant.
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3.6.2 Concave Curvature
We now look at the effects of concave curvature (κC < 0) using receptivity analysis
we have done so far. We will compare with the convex curvature for downstream
behaviour and the variation for the spanwise wavenumbers of the response function.
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Figure 3.6: Comparing the receptivity response function, |KR|, across the streamwise
coordinate, x for stationary crossflow vortices with small convex and concave curva-
ture for a spanwise wavenumber of γ = 0.4.
In figure 3.6 we see that near the leading edge the response function is largest. We
also observe that the concave response function is larger near the leading edge than the
convex response function. But as we move further downstream, as crossflow strength
becomes smaller, the convex response function is larger than the concave response
function. At x = 0.42 this changes, the concave response function is larger than the
convex response function but we notice that the difference between the response func-
tions reduces as we progress downstream. We notice that the concave response exhibits
similar attributes to the flat and convex response functions. As the crossflow effect is
reduced, the response function becomes constant. We will now turn our attention to
the spanwise wavenumbers and see the impact of concave curvature.
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Figure 3.7: A comparison of the receptivity response function, |KR|, across the span-
wise wavenumber, γ, for stationary crossflow vortices for small convex and concave
curvature for a streamwise coordinate of x = 1.0.
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Figure 3.8: A comparison of the receptivity response function, |KR|, across a reduced
range of spanwise wavenumber, γ - for stationary crossflow vortices for small convex
and concave curvature for a streamwise coordinate of x = 1.0.
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The initial observation of figure 3.7 shows that there does not seem to be any difference
between the two response functions. We will reduce the range in γ in the next figure.
We observe the spanwise wavenumber effect in figure 3.7 and can see that the concave
response function is larger than the convex response function initially. However this
changes for γ > 0.685 the convex response function is larger than the concave. But we
have chosen a small crossflow value (x = 1.0), so we would expect this type of stability
characteristic based on figure 3.6. We notice the response function have similar values
for this range of spanwise wavenumbers.
3.7 Receptivity of Surface Vibrations.
We next see the impact of travelling modes and apply the same analysis as seen previ-
ously. The travelling crossflow vortices are generated from the interaction of the flow
over the vibrating wing with a roughness element. The vibrations considered are ver-
tical i.e. parallel to the normal coordinate in our system. We consider the downstream
behaviour and the impact of the spanwise wavenumbers of the response function with
two travelling modes.
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Figure 3.9: Variation of the response function, |KR|, with the streamwise coordinate,
x for stationary and travelling crossflow modes for a flat surface with a spanwise
wavenumber of γ = 0.4.
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In figure 3.9 it seems that the response function is strongest at the leading edge, as
expected since the crossflow vortices are produced near the leading edge. Stationary
crossflow vortices have a larger response function than any travelling one. This im-
plies the stationary modes are more receptive that the travelling ones. This has been
observed in aircraft environment data; the stationary modes dominate over the travel-
ling modes even though they have larger initial amplitudes compared with stationary
ones. By using FRNT Crouch [21] and Choudhari [17] showed this result was correct.
We have only considered the impact downstream for the response function for a fixed
spanwise wavenumber. Next we shall focus on a particular streamwise coordinate and
vary the spanwise wavenumber to see what impact this has on the response function.
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Figure 3.10: Receptivity response function, |KR|, over spanwise wavenumber, γ, for
stationary and travelling modes for a flat surface with a streamwise coordinate of x =
1.0.
In figure 3.10 it appears that the response function is largest at the smallest value of the
spanwise wavenumber. Interesting behaviour occurs for small spanwise wavenumber
values - we observe a large response function for small values of γ. We also note that
Collis & Lele [19] showed this effect for both flat and convex curvature response func-
tions.
The extent of unstable spanwise wavenumbers decrease as the frequency increases. We
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see this effect in figure 2.16 and we are only considering the region were the stream-
wise growth rates are growing. We notice in figure 3.10, that the stationary crossflow
vortices have a larger response function than any travelling one across the spanwise
wavenumbers. The response function is largest for small spanwise wavenumbers for
both stationary and travelling modes. We are interested in the effects of surface curva-
ture and receptivity. Our analysis is extended to accommodate surface curvature in the
following section.
We are interested in the travelling modes and the impact curvature has on receptivity.
We analyse travelling modes at moderate frequency (ω = 0.05) and at high frequency
(ω = 0.1), due to the intriguing behaviour at each of these modes. First we look at
the downstream behaviour of the response function and we observe the impact of the
response function with variations in the spanwise wavenumber. We have investigated
the impact of travelling modes on a flat plate already. Next we introduce travelling
modes for convex curvature receptivity.
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Figure 3.11: Variation of the response function, |KR|, over the spanwise wavenumber,
γ, for stationary and travelling crossflow modes for a convex surface with a streamwise
coordinate of x = 1.0.
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Figure 3.12: Variation of the response function, |KR|, with the streamwise coordi-
nate, x, for two different travelling crossflow modes with and without curvature with a
spanwise wavenumber of γ=0.4.
Also notice that as we increase the frequency the response function decreases in figure
3.9 and figure 3.11. Initially a study by Choudhari & Streett [16] suggested that the
travelling crossflow modes have larger growth rates than stationary ones but the re-
ceptivity mechanism prefers to excite the stationary crossflow vortices. Independently,
the analysis performed by Crouch [21] and Choudhari [15] investigating stationary and
travelling crossflow modes for receptivity verified this statement. They found that local
receptivity mechanisms prefer to excite stationary modes rather than travelling ones.
This is also verified here since the response function for stationary crossflow vortices
is larger than for any travelling crossflow modes for a flat surface. However this is dif-
ferent when we analyse the response function with curvature. For moderate frequency
on a convex surface the response function is always smaller than for a stationary cross-
flow mode. This is different when we consider higher frequencies, towards the trailing
edge of the swept wing the response function is larger than for the stationary crossflow
mode. Note that other travelling modes were considered here but not shown, since
these two are the most important. The ω = 0.05 mode is at the location of the most un-
stable streamwise wavenumber and thus the largest growth rate. The mode of ω = 0.1
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refers to a large frequency and is useful for understanding these effects.
By looking more closely at figure 3.11, we can observe that the response function
asymptotes to a particular value as the streamwise coordinate is increased. As the fre-
quency increases the curvature has less impact on the response function for moderate
frequencies. We note that for a high frequency (ω = 0.10), the curvature response
function is larger than the flat surface response function (KRC > KRF ). For moderate
frequency, we notice that for high crossflow strength (smaller x) the curvature impact
is largest. Whereas when the crossflow effect decreases (x increases) the impact is
far less and the higher frequencies have larger response functions . It seems that the
effect of convex curvature has the largest impact near the leading edge. However when
the frequency is increased the response function increases due to the convex curvature,
as seen in figure 3.12. We shall observe the response functions for large streamwise
coordinates for stationary and travelling modes, with flat and convex surfaces.
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Figure 3.13: Variation of the response function, |KR|, over the frequency, ω, with and
without curvature for x=1.0 and γ=0.4.
Due to the interesting behaviour seen in figure 3.12, for moderate frequencies have
a larger impact on the response function at high crossflow. This effect reduces when
the frequency increases or the crossflow decreases. Therefore we focus on a partic-
ular streamwise position and spanwise wavenumber and observe the changes in the
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response function with a varying frequency. In figure 3.13 the disparity between the re-
sponse functions of the flat surface and convex curvature is large, for small frequencies.
As we increase the frequency, the difference decreases and at ω = 0.41, KRF > KRC
for a short range of the frequency domain. For ω > 0.66, KRC increases and is larger
than KRF . If we consider a high frequency the convex response function is larger
than the flat response function. Next we focus on the effect of varying the spanwise
wavenumber has on receptivity function.
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Figure 3.14: Variation of the response function, |KR|, with spanwise wavenumber,
γ, for travelling modes for a flat and convex surface with a streamwise coordinate of
x = 1.0.
For small spanwise wavenumbers both flat and convex surface response functions are
similar as we increase the spanwise wavenumber. The difference between the flat and
convex curvature becomes very apparent for high frequency (ω = 0.1) due to the dis-
parity between them at small spanwise wavenumbers. As we increase the spanwise
wavenumber the difference between all of the response functions is minor. In par-
ticular, for large γ the difference between response functions for moderate and high
frequency is negligible for both a flat and convex surface. This further suggests what
we stated earlier was correct that as the frequency is increased the curvature effects
have less impact on the response function for a flat surface. Thus far we have only
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discussed the impact of convex curvature on the response function for the travelling
modes, we now turn our attention to concave surface variations. We now look at the
impact concave curvature has on the response function with the travelling modes and
will compare with the results obtained for convex curvature.
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Figure 3.15: Receptivity response function, |KR|, over the streamwise coordinate, x,
for travelling modes comparing with convex and concave curvature for a spanwise
wavenumber of γ = 0.4.
In the high frequency limit, the response functions for convex or concave curvature
across all crossflow values (seen in figure 3.15) are comparable to each other as seen
for larger x. There is a large impact on the response function in both convex and
concave regions for large crossflow and high frequency. Therefore both convex and
concave surfaces are highly receptive to high frequency crossflow modes at the trailing
edge compared to a convex surface curvature.
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Figure 3.16: Receptivity response function, |KR|, over the spanwise wavenumber, γ,
for travelling modes comparing with convex and concave curvature for a streamwise
coordinate of x = 1.0.
Observing the change in spanwise wavenumbers in figure 3.16 we see that, for large
frequency, there is no change in the response function for both concave and convex sur-
faces. For moderate frequency, we observe for all spanwise wavenumbers within this
range, that there is a noticeable difference between them. The convex response func-
tion is always larger than the concave response function. However, for larger frequen-
cies there is a minor difference between the convex and concave response functions for
all the spanwise wavenumbers within this range. Thus far we have only analysed solid
roughness bumps. As mentioned in the introduction, new technologies such as plasma
actuators have been used for transition control. We can extend this theory further to
include plasma actuators since the analysis is similar to that of a roughness bump.
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3.8 Plasma Actuators
For our device and flow consideration we are interested in the DBD plasma actuator
which we will discuss shortly.
Figure 3.17: Schematic of an asymmetric single dielectric barrier plasma.
A high voltage current is applied to the electrode and this can either be a high frequency
applied current or a pulsed direct current depending on certain operating requirements.
This creates plasma between the two electrodes. The design of the electrodes on the
swept wing can be modified to be embedded within the surface to avoid adding further
roughness. The voltage and current of the electrode control the intensity, shape and
width of the discharge and modify the induced velocity.
3.8.1 Fluid-Plasma Interaction
We are considering a plasma actuator in place of a roughness bump to induce crossflow
vortices via a velocity flux at the leading edge of the aerofoil. Since we have a plasma
which is an ionized quasi-neutral gas, we will need to consider electromagnetic effects.
Following the work of Orlov [67], the representing equations for the electro-static
plasma problem in general are governed by the four Maxwell equations.
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For our purpose, these can be written in differential form
∇ ·B = 0, (3.52)
∇ · E = ρc

, (3.53)
∇×B = µ0
(
J+ 0
∂E
∂t
)
, (3.54)
∇× E = −∂B
∂t
, (3.55)
where B is the magnetic field, E is the electric field, J is the electric current, ρc is the
charge density and  is the electric permittivity. We assume that the ion charges within
the plasma have an adequate amount of time to redistribute. With this assumption in
mind, we can assume that the plasma is quasi-steady. Therefore the only equation
remaining is Gauss’ law. Next we are interested of the interaction and movement of
the different species located within the plasma. The various species involved include
electrons, ions and neutral species (meta-stables). The plasma model of the species as
used by Colella et al [18] is shown below
∂nj
∂t
+∇ · (njvj) =
∑
k
Rjk, (3.56)
∂mjnjvj
∂t
+∇ · (mjnjvjvj) +−→∇(njk∗T ) = qjnjE −∑
j
Rjk
mjmk
mj +mk
njkυjk(vj − vk) +
∑
j|Rjk<0
Rjkmjvj +
∑
j|Rjk>0
Rjkmjvj.
(3.57)
where n is the density of the species, v is the velocity of the species, k∗ is the boltzmann
constant, T is the temperature of the species, m is the mass of the species, q is the
charge of the species, υ the collision frequency and R is the source term. This is a
generalised form for the continuity and momentum equations. The right hand side of
the momentum equation include all source terms. The source terms include momentum
loss terms and Lorentz force. In this model each species denoted by the index j is under
the assumption of a Maxwellian distribution. These equations of (3.56) and (3.57) are
solved with Maxwell equations. Due to the atmospheric pressure conditions that the
plasma exists in and the ion mass is similar to neutral particles the momentum and
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continuity equations can be simplified further. Thus (3.56) becomes
∂nα
∂t
+∇ · (nαvα) = Rc,α −Rd,α, (3.58)
where α = e, i are the subscripts for the electron and ion respectively, Rc is the ioniza-
tion term sometimes called the creation term, Rd is the recombination term sometimes
called the destruction term. An assumption can be made with the source terms such
that a velocity distribution function can be used to estimate the ionization and recom-
bination rates. Therefore we have
Rc,α = fcnα, (3.59)
Rd,α = fdnα, (3.60)
where fc is the creation frequency and fd is the destruction frequency. The velocities
in (3.58) can be obtained from the following momentum equations
∂mαnαvα
∂t
+∇ · (mαnαvαvα) = −∇Pα + qαmαnαE −Rmα, (3.61)
where Rmα is the collisional momentum loss of the species and Pα = njk∗T is the
partial pressure of the species. Due to the isotropic nature of pressure, the collisional
momentum loss can be reduced to a form similar to equations (3.59) and (3.59) and
yields
Rmα = mαnαvαfmα, (3.62)
where fmα is the frequency of collisions. With some further manipulation (see [49])
by neglecting the electron inertia term (due to the comparison in mass with the ion)
and for low pressure we obtain the following momentum and continuity equations
∂nα
∂t
+∇ · (nαvα) = nαSie + rnine, (3.63)
nαµαE −∇(nαDα) = nαvα, (3.64)
where n is the density of the species, v is the velocity of the species, e is the electron
charge, µ is the electron/ion mobility, D is the electron/ion diffusivity and Sie is cre-
ation or ionization source process and r is destruction source process. Considering the
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confined region of plasma, the plasma equations are non-linear and therefore are solved
numerically which will consist of three stages. Firstly, the Boltzmann equation needs
to be solved to gain information for different species involved. Secondly, the transport
equations are solved which are given by equations of (3.63) and (3.64). Finally, the
Poisson equation is solved for the electric field. The momentum equations are coupled
and non-linear, and have sparse temporal and spatial scales. The time scales considered
in this problem are dielectric relaxation time, electron drift, ion drift, non-linear source
terms (collisions and ionization terms) and the discharge operating environment. Solv-
ing the equations of (3.63), (3.64) is the basis of the DBD model. We have considered
a dielectric barrier discharge which is operating in conditions with a voltage of kV
and a frequency of kHz. It produces a wall jet and creates a large isothermal surface.
This device has many applications. We will consider the atmospheric aero-dynamical
ones. We are considering control of the crossflow disturbance with the forcing from the
DBD. We need to understand the aspects of the flow and plasma interaction. Since the
flow and plasma have several molecular properties and behave like different species,
the flow feels the plasma as a roughness bump. They act on different time scales, so
this is why there is no flow-plasma interaction and only a body force on the flow from
the plasma actuator. This is different to a solid roughness bump since we need to con-
sider the electric field and solve the problem for the plasma situated within the DBD.
We shall take a slightly different approach which is relevant to the receptivity analysis
previously performed. An example of the direct solving of these equations is shown in
figure 1.1. As mentioned earlier, there is a significant improvement when the plasma
actuator is placed at the trailing edge.
3.8.2 Formulation of DBD model
We rewrite the variables in the following way to avoid confusion with sub/superscripts.
We introduce new notation
ne = n, ni = nˆ, Sie = S, µe = µ, µi = µˆ, De = D, Di = Dˆ,
ve = v, vi = vˆ. (3.65)
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From the equations of (3.63) and (3.64) we have the following set of equations
∂n
∂t
+∇ · (nv) = nS + rnˆn, (3.66)
∂nˆ
∂t
+∇ · (nˆvˆ) = nˆS + rnˆn, (3.67)
nµE −∇(nD) = nv, (3.68)
nˆµˆE −∇(nˆvˆ) = nˆvˆ, (3.69)
∇ · (dE) = e(nˆ− n)
0
. (3.70)
We notice that we have a nv term in both the continuity and momentum equations
for both electrons and ions. We can eliminate the electron momentum equation (3.68)
by taking the divergence of it and adding it to the electron continuity equation (3.66).
Hence, by performing the following manipulation of (3.66) +∇· (3.68) we obtain
∂n
∂t
− nS − rnnˆ+∇ · (nµE)−∇2(nD) = 0.
We can use a similar process with the ion equations too. In doing this we get the
following set of reduced equations
∂n
∂t
− nS − rnnˆ+∇ · (nµE)−∇2(nD) = 0, (3.71)
∂nˆ
∂t
− nˆS − rnnˆ+∇ · (nˆµˆE)−∇2(nˆDˆ) = 0, (3.72)
∇ · (dE) = e(ni − ne)
0
. (3.73)
where d is the dielectric constant and 0 is the permittivity value. We have to solve
this set of non-linear equations numerically. We shall use a finite difference scheme,
in particular the forward time space centre (FTCS) method.
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3.8.3 FTCS Discretisation and Implementation
Therefore the equations of (3.71),(3.72) and (3.73) yield
nn+1i,j = n
n
i,j(1 + ∆t(S
n
i,j + r
n
i,jnˆ
n
ij)−
∆t
2∆x
(nni+1,j − nni−1,j)µEni,j
− ∆t
2∆x
(Eni+1,j − Eni−1,j)nni,jµ−
∆t
∆x
(
1
∆x
)
(nni+1,j − 2nni,j + nni−1,j)D
− ∆t
2∆y
(nni,j+1 − nni,j−1)µEni,j −
∆t
2∆y
(Eni,j+1 − Eni,j−1)nni,jµ
− ∆t
∆y
(
1
∆y
)
(nni,j+1 − 2nni,j + nni,j−1)D,
nˆn+1i,j = nˆ
n
i,j(1 + ∆t(S
n
i,j + r
n
i,jnˆ
n
i,j))−
∆t
2∆x
(nˆni+1,j − nˆni−1,j)µˆni,jEni,j
− ∆t
2∆x
(µˆni+1,j − µˆni−1,j)nˆni,jEni,j −
∆t
2∆x
(Eni+1,j − Eni−1,j)nˆni,jµˆni,j
− ∆t
∆x
(
1
∆x
)
(nˆ(i, j + 1)− 2nˆni,j + nˆni,j−1)Dˆ
− ∆t
2∆y
(nˆni,j+1 − nˆni,j−1)µˆni,jEni,j −
∆t
2∆y
(µˆni,j+1 − µˆni,j−1)nˆni,jEni,j
− ∆t
2∆y
(Eni,j+1 − Eni,j−1)nˆi,jµˆni,j −
∆t
∆y
(
1
∆y
)
(nˆni,j+1 − 2nˆni,j + nˆni,j−1)Dˆ,
Eni+1,j = E
n
i−1,j +
(
∆xe
20d
)
(nˆni,j − nni,j)− (
∆x
∆y
)(Eni,j+1 − Eni,j−1),
with the following parameters
e = 1.6022× 10−19 C, me = 9.1094× 10−31 kg, νen = 1012/s,
k = 1.38× 10−23m2kgs−2K−1, d = 1.055F/m, 0 = 8.854× 10−12F/m,
p = 300.0 torr, T = 300.0K, µ =
e
meνen
cm2/V s, D = (kT/e)µ cm2/s,
Dˆ = 500.0 cm2/s, µˆnij =
8× 103
p
(
1− 8× 10−3E
n
ij
p
)
cm2/V s
Snij = 4.4× exp
( −14
Enij/p
)
pµEnij /s, r
n
ij = 1.09× 1020T−9/2nij m3/s,
Te = 11, 600K,
where me is the electron mass, νen is the electron-neutral collision frequency, k is
the Boltzmann constant, p is the bulk pressure, T is the bulk temperature, rnij is the
recombination coefficient and finally Te is the electron temperature, which is nearly
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uniform. These constants and variables are for helium discharge simulations. The
transport and reaction properties are the same as in Jayaraman et al [49].
Boundary conditions
The boundary conditions are shown in the following figure We want no species (ions
Figure 3.18: Boundary conditions for the 2D plasma actuator
or electrons) existing before the electrode, far from the electrode, nor on the interface,
hence
n(x, y) = nˆ(x, y) = 0 for x < xa, y ∈ [0, 1] (3.74)
where xa is the start point location of the electrode in the streamwise direction. We
want zero gradient conditions to the density, hence we see this condition in figure 3.18
such that
∂n
∂n
= 0. (3.75)
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We also have a no flux condition around the electrode as well
∂n(x, y)
∂x
∣∣∣∣
x=xa
=
∂nˆ(x, y)
∂x
∣∣∣∣
x=xa
= 0. (3.76)
For the central difference method we have the spatial derivative for the electron defined
as
∂n(x, y)
∂x
=
nni+1(x, y)− nni−1(x, y)
2∆x
.
This implies that the no flux condition now becomes
nni+1(x, y)
∣∣∣∣
x=xa,y∈[0,1]
= nni−1(x, y),
nˆni+1(x, y)
∣∣∣∣
x=xa,y∈[0,1]
= nˆni−1(x, y). (3.77)
Parametric Study
We start this study with the following initial conditions
n1x,y = e
−((x−mx)2/2+y), nˆ1x,y = e
−((x−mx)2/2+y), E1x,y = e
−((x−mx)2/2+y)
where mx=0.5. We progress through each time step until we reach a steady state
solution. We are then interested in the initial conditions for the electric field. We
consider the three initial conditions as
E1x,y = e
−((x−mx)2/2+y/10), (3.78)
E1x,y = e
−((x−mx)2/2), (3.79)
E1x,y = e
−(y). (3.80)
Each initial condition is marched through time until a steady state solution is found.
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Figure 3.19: Initial electric fields for parametric study.
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(a) Initial electron density.
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Figure 3.20: Initial species densities.
Chapter 3. Receptivity Theory of Crossflow Vortices with Surface Curvature
Variations and Plasma Actuators. 125
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
0.5
1
1.5
2
x 1040
(a) t=1.0× 10−6.
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(b) t=1.0× 10−6.
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(c) t=1.0× 10−6.
Figure 3.21: Electric field for various initial conditions.
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Figure 3.22: Electron density for various initial conditions.
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(b) t=1.0× 10−6.
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(c) t=1.0× 10−6.
Figure 3.23: Ion density for various initial conditions.
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Figure 3.24: Electric field at t=5.0×10−5 for various initial conditions shown in figure
3.19.
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Figure 3.25: Electron density at t=5.0 × 10−5 for various initial conditions shown in
figure 3.19.
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Figure 3.26: Ion density at t=5.0× 10−5 for various initial conditions shown in figure
3.19.
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In figures 3.25 and 3.26 the corresponding values have converged into a steady state
solution. Convergence was obtained after 50 time steps, which is t = 5.0 × 10−5. In
figure 3.21c we notice that the electric field is large and non uniform. But as time pro-
gresses within our calculation the undefined electric field disappears from the domain
and a singularity appears. We can also observe a uniform electric field with no singu-
larities in figure 3.24a. We will inspect changes to the initial imposed electric field.
We shall monitor three cases where the electric field is concentrated near the plasma,
constant in the wall normal direction, y, and constant in the streamwise coordinate,
x. In figure 3.24b and figure 3.24c we see that after 100 time steps the electric field
has not converged. This is worrying since we don’t want a singularity to occur within
the electric field because we want it to be uniform. Therefore we consider case 3 and
observe what happens to the electric field after a few more time steps.
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Figure 3.27: Electric field at t=1.0× 10−3.
In figure 3.27 the electric field has converged to a uniform field. The electric field
is similar to that of figure 3.24a, which is promising. Next we look at starting with
different initial conditions for the ion and electron densities. The two cases we consider
are
1. n1i,j = e
−((i−50)2/100+j), µ1i,j = e
−((i−50)2/100+j) and
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2. n1i,j = e
−((i−50)2+j), µ1i,j = e
−((i−50)2+j).
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(a) Initial imposed ion density.
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(c) Ion density at t=5.0× 10−5.
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(d) Ion density at t=5.0× 10−5.
Figure 3.28: Two cases for different widths of the ion density.
First we impose two different lengths for the electrodes for the plasma to exist over
its domain. We inspect that figures 3.28a and 3.28b have both converged to a steady-
state solution but have different length and height of plasma. We change the no flux
condition location, xa, in equation (3.76) for two different positions of xa = 45 in
figure 3.28a and xa = 35 in figure 3.28b, for which we witness the impact of the
steady state solution. We are not interested in the densities of the ions or electrons
therefore they are not stated. We are only interested in the boundary they create. Next
we fix the electrodes at x = 0.45 and x = 0.65. We change various parameters such as
the frequency and applied power. We also observe the change over different points in
time. We can find the boundary of the plasma by locating where 99% of the density of
both the electrons and ions lie.
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Figure 3.29: Progression of plasma boundary through time.
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Figure 3.30: Plasma boundary with various different frequencies for a fixed power,
φ0 = 1.0.
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Figure 3.31: Plasma boundary with various different applied power for a fixed fre-
quency, f = 100.
We can observe from figure 3.29 that after 50 time steps the solution has converged to a
steady state. We are then only concerned with simulations for 50 time steps (depending
on the size of the time step) and we use ∆t = 10−6. Next we look at changing the
applied frequency of the plasma. In figure 3.30 we see that for certain frequency the
width of the plasma formed changes. Note that the height of the plasma is also modified
due to the frequency (not observed here). We can change the voltage input too. The
impact of the voltage variation applied to the plasma is displayed in figure 3.31. We
observe that there is almost a linear relationship between the plasma height and the
input voltage. Also note that the width of the plasma has changed as the voltage is
increased, such that as the voltage increases the width increases. We need to calculate
the Fourier transform of the plasma confinement for our receptivity analysis. We can
find y as a function of x by applying an algorithm to find the edge of the plasma.
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3.8.4 Receptivity Analysis for Plasma Actuators
We can see that bP (X) denotes the boundary of the plasma, which defines the shape of
the plasma. The Laplace transform of this is given by
BP (α) =
∫ ∞
0
bP (X)e
−αXdX, (3.81)
The same conditions are used for the plasma as for the solid bump. We are going to
use a test case of σ = 0.1, ∆ = 0.1 and xs = 0.3 to analyse the response function. As
discussed earlier we can calculate the response function in the following way
KRP (αF ) = lim
α→αF
max|v0(α)|/BP (α).
Since we are interested in changing the shape of the plasma produced we vary the
voltage and frequency of the electrode accordingly.
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Figure 3.32: Plasma boundary with various different frequencies.
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Figure 3.33: Receptivity response function, |KR|, over the streamwise coordinate, x,
for stationary modes with a spanwise wavenumber of γ = 0.4 with various frequencies
for a plasma actuator.
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Figure 3.34: Plasma boundary with various different voltages.
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Figure 3.35: Receptivity response function (|KR|) over the streamwise coordinate (x)
for stationary modes (γ = 0.4) with various voltages for a plasma actuator.
We are interested imposing certain conditions for the plasma to generate the bound-
ary of the plasma to provide with information about the response function subject to
changes in the frequency or voltage input. Further downstream in x we observe that
both plasma and solid bump have the same value for the response function. This is
promising, since there is no distinguishable difference physically between the surface
roughness and plasma actuator. We can apply the same changes as we did for figures
3.30, 3.31 for this roughness and observe changes in the response function. This can
be seen as an optimisation process. We begin by varying the frequency, as we know
already that this changes the width of the plasma. As the frequency is increased the
width of the plasma is increased. Also the height of the plasma increases slightly as
the frequency increases, as shown in figure 3.32. Large frequencies produce a small
response function compared with lower frequencies of f = 10 and f = 75. But it
seems that a lower frequency is beneficial since the response function is much larger.
So the crossflow disturbance is more receptive to lower frequency plasma actuators.
Next we shall look at various applied voltages. As shown previously, it is known that a
linear relationship exists between the plasma height and the applied voltage, φ0. Figure
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3.34 gives evidence of this statement. As discussed for figure 3.34, the voltage changes
the width of the plasma and this is also the situation here. The result shows that for this
voltage (φ0 = 25) and frequency (f = 75) the response function is four times the size
of the next largest response function in figure 3.35. This verifies what we know about
swept wing transition - that small micron sized roughness elements are more receptive
for the crossflow disturbance.
3.9 Conclusion
We performed a similar receptivity analysis that used in the research of Crouch [21],
Choudhari [15] and Bertolotti [8]. Firstly, we used receptivity analysis for a flat sur-
face with a Gaussian bump. We used residue calculus to calculate the inverse Fourier
transform and to evaluate the poles. From this we calculated the response function,
which gave us information about the receptivity and efficiency of the process. The
results showed that the response function is largest near the leading edge and, when
marching along in x (high crossflow regime to a lower crossflow), it eventually be-
comes constant. The spanwise wavenumber was also varied and we discovered that
the largest value occurred when the spanwise wavenumber was small. This is verified
by Collis & Lele [19]. A similar structure across the region of spanwise wavenumbers
of the response function was found to agree with Collis & Lele. From a different view,
in terms of penetration depth, Schrader et al. [89] remarked that a noticeable peak
occurred for small spanwise wavenumbers. Some authors prefer to understand recep-
tivity from the context of penetration depth. The penetration depth is a measure of the
distance at which the eigenfunction has decayed within 1% of its freestream value and
gives an understanding of the receptivity process. Increasing the spanwise wavenum-
ber enhanced the response function, which resembled results from Bertolotti [8].
Next we included curvature effects, which had an interesting impact on the develop-
ment of the response function. We introduced convex curvature into our analysis. This
increased the response function compared with the flat surface. This result, which
was first discovered by Collis & Lele [19] numerically. Including effects of convex
curvature enhanced the response function compared to a surface with no curvature
variations. Collis & Lele [19] used a Gaussian bump to analyse the response func-
tion with the addition of curvature, as we did here. They compared convex and flat
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surface response function with variation across the spanwise wavenumber and found
that the convex curvature enhanced the response function compared to the flat surface.
The behaviour was similar to the results obtained here - a minimum value occurred in
the centre of the range of spanwise wavenumbers, where as a large response occurred
at both small and large values of spanwise wavenumbers. The results obtained agree
with the numerical findings and provide further evidence for their discovery. This
was interesting because convex curvature is known to have a stabilising effect on the
streamwise growth rates [59]. We have already shown theoretically, using a three-term
viscous-curvature correction for the streamwise growth rates, that the convex surface
did have a stabilizing impact on the streamwise growth rates compared to the flat sur-
face streamwise growth rates. The same result exists for all spanwise wavenumbers -
that including convex curvature improves the receptivity efficiency.
Next we considered a response function for concave curvature. Due to the complex
dynamics of a swept wing, regions of concave curvature exist, especially on the lower
surface of the wing. The results show that concave surface curvature has a greater
impact on the enhancement of the response function near the leading edge, whereas
the convex surface curvature has more impact further downstream. Hence, for large
crossflow strength, the concave response function has greater receptivity efficiency
compared with the convex. This is not intuitive since, with reference to the stream-
wise growth rates, the convex curvature has a stabilizing effect whereas the concave
curvature has a destabilizing impact. Therefore, near the leading edge, small concave
curvature is the most efficient mechanism for producing stationary crossflow vortices
into the boundary-layer.
Finally we observe the travelling modes. First we note that as the frequency increases,
the impact of the convex curvature on the response function decreases. For a small
crossflow the flat response function and convex response function are very similar. For
large frequencies this has little impact on the receptivity efficiency but for moderate
frequencies there is a large effect. Masad & Malik [59] found that, for the streamwise
growth rates, the curvature impact decreases as the frequency increases. These re-
sults have been validated using a three-term viscous-curvature correction for travelling
crossflow vortices due to the streamwise growth rate. Next we observe the travelling
modes with both convex and concave curvature. The same result occurs for the concave
3.9 Conclusion 140
response function for high frequency as for the convex response function, as they have
similar values downstream in x. For large values of spanwise wavenumbers in a high
frequency limit, the convex and concave response functions exhibit minor differences
between them. A large difference occurs when considering moderate frequency. The
concave response function dominates over the convex response function downstream
in x - this could lead to some interesting behaviour. Further downstream we see that
all the frequencies for both curvatures have become constant and have similar values.
Therefore, it seems that far downstream the response function is independent of fre-
quency and curvature. We observe for the different spanwise wavenumbers that the
concave response function is larger than the convex response function. In particular,
we notice again that for high frequencies that the response function is invariant due to
different surface curvature, since they have similar values for the spanwise wavenum-
bers. For moderate frequencies we see that with concave curvature there is a significant
enhancement of the response function compared to convex curvature. Hence, for this
spanwise wavenumber range, the concave curvature is a more efficient process for re-
ceptivity.
In summary, stationary crossflow vortices have larger values of the response function
than travelling ones, and including curvature effects increases the response function
further. Both convex and concave curvature enhance the response function for both
stationary and travelling crossflow modes. Close to the leading edge, adding concave
curvature seems to be the most efficient receptivity mechanism for the stationary and
travelling crossflow modes, but only for moderate frequencies. Convex curvature is ef-
fective but only compared to a flat surface or further downstream. In the high frequency
limit there is a minor change between all three response functions of flat, convex and
concave surface curvature. This includes considering both downstream behaviour and
spanwise wavenumber variation of the response functions.
We extended this theory further by introducing a plasma actuator near the leading edge.
The idea was to replace the solid surface roughness with plasma. We formulated this
problem from the Maxwell equations and treated the fluid-plasma problem as separate,
such that we are only interested in the steady state shape of the plasma formed. First we
started from the Maxwell equations for electromagnetism and derived a set of equa-
tions for ions and electrons within the plasma. We began with values and constants
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from helium discharge simulations, since there isn’t much data available from exper-
iment with other elements [49]. With these values we solved the plasma equations
subject to a finite difference scheme. In particular, we used a Forward Time Central
difference Scheme (FTCS) method. We marched in time until a steady state solution
was achieved. Since the boundary was unclear, a procedure was written to obtain it
and this was needed for the receptivity analysis. From this the response function for
the plasma actuator was obtained by calculating the Fourier transform of the plasma
boundary and the corresponding stationary crossflow wavenumber. We do not consider
any travelling modes or curvature effects in the following discussion.
We first changed the frequency of the electrodes of the DBD plasma actuator. As men-
tioned earlier this changes the width and changes the height of the plasma. We observe
three different frequencies of f = 10, 75 and 1000 with the response function. Figure
3.32 shows the different plasma boundaries of various frequencies. We then calcu-
lated their corresponding response functions of these different applied frequencies. It
appears that the smaller the frequency the larger the response function, but there is a
minor discrepancy in that the height is modified with frequency. But the main effect is
that, if we increase the width of the plasma, the response function decreases.
We can also change the height of the plasma by varying the input voltage. A similar
problem occurs for the voltage - the width of the plasma boundary changes with volt-
age as seen in figure 3.34. We witness the changes of the receptivity response function
in figure 3.35 and notice that the largest response function occurs when the voltage
is smallest, which produces the smallest plasma height. Also notice that the other re-
sponse functions have similar response magnitudes for different plasma heights. How-
ever, there is still a discrepancy with these results since the width has also changed. To
be more consistent a constant factor between the voltage and frequency could be intro-
duced, but it seems from figure 3.35 that the largest effect on the receptivity response
function is the height of the plasma. This statement can be justified by that difference
between the frequencies of f = 10 and f = 75. Both have a similar plasma height
but in figure 3.33 the difference in the response functions is, ∆|KR| ∼ 0.02. Whereas
if we consider the difference between two applied voltages φ0 = 0.5 and φ0 = 0.6,
the difference in the response function is ∆|KR| ∼ 0.05. But with these two applied
voltages produce similar plasma widths. The changes in the frequency seem to appear
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have a greater impact on the response function than changing the applied voltage. This
is why the height is a more important factor then the width of the plasma for the re-
sponse function. Taking into account the fact that decreasing the width of the plasma
increases the response function, there is a significant change for when the voltage is
φ0 = 0.2 in figure 3.35. It appears that the largest receptivity response function occurs
for the smallest plasma height and only increased when the width is decreased. We
know that micron sized roughness elements cause a large response from the stationary
crossflow vortex.
In summary, we derived the plasma equations from Maxwell equations and solved
them using a FTCS method, until a steady state solution was formed, we used an algo-
rithm. To determine the boundary of the plasma to find the Fourier transform of it to
evaluate the response function. With this calculation we made a comparison to the sur-
face roughness bump and found good agreement. We then changed the frequency and
voltage, and found that small height and small width had the largest response function
which corresponds to small voltage and small frequency. We could do a parametric
study to find the optimal configuration but this is time consuming and will not be dis-
cussed in our study.
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Chapter 4
Three-dimensional short-wave
instabilities developing on general
two-dimensional closed streamlines
4.1 Introduction
Pierrehumbert [70] discovered that a general mechanism exists from which convoluted
three-dimensional flows emerge from two-dimensional structures with coherent large
scales. Henceforth, we have an inviscid two-dimensional structure with elliptical cores
that form a response to three-dimensional instabilities, which can be compared to tur-
bulent studies and large scale secondary instabilities.
This theory applies to a three-dimensional instability where pressure is essential to
secondary instabilities of finite amplitudes. It has been shown explicitly that the classi-
cal centrifugal instability can be generalised to a large class of two-dimensional flows,
namely, those whose streamlines are convex closed curves with the directed outwards.
The centrifugal instability does not only exist in flows that are close to being sym-
metric but also arises for multiple scale systems that are developed from a boundary-
layer structure (Go¨rtler vortices). Previous studies show that centrifugal instability is
a generic property of a given class of flows, regardless of the symmetry or asymmetry
of the flow or its degree of distortion from circularity. A class of short-wave three-
dimensional instabilities can be constructed by
1. Closed convex streamlines in some region of the flow.
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2. Magnitude of the circulation increases outwards.
If the instability is localised near streamline, the Floquet matrix is maximised, and
from this a disturbance will arise. For our analysis we need to find a condition to
locate where this instability exists, at some distance away from the centre of the vortex
as mentioned by Bayly [6]. We are interested in this disturbance for our analysis.
4.2 Formulation
4.2.1 Flow Configuration
In light of Pierrehumbert [70] and Bayly’s [5] work, we consider a new formulation
of this short-wave instability problem. We will work with the same framework so we
consider an unbounded and incompressible fluid, where the flow acts along closed two-
dimensional streamlines accordingly and we consider a temporal disturbance along this
streamline. A streamline is given by the streamfunction of
ψ =
x2
a2
+
y2
b2
= K, (4.1)
such that we have a family of streamlines where a/b is constant and K is a constant
variable (a measure of the streamline and is useful for analysis later in this chapter),
a is the length of the ellipse in the x-direction and b is the length of the ellipse in the
y-direction. First we start with a basic flow which can be determined from
u =
∂ψ
∂y
and v = −∂ψ
∂x
, (4.2)
with u and v satisfying the Euler equations. The speed can be determined by
u = 2
√
x2/a4 + y2/b4 . (4.3)
This is the basic flow we will consider the the rest of this chapter. Since we have
a general two-dimensional closed streamline, for our analytical approach we need to
transform into curvilinear coordinates.
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Figure 4.1: Two-dimensional closed streamline with body formed coordinates with n∗
as the normal, s∗ is situated along it, l∗ is normal to the surface (coming out of the
page) and the basic flow (u) is situated along the streamline s∗.
Due to the general approach we are considering, any deformations to the streamline
can be incorporated within this analysis as shown in figure 4.1. The region to which
the disturbance is confined to k−α, with k as the spanwise wavenumber and α is to be
determined later with scaling arguments but we note that this is a short-wave instability.
We consider a contour (c) along the elliptical streamline, as shown in figure 4.1, and
draw a normal at point N∗ towards the centre. For our argument we need a point M∗
which exists somewhere on this normal. If we speculate that another point exists on
the streamline N ′, there must be a corresponding M ′ along the normal. This is an
unbounded flow, so points M and M ′ can exist outside the reference streamline. The
distance between the points M and M ′ can be approximated by a small length mˆ, such
that mˆ ≈ M∗ −M ′. As this length mˆ approaches zero, the normals of N∗M∗ and
N ′M ′ meet at the centre of the curvature O′ along the contour c. Let R(s) denote
the radius of curvature, which is continuous in s∗ with respect to the contour c. This
includes derivatives of R(s∗) at point N∗. By calculating the distance in this way,
by taking the square of the distance MM ′, we obtain the following Lame` coefficients
values
H1 = 1 + sgn(n
∗)κ(s∗)n∗, H2 = 1. (4.4)
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In our system we have n as positive such that
H1 = 1 + κ(s
∗)n∗, H2 = 1. (4.5)
In terms of Cartesian coordinates (x, y) can be determined from
x =
ab cos(θ)√
a2sin2(θ) + b2cos2(θ)
, y =
ab sin(θ)√
a2sin2(θ) + b2cos2(θ)
. (4.6)
The x and y given in equation (4.6) can be generalised to encompass non-symmetric
streamlines or any shape of a two-dimensional streamline. They are in reference to the
origin O′ which can be seen in figure 4.1. We can calculate s from line integral of
s =
∫ 2pi
0
√(
dx
dθ
)2
+
(
dy
dθ
)2
dθ. (4.7)
The curvature κ can be calculated from
κ =
x′y′′ − x′′y′
(x′2 + y′2)3/2
, (4.8)
hence using the definition of (4.6) yields
κ =
1√
x2
a4
+ y
2
b4
(
1
a2
+
1
b2
)
− 1(
x2
a4
+ y
2
b4
)3/2 (x2a6 + y2b6
)
. (4.9)
The terms involving derivatives with respect to s∗, us∗ or κs∗ , can be calculated nu-
merically using a finite difference method. An example of this can be demonstrated
by
∂u
∂s∗
=
ui+1 − ui−1
2∆s∗
. (4.10)
Within the elliptical system the unit normal vector is given by
nˆ =
(
x
a2
, y
b2
)√
x2
a4
+ y
2
b4
. (4.11)
Chapter 4. Three-dimensional short-wave instabilities developing on general
two-dimensional closed streamlines 147
Hence we can calculate un∗ in the following way
un∗ = ∇u · nˆ =
(
x2
a6
+ y
2
b6
)
(
x2
a4
+ y
2
b4
) . (4.12)
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Figure 4.2: Baseflow u (solid, blue line) and curvature κ (dashed, red line) changes
around the ellipse for different s∗ with the associated derivatives of these functions for
the values of a = 2.0, b = 1.9, K = 1.0.
We now introduce non-dimensional variables u, s, n, l, p, t
s = s∗L, n = n∗L, l = l∗L, p = ρu+2p∗, u=u+u∗, t∗ = tL
u+
,
where u+ is a reference velocity located away from the streamline such that fluctu-
ations are small, L is the characteristic length scale of the system and the Reynolds
number is defined as Re = u+L/ν. We will now perturb the base flow by
u = (u(s, n), 0, 0)+(U(s, n, l, t), V (s, n, l, t),W (s, n, l, t)) and p = P (s, n, l, t)
(4.13)
We substitute (4.13) into (1.3) and (1.4) with linearisation around  (where  1) and
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we obtain
∂U
∂t
+
u
1 + κn
∂U
∂s
+
U
1 + κn
∂u
∂s
+ V
∂u
∂n
+
κuV
1 + κn
= − 1
1 + κn
∂P
∂s
+
1
Re(1 + κn)
[
∂
∂s
(
1
1 + κn
∂U
∂s
)
+
∂2U
∂n2
+κ
∂
∂n
(
V
1 + κn
)
+
1
1 + κn
∂
∂s
(
κ
V
1 + κn
)
+
∂2U
∂l2
]
, (4.14a)
∂V
∂t
+
u
1 + κn
∂V
∂s
− 2κuU
1 + κn
=
− ∂P
∂n
+
1
Re(1 + κn)
[
∂
∂s
(
1
1 + κn
∂V
∂s
)
+
∂2V
∂n2
+κ
∂
∂n
(
U
1 + κn
)
+
1
1 + κn
∂
∂s
(
κ
U
1 + κn
)
+
∂2V
∂l2
]
, (4.14b)
∂W
∂t
+
u
1 + κn
∂W
∂s
=− ∂P
∂l
+
1
Re(1 + κn)
[
∂
∂s
(
1
1 + κn
∂W
∂s
)
+
∂2W
∂n2
+ κ
∂
∂n
(
W
1 + κn
)
+
∂2W
∂l2
]
, (4.14c)
− ∂κ
∂s
Un
1 + κn
+
∂U
∂s
+
∂V
∂n
− κV
1 + κn
+
∂W
∂l
= 0. (4.14d)
We impose a disturbance of the form
Q(s, n, l, t) = Q˜(s, n)eσt+kl.
where Q = (U, V,W, P ) and l is the coordinate perpendicular to the plane of (s, n).
We consider the following scalings
U˜(s, n) = Uˆ(s,N), V˜ (s, n) = Vˆ (s,N), W˜ (s, n) = k−1/2Wˆ (s,N),
P˜ (s, n) = k−3/2Pˆ (s,N), n = k−1/2N. (4.15)
The scalings of (4.15) is very similar to that used by Bayly [6], but there is one key
difference - the axial velocity is scaled as k−1/2, whereas considering the tangential
velocity is scaled as O(1) quantity. Since we are considering high wavenumber, k is
assumed to be large. However, the analysis is different and also the coordinate system.
However, with this introduction of the scalings to the n-momentum equation, the pres-
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sure term is included and, from Bayly’s discussion, we only need to acknowledge s and
nmomentum equations that are absent of pressure terms. Hence we rescale the normal
coordinate to the streamline within a thin layer of thickness k−1/2 near the streamline
such that n = k−1/2N [6]. We take an asymptotic expansion for the disturbance and
the temporal wavenumber
Qˆ = Qˆ0 + k
−1/2Qˆ1 +O(k−1), (4.16)
σ = σ0 + k
−1σ2 +O(k−2). (4.17)
This expansion is similar to the one Bayly used [6]. We note that there is no σ1 term.
Bayly also did not consider this term in the analysis. If this term was included we
would not find the condition where the instability was located but we could find the
value of σ1. This would not be helpful in this analysis. Notice that there are terms of
1/(1 + κn) arising in the disturbance equations and they have now been transformed
into 1/(1 + κNk−1/2). Since we are interested in terms proportional to k, we need to
expand this term and therefore using a binomial expansion yields
1/(1 + κNk−1/2) = (1 + κNk−1/2)
−1
= 1− κNk−1/2 + 1
2
κ2N2k−1 + · · · . (4.18)
Due to the grouping of the disturbance near the streamline, we Taylor expand the base
flow in the following way around (s, 0):
u(s,N) = u(s, 0) +
∂u(s, 0)
∂N
N +
1
2
∂2u(s, 0)
∂N2
N2 + · · · . (4.19)
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4.2.2 Leading Order Problem
By substituting (4.16), (4.17), (4.18) and (4.19) into (4.14) and assuming the flow is
inviscid, for leading order we obtain
σ0Uˆ0 + u
∂Uˆ0
∂s
+ Uˆ0
∂u
∂s
+ Vˆ0
∂u
∂N
+ κuVˆ0 = 0, (4.20a)
σ0Vˆ0 + u
∂Vˆ0
∂s
− 2uUˆ0κ = 0, (4.20b)
σ0Wˆ0 + u
∂Wˆ0
∂s
= −Pˆ0, (4.20c)
∂Vˆ0
∂N
+ Wˆ0 = 0. (4.20d)
For convenience we define the following operators
Ds,m = σ0Uˆm + u∂Uˆm
∂s
+ Uˆm
∂u
∂s
+ Vˆm
∂u
∂N
+ κuVˆm, (4.21a)
Dn,m = σ0Vˆm + u∂Vˆ0
∂s
− 2uUˆmκ, (4.21b)
Dl,m = σ0Wˆm + u∂Wˆm
∂s
+ Pˆm, (4.21c)
Dc,m = ∂Vˆm
∂N
+ Wˆm, (4.21d)
where m has the values of 0, 1, 2. We see that when m = 0 differential equations of
(4.21) correspond to (4.20). The functions of (4.21a)-(4.21d) will be needed later for
our analysis. We notice that both the s-momentum (4.20a) and n-momentum (4.20b)
are the only contain Uˆ0 and Vˆ0. This means we only need to manipulate these two
equations to formulate an eigenvalue problem for either Uˆ0 or Vˆ0. This is in agreement
with Bayly [6], who states that the reason for the successful analysis was “ignoring” the
continuity and l-momentum equations. In our analysis we removed these two equations
of l-momentum and continuity via scaling arguments and not by diagonalisation of the
inertia operator (see [6]). By rearranging (4.20b) and substituting into (4.20a), we
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obtain an equation for Vˆ0[
∂2
∂s2
+
(
2σ0
u
+
1
u
∂u
∂s
− 1
κ
∂κ
∂s
)
∂
∂s
+
(
σ0
2
u2
+
2κ
u
∂u
∂N
+ 2κ2 − σ0
uκ
∂κ
∂s
)]
Vˆ0 =
Lˆ0Vˆ0 = 0,
(4.22)
where Lˆ0 is the leading order operator. We can solve this using a Runge-Kutta fourth
order method with appropriate initial conditions. We have to find the initial conditions,
since we have no information about them. Due to the streamlines being closed we have
the following conditions
Vˆ0(0) = Vˆ0(C), (4.23a)
Vˆ ′0(0) = Vˆ
′
0(C), (4.23b)
where C indicates the end point of the streamline. We can see this in figure 4.1. Since
the eigenfunction Vˆ0 can be normalised, we can set the initial condition as Vˆ0(0) =
(α∗, 0) and fix values for α∗ and σ0. We initially set Vˆ0(0) to be complex, however this
made no difference to the final solution. We define Vˆ0 in this way since it is composed
of real and imaginary parts, due to σ0 being complex. With Vˆ ′0(0) = (β∗, 0), we use
a fourth order Runge-Kutta to solve (4.22) and find the corrected value using a secant
method (this method can be found in the appendix E) for β∗
β∗ = β1 − α1(β2 − β1)
(α2 − α1) . (4.24)
We use these conditions and solve the eigenvalue problem for σ0. The solution is
independent of the initial conditions of α∗ and β∗ to which we can set them to any
trivial values. From this we have two initial condition guesses
1. Vˆ0(0) = (α1, 0), Vˆ ′0(0) = (β1, 0) and
2. Vˆ0(0) = (α2, 0), Vˆ ′0(0) = (β2, 0),
which we used to find β∗ in (4.24). As an example of the solution to this eigenvalue
problem, we keep b constant and vary a, and we can see some results in figure 4.3.
We can see that there are regions of stability existing and notice that for a = b the
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Figure 4.3: Temporal leading order growth rate, σ0r, for a fixed value of b = 1.0 with
varying a.
growth rate is zero. This implies that if a = b for a circular streamline the disturbance
is initially neutrally stable. From figure 4.3 we have found the leading order temporal
growth rate for this instability. We observe that there are regions of stability and insta-
bility as a varies. We are interested in finding the location where this instability arises
and therefore we need to consider the next order term.
4.2.3 Determination of Instability Location.
The momentum and continuity equations for next order, O(k−1/2), are as follows
Ds,1 = N
[
A
∂Uˆ0
∂s
+ BUˆ0 + CVˆ0
]
,
(4.25a)
Dn,1 = N
[
A
∂Vˆ0
∂s
− 2AUˆ0κ
]
, (4.25b)
Dl,1 = uκN
[
∂Wˆ1
∂s
]
, (4.25c)
Dc,1 = −κVˆ0 − ∂Uˆ0
∂s
, (4.25d)
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where
A = uκ− ∂u
∂N
, B = κ
∂u
∂s
− ∂
2u
∂N∂s
, C = −κ2u+ κ ∂u
∂N
− ∂
2u
∂N2
. (4.26)
As with the (4.20) equations, we can manipulate (4.25) in a similar manner. This yields
Lˆ0Vˆ1 = Rˆ1(s,N), (4.27)
where
Rˆ1(s,N) =
(
2κN
u
)[
σ0 +
∂u
∂s
2κu
](
A
∂Vˆ0
∂s
− 2κAUˆ0
)
+
(
2κN
u
)(
A
∂Uˆ0
∂s
+ BUˆ0 + CVˆ0
)
+2κN
∂
∂s
[
1
2κu
(
A
∂Vˆ0
∂s
− 2κAUˆ0
)]
. (4.28)
Notice that a new term involving the basic flow uNN appears in (4.25a) due to the local
Taylor expansion. This term can be calculated in a similar way to uN and therefore we
have
uNN = ∇uN · nˆ = 2
(
x2
a4
+ y
2
b4
)(
x2
a8
+ y
2
b8
)
−
(
x2
a6
+ y
2
b6
)2
(
x2
a4
+ y
2
b4
)5/2 . (4.29)
Now we apply a solvability condition to equation (4.27) by multiplying both sides by
the adjoint of leading order eigenfunction and integrating across the domain. This
yields ∫ C
0
Lˆ0Vˆ1 · Vˆ †0 ds =
∫ C
0
Rˆ1(s,N) · Vˆ †0 ds. (4.30)
We have the following boundary conditions
Vˆ0(0) = Vˆ0(C), Vˆ ′0(0) = Vˆ ′0(C), (4.31a)
Vˆ1(0) = Vˆ1(C), Vˆ ′1(0) = Vˆ ′1(C). (4.31b)
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The operator Lˆ0 is not in self adjoint form and we will get a contribution of the left
hand side. We require that
Lˆ0Vˆ0 =
[
∂
∂s
(
e
∫ s
0 c0(s
∗)ds∗ ∂
∂s
)
+ e
∫ s
0 c0(s
∗)ds∗c1(s)
]
Vˆ0 = L
∗
0Vˆ0 = 0, (4.32)
with c0(s) =
(
2σ0
u
+ 2κ∂u
∂s
− 1
κ
∂κ
∂s
)
, c1(s) =
(
σ02
u2
+ 2κ
u
∂u
∂N
+ 2κ2 − σ
uκ
∂κ
∂s
)
and hence
we have ∫ C
0
L∗0Vˆ1 · Vˆ †0 ds = 0. (4.33)
Therefore ∫ C
0
Rˆ1(s,N) · Vˆ †0 e
∫ s
0 c0(s
∗)ds∗ds = IN = 0. (4.34)
For an example of this condition being satisfied we can take a simple elliptical stream-
line, as shown in figure 4.3. The temporal growth rate for a circular streamline is zero.
We change the initial size of the ellipse and find for which value of K the integral
condition vanishes ( which is found from equation 4.1).
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Figure 4.4: The value of the integral condition IN with varying K for a = 0.7 and
b = 1.0.
We see in figure 4.4 that the condition has been satisfied for a value of K ' 3.5.
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4.2.4 Next Order Eigenvalue Problem
Thus far we have found the leading order temporal growth rate and the location where
the disturbances arise, but the behaviour of the normal vector to the streamline needs
to be understood. This will give us a correction to the leading order temporal growth
rate. We start by scaling k = Re1/2 to include viscous terms in the next order,O(1/k),
with
Qˆ = Qˆ0 + k
−1/2Qˆ1 + k−1Qˆ2. (4.35)
Hence the next order momentum and continuity equations (4.14a)-(4.14d) for O(k−1)
are
Ds,2 = A0 +NA1 +N2A2, (4.36a)
Dn,2 = B0 +NB1 +N2B2, (4.36b)
Dl,2 = −σ2Wˆ0 + ∂
2Wˆ0
∂N2
+ AN
∂Wˆ1
∂s
+
1
2
CN2
∂Wˆ0
∂s
(4.36c)
Dc,2 = −κVˆ1 − ∂Uˆ1
∂s
+
∂κ
∂s
κ2N2Uˆ0 +
∂κ
∂s
κNUˆ1 − κ2NVˆ1 − κ3N2Vˆ0,
(4.36d)
with
A0 = −σ2Uˆ0 + ∂
2Uˆ0
∂N2
, (4.37a)
A1 = A∂Uˆ1
∂s
+ BUˆ1 − CVˆ1, (4.37b)
A2 = C∂Uˆ0
∂s
−
(
∂B
∂N
− 1
2
κ2
∂u
∂s
)
Uˆ0 + DVˆ0, (4.37c)
B0 = −σ2Vˆ0 + ∂
2Vˆ0
∂N2
− ∂Pˆ0
∂N
, (4.37d)
B1 = A
(
∂Vˆ1
∂s
− 2κUˆ1
)
, (4.37e)
B2 = C
(
∂Vˆ0
∂s
− 2κUˆ0
)
, (4.37f)
D = κ3u+ κ2
∂u
∂N
+ κ
∂2u
∂N2
+
∂3u
∂N3
. (4.37g)
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We notice a new term uNNN appearing in D. This term can be calculated in the same
manner as (4.29). With some manipulation this leads to
Lˆ0Vˆ2 =
(
2κ
u
){A0 +NA1 +N2A2}+(
2κ
u
){[
σ0 +
∂u
∂s
]
1
2κu
(B0 +NB1 +N2B2)}+(
2κ
u
){
∂
∂s
[
1
2κu
(B0 +NB1 +N2B2)]} . (4.38)
We can apply a solvability condition to (4.38), as we did with previous order to obtain∫ C
0
L∗0Vˆ2 · Vˆ †0 ds =
∫ C
0
(
2κ
u
){A0 +NA1 +N2A2 +[
σ0 +
∂u
∂s
]
1
2κu
(B0 +NB1 +N2B2)+
∂
∂s
[
1
2κu
(B0 +NB1 +N2B2)]} · Vˆ †0 e∫ s0 c0(s∗)ds∗ds = 0. (4.39)
We observe in (4.39) that there are different powers of N and we can divide the right
hand side in this way. As with the previous order, the left hand side disappears such
that ∫ C
0
L∗0Vˆ2 · Vˆ †0 ds = 0, (4.40)
and yields∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
] B0
2κu
+
∂
∂s
[ B0
2κu
]
+A0
}
· Vˆ †0 e
∫ s
0 c0(s
∗)ds∗ds+ (4.41a)
N
∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
] B1
2κu
+
∂
∂s
[ B1
2κu
]
+A1
}
· Vˆ †0 e
∫ s
0 c0(s
∗)ds∗ds+ (4.41b)
N2
∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
] B2
2κu
+
∂
∂s
[ B2
2κu
]
+A2
}
· Vˆ †0 e
∫ s
0 c0(s
∗)ds∗ds = 0.
(4.41c)
We notice that the terms An and Bn, with n = 0, 1, 2, contain streamwise velocities
and pressure. First we can eliminate the pressure from (4.20c) and (4.20d) which can
be simplified to
∂Pˆ0
∂N
= σ0
∂2Vˆ0
∂N2
+
∂u
∂N
∂2Vˆ0
∂s∂N
+ u
∂3Vˆ0
∂s∂N2
. (4.42)
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We can replace the Uˆ0 terms from the n-momentum equation of (4.20b). Hence,
Uˆ0 =
1
2uκ
{
σ0Vˆ0 + u
∂Vˆ0
∂s
}
, (4.43)
and (4.43) derivative with respect to s can be expressed as
∂Uˆ0
∂s
=
∂2Vˆ0
∂s2
[
1
2κ
]
+
∂Vˆ0
∂s
[
σ0 +
∂U
∂s
− E
2uκ2
]
− Vˆ0
[ σ0E
2u2κ2
]
, (4.44)
with E = κ∂u
∂s
+ u∂κ
∂s
. We can replace the Uˆ0NN term from the s-momentum equation
of (4.36a). Hence,
∂2Uˆ0
∂N2
=
1
2uκ
{
σ0
∂2Vˆ0
∂N2
+
∂2u
∂N2
∂Vˆ0
∂s
+ 2
∂u
∂N
∂2Vˆ0
∂s∂N
+ u
∂3Vˆ0
∂s∂N2
}
− 2
∂u
∂N
κ
(2uκ)2
{
σ0
∂Vˆ0
∂N
+
∂u
∂N
∂Vˆ0
∂s
+ u
∂2Vˆ0
∂s∂N
}
−
∂u
∂N
(2u2κ)
{
σ0
∂Vˆ0
∂N
+
∂u
∂N
∂Vˆ0
∂s
+ u
∂2Vˆ0
∂s∂N
}
+
(
∂2u
∂N2
− 1
u
( ∂u
∂N
)
2
2u2κ
){
σ0Vˆ0 + u
∂Vˆ0
∂s
}
. (4.45)
We need to eliminate the velocity, Uˆ1, by rearranging (4.25b) we have
Uˆ1 =
1
2uκ
{
σ0Vˆ1 + u
∂Vˆ1
∂s
− Vˆ0σ0N A
u
}
, (4.46)
and (4.46) derivative with respect to s can be expressed as
∂Uˆ1
∂s
=
∂2Vˆ1
∂s2
[
1
2κ
]
+
∂Vˆ1
∂s
[
σ0 +
∂U
∂s
− E
2uκ2
]
− Vˆ1
[ σ0E
2u2κ2
]
− ∂Vˆ0
∂s
[
1
2uκ
(
σ0AN
u
)]
+ Vˆ0
[
σ0N
2u3κ
(
A
∂u
∂s
− u∂A
∂s
+ κEA
)]
.
(4.47)
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We can then substitute (4.42), (4.43) and (4.45) into (4.41a). We get the following
A0 = − σ2
2uκ
{
σ0Vˆ0 + u
∂Vˆ0
∂s
}
+
1
2uκ
{
σ0
∂2Vˆ0
∂N2
+
∂2u
∂N2
∂Vˆ0
∂s
+ 2
∂u
∂N
∂2Vˆ0
∂s∂N
+ u
∂3Vˆ0
∂s∂N2
}
− 2
∂u
∂N
κ
(2uκ)2
{
σ0
∂Vˆ0
∂N
+
∂u
∂N
∂Vˆ0
∂s
+ u
∂2Vˆ0
∂s∂N
}
−
∂u
∂N
(2u2κ)
{
σ0
∂Vˆ0
∂N
+
∂u
∂N
∂Vˆ0
∂s
+ u
∂2Vˆ0
∂s∂N
}
+
(
∂2u
∂N2
− 1
u
( ∂u
∂N
)
2
2u2κ
){
σ0Vˆ0 + u
∂Vˆ0
∂s
}
,
A1 = A
{
∂2Vˆ1
∂s2
[
1
2κ
]
+
∂Vˆ1
∂s
[
σ0 +
∂u
∂s
− E
2uκ2
]
− Vˆ1
[ σ0E
2u2κ2
]
− ∂Vˆ0
∂s
[
1
2uκ
(
σ0AN
u
)]
+ Vˆ0
[
σ0N
2u3κ
(
A
∂u
∂s
− u∂A
∂s
+ κEA
)]}
+
B
2uκ
{
σ0Vˆ1 + u
∂Vˆ1
∂s
− Vˆ0
[
σ0N
A
u
]}
− CVˆ1,
A2 = C
{
∂2Vˆ0
∂s2
[
1
2κ
]
+
∂Vˆ0
∂s
[
σ0 +
∂u
∂s
− E
2uκ2
]
− Vˆ0
[ σ0E
2u2κ2
]}
−
(
∂B
∂N
− 1
2
κ2
∂u
∂s
)
1
2uκ
{
σ0Vˆ0 + u
∂Vˆ0
∂s
}
+ DVˆ0,
B0 = −σ2Vˆ0 + (1− σ0)∂
2Vˆ0
∂N2
− ∂u
∂N
∂2Vˆ0
∂s∂N
− u ∂
3Vˆ0
∂s∂N2
,
B1 = A
(
1
u
{
σ0Vˆ1 − Vˆ0
[
σ0N
A
u
]})
,
B2 = −σ0CVˆ0
u
.
We notice that only Vˆ0 and Vˆ1 velocities remain. From the expansion of the velocity
Vˆ = Vˆ0 + k
−1/2Vˆ1 + k−1Vˆ2, (4.49)
we want to split the function Vˆ into separable functions depending on s or N inde-
pendently and therefore we impose some amplitude function in N in the following
way
Vˆ = d0(N)υ0(s) + k
−1/2d1(N)υ1(s) + k−1d2(N)υ2(s). (4.50)
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Following the work of Papageorgiou [69], this separable form can be substituted into
the previous order equations of (4.22) and (4.27) to obtain
d0(N)Lˆ0υ0 = 0, (4.51)
d1(N)Lˆ0υ1 = d0(N)
[
c2
∂2
∂s2
+ c3
∂
∂s
+ c4
]
υ0, (4.52)
with
Lˆ0 =
∂2
∂s2
+ c0
∂
∂s
+ c1, (4.53)
where
c2 =
A
u
, c3 =
1
u
(
1 + κ
∂u
∂s
− ∂
2u
∂s∂N
)
+
1
u2
(
E
∂A
∂s
+ A
[
σ0 +
∂u
∂s
])
, (4.54)
c4 =
2κC
u
+
σ0
u2
(
2
∂A
∂s
+ κ
∂u
∂s
− ∂
2u
∂s∂N
+ 2EA
)
+
1
u3
(
σ0E
∂A
∂s
− A
[
σ0 +
∂u
∂s
])
.
(4.55)
Since neither (4.22) and (4.27) are explicitly dependent onN , (apart from the base flow
terms) nor are there any terms involving derivatives with respect to N we can include
the amplitude functions d0(N) and d1(N) and the same set of equations are satisfied.
These amplitude functions only change the eigenfunctions in (4.51) and (4.52) by some
constant factor and can be easily taken out accordingly. Hence we have Am, Bm in
terms of their new variables as
A0 = a0∂
2d0
∂N2
+ a1
∂d0
∂N
+ a2d0, (4.56)
A1 = d1A1 +Nd0Aˆ1, (4.57)
A2 = d0A2, (4.58)
B0 = b0∂
2d0
∂N2
+ b1
∂d0
∂N
+ b2d0, (4.59)
B1 = d1B1 +Nd0Bˆ1, (4.60)
B2 = d0B2, (4.61)
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where the additional variables can be located in appendix F. Hence (4.39) now becomes
ι0
∂2d0
∂N2
+ ι1
∂d0
∂N
+
(
ι2 + ι3N + ι4N
2
)
d0 = 0, (4.62)
where
ι0 =
∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
]
b0
2κu
+
∂
∂s
[
b0
2κu
]
+ a0
}
· υ0 ds,
ι1 =
∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
]
b1
2κu
+
∂
∂s
[
b1
2κu
]
+ a1
}
· υ0 ds,
ι2 =
∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
]
(B2 + Bˆ2)
2κu
+
∂
∂s
[
(B2 + Bˆ2)
2κu
]
+A2 + Aˆ2
}
· υ0 ds,
ι3 =
∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
] B1
2κu
+
∂
∂s
[ B1
2κu
]
+A1
}
· υ0 ds,
ι4 =
∫ C
0
(
2κ
u
){[
σ0 +
∂u
∂s
]
b2
2κu
+
∂
∂s
[
b2
2κu
]
+ a2
}
· υ0 ds,
with υ0 = υ0†e
∫ s
0 c0(s
∗)ds∗ . Equation (4.62) can be reduced further by rearranging ι1
and ι3. Therefore (4.62) becomes
∂2d0
∂η2
+
(
η2
4
− j
)
d0 = 0, (4.63)
where
η =
√
2ι4
ι0
N and j =
ι2
2
√
ι0ι4
. (4.64)
As you can see equation (4.63) is in the form of a well known equation called a We-
ber differential equation. This has solutions called parabolic cylinder functions. We
know that these solutions decay for large ±N . The disturbance only exists within a
small region around the elliptical streamline. We can find σ2 by solving the eigenvalue
problem of (4.63). If we have an ellipse of size a = 2.0 and b = 1.0, we have a
σ2 = 3.826 + 0.812i with the following eigenfunction.
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Figure 4.5: An example of the real part of the amplitude function, d0, with the rescaled
normal coordinate, η, for fixed a = 2.0 and b = 1.0.
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Figure 4.6: An example of the imaginary part of the amplitude function, d0, with the
rescaled normal coordinate (η) for fixed a = 2.0 and b = 1.0.
A solution has been found for an ellipse of size a = 2.0 and b = 1.0 which we
have found the corresponding amplitude function. Observing figures 4.5 and 4.6, we
notice that they both satisfy the boundary conditions and are both symmetric about
η = 0. This is expected since they are solutions of the Weber differential equation.
We have the temporal growth rate, the location of the instability and the behaviour
of the eigenfunctions in both the streamline and normal to the streamline directions.
Once we have obtained an analytical form of the streamlines, the same analysis can
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be performed as for the example problem of a circle and an ellipse. A reminder of the
steps involved
1. Solve the eigenvalue problem of equation (4.22) to find the leading order tempo-
ral growth rate σ0r.
2. Find the value of the integral condition of equation (4.34) is satisfied (i.e IN = 0)
- this gives the location of where the disturbance lies.
3. The next order growth rate term (σ2r) is calculated from the eigenvalue problem
of equation (4.63), with the total temporal growth rate given by σr = σ0r +
k−1σ2r.
4.3 Localised Streamlines
4.3.1 Circular streamlines
We calculate the value of the integral with different values of K. First we consider the
same problem as Bayly for a centrifugal-type instability, which he analysed circularly
symmetric streamlines and where the initial interest of this problem arisen.
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Figure 4.7: The value of the integral IN with varying K for a = 2.0 and b = 2.0.
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The location in space is shown in figure 4.8, which relates to the previous figure of
4.7, analysing the basic flow streamlines and indicating the location of the disturbance.
By applying this new analysis to the same problem which Bayly [6] analysed with
Figure 4.8: The analysed streamlines in blue ( ) lines with the location of the
instability represented as the red ( ) line for the circular streamlines with a = 2.0
and b = 2.0.
Floquet analysis, we have found the location of this instability. In figure 4.1 which is
at some distance K away from the centre of the vortex O′. For this example we have
K = 0.25 for IN = 0 to be satisfied as shown in figure 4.7. We can extend this theory
to elliptical streamlines since the circular streamlines are neutrally stable. We can do
this by increasing the radius, a, and seeing if we can find a similar region for an ellipse
for which this condition is satisfied.
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4.3.2 Elliptical streamlines
If we now focus our attention to an ellipse and we vary the parameter K such that we
have a family of ellipses, similar to the circular streamlines we can execute the same
approach.
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Figure 4.9: The value of the integral IN with varying K for a = 2.0 and b = 1.15.
We change the initial size of the ellipse and investigate whether there are more ellipses
for which this condition is satisfied. We can see that with a = 2.0 and b = 1.8 this
instability has arisen. We can see if this is the situation for ellipses of other sizes. We
focus on keeping the axis fixed at b = 2.0, a = 1.8 and vary K so we have a family
of streamlines with the same a/b ratio. Two examples of different sized ellipses are
shown in the following two figures. In figure 4.10a the location of the disturbance is
similar to figure 4.8 but we note that they have comparable values for the axes. As we
decrease b we notice that the location of the disturbance gets further away from the
origin of the vortex, O′.
Chapter 4. Three-dimensional short-wave instabilities developing on general
two-dimensional closed streamlines 165
−4 −3 −2 −1 0 1 2 3 4−4
−3
−2
−1
0
1
2
3
4
(a) a = 2.0, b = 1.8.
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(b) a = 2.0, b = 1.08
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(c) a = 2.0, b = 1.04
Figure 4.10: The analysed streamlines in blue ( ) lines with the location of the
instability represented as the red ( ) line for ellipses.
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We can do this for many sized ellipses. Even if the axes are reversed the same results
can be obtained. The location where the disturbance exists can be plotted for various
different ellipses as seen in figure 4.11.
Figure 4.11: Relationship between a∗ and b∗ for the condition of IN = 0 with a∗ =
aK1/2 and b∗ = bK1/2.
We have introduced new variables a∗ and b∗ which determine the location of the distur-
bance for the minor and major axes, which are given by a∗ = aK1/2 and b∗ = bK1/2.
Figure 4.11 demonstrates the values at which this condition is satisfied. There is a
symmetry between a∗ and b∗. We can see that it does not matter which direction the
ellipse is stretched - the same location is discovered and hence a and b are interchange-
able. The midpoint of the figure 4.11 occurs at a∗ = b∗ = 1.41. This has a circular
streamline and is more likely be stable. From figure 4.11 we observe that as a∗ or b∗
increases inK, we have a linear relationship between them. The gradient of these lines
are 2/5 and 5/2, respectively. Therefore, there are no isolated regions where the basic
flow becomes singular. We use these values of a∗ and b∗ for our next calculation of the
temporal growth rate.
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Figure 4.12: Next order growth rate, σ2r, with the major axis, a∗.
We see in figure 4.12 that for a∗ < 1.45 the disturbance is stable. Then between
a∗ = 1.45 and a∗ = 2.84 there is an unstable region. Hence, for this family of ellipses
the disturbance propagates, whereas for a∗ < 1.45 or a∗ > 2.84 no instability arises.
As a consequence of this, even though these two constraints on a∗ satisfy the integral
condition, the disturbance will be stable along the maximised streamline. This agrees
with what Bayly stated - that at some distance K away from the centre of the vortex
core - there exists some instability.
4.4 Elliptical Instability
Bayly formulated this problem from a theoretical standpoint by using a mathematical
approach to this hypothesis. Following the work of Bayly the ensuing elliptical core
vortex flow is considered
u(x, y, z) = Ω(Ey,E−1x, 0), Ω > 0, E ≥ 1, (4.65)
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where E is defined as the eccentricity. In this definition, if E = 1 then we have
a circular streamline. Implementing this definition into our analysis using equation
(4.17), we can compare results with Bayly and Pierrehumbert.
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Figure 4.13: Maximum instability growth rate as a function of E. The curve, E, is de-
fined by equation (4.68) from Bayly’s paper [5] with (◦) the results of Pierrehumbert’s
spectral calculation [70] and (×) our calculation with k = 1000.
There appears to be relative agreement between the three methods in figure 4.13. From
our earlier analysis we observed that as the a axis was stretched the instability become
more unstable as seen in figure 4.10. The situation is the same here. The key result
is that a relation exists between the eccentricity and temporal growth rate as shown in
figure 4.13. This isn’t the same as starting from a circular streamline and stretching
one of the axes. If one axis increased at a rate of E and the other one decreased
by an amount E−1, eventually this disturbance would be highly localised towards the
centre. This is a different disturbance, as mentioned before, because we have these
highly localised elongated elliptical streamlines to which the largest temporal growth
rate occurs for the longest and thinnest elliptical streamlines. It is reassuring that for
E = 1, which corresponds to a circular streamline, the temporal growth rate is zero - a
result that was found earlier. The difference between our theory and Bayly’s anaylsis
is that he imposed a perturbation of the form
(u′, p′) = (v(y), p˜(t))exp(ik(t)x), (4.66)
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By performing some manipulation, one can obtain a Floquet problem and the general
solution is of the form
v(t) = eσtf(Ω(t− t0)), (4.67)
where f(φ) is periodic with period 2pi and consists of a superposition of Floquet
modes. By performing some linear algebra and matrix manipulation, Bayly found
the temporal growth rate (σ) to be given by
σ(E, θ) =
Ω
2pi
lnµ(E, θ). (4.68)
This disturbance is known as the elliptical instability, which originates when a vor-
tex exists within a strain field and then the streamlines become elliptical. The linear
growth rates scale with the strain rate for this three-dimensional instability to which
the flow becomes convoluted due to the small scales involved. This mechanism is re-
lated to the understanding of turbulence because it can represent a simple model for
secondary instabilities, since the elliptical instability acts on a two-dimensional vortex.
Therefore a process has been generated whereby large scale coherent two-dimensional
structures propagate via complex three-dimensional mechanisms. This provides an ex-
plicit transfer which contributes to transition of flows such as wakes and vortex pairs.
A more detailed discussion about elliptical instabilities can be found in [51].
4.5 Generalised Two-Dimensional Closed Streamlines
We are not limited to simple streamlines such as circular or elliptical ones, which we
have used for our analysis thus far. We can extend this theory to include any symmetric
closed streamline. The meaning of symmetry, in this case, is that the streamline is
symmetric about one axis.
4.5.1 Symmetrical Two-Dimensional Closed Streamlines
We first look at a few examples of symmetrical streamlines and what impact they have
on the temporal growth rate.
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Figure 4.14: (a) Two-dimensional symmetrical (about x = 0) closed streamlines. (b)
Corresponding symmetrical streamline growth rates with spanwise wavenumber k.
4.5.2 Non-symmetrical Two-Dimensional Closed Streamlines
We can also see the effect of non-symmetrical streamlines by considering a few exam-
ples. This can be shown below.
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Figure 4.15: (a) Two-dimensional non-symmetrical closed streamlines. (b) Corre-
sponding non-symmetrical streamline growth rates with spanwise wavenumber k.
In figure 4.14a we have imposed a circular streamline, which is shown as the solid line
for a reference to compare with other symmetrical streamlines in figure 4.14a. In our
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earlier analysis for any spanwise wavenumber the disturbance is stable for a circular
streamline as displayed in figure 4.14b. The structure of the streamline can change
accordingly to a tear function - we see this in figure 4.14a - and we see the impact of
the temporal growth rate of this streamline in figure 4.14b. The growth rate becomes
positive when the spanwise wavenumber is around 300. Therefore, taking this into ac-
count the high wavenumber asymptotic disturbance is unstable for this streamline. An-
other example of a symmetric streamline is given in figure 4.14a, a triangular shaped
streamline. This new streamline increases the growth rate compared with the other
streamlines, and the growth rate becomes positive for smaller spanwise wavenumbers.
It is clear that the temporal growth rate changes with different shaped streamlines and
is very sensitive to these changes.
We have only discussed symmetric streamlines thus far but what would happen if non-
symmetric streamlines could be analysed in the same manner? It is possible to achieve
this in our framework - we consider a few examples of these as seen in figure 4.15a. In
figure 4.15a we see a variety of different streamlines producing very different growth
rates shown in figure 4.15b. As with the symmetric streamlines, it seems that the
growth rate is very sensitive to subtle changes in the streamline. By comparing fig-
ures 4.14b and 4.15b we see that the non-symmetric streamlines have larger temporal
growth rates than symmetric ones, however, this might not be true for all streamlines.
But we must note that the streamline represented by the solid line in figure 4.15a has a
discontinuity that possibly makes the temporal growth rate to be large. This might be
a numerical instability and we need to be aware of this to minimise any discrepancies.
Therefore we need to eliminate any discontinuities that might occur. We can model
any two-dimensional closed streamline in this way as long as an analytical form can
be obtained, which we now consider a streamline within a cavity.
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4.6 Flow inside a Cavity.
We are interested in the global stability properties of streamlines within the cavity with
a prescribed imposed flow (for an open cavity). An example would be for instance a
shear flow, over a cavity which produce vortices inside inside the cavity. The max-
imised streamline can be modelled in a similar way to the elliptical instability - this
streamline refers to the location where the instability exists. The distance between the
wall and streamline needs to be considered as well as the imposed velocity. We can
apply this theory to any streamline, as seen in figures 4.14a and 4.15a (both symmetric
and antisymmetric streamline). Therefore we can extend this analysis to examine the
streamlines generated within the cavity.
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Figure 4.16: Frame of reference and flow configuration of a square cavity. Consisting
of the recirculating flow inside the cavity and the shear layer above, there is an imposed
velocity, Uim, and the cavity has a depth D and length L.
First we consider a closed cavity with no imposed flow conditions.
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Figure 4.17: Streamlines within a square cavity. The DNS data was provided by Qadri
[74] at Re = 787.
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Figure 4.18: The value of the integral IN with varying KC for closed square cavity.
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Figure 4.19: The value of the integral IN with varying KC for closed square cavity for
a smaller range of KC .
In figure 4.18 we see initially that IN values are quite large to what we have experi-
enced before and we observe IN rapidly decreasing.. We decrease the range for IN and
see that the condition is satisfied for Kc = 0.43103 in figure (4.19). We can see this
location in space with the basic flow streamlines, as we did for the previous analysis.
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Figure 4.20: (a)The analysed streamlines in blue ( ) lines with the location of
the instability as the red ( ) line for the square cavity streamlines. (b)Wavemaker
with superimposed base flow streamlines at Re = 787 obtained with DNS provided by
Qadri [74].
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We have found the location of the disturbance as seen in figure 4.20a. By comparing
figure 4.20a with figure 4.20b we see that there is agreement with regarding location
of the instability. It does not predict the location where the disturbance is most dan-
gerous. This could be due to discrepancies between the methods, since we have a high
wavenumber asymptotic method and the numerical approach considers wavenumbers
of several magnitudes smaller. We note in figure 4.20b that the streamlines do not
represent the streamlines of the actual flow - this could be slightly misleading. As dis-
cussed before these streamlines are the basic flow which we are analysing. The idea
was to compare with the location of the theoretical prediction. We are interested in the
magnitude of the temporal growth rate, therefore we solve (4.63) to find σ2.
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Figure 4.21: The temporal growth rate σr with different streamlines.
Observing figure 4.21 we notice that a turning point occurs for Kc ' 0.45. For any
streamline Kc > 0.49 is stable since σ2r < 0 and therefore has a stabilising impact on
the total growth rate. We notice that the location of the disturbance doesn’t correspond
to the maximum growth rate but it appears that the maximum growth rate is near the
location of the most dangerous instability mode within the cavity. This seems to be
in qualitative agreement with the DNS results. Therefore the asymptotic theory can
correctly predict the location of this instability and how dangerous it can be within the
cavity. The most dangerous mode refers to the mode with the largest temporal growth
rate. We are interested in how the eigenfunctions (Vˆ0(s)) change for these different
streamlines, in particular, this location of the instability. We note that the point at we
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start our analysis is shown in figure 4.1.
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Figure 4.22: Absolute value of the streamwise eigenfunction Vˆ0 with the streamwise
coordinate at Kc = 0.1.
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Figure 4.23: Absolute value of the streamwise eigenfunction Vˆ0 with the streamwise
coordinate at Kc = 0.40.
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Figure 4.24: Absolute value of the streamwise eigenfunction Vˆ0 with the streamwise
coordinate at Kc = 0.414.
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
−8
−6
−4
−2
0
2
4
6
8
x 10−3
Figure 4.25: Absolute value of the eigenfunction in y for the square cavity with super-
imposed basic flow streamlines in the cavity from DNS results.
In figure 4.22 we see that there is symmetry about the midpoint in s. We would expect
this behaviour since the core is similar to an elliptical streamline. As we change the
streamline location, the streamlines develop a pinch point in the corner and therefore
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dissociate with an elliptical streamline shape. However, in figure 4.23 the eigenfunc-
tion is still symmetric about the mid point. Symmetry breaks when Kc ' 0.41, which
corresponds to non-symmetrical streamlines appearing. We see that the behaviour of
the eigenfunction in figure 4.24 resembles that of the DNS results in figure 4.20b. We
start at the same location is shown in figure 4.1 which quality agrees with the DNS
results. However, the only difference is where the maximum instability occurs. It does
predict where the disturbance lies, just not the location of largest growth of the cavity
mode. It indicates the locations of the maximum and minimum temporal growth rates.
As we move anti-clockwise we see in figure 4.20b that the disturbance lies close to
the left wall of the cavity and on the right hand side there is no activity. Figure 4.24
isn’t an exact representation of the instability that is propagating along the streamline
but gathers the nature of the behaviour inside the cavity. We see that there is an initial
increase in the eigenfunction near where the disturbance is located and as we move
along the streamline the eigenfunction decreases in amplitude.
We can see the amplitude function at the streamline. We take the absolute value and
see that the disturbance decays far away.
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Figure 4.26: Absolute value of the amplitude function, d0, along the normal coordinate
to the streamline.
In figure 4.26 we observe the behaviour of the disturbance away from the streamline
and we also see that it satisfies the far-field condition, where the disturbance has the
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decay near the cavity wall. We can extend the length by four such that we have at a
closed cavity of L/D = 4.
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Figure 4.27: Basic flow streamlines within a rectangular cavity at Re = 289 with
L/D = 4. The DNS results were provided Qadri [74].
From figure 4.27 we see that there is a large vortex similar to the square cavity stream-
lines but regions of recirculation exists at several locations near the wall at x ∼ 0.
We notice that this vortex lies close to the right wall of the cavity. The main vortex is
stretched so the streamlines are very different to the square cavity, therefore we should
expect very different results. We perform the same calculation as we did for the square
cavity and observe the IN condition for different streamlines.
0.31 0.315 0.32 0.325 0.330
20
40
60
80
100
Figure 4.28: The value of the integral IN with varying KC for a rectangular cavity for
a smaller range
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Observing figure 4.28 the condition has been satisfied for Kc = 0.32132. We can now
plot the streamlines and highlight the neighbourhood of the disturbance as we did for
the square cavity. We observe in figure 4.29 that this location is situated far closer to
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Figure 4.29: The analysed streamlines in blue ( ) lines with the location of the
instability as the red ( ) line for the rectangular cavity streamlines.
the centre of the vortex than the previous result. This is due to the different streamlines
involved producing a different structure.
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Figure 4.30: Absolute value of the eigenfunction in y for the rectangular cavity with
superimposed basic flow streamlines in the cavity from DNS results.
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Figure 4.31: The temporal growth rate, σr, with different streamlines.
Observing figure 4.31 we notice that a turning point occurs for Kc ' 0.35. For any
streamline Kc > 0.47 is stable since the growth rate is negative. We notice that the
location of the disturbance doesn’t correspond to the maximum growth rate but it ap-
pears the maximum is near the location of the most dangerous instability mode within
the cavity. This seems to be in qualitative agreement with the DNS results and there-
fore the asymptotic theory can correctly predict the location of this instability and how
dangerous it can be within the cavity. All disturbance activity is concentrated near the
right wall of the cavity as we see the vortex situated there.
Thus far we have only discussed cavities that are closed. We next consider an open
cavity with the dimensions of L/D = 2. The open cavity will have a developing
boundary layer over the top which will prescribe some flow condition at the top layer.
However, we are only interested in the structure of the streamlines that develop for this
situation.
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Figure 4.32: Streamlines within an open cavity at Re = 1500. The DNS data was
provided by Qadri [74].
We notice that figure 4.32 appears to resemble streamlines to a closed square cavity
streamlines, with a small recirculation region near the wall at x ∼ 0. We can now find
the location of the disturbance.
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Figure 4.33: The value of the integral IN with varying KC for an open cavity for a
smaller range
In figure 4.33 where the condition has been satisfied forKc = 0.51262 as with previous
analysis.
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Figure 4.34: The analysed streamlines in blue ( ) lines with the location of the
instability as the red ( ) line for the open cavity streamlines.
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Figure 4.35: Absolute value of the eigenfunction in y for the open cavity with super-
imposed basic flow streamlines in the cavity from DNS results.
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Figure 4.36: The temporal growth rate (σr) with different streamlines.
We notice in figure 4.36 that the growth rate is smaller than for the closed cavities. The
behaviour is different than for the previous two studies due to the area of where the
instability is located. There is a turning point near the centre, Kc ' 0.1, but there is no
indication from the analysis that the disturbance is within that region. There could be
several reasons for this difference. The first is that the Reynolds numbers are different
for each cavity. The open cavity has a much larger Reynolds number compared to the
closed cavities studied here. We notice the streamline becoming quite flat near the top
of the cavity due to the imposed velocity. This is promising since we have located the
instability (in the region to similar to the square cavity) and is located near the outer
streamlines within the cavity.
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4.7 Conclusion
The initial interest in this problem was due to the creation of a general framework
for analysis of two-dimensional streamlines, which are subject to a temporal instabil-
ity. There are many problems that occur for these types of flow, such as modelling
turbulence or separation bubbles. Here we formulate this problem in a more general
formulation, where we consider curvilinear coordinates acting along and normal to the
streamline. We considered a high wavenumber limit in our prescribed expansion. We
used the same assumptions as Bayly [6] which are that the flow is unbounded and in-
compressible fluid with a temporal disturbance propagating near the streamline. We
addressed this problem by using asymptotic analysis and used an asymptotic expan-
sion for the temporal wavenumber. By solving the various order equations to find the
temporal wavenumbers we could obtain an overall growth rate, which depended on the
spanwise wavenumber.
Years later Bayly [6] studied the classical Rayleigh instability theory applied to gen-
eral two-dimensional flows, in particular, a centrifugal-type instability with closed con-
vex streamlines. Due to certain conditions where the Floquet exponent is maximised
around some localised streamline K, away from the centre of the vortex, is obtained
and a range of short-wave three-dimensional instabilities arise. We construct similar
arguments but with our general curvilinear framework. The condition we conceive de-
pends on minimising an integral which has been derived from our analysis. Due to this
condition in our approach, results show that there is a class of streamlines at a distance
K away from the centre of the vortex O′ where the disturbance exists on this stream-
line. However, the results indicate only a certain number of these elliptical streamlines
exist where the disturbances are unstable.
For our analysis we typically started with a circular streamline and extended one axis
to create an elliptical streamline. We considered the stability of a circular streamline
for validation purposes since studies of the flow are well documented. We analysed
these streamlines and found that they are neutrally stable, which was already known
[70], [5]. We were then interested in elliptical streamlines because of intrigue in closed
two-dimensional streamlines for secondary instabilities, and one particular interest is
the elliptical instability. This disturbance re-emerged in the 1980s in light of studies
by Pierrehumbert [70] and Bayly [5]. Pierrehumbert provided an eigenvalue solver
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approach to relate the eccentricity of the ellipse and temporal growth rate. Whereas
Bayly approached this problem via Floquet analysis and obtained results that agreed
with Pierrehumbert’s numerical findings. They found that a relation exists between the
eccentricity and temporal growth rate - as the eccentricity increases then so does the
temporal growth rate. But we note that as one axis increased at a rate of E and the
other one decreased by an amount of E−1 (where E is the eccentricity), eventually this
disturbance would be highly localised towards the centre. Therefore the largest growth
rate would correspond to a long thin vortex. For a circle the temporal instability is
neutrally stable, however, as E increases so does the growth rate. In figure 4.13 we ob-
serve the all three methods are in agreement. Interestingly our results tend to lie closer
to Pierrehumbert’s numerical findings than Bayly’s result. Bayly [6] demonstrated this
in terms of eccentricity of a circle is equal to 1 and the temporal growth rate is σ = 0,
featured in figure 4.13. Therefore we know our approach is consistent with previous
studies.
Thus far we have only discussed elliptical streamlines, but our theory can be extended
to any two-dimensional closed streamline. We can study streamlines existing within a
cavity for aero-dynamical purposes. We demonstrated that this analysis could work for
non-elliptical streamlines, as featured in figure 4.14a, and the growth rates can be easily
calculated, as shown in figure 4.14b. We aren’t just limited to symmetrical streamlines
about x = 0 or y = 0, non-symmetrical streamlines can be studied too. By inspect-
ing figure 4.15b we see that the growth rates of the corresponding non-symmetrical
streamlines of figure 4.15a can be determined. Therefore we can develop this theory
to encompass any two-dimensional closed streamline. We can analyse the streamlines
in the same way as we did previously. First we start with a simple square closed cav-
ity with Re = 787. The DNS results were provided by Qadri [74] and from the data
provided for our analysis an algorithm was created in order to read the DNS data to
select a certain streamline to analyse. Once this data was collected, a spline between
the points was used to apply the theory. We discovered a similar inherent structure,
that an instability exists at some distance K, from the centre of the vortex/cavity O′.
We discovered the location where the instability arises and agrees with the numerical
results, as shown in figure 4.20a compared to figure 4.20b. Qadri performed bi-global
analysis with Re = 787 for the square cavity and we notice that the location where the
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instability is most unstable. This corresponds to the streamline which we have found
which the result can be shown in figure 4.20b. The agreement where the instability lies
isn’t exact, since for our analysis we have a high wavenumber limit and the numerical
approach uses O(1) wavenumber. The eigenfunctions in figure 4.24 indicate the re-
gion where the disturbance propagates and qualitatively agrees with the DNS results.
This work was be extended to encompass different cavity sizes and numerous imposed
velocities. Firstly, a rectangular cavity with the dimensions of L/D = 4 andRe = 289
was considered. The instability was predicted to be in the correct area of the cavity
and seemed to be in qualitative agreement. An open cavity was analysed next with the
dimensions of L/D = 2 and with Re = 1500. Again, using this theoretical approach,
the streamline where the instability lies was envisaged in the precise region. Further
analysis could be performed to create a family of different cavities and imposed veloc-
ity, but we have demonstrated that the theory correctly predicts where this instability
will occur.
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Conclusion
We developed a good prediction method for calculating the streamwise growth rate and
stability characteristics of crossflow vortices with surface curvature variations. The
asymptotic theory correctly predicts the growth rates which were determined from the
PSE & VV methods. This includes both stationary and travelling crossflow vortices.
For a flat surface, a two-term asymptotic prediction was used and with curvature ef-
fects an additional term is included in this theory. A comparison with PSE with a
small amount of convex curvature was made and streamwise growth rates were cor-
rectly predicted. We analysed both forms of surface curvature, convex and concave.
Our results will show that a crossflow vortex over a concave surface destabilises and
vice versa for the convex curvature, as noted by Malik & Masad [59]. We were not
interested in concave curvature due to the destabilisation it causes to the crossflow
disturbance, nonetheless, we found some interesting stability properties with convex
curvature. First, we found that small convex curvature was enough to stabilise the
stationary modes. This had the same impact for small to moderate frequencies for
travelling modes. However, for high frequencies the addition of small convex cur-
vature has little impact on stabilising this disturbance. Interestingly, as the curvature
term, κC , is increased it causes destabilisation for all high frequencies, but eventually
for κC  1 all travelling modes are stable. Another interesting result showed the sta-
bility characteristics of two travelling modes. We considered a moderate frequency and
a high frequency in a dispersion relation between the streamwise growth rate and the
spanwise wavenumber. In the case of stationary crossflow vortices we have a limited
number of spanwise wavenumbers corresponding to positive growth rates, whereas for
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travelling modes when including small convex curvature in the analysis the amount
of spanwise wavenumbers corresponding to the streamwise growth rate increases. As
the frequency increased this region of spanwise wavenumbers expanded for smaller
curvatures.
Therefore it seems that you can calculate a few integrals in the three-term method and
it will be enough to capture the effects of PSE with little computational time. In sum-
mary, we show that small positive curvature relating to a convex surface stabilises the
crossflow disturbance on a swept wing using three-term viscous-curvature theory. This
method has been validated with PSE [63] and VV [95] methods.
We understand how the crossflow disturbance grows downstream with various curva-
tures but how effective are certain mechanisms in producing an instability within the
boundary-layer. We performed receptivity analysis to analyse flat and curved surfaces
with a roughness bump. We used residue calculus to calculate the inverse Laplace
transform and to evaluate the poles. From this we calculated the response function
which gave us information about the receptivity and efficiency of the process. We
found that stationary crossflow vortices have larger values of the response function
than travelling modes for a flat surface. This is also true for both convex and concave
surfaces but with one exception, towards the trailing edge of the wing the response
function with a high frequency is larger than the stationary one. Close to the leading
edge adding concave curvature seems to be the most efficient receptivity mechanism
for the stationary and travelling crossflow modes. However, further downstream con-
vex curvature is a more effective mechanism compared to concave curvature.
Interestingly, for moderate frequencies there is a minor change between all three re-
sponse functions of flat, convex and concave surface curvature. This includes consid-
ering both downstream streamwise behaviour and the range of spanwise wavenumbers
of the response functions. In the high frequency limit the largest response is from
the convex and concave response functions . Both convex and concave curvatures en-
hanced the response function compared to the flat surface case, but the largest response
is due to convex and convex curvatures with small spanwise wavenumbers and a high
frequency. This particular case has not been mentioned in the literature and could
give some insight into travelling modes with surface deviations. This would be espe-
cially useful for experiments. Most experiments cannot achieve flight-like conditions
Chapter 5. Conclusion 190
because of the high turbulence levels due to the environment they are performed in.
Therefore when considering a geometry with concave surface variations a careful ap-
proach needs to be considered if travelling crossflow modes are active within the flow,
due to the large response function for moderate spanwise wavenumbers.
The interest in new technology is ever growing within the business of aerodynamics.
There are always new ways to improve efficiency of the current devices. We extend
our previous analysis to include and understand one of these new technologies, the
plasma actuator. The plasma acts as a roughness bump on the surface of the wing and
we find the shape of this plasma for our analysis. For this new problem we derived
the plasma equations from Maxwell equations and solved them using a FTCS method,
until a steady state solution was formed. We then used an algorithm to determine the
boundary of the plasma in order to find the Fourier transform of it to evaluate the re-
sponse function. We then changed the frequency and voltage and found that small
height and small width had the largest response function (corresponding to small volt-
age and small frequency). We did a parametric study to find the optimal configuration
but this is time consuming and was not be discussed in this study. This could not be
feasible in the next few years due to the heights of the plasma at which experiments
have achieved, they would trigger separation at the leading edge. However, the point
of this study was to understand if this could be possible to control the crossflow dis-
turbance in this way. This has not been studied in the context of the crossflow vortex.
The control aspects of the plasma actuator could benefit the laminar-turbulent transi-
tion location if the heights were a few orders of magnitude smaller.
Thus far we have only discussed primary instabilities. Next we turn our attention to
secondary instabilities subject to temporal disturbances. We formulated a problem to
analyse two-dimensional streamlines of secondary instabilities. This can encompass
many areas within fluid dynamics but we first discuss our primary interest that is in
the elliptical instability, which has been linked to turbulent studies over the years. We
formulate this problem using general curvilinear coordinates and study the temporal
stability of the two-dimensional streamlines. We used the same assumptions as Bayly
[6] used: the flow is unbounded and incompressible fluid with a temporal disturbance
propagating along the streamline. We developed an asymptotic method to understand
the behaviour of the disturbance along and across this closed streamline in a high
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wavenumber limit, since we were analysing short-wave instabilities.
The initial interest in this problem came from a paper by Bayly [6], who analysed a
centrifugal-type instability with closed convex streamlines. Our analysis indicates that
a range of short-wave three-dimensional instabilities arise at some distance K away
from the centre of the vortex on a streamline, due to certain conditions of the Floquet
exponent is maximised at this location. With a different analytical approach we were
able to obtain the location of this disturbance analogous to Bayly’s [6] result. The ex-
istence of these instabilities occurs in a location where this condition is minimised and
a class of closed streamlines at this distance are found.
Due to the interest in turbulence Pierrehumbert [70] found this instability from a
strained vortex, which was inviscid and unbounded. A relationship between the tem-
poral growth rate and eccentricity of the ellipse was discovered using an eigenvalue
solver. In a different paper, Bayly [5] quantified this using Floquet analysis and found
agreement with Pierrehumbert’s results. Using a more general approach with a change
of coordinates on the streamlines and with the use of asymptotic analysis, we obtain
results that agree with Pierrehumbert [70] and Bayly [5]. The results indicate that the
asymptotic approach lies closer to Pierrehumbert’s[70] results than Floquet analysis.
With this framework, we can make predictions for similar problems in order to find
where the instability is located. This can be helpful for many situations such as separa-
tion bubbles or steps where closed two-dimensional streamlines are formed. However,
for our study we are interested in deviations along a swept wing and a common sur-
face imperfection is a cavity. Within a cavity two-dimensional closed streamlines can
develop with some imposed velocity conditions. It is helpful to know where the most
dangerous mode occurs within the cavity for aero-dynamical purpose. We found that
they grow and interact with the boundary-layer. We analysed a closed square cavity at
Re = 787 and L/D = 1. We investigated applying this asymptotic method to the basic
flow cavity streamlines, which we compared with numerical results. The theoretical
prediction provides a qualitative location of the region where the disturbance was most
dangerous as indicated by the DNS results provided [74]. We observe the behaviour
of the eigenfunction along the streamline at which the disturbance is located and no-
tice good agreement with the numerical findings, but there is some discrepancy where
the disturbance is at a maximum within the cavity. The differences occur due to the
Chapter 5. Conclusion 192
asymptotic theory using a high wavenumber limit k  1, whereas the numerical ap-
proach uses an order one wavenumber. Due to the disturbances being short-wave, the
only analysis that can be performed is a high wavenumber approach and therefore the
differences are unavoidable. We were not just limited to a square cavity and this can be
extended further by looking at two examples. The first was a cavity with L/D = 4 and
Re = 289 and a similar prediction was made. The final one was to consider an open
cavity with Re = 1500 and L/D = 2. As with previous cases, the asymptotic theory
correctly predicts the location of the instability. The theory exists to give an indication
as to where this disturbance is located. To understand the underlying mechanism that
there exists short-wave three-dimensional instabilities arise at some distance K away
from the centre of the vortex for closed two-dimensional streamlines. Hence this ap-
proach can be extended to include a wide range of two-dimensional streamlines subject
to three-dimensional short-wave instabilities.
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Appendix A
Boundary-layer equations
From the equation (1.4) we have
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 =⇒ U∞
L
∼ U∞
δL
=⇒  = δ−1.
By substituting the non-dimensional quantities of (1.10) and (1.11) into (1.3) and (1.4)
we obtain the following set of equations:
u∗u∗x∗ + v
∗u∗y∗ + w
∗u∗z∗ = −p∗x∗ +R−1(ux∗x∗ + uz∗z∗) + uy∗y∗ , (A.1)
0 = −p∗y∗ , (A.2)
u∗w∗x∗ + v
∗w∗y∗ + w
∗w∗z∗ = −p∗z∗ +R−1(wx∗x∗ + wz∗z∗) + wy∗y∗ , (A.3)
u∗x∗ + v
∗
y∗ + w
∗
z∗ = 0, (A.4)
with boundary conditions of
u∗(0) = v∗(0) = 0 u∗(Re1/2) = 1. (A.5)
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Due to the scalings involved, the pressure is independent from the normal coordinate.
In dimensional form for which Prandtl formulated his problem we have
uux + vuy + wuz = −1
ρ
px + ν(uxx + uzz) + uyy, (A.6)
0 = −1
ρ
py, (A.7)
uwx + vwy + wwz = −1
ρ
pz + ν(wxx + wzz) + wyy, (A.8)
ux + vy + wz = 0, (A.9)
with boundary conditions of
u(0) = v(0) = 0, u(Re1/2) = U∞. (A.10)
These are the steady Prandtl boundary layer equations in three dimensions. We can
eliminate the pressure with the aide of Bernoulli’s equation such that
−1
ρ
∂p
∂x
= ue
∂ue
∂x
+ we
∂we
∂x
,
−1
ρ
∂p
∂z
= ue
∂ue
∂z
+ we
∂we
∂z
,
with ue and we denoted as the freestream velocities in the streamwise and spanwise
directions, respectively. The freestream spanwise velocity is approximately constant
(we ∼ W∞) but the streamwise velocity is dependent on the streamwise coordinate
such that ue = Ue(x). With these assumptions in mind, we are left with
uux + vuy + wuz = ue
∂ue
∂x
+ ν(uxx + uzz) + uyy, (A.11)
uwx + vwy + wwz = ν(wxx + wzz) + wyy, (A.12)
ux + vy + wz = = 0. (A.13)
These are the boundary-layer equations.
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Shooting Method
We consider an ODE of the form
U ′′ = F(X ,U ,U ′), X ∈ (A,B). (B.1)
with the following boundary conditions
U(A) = α, U(B) = β. (B.2)
The function U(X ) is unknown and is called a two-point boundary value problem.
This problem of (B.1) is difficult to solve because of the separate boundary conditions.
A method of finding a solution to this problem, we can write it in the form of a coupled
pair of nonlinear first order ODEs such as
U ′ = V ,V ′ = F(X ,U ,U ′), (B.3)
with the following boundary conditions
U(A) = β, V(A) = U ′(A) =?. (B.4)
The problem of (B.3) cannot be solved since the boundary conditions are unknown for
V , as seen in (B.4). Therefore we consider the initial value problem (IVP) of
U ′′ = F(X ,U), X ∈ (A,B), (B.5)
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with
U(A) = α, (B.6)
where
U(A) = (U(A,V(A) andα = (α,S). (B.7)
We let U1(X ) be a solution of IVP (B.5) then we have the following conditions
U(A) = α, U ′(A) = 0. (B.8)
Similarly, we let U2(X ) be a solution of IVP (B.5) then we have the following condi-
tions
U(A) = 0, U ′(A) = 1. (B.9)
The original BVP problem now has a solution in the form (B.1)
U(X ) = U1(X ) + SU2(X ), (B.10)
hence
U(B) = U1(B) + SU2(B) = β, (B.11)
therefore
S =
(
β − U1(B)U2(B)
)
, (B.12)
for a linear ODE [47].
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Appendix C
Long-wave Approximation
By observing the dispersion relation for α0 and γ0 we notice that α0 approaches zero
but never reaches it. This is due to the Newton method not converging as α0 approaches
zero. We need to investigate the behaviour of the dispersion relation as α0 → 0. Hence
we need to perform long wave analysis across the domain. Notice that the numerics do
not span the domain of figure 2.7 because they cannot be started at (α0i, γ0R) = (0, 0).
The far-field boundary condition is v0(∞) ∼ e−βζ (β2 = α02 + γ02) and will never
approach zero due to the inflexion point in the crossflow disturbance. Some analysis
is needed to understand the behaviour near α0, γ0 → 0 as discussed previously. For
clarification some renaming is needed such that v0 = v˜, to make the analysis more
comprehensive. We impose that α0 = kγ0 and let ζ = Y such that (2.41) becomes
U [v˜′′ − γ02(k2 + 1)v˜]− U ′′v˜ = 0, (C.1)
where U=kub + wb and k is a constant. Since the wavenumbers are small, there will
be a triple matching an outer inviscid layer, inner inviscid layer and the viscous wall
layer.
Outer
In this layer Y has to be rescaled such that Y = O(1). This implies ξ = γ0Y . Ob-
serving (C.1) as ξ →∞, U ′′ → 0, since this is from the base flow as discussed earlier.
Hence, we now have
v˜ξξ − (k2 + 1)v˜ = 0, (C.2)
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The solution to (C.2) is
v˜ = a1e
(
√
k2+1 )ξ + a2e
−(√k2+1 )ξ, (C.3)
since we want the disturbance to decay as ξ → ∞ then a1 = 0. As the solution of
(C.2) tends towards the inner solution (i.e., approaches zero), a Taylor expansion can
be used so that matching can be performed. Hence,
v˜ ∼ a2
[
1−
(√
k2 + 1
)
ξ +
(
k2 + 1
)
ξ2/2− · · ·
]
. (C.4)
Main
Since γ0  1 we can then use an asymptotic expansion of the form
v˜ = v˜0 + γ0v˜1 + · · · .
Substituting the expansion into (3.10) and collecting ordered terms to get the following,
O(1) : Uv˜′′0 − U ′′v˜0 = 0,
O(γ0) : Uv˜
′′
1 − U ′′v˜1 = 0,
O(γ0
2) : Uv˜′′2 − U ′′v˜2 = (k2 + 1)Uv˜0.
There has to be a careful choice regarding the solutions to O(1), O(γ0) and O(γ02)
equations due to the matching between the regions. Since bU is a solution to both
O(1) and O(γ0) then another solution needs to be found for O(γ0) equation such that
there is some Y dependence to match up with the outer solution. Hence the following
solutions are proposed
O(1) : v˜0 = b1U ∼ constant as Y →∞,
O(γ0) : v˜1 = b2U
∫ Y
0
1
U
2dY
1 ∼ Y as Y →∞,
O(γ0
2) : v˜2 = b4(k
2 + 1)U
∫ Y
0
1
U
2dY
∫ Y
0
U
2
dY 1 ∼ Y 2 as Y →∞.
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Wall layer
As demonstrated by Nield [65] v˜ can be expanded in a different way near a critical
layer such that if
(U − c)[φ′′ − α2φ]− U ′′φ = 0, (C.5)
then a solution to the Rayleigh equation is a modified Heisenberg expansion of,
φj(z;α
2, c) =
U − c
U ′c
∞∑
n=0
α2nqjn(z; c) (j = 1, 2),
where
q10 = 1, q20 =
∫
1
(U − c)2dz, qj,n+1 =
∫
1
(U − c)2dz
∫
(U − c)2qj,ndz,
with α2 = γ0, z = Y , c = 0 and U = U . Nield redefines the coefficients qjn in the
following way (near the critical layer),
q10 = 1, q20 =
1
z − zc+
U ′′c
Uc
ln(z−zc)− U
′′
c
2U ′c
−
∫ z
zc
[(
U ′c
U − c
)2
− 1
(z − zc)2
+
U ′′c
U ′c(z − zc)
]
dz,
qj,n+1 =
∫ z
zc
1
(U − c)2dz
∫ z
zc
(U − c)2qj,n(z)dz.
Now we just have to map the constants which are found via the viscous wall layer
problem. There is a critical layer within the inner inviscid layer near the wall therefore
we have,
v˜ =
U
U
′
(0)
+
U
U
′
(0)
√
(k2 + 1) γ0
{
1
Y
− U
′′
(0)k ln (Y )
U(0)
−
k
2U
′
(0)
−
∫ Y
0
(
U
′
(0)
U
2
− 1
Y 2
− k
U
′
(0)Y
)
dY
}
+O(γ0
2).
1From integration by parts,→ ∫ Y
0
1
U
2 dY =|Y0 YU2 −
∫ Y
0
Y
U
dY +O(Y 2) + ... and b1b3 = b4
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We want to understand the behaviour as Y → 0. We note from the base flow that
U(0) = 0. Therefore there exists a critical layer within the wall. Hence,
v˜ =
U(0)
U
′
(0)
+
U(0)
U
′
(0)
√
(k2 + 1) γ0
{
1
Y
− U
′′
(0)k ln (Y )
U(0)
−
k
2U
′
(0)
−
∫ Y
0
(
U
′
(0)
U(0)
2
− 1
Y 2
− k
U
′
(0)Y
)
dY
}
+O(γ0
2). (C.6)
Now we just have to map the unknown constants which are found via the viscous wall
layer problem. There is a critical layer within the inner inviscid layer near the wall,
therefore the following expansion from Nield [65] can be used;
v˜ =
U
Ak +B
[
1 + γ0
{
1
Y
− klnY
Ak +B
− k
2(Ak +B)
−∫ Y
0
(
Ak +B
U
2
− 1
Y 2
− k
(Ak +B)Y
)
dY
}]
+O(γ0
2), (C.7)
whereA,B are constants from the base flow boundary conditions of f ′′(0) = A ∼ 1.23
and g′(0) = B ∼ 0.57. Hence the solution to match onto the viscous layer is
v˜ = b1U + b2U
∫ Y
0
1
U
2dY + b2U
∫ Y
0
1
U
2dY + b4(k
2 + 1)U
∫ Y
0
1
U
2dY
∫ Y
0
U
2
dY,
(C.8)
with b1 = a2, b2 = a2
√
k2 + 1 and b4 = a2/2. Since γ0 = kα0 then using the velocity
matching condition, we obtain k = −0.9654 + 0.08745i. The comparison between the
long wave analysis and the Rayleigh stability solution is shown below.
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(a) (b)
Figure C.1: Dispersion relation for streamwise wavenumber, α0, and spanwise
wavenumber, γ0, with γ0  1.
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Appendix D
Hadamard Finite Part Integral.
If we consider the following Cauchy’s principle integral for N < Z <M
P
∫ M
N
F(T )
(T − Z)dT , (D.1)
where P as the Cauchy principle value and with the assumption that F(T ) is well
defined over the region of N < T < M. We say that this integral exists and is
differential with respect to Z then
∂
∂Z
(
P
∫ M
N
F(T )
(T − Z)dT
)
= =
∫ M
N
F(T )
(T − Z)2dT , (D.2)
Hence the Hardamard finite part integral has the following definition
=
∫ M
N
F(T )
(T − Z)2dT = (D.3)
lim
ˆ→0+
[∫ Z−ˆ
N
F(T )
(T − Z)2dT +
∫ M
Z+ˆ
F(T )
(T − Z)2dT −
2
ˆ
F(T )
]
, (D.4)
for N < Z <M [48].
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Appendix E
Secant Method.
The secant method is a root finding algorithm and is determined by the definition of
the derivative of a function F such that
F ′(Xn−1) ≈ F(Xn−1)−F(Xn−2)Xn−1 −Xn−2 , (E.1)
hence
F(Xn) ≈ F(Xn−1) + F ′(Xn−1)(Xn −Xn−1) = 0, (E.2)
then we have
F(Xn−1) + F(Xn−1)−F(Xn−2)Xn−1 −Xn−2 (Xn −Xn−1) = 0, (E.3)
therefore
Xn = Xn−1 − F(Xn−1)(Xn−1 −Xn−2)F(Xn−1)−F(Xn−2) . (E.4)
This is the secant method [73].
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Appendix F
Variables for Weber differential
equation
a0 =
σ0υ0
2uκ
+
∂υ0
∂s
2κ
,
a1 = −
∂u
∂N
u2κ
(
2σ0υ0 + u
∂υ0
∂s
)
,
a2 = − σ2
2uκ
{
σ0υ0 + u
∂υ0
∂s
}
,
+
1
uκ
{
∂2u
∂N2
∂υ0
∂s
}
− 3
∂u
∂N
2u2κ
{
∂u
∂N
∂υ0
∂s
}
+
(
∂2u
∂N2
− 1
u
( ∂u
∂N
)
2
2u2κ
)
{σ0υ0}
A1 = ∂
2υ1
∂s2
[ A
2κ
]
+
∂υ1
∂s
[
σ0A + A
∂u
∂s
− AE
2uκ2
+
B
2κ
]
+ υ1
[
− σ0AE
2u2κ2
+
σ0B
2uκ
− C
]
,
Aˆ1 = ∂υ0
∂s
[
σ0A
2
2u2κ
]
+ υ0
[
σ0
2u3κ
(
A
∂u
∂s
− u∂A
∂s
+ κEA − uAB
)]
,
A2 = ∂
2υ0
∂s2
[ C
2κ
]
+
∂υ0
∂s
[
Cσ0 + C
∂u
∂s
− CE
2uκ2
− 1
2κ
(
∂B
∂N
− 1
2
κ2
∂u
∂s
)]
+ υ0
[
−
(
∂B
∂N
− 1
2
κ2
∂u
∂s
)
σ0
2uκ
− σ0CE
2u2κ2
+ D
]
,
b0 = (1− σ0)υ0 − u∂υ0
∂s
,
b1 = − ∂u
∂N
∂υ0
∂s
,
b2 = −σ2υ0,
B1 = −σ0Aυ1,
Bˆ1 = σ0Aυ0
u2
,
B2 = −σ0Cυ0
u
.
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Appendix G
Cavity Spline Examples
As mentioned earlier we need the basic flow in an analytical form for our analysis.
Since the numerical data given is not in the structure we require, we create an algo-
rithm to read the DNS data for information about the streamlines. To select a certain
streamline we establish a parameter to control the thickness of the streamline in ques-
tion, denoted τ . The optimum parameter range for the thickness was for τ = 0.002,
initially. Using these points we can generate a spline for our basic flow and execute the
same approach as were done previously.
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Figure G.1: The points used for the streamlines with a thickness of τ = 0.002.
We use the points in figure G.1 and create a two-dimensional spline through them
as seen in appendix G. This method needs to be used due to the basic flow, u, and
curvature, κ, terms are in analytical form, which causes issues with the solution as
we shall outline here. An array was created for points from the DNS streamlines
in terms of x and y. Solving the eigenvalue problem of (4.22) did not resolve and
a suitable value for the eigenvalue σ0 was not found. There was no convergence of
the eigenvalues due to the ∂κ/∂s term becoming singular at certain locations in s.
Hence, using these splines for the streamlines we can apply the same approach and
see the results of these streamlines. We use the points in figure G.1 and create a two-
dimensional spline through them as shown below.
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Figure G.2: First spline example.
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Figure G.3: Second spline example.
219
Appendix H
DNS eigenfunctions in x for a variety
of cavities
Examples of the DNS eigenfunctions for various cavities considered in Chapter 4.
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Figure H.1: Absolute value of the eigenfunction in x for the square cavity with super-
imposed basic flow streamlines in the cavity from DNS results.
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Figure H.2: Absolute value of the eigenfunction in x for the rectangular cavity with
superimposed basic flow streamlines in the cavity from DNS results.
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Figure H.3: Absolute value of the eigenfunction in x for the open cavity with superim-
posed basic flow in the cavity from DNS results.
