Within the IEB framework, the Chair of Energy Sustainability promotes research into the production, supply and use of the energy needed to maintain social welfare and development, placing special emphasis on economic, environmental and social aspects. There are three main research areas of interest within the program: energy sustainability, competition and consumers, and energy firms. The energy sustainability research area covers topics as energy efficiency, CO2 capture and storage, R+D in energy, green certificate markets, smart grids and meters, green energy and biofuels. The competition and consumers area is oriented to research on wholesale markets, retail markets, regulation, competition and consumers. The research area on energy firms is devoted to the analysis of business strategies, social and corporative responsibility, and industrial organization. Disseminating research outputs to a broad audience is an important objective of the program, whose results must be relevant both at national and international level.
Introduction
Many countries have introduced policies to stimulate the production of electricity in a sustainable or renewable way 1 . The most popular policy is feed-in tariffs that provide green power producers a guaranteed price for their output. Under this policy, the government compensates a power producer for the difference between the guaranteed price and the market price of power. This policy reduces risk for sustainable energy producers and is therefore the most preferred policy by investors (Hofman and Huisman [2012] ). By definition, a feed-in tariff policy becomes more expensive for a government when power prices decline as producers have to be compensated for a larger gap between the guaranteed price and the market price. Amundsen and Mortensen [2001] , Jensen and Skytte [2002] and Fischer [2006] provide theoretical evidence that the introduction of renewable energy promotion policies has lead to lower electricity prices. These lower prices arise as sustainable energy supply as wind and solar have very low or even zero marginal costs as no fuel is needed to produce one additional unit of power. An increase of sustainable power supply in a price competitive energy market then results ultimately in lower energy prices. This effect introduces the following paradox. A feed-in tariff policy to stimulate sustainable energy becomes less sustainable in itself as the policy becomes more expensive when it successfully stimulates growth of renewable energy. Another implication of such a policy leading to lower power prices is that low energy prices reduce the revenues and profits for sustainable power producers in the case that a government would abandon the feed-in tariff policy and no longer compensates producers for the low energy prices. Sustainable energy then becomes less attractive as an investment opportunity and therefore reduces the supply of private capital to finance sustainable energy production. The theoretical results that sustainable energy policies lead to lower energy prices have been confirmed by Sensfuss et al. [2008] and Linares et al. [2008] who provide insight from simulation studies.
Empirical support for this claim are relatively scarce possible due to a lack of data as it takes a long time before these policies result in a large enough share of sustainable energy to observe this effect in market prices. Yet, Sáenz de Miera et al. [2008] , Jonsson at al. [2010] , and Gelabert et al. [2011] have examined the impact of renewables on wholesale electricity prices and provide empirical prove for the claim. For instance, Gelabert et al. [2011] examine the Spanish market between 2005 and 2009 and report that a marginal increase of 1GWh of renewable electricity production and cogeneration yields a 4% decline in electricity prices.
The motivation for this study is to provide additional empirical evidence on how the growth in production from low marginal costs sustainable energy sources such as wind and solar influences power prices. We do so by not studying this relation directly such as relating power prices to wind and solar supply in some model. We take an different route that might provide insight from an alternative perspective. We focus on hydro power. Hydro producers convert stored water in reservoirs into power in volumes and at moments that they prefer. This amount of stored water in the reservoirs increase from rain fall, from melting snow or from water pumped from rivers into the reservoirs. We argue that we can learn about how the market clearing price changes when more low marginal costs supply is added to the market by examining the variation in reservoir levels and it's impact on power prices. We reason that the marginal costs of hydro power production changes when the reservoir level changes. To see this, we see hydro capacity as a real option that hydro producers have to convert water into power. They decide to exercise the option to produce now based on the current power price and the expected opportunity loss that arises if they would use the water for producing at a later moment when prices might be higher. Therefore, the marginal costs of hydro power production is in fact equal to the value of a real option to delay production. This option is very valuable when the reservoir is almost empty. In this situation the marginal costs of hydro power is high as opportunity losses might be high as producing now implies an even lower inventory of water. The opposite holds when reservoirs are almost full. Torro [2007] states that hydro producers sell at lower prices when reservoirs are full as water may overflow which reduces the potential gains of producers. Hydro power producers are willing to sell against any (positive) price to prevent loosing water inventory from spill overs. Otherwise stated, the value of the real option to delay is almost zero. Therefore, the marginal costs of hydro production is low when reservoir levels are almost full and even zero when reservoir levels are full. Summarizing, the low marginal cost when the reservoirs are almost full is due to the low marginal value of water (worst case it must just flow out without any use). When the reservoirs are low, waiting to tap might be very profitable, hence the alternative cost is very high. This is particular true when it is a cold winter, when import is needed and coal/gas prices are high.
We believe that the relation between marginal costs of hydro power production and reservoir levels can be used to examine what would happen to the market clearing price when more power supply from low marginal costs sources such as wind and solar is added to the market. An increase in the share of these power sources is comparable to an increase in reservoir levels as an increase in reservoir levels reduces the marginal costs of hydro production. This methodology has drawbacks off course as it doesn't model the direct relation between wind and solar and energy prices. But the advantage of our approach is that we can learn by studying a mature market where there has been a major share of hydro production for a long time and therefore our results will suffer less from any effects due to changes in the supply side of the market. Hence, we believe that this methodology contributes to the empirical knowledge about the impact of renewable energy on energy prices. Our goal is therefore to empirically examine how the market clearing price changes in a market with hydro power when reservoir levels change. And according to the previous discussion, we expect that the adding more low marginal costs supply to the market (higher reservoir levels) lowers the market clearing price. To examine this, we construct a demand / supply model in which the supply curve is modeled as a function of reservoir level. We choose for this way of modeling instead of a direct (linear) regression analysis because we expect non linearities as the market clearing price might change due to variation in the level and convexity of the power supply curve due to variation in reservoir levels, consumption and prices of alternative power supply. This model is developed in the next section.
Our results show that variation in reservoir levels significantly change the level and convexity (price elasticity) of the power supply curve and therefore the market clearing price. For all consumption levels that we have observed in our Nord Pool sample, we show that an increase in reservoir level lowers power prices. And from this we conclude that more sustainable low marginal costs energy supply will reduce energy prices as an increase in reservoir levels is equivalent to an increase in low marginal costs supply in an energy market.
A demand and supply model for electricity
The market price of electricity in day-ahead and intra-day or imbalance markets is the outcome of the intersection of aggregated demand and supply stack submitted by electricity traders. Barlow [2002] and Bozoianu et al. [2005] model electricity market (wholesale) prices by specifying demand and supply curves and a stochastic demand process. They show that most characteristics of electricity prices, such as mean-reversion, time varying volatility and price spikes, can be explained by the combination of demand dynamics and the (time varying) structure of supply and demand curves.
Barlow [2002] assumes that supply is non random and independent of time. This a strong assumption that does not necessarily apply to electricity markets. For instant, the Nord Pool market, the market which prices we examine in this paper, depends to a large extend on supply from hydro producers. The amount of hydro capacity varies over time due to variation in the level of water available in reservoirs. Reservoir levels depend on rain fall and temperature, which determines the in-flow of water from melting snow. Hydro power capacity therefore varies over time and it does so in a forecastable (as weather patterns are forecastable) and stochastic (forecast errors) way. Reservoir levels thus determine supply capacity and it is very likely that the structure of the supply curve varies over time as a consequence. Bozoianu et al. [2005] make a similar observation and argue that the structure of the supply curve in the Californian power market varies over time due to varying capacity of non fuel based power supply, variation in gas prices, and power plant outages. As we are interested to examine how reservoir levels influence the market clearing price through the supply curve, we follow Bozoianu et al. [2005] and assume that supply curve may vary over time in such a way that the shape of the supply curve depends on available hydro power capacity (reservoir levels). Barlow [2002] and Bozoianu et al. [2005] model the supply curve as a function of price: the quantity offered given a price. Barlow [2002] uses a power function to structure the supply curve and Bozoianu et al. [2005] use an exponential function. We prefer the power function 2 . Our preference is based on that power prices exhibit spikes, sudden high or low prices, and, as a consequence, the price distribution function is fat tailed. We think that the power function, with power decay in the tails 3 , models the tails better than the exponential function. We differ from both studies as we model, for reasons of mathematical convenience, the supply curve as a function of quantity: the price charged given a specific quantity. This is in fact the inverse of the supply curve as modeled by Barlow [2002] and Bozoianu et al. [2005] . As long as this inverse exists, which we assume 4 , we believe that this assumption does not seriously influence our results.
We examine day-ahead prices: price of contracts that deliver power during one specific hour in the following day 5 . Let p t (s t ) represent the supply curve: the price quoted on day t for delivery of s t MW of power during hour h in day t + 1 6 . We use the subscript t in p t to stress that we allow the structure of the supply curve to vary over time. The power supply curve that we, based on Barlow [2002] suggest is
wherep is the maximum price that can be set ands is maximum installed supply capacity. The maximum pricep is an important feature as all power markets that we know apply a maximum price that can be quoted. In Nord Pool, the maximum price is A C2,000 per MWh 7 . We think it's important to include this in the model as traders keep the maximum price in mind when supplying their bids and offers. In the remainder, we setp = 2,000. The maximum installed supply capacitys sets the physical limit of the market. It is likely that the maximum installed capacity varies over time, both in the short run (as a consequence of variations in the amount of water in hydro reservoirs for instance) and in the long run, but we assume it to be constant in this paper. We have set the maximum supply capacity ats = 100,000 MW, a volume that has not been reached in the data sample that we use 8 .
The parameters a t and α determine the structure of the supply curve. In order to have a supply curve which is convex and increasing, we need to have that p t (s t ) > 0 and p t (s t ) > 0. The first and second order derivatives are p t (s t ) = αa t (s − s t ) α−1 and p t (s t ) = −(α − 1)αa t (s − s t ) α−2 . It can be shown easily that the following restrictions yield an increasing and convex supply curve: 0 ≤ α ≤ 1 and a t ≥ 0.
The expressions for the first and second order derivatives show that both parameters a t and α determine the first and second order derivative, in other words the slope and convexity of the supply curve. This is the reason why we choose the parameter α to be constant over time and to make a t time-varying. That is, time-variation in the slope and convexity is modeled through a t . We structure a t to let the supply curve depend on fundamentals. Power in the Nord Pool area is supplied from hydro, nuclear, thermal, wind sources and from imports / exports. As an indication, on 26 October 2012, a total of 57,879 MW of power was produced between 9 am and 10 am 9 . This quantity was produced by hydro (33,203 MW -57.5%), nuclear (10,419 MW -18,0 %), thermal (9,781 MW -16.9%), wind (3,846 MW -6.6%) and not specified (630 MW -1.1%). During this hour a quantity of 3,468 MW (6.0%) was exported. Nuclear and thermal are the most dominant non-hydro power producers, having an approximately equal share on 26 October 2012. Power is mostly imported during non peak hours from, for example, the Netherlands where coal is main power source during non peak hours. To structure the supply curve, we let a t in equation 1 depend on hydro capacity for day t + 1 as expected on day t and on the prices of coal (representing thermal) and emissions rights on day t as a consequence of thermal production. Let r t represent the hydro power capacity, expected on day t, that is available for production during hour h in day t + 1 10 . So, r t = 10,000 MW means that one expects at time t that a quantity of 10,000 MW can be produced from hydro sources during hour h in day t + 1. Let p c t be the price of coal known at time t that can be used for electricity production during hour h in day t + 1. Lastly, let p e t be the price of an emissions right contract in order to be able to emit carbon during hour h in day t + 1. We assume that the parameter a t in the supply curve in equation 1 depends linearly on hydro capacity, coal and prices of carbon emissions rights prices: a t = e a 0 +ar rt +ac p c t +ae p e
Data and estimation issues
The market clearing price model 4 relates the price of electricity p t to demand d t , expected hydro capacity r t , the price of coal p c t and the price of carbon emissions rights p e t . To estimate the parameters in the model, we need observations about prices, demand and reservoir levels. We collected data from Montel and Nord Pool Spot 11 . Nord Pool Spot runs the leading power market in Europe, offering both day-ahead and intraday markets to its customers. The Nordic countries deregulated their power markets in the early 1990s and brought their individual markets together into a common Nordic market (Norway, Sweden, Denmark and Finland). Estonia and Lithuania deregulated their power markets in the late 2000s and are now also a part of the Nord Pool Spot Market. Now that transmission capacity is in place between the Nordic countries, the European continent (Cables and grids to Netherland and Germany) and the Baltics, the power market covers large parts of northern Europe. This means that power from many different sources -hydro, thermal, nuclear, wind and solar -enters the grid. There are also new planned cables to UK and Germany that will even make the market more integrated for the coming years.
We use the electricity system spot price as the dependent variable. Prices are given as Euro/MWh and recorded for each hour. Elspot is a day-ahead auction where power is traded for delivery during the next day. The members place their orders, hour by hour, through Nord Pool Spot's web-based trading system, SESAM. Members can put their orders up to twelve days ahead while the gate closure for the orders with the delivery next day is 12:00 CET. When all members have submitted their orders, equilibrium between the aggregated supply and demand curves is established for all bidding areas. The system and area prices are calculated and published normally between 12:30 and 12:45 CET with a 3-minute warning. Settlement of all orders in Elspot is based on area prices. The Elspot market is divided into several bidding areas. The available transmission capacity may vary and congest the flow of electrical energy between the bidding areas, and thereby different area prices are established.. Elspot calculates a system price based on the sale and purchase orders disregarding the available transmission capacity between the bidding areas in the Nordic market. The system price is the Nordic reference price for trading and clearing of most financial contracts.
As a proxy for demand for day-ahead contracts d t we use expected consumption (at each hour). We have realized consumption data, measured in MWh, recorder for every hour in our sample. We have divided the consumption number by 10,000 to make them more comprehensible. We have created expected consumption values from the actual consumption data from the (insample) fit of the following model:
In this equation, c t is the actual consumption during hour h in day t. The model assumes that the actual consumption depends linearly on the actual consumption observed one week before, to capture weekly seasonal effects. The coefficient v 1 measures the magnitude of the weekly seasonal component. The second term in the right hand side measures the difference between the actual consumption from two days ago and the actual consumption one week before that day. It measures to what extend the consumption has increased or decreased over the week and this growth is extended by the coefficient v 2 . We use c t−2 from two days ago and not c t−1 from one day ago as when traders set the price at time t, for delivery at t + 1, the actual consumption at day t is not yet available. The most recent number of actual consumption is the level from one day ago t − 1. So, traders can only use information from day t − 1 to formulate an expectation for delivery at time t + 1, hence the two days time lag. We have estimated the parameters using least squares for each hour individually. We don't provide all the individual hour estimates 12 , but the average estimate over the 24 hours for v 1 is 0.997 with standard deviation equal to 0.001 and for v 2 the average is 0.605 with standard deviation 0.059. The parameters are all significantly different from zero.
Reservoir capacity r t is the capacity that can be produced in one hour from hydro sources in the Nord Pool area, relating to water reservoir levels. These are weekly recordings and we have applied linear interpolation to translate the weekly number into a daily number. As a consequence, we assume that hydro capacity is constant within the day. Reservoir information for each individual power station is obtained directly by the Norwegian Water Resources and Energy Directorate.
We have obtained the prices of coal p c t and emission rights p e t from Montel. They are the prices of nearest delivery futures contracts. There are no hourly contracts, so we assume that the same price applies to all hours within the day.
The data spans the period 1 January 2010 through 7 October 2012. We have 24,048 hourly observations that we can use from this period of time. Table 1 provides summary statistics to give an impression of the dataset that we use.
Note the high excess kurtosis of electricity prices (10.095). This is why we prefer the power function, with power decay in the tails, over an exponential form. Our interest is to estimate the parameters a 0 , a r , a c , a e , and α * in equation 4. Introducing an IID(0,1) error term, the regression equation that we apply is:
where σ is the standard deviation of the error term. The model is non-linear. We apply non-linear least squares (NLS) to obtain the parameter estimates 13 .
12 They are available upon request. 13 We use the NLS procedure in Gretl (the Levenberg-Marquardt algorithm). The number of observations is 24,048.
Results
We have estimated the parameters in model 6 for the time-series of day-ahead price of each individual hour. These estimates are in table 3. But we start our discussion with estimates based on a pooled sample in order to provide insight in the fit of the model 'on average' over the hours. We did not correct for potential individual effects, such as hourly different coefficients, which is perhaps not the econometrically best thing to do, but the estimates are consistent with the hourly estimate such we are confident that the estimates from the pooled sample provide a proper average view. Table 2 shows the parameter estimates for different (parameter) restricted versions of the regression model 6 based on a pooled sample; all 24 time series stacked. The first model is one in which we restricted the parameters a r , a c , a e to be zero. That is, we restrict the supply curve to be constant. The second models allows the supply curve to depend on hydro capacity. The third model allows for hydro capacity and the prices of coal and emissions rights to structure the supply curve, i.e. the fully unrestricted model. We use scientific notation to present the very small numbers. The estimate for a r in model 2, 2.110e-03, should be read as 0.002110.
All parameter estimates in table 2 are significantly different from zero. Model 1, the constant supply curve model, explains 33% of the variation in day-ahead prices (in terms of adjusted rsquared). The estimate for a 0 is 7.528 and the estimate for α * is -3.483, yielding an α estimate equal to 0.030 (after applying the logit conversion). When we add the hydro capacity variable to the model, i.e. we allow that hydro capacity structures the supply curve, we observe that the adjusted r-squared increases from 33% (model 1) to 48% (model 2). The parameter estimates don't change much. We conclude from this that adding hydro capacity strongly improves the fit of the model and that we are in favor of allowing time-variation in the supply curve to model power prices. A time-varying supply curve explains power prices better, an observation already The number of observations is 24,048.
Heteroskedasticity robust t-ratios are in parentheses.
Scientific notation: 1e-03 = 0.001 made by Bozoianu et al. [2005] , than a constant supply curve, like in Barlow [2002] . The fit of the model improves further when we add the prices of coal and emissions rights. Moving from model 2 to model 3, we observe that the adjusted r-squared increases from 48% to 72%. The market clearing price model that relates the day-ahead price to expected consumption, hydro capacity and the price of coal and emission rights explains 72% of the variation in electricity prices between January 2010 and October 2012 and from this we conclude that we can apply this model on an hourly basis to examine the relation between prices and hydro capacity while controlling for consumption and alternative production sources. Table 3 shows the parameter estimates for each individual hour. The results for hour 1 are obtained from estimating the parameters using the time series of hour 1 delivery day-ahead prices and the same applies to the other 23 hours. Each time series has 1,002 observations. Our first observation is that the parameter estimates do not deviate much from those obtained from the pooled model in table 2. The estimates for the constant a 0 all hover closely around 7.5, as in the pooled sample, indicating that the pooled sample does not suffer too much from hourly differences (that we ignored in the pooled sample). Hence, we believe that the estimates from the pooled sample provide a relatively accurate 'average' view.
We start with discussing the fit of the model for each hour. The model fits best, in terms of r-squared 14 , for hour 23 where it explains 80% of the variation in prices. The worst fit is for hour 9 where the model explains 55% of the variation in prices (although we still think this is a relatively high number). The reason for the difference in explanatory power becomes apparent when we compare the actual prices and fitted values graphically. Figure 1 shows the time series of actual and fitted prices for hour 9 (left) and hour 23 (right). Note the difference in the y-scale. Hour 9 exhibits several price spikes, sudden high prices, for instance around observation 50 and 750, that cannot be explained by the model even though we selected the power function model as we argued that it can better deal with fat-tails. These spikes occur as a results of short term frictions between supply and demand, something that our model cannot deal with. To deal with spikes, one would like to extend the model with some spike modeling component 15 , but this is outside the scope of the paper. These spikes have not occurred in hour 23 during the sample period which explains the better fit for that hour (although some deviations can be seen in the graph for hour 23 as well). The model does quite well in fitted the trend and seasonality for both; it's the occurrence of spikes that explains the inferior fit in hour 9 compared to hour 23. As our goal is to examine the impact of hydro capacity on prices and not to examine spikes, we think that the fit of the model is sufficient to draw conclusions about the 'average' impact of hydro capacity on day-ahead prices. estimates are the same for the parameters for all hours. The estimates for α range between 0.022 and 0.036 (note that the model forces α to be within 0 and 1 to obtain an increasing and convex supply curve). The signs for the prices of coal and emissions rights are all negative. This implies that an increase in these prices, increases the price of power as the exponential in the market clearing price model 4 comes with a negative sign (we explain this in more detail in the discussion about hydro capacity below).
We proceed with discussion the main topic of this paper. We question what the effect is of increasing the share of low marginal costs power production to the supply curve on the market clearing price of electricity. We examine this indirectly using data from the Nord Pool market arguing that an the marginal costs of hydro production (the value of the option to delay production) decreases when hydro capacity increases. The hypothesis that we test is therefore that an increase in hydro capacity should lead to a decrease in the day-ahead price of electricity (while correcting for consumption and prices of alternative production). Let's focus on hour 1. The hydro capacity parameter a r estimate is 6.519e-04 (0.0006519) with standard error equal to 2.060e-04 (0.0002060). The t-statistic equals 3.165, hence we conclude that this estimate is significantly different from zero and as its sign is positive, we conclude that the estimate is significantly higher than zero. We infer from the market clearing price model 4 that a positive estimate for a r combined with the negative sign before the exponential leads to a combined negative effect between hydro capacity and power prices, therefore being in line with the hypothesis. More formally, the first order derivative of the market clearing price to hydro capacity is: dp dr = −a r e a 0 +ar rt +ac p c t +ae p e
As the exponential is positive and as (s −d t ) is always positive, recall that we assumed thats, the maximum supply capacity is set sufficiently higher than the maximum consumption, it becomes clear that the first order derivative in equation 7 is negative when a r is positive. Hence, we conclude for hour 1 that an increase in hydro capacity reduces the day-ahead power price. Table  3 shows that the signs of a r are positive for all hours although not always significantly different from zero. This is the case for hours 8, 9, 10, 17, 18, and 19. These are all hours in which the fit of the model is worse due to spikes. Table 2 with the estimates from the pooled sample shows that the estimate is positive and highly significant 'on average'. Combined we conclude that an increase in hydro capacity lowers power prices and we attribute this to a reduction in the value of the option to delay production, being the marginal opportunity costs, when hydro capacity increases. An increase in hydro capacity due to increased reservoir levels is similar to adding more low marginal costs production such as wind and solar to the power supply curve. We therefore conclude that an increase in the share of wind and solar power production will lower the wholesale market price of power. We immediate note here that this result is indirect as we draw our conclusion from studying hydro capacity, but we think that it contributes to the currently limited amount of empirical results on the impact of low marginal costs renewable energy on power prices.
Conclusion
This paper provides indirect empirical evidence for the impact of an increased share of low marginal costs renewable power sources such as wind and solar on day-ahead power prices. With indirect we mean that we have examined this effect not directly by relating power prices to the share of renewables in a market, but indirectly through the change in the marginal costs from hydro production in the Nord Pool market. We think that this adds insight as the advantage of this method is that we can draw conclusions from a mature market whereas the alternative approach uses data from markets that change due to the increase of renewables. The disadvantage of the method is that it is indirect, but combined with the relatively scarce empirical evidence on the impact of renewables on energy prices, we think that our results strengthens the view obtained from previous theoretical and empirical studies that an increase in the share of renewables (wind and solar) will lower the market price of power.
The second contribution of this paper is that we develop a market clearing price model by modeling the supply curve of power. This is done before, but not through a power function, in the sense that we allow the structure of the curve to vary over time depending on fundamentals such as hydro capacity and the prices of alternative power sources, and dealing with maximum prices which apply to all power markets that we know.
With our result, we strengthen support for the view that an increase in wind and solar supply lowers the power price. The renewable energy revolution is one in which, economically, fossil fuel power sources (positive marginal costs) have to compete with renewable power sources (low marginal costs) within the same market place. This effect strengthened with more (small scale) players entering the markets (producers with a few wind mills or solar power panels) increases competition and shifts the supply curve to the right, explaining the reduction in power prices due to an increase in renewables. Thus, an increase in sustainable energy sources with low marginal costs sources such as wind and solar will decrease power prices. This is good news for consumers, but it increases the costs of sustainable energy policies such as feed-in tariffs and at the same time lowers revenues and profits for power producers in case governments would abandon such policies. This makes sustainable energy a less attractive investment opportunity and will lower the supply of private capital for sustainable energy investments. This effect makes the economic and policy support for renewable energy less sustainable. Policy makers have to account for this if they want to stimulate a sustainable growth of sustainable energy supply. 
