Abstract. Given a differential equation on a smooth p-adic analytic curve, one may construct a new one by pushing forward by an étale morphism. The main result of the paper provides an explicit formula that relates the radii of convergence of the solutions of the two differential equations using invariants coming from the topological behavior of the morphism. We recover as particular cases the known formulas for Frobenius morphisms and tame morphisms.
Introduction
The theory of p-adic differential equations has seen quite a progress in the last years, not only in better understanding of the classical situation -equations with coefficients analytic functions on the affine line -but also in extending many classical results to a more general setting, where coefficients are now analytic functions on curves of higher genus (see [Bal10, Pul15, PP15, Ked15] ). Berkovich theory of analytic spaces provided a fertile ground to do so, as, in this setting, the generic point, which is one of the most important notions in the classical theory, becomes a true point of the underlying space.
In order to extend classical results to p-adic differential equations on higher genus curves, one of the dominating ideas is to pushforward the situation into the affine line by a suitable map so that the change of invariants (such as the radii of convergence of solutions) can be tracked explicitly. To be more precise, let us fix an algebraically closed complete nonarchimedean nontrivially valued field k of characteristic 0. If we are given a quasi-smooth Berkovich curve Y , a differential equation (E , ∇) on Y and a point y ∈ Y , in order to understand the behavior of (E , ∇) around y, we look for a finite étale map ϕ : Y → X, where now X is a domain in A 1 k and study the equation ϕ * (E , ∇) around the point x = ϕ(y). If we can find a map ϕ such that we can precisely say how the invariants of (E , ∇) change when passing to ϕ * (E , ∇), we may substitute our original problem with, presumably, an easier one.
A celebrated example of such a map ϕ is the Frobenius endomorphism of the affine line A 1 k , when k has positive residue characteristic p, that acts on the elements of k by simply raising to the power p. In this case, one can describe precisely how the radii of convergence get modified (cf. [Ked10, Theorem 10.5.1]), and this has been vastly exploited in bridging two relatively well understood classes of p-adic differential equations: the one where the radius of convergence at a given point is equal to 1, and the one where all the local solutions have a small radius of convergence (smaller than p 1/(p−1) ). Unfortunately, Frobenius pushforward is only applicable for differential equations on domains of A 1 k (although an extension to higher genus curves has been announced in [BK] ).
Another example, quite orthogonal to the former, where we can explicitly say how the radii of convergence of solutions change when passing from y to x = ϕ(y) is the one where the degree of the extension [H (y) : H (x)] is prime to the residue characteristic of k. It has been extensively used in [PP15] to establish continuity properties of radii of convergence of solutions of differential equations on curves of higher genus by pushing forward to the line, where such properties had previously been established in [Pul15] . A similar example has been used in [PP13] to prove harmonicity properties of the radii of convergence, subject to the quite unnatural assumption that the residue characteristic is different from 2 (in order to be able to impose the condition on the degree of the extensions in all directions out of a given point).
Of course, there is a separate intrinsic interest in describing the invariants of the pushforward of a differential equation by a finite étale map ϕ as above (for X not necessarily in A 1 k ) in terms of the original equation, especially in describing the change of irregularity. To the best of our knowledge, very little is known so far.
Another aspect is the relation between p-adic differential equations and ramification of morphisms. It is long believed that there is a quite close relation between the pushforward of the constant differential equation by a morphism ϕ (that is ϕ * (O Y , d Y )) and ramification properties of ϕ. Perhaps a first paper exploring this relation is [Bal13] , where Francesco Baldassarri studied the bound on the radius of convergence in terms of the different of the morphism at a point, consequently deducing a variant of the p-adic Rolle theorem. The recent paper [Tem17] by Michael Temkin introduced a refined invariant of a morphism at a non-rational point y ∈ Y , called a profile function (roughly speaking, it is a map of the real unit interval to itself that describes the morphism locally around y). Furthermore, he developed a ramification theory for Galois extensions of one-dimensional analytic fields, introducing Herbrand function for such extensions. One of the main results in ibid. is that the Herbrand function of the extension H (y)/H (ϕ(y)) coincides with the profile function of ϕ at y. This is where the goal of the present article fits in: given a finite étale morphism ϕ : Y → X of quasi-smooth k-analytic curves, points y ∈ Y and x = ϕ(y) ∈ X and a differential equation (E , ∇) on Y , describe the radii of convergence of solutions of ϕ * (E , ∇) at x in terms of the radii of convergence of solutions of (E , ∇) at y and the profile function of the morphism ϕ at y. The goal is achieved in Corollary 3.5, where Y and X are open unit discs and y is taken to be a rational point, and in Theorem 3.6 for general Y , X and y. Along the way, we provide simplified formulas for some special cases of (E , ∇) such as the constant connection. All the known instances of our results, such as the ones described above, are summarized in Corollary 3.8 and we hope to convince the reader that they can be easily recovered using our arguments.
After seeing the first version of this article, Michael Temkin suggested that our pushforward formula should have a form in which the transitivity property with respect to composition of morphisms looks more visible, similarly to the case of a profile function of a morphism. This was the reason to introduce the profile of a differential equation (at a point) at the end of the third section. Then the desired transitivity property becomes transparent in Theorem 3.13. We would like to thank Michael for his remarks concerning this.
We restrict ourselves to applications in two (apparently) different directions, namely ramification of one-dimensional analytic fields on the one hand and irregularities and Laplacians in the area of p-adic differential equations on the other hand. In the former case, we establish a close (expected) relation between the Herbrand function of a Galois extension of one-dimensional analytic fields H (y)/H (x) (for non-rational points x and y) and the radii of convergence at x of local sections of the pushforward of the constant connnection ϕ * (O, d) (Corollary 4.3). In the latter case, we provide a formula for the change of irregularity and Laplacians when passing from (E , ∇) to ϕ * (E , ∇), and use it to prove harmonicity properties of convergence polygons on arbitrary curves (Corollary 4.11).
The paper is structured as follows. In the first section we recall the properties of the profile of a morphism ϕ at a (non-rational) point y ∈ Y . Along the way, we provide an alternative definition of the profile function based on the structure of the fibers of projection maps coming from extensions of scalars.
The second section is reserved for recalling the main definitions and results concerning p-adic differential equations on Berkovich curves.
The third and fourth sections are the core of the paper. In the third section, we provide the main results about the radii of pushforward of differential equations, while the fourth contains applications of our main formulas, as described above.
Finite morphisms between quasi-smooth k-analytic curves
Let k be an algebraically closed field, complete with respect to a non-archimedean and non-trivial valuation and of characteristic 0. The corresponding norm on the field is denoted by | · | and the residue field is denoted byk.
All the curves throughout the paper will be k-analytic in the sense of Berkovich. In addition, we will assume that they are quasi-smooth (rig-smooth) and unless otherwise stated we will assume that they are connected too.
1.1. Quasi-smooth Berkovich curves. We will use for granted the construction of the k-analytic affine line A 1 k from [Ber90, Section 4.2.]. For a ∈ k and r ∈ [0, ∞), we denote by D(a, r) (resp. D(a, r − ) if r > 0) the Berkovich closed (resp. open) disc centered at the point a and of radius r. Similarly, for a ∈ k and r 1 r 2 ∈ (0, ∞) (resp. r 1 > r 2 ∈ (0, ∞)) we denote by A[a; r 2 , r 1 ] (resp. A(a; r 2 , r 1 )) the Berkovich closed (resp. open) annulus centered at the point a and of inner radius r 2 and outer radius r 1 . The Shilov point of the disc D(a, r) will be denoted by η a,r or η r if a = 0.
Note that the disc D(a, r) is strictly k-affinoid (we will simply say strict) if and only if r ∈ |k * |. By abuse of notation we will say that an open disc D(a, r − ) is strict if r ∈ |k * |. In this case it is isomorphic to the open unit disc D(0, 1 − ). Similarly, we say that the open annulus A(a; r 2 , r 1 ) is strict if r 1 , r 2 ∈ |k * |; in this case, it is isomorphic to the normalized annulus A(0; r, 1), where r = r 2 /r 1 ∈ |k * |.
In general, given a k-analytic curve X, an analytic domain of X isomorphic to an open disc The skeleton S(A) of an annulus A is the complement of all the open discs in A. For example, if A = A(a; r 2 , r 1 ), then S(A) = {η a,r | r ∈ (r 2 , r 1 )} and it can be naturally identified with the interval (r, 1), where r = r 2 /r 1 . This interval only depends on A and not on the choices of r 2 and r 1 . In particular, S(A) is naturally endowed with a metric.
It follows from their explicit descriptions that discs and annuli are endowed with (real) tree structures and that each interval in them containing no type 1 point naturally carries a metric modeled on that on the skeleton of an annulus above.
More generally, it follows from the semistable reduction theorem that, up to removing a locally finite set, any quasi-smooth k-analytic curve is a disjoint union of discs and annuli. As a consequence, quasi-smooth k-analytic curves are endowed with (real) graph structures. In particular, it makes sense to speak of intervals in them and, as before, any interval containing no type 1 point naturally carries a metric. Now, let x be a point in X. The set of germs of intervals in X with an endpoint in x is denoted by T x X and is called the set of tangent directions (or tangent space) at x. An element of T x X is also called a branch.
Let K/k be a complete valued extension of k and let us put
Then, we have a natural projection map π K/k : X K → X (sometimes denoted by π K if k is understood from the context). If x is a point in X, then each K-rational point in the set π −1 K/k (x) will be called a K-rational point above x and we will use the notation x K for it. For more details one may refer to [PP15, Section 2.2].
The previous construction and notion are meaningful even if the base field k is not algebraically closed but rather just a complete valued field. However, by [Poi13, Corollaire 3.14], when k is algebraically closed, each point x ∈ X is peaked (see [Ber90, Section 5.2]) or universal ([Poi13, Définition 3.2]): for each complete valued extension K/H (x), where H (x) is the complete residue field of x, the tensor norm on H (x) ⊗K is multiplicative. In particular,
1.2. Radial morphisms and profile functions. We recall the notions of radial morphism and profile function introduced in [Tem17] and to which we refer for more details.
1.2.1. Radial morphisms of open discs. First we set up some notation that will be used later on.
Consider the Berkovich affine line A 1 k and choose a coordinate T on it. Denote by r the radius function: for each x ∈ A 1 k , we have , ρ) ) and denote by z ρ the unique point of the Shilov boundary of D(z, ρ). We also set D(z, 0) = {z} and z 0 = z. We denote by l z the canonical path from z to the "boundary" of D, that is
All these definitions are independent of the choice of T z .
We define a radius function r on D by pulling back the restriction of the radius function to D(0, 1 − ). It is independent of the choice of z and T z .
If ϕ : D 2 → D 1 is a finite morphism of strict open discs, then, for each point z ∈ D 2 (k), ϕ induces a continuous increasing map f ϕ,z : [0, 1) → [0, 1) given by ρ → r(ϕ(z ρ )). We sometimes extend this map to a continuous map [0, 1] → [0, 1] by setting f ϕ,z (1) = 1. We denote it the same way.
A closely related function is given in the next definition.
Definition 1.2. Let ϕ : Y → X be a finite morphism of k-analytic curves. Let y ∈ Y . We define the multiplicity of ϕ at y as
where e = 1 if y has type 2, 3 or 4 and e is the unique integer such that m y = m e ϕ(y) O y if y has type 1. We define the multiplicity function of ϕ by n ϕ : y ∈ Y → n y ∈ N.
Let I be an interval in R + whose interiorI is not empty. A map f : I → R + is called |k * |-monomial if it is of the form t → αt n with α ∈ |k * | and n ∈ Z. The integer n is then called the degree (or logarithmic slope) of f .
A map f : I → R + is called piecewise |k * |-monomial if I may be written as a finite union of intervals I i with non-empty interiors such that the restriction of f to each I i is |k * |-monomial. For each x ∈I, we may then define the left and right degrees of f at x. We denote them respectively by deg
. It will also be convenient to declare the points at the boundary of I to be break-points. Note that, if f is continuous, then all break-points inI belong to |k * |. Remark 1.4. As explained above, since f ϕ,z is continuous and piecewise |k * |-monomial, the break-points of f ϕ,z belong to |k| ∩ [0, 1). In other words, the points where the restriction of n ϕ to l z is not locally constant are of type 2.
Another related function is the following. The following result is well-known and can easily be proved by using a coordinate representation of the morphism and studying the associated valuation polygon. Lemma 1.7. Let ϕ be a finite morphism between open discs. Then, the image of a subdisc is a subdisc and the preimage of a subdisc is a finite union of subdiscs. Furthermore, if ϕ is radial, all the preimages of a given subdisc have the same radius.
Let us now explain the relationship with N ϕ,z . 
(ii) For each z ∈ D 1 (k) and each r ∈ (0, 1), we have
.
(iii) The function N ϕ,z is independent of z ∈ D 1 (k) and its points of discontinuity are exactly the break-points of f −1 ϕ .
Proof. Let x ∈ D 1 . Since the morphism ϕ is radial, all points over x have the same radius. By Lemma 1.3, n ϕ then takes the same value on all of them. Point (i) follows. Let us now prove point (ii). Let z ∈ D 1 (k) and let r ∈ (0, 1). By Lemma 1.7, the preimage of the open disc D(z, r) − is a disjoint union of open discs. Such an open disc contains only one point over z ρ for ρ ∈ (0, r) close enough to r. The first equality follows. The second one follows from point (i) and Lemma 1.3.
Point (iii) follows from point (ii).
As a consequence, when the morphism ϕ is radial, we often write N ϕ instead of N ϕ,z .
Lemma 1.9. Let ϕ : D 2 → D 1 be a finite radial morphism of open unit discs with profile function f . Let 0 = t 0 < t 1 < · · · < t n = 1 be the break-points of f and, for i = 1, . . . , n, let d i denote the degree of f over the interval (t i−1 , t i ). Let z ∈ D 2 (k) and let T ϕ(z) = ϕ(T z ) = i≥0 a i T i z be the coordinate representation of ϕ with respect to T z and T ϕ(z) . Then, for i = 1, . . . , n, we have
For each m = 0, . . . , n − 1 and each r ∈ (t m , t m+1 ], we have
In particular, for i = 1, . . . , n, we have
Because of the continuity of |ϕ(T z )| (·) at t i , for i = 1, . . . , n − 1, we deduce that |a d i |t
. Equation (1.3) then follows by induction. Equation (1.4) follows by noting that f (r) = |ϕ(T z )| r = |a d m+1 |r d m+1 and using (1.3).
1.2.2.
Profile functions in the general case. Let ϕ : Y → X be a finite morphism between quasi-smooth k-analytic curves. We denote by Y (2) (resp. Y hyp ) the set of type 2 (resp. non-rigid) points of Y .
For every point y in Y , we denote by D y the set of connected components of Y \ {y} whose closure contains y. Lemma 1.11. Let y ∈ Y hyp and set x := ϕ(y). Let K be an algebraically closed complete valued extension of H (y). Then, the connected components of π
Moreover, the integer s, the functions f ψ j and N ψ j and the degree of ψ j only depend on y (i.e. not on K, D or j).
Proof. Up to shrinking Y and X around y and x, we may assume that ϕ −1 (x) = {y}.
By [PP15, Theorem 2.15], the connected components of π −1 K (y)\{σ K (y)} are isomorphic to open discs with boundary {y K }. Since the point σ K (y) has type 2, those discs are strict. The same result holds for π
To prove that ψ j is radial, we may extend the scalars and assume that K is maximally complete. By [PP15, Corollary 2.20], the group Gal c (K/k) of continuous k-linear automorphisms of K acts transitively on the set of K-rational points of D ′ j and the result follows.
To prove that s, f ψ j , N ψ j and deg(ψ j ) do not depend on D and j, we may also assume that K is maximally complete. By ibid., Gal c (K/k) acts transitively on the set of connected
} and the result follows. It is clear that s, f ψ j , N ψ j and deg(ψ j ) are independent of K since any two complete valued extensions of H (y) may be embedded into a common one. Lemma 1.14. Let y ∈ Y hyp . Let L be an algebraically closed complete valued extension of H (y). Then, we have s
We now explain how to interpret s y ϕ as a separable degree and i y ϕ as an inseparable degree. Recall that, for each y ∈ X (2) , the residue field H (y) is of transcendence degree 1 overk. In particular, it is the function field of a well-defined smooth connected projective curve overk. We denote it by C y and call it the residue curve at y. Lemma 1.15. Let y ∈ Y (2) . For every complete valued extension K of k, we have a canonical isomorphism
Proof. We may assume that Y is reduced since reducing it leaves H (y) unchanged. Let W = M(B) be a strictly k-affinoid domain of Y whose Shilov boundary is exactly {y}. 
By [Bos69, §6, Satz 4], we have an isomorphism B⊗ k K ≃B⊗kK and the result follows.
Note that, for each y ∈ Y (2) , ϕ naturally induces a morphism H (ϕ(y)) → H (y), hence a morphism H (ϕ(y)) → H (y) and finally a morphismφ y : C y → C ϕ(y) between the residue curves.
Recall that, since k is algebraically closed, for each y ∈ X (2) 
Lemma 1.16. Let y ∈ Y (2) and set x := ϕ(y). Let K be a complete valued extension of k. Then, the base-change ofφ y :
Let D be a connected component of π
Then, the number of connected components of ϕ
is equal to the separable degree ofφ y , i.e. to the separable degree of H (y)/ H (x).
For each connected component
, the degree of (ϕ K ) |D ′ is equal to the inseparable degree ofφ y , i.e. to the inseparable degree of H (y)/ H (x).
Proof. We may assume that Y and X are reduced. As in the proof of Lemma 1.15, we consider a strictly k-affinoid domain W of Y whose Shilov boundary is exactly {y} and a strictly k-affinoid domain V of X whose Shilov boundary is exactly {x}. We may assume that ϕ −1 (x) = {y} and ϕ −1 (V ) ⊆ W , so that ϕ induces a morphism of affinoid spaces φ : W → V , hence, by reduction, a morphism of affine curvesφ :W →Ṽ . The later morphism extends uniquely to a morphism of projective curves C y → C x , which is nothing butφ x , by the proof of Lemma 1.15.
By base-changing to K, similarly, we find a morphism of affine curves φ K :W K →Ṽ K that extends uniquely toφ K : (ϕ K ) σ K (y) . By the proof of Lemma 1.15 again, we havẽ W K =W ⊗kK andṼ K =Ṽ ⊗kK and the first part of the result follows.
We now consider the reduction map V →Ṽ . Recall that the reductionx of x is the generic point of the curveṼ . Let v be a closed point ofṼ K overx. Sincek is algebraically closed, v is smooth, hence its preimage T v by the reduction map
The preimage of the generic point ofṼ K by the reduction map being σ K (x) (see the proof of Lemma 1.15), we have just described all the connected components of π
By a similar argument, for each point w inW K over v, the preimage T w of w by the reduction map W K →W K is a connected component of π
K (y) are in bijection with the preimages of v inW K . Since v lies over the generic point ofW , the number of its preimages byφ K is equal to the separable degree ofφ, which coincides with the separable degree ofφ y .
Finally, let D ′ be a connected component of ϕ
Since we have just proven that the number of connected component of ϕ
is equal to the separable degree ofφ y , it follows that the degree of (ϕ K ) |D ′ is equal to the degree of ϕ K divided by the separable degree ofφ y . The result now follows from the chain of equalities
We now define the residual degree, and variants of it, of the morphism ϕ at a point y ∈ Y hyp . Let us begin with type 2 points. Definition 1.17. Let y ∈ Y (2) . We define the residual degree (resp. residual separable degree, resp. residual inseparable degree) of ϕ at y to be the degree (resp. separable degree, resp. inseparable degree) of the morphismφ y , or equivalently of the extension H (y)/ H (x).
In order to extend the definition to arbitrary points of Y hyp , note that, for each complete valued extension K of H (y), the point σ K (y) is of type 2. Definition 1.18. Let y ∈ Y hyp . Let K be an algebraically closed complete valued extension of H (y). We define the residual degree (resp. residual separable degree, resp. residual inseparable degree) of ϕ at y to that of ϕ K at σ K (y).
The definition does not depend on the choice of the extension K. Indeed, one may always embed two extensions K and K ′ into a common one L and the result then follows from Lemma 1.16 (applied first with
Moreover, for y ∈ Y (2) , the definition coincides with the former by Lemma 1.16.
Remark 1.19. It follows from the stability of points of type 2 (see the reminder before Lemma 1.16) that, for each y ∈ Y hyp , the residual degree of ϕ at y is equal to [H (y) : H (ϕ(y))], i.e. the degree of ϕ at y.
Note that, with Definition 1.18, the result of Lemma 1.16 extends readily to points of type 3 and 4, which shows that the quantity s y ϕ from Notation 1.13 is nothing but the residual separable degree of ϕ at y while i y ϕ (in the notation of Lemma 1.11) is the residual inseparable degree of ϕ at y. Lemma 1.20. Let y ∈ Y hyp and set x := ϕ(y). Let K be an algebraically closed complete valued extension of k. Then, for each connected component D of π
is equal to the residual separable degree of ϕ at y and, for each connected component
, the degree of (ϕ K ) |D ′ is equal to the residual inseparable degree of ϕ at y. Proof. Let y ∈ Y (2) . Let K be an algebraically closed complete valued extension of H (y). We use the notation of Theorem 1.10 for y and σ K (y).
The preimage of each element of D y \ F y being a disjoint union of elements of
Moreover, by Lemma 1.11, all the connected components of π
Since there are infinitely many of them, one of them belongs to
Let y ∈ Y hyp . Let I be an interval inside Y hyp containing y and let (z n ) n 0 be a sequence of points of type 2 of I converging to y. The sequence of Temkin's profile functions ( T f zn ) n 0 converges to Temkin's profile function T f y .
Let K be an algebraically closed complete valued extension of H (y). The map σ K being continuous and sending intervals to intervals, as before, T f σ K (zn) tends to T f σ K (y) when n tends to infinity. Each z n being of type 2, by the result above, we have T f σ K (zn) = T f zn = f zn . Since σ K (y) is also of type 2, we have T f σ K (y) = f σ K (y) = f y by Lemma 1.14. By uniqueness of the limit, we deduce that f y = T f y .
The remaining part of the result now follows from the similar statement for Temkin's profile function.
Remark 1.22. The statement still holds, with the same proof, if k has positive characteristic. In particular, our method provides an alternative definition of the profile function at every point (see Notation 1.13) that is direct and makes no use of continuity.
We now give examples of profile functions. As before, we work with a finite morphism ϕ : Y → X between quasi-smooth k-analytic curves.
Example 1.23. Let y ∈ Y hyp . Assume that ϕ is residually separable at y (i.e. the residual separable degree of ϕ at y is equal to the residual degree of ϕ at y). Then, we have f 
is equal to the degree of ϕ at y, which is also the degree of ϕ K at σ K (y). It follows that the morphism induced by ϕ K on each of these connected components has degree one, hence is an isomorphism.
Example 1.24. Suppose now that char(k) = p > 0 and let a ∈ k * . Let ϕ and φ : A 1 k → A 1 k be the Frobenius morphism and the off-centered Frobenius morphism at a, respectively. Their action on rational points is given by ϕ :
and for ρ ≥ |a| we have f
The last examples can be widely generalized. In order to do so, we will need to use the notion of different δ L/K of an extension of one-dimensional analytic fields L/K from [CTT16] . We refer to this article for the definition and basic properties and simply give a way to compute it in the case we are interested in.
Let y ∈ Y hyp . Recall that a tame parameter at y is an element t y ∈ O y such that the extension of valued fields H (y)/ k(t y ), where k(t y ) denotes the closure of k(t y ) in H (y), is tamely ramified. The element t y induces a morphism ψ y from some affinoid domain of Y containing y to A 1 k . We denote by r(t y ) the radius of the point ψ y (y). For each y ∈ Y hyp , if t y is a tame parameter at y and t x a tame parameter at x := ϕ(y), by [CTT16, Corollary 2.4.6], we have
Lemma 1.25. Let y ∈ Y hyp . For each complete valued extension K of k, we have
Proof. Let K be a complete valued extension of k. Assume that y is of type 3 or 4. Then, y has a neighborhood isomorphic to an analytic domain of the affine line, hence there exists t y ∈ O y such that k(t y ) is isomorphic to H (y). Then t y is a parameter at y and its image t σ K (y) in H (σ K (y)) is also a parameter at σ K (y). Note also that the explicit description of the points of the line shows that we have r(t σ K (y) ) = r(t y ). Arguing similarly for the point x (which has the same type as y), the formula follows.
Let us now assume that y is of type 2. Choose a tame parameter t y at y. It follows from Lemma 1.16 that its image t σ K (y) in H (σ K (y)) is also a parameter at σ K (y). By [PP15, Lemma 2.9], we have σ K (ψ y (y)) = ψ σ K (y) (σ K (y)), hence r(t σ K (y)
Indeed, let K be an algebraically closed complete valued extension of H (y). By Lemma 1.14, we have f
p-adic differential equations
2.1. Modules with an integrable connection. Let X be a quasi-smooth k-analytic curve. By a differential equation on X we mean a pair (E , ∇) where E is a locally free O X -module E of finite type equipped with an integrable connection, i.e. a k-linear map ∇ : E → Ω 1 X ⊗ E which satisfies the Leibniz rule ∇(f ⊗ e) = df ⊗ e + f ∇(e).
We say that the differential equation has rank r if E has rank r. We put E ∇ := Ker ∇ and the elements of the latter sheaf are called the horizontal sections of (E , ∇). If K/k is an extension of valued fields, then one may consider the pullback π * K (E , ∇), which is a differential equation on the curve X K .
Multiradius of convergence.
We first define radii of convergence at rational points of discs.
Definition 2.1. Let (E , ∇) be a differential equation of rank r on a strict open disc D. Let x ∈ D(k). Let i ∈ {1, . . . , r}. We define the i th radius of convergence of (E , ∇) at x to be (2.1)
and the multiradius of convergence of (E , ∇) at x to be
We now define radii of convergence at a non-rational point x of a quasi-smooth k-analytic curve X. Let K be a complete algebraically closed extension of H (x). By Lemma 1.11, the connected components of π −1 
Notation 2.2. For s ∈ (0, 1), we set
Definition 2.3. Let (E , ∇) be a differential equation of rank r on X. Let i ∈ {1, . . . , r}.
We define the i th radius of convergence of (E , ∇) at x to be
The notation and definition above are independent of the choice of the field K and of the K-rational point x K above x (see [PP15, Section 2.3]).
Remark 2.4. Our definition of the (multi)radius of convergence corresponds to what is usually called the spectral or intrinsic multiradius of convergence in the literature.
Convergence polygons.
Let (E , ∇) be a differential equation of rank r on a quasismooth k-analytic curve X.
Definition 2.5. Let x ∈ X hyp . For each i = 1, . . . , r, we set
The convergence polygon N x, (E , ∇) of (E , ∇) at the point x is the concave polygon with vertices
The height of the convergence polygon at the point x is h x, (E , ∇) := h r x, (E , ∇) . Again, if no confusion can arise, we may omit writing (E , ∇).
Theorem 2.6. Let i ∈ {1, . . . , r}. Then, the i th radius function
r is continuous and piecewise |k * |-monomial on each interval in X hyp . Moreover, for each x ∈ X (2) , it is monomial of degree 1 along almost every direction emanating from x.
Proof. For an interval corresponding to a skeleton of an annulus, this follows from [Ked10, Theorem 11.3.2]. However, instances of it were known much earlier and we refer to the Notes at the end of Section 11 in ibid. for a detailed account. For higher genus curves and intervals with type 2 and 3 endpoints and R 1 this is in [Bal10] . The rest of the cases are in [PP15, Theorem 3.6].
Let x be a non-rational point of X, t be a tangent direction at x and I be an interval in X corresponding to t. It follows from the previous theorem that the function h(x ′ , (E , ∇)) has constant degree for x ′ ∈ I close enough to x. Denote this degree by n.
Definition 2.7. The quantity −n is called the irregularity of (E , ∇) at the point x in the direction t and is denoted by Irr t x, (E , ∇) . If x is clear from the context, we may also write Irr t (E , ∇).
In explicit terms let A t be a small enough strict open annulus in X attached to x that corresponds to t and normalized via some coordinate T : A t ∼ − − → A(0; q, 1) so that the point η ρ of the skeleton tends to x when ρ tends to 1. Let us define the function I : s ∈ (log r, 0) → h(η ρ ) ∈ R, where s = log ρ. We then have
It follows from Theorem 2.6, and more precisely from piecewise monomiality of the multiradius function, that the irregularity is well defined.
The previous definition can be globalized in the following way. Let Γ be a finite subset of T x X. Then, we define the Laplacian of (E , ∇) at x along Γ to be
2.4.
Pushforward of differential equations. Let ϕ : Y → X be a finite étale morphism of quasi-smooth k-analytic curves. Let (E , ∇ E ) be a differential equation on X.
Set F := ϕ * (E ). Since ϕ is étale, we have Ω 1 Y = ϕ * Ω 1 X hence, due to the projection formula, a map
To lighten the notation, we will use the same symbol ∇ for both connections ∇ E and ∇ F , hoping that it will be clear from the context what connection it represents.
Remark 2.8. Note that it follows from the definition above that for any analytic domain U of X, we have (2.2)
This fact will be extensively used in the next section. Definition 3.1. Let x ∈ D 1 (k) be a rational point. For s ∈ (0, 1], we set
It is clear that, for each x ∈ D 1 (k), the function Φ x is non-increasing, left-continuous and bounded by rd. In particular, it has finitely many breaks. Note also that, since, by Lutz' theorem [Lut37, Théorème IV], differential equations admit full sets of solutions in the neighborhood of rational points, we have Φ x (s) = rd for s close enough to 0. d r ) is nothing but the number of connected components of ϕ −1 D(x, s − ) multiplied by the rank r. We deduce that, for each x ∈ D 1 , we have
and, for each R ∈ (0, 1),
In particular, the radii of convergence of (F , ∇) at the point x that are smaller than 1 are exactly the break-points of Φ x .
Proof. Note that F has rank rd. Following formula (2.1) and using (2.2), we may write
The result follows.
In the rest of the section, we will study manifestations of the previous theorem for particular cases of the connection (E , ∇).
Corollary 3.4. Assume that (E , ∇) = (O, d) is the constant connection on D 2 and let x ∈ D 1 (k). Let 0 = s 0 < s 1 < · · · < s n−1 < s n = 1 be the breaks of the function N x . For i = 1, . . . , n, set n x,i := N x (s i ). Then, the radii of convergence of ϕ * (O, d) at x are (3.1)
Proof. The result follows directly from Proposition 3.3 and Remark 3.2. Indeed, we have
since it is, by definition, the number of connected components of ϕ −1 (D(x, 1 − )) = ϕ −1 (D 1 ) = D 2 and, for each i = 1, . . . , n − 1, we have
with n x,n = N x (1) = 1 and n x,1 = N x (s 1 ) = d.
For the next corollary and the results that follow we will use the following operation. If F and F ′ are two finite non-decreasing families of real numbers, we denote by F * F ′ the family obtained by concatenation and reordering. If n is a positive integer, we denote by F * n the family F * · · · * F with n copies of F .
Corollary 3.5. Assume that ϕ : D 2 → D 1 is radial with profile function f := f ϕ . Let x ∈ D 1 (k) and let 0 = s 0 < s 1 < · · · < s n−1 < s n = 1 be the breaks of the function N x . For i = 1, . . . , n, set n x,i := N x (s i ). Suppose that there exist R 1 · · · R r such that, for each y ∈ ϕ −1 (x), we have MR y, (E , ∇) = (R 1 , . . . , R r ).
For i = 1, . . . , r, let m i be the unique element of {0, . . . , n − 1} such that s m i < f (R i ) ≤ s m i +1 and set
where, for j = 1, . . . , m i , s j appears n x,j − n x,j+1 times and f (R i ) appears n x,m i +1 times. Then, we have
Proof. By assumption, for each y ∈ ϕ −1 (x) and each t ∈ (0, 1], we have
Let s ∈ (0, 1]. We denote by D 1 (s), . . . , D Nx(s) (s) the open discs that are the connected components of ϕ −1 (D(x, s − ) ). Since ϕ is radial, they all have the same radius, namely f −1 (s). We deduce that
If follows that the set of break-points B of the function Φ x is contained in
Noting that #{i ∈ {1, . . . , r} | R i f −1 (s)} = 0 if, and only if, s > f (R r ), it follows that B = {s 1 , . . . , s mr , f (R 1 ), . . . , f (R r )}.
Let b ∈ B. We will now compute the multiplicity of b in MR(x, (F , ∇)) using Proposition 3.3 and show that it is equal to its multiplicity in F := * r i=1 F i . To this end, remark that, for each b ∈ (0, 1), we have
where
• Assume that there exists u ∈ {1, . . . , m r } such that b = s u and b = f (R v ) for each v ∈ {1, . . . , r}.
Then, we have b = s u s mr < f (R r ) 1, hence b appears in MR(x, (F , ∇)) with multiplicity
On the other hand, for each i ∈ {1, . . . , r}, s u appears in F i with multiplicity n x,u − n x,u+1 when s u < f (R i ) (which is equivalent to s u f (R i ) in this case) and 0 otherwise. The result follows.
• Assume that there exists v ∈ {1, . . . , r} such that b = f (R v ) < s mv+1 . Then, we have b < 1 and b appears in MR(x, (F , ∇)) with multiplicity
On the other hand, for each i ∈ {1, . . . , r}, b appears in F i with multiplicity n x,mv+1 if R i = R v and 0 otherwise. The result follows.
• Assume that there exists v ∈ {1, . . . , r} such that b = f (R v ) = s mv+1 < 1. Then, m v n − 2 and b appears in MR(x, (F , ∇)) with multiplicity
Let i ∈ {1, . . . , r}. If R i > R v , then b = s mv+1 appears in F i with multiplicity n x,mv+1 − n x,mv+2 . If R i = R v , then b = f (R v ) appears in F i with multiplicity n x,mv+1 . If R i < R v , then b does not appear in F i . The result follows.
• Assume that b = 1. Then we have R r = 1, m r = n − 1 and b appears in MR(x, (F , ∇)) with multiplicity
On the other hand, for each i ∈ {1, . . . , r}, b = 1 appears in F i with multiplicity n x,n if R i = 1 and 0 otherwise. The result follows. Theorem 3.6. The multiradius of convergence of (F , ∇) = ϕ * (E , ∇) at x is given by
Proof. Denote by y 1 , . . . , y q the preimages of x by ϕ. Since ϕ is finite, there exists an open neighborhood U of x in X and, for each j = 1, . . . , q, an open neighborhood V j of y j in Y such that
For each j = 1, . . . , q, denote by ϕ j : V j → U the morphism induced by ϕ.
Since the radii at a point only depend of the germ of curve at this point, we may assume that X = U . We deduce that
As a consequence, we may assume that ϕ −1 (x) = {y}.
Let K be an algebraically closed complete valued extension of H (x). Let x ′ be a Krational point of X K over x. Let D ′ be the connected component of π
be the morphism induced by ϕ K and denote its degree by d j . We have
By Lemma 1.11, the D ′ j 's are strict open discs, the morphisms ψ j 's are radial and all the profile functions coincide, the common function being f y .
Let us set (R 1 , . . . , R r ) := MR sp y, (E , ∇) . Then, for every rational point
. By further noting that s = s y and using Corollary 3.5, we find
Remark 3.7. It is possible to give a proof of Theorem 3.6 that does not use Corollary 3.5 but the simpler Corollary 3.4 about the constant connection if one is willing to decompose the differential module (E , ∇) with respect to the radii (which is quite an involved result, see [PP13, Corollary 3.6.9] or [Ked15, Proposition 2.2.9]). Indeed, with the notation of the proof above, the decomposition theorem allows to reduce to the case where (R 1 , . . . , R r ) = (R, . . . , R). Then, there are no radii at x bigger than f y (R) and the radii smaller than f y (R) are the same as those of the pushforward of the constant connection of rank r. This also gives a conceptual explanation of the reason why the family of radii at x may be split into families associated to the different radii at y.
As a direct consequence, we can compute the radii of convergence in the situation of Examples 1.23, 1.24 and 1.26 by using the simple descriptions of the corresponding profile functions. 
(ii) Suppose that p := char(k) > 0 and that ϕ is the Frobenius morphism on a annulus ϕ : x ∈ A(0; r 1 , r 2 ) → x p ∈ A(0; r p 1 , r 2 ). Let ρ ∈ (r 1 , r 2 ). In this case, we have n(η ρ ) = 2, s 1 ηρ = |p|
(iii) Let y ∈ Y hyp . Suppose that p := char(k) > 0 and that ϕ is residually purely inseparable of degree p at y. Let δ := δ ϕ (y) be the different of ϕ at y ( cf. Example 1.26). To the best of our knowledge, these were the only examples of radii of convergence of pushforward differential equations known so far.
3.3. Profile of a differential equation. One of the most useful properties of the profile function is that it behaves nicely with respect to compositions. More precisely, if we are given morphisms ϕ : Y → X and ψ : X → Z, and a point y ∈ Y hyp , then the profile of the morphism ψ • ϕ at y is equal to the composition of the profile of the morphism ψ at ϕ(y) and the profile of the morphism ϕ at y. In this section, we reformulate our results on pushforwards of p-adic differential equations so that they witness this behavior.
To do so, let Y be a quasi-smooth k-analytic curve and let (E , ∇) be a differential equation on Y of rank r. We will use Notation 2.2 again. 
In particular, if the E ′ i 's are all isomorphic, then
Let us now give a more explicit description of this profile function. Let y ∈ Y hyp . Let (R 1 , . . . , R r ) be the multiradius of convergence of (E , ∇) at y and let R ′ 1 < · · · < R ′ l be the different components of MR y, (E , ∇) (so that we have R 1 = R ′ 1 and R r = R ′ l ). Finally, we denote by r i the number of radii in MR y, (E , ∇) which are equal to R ′ i . For convenience, we set R ′ 0 = 0 and R ′ l+1 = 1. Note that r 1 + · · · + r l = r and that, for each i = 0, . . . , l and each
It follows that the break-points of the profile function of (E , ∇) at y are exactly R ′ 0 , . . . , R ′ l+1 and that, for each i = 0, . . . , l, we have
where c i = i , which is the numerical invariant used to define irregularity of the differential equation.
The following result gives a motivation for introducing the profile of a differential equation.
Lemma 3.12. Suppose that ϕ : Y → X is a finite morphism of quasi-smooth k-analytic curves and let y ∈ Y hyp such that {y} = ϕ −1 (ϕ(y)). Then, we have
Proof. Set x := ϕ(y). Let K be an algebraically closed complete valued extension of H (y).
Let y K ∈ Y K be a K-rational point lying over y. Set
For each s ∈ (0, 1], we have
by Lemma 1.8 (ii). The result now follows from the fact that we have s y i y = n ϕ (y) (see Remark 1.19).
In this setting, the following result could be considered as an avatar of the pushforward formula from Theorem 3.6. However, we emphasize that its proof does not depend on the pushforward formula, and can be seen as an independent result in its own right.
Theorem 3.13. Let ϕ : Y → X be a finite étale morphism of degree d between quasi-smooth k-analytic curves, let (E , ∇) be a differential equation on Y and put (F , ∇) := ϕ * (E , ∇). Let x ∈ X hyp . Then, we have
Proof. By Remark 3.11, we may assume that ϕ −1 (x) is a singleton {y}. Let us use the same notation as in the proof of Lemma 3.12. We have
As both sides of (3.3) have equal local degrees and they coincide at 0, the result follows.
4. Applications 4.1. Herbrand function and multiradius of convergence. In this section, we will establish a close relation between the profile and Herbrand functions of a morphism and the pushforward of the constant connection.
Let ϕ : Y → X be a finite generically étale morphism between quasi-smooth k-analytic curves. Let y ∈ Y hyp and set x := ϕ(y). Usually, Herbrand functions are defined for Galois extensions, but since they behave well with respect to extensions, it is possible to define them for separable non-normal extensions, so that the result above makes sense. In the Galois case however, an interpretation in terms of ramification filtration is available. Combined with Lemma 1.8 (ii), we now deduce the following result. (v n , . . . , v n , . . . , v 0 , . . . , v 0 , 1), where, for each j = 0, . . . , n, v j appears (G :
Remark 4.4. A higher dimensional analogue of the previous result, that is, a relation between ramification of Galois extensions of higher-dimensional analytic fields and pushfoward of partial p-adic differential equations is a task that will be undertaken in the future.
4.2. Irregularity, Laplacian and pushforward. Let ϕ : Y → X be a finite étale morphism of quasi-smooth k-analytic curves. Let y ∈ Y (2) and set x := ϕ(y).
For each tangent direction t at y and each small enough open annulus A t in Y with an endpoint in y that corresponds to t, the image A v = ϕ(A t ) is an open annulus that has an endpoint in x (that is, A v corresponds to a tangent direction v ∈ T x X). In this way we obtain a map of tangent spaces ϕ y :
Furthermore, ϕ restricts to a finite étale morphism ϕ t : A t → A v . If we choose suitable normalizing coordinates T :
, where |h(T )| ρ < 1 for every ρ ∈ (q, 1). Here d = d t is the degree of ϕ over A t . The morphism ϕ t being étale implies that the derivative dS dT = ϕ ′ (T ) does not have zeros in A t , so that we may write ϕ ′ (T ) = aT σ (1 + g(t)), where σ = σ t ∈ Z, a = a t , 0 < |a| ≤ 1 and |g(t)| ρ < 1 for every ρ ∈ (q, 1). We put 
The proof follows by choosing β = α and noting that |α| = ρ and |ϕ(α)| = ρ d . It follows from [Tem17, Theorem 3.3.1] and its proof that, for q < 1 close enough to 1, the restriction of the morphism ϕ t to any maximal open disc D in A t will be radial with profile function depending only on the endpoint of D. In what follows we will assume that this property holds. Moreover, by further increasing q if necessary we may assume that the profile function is |k * |-monomial over the skeleton of the annulus A t (rather than just piecewise |k * |-monomial; see comments after Theorem 1.10).
We keep our setting from above. Let (E , ∇) be a differential equation of rank r on Y and let (F , ∇) its pushforward on X. We denote by (E , ∇) t the restriction of (E , ∇) to A t and by (F , ∇) t the pushforward of (E , ∇) t by ϕ t on A v .
Theorem 4.7. For each ρ < 1 close enough to 1, we have
In particular, we have
Proof. For a point η ρ on the skeleton of A t , let ϕ t,ρ be the restriction of ϕ t to the closed annulus A[0; ρ, ρ], let f ρ be the profile function at η ρ , let 0 = t ρ 0 < t ρ 1 < · · · < t ρ n = 1 be the breakpoints of f ρ and let s ηρ = s ρ be the residual separable degree of ϕ t,ρ at η ρ . We also denote by N ρ the function N ϕ t,ρ ,η ρ d and by 0 = s We also note that d n is equal to the residual inseparable degree i ηρ of ϕ t at η ρ , by Lemmas 1.16 and 1.20, so we have d n s ηρ = d. We will be using this equality in what follows.
Let us fix ρ ∈ (q, 1). We drop ρ in n ρ i , t ρ i , . . . to lighten the notation while advising the reader to keep in mind the dependence on ρ.
Let
. . , R r ) and let us fix i ∈ {1, . . . , r}. For some m, we have s m < f ρ (R i ) ≤ s m+1 . Having in mind Theorem 3.6, we now compute the sum of the logarithms of the radii of the pushforward that come from the radius R i , i.e. the radii s 1 , . . . , s 1 , . . . , s m , . . . , s m , f ρ (R i ), . . . , f ρ (R i ), where each s i appears n i − n i+1 times and f ρ (R i ) appears n m+1 times. Multiplying by s and summing over i will give us the desired result.
We use equations (1.4) and (1.5) to express f ρ (R i ) and s j 's in terms of t j 's. By Lemma 1.8, for j = 0, . . . , n, we have n j d j = d n . Note that, since ϕ is étale, we have d 1 = 1, hence n 1 = d n . We obtain
By Lemma 4.5, we have |a 1 | = |a|ρ ν . Multiplying by s and summing over i = 1, . . . , r, we obtain h(η ρ d , (F , ∇) t ) = −rd log |a| − rν log ρ d + d h(η ρ , (E , ∇) t ), which proves the first claim. Taking the derivative with respect to log ρ d , we obtain the rest.
Corollary 4.8. Suppose that ϕ −1 (x) = {y} and let (F , ∇) := ϕ * (E , ∇). Let Γ x be a finite subset of T x X and let Γ y := ϕ −1 y (Γ x ) ⊂ T y Y . Then Proof. We note that since Γ x is a finite subset of T x X, Γ y is also finite, so we may calculate Laplacian of (E , ∇) along it. Having in mind the additivity of (4.2) with respect to points in Γ x , it is enough to prove the result when Γ x is a singleton, say { v}. Let ϕ −1 y ( v) = { t 1 , . . . , t l }. For each i = 1, . . . , l, let A t i (0; q i , 1) be a normalized open annulus in Y such that ϕ restricts to a finite étale morphism ϕ i : A t i (0; q i , 1) → A v (0; q, 1). By increasing q if necessary, we may assume that, for each i = 1, . . . , l and each ρ ∈ (q, 1), the preimage of the point η ρ ∈ A v (0; q, 1) by ϕ i is the point η ρ α i ∈ A t i (0; q i , 1), where α i = d −1 t i , and that the conclusion of Theorem 4.7 holds. We have
d t i h η ρ α i , (E , ∇) t i − rν t i log ρ − rd t i log |a t i | .
By taking derivatives with respect to log ρ, the result follows.
We now derive explicit formulas for Laplacians. Let us first recall the case of P 1 .
Proposition 4.9 ([PP13, Proposition 6.2.11]). Let (F , ∇) be a differential equation of rank r on an open subset U of P 1 . Let x ∈ U be a point of type 2. Let Γ x be a finite subset of T x X with at least two elements. Then, we have ∆ x (Γ x , (F , ∇)) (#Γ x − 2) r with equality if R r (x, (F , ∇)) < 1.
We now deduce the general case thanks to the pushforward formula. Let X be a quasismooth k-analytic curve and let (E , ∇) be a differential equation of rank r on X. Recall that, by Theorem 2.6, for each point x ∈ X, the set Γ Irr x = { t ∈ T x X | Irr t ((E , ∇)) = 1} is finite.
We also recall the local Riemann-Hurwitz formula. Let X ′ be a quasi-smooth k-analytic curve and let ϕ : X → X ′ be an étale morphism. Let x ∈ X be an inner point of type 2 such that Corollary 4.10. Let x ∈ X be an inner point of type 2. Then, for each finite subset Γ x of T x X containing Γ Irr x , we have ∆ x (Γ x , (E , ∇)) (2g(x) − 2 + #Γ x ) r with equality if R r (x, (E , ∇)) < 1.
Proof. First note that, if the result holds for some finite subset Γ x of T x X containing Γ Irr x , then it holds for all of them.
Let ϕ : V → U be an étale morphism of degree d from an open neighborhood of x in V to an open subset of P 1 . Set x ′ := ϕ(x). We may assume that ϕ −1 (x ′ ) = {x}, so that d x = d. Let Γ ′ x ′ be a finite subset of T x ′ P 1 such that Γ x := ϕ −1 (Γ ′ Noting that the rank of ϕ * (E , ∇) is rd, the result now follows from Corollary 4.8 and Proposition 4.9, together with Theorem 3.6 to show that R rd (x ′ , ϕ * (E , ∇)) < 1 when R r (x, (E , ∇)) < 1.
By a classical decomposition argument, a more general result follows. We refer to the proof of [PP13, Proposition 6.2.20] for details.
For x ∈ X hyp and i = 1, . . . , r, we define an i th Laplacian ∆ i x (Γ x , (E , ∇)) by considering the slopes of the i th partial height of the Newton polygon instead of that of its total height. Denote by Γ R x the subset of T x X defined by the condition that, for each t ∈ Γ R x , there exists j ∈ {1, . . . , r} such that the slope of the j th radius of convergence along t is different from 1. By Theorem 2.6, it is finite. Corollary 4.11. Let x ∈ X be an inner point of type 2. Let i ∈ {1, . . . , r}. Then, for each finite subset Γ x of T x X containing Γ R x , we have ∆ i x (Γ x , (E , ∇)) (2g(x) − 2 + #Γ x ) i with equality in the following two cases: a) i = r and R r (x, (E , ∇)) < 1; b) i < r and R i (x, (E , ∇)) < R i+1 (x, (E , ∇)).
Remark 4.12. This result appears in [Ked15, Theorem 5.3.6], although with some details left out in the proof and using a quite dense argument.
In [PP13, Proposition 6.2.20], the formula was proved under some assumptions, which are satisfied when g(x) = 0 or char(k) = 2. The idea is to construct a morphism ϕ as in the proof such that the residue morphismφ x : C x → C x ′ is everywhere tamely ramified. When char(k) = 2, a result of Fulton shows that this is always possible (see [Ful69, Proposition 8 .1]).
Here, we prove the formula in full generality and more directly, without relying on heavy geometric input. 
