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Abstract
Nicht u¨bereinstimmendes Vokabular zwischen
Anfrage und Dokumenten stellt ein Hauptpro-
blem im Information Retrieval dar. Das Entry
Vocabulary Modul hat sich in den letzten Jahren
als Lo¨sung hierfu¨r etabliert. In diesem Beitrag
wird ein dynamisches Entry Vocabulary Modul
vorgestellt, das fu¨r einen Datenbestand mit meh-
reren inhaltsbezogenen Feldern in einem mehr-
stufigen Verfahren abha¨ngig von Zwischener-
gebnissen die Anfrage erweitert. Das entwickel-
te System wurde anhand eines mehrsprachi-
gen Datenbestands von rund 600.000 Fachtex-
ten evaluiert und fu¨hrte zu positiven Ergebnis-
sen.
1 Einleitung
1.1 Die zentrale Frage des Vokabulars
Bei der Verbalisierung von Informationen wird die Nach-
richt mit Hilfe eines Vokabulars kodiert. Da es aufgrund
verschiedener Sprachen und spezialisierter Fachsprachen
viele verschiedene Vokabulare gibt, ist es essentiell, dass,
sofern die Information ausgetauscht werden soll, sowohl
der Sender als auch der Empfa¨nger der Information das sel-
be Vokabular beherrschen und den Sinn der verbalen Ab-
bildung der Information verstehen ko¨nnen. Ist das in der
Kommunikation verwendete Vokabular einem der Kommu-
nikationspartner unbekannt, wird der Austausch von Infor-
mationen nahezu unmo¨glich.
Bezogen auf die Welt des Information Retrieval ergibt
sich in diesem Kontext ein a¨hnliches Problem. Je nach Auf-
gabe und Einsatzgebiet des IR-Systems variiert die Art der
Datengrundlage und der in der Datengrundlage verzeichne-
ten Informationen drastisch. Handelt es sich um eine hoch-
spezialisierte Datenbank, beispielsweise die in [Gey et al.,
2001] herangezogene Datenbank von amerikanischen Im-
und Exportstatistiken, so wird auch die Information in der
Datengrundlage entsprechend in einem spezialisierten Vo-
kabular kodiert sein. Im Falle der Außenhandelsstatistiken
la¨sst sich beispielsweise nicht erfolgreich mit dem Begriff
”automobile“ suchen - der entsprechende Begriff lautet indem Zielvokabular des IR-Systems ”Pass Mtr Veh“, waseinen Abku¨rzung fu¨r ”Passenger Motor Vehicle“ darstellt.
U¨blicherweise wu¨rde eine solche Datengrundlage nur
fu¨r die entsprechenden Spezialisten interessant sein, die mit
dem entsprechenden Vokabular der Datengrundlage ver-
traut sein mu¨ssen. Allerdings kann es sein, dass auch eine
solche Datenbank o¨ffentlich zuga¨nglich gemacht wird und
somit auch Nutzern durchsucht wird, die sich des speziel-
len Vokabulars nicht bewusst sind. Hierbei entsteht, wie im
oben beschriebenen Beispiel, die Situation, dass Nutzer, die
des Vokabulars des Systems nicht ma¨chtig sind, das System
nicht auf eine zielfu¨hrende Art und Weise bedienen ko¨nnen
- nicht nur, weil sie das Ergebnis des Retrievalprozess even-
tuell nicht interpretieren, sondern weil auf das System un-
vorbereitete Nutzer ohnehin kaum eine sinnvolle Anfrage
formulieren ko¨nnen.
Fu¨r die Lo¨sung dieser Probleme der semantischen
Heterogenita¨t in Metadatensystemen existieren mehrere
Ansa¨tze, vgl. [Hellweg et al., 2001]. Um eine Bru¨cke zwi-
schen dem spezialisierten, kontrollierten Vokabular einer
spezialisierten Datengrundlage und dem mehr oder weni-
ger freien Vokabular eines untrainierten Nutzers zu bau-
en, wurden in den letzten Jahren zunehmend sogenannte
Entry Vocabulary Module eingesetzt, vgl. [Buckland et al.,
1999]. Diese Module bestehen u¨blicherweise aus einem
Entry Vocabulary Index, der die Beziehungen zwischen
Termen des Freitexts und Deskriptoren oder Klassifikati-
onsangaben auf Basis von Wahrscheinlichkeiten abbildet
und einer Schnittstelle, die geeignete kontrollierte Voka-
beln vorschlagen kann, vgl. [Norgard, 1998]. Auf diese Art
undWeise kann eine Anfrage, die frei formuliert wurde, auf
das eventuell kontrollierte Vokabular der Datengrundlage
u¨bersetzt oder um verwandte Terme oder Phrasen erga¨nzt
werden.
Eine weitere, interessante Anwendungsmo¨glichkeit be-
steht außerdem darin, nicht nur einen ”vertikalen“ Voka-bularunterschied zu nivellieren, sondern auch einen ”hori-zontalen“: Wa¨hrend der Unterschied zwischen spezialisier-
tem und freien Vokabular eindeutig ist, ist auch der Un-
terschied zwischen dem Vokabular verschiedener Sprachen
- also der mehrsprachige Aspekt - durch den Einsatz von
EVMs gegebenenfalls zu u¨berbru¨cken. In [Petras, 2005]
wurde bereits belegt, dass mehrsprachiges Information Re-
trieval durch den Einsatz von Metadaten verbessert wer-
den kann: Petras wendete das EVM fu¨r die mit Thesaurus-
termen indexierte Fachdatenbank GIRT (German Indexing
und Retrieval Testdatabase) an. GIRT wird zur Evaluie-
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rung von mehrsprachigen Information Retrieval Verfahren
im Rahmen des Cross Language Evaluation Forum1 einge-
setzt, vgl. [Mandl, 2006].
Neben der U¨bersetzung der eingegebenen Suchanfrage
ist daru¨ber hinaus deren Erga¨nzung um verwandte Terme
und Phrasen mo¨glich - hierbei steht nicht unmittelbar im
Vordergrund, vollkommen verschiedene Vokabulare zu ver-
knu¨pfen und somit u¨berhaupt eine Suche mo¨glich zu ma-
chen, sondern vielmehr die Retrievalleistung einer Anfrage
zu versta¨rken.
1.2 Stiftung Wissenschaft und Politik
Die zugrundeliegenden Daten, fu¨r die das Information Re-
trieval System entwickelt und auf denen es evaluiert wird,
werden von der Stiftung Wissenschaft und Politik, Berlin,
(SWP) zur Verfu¨gung gestellt. Es handelt sich um einen
umfassenden Auszug aus der Literaturdatenbank des Fach-
informationsverbunds fu¨r Internationale Beziehungen und
La¨nderkunde (FIV). Die Literaturdatenbank ist beispiels-
weise u¨ber [Virtuelle Fachbibliothek Politikwissenschaf-
ten, 2006] zu nutzen, umfassende Informationen finden
sich unter [Fachinformationsverbund IBLK, 2006].
Die SWP wurde 1962 bei Mu¨nchen gegru¨ndet, hat ihren
Hauptsitz seit 2001 in Berlin und ist ein deutsches Institut
im Forschungsfeld der Außen- und Sicherheitspolitischen
Fragen. Wichtigste Auftraggeber der SWP sind der Deut-
sche Bundestag, die Bundesregierung und die Ministerien,
vorrangig hierbei das Auswa¨rtigen Amt und das Verteidi-
gungsministerium.
Die Datenbank des FIV umfasst rund 600.000 Eintra¨ge,
die sich zum Großteil mit den Themengebieten Staat- und
Gesellschaft, nationale und internationale Wirtschaft, In-
ternationale Politik und Sicherheit befassen. Geographisch
beziehen sich mehr als die Ha¨lfte der verzeichneten Do-
kumente auf Europa, europa¨ische Organisationen und die
NATO. Weitere wichtige und beru¨cksichtigte geographi-
sche Regionen schließen Afrika und den Nahen Osten,
Nord- und Su¨damerika und Asien und Ozeanien neben an-
deren mit ein.
Die Datengrundlage verzeichnet zu 65% Bu¨cher und
Paper, zu 25% monographische Vero¨ffentlichungen und
zu jeweils 5% Periodika und Jahrbu¨cher sowie Amtliche
Vero¨ffentlichungen. 24% der zu Verfu¨gung gestellten Do-
kumente beinhalten ein Abstract, die restlichen Dokumen-
te verfu¨gen ausschließlich u¨ber einen Titel und ggf. diverse
Deskriptoren als Metainformationen. Sprachlich dominie-
ren die englischen Dokumente mit 51% die Datengrundla-
ge. Deutsche Dokumente machen 28% des Umfangs aus,
franzo¨sische rund 11% und spanische 5%, wa¨hrend der
Rest der Dokumente in sonstigen Sprachen verfasst ist. Die
Deskriptoren sind insgesamt auf Deutsch verfasst. [Stiftung
Wissenschaft und Politik, 2006]
2 Konzeption eines Entry Vocabulary Moduls
Das Konzept der Entry Vocabulary Modul wurde unter an-
derem in [Gey et al., 2001] vorgestellt. In dieser Arbeit
wurde die vier zentralen Komponenten wie folgt bezeich-
net:
• eine ausreichend große Datengrundlage zum Trainie-
ren des Entry Vocabulary Index
• ein Part-of-Speech-Tagger, der Substantive aus Doku-
menttexten extrahiert
1siehe auch: http://www.clef-campaign.org
• ein Algorithmus, der die Beziehung zweier Begriffe
anhand der Wahrscheinlichkeit ihrer Kooexistenz in
einem Dokument errechnet
• das grundlegende Retrievalsystem, das die Suchanfra-
ge entgegen nimmt und die Ergebnisse auflistet
Das von Gey vorgestellte System ist ein globaler (d.h.
auf den gesamten Datenbestand bezogener) Ansatz zur
Konstruktion eines Entry Vocabulary Index, in dem Terme
des freien Vokabulars mit den kontrollierten Vokabeln der
Metadaten auf Basis von probablistischen Untersuchungen
verknu¨pft werden. Diese Verknu¨pfung basiert auf einer sta-
tistischen Analyse der Koexistenz von Termen und verge-
benen Metainformationen fu¨r ein gegebenes Dokument.
Diese Entwicklung eines zusa¨tzlichen Datenkonstrukts,
des Entry Vocabulary Index, ist dabei grundsa¨tzlich nicht
zwingend erforderlich. Eine dynamische, lokale (d.h. auf
eine Gruppe von potentiell relevanten Dokumenten ange-
wendete) Lo¨sung minimiert den Aufwand der Pflege und
der stetigen Aktualisierung eines zusa¨tzlichen Datenbe-
stands. Da die Datenbasis des FIV stetig wa¨chst und ak-
tuellere Themen, mit denen sich die Beitra¨ge befassen,
ebenfalls in vielen Fa¨llen neues, freies Vokabular mit sich
bringen, wa¨re eine regelma¨ßige Neuberechnung notwen-
dig. Schließlich ist zu erwarten, dass ein großes Interes-
se daran besteht, auch die neuesten Erga¨nzungen der Da-
tenbank effektiv aufzufinden. Daru¨ber hinaus wird in [Xu,
Croft, 2006] beschrieben, dass zumindest fu¨r Terme aus
dem Freitext eines Datenbestands ein lokaler, dem Rele-
vance Feedback verwandter Ansatz nicht schlechter geeig-
net sein muss als eine globale Berechnung.
Ein weiteres Argument gegen eine globale Auswertung
des paarweisen Auftretens von Termen des freien Vokabu-
lars und Deskriptoren ist die begrenzte Anzahl von Do-
kumenten mit Freitexten in Form von Zusammenfassun-
gen (rund ein Viertel aller Dokumente). Eine entsprechende
Auswertung wu¨rde die Deskriptoren der mit Zusammen-
fassungen ausgestatteten Dokumente voraussichtlich an-
ders in Relation zu den Termen des Freitextes stellen als es
bei den Dokumenten der Fall wa¨re, in denen die Deskrip-
toren nur mit den Termen der Titel in Relation gebracht
werden ko¨nnten. Wu¨rde sich eine solche globale Analy-
se nur auf die Zusammenfassungen beziehen, ko¨nnte nur
ein Viertel der Dokumente entsprechend ausgewertet wer-
den. Bei einer dynamischen Lo¨sung ko¨nnen dagegen auch
Metadaten zueinander in Relation gebracht werden, indem
in einem Suchprozess anhand der bereits extrahierten Me-
tadaten gesucht wird und weitere Deskriptoren extrahiert
werden ko¨nnen, die besonders ha¨ufig in den gefundenen
Dokumenten auftreten. Ein solcher Ansatz wu¨rde bei dem
Datenbestand des FIV so gut wie alle Dokumente in einer
Auswertung mit einbeziehen, da nahezu alle Dokumente
mit Deskriptoren erschlossen sind.
Fu¨r das entwickelte Information Retrieval System wur-
den mehrere Open Source Bibliotheken verwendet. Fun-
dament hierfu¨r ist die Klassenbibliothek Apache Lucene
in Version 1.9.1, zum Parsen und Indexieren der XML-
Dateien wird Jakarta Commons Digester in Version 1.7 ver-
wendet. Basis fu¨r die Systementwicklung bilden die an der
Universita¨t Hildesheim entwickelten Komponenten, die auf
Lucene basieren und im Rahmen von CLEF erfolgreich fu¨r
mehrsprachiges Retrieval eingesetzt wurden, vgl. [Hackl,
Mandl, Womser-Hacker, 2005] und [Hackl, Mandl, 2006].
Zur Evaluierung des Systems kommen sowohl ein Rele-
vanzbewertungsprogramm des Informationszentrum Sozi-
alwissenschaften in Bonn als auch das an der Universita¨t
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Hildesheim nach Java portierte Programm Trec Eval (im
Original von Gerard Salton und Chris Buckley) in Version
0.7 zum Einsatz.
3 Die Indexierung
3.1 Datendateien
Die Indexierung der insgesamt 600 XML-Datendateien des
Fachinformationsverbunds fu¨r Internationale Beziehungen
und La¨nderkunde geschieht mit Hilfe des XML-Parser Ja-
karta Commons Digester. Es wird auf die Felder
• file
(Dateiname der Datendatei)
• id
(Collection/Publication/Identifier/Text)
• title
(Collection/Publication/Text)
• abstract
(Collection/Publication/Description/Text)
• subject
(Collection/Publication/Subject/Text)
• language
(Collection/Publication/Language/Text)
• classification
(Collection/Publication/Classification/Text)
• geo
(Collection/Publication/GeographicCoverage/Text)
• temp
(Collection/Publication/TemporalCoverage/Text)
indexiert, wobei wa¨hrend der Indexierung der Lucene
StandardAnalyzer verwendet wird. Außerdem wird eine
manuell an den Datenbestand angepasste Stoppwortliste
eingesetzt, die aus den besonders hochfrequent auftreten-
den Termen des Index mit Hilfe der Lucene Index Toolbox
Luke in Version 0.6 entwickelt wurde und auch in einigen
Termen an die Anfragen angepasst wurde.
Bei mehreren Eintra¨gen in der gleichen XML-
Elementebene eines Dokuments wird das entsprechende
Feld des Lucene Index um alle weiteren Eintra¨ge erweitert.
3.2 Thesaurusdateien
Auch das Parsing der neun XML-Dateien des Thesaurus
wird mit Hilfe von Digester realisiert, es wird auf die fol-
genden Felder indexiert:
• subject
(Collection/Subject/Text)
• translations
(Collection/Subject/Subject/Text, Typerkennung)
• group
(Collection/Subject/Subject/Text, Typerkennung)
• subGroup
(Collection/Subject/Subject/Text, Typerkennung)
• connectedTerms
(Collection/Subject/Subject/Text, Typerkennung)
Aufgrund der im Vergleich zu den GIRT-Daten kompli-
zierter zu parsenden XML-Architektur sowohl der Daten-
als auch der Thesaurusdateien, wird beim Indexieren der
Elemente unter Collection/Subject/Subject/Text im The-
saurus eine zusa¨tzliche Methode verwendet, die auf Basis
des Eintrags in dem Element entscheidet, ob es sich um ei-
ne U¨bersetzung, eine Gruppe, eine Untergruppe oder einen
weiteren, verknu¨pften Begriff handelt. Diese Entscheidung
basiert beispielsweise auf der Morphologie des Eintrags,
der bei Gruppen z.B. einen gewissen Gruppen- oder Unter-
gruppencode als Pra¨fix entha¨lt.
4 Entwicklung der einzelnen Module
Der Suchprozess verla¨uft im entwickelten System in
einzelnen Etappen, in denen nacheinander zuna¨chst die
Suchanfrage auf sinntragende Elemente reduziert, dann die
reduzierte Anfrage mit Hilfe des Thesaurus u¨bersetzt und
per Blind Relevance Feedback sowie vom Entry Vocabula-
ry Modul erweitert wird.
Die eigentliche und abschließende Suche wird zum En-
de des gesamten Prozess mit Hilfe der durch die einzel-
nen Schritte augmentierten Anfrage durchgefu¨hrt und das
Ergebnis zu Evaluierungszwecken in ein TREC-u¨bliches
Evaluierungsdateiformat geschrieben. Der Cut-Off liegt
hier bei 200 Dokumenten pro Suchanfrage.
4.1 Reduzierung der Suchanfrage auf
sinntragende Elemente
Um aus der natu¨rlichsprachlichen Anfrage die sinntra-
genden Elemente herauszufiltern und so eine sowohl im
Umfang reduzierte als auch inhaltlich verdichtete Anfrage
zu formulieren, wird im vorliegenden Retrievalsystem das
Discriminator Modul eingesetzt.
Die Aufgabe des Discriminator Moduls ist es, Begriffe,
die bereits beim Indexieren durch die Stoppwortliste aus-
geschlossen wurden und Begriffe, die nicht wa¨hrend der
Indexierung ausgeschlossen wurden, und besonders ha¨ufig
im Index vorkommen, aus der Anfrage zu entfernen.
Hierbei ist das Ziel, dass das System hier nicht eine se-
mantisch zentrale, freie Vokabel aus der Anfrage entfernt,
nur weil sie nicht im kontrollierten Vokabular der Meta-
daten der einzelnen Dokumente vorkommt. Darum sucht
das Discriminator Modul nach jedem einzelnen Term der
Anfrage im Datenindex auf die freien Suchfelder abstract
und title. Ergibt sich mindestens ein Treffer in einem der
beiden Felder, verbleibt der Term in der weiter zu verwen-
denden Anfrage. Ergibt sich bei der Suche in den Daten bei
einem Term eine Trefferliste mit mehr als 8000 Eintra¨gen
(Zahl auf Basis von Tests mit SWP-Evaluierungsanfragen
festgestellt, Schwellenwert knapp u¨ber dem mit rund 7500
Nennungen am ha¨ufigsten verzeichneten Begriff ”China“von allen Begriffen der Evaluierungsanfragen), wird die-
ser Term im weiteren Suchprozess ignoriert. Diese Reduk-
tion der Anfrage ist besonders fu¨r den U¨bersetzungspro-
zess im Translator Modul notwendig, da ohne eine solche
Verku¨rzung oftmals versucht wu¨rde, sinnfreie Teile der An-
frage zu u¨bersetzen und somit die Anfrage weiter um se-
mantisch irrelevante Passagen zu erga¨nzen.
4.2 U¨bersetzung der Anfrage
In [Petras, 2005] wurden erfolgreiche Versuche der U¨ber-
setzung mit Hilfe eines mehrsprachigen Thesaurus, mit
einem zusa¨tzlichen Hinweis auf [Petras et al., 2003],
beschrieben. Entsprechend wurde versucht, auch in die-
sem Rahmen eine U¨bersetzung von Anfragetermen durch
den Thesaurus zu realisieren. Da die U¨bersetzungsleistung
in einem Retrievalsystem fu¨r eine inhaltlich spezifische
Doma¨ne zu großen Teilen von der thematischen Eignung
des eingesetzten Wo¨rterbuchs abha¨ngt, war die Nutzung
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Searcher.dataIndex()
Searcher.thesaurusIndex()
EVM
Passage
Abbildung 1: Prozessablauf des EVM
Anfrage Anfragefeld Ru¨ckgabefeld Ergebnisstring
An den Thesaurus gerichtete Anfragen:
1. stoppedQuery subject connectedterms evmCtFromSub
2. stoppedQuery connectedterms subject evmSubFromCt
An den Datenindex gerichtete Anfragen:
3. stoppedQuery title subject evmSubjectsFromTitleQuery
4. stoppedQuery abstract subject evmSubjectsQuery
5. stoppedQuery abstract geo evmGeoQuery
6. evmGeoQuery geo subject evmSubjectsFromGeoQuery
7. evmSubjectsQuery subject classification evmClassFromSubjectsQ.
8. evmSubjectsQuery subject geo evmGeoFromSubjectsQuery
9. evmClassFromSubjectsQ. classification subject evmSubjectsFromClassQ.
Tabelle 1: Detaillierter Verlauf der Kaskade
der U¨bersetzungen des vorliegenden Thesaurus nahelie-
gend und vielversprechend.
Dem Translator Modul wird die vom Discriminator Mo-
dul reduzierte Suchanfrage u¨bergeben. Das U¨bersetzungs-
modul durchsuch daraufhin das Feld subject des Thesau-
rus und gibt bei einem Score von 1,0, also einer exak-
ten U¨bereinstimmung, die Inhalte des Feldes translations
zuru¨ck. Da das parallel entwickelte Modul zur Erkennung
von Phrasen nicht rechtzeitig fertiggestellt werden konn-
te, muss sich das Translator Modul entsprechend auf term-
weise U¨bersetzungen beschra¨nken, auch wenn bewusst ist,
dass die U¨bersetzung von Phrasen mitunter bessere Ergeb-
nisse erzielen kann.
Trotzdem hat eine solche Methode zur U¨bersetzung
grundlegendes Potential: Beispielsweise lassen sich ein-
termige La¨ndernamen und Themenangaben, die zentralen
Charakter fu¨r den Sinn einer Anfrage beinhalten, auf die-
se Art und Weise zuverla¨ssig in Englisch, Franzo¨sisch und
Spanisch in der fu¨r die Datenbasis passenden Fachtermino-
logie u¨bersetzen.
Daru¨ber hinaus sei darauf hingewiesen, dass der Ein-
satz des bereits beschriebene EVM in dem IR-System fu¨r
die Datenbank des FIV einen Großteil der mehrsprachigen
Retrievalleistung realisiert, da das kontrollierte Vokabular
u¨ber die Dokumente aller Sprachen in einer einheitlichen
Sprache verfasst ist und sich somit mit Hilfe der Deskripto-
ren ein grundlegendes, mehrsprachiges Retrievalverfahren
realisieren la¨sst.
4.3 Blind Relevance Feedback
Das Blind Relevance Feedback Modul (BRF) wurde nach
geringfu¨giger Anpassung auf den erzeugten Index aus dem
System der Universita¨t Hildesheim u¨bernommen. Es wur-
de bereits in mehreren Systemen erprobt, vgl. beispielhaft
[Hackl, Mandl, Womser-Hacker, 2005].
Wa¨hrend das im folgenden Kapitel vorgestellte EVM
das lokale Feedback im Bezug auf Metadatenfelder reali-
sieren soll, wird das BRF zusa¨tzlich eingesetzt, um auch
die Freitext-Felder title und abstract fu¨r Relevance Feed-
back zu nutzen. Auf dieseWeise werden alle zur Verfu¨gung
stehenden Felder durch die beiden verschiedenen Varianten
des Feedbacks genutzt.
Dem Blind Relevance Modul wird ebenfalls die durch
den Discriminator reduzierte Anfrage u¨bergeben. Im Rah-
men der Evaluierung werden bei Einsatz des BRF pro
Anfrage die 30 am besten bewerteten Dokumente unter-
sucht und fu¨nf Terme zur Anfragenerga¨nzung zuru¨ckge-
geben und auf die Felder title und abstract gerichtet. Die
beiden Werte haben sich im Rahmen einer vorbereitenden
Erprobung als vergleichsweise geeignet herausgestellt. Es
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wird die Berechnungsmethode des Robertson Selection Va-
lue verwendet.
4.4 Entry Vocabulary Modul
Der Prozess dieses EVM ist in Abbildung 1 abgebildet:
Zuna¨chst wird die reduzierte Anfrage an die Klasse Ent-
ryVocabularyModule u¨bergeben, dann, in den mehreren
Schritten der Kaskade in der Klasse ControlledVocabu-
laryAdder mit Hilfe der Klasse Searcher auf diverse In-
dexfelder angewendet und die Ergebnisse statistisch aus-
gewertet. Die am ho¨chsten bewerteten Terme und Phra-
sen werden an die Klasse EntryVocabularyModule u¨ber-
geben, wo alle Einzelergebnisse der Kaskadenelemente zu-
sammengefasst und zur Erga¨nzung der urspru¨nglichen An-
frage zuru¨ckgegeben werden.
Im Falle der vorliegenden Datenbasis sind die drei fu¨r
die Extraktion relevanten Felder der Datenbasis geo, sub-
ject und classification. Daru¨ber hinaus werden die Felder
subject und connectedterms des Thesaurus fu¨r eine Extrak-
tion beru¨cksichtigt. Die beiden freien Felder der Datenba-
sis, auf die zuna¨chst die reduzierte Anfrage gerichtet wird
sind title und abstract.
Das vorgestellte Modell wendet eine Anfragenkaskade
an, die sowohl die reduzierte Anfrage, als auch aus der
reduzierten Anfrage gewonnene Deskriptoren zur Gewin-
nung von weiteren Metadaten verwendet. Einen genauen
U¨berblick u¨ber den Verlauf der Kaskade im evaluierten
System gibt Tabelle 1. In der Tabelle werden detailliert
die verwendete Anfrage, die Richtung der Anfrage auf das
gegebene Feld und das ausgewertete Feld der gefundenen
Dokumente sowie der zuru¨ckgegebene String aus potenti-
ell nu¨tzlichen Deskriptoren genannt. Die Anfragenkaskade
ist in der Klasse EntryVocabularyModule programmiert.
Im Rahmen der statistischen Auswertung wird das Su-
chergebnis jedes Kaskadenelements in ControlledVocabu-
laryAdder untersucht. Der Umfang der Untersuchung la¨sst
sich durch den Faktor consideredDocs steuern: Hier wird
angegeben, wie viele der am ho¨chsten bewerteten Doku-
mente in die statistische Auswertung eingehen. U¨ber die
in consideredDocs genannte Zahl von Dokumenten wer-
den alle Terme und Phrasen des untersuchten Felds mit dem
Score ihres Ursprungsdokuments verknu¨pft. Bei Mehrfach-
nennungen werden die Werte addiert. U¨ber 30 Dokumente
werden so z.B. im Feld subject bei durchschnittlich 12 De-
skriptoren pro Dokument 360 Deskriptoren untersucht und
ausgewertet. Abschließend werden die addierten Scores der
einzelnen Deskriptoren normalisiert. Bevor die Deskrip-
toren zuru¨ckgegeben werden, nehmen die Parameter cu-
tOffScore und numberOfReturned Einfluß auf die Anzahl
der zuru¨ckgegebenen Dokumente. numberOfReturned li-
mitiert die Anzahl der maximal zuru¨ckgegebenen Deskrip-
toren, falls sehr viele Deskriptoren ein ho¨heres Ergebnis
erzielt haben als in cutOffScore gefordert. In der Evaluie-
rung wurden durchweg maximal sechs Terme oder Phrasen
pro Kaskadenelement erga¨nzt.
5 Evaluierung
Im Folgenden werden die einzelnen Runs und ihre jeweili-
gen Unterscheidungen durch verschiedenen Parameter de-
tailliert beschrieben. Zentrale Ansatzpunkte fu¨r die Unter-
scheidung der EVM-Runs sind sowohl die Wahl der An-
zahl der in jedem einzelnen Kaskadenelement ausgewerte-
ten Dokumente (30 oder 100), der auf die extrahierten Be-
griffe und deren Scores angewendeter Cut-Off-Score (0,3
oder 0,6) und die Anzahl der der Query hinzugefu¨gten Ter-
me und Phrasen (maximal sechs). Diese Parameter sind fu¨r
das EVM von zentraler Bedeutung, es stellt sich die Frage,
welche Einflu¨sse die unterschiedlichen Einstellungen auf
die Retrievalleistung haben werden.
5.1 Die einzelnen Runs
Bezeichnung: SwpBase1-Nmd
• Eingesetzte Funktionen: Lucene vanilla, Stoppworte
durch Indexierung
• Eingesetzte Anfragen: Eingegebene Anfrage auf die
Felder abstract und title.
• Parameter des EVM: EVM nicht eingesetzt
• Globale Gewichtungen: Einfache Gewichtung der
eingegebenen Anfrage
Bezeichnung: SwpBase2-Md
• Eingesetzte Funktionen: Lucene vanilla, Stoppworte
durch Indexierung
• Eingesetzte Anfragen: Eingegebene Anfrage auf die
Felder abstract, title, subject und classification.
• Parameter des EVM: EVM nicht eingesetzt
• Globale Gewichtungen: Einfache Gewichtung der
eingegebenen Anfrage
Bezeichnung: SwpEvm1
• Eingesetzte Funktionen: Discriminator, Translator,
Blind Relevance Feedback, Entry Vocabulary Modul
• Eingesetzte Anfragen: StoppedQuery (termweise an-
gewendet auf abstract und title), RelevantTerms
(termweise angewendet auf abstract und title), Trans-
latedQuery (termweise angewendet auf abstract und
title), EvmQuery (termweise angewendet auf die Ur-
sprungsfelder, connectedterms angewendet auf ab-
stract)
• Parameter des EVM: Die maximal 30 am ho¨chsten
bewerteten Dokumente werden auf Terme und Phra-
sen ausgewertet. Die sechs am ho¨chsten bewerte-
ten Terme/Phrasen werden eingesetzt. Es gibt einen
Score-Cut-Off bei 0,3 fu¨r EVM-Terme. Normalisier-
te Gewichtung an Termen/Phrasen entsprechend der
statistischen Auswertung des EVM.
• Globale Gewichtungen: StoppedQuery: Gewichtung
verzehnfacht, EvmQuery: Gewichtung einfach mul-
tipliziert mit Score-Gewicht, TranslatedQuery, Rele-
vantTerms: Gewichtung einfach
Bezeichnung: SwpEvm2
• Eingesetzte Funktionen: Discriminator, Translator,
Blind Relevance Feedback, Entry Vocabulary Modul
• Eingesetzte Anfragen: StoppedQuery (termweise an-
gewendet auf abstract und title), RelevantTerms
(termweise angewendet auf abstract und title), Trans-
latedQuery (termweise angewendet auf abstract und
title), EvmQuery (termweise angewendet auf die Ur-
sprungsfelder, connectedterms angewendet auf ab-
stract)
• Parameter des EVM: Die maximal 100 am ho¨chs-
ten bewerteten Dokumente werden auf Terme und
Phrasen ausgewertet. Die maximal (siehe Cut-Off)
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Abbildung 2: Vorla¨ufige Ergebnisse der Evaluierung u¨ber 19 von 25 Anfragen
BaseRun1 BaseRun2 SwpEvm1 SwpEvm2 SwpEvm3
Retrieved 3800 3800 3800 3800 3800
Relevant 1395 1395 1395 1395 1395
Rel-Ret 440 596 863 858 869
0,0 0,5705 0,6984 0,7268 0,7001 0,5992
0,1 0,2190 0,3428 0,4022 0,4049 0,4169
0,2 0,1575 0,2432 0,3525 0,3560 0,3377
0,3 0,1112 0,1759 0,3159 0,3125 0,3104
0,4 0,0851 0,1554 0,2780 0,2649 0,2775
0,5 0,0602 0,1036 0,2274 0,2008 0,2606
0,6 0,0543 0,0865 0,1907 0,1567 0,1703
0,7 0,0075 0,0604 0,1172 0,1131 0,0945
0,8 0,0000 0,0076 0,0435 0,0607 0,0315
0,9 0,0000 0,0076 0,0162 0,0000 0,0043
1,0 0,0000 0,0000 0,0022 0,0000 0,0041
Avg.Prec. 0,0865 0,1410 0,2126 0,2049 0,2070
Tabelle 2: Quantitative Ergebnisse nach Auswertung von 19 aus 25 Evaluierungsfragen
sechs am ho¨chsten bewerteten Terme/Phrasen wer-
den eingesetzt. Es gibt einen Score-Cut-Off bei 0,3
fu¨r EVM-Terme. Normalisierte Gewichtung an Ter-
men/Phrasen entsprechend der statistischen Auswer-
tung des EVM.
• Globale Gewichtungen: StoppedQuery: Gewichtung
verzehnfacht, EvmQuery: Gewichtung einfach, mul-
tipliziert mit Score-Gewicht, TranslatedQuery, Rele-
vantTerms: Gewichtung einfach
Bezeichnung: SwpEvm3
• Eingesetzte Funktionen: Discriminator, Translator,
Blind Relevance Feedback, Entry Vocabulary Modul
• Eingesetzte Anfragen: StoppedQuery (termweise an-
gewendet auf abstract und title), RelevantTerms
(termweise angewendet auf abstract und title), Trans-
latedQuery (termweise angewendet auf abstract und
title), EvmQuery (termweise angewendet auf abstract
und title)
• Parameter des EVM: Die maximal 100 am ho¨chsten
bewerteten Dokumente werden auf Terme und Phra-
sen ausgewertet. Alle Terme/Phrasen werden einge-
setzt, die u¨ber dem Score-Cut-Off von 0,6 liegen. Es
wird keine spezielle Gewichtung der einzelnen Terme
vorgenommen.
• Globale Gewichtungen: StoppedQuery: Gewichtung
verzehnfacht, EvmQuery, TranslatedQuery, Relevant-
Terms: Gewichtung einfach
5.2 Der Evaluierungsprozess und erste
Ergebnisse
Zur Evaluierung wurden durch die SWP 25 Evaluierungs-
anfragen zur Verfu¨gung gestellt, die in ihrem Informations-
gehalt, d.h. Umfang an geopolitischen und thematischen
Anhaltspunkten fu¨r das IR-System, und ihrer Konkretisie-
rung stark schwanken und somit einen hohen Anspruch
an die Leistungsfa¨higkeit des Systems stellen. Beispielhaft
ko¨nnen hier die folgenden zwei Fragen vorgestellt werden:
• Frage 3: Welche Faktoren bestimmen die Beziehun-
gen zwischen China und der EU / den einzelnen EU-
La¨ndern?
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• Frage 4: Welche Gefa¨hrdungen bestehen fu¨r die ma-
ritime Sicherheit in Su¨dostasien?
Die Evaluierung der Suchmaschine mit sa¨mtlichen Zu-
satzmodulen erfolgt u¨ber einen Vergleich der Retrievaler-
gebnisse von zwei verschiedenen BaseRuns und drei ver-
schiedenen Evm-Runs bei denen das grundsa¨tzliche EVM-
System in diversen Parametern angepasst wurde, um den
Einfluss der Parameter auf das Retrievalergebnis zu unter-
suchen. Zusa¨tzlich wurde in dem Projekt das System auf
den Datensatz GIRT3 evaluiert sowie auch die Leistungs-
unterschiede zwischen den einzelnen Modulen untersucht.
Da die Evaluierung noch andauert, kann in diesem Pa-
per nur ein vorla¨ufiger U¨berblick u¨ber das Retrievalergeb-
nis von 19 der insgesamt 25 Evaluierungsanfragen gegen
werden.
Insgesamt ist die Retrievalleistung gegenu¨ber beiden
BaseRuns deutlich angestiegen. Sowohl die Precision als
auch der Recall der Evm-Runs u¨bertrifft die Retrievalleis-
tung, die erreicht wird, wenn die Metadaten (wie im ersten
BaseRun abgebildet) nicht zum Suchvorgang hinzugezo-
gen werden, deutlich. Im Vergleich zum zweiten BaseRun
ha¨ngt die Retrievalleistung der EVM-aktivierten System al-
lerdings deutlich von der untersuchten Query ab, trotzdem
zeigt sich bei den vorliegenden Ergebnissen einen drasti-
sche Steigerung der Retrievalleistung.
6 Fazit
Da die Ergebnisse des vorgestellten IR-Systems noch nicht
abschließend evaluiert und ausgewertet wurden, kann nur
ein aktueller Einblick in die Entwicklungsarbeit gegeben
werden.
Nach der Evaluierung von 19 aus insgesamt 25 Eva-
luierungsanfragen la¨sst sich aber vorla¨ufig zusammenfas-
sen, dass die EVM-basierten Runs im direkten Vergleich
zu den Runs ohne entsprechende Unterstu¨tzung eine dras-
tische Steigerung des Recalls verzeichnen ko¨nnen. Gleich-
zeitig liegt die Precision der einzelnen EVM-Runs stetig
u¨ber denen der beiden BaseRuns, insgesamt la¨sst sich eine
signifikante Steigerung der Retrievalleistung belegen.
Das dynamische EVM hat sich angesichts der ersten
Evaluierungsergebnisse bewa¨hrt. In einem weiteren Schritt
soll das hier vorgestellte System auch auf die GIRT Daten-
basis angewandt werden, um einen besseren Vergleich mit
bereits implementierten Systemen zu ermo¨glichen.
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