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ERRATA 
Page 10, After the definition of the notation ^^  the 
following sentence should be inserted: 
'It should be noted that each letter stands for the 
multiplicative argument associated with it, not just 
the single argument. That is, the letter r in the 
abbreviated notation stands for the argument 
Thus Y^^ = and = V a ' V a ' \ ) ' ' 
Page 43. The fourth equation in the permutation equations of 
contains the untabulated functions V^^ and V^^. This 
equation should read, using only tabulated functions, 
^ c a = ^^abc - ^abc " ^b^ac ^a^bc • 
Similarly, the sixth equation should read 
^cba = ^abc - ^a^bc " ^c^ab ^^a^^c ' 
Page 56. Equation (5.6.3) is incorrect, and should read 
^badc = V ^ a c d - V a c d " ^^a... ^abcd (5.6.3) 
^abcd = V b c d - V b d c ~ ^^b... ^badc 
Equations (5.6.4), (5.6.5) and (5.6.14) then should be 
^cdab = W e d - V a b d ^ ^^a... - ^abcd ^5.6.4) 
^abcd = ^cd^ab - V ^ c b d ^c... " ^cdab 
^cdba = W e d - V c ^ d - W e d - V ^ b c d (5.6.5) 
^ ^ c W ^abcd ^b... 
^abcd = ^ d ^ c ^ b - ^ d V c b - ^ d c \ b - ^^d^cab 
V d c b - ^dcab - ''^ c... 
B 
Page 57. = V b d ^ W a c W b c ' V a b c ( 5 . 6 . U ) 
V ^ a b c - - ^acbd 
^^ ^abcd = ^dc^^ba - ^ a V d c ^ a ^ d ^ c " V d b c 
V W - ^'^b... - ^dcba 
Page 58, Equation (5.6.21) contains the untabulated function 
"^adbc' ^^^ should read, using tabulated functions, 
^bcad = W b o - V a o a ^ ^adcb ( 5 . 6 . 2 1 ) 
^abcd = - V o b d ^ ^odba • 
Page 68. In the final equation on this page, the terra ^^ g,... 
should be deleted. 
Page 71. UT)T)er t)roduct l i n i t in (7.1.6) should be k, not n. 
The l a s t c lause o f t^ e^ sentence ouT,lifYin^r (7.1.6) 
should read: armments beinp- ^'iven by the i n t e r e r 
se t ( r ^ ) . " in nl^-ce o f "whicb . . . k p-rouns.". 
GORrlgCJIONS 
Pa^e 18. Tbe plus s i^n in ( 2 . 1 . 2 ) sbould be minus s i^n . 
The f i r s t eau-^tion in the set (2 .1 . '^ ) should be d e l e t e d . 
Page 21. The f i n a l sentence should be d e l e t e d . 
Page pa^e 46. Delete the sentence b e f o r e ( 5 . 1 . 6 ) . 
Pa?Te 61. Delete the f i n a l sentence o f s e c t i o n 6.1. 
The e f f e c t o f the above d e l e t i o n s i s to remove any ambi^'^uity about 
the si<-n o f f u n c t i o n s . As a l l the tab^ilated f u n c t i o n s are p r o b a b i l i t y 
f u n c t i o n s by d e f i n i t i o n , they are a l l de f ined to be p o s i t i v e f o r 
a l l parts o f t h e i r range. In this thesis however only the positive 
domain for arguments is considered. 
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PREFACE 
Though the multivariate normal distribution has many uses 
in modern statistics, adequate tables of its probability integral 
do not yet exist. Those currently available are of cases suited 
to particular applications: a list of such tabulations is given 
in the first chapter. This thesis is concerned with producing 
tables of the smallest size which will enable the multivariate 
normal probability integral to be evaluated. 
It is possible to calculate this by numerical integration 
of the frequency function concerned over the range under study, 
but a large number of parameters are involved. The probabilities 
themselves are small for much of the range, also, requiring 
many decimal places in high dimensions. These two factors imply 
that some method is needed to reduce the number and retnge of 
parameters, if tabulation is to be feasible. 
The method adopted was, firstly, to reduce the problem to 
that of uncorrelated variables. The number of variables is then 
reducible to the niimber of dimensions. Secondly, only one 
variable is allowed to take an infinite range - the others are 
given as multiplicative ratios relative to this variable. These 
successive ratio variables can take an infinite range, but in 
tabulation it is sufficient to evaluate only a limited number 
of ranges. The range of the present tables is that between zero 
and imity for each ratio variable, but formulae for all other 
ranges are derived. 
The formulae for calculating the multivariate normal probab-
ility integral were developed by Dr.S,John, under whose super-
vision this work has been done. Three classes of functions are 
used to express the probabilities, however, of which two are 
defined and investigated in this thesis. These functions are 
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the ¥ and Y functions, together with John's V function. The 
use of the two new functions introduces considerable economies 
in the calculation time: this is detailed in chapter eight. 
Volumes Two, Three and Four give the computed values of these 
three functions for the first four dimensions, while their 
properties and connecting formulae are given in chapters two to 
seven of this volume. 
The tables themselves are described in chapters eight and 
nine, and have be en checked by multiple computation, comparison 
with related functions, and differencing in all directions. 
A bibliography is provided at the end. Chapter one surveys work 
done in the past in this area, and presents the contributions 
of this thesis. 
Acknowledgements 
The author wishes to thank Dr.S.John for suggesting the 
problem and supervising the work: also Mr.J.Morgan for his 
supervision during Dr.John's absence. The Computer Centre, A.N.U. 
made available facilities for the calculation of Volumes Two and 
Three, while Volume Four was tabulated at the Computer Centre, 
University of Melbourne. The differencing of the tables was 
assisted by Mrs.H.Milosz and Mr.R.Frank. The Bureau of Census 
and Statistics, Canberra, provided financial ajid library help. 
To all these the author acknowledges his assistance and gratitude. 
Apart from the help of those acknowledged, this thesis is my 
own work entirely. 
- CONTENTS -
VOLUME ONE; TlIE PROBABILITY INTEGRAL OF THE MULTIVARIATE 
NORMAL DISTRIBUTION 
Preface 2 
Acknowledgements 3 
Contents 4 
Notation 9 
Chapter One; Survey of work on the multivariate 12 
normal probability integral 
Chapter Two; The univariate V-function 18 
2.1 Definitions ajid properties 
2.2 Tabulation 
Chapter Three; The bivariate V-function 20 
3»1 Definitions and Properties 
3.2 Limits 
3«3 Relation to other functions 
Tabulation 
3,5 Untabulated regions 
Chapter Four; The trivariate V-function 32 
4.1 Definitions and properties 
4.2 Limits 
4.3 Relation to other functions 
4.4 Tabulation 
4.5 Untabulated regions 
Chapter Five: The quadrivariate V-function 44 
5.1 Definitions and properties 
5.2 Limits 
5.3 Correlated Variables 
5.4 Relation to other functions 
5.5 Tabulation 
5.6 Untabulated regions 
Chapter Six; The auxiliary functions ¥ and Y 59 
6.1 Definitions and properties 
6.2 Limits 
6 . 3 Relation to other functions 
6.4 Tabulation 
6 . 5 Untabulated regions 
Chapter Seven; The general V-function and the 69 
Z-function 
7*1 Definitions and properties 
7.2 Limits 
7.3 Relation to other functions 
Chapter Eig;ht; Computation and tabulation 75 
8.1 Method of quadrature 
8.2 Tables of accuracy, Gaussian 
points and weights 
8 . 3 Programming language and 
facilities 
8.4 Calculation routines 
8.5 Tabulation routines 
Chapter Nine; Interpolation 81 
9.1 Interpolation in the 
H-direction 
9 . 2 Interpolation in the L and 
K-directions 
9 . 3 Interpolation in the 
J-direction 
9.4 Tables of differences 
9.5 Tables of accuracy for 
Lagrangian interpolation 
Bibliography 93 
I Relating to the tables 
II Relating to computation 
VOLUME T¥Q; TABLES OF THE V-PUNCTION 
Table One: 
Table Two: 
Table Three: 
Table Four: 
Univariate Case: V(h) (or Phi(h)) 
h = 0 (O.OOOl) 6.000 
Eight decimal places 
Bivariate Case: V(h,Ih) 
h = 0 (O.Ol) 6.00 
1 = 0 (O.l) 1.0 
Eight decimal places 
First to fourth differences 
Trivariate Case: V(h,lh,klh) 
h = 0 (O.Ol) 3.00 (0.02) 4.00 
(0.05) 5.00 (0.2) 6.00 
1 = 0 ( o . l ) 1.0 
k = 0 ( o . l ) 1.0 
Eight decimal places 
Third differences, h-direction 
Quadrivariate Case: V(h,Ih,klh,jklh) 
h = 0 ( 0 . 0 2 ) 1.50 (0.05) 2.50 ( o . l ) 
( 4.00 k = 0.5 allj 
3.50 k = 0.7.0.8; j = 0.1-0.6 ((0.5) 5.50 
k = 0.9,1.0; j = 0.1-0.4 ) 
3.00 other k,j ^ 
1 = 0 (O. l) 1.0 
k = 0 (o.l) 1.0 
j = 0 ( o . l ) 1.0 
Seven decimal places 
Second differences, h and j-directions 
VOLUME TIrlREE; TABLES OF TKE AUXILIARY FUNCTIONS ¥ AND Y 
FOR THE BASIC RANGE L,K,J LESS THAN ONE 
Table Five: Trivariate Case: ¥ ( h , l h , k l h ) 
h = 0 (O.Ol) 3.00 (0.02) if.00 
(0.05) 5,00 (0.2) 6.00 
1 = 0 (0,1) 1.0 
k = o (0 .1) 1 .0 
Eight decimal places 
Table Six: <4uadrivariate Case: ¥( h, Ih, klh, jklh) 
h = 0 (0.05) 1.50 (0.1) 3.0 (0.2) k.o (0.5) 6.0 
1 = 0 (0.1) 1.0 
k = 0 (0.1) 1.0 
j = 0 (0.1) 1.0 
Seven decimal places 
Table Seven: Quadrivariate Case: Y(h,Ih,klh,jklh) 
h = 0 (0.05) 1,50 (0.1) 3.0 (0.2) 4.0 (0.5) 6.0 
1 = 0 (0. 1 ) 1,0 
k = 0 (0.1) 1.0 
j = 0 (0.1) 1,0 
Seven decimal places 
8 
VOLUME FOUR; TABLES OF THE AUXILIARY FUNCTIONS ¥ AND Y 
FOR OTHER RANGES 
T a b l e E i g h t ; Q u a d r i v a r i a t e Case: ¥ ( I h , h , k l h , j k l h ) 
h = 0 ( 0 . 0 5 ) 1 . 5 0 ( 0 , 1 ) 3 . 0 ( 0 . 2 ) 4 , 0 ( 0 . 5 ) 7 . 0 
1 = 0 ( 0 , 1 ) 1 , 0 
k = 0 ( 0 , 1 ) 1 , 0 
j = 0 ( 0 . 1 ) 1 . 0 
Seven decimal p l a c e s 
T a b l e Nine; Q u a d r i v a r i a t e Case; Y ( h , j k l h , k l h , I h ) 
h = 0 ( 0 . 0 5 ) 1 , 5 0 ( 0 . 1 ) 3 . 0 ( 0 , 2 ) h,0 ( 0 . 5 ) 6 , 0 
1 = 0 ( 0 , 1 ) 1 , 0 I 
k = 0 ( 0 . 1 ) 1 , 0 
j = 0 ( 0 . 1 ) 1 , 0 
Seven decimal p l a c e s 
T a b l e Ten; Q u a d r i v a r i a t e Case: Y ( h , k l h , I h , j k l h ) 
h = 0 ( 0 . 0 5 ) 1 , 5 0 ( 0 . 1 ) 3 , 0 ( 0 . 2 ) ( 0 . 5 ) 6 , 0 
1 = 0 ( 0 , 1 ) 1 , 0 
k = 0 ( 0 , 1 ) 1 , 0 
j = 0 ( 0 . 1 ) 1 . 0 Seven decimal p l a c e s 
NOTATION 
A 9 is the jth forward difference at the point x^. 
B(h,k;r) is the probability content of the region (-00,h; -00 ,k) 
in a bivariate normal density with correlation r. 
C(a,b,c; p. .) is the probability content of the region (-00,a), ^ J 
(-00 ,b) , (-co , c) in a trivariate normal density 
with correlation matrix ( p. .). X J 
F (t p. .) is the probability content of the region (-cd ,t) IX 1J 
(for each variable) in a multivariate normal 
density of n dimensions with correlation matrix (p. .) X J 
g(x),g(x,y;r) etc are the standardized frequency functions for 
the normal distribution of dimensionality implied 
by the parameters. 
l(a,b) is the probability content of the region bounded by the 
lines X = a, y =QD, y = (a/b)x,in an uncorrelated 
bivariate normal density. 
L(h,k;r) and M(h,k;r) are the probability content of the region 
(h,oo ),(k,co) in a bivariate normal density with 
correlation r. 
P ( 0 ) is the probability that all variables are positive in n^ ^xj' 
a multivariate normal density of n dimensions with 
correlation matrix ( p^j)* ^^ ^ i® abbreviated to P^. 
R(h,k) is the same ftinction as l(h,k), defined originally as 
the remainder in an approximation for v(h,k), 
S(h,a,b) is the probability content of a truncated wedge in a 
trivariate uncorrelated normal density: see chapter four. 
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is the probability content of the region bounded by 
the lines x = a, y = ax, y = 0 and x = co in an 
uncorrelated bivariate normal density. 
V(h,Ihjklh,jklh) is the probability content of the region bounded 
by the hyperplanes x = h, y = Ix, z = ky, w = jz in an 
uncorrelated quadrivariate normal density, V-functions 
with less argtunents are defined similarly, reducing the 
number of boundary planes (lines) from the right, 
V , is an abbreviated notation for the following V-function: abc..n 
¥(c,'&) is the probability content of the region bounded by 
the lines y = 0, x = c + y cot(^), and x = c» in an 
uncorrelated bivariate normal density, 
¥(h,Ih,klh,jklh) is the probability content of the region bounded 
by the hyperplanes x = h, y = Ix, z = klx, w = jklx in 
an uncorrelated quadrivariate normal density. The 
¥-function with three arguments is similar, in a 
trivariate density over the region x = h, y = Ix, z = klx, 
Y(h,lh,klh,jklh) is the probability content of the region bounded 
by the hyperplanes x = h, y = Ix, z = klx, w = jz in an 
uncorrelated quadrivariate normal density. 
¥ , ¥ , , and Y ^ ^ are abbreviations of functions whose abc abed abed 
arguments are identical to those of the 
corresponding V-function given above. 
$(x) is the probability content of the region {-oo, ,x) in 
the univariate normal density. 
Algebraic variables unlisted are defined in the text by usage. 
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Figures in the text: 
The functions defined above which are of two or three 
dimensions are illustrated in the text of Volume One where they 
are mentioned. The geometry of the figures assumes a probability 
density space, not the usual real space. Unless othei-wise stated, 
this is the uncorrelated normal density of the appropriate 
dimension. This space is symmetric about the origin and axes, but 
not otherwise. The function V(h) represents the line y = 0 from 
( 0 , 0 ) to (0,h), and other functions are given in the text. Areas 
represent probability integrals over the appropriate density, as 
do volumes in three dimensions. 
Program Notation; 
The notation used internally in the computer program is 
defined internally to the program, and bears only partial relation 
to notation used in Volume One, The reason for this is partly 
language requirements (for example, all variables beginning with 
K are integers), and partly the use of mnemonics within the 
program to aid in understanding. Computer printout is fully 
compatible with the notation of the text, however. 
Reference System; 
The reference system used is to give the author's name, then 
the index number in the bibliography which follows chapter nine, 
and then the year of publication. For example, David (7,1953), 
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CHAPTER ONE: SURVEY OF WORK ON THE MULTIVARIATE NORMAL 
PROBABILITY INTEGRAL. 
Previous work on this topic has been reviewed fairly recently 
in a paper by S»Gupta (9.1963). In an accompanying paper he also 
provides an extensive bibliography of this field ( 1 0 , 1 9 6 3 ) , 
Since that tipe further significant work has been published by 
John (12,1964 and 13,1966), Childs (4,196?) and Abrahamson (1,1964). 
This thesis develops the work of John, but a short survey of the 
other work is given below. 
In general there have been two approaches to the problem of 
evaluating multivariate normal probability integrals. Some 
authors have been concerned with tabulating the integral for a 
particular dimension, while others have given evaluations of 
special cases of the integral with general dimensionality* 
Considering the first of these broad approaches, tabulations 
of the univariate normal probability integral have been available 
for a considerable time. The most extensive and definitive to 
date is the tabulation of the National Bureau of Stsuidards (21,195^)* 
This lists all special tabulations which are available, and gives 
the properties of the univariate normal function. The present 
thesis tabulates the univariate case also, because it is needed 
for calculations of the integral in higher dimensions outside 
the range of the tables for the latter. 
For the bivariate case, there have been several functions 
tabulated which enable the integral to be evaluated, Nicholson 
( 2 3 , 1 9 4 3 ) , following Sheppard (37»1900), studied the function 
V(h,q), which gives the probability integral of the circular 
(uncorrelated) bivariate normal distribution over the triangular 
region (0,0; h,0} h,q). The National Bureau of Standards (22,1959) 
has made a more detailed and accurate tabulation of this functicnj 
as V(h,Xh), together with its complementary function V(\h,h). 
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They also give tables for the fimction L(h,kjr) and its comple-
mentary function B(h,k;r). The latter function has also been 
studied by Owen (24,1956), aind the former was tabulated by 
Pearson (30»193"') as M(h,k;r). The Bureau publication also lists 
the properties of these functions and gives some applications. 
(The present thesis owes much to the approach of this book.) 
Cadwell (3»195'') shows that V(h,q) suffices to know the complete 
bivariate noirmal integral, and also studies a related function 
l(h,q), giving expansions for both fxmctions, with estimates of 
the error involved in the use of the expansion. 
Owen (24,1956) defines euid tabulates a function T(h,a), 
which enables a truncated sector of the circular bivariate integ-
ral to be evaluated. Ruben (35,196l) has studied the bivariate 
case and gives the functions ¥(c, ) and K(C, ), together with 
their relation to L(h,k;r) and v(h,q)» He derives asymptotic 
expansions and continued fractions for V(c, ) and K(C, ). Polya 
(32,1949) defines a function R(h,k), the remainder after an 
approximation for V(h,k) has been made, and this function can 
be shown to be the same as l(h,k) and W(c, )• The details of 
the relationships between all the above functions and V(h,k) 
are derived below in chapter three. 
The trivariate case has been examined by Steck (39.1958) 
who defined a function S(h,a,b)» This function allows the calc-
ulation of the probability content of polyhedra in the trivariate 
spherical normal distribution, but the calculation requires a 
number of other functions - V(h,k), T(h,a) and arctangent - as 
well as S(h,a,b). As far as is known, no other tabulations of 
the complete trivariate case have been given, but the present 
tables will enable its evaluation using the functions V(h,lh,klh) 
and ¥(h,lh,klh), tabulated here. It is also possible to evaluate 
the trivariate integral as a tetrachoric series, as described by 
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Kendall These series converge slowly, however, espec-
ially for high values of the partial correlations, and no tabul-
ation has been made of the trivariate integral from them, in the 
author's knowledge. The relation of S(h,a,b) to V(h,lh,klh) and 
W(h,lh,klh) is derived in chapter four. 
In the quadrivariate case no general tabulation has been 
made previously, although several special cases have been treated. 
The present tables of v(h,lh,klh,jklh), ¥(h,lh,klh, jklh) and 
Y(h,lh,klh,jklh) suffice for the general tabulation: their prop-
erties are given in chapter five. 
For dimensions higher thsin four, no general tabulations are 
available, but chapter seven of this thesis presents some results 
for the general V-function, and defines a generalization of this 
function, the Z-function. Together with the computer routine 
given, this enables the general probability integral for the 
hyperspherical normal distribution to be evaluated in the least 
voluminous manner. 
The second approach to the problem of evaluating the multi-
variate normal probability integral has been to consider special 
methods for a class of the general integral. The most general 
approach appears to be that of Plackett (31,1954), who gives a 
reduction fonnula by which it is possible to reduce a multivar-
iate integral to a sum of integrals in line-forro. This is done 
by integrating over one of the correlations rather thaji the 
random variables, choosing a dummy correlation variable such 
that the integrand is singular for at least one dimension. The 
resulting integrals are then of degree at least one less thsm the 
original integral. However the calculations are prohibitively 
large for more than three dimensions, and large for the trivar-
iate case itself. There has been no tabulation of these integrals 
in'the author'svknowledge.The relation between Plackett's 
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method and the present tables is not able to be expressed in a 
direct algebraic formulae with ease: it is much easier to use a 
linear circularizing transformation and evaluate the new region 
so obtained using the functions given in this thesis. The section 
5*3 gives the details of this® 
The tetrachoric series can be used to obtain the integral 
also, and Kendall and Moran (20,19^8) derive results 
for the trivariate and quadrivariate cases respectively. However 
slow convergence auid complex calculations have not made this 
method generally acceptable, Ruben (34,1960; 35,1960; 36,1961) 
has published a number of results for the general case for 
spherical distributions, some of which are contained in work alraeady 
cited, and other of which is treated below. His work is especially 
notable for linking the non-central t and chi-squared distribute 
ion with the multivariate noirmal. 
The most commonly tabulated case is that of the probability 
of all variables being positive, David (7*1953) considers the 
case where it is required to find the probability of all variables 
having the S£une sign. She shows that a simple formula can be der-
ived for the trivariate case, and that if the quadrivariate case 
is known, then all higher dimensional values can be obtained by 
induction, McFadden (18,1960) auid Abrahamson (1,1964) obtain 
special tabulations for the quadrivariate case, and their work 
is considered in more detail in chapter five. Childs (4,196?) 
gives a general reduction procedure for this special case, but 
the computations are heavy: it is also considered further in 
chapter five. Finally, a number of convolution-type results are 
summed up in the formula of Marsaglia (19,1964). 
The present work completes the tabulation of the multivariate 
normal probability integral for the first four dimensions, using 
the formula of John (l3»1966), on whose work this thesis is based. 
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The contributions of this thesis may be sunuiied up as follows: 
Chapters one, eight and nine provide the basic framework, 
and the various details of the calculation methods. The tables 
themselves provide new results in tables four following, and 
give increases in accuracy and rainge in tables two and three, 
(Note that although table three is new, the table of Steck (39#1^8) 
is equivalent.) The bulk of the tables is not small, but is the 
minimum possible to provide complete coverage of all values. 
In the case of the quadrivariate tables, the present method 
means that only six tables are needed out of a possible 2k for 
the uncorrelated case alone, and the correlated case can be 
derived from these tables. It is possible to obtain the integral 
by obtaining ftuxctions of dimension one less than that under 
consideration^ as is shown in chapter seven, but the V-function 
is evaluated here for the basic range l,k,j ^ 1, since this is 
the basic ftuiction under consideration. However a further saving 
of computer or calculation time could be made by using a Y-fimction 
instead, or a ¥-function in three dimensions. That is, for three 
dimensions, two ¥-functions suffice, and in four dimensions 
three W and three Y functions suffice. 
Chapter three groups all functions concerned with the bivariate 
normal integral together, and gives the relationships between 
each of these and the V-function. This shows the equivalence of 
three previously considered functions, and presents all derivat-
ions: these are both new contributions, in the author's knowledge. 
Chapter four is new work apart from Steck's function. The 
relation of this to V is given, and the properties of V are 
presented. The latter are original contributions. 
Chapters five, six anot seven present new work, although the 
methods are generalizations of ones used previously. The ¥ and 
Y functions are new, and lead to both an economy of tabulation 
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(as explained above) and to a generalization of the V-function, 
the Z-function. The properties of this ftinction are investigated 
in chapter seven» 
Overall, this thesis presents some new tables and functions 
which will assist in the evaluation of the multivariate normal 
probability integral. The work is an application and generalizatim 
of the papers of S.John (l2,196U; 13,1966) who supervised this 
thesis and the research behind it« 
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CliAPTER TWO; THE UNIVARIATE V-FUNCTION 
2.1 Definition and Properties 
The univariate V-fianction V(h) is defined as the probability 
integral of the nonnal distribution N(o,i) over the region 
0 ^ X ^ h. The algebraic definition of V(h) is then 
h 
V(h) = ( g(x) dx (2.1.1) 
'o 
2 
where g(x) = (2n)''^ exp(-|^x ), with h real and finite. 
The function v(h) is related to the distribution function 
of the standard normal distribution 'I'Ch) as follows: 
V(h) = $(h) + i (2.1.2) 
Similar close relationships exist between V(h) and other functions 
connected with the univariate normal density. The National Bureau 
of Standards (21,1952) lists the commonly used, ajid the tabulat-
ions available. The properties of V(h) cam easily be deduced from 
those of ^'(h), using (2.1.2): those used in this thesis are given 
below. 
V(h) = V(-h) 
V(0) = 0 
(2.1.3) 
V(ax) = a g(ax) 
2.2 Tabulation 
V(h) is tabulated here to enable ease of access when it is 
required in higher dimensional calculations of the V-function, 
and also to make the tabulation of the V-function complete, for 
the first four dimensions. It was calculated by Gaussian quad-
rature using 12 points, and check calculations were made using 
19 
2k points, and the results were checked against the NBS tables. 
These checks indicated that the tables are accurate as printed, 
with the computer routine giving considerably higher accuracy 
for most places of the table. 
The tables are printed to eight decimal places for the range 
h = 0 (0.0001) 6,000 , where the limiting values of the 
function have been reached, to eight-place accuracy. 
Further details on the method of quadrature, and methods of 
interpolation, are given in chapters eight and nine respectively, 
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CHAPTER THjREE; THE BIVARIATE V-FUNCTION 
3»1 D e f i n i t i o n s and P r o p e r t i e s 
The b i v a r i a t e f u n c t i o n V ( h , l h ) i s d e f i n e d as the p r o b a b i l i t y 
c o n t e n t o f the r e g i o n bounded by the l i n e s y = 0 , y = I x and 
X = h , as shoAvn i n F i g u r e 3 a , i n an u n c o r r e l a t e d b i v a r i a t e normal 
d e n s i t y . A l g e b r a i c a l l y , t h i s i s 
h I x 
V ( h , l h ) = ^ ^ g ( x , y ) dx dy ( 3 . 1 . 1 ) 
o ' o 
where g ( x , y ) i s the b i v a r i a t e u n c o r r e l a t e d normal f r e q u e n c y 
f u n c t i o n . S i n c e t h e two v a r i a b l e s are i n d e p e n d e n t , g ( x , y ) = g ( x ) g ( y ) 
so t h a t 
h I x 
V ( h , l h ) = ( ( g ( x ) g ( y ) dx dy 
' o ' o 
h I x 
= ( ( ( g ( y ) dy ) g ( x ) dx 
'o ^ 'o ' 
h 
= ^ V ( l x ) g ( x ) dx ( 3 . 1 . 2 ) 
f r o m ( 2 , 1 . l ) » T h i s i t e r a t i v e - t y p e r e l a t i o n g e n e r a l i z e s i n h i g h e r 
d i m e n s i o n s , as has been shown by John ( l 3 » 1 9 6 6 ) . T h i s l a s t 
r e l a t i o n ( 3 . 1 , 2 ) i s the b a s i s o f the c a l c u l a t i o n o f V ( h , I h ) made 
i n t h i s t h e s i s . 
F i g u r e 3a 
The a r e a OAB has p r o b a b i l i t y c o n t e n t v ( h , I h ) , 
S i n c e the argument 1 i s t a b u l a t e d o n l y f o r 0 ( O . l ) 1 , 0 , an 
i n v e r s i o n f o r m u l a i s n e c e s s a r y to g i v e V f o r 1 g r e a t e r than o n e . 
Note t h a t f o r h g r e a t e r than 6 , 0 the l i m i t i n g v a l u e s have been 
r e a c h e d t o e i g h t d e c i m a l p l a c e s s t h e s e two l i m i t a t i o n s on the 
tabulated range are expressed in Figure 3b. 
21 
Figure 3b 
The area 0,A,6.0 is the region tabulated for V(h,Ih) 
Using (3.1>2) and integrating by parts, we have 
V(h,lh) = f V(lx) g(y) dy - C"" g(y) dy d v(lx) dx V fr. dx o ' o 
= v(h)v(lh) - 1 J v(x) g(lx) dx, using (2.1.3) 
= v(h)v(lh) - V(lh,h) (3.1.3) 
using (3.1.2), after changing variable to Ix. In abbreviated 
notation, 
V ^ = V V^ - V^ ab a b ba 
This relation generalizes in two ways, as is shown in later 
chapters. Figure 3c demonstrates (3*1.3) geometrically: this was 
shown originally by Nicholson (23,19^3). 
Figure 3c 
The area OAB has probability content V(h,lh). 
The area OAC has probability content v(lh,h). 
The area OBAC has probability content v(h)v(lh). 
Other properties of V(h,Ih) are as follows: 
V(0,10) = V(h,Oh) = 0 
— V(ax, bx) = a V(bx) g(ax) id.Uk) 
Change of sign leaves V unchanged since it is a probability 
function: as an algebraic function it changes sign if an odd 
number of arguments change sign. 
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3.2 Limits 
The limit as h increases is derived as follows: using 3»''o''* 
h Ix 
'o ' o 
= exp(-i(x^+y^)) dx dy 
'o 'o 
Set X = r COS'S, y = r sin-S ; then the Jacobean = r, and the 
new limits of integration are (0,h sec^), (0,arctan(l)). 
Substituting, we obtain 
hsec^ arctan(l) _ 
V(h,lh) = lim ( ( r expC-^r"^) dr 
00 arctan(l) „ 
= ( ( r exp(-4r^) d^ dr (3.2.1) 
'o ^o 2n 
since see's is never zero. As both integrals are bounded by unity, 
since they are probability integrals, we can reverse the order of 
integration to obtain 
arctan(l) oo „ 
lim V(h,lh) = ( ( r exp(-ir ) dr d^ 
'o 'o 2it 
= arctan(l) (3.2.2) 
2ti 
To find the limit in the 1-direction, we use (3<>1.3) and 
(2.1.3c) to obtain 
j:v(h,lh) + V(lh,h)) = lim^_^(v(h) V(lh)) 
= iv(h) 
Then, from (3*1-2), 
Ih 
l i m ^ ^ ^ V(lh,h) = limj^^^^ V(y/l) g(y) dy 
oo 
o 
since both integral and limit are bounded by unity. Thus 
00 
lim V(lh,h) = ( 0 g(y) dy, from (2.1,3b). Hence 
limj^^_^V(h,lh) = iv(h) (3o2,3) 
Both these limits can also be deduced from geometrical cons-
iderations, as illustrated in figures 3d and 3e below. 
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Figure 3d 
The shaded area represents lira • oo V(h,lh). This limit is 
the fraction of that area to the whole, viz. arctan(l) . 
2tt 
Figure 3e 
The shaded area represents lim^^^ ^  V( h, Ih) , It is an 
infinite rectangle with (probability) area V(h),V(®) = iv(h). 
From the above limits, we then have 
Summary of Limits 
lifflj^^^ V(h,lh) = arctan(l) 
2it 
limj^^^V(h.lh) = iv(h) 
3»3 Relation to Other Functions 
Gupta (9.1011963) gives a full list of related work for the 
bivariate case: the following summarizes this work. It is brief 
except in parts relating to what has not been given explicitly 
elsewhere* 
Sheppard (37#1900) discussed the use of the V-function first, 
and obtained some values for special cases. The next year Pearson 
( 2 6 , 1 9 0 1 ) published a method of determining tetrachoric correl-
ations. This employed the Hermite orthogonal polynomials in an 
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expansion of the normal integral to solve the relevant integral 
equations. In the course of this work Pearson tabulated what he 
termed d/N, where 
00 CO 
d/N = ( ( g(h,k;r) dx dy, 
'h -'k 
with g(x,y;r) being the bivariate normal frequency function with 
correlation r« (d/N is identical to L(h,k;r) discussed below.) 
Pearson obtained a tetrachoric series for d/N, but the convergence 
is slow for high values of the correlation, (The present author 
obtained estimates from tetrachoric series using the above 
method, and found this to be confirmed,) 
After several authors had made further tabulations of d/N, 
Nicholson (23,19^3) went on to consider the function V(h,q), 
since this is a simpler function, that also yields the normal 
bivariate probability integral. He tabulated V(h,q) using a 
series expansion for h,q = 0 (0,l) 3»0; further tabulations were 
made by other authors, and all these tabulations are included 
in the National Bureau of Standards tables (22,1959), 
Sheppard (37»1900) and Nicholson (23*19^3) had used series 
expainsions to estimate V(h,q), The remainder term after the 
/ 
initial terms was studied by Polya (32,19^9)o He termed this 
and developed an enveloping but divergent series for it 
when both h and q were positive. This function is related to the 
V-function as follows: 
R(h,q) = V(h,q) - iv(h) + arctan(h/q) (3.3.1) 2n 
or in the notation of this thesis, 
R(h,lh) = V(h,lh) - iv(h) + arctanCl/l) 
2n 
Owen (24,1956) has defined and tabulated a fimction T(h,a) 
for evaluating the bivariate normal integral when circular. This 
function is defined algebraically in (3«3»2), and illustrated 
geometrically in Figure 3f below. 
T(h,a) = ^ exp|^h:(l )) dx (3.3.2) 
From 3 , 2 , 1 we have 
hsec^ arctan(l) _ 
V(h,lh) = J J r exp(-ir ) d^ dr. 
2n 
Changing the order of integration and expanding, we find 
arctan(l) 2 
V(h,lh) = arctan(l) - ( exp(-^( 1 + tan •&)h ) d^ 
2n 'o Zn 
Substituting x = tan-& , dx = (l+x^) d^, with new limits ( 0 , l ) , 
1 « « V(h,lh) = arctan(l) - ( exp(-ihf(l+x )) dx 
2n 'o 2ii(l + x ) 
= arctan(l) - T(h,l) 
2xt 
(3.3.3) 
Figure 3f 
The shaded area (ZBCX) represents T(h,l). The area OBC 
represents v(h,Ih), while the area ZOX represents arctan(l) • 
2n 
The function L(h,k;r) is algebraically identical to d/N 
discussed earlier, as is M(h,k;r), the term used in the tables 
of Pearson (30,1931), This is the probability that x is less 
them h and y is less than k, when the correlation is r. To 
derive the relation between L(h,k;r) and V(h,lh), it is necessary 
to distinguish three cases: r less than zero, greater than zero 
and equal to zero, (¥e only consider h and k positive since this 
is assumed by the definition of V(h,lh).) These cases are illust-
rated geometrically in Figure 3g, First we transform the axes 
in the correlated plane within which L is defined to a set in 
the uncorrelated plane, within which V is defined. If (x,y) 
are the correlated variables relating to L, suxd (u,v) are an 
lancorrelated pair, then we make the linear transformation 
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-r 
0 
1 
(3.3.^) 
or inversely, 
(yi ° ' ° [v| (3.3.5) 
2 i 
The Jacobean = (1-r , and the limits of integration 
cheinge from (h,oc^  and (k,aj ) to (h,oo ) and (k-ru , oo ), 
The effect of the trsuisformation is to rotate the x-axis through 
an angle arcsin(r) relative to the y-axis, as illustrated in 
Figure 3g« If r=o, then the axes remain unchanged. After this 
transformation we then have 
oo oo 
L(h,k;r) = ( ( g(u) g(v) du dv, where f(u) = k~ru /i> / • ' 'h ^f(u) 
V.Y 
^arcsin(r) O 
A 
t 
A 
'^arcsin( r) 
h C U 
Figure 
The shaded area represents L(h,k;r)j note that the graph 
is still on a circular normal density, axes U and V. The point 
A has co-ordinates (h,f(la)), and this leads to the results below: 
2 — 
OC = h AC = f(h) OD = k(l-r OE = k 
EA = f(h). We also have the following regions representing 
the probability content they are equated with (symbolically); 
VOU = i VOCW = iv(h) XOEZ = iv(k) XOU = arcsin(r) 2a 
¥AZ = L(h,k;r) EAO = V(0E,EA) CAO = V(0C,CA). Also, 
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¥AZ = VOX - VOC¥ - XOEZ + EACO, 
and allowing for the change of sign in r changing the sign of 
arcsin(r), we have 
VOX = i - arcsin(r) , Substituting, 
2it 
L(h,k;r) = i - arcsin(r) - i(v(h) + v(k)) 
2it 
+ V(h,f(h)) + V(k,f(k)) , (3.3.6) 
where f(h) = k-rh and f(k) = h-rk . 
d - r ^ ) ^ O ^ 
(it can be shown that this result also holds for both h and k 
negative. If one is negative and one is positive, similar cons-
iderations demonstrate that the right hand side of (3.3.6) 
should be reduced by that is, the sign of the first term changes.) 
Equation (3.3»6) also enables the relation between V(h,lh) 
and B(h,k;r) to be derived, since 
B(h,kir) = L(-h,-k;r) from their definitions. 
Nicholson (23,19^3) also defined a function l(h,q) which 
has a similar relation to V(h,q) as L(h,k;r) has to B(h,k;r). 
This function is defined as the probability that x and y are 
greater than h and(h/q)x respectively: algebraically, with q=lh, 
00 00 
I(h.lh) = ( ( six) g(y) dx dy (3.3.7) 
^h 'ix 
00 00 h 00 
= ( ( g(x) g(y) dx dy - ( ( g(x) g(y) dx dy 
'o ^o 'o 'o 
00 Ix h Ix 
- ( ( g(x) g(y) dx dy + ( ( g(x) g(y) dx dy 
'o 'o 'o 'o 
= 4 - iV(h) - arctan(l) + V(h,lh), 
2rt 
using (2,1.3),(3.2.2) and (3.1.2). Figure 3h illustrates 
this relation geometrically. Rewriting the above, we obtain 
V(h,lh) = l(h,lh) - i + iv(h) + arctan(l) (3.3.8) 
2n 
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w 
B A 
Ih 
0 , 
Figure 3h 
The shaded area, WBZ, represents l(h,Ih), The area YOCW has 
probability content iv(h), the area ZOX has content arctan(l) 
2it 
and the area OBC has content V(h,lh), 
Ruben (3^»''960 and 36,1961) has defined another function 
related to the bivariate normal: the function w(c,-£). This is 
the probability integral of the circular bivariate normal 
distribution over a sector at distance c from the origin, with 
one bounding line passing through the origin, and the other at 
an angle to the first line, (This is illustrated in Figure 3i.) 
Figure 3i 
The shaded area, ABX, has Probability content ¥(c, 
From this figure it can be seen that 
ABX = UOX - UOCA + OCB. Replacing these regions by their 
respective probability contents, we have 
W(c,^) = - iv(c sin&) + V(c sin^,c cos^), 
2n 
or in the present notation, 
V(h,lh) = -arctanCI/1) + iv(h) + ¥(h(1+1^)^,arctan(I/1)) 
2xt 
(3.3.9) 
When (3.3.2) and (3<>3o8) are compared, and also figures 3h 
29 
and 3i, it becomes clear that l(h,q) (Nicholson), R(h,q) (Polya), 
and ¥(c,^) (Ruben) are essentially the same function, (This 
does not appear to be noticed previously of all three: Ruben 
recognizes the equivalence of his and Polya's functions.) 
The direct relations are as follows: 
I(h,q) = R(h,q) 
I(h,lh) = ¥(h(l+l^)^,arctan(l/l)) (3.3.10) 
¥(c,^) = l(c sin^,c cos^) 
Although these functions yield the bivariate normal integral, 
they are not very useful because they take very small values if 
h or q (or 1 or c) are even moderately large. The accuracy 
needed, gind the need for transformations to obtain the most 
commonly required integrals make the V-function more practicable. 
Ruben (36,1961) also defines a function K(c,^), closely 
related to W(c,'&), which permits of a simple continued fraction 
expansion. This is given by the relation 
K(c,^) + ¥(c,^) = 1 exp(-ic^) (3.3.11) 
2n 
and the relation with V(h,lh) is then 
V(h,lh) = iv(h) - arctan(l/l) .(l-exp(-ic^)) 
2n 
- K(h(l+l2)^.arctan(l/l)) (3.3.12) 
This relation and the definition of K(c,'&) is illustrated in 
Figure 3j below. (Compare Figure 3i). 
0 c X 
Figure 
The shaded area has probability content K(c,'&), 
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Summary of Relations 
L(h,k;r) = M(h,k;r) = d/N = B(-h,-lc;r) (3.3.13) 
L(h,k;r) = sgn(h,k) i - arcslnCr) - i(V(h) + v(k)) 
^ (3.3.6) 
(l-r^)^ (l-r^)^ 
where sgn(h,k) = + when h,k have the same sign; 
= - when h,k have different signs, 
I(h,q) = R(h,q) (3.3.10) 
I(h.q) = i - iv(h) - arctan(q/h) + V(h,q) (3.3.l) 
2TT 
V(h,lh) = l(h,lh) + iv(h) + arctan(l) - i (3.3.8) 
2n 
I(h.q) = W((h^+q^)Vii.arctan(h/q)) (3.3.10) 
W(c,^) = I(c sin&,c cos^) (3.3.10) 
V(h,lh) = ¥(h(l+l^)^,arctan(l/l)) (3.3.9) 
¥(c,^) = £ - iv(c sin-&) + V(c sin-a, c cos«) (3.3.14) 
2n 
K(c,^) + W(c,^) = i exp(-ic2) (3.3.11) 
2n 
I(h,q) = arctan(h/q)oexp(~^(l+qVh^)) (3.3.15) 
2n 
- K((h^+q^)^/h,arctan(h/q)) 
2 
K(o,^) = .exp(-ic ) - l(c sinO,c cos^) (3.3.16) 
2n 
V(h,lh) = arctan(l) - T(h.l) (3.3.3) 
2IT 
T(h,a) = arc tan (a) V(h,ah) (3.3.1?) 
2a ^ 
I(h,q) = I - iv(h) - T(h,q/h) (3.3.18) 
T(h,a) = i - iv(h) - I(h,ah) (3.3.19) 
= I - IV(c sin^) - T(C sin^^,cot^) (3.3.20) 
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Further relations can be derived from the above,(This list 
svunmarizes results obtained in various papers, but the survey-
as such is new work.) 
3.4 Tabulation 
V(h,lh) is tabulated to 8 decimal places using the method 
of Gaussian quadrature on equation (3»1«2), Twelve points of 
integration were used throughout, and check calculations were 
made using twenty-four points• Comparisons were also made 
with the National Bureau of Standards Tables (22,1959): both 
these checks indicated that the tables are accurate as printed 
(and that the calculation routine yields nine-place accuracy 
actually), Thus a slight gain in accuracy is achieved over 
previous tables, eind sufficient accuracy obtained to ensure that 
the higher dimensional tables would also be accurate. 
Differences are given in both directions: third differences 
in the h-direction (higher differences are negligible), and 
fourth differences in the 1-direction. Further details of the 
quadrature and interpolation procedures are given in chapters 
eight and nine respectively, 
3.5 Untabulated Regions 
The region where 1 is greater than one is untabulated, but 
is readily available using (3*1*3) as folloxtfs: 
V(lh,h) = v(h )v(lh) - V(h,lh) or 
V^ = V V^ - V . . ba a b ab 
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CHAPTER FOUR; THE TRIVARIATE V-FUNCTION 
4,1 D e f i n i t i o n and P rope r t i e s 
The t r i v a r i a t e V - f imct ion V ( h , l h , k l h ) i s de f ined as the 
p r o b a b i l i t y i n t e g r a l of the spher ica l ( uncor re l a ted ) t r i v a r i a t e 
normal d i s t r i b u t i o n over the tetrahedron bounded by the planes 
X = h; y = I x ; z = ky. This i s expressed a l g e b r a i c a l l y as 
h I x ky 
V ( h , l h , k l h ) = ( ( ( g ( x ) g ( y ) g ( z ) dx dy dz ( 4 . 1 . 1 ) 
'o 'o 'o 
h I x 
= ( ( ( V (ky) g ( y ) dy ) g ( x ) dx 
h 
= ^ V ( l x , k l x ) g ( x ) dx. ( 4 . 1 , 2 ) 
o 
This i s the bas i c r e l a t i o n formulated by John (13,1966) , 
from which the present t ab l e s have been ca l cu l a t ed . The t ab l e s 
only contain va lues of V ( h , l h , k l h ) f o r 1 and k l e s s than or 
equal to one, so f u r the r formulae are needed which l i nk the 
tabu lated and untabulated r eg ions . (See sect ion 4.5 f o r the 
d e t a i l s . ) Us ing ( 4 . 1 . 2 ) and ( 3 . 1 . 2 ) , and i n t eg r a t i ng by pa r t s , 
h 
V ( h , l h , k l h ) = ( v ( l x , k l x ) v ( x ) ) ^ - ( V ( x ) V (k l x ) g ( l x ) d ( l x ) 
' o 
Ih 
= v ( h ) v ( l h , k l h ) - ^ V ( x / l ) V(kx) g ( x ) dx 
= v(lx)v(lh,klh) - v(klh)v(lh,h) 
Ih 
+ ( V ( x , x / l ) g (kx ) d (kx ) 
' o 
so that expsinding and rear rang ing , we obta in 
V(h,lh,klh) = V(klh,lh,h) - v(klh)v(lh,h) + v(h)v(lh,klh) 
(4 ,1a3 ) 
This r e l a t i o n enables the argviments to be reversed, and 
i n the abbrev iated notat ion i s 
abc cba c ba a be 
33 
The relation is also of interest in that it generalizes, as is 
shown in chapter seven. A mnemonic which enables it to be applied 
easily is given below: if the V-ftmctions are written down with 
argtunents grouped by a 'marker* which moves along the original 
arguments, and then added with alternating sign, the result is 
zeroo For exeunple, if the original arguments were a,b and c, 
8ind the marker is *, ws have 
(* a b c) - (a * b c) + (a b * c) - (a b c *) = 0, 
eind putting in the corresponding V-functions, 
V(a,b,c) - v(a)v(b,c) + v(b,a)v(c) - v(c,b,a) = o. 
The use of this mnemonic helps considerably in higher dimensions 
where the algebra would otherwise be very difficult to apply® 
A second relation, which also has a convenient mnemonic, is 
derived as follows: repeated integration by parts, using (4,1,2), 
(3«''o2) and condensing the algebra, obtains 
h 
V(h,lh,klh) = ( (v(lx)v(klx) - V(klx,lx)) g(x) dx 
' o 
h 
= v(h,lh)v(klh) - ( V(x,lx) g(klx) d(klx) 
' o 
h 
- v(h)v(klh,lh) + ( V(lx) V(x) g(klx) d(klx) 
^ o 
= v(klh)v(h,lh) - V(klh,h,lh) + v(h)v(lh,klh) 
- v(h)v(lh)v(klh) + v(lh)v(klh,h) 
h 
- ( V(klx,x) g(lx) d(lx), 
' o 
Expajiding the last integral and re-arranging, we find 
V(h,lh,klh) + V(lh,klh,h) + V(klh,h,lh) 
- v(h)v(lh,klh) - v(lh)v(klh,h) - v(klh)v(h,lh) 
+ v(h)v(lh)v(klh) = 0 ( 4 . 1 , 4 ) 
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This is a cyclic formula, which also holds for the bivariate 
case, as a glance at (3.1.3) shows, but it is not true for 
higher dimensions. Another form of it can be generalized, however, 
which provides a second formula for reducing the eimount of 
tabulation needed for the V-function* This form is as follows: 
reversing the arguments of the third term in (4.1,4), by the 
mnemonic above, and recombining several terms using (3.1.3), 
V(h,lh,klh) + V(lh,h,klh) + V(lh,klh,h) = V(h)V(lh,klh) 
(4.1.5). 
This is remembered by a mnemonic which states: add all 
combinations of V-functions which can be formed by excheinging 
pairs of arguments in order, starting with the first pair of 
the original function, then the second pair of the second 
function, then the third pair of the third function, and so on* 
This sum is equal to the product of a univariate V-function 
whose argument is the first argument of the original function, 
and a V-function of dimension one less than the original 
function, with arguments the remaining arguments of the original 
ftmction. The following illustrates this for the trivariate case: 
(a,b,c) + (b,a,c) + (b,c,a) = (a)(b,c), as in (4.1,5). 
For the five-dimensional case we would have 
(a,b,c,d,e) + (b,a,c,d,e) + (b,c,a,d,e) + (b,c,d,a,e) 
+ (b,c,d,e,a) = (s^)(b, c,d, e), and so on. 
In order to tabulate the V-function for unlisted ranges 
it is necessary to define the function ¥(h,lh,klh). This is the 
probability integral of the trivariate normal density over the 
tetrahedron boxmded by the planes x=h, y=kx, and z=klx. That is, 
h Ix klx 
W(h,lh,klh) = ( ( ( g(x) g(y) g(z) dx dy dz (4.1.6) 
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h 
= ( V(lx) V(klx) g(x) dx. 
'o 
The relation between this function and the V-function is 
derived in the next section, while the properties of the ¥-functicn 
are given in chapter six. Figures 4a, 4b and kc illustrate the 
geometrical meaning of equations (4.1.2), (4.1,3) and (4.1.4) 
respectively. A figure illustrating the relation between V and ¥ 
is given below in chapter six. 
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I n each f i g u r e , V ( h , l h , k l h ) i s r e p r e s e n t e d by OABC 
V ( k l h , l h , h ) i s r e p r e s e n t e d by OFEA 
V ( l h , h , k l h ) i s r e p r e s e n t e d by ODBA 
V ( l h , k l h , h ) i s r e p r e s e n t e d by ODEAi 
v ( k l h ) v ( l h , h ) i s r e p r e s e n t e d by OBDEFA; 
and v ( h ) v ( l h , k l h ) i s r e p r e s e n t e d by OEDBCA, 
Other p r o p e r t i e s o f V ( h , l h , k l h ) a re as f o l l o w s : 
V ( h , l h , k l h ) = 0 i f any argument i s z e r o , 
V ( h , l h , k l h ) i s p o s i t i v e , b y d e f i n i t i o n as a p r o b a b i l i t y , 
f o r a l l h , 1 and k , 
d V ( a x , b x . c x ) = a V(bx ,cx) g(ax) ( 4 . 1 . ? ) 
dx 
The a b b r e v i a t e d n o t a t i o n i s V ^ = V(h , h h^,h h^h ) , The abc ^ a a D a d c' 
r e s u l t s o b t a i n e d above may be svumnarized as f o l l o w s : 
h 
\ b c = \ x cx r e p r e s e n t s 
U 1 . 2 J 
M . 3 ) V ^ - V V^ + V^ V - V ^ = 0 (it, abc a be ba c cba ^ 
V^V - V V ^ + V V^V = 0 abc bca cab a be b ca c ab a b c 
( 4 , 1 , 4 ) 
V ^ + V^ + V^ = V V^ ( 4 , 1 . 5 ) abc bac bca a be \ " ' J I 
4o2 L i m i t s 
To f i n d the l i m i t i n g v a l u e of V ( h , l h , k l h ) as h i n c r e a s e s , we 
s u b s t i t u t e i n ( 4 , 1 , l ) as below, changing to p o l a r c o - o r d i n a t e s , 
X = r cos^ coscp; y = r c o s s i n c f ; z = r sin'&; ( 4 . 2 , 1 ) 
2 
The Jacobean i s then r cos^ and the l i m i t s o f i n t e g r a t i o n 
( 0 , h sec^ sec^p) f o r r ; 
( O , a r c t a n ( l ) ) f o r 
( 0 , a r c t a n ( k s i n 9 ) ) f o r 
Then we o b t a i n the f o l l o w i n g : 
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V(h,lh,klh) = ( U /^s-3/2 2 „ / 1 2n ))) (2it) r^cos ^ exp(-4r ) dr d^ dcp , 
R 
where R is the new region of integration. 
Since sec^ is never zero, we have 
00 arctan(l) arctan(k sincp) 
'o 'o 'o 
where l(r,.&) is the integrand above. This can be split, so that 
, . 'i/o o arctan(l) 
= L r^g(r) dr ) ( k sin^ d^ 
o o T T T T T T T ; ? (1+k sin 
(4.2.2) 
The first integral is a gamma-function whose value is (^n)""^ 
2 2 and in the second we substitute w = k sin •& , Then 
2 2 — dw = 2k sin^ cos^ d^, or k sin^ d.^  = dw i(k 
and the range becomes (0,k 1 /(l+l )). Thus 
From standard formulae for integrals (Abrajmowitz and Stegun ( 2 , 1 9 6 5 ) 
number 3 , 3 , 2 6 ) we have 
limj^^ ^  V(h,lh,klh) = (Un)""* (arctan(k) - arctan(k/( 1 ) ) 
(4.2.3) 
From this we then have 
^^"h = arctan(k) (4,2,4) 
lim. , V = arctan(l) (4,2.5) h.k:^00 ^^ 
To find the limit as 1 increases, we use (4,1,2) and have 
h 
= J l i m ^ ^ ^ (V(lx,klx)) g(x) dx. 
This is possible because the integral is bounded by unity. 
Now fro.. (3.2.2). „ v( l>c.klx) = lin.,,^^ V{ Ix.kl.) 
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s ince x i s bounded by 0 suid h; hence 
lira- V ( l x , k l x ) = arctan(k) and so 
^ 2n 
h 
l im V = ( arctan(k) g ( x ) dx 
' o 2ii 
= V(h) arctan(k) ( 4 , 2 » 7 ) 
2n 
We then obtain d i r e c t l y 
l i m ^ ^ h ^ ~ before in the opposite order, and 
^ = ( 4 . 2 . 8 ) 
h V oo^ = t H ^ V = i as in ( 4 . 2 , 6 ) 0 
I n a s imi lar way, 
h 
l i m j ^ ^ ^ V = ^ l i m j ^ ^ ^ V ( l x , k l x ) g (x ) dx 
h 
= ( i v ( l x ) g (x) dx from ( 3 . 2 . 3 ) , so that 
'o 
l i m j ^ ^ ^ V = ^ V ( h , l h ) , and ( 4 . 2 . 9 ) 
Stunmary of Limits 
linij^ ^ V = ( 4 i i ) ' ' \ a r c t a n ( k ) - a r c t a n ( k / ( 1+1^+k^l 
l im, V = V(h) arctan(k) oo ^  = i v ( h , l h ) ; 
l im^ V = arctan(k) ; lim, , = a r c t a n ( l ) j ,1:3-00 n, K=»-00 
An 47U 
Permutation of the order of proceeding to the l i m i t has no e f f e c t . 
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4,3 Relation to other functions 
The relation between V(h,lh,klh) and ¥(h,lh,klh) is derived 
using (4,1.2) and (3.1.3)» obtaining 
h 
V(h,lh,klh) = ( (v(lx)v(klx) - V(klx,lx)) g(x) dx 
' o 
h 
= ( V(lx) V(klx) g(x) dx - V(h,klh,lh) 
' o 
h Ix klx 
= ( ( sir) dy ( g(z) dz g(x) dx - V(h.klh,lh) 
'o 'o 'o 
suid re-arranging the integral, from (4o1»6) we have 
V(h,lh,klh) = ¥(h,lh,klh) - V(h,klh,lh) (4,3.1) 
This relation provides a third formula for permuting the 
arguments of V, saving in tabulation space and time. 
The only function tabulated that is directly related to the 
trivariate normal probability integral is S(h,a,b).Steck (39.1958) 
has defined and evaluated this function, as the integral (less 
an arctan function) over the truncated wedge between the planes 
x=0} xslz; y=0; x=h; and beyond the plane z=ky. This is shown 
in Figure 4d, and algebraically belowo Steck defines S(h,a,b) as 
h 
S(h,a,b) = ( T(ax,b) g(x) dx (4,3»2) 
ioo 
where T(h,a) is defined in (3«3.2), From (3.3.3)» we have 
h 
S(h,a,b) = ( (arctan(b) - V(ax,abx)) g(x) dx. 
^-00 ( 2n 
If we consider the range from to O ana from 0 to h 
separately, and use (4,2,3)» we obtain 
S(h,a,b) = arctan(b) v(h) - v(h,ah,abh) - arctan(b/( U a > a b ) ) 
(4,3.3) 
and inversely, in the present notation. 
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v(h,lh,klh) = v(ii) arctan(k) - arctan(k/( l + l ^ + k ^ l ^ ) 2) - S(h,l,k) 
2n 
(4 .3 .3 ) 
The trtincated wedge described above has probability content 
S(li,l.k) - arctanCk/Cl + l^+k^l^)^), which (4.3.3)/to''be equal to 
V(h) arctan(k) - V(h,lh,klh). This is shown in Figure 4d; note 
2it 
that k and 1 are reversed in order with respect to the axes, from 
the usage in section 
D 
C 
Ih 
B 
klh ^ 
L-
Figure hd 
The volxime AQRZPDO represents Steck* s truncated wedge. 
The volume OACD represents the function V(h,lh,klh), 
Steck also considers the general trivariate integral and its 
relation to s(h,a,b)o This integral is C(h,ah,abh;(p^^)) , the 
probability that x,y and z are less than h,ah and abh respectively 
in a trivariate normal density with correlation matrix (p^j), A 
similar relationship can be derived between V and C, but it is 
easier to proceed by transforming variables to an uncorrelated 
set and then using V, as described below. 
If are a set of correlated noxroal variables, and 
( ^3) are the corresponding uncorrelated set, we set 
Y = P X, where P S P' = 1 , and S is the correlation matrix of X. 
In the present case, P is given as follows; 
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r 1 I I 0 0 
P = -P12 ^ ^ 0 
R R R ^ 
where R^ = (1-p?3) (l-pfa'P 2p12p13p23^ (^.3.5) 
This matrix can be used to obtain the regions for the uncorrelated 
variables, ajid their probability can then be found using the 
V-function, Owen (referred to in Gupta ( 9 , 1 9 6 3 ) page 798) 
carries through a form of this procedure to obtain 
j 
C( j.k,h;(p^p) = ^ B(f^(z).f2(z); r ) g(z) dz, (4.3.6) 
where f^(z) = k~p ^ ^z , fgC^) = ^ r = ( P i 2 " P l j £ ^ 
Again it is possible to evaluate this in terms of V—functions, 
but tenns such as V(ax+b) do not admit of easy expansion. Hence 
it is better to proceed using (4.3.4) above to find uncorrelated 
variables and evaluate the new regions resulting. The above 
formula (4.3o6) is equivalent to applying the method of Plackett 
(31*1954) to the trivariate case, except that integration is 
over the correlation rather thain one axis-variable. Again there 
is no easy direct relationship, and it is better to use (4,3,4). 
Das ( 6 , 1 9 5 6 ) gives a further method for the case where the 
product of all three correlations is positive, and the product 
of each pair is less than the third. Lack of a dirgct relation, 
plus the special nature of this case again makes (4,3.4) more 
direct. Finally, the case where it is required to evaluate the 
probability of the infinite cube in the positive quadrant has 
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been given by David (7»1953)» who shows that 
C(oQ,00,00; (pj^j)) =2x1- arccos(p.jg) - arccos(p^^) - arccos(p^^) 
(4.3.7) 
Further special cases can be dealt with by (4.3.4) or are 
trivariate applications of general work discussed in chapter seven, 
4.4 Tabulation 
V(h,lh,klh) is given to eight decimal places, for the range 
h = 0 ( 0 . 0 1 ) 3 . 0 0 ( 0 . 0 2 ) 4 . 0 0 ( 0 . 0 5 ) 5 . 0 0 ( 0 . 2 ) 6 . 0 0 , 
1 = 0 ( 0.1) 1,0, k= 0 ( 0.1) 1.0 . It was calculated using 
Gaussian quadrature of equation (4.1.2), using 7 points up to 
h = 1 . 5 0 , then 10 points for up to h = 3 . 0 0 , an.d I6 points for 
h greater than this. Check calculations were made in all parts 
of the table using 24 points. Table entries were compared with 
values of Steck's function S(h,a,b) using (4.3.3), and these 
checks show that the tables are accurate as printed. 
Third differences are given for the h-direction (see chapter 
nine), and higher differences are negligible. Interpolation in 
the other directions is best done using Lagrangian methods: tables 
of accuracy for this are provided also in chapter nine, 
4.5 Evaluation of Untabulated Regions 
The formulae derived in section 4,1, plus the availability 
of the ^-function (Volume III) enable all areas of the V-function 
to be evaluated, as follows.(Abbreviated notation is used.) 
1 I 1, k ^ 1 V^^^ as tabulated. 
1 Z 1, 1 Z k, kl Z 1 V^^^ = - V^^^ 
1 Z 1, 1 Z k, 1 Z v^^^ = V^V^^ - V^V^^ + - V^^^ 
1 Z 1 , 1 . Z Z 1 v^^^ = v^vb, -
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1 ^ 1 , V ^ = V^V - V V ^ + V V^ - w ^ abc b ca a cb c ab cab 
1 ^ 1. 1 Z V = V - V V + V V abc cba c ba a be 
Alternatively, the various permutations of arguments may be given: 
V ^ = V ^  abc abc 
V = W - V acb abc abc 
V = V V - ¥ bac b ac abc 
V = ¥ - V + V V - V V bca abc abc ^ b ca a bb 
V = V V - W — V V + V V V V - W cab b ac abc b ac c ab = c ab abc 
V, = V , - V V , + V V ^ cba abc a be c ba . 
The permutations for W are: 
abc acb' bac bca * cba cab ' 
¥ = V V - V bca a be abc 
u _ v v + V V + V V - V V V - V /• \ "cab - a be ^ b ca ^ c ab a b c abc (4.5.2) 
_ v v v - ¥ a b c bac abc 
CHAPTER FIVEt THE QUADRIVARIATE V-FUNCTION 
5»1 Definition and Properties 
The quadrivariate V-fxmction is defined as the probability-
integral of the four-dimensional multivariate normal density over 
the region bounded by the hyperplanes x = h, y = Ix, z = ky, w = jz. 
Algebraically, this is expressed as 
h Ix ky jz 
V(h.lh,klh, jklh) = ( ( ( ( g(x) g(y) g(z) g(w) dx dy dz dw 
'o 'o 'o 'o 
^ (5.1.1) 
= ( V(lx,klx,jklx) g(x) dx (5.1.2) 
proceeding in a similar manner as in the derivation of (3,1.2) 
and (4.1.2), following the method of John (l3»1966). This last 
relation is the one from which the present tables have been 
tabulated, as described in chapter eight. 
Two formulae are now derived which enable much less computation 
to be undertaken: these are similar to those derived in earlier 
chapters, euid are generalized in chapter seven. Integrating (5.1.2) 
by parts, we have 
h 
V(h,lh,klh, jklh) = v(h)v(lh,klh, jklh) - ( v(x)v(klx, jklx) g(lx) d(lx); 
' o 
= v(h)v(lh,klh, jklh) - v(lh,h)v(klh, jklh) 
h 
+ ( V(lx;x) V(jklx) g(klx) d(klx) 
'o after a second integration by parts. Again doing this, 
V(h,lh,klh,jklh) = v(h)v(lh,klh, jklh) - v(lh,h)v(klh, jklh) 
h 
+ v(klh,lh,h)v(jklh) - ( v(klx,lx,x) g(jklx). 
d(jklx) 
so that, in abbreviated notation, 
V - v v + V V - V v + v = 0 (5.1.3) abed a bed ba cd cba d dcba 
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Tills equation follows the mnemonic described In section 4,1, 
as can be easily seen from the formula above. Expanding (5.1.3) 
Into tabulated terms, we find 
^abcd = ^ a V c ^ d - - ^a^c^d " V b ^ c d ^ \b^cd 
^ V b c d - \ b c V V b a (5.1.4) 
To obtain a second permutation formula, we use (4.1.3): 
h 
V(h,lh,klh, jklh) = ( (V(jklx,klx,lx) - V(jklx) V(klx,lx) 
'o 
+ V(lx) V(klx,jklx)) g(x) dx 
= V(h, jklh,klh,lh) - V( jklh) v(h,klh,lh) 
h 
+ ( V(x,klx,lx) g(jklx) d(jklx) 
' o 
h 
+ v(lh)v(h,klh, jklh) - ( V(x,klx, jklx) g(lx) d(l3^ 
' o 
after integrating the second and third terms of the Integral by-
parts. The above can then be written as follows, using (5,1,2): 
V(h,lh,klh, jklh) = V(h, jklh,klh,lh) - v( jklh) V( h, klh, Ih) 
+ v(lh)v(h, klh, jklh) + V( jklh, h, klh, Ih) 
- V( lh,h,klh, jklh) . 
Using (5,1.3) this can be re-arranged and reduced to 
V(h,lh,klh, jklh) + V(lh,h,klh, jklh) + v( Ih,klh, h, jklh) 
+ V(Ih,klh, jklh,h) = v(h)v(lh,klh, jklh) (5.1.5) 
This follows the second mnemonic of section 4,1, as can easily 
be seen in the abbreviated notation: 
V + V + V + V = V V abed bacd bead bcda a bed . 
Other properties of v(h,Ih,klh,jklh) are as follows: 
V(h,lh,klh,jklh) = 0 if any argument is zero. 
Change of sign does not affect V since it is a probability, 
but formulae may Involve regarding it as a function, when aji 
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odd ntimber of negative arguments will change the sign of V, 
d V(ax,bx,cx,dx) = v(bx,cx,dx) g(ax)a (5 .1.6) 
dx 
The functions ¥(h,lh,klh,jklh) and Y(h,Ih,klh,jklh) are defined 
to make further reductions in calculation time. Two ranges of 
¥, and three of Y are provided - formulae linking these to V 
are derived below, and in sections and chapter six. ¥ and Y 
are defined as the probability content of the regions bounded 
by the following hyperplanes: (V is added for comparison): 
¥: X = h, y = Ix, z = klx, w = jklx 
Y: X = h, y = Ix, z = klx, w = jz 
V: X = h, y = Ix, z = ky, w = jz. 
Algebraically, these definitions are 
h Ix klx jklx 
¥(h,lh,klh, jklh) = f ( ( ( g(x) g(y) g(z) g(w) dx dy dz dw 
'o 'o 'o 'o 
h 
= ( V(lx) V(klx) V(jklx) g(x) dx (5.1.7) 
'o 
h Ix klx jz Y(h,lh,klh, jklh) = ( ( ( ( g(x) g(y) g(z) g(w) dx dy dz dw 
'o 'o 'o 'o 
h 
= ^ V(lx) V(klx,jklx) g(x) dx (5.1.8) 
Using (4.3.l)» we have 
h 
V(h,lh,klh, jklh) = ( (¥(lx, klx, jklx) - V(lx, jklx, klx)) g(x) dx 
' o 
= V(h)¥(lh,klh, jklh) - ¥( Ih, h, klh, jklh) 
- V(h,lh,jklh,klh) (5.1.9) 
evaluating the first integral by parts and using (5.1.?). 
Similarly, we can integrate (5-1.8) by parts, and find 
V(h,lh,klh.jklh) = v(h)v(lh,klh,jklh) - Y(lh,h,klh,jklh) (5.1.10) 
These formulae enable the first and last pairs of arguments to 
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be exchanged - the various ranges provided for ¥ and Y then 
enable all values of V to be determined. Other relations are 
derived in chapter six; note that (5.I.10} generalizes (4.3.l)* 
A full list of formul &e for untabulated regions is given in section 
5 . 6 below. 
5.2 Limits 
To find the limit of V(h, Ih,klh,jklh) as h increases, we 
use equation (3.1) of John (l3»1966), wMch is as follows: 
V^(h,lh,klh, . .) = E(v(hs,lhs,klhs, . 
where the first function is the probability content of the same 
region as defined for the V-function, but over a multivariate 
t-density with n degrees of freedom. The expectation is taJcen by 
integrating from zero to infinity with respect to the chi-square 
density on n degrees of freedom. Since g(x) is the chi-square 
density function for n = 1, (multiplied by a factor of 2), and 
00 
lim^^^ ^ V(h,lh, klh, jklh) = ^ V( Ix,klx, jklx) g(x) dx, 
= E(v(lx,klx,jklx)) on g(x), 
we then obtain from (3.1) of John, 
lim^ V(h,lh,klh,jklh) = i V (l,kl,jkl). ( 5 . 2 . 1 ) h=>- 00 I 
This cannot be reduced to simple^ functions, but formula (3.3) 
of John (13,1966) shows that 
since in his expansion for V ^ , all terms but the first ( v ) become 
zero when the limit is taken of the first argument. So from (4 . 2 , 3 ) , 
limj^^j^^^ V(h,lh,klh, jklh) = Ixm^^^ih V^(l,kl, jkl)) 
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= arctan(.i) - arctan( .i/( 
8n 
and this also = ^ V^(k,kj) from John, as above. 
Hence V^(a.ab) = arctan(b) - arctan(b/( U a ^ + a V ) ^ ) (5,2.2) 
2n 
and the former will be used to abbreviate the latter from here on. 
Permutation of the order of proceeding to the limit does not 
affect the limit, as can be seen from (5.1,2), hence the easiest 
derivation algebraically is given below. It is also possible to 
change to polar co-ordinates and obtain the double limits involv-
ing h that way, but it is far longer than going in the other order. 
So far, we have 
^^""h^co = i V^(l,kl,jkl) . ( 5 . 2 . 1 ) 
h Now lim^^ ^  V(h,lh,klh, jklh) = ^ lim^^ ^  V(lx,klx, jklx) g(x) dx 
h 
= ( lim ^ ^ v(lx.klx.jklx) six) dx, 
'o 
from (5»1»2), observing that x is bounded by 0 and h. Thus from 
( 5 . 2.1) in one J-ower dimension, 
h 
lim ^V(h,lh,klh, jklh) = ( i V^(k,kj) g(x) dx 
= i v(h) v ^ ( k , k j ) ( 5 . 2 . 3 ) 
so that lim^^j^^^ V(h,lh,klh, jklh) = i V^(k,kj) (5.2.4) 
and lim^^j^^^V(h,lh,klh, jklh) V( h) lim^^^ ^  V(k, kj ) 
from ( 5 . 2.1) fallowing (3.3) of John (13,1966). Thus 
lim, , V(h,lh,klh, jklh) = V(h) arctan(.l) (5.2.5) l,K=.-oo 
and lira, . ^ v(h, lh,klh, jklh) = V(h) arctan(k) (5.2.6) l#J=*-<» 4x1 
in a similar manner. Taking third limits, we then have directly 
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H V „ V(h,lh,klh, jklh) = arctan(.l) (5.2.?) 
h -i o„V(h.lh,klh. jklh) = arctan(k) (5,2.8) 
^^""l.k. = ^v(h) (5.2,9) 
= (5.2.10) 
Using a similar technique, we have from (5,1,2) and (4,2.7) 
h 
' o 
h 
= ( v(lx) arctan( .j) g(x) dx 
'o 2X1 
= V(h,lh) arc tan ( .j) (5,2.1l) 
2a 
so that lim, . V(h, lh,klh, jklh) = arctan(l) arctan(.i) (5.2.12) 
2tt 2Tt 
and liiiL . v(h,lh,klh, jklh) =iv(h,lh) (5-2,13) K, J^ CO 
from (3.2,2) and the definition of arctangent respectively. 
Then the third limits are completed by 
lim, . . V(h,lh,klh, jklh) = arctan(l) . (5,2,14) K, j,n=».co g^ 
Again, using (5,1.2) and (4,2,9), 
h 
l im^^^ V(h,lh,klh, jklh) = ^ lim^^ ^ V(lx,klx, jklx) g(x) dx 
ii 
= ( iv( lx,klx) g(x) dx 
' o 
= |v(h,lh,klh) (5.2,15) 
so that lim. . V(h,lh,klh,jklh) = iV (1,1k). (5.2.I6) j,h=i-co I 
Simmarv of Limits (The arguments are omitted for brevity) 
liraj^^^V = iV.,(l ,kl, jkl) lim^^^^V = iv(h)v^(k,kj) 
lim, V = V(h,lh) arctan( .I) lim. ^ V = ^V(h,lh,klh) 
W c D 2it 
lim V = iV (k,kj) lim, , V = arctan(l) arctan( j) 
h, l=.-oo 1 h,k=-oo 2-tt 2rt 
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lim, . V = iV,(l,lk) h, J=3- 03 4 1 \ » / lim. , V = V(h) arctan( .j) OO 
lim 
h-n 
ott 
lim h,l» j=»- OO V = arctan(k) 8Tt 
lim h,k, j=»- OO V = arctan(l) 8n 
lim, , , . V = 1/16. 
5«3 Correlated Variables 
As in chapter four, to obtain the probability integral for 
a region where the underlying density is correlated, the simplest 
method is to use a transformation to obtain an uncorrelated 
density. There are several such transformations (for exeimple, 
Ruben (33*1960)), and the following matrix gives one such. The 
procedure is the sajne as described in section 4,3* with four-dim-
ensional vectors x and and with P as below. 
P = 
1 0 
-(pigL + P13M + Pii^N) L M 1 N 
K 
where 
(5.3.1) 
K K I K 
I 
_ 2 2 2 2 2 2 2 2 2 2 2 2 
-2(P^2P34P13P24'^P12P34P14P23'^P13P24P14P23^ 
+2(p i2Pi3P23'^Pl3Pl4P34"^Pl3Pi4P34'^P23P24P34^ 
- (p23~Pi2Pl3^ ^P24"'P12P14^) 
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2 , f s / V / . 2 X / X N2 M^ = R 
(1-P?,) K" 
w 
n2 = r2 
(l-pt^) K' 
2 
and R is as defined in section k,3» 
Numerical methods for calculating P are also readily-
available, as its evaluation is essentially inversion of the 
correlation matrix, (See 'Numerical MethodsNoble,B»,:01iver and 
Boyd 1964, Volume I.) 
5,4 Relationship to Other Functions 
There has not been a tabulation of the quadrivariate normal 
probability integral, in the author's knowledge, for the general 
case considered in this thesis.Several special cases have been 
studied, however, and these are surveyed in the papers of 
Gupta (9,1963) and Steck (40,1962). Subsequent contributions 
have come from Childs (4,196?) and Abrahamson (1,1964). These 
cases fall into two broad groups: evaluating the probability of 
the positive orthauit for a general correlation matrix, and eval-
uating other polyhedral or sectored regions' probability content 
for special correlation matrices. 
In the first group, Kendall (l4,194l) and Moran (20,1948) 
obtained formulae for the orthant probabilities using tetrachoric 
series, but these are slow in convergence and very complex, 
David (7,1953) gave a summary of the position at that time: the 
bivariate and trivariate cases could be evaluated directly (see 
( 4 , 3 , 7 ) ) , but in higher dimensions a recurrence relation is 
available only for odd n, as follows. 
P (D ) = Probability that a set of normal variables X with 
correlation matrix (p^j) are all positive 
ij 
(5.4.1) 
= i(l - SP/Pij) + 2P2(pij) - ... (-1)"-' 2P^_i(Pij)) 
52 
where the summations are taken over all distinct combinations of 
the variables X^. For n even this reduces to an identity, but it 
allows P^ to be evaluated if P^ is known, etc. The present 
tables enable this to be done, using (5.3.0. 
Plackett (31,195^), Ruben (33.195^), McPadden (16,1955; 17, 
1956; 1 8 , 1 9 6 0 ) , Stuart (41,1958), Sondhi ( 3 8 , 1 9 6 1 ) and Steck 
( 4 0 , 1 9 6 2 ) have suggested methods for evaluating P^( P^j)* mostly 
using series approximations. Also evaluated is the slightly 
more general function ^n^^l^^ij^^* probability that all 
variables are less than t. Another commonly examined function is 
that is, for the equicorrelated case, since this will 
enable (5«4,l) to be evaluated when the correlations are equal, 
Ruben (33.1954) has tabulated the general equicorrelated P for 
inverse integral values, that is, P^(1/m) for n=1-49, m=2-12. 
Gupta (9*1963) surveys all the above in more detail. David and 
Mallows ( 8 , 1 9 6 1 ) , while obtaining the variance of Spearman's rho 
from normal samples, needed to evaluate for X^ all 
normal with correlations equal,^They surveyed the available 
methods at that time, and concluded that Plackett's was most 
useful for their case. 
Since that time Abraheunson ( 1, 1964) has published a method 
which enables the general probability for the orthant to be reduced 
to the case where the correlation matrix has zeroes everywhere 
except for those immediately next to the diagonal. He then 
provides tables for the quadrivariate case for this matrix. The 
most general treatment for the orthant probabilities, however, 
in the author's knowledge, is that of Childs (4,196?), He obtains 
the following reduction formula: 
00 n 
P j p ij) = (2n)-" ^ n h(w.) -J_^))exp(-iw.Rw)dw 
—00 J —' J 2 2 
w + a 
J J 
where w = * ^ correlation matrix, i = (-l)^ 
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and i s the Kronecker f u n c t i o n , such t h a t li(wj) ti(wj^) i s 
zero when integrated with respect to w. and w , if j ^ k, and 
J k 
equal to unity if j = k. The above result is obtained by the 
Parseval theorem on a Fourier transform, hence the complex numbers. 
In the four-variate case, Childs obtains, after expansion, 
P4( Pi J = 1 / 1 6 + 2 a r c 3 i n ( p . .) + 
c» 
^1234 "" ^^^^ exp(-iw'Rw) dw^ dw^ dw^ dw^ 
-oo w^w^w^w^ 
It is then shown that this integral can be broken down into 
numerically manageable proportions® In a similar way he derives 
five second-order integrals to evaluate P^o (Note that McFadden 
(18 , 1 9 6 0 ) has a method similar to the above, as Childs recognizes.) 
As earlier, a direct relationship between V and "i^ d^e 
difficult because of terms like V(ax+b), and it is easier to 
transform the variables to an uncorrelated set using (5<.3.l), 
when either a relation between V and w will appear in terms of 
inverse polynomials, or P^ ^ can be evaluated without further 
reference to 
The second broad class of integrals tabulated is that where 
the correlation matrix is specialized and a general simplex is 
considered, not just the orthant. That is, the function 
,h2,•oh^ ( P^j)) is to be evaluated, equal to the probability 
that X^ is less than h^ where the X^s are normal with correlation 
matrix ( p..)• Curnow and Dunnett (5*19^2) have examined ^ J 
several cases for ( P^j), especially P^^ = a^a^ and ^ = S^/Sj 
In the former case, in this notation, 
00 n 
and a similar result holds for the latter case. Again this can 
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be expressed in terms of ¥ and V functions, but not easily. 
The equicorrelated case has been tabulated in part by Gupta ( 9 , 
1963) and Owen ( 2 5 , 1 9 6 2 ) . 
In general^ direct comparison between the V-function and all 
the other methods is made difficult because of terms like v(ax+b) 
inside integrals, as noted above. The method of section 5.3 is 
direct, and in any particular example it is easier to employ this 
than attempt a formulation using previous methods. Special cases 
cajTX often be evaluated more quietly, but the present tables 
enable the quadrivariate normal probability integral to be 
evaluated directly. 
Relations between V,Y and ¥ have been given in section 5« 
above, ajid further relations are given in chapter six. These are 
needed to provide formulae for argiiment permutation, reducing 
the bulk of the tables, 
5.5 Tabulation 
The function V(h,Ih,klh,jklh) is tabulated to seven decimal 
places, with the following range of arguments: 
h= 0 (0.02) 1.50 (0.05) 2.50 for all tabulated l,k,j 
2.50 ( 0 . 1 ) it.00 for k=0,4,0.5,all tabulated j,l 
2 , 5 0 ( 0 . 1 ) 3.50 for k=0.7,0,8, - ,(5).6, all 1 
and k=0.9,1.0, j=0,i.,0.4, all 1 
2,50 ( 0 , 1 ) 3 . 0 0 for remaining tabulated l,k,j 
The remaining values of h are tabulated by steps of 0,5 to 
5,50 for all tabulated l,k,j, where the limiting values are reached, 
l.k,j = 0 (0,1) 1 , 0 for all tabulated h. 
The method used in the calculation was Gaussian quadrature 
of equation (5.1.2), using 5»7»10 and 12 points in different 
parts of the table: details are in chapter eight. As this is a 
new table, checking has been limited to recalculation on 24 points. 
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and checking with limiting values. Both these checks show that 
the tables should be accurate as printed. 
5»6 Untabulated Regions 
The formulae below enable all regions of the V-function to 
be evaluated: they are derived from the formulae of section 5.1 
above, and of chapter six. These derivations are omitted to save 
space, but once familiarity with the main foiraulae is achieved 
working with the functions is quite straightforward.The abbreviated 
notation is used throughout. 
It will be noticed that six tables are needed to enable all 
regions to be evaluated, when the product-argument form of 
tabulation is used, as here. These are most easily the tables 
a... D.ao c... abed acbd adcb 
^abcd been tabulated in place of , since this V-function 
is the prime concern of the work. The W-functions are much easier 
to calculate than the Y-functions, and these latter are easier 
than the V-functions, so further savings in time could be made if 
the six suggested functions were provided and the formulae below 
then used. Tables of relative times needed for the different 
functions by number of points of integration are given in chapter 
eight. The formulae break into three basic groups, corresponding 
to interchanging the first, second or third pair of arguments. 
Within these groups, the ¥-function, reversal formula, and the 
summation formula (5»1*5) provide sufficient formulae to give 
the eight possibilities. Thus all 2k cases are covered. The 
generalization of this minimization procedure is given in chapter 
seven. The fonnulae are given in two fonns: expressing the 
required function terms of available integrals, and 
also giving formulae for all required permutations of the arguments. 
These are the same formulae under different heads, but provision 
of both types makes for much greater clarity in use. 
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^abcd = ^abcd tabulated. 
a^bdc = Vbcd - - \bcd (5.6.1) 
abed a bed b.., abdc 
\acd = W e d ~ ^ abed (5.6.2) 
or V = V V - Y abed a bed bacd 
V d c = Vacd - Vacd - "b... - ^ abcd <5.6.3) 
or V — V W — V V — W _ Y abed - a^bed ''a^bde "a... ^bade 
The above are the first half of the first group. The formulae 
below are obtained by reversing the above. 
= (5.6.4) cdab ab ed c abd a... abed ^ ' 
abed ed ab a ebd e,.. cdab 
edba a b ed a e bd ab ed a bed e abd 
^abed (5.6.5) 
or V ^ . = V^V V ^ - V^V V ^ - V^ V ^ - V^V , + V V , , abed d e ab d a eb de ab d eab a deb 
- V - ¥ dcab e a.a 
d^eab = V e V V e d ^ ^abed " Vabe ^ 5.6.6) 
\bed = ^ edVa ' ^ d^a e^dba " Vebd 
d^eba = ^ aVe^d - ^ aVed ' ^ a^e^d " ^ W e d 
^ a \ c d " ^abed (5.6,?) 
or V = V V V^V - V^V V^ - V^V ^V ~ V^ V, V abed d e b a d e ba d eb a de b a 
+ V V + V V + V V - V ^ de ba d eba ^ deb a deba 
This eorapletes the first group of eight equations. All are 
given in terms of tabulated functions, hence the lenghth of 
57 
some which could be expressed more succinct ly otherxirise. In the 
fo l lowing formulae, no further comment i s made as to groups, 
but the order of equations i s p a r a l l e l to that above* 
\ c b d = - V b c d - ^acbd ( 5 . 6 , 8 ) 
\ b c d = - V c b d - ^abcd 
"^acdb = '^a^bcd " \ b c d " ''^abcd ~ '^acbd ( 5 . 6 . 9 ) 
o r V = V ¥ - V - ¥ + Y - Y abed a dbc adbc d , , , adbc abdc 
\ a d b - - ^o^bci ^ V a b d - " a . . . ^ ^acbd < 5 . 6 . . O ) 
or V = - V V + V ¥ - W + Y abed a'^bdc ^ "^a^bdc ^ S a d c 
% a b d = V a b d - \ c b d ( 5 . 6 . 1 1 ) 
or V ^ ^ = V V^ ^ - Y^ ^ abed a bed baed 
\ d a c = - V a o d ^ " a . . . - ^acbd ( 5 . 6 . 1 2 ) 
abed cd ab a edb c , . , cdab 
= V V^V^- V ¥ ^ - V V^^ + Y ^^ ( 5 . 6 , 1 3 ) dbac ac b d d abe ac bd aebd ^ 
or V ^ ^ = V y^Y - V ¥ ^^ - V ^V^ + Y ^^ abed cd b a a cbd cd ba cdba 
V ^ = V V^V v^ - V V^ V^ - V , V V^ + V V, , ( 5 . 6 . 1 4 ) dbea a b e d a be d ab e d ac bd ^ 
+ V ^ V^ - - Y ^^ abe d b . . . aebd 
or V = V V^V V^ - V V^ V^ - V^^V V + V^ V, abed a b e d a be d db e a de ba 
+ V V - ¥ - Y dbc a b . . . deba 
\ d o a = - - ' ' a ^ c d * \ ^ a c d ^ ^abcd " ^abcd^ " b . . . ^aobd 
or = - V^^V^^ - V^V^^^ . V^V^^^ ( 5 . 6 , 1 5 ) 
+ V - Y + ¥ + Y daeb daeb a . , , dcab 
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^ d b c - - V b c d ^ " a . . . - " b . . . - ^adcb < 5 . 6 . 1 6 ) 
" = - V c d b ^ " a . . . ^ " c . . . -
^adcb = \ b c d ^adcb " ^abcd ( 5 o 6 . 1 7 ) 
o r V — V + Y Y abed adcb abed " adcb 
^dabc = V a b c " ' ^adcb " ( 5 . 6 . 1 8 ) 
\ b e d = V b e d - ^bade " ^ b . . . 
^daeb = V a b e " V a b e " "adeb ( 5 . 6 . 1 9 ) 
o r V = V ¥ — v v — Y abed a bed a bde bacd 
\ c d a ^ " ^ad^be " \ ^ a e d ^ b \ c d 
- ^adcb ^ ^abed " ^abed ( 5 . 6 , 2 0 ) 
o r V = — V V + V V - V V 4 . V W abed dc ab d abe a^dbe ^ a^dbc 
- Y + Y - V dcba dabc dabc 
\ c a d = \ d b c - V a c d " a . . . . < 5 . 6 . 2 1 ) 
abed ed ab edab a ebd a . . . 
^ebad = V e ^ a d " ^e^abd ' W b e ^ a . . . " ^adeb ( ^ . 6 . 2 2 ) 
o r V ^ ^ = V V^V + ¥ - Y ^ ^ abed a b ed a ebd ba ed e , , , edab 
V ^^ = V V^^V - V, V V ^ - V V V ^V^ + V ¥ ^^ ebda a bd e b c ad c abd ad be e abd 
- " a . . . - " b . . . ^ ^adcb ( 5 . 6 . 2 3 ) 
^abod = - ^ b V d c - V d b c ^ ^a^dbc 
- - ¥, + Y^ ^ deoo* D*.o deao 
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CHAPTER SIX! THE AUXILIARY FUNCTIONS ¥ AND Y 
601 Definitions and Properties 
The functions w(h,lh,klh), ¥( h, Ih, klh, jklh) and Y( h, Ih, klh, jklh) 
have been defined in equations (4.1,6), (5.1.?) and (5.1.8) resp-
ectively. Geometrically, ¥(h,lh,klh) is the probability content 
of the figure OACBD in Figure 6a below. The others cannot be 
represented easily, but are hyperhedrons of a similar kind in 
four-variate space. 
D 
\ 
\ 
0, 
B 
klh 
>y 
Ih 
^ X 
Figure 6a 
The volume OACB represents v(h,lh,klh) in probability; 
The volume OACBD represents ¥(h,lh,klh) in probability; 
The volume OADB represents V(h,klh,lh) in probability. 
This figure also demonstrates equation (4.3»l). 
The main property of all the ¥-functions is that only the 
first argument is unique for evaluation: once this has been fixed, 
the other arguments can be in any order without altering the 
value of the function. This property is readily seen from the 
definition of the function. Algebraically, in abbreviated notation, 
^abc " ^acb ' ^ abcd " ^abdc " ^acbd ^ \ c d b ^adbc (6.I.I) 
= ¥ adcb. 
Also, from (4,3.1) suid Figure 6a, 
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^ ^ + v ^ (6.1.2) abc abc acb \ • • / 
It can also be shown quite readily that 
+ + ^ = V V^V (6.1.3) a,. b.. c., a b c \ « 
V + ¥ + ¥ + = V V V V^ (6.1.4) a... b... c... d... a b e d 
and 
where the notation ¥ is short for ¥ ^ since the a.«, abed* 
argfuments after the first can be in any order. If these arguments 
are not the remainder of the letters (a,b,e) or (a,b,e,d) then 
the fuller notation is used: for example 
Integration by parts, auad use of the properties of the 
V-funetion derived in earlier chapters yields the results below. 
Note that they are not all independent functions, but enable 
all values of V,Y and ¥ to be known, if the six functions listed 
in section 5o6 are tabulated. These equations demonstrate the 
sort of structure that exists between the various hyperhedra 
in four-variate normal space. 
(6.1.5) abed edab ab cd 
V - Y = V - Y (6.1.6) abed abed adeb adcb 
V - Y = - V ¥ + ¥ (6.1,7) abed abed a cbd c... 
V + Y ^ = V V^ ^ (6.1.8) abed baed a bed 
V + V ^ = V ^ - (6.1.9) abed abde a bed b... 
V ^ . + Y _ = (6.1.10) abed abde a, I • • 
^abcd ^ ^acbd ^ \ e d b = ^abed (6.1.11) 
V 4- V + V abed acbd acdb 
+ V ^^ + V ^^ + V^, . = (6.1.12) abde adbe adeb a... 
The differential properties of Y and ¥ are as follows: 
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d ¥ ( a x , b x , c x ) = a v (bx ) v ( c x ) g (ax) ( 6 . 1 , 1 3 ) 
dx 
d ¥ ( a x , b x , c x , d x ) = a v (bx ) V (cx ) V(dx) g (ax) ( 6 , 1 . l 4 ) 
dx 
d Y ( a x , b x , c x , d x ) = a V(bx) V (cx ,dx ) g(ax) ( 6 . 1 , 1 5 ) 
dx 
¥ and Y are zero i f any va lue o f an argument i s zero . I f 
t he s i g n o f an argument i s changed, the s i gn o f the f u n c t i o n does 
n o t change, s ince they are p r o b a b i l i t i e s . T rea ted as a l g e b r a i c 
f u n c t i o n s , however, an odd number o f arguments changing s i gn 
r e s u l t s i n the f u n c t i o n changing s i g n , 
6 . 2 L i m i t s 
To f i n d the l i m i t s f o r ¥ ( h , I h , k l h ) as h i n c r e a s e s , we s u b s t i t u t e 
i n (4 ,3o1) to o b t a i n 
l i f f l j ^ ^ ^ ¥ ( h , l h , k l h ) = l i m j ^ ^ ^ ( V ( h , l h , k l h ) + V ( h , k l h , l h ) ) 
= i v ^ ( l , l k ) + i V ^ ( k l , l ) f rom s e c t i o n 5.2» 
= i - a r c t a n ( k / Q ) + a r c t a n ( l / k Q ) 
kit hrt 
where Q = ( 1 + 1 ^ + k ^ l ^ ) ^ . 
Then, f rom ( 6 . 2 , l ) we d e r i v e 
( 6 , 2 , 1 ) 
l i m ^ , _ ¥ ( h , l h , k l h ) = i ( 6 , 2 , 2 ) n , xs>- oo 
l i m , ¥ ( h , l h , k l h ) = a r c t a n ( l ) (6b2 .3) h,k».oo 
From ( ^ , 1 , 6 ) we have 
h 
l i m , ¥ ( h , l h , k l h ) = ( l i m . ^ V ( l x ) V ( k l x ) g ( x ) dx l=»-CO /q j.=»-oo 
h 
= ( i ' i * g ( 3 c ) dx 
' o 
= iv (h ) ( 6 . 2 . 4 ) 
so t h a t we a l so have 
l imj^^l^^^jo V ( h , l h , k l h ) = t V ( h ) ( 6 . 2 . 5 ) 
62 
Again from (4.1.6) we obtain 
h 
limj^^^ ¥(h,lh,klh) = ^ V(lx) i g(x) dx 
= iv(h,lh) (6.2.6) 
and finally, lim^ ^ ^  ^^^ ^  ¥(h, lh,klh) = t (6.2.?) 
To find limits for Y(h,Ih,klh,jklh) we use (6.1.8), so that 
lim^^^ ^  Y(h,lh,klh, jklh) = lim^^^^ (v(lh)v( h,klh, jklh) 
- V(lh,h,klh, jklh) ) 
= iV^(kl,jkl) - iV^(l/l,k.jk) (6.2.8) 
and from ( 5 . 1 ) , 
h lim, Y(h.lh, klh, jklh) = ( i arc tan (.i) g(x) dx 
= V(h) arctan( .i) (6.2.9) 
h 
lim, Y(h,lh,klh, jklh) = ( V(lx) arctan(.i) g(x) dx 
= V(h,lh) arctan(j) (6.2.10) 
2n 
h 
lim. Y(h,lh,klh, jklh) = ( V(lx) iv(klx) g(x) dx 
= ^¥(h,lh,klh) (6,2,11) 
From these last three equations we can then evaluate 
lim. , Y(h,lh,klh, jklh) = arctan( j) (6,2.12) 
lim Y(h,lh,klh, jklh) = arctan(l) arctan(.i) (6.2,13) 2n 2n 
lim . Y(h,lh,klh,jklh) = iV (l,kl) + iv (kl,l) (6.2,14) h, j=-oo ' 
lim , Y(h,lh,klh, jklh) = V(h) arctan( j) (6.2.1,5) l,k* oo 
lim . Y(h,lh,klh, jklh) = iv(h) (6,2,16) 1, J* 00 
oo Y(h,ih,klh, jklh) = iv(h,ih) (6,2,17) 
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The t h i r d and four th order l i m i t s are g iven i n the Summary. 
To obta in the l i m i t s f o r W, we use ( 6 , 1 , 1 0 ) and (6o2 .8 ) : 
= l imji^oo ( Y ( h , l h , k l h . j k l h ) 
+ Y ( h , l h , j k l h , k l h ) ) 
= i v ^ ( k l , j k l ) - i V ^ ( l / l . k , j k ) 
( 6 . 2 , 1 8 ) 
+ i v ^ ( j k l , k l ) - i V ^ ( l / l , j k . k ) 
and, as b e f o r e , from ( 5 . 1 . 6 ) 
h 
l im^^ ^ W ( h , l h , k l h , j k l h ) = ( i - i . i g (x ) dx 
* ^ o 
= i v ( h ) ( 6 , 2 . 1 9 ) 
h 
l i m j ^ ^ ^ W(h , l h , k lh , j k l h ) = ^ v ( l x ) i . i g ( x ) dx 
= i v ( h , l h ) ( 6 . 2 . 2 0 ) 
h 
l i m . ¥ ( h , l h , k l h , j k l h ) = ( V( lx ) V(klx) ^ g ( x ) dx 
J * ' o 
3 i w ( h , l h , k l h ) ( 6 . 2 . 2 1 ) 
The second, t h i r d and fou r th order l i m i t s then fo l low d i r e c t l y 
from the formulae g iven above: they a re formulated in the Summary. 
Summary of L im i t s (arguments a r e omitted f o r b r e v i t y , with the 
dimension i n d i c a t e d by a s u b s c r i p t ) 
= i V ^ ( l , k l ) + i V ^ ( k l , l ) ( 6 . 2 . 1 ) 
l i m ^ ^ ^ W ^ = l^l,k=>.oo^3 = ^^^^^ {6.2.k) , ( 6 . 2 . 5 ) 
l imj^^^W^ = i v ( h . l h ) ( 6 . 2 . 6 ) 
= a r c t ^ ( 6 . 2 . 3 ) 
l im W. = iV ( k l , j k l ) + iV ( j k l , k l ) - iV ( l / l , k , j k ) h=»- 00 •+ ' ' ' 
- i v ^ ( l / l , j k , k ) ( 6 . 2 . 1 8 ) 
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lira ¥. = lim, , ¥, = lim ¥. - llm w 
= ^V(h) (6.2.19).(6.2,22),(6.2.23).(6.2.24) 
^^"He-oo^ = = iV(lx,lh) (6.2.20), (6.2.25) 
= Wh,lli.klh) (6,2.21) 
^^'^.k^^cx,^ = ^ ^ V k . j ^ ^ o o ^ = arctanil) (6,2.26), (6.2.2?) 
Sti 
= iV^(l.kl) + iV^(kl.l) (6.2.28) 
= = (6.2.29) 
= iV^(kl.jkl) - iV^(l/l.k,jk) (6.2.8) 
lin^^^^Y = = V(U) (6.2.9),(6.2.15) 
= v(h,lh) arctan( .i) (6.2.10) 
2x1 
= i¥(h,lh,klh) (6.2.11) 
^ ^ V l - o o " ^ = = (6.2.12),(6,2.30) on 
= M c ^ i a l (6.2.13) 
= iV^(l,kl) + iV^(kl,l) (6.2.14) 
= = ^V(^) (6,2.16),(6,2.31) 
= iv(h,lh) (6.2,17) 
lim Y = arctan(l) (6.2.32) 
lim 
h.l.J-cc^ = = V 1 6 (6.2.33) 
6 . 3 Relation to Other Functions 
The relations between the auxiliary functions themselves have 
already been given in section 6.1 above. There are no other 
functions tabulated of the same type as these functions, in the 
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author's knowledge, but tw® functions can be seen as special 
cases of the ¥-function, as follows. This function can be expressed 
as the expectation of a product of univariate V-functions on the 
standard normal distribution truncated at h. That is, 
¥(h,lh.klh, jklh) = Ej^(v(lx)v(klx)v( jklx)). 
This function is of use in the study of the range in normal 
samples, and has a direct relationship to Hojo integrals, as below. 
(See Hojo(11,1931) and Kendall and Stuart ( 1 5 , 1 9 6 2 ) pages 326-7.) 
h 
¥(h,lh,klh) = ^ S U ) dx +iv(h,lh) + iv(h,klh) + iv(h) 
h 
¥(h.lh.klh, jklh) = ^ A^^ A^^^ g(x) dx + i¥(h,lh,klh) 
+ i¥(h,lh,jklh) + i¥(h,klh,jklh) 
+ i-V(h,lh) + iv(h,klh) + iv(h,jklh) + iv(h), 
where A^ = V(x) + i. 
Using integrals of the type in the first terms of ( 6 . 3 , 1 ) it 
is possible to find moments of order-statistics for samples of 
size four. The present tables do not expand the tabulation of such 
integrals, but this type of function is the commonest which is 
directly comparable. The other directly related one is the orthant 
probability for the quadrivariate normal density, when there is 
only one correlation,with the value b /(l+b ), and then this 
probability equals 
i (i-V(bx))^ g(x) dx. 00 
which is directly expressible in terms of tf-functions. The 
derivation of this result is given in Kendall and Stuart (l5»1962) 
page 353• 
Relations between Xir,Y and V are given above in sections 5.1 
and 6.1. 
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if Tabulation 
The function ¥(h,lh,klh) has been tabulated as follows: 
h = 0 (0.01) 3,00 (0.02) k,00 (0.05) 5.00 (0.2) 6.00, 
l.k = 0 (O.l) 1.0. 
Eight decimal places are given, and check calculations on 
higher numbers of Gaussian points show that the table should be 
accurate as printed: this latter is also true for the remaining 
tables of W and Y. 
The functions ¥( h, Ih, klh, jklh) , Y( h, Ih, klh, jklh) , 
¥(lh,h,klh, jklh), Y(h, jklh, klh, Ih) and Y( h, klh, Ih, jklh) are 
tabulated as follows: 
h = 0 (0.05) 1 .50 ( 0 . 1 ) 3,00 (0.2) 4,00 (0.5) 6.00, 
l,k,j = 0 ( 0.1) 1,0. The ftmction ¥(Ih,h,klh, jklh) is also 
given for h = 6 , 5 and 7.0 for all values of l,k and j tabulated. 
Details of the calculation method, and numbers of points used 
at the various places in the table, are given in the eighth chapter. 
Differences are not given, since each value of the V-fiinction 
needed in the interpolation grid can be obtained from the fonnulae 
of section 5»6, and differences are given for the V-function. As 
a rough guide, it can be observed that the differences for the 
auxiliary functions are between once and twice those for the 
corresponding values of the V-function. 
6 . 5 Untabulated regions 
The formulae below enable all values of the auxiliary func'tioiis 
to be evaluated. As previously, derivations are not given, and 
the abbreviated notation is used, 
a) ¥(h.lh.klh) 
W = ¥ as tabulated a. * a, o 
w , o r ¥ = V V - V ^ = V V ^ - V ^ b.« a be abc a,. b ac bac c ab cab 
¥c.. = V V V - V V + V - ¥ a b c a be abc a,. 
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b) ¥(h.lh.klh, .iklh) 
= W as tabulated 
^^ = W as tabulated D*»« Dsco 
¥ - Y Co*o a cbd abed abed 
'^ri = V V , V V - V ¥ - V + Y - ¥ - ¥ d... a b e d a^ebd abed ^ ^abed a... b... 
c) Y(h.lh.klh. .iklh) 
^abed = ^abed tabulated 
Y = ¥ — Y abde a«., abed 
^aebd = ^aebd tabulated 
Y = ¥ - Y aedb a... aebd 
as tabulated adeb adeb 
Y = ¥ - Y adbe a... adeb 
Y = V V - V baed a bed abed 
Y = ¥ _ V V + V bade b... a bed abed 
Y = V V - ¥ + Y bead be ad a,., adeb 
Y = - V + ¥ + ¥, _ Y , , beda ad be a... b... adeb 
Y - V V - Y bdae ~ ae bd acbd 
Y - ¥ _ V V + Y T^ j bdea ~ b... ae bd aebtt 
Y - V V V - ¥ - Y , , cabd " a e bd b... aebd 
^eadb = ^a^cbd " V e \ d ^ ^b,.. \ b e d ' ^abed ^ ^aebd 
Y = V V V - V V - Y ebad b e ad ad be adeb 
^ebda = - ^b^e^ad + W b e + ^a^cbd + ^^^bcd " Y^^ed + Y^dcb 
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Y - v v v — ¥ - ¥ + Y dabc a d b e a . . . b . . , adcb 
Y = : V V V V - V V V - V ¥ - V + Y - Y d a c b a b e d a b e d a cbd abed a b e d adcb 
Y = V V V - V V - W 4 . Y dbae b d a e ae bd a . . , ^ aebd 
^ d b e a = ^ a V e ^ d " W a e ^ a e \ d " V e b d " ^ b . . . " \ b e d 
+ Y ^ ^ - Y ^ ^ abed aebd 
Y = - V V - ¥ + Y + V V V deab ab ed a . . . ^ ' a b e d ^ ab c d 
Y , , = V V^V V^ - V ^V V^ + V ^V ^ - V ¥ ^ ^ - + ¥ d e b a a b e d ab c d ab ed a ebd b« . . a , . , 
- V a b e d 
n 
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CHAPTER SEVEN: THE GENERAL V-FUNCTION AND THE Z-FUNCTION 
781 Definitions and Properties 
The general V-function is defined as the probability content 
of a polyhedron in n-dimensional space with a multivariate 
hyperspherical normal density. This polyhedron is (0,0,..,0), 
algebraically, 
'o 'o 'o 
oog(x^) dx^ dxgo^dx 
(7.1.1) 
= ^ .. .hgh^. oh^x) g(x) dx 
(7olo2) 
This function is an extension to higher dimensions of V(h,q) of 
Nicholson (23,1943), as suggested by John (13,1966), The latter 
relation (7.1*2) is derived by John (op,cit.), and is the basis 
of the present tabulation and study, as noted previously. Its 
lower-dimensional representations are given in (301»2),(4»1•2), 
and (5.1.2). From (7o''»2) we can then observe that 
^ ^ V(h^x,h2X,o.,h^x) = h^ g(h^x) V(h2x,h^x,..,h^x) (7.1.3) 
Using this we can integrate (7.1,2) by parts to obtain 
h h 
- ^ V(x) V(h2h^x,h2h^h^x,.,,h2h^..h^x) 
g(h2x) d(h2x) 
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Repeated integration by parts will yield terms like 
g(h^x) d(h^x) 
• • V ' V a - • • ' • 
g(h^^^x) d(h^^^x) 
(7.1.4) 
Adding such relations, we find the generalization of (3.1o3), 
(U.I,3) and (5.1.3), 
^Z^ (-1)^ *^r-1 ' * • * ) ^ 2 * * 1 ' "'^ r+2' * * * r=0 = 0 
where V(hQ) is interpreted as unity. (7.1.5) 
This formula demonstrates why the first mnemonic of section 4.1 
works, and provides a direct relation between the two V-functions 
in n dimensions with arguments in the opposite order. If h^ in 
( 7,1 , 5 ) is replaced by x, and the equation is then integrated 
over the frequency function g(x) with respect to x, then the 
second mnemonic of section 4.1 can be derived. The formula as 
given there appears after (n-r-l) such integrations, but the 
algebra is omitted for brevity - it is essentially identical to 
the operation above. 
In place of defining general ¥ and Y functions, a more 
general function Z is defined which embraces both these and also 
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the V - f unc t i on , 
n 
= . " J ^^ ( ^  r . ) ^  ^ j ^^^^ 
( 7 .1 .6 ) 
where ( r^ , r ^ , . ., r^^) i s a p a r t i t i o n of the i n tege r s ( l , 2 , . . , n ) 
i n t o k groups, w i th r^ argximents i n the i t h group, which groups 
the arguments (h^ ,h^h^, . . ,h^hg . .h^ ) in to k groups.The no ta t i on 
^^ ( r then i nd i c a t e s the arguments i n the i t h group. The e f fec t 
o f t h i s i s to def ine the Z - f u n c t i o n as the i n t e g r a l of products 
o f V - f unc t i on s over the normal dens i t y , over the var ious p o s s i b l e 
combinations of arguments. I n smal ler dimensions, the p a r t i t i o n 
s u b s c r i p t s can be omitted, and the arguments grouped by semi-
co l on s . Thus we would then have 
W(h , l h , k l h , j k l h ) = Z ( h ; l h ; k l h ; j k l h ) , 
Y ( h , l h , k l h , j k l h ) = Z ( h ; l h ; k l h , j k l h ) , 
V ( h , l h , k l h , j k l h ) = Z(h; l h , k l h , j k lh ) . 
I n abbrev iated nota t ion , we would have 
abed a ; b ; c ; d abed a ;b ;cd abed a;bed 
An example o f the Z - f u n c t i o n i n s i x dimensions i s 
Z ( h^;h^h^,h^h^h^ih^ h^h^h^;h^h^h^h^h^,h^ h^h^h^h^h^) 
h 
= ( vChgX.h^h x) Vlhgh^h^x) V(h2h^h^h^x,h2h^h^h.h^x) g (x )dx 
o r more s imply , 
a 
Z ( a ; ab ,ae ;ad ;ae ,a f ) = ( V(bx,cx) V(dx) V (ex , fx ) g (x) dx. 
' o 
I n genera l we have 
^1234o.n ^ 1 ; 234 . . n ' ^1234. .n " ^ 1; 2; 3; 4; . . ; n ' 
Many r e l a t i o n s h i p s can be der i ved between the Z - f une t i on s , l i k e 
those o f s e c t i o n 6,1, but the f o l l ow i ng r e l a t i o n i s of e spec i a l 
importance, 
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From (7.1o4), written in abbreviated notation, 
V = v v — z ( 7 1 7 ) ab.,n a bc.,n b;a;cd,.n * 
This generalizes and (5.1.10): a further integration 
by parts yifelds 
^ab,.n ~ ^a^bc,.n ~ ^ba^cd. .n ^c;ba;de.,n (7.1.8) 
These two equations show that the V-function can be expressed 
in terms of V-functions of lower order, together with a Z-function 
of degree n. Equation (7.108) is the generalization of (5.1,10) 
in another form, and these equations show that v(h,lh,klh) and 
V(h, Ih.klh,jklh) can be expressed in terms of the ¥ and Y-functions, 
as noted in section 5.6. Thus the quickest method of evaluating 
the normal integral would be to find (n-l) W-functions etc., since 
these are computed much more readily than V-functions. In the 
present case one table of V is tabulated, but the other tables 
needed are given as auxiliary functions. A table giving relative 
computation times for the various functions is given in chapter 
eight. 
7«2 Limits 
Only some limits can be derived for the general V-function, 
and these are given below. From John (13,1966) we have, as in 
section 5.2 above, 
lim^ = i^l ( ^ 2 ' ' ' ^ 2 ^ 3 ' ( 7 . 2 . I ) 
Using (7.1.2) we csui also derive (omitting arguments) 
= i v ( h ^ ) v ^ ( h ^ , h ^ h ^ , ( 7 . 2 . 2 ) 
In a similar maimer. 
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= ^^ VCh^x) g(x) dx 
applying the limit derived in (7.2.2), Integrating, 
^^"^h^^oo^ = ivCh^.h^h^) (7.2.3) 
Continuing in this manner we obtain 
r 
with finally (7.2.4) 
^^"h =>.00^ = (7.2.5) n ' 
Since we know the limiting fvinctions of all V-functions, but 
for the V^ functions we only have the limit with respect to the 
first argument, when taking the limit with respect to several 
arguments they should be taken in decreasing order. This is 
possible since the V-functions are bounded everywhere by unity. 
¥e can then derive, for r greater than t, 
t+ 1 2• • V 1 ) ( 1' 1 2' • •' 1 • • ^ n^ h 
(7.2.5) 
This formula can be applied several times if further limits are 
needed. Eventually we will obtain the following results: 
^ = (7.2.7) 
lim r 11 V = (t)"" (7.2.8) (all i) 
Limits for Z can be derived using similar methods: some of these 
are given in the limits derived for Y and ¥ above in section 6.2. 
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7«3 Relation to Other Fiinctions 
A survey of the functions available for finding the general 
orthant probabilities, and for finding multivariate probability 
integrals for special cases of the correlation matrix has already 
been made in section 5.4. The most general treatment of orthants 
is that of Childs (4,196?), while Plackett's reduction method 
is the most general for the general probability integral. 
(Plackett (31*1954)). However in more than four dimensions both 
these methods are very complex, and there is no direct relation 
between the general V or Z functions and their results. The 
simplest procedure is to linearly transform to uncorrelated 
variables, and then apply the functions defined here. John (13*1966) 
shows that this can be done, and that the resulting region can 
be broken up into a set of polyhedra with vertex at the origin, 
whose form is suitable for evaluation using the V-function. Use 
of the Z-function will restrict the number of such regions needed, 
and minimize the amount of calculation needed. Values of the 
appropriate V or Z functions for higher dimensions than those 
given here can be obtained using the computer routines of this 
thesis, extended to higher dimensions. These routines are given 
at the head of each table in volumes two and three. The tables 
of volume four use the same routines, with different tabulation 
programmes* 
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CHAPTER EIGHTi COMPUTATION AND TABULATION 
8. 1 Method of Quadratm-p. 
All the tables have been constructed using Gaussian quadrature. 
The formula for this method is given below: it is essentially the 
approximation of the integral by the weighted sum of the integrand 
over the desired range. The weights and values used are such that 
the remainder term is minimized; orthogonal polynomials are the 
theoretical functions used to achieve this, but the actual values 
are available in Abramowitz and Stegun ( 2 , 1 9 6 5 ) Table 25.4. The 
points and weights for the present thesis are given in section 8.2. 
The quadrature formula is: 
b 
( f ( y ) dy = (b-a) 2 w- f ( y ^ ) + remainder (8.I.1) 'a 2 i=1 ^ ^ 
where y = (b-a) x. + (b+a) , 
2 ^ 2 
where (x^) and (w^) are the standard Gaussian points and weights. 
To evaluate (2.1.1),(3.1.1) et cetera, we substitute hy = x in 
each of them (x being the variable in the integrand) so that the 
limits of integration for (2.1,l) et cetera become (0,l). Then 
n 2 2 V(h) = Kh exp(-^h y^ )^ ^ ^ + remainder 
n 2 ? V(h,lh) = Kh 2 exp(-ih yf) V(lhy.) w. + remainder i=1 ^ ^ ^ 
n 2 2 V(h,lh,klh) = Kh Z exp(-ih y.) V(lhy.,kly.) w. + remainder 
1=1 ^ X X X 
n 2 2 V(h,lh,klh, jklh) = Kh 2 exp(-ih y ) V( Ihy , klhy , jklhy ) w + rem. i=1 ^ X X X X 
n 2 2 
¥(h,lh,klh) = Kh 2 exp(-i-h yi) V(lhyi) V(klhyi) wi + remainder 
i=1 
W(h,lh,klh, jklh) = Kh 2 exp(-ihV) V(lhy ) v(klhy ) V( jklhy ) w. i=1 
+ remainder 
Y(h,lh,klh, jklh) = Kh s exp(-ih2y2) V(lhy.) V(klhy , jklhy. ) w. 
i=1 ^ ^ i X X 
+ remainder 
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where K = (2n:)~^ and n is the number of points of quadrature. 
The larger the value of n, the more accurate the approximation, 
but the longer the calculation: the values for n used are given 
in the next section. These are chosen to give accuracy to the 
number of places printed. 
8.2 Tables of Accuracy and Gaussian Points and Weights 
Table 8a gives the number of points used in each table. This 
number of points vrill give accuracy to at least the number of 
places printed, and usually more, but greater accuracy can be 
obtained using higher numbers of points. Check calculations 
were made by doing this, as well as by comparison with other 
functions where these were available.These were primarily the 
National Bureau of Standards (22,1959) and Steck (39»1958). 
Tables 8b to 8f give the points y, and the weights x used X 1 
in the calculations, for n = 5»7»10,12 and 16, In the computer 
program these were fed in as data with the tabulation routine, 
and then called as necessary in the calculation routines. 
Table 8g gives the relative times needed for the various 
functions for different values of n. 
Table 8a 
Function 
V( h) , V( h, Ih) , W( h, Ih, klh) 
V(h,lh,klh),w(h,lh,klh, jklh): 
h i 1.5 
1.5 ^ h ^ 3.0 
3,0 I h ^ 6.0 
W(lh,t,klh,jklh) 
h L 1.5 
1,5 ^ h ^ 3.0 
Points 
12 
(This gives very high 
accuracy, but is still 
very fast in calculation.) 
7 
10 
16 
5 
7 
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3»o I h ^ 5.0 
5„0 i h. i 7.0 
V ( h , l h , k l h , j k l h ) . Y ( h , l h , k l h , jklh) : 
h i 1.5 
1.5 ^ h ^ 4.0, k = O.I - o , 4 , all j 
1.5 ^ h ^ 3.5, k = 0.5 - 0 . 6 , all j 
k = 0.7 - 0 . 8 , j = 0.1 
k = 0.9 - 1.0, j = 0,1 
3.5 ^ h ^ 3 , 0 , k = 0.7 - 0 . 8 , j = 0.7 
k = 0.9 - 1.0, j = 0.5 
h,Q i h. i 6.0, k = 0.6 - 1.0, a l l j 
O t h e r values 
Y( h, jklh, k l h , Ih) , Y( h, klh, Ih, jklh) : 
0.6 
0.4 
1.0 
1.0 
10 
12 
12 
10 
h i 1,5 5 
1.5 ^ h ^ 2.0 7 
2.0 C h. L 3.0 10 
3.0 i h. i 6.0 16 
Table 8b 
0.95308 99229 69332 
0.76923 46550 52842 
0,50000 00000 00000 
0,23076 53449 47158 
0.04691 00770 30668 
n = 5 
0.23692 68850 56189 
0.47862 86704 99366 
0.56888 88888 88889 
0.47862 86704 99366 
0.23692 68850 56189 
T a b l e 8c n = 7 
0 . 0 2 5 4 4 60438 
0 . 1 2 9 2 3 44072 
0 , 2 9 7 0 7 74243 
0.50000 00000 
0.70292 25756 
0.87076 55927 
0.97^55 39561 
2862v5 
0 0 3 0 3 
11301 5 
00000 
886985 
99697 
71375 
0 . 12948 
0.27970 
0.38183 
0.41795 
0.38183 
0.27970 
0.12948 
w. 
X 
49661 
53914 
00505 
91836 
00505 
53914 
49661 
68870 
89277 
05119 
73^^69 
05119 
89277 
68870 
T a b l e 8d 
0.01304 
0 . 0 6 7 ^ 6 
0.16029 
0 . 2 8 3 3 0 
0 . 4 2 5 5 6 
0 . 5 7 4 4 3 
0.71669 
0 , 8 3 9 7 0 
0 . 9 3 2 5 3 
0 . 9 8 6 9 5 
n = 10 
67357 
83166 
52158 
23029 
28305 
71694 
76970 
47841 
16833 
32642 
4i4l4 
555075 
50488 
353765, 
091845 
9O8155 
646235 
m i 5 
58586 
w. 
X 
0.06667 13443 08688 
0.14945 13^91 50581 
O.219O8 63625 15982 
0.26926 67193 09996 
0.29552 42247 1^753 
0.29552 42247 14753 
0.26926671930 9996 
0.21908 63625 15982 
0.14945 13491 5058I 
0.06667 11443 08688 
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Table 8e 
0.99078 
0.95205 
0 . 8 8 4 9 5 
0.79365 
0.68391 
0.56261 
0.i43738 
0.31608 
0,20634 
0.11504 
0.04794 
0.00921 
n = 12 
03171 
86281 
13370 
89771 57494 
67042 
32957 
42505 
10228 
86629 
13718 
96828 
233595 
852375 
971525 
433O85 
99090 
557345 442655 
00910 
566915 
028475 
147625 
766405 
0.04717. 
0.10693 
0.16007 
0.20316 
0.233^9 
0.24914 
0.24914 
0.23349 
0.20316 
0.16007 
0.10693 
0.04717 
w. 
X 
53363 
93259 
83285 
74267 
25365 
70458 
70458 
25365 
74267 
83285 
93259 
53363 
86512 
95318 
43346 
23066 
38355 
13403 
13403 
38355 
23066 
433^6 
95318 
86512 
Table 8f n = 16 
0.00529 
0,02771 
0.06718 
0.12229 
0.19106 
0.27099 
0.35919 
0,45249 
0.54750 
0.64080 
0.72900 
0 . 8 0 8 9 3 
0, 87^ 770 
0.93281 
0.97228 
0.99470 
95325 
24884 
43988 
77958 
18777 
16111 
82246 
37450 
62549 
17753 
83888 
8 1 2 2 2 
22041 
56011 
75115 
04674 
04175 
63383 
06084 
22498 
98678 
71386 
10370 
81181 
18818 
89629 
28613 
01321 
77501 
93915 
36616 
95824 
033702 
711961 
128055 
4830525 
1258.715 
306829 
543385 
2799075 
7200925 
456615 
693171 
8742285 
5169475 
871945 
288O39 
966298 
0.02715 
0.06225 
0.09515 
0.12462 
0.14959 
0.16915 
0.18260 
0.18945 
0.18945 
0.18260 
0.16915 
0.14959 
0.12462 
0.09515 
0.06225 
0,02715 
24594 
35239 
85116 
89712 
59888 
65193 
34150 
06104 
06104 
34150 
65193 
59888 
89712 
85116 
35239 
24594 
11754 
38647 
82492 
55533 
16576 
95002 
44923 
55068 
55068 
44923 
95002 
16576 
55533 
82492 
38647 
11754 
094852 
892863 
784810 
872052 
732O8I 
538189 
588867 
496285 
496285 
588867 
538189 
732O81 
872052 
784810 
892863 
094852 
Table 8g 
n 
5 
7 
10 
Function 
V(4 arguments) Y(4 arguments) W(4 arguments) 
625 
2401 
I0000 
150 
392 
1 100 
75 
147 
300 
12 20736 1872 432 
16 65496 4352 768 
The entries in the table denote the number of times the 
integrand i s calculated for a p a r t i c u l a r value f o r each function. 
The table c l e a r l y shows the time saved in using ¥ and Y where 
p o s s i b l e . 
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8,3 Programming Language and Faciliti es 
The tables in Volume Two and Volume Three were computed on 
the I.B.M. 360 System operating at the Computer Centre, A.N.U. 
Initially the program was written in Program Language One (PLi) 
but this proved unsuitable in several ways. Conversion was made 
to Fortran IV (G-Level) and the resulting, program used for the 
tabulations. With the above facilities it was necessary to work 
in double precision arithmetic to obtain the accuracy given, since 
a final result with nine-place accuracy (that of Volume Two) means 
working to twelve places in the initial subroutines, ¥hen looking 
for a final result with eight-place accuracy (as in Volume Three) 
it was necessary to maintain eleven places in initial subroutines. 
If single precision were used, five places could be obtained finally 
and less Gaussian points would be necessary. 
The tables in Volume Four were computed on the Control Data 
CYBER machine at the Computer Centre, University of Melbourne. 
This machine was able to handle the accurfeicy needed using single 
precision, but similar numbers of Gaussian points must be used to 
retain the required accuracy, as these latter do not change with 
the machine used but with the accuracy required. Fortran IV was 
also used for these latter calculations, but some system changes 
were necessary, as well as repunched cards. 
In all tables, multiple copies were made by repetitive printout 
after one calculation run had placed the portion of the tables 
being evaluated in that run on files. This method was both faster 
and cheaper than using carbon printout or photocopying. 
8»4 Calculation Routines 
The subroutine program for each function is printed at the 
front of each table. As can be seen, the calculations have been 
considerably standardized: the formulae for the various functions 
are given in detail in section 8.1 above.These are essentially 
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identical to the basic formulae at the beginning of each chapter, 
except that a change of variable has been made so that the range 
of integration is (0,l). 
Within each subroutine, X, ¥ and N are the Gaussian points, 
weights and number of points respectively. These are placed in 
COMMON storage when read in from data, and are then available for 
use in any subroutines required. T is the summation generation 
variable, and after N loops of the iteration equals the integral 
required apart from a constant. F is the integrand itself. 
The basic call parameters are listed as HONE, HT¥0 etc, and 
are replaced by other variables immediately the subroutine is 
entered. This is done because the machine keeps track of the 
parameters, which could become time-consuming unless such replace-
ment were done® 
8,5 Tabulation Routines 
The program used for the tabulation is a straightforward table 
generation routine. A whole page of values was calculated and then 
printed several times as explained above, but individual values 
can be callea from the subroutines also. When using these, the 
following instructions should be followed: 
a) Before calling any subroutine, the weights W, points X 
(both arrays), number of points N, and the constant CONST must 
be read in and stored in COMMON. (The most convenient way to do 
this is probably by using a NAMELIST data set.) 
CONST = = 0,199^7 11^02 OO716, 
b) When calling VTWO, WTHREE or WFOUR, subroutine PHI (the 
function V(h)) must be in the mac&ine. When calling VTHREE or 
YFOUR, the subroutines PHI and VTWO must be in the machine. When 
calling VFOUR, the subroutines Phi,VTWO and VT?IREE must be in the 
machine, (in higher dimensions similar requirements would apply.) 
c) A printout routine must be written for the values needed. 
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CHAPTER NINE! INTERPOLATION 
9*1 InteiTpolation in the H-direction 
Interpolation in this direction should present little diffic-
ulty as all tables heve been constructed so that third differences 
are negligible for most regions. There are some places in the 
bivariate table where this is not so, but in these places the 
third differences are given. 
For most places linear interpolation will yield accurate 
values to within two units of the seventh place. Full accuracy 
can be obtained using the tables provided except where third 
differences are significant. The error in linear interpolation 
is less than -^ t^h of the second difference, while error in quad-
ratic interpolation is less than 1/15 th of the third difference. 
Thus the difference tables can also be used as guides to accuracy. 
The quadratic Gauss-Newton interpolation formula is 
V(x) = + py) = V(x^) + p A*^  - p(l-p)-|- A^ 
where x = x^ + py = x^ - qy is the point for which V is required, 
X and X, are points from the table on either side of x, o 1 
y is the interval in the table between x^ and x^, 
q = 1-p, and 
A? are the forward ith differences at the point XQ . 
Example of h-direction interpolation: 
Evaluate V(0.736952, 0.368476), 
First this is expressed in multiplicative form, as 
v(o.736952,(0.5)(0.736952)). 
In the bivariate table, we find 
V(0.73, (O.5)(o.73)) = 0.0l8iH868, 
V(0.74, (0.5)(0.7^)) = O.OI885527. 
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Thus we have, from calculation, A^ = O.OOO43659, 
and from Table 9b, = 0.00000 206, 
with, from Table 9b, A*^  = - 0.00000012. 
Also p = 0.6952, q = 0.3048, y = 0.01. 
Using the above formula, 
V(0,736952, (0.5)(0.736952)) = 0 .01841868 + (0.60043659)(0.6952) 
- (0 .00000206)(0 .6952)(0 .3048) i 
= 0 .01841868 + 0.00030352 
- 0.00000022 
= 0.01872198, 
which check calculations show is accurate to eight places, 
9.2 Interpolation in the L and K-directions 
As these arguments are multiplicative, the easiest form of 
interpolation is to use Lagramgian' methods, because differences 
may remain substantial until the sixth is reached. In the bivariate 
case the first four differences are given, but this was impractical 
for higher dimensions due to the size of the tables. However the 
size of table entries decreases as the number of dimensions increases 
which renders the differences less significant. As the tables 
should be accurate to the last place printed, no error need be 
allowed for on this account, but there may be error due to final 
rounding of the interpolated value. 
To enable a given accuracy to be obtained, tables are given 
showing the number of decimal places to which interpolation is 
accurate for a given number of Lagrangian points. The Lagrangian 
formula is as follows: the V-function is written as V(x) for 
simplicity, where x represents the argument for which interpolatioi 
is being carried out, 
v(xq + py) = 2 A^(p) V(xj^) + error 
where the notation is the same as in section 9*1 above, and 
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where -A-^ Cp) are the Lagrangian coefficients, n is the number of 
points being used (the number of terms in the summation), and k 
indexes these coefficients. The numerical values are given in 
Abramowitz and Stegun (2,1965) Table 2 5,1. For n = 2 and 3 we 
have the following direct formulae: 
n ^ _ 2 ; V(x q + py) = (I-p)v(xq) + pV(x^) 
^ = d- V(xq + py) = ip(l-p)v(x_^) + (I-p)^V(xq) + ip(l+p)v(x^) 
Higher values of n can be obtained from tables. Alternatively, 
the Everett formulae for central differences could be used. This 
is convenient for low values of the arguments, since any zero 
argument makes the function zero. As fourth differences are given 
for the bivariate case, this method is most naturally used there. 
The Everett formula is 
V(xo -H py) = J o (E2.(p) S f + F2.(p) 6 f 
where the coefficients given by 
E 
2i (P) = = 
and = v(xo), 5® = v(x^). 
6 2 = v(xq) - 2V(x^) + Yix^) . 
The relation between these coefficients is as follows: 
E2(p) = A^(p) E^(p) = AI 
F2(p) = F^{p) = A^ 
When interpolating in several directions, a 'grid' of points 
is taken around the value required, and interpolation done in 
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each direction in turn. An example is given below. 
Example Calculate V( 2,71325, 1.69^2,1.29813). 
This is first reduced to multivariate multiplicative forms 
V ( 2 , 7 1 3 2 5 . ( 2 . 7 1 3 2 5 ) ( 0 . 6 2 4 i ^ 2 ) . ( 2 , 7 1 3 2 5 ) ( 0 . 6 2 4 4 2 ) ( 0 , 7 6 6 2 2 ) ) . 
The Table 9c shows that second differences in the H-direction 
are -18, with third differences negligible. A 7-point formula is 
needed for full accuracy in the L-direction, with a 5-point one 
in the K-direction. Altogether we need a grid of 70 points. It 
is easiest to evaluate V for the ten pairs H = 2.71,2,72 and 
K = 0.5 - 0 . 9 in turn, for the required value of L. Only one such 
calculation is given here in detail, but the results of the rest 
are given. For H = 2o71» K = O.5, we calculate V for L = 0.62442: 
p = 0.2442, and we set L = 0 , 3 - 0.9 in turn. 
k L V(x^) -I 
-3 0.3 O . O O I 5 8 O 9 1 - 0 . 0 0 3 4 6 3 3 3 5 
- 2 0,4 0.00268715 0 . 0 3 0 0 3 9 4 4 2 
- 1 0 . 5 0,00397448 -0.135457554 
0 0 , 6 0 . 0 0 5 3 7 3 2 0 0 . 9 2 0 2 0 9 0 5 4 
1 0,7 0.00682199 0 . 2 2 2 9 9 0 5 9 1 
2 0 . 8 0 . 0 0 8 2 9 2 0 5 - 0 . 0 3 8 3 9 5 3 2 7 
3 0 . 9 0 . 0 0 9 6 8 7 8 8 0 . 0 0 4 0 7 7 1 2 9 f 
1.000000000 ; 
H = 
Then V(2.71.(2P71)(0.62442),(2.71)(0.62442)(0.5)) 
= 0 . 0 0 5 9 8 3 1 0 , cross-multiplying the last two 
columns and adding. 
In a similar manner we obtain the values for L = 0.62442, 
2.71» K = 0,6 - 0 . 9 , and calculate V for K = 0 . 7 6 6 2 2 . 
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k K V(x^) 
- 2 0 .5 0.00598310 0.020659285 
- 1 0.6 0.00682171 -0.132292912 
0 0.7 0.00789475 0.497203848 
1 0.8 0.00894197 0.655633901 
2 0.9 0.00995804 -0.041204122 
1 .000000000 
T h i s gives V(2.71 ,(2 .71)(0.62442),(2 ,71)(0.62U42)(0,76622)) 
= 0.00859879, and for H = 2.72 we have 
k K 
- 2 0 .5 0.00573028 0.020659285 
- 1 0.6 0.00682855 -0.132292912 
0 0.7 0.00790259 0.497203848 
1 0.8 0.00894965 0.655633901 
2 0.9 0.00996761 -0.041204122 
1.000000000 
T h i s gives V(2.72.(2.72)(0.62442),(2.72)(0.62442)(0.76622)) 
= 0.00860120. 
Hence AQ = 0.00000241, AQ = -0.©QQQ0018 (from Table 9c) 
and p = 0.325. Thus 
V(2.71325,1 .6942,1 ,29813) =0.00859879 + 0.325(0.00000241) 
- 1(0.325)(0.675)(-0.00000018) 
= 0.00859879 + 0.00000078 + 0.00000002 
= 0.00859959, 
which i s accurate to eight places. 
86 
When interpolating in the trivariate table, the largest grid 
needed for each value of H is 35. The example above is thus the 
largest possible interpolation calculation. This grid will result 
in full accuracy: to achieve 7 decimal places, a 24-point grid 
suffices, together with first differences for H, while to achieve 
6-place accuracy a 12-point grid suffices. For most places of 
the table, however, a 12-15 point grid, together with second 
differences for H, will provide full accuracy, (See Tables 9f and 9h.) 
9o3 Interpolation in the J-direction 
The differences in the J-direction for the quadrivariate 
V-function are fairly small, and are also regular, even though the 
argument is multiplicative. As quadratic interpolation will yield 
full accuracy the second differences have been tabulated so that 
the same procedure as was used for H-direction interpolation can 
also be used for J-direction interpolation. 
Although there are four directions of interpolation, the 
largest grid required for L and K-direction interpolation is l6: 
thus full accuracy can be obtained with a l6-point grid plus 
second differences for both H and J directions. These latter are 
available from tables. To obtain 6-place accuracy a grid of 9 
points will suffice: generally 8-10 points V J I I I provide full 
accuracy, however, using second differences as well. 
9,4 Tables of Differences. 
The following tables give second differences in the H and J 
directions where they are of significant size. Third differences 
are also given where they are large enough to warrant tabulation. 
This occurs in Table 9t>, and these differences are given in 
parentheses: elsewhere they are less than 10 units of the final 
place and can therefore be disregarded. Since function values are 
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zero when arguments are zero, first differences may be deduced 
from these tables by adding neighbouring second differences in 
the L-direction: this is not so for other directions, however, 
since all arguments are not given to their full range. 
Differences are given as units of the final decimal place. 
Table 9a Second Differences (H-direction) for V(h) 
H 0.0 0.25 0.50 0.75 1.00 1,25 1.50 1.75 2,00 2.50 
A' 1 10 18 23 2k 22 20 I5 11 
(Third differences are no larger than 3 units of the final.) 
Table 9b Second and Third Differences (H-direction) for V(h,lh) 
\ L 
H Nv 0. 1 0 . 2 0.3 0.4 0.5 
0.00 160 318 477 636 796 
0 .25 143 286 425 565 704 
0.50 102 201 300 395 485 
0.75 50 98 137. 175 ( - 1 2 ) 206 
1.00 - 4 - 1 0 -20 -35 -46 
1 . 2 5 -44 -87 - 1 3 7 -190 -245 
1.50 -65 - 1 3 2 -200 -270 -340 
1 .75 -70 - i 4 o - 2 1 1 -280 -3^7 
2.00 -63 - 1 2 6 - 187 -244 -300 
2 .25 -50 -100 -146 - 195 -225 
2,50 -35 -69 -100 - 1 2 8 - 1 5 2 
2 .75 -24 - 5 5 -65 -80 -95 
3.00 - 1 3 -26 -37 - 5 2 
3.25 - 8 - 1 4 -20 -24 -26 
3.50 - 4 - 7 - 1 0 -11 - 1 3 
4.50 - 1 - 1 - 1 - 1 0 
0.6 0.7 0.8 0.9 1.0 
955 1114 
978 
(-12)(-16) 
570 
231 
( - 1 1 ) 
-85 
-307 
- 4 1 2 
-412 
-347 
-256 
- 1 7 1 
- 1 0 2 
-57 
-29 
- 1 4 
0 
653 
(-16) 
248 
( - 1 3 ) 
- 1 2 2 
-375 
-483 
-470 
-388 
-283 
- 185 
- 1 1 0 
- 6 0 
-30 
- 1 4 
0 
1272 
( - 1 1 ) 
1 110 
( - 1 8 ) 
728 
(-19) 
256 
(-15) 
- 165 
-442 
-549 
-524 
-423 
-301 
- 1 9 5 
- 1 1 5 
- 6 1 
- 3 1 
- 1 4 
0 
1432 
(-14) 
1241 
( - 2 1 ) 
795 
( - 2 0 ) 
252 
( - 1 6 ) 
- 2 1 7 
-518 
-615 
- 5 7 1 
-453 
- 3 1 7 
- 2 0 0 
- 1 17 
-63 
-31 
- 1 4 
0 
1590 
(-15) 
1370 
(-25) 
854 
( -23) 
24l 
( - 1 7 ) 
-276 
-583 
-675 
-612 
-475 
-327 
-204 
-119 
-63 
-32 
- 1 4 
0 
(Fourth differences are no larger than 4 units of the final.) 
Table 9c Second Differences (H-direction) for V(h,lh,klh) 
K = 0 . 2 K = 0.4 K = 0.6 K = 0.8 K = 1 ,0 
\ L 0.6 0.8 1.0 0.4 0.6 0,8 1.0 0.4 0.6 0.8 1.0 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0 
0.00 1 2 3 1 3 5 8 1 5 7 10 2 7 8 12 1 2 7 11 16 
0.25 11 ^  19 30 10 23 40 61 15 33 58 91 20 45 79 122 6 25 56 99 151 
0.50 17 28 42 16 33 57 86 23 51 86 127 32 67 114 168 10 39 84 141 205 
0.75 15 26 35 15 33 51 70 23 48 76 103 30 63 98 130 10 38 77 120 156 
1 .00 10 14 15 10 20 26 29 6 29 39 32 20 37 47 45 7 24 46 57 52 
1.25 1 -2 -7 3 3 -5 - 1 5 4 3 -7 - 2 5 5 3 -10 -38 2 6 2 -16 -50 
1.50 -6 -13 -22 -4 -13 -26 -44 -6 - 1 9 -40 -68 -8 -26 -90 -2 -11 -33 -69 -111 
1.75 -10 -18 - 2 7 -9 -21 -37 -49 -14 - 3 1 -55 -80 -18 -42 -73 - 1 0 3 -6 -22 -53 -90 - 1 2 7 
2.00 -12 - 1 9 -24 -11 -23 -36 -48 - 1 6 -3k -54 -71 -22 -45 -70 -90 -6 -26 -56 -85 - 1 0 7 
2.25 -10 - 1 5 -18 -10 -20 -29 -36 - 1 5 -30 -43 - 5 2 -20 -39 -55 -68 -25 -48 -67 -78 
2.50 -7 -10 -12 -7 - 1 6 -21 - 2 3 -12 -22 -30 -35 -16 -28 -38 -43 -6 - 1 9 -35 -45 - 5 1 
2.75 -5 -7 -7 -6 -10 -14 -14 -8 -15 -18 -20 -11 -18 - 2 3 - 2 5 -6 -14 -22 - 2 7 -30 
3.00 -11 -14 - 1 5 -14 -23 - 2 7 -29 -20 -33 -40 -42 -27 -41 -50 -53 -10 -32 -50 -58 -60 
3.50 -3 -3 -3 -3 -3 -6 -7 -8 -10 -10 -10 -6 -11 -11 -11 -5 -10 -12 -14 -14 
4.00 
I 
-1 -1 -1 -1 -1 -1 - 2 -7 -9 -9 -40 -8 -10 -11 -11 -4 -8 -1 1 -14 -14 
(Second differences for other ranges of L are less than 8 units in the final place. All third differ-
ences are less than 9 units in the final place.) 
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^^^^^ Second Differences (H-direction) for V(h,ih,klh,jklh) 
H = 2,00 
K = 0 .6 K : = 0.8 K = 1.0 
L 0.6 0.8 1.0 0.4 0.6 0.8 1.0 0.4 0.6 0,8 1.0 
0,2 1 3 k 1 1 3 4 1 2 6 8 
0.4 2 h 7 2 4 6 11 3 5 12 17 
0.6 3 7 10 2 7 12 18 3 8 16 25 
0.8 k 9 15 2 7 15 23 5 10 22 33 
1.0 5 12 18 3 9 19 29 5 13 27 40 
H = 3.00 
0.2 0 3 5 2 4 5 7 2 6 7 9 
0.4 5 7 9 4 7 11 12 5 12 15 19 
0.6 7 9 12 5 12 17 20 8 13 21 25 
0.8 10 13 17 7 15 22 30 10 17 30 35 I 1.0 12 17 20 9 20 27 31 12 27 36 42 
For H less than 2.00 and greater than 3.00, second differences 
are less than 8 units in the last place. Third differences are 
less than 10 units everywhere. 
Table 9k Second Differences (J-direction) for V(h,Ih,klh,jklh) 
K = 0.6 
H 1.5 2.0 2.5 5.5 
0 . 2 Oo5 0,8 0 . 2 0.5 0,8 0 . 2 0 , 5 0.8 0 . 2 0 ,5 0.8 
0.8 
1.0 
1 2 3 
3 ^ 5 
2 4 5 
4 8 12 
3 6 7 
6 11 15 
3 7 19 
6 12 16 
K = 0.8 
Oo6 
0.8 
1 .o 
1 1 2 
2 5 6 
6 1 1 14 
3 5 5 
5 12 14 
13 22 28 
5 7 
8 16 20 
17 30 36 
4 8 9 
9 17 23 
17 33 39 1 
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K = n o 
H 1 . 5 2 , 0 2 . 5 5 . 5 
^ 0 . 2 0 . 5 0 . 8 0 . 2 0 . 5 0 , 8 0 . 2 0 , 5 0 , 8 0 , 2 0 . 5 0 . 8 
0 . 6 
0 . 8 
1 . 0 
2 3 4 
6 11 13 
13 2k 30 
5 9 11 
12 2k 29 
26 k6 5k 
7 11 14 
17 33 38 
31 56 69 
8 15 19 
21 36 44 
35 63 7k 
D i f f e r e n c e s f o r o t h e r r a n g e s a r e n o t s i g n i f i c a n t l y l a r g e . 
9 * 5 T a b l e s o f A c c u r a c y f o r L a g r a n g i a n I n t e r p o l a t i o n 
The t a b l e s t h a t f o l l o w show t h e number o f d e c i m a l p l a c e s 
t h a t caji b e o b t a i n e d u s i n g a L a g r a n g i a n f o r m u l a w i t h a f i x e d 
number o f p o i n t s n . The s i g n f o l l o w i n g an e n t r y i n d i c a t e s 
t h a t i n t e r p o l a t i o n f o r t h i s number o f p o i n t s w i l l b e a c c u r a t e 
t o w i t h i n two u n i t s o f t h e p l a c e d e n o t e d by t h e e n t r y . The s i g n 
' + ' f o l l o w i n g an e n t r y i n d i c a t e s t h a t i n t e r p o l a t i o n u s i n g t h e 
number o f p o i n t s i n q u e s t i o n w i l l b e a c c u r a t e t o w i t h i n t h r e e 
u n i t s o f t h e p l a c e one g r e a t e r thain t h a t d e n o t e d b y t h e e n t r y . 
F o r e x a m p l e , ' 5 - ' means t h a t i n t e r p o l a t i o n i s a c c u r a t e t o f o u r 
d e c i m a l p l a c e s , b u t t h e f i f t h p l a c e i s w i t h i n two t m i t s a t mos t 
f r o m f u l l a c c u r a c y . S i m i l a r l y , ' 6 + ' means t h a t i n t e r p o l a t i o n i s 
a c c u r a t e t o 6 p l a c e s , and t h a t i n t h e s e v e n t h p l a c e i s w i t h i n 
t h r e e u n i t s o f f u l l a c c u r a c y . 
T a b l e 9 e A c c u r a c y i n L - d i r e c t i o n L a g r a n g i a n I n t e r p o l a t i o n 
f o r t h e b i v a r i a t e V - f u n c t i o n V ( h , I h ) 
0 , 2 5 0 . 50 0 . 7 5 1 . 0 0 1 . 2 5 1 . 5 0 ! 5.00 
2 8 6 - 5 4+ 4 4 4 
3 8 7 - 6 5+ 5 5 - 5 -
4 8 8 8 - 7 6+ 6 6 -
5 8 8 8 8 8 8 7 
n = 6 y i e l d s 8 d e c i m a l p l a c e s i n a l l p a r t s o f t 
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^ ^ ^ ^ ^ A c c u r a c y i n L - d i r e c t i o n L a g r a n g i a n I n t e r p o l a t i o n 
f o r t h e t r i v a r i a t e V - f u n c t i o n V ( h , m , k l h ) 
n = 2 n = 3 
0 . 2 5 0 . 5 0 0 . 7 5 1,00 1 .50 5 . 0 0 0 . 2 5 0 , 5 0 0 . 7 5 1.00 1 .50 5 . 0 0 
0 , 2 7 6 5+ 5 5 4+ 8 8 7 6+ 6 5+ 
O.lt 7 - 6 5 5 5 - 4+ 8 8 7 6+ 6 - 5+ 
0 . 6 6+ 5+ 5 5 4+ 4 8 8 7 - 6 5+ 5+ 
0 , 8 6 5+ 5 5 - 4 4 8 8 - 6+ 6 5 5 
1 .0 6 5 5 4+ 4 4 8 7 6 6 5 5 
n = 4 n = 5 n = 6 
\ h 
K \ 
0.50 1.00 1,50 5,00 1,00 1,50 2.00 5.00 1.00 2.00 5.00 
0 . 2 
0.4 
: 0.6 
0.8 
1.0 
8 8 - 7 6+ 
8 7 + 7 6 
8 7 7 - 6 
8 7 6 + 6 
8 7 6 + 6 
8 8 7 + 7 
8 8- 7 - 7 -
8 7 7 6 + 
8 7 6 + 6 
8 7 6 6 
8 8 8 
8 8 8-
8 8 7 + 
8 8 - 7 
8 7 + 7 
n = 7 y i e l d e i g h t d e c i m a l p l a c e s f o r a l l p a r t s of t h e t a b l e . 
T a b l e 9g A c c u r a c y i n L - d i r e c t i o n L a g r a n g i a n I n t e r p o l a t i o n 
f o r t h e q u a d r i v a r i a t e V - f u n c t i o n V ( h , I h , k l h , j k l h ) 
n = 2 
J 0 . 2 0 . 4 0 . 6 0 . : 8 1 .0 
0 , 5 1 .0 5 . 5 0.5 1 ,0 5 . 5 0.5 1,0 5 . 5 0 , 5 1 . 5 5 . 5 0.5 1 . 5 5 . 5 
0 . 2 7 7 7 - 7 7 6+ 7 7 6+ 7 6+ 6 7 6 6 
0 , 4 7 7 6+ 7 - 6 6 7 - 6 6 - 6 6 5+ 6 6 6 -
0 . 6 7 6+ 6 7 - 6 5+ 7 - 6 5+ 6 5+ 5+ 6 5+ 5 
0 . 8 7 6 5+ 7 - 6 5+ 7 - 6 5+ 6 5+ 5+ 6 5 5 -
1 .0 7 6 5+ 7 - 6 5+ 6+ 6 5 6 5+ 5 5+ 5 5 -
n = 3 
\ H 
K \ 
1 .0 2 . 5 5 . 5 1 .0 2 , 5 5 . 5 1 ,0 2 , 5 5 . 5 1 .0 2.5 5 . 5 1 .0 2.5 5 . 5 ; 
0 , 4 
1 .0 
7 
7 
7 
6+ 
7 
6 
7 
7 
6+ 
6+ 
6+ 
6 
7 
6+ 
6+ 
6 
6+ 
6 1 
7 
6+ 
6+ 
6 
6 
6 - I 6+ 6 1 5+ 5 j 
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For n = 3, K less than O.if full accuracy is obtained. This is 
also true for n = 4 except for K = 1.0, H greater than 2.0, 
where the accuracy is 6+, n = 5 yields full accuracy. 
Table ^h Accuracy in K-direction Interpolation (Lagrangian) 
for the trivariate V-function V(h,lh,klh) 
n = 2 n = 3 
\ H 
L \ 
0 . 2 5 0 . 5 0 0 . 7 5 1 . 0 0 1 . 5 0 5 . 0 0 0 . 5 0 0 . 7 5 1 . 0 0 1 . 5 0 5 . 0 0 
0 . 2 8 8 8 8 8 - 7 8 8 8 8 8 
0 . 4 8 8 8 7 7 - 6 8 8 8 7+ 7 
0 . 6 8 8 7 6+ 6 5+ 8 8 7+ 7 6+ 
0 . 8 
t 
8 7 6+ 6 5+ 5 ^ 8 7+ 6+ 6+ 6 
i 8 7 6 6 - 5 5 1 ; 8 7 6+ 6 6 
n = 4 yields full accuracy except for L = 1.0, H = 1.5» where 
the accuracy is 7+» and ^or H greater than this the accuracy is 7-
n = 5 gives 8 places in all parts of the table. 
Table 9.i Accuracy in Lagrangian Interpolation, K-direction, 
for the quadrivariate V-function V(h,Ih,klh,jklh) 
n = 2 
J 0 . 2 0 . 4 0 . 6 0 . 8 1.0 
0 . 5 1 .5 5 . 5 0 . 5 2.0 5 .5 0 . 5 2.0 5 .5 0 . 5 2 ,0 5 .5 0 . 5 2 .0 5 .5 
0 . 2 7 7 7 - 7 7 7 - 7 7 6 7 7 6 7 7 6 
0 . 4 7 7 6+ 7 7 6 7 6 6 7 6 6 6+ 6 6 
0 . 6 7 6+ 6 7 6+ 6 7 6 5 7 5+ 5 6 5+ 5 
0 . 8 7 6 6 7 6+ 5 7 5+ 5 6 5 5 6 5 5 
1.0 7 6 6 - 7 6 5 7 5+ 5 6 5 5 6 5 5 
n = 3 
0 . 6 7 7 7 7 7 7 - 7 6+ 6 7 6 6 
I 
7 6 6 
0 . 8 7 7 7 7 7 - 6 7 6+ 6 7 6 6 7 6 6 
1.0 7 7 7 7 6+ 6 7 6+ 6 6+ 6 6 ! 6+ 1 6 6 
For n = 4 full accuracy is obtained for all parts of the table. 
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