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Notations principales
PFC Phase Field Crystal Model ( mode`le de champs de phase cristallin).
MRLS Me´thode de re´duction de Lyapunov-Schmidt.
R Espace des nombres re´els.
V ect(S) Ensemble engendre´ par S.
O(y) Fonction domine´e par y.
KerL Noyau d’un ope´rateur borne´ L.
R(L) Image de d’un ope´rateur borne´ L.
dim(S) Dimension de l’ensemble fini S.
sign(f) Signe d’une fonction f de´finie sur R.
E,Z Espaces de Banach.
Rd Espace euclidien de dimension d.
Ω Domaine borne´ re´gulier de Rd.
∂Ω Frontie`re du domaine Ω.
C(E;Z) Fonctions continues de E dans Z.
Ck(E;Z) Fonctions Ck−diffe´rentiables de E dans Z.
L (E;Z) Ensemble des ope´rateurs borne´s de E dans Z.
〈·, ·〉 Le crochet de dualite´.
Lp(Ω) Espace de Lebesgue.
L2(Ω) Espace de Lebesgue pour p = 2.
‖ · ‖E Norme sur l’espace E.
‖ · ‖ Norme sur l’espace L2(Ω).
(·, ·) Produit scalaire sur l’espace L2(Ω).
W k,p(Ω) Espace de Sobolev.
Hk(Ω) Espace de Sobolev pour p = 2.
∆ Ope´rateur laplacien.
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v˙ =
dv
dy
De´rive´e de v par rapport a` un parame`tre y.
DvF Diffe´rentielle de la fonctionnelle F par rapport a` v.
∂xx...xv = v
(k) De´rive´e de v, k fois par rapport a` la variable spatiale x.
2
Introduction
Les surfaces en mouvement sont un e´le´ment essentiel de notre environnement naturel
et technologique. Leur description mathe´matique est pourtant loin d’eˆtre triviale, surtout
quand il s’agit de surfaces libres telles que les interfaces entre des fluides, ou entre deux
phases thermodynamiques distinctes, ou encore des membranes de´formables en biologie.
La difficulte´ essentielle vient du fait que de telles surfaces de´veloppent souvent des formes
extreˆmement complexes et fac¸onne´es par la dynamique, comme par exemple lors de la
croissance des grains [1] ou lors de la formation de microstructures.
La me´thode du champs de phase a e´merge´ re´cemment comme un outil e´le´gant et
universel pour traiter ce genre de proble`mes. Ses origines se trouvent dans la thermody-
namique hors d’e´quilibre et la dynamique des transitions de phases. Son principe est de
de´crire l’e´tat local de la matie`re a` l’aide d’un ou plusieurs champs de phase qui peuvent
eˆtre assimile´s a` des parame`tres d’ordre. Le point cle´ est que, ces champs prennent des
valeurs bien de´termine´es lors de l’e´volution du syste`me dynamique et qu’ils varient entre
ces valeurs de manie`re continue a` travers des interfaces diffuses.
Les applications les plus pousse´es de la me´thode du champ de phase se font en science
des mate´riaux (voir par exemples [2], [3], [4], [5], [6], [7]). D’ailleurs, certains mode`les
de champs de phase ont fait l’objet de plusieurs recherches mathe´matiques ces dernie`res
anne´es, et les re´sultats obtenus se sont ave´re´s satisfaisants, aussi bien sur le plan the´orique
que pratique. Nous pouvons citer, entre autres, le mode`le de Cahn-Hilliard [8] et Allan-
Cahn pour leurs multiples utilisations dans les simulations des mouvements mole´culaires,
des de´compositions spinodales... En effet, le champs de phase est en train de devenir la
“me´thode standard” de simulation pour la dynamique a` l’e´chelle me´soscopique(l’e´chelle
des microstructures), au meˆme titre que l’est de´ja` la dynamique mole´culaire a` l’e´chelle
microscopique.
0.1 Physique du mode`le de champs de phase cristallin
Notons que depuis 2002, une nouvelle technique, introduite par K.R. Elder et appele´e
“Champs de Phase Cristallin” (Phase Field Crystal, en anglais) a vu le jour (voir [1], [9],
[3], [4], [5], [6], [7]...) Base´e e´galement sur un formalisme continu, cette nouvelle me´thode
se distingue tre`s sensiblement des me´thodes de champs de phase “ traditionnelles” et a
connu un grand succe`s aupre`s de nombreux spe´cialistes physiciens.
0.1.1 Motivations physiques
Selon [10], la mode´lisation des mate´riaux est une taˆche qui peut eˆtre re´alise´e par
des simulations de la dynamique mole´culaire. Cela conduit a` la re´solution des e´quations
couple´es de mouvement pour calculer la position de chaque particule, a` chaque e´tape. Le
couˆt de ce calcul est tre`s e´leve´, surtout quand on cherche a` conside´rer des phe´nome`nes
qui mettent en jeu un nombre important de particules. De plus, seul les e´chelles de temps
atomiques courts peuvent eˆtre atteintes. Cependant, il y a des cas, ou` il est utile de tenir
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compte des mate´riaux a` l’e´chelle de longueur atomique, pouvant aller jusqu’a` la diffusion.
Une approche, par exemple qui pourrait eˆtre adopte´e, pour la re´solution de tels proble`mes,
est le mode`le de champs de phase cristallin. Ce mode`le ( voir [1]) se veut interme´diaire
entre les mode`les atomiques (dynamique mole´culaire) et les mode`les continus classiques
(e´quation de Cahn-Hilliard). Avec un avantage qu’il peut eˆtre utilise´ pour capturer les
de´fauts dynamiques et les dislocations dans les cristaux [9], la dynamique des interactions
entre les grains, et meˆme, l’e´lasticite´ non line´aire. Mais, malgre´ cela, il est montre´ (voir [1]
que la me´thode de champs de phase cristallin pre´sente des de´fauts. D’abord, il elle a e´te´
construite pour des domaines tre`s petits, et en plus, il ne re´ussit pas toujours a` e´tablir
une distinction, entre la de´tente e´lastique et des e´chelles de temps de diffusion [11].
0.1.2 De´rivation du mode`le de champs de phase cristallin
Le mode`le de champs de phase cristallin est une the´orie de la fonctionnelle de densite´
dynamique(Density Functional Theory ou DFT en anglais) donnant une description simple
de la solidification cristalline. Il repre´sente l’e´tat local de la matie`re par un champs de phase
moyenne´ en temps, qui est uniforme dans la phase liquide et pe´riodique dans la phase
cristalline. Il est base´ sur une fonctionnelle de l’e´nergie libre qui peut eˆtre de´duite [1] de la
the´orie de Ramakrishnan et Yussouff [12]. Apre`s certaines simplifications on arrive a` une
fonctionnelle de l’e´nergie libre du type Brazowskii en 1975 et Swift-Hohenberg en 1977 [13].
Ainsi une e´quation conservatrice du mouvement est adopte´e pour de´crire l’e´volution du
parame`tre d’ordre. Selon [1], l’e´quation simplifie´e, sans dimension du mode`le est donne´e
par
∂ψ
∂t
= ∇2[(∇2 + 1)2ψ + rψ + ψ3] (1)
ou` r est un parame`tre ne´gatif ( que l’on peut typiquement assimiler a` la tempe´rature),
ψ la densite´ (ou le parame`tre d’ordre) et ∇ de´signe le gradient ou l’ope´rateur nabla. La
fonctionnelle de l’e´nergie libre associe´e a` (1) est
E(ψ) =
∫
Ω
1
2
ψ(∇2 + 1)2ψ − r(−1
2
ψ2 +
1
4
ψ4)dx (2)
ou` Ω est un domaine de l’espace des phases. Cependant, le rapport entre la the´orie de la
fonctionnelle de densite´ dynamique ( Density Functional Theory en anglais ) et le mode`le
de champs de phase cristallin a e´te´ aborde´ en de´tail par V. Teeffelen et bien d’autres (voir
[14]). Au cours de ces dernie`res anne´es, le mode`le de champs de phase cristallin a e´te´ utilise´
pour comprendre une large gamme de phe´nome`nes tels que l’e´lasticite´ et la croissance des
grains [15], l’anisotropie de l’e´nergie libre d’interface [16], [17], le taux de croissance des
grains [18], la croissance dendritique [9], [19], [20], la formation glaciale [4], la fusion durant
les dislocations et la croissance des grains [3], [7], et le polymorphisme [18]. Bien que le
mode`le de champs de phase cristallin (PFC) ait une approche microscopique, il a un
avantage sur les autres techniques microscopiques telles que les simulations dynamiques
mole´culaires, en ce sens que l’e´volution temporelle du syste`me peut eˆtre e´tudie´ sur de plus
grandes e´chelles de temps.
0.2 Mathe´matique du mode`le de champs de phase cristallin
Dans la construction des mode`les phe´nome´nologiques, la compre´hension physique ou la
connaissance empirique est souvent utilise´e pour mettre au point une description mathe´matique
approprie´e. De meˆme, lorsqu’on e´tudie les mode`les mathe´matiques qui de´rivent de la phy-
sique, on conside`re, ge´ne´ralement ces mode`les avec des conditions aux bords naturels, telles
4
0.2. MATHE´MATIQUE DU MODE`LE DE CHAMPS DE PHASE CRISTALLIN
que les conditions aux bords de Neumann et des conditions aux bords pe´riodiques. L’uti-
lisation de telles conditions est tre`s importante, car dans le premier cas les solutions des
proble`mes qui en de´coulent, pre´sentent automatiquement des syme´tries. En outre, dans le
second cas, on peut e´tendre ces solutions a` l’espaces tout entier. C’est l’une des raisons qui
nous pousserons a` e´tudier, les solutions stationnaires du proble`me (1) avec des conditions
aux bords de Neumann. Conside´re´e en dimension 1 d’espace, la description mathe´matique
de l’e´quation (1) est donne´e par :

∂tu− ∂xx(∂2xxu+ 2∂xxu+ f(u)) = 0 dans Ω× (0,+∞)
u(1) = u(3) = u(5) = 0 ∂Ω× (0,+∞)
u(0) = u0 dans Ω
(3)
ou` f(u) = (1 + r)u + u3 est la de´rive´e du potentiel, Ω = (0, l) (avec l > 0) le domaine
occupe´ par le mate´riau, u le parame`tre d’ordre, et r un parame`tre ne´gatif. Cette e´quation
posse`de une dynamique tre`s riche, et peut eˆtre vue comme une version conservative de
l’e´quation de Swift-Hohenberg ( voir [21], [22], [23]), dont des re´sultats sur l’existence
globale et l’unicite´ de solutions, sur la convergence vers une solution stationnaire [24], sur
l’existence d’attracteurs ( [25], [26]) et sur l’existence de solutions stationnaires [?] sont
disponibles. Concernant la version conservative (3), malgre´ les multiples travaux (voir [27]
( [28], [29], [30])), son analyse mathe´matique pose toujours de nombreux proble`mes. Par
exemple, une particularite´ de (3), vient du fait que toute constante re´elle M est une
solution stationnaire. Ceci porte a` 3 le nombre de parame`tres du proble`me de bifurcation,
mettant en jeu (r, l ou ǫ = 1/l2, etM), ce qui complique conside´rablement ce type d’e´tude.
En plus, il est montrer que si on minimise E avec la contrainte de masse impose´e, peut
e´galement obtenir d’autres solutions. D’ou`, il est naturel de s’inte´resser aux e´ventuelles
bifurcations des solutions stationnaires de (3).
0.2.1 Pre´sentation des re´sultats
Apre`s un changement approprie´ de variables qui rame`ne l’e´tude dans le domaine Ω =
(0, 1), il re´sulte que, les solutions stationnaires de (3) ve´rifient l’e´quation suivante :
ǫ2∂2xxv + 2ǫ∂xxv + f(v +M) =
∫
Ω
f(v +M)dx dans x ∈ Ω, (4)
ou` M =
∫
Ω u0(x)dx, et ǫ = 1/l
2. Cette e´quation est e´crite sous la forme suivante :
F (v, ǫ,M, r) = 0. (5)
En nous plac¸ant dans un espace de Hilbert bien choisi, l’ope´rateur L(·, ǫ,M, r), obtenu
en line´arisant (4) est auto-adjoint, avec re´solvante compacte. Et les points de bifurcations
correspondent alors aux valeurs des parame`tres pour lesquelles le noyau de L(·, ǫ,M, r) est
non trivial. Des re´sultats ante´rieurs de Pierre et Rougirel montrent que, selon les valeurs
des parame`tres, la dimension de ce noyau est e´gale a` 1 ou e´gale a` 2 (voir la proposition
ci-apre`s).
Soient
ǫk =
1 +
√
p
λk
et ǫ¯k =
1−√p
λk
(6)
ou` p := 1− f ′(M) et λk = (kπ)2.
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Proposition 0.2.1 ( [30])
Soit M ∈ R, p := 1− f ′(M), λk = (kπ)2 et ǫ > 0.
(i) Si p ∈ {0} ∪ [1,∞) et il existe k ≥ 1 tel que ǫ = ǫk alors
dimKerL(·, ǫ,M, r) = 1.
(ii) Si 0 < p < 1 et il existe k ≥ 1 tel que ǫ = ǫk alors
• si p ∈
{
pk,k′ |k
′
= 1, ...k − 1
}
alors
dimKerL(·, ǫ,M, r) = 2,
• si p /∈
{
pk,k′ |k
′
= 1, ...k − 1
}
alors
KerL(·, ǫ,M, r) = 1
(iii) Dans d’autres cas dimKerL(·, ǫ,M, r) = 0.
Dans leurs travaux, notamment, Pierre et Rougirel ont e´tudie´ l’existence des branches
de solutions stationnaires, lorsque le noyau de L(·, ǫ,M, r) est de dimension 1. Le but
principal de cette the`se est de prouver ce re´sultat dans le cas, plus complique´, du noyau
bidimensionnel.
Dans un premier temps, nous abordons la question d’existence des solutions station-
naires par le cas le plus simple, lorsque le noyau de l’ope´rateur line´arise´ est de dimension
1. Partant d’une approche diffe´rente, base´e sur la me´thode de re´duction de Lyapunov-
Schmidt, l’analyse nous permet de retrouver les re´sultats ante´rieurs de Pierre et Rougirel.
En outre, nous fournissons un the´ore`me re´sumant, selon les valeurs du parame`tre ne´gatif
r, une e´tude comple`te des variations de courbes de solutions. Cette e´tude est comple´te´e
par plusieurs diagrammes de bifurcations.
Dans un deuxie`me temps, nous e´tudions l’existence des courbes de solutions, lorsque
le noyau de l’ope´rateur line´arise´ est bidimensionnel. Ce cas difficile, sur lequel sont base´s
les principaux re´sultats de cette the`se est aborde´ par un re´sultat particulier. En effet, en
s’appuyant sur les syme´tries du proble`me, nous parvenons a` prouver l’existence des courbes
de solutions dans chacune des directions des deux vecteurs qui engendrent le noyau. Le
cas ge´ne´ral, en revanche, ne´cessite une parame´trisation astucieuse des solutions lors de
l’application de la me´thode de re´duction de Lyapunov-Schmidt, ainsi que l’utilisation des
deux parame`tres de bifurcations. L’existence des courbes bifurquantes est ainsi prouve´e
dans le The´ore`me 3.2.1, selon la direction choisie. Ce the´ore`me central de la the`se comple`te
les re´sultats utilisant les syme´tries. Un commentaire est fait a` cet effet, dans la Section
3.3. Puis, on e´tudie des variations des branches de solutions. Une comparaison de leurs
e´nergies par rapport aux solutions constantes est e´galement fournie.
Dans le Chapitre 4, on donne un re´sultat de stabilite´ des solutions obtenues avec un
noyau de dimension 2. Cette e´tude s’appuie sur un principe de stabilite´ line´aire re´duite,
et permet d’identifier des re´gions des parame`tres dans lesquelles les solutions bifurquantes
sont stables. Des exemples nume´rique corrobore ce re´sultat.
Afin de traiter la question d’existence dans toute son inte´gralite´. Deux re´sultats traitant
les cas raisonnants qui n’entrent pas dans le cadre du Chapitres 3 sont fournis dans le
Chapitre 5.
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0.2.2 Plan ge´ne´ral de la the`se
Cette the`se est compose´e de 5 chapitres, une conclusion et une introduction.
Le Chapitre 1 a pour objectif de rappeler, d’une part, l’essentiel des re´sultats ante´rieurs,
de Pierre et Rougirel. Ces rappels nous permettrons d’e´tablir des comparaisons avec des
re´sultats que nous obtiendrons. D’autre part, il rappelle les outils de la the´orie classique
de bifurcation que nous utiliserons tout au long de ce document.
Le Chapitre 2 traite la question de l’existence de courbes de solutions, lorsque le
noyau de l’ope´rateur line´arise´ est unidimensionnel. Ainsi, apre`s avoir de´fini le cadre fonc-
tionnel et donner les hypothe`ses dans la Section 2.1, nous prouvons le the´ore`me principale,
dans la Section 2.3. Les e´tudes des variations des branches ainsi que les diagrammes qui
en de´coulent sont respectivement donne´es dans les Sections 2.4 et 2.5.
Le Chapitre 3 est consacre´ a` l’e´tudes des branches de solutions bifurquantes lorsque
le noyau est bidimensionnel. Nous commenc¸ons par donner les hypothe`ses, en fonction
des donne´es du proble`me dans la Section 3.1. Les Section 3.2, 3.3 donnent les The´ore`mes
3.2.1, 3.2.2 et 3.3.1 relatifs a` l’existence des branches de solutions bifurquantes. Une e´tude
des variations des branches et de de comparaisons des e´nergies est mene´e respectivement
dans les Sections 3.4 et 3.5.
Le Chapitre 4 montre la stabilite´ line´aires des solutions bifurquantes donne´es par le
the´ore`me 3.3.1. Ce re´sultat est e´tabli par l’utilisation d’un principe de stabilite´ line´aire
re´duite, que nous rappelons dans la Section 4.1. La Section 4.2, et la section 4.3 sont
respectivement consacre´es a` la preuve du The´ore`me principal du chapitre, et a` l’e´tude
du signe des valeurs propre perturbe´es. Tout a` la fin du chapitre nous donnons quelques
exemples nume´riques de solutions bifurquantes stables suivant les valeurs des parame`tres.
Dans le Chapitre 5, nous regardons le deux cas re´sonants qui n’entre pas dans le
cadre des Chapitres 3 et 4. Apre`s un bref rappel des hypothe`ses et le cadre fonctionnel,
dans la Section 5.1, nous donnons les re´sultats d’existences dans les Sections 5.2 et 5.3.
Concernant le premier cas, un re´sultat de stabilite´ line´aire est fourni dans la Section 5.3.
Le rapport est compe´te´ par une Introduction et une Conclusion.
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Chapitre 1
Re´sultats ante´rieurs et me´thode
de re´duction de Lyapunov-Schmidt
L’objectif de ce chapitre est de donner une bre`ve description de la the´orie de la bifur-
cation et des rappels des re´sultats ante´rieurs de Pierre et Rougirel.
1.1 Rappel des re´sultats ante´rieurs de Pierre et Rougirel
Soit
ǫk∗ :=
1 +
√
p
λk∗
, ǫ¯k∗ :=
1−√p
λk∗
. (1.1)
On rappelle que le but de leur travail e´tait d’e´tudier les solutions stationnaires du proble`me
suivant :
ǫ2∂xxxxv + 2ǫ∂xxv + f
′(M)v +
f ′′(M)
2
(v2 −
∫
Ω
v2dx) +
f ′′′(M)
6
(v3 −
∫
Ω
v3dx) = 0
On pose
ϕk = cos(kπ·) et µk = (ǫλk − 1)2 − p (1.2)
les vecteurs et valeurs propres de l’ope´rateur line´arise´
L(v, ǫ) = ǫ2∂xxxxv + 2ǫ∂xxv + f
′(M)v. (1.3)
Alors on a le the´ore`me suivant
The´ore`me 1.1.1 ( [30])
Soit ǫ∗ > 0. On suppose que ǫ∗ ∈ {ǫk∗ , ǫk∗} pour un k∗ ≥ 1, avec KerL(·, ǫ∗) = V ect {ϕk∗}.
Alors, il existe localement une unique branche de solution non triviales de (??) passant
par (0, ǫ∗). De plus, si
(ǫ∗λ2k∗ − 1)2 + f
′
(M) 6= f
′′
(M)2
f ′′′(M)
, (1.4)
alors ces solutions satisfont
v = ±
(
2
ǫ¨(0)
(ǫ− ǫ∗)
)1/2
ϕk∗ +O
((
| ǫ− ǫ∗ |1/2
))
dans V˙0, (1.5)
ou`
ǫ¨(0) :=
ǫ∗/8
ǫ∗λk∗ − f ′(M)
(
f
′′
(M)2
(ǫ∗λ2k∗ − 1)2 + f ′(M)
− f ′′′(M)
)
. (1.6)
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Ce the´ore`me, dont nous fournirons une autre preuve dans le chapitre 2, est l’un des re´sultats
principaux de [30] consacre´ a` l’e´tude mathe´matique du mode`le de champs de phase cris-
tallin lorsque le noyau de l’ope´rateur L(·, ǫ) est de dimension 1. En effet, non seulement il
donne l’existence des branches de solutions au voisinage du point de bifurcation, mais, il
donne aussi une approximation exacte de la solution non triviale, en fonction des donne´es
du proble`me, pourvu qu’on reste proche du point de bifurcation.
De´finition 1.1.1
Sous les hypothe`ses du the´ore`me pre´ce´dent, on dira que la bifurcation donne´e par (1.5)
est convexe au point (0, ǫ∗) si,
ǫ¨(0)
(
ǫk∗ + ǫ¯k∗
2
− ǫ∗
)
> 0.
Si cette quantite´ est ne´gative, la branche est concave au point (0, ǫ∗).
Soit p0, le nombre de´finie par
p0 =
(
−4 +√10M2 + 1
5
)2
. (1.7)
Alors on a le deuxie`me re´sultat suivant.
The´ore`me 1.1.2 ( [30])
Sous les hypothe`ses du The´ore`me 0.3.1, la concavite´ au point (0, ǫ∗) de la branche bifur-
quante est de´crite comme suit :
• Si ǫ = ǫk∗ alors
• si M2 ≤ 3/2 alors elle convexe,
• si M2 > 3/2 alors,
• si p < p0 alors la branche est concave,
• si p > p0 alors elle est convexe.
• Si 0 < p < 1 et ǫ∗ = ǫ¯k∗ alors
• si M2 ≥ 3/2 alors
• si p < 9/25 alors la branche est concave,
• si p > 9/25 alors elle est convexe,
• si M2 < 3/2 alors,
• si p ∈ (p0, 9/25) alors la branche est concave,
• si p /∈ [9/25, 9/25] alors elle est convexe,
Ce the´ore`me constitue le second re´sultat important de [30] et permet de connaˆıtre le sens
de concavite´ de la branche de solutions (1.5), au voisinage de tout point de bifurcation
(dans le sens de la De´finition 1.1.1). Cependant, comme p0 (voir (1.7)) de´pend de la masse
M , alors l’e´nonce´ ci-dessus ne´cessite que ce dernier parame`tre soit fixe´. Ce qui porte,
en tout, le nombre de parame`tres fixe´s a` trois, car k∗ et r le sont de´ja`. Afin de re´duire
ce nombre, nous donnerons, dans le Chapitre 2, une version plus de´taille´ du the´ore`me
pre´ce´dent, sans pour autant faire d’hypothe`se de fixation sur la masse M (voir The´ore`me
2.5.1). Cela aura un inte´reˆt conse´quent, car graˆce a` cette re´duction nous serons en mesure
de fournir des diagrammes de phases dans le plan (ǫ, 3M2) (c’est-a`-dire, dans le plan des
parame`tres).
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1.1.1 Analyse du cas du noyau de dimension 2
Nous e´nonc¸ons maintenant le the´ore`me consacre´ a` l’analyse des solutions stationnaires
quand le noyau bidimensionnel. Pour ce faire nous rappelons les hypothe`ses de [30] qui
rendent ce re´sultat possible.
Soit p ∈ (0, 1), 1 ≤ k∗∗ < k∗ et ǫ∗ > 0 tels que
ǫ∗λ∗ := 1 +
√
p et ǫ∗λ∗∗ := 1−√p. (1.8)
Nous posons
ϕ∗ = ϕk∗ , ϕ∗∗ = ϕk∗∗ , λ∗ = λk∗ , λ∗∗ = λk∗∗
ou` λk = (kπ)
2 et ϕk = cos(kπ·). Alors
kerL(·, ǫ∗) =< ϕ∗, ϕ∗∗ > . (1.9)
De plus nous supposerons que
k∗ 6= 2k∗∗, k∗ 6= 3k∗∗. (1.10)
The´ore`me 1.1.3 ( [30])
Sous les hypothe`ses (1.8)-(1.9), (0, ǫ∗) est un point de bifurcation pour (??) et il existe
une branche (v∗(·), ǫ(·)) de solution non triviales passant par (0, ǫ∗). De plus, si
P (ǫ∗λ2k∗) 6= f ′′2/f ′′′(M) (1.11)
alors ces solutions satisfont
v∗(ǫ) ≃ ±
√
2
ǫ¨∗(0)
(ǫ− ǫ∗)ϕ∗ dans V˙0, (1.12)
ou`
ǫ¨(0) =
ǫ∗/8
ǫ∗λk∗ − f ′(M)
(
f
′′
(M)2
P (ǫ∗λ2k∗)
− f ′′′(M)
)
. (1.13)
et ǫ ∼ ǫ∗ est tel que ǫ¨∗(0)(ǫ − ǫ∗ > 0). En plus, si k∗ 6= 2k∗∗, k∗ 6= 3k∗∗ et
P (ǫ∗λ2k∗∗) 6= f ′′2/f ′′′(M) (1.14)
alors il existe une autre branche de solutions non triviales a` travers (0, ǫ∗) satisfaisant
v∗∗(ǫ) ≃ ±
√
2
ǫ¨∗∗(0)
(ǫ− ǫ∗)ϕ∗∗ dans V˙0, (1.15)
ou`
ǫ¨(0) =
ǫ∗/8
ǫ∗λk∗∗ − f ′(M)
(
f
′′
(M)2
P (ǫ∗λ2k∗∗)
− f ′′′(M)
)
, (1.16)
et ǫ¨∗∗(0)(ǫ − ǫ∗) > 0.
Ce the´ore`me, moins important que les deux premiers et plus de´licat a` de´montrer, est
en quelque sorte, le leitmotiv de cette the`se, dont l’objectif est de traiter la question
des solutions stationnaires bifurquantes lorsque le noyau de l’ope´rateur L(·, ǫ∗) est en-
gendre´ par deux vecteurs. En effet, dans [30], hormis le cas ou` k∗k∗∗ /∈ N, la question n’est
pas entie`rement traite´e. Car les auteurs utilisent un argument de re´duction spatiale qui
les rame`ne au The´ore`me 0.3.1. En revanche, dans le cas contraire, les choses sont plus
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complexes, car en plus de la Me´thode de Lyapunov-Schmidt (voir Chapitre 1), ils sont
contraints de faire appel a` la Me´thode du Polygone de Newton (voir e´galement Chapitre
1) afin de conclure. Pour contourner ce dernier argument, nous utiliserons la Me´thode
des Multi-parame`tres, dont l’ide´e est de choisir autant de parame`tres du proble`me que la
dimension du noyau. Ce qui nous permettra, graˆce au the´ore`me des fonctions implicites
de conclure de manie`re plus directe.
1.2 Me´thode de re´duction de Lyapunov-Schimdt (MRLS)
La the´orie des bifurcations e´tudie la structure des solutions pour des e´quations non-
line´aires de´finies dans des espaces de Banach et de´pendant d’un parame`tre. Si (E, ‖ · ‖E)
et (Z, ‖ · ‖Z) sont des espaces de Banach re´els, D(= R ou R2), (x0, λ0) ∈ E × D et
F : U×V −→ Z (ou` U ⊂ E et V ⊂ D sont des ouverts) un ope´rateur tel que F (x0, λ0) = 0,
on veut de´terminer toutes les solutions de
F (x, λ) = 0, (1.17)
dans un voisinage de (x0, λ0). Enme´canique des fluides (voir par exemples [31], [32]) comme
dans d’autres domaines de la science d’ailleurs, la the´orie de la bifurcation tente d’expliquer
les me´canismes de transitions vers des re´gimes complexes. La technique utilise´e consistant
a` re´duire le proble`me (1.17) a` un syste`me de petites dimensions, sur une varie´te´ centrale et
a` en de´terminer la structure par des arguments de syme´trie et de forme normale (voir [33],
[34] et [35]). On obtient ainsi un syste`me d’e´quation dont la difficulte´ premie`re re´side en
l’e´laboration des me´thodes spe´cifiques permettant, d’une part de de´terminer pour quelles
valeurs des parame`tres cette bifurcation a lieu et d’autre part, de calculer les coefficients de
ce dernier syste`me (”e´tude non line´aire”). D’un point de vue mathe´matique, l’analyse de la
bifurcation permet d’e´tudier aise´ment le comportement qualitatif des syste`mes d’e´quations
diffe´rentielles. De plus, elle permet de de´tecter des valeurs des parame`tres pour lesquelles
le comportement asymptotique du syste`me change qualitativement. Ce sont des valeurs
de bifurcations. Il est e´galement possible d’identifier quel changement advient : c’est la
nature de la bifurcation. L’importance de la bifurcation pour les sciences a pousse´ plusieurs
auteurs a` proposer des techniques de re´solutions qui sont directement lie´es a` cette the´orie.
Pour plus de de´tails le lecteur pourra consulter [36], [37], [33], [34], [38]...
D’un point de vue ge´ome´trique, une bifurcation peut correspondre a` la ”collision” de
deux objets ( attracteurs, points re´pulsifs ou points selles) ou de deux varie´te´s. Ainsi, la
collision de deux varie´te´s donne naissance a` une bifurcation ” globale”, alors que la collision
de deux objets donne lieu a` une bifurcation locale. Cependant, un premier re´sultat dans
le sens de re´soudre (1.17) est donne´ par le ” The´ore`me des Fonctions Implicites”.
1.2.1 The´ore`me des Fonctions Implicites (TFI)
Le the´ore`me des fonctions implicites est l’un des outils analytiques locaux les plus
importants pour la recherche des solutions des proble`mes non line´aires de la forme (1.17).
De´finition 1.2.1
Soit T : Ω ⊂ E −→ Z (ou` E et Z sont des espaces de Banach) un ope´rateur de´fini sur un
ouvert Ω de E et soit x0 ∈ Ω. On dit que T est Fre´chet diffe´rentiable en x0 si et seulement
si il existe une application line´aire continue A : E −→ Z telle que
lim
x→x0
‖ T (x)− T (x0)−A(x− x0) ‖
‖ x− x0 ‖ = 0.
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Proposition 1.2.1
L’application line´aire continue A donne´e dans la De´finition 1.2.1 est unique et on l’identifie
a` T ′(x0). En d’autres termes A = T ′(x0).
De´finition 1.2.2
Soient E et Z deux espaces de Banach. Un ope´rateur T : E −→ Z est de classe C1 si T
est Fre´chet diffe´rentiable et T ′ : E −→ L (E,Z) est continu.
De´finition 1.2.3
Soient E1, E2 et Z des espaces de Bannach, (x1, x2) ∈ E1 ×E2 et T : E1 ×E2 −→ Z. Les
de´rive´es partielles de T en (a1, a2)
Dx1T (a1, a2) : E1 → Z, Dx2T (a1, a2) : E2 → Z,
sont, respectivement, les de´rive´es de Fre´chet des applications T (·, a2) : E1 → Z en a1 et
T (a1, ·) : E2 → Z en a2. On note
Dx1T (a1, a2) := T (·, a2)′(a1), Dx2T (a1, a2) := T (a1, ·)′(a2).
Proposition 1.2.2 ( [37])
Soient E1, E2 et Z des espaces de Banach, (x1, x2) ∈ E1 × E2 et T : E1 × E2 −→ Z.
(i) Si T est Fre´chet diffe´rentiable en x = (x1, x2) ∈ E1×E2 alors les de´rive´es partielles
de T en (x1, x2) existent et on a
T ′(x)(h) = Dx1T (x)(h1) +Dx2T (x)(h2) ∀h = (h1, h2) ∈ E1 × E2.
(ii) T est une classe C1 si et seulement si les de´rive´es partielles existent et sont conti-
nues en tout point de E1 × E2.
The´ore`me 1.2.1 ( The´ore`mes des Fonctions Implicites [37])
On suppose que (1.17) a une solution triviale (x0, λ0) ∈ U × V ⊂ E × D tel que la
diffe´rentielle (au sens de Fre´chet) de F par rapport a` x au point (x0, λ0) est bijective :
F (x0, λ0) = 0,
DxF (x0, λ0) : E −→ Z est continue et son inverse est borne´.
(1.18)
On suppose e´galement que F et DxF sont continues :
F ∈ C(U × V,Z),
DxF ∈ C(U × V,L (E,Z))
(1.19)
Alors il existe un voisinage U1 × V1 dans U × V de (x0, λ0) et une application g : V1 −→
U1 ⊂ E tel que
g(λ0) = x0,
F (g(λ), λ) = 0 pour tout λ ∈ V1.
(1.20)
En plus, g est continue sur V1 :
g ∈ C(V1, E). (1.21)
Finalement, chaque solution de (1.17) dans U1 × V1 est de la forme (g(λ), λ).
Remarque 1.2.1
Si G ∈ Ck(U × V,Z), alors g ∈ Ck(V1, U1) (voir toujours [37]).
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The´ore`me 1.2.2 (The´ore`me du point fixe de Shauder)
Soit U un sous-ensemble de E(= espace de Banach) ferme´ et convexe et g : U 7→ U une
application continue telle que g(U) est relativement compact. Alors g posse`de un point
fixe. Plus ge´ne´ralement, si U est un compact convexe alors toute fonction continue de U
sur U posse`de un point fixe.
On conside`re, a` nouveau le proble`me (1.17) et G l’application U × V ⊂ E ×D −→ E
tel que
F (x0, λ0) = 0. (1.22)
On peut obtenir un re´sultat d’existence locale de solutions de l’e´quation (1.17) au voisinage
de λ0 de deux fac¸ons :
1. En supposant que F est de classe C1 et que DxF (x0, λ0) est un isomorphisme de
E dans E. Par le the´ore`me des fonctions implicites, il existe une courbe unique de
solutions de (1.17) parame`tre´e par λ dans un voisinage de λ0 ;
2. En supposant que F (x, λ) = x− λK(x) ou` K : E −→ E est compact. Le the´ore`me
du point fixe de Schauder montre l’existence de solutions de (1.17) pour λ proche de
λ0.
Lorsque les hypothe`ses cite´es ci-dessus ne sont pas satisfaites il est souvent possible de
retrouver les re´sultats souhaite´s en utilisant d’autres me´thodes. L’une des plus connues est
la me´thode de re´duction de Lyapunov-Schmidt qui sera beaucoup utilise´e dans les analyses
que nous me`nerons dans cette the`se. Pour plus de de´tails sur les me´thodes de la the´orie
classique de bifurcations le lecteur consulte´ les re´fe´rences suivantes [38], [39], [40], [41], [36]
1.2.2 The´ore`me de re´duction de Lyapunov-Schimdt (MRLS)
La Me´thode de Re´duction de Lyapunov-Schmidt (MRLS), comme son nom l’indique,
permet de re´duire les proble`mes du type (1.17) a` un proble`me de dimension finie (Pour
plus de de´tails nous renvoyons le lecteur aux re´fe´rences [36] et [37]).
The´ore`me 1.2.3 (Alternative de Fredholm [42], [37])
Soit (E, ‖ · ‖E un espace de Banach, L ∈ L (E,E) un ope´rateur compact et λ 6= 0. Alors
(i) Ker(L− λId) = {0} si et seulement si Img(L− λId) = E,
(ii) Img(L− λId) = [Ker(L∗ − λId)]⊥,
(iii) Ker(L− λId) est de dimension finie et Img(L− λId) est ferme´,
(iv) la suite Ker((L−λId)n) est croissante et il existe p ∈ N tel queKer((L−λId)n) =
Ker((L−λId)p) pour tout n ≥ p. Le plus petit des p satisfaisant cette proprie´te´ est
appele´ multiplicite´ alge´brique de λ.
De´finition 1.2.4
Une application continue F : U −→ Z, ou` U ⊂ E est un ouvert et ou` E,Z sont des espaces
de Banach, est un ope´rateur non line´aire de Fredholm si elle est diffe´rentiable sur U et si
∀x ∈ U , DF (x) remplit les conditions suivantes :
(i) dimN(DF (x)) <∞ (N = noyau),
(ii) codimdR(DF (x)) <∞ (R = rang),
(iii) R(DF (x)) est ferme´ dans Z.
L’entier dimN(DF (x))−codimR(DF (x)) est appele´ ”l’indice de Fredholm” de DF (x).
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Nous conside´rons maintenant F : U × V −→ Z, U ⊂ E, V ⊂ D, ou`
F (x0, λ0) = 0 pour (x0, λ0) ∈ U × V,
F ∈ C1(U × V,Z),
DxF ∈ C(U × V,L (E,Z)) .
(1.23)
On suppose que pour λ = λ0 ∈ D(= espace des parame`tres, en ge´ne´ral R ou` R2),
l’application F est un ope´rateur non line´aire de Fredholm par rapport a` x, c’est-a`-dire
F (·, λ0) : U −→ Z satisfait la de´finition 1.3.1. D’ou` il existe des comple´ments dans les
espaces de Banach E et Z tels que :
E = N(DxF (x0, λ0))⊕E0
Z = R(DxF (x0, λ0))⊕ Z0
(1.24)
(voir [43], p.553). En particulier, on peut faire remarquer que les espaces N et Z0, de´finis ci-
dessus, sont de dimensions finies. D’ou` les de´compositions ci-dessus, de´finissent, de manie`re
triviale, les projections suivantes :
P : E → N, le long de E0 (N = N(DxF (x0, λ0))),
Q : Z → Z0, le long de R (R = R(DxF (x0, λ0))),
(1.25)
et x peut se de´composer de manie`re unique comme suit
x = v + w, ou` v ∈ N et w ∈ E0. (1.26)
Par le The´ore`me du Graphe Ferme´ (voir [44]), les projections P et Q sont borne´es ( ou
continues). Alors le the´ore`me suivant tient.
The´ore`me 1.2.4 ( [36])
Il existe un voisinage ouvert U2 × V2 de (x0, λ0) dans U × V ⊂ E ×D tel que le proble`me
F (x, λ) = 0 pour (x, λ) ∈ U2 × V2 (1.27)
est e´quivalent au proble`me de dimension finie
Φ(v, λ) = 0 pour (v, λ) ∈ U˜2 × V2 ⊂ N ×D
Φ : U˜2 × V2 −→ Z0 est continue
et Φ(v0, λ0) = 0, (v0, λ0) ∈ U˜2 × V2.
(1.28)
La fonction Φ, appele´e fonction de bifurcation, est donne´e par :
Φ(λ, v) = QF (v + ψ(v, λ), λ) (1.29)
ou` w = ψ(v, λ) est donne´e par le the´ore`me des fonctions implicites.
Preuve. Le proble`me (1.27) est e´videmment e´quivalent au syste`me{
QF (Px+ (I − P )x, λ) = 0,
(I −Q)F (Px+ (I − P )x, λ) = 0, (1.30)
ou` nous posons Px = v ∈ N et (I − P )x = w ∈ E0. En suite nous de´finissons

G : U˜2 ×W2 × V2 −→ Z par
G(v,w, λ) ≡ (I −Q)F (v + w, λ), ou` v0 = Px0 ∈ U˜2 ⊂ N,
w0 = (I − P )x0 ∈W2 ⊂ E0,
et U˜2, W2 sont des voisinages tels que U˜2 +W2 ⊂ U ⊂ X.
(1.31)
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On a G(v0, w0, λ0) = 0 et par le choix des espaces, DwG(v0, w0, λ0) = (I−Q)DxF (x0, λ0) :
E0 −→ R(DxF (x0, λ0)) est bijective. L’application du The´ore`me des Fonctions implicites
(voir the´ore`me 1.2.1) fournit

G(v,w, λ) = 0 pour (v,w, λ) ∈ U˜2 ×W2 × V2 est e´quivalent a`
w = ψ(v, λ) pour ψ : U˜2 × V2 →W2 ⊂ E0 tel que
ψ(v0, λ0) = w0.
(1.32)
L’insertion de la fonction ψ dans la premie`re e´quation de (1.30) donne
Φ(v, λ) = QF (v + ψ(v, λ), λ) = 0. (1.33)
Le The´ore`me des Fonctions Implicites prouve la continuite´ de ψ. 
Remarque 1.2.2
L’espace des parame`tres D sera ge´ne´ralement R ou R2 dans cette the`se, mais il peut aussi
eˆtre Rn (n > 2) dans d’autres proble`mes.
La Me´thode de Lyapunov-Schmidt, re´sume´e dans le the´ore`me 1.3.1 de´crit la re´duction du
proble`me (1.27) (qui est de dimension infinie) a` un proble`me ayant autant de dimension
que le noyau de DxF (x0, λ0). Avant de fermer cette section nous rappelons une me´thode
appele´e Polygone de Newton qui est souvent utilise´e dans les bifurcations de´ge´ne´re´es et
qui nous sera d’une grande utilite´ pour montrer la stabilite´ des solutions bifurquantes.
1.2.3 Me´thode des multi-parame`tres
Une fac¸on naturelle de surmonter les difficulte´s d’une de´ge´ne´rescence a` un noyau de
dimension tre`s grand est la condition que l’application F de´pende d’autant de parame`tres
que la dimension du noyau de l’ope´rateur line´arise´.
Nous conside´rons F : U × V −→ Z, ou` 0 ∈ U ⊂ E et λ0 ∈ V ⊂ Rn et nous supposons
que
F (0, λ) = 0 pour tout λ ∈ V,
dimN(DxF (0, λ0)) = codimR(DxF (0, λ0)) = n ≥ 1.
(1.34)
Pour la suite, nous supposons que :
D2xλF ∈ C(U × V,L (E,Z)) (1.35)
CommeL (Rn,L (E,Z)) ∼= L (Rn×E,Z) alorsD2xλF (0, λ0)x ∈ L (Rn, Z) est repre´sente´
par n vecteurs D2xλiF (0, λ0)x ∈ Z, i = 1, ..., n pour x ∈ E.
L’hypothe`se transversale qui assure souvent l’existence des solutions dans le cas du
noyau de dimension 1 est ge´ne´ralise´e comme suit :
Il existe un vecteur vˆ0 ∈ N(DxF (0, λ0)), || vˆ0 ||X= 1,
tel que le complementaire Z0 de R(DxF (0, λ0))
est engendre´ par les vecteurs D2xλiF (0, λ0)vˆ0, i = 1, ..., n.
(1.36)
Soit Z0 le comple´mentaire de R(DxF (0, λ0)) dans Z. Quand la projection Q : Z → Z0
le long de R(DxF (0, λ0)) est donne´e par
Qz =
n∑
k=1
〈z, vˆ′k〉vˆ∗k (1.37)
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alors l’hypothe`se (1.36) est e´quivalent a` dire que
la matrice
(〈D2xλiF (0, λ0)vˆ0, vˆ′k〉)i,k=1,...,n est inversible. (1.38)
Ensuite, nous suivons les e´tapes de la preuve du the´ore`me 1.2.3. La me´thode de re´duction
de Lyapunov-Schmidt fournit le proble`me de dimension n,
Φ(v, λ) = 0, (v, λ) ∼ (0, λ0) ∈ N ×Rn. (1.39)
En posant v = yvˆ0, nous obtenons les solutions non triviales en re´solvant
Φ˜(y, λ) =
∫ 1
0
DvΦ(ytvˆ0, λ)vˆ0dt = 0 ∀y ∈ (−τ, τ). (1.40)
Comme Φ(0, λ0) = 0 et que
DλΦ˜(0, λ0) = QD
2
xλF (0, λ0)vˆ0 (1.41)
est inversible par (1.36), alors le The´ore`me des fonctions implicites donne la courbe de
solutions continuˆment diffe´rentiable suivante
Φ˜(y, λ(s)) = 0, y ∈ (−τ, τ), λ(0) = λ0
Φ(yvˆ0, λ(s)) = yΦ˜(y, λ(y)) = 0.
(1.42)
D’ou` le the´ore`me suivant :
The´ore`me 1.2.5 ( [36])
Sous les hypothe`ses (1.34)-(1.36), l’e´quation F (x, λ) = 0 posse`de une courbe continuˆment
diffe´rentiable de solution
{(x(y), λ(y)) | y ∈ (−τ, τ)} ⊂ E × Rn (1.43)
tels que (x(0), λ(0)) = (0, λ0) et x˙ = vˆ0.
1.2.4 Me´thode du polygone de Newton
La ”Me´thode du polygone de Newton” est un outil de substitution du The´ore`me des
Fonctions Implicites lorsque l’hypothe`se de la bijection n’est pas ve´rifie´e. Elle est indis-
pensable pour e´tudier les bifurcations de´ge´ne´re´es. Plus pre´cise´ment, il s’agit de chercher,
au voisinage d’une solution triviale (0, 0), les solutions de l’e´quation (1.27), en faisant la
supposition suivante :
F est analytique dans un voisinage U × V de (0, 0) et F (0, 0) = 0, c’est-a`-dire
F (x, λ) =
∞∑
j,k
cjkx
kλj , ou` cjk ∈ R et la convergence tient dans U × V. (1.44)
Puisque F (0, 0) = 0, alors on en de´duit que c00 = 0 et par la suite, on cherche les solutions
non triviales de F (x, λ) = 0 passant par (0, 0). Pour cela nous marquons les puissances j
de λ sur les ordonne´es et les puissances k de x sur les abscisses et on place tous les points
(k, j) qui satisfont la condition cjk 6= 0, dans un plan (voir Figure (1.1)).
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Figur≥1.2–L≥polygon≥≤≥N≥wtonassociδ≥a`(1.51).
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Comme on peut le voir, l’enveloppe convexe du polygone de Newton, ci-dessus est
de´limite´ par deux droites, que nous noterons par D−1/2 et D−1/3, et dont les coefficients
directeurs sont respectivement donne´s par −1/2 et −1/3. Par l’utilisation de D−1/2, nous
faisons
λ = λ˜x2 dans (1.51) (1.52)
et on obtient,
x4
(
λ˜2 − λ˜+ λ˜x+ x2
)
= 0
x4
(
λ˜(λ˜− 1) +R(x, λ˜)
)
= 0.
comme R(λ˜, 0) = 0 ∀ λ˜, alors on trouve que les courbes solutions de (1.51), proche de
(0, 0) sont donne´es par {(
x, x2 +O((x3))) | −τ ≤ x ≤ τ} (1.53)
et {(
x,O((x3))) | −τ1 ≤ x ≤ τ1} . (1.54)
Les autres courbes solutions sont obtenues en utilisant D−1/3.
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Chapitre 2
Etude des solutions stationnaires
bifurquantes avec dimKerL(·, ǫ) = 1
Dans ce chapitre, nous abordons l’e´tude du proble`me par le cas simple du noyau
de dimension 1. Cette e´tude est mene´e graˆce a` une approche de´veloppe´e par Kielho¨fer
dans [36]. Les re´sultats obtenus permettent d’e´tablir des comparaisons avec le travail
ante´rieur de Pierre et Rougirel. L’e´tude the´orique est comple´te´e par des diagrammes de
bifurcations illustrant les diffe´rentes orientations des courbes de solutions non triviales au
voisinage de chaque point de bifurcation.
2.1 Cadre fonctionnel et e´quations
Soient Ω = (0, 1), ǫ > 0, x ∈ Ω et r un parame`tre re´el ne´gatif. Nous de´finissons
f : R −→ R, u 7→ (1 + r)u+ u3. (2.1)
W0 = {u ∈ H2(Ω)|∂xu = 0, sur ∂Ω},
V0 = {u ∈ H4(Ω)|∂xu = ∂xxxu = 0 sur ∂Ω},
L˙2(Ω) = {v ∈ L2(Ω)|
∫
Ω
vdx = 0},
V˙0 = V0 ∩ L˙2(Ω), W˙0 =W0 ∩ L˙2(Ω).
Soit u(x, 0) = u0(x), une donne´e initiale. L’e´quation de champ de phase cristallin avec
les conditions homoge`nes de Neumann s’e´crit :


∂u
∂t
= ǫ∂xx(ǫ
2∂xxxxu+ 2ǫ∂xxu+ f(u)), (x, t) ∈ Ω× (0,∞)
∂xu = ∂xxxu = ∂xxxxxu = 0, sur ∂Ω× (0,∞)
u(·, 0) = u0.
(2.2)
Proposition 2.1.1 (conservation de la masse)
Toute solution u de (2.2) ve´rifie la loi de conservation de masse
∫
Ω
u(x, t)dx =
∫
Ω
u0dx. (2.3)
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DIMKERL(·, ǫ) = 1
Preuve.∫
Ω
∂u
∂t
dx =
d
dt
∫
Ω
u(x, t)dx = ǫ
∫
Ω
∂x(ǫ
2∂xxxxu+ 2ǫ∂xxu+ f(u)).∂x(1)dx
+
[
∂x
(
ǫ2∂xxxxu+ 2ǫ∂xxu+ f(u)
)]1
0
= 0.

En posant M =
∫
Ω u0(x)dx, on rappelle que le but est d’e´tudier les solutions bifur-
quantes du proble`me stationnaire suivant
u ∈M + V˙0, ǫ2∂xxxxu+ 2ǫ∂xxu+ f(u) =
∫
Ω
f(u)dx dans L2(Ω). (2.4)
Nous introduisons pour ce faire, une nouvelle fonction v de´finie par u = M + v, et
en utilisant l’expansion de Taylor de la fonction f(M + v) a` l’ordre 3, nous obtenons le
proble`me suivant :

v ∈ V˙0, ǫ2∂xxxxv + 2ǫ∂xxv + f ′(M)v + f
′′(M)
2
(v2 −
∫
Ω
v2dx)
+
f ′′′(M)
6
(v3 −
∫
Ω
v3dx) = 0 dans L2(Ω)
(2.5)
Dans la suite nous posons F la fonction de´finie par :
F (v, ǫ,M) = ǫ2∂xxxxv+2ǫ∂xxv+ f
′(M)v+
f ′′(M)
2
(v2−
∫
Ω
v2dx)+
f ′′′(M)
6
(v3−
∫
Ω
v3dx).
La division de F en deux parties, nous permet de de´finir l’ope´rateur suivant
L(·, ǫ,M) : V˙0 → L˙2(Ω), v 7→ ǫ2∂xxxxv + 2ǫ∂xxv + f ′(M)v (2.6)
et
N(·, ǫ,M) : V˙0 → L˙2(Ω), v 7→ f
′′(M)
2
(v2 −
∫
Ω
v2dx) +
f ′′′(M)
6
(v3 −
∫
Ω
v3dx). (2.7)
Dans tout ce chapitre, l’unique parame`tre de bifurcation est ǫ. Alors, pour simplifier les
e´critures, au lieu de L(·, ǫ,M) on e´crira de´sormais L(·, ǫ). Et on fera pareil pour le reste
des notations.
Cela e´tant fait, on peut maintenant regarder F de la manie`re suivante
F : V˙0 × (0,∞)× R→ L˙2(Ω), v 7→ F (v, ǫ) = L(v, ǫ) +N(v).
Ainsi, au lieu de (2.5) on est de´sormais conduit a` e´tudier le proble`me de bifurcation
suivant :
v ∈ V˙0, ǫ > 0 F (v, ǫ,M) = 0 dans L˙2(Ω). (2.8)
2.2 Analyse spectrale et notations
Cette section est consacre´e a` l’e´tude des valeurs propres de l’ope´rateur L(·, ǫ) de´fini en
(2.6). Autrement dit, il s’agit de re´soudre le proble`me spectral suivant{
L(ϕ, ǫ) = λϕ, dans L2(Ω)
ϕ ∈ V˙0 \ { 0} , λ ∈ R.
(2.9)
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Par utilisation de (2.1), nous posons
p := 1− f ′(M) et λk := (kπ)2, k = 1, 2, 3... (2.10)
La proposition suivante tient.
Proposition 2.2.1
Soit ǫ > 0 et p = 1− f ′(M). Le spectre de L(·, ǫ) est donne´ par
µk = (ǫλk − 1)2 − p, k = 1, 2, 3... (2.11)
ou` λk = (kπ)
2. Et les vecteurs propres associe´s sont
ϕk := cos(kπ·), k = 1, 2, 3... (2.12)
De plus, L(·, ǫ) est auto-adjoint, c’est-a`-dire que∫ 1
0
L(v, ǫ)wdx =
∫ 1
0
wL(v, ǫ)dx ∀v,w ∈ V˙0. (2.13)
Preuve. La preuve est base´e sur la re´solution de l’e´quation ordinaire suivante{
−∂xxϕ = λϕ, dans L2(Ω)
ϕ
′
(0) = ϕ
′
(1) = 0
(2.14)
Comme (2.14) est une e´quation ordinaire du second ordre, alors la solution re´elle et ge´ne´rale
est donne´e sous la forme :
A1 cos(
√
λx) +A2 sin(
√
λx), ou` , A1, A2 sont des constantes re´elles.
En utilisant les conditions homoge`nes de Neumann, nous trouvons que
ϕk(x) = A cos(kπx), k = 1, 2, 3...
0u, plus simplement
ϕk(x) = cos(kπx), n = 1, 2, 3...
Car A1 est non nulle. Nous de´duisons ainsi le spectre de L(·, ǫ) de la fac¸on suivante
L(ϕk, ǫ) = ǫ
2ϕ
(4)
k + 2ǫϕ
(2)
k + f
′(M)ϕk
= ǫ2λ2kϕk − 2ǫλkϕk + f ′(M)ϕk
=
[
(ǫλk − 1)2 − p
]
ϕk.
On prouve (4.131) par les inte´grations par parties. En effet, soit v et w dans V˙0, en
utilisant la de´finition (2.6), on trouve que∫ 1
0
L(v, ǫ)wdx = ǫ2
∫ 1
0
v(4)wdx+ 2ǫ
∫ 1
0
v(2)wdx+ f ′(M)
∫ 1
0
vwdx
= ǫ2
∫ 1
0
v(2)w(2)dx+ 2ǫ
∫ 1
0
vw(2)dx+ f ′(M)
∫ 1
0
vwdx
= ǫ2
∫ 1
0
vw(4)dx+ 2ǫ
∫ 1
0
vw(2)dx+ f ′(M)
∫ 1
0
vwdx
=
∫ 1
0
vL(w, ǫ)dx.
Ce qui ache`ve la de´monstration de la proposition. 
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Remarque 2.2.1
Comme
{
ϕk
||ϕk|| |k ∈ N
∗
}
est une base orthonorme´e dans L2(Ω), et que la suite (µk)k≥1 des
valeurs propres tend vers +∞ quand k → +∞, alors L(·, ǫ) admet au moins une re´solvante
compacte.
Posons, pour k ≥ 1 et p = 1− f ′(M) ≥ 0,
ǫk :=
1 +
√
p
λk
et ǫ¯k :=
1−√p
λk
. (2.15)
On rappelle qu’une description comple`te du noyau de L(·, ǫ) est donne´e dans la Proposition
0.3.1. En effet, dans cette proposition, Pierre et Rougirel fournissent les conditions sur les
parame`tres du proble`me pour avoir un noyau de dimension 1.
2.3 The´ore`me de bifurcation avec dimKerL(·, ǫ) = 1
Pour prouver le the´ore`me principale de ce chapitre, nous faisons les hypothe`ses sui-
vantes :
(H1) Soient k∗ ∈ N∗ et r < 0 fixe´s. (2.16)
(H2) Soient ǫ > 0 et M ∈ R ve´rifiant (ǫλk∗ − 1)2 + r + 3M2 = 0.
On pose p = −3M2 − r.
(2.17)
(H3) De plus, on suppose que p > 0 et dimKerL(·, ǫ) = 1. (2.18)
Pour simplifier les notations, on pose
ǫ = ǫ∗, ϕ∗ = ϕk∗ , et λ∗ = λk∗. (2.19)
ou` ǫ ∈
{
1 +
√
p
λk∗
,
1−√p
λk∗
}
. Une masse M correspondant a` ǫ∗ sera note´e M∗.
Remarque 2.3.1
Soit k∗ et r fixe´s, si nous posons
X := 3M2 = −(ǫλk∗ − 1)2 − r.
Alors l’ensemble des points (ǫ,X), forment une parabole dont le sommet est S(1/λ∗,−r).
De plus
– si ǫ > 1/λ∗, alors ǫ =
1 +
√
p
λ∗
,
– si ǫ < 1/λ∗, alors ǫ =
1−√p
λ∗
.
Excepte´ l’e´tude du signe de ǫ¨(0) qui sera faite dans la Sous section 2.4, tous les re´sultats
de bifurcation que nous obtiendrons dans la suite sont aussi bien vrais pour ǫ∗ =
1+
√
p
λ∗
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que pour ǫ∗ =
1−√p
λ∗
. Et comme, L(·, ǫ∗) est auto-adjoint avec re´solvant compact, alors les
espaces L˙2(Ω) et V˙0 ont les de´compositions suivantes :
L˙2(Ω) = KerL(·, ǫ∗)⊕R(L(·, ǫ∗)), (2.20)
et
V˙0 = KerL(·, ǫ∗)⊕
(
R(L(·, ǫ∗)) ∩ V˙0
)
, (2.21)
ou`
KerL(·, ǫ∗) = Vect(ϕ∗) et R(L(·, ǫ∗)) = l’image de L(·, ǫ∗).
Ces de´compositions en retour de´finissent de manie`re naturelle les projections continues
suivantes
P : L˙2(Ω) −→ KerL(·, ǫ∗) et Q = I − P : L˙2(Ω) −→ R(L(·, ǫ∗))
ou`
Pv := 2(v, ϕ∗)ϕ∗, ∀v ∈ L˙2(Ω). (2.22)
Ici, (·, ·) de´signe le produit scalaire dans L2(Ω). Ainsi, la solution v peut se de´composer
de manie`re unique, comme suit
v = Pv+(I−P )v = ϕ+w avec ϕ ∈ KerL(·, ǫ∗), et w ∈
(
R(L(·, ǫ∗)) ∩ V˙0
)
. (2.23)
Les solutions de (2.8) sont alors donne´es par le syste`me suivant :{
PF (ϕ+ w, ǫ) = P (L(ϕ+ w, ǫ) +N(ϕ+ w)) = 0, ϕ ∈ KerL(·, ǫ∗)
QF (ϕ+w, ǫ) = Q(L(ϕ+ w, ǫ) +N(ϕ+ w)) = 0, w ∈
(
R(L(·, ǫ∗)) ∩ V˙0
) (2.24)
2.3.1 Projection sur R(L(·, ǫ∗))
D’apre`s (2.24) la projection du proble`me (2.8) sur l’image de L(·, ǫ∗) fournit l’e´quation
suivante :
QF (ϕ+ w, ǫ) = QL(w, ǫ) +QN(ϕ+ w, ǫ) = 0. (2.25)
En utilisant (voir Chapitre 1) la me´thode de Lyapunov-Schmidt et le the´ore`me des fonc-
tions implicites, pour (ϕ,w, ǫ) proche de (0, 0, ǫ∗), on trouve que la solution de (2.25) est
donne´e par {
w := w(ϕ, ǫ), ∀(ϕ, ǫ) ∈ U × V ⊂ Ker(L(·, ǫ∗))× R
w(0, ǫ∗) = 0.
(2.26)
ou` U × V est un voisinage ouvert de (0, ǫ∗) dans Ker(L(·, ǫ∗))×R. De plus, w a la meˆme
re´gularite´ que F , et est de´finie sur U × V a` valeurs dans R(L(·, ǫ∗)). Et comme, c’est
e´galement l’unique solution locale de (2.25) alors w ve´rifie aussi
w(0, ǫ) = 0, ∀ ǫ ∼ ǫ∗. (2.27)
On notera par IKer(L(·,ǫ∗)) l’ope´rateur identite´ du noyau Ker(L(·, ǫ∗)).
Corollaire 2.3.1
Sous les hypothe`ses (2.16)-(2.18) et les de´compositions spatiales (2.20)-(2.21) , on a
Dϕw(0, ǫ∗) = 0. (2.28)
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Preuve. Par utilisation de (2.25), on a
DϕQF (ϕ+ w(ϕ, ǫ), ǫ) = QDvF (ϕ+ w, ǫ)(IKer(L(·,ǫ∗)) +Dϕw)
= QDvF (ϕ+ w, ǫ)IKer(L(·,ǫ∗)) +QDvF (ϕ+ w, ǫ)Dϕw
= 0.
Pour (ϕ, ǫ) = (0, ǫ∗), on trouve que
QDvF (0, ǫ∗).IKer(L(·,ǫ∗)) ≡ 0 car IKer(L(·,ǫ∗)) est a` valeurs dans le noyau.
D’ou` Dϕw(0, ǫ∗) = 0 car QDvF (0, ǫ∗) : L˙2(Ω) −→ R(L(·, ǫ∗)) est inversible. 
Pour des besoins ulte´rieurs, nous calculons D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗].
Proposition 2.3.1
Soit p = 1− f ′(M). Alors sous les hypothe`ses (2.16)-(2.18), on a
D2ϕϕw(0, ǫ∗) [ϕ∗, ϕ∗] = −f
′′
(M)
1
2µ2k∗
ϕ2k∗ , (2.29)
ou` µ2k∗ = (ǫ∗λ2k∗ − 1)2 − p.
Preuve. En diffe´rentiant (2.25) deux fois par rapport a` ϕ, il vient que D2ϕw(0, ǫ∗) [ϕ∗, ϕ∗]
est solution de l’e´quation suivante
QL(D2ϕw(0, ǫ∗) [ϕ∗, ϕ∗] , ǫ∗) +Qf
′′
(M)(ϕ2∗ −
∫
Ω
ϕ2∗) = 0 dans L˙
2(Ω).
Mais comme ϕ2∗ −
∫
Ω ϕ
2∗ ∈ R(L(·, ǫ∗)). Donc on peut re´e´crire l’e´quation pre´ce´dente, plus
simplement comme
L(D2ϕw(0, ǫ∗) [ϕ∗, ϕ∗] , ǫ∗) + f
′′
(M)(ϕ2∗ −
∫
Ω
ϕ2∗) = 0 dans R(L(·, ǫ∗)).
En testant l’e´quation ci-dessus avec ϕk, et en utilisant le fait que
D2ϕw(0, ǫ∗) [ϕ∗, ϕ∗] ∈ R(L(·, ǫ∗)),
nous obtenons∫
Ω
ϕkL(D
2
ϕw(0, ǫ∗) [ϕ∗, ϕ∗] , ǫ∗)dx = −f ′′(M)
∫
Ω
ϕk(ϕ
2
∗ −
∫
Ω
ϕ2∗)dx.
Ou encore, comme
ϕ2∗ =
1
2
ϕ2k∗ +
1
2
∫
Ω
µk(ǫ∗)ϕkD2ϕw(0, ǫ∗) [ϕ∗, ϕ∗] dx = −f ′′(M)
∫
Ω
ϕk
(
(
1
2
ϕ2k∗ +
1
2
)−
∫
Ω
(
1
2
ϕ2k∗ +
1
2
)
)
dx
car L(·, ǫ∗) est auto adjoint (voir (2.6)). Et pour finir, nous faisons une identification de
termes graˆce a` l’e´galite´ suivante∫
Ω
ϕkD
2
ϕw(0, ǫ∗) [ϕ∗, ϕ∗] dx = −f ′′(M)
∫
Ω
1
2µk(ǫ∗)
ϕkϕ2k∗dx.

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2.3.2 Projection sur Ker(L(·, ǫ∗))
Nous de´finissons, d’apre`s (2.24) et (2.26) la fonction Φ˜ par
Φ˜(ϕ, ǫ) = PF (ϕ+ w(ϕ, ǫ), ǫ) = PL(ϕ+w(ϕ, ǫ), ǫ) + PN(ϕ+ w(ϕ, ǫ), ǫ). (2.30)
Par l’utilisation de (2.27), nous de´duisons que
Φ˜(0, ǫ) = 0, ∀ ǫ ∈ R.
Cette e´galite´ permet d’e´crire la relation suivante
Φ˜(ϕ, ǫ) =
∫ 1
0
d
dt
Φ˜(tϕ, ǫ)dt =
∫ 1
0
DϕΦ˜(tϕ, ǫ)ϕdt. (2.31)
De plus, en posant
ϕ = yϕ∗, ∀y ∈ R, (2.32)
il en re´sulte que
Φ˜(yϕ∗, ǫ) = y
∫ 1
0
DϕΦ˜(tyϕ∗, ǫ)ϕ∗dt = yΦ(y, ǫ) (2.33)
ou`
Φ(y, ǫ) =
∫ 1
0
DϕΦ˜(tyϕ∗, ǫ)ϕ∗dt. (2.34)
Finalement, les solutions non triviales du proble`me (2.24), ou plutoˆt du proble`me suivant
ϕ ∈ KerL(·, ǫ∗), ǫ > 0, Φ˜(ϕ, ǫ) = 0,
sont obtenues par la re´solution de ce nouveau proble`me
y ∈ R, ǫ > 0, Φ(y, ǫ) = 0, dans KerL(·, ǫ∗). (2.35)
Remarque 2.3.2
Puisque w = w(ϕ, ǫ) est comple`tement connue par la donne´e de ϕ et ǫ (voir (2.26)), alors
toutes les solutions bifurquantes du proble`me (2.8) sont obtenues en re´solvant l’e´quation
(2.35). Ce qui nous permet de restreindre notre e´tude a` un proble`me de dimension finie.
De´finition 2.3.1
Φ sera appele´e fonction de bifurcation dans toute la suite.
Corollaire 2.3.2
Sous les hypothe`ses (2.16)-(2.18) on a
Φ(0, ǫ∗) = 0. (2.36)
Preuve. De (2.30)-(2.34) on a
Φ(0, ǫ∗) =
∫ 1
0
DϕΦ˜(0, ǫ∗)ϕ∗dt
= PL(ϕ∗ +Dϕw(0, ǫ∗)ϕ∗, ǫ∗), par la de´finition (2.30)
= PL(ϕ∗, ǫ∗) + PL(Dϕw(0, ǫ∗)ϕ∗, ǫ∗)
= 0 car ϕ∗ ∈ KerL(·, ǫ∗) et Dϕw(0, ǫ∗)ϕ∗ = 0.

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De´finition 2.3.2
On dira que (0, ǫ∗) est un point de bifurcation du proble`me (2.5), si il existe une suite de
solutions non triviales (v(y), ǫ(y))−τ≤y≤τ du proble`me (2.8) dans un voisinage de (0, ǫ∗)
telle que (v(0), ǫ(0)) = (0, ǫ∗).
2.3.3 The´ore`me de bifurcation
Dans cette section nous nous inte´ressons aux solutions non triviales du proble`me (2.35)
(ou de manie`re e´quivalente, aux solutions bifurquantes du proble`me (2.8)), c’est-a`-dire les
solutions obtenues pour y 6= 0. Pour ce faire, on donne d’abord le lemme suivant.
Lemme 2.3.1
Sous les hypothe`ses (2.16)-(2.18),
DǫΦ(0, ǫ∗) = DϕǫΦ˜(0, ǫ∗)ϕ∗ =


2
p+
√
p
ǫ∗
ϕ∗, si ǫ∗ =
1 +
√
p
λ∗
,
2
p−√p
ǫ∗
ϕ∗, si ǫ∗ =
1−√p
λ∗
,
(2.37)
est un vecteur non nul.
Preuve. D’une part, on a d’apre`s (2.34),
DǫΦ(0, ǫ∗) =
∫ 1
0
(
DϕǫΦ˜(0, ǫ∗)ϕ∗
)
dt
= DϕǫΦ˜(0, ǫ∗)ϕ∗.
D’autre part, (2.30) et (2.6) donnent
DϕǫΦ˜(0, ǫ∗)ϕ∗ = DǫL(ϕ∗, ǫ) |ǫ=ǫ∗
= 2ǫ∗ϕ
′′′′
∗ + 2ϕ
′′
∗
= 2
[
ǫ∗
(
λ2∗ϕ∗
)− (λ∗ϕ∗)]
= 2
(
ǫ∗λ2∗ − λ∗
)
ϕ∗
= 2
ǫ∗λ∗ − f ′(M)
ǫ∗
ϕ∗
car ǫ2∗λ2∗ − 2ǫ∗λ∗ + f
′
(M) = 0 (voir hypothe`ses (2.16)-(2.18) et la de´finition (2.10)). En
utilisant alors ce qui pre´ce`de, on en de´duit que
DǫΦ(0, ǫ∗) est non nul si et seulement si
ǫ∗λ∗ − f ′(M)
ǫ∗
6= 0. (2.38)
Or
ǫ∗λ∗ − f ′(M) =


p+
√
p, si ǫ∗ =
1 +
√
p
λ∗
,
p−√p, si ǫ∗ =
1−√p
λ∗
,
est non nulle par l’hypothe`se (2.18). D’ou` le re´sultat. 
Nous pouvons maintenant e´noncer le the´ore`me ge´ne´ral de notre analyse.
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The´ore`me 2.3.1 (The´ore`me de bifurcation)
Sous les hypothe`ses (2.16)-(2.18), alors
• (0, ǫ∗) est un point de bifurcation de (2.5).
• Il existe τ > 0 et une unique courbe au moins de classe C 2 au voisinage de (0, ǫ∗)
{(v(y), ǫ(y)) \ y ∈ (−τ, τ) et (v(0), ǫ(0)) = (0, ǫ∗)} , (2.39)
telle que F (v(y), ǫ(y)) = 0, ∀ y ∈ (−τ, τ) et dv
dy
|y=0= v˙(0) = ϕ∗.
• La de´rive´e seconde du parame`tre de bifurcation ǫ est donne´e par :
ǫ¨(0) =
ǫ∗
8(ǫ∗λ∗ − f ′(M))
(
f
′′
(M)2
(ǫ∗λ2k∗ − 1)2 − p
− f ′′′(M)
)
(2.40)
ou`
ǫ∗ ∈
{
1 +
√
p
λ∗
,
1−√p
λ∗
}
.
Avant de prouver le the´ore`me pre´ce´dent, nous donnons les proprie´te´s du couple solutions
(v(y), ǫ(y)) dans le corollaire suivant :
Corollaire 2.3.3
Sous les hypothe`ses du The´ore`me 2.3.1, la solutions v et le parame`tre solution ǫ, satisfont
v = ±
(
2
ǫ¨(0)
(ǫ− ǫ∗)
)1/2
ϕ∗ +O
(
(ǫ− ǫ∗)2
)
dans V˙0. (2.41)
et
ǫ(y) = ǫ∗ +
ǫ¨(0)
2
y2 +O(y3) . (2.42)
Preuve. (The´ore`me 2.3.1)
Il est question ici de trouver les couples non triviaux (y, ǫ) ∈ R∗×R du proble`me (2.35)
ve´rifiant
Φ(y, ǫ) = 0,
ou` Φ est donne´e par
Φ(y, ǫ) :=
∫ 1
0
DvΦ˜(tyϕ∗, ǫ)ϕ∗dt
et
Φ˜(ϕ, ǫ) = PF (ϕ+ w(ϕ, ǫ), ǫ).
En effet, d’apre`s le Corollaire 2.3.2, (0, ǫ∗) est une solution triviale du proble`me (2.35). De
plus, selon le Lemme 2.3.1, la diffe´rentielle de Φ par rapport a` ǫ au point (0, ǫ∗) est non
inversible. Donc d’apre`s le the´ore`me des fonctions implicites, on de´duit que les solutions
non triviales du syste`me suivant{
Φ(y, ǫ) = 0 (y, ǫ) ∈ R∗ × (0,+∞)
Φ(0, ǫ∗) = 0,
(2.43)
ve´rifient {
ǫ = ǫ(y)
Φ(y, ǫ(y)) = 0, ∀ y ∈ (−τ, τ). (2.44)
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En utilisant la relation (2.33), on obtient que
Φ˜(yϕ∗, ǫ(y)) = yΦ(y, ǫ(y)) = y.0 = 0.
Et de meˆme
F (v(y), ǫ(y)) = (I − P )F (yϕ∗ + w(yϕ∗, ǫ(y)), ǫ(y)) + PF (yϕ∗ + w(yϕ∗, ǫ(y)), ǫ(y))
= (I − P )F (yϕ∗ + w(yϕ∗, ǫ(y)), ǫ(y)) + Φ˜(yϕ∗, ǫ(y))
= 0 + Φ˜(yϕ∗, ǫ(y)) d’apre`s (2.26)
= 0 d’apre`s (2.30).
De ce fait, on conclut que (yϕ∗, ǫ(y)) est une suite de solutions non triviales de (2.30) et
que de manie`re e´quivalente (v(y), ǫ(y)) est une suite de solutions non triviales de (2.8).
D’ou` (0, ǫ∗) est un point de bifurcation de (2.5) (dans le sens de la De´finition 2.3.2).
Il reste juste a` montrer le dernier point du the´ore`me. En effet, ǫ est au moins deux
fois de´rivable par rapport a` y (re´gularite´ due au the´ore`me des fonctions implicites). Donc
nous pouvons de´river, sans proble`me, la relation (2.44). Dans un premier temps, on a le
re´sultat suivant
ǫ˙(0) = 0. (2.45)
En effet,
d
dy
Φ(y, ǫ(y)) |y=0 = DyΦ(y, ǫ(y)) +DǫΦ(y, ǫ(y))ǫ˙(y) |y=0
= DyΦ(0, ǫ∗) +DǫΦ(0, ǫ∗)ǫ˙(0) (2.46)
= 0.
Or par l’utilisation de (2.34) et (2.30), on a
DyΦ(y, ǫ∗) |y=0 =
∫ 1
0
Dy(DϕΦ˜(tyϕ∗, ǫ∗)ϕ∗)dt |y=0
=
∫ 1
0
D2ϕϕΦ˜(tyϕ∗, ǫ∗)[ϕ∗, tϕ∗]dt |y=0
=
1
2
D2ϕϕΦ˜(0, ǫ∗)[ϕ∗, ϕ∗]
=
1
2
PD2vvF (0, ǫ∗)[ϕ∗, ϕ∗]
=
1
2
f
′′
(M)P (ϕ2∗ −
∫ 1
0
ϕ2∗dx)
= 0 car ϕ2∗ −
∫ 1
0
ϕ2∗dx ∈ R(L(·, ǫ∗)).
Comme d’apre`s le Lemme 2.3.1, l’ope´rateur DǫΦ(0, ǫ∗) est inversible, alors le re´sultat est
donne´ par (2.46).
On passe maintenant au calcul de ǫ¨(0). Pour ce faire, nous proce´dons de fac¸on analogue
au calcul de ǫ˙(0). C’est-a`-dire, nous de´rivons (2.44) deux fois par rapport a` y.
d2
dy2
Φ(y, ǫ(y)) |y=0 = d
dy
(DyΦ(y, ǫ) +DǫΦ(y, ǫ).ǫ˙(y)) |y=0
= D2yyΦ(y, ǫ) + 2D
2
yǫΦ(y, ǫ).ǫ˙(y) +D
2
ǫǫΦ(y, ǫ) [ǫ˙(y), ǫ˙(y)] +DǫΦ(y, ǫ).ǫ¨(y) |y=0
= 0.
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Comme d’apre`s ce qui pre´ce`de, ǫ˙(0) = 0 lorsque y = 0, il vient que
D2yyΦ(0, ǫ∗) +DǫΦ(0, ǫ∗).ǫ¨(0) = 0. (2.47)
Cette e´galite´ nous ame`ne au calcul de D2yyΦ(0, ǫ∗), car l’expression DǫΦ(0, ǫ∗) est donne´e
par le Lemme 2.3.1.
Sous les hypothe`ses (2.16)-(2.18), on a
D2yyΦ(0, ǫ∗) =
1
3
PD3vvvF (0, ǫ∗) [ϕ∗, ϕ∗, ϕ∗] + PD
2
vvF (0, ǫ∗)
[
ϕ∗,D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗]
]
.
(2.48)
En effet, partant des e´galite´s (2.30)-(2.31) d’une part, et (2.34) d’autre part, on trouve
que
D2yyΦ(y, ǫ) =
∫ 1
0
t2D3ϕϕϕΦ˜(tyϕ∗, ǫ) [ϕ∗, ϕ∗, ϕ∗] dt. (2.49)
Cela donne, en prenant y = 0,
D2yyΦ(0, ǫ∗) =
1
3
D3ϕϕϕΦ˜(0, ǫ∗) [ϕ∗, ϕ∗, ϕ∗] . (2.50)
D’autre part, la diffe´rentielle de (2.30) par rapport a` ϕ donne, dans un premier temps
DϕΦ˜(ϕ, ǫ) = PDvF (v, ǫ).(IKer(L(·,ǫ∗)) +Dϕw(ϕ, ǫ)),
et
D2ϕϕΦ˜(ϕ, ǫ) = PD
2
vvF (v, ǫ)
[
IKer(L(·,ǫ∗)) +Dϕw(ϕ, ǫ), IKer(L(·,ǫ∗)) +Dϕw(ϕ, ǫ)
]
+PDvF (v, ǫ)Dϕϕw(ϕ, ǫ).
Dans un deuxie`me temps, elle donne
D3ϕϕϕΦ˜(ϕ, ǫ) = Dϕ
[
PD2vvF (v, ǫ).(IKer(L(·,ǫ∗)) +Dϕw)
]
.(IKer(L(·,ǫ∗)) +Dϕw)
+2PD2vvF (v, ǫ)
[
IKer(L(·,ǫ∗)) +Dϕw,D
2
ϕϕw
]
+ PDvF (v, ǫ).D
3
ϕϕϕw
= PD3vvvF (v, ǫ)
[
IKer(L(·,ǫ∗)) +Dϕw, IKer(L(·,ǫ∗)) +Dϕw, IKer(L(·,ǫ∗)) +Dϕw
]
+PD2vvF (v, ǫ).(IKer(L(·,ǫ∗)) +Dϕw).D
2
ϕϕw
+2PD2vvF (v, ǫ)
[
IKer(L(·,ǫ∗)) +Dϕw,D
2
ϕϕw
]
+DvF (v, ǫ).D
3
ϕϕϕw
En faisant (ϕ, ǫ) = (0, ǫ∗) dans l’expression ci-dessus, il vient, graˆce a` (2.28), que
D3ϕϕϕΦ˜(0, ǫ∗) = PD
3
vvvF (0, ǫ∗) [ϕ∗, ϕ∗, ϕ∗] + 3PD
2
vvF (0, ǫ∗)
[
ϕ∗,D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗]
]
.
(2.51)
La substitution de (2.51) dans (2.50) donne (2.48). Par ailleurs, de (2.47), il re´sulte que
DǫΦ(0, ǫ∗).ǫ¨(0) = −1
3
(
PD3vvvF (0, ǫ∗) [ϕ∗, ϕ∗, ϕ∗] + 3PD
2
vvF (0, ǫ∗)
[
ϕ∗,D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗]
])
.
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Une utilisation de F , donne la formulation suivante
DǫΦ(0, ǫ∗).ǫ¨(0) = −f
′′′(M)
3
P
(
ϕ3∗ −
∫ 1
0
ϕ3∗dx
)
−f ′′(M)P
(
ϕ∗.D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗]−
∫ 1
0
ϕ∗.D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗]dx
)
(2.52)
ou` D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗] est donne´e par (2.29).
Enfin par (2.1) et la Proposition 2.3.1, on peut voir que
P (ϕ3∗ −
∫ 1
0
ϕ3∗dx) =
3
4
ϕ∗. (2.53)
et
P
(
ϕ∗.D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗]−
∫ 1
0
ϕ∗.D2ϕϕw(0, ǫ∗)[ϕ∗, ϕ∗]dx
)
= −f
′′
(M)
4µ2k∗
ϕ∗. (2.54)
ou` µ2k∗ = (ǫ∗λ2k∗ − 1)2 − p. Et comme selon le Lemme 2.3.1,
DǫΦ(0, ǫ∗) = 2
ǫ∗λ∗ − f ′(M)
ǫ∗
ϕ∗
alors (2.40) est de´duite de (2.52) d’une part et de (2.53) et (2.54) d’autre part. Cela ache`ve
la preuve du the´ore`me. 
Le The´ore`me 2.3.1 fournit l’existence des solutions non triviales du proble`me (2.5)
lorsque le noyau de l’ope´rateur line´arise´ est unidimensionnel. Le Corollaire 2.3.3 donne
quelques unes de leurs proprie´te´s au voisinage du point de bifurcation (0, ǫ∗). Par compa-
raison avec le The´ore`me 1.1.1 e´tabli par Pierre et Rougirel dans [30], on peut voir que nous
avons trouve´ exactement les meˆmes re´sultats bien que nous sommes partis des approches
diffe´rentes. Ce fait nous conduit a` l’e´tude du signe de ǫ¨(0), qui d’une part constitue le
deuxie`me re´sultat important de [30] et d’autre part permet de connaˆıtre les variations de
branches de solutions dans le sens de (2.41).
2.4 Etude du signe de ǫ¨(0)
Dans cette section, on e´tudie les variations de branches de solutions au voisinage de
tout point de bifurcation (0, ǫ). On rappelle que, selon le The´ore`me 2.3.1, cette e´tude passe
par la connaissance du signe de ǫ¨(0) donne´e ci-apre`s
ǫ¨(0) =
ǫ
8(ǫ∗λk − f ′(M))
(
f
′′
(M)2
(ǫ∗λ2k − 1)2 − p − f
′′′
(M)
)
, (2.55)
ou` k, r, ǫ et M ve´rifient les hypothe`ses (2.16)-(2.18). La particularite´ essentielle ici est
que, le parame`tre de bifurcation ǫ, en lequel on obtient une bifurcation peut eˆtre interpre´te´
graˆce a` l’hypothe`se (2.17) comme e´tant l’abscisse dans le plan (ǫ,X) ou` X = 3M2, des
points appartenant a` la parabole de sommet (1/λk, r) et d’e´quation
X = − (ǫλk − 1)2 − r, ǫ > 0, k ∈ N∗, (2.56)
Nous avons repre´sente´ l’ensemble de tous ces points sur un graphique, en fixant k = 3 et
r = −4/5.(voir figure ci-dessous).
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On donne e´galement une version des e´galite´s ci-dessus en fonction de Y .
{
(ǫkλ2k − 1)2 − p = 9 + 24Y + 15Y 2,
(ǫ¯kλ2k − 1)2 − p = 9− 24Y + 15Y 2.
(2.61)
et {
ǫkλk − f ′(M) = Y 2 + Y,
ǫ¯kλk − f ′(M) = Y 2 − Y.
(2.62)
Dans la suite, nous ferons deux e´tudes distinctes du signe de ǫ¨(0). Car l’expression (2.55)
change, selon que ǫ > 1/λk et ǫ < 1/λk. On se souviendra que 1/λk est l’abscisse du
sommet de la parabole (2.56) des points de bifurcations, pour un k fixe´.
2.4.2 Signe de ǫ¨(0) pour ǫ > 1/λk
Nous commenc¸ons cette e´tude par une proposition.
Proposition 2.4.2
Soient ǫ, k, r, M fixe´s et ve´rifiant (2.16)-(2.18). Si ǫ > 1/λk alors
ǫ =
1 + Y
λk
et ǫ¨(0) =
−3
4λkY
[
17
3 Y
2 + 8Y + 23r + 3
5Y 2 + 8Y + 3
]
. (2.63)
Preuve. La premie`re assertion vient de l’hypothe`se (2.16). Ceci e´tant, la seconde assertion
est obtenue par une utilisation de l’expression (2.55) d’une part, et des formules (2.61) et
(2.62) d’autre part. 
Remarque 2.4.1
Si 3M2 −→ 0 alors Y −→ √−r et donc,
lim
Y→√−r
ǫ¨(0) =
−3
4λk
√−r < 0. (2.64)
Nous posons h, la fonction quadratique, de´pendant du parame`tre r et de´finie par
h(Y ) =
17
3
Y 2 + 8Y +
2
3
r + 3, (2.65)
et dont le discriminant re´duit est,
d(r) =
1
9
(−34r − 9) . (2.66)
Comme les signes de h et ǫ¨(0) sont oppose´s (voir (2.63)), il vient alors l’analyse suivante
1. si 23r + 3 ≥ 0⇐⇒ −r ≤ 9/2, alors h(Y ) > 0, ∀ Y > 0 et donc ǫ¨(0) < 0,
2. si 23r+3 < 0⇐⇒−r > 9/2, alors pour donner le signe de ǫ¨(0), nous devons e´tudier
la fonction h, car son signe n’est plus constant.
Proposition 2.4.3
Soit −r > 9/2, la fonction h admet une unique racine, Y0(r) > 0 telle que :
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• ∀ Y ≤ Y0(r) =⇒ h(Y ) ≤ 0,
• ∀ Y > Y0(r) =⇒ h(Y ) > 0.
De fac¸on explicite, Y0(r) est de´finie par :
Y0(r) :=
1
17
(−12 +√−34r − 9) . (2.67)
Preuve.
– Pour −r > 92 , alors d(r) est positif et par conse´quent les racines de h sont :
1
17
(−12−√−34r − 9) et 1
17
(−12 +√−34r − 9) .
La seule racine positive est :
Y0(r) :=
1
17
(−12 +√−34r − 9) .
En effet, pour −r > 9/2,
Y0(r) > 0 ⇔ −12 +
√−34r − 9 > 0
⇔ √−34r − 9 > 12
⇔ −34r − 9 > 144
⇔ −r > 9/2.
Cela est vrai par hypothe`se et nous permet de conclure que Y0(r) > 0, ∀ − r > 9/2,
alors
– si Y > Y0(r) alors h(Y ) > 0,
– si Y ≤ Y0(r) alors h(Y ) ≤ 0.

Remarque 2.4.2
En utilisant la de´finition (2.57), on trouve que la valeur X correspondant a` Y0 est donne´e
par
X0(r) := −
(−12 +√−34r − 9
17
)2
− r. (2.68)
Puisque les signes de ǫ¨(0) et h sont oppose´s, comme nous l’avions de´ja` fait remarquer plus
haut, alors il re´sulte de la proposition pre´ce´dente le corollaire suivant.
Corollaire 2.4.1
Soient −r > 9/2, k ∈ N∗, ǫ > 1/λk ve´rifiant (2.16)-(2.18) et Y0(r) donne´e par (2.67).
Alors,
1. si Y > Y0(r) alors ǫ¨(0) < 0,
2. si Y < Y0(r) alors ǫ¨(0) ≥ 0.
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2.4.3 Signe de ǫ¨(0) pour ǫ < 1λk
Comme dans le cas de l’e´tude pre´ce´dente, nous commenc¸ons cette analyse par une
proposition.
Proposition 2.4.4
Soit ǫ, k, r, M fixe´s et ve´rifiant (2.16)-(2.18). Si ǫ < 1/λk alors Y 6= 1, Y 6= 35 et
ǫ =
1− Y
λk
et ǫ¨(0) =
3
4λkY
[
17
3 Y
2 − 8Y + 23r + 3
5(Y − 1)(Y − 35)
]
, (2.69)
ou` Y =
√−3M2 − r.
Preuve. Elle est due a` la formule (2.55) et aux e´galite´s (2.61) et (2.62). 
Afin d’e´liminer certains cas dans les analyses ulte´rieures, on donne le re´sultat suivant.
Proposition 2.4.5
Soit −r, k fixe´s et Y = √−r, alors, on a
ǫ¨(0) =
3
4λk
√−r > 0. (2.70)
Preuve. Pour Y =
√−r on a :
17
3
Y 2 − 8Y + 2
3
r + 3 = 5Y 2 − 8Y + 3
= 5(Y − 1)(Y − 3/5).
La conclusion est ensuite triviale. 
Pour la suite, nous de´finissons g la fonction quadratique de R dans R par :
g(Y ) =
17
3
Y 2 − 8Y + 2
3
r + 3. (2.71)
On remarquera que le discriminant re´duit de g(Y ) = 0 est donne´ par (2.66). Par ailleurs,
nous pouvons voir par (2.69) que le signe de ǫ¨(0) de´pend de celui de g.
Proposition 2.4.6
Si −r ≥ 9/2 alors
g(Y ) < 0, ∀ 0 < Y < 1. (2.72)
Preuve. Si 23r + 3 ≤ 0 ⇔ −r ≥ 9/2, alors d’apre`s la Proposition 2.4.1, Y ∈ ]0, 1[. Et
donc,
0 < Y < 1 =⇒ Y 2 < Y
=⇒ 17
3
Y 2 − 8Y < −7
3
Y
=⇒ g(Y ) < −7
3
Y +
2
3
r + 3 < 0.
D’ou` le re´sultat. 
Par le re´sultat pre´ce´dent, le corollaire suivant tient.
Corollaire 2.4.2
Si −r ≥ 9/2 alors Y ∈ ]0, 1[ et
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1. si Y > 3/5 alors ǫ¨(0) > 0,
2. si Y < 3/5 alors ǫ¨(0) < 0.
Preuve. C’est une conse´quence de la Proposition 2.4.6 et de la Proposition 2.4.1. 
En revanche, si −r < 9/2 ⇔ 23r + 3 > 0, nous voyons que le signe de g n’est plus
constant. En plus, on a
1. si −r ∈ [1, 9/2[ alors Y ∈ ]0, 1[ ,
2. si −r ∈ ]0, 1[ alors Y ∈ ]0,√−r[ .
Signe de ǫ¨(0) pour −r ∈ [1, 9/2[ et Y ∈ ]0, 1[
Ici, nous e´tudions le signe de ǫ¨(0) donne´e par (2.69), lorsque −r ∈ [1, 9/2[ et Y ∈ ]0, 1[.
Proposition 2.4.7
Si −r ∈ [1, 9/2[ alors g admet Y1(r) comme unique racine dans ]0, 1[. De plus
• si Y ≤ Y1(r), alors g(Y ) ≥ 0,
• si Y > Y1(r), alors g(Y ) < 0.
De fac¸on explicite, Y1(r) est e´gale a`
Y1(r) =
1
17
(
12−√−34r − 9) . (2.73)
Preuve. Pour −r ∈ [1, 9/2[, le discriminant d(r) (voir (2.66)) est strictement positif et
par conse´quent g admet deux racines Y1(r) et Y2(r) donne´es par :
Y1(r) :=
1
17
(
12−√−34r − 9) et Y2(r) := 1
17
(
12 +
√−34r − 9) . (2.74)
Pour conclure, il suffit de ve´rifier que Y1 ∈]0, 1[ et Y2 /∈]0, 1[.
Comme la racine Y2(r) est positive, il reste juste a` la comparer a` 1. En effet,
Y2(r) ≥ 1 ⇔ 12 +
√−34r − 9 ≥ 17
⇔ −r ≥ 1,
Donc Y2(r) /∈ ]0, 1[ .
En ce qui concerne Y1, nous ve´rifions d’abord la positivite´. En effet,
Y1(r) > 0 ⇔ 12−
√−34r − 9 > 0
⇔ −34r − 9 < 144
⇔ −r < 9/2,
cela est vrai. Sa comparaison avec 1 donne
Y1(r) < 1 ⇔ 12−
√−34r − 9 < 17
⇔ −√−34r − 9 < 5,
cela est toujours vrai. Donc Y1(r) ∈ ]0, 1[ . 
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Remarque 2.4.3
En utilisant la de´finition (2.57), on trouve que la valeur X correspondant a` Y1 est donne´e
par
X1(r) := −
(−12−√−34r − 9
17
)2
− r = X0(r) (2.75)
Pour donner la conclusion de cette partie, nous devons e´tudier les positions relatives
de Y1(r) par rapport a` la valeur critique Y = 3/5.
Proposition 2.4.8
Si −r ∈ [1, 9/2[, alors Y1(r) < 3/5.
Preuve. Pour −r ∈ [1, 9/2[, on a ;
Y1(r) < 3/5 ⇔ −
√−9− 34r < −9/5,
⇔ −r > 9/25.
Comme 9/25 < 1 alors la relation ci-dessus est e´galement vraie pour −r ∈ [1, 9/2[. Et d’ou`
le re´sultat. 
Par les deux propositions pre´ce´dentes, nous sommes maintenant en mesure de donner
le signe de ǫ¨(0) pour −r ∈ [1, 9/2[ .
Corollaire 2.4.3
Si −r ∈ [1, 9/2[ alors Y ∈ ]0, 1[ et
1. si 0 < Y ≤ Y1(r), alors ǫ¨(0) ≥ 0
2. si Y1(r) < Y < 3/5, alors ǫ¨(0) < 0,
3. si 3/5 < Y < 1, alors ǫ¨(0) > 0.
Preuve. C’est simplement une conse´quence de la Proposition 2.4.7 et la Proposition
2.4.8. 
Signe de ǫ¨(0) pour −r ∈ ]0, 1[ et Y ∈ ]0,√−r[
Dans cette partie, l’analyse est plus complexe, car les cas changent suivant les valeurs
du parame`tre r. On rappelle que le cas Y =
√−r a e´te´ traite´ dans la proposition 2.4.5.
Proposition 2.4.9
Sous les hypothe`ses de la proposition 2.4.4, si −r ∈ ]0, 9/34] alors
ǫ¨(0) > 0. (2.76)
Preuve.
Si −r ∈ ]0, 9/34[ alors d(r) < 0 (voir (2.66)) et par suite g(Y ) > 0. De plus
−r < 9/34⇒ −r < 9/25 =⇒ 0 < Y < 3/5,
donc ǫ¨(0) > 0.
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Si −r = 9/34 alors d(r) = 0 et g(Y ) = 173 (Y − 12/17)2 ≥ 0. Or
0 < Y <
√
9/34 < 12/17 et
√
9/34 < 3/5.
Donc ǫ¨(0) > 0.

Pour la suite, nous devons d’abord e´tudier les positions relatives de Y1(r) et Y2(r),
donne´es en (2.79), par rapport a` la borne
√−r.
Proposition 2.4.10
Pour −r ∈ ]9/34, 1[, les racines Y1(r) et Y2(r) satisfont les points suivants :
• si −r ∈ ]9/34, 9/25[ alors Y1(r) >
√−r,
• si −r ∈ ]9/25, 1[ alors Y1(r) <
√−r,
• ∀ − r ∈ ]9/34, 1[ alors Y2(r) >
√−r.
Preuve. Par (2.79) et pour tout −r ∈ ]9/34, 1[ nous rappelons que les expressions
respectives de Y1 et Y2 sont donne´es par :
Y1(r) =
1
17
(
12−√−34r − 9) et Y2(r) = 1
17
(
12 +
√−34r − 9) . (2.77)
Preuve du dernier point :
Y2(r) <
√−r ⇔ 1
172
(12 +
√−34r − 9)2 < −r
⇔ 45 + 16√−34r − 9− 5(−34r − 9) < 0
⇔ 5Z2 − 16Z − 45 > 0.
ou` Z :=
√−34r − 9. Or
5Z2 − 16Z − 45 = 5(Z + 9/5)(Z − 5)
et comme 9/34 < −r < 1, alors Z ∈ ]0, 5[. Par conse´quent 0 < Z < 5 ⇔ 9/34 < −r < 1,
et d’apre`s (2.82) on conclut que Y2(r) >
√−r.
Preuve des 2 premiers points :
Comme Y1(r) ≥ 0 sur ]9/34, 1[, il vient
Y1(r) <
√−r ⇔ 1
172
(12−√−34r − 9)2 < −r
⇔ 45− 16√−34r − 9− 5(−34r − 9) < 0
⇔ 5Z2 + 16Z − 45 > 0.
ou` Z :=
√−34r − 9. Cependant
5Z2 + 16Z − 45
est un polynoˆme du second degre´ et de discriminant re´duit 172. D’ou`
5Z2 + 16Z − 45 = 5(Z − 9/5)(Z + 5)
puisque 9/5 ∈ ]0, 5[, alors par utilisation de (2.83),
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5 > Z > 9/5⇔ 1 > −r > 9/25 =⇒ Y1(r) <
√−r,
0 < Z < 9/5⇔ 9/34 < −r < 9/25 =⇒ Y1(r) >
√−r.
D’ou` le re´sultat. 
Proposition 2.4.11
Si −r ∈ ]9/34, 1[ alors Y1(r) satisfait les points suivants :
• si −r ∈ ]9/34, 9/25[ alors Y1(r) > 3/5,
• si −r ∈ ]9/25, 1[ alors Y1(r) < 3/5.
Preuve. Pour −r ∈ ]9/34, 1[
Y1(r) < 3/5 ⇔ −
√−9− 34r < −9/5,
⇔ −r > 9/25.
Et on peut conclure car 9/25 ∈ ]9/34, 1[ . 
Nous sommes maintenant en mesure de donner le signe de ǫ¨(0) pour −r ∈ ]9/34, 1[ .
Corollaire 2.4.4
Si −r ∈ ]9/34, 1[, alors il re´sulte que
1. si −r ∈ ]9/34, 9/25[ alors ǫ¨(0) > 0,
2. si −r ∈ ]9/25, 1[ alors
2.1 si 0 < Y ≤ Y1(r) alors ǫ¨(0) ≥ 0,
2.2 si Y1(r) < Y < 3/5 alors ǫ¨(0) < 0,
2.3 si 3/5 < Y alors ǫ¨(0) > 0.
Remarque 2.4.4
Notre analyse n’est pas suffisante pour conclure dans le cas ou` ǫ¨(0) = 0. En d’autres mots,
dans le cas ou`
Y ∈ {Y0(r), Y1(r)} . (2.78)
2.5 The´ore`me de synthe`se et diagrammes de bifurcation
Dans cette section nous donnons deux versions de la synthe`se du signe ǫ¨(0). La premie`re
est faite en fonction de la variable Y . La deuxie`me version, beaucoup plus utile que la
premie`re est effectue´ en fonction de X. Et, l’utilite´ dont nous parlons ici est simplement
due au fait que tous les diagrammes de bifurcations que nous donnons plus bas sont
repre´sente´s dans le plan (ǫ,X), avec X = 3M2.
Proposition 2.5.1
Soit k, r fixe´s et ǫ, M ve´rifiant les hypothe`ses (2.17)-(2.18).
1. si −r ≤ 9/2 alors Y ∈ ]0,√−r] et
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1.1 si ǫ > 1/λk alors ǫ¨(0) < 0,
1.2 si ǫ < 1/λk alors,
1.2.1 si −r ∈]0, 9/25[ alors ǫ¨(0) > 0,
1.2.2 si −r ∈]9/25, 1[∪[1, 9/2[ alors Y1(r) ∈]0, 1[∩]0,
√−r[,
• si 0 < Y < Y1(r) alors ǫ¨(0) ≥ 0,
• si Y1(r) < Y < 3/5 alors ǫ¨(0) < 0,
• si 3/5 < Y alors ǫ¨(0) > 0.
2. Si −r > 9/2 alors Y ∈ ]0, 1[ et
2.1 si ǫ > 1/λk alors Y0(r) ∈]0, 1[
• si Y > Y0(r) alors ǫ¨(0) < 0,
• si Y ≤ Y0(r) alors ǫ¨(0) ≥ 0,
2.2 si ǫ < 1/λk
• si 0 < Y < 3/5 alors ǫ¨(0) < 0,
• si 3/5 < Y < 1 alors ǫ¨(0) > 0.
Nous e´nonc¸ons maintenant la synthe`se du signe de ǫ¨(0) en fonction de X. Mais, pour
cela, on doit pre´ciser certaines proprie´te´s de Y et X. En effet, on sait que les deux variables
sont lie´es par la relation
Y =
√
−X − r. (2.79)
Nous notons par X0(r) la valeur commune de X correspondant a` Y1 et Y2. On rappelle
que
• si −r ∈ ]9/34, 9/2[
Y1(r) :=
1
17
(
12−√−34r − 9) ,
• si −r ≥ 9/2 alors
Y0(r) :=
1
17
(−12 +√−34r − 9) ,
En utilisant la relation (2.79), la valeur X0 est explicitement donne´e par
X0(r) := −
(−12 +√−34r − 9
17
)2
− r. (2.80)
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The´ore`me 2.5.1
Soit k, r fixe´s et ǫ, M ve´rifiant les hypothe`ses (2.17)-(2.18).
1. si −r ≤ 9/2 alors X ∈ ]0,−r] et
1.1 si ǫ > 1/λk alors ǫ¨(0) < 0,
1.2 si ǫ < 1/λk alors,
1.2.1 si −r ∈]0, 9/25[ alors ǫ¨(0) > 0,
1.2.2 si −r ∈]9/25, 1[∪[1, 9/2[ alors X0(r) ∈]− r − 9/25,−r[,
• si X0(r) ≤ X < −r alors ǫ¨(0) ≥ 0,
• si −r − 9/25 < X < X0(r) alors ǫ¨(0) < 0,
• si X < −r − 9/25 alors ǫ¨(0) > 0.
2. Si −r > 9/2 alors X ∈ ]−r − 1,−r[ et
2.1 si ǫ > 1/λk alors X0(r) ∈]0,−r[
• si X < X0(r) alors ǫ¨(0) < 0,
• si X ≥ X0(r) alors ǫ¨(0) ≥ 0,
2.2 si ǫ < 1/λk
• si −r − 9/25 < X < −r alors ǫ¨(0) < 0,
• si −r − 1 < X < −r − 9/25 alors ǫ¨(0) > 0.
Preuve. Elle est due a` la Proposition 2.5.1. 
Contrairement au The´ore`me 1.2.1, des travaux ante´rieurs de Pierre et Rougirel ou` la
synthe`se du signe de ǫ¨(0) avait pousse´ les auteurs a` fixer M . Le The´ore`me 2.5.1 ci-dessus
apporte quelques ame´liorations inte´ressantes. Car le parame`tre M n’est plus fixe´, et cela
permet de donner les variations de la courbe
y 7−→ ǫ(y) = ǫ+ ǫ¨(0)
2
y2 +O(y3) , (2.81)
au voisinage de tout point (ǫ,X) (c’est-a`-dire, au voisinage de tout point de bifurcation)
ve´rifiant
X = − (ǫλk − 1)2 − r, (2.82)
pourvu que k et r soient fixe´s. Ce fait avantageux nous a permis de connaˆıtre la nature
des bifurcations des branches solutions au voisinage de chaque point de bifurcation (0, ǫ).
2.5.1 Diagrammes de bifurcations suivant les valeurs de r
Le but ici est de donner les variations de (2.81), au voisinage de tout ǫ, correspondant a`
un point de bifurcation (0, ǫ). Cependant, on sait que les re´sultats donne´s dans le The´ore`me
2.3.1 sont locaux. De ce fait, pour re´aliser des diagrammes de bifurcations, on se donne
k∗ et r, et ensuite, on se place sur un point de bifurcation (0, ǫ∗) (ou` encore (ǫ∗, 3M2∗ ))
particulier. L’hypothe`se (2.17) permet de voir que
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1. Si ǫ∗ > λk∗ alors ǫ∗ =
1 +
√
−r − 3M2∗
λk∗
.
2. Si ǫ∗ < λk∗ alors ǫ∗ =
1−
√
−r − 3M2∗
λk∗
.
Cela e´tant faite, nous e´crirons la perturbation de ǫ∗ comme suit
ǫ(y) = ǫ∗ +
ǫ¨(0)
2
y2 +O(y3) (2.83)
ou` ǫ¨(0) est donne´e par (2.63) (ou (2.69)). Ce de´veloppement montre que au voisinage du
point de bifurcation (0, ǫ∗), nous nous attendons a` avoir soit une bifurcation sous critique,
soit une bifurcation sur critique (ou simplement de type Pichfork) suivant le signe de ǫ¨(0).
Pour bien de´crire ce phe´nome`ne, nous avons choisi de repre´senter dans un meˆme plan,
l’ensemble des points de bifurcations (ǫ,X = 3M2) (courbe bleue) et l’ensemble des points
(ǫ˜, X) ou` ǫ˜ est donne´ plus bas (pour un ǫ∗ donne´). Il est important, de souligner que ǫ˜
de´signe la perturbation du parame`tre de bifurcation ǫ par ǫ¨(0). Dans toutes les figures,
l’ensemble des points de perturbation (ǫ˜, X) sera de couleur verte lorsque ǫ < 1/(3π)2 et
de couleur rouge lorsque ǫ > 1/(3π)2. Pour des besoins pratiques, nous de´finissons ǫ˜∗ de
la manie`re suivante
ǫ˜ =


−10, si ǫ¨(0) ≤ −10
ǫ∗ + ǫ¨(0), si − 10 < ǫ¨(0) < 10
10, si ǫ¨(0) ≥ 10.
(2.84)
De´finition 2.5.1
Soit (ǫ, 3M2) un point appartenant a` la parabole d’e´quation (2.82) et ǫ > 1/λk. On dira
que la bifurcation est de type sur-critique lorsque la courbe rouge sera a` l’exte´rieur de la
courbe bleue, et sous critique lorsqu’elle sera a` l’inte´rieur.
De´finition 2.5.2
Soit (ǫ, 3M2) un point appartenant a` la parabole d’e´quation (2.82) et ǫ < 1/λk. On dira
que la bifurcation est de type sur-critique lorsque la courbe verte sera a` l’inte´rieur de la
courbe bleue, et sous critique lorsqu’elle sera a` l’exte´rieur.
Les figures suivantes, illustrent les diffe´rentes situations que nous avons e´tudie´es en
fonction du parame`tre fixe´ r (voir The´ore`me 2.5.1). Pour la re´alisation de toutes les figures,
nous avions pris k = 3, et comme les re´sultats sont obtenues pour de tre`s petites valeurs
de ǫ (a` peu pre`s de 1/(kπ)2 ≃ 11.25810−3), nous avons donc change´ ǫ en 103 × ǫ sur l’axe
des abscisses afin de rendre les graphiques plus lisibles.
Dans la figure 2.2 (ou` on a pris r = −9/20), nous pouvons voir que, dans la partie
droite (c’est-a`-dire ǫ > 1/λk) qui correspond a` la situation ǫ = ǫk, la courbe rouge reste
constamment a` l’inte´rieur de la courbe bleue pour tout X = 3M2 ∈ [0, 9/20[. En re´alite´
cela veut dire que le signe de ǫ¨(0) demeure constant pour X = 3M2 fixe´ dans [0, 9/20[. Ce
qui est conforme au The´ore`me 2.5.1, cas 1.1. Du point de vue analytique, nous dirons que
les branches de solutions obtenues dans le The´ore`me 2.3.1, gardent une meˆme orientation
au voisinage des points de bifurcations. Aussi, selon la De´finition 2.5.1, on peut simplement
dire qu’on a une bifurcation sous critique pour tout X = 3M2 ∈ [0, 9/20[ et ǫ > 1/λk.
En revanche, dans la partie gauche (ǫ < 1/λk), correspondant a` la situation ǫ = ǫ¯k,
nous voyons que pour X ∈ [0, 0.09[ ∪ [X0(−9/20) ≃ 0.138, 9/20[ la courbe verte est a`
l’inte´rieur de la courbe bleue (bifurcation super critique selon la de´finition 2.5.2) et pour
X ∈ [0.09, 0.138] elle est a` l’exte´rieur (bifurcation sous critique). Ce double changement
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d’orientation de la courbe verte est conforme au re´sultat du The´ore`me 2.5.1, cas 1.2.2. Car
ǫ¨(0) change deux fois de signes suivant les intervalles de la variable X. Analytiquement,
nous dirons que les branches de solutions bifurquantes, changent d’orientation suivant que
X ∈ [0, 0.09[ ∪ [X0(−9/20) ≃ 0.138, 9/20[ ou X ∈ [0.09, 0.138] .
Selon le The´ore`me 2.5.1, on peut remarquer qu’il ne reste que deux situations possibles
pouvant se produire. Ces situations sont de´crites par les diagrammes de phases donne´s
par la figure 2.3 et la figure 2.4. En effet, dans la figure 2.3, (ou` on a pris r = −9/30),
la courbe verte et la courbe rouge ne changent pas de sens d’orientation pour tout X et
respectivement dans les deux cas ǫ < 1/λk et ǫ > 1/λk. Ce qui, une fois de plus est conforme
aux re´sultats the´oriques trouve´s dans le The´ore`me 2.5.1, cas 1.1 et cas 1.2.1. Par contre,
dans la figure 2.4 (ou` r = −12), nous observons un seul changement d’orientation dans les
deux situations. Plus pre´cise´ment, lorsque (ǫ > 1/λk), la courbe rouge est a` l’inte´rieur de
la courbe bleue pour tout X ≤ X0(−12) et a` l’exte´rieur dans le cas contraire. De meˆme,
lorsque ǫ < 1/λk la courbe verte est l’inte´rieur de la courbe rouge pour tout X < 12−9/25,
et a` l’exte´rieur dans le cas contraire. Ce qui correspond, du point de vue analytique a` un
seul changement d’orientation des branches de solutions dans les deux situations (voir cas
2.1 et cas 2.2).
Par ailleurs, nous pouvons remarquer que dans les figures 2.2 et 2.4 les changements
d’orientation de la courbe verte ne se font pas toujours de la meˆme manie`re. Dans certains
cas, nous avons des changements continus, et dans d’autres cas, ils sont discontinus. Par
exemple dans la figure 2.2 le phe´nome`ne de changement continu apparaˆıt lorsque la courbe
verte passe de l’exte´rieur a` l’inte´rieur de la courbe bleue et dans la figure 2.4 lorsque la
courbe rouge passe de l’inte´rieur a` l’exte´rieur de la courbe bleue. En fait, ces points de
changements d’orientation continus correspondent aux points X0(r) de´finis par (??) qui
est, selon l’e´tude the´orique, le point d’annulation de la fonction ǫ¨(0). Cependant, notre
analyse ne nous permet pas de donner des orientations des solutions bifurquantes en ces
points. Par contre le phe´nome`ne de changement discontinu n’est observable ici que pour
ǫ < 1/λk (courbe verte). Et pour comprendre ce phe´nome`ne, il faut retourner a` l’expression
(2.69). En effet, dans cette expression, ǫ¨(0) admet 35 comme point critique, en lequel elle
n’est pas continue. Plus tard, on verra que ce point correspond a` un noyau de dimension
2, et qu’il n’est pas un cas isole´. Bien entendu, si nous posons
Xk := X = − (ǫλk − 1)2 − r, (2.85)
pour k > 1 et r < 0 fixe´s. et
Xk′ := −
(
ǫλk′ − 1
)2 − r, avec 1 ≤ k′ < k. (2.86)
D’un point de vue graphique, pour r < 0 et k fixe´s, ces points de bifurcation qui donnent
un noyau de dimension 2 sont des points d’intersections de la parabole Xk avec toutes les
autres paraboles Xk′ tel que 1 ≤ k
′
< k. Il est clair que les hypothe`ses qui ont rendu notre
e´tude possible ne peuvent plus eˆtre valides dans ce cas (voir Proposition 2.2.2). Pour y
reme´dier nous utiliserons dans le prochain chapitre la me´thode des espaces syme´triques,
lorsque la re´duction du noyau sera possible, et la me´thode des multiparame`tres dans le cas
contraire. Les figures 3.1 et 3.2 donnent une ide´e sur certains de ces points de bifurcations
ou` le noyau est de dimension 2.
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Chapitre 3
Etude des solutions stationnaires
bifurquantes avec dimKerL(·, δ) = 2
Ce chapitre couvre la majeure partie des recherches effectue´es dans cette the`se. En
effet, ici nous prouvons l’existence des branches de solutions non triviales lorsque le noyau
de l’ope´rateur line´arise´ est bidimensionnel. Cette e´tude qui aurait pu eˆtre un cas par-
ticulier du Chapitre 2 ne´cessite une parame´trisation astucieuse, pour l’application de la
me´thode de Lyapunov-Schmidt, et la prise en compte des parame`tres qui seront implique´s
dans la re´solution. Une e´tude des variations des branches bifurquantes et un re´sultat de
comparaison des e´nergies comple`tent le chapitre.
3.1 Motivations et hypothe`ses
Dans leurs travaux ante´rieurs consacre´s a` l’e´tude des solutions stationnaires du mode`le
de champs de phase cristallin [30], Pierre et Rougirel avaient de´ja` commence´ a` regarder
la question de l’existence des solutions bifurquantes avec un noyau bidimensionnel (voir
The´ore`me 1.1.3). Mais, tre`s vite, ils ont e´te´ confronte´s a` un proble`me de dimension. Car,
en the´orie classique de bifurcations il est bien connu que plus la dimension du noyau
est grand moins il existe de me´thodes ade´quates permettant de calculer les branches de
solutions bifurquantes. Cette complication les a pousse´ a` particulariser certaines donne´es
du proble`me, mais ne les avaient pas permis de conclure. D’ou`, nous nous donnons l’objectif
ici de prouver le cas ge´ne´ral et aussi, d’e´tudier des e´ventuelles branches de solutions qui y
sont obtenues.
Avant de continuer, nous rappellerons brie`vement le proble`me a` e´tudier, et le cadre
fonctionnel, dans lequel nous allons travailler.
Soient Ω = (0, 1), ǫ > 0, x ∈ Ω et r un parame`tre re´el ne´gatif. Nous de´finissons
f : R −→ R, u 7→ (1 + r)u+ u3. (3.1)
V0 = {u ∈ H4(Ω)|∂xu = ∂xxxu = 0 sur ∂Ω},
L˙2(Ω) = {v ∈ L2(Ω)|
∫
Ω
vdx = 0},
V˙0 = V0 ∩ L˙2(Ω)
En plus des de´finitions, ci-dessus, on pose
δ = (ǫ,M) ∈ (0,∞) × R, (3.2)
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car M sera conside´re´e, comme un parame`tre de bifurcation plus tard.
Soit u(x, 0) = u0(x), une donne´e initiale. Le proble`me d’e´volution du mode`le de champs
de phase cristallin, en dimension 1 d’espace, avec les conditions homoge`nes de Neumann
s’e´crit 

∂u
∂t
= ǫ∂xx(ǫ
2∂xxxxu+ 2ǫ∂xxu+ f(u)), (x, t) ∈ Ω× (0,∞)
∂xu = ∂xxxu = ∂xxxxxu = 0, sur ∂Ω× (0,∞)
u(0) = u0.
(3.3)
Le but est de prouver l’existence de solutions bifurquantes stationnaires du proble`me
suivant
u ∈M + V˙0, ǫ2∂xxxxu+ 2ǫ∂xxu+ f(u) =
∫
Ω
f(u)dx dans L2(Ω), (3.4)
ou` M =
∫
Ω u0(x)dx.
Nous introduisons, pour ce faire, une nouvelle fonction v de´finie par u = M + v. Et,
en utilisant l’expansion de Taylor de la fonction f(M + v) a` l’ordre 3 nous obtenons le
proble`me 

v ∈ V˙0, ǫ2∂xxxxv + 2ǫ∂xxv + f ′(M)v + f
′′(M)
2
(v2 −
∫
Ω
v2dx)
+
f ′′′(M)
6
(v3 −
∫
Ω
v3dx) = 0 dans L2(Ω).
(3.5)
Dans la suite, nous diviserons le membre de gauche de l’e´quation (3.5) en deux parties. A
savoir,
L(·, δ) : V˙0 → L˙2(Ω), v 7→ ǫ2∂xxxxv + 2ǫ∂xxv + f ′(M)v (3.6)
et
N(·, δ) : V˙0 → L˙2(Ω), v 7→ f
′′(M)
2
(v2 −
∫
Ω
v2dx) +
f ′′′(M)
6
(v3 −
∫
Ω
v3dx). (3.7)
Finalement nous de´finissons
F : V˙0 × (0,∞) × R→ L˙2(Ω), (v, δ) 7→ F (v, δ) = L(v, δ) +N(v, δ).
Alors, au lieu de (3.5), nous sommes de´sormais conduits a` e´tudier le proble`me de bifurca-
tion qui consiste a` trouver v et δ tels que
v ∈ V˙0, δ = (ǫ,M) ∈ (0,∞) × R, F (v, δ) = 0 dans L˙2(Ω). (3.8)
En plus, par la Proposition 2.2.1 (voir Chapitre 2), on sait que l’ope´rateur L(·, δ) admet
dans L2(Ω), une base orthogonale de vecteurs propres,
ϕk = cos(kπ·), k = 1, 2, ... (3.9)
Pour des valeurs propres
µk = (ǫλk − 1)2 − p, k = 1, 2, ... (3.10)
On rappelle que
p = 1− f ′(M) et λk = (kπ)2. (3.11)
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3.1. MOTIVATIONSETHYPOTH`ESES
Nousformulonsmaint≥nant,l≥shypoth`≥s≥s,grˆac≥auxqu≥l≥s,nousm`≥n≥ronsl≥sana-lys≥s≤≥c≥chapitr≥.
(H4) Soi≥nt1≤k∗∗<k∗≥tr<0ﬁxδ≥s. (3.12)
(H5) Soi≥nt ǫ>0≥tM ∈R∗vδ≥riﬁant(ǫλk∗−1)2+r+3M2=(ǫλk∗∗−1)2+r+3M2=0.Onpos≥ p=−3M2−r.(3.13)
(H6) D≥plus,onsuppos≥qu≥0<p<1≥tK≥rL(η,δ∗)=V≥ct(ϕk∗,ϕk∗∗).(3.14)Grˆac≥`al’hypoth`≥s≥(3.13),l≥param`≥tr≥pvδ≥riﬁ≥√p=θ2−1θ2+1 o`u θ:=k∗k∗∗. (3.15)Poursimpliﬁ≥rl≥sδ≥critur≥s≤anslasuit≥,ona≤opt≥ral≥snotationssuivant≥s
ϕk∗=ϕ∗,ϕk∗∗=ϕ∗∗,λk∗=λ∗≥tλk∗∗=λ∗∗. (3.16)R≥marqu≥3.1.1Sik∗,k∗∗,r,ǫ∗≥tX∗=3M∗vδ≥riﬁ≥ntl≥shypoth`≥s≥s(3.12)-(3.14)alors,onp≥utvoirgra-phiqu≥m≥ntqu≥(ǫ∗,3M2∗)(ouδ∗=(ǫ∗,M∗))≥stl≥point≤’int≥rs≥ction≤≥≤≥uxparabol≥s,≤ontl≥sδ≥quationssont: X=−(ǫλk∗−1)2−r, (3.17)≥t X=−(ǫλk∗∗−1)2−r. (3.18)av≥cX=3M2.(voirﬁgur≥s3.1≥t3.2,pourk∗=3≥tk∗∗∈{1,2,3,4,5}).
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L’i≤δ≥≥,ici,consist≥a`utilis≥rl≥ssymδ≥tri≥s≤≥s≤≥uxv≥ct≥urspropr≥sϕk∗≥tϕk∗∗qui≥ng≥n≤r≥ntl≥noyau≤≥L(η,δ∗),aﬁn≤≥fair≥pass≥rsa≤im≥nsion≤≥2`a1.Pourappliqu≥rc≥tt≥t≥chniqu≥,nousprocδ≥≤≥ronscomm≥≤ans[30],lorsqu≥l≥saut≥ursmontr≥ntl≥ca-ract`≥r≥symδ≥triqu≥≤≥ssolutionsbifurquant≥s≤uprobl`≥m≥(3.5).Enplus,nous≤δ≥ﬁnissonsTu∈L2loc(R),pourtoutu∈L2(Ω)comm≥un≥fonctionpδ≥rio≤iqu≥≤≥pδ≥rio≤≥2t≥l≥qu≥T(u)=u≤ansΩ≥tT(u)(x)=u(2−x) pourpr≥squ≥toutx∈[1,2]. (3.19)Onr≥marqu≥ra,parail≥urs,qu≥T(ϕk)=cos(kπη),k≥1.Plusprδ≥cisδ≥m≥nt,l’i≤δ≥≥≥st≤≥r≥str≥in≤r≥l’analys≥≤≥bifurcation,soita`l’≥spac≥n≥cont≥nantqu≥≤≥sfonctions2/k∗-pδ≥rio≤iqu≥s,ou≥ncor≥a`l’≥spac≥n≥cont≥nantqu≥≤≥sfonctions2/k∗∗-pδ≥rio≤iqu≥s.Pourc≥la,nousintro≤uisons,pourtoutnombr≥positifη,l≥s≥spac≥ssuivantsV˙0,η= v∈V˙0|Tv≥stη−pδ≥rio≤iqu≥ ,
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est une base spectrale dans L˙22/k∗∗(Ω) pour l’ope´rateur L(·, δ∗).
Dans toute cette partie, M n’est pas conside´re´e comme un parame`tre de bifurcation.
Et donc, la bifurcation se fera uniquement en fonction de ǫ, comme dans le chapitre 2.
Proposition 3.2.1
Soient k∗, k∗∗ satisfaisant (3.12)-(3.14), et θ = k∗k∗∗ /∈ N. Si L(·, δ∗) est vu comme un
ope´rateur de V˙0,2/k∗∗ dans L˙
2
2/k∗∗
(Ω) alors
KerL(·, δ∗) = Vect(ϕk∗∗). (3.20)
Preuve. la preuve est triviale car
ϕ∗ ∈ V˙0,2/k∗∗ ⇔ T (ϕ∗) est 2/k∗∗ − pe´riodique
⇔ ∃m ∈ N∗ tel que k∗ = mk∗∗
En effet,
⇒) T (ϕ∗) est 2/k∗∗ − pe´riodique si
cos(k∗πx) = cos(k∗π(x− 2/k∗∗))
= cos(k∗πx− 2π k∗
k∗∗
)
En faisant x = 0, il vient de ce qui pre´ce`de que 1 = cos(2π k∗k∗∗ ). D’ou` l’existence d’un
m ∈ N∗ tel que k∗ = mk∗∗.
⇐) triviale. Mais cela est faux par hypothe`se. D’ou` le re´sultat. 
En particulier, si nous regardons L(·, δ∗) comme un ope´rateur de V˙0,2/k∗∗ dans L˙22/k∗∗(Ω),
on obtient les de´compositions spatiales suivantes
L˙22/k∗∗(Ω) = R(L(·, δ∗))⊕ kerL(·, δ∗) (3.21)
et
V˙0,2/k∗∗ =
(
R(L(·, δ∗)) ∩ V˙0,2/k∗∗
)
⊕ kerL(·, δ∗). (3.22)
En argumentant comme dans le chapitre 2 (ou plus pre´cise´ment comme dans la section
2.3), il vient le re´sultat suivant
The´ore`me 3.2.1
Soient k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (3.12)-(3.14) et θ = k∗k∗∗ /∈ N alors• (0, δ∗) est un point de bifurcation de (3.8)
• Il existe localement une unique courbe, au moins de classe C2 au voisinage de (0, ǫ∗)
{(v(y), ǫ(y)) \ y ∈ (−τ, τ), τ > 0 et (v(0), ǫ(0)) = (0, ǫ∗)} ⊂ V˙0,2/k∗∗ × (0,+∞),
(3.23)
telle que F (v(y), ǫ(y)) = 0, ∀ y ∈ (−τ, τ) et ϕ˙(0) = ϕ∗∗.
De plus
ǫ˙(0) = 0. (3.24)
et
ǫ¨(0) =
ǫ∗
8(ǫ∗λ∗∗ − f ′(M))
(
f
′′
(M)2
(ǫ∗λ2k∗∗ − 1)2 − p
− f ′′′(M)
)
. (3.25)
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Preuve. La de´monstration est identique a` celle du The´ore`me 2.3.1. 
De fac¸on analogue, nous montrons, dans le the´ore`me qui va suivre, qu’il existe aussi
une unique branche de solutions bifurquantes dans V˙0,2/k∗ × (0,+∞), proche de (0, δ∗),
lorsque nous regardons L(·, δ∗) comme un ope´rateur de V˙0,2/k∗ dans L˙22/k∗(Ω). La seule
particularite´ importante ici est que θ est quelconque dans Q.
The´ore`me 3.2.2
Soient k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (3.12)-(3.14) et θ = k∗k∗∗ > 1. Si L(·, δ∗) est vu
comme un ope´rateur de V˙0,2/k∗ dans L˙
2
2/k∗
(Ω) alors
• (0, ǫ∗) est un point de bifurcation de (3.8)
• Il existe localement une unique courbe, au moins de classe C2 au voisinage de (0, ǫ∗)
et de´finie par
{(v(y), ǫ(y)) \ y ∈ (−τ, τ), τ > 0 et (v(0), ǫ(0)) = (0, ǫ∗)} ⊂ V˙0,2/k∗ × (0,+∞),
(3.26)
telle que F (v(y), ǫ(y)) = 0, ∀ y ∈ (−τ, τ) et ϕ˙(0) = ϕ∗.
De plus
ǫ˙(0) = 0. (3.27)
et
ǫ¨(0) =
ǫ∗
8(ǫ∗λ∗ − f ′(M))
(
f
′′
(M)2
(ǫ∗λ2k∗ − 1)2 − p
− f ′′′(M)
)
. (3.28)
La de´monstration de ce the´ore`me repose sur la Proposition 3.2.2 ci-apre`s, car le reste est
identique au The´ore`me 2.3.1.
Proposition 3.2.2
Soient k∗, k∗∗ satisfaisant (3.12)-(3.14), et θ = k∗k∗∗ > 1. Si L(·, δ∗) est vu comme un
ope´rateur de V˙0,2/k∗ dans L˙
2
2/k∗
(Ω) alors
KerL(·, δ∗) = Vect(ϕ∗). (3.29)
Preuve. la preuve est triviale car
ϕ∗∗ ∈ V˙0,2/k∗ ⇔ T (ϕ∗∗) est 2/k∗ − pe´riodique
⇔ ∃m ∈ N∗ tel que k∗∗ = mk∗
ce qui est absurde car k∗ > k∗∗. D’ou` le re´sultat. 
Remarque 3.2.1
La proposition pre´ce´dente est vraie pour θ > 1. De fait, il re´sulte que la re´duction du noyau
est toujours possible pour η = 2/k∗. En revanche, pour η = 2/k∗∗ nous avons besoin de
plus de restrictions (comme par exemple θ > 1 et θ /∈ N) pour espe´rer avoir une re´duction.
En conclusion, nous dirons que la technique des syme´tries nous a permis de trouver les
branches de solutions bifurquantes dans la direction de ϕ∗, pour θ > 1 et dans la direction
de ϕ∗∗ pour θ /∈ N. Ce phe´nome`ne est illustre´ dans la figure 3.2 pour θ = 32 . Ne´anmoins,
il est important de remarquer que, si θ ∈ N (c’est-a`-dire k∗ = mk∗∗ pour m > 1) alors,
l’utilisation des syme´tries ne peut plus nous permettre de faire la re´duction du noyau, du
moins pour η = 2/k∗∗, car la fonction propre ϕ∗ = ϕmk∗∗ ne peut eˆtre isole´e de l’espace
V˙0,2/k∗∗ , au moyen de la seule syme´trie T . Afin d’e´tablir l’existence des solutions dans
le cas ge´ne´ral, utiliserons, en plus de la me´thode de Lyapunov-Schmidt, la me´thode des
multi-parame`tres (voir Chapitre 1 ou [36], pour plus de de´tail).
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3.3 Existence des solutions par des multi-parame`tres
Cette section est consacre´e au calcul des branches de solutions non triviales du proble`me
(3.8) lorsque dimKerL(·, δ∗) = 2. Pour parvenir a` notre fin, nous utiliserons la me´thode des
multi-parame`tres, qui consiste, a` faire impliquer, dans la re´solution du proble`me, autant
de parame`tres que la dimension du noyau. Et cela explique, l’importance de conside´rer
δ = (ǫ,M) comme parame`tre de bifurcation. En plus de cela, nous faisons l’hypothe`se
suivant
θ =
k∗
k∗∗
/∈ {2, 3}. (3.30)
Nous traiterons ces deux cas dans le Chapitre 5. Pour revenir, au cas ge´ne´ral qui nous
concerne, il faut signaler que, outre l’utilisation la de me´thode des multi-parame`tres,
notre principal outil, pour conduire les analyses, reste encore, la me´thode de re´duction
de Lyapunov-Schmidt (voir Chapitre 1). Ainsi, en de´pit de quelques changements formels,
la de´marche de fond demeurera analogue a` celle qui a e´te´ re´alise´e dans le Chapitre 2. En
prime, comme
{
ϕk
||ϕk|| |k ∈ N \ {0}
}
est une base spectrale dans L˙2(Ω), on a
L˙2(Ω) = KerL(·, δ∗)⊕R(L(·, δ∗)) (3.31)
et
V˙0 = KerL(·, δ∗)⊕
(
R(L(·, δ∗)) ∩ V˙0
)
. (3.32)
Ou`, selon des hypothe`ses (3.12)-(3.14),
KerL(·, δ∗) = Vect(ϕ∗, ϕ∗∗). (3.33)
Ces de´compositions, en retour, de´finissent de manie`re naturelle les projections continues
suivantes
P : L˙2(Ω) −→ KerL(·, δ∗) et Q = I − P : L˙2(Ω) −→ R(L(·, δ∗))
ou`
Pv := 2(v, ϕ∗)ϕ∗ + 2(v, ϕ∗∗)ϕ∗∗, ∀v ∈ L˙2(Ω). (3.34)
Ici, (·, ·) de´signe le produit scalaire dans L2(Ω). D’ou`, on peut e´crire la solution v sous la
forme suivante
v = Pv+(I−P )v = ϕ+w avec ϕ ∈ KerL(·, δ∗), et w ∈
(
R(L(·, δ∗)) ∩ V˙0
)
. (3.35)
De ce fait, il re´sulte que les solutions du proble`me (3.8) sont donne´es par le syste`me suivant{
PF (ϕ+ w, δ) = P (L(ϕ, δ) +N(ϕ+ w, δ)) = 0
QF (ϕ+ w, δ) = Q(L(w, δ) +N(ϕ+ w, δ)) = 0.
(3.36)
Soit ϕ0 un vecteur de KerL(·, δ∗), ve´rifiant que
ϕ0 = αϕ∗ + βϕ∗∗ avec α 6= 0 et β 6= 0. (3.37)
Autrement dit, ϕ0 n’est ni coline´aire a` ϕ∗, ni coline´aire a` ϕ∗∗. Ensuite, on suppose que α
et β satisfont
(H7) α2 + β2 = 1 (c’est-a`-dire || ϕ0 ||2= 1
2
). (3.38)
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Enfin, pour tout ϕ ∈ KerL(·, δ∗), tel que || ϕ ||2= | y |
2
avec y ∈ R, nous posons,
ϕ = yϕ0 y ∈ R. (3.39)
Cette substitution est faite, pour faciliter l’application de la me´thode de re´duction, et la
technique des multi-parame`tres, sur lesquelles reposent les analyses que nous me`nerons
plus tard. La compre´hension de ce qui pre´ce`de, peut se traduire en des termes suivants :
Soit un vecteur ϕ0 non coline´aire aux vecteurs de base ϕ∗ et ϕ∗∗. Peut-on
trouver des branches de solutions bifurquantes dans la direction ϕ0 ?
C’est pre´cise´ment, a` cette question que nous allons tenter de re´pondre dans la suite.
De plus, on conside`rera que chaque vecteur ϕ ∈ KerL(·, δ∗) est de la forme (3.39). En
revanche, l’hypothe`se (3.38) sera utile, pour l’e´tude des variations des branches.
3.3.1 Projection sur R(L(·, δ∗))
D’apre`s (3.36), la projection du proble`me (3.8) sur l’image de L(·, δ∗) nous fournit
l’e´quation suivante :
QL(w, δ) +QN(ϕ+ w, δ) = 0. (3.40)
Ainsi, par l’utilisation du the´ore`me des fonctions implicites (voir Chapitre 1) et pour
(v,w, δ) proche de (0, 0, δ∗), la relation (3.40) est e´quivalente a`{
w := w(ϕ, δ), ∀(ϕ, δ) ∈ U × V ⊂ Ker(L(·, δ∗))× R2
w(0, δ∗) = 0,
(3.41)
ou` U × V est un voisinage ouvert de (0, δ∗). De plus w a la meˆme re´gularite´ que F et est
de´finie d’un voisinage de (0, δ∗) a` valeurs dans R(L(·, δ∗)). Aussi, puisqu’elle est l’unique
solution locale de (3.40) alors w ve´rifie
w(0, δ) = 0, ∀ δ ∼ δ∗. (3.42)
Nous posons
IKer(L(·,δ∗)) = l’ope´rateur identite´ sur Ker(L(·, δ∗)). (3.43)
Corollaire 3.3.1
Sous les hypothe`ses (3.12)-(3.14) et les de´compositions spatiales (3.31)-(3.32) on a
Dϕw(0, δ∗) = 0. (3.44)
Preuve.
DϕQF (ϕ+ w(ϕ, δ), δ) = QDvF (ϕ+ w(ϕ, δ), δ)(IKer(L(·,δ∗)) +Dϕw(ϕ, δ))
= QDvF (ϕ+ w(ϕ, δ), δ)IKer(L(·,δ∗))
+ QDvF (ϕ+ w(ϕ, δ), δ)Dϕw(ϕ, δ)
= 0.
Il re´sulte que, pour (ϕ, δ) = (0, δ∗)
QDvF (0, δ∗)Dϕw(0, δ∗) = 0 car QDvF (0, δ∗)IKer(L(·,δ∗)) = 0.
D’ou` Dϕw(0, δ∗) = 0 car QDvF (0, δ∗) : L˙2(Ω) −→ R(L(·, δ∗)) est inversible. 
Pour des besoins ulte´rieurs nous calculons D2ϕϕw(0, δ∗)[ϕ0, ϕ0].
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Proposition 3.3.1 ( [30])
Sous les hypothe`ses (3.12)-(3.14), k∗k∗∗ 6= 2 et ϕ0 = αϕ∗ + βϕ∗∗ avec α2 + β2 = 1, il re´sulte
que,
D2ϕϕw(0, δ∗)ϕ0.ϕ0 = x2k∗ϕ2k∗ + xk∗+k∗∗ϕk∗+k∗∗ + xk∗−k∗∗ϕk∗−k∗∗ + x2k∗∗ϕ2k∗∗ (3.45)
ou`
x2k∗ = −f
′′
(M)
α2
2µ2k∗
xk∗+k∗∗ = −f
′′
(M)
αβ
µk∗+k∗∗
xk∗−k∗∗ = −f
′′
(M)
αβ
µk∗−k∗∗
x2k∗∗ = −f
′′
(M)
β2
2µ2k∗∗
,
et
µj = (ǫ∗λj − 1)2 − p
pour j = 2k∗, k∗ + k∗∗, k∗ − k∗∗, 2k∗∗ et λj = (jπ)2.
Preuve. En diffe´rentiant (3.40) deux fois par rapport a` ϕ et en appliquant le re´sultat a`
ϕ0 il s’ensuit que D
2
ϕϕw(0, δ∗)[ϕ0, ϕ0] est solution de l’e´quation suivante
QL(D2ϕϕw(0, δ∗)[ϕ0, ϕ0], δ∗) +Qf
′′
(M)(ϕ20 −
∫
Ω
ϕ20dx) = 0 dans L˙
2(Ω),
et puisque k∗ 6= 2k∗∗, alors
ϕ20 −
∫
Ω
ϕ20dx =
α2
2
ϕ2k∗ + αβϕk∗+k∗∗ + αβϕk∗−k∗∗ +
β2
2
ϕ2k∗∗ ∈ R(L(·, δ∗))
d’ou` on a simplement,
L(D2ϕϕw(0, δ∗)[ϕ0, ϕ0], δ∗) + f
′′
(M)(ϕ20 −
∫
Ω
ϕ20dx) = 0.
En testant l’e´quation ci-dessus avec ϕk, on obtient∫ 1
0
D2ϕw(0, δ∗)[ϕ0, ϕ0]L(ϕk, δ∗)dx+ f
′′
(M)
∫ 1
0
(ϕ20 −
∫ 1
0
ϕ20dx)ϕkdx = 0
car L(·, δ∗) est auto-adjoint. Et par suite, on a∫ 1
0
D2ϕw(0, δ∗)[ϕ0, ϕ0]µkϕkdx+ f
′′
(M)
∫ 1
0
(ϕ20 −
∫ 1
0
ϕ20dx)ϕkdx = 0
ou encore∫ 1
0
D2ϕw(0, δ∗)[ϕ0, ϕ0]µkϕkdx = −f
′′
(M)
∫ 1
0
(
α2
2
ϕ2k∗+αβϕk∗+k∗∗+αβϕk∗−k∗∗+
β2
2
ϕ2k∗∗)ϕkdx.
On obtient le re´sultat en faisant une identification termes. 
3.3.2 Projection sur Ker(L(·, δ∗))
Les relations (3.36) et (3.43) permettent de de´finir Φ˜ par
Φ˜(ϕ, δ) = PF (ϕ +w(ϕ, δ), δ) = PL(ϕ+ w(ϕ, δ), δ) + PN(ϕ+ w(ϕ, δ), δ). (3.46)
De plus, d’apre`s (3.42) et le fait que Φ˜ est nulle par de´finition (voir (3.36) ), on a
Φ˜(0, δ) = 0, ∀ δ ∈ V ⊂ (0,+∞[×R∗. (3.47)
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Ce qui permet d’e´crire Φ˜ de la manie`re suivante
Φ˜(ϕ, δ) =
∫ 1
0
d
dt
Φ˜(tϕ, δ)dt =
∫ 1
0
DϕΦ˜(tϕ, δ)ϕdt. (3.48)
Puisque nous cherchons des solutions de la forme ϕ = yϕ0 (voir (3.39)), il re´sulte que
Φ˜(yϕ0, δ) = y
∫ 1
0
DϕΦ˜(tyϕ0, δ)ϕ0dt = yΦ(y, δ), (3.49)
avec
Φ(y, δ) =
∫ 1
0
DϕΦ˜(tyϕ0, δ)ϕ0dt. (3.50)
Donc, les solutions non triviales du proble`me (3.8), sont de´sormais, obtenues par le nouveau
proble`me de bifurcation suivant
y ∈ R, δ ∼ δ∗, Φ(y, δ) = 0 dans KerL(·, δ∗). (3.51)
Corollaire 3.3.2
Sous les hypothe`ses (3.12)-(3.14) et la de´composition spatiale (3.31) on a,
Φ(0, δ∗) = 0. (3.52)
Preuve.
Φ(0, δ∗) =
∫ 1
0
DϕΦ˜(0, δ∗)ϕ0dt
= PL(IKer(L(·,δ∗)) +Dϕw(0, δ∗), δ∗)ϕ0
= PL(IKer(L(·,δ∗)), δ∗)ϕ0 + PL(Dϕw(0, δ∗), δ∗)ϕ0
= 0.
Car ϕ0 ∈ Ker(L(·, δ∗)) et Dϕw(0, δ∗)ϕ0 = 0 (voir (3.44)). 
3.3.3 The´ore`me de bifurcation par les multi-parame`tres
En the´orie de la bifurcation, la me´thode des multi-parame`tres consiste a` faire impli-
quer, dans la recherche de branches de solutions, autant de parame`tres que la dimension
du noyau de l’ope´rateur qui gouverne l’e´volution du syste`me. C’est pour cette raison,
pre´cise´ment, que nous avons choisi, dans ce chapitre, de conside´rer deux parame`tres de
bifurcations, a` savoir : ǫ et M (ou δ = (ǫ,M)). De plus, on prendra V ect(ϕ∗, ϕ∗∗) comme
une base orthonorme´e de KerL(0, δ∗). Autrement dit,
∀ϕ ∈ Ker(L(·, δ∗))⇔ ϕ = 2(ϕ,ϕ∗)ϕ∗ + 2(ϕ,ϕ∗∗)ϕ∗∗. (3.53)
Cette expression, nous permettra de simplifier les e´critures des coefficients de la repre´sentation
matricielle Aα,β, de l’ope´rateur DδΦ(0, δ∗) ∈ L (R2,Ker(L(·, δ∗))), de´finie ci-apre`s. En
outre, on prendra
eR2 :=
((
1
0
)
;
(
0
1
))
comme la base canonique de R2.
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Dans les bases de´finies ci-dessus, on donne la repre´sentation matricielle de l’ope´rateur
DδΦ(0, δ∗) par
Aα,β =


2
(
DϕǫΦ˜(0, δ∗)ϕ0, ϕ∗
)
2
(
DϕM Φ˜(0, δ∗)ϕ0, ϕ∗
)
2
(
DϕǫΦ˜(0, δ∗)ϕ0, ϕ∗∗
)
2
(
DϕM Φ˜(0, δ∗)ϕ0, ϕ∗∗
)

 , (3.54)
et on a le lemme suivant.
Lemme 3.3.1
Soient k∗, k∗∗, δ∗ satisfaisant (3.12)-(3.14). La matrice Aα,β, explicitement donne´e par
Aα,β =


2α
ǫ∗λ∗ − f ′(M∗)
ǫ∗
αf
′′
(M∗)
2β
ǫ∗λ∗∗ − f ′(M∗)
ǫ∗
βf
′′
(M∗)


(3.55)
est inversible.
Preuve. Nous commenc¸ons la preuve de ce lemme par le calcul des coefficients de la
matrice Aα,β donne´e en (3.54). Pour ce faire, il suffit de de´terminer les composantes des
vecteurs
DϕǫΦ˜(0, δ∗)ϕ0 et DϕM Φ˜(0, δ∗)ϕ0 (3.56)
dans la base eKer(L(·,δ∗)).
D’une part, la definition (3.50) de Φ, donne
DδΦ(0, δ∗) =
∫ 1
0
[
DϕǫΦ˜(0, δ∗)ϕ0, DϕM Φ˜(0, δ∗)ϕ0
]
dt
=
[
DϕǫΦ˜(0, δ∗)ϕ0, DϕM Φ˜(0, δ∗)ϕ0
]
.
D’autre part, en diffe´rentiant Φ˜ par rapport a` ϕ (voir (3.46)), on obtient
DϕΦ˜(ϕ, δ) = PL(I +Dϕw, δ) + PDvN(ϕ+ w, δ)(I +Dϕw). (3.57)
La diffe´rentiation du re´sultat ci-dessus par rapport a` δ donne
DϕδΦ˜(ϕ, δ)ϕ0 = PDδL(·, δ)(I +Dϕw)ϕ0 + PL(Dϕδw, δ)ϕ0
+PD2vvN(ϕ+ w, δ)(ϕ0 +Dϕwϕ0).Dδw
+PDvδN(ϕ+ w, δ)(I +Dϕw)ϕ0 + PDvN(ϕ+ w, δ)(Dϕδw)ϕ0
=
[
DϕǫΦ˜(ϕ, δ)ϕ0 , DϕM Φ˜(ϕ, δ)ϕ0
]
.
En appliquant le re´sultat a` (ϕ, δ) = (0, δ∗), et en utilisant le fait que
DvN(0, δ) = 0, D
2
vδN(0, δ∗) = 0 et Dδw(0, δ) = 0 ∀ δ ∈ R2 (3.58)
(voir (3.7) et (3.42)), il vient que
DϕδΦ˜(0, δ∗)ϕ0 = PDδL(·, δ)(I +Dϕw)ϕ0 |δ=δ∗
= PDδL(ϕ0, δ) |δ=δ∗ car Dϕw(ϕ0, δ∗) = 0
= [PDǫL(ϕ0, δ) |δ=δ∗ , PDML(ϕ0, δ) |δ=δ∗ ] . (3.59)
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Cette dernie`re e´galite´ nous permet de de´duire que
DϕǫΦ˜(0, δ∗)ϕ0 = PDǫL(ϕ0, δ) |δ=δ∗
= P
(
2ǫ∗ϕ
′′′′
0 + 2ϕ
′′
0
)
= 2
[
ǫ∗
(
αλ2∗ϕ∗ + βλ
2
∗∗ϕ∗∗
)− (αλ∗ϕ∗ + βλ∗∗ϕ∗∗)]
= 2α
(
ǫ∗λ2∗ − λ∗
)
ϕ∗ + 2β
(
ǫ∗λ2∗∗ − λ∗∗
)
ϕ∗∗
= 2α
ǫ∗λ∗ − f ′(M∗)
ǫ∗
ϕ∗ + 2β
ǫ∗λ∗∗ − f ′(M∗)
ǫ∗
ϕ∗∗ (3.60)
car ǫ2∗λ2∗− 2ǫ∗λ∗+ f
′
(M∗) = 0 et ǫ2∗λ2∗∗− 2ǫ2∗λ∗∗+ f
′
(M∗) = 0. (voir hypothe`se (3.14)). De
meˆme, on obtient
DϕM Φ˜(0, δ∗)ϕ0 = PDML(ϕ0, δ) |δ=δ∗
= αf
′′
(M∗)ϕ∗ + βf
′′
(M∗)ϕ∗∗. (3.61)
Les re´sultats (3.60) et (3.61) donnent les coefficients de Aα,β . Il reste a` montrer son ca-
racte`re inversible. En effet, le de´terminant de Aα,β que l’on notera Dα,β est donne´ par
Dα,β =
2αβ
ǫ∗
(
√
p+ p− p+√p)f ′′(M∗) = 4
αβ
√
p
ǫ∗
f
′′
(M∗). (3.62)
Comme selon l’hypothe`se (3.13), le parame`tre M∗ est non nul. Donc, il resulte que
Dα,β 6= 0⇐⇒ α 6= 0 et β 6= 0. (3.63)
Et, cela est ve´rifie´ (voir (3.37)). Donc Aα,β est inversible. 
Nous sommes maintenant en mesure de donner le re´sultat principal de ce chapitre.
The´ore`me 3.3.1 (Bifurcation)
Soient k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (3.12)-(3.14). Alors,
• (0, δ∗) est un point de bifurcation de (3.8).
• Il existe τ > 0 et une unique courbe au moins de classe C2 dans un voisinage de
(0, δ∗) par,
{(v(y), δ(y)) \ y ∈ (−τ, τ) et (v(0), δ(0)) = (0, δ∗)} , (3.64)
telle que F (v(y), δ(y)) = 0, ∀ y ∈ (−τ, τ) et v˙(0) = ϕ0 = αϕ∗ + βϕ∗∗.
De plus, si (3.30) et (3.38) sont satisfaites, alors
ǫ¨(0) =
3ǫ∗
8
√
p
(
A(θ2,M2∗ )α
2 +B(θ2,M2∗ )
)
, (3.65)
M¨(0) =
1
8M∗
(
C(θ2,M2∗ )α
2 +D(θ2,M2∗ )
)
. (3.66)
Avec 

A(θ2,M2∗ ) = 2 +M2∗
(
θ2 + 1
)2 (−2θ4 + 61θ2 − 2)
θ2 (4θ2 − 1) (θ2 − 4)
B(θ2,M2∗ ) = −1 +M2∗
(
θ2 + 1
)2 (
4θ2 − 61)
2 (4θ2 − 1) (θ2 − 4) .
(3.67)
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et 

C(θ2,M2∗ ) = −2
θ2 − 1
θ2 + 1
+M2∗
(
θ2 + 1
) (
θ2 − 1) (4θ4 − 57θ2 + 4)
θ2 (4θ2 − 1) (θ2 − 4)
D(θ2,M2∗ ) = −2
θ2 + 2
θ2 + 1
+M2∗
(
θ2 + 1
) (−4θ4 + θ2 − 60)
(4θ2 − 1) (θ2 − 4) .
(3.68)
Avant de continuer, il est ne´cessaire, de faire quelques commentaires, et de donner des
conse´quences imme´diates. En effet, le The´ore`me 3.3.1, donne l’existence des branches de
solutions non triviales, du proble`me (3.5), lorsque le noyau de l’ope´rateur line´arise´ est
bidimensionnel. Et cela, pourvu que les hypothe`ses pose´es, soient respecte´es. Ce re´sultat
complique´, qui avait de´ja` e´te´ aborde´ dans [30], est e´tabli, ici, de manie`re ge´ne´rale et plus
directe. En plus, il pre´sente un inte´reˆt important, en ce sens que l’on peut e´tablir une
connexion avec les The´ore`me 3.2.1 et 3.2.2, de la Section 3.2. Car, si on fait tendre α vers
0 (respectivement β vers 0) dans (3.37), alors, tout le proble`me revient a` chercher des
branches bifurquantes de solutions, dans la direction de ϕ∗ (ou ϕ∗∗). Et, on peut montrer,
par exemple par utilisation du syste`me (3.89), qu’on a exactement les re´sultats (3.25) et
(3.28). Un avantage, non ne´gligeable, que nous pouvons e´galement signaler est que des
expressions ǫ¨(0) et M¨(0) sont quadratiques en α. Cela, sera tre`s utile dans l’e´tude des
variations des branches de solutions.
Corollaire 3.3.3
Sous les hypothe`ses du The´ore`me 3.3.1, la solutions v et des parame`tres solutions ǫ et M
satisfont
v = ±
(
2
ǫ¨(0)
(ǫ− ǫ∗)
)1/2
ϕ∗ +O
(
(ǫ− ǫ∗)2
)
dans V˙0. (3.69)
ǫ(y) = ǫ∗ +
ǫ¨(0)
2
y2 +O(y3) . (3.70)
et
M(y) =M∗ +
M¨ (0)
2
y2 +O(y3) . (3.71)
Preuve. (The´ore`me 3.3.1)
Nous prouvons seulement l’assertion (3.64). Le reste de la preuve fera l’objet d’une
proposition qui sera donne´e plus tard. En effet, il s’agit, ici, de trouver des solutions non
triviales du proble`me (3.51) consistant a` trouver y et δ tels que,
y ∈ R, δ ∼ δ∗, Φ(y, δ) = 0.
Or graˆce au Corollaire 3.3.2, on peut voir que (0, δ∗) est une solution particulie`re de ce
proble`me. Et comme DδΦ(0, δ∗) est inversible (voir Lemme 3.3.1), alors le the´ore`me des
fonctions implicites permet de dire que, les solutions du proble`me suivant{
Φ(y, δ) = 0, y ∈ R et δ ∼ δ∗
Φ(0, δ∗) = 0
ve´rifient, {
δ = δ(y) et δ(0) = δ∗
Φ(y, δ(y)) = 0, ∀ y ∈ (−τ, τ). (3.72)
De plus, par (3.49), on de´duit que
Φ˜(yϕ0, δ(y)) = yΦ(y, δ(y)) = y.0 = 0 ∀y ∈ (−τ, τ).
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Donc (yϕ0, δ(y)) sont solutions de (3.46). Et finalement, de (3.36) on trouve que
F (v(y), δ(y)) = PF (yϕ0 + w(y), δ(y)) + (I − P )F (yϕ0 + w(y), δ(y)) ∀y ∈ (−τ, τ)
= Φ˜(yϕ0, δ(y)) + 0 car w(y) est l’unique solution de (3.40)
= 0.
D’ou` (3.64). De ce dernier re´sultat, on conclut que (0, δ∗) est un point de bifurcation du
proble`me (3.8), dans le sens de la De´finition 2.3.2 du Chapitre 2. 
Pour comple´ter la preuve du The´ore`me 3.3.1, on va donner une proposition relative
aux calculs de ǫ¨(0) et de M¨(0). Pour ce faire, nous posons
a :=
3α3
4
+
3αβ2
2
, b :=
3β3
4
+
3βα2
2
, (3.73)
c := −f
′′
(M∗)α3
4µ2k∗
− f
′′
(M∗)αβ2
2µk∗+k∗∗
− f
′′
(M)αβ2
2µk∗−k∗∗
, (3.74)
et
d := −f
′′
(M∗)β3
4µ2k∗∗
− f
′′
(M∗)βα2
2µk∗+k∗∗
− f
′′
(M∗)βα2
2µk∗−k∗∗
, (3.75)
ou`
µj = (ǫ∗λj − 1)2 − p, j = 2k∗, k∗ + k∗∗, k∗ − k∗∗, 2k∗∗ et λj = (jπ)2. (3.76)
Proposition 3.3.2
Sous les hypothe`ses du The´ore`me 3.3.1 alors
ǫ˙(0) = 0 et M˙(0) = 0. (3.77)
De plus, si (3.30) est satisfaite, alors
ǫ¨(0) =
ǫ∗
4
√
p
[
−2a
α
− f
′′
(M∗)c
α
+
2b
β
+
f
′′
(M∗)d
β
]
, (3.78)
et
M¨(0) =
1
f ′′(M∗)
[
a(
√
p− 1)
α
+
f
′′
(M∗)(
√
p− 1)c
2α
− (
√
p+ 1)b
β
− f
′′
(M∗)(
√
p+ 1)d
2β
]
(3.79)
ou` a, b, c et d sont donne´es par (3.73)-(3.75).
Preuve. Sous les hypothe`ses du The´ore`me 3.3.1, le couple (y, δ(y)) est solution de (3.51)
si et seulement si
Φ(y, δ(y)) = 0 ∀ y ∈ (−τ, τ). (3.80)
En de´rivant (3.80) une fois, par rapport a` y on obtient,
d
dy
Φ(y, δ(y)) |y=0 = DyΦ(y, δ(y)) +DδΦ(y, δ(y))δ˙(y) |y=0
= DyΦ(0, δ∗) +DδΦ(0, δ∗)δ˙(0) (3.81)
= 0.
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D’autre part, par l’utilisation de (3.46) et (3.50), on obtient
DyΦ(y, δ∗) |y=0 =
∫ 1
0
Dy(DϕΦ˜(tyϕ0, δ∗)ϕ0)dt |y=0
=
∫ 1
0
D2ϕϕΦ˜(tyϕ0, δ∗)[ϕ0, tϕ0]dt |y=0
=
1
2
D2ϕϕΦ˜(0, δ∗)[ϕ0, ϕ0]
=
1
2
PD2ϕϕF (0, δ∗)[ϕ0, ϕ0]
=
1
2
f
′′
(M∗)P (ϕ20 −
∫ 1
0
ϕ20dx)
= 0 car par hypothe`se k∗ 6= 2k∗∗ et ϕ20 −
∫ 1
0
ϕ20dx ∈ KerL(·, δ∗).
Ainsi par (3.81), et en faisant usage de la matrice Aα,β , nous de´duisons que
DδΦ(0, δ∗).δ˙(0) = 0⇔ Aαβ δ˙(0) =
(
0
0
)
.
D’ou`
δ˙(0) =
(
0
0
)
car Aαβ est inversible.
Et comme δ˙(0) =
(
ǫ˙(0)
M˙(0)
)
, alors on obtient (3.77).
Pour calculer δ¨(0) (ou encore ǫ¨(0) et M¨(0) ) nous de´rivons la relation (3.80), deux fois,
par rapport a` y. D’une part, on obtient,
d2
dy2
Φ(y, δ(y)) |y=0 = d
dy
(DyΦ(y, δ) +DδΦ(y, δ).δ˙(y))
= D2yyΦ(y, δ) + 2D
2
yδΦ(y, δ).δ˙(y) +D
2
δδΦ(y, δ).δ˙.(y)δ˙(y) +DδΦ(y, δ).δ¨(y)
= 0,
Comme δ˙(0) = 0 pour y = 0, alors la relation ci-dessus devient
D2yyΦ(0, δ∗) +DδΦ(0, δ∗).δ¨(0) = 0. (3.82)
Pour conclure, nous devons calculer D2yyΦ(0, δ∗). En effet, d’apre`s (3.50), on a
D2yyΦ(y, δ∗) =
∫ 1
0
t2D3ϕϕϕΦ˜(tyϕ0, δ∗)[ϕ0, ϕ0, ϕ0]dt,
en y = 0, ce re´sultat devient
D2yyΦ(0, δ∗) =
1
3
D3ϕϕϕΦ˜(0, δ∗)[ϕ0, ϕ0, ϕ0]. (3.83)
Or, en utilisant la de´finition (3.46), on obtient premie`rement
DϕΦ˜(ϕ, δ) = PDvF (ϕ+ w, δ).(IKer(L(·,δ∗)) +Dϕw).
Ensuite, on a
D2ϕϕΦ˜(ϕ, δ) = PD
2
vvF (ϕ+ w, δ).(IKer(L(·,δ∗)) +Dϕw).(IKer(L(·,δ∗)) +Dϕw)
+PDvF (ϕ+ w, δ)D
2
ϕϕw.
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Et enfin
D3ϕϕϕΦ˜(ϕ, δ) = Dϕ
[
PD2vvF (ϕ+ w, δ).(IKer(L(·,δ∗)) +Dϕw)
]
.(IKer(L(·,δ∗)) +Dϕw)
+2PD2vvF (ϕ+ w, δ).(IKer(L(·,δ∗)) +Dϕw).D
2
ϕϕw
+PDvF (ϕ+ w, δ).D
3
ϕϕϕw.
Que l’on peut encore e´crire sous la forme suivante
D3ϕϕϕΦ˜(ϕ, δ) = PD
3
vvvF (ϕ+ w, δ).(IKer(L(·,δ∗)) +Dϕw).(IKer(L(·,δ∗)) +Dϕw).(IKer(L(·,δ∗)) +Dϕw)
+PD2vvF (ϕ+ w, δ).(IKer(L(·,δ∗)) +Dϕw).D
2
ϕϕw
+2PD2vvF (ϕ+ w, δ).(IKer(L(·,δ∗)) +Dϕw).D
2
ϕϕw + PDvF (ϕ+ w, δ).D
3
ϕϕϕw.
Pour (ϕ, δ) = (0, δ∗) on trouve, graˆce a` (3.42) et au Corollaire 3.3.1, que
D3ϕϕϕΦ˜(0, δ∗) = PD
3
vvvF (0, δ∗)[ϕ0, ϕ0, ϕ0] + 3PD
2
vvF (0, δ∗)[ϕ0,D
2
ϕϕw(0, δ0)[ϕ0, ϕ0]].
(3.84)
D’ou`, au regard de (3.83) on obtient,
D2yyΦ(0, δ∗) =
1
3
[
PD3vvvF (0, δ∗)[ϕ0, ϕ0, ϕ0] + 3PD
2
vvF (0, δ∗)[ϕ0,D
2
ϕϕw(0, δ0)[ϕ0, ϕ0]]
]
.
Alors, de (3.82) il re´sulte que
DδΦ(0, δ∗).δ¨(0) = −1
3
[
PD3vvvF (0, δ∗)[ϕ0, ϕ0, ϕ0] + 3PD
2
vvF (0, δ∗)[ϕ0,D
2
ϕϕw(0, δ0)[ϕ0, ϕ0]
]
.
(3.85)
Ou encore, par utilisation de la forme explicite de F (voir (3.8))
DδΦ(0, δ∗).δ¨(0) = −1
3
P (f
′′′
(M)(ϕ30 −
∫ 1
0
ϕ30dx)
−P (f ′′(M)(ϕ0.D2ϕϕw(0, δ0)[ϕ0, ϕ0]−
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ0)[ϕ0, ϕ0]dx)).
(3.86)
Par ailleurs, en utilisant la Proposition 3.3.1 et l’hypothe`se (3.30), on trouve, par calcul
directe que
P (ϕ30 −
∫ 1
0
ϕ30dx) = (
3α3
4
+
3αβ2
2
)ϕ∗ + (
3β3
4
+
3βα2
2
)ϕ∗∗ := aϕ∗ + bϕ∗∗ (3.87)
et
P (ϕ0.D
2
ϕϕw(0, δ0)ϕ0.ϕ0 −
∫ 1
0 ϕ0.D
2
ϕϕw(0, δ0)ϕ0.ϕ0dx) =(
−f
′′
(M∗)α3
4µ2k∗
− f
′′
(M∗)αβ2
2µk∗+k∗∗
− f
′′
(M∗)αβ2
2µk∗−k∗∗
)
ϕ∗+
(
−f
′′
(M)β3
4µ2k∗∗
− f
′′
(M∗)βα2
2µk∗+k∗∗
− f
′′
(M∗)βα2
2µk∗−k∗∗
)
ϕ∗∗
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ou encore
P (ϕ0.D
2
ϕϕw(0, δ0)ϕ0.ϕ0 −
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ0)ϕ0.ϕ0dx) := cϕ∗ + dϕ∗∗. (3.88)
Comme Aα,β est la repre´sentation matricielle de DδΦ(0, δ∗) (voir Lemme 3.3.1) alors de
(3.86) il de´coule le syste`me d’inconnues (ǫ¨(0), M¨ (0)), suivant :

2α(ǫ∗λ∗ − f ′(M∗))
ǫ∗
ǫ¨(0) + αf
′′
(M∗)M¨ (0) = −1/3f ′′′(M∗)a− f ′′(M∗)c
2β(ǫ∗λ∗∗ − f ′(M∗))
ǫ∗
ǫ¨(0) + βf
′′
(M∗)M¨(0) = −1/3f ′′′(M∗)b− f ′′(M∗)d.
(3.89)
Puisque, selon des hypothe`ses (3.12)-(3.14) et la de´finition (3.1) de f , on a
f ′′′(M∗) = 6, ǫ∗λ∗ = 1 +
√
p et ǫ∗λ∗∗ = 1−√p. (3.90)
Alors, si on multiplie la premie`re e´quation du syste`me (3.89) par β et la seconde e´quation
par −α, on obtient
2αβ (ǫ∗λ∗ − ǫ∗λ∗∗)
ǫ∗
ǫ¨(0) = 1/3f
′′′
(M∗)(αb− βa) + f ′′(M∗)(αd− βc).
Et, de l’e´galite´ (3.90), on tire,
ǫ¨(0) =
ǫ∗
4αβ
√
p
(
2(αb− βa) + f ′′(M∗)(αd− βc)
)
,
=
ǫ∗
4
√
p
[
−2a
α
− f
′′
(M∗)c
α
+
2b
β
+
f
′′
(M∗)d
β
]
.
Le remplacement de ǫ¨(0) dans la seconde e´quation du syste`me (3.89), donne
M¨(0) =
1
βf ′′(M∗)
[
−2β(ǫ∗λ∗∗ − f
′
(M∗))
ǫ∗
ǫ¨(0)− 1
3
f
′′′
(M∗)b− f ′′(M∗)d
]
=
1
βf
′′
(M∗)
[
−2β(p −
√
p)
ǫ∗
ǫ¨(0)− 2b− f ′′(M∗)d
]
=
1
βf ′′(M∗)
[
2β(
√
p− p)
ǫ∗
[
ǫ∗
4αβ
√
p
(
2(αb − βa) + f ′′(M∗)(αd − βc)
)]
− 2b− f ′′(M∗)d
]
=
1
βf ′′(M∗)
[
(1−√p)
[
b− β
α
a+
f
′′
(M∗)
2
d− βf
′′
(M∗)
2α
c
]
− 2b− f ′′(M∗)d
]
=
1
f
′′
(M∗)
[
a(
√
p− 1)
α
+
f
′′
(M∗)(
√
p− 1)c
2α
− (
√
p+ 1)b
β
− f
′′
(M∗)(
√
p+ 1)d
2β
]
.
Ce qui ache`ve la preuve de la Proposition 3.3.2. 
Pour avoir les re´sultats (3.67) et (3.68), nous conside´rons le parame`tre p sous la forme
suivante
√
p =
θ2 − 1
θ2 + 1
voir (3.15),
Bien entendu, on suppose que θ satisfait l’hypothe`se (3.30). En remplac¸ant a, b, c et d par
(3.73)-(3.75), et en tenant compte de (3.38), il vient que
ǫ¨(0) =
3ǫ∗
8
√
p
[
2 +
f
′′
(M∗)2
3
(
1
2µ2k∗
− 2
µk∗+k∗∗
− 2
µk∗−k∗∗
+
1
2µ2k∗∗
)]
α2
+
3ǫ∗
8
√
p
[
−1 + f
′′
(M∗)2
3
(
− 1
2µ2k∗∗
+
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)]
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:=
3ǫ∗
8
√
p
[
Aα2 +B
]
.
Avec
A = 2 +
f
′′
(M∗)2
3
(
1
2µ2k∗
− 2
µk∗+k∗∗
− 2
µk∗−k∗∗
+
1
2µ2k∗∗
)
,
et
B = −1 + f
′′
(M∗)2
3
(
− 1
2µ2k∗∗
+
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)
.
Cependant pour p =
(θ2 − 1)2
(θ2 + 1)2
, on a d’apre`s (3.76)


µ2k∗ = (4θ
2(1−√p)− 1)2 − p = 12θ2 4θ
2 − 1
(θ2 + 1)2
µ2k∗∗ = (4(1 −
√
p)− 1)2 − p = −12 θ
2 − 4
(θ2 + 1)2
µk∗+k∗∗ =
(
(θ + 1)2(1−√p)− 1)2 − p = 4θ(2θ + 1)(θ + 2)
(θ2 + 1)2
µk∗−k∗∗ =
(
(θ − 1)2(1−√p)− 1)2 − p = −4θ(2θ − 1)(θ − 2)
(θ2 + 1)2
.
D’ou`
A = 2 +
f
′′
(M∗)2
3
(
1
2µ2k∗
− 2
µk∗+k∗∗
− 2
µk∗−k∗∗
+
1
2µ2k∗∗
)
= 2 +
f
′′
(M∗)2(θ2 + 1)2
6
[
1
12θ2(4θ2 − 1) −
1
12(θ2 − 4) −
1
θ(2θ + 1)(θ + 2)
+
1
θ(2θ − 1)(θ − 2)
]
= 2 +
f
′′
(M∗)2(θ2 + 1)2
6
[ −4θ4 + 122θ2 − 4
12θ2(θ2 − 4)(4θ2 − 1)
]
= 2+M2∗ (θ
2 + 1)2
[ −2θ4 + 61θ2 − 2
θ2(θ2 − 4)(4θ2 − 1)
]
, car f
′′
(M∗) = 6M∗.
et
B = −1 + f
′′
(M∗)2
3
(
− 1
2µ2k∗∗
+
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)
= −1+f
′′
(M∗)2(θ2 + 1)2
12
[
1
6(θ2 − 4) +
1
θ(2θ + 1)(θ + 2)
− 1
θ(2θ − 1)(θ − 2)
]
= −1 + f
′′
(M∗)2(θ2 + 1)2
12
[
4θ2 − 61
6(θ2 − 4)(4θ2 − 1)
]
= −1+ M
2∗ (θ2 + 1)2
2
[
4θ2 − 61
(θ2 − 4)(4θ2 − 1)
]
car f
′′
(M∗) = 6M∗.
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Par analogie, le calcul de M¨(0) est donne´ comme suit
M¨(0) =
3
4f ′′(M∗)
[
−2√p− f
′′
(M∗)2
3
(
√
p− 1)
(
1
2µ2k∗
− 1
µk∗+k∗∗
− 1
µk∗−k∗∗
)]
α2
+
3
4f ′′(M∗)
[
f
′′
(M∗)2
3
(
√
p+ 1)
(
− 1
2µ2k∗∗
+
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)]
α2
+
3
4f ′′(M∗)
[
√
p− 3− f
′′
(M∗)2
3
(
√
p− 1)
(
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)]
+
3
4f ′′(M∗)
[
f
′′
(M∗)2
3
(
√
p+ 1)
1
2µ2k∗∗
]
.
:= 3
4f ′′ (M∗)
[
Cα2 +D
]
.
Avec
C = −2√p− f
′′
(M∗)2
3
(
√
p− 1)
(
1
2µ2k∗
− 1
µk∗+k∗∗
− 1
µk∗−k∗∗
)
+
f
′′
(M∗)2
3
(
√
p+ 1)
(
− 1
2µ2k∗∗
+
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)
et
D =
√
p− 3− f
′′
(M∗)2
3
(
√
p− 1)
(
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)
+
f
′′
(M∗)2
3
(
√
p+ 1)
1
2µ2k∗∗
.
Comme p =
(θ2 − 1)2
(θ2 + 1)2
alors on obtient
C = −2√p− f
′′
(M∗)2
3
(
√
p− 1)
(
1
2µ2k∗
− 1
µk∗+k∗∗
− 1
µk∗−k∗∗
)
+
f
′′
(M∗)2
3
(
√
p+ 1)
(
− 1
2µ2k∗∗
+
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)
= −2θ
2 − 1
θ2 + 1
+ f
′′
(M∗)2
θ2 + 1
6
(
1
6θ2(4θ2 − 4) −
1
θ(2θ + 1)(θ + 2)
+
1
θ(2θ − 1)(θ − 2)
)
+f
′′
(M∗)2
θ2(θ2 + 1)
6
(
1
6(θ2 − 4) +
1
θ(2θ + 1)(θ + 2)
− 1
θ(2θ − 1)(θ − 2)
)
= −2θ
2 − 1
θ2 + 1
+ f
′′
(M∗)2
θ2 + 1
6
(
61θ2 − 4
6θ2(4θ2 − 1)(θ2 − 4)
)
+f
′′
(M∗)2
θ2(θ2 + 1)
6
(
4θ3 − 61θ
6θ(θ2 − 4)(4θ2 − 1)
)
= −2θ
2 − 1
θ2 + 1
+ f
′′
(M∗)2
(
θ2 + 1
6
)(
4θ6 − 61θ4 + 61θ2 − 4
6θ2(4θ2 − 1)(θ2 − 4)
)
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= −2θ
2 − 1
θ2 + 1
+M2∗ (θ
2 + 1)
(θ2 − 1)(4θ4 − 57θ2 + 4)
θ2(4θ2 − 1)(θ2 − 4) ,
et
D =
√
p− 3− f
′′
(M∗)2
3
(
√
p− 1)
(
1
µk∗+k∗∗
+
1
µk∗−k∗∗
)
+
f
′′
(M∗)2
3
(
√
p+ 1)
1
2µ2k∗∗
= −2θ
2 + 2
θ2 + 1
+ f
′′
(M∗)2
(θ2 + 1)
6
( −10
(4θ2 − 1)(θ2 − 4)
)
−f ′′(M∗)2 (θ
2 + 1)
6
θ2
6(θ2 − 4)
= −2θ
2 + 2
θ2 + 1
+ f
′′
(M∗)2
(θ2 + 1)
6
( −4θ4 + θ2 − 60
6(4θ2 − 1)(θ2 − 4)
)
= −2θ
2 + 2
θ2 + 1
+M2∗ (θ
2 + 1)
( −4θ4 + θ2 − 60
(4θ2 − 1)(θ2 − 4)
)
.
Pour obtenir le re´sultat donne´ dans le The´ore`me 3.3.1, il suffit de remplacer A et B dans
ǫ¨(0) et C et D dans M¨(0).
Pour simplifier les e´critures dans la suite, on pose
x = θ2. (3.91)
Ainsi, on regardera de´sormais ǫ¨(0) et M¨(0) sous les formes suivantes
ǫ¨(0) =
3ǫ∗
8
√
p
(
Aα2 +B
)
, (3.92)
et
M¨(0) =
1
8M∗
(
Cα2 +D
)
. (3.93)
Avec 

A := A(x,M2∗ ) = 2 +M2∗
(x+ 1)2
(−2x2 + 61x− 2)
x (4x− 1) (x− 4)
B := B(x,M2∗ ) = −1 +M2∗
(x+ 1)2 (4x− 61)
2 (4x− 1) (x− 4)
(3.94)
et 

C := C(x,M2∗ ) = −2
x− 1
x+ 1
+M2∗
(x+ 1) (x− 1) (4x2 − 57x+ 4)
x (4x− 1) (x− 4)
D := D(x,M2∗ ) = −2
x+ 2
x+ 1
+M2∗
(x+ 1)
(−4x2 + x− 60)
(4x− 1) (x− 4) .
. (3.95)
L’objectif maintenant du travail qui va suivre est d’e´tudier est d’e´tudier les variations
des branches de solutions bifurquantes. En effet, on sait que, cette e´tude passe par la
de´termination des signes de ǫ¨(0) et M¨(0).
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Remarque 3.3.1
De (3.92) et (3.93), nous pouvons voir que ǫ¨(0) et M¨(0) sont des fonctions paires de la
variable α ∈ (−1, 1). De ce fait, il s’ensuit que

ǫ¨(0) ∈ 3ǫ∗8√p [min(B,A+B),max(B,A+B)]
M¨(0) ∈ 18M∗ [min(D,C +D),max(D,C +D)] .
(3.96)
Cette remarque, bien qu’importante, ne permet pas de connaitre les signes de ǫ¨(0) et M¨(0),
car les valeurs limites de´pendent des parame`tres θ (ou p) et M∗ du proble`me (3.5).
3.4 Etude des signes de ǫ¨(0) et M¨(0)
Le de´fi que nous souhaitons relever, ici est d’e´tudier les signes de ǫ¨(0) et M¨(0) respec-
tivement donne´es par (3.92) et (3.93). A travers cette e´tude nous pourrons comme dans
le Chapitre 2 tirer des informations pre´cises sur des variations de branches de bifurcation
donne´es par le The´ore`me 3.3.1. Mais, la de´pendance en θ (ou p) et M∗, des valeurs A,
B, C et D rend cette e´tude complexe. Pour y reme´dier, nous e´tudierons comme dans la
Remarque 3.3.1 les valeurs aux limites de ǫ¨(0) et M¨(0).
3.4.1 Etude du signe de ǫ¨(0)
Le but, dans cette partie, est de donner un re´sultat relatif au signe de ǫ¨(0). Pour ce
faire, nous posons
A+B = 1 +M2∗
(x+ 1)2 (61x− 4)
2x (4x− 1) (x− 4) , (3.97)
et
B = −1 +M2∗
(x+ 1)2 (4x− 61)
2 (4x− 1) (x− 4) . (3.98)
Soient, maintenant B0 et (A+B)0 les fonctions de´finies par :
B0 : ]1,+∞[\{61/4} → R, x 7→ B0(x) et (A+B)0 : ]1,+∞[→ R, x 7→ (A+B)0(x)
ou`
B0(x) =
2 (x− 4) (4x− 1)
(x+ 1)2 (4x− 61) , (3.99)
et
(A+B)0(x) =
2x (4x− 1) (−x+ 4)
(x+ 1)2 (61x− 4) . (3.100)
Il de´coule de ce qui pre´ce`de, les lemmes suivants :
Lemme 3.4.1
Soit B0 la fonction donne´e par (3.99). Il vient que,
• si x ∈ ]1, 4[ ∪ ]61/4,∞[ alors
. si M2∗ > B0(x) alors B > 0,
. si M2∗ < B0(x) alors B < 0.
• Si x ∈ ]4, 61/4[ alors B0(x) ≤ 0 et B < 0.
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Preuve. Nous rappelons que B est donne´e par
B = −1 +M2∗
(x+ 1)2 (4x− 61)
2 (4x− 1) (x− 4) .
En utilisant (3.99), nous obtenons
B = 0⇐⇒M2∗ = B0(x) =
2 (x− 4) (4x− 1)
(x+ 1)2 (4x− 61) . (3.101)
Or pour x > 1, on a
signB0(x) = sign
(
x− 4
4x− 61
)
, ∀ x ∈ ]1,+∞[ \ {61/4} . (3.102)
D’ou`, il vient que
• si x ∈ ]1, 4[ ∪ ]61/4,∞[ alors B0(x) > 0 et par (3.101), on a
M2∗ < B0(x) ⇔ B < 0,
• si x ∈ ]4, 61/4[ alors B0(x) < 0. De meˆme, par (3.101), on trouve que
M2∗ > B0(x) ⇒ B > 0.
Cela ache`ve la preuve du lemme. 
Lemme 3.4.2
Soit (A+B)0 la fonction donne´e par (3.100). Il vient que,
• si x ∈ ]4,+∞[ alors (A+B)0(x) < 0 et A+B > 0
• si x ∈ ]1, 4[ alors (A+B)0(x) > 0. De plus
. si M2∗ > (A+B)0(x) alors A+B < 0,
. si M2∗ < (A+B)0(x) alors A+B > 0.
Preuve. Nous rappelons que l’expression de A+B est donne´e par
A+B = 1 +M2∗
(x+ 1)2 (61x− 4)
2x (4x− 1) (x− 4) .
En utilisant (3.100), on obtient
A+B = 0⇐⇒M2∗ = (A+B)0(x) =
2x (4x− 1) (−x+ 4)
(x+ 1)2 (61x− 4) . (3.103)
Mais pour tout x > 1
sign(A+B)0(x) = sign (−x+ 4) . (3.104)
D’ou`
. si x < 4 alors (A+B)0 > 0 et en utilisant (3.103), il vient que
M2∗ < (A+B)0(x) ⇔ A+B > 0,
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. si x > 4 alors (A+B)0 < 0 et
M2∗ > (A+B)0(x) ⇒ A+B > 0.
D’ou` le re´sultat. 
Lemme 3.4.3
Pour tout x ∈ ]1, 4[ on a :
B0(x) > (A+B)0(x). (3.105)
Preuve. D’apre`s (3.99) et (3.100), on a :
(B0 − (A+B)0)(x) = 2 (4x− 1)
(x+ 1)2
(
4x2 − 4) (x− 4)
(4x− 61) (61x− 4) . (3.106)
Comme 61x− 4 et 4x2 − 4 sont strictement positives pour x > 1, il vient que,
sign(B0 − (A+B)0)(x) = sign
[
x− 4
4x− 61
]
.
Mais
x− 4
4x− 61 > 0,∀x ∈ ]1, 4[ .
Alors on en de´duit que
(B0 − (A+B)0)(x) > 0, ∀ x ∈ ]1, 4[ .

Pour la suite on pose,
α0 =
√
| B
A
|, (3.107)
et on a le the´ore`me suivant.
The´ore`me 3.4.1
Soient k∗, k∗∗, p, (ǫ∗,M∗) satisfaisant (3.12) -(3.14) , x /∈ {4, 9} , α ∈ ]0, 1[, et B0 et
(A+B)0 donne´es respectivement par (3.99) et (3.100). Alors
1. si x ∈ ]1, 4[ alors B0 et (A+B)0 sont positives. De plus
(a) si M2∗ < (A+B)0 alors α0 ∈]0, 1[ et
• α < α0 =⇒ ǫ¨(0) < 0,
• α > α0 =⇒ ǫ¨(0) > 0.
(b) si (A+B)0(x) ≤M2∗ ≤ B0(x) alors ǫ¨(0) < 0.
(c) si M2∗ > B0(x) alors α0 ∈]0, 1[ et
• α < α0 =⇒ ǫ¨(0) > 0,
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• α > α0 =⇒ ǫ¨(0) < 0.
2. Si x ∈ ]4, 61/4[, alors B0 et (A+B)0 sont ne´gatives, α0 ∈]0, 1[ et
• α < α0 =⇒ ǫ¨(0) < 0,
• α > α0 =⇒ ǫ¨(0) > 0.
3. Si x ∈ ]61/4,+∞[ , alors B0 est positive et (A+B)0 est ne´gative. De plus
(a) si M2∗ < B0(x) alors α0 ∈]0, 1[ et
• α < α0 =⇒ ǫ¨(0) < 0,
• α > α0 =⇒ ǫ¨(0) > 0.
(b) si M2∗ ≥ B0(x) alors ǫ¨(0) > 0.
Preuve. La preuve du The´ore`me 3.4.1 est donne´e par les Lemmes 3.4.1 , 3.4.2 et 3.4.3.

Avant de fermer cette partie, nous donnons certaines valeurs particulie`res des fonctions
B et A+B
Valeurs particulie`re de B et B0
• B −→ −∞ quand x→ 4+
• B −→ +∞ quand x→ 4−
• limx→1B = −1 + 38
3
M2.
• limx→+∞B = +∞
• x→ 1 =⇒ B0(x)→ 338 et B0(x) −→ 0 quand x→ +∞.
Valeurs particulie`res de A+B
• A+B −→ −∞ quand x→ 4−,
• A+B −→ +∞ quand x→ 4+,
• quand x→ +∞ alors A+B → 1 + 61M2∗8 ,
• quand x = 1 alors A+B = 1− 38M2∗3 .
Ce faisant, nous pouvons regrouper tous les re´sultats ci-dessus, dans le tableau suivant.
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0 10 20 30 40 50 60
0
2
4
6
8
10
12
14
16
18
20 
 
1 1.5 2 2.5 3 3.5 4
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
SIGNE DE ε’(0)
 
 
A+B=0B=0
 A+B<0<B
ε’(0)>0ε’(0)=0ε’(0)<0
ε’(0)<0ε’(0)=0ε’(0)>0
ε’(0)<0ε’(0)=0ε’(0)>0
B<0<A+B
B<0<A+B
B<0 ≥t A+B<0
B>0 ≥t A+B>0
ε’(0)<0
ε’(0)<0
4 61/4
+∞−∞ +∞+∞
+∞+∞
1M2∗
θ2
3/38
Figur≥3.3–Sign≥≤≥¨ǫ(0)
3.4.2 Etu≤≥≤usign≥≤≥M¨(0)Comm≥≤ansl≥cas≤≥¨ǫ(0),l≥butici,≥st≤’δ≥tu≤i≥rl≥sign≥≤≥M¨(0).Pourc≥la,nousposons, D=−2x+2x+1+M2(x+1)−4x2+x−60(4x−1)(x−4) , (3.108)≥t C+D=−22x+1x+1 +M2(x+1)−60x2+x−4x(4x−1)(x−4) . (3.109)Soi≥ntD0≥t(C+D)0l≥sfonctions≤δ≥ﬁni≥spar:D0:]1,+∞[→R, x→D0(x) ≥t (C+D)0:]1,+∞[→R, x→(C+D)0(x),av≥c D0(x)=2(x+2)(x−4)(4x−1)(x+1)2(−4x2+x−60), (3.110)≥t (C+D)0(x)=2x(2x+1)(4x−1)(x−4)(x+1)2(−60x2+x−4). (3.111)Ilvi≥ntlaPropositionimmδ≥≤iat≥suivant≥.Proposition3.4.1Pourtoutx∈]1,4[,ona
D0(x)>(C+D)0(x). (3.112)Pr≥uv≥. Parl≥s≤δ≥ﬁnitions≤≥(3.110)≥t(3.111)ona:
(D0−(C+D)0)(x)=2(4x−1)(x−4)(x+1)2 8x4−58x3+58x−8(−60x2+x−4)(−4x2+x−60) .(3.113)71
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Or, trivialement, pour x ∈ ]1, 4[ ,(−60x2 + x− 4) (−4x2 + x− 60) > 0.
D’ou`
sign (D0 − (C +D)0) (x) = sign
(
(x− 4) (8x4 − 58x3 + 58x− 8)) . (3.114)
Il suffit alors de connaˆıtre le signe de h, donne´e ci-dessous, pour conclure.
h(x) := 8x4 − 58x3 + 58x− 8 = 2(x2 − 1)(4x2 − 29x+ 4), ∀ x ∈ ]1, 4[ .
Or x 7→ 4x2−29x+4 est ne´gative sur ]1, 4[, alors on conclut que h aussi l’est et on obtient
le re´sultat par (3.114). 
Avant d’e´noncer le re´sultat relatif au signe de M¨(0), nous avons besoin de deux lemmes.
Le premier donnant le signe de D0, et le second, le signe de (C +D)0.
Lemme 3.4.4
Soit D0 la fonction de´finie par (3.110),
• si x ∈ ]1, 4[ alors D0(x) > 0. De plus
. si M2∗ > D0(x) alors D > 0
. si M2∗ < D0(x) alors D < 0.
• Si x ∈ ]4,+∞[ alors D0(x) < 0 et D < 0.
Preuve. On rappelle que
D = −2x+ 2
x+ 1
+M2
(x+ 1)
(−4x2 + x− 60)
(4x− 1) (x− 4) .
En utilisant D0 donne´e par (3.110), on a,
D = 0⇐⇒M2∗ = D0(x) = 2
(x+ 2) (4x− 1) (x− 4)
(x+ 1)2 (−4x2 + x− 60) . (3.115)
Cependant, l’expression de D0 donne
signD0(x) = sign (−x+ 4) ∀x ∈ ]1,+∞[ . (3.116)
Donc
– si x ∈]1, 4[ alors D0(x) > 0, et d’apre`s (3.115)
M2∗ < D0(x) ⇔ D < 0.
– si x ∈]4,+∞[ alors D0(x) < 0 et
M2∗ > D0(x) ⇒ D < 0.

72
3.4. ETUDE DES SIGNES DE ǫ¨(0) ET M¨(0)
Lemme 3.4.5
Soit (C +D)0 la fonction de´finie par (3.111),
• si x ∈ ]1, 4[ alors (C +D)0(x) > 0. De plus
. si M2∗ > (C +D)0(x) alors C +D > 0,
. si M2∗ < (C +D)0(x) alors C +D < 0.
• Si x ∈ ]4,+∞[ alors (C +D)0(x) < 0 et donc C +D < 0.
Preuve. Nous rappelons que C +D est donne´e par
C +D = −22x+ 1
x+ 1
+M2∗
(x+ 1)
(−60x2 + x− 4)
x (4x− 1) (x− 4) . (3.117)
En utilisant la fonction (C +D)0, il vient,
C +D = 0⇐⇒M2∗ = (C +D)0(x) = 2
x (2x+ 1) (4x− 1) (x− 4)
(x+ 1)2 (−60x2 + x− 4) . (3.118)
Cependant, pour x ∈ ]1,+∞[ on a,
sign(C +D)0(x) = sign (−x+ 4) . (3.119)
car, pour x > 1, la fonction x 7→ −60x2 + x− 4 est strictement ne´gative. Ainsi
. si x ∈]1, 4[ alors (C +D)0(x) > 0, et d’apre`s (3.118), on a
M2∗ < (C +D)0(x) ⇔ C +D < 0.
. Si x ∈]4,+∞[ alors (C +D)0(x) < 0, et on a
M2∗ > (C +D)0(x) ⇒ C +D < 0.
D’ou` le re´sultat. 
En posant
α1 =
√
| D
C
|, (3.120)
le signe de M¨(0) est donne´ par le the´ore`me suivant.
The´ore`me 3.4.2
Soient k∗, k∗∗, p, (ǫ∗,M∗) satisfaisant (3.12) -(3.14) , x /∈ {4, 9} , α ∈ ]0, 1[, D0 et (C+D)0
donne´es respectivement par (3.110) et (3.111). Alors
1. Si x ∈ ]1, 4[ alors D0 et (C +D)0 sont positives. De plus
(a) si M2∗ ≤ (C +D)0(x) alors M¨(0) < 0.
(b) si (C +D)0(x) < M
2∗ < D0(x) alors α1 ∈ (0, 1) et
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• si α < α1 alors M¨(0) < 0,
• si α > α1 alors M¨(0) > 0.
(c) si M2∗ ≥ D0(x) alors M¨(0) > 0.
2. Si x ∈ ]4,+∞[, alors M¨ (0) < 0.
Preuve. La preuve du The´ore`me 3.4.1 est donne´e par les Lemmes 3.4.4 et 3.4.5, et la
Proposition 3.4.1. 
Nous donnons, dans la suite, quelques valeurs particulie`res de D et C +D.
Valeurs particulie`res de D
• Si x→ 1 alors D = −9 + 42M2∗ ,
. si M2∗ = 9/42 alors D = 0,
. si M2∗ → +∞ alors D → +∞.
• Si x→ +∞ alors D → −∞.
• Si x→ 4− alors D → +∞.
• Si x→ 4+ alors D → −∞.
Valeurs particulie`res de C +D
• Si x→ 1 alors (C +D) = −9 + 58M2∗ et
– si M2∗ = 9/58 alors C +D = 0,
– si M2∗ → +∞ alors C +D → +∞.
• Si x→ +∞ alors C +D → −12− 75M2∗ et
– si M2∗ → +∞ alors C +D → −∞
• si x→ 4− alors C +D → +∞,
• si x→ 4+ alors C +D → −∞.
De ce fait, nous pouvons regrouper, comme nous l’avons fait dans la section pre´ce´dente,
les re´sultats du The´ore`me 3.4.2, dans un tableau ci-dessous.
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0
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0.2
0.3
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0.5
0.6
0.7
0.8
0.9
11 1.5 2 2.5 3 3.5 4
0
0.05
0.1
0.15
0.2
0.25
SIGNE DE M"(0)
 
 
D=0C+D=0
3/14
+∞ −∞
θ2
M"(0)<0
M"(0)<0M"(0)=0M"(0)>0
D<0<C+D
D<0 ≥t C+D<0
D<0 ≥t C+D<0
M"(0)>0
D>0 ≥t C+D>0
M"(0)<0
M2∗
Figur≥3.4–Sign≥≤≥M¨(0)
Enposant α∗∗=min(α0,α1)≥tα∗=max(α0,α1). (3.121)≥tl≥rapport, M¨(0)ǫ¨(0). (3.122)Un≥consδ≥qu≥nc≥immδ≥≤iat≥,≤≥s≤≥uxthδ≥or`≥m≥sprδ≥cδ≥≤≥nts≥st≤δ≥critcomm≥suit
Corolair≥3.4.1Soi≥ntk∗,k∗∗,p,(ǫ∗,M∗)satisfaisant(3.12)-(3.14),x/∈{4,9},α∈]0,1[,B0,(A+B)0,D0≥t(C+D)0≤onnδ≥≥sr≥sp≥ctiv≥m≥ntpar(3.99),(3.100),(3.110)≥t(3.111).Alors,1.six∈]1,4[alors0≤(A+B)0≤B0≤(C+D)0≤D0.D≥plus
(a)siM2∗<(A+B)0(x)alorsα0∈]0,1[≥t
•α<α0=⇒ M¨(0)ǫ¨(0)>0≥t¨ǫ(0)<0
•α>α0=⇒ M¨(0)ǫ¨(0)<0≥t¨ǫ(0)>0.
(b)Si(A+B)0(x)<M2∗<B0(x)alorsM¨(0)ǫ¨(0)>0≥t¨ǫ(0)<0.
(c)SiB0(x)<M2∗<(C+D)0(x)alorsα0∈]0,1[≥t•α<α0=⇒ M¨(0)ǫ¨(0)<0≥t¨ǫ(0)>0,
•α>α0=⇒ M¨(0)ǫ¨(0)>0≥t¨ǫ(0)<0.
(≤)Si(C+D)0(x)<M2∗<D0(x)alorsα0,α1∈]0,1[≥t 75
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• α < α∗∗ =⇒ M¨(0)ǫ¨(0) < 0 et ǫ¨(0) > 0
• α∗∗ < α < α∗ =⇒


M¨(0)
ǫ¨(0)
> 0 et ǫ¨(0) > 0 si α0 = α∗,
M¨(0)
ǫ¨(0)
> 0 et ǫ¨(0) < 0 si α0 = α∗∗
• α > α∗ =⇒ M¨(0)ǫ¨(0) < 0 et ǫ¨(0) < 0.
(e) Si M2∗ > D0(x) alors α0 ∈]0, 1[ et
• α < α0 =⇒ M¨(0)ǫ¨(0) > 0 et ǫ¨(0) > 0
• α > α0 =⇒ M¨(0)ǫ¨(0) < 0 et ǫ¨(0) < 0.
2. Si x ∈ ]4, 61/4[, alors (A+B)0, B0, (C+D)0 etD0 sont ne´gatives. Alors α0 ∈]0, 1[ on a
• α < α0 =⇒ M¨(0)ǫ¨(0) > 0 et ǫ¨(0) < 0,
• α > α0 =⇒ M¨(0)ǫ¨(0) < 0 et ǫ¨(0) > 0.
3. Si x ∈ ]61/4,+∞[ , alors B0 est positive et (A+B)0, (C +D)0 et D0 sont ne´gatives.
De plus
(a) si M2∗ < B0(x) alors α0 ∈]0, 1[ et
• α < α0 =⇒ M¨(0)ǫ¨(0) > 0 et ǫ¨(0) < 0
• α > α0 =⇒ M¨(0)ǫ¨(0) < 0 et ǫ¨(0) > 0
(b) Si M2∗ > B0(x) alors
M¨(0)
ǫ¨(0) < 0 et ǫ¨(0) > 0.
Preuve. La preuve est de´duite des The´ore`me 3.4.1 et 3.4.2. Toutefois nous devons montrer
l’assertion suivante
(C +D)0(x) > B0(x) ∀x ∈ ]1, 4[ . (3.123)
Pour cela, nous posons
h(x) = ((C +D)0 −B0)(x).
Et en utilisant les de´finitions (3.99) et (3.110) on obtient
h(x) =
2(x− 4)(4x − 1)
(x+ 1)2
[
8x3 − 58x2 − 62x+ 4
(−60x2 + x− 4)(4x − 61)
]
.
Cependant, (−60x2 + x − 4)(4x − 61) est strictement positif et x − 4 ne´gative, sur ]1, 4[
alors on en de´duit que
sign(h(x)) = sign((x− 4)(8x3 − 58x2 − 62x+ 4)) ∀x ∈ ]1, 4[ . (3.124)
En factorisant s(x) = 8x3 − 58x2 − 62x+ 4, on obtient
s(x) = 2(x+ 1)(4x2 − 33x+ 2).
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Orx→4x2−33x+2≥stnδ≥gativ≥sur]1,4[,≤onclafonctionsl’≥staussi.D’o`uonconclutqu≥h≥stnδ≥gativ≥sur]1,4[≥tqu≥parsuit≥,(C+D)0(x)>B0(x) ∀x∈]1,4[.Nousrδ≥sumonsl≥srδ≥sultats≤ucorolair≥prδ≥cδ≥≤≥nt≤ansl≥tabl≥auci-≤≥ssous.
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Figur≥3.5–Sign≥s≤≥¨ǫ(0)≥tM¨(0)
Enutilisantl≥s≥xpansions(3.70)≥t(3.71),onp≥utvoirqu≥,l≥sparam`≥tr≥ssolutions(ǫ,M)sontliδ≥spar
X=X∗+6M∗M¨(0)ǫ¨(0)(ǫ−ǫ∗) av≥c ǫ>ǫ∗si¨ǫ(0)>0ǫ<ǫ∗si¨ǫ(0)<0. (3.125)
Comm≥c≥tt≥≤≥mi-≤roit≥≥sttang≥nt≥a`labranch≥≤≥solutions,alorsil≥stnδ≥c≥ssair≥≤’≥nδ≥tu≤i≥rl≥svariations≤ansl’≥spac≥≤≥sparam`≥tr≥s(ǫ,X)av≥cX=3M2.Onnot≥raqu≥nousavonschoisi≤≥travail≥r≤ansc≥t≥spac≥aﬁn≤≥simpliﬁ≥rl≥sr≥prδ≥s≥ntationsgraphiqu≥s.
3.4.3 Etu≤≥≤≥svariations≤urapportM¨(0)ǫ¨(0)≥nfonction≤≥αOnsaitqu≥l’δ≥tu≤≥≤≥svariations≤≥sbranch≥s≤≥solutions,pass≥parc≥l≥sl≥svaria-tionsparam`≥tr≥s≤≥bifurcations.Autr≥m≥nt≤it,ilsuﬃt≤≥connaˆıtr≥l≥svariations≤≥s≤≥mi-tang≥nt≥s(3.125)pourconclur≥.Mais,comm≥onp≥utl≥voir,c≥tt≥δ≥tu≤≥,≥l≥mˆ≥m≥≥st≤δ≥≤uit≥≤≥l’analys≥≤urapportM¨(0)ǫ¨(0)≥nfonction≤≥α∈(0,1).
Posons,pour¨ǫ(0)=0(c’≥st-`a-≤ir≥α=α0= |BA|voir(3.107)),
tanΨα=6M∗M¨(0)ǫ¨(0)=2√pǫ∗ Cα2+DAα2+B ,∀α=α0, (3.126)77
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ou` Ψα est l’angle forme´ par la demi-droite d’e´quation (3.125) et l’axe des abscisses du plan
(ǫ,X). De cette de´finition, nous pouvons voir que tanΨα est α de´rivable sur ]0, 1[ et sa
de´rive´e est donne´e par
d(tan Ψα)
dα
=
2
√
p
ǫ∗
[
2α(BC −AD)
(Aα2 +B)2
]
, ∀ α 6= α0. (3.127)
Ce qui nous ame`ne a` la relation suivante
sign
d(tanΨα)
dα
= sign(BC −AD), ∀ α ∈ ]0, 1[ . (3.128)
En retour, nous sommes conduits a` l’e´tude du signe de BC − AD. Mais avant, nous
rappelons que, pour M∗ non nul et x donne´e par (3.91), on a

A = 2 +M2∗
(x+ 1)2
(−2x2 + 61x− 2)
x (4x− 1) (x− 4)
B = −1 +M2∗
(x+ 1)2 (4x− 61)
2 (4x− 1) (x− 4) ,
(3.129)
et 

C = −2x− 1
x+ 1
+M2∗
(x+ 1) (x− 1) (4x2 − 57x+ 4)
x (4x− 1) (x− 4)
D = −2x+ 2
x+ 1
+M2∗
(x+ 1)
(−4x2 + x− 60)
(4x− 1) (x− 4) .
(3.130)
Il re´sulte alors que
BC = 2
x− 1
x+ 1
+ 2M2∗ (x+ 1)
[−4x3 + 63x2 − 61x+ 2
x(4x− 1)(x− 4)
]
+M4∗ (x+ 1)
3
[
16x4 − 488x3 + 3965x2 − 3737x + 244
2x(4x − 1)2(x− 4)2
]
,
et
AD = −4x+ 2
x+ 1
+ 2M2∗ (x+ 1)
[−2x3 − 56x2 − 180x + 4
x(4x− 1)(x− 4)
]
+M4∗ (x+ 1)
3
[
8x4 − 246x3 + 189x2 − 3662x + 120
x(4x− 1)2(x− 4)2
]
.
En faisant un re´arrangement de termes, on trouve que la diffe´rence BC − AD est une
fonction quadratique de la variable M2∗ comme suit,
BC −AD = 2
[
3 +
(x+ 1)2b1(x)
x(4x− 1)(x− 4)M
2
∗ +
(x+ 1)4b2(x)
4x2(4x− 1)2(x− 4)2M
4
∗
]
(3.131)
ou` les fonctions
b1 : R −→ R, x 7→ b1(x) et b2 : R −→ R, x 7→ b2(x),
sont de´finies par
b1(x) = −2x2 + 121x− 2, (3.132)
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et
b2(x) = x(4x
2 + 3583x + 4). (3.133)
Le discriminant, note´ dM , de l’e´quation
BC −AD = 0 (3.134)
est donne´ par
dM =
(x+ 1)4
x2(x− 4)2(4x− 1)2
[
b1(x)
2 − 3b2(x)
]
. (3.135)
En utilisant les de´finitions b1 et b2, il s’en suit que
dM =
(x+ 1)4
x2(x− 4)2(4x− 1)2
[
(−2x2 − 121x+ 2)2 − 3x(4x2 + 3583x + 4)]
ou encore
dM =
(x+ 1)4
x2(x− 4)2(4x− 1)2
[
4(x4 − 124x3 + 975x2 − 124x + 1)] . (3.136)
Soit h : R −→ R, x 7→ h(x), de´finie par
h(x) = 4(x4 − 124x3 + 975x2 − 124x+ 1) = b1(x)2 − 3b2(x). (3.137)
CommeBC−AD de´pend des signes de b1, b2 et h, il est donc utile de donner la proposition
suivante.
Proposition 3.4.2
Les fonction b1, b2 et h, respectivement donne´es par (3.132), (3.133) et (3.137), sont
positives sur ]1, 4[.
Preuve. Par (3.133) on voit clairement que b2 est trivialement positive sur ]1, 4[. Donc,
il reste juste a` montrer la positivite´ de b1 et h. En effet, par (3.132), on a
b1(x) = −2(x− 121 + 15
√
65
4
)(x− 121− 15
√
65
4
)
> 0 ∀ x ∈]1, 4[.
D’ou` on conclut quant a` la positivite´ de b1 sur ]1, 4[. En revanche, pour montrer la positivite´
de h sur ]1, 4[, on pose
s(x) = x4 − 124x3 + 975x2 − 124x+ 1.
Comme s est inde´finiment de´rivable sur R, alors on a
s(1)(x) = 4x4−124x3+975x2−124x+1, s(2)(x) = 12x2−744x+1950 et s(3)(x) = 24x−744.
Puisque s(3)(x) < 0 ∀x ∈]1, 4[ et s(2)(1) = 1218 et s(2)(4) = −834, alors il existe x0 ∈]1, 4[
tel que
• x ∈]1, x0[=⇒ s(2)(x) > 0 =⇒ s(1) est croissante.
• x ∈]x0, 4[=⇒ s(2)(x) < 0 =⇒ s(1) est de´croissante.
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Or s(1)(1) = 1458 et s(1)(4) = 1980, d’ou` on en de´duit que s(1)(x) > 0 ∀ x ∈]1, 4[.
Et cela, en retour, permet d’affirmer que la fonction s est croissante sur ]1, 4[. Comme
s(1) = 229, alors on conclut que s est positive sur ]1, 4[. Ce qui permet e´galement de
conclure sur la positivite´ de h. Car h = 4s. 
Nous posons, pour tout x ∈ ]1, 4[
J1(x) =
2x(4x − 1)(x − 4)
(x+ 1)2
[
−b1(x) +
√
h(x)
b2(x)
]
, (3.138)
et
J2(x) =
2x(4x − 1)(x − 4)
(x+ 1)2
[
−b1(x)−
√
h(x)
b2(x)
]
. (3.139)
Le the´ore`me relatif au variation de M¨(0)ǫ¨(0) s’e´nonce alors, comme suit.
The´ore`me 3.4.3
Soient α ∈ ]0, 1[, J1 et J2 les fonctions re´elles, respectivement donne´es par (3.138) et
(3.139). Si x ∈ ]1, 4[, alors J1 et J2 sont strictement positives. De plus,
• Si M2∗ ∈ ]J1(x), J2(x)[, alors tanΨα de´croˆıt avec α,
• Si M2∗ ∈ ]0, J1(x)[ ∪ ]J2(x),+∞[, alors tanΨα croˆıt avec α.
Preuve. D’apre`s la proposition 3.4.2, les fonctions b1, b2 et h sont positives sur ]1, 4[.
Ce qui implique, d’apre`s (3.136), que dM est strictement positif. Et par conse´quent, la
diffe´rence BC −AD peut se mettre sous la forme suivante
(BC −AD)(x,M∗) = (x+ 1)
4b2(x)
2x2(4x− 1)2(x− 4)2 (M
2
∗ − J1(x))(M2∗ − J1(x)). (3.140)
Ou` J1 et J2 sont donne´es par (3.138) et (3.139).
Il reste juste a` de´montrer que J1 et J2 sont positives sur ]1, 4[. En effet,
J1(x) > 0 ⇔ −b1(x) +
√
h(x) < 0
⇔
√
h(x) < b1(x) car b1(x) > 0
⇔ −3b2(x) < 0 car h(x) = b1(x)2 − 3b2(x)
cela est toujours vrai car b2(x) > 0 sur ]1, 4[ (cf. proposition 3.4.2). Et comme, J2(x) >
J1(x) sur ]1, 4[ alors on conclut que J2 est aussi positive sur ]1, 4[. Cela, ache`ve la preuve
du the´ore`me. 
Certaines valeurs particulie`res
Pour ǫ¨(0) 6= 0, nous rappelons que
tanΨα = 6M∗
M¨(0)
ǫ¨(0)
=
2
√
p
ǫ∗
[
Cα2 +D
Aα2 +B
]
, ∀α 6= α0. (3.141)
De la de´finition ci-dessus et du the´ore`me pre´ce´dent, nous de´duisons les limites suivantes
• α −→ 0 =⇒ tanΨα −→ 2D
√
p
ǫ∗B
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•α−→1=⇒tanΨα−→2√pǫ∗ C+DA+B .
Si,≤≥plus,onsuppos≥qu≥α0∈(0,1)alors
•α−→α0≥tα<α0=⇒tanΨα−→−∞×sign(BC−AD)
•α−→α0≥tα>α0=⇒tanΨα−→+∞×sign(BC−AD).
Enrδ≥sumδ≥,nousavonspuδ≥tu≤i≥rl≥svariations≤urapport M¨(0)ǫ¨(0) ouplusprδ≥cisδ≥m≥ntl≥s≤iﬀδ≥r≥nt≥sori≥ntations≤≥la≤≥mi-≤roit≥(3.125).C≥rδ≥sultat,tr`≥sintδ≥r≥ssantnousp≥rm≥t≤≥connaˆıtr≥l≥s≤iﬀδ≥r≥nt≥s≤ir≥ctions≤≥sbranch≥s≤≥solutions.Aussi,≤’unpoint≤≥vu≥pratiqu≥,onp≥utl’utilis≥rpouraﬃn≥rl≥schoix≤≥sval≥urs≤≥sparam`≥tr≥ssuivantl≥s≤ir≥ctionssouhaitδ≥≥s.Enﬁn,nousfaisonsr≥marqu≥rqu≥l≥thδ≥or`≥m≥prδ≥cδ≥≤≥ntp≥utfacil≥m≥ntˆ≥tr≥gδ≥nδ≥ralisabl≥sur]1,+∞[,≥taun≥conn≥xion≤ir≥ct≥av≥clastabilitδ≥linδ≥air≥qu≥nousr≥gar≤≥rons≤ansl≥Chapitr≥4.
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Figur≥3.6–variations≤≥M¨(0)ǫ¨(0)pourx∈]1,+∞[
3.5 Comparaison≤≥sδ≥n≥rgi≥s≤≥lasolutionbifurquant≥parrapporta`lasolutionconstant≥
L’δ≥tu≤≥≤≥svariations≤≥tanΨ,≥ﬀ≥ctuδ≥≥≤anslas≥ctionprδ≥cδ≥≤≥nt≥,p≥rm≥t≤≥savoir≥xact≥m≥nt≤ansqu≥lqua≤rant≤uplan(ǫ,X=3M2)quan≤l≥sparam`≥tr≥ssolutions(ǫ(y),M(y))vari≥nt.Ainsi,il≥stintδ≥r≥ssant≤≥compar≥rl’δ≥n≥rgi≥≤≥lasolutionbifur-quant≥parrapport`ac≥l≥≤≥laconstanst≥,suivantqu≥noussoyons≤ansunqua≤rantou≤ansunautr≥.Pourm≥n≥rc≥tt≥δ≥tu≤≥,nousrapp≥lonsqu≥,pouru=M+v∈M+V˙,lafonctionn≥l≥≤≥l’δ≥n≥rgi≥libr≥associδ≥≥a`l’δ≥quation(3.3)≥st≤onnδ≥≥par
E:L2(0,1)×(0,+∞)→R, (u,ǫ)→ 10 12(ǫuxx+u)2+r2u2+14u4≤x. (3.142)81
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Donc, pour eˆtre pre´cis, il s’agit d’e´tudier les variations de l’e´nergie de la solution bifur-
quante E(M + v, ǫ) par rapport a` l’e´nergie de la solution triviale E(M, ǫ). Or, d’apre`s le
the´ore`me 3.3.1, chaque solution u est de´veloppable au voisinage du point de bifurcation,
comme suit,{
u(y) =M(y) + v(y) =M(y) + yϕ0 + w(y) =M(y) + yϕ0 +
1
2w¨(0, δ∗)y
2 +O(y3)
u(0) =M∗
(3.143)
Car on se rappelera que v(y) = yϕ0+w(yϕ0, δ(y)) (voir (3.35)) et que d’apre`s le corollaire
3.3.1 et la relation (3.44), le vecteur w est de´veloppable de la manie`re suivante
w(y) = w(yϕ0, δ(y)) =
1
2
w¨(0, δ∗)y2 +O
(
y3
)
. (3.144)
Pour mener a` bien cette comparaison, nous de´finissons pour y proche de 0, la fonction S
par
S(y) = E(M(y) + v(y), ǫ(y)) − E(M(y), ǫ(y)) = Eˆ(v(y), ǫ(y),M(y)). (3.145)
Remarque 3.5.1
1) E(M(y), ǫ(y)) ne de´pend pas de ǫ(y) (voir (3.142)).
2) S(0) = 0, car E(M(0) + v(0), ǫ(0)) = E(M(0), ǫ(0)) = E(M∗, ǫ∗).
On rappelle e´galement que pour θ2 = x ∈]1, 4[, les expressions de ǫ¨(0) et M¨(0) sont donne´es
(voir the´ore`me 3.3.1)
ǫ¨(0) =
3ǫ∗
8
√
p
(
Aα2 +B
)
(3.146)
et
M¨(0) =
1
8M∗
(
Cα2 +D
)
. (3.147)
Ou` A,B,C et D sont donne´es par

A(x,M2∗ ) = 2 +M2∗
(x+ 1)2
(−2x2 + 61x− 2)
x (4x− 1) (x− 4)
B(x,M2∗ ) = −1 +M2∗
(x+ 1)2 (4x− 61)
2 (4x− 1) (x− 4) ,
(3.148)
et 

C(x,M2∗ ) = −2
x− 1
x+ 1
+M2∗
(x+ 1) (x− 1) (4x2 − 57x+ 4)
x (4x− 1) (x− 4)
D(x,M2∗ ) = −2
x+ 2
x+ 1
+M2∗
(x+ 1)
(−4x2 + x− 60)
(4x− 1) (x− 4) .
(3.149)
Il vient le the´ore`me suivant.
3.5. COMPARAISON DES E´NERGIES DE LA SOLUTION BIFURQUANTE PAR
RAPPORT A` LA SOLUTION CONSTANTE
The´ore`me 3.5.1
Soient k∗, k∗∗, p, (ǫ∗,M∗) satisfaisant (3.12) -(3.14) , x ∈]1, 4[ et ϕ0 = αϕ∗ + βϕ∗∗ avec
α2 + β2 = 1. Alors la fonction S ve´rifie que, pour y proche de 0,
sign
d
dy
S(y) = signG(α)y (3.150)
avec G : (0, 1) −→ R, α 7−→ G(α) telle que
G(α) =
ǫ¨(0)
(
2
√
pα2 −√p+ p)
2ǫ∗
+
3M∗M¨(0)
2
. (3.151)
De plus,
1) Si M¨(0) > 0 alors
1.1) si ǫ¨(0) > 0 et M¨(0)ǫ¨(0) >
λ∗∗
√
p
3M∗
alors S(y) > 0 et E(M + v, ǫ) > E(M, ǫ),
1.2) si ǫ¨(0) < 0 et − M¨(0)ǫ¨(0) >
λ∗
√
p
3M∗
alors S(y) > 0 et E(M + v, ǫ) > E(M, ǫ).
2) Si M¨(0) < 0 alors
2.1) si ǫ¨(0) > 0 et M¨(0)ǫ¨(0) < −
λ∗
√
p
3M∗
alors S(y) < 0 et E(M + v, ǫ) < E(M, ǫ),
2.2) si ǫ¨(0) < 0 et M¨(0)ǫ¨(0) <
λ∗∗
√
p
3M∗
alors S(y) < 0 et E(M + v, ǫ) < E(M, ǫ).
3) Si ǫ¨(0) > 0 et −λ∗
√
p
3M∗
< M¨(0)ǫ¨(0) <
λ∗∗
√
p
3M∗
alors il existe τ(α) ∈]0, 1[ de´pendant de α tel
que
3.1) si α <
√
τ(α) alors S(y) < 0 et E(M + v, ǫ) < E(M, ǫ),
3.2) si α >
√
τ(α) alors S(y) > 0 et E(M + v, ǫ) > E(M, ǫ).
4) Si ǫ¨(0) < 0 et −λ∗∗
√
p
3M∗
< − M¨(0)ǫ¨(0) <
λ∗
√
p
3M∗
alors il existe τ(α) ∈]0, 1[ de´pendant de α
tel que
4.1) si α <
√
τ(α) alors S(y) > 0 et E(M + v, ǫ) > E(M, ǫ),
4.2) si α >
√
τ(α) alors S(y) < 0 et E(M + v, ǫ) < E(M, ǫ).
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 parabol≥ ≤≥s points ≤≥ bifurcation k=2parabol≥ ≤≥s points ≤≥ bifurcation k=3∃ τ (α) ∈ ]0, 1[ t≥l qu≥si α <τ(α)1/2 alors E(u(y), ε(y) > E(M(y), ε(y)si α >τ (α)1/2 alors E(u(y), ε(y) < E(M(y), ε(y)
≤roit≥ tang≥nt≥ à la parabol≥ roug≥ aupoint ≤≥ bifurcation (ε∗, 3M2∗)
≤roit≥ tang≥nt≥ à la parabol≥ bl≥u≥ aupoint ≤≥ bifurcation (ε∗, 3M2∗)
∃ τ (α) ∈ ]0, 1[ t≥l qu≥si α <τ(α)1/2 alors E(u(y), ε(y) < E(M(y), ε(y)si α >τ (α)1/2 alors E(u(y), ε(y) > E(M(y), ε(y)
 E(u(y), ε(y) > E(M(y), ε(y)
 E(u(y), ε(y) < E(M(y), ε(y)
Figur≥3.7–En≥rgi≥≤≥lasolutionnontrivial≥(oubifurquant≥)parrapporta`c≥l≥≤≥laconstant≥
Pr≥uv≥. En≤δ≥rivantlafonctionS≤δ≥ﬁni≥≥n(3.145),parrapport`ay,onobti≥nt≤≤yS(y)=DvEˆ.v˙+DǫˆE.˙ǫ+DMEˆ.M˙. (3.152)Comm≥DvEˆ.v˙=DuEˆ.v˙=0(car˙v∈L˙2(0,1)),nousavons≤≤yS(y)=DǫˆE.ǫ˙+DMEˆ.˙M. (3.153)Pourlasuit≥,nousposons,pouryproch≥≤≥0,S1(y)=DǫˆE.ǫ˙ (3.154)≥t S2(y)=DMEˆ.M˙(y). (3.155)
Dδ≥v≥lopp≥m≥nt≤≥S1proch≥≤≥0Par≤δ≥ﬁnitions≤≥Eˆ≥tS1
S1(y) = ǫ˙ 10 ǫu2xx−u2x≤x= ǫ˙ǫ(y) 10(ǫ2u2xx−ǫu2x)≤x= ǫ˙ǫ(y)T1(y).
Nousalonsch≥rch≥run≤δ≥v≥lopp≥m≥nt≤≥T1proch≥≤≥0.Par≤δ≥ﬁnition≤≥u(y)(voir(3.143))onatrivial≥m≥nt,
T1(0)= 10 ǫ2∗u2xx(0)−ǫ∗u2x(0)≤x=0 (3.156)84
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et
T˙1(0) =
∫ 1
0
2ǫ˙(0)ǫ∗u2xx(0) + 2ǫ
2
∗u˙xx(0)uxx(0) − ǫ˙(0)u2x(0)− 2ǫ∗u˙x(0)ux(0)dx = 0. (3.157)
D’ou` la ne´cessite´ de calculer T¨0(0). Pour cela nous de´rivons T1 deux fois par rapport a` y
et on obtient
T¨1(y) =
∫ 1
0
2(ǫ¨ǫ+ ǫ˙2)u2xx + 8ǫ˙ǫu¨xxuxx + 2ǫ
2(u¨xxuxx + u˙
2
xx)
−ǫ¨u2x − 4ǫ˙u¨xux − 2ǫ(u¨xux + u˙2x)dx. (3.158)
Puisque ux(0) = uxx(0) = ǫ˙(0) = 0, alors
T¨1(0) =
∫ 1
0
2ǫ2∗[(ϕ0)xx]
2 − 2ǫ∗[(ϕ0)x]2dx
= α2(ǫ2∗λ
2
∗ − ǫ∗λ∗) + β2(ǫ2∗λ2∗∗ − ǫ∗λ∗∗).
Or d’apre`s l’hypothe`se (3.13),
ǫ∗λ∗ = 1 +
√
p et ǫ∗λ∗∗ = 1−√p
et le fait que
α2 + β2 = 1,
on trouve que
T¨1(0) = 2α
2√p+ (p −√p). (3.159)
Ainsi de (3.156)-(3.159), pour y proche de 0 on obtient,
T1(y) =
T¨1(0)
2
y2 +O(y3) . (3.160)
Par ailleurs,
ǫ˙(y)
ǫ(y)
=
ǫ¨(0)
ǫ∗
y +O(y2) (3.161)
donc, pour y proche de 0
S1(y) =
ǫ¨(0)T¨1(0)
2ǫ∗
y3 +O(y4) (3.162)
ou` ǫ¨(0) est donne´e par (3.146).
De´veloppement de S2 proche de 0
Par de´finitions de Eˆ et S2, on a
S2(y) = M˙
∫ 1
0
ǫuxx + u+ ru+ u
3 −M − rM −M3dx
= M˙
∫ 1
0
[f(u(y)− f(M(y))] dx car ux(0) = ux(1) = 0.
Nous posons pour la suite
T2(y) =
∫ 1
0
[f(u(y)− f(M(y)] dx. (3.163)
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Et nous allons maintenant chercher le de´veloppement de T2 proche de 0. Puisque u(0) =M∗
(voir (3.143)) et f(u) = (1 + r)u+ u3, on a
T2(0) =
∫ 1
0
[f(u(0)) − f(M∗)] dx
=
∫ 1
0
[f(M∗)− f(M∗)] dx car M(0) =M∗
= 0.
En de´rivant T2 une fois par rapport a` y, on a e´galement,
T˙2(0) = 0. (3.164)
En effet,
T˙2(0) =
∫ 1
0
[
f
′
(u(0))u˙(0)− f ′(M∗)M˙(0)
]
dx
=
∫ 1
0
f
′
(M∗)u˙(0)dx car M˙(0) = 0 (cf. proposition 3.3.2)
=
∫ 1
0
(1 + r)ϕ0 + 3M
2
∗ϕ0dx
= 0 car
∫ 1
0
ϕ0dx = 0.
Par suite, nous trouvons que
T¨2(0) = 3M∗. (3.165)
En effet,
T¨2(0) =
∫ 1
0
[
f
′′
(M∗)u˙(0).u˙(0) + f
′
(M∗)u¨(0)− f ′′(M∗)M˙(0).M˙ (0)− f ′(M∗)M¨(0)
]
dx
=
∫ 1
0
[
f
′′
(M∗)u˙(0).u˙(0) + f
′
(M∗)u¨(0)− f ′(M∗)M¨(0)
]
dx
=
∫ 1
0
6M∗ϕ20 + (1 + r)(M¨ (0) + w¨(0)) + 3M
2
∗ (w¨(0) + M¨(0))dx
−
∫ 1
0
(1 + r)M¨(0) + 3M2∗ M¨(0)dx
=
∫ 1
0
6M∗ϕ20 + (1 + r)w¨(0) + 3w¨(0)M
2
∗ dx
= 6M∗
∫ 1
0
ϕ20dx, car w¨(0) ∈ L˙2(0, 1).
= 3M∗(α2 + β2).
On conclut avec l’hypothe`se α2+β2 = 1. Bien entendu, nous avons aussi utilise´ le fait que
u¨(0) = M¨(0) + w¨(0) (voir (3.143)). Ainsi de (3.164)-(3.165), nous de´duisons que
T2(y) =
3M∗
2
y2 +O(y3) . (3.166)
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Par ailleurs, on a
M˙ = M¨(0)y +O(y) . (3.167)
Donc pour y proche de 0, on obtient,
S2(y) =
3M∗M¨(0)
2
y3 +O(y4) (3.168)
en regroupant les re´sultats (3.162) et (3.168), nous trouvons que
d
dy
S(y) =
[
ǫ¨(0)T¨1(0)
2ǫ∗
+
3M∗M¨ (0)
2
]
y3 +O(y4) . (3.169)
Et donc, pour y proche de 0.
sign
d
dy
S(y) = sign
[
ǫ¨(0)T¨1(0)
ǫ∗
+ 3M∗M¨(0)
]
y. (3.170)
Pour finir nous posons
G(α) =
ǫ¨(0)T¨1(0)
2ǫ∗
+
3M∗M¨(0)
2
. (3.171)
En remplac¸ant T¨1(0), par son expression correspondante (voir (3.159)), on obtient pour
tout x ∈ ]1, 4[ et pourvu que ǫ¨(0) 6= 0,
G(α) =
ǫ¨(0)
2ǫ∗
[
2α2
√
p+ p−√p+ 3M∗ǫ∗M¨(0)
ǫ¨(0)
]
(3.172)
ou encore
G(α) =
√
pǫ¨(0)
ǫ∗
[
α2 +
1
2
(
√
p− 1 + 3M∗ǫ∗M¨(0)√
pǫ¨(0)
)]
. (3.173)
En posant
τ(α) = −1
2
(
√
p− 1 + 3M∗ǫ∗M¨(0)√
pǫ¨(0)
)
, (3.174)
il vient finalement que
G(α) =
√
pǫ¨(0)
ǫ∗
(α2 − τ(α)). (3.175)
De ce fait, il re´sulte que le reste de la preuve consiste simplement a` e´tudier τ(α) dans
]0, 1[.
1.1) si (ǫ¨(0) > 0) et
(
M¨(0)
ǫ¨(0) >
λ∗∗
√
p
3M∗
)
alors τ(α) < 0 et donc G > 0.
En effet, comme M¨(0)ǫ¨(0) >
λ∗∗
√
p
3M∗
alors
√
p− 1 + 3M∗ǫ∗M¨ (0)√
pǫ¨(0)
>
√
p− 1 + ǫ∗λ∗∗
>
√
p− 1 + (1−√p) = 0 car ǫ∗λ∗∗ = 1−√p.
D’ou` par (3.174), on a que τ(α) < 0 et on conclut en utilisant (3.175) et le fait que
ǫ¨(0) > 0.
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1.2) si (ǫ¨(0) < 0) et
(
− M¨(0)ǫ¨(0) >
λ∗
√
p
3M∗
)
alors τ(α) > 1 et donc G > 0.
En effet, comme − M¨(0)ǫ¨(0) >
λ∗
√
p
3M∗
alors
−√p+ 1− 3M∗ǫ∗M¨(0)√
pǫ¨(0)
> −√p+ 1 + ǫ∗λ∗
> −√p+ 1 + (1 +√p) = 2 car ǫ∗λ∗ = 1 +√p.
D’ou` par (3.174), on a que τ(α) > 1 et on conclut en utilisant (3.175) et le fait que
ǫ¨(0) < 0.
Les assertions 2.1) et 2.2) s’obtiennent de fac¸on analogue. Ce qui n’est pas le cas pour le
reste des autres assertions.
3) Si ǫ¨(0) > 0 et −λ∗
√
p
3M∗
< M¨(0)ǫ¨(0) <
λ∗∗
√
p
3M∗
alors τ(α) ∈]0, 1[.
En effet, si M¨(0) > 0, alors
√
p− 1 + 3M∗ǫ∗M¨(0)√
pǫ¨(0)
<
√
p− 1 + ǫ∗λ∗∗
<
√
p− 1 + (1−√p) = 0 car ǫ∗λ∗∗ = 1−√p.
Donc τ(α) > 0. Il reste a` montrer que τ(α) < 1. En effet, on suppose que τ(α) ≥ 1.
D’ou`
τ(α) ≥ 1 ⇒ √p− 1 + 3M∗ǫ∗M¨ (0)√
pǫ¨(0)
≤ −2
⇒ √p+ 3M∗ǫ∗M¨(0)√
pǫ¨(0)
≤ −1
⇒ √p− λ∗ǫ∗ < −1 par hypothe`se
⇒ √p− (1 +√p) < −1 car ǫ∗λ∗ = 1 +√p
⇒ −1 < −1 ce qui est absurde. Et donc τ(α) < 1.
De meˆme, si M¨(0) < 0, alors
√
p− 1 + 3M∗ǫ∗M¨(0)√
pǫ¨(0)
>
√
p− 1− ǫ∗λ∗
>
√
p− 1− (1 +√p) = −2 car ǫ∗λ∗ = 1 +√p.
Donc τ(α) < 1. Il reste a` montrer que τ(α) > 0. En effet, on suppose que τ(α) ≤ 0.
D’ou`
τ(α) ≤ 0 ⇒ √p− 1 + 3M∗ǫ∗M¨(0)√
pǫ¨(0)
≥ 0
⇒ √p+ 3M∗ǫ∗M¨(0)√
pǫ¨(0)
≥ 1
⇒ √p+ λ∗∗ǫ∗ > 1 par hypothe`se
⇒ √p+ (1−√p) > 1 car ǫ∗λ∗∗ = 1−√p
⇒ 1 > 1 ce qui est absurde. Et donc τ(α) > 0.
Par conse´quent, on peut conclure que
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3.1) si α <
√
τ(α) alors G(α) < 0 et S(y) < 0.
3.2) si α >
√
τ(α) alors G(α) > 0 et S(y) > 0.
Les assertions 4.1) et 4.2) sont obtenues par analogies.
Ce qui ache`ve la preuve du the´ore`me. 
Remarque 3.5.2
Les assertions 1.1) et 1.2) du the´ore`me pre´ce´dent peuvent e´galement eˆtre prouve´es par les
estimations suivantes
• si ǫ¨(0) > 0 et M¨(0)
ǫ¨(0)
>
λ∗∗
√
p
3M∗
, alors G >
ǫ¨(0)α2
√
p
ǫ∗
.
• si ǫ¨(0) < 0 et −M¨(0)
ǫ¨(0)
>
λ∗
√
p
3M∗
alors G >
ǫ¨(0)(α2 − 1)√p
ǫ∗
.
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Chapitre 4
Stabilite´ line´aire des solutions
bifurquantes avec dimKerL(·, δ∗) = 2
Hormis les proble`mes pre´sentant des bifurcations de type Hopf (voir [47]), l’e´tude
de la stabilite´ (line´aire) des solutions bifurquantes, souvent de´crite comme un principe
d’e´change de stabilite´, est loin d’eˆtre triviale [48], [36]. D’ailleurs, nous n’avons pas trouve´
beaucoup de publications, dans la litte´rature, traitant concre`tement cette question. Surtout
lorsque le noyau de l’ope´rateur line´arise´ est de dimension plus grand que 1. Ainsi, en
se basant sur un principe de stabilite´ re´duite, de´veloppe´ par Kielho¨fer dans [36], nous
avons pu montrer l’existence des ensembles de valeurs des parame`tres, pour lesquelles
les solutions bifurquantes donne´es par le The´ore`me 3.3.1 sont stables et respectivement
instables. Ces re´sultats sont appuye´s par plusieurs tests nume´riques, que nous donnons a`
la fin du chapitre.
4.1 Cadre fonctionnel et pre´liminaires
Soient Ω = (0, 1), ǫ > 0, x ∈ Ω et r un parame`tre re´el ne´gatif. Nous de´finissons
f : R −→ R, u 7→ (1 + r)u+ u3. (4.1)
W0 = {u ∈ H2(Ω)|∂xu = 0, sur ∂Ω},
V0 = {u ∈ H4(Ω)|∂xu = ∂xxxu = 0 sur ∂Ω},
L˙2(Ω) = {v ∈ L2(Ω)|
∫
Ω
vdx = 0},
V˙0 = V0 ∩ L˙2(Ω), W˙0 =W0 ∩ L˙2(Ω),
et
δ = (ǫ,M).
Le but, dans ce chapitre est d’e´tudier la stabilite´ line´aire des branches de solutions sta-
tionnaires donne´es dans le The´ore`me 3.3.1. Cette stabilite´ est prouve´e pour le proble`me
d’e´volution suivant : 

∂v
∂t
= F (v, δ), (x, t) ∈ Ω× (0,∞)
∂xu = ∂xxxu = ∂xxxxu = 0, sur ∂Ω × (0,∞)
u(0) = u0 dans L
2((0, 1)),
(4.2)
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Ou` F est donne´e par (3.5).
On peut remarquer (4.2) est un proble`me de Swift-Hohenberg stabilisant ( voir [49]).
Cette e´quation et le proble`me d’e´volution d’origine (3.3), pour lequel, nous avons montre´
l’existence de branches de solutions stationnaires, dans le The´ore`me 3.3.1, ont le meˆme
syste`me gradient dont la fonctionnelle de Lyapunov correspondante est
E(u, ǫ) =
∫ 1
0
1
2
(ǫuxx + u)
2 +
r
2
u2 +
1
4
u4dx. (4.3)
Cela signifie que (voir [50]), si les solutions stationnaires de (4.2) sont isole´es alors u(x, t)
tend vers ces solutions quand t −→ +∞. Autrement dit, pour tout x ∈ Ω,
u(x, t) −→ v(x) quand t −→ +∞.
ou` v(x) est solution du proble`me
(v, δ) ∈ V˙0 × (0,+∞) ×R F (v, δ) = 0. (4.4)
On rappelle que F est explicitement de´finie comme suit :
F : V˙0 × (0,∞) × R→ L˙2(Ω), (v, δ) 7→ F (v, δ) = L(v, δ) +N(v, δ).
Avec,
L(·, δ) : V˙0 → L˙2(Ω), v 7→ ǫ2∂xxxxv + 2ǫ∂xxv + f ′(M)v (4.5)
et
N(·, δ) : V˙0 → L˙2(Ω), v 7→ f
′′(M)
2
(v2 −
∫
Ω
v2dx) +
f ′′′(M)
6
(v3 −
∫
Ω
v3dx). (4.6)
Remarque 4.1.1
Selon la Proposition 2.2.1, l’ope´rateur L(·, δ) admet une base orthogonale de vecteurs
propres
ϕk : x 7→ cos(kπx), k = 1, 2, ...
dans L˙(Ω). Son spectre est donne´ par
µk = (ǫλk − 1)2 − p, λk = (kπ)2, p = 1− f ′(M) = −3M2 − r, (4.7)
Sous les notations (4.7), on donne le re´sultat trivial suivant.
Proposition 4.1.1
Soit r < 0 et (ǫ,M) ∈]0,+∞[×R∗+. On suppose que 0 n’est pas dans le spectre de L(·, δ)
(rappelle que δ = (ǫ,M)).
• Si 3M2 > −(ǫλk − 1)2 − r ∀k ≥ 1, alors la solution triviale u¯ = M (ou v = 0) est
stable (au sens ou` toutes les valeurs propres L(·, δ) sont positives).
• S’il existe j ≥ 1 tel que 3M2 < −(ǫλj − 1)2 − r alors u¯ =M (ou v = 0) est instable
(au sens ou` l’une des valeurs propres de L(·, δ) est ne´gative).
Preuve. La preuve est triviale car il s’agit simplement d’e´tudier la positivite´ de la valeur
propre
µk = (ǫλk − 1)2 − p, λk = (kπ)2 = −3M2 − r.

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Enfin, nous rappelons les hypothe`ses qui ont permis de prouver l’existence des solutions
bifurquantes du proble`me (4.4) (voir The´ore`me 3.3.1).
(H4) Soient 1 ≤ k∗∗ < k∗ et r < 0 fixe´s. (4.8)
(H5) Soient ǫ > 0 et M ∈ R∗ ve´rifiant
(ǫλk∗ − 1)2 + r + 3M2 = (ǫλk∗∗ − 1)2 + r + 3M2 = 0. On pose p = −3M2 − r.
(4.9)
(H6) De plus, on suppose que 0 < p < 1 et KerL(·, δ∗) =< ϕk∗ , ϕk∗∗ > . (4.10)
Si nous posons
x = θ2 :=
(
k∗
k∗∗
)2
, (4.11)
alors, graˆce a` l’hypothe`se (4.9), le parame`tre p ve´rifie
√
p =
x− 1
x+ 1
. (4.12)
Pour simplifier les notations, on posera, comme nous l’avons souvent fait, dans les chapitres
pre´ce´dents
ϕk∗ = ϕ∗, ϕk∗∗ = ϕ∗∗, λk∗ = λ∗ et λk∗∗ = λ∗∗. (4.13)
Bien que nous soyons inte´resse´s ici, par la stabilite´ line´aire des solutions donne´es dans
le The´ore`me 3.3.1, il est, tout de meˆme, ne´cessaire de donner un re´sultat de la stabilite´
de la constante (ou la solution triviale). Ainsi, sous les hypothe`ses (4.8)-(4.10), on a la
proposition suivante.
Proposition 4.1.2 (Stabilite´ neutre de la solution triviale)
Soient 1 ≤ k∗∗ < k∗, r, ǫ∗, M∗ et p = −3M2∗ − r satisfaisant (4.8)-(4.10). Dans le plan
(ǫ,X = 3M2) la condition suivante,{
−(ǫ∗λk∗ − 1)2 − r = −(ǫ∗λk∗∗ − 1)2 − r
−(ǫ∗λk∗ − 1)2 − r > −(ǫ∗λj − 1)2 − r
(4.14)
est ve´rifie´e pour tout j 6= k∗ et j 6= k∗∗ si et seulement si
k∗∗ = k∗ − 1 et ǫ∗ = 2
λk∗ + λk∗−1
. (4.15)
De plus, si on suppose que ǫ ∈] 1λk∗ ,
1
λk∗∗
[ alors
(i) si 3M2 > −(ǫλk∗∗ − 1)2 − r et ǫ∗ < ǫ < 1λk∗∗ alors la solution triviale u¯ = M (ou
v = 0) est stable dans le sens de la Proposition 4.1.1.
(ii) Si 3M2 > −(ǫλk∗ − 1)2 − r et 1λk∗ < ǫ < ǫ∗ alors la solution triviale u¯ = M (ou
v = 0) est stable dans le sens de la Proposition 4.1.1.
(iii) Si 3M2 < −(ǫλk∗∗ − 1)2 − r la solution triviale u¯ =M (ou v = 0) est instable.
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103. ε
X
 
 parabol≥ ≤≥s points ≤≥ bifurcation j=2parabol≥ ≤≥s points ≤≥ bifurcation k∗ ∗=3parabol≥ ≤≥s points ≤≥ bifurcation k∗ =4parabol≥ ≤≥s points ≤≥ bifurcation j=5(103.ε∗, 3M2∗)
103/(3π)2103/(4π)2
PARAMETRES DE BIFURCATION AVEC ≤imK≥rL(×, δ)=2
CONSTANTE STABLE
CONSTANTE INSTABLE
Figur≥4.1–stabilitδ≥n≥utr≥≤≥laconstant≥.
Pr≥uv≥. Onrapp≥l≥qu≥λj=(jπ)2.D≥c≥fait,onp≥utvoirqu≥
(4.14)⇔

ǫ∗= 2λk∗+λk∗∗,[ǫ∗(λk∗−λj)][ǫ∗(λk∗+λj)−2]<0,[ǫ∗(λk∗∗−λj)][ǫ∗(λk∗∗+λj)−2]<0.
(4.16)
Enr≥tour,l≥syst`≥m≥(4.16)fournit
ǫ∗= 2λk∗+λk∗∗,(λk∗−λj)(λj−λk∗∗)<0,(λk∗∗−λj)(λj−λk∗)>0.
(4.17)
D’o`u 
ǫ∗= 2λk∗+λk∗∗soitλk∗<λj ≥t λj>λk∗∗soit λk∗>λj ≥t λj<λk∗∗.
(4.18)
Ilrδ≥sult≥qu’iln≥p≥ut≥xist≥r≤≥j=k∗≥tj=k∗∗t≥lqu≥
k∗∗<j<k∗.
Parconsδ≥qu≥ntk∗∗=k∗−1.Soit(ǫ,M)∈(0,+∞)×R.Pourmontr≥rl≥sass≥rtions(i)≥t(ii),nousposons
c1=−(ǫλk∗∗−1)2−r ≥t c2=−(ǫλk∗−1)2−r,94
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et {
c3 = −(ǫλkj − 1)2 − r ∀j > k∗,
c4 = −(ǫλkj − 1)2 − r ∀j < k∗∗.
Ainsi, la preuve consiste a` montrer que pour tout (ǫ, 3M2) tel que ǫ ∈] 1λk∗ ,
1
λk∗∗
[ alors
µj = −(ǫλj − 1)2 − r > 0 ∀j ≥ 1.
En effet,
(i) si on suppose que 3M2 > −(ǫλk∗∗ − 1)2 − r et ǫ∗ < ǫ < 1λk∗∗ alors on trivialement
que µk∗∗ > 0. En plus, comme
c1 − c2 > 0 ⇐⇒ ǫ > 2
λk∗ + λk∗∗
= ǫ∗ (voir (4.15)).
Ce qui est vrai car par hypothe`se ǫ > ǫ∗. Donc c1 > c2 et par suite, on obtient que
3M2 > c2 et µk∗ > 0.
• Si j < k∗∗ alors 1λk∗∗ <
2
λk∗∗+λj
. En plus
c1 − c4 > 0 ⇐⇒ ǫ < 2
λk∗∗ + λj
.
Ce qui est vrai car ǫ < 1λk∗∗
. Donc c1 > c4 et par suite, on obtient que
3M2 > c4 et µj > 0 ∀j < k∗∗.
• Si j > k∗∗ alors ǫ∗ < 2λk∗∗+λj . En plus
c1 − c3 > 0 ⇐⇒ ǫ > 2
λk∗∗ + λj
.
Ce qui est vrai car ǫ > ǫ∗. Donc c1 > c3 et par suite, on obtient que
3M2 > c3 et µj > 0 ∀j > k∗∗.
Donc la solution triviale u¯ =M (ou` v = 0) est stable.
(ii) On suppose maintenant que 3M2 > −(ǫλk∗ − 1)2 − r et 1λk∗ < ǫ < ǫ∗. Alors on a
trivialement que µk∗ > 0. En plus, comme
c2 − c1 > 0 ⇐⇒ ǫ < 2
λk∗ + λk∗∗
= ǫ∗ (voir (4.15)).
Ce qui est vrai, car par hypothe`se ǫ < ǫ∗. Donc c2 > c1 et par suite, on obtient que
3M2 > c1 et µk∗∗ > 0.
• Si j < k∗∗ (ou j < k∗) alors ǫ∗ < 2λk∗+λj . En plus
c2 − c4 > 0 ⇐⇒ ǫ < 2
λk∗ + λj
.
Ce qui est vrai car ǫ < ǫ∗. Donc c2 > c4 et par suite, on obtient que
3M2 > c4 et µj > 0 ∀j < k∗.
95
CHAPITRE 4. STABILITE´ LINE´AIRE DES SOLUTIONS BIFURQUANTES AVEC
DIMKERL(·, δ∗) = 2
• Si j > k∗ alors 1λk∗ <
2
λk∗+λj
. En plus
c2 − c3 > 0 ⇐⇒ ǫ > 2
λk∗ + λj
.
Ce qui est vrai car ǫ > 1λk∗
. Donc c2 > c3 et par suite, on obtient que
3M2 > c3 et µj > 0 ∀j > k∗.
Donc la solution triviale u¯ =M (ou v = 0)) est stable.
Ce qui termine la de´monstration de la proposition. 
En re´sume´, la proposition pre´ce´dente dit que, la solution constante (0, δ) ou` (ǫ,M)
est stable, si k∗ = k∗∗ + 1. Dans la suite, on travaillera avec cette condition. Autrement
dit, dans le plan (ǫ, 3M2), des parame`tres solutions doivent eˆtre au dessus, de toutes les
paraboles de points de bifurcations, pour espe´rer avoir la stabilite´.
On rappelle que le re´sultat de stabilite´ que nous souhaitons e´tablir dans ce chapitre
est base´ sur un principe de la stabilite´ re´duite de´veloppe´ par Kilho¨fer dans ( [36], section
I.18). Ainsi, dans la section qui va suivre, nous allons donner une bre`ve description dudit
principe.
4.2 Description du principe de stabilite´ re´duite line´aire
Comme son nom l’indique, le principe de stabilite´ re´duite permet de re´duire l’e´tude de
la stabilite´ line´aire des solutions bifurquantes du proble`me (4.4), donne´es par le The´ore`me
3.3.1, de V˙0 au sous espace KerL(·, δ∗).
Soit v(y) un e´quilibre de (4.2), c’est-a`-dire une solution de (4.4).
De´finition 4.2.1
Selon le Principe de stabilite´ line´aire (de Lyapunov), v(y) est line´airement stable si et
seulement si le spectre de DvF (v(y), δ(y)) est inclus dans R
∗
+.
Comme F (·, δ∗) est un ope´rateur de Fredholm d’indice 0 (dans le sens de la De´finition
1.3.1), il vient les de´compositions suivantes
L˙2(Ω) = KerL(·, δ∗)⊕R(L(·, δ∗)) (4.19)
et
V˙0 = KerL(·, δ∗)⊕
(
R(L(·, δ∗)) ∩ V˙0
)
. (4.20)
Lesquelles en retour, de´finissent les projections suivantes
Q : L˙2(Ω)→ R(L(·, δ∗)) et P := I −Q (4.21)
telles que la solution v puisse s’e´crire de manie`re suivante
v = ϕ+ w avec ϕ = Pv. (4.22)
De manie`re explicite P sera vue comme suit
Pv := 2(v, ϕ∗)2ϕ∗ + 2(v, ϕ∗∗)2ϕ∗∗, ∀v ∈ L˙2(Ω). (4.23)
Aussi, nous posons, comme dans le Chapitre 3, ϕ = yϕ0 avec ϕ0 = αϕ∗ + βϕ∗∗.
α2 + β2 = 1, (α, β) ∈ R∗ ×R∗. (4.24)
D’ou`, graˆce aux hypothe`ses (4.8)-(4.10) et la Me´thode de Re´duction de Lyapunov-Schmidt
(voir Chapitre 3, Sous-section 3.3.2 et The´ore`me 3.3.1), il re´sulte que
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toutes les solutions du proble`me (4.4) qui consiste a` chercher les solutions bi-
furquantes au voisinage du point de bifurcation (0, δ∗) ∈ V˙0×R2, sont obtenues
en re´solvant
Φ˜(ϕ, δ) = PF (ϕ+ w(ϕ, δ), δ) = 0 (ϕ, δ) ∈ KerL(·, δ∗)× (0,+∞)× R. (4.25)
La courbe de solutions obtenue (voir (3.64), chapitre 3) ve´rifie
F (v(y), δ(y)) = 0, y ∈ (−τ, τ) voir le the´ore`me 3.3.1. (4.26)
Le principe de stabilite´ re´duite pour les solutions stationnaires est alors formule´e comme
suit : v(y) = ϕ(y) + w(ϕ(y), δ(y)) et ϕ(y) = Pv(y) qui sont conside´re´es comme des
e´quilibres respectifs du proble`me dvdt = F (v, δ) et du proble`me re´duit
dϕ
dt = Φ˜(ϕ, δ) ont-elles
la meˆme stabilite´ ? En d’autres mots, peut -t-on de´duire la stabilite´ line´aire de v(y) de
celle de sa composante ϕ(y) = Pv(y) dans le noyau ?
En effet, une re´ponse a` cette question est apporte´e par Kielho¨fer dans [36] en e´tudiant
les valeurs propres des familles d’ope´rateurs,
T (y) := DvF (v(y), δ(y)) (4.27)
K(y) := DϕΦ˜(ϕ(y), δ(y)). (4.28)
Bien suˆr, il suppose que ces ope´rateurs de´pendent analytiquement de y proche 0. Et, en fai-
sant usage du Polygone de Newton (voir [36], section I.15), il prouve que les se´ries entie`res
des valeurs propres perturbe´es de T (y) := DvF (v(y), δ(y)) et K(y) := DϕΦ˜(ϕ(y), δ(y))
ont les meˆmes termes dominants non nuls, pourvu que les deux points suivants soient
satisfaits
1. K(y) = yn0Kn0 +O
(
yn0+1
)
pour n0 ≥ 1
2. 0 est une valeur propre de Kn0 de multiplicite´ au plus 1.
Pour bien de´crire ce principe, nous introduisons les notations suivantes
T11(y) ≡ PT (y) |KerL(·,δ∗) ∈ L (KerL(·, δ∗),KerL(·, δ∗)),
T12(y) ≡ PT (y) |R∩V˙0 ∈ L (R ∩ V˙0,KerL(·, δ∗)),
T21(y) ≡ (I − P )T (y) |N ∈ L (KerL(·, δ∗), R),
T22(y) ≡ (I − P )T (y) |R∩V˙0 ∈ L (R ∩ V˙0, R).
(4.29)
Alors, au vue de (4.19)-(4.20), T (y) ∈ L (V˙0, L˙2(Ω)) est donne´ par l’ope´rateur matriciel
T (y) =


T11(y) T12(y)
T21(y) T22(y)

 . (4.30)
Proprie`te´s 4.2.1
Par (4.19)-(4.20), on a
T11(0) = 0,
T12(0) = 0,
T21(0) = 0,
T22(0) est un isomorphisme.
(4.31)
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Remarque 4.2.1
La dernie`re proprie´te´ tient e´galement pour T22(y) quand y est proche de 0. Car, au moyen
d’un de´veloppement de Taylor a` l’ordre 1, on peut facilement voir que
T22(y) = T22(0) +O(y) . (4.32)
Le proble`me spectral de T (y) conduit a` l’e´tude de
T (y)− µIV˙0 =


T11(y)− µIKerL(·,δ∗) T12(y)
T21(y) T22(y)− µIR∩V˙0

 , µ ∈ R. (4.33)
En composant (4.33), a` gauche, par l’isomorphisme (pour y et | µ | tre`s petits)

IKerL(·,δ∗) −T12(y)(T22(y)− µIR∩V˙0)−1
0 IR

 ∈ L (L˙2(Ω), L˙2(Ω)), (4.34)
nous obtenons l’ope´rateur

T11(y)− µIKerL(·,δ∗) − T12(y)(T22(y)− µIR∩V˙0)−1T21(y) 0
T21(y) T22(y)− µIR∩V˙0

 , µ ∈ R.
(4.35)
qui est dans L (V˙0, L˙
2(Ω)). Par conse´quent, les valeurs propres perturbe´es µ de T (y)
satisfont l’e´quation
det(T11(y)− µIKerL(·, δ∗) − T12(y)(T22(y)− µIR∩V˙0)−1T21(y)) = 0 (4.36)
Remarque 4.2.2
On observe que l’ope´rateur T11(y) − µIKerL(·, δ∗) − T12(y)(T22(y) − µIR∩V˙0)−1T21(y) est
dans L (KerL(·, δ∗),KerL(·, δ∗)), et que selon l’hypothe`se (4.10), dimKerL(·, δ∗) = 2.
Finalement, puisque
(T22(y)− µIR∩V˙0)−1 =
∞∑
ν=0
µνT22(y)
−ν−1, (4.37)
l’e´quation (4.36) est transforme´e en
h(y, µ) = det(T11(y)− µIKerL(·,δ∗) − T12(y)
∞∑
ν=0
µνT22(y)
−ν−1T21(y))
= det(T11(y)− µIKerL(·,δ∗) −
∞∑
ν=0
µνBν(y)) = 0, (4.38)
ou`
Bν(y) = T12(y)T22(y)
ν−1T21(y) = O
(
y2
)
. (4.39)
La fonction h est analytique dans le sens de ( [36], Section I.15.2), ainsi la Me´thode du
Polygone de Newton (voir [36], Section I.15) donne la courbe solutions de h(y, µ) = 0
passant par (0, 0). On fait remarquer que
h(y, µ) = 0 (4.40)
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est l’e´quation caracte´ristique de T (y). Ensuite, nous construisons l’e´quation caracte´ristique
pour les valeurs propres de K(y). En effet, nous obtenons de (4.25),
DϕΦ˜(ϕ, δ) = PDvF (ϕ+ w(ϕ, δ), δ)(IKerL(·,δ∗) +Dϕw(ϕ, δ)), (4.41)
et puisque (I−P )F (ϕ+w(ϕ, δ), δ) ≡ 0 (cf. Chapitre 3, Section 3.3.1), alors la diffe´rentiation
par rapport a` ϕ fournit
(I − P )DvF (ϕ+ w(ϕ, δ), δ)(IKerL(·,δ∗) +Dϕw(ϕ, δ)) ≡ 0. (4.42)
Pour les solutions
ϕ(y) = yϕ0 = Pv(y) et v(y) = yϕ0 + w(yϕ0, δ(y)) (4.43)
nous tirons, en vue des de´finitions (4.29),
Dϕw(yϕ0, δ(y)) = −T22(y)−1T21(y), (4.44)
et de (4.41), on obtient
K(y) = T11(y)− T12(y)T22(y)−1T21(y). (4.45)
L’e´quation caracte´ristique pour les valeurs propres de K(y) est alors donne´e par
g(y, µ) ≡ det(T11(y)− µIKerL(·,δ∗) −B0) = 0. (4.46)
Puisque le but est de comparer les solutions de (4.46) et (4.40), alors on a le re´sultat
suivant.
The´ore`me 4.2.1 ( [36], section I.8)
Soit K(y) = yn0Kn0 + O
(
yn0+1
)
pour n0 ≥ 0. Si 0 est une valeur propre de Kn0 ∈
L (KerL(·, δ∗),KerL(·, δ∗)) de multiplicite´ alge´brique au plus 1, alors les de´veloppements
en se´ries de toutes les valeurs propres perturbe´es de T (y) = DvF (v(y), δ(y)) et toutes
les valeurs propres de K(y) = DϕΦ˜(yϕ0, δ(y)) ont les meˆmes premiers termes dominants.
Pour tous, sauf peut eˆtre un, ces termes sont donne´s par
µρy
n0 , ρ = 1, ..., r, r ≤ n = dimKerL(·, δ∗), (4.47)
ou` µρ ∈ R sont des valeurs propres non nuls de la matrice Kn0 . Si detK(y) ≡ 0, alors
µ ≡ 0 est une valeur propre de K(y) et T (y). Si detK(y) = rlyl +O
(
yl+1
)
, l ≥ nn0, l’un
des termes dominants des possibles valeurs propres est
µ0y
l−(n−1)n0 , ou` µ0 = rlµ−m11 ...µ
−mr
r . (4.48)
Ici, mρ est la multiplicite´ alge´brique de µρ, ρ = 1, ..., r ≤ n− 1.
Remarque 4.2.3
Dans notre cas n = dimKerL(·, δ∗) = 2 (voir hypothe`se (4.10)). En plus, comme nous le
verrons dans la suite, n0 sera e´galement e´gale a` 2, et 0 ne sera pas valeur propre de
Kn0 ∈ L (KerL(·, δ∗),KerL(·, δ∗)).
Le re´sultat principal de ce chapitre sera une simple application du the´ore`me pre´ce´dent.
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4.3 The´ore`me de stabilite´ des solutions bifurquantes
Pour appliquer le The´ore`me 4.2.1, aux solutions bifurquantes du proble`me (4.4), donne´es
par le The´ore`me 3.3.1, nous devons d’abord ve´rifier que les hypothe`ses (4.8)-(4.10) sont
suffisantes pour satisfaire les conditions exige´es. Mais, au pre´alable, nous commenc¸ons par
fournir certains re´sultats pre´liminaires.
4.3.1 Quelques re´sultats pre´liminaires
Soit ϕ0 satisfaisant (4.24), nous posons
Θ1 := P (ϕ
2
0.ϕ∗ −
∫ 1
0
ϕ20.ϕ∗dx), (4.49)
Θ2 := P (ϕ
2
0.ϕ∗∗ −
∫ 1
0
ϕ20.ϕ∗∗dx), (4.50)
Θ3 := P (ϕ∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0 −
∫ 1
0
ϕ∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0dx), (4.51)
Θ4 := P (ϕ∗∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0 −
∫ 1
0
ϕ∗∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0dx), (4.52)
Θ5 := P (ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗ −
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗dx), (4.53)
Θ6 := P (ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗∗)−
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗∗dx). (4.54)
Les deux propositions suivantes tiennent.
Proposition 4.3.1 ( [30])
Soient k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (4.8)-(4.10) et α2+β2 = 1 tel que ϕ0 = αϕ∗+βϕ∗∗
. Si k∗ 6= 2k∗∗, alors w (voir (4.22)) ve´rifie
D2ϕϕw(0, δ∗)ϕ0.ϕ0 = x2k∗ϕ2k∗ + xk∗+k∗∗ϕk∗+k∗∗ + xk∗−k∗∗ϕk∗−k∗∗ + x2k∗∗ϕ2k∗∗ . (4.55)
De meˆme (obtenues par analogie)
D2ϕϕw(0, δ∗)ϕ0.ϕ∗ =
x2k∗
α
ϕ2k∗ +
xk∗+k∗∗
2α
ϕk∗+k∗∗ +
xk∗−k∗∗
2α
ϕk∗−k∗∗, (4.56)
et
D2ϕϕw(0, δ∗)ϕ0.ϕ∗∗ =
x2k∗∗
β
ϕ2k∗∗ +
xk∗+k∗∗
2β
ϕk∗+k∗∗ +
xk∗−k∗∗
2β
ϕk∗−k∗∗ . (4.57)
Avec
x2k∗ = −f
′′
(M)
α2
2µ2k∗
xk∗+k∗∗ = −f
′′
(M)
αβ
µk∗+k∗∗
,
xk∗−k∗∗ = −f
′′
(M)
αβ
µk∗−k∗∗
x2k∗∗ = −f
′′
(M)
β2
2µ2k∗∗
,
ou`
µj = (ǫ∗λj − 1)2 − p, j = 2k∗, k∗ + k∗∗, k∗ − k∗∗, 2k∗∗.
Preuve. Elle est donne´e par la Proposition 3.3.1. 
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Proposition 4.3.2
Soient k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (4.8)-(4.10) et α2+β2 = 1 tel que ϕ0 = αϕ∗+βϕ∗∗
. Si k∗ 6= 2k∗∗ et k∗ 6= 3k∗∗, alors
Θ1 = (
3α2
4
+
β2
2
)ϕ∗ + αβϕ∗∗, (4.58)
Θ2 = αβϕ∗ + (
α2
2
+
3β2
4
)ϕ∗∗, (4.59)
Θ3 =
x2k∗
2
ϕ∗ +
xk∗+k∗∗ + xk∗−k∗∗
2
ϕ∗∗, (4.60)
Θ4 =
xk∗+k∗∗ + xk∗−k∗∗
2
ϕ∗ +
x2k∗∗
2
ϕ∗∗, (4.61)
Θ5 =
[
x2k∗
2
+
β
4α
(xk∗+k∗∗ + xk∗−k∗∗)
]
ϕ∗ +
[
1
4
(xk∗+k∗∗ + xk∗−k∗∗)
]
ϕ∗∗, (4.62)
Θ6 =
[
1
4
(xk∗+k∗∗ + xk∗−k∗∗)
]
ϕ∗ +
[
x2k∗∗
2
+
α
4β
(xk∗+k∗∗ + xk∗−k∗∗)
]
ϕ∗∗. (4.63)
Preuve. On sait que
Pv := 2(v, ϕ∗)2ϕ∗ + 2(v, ϕ∗∗)2ϕ∗∗, ∀v ∈ L˙2(Ω), (4.64)
or
ϕ20.ϕ∗ = (α
2ϕ2∗ + 2αβϕ∗ϕ∗∗ + β
2ϕ2∗∗).ϕ∗
=
α2
2
(1 + ϕ2k∗)ϕ∗ + αβ(ϕk∗+k∗∗ + ϕk∗−k∗∗)ϕ∗ +
β2
2
(1 + ϕ2k∗∗)ϕ∗,
d’ou` en tenant compte des hypothe`ses, et en appliquant P a` l’expression ci-dessus, on
trouve que
Θ1 = P (ϕ
2
0.ϕ∗ −
∫ 1
0
ϕ20.ϕ∗dx) =
(
3α2
4
+
β2
2
)
ϕ∗ + αβϕ∗∗.
Ce qui prouve (4.58).
Le re´sultat (4.60) est donne´ en multipliant (4.55) par ϕ∗. En effet,
ϕ∗.D2ϕϕw(0, δ∗)ϕ0ϕ0 = ϕ∗.(x2k∗ϕ2k∗ + xk∗+k∗∗ϕk∗+k∗∗ + xk∗−k∗∗ϕk∗−k∗∗ + x2k∗∗ϕ2k∗∗)
=
x2k∗
2
(ϕ3k∗ + ϕ∗) +
xk∗+k∗∗
2
(ϕ2k∗+k∗∗ + ϕ∗∗)
+
xk∗−k∗∗
2
(ϕ2k∗−k∗∗ + ϕ∗∗) +
x2k∗
2
(ϕ2k∗∗+k∗ + ϕ2k∗∗−k∗),
en appliquant P , on trouve que
P (ϕ∗.D2ϕϕw(0, δ∗)ϕ0ϕ0 −
∫ 1
0
ϕ∗.D2ϕϕw(0, δ∗)ϕ0ϕ0dx) =
x2k∗
2
ϕ∗ +
xk∗+k∗∗ + xk∗−k∗∗
2
ϕ∗∗.
101
CHAPITRE 4. STABILITE´ LINE´AIRE DES SOLUTIONS BIFURQUANTES AVEC
DIMKERL(·, δ∗) = 2
Nous proce´dons de la meˆme fac¸on, pour e´tablir (4.62). En effet, la multiplication de (4.56)
avec ϕ∗ donne
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗ = (αϕ∗ + βϕ∗∗).(
x2k∗
α
ϕ2k∗ +
xk∗+k∗∗
2α
ϕk∗+k∗∗ +
xk∗−k∗∗
2α
ϕk∗−k∗∗)
=
x2k∗
2
(ϕ3k∗ + ϕ∗) +
xk∗+k∗∗
4
(ϕ2k∗+k∗∗ + ϕ∗∗)
+
xk∗−k∗∗
2
(ϕ2k∗−k∗∗ + ϕ∗∗) +
βx2k∗∗
2α
(ϕ2k∗+k∗∗ + ϕ2k∗−k∗∗)
+
βxk∗+k∗∗
4α
(ϕk∗+2k∗∗ + ϕ∗) +
βxk∗−k∗∗
4α
(ϕk∗−2k∗∗ + ϕ∗).
L’application de la projection P donne (4.62). Ceci ache`ve la preuve de cette proposition
car le reste des re´sultats s’obtient de fac¸on analogue. 
Les calculs e´tablis dans les deux propositions pre´ce´dentes seront utilise´s dans les
lemmes qui vont pre´ce´der le re´sultat principal.
4.3.2 Re´sultat principal de stabilite´ line´aire
Ici, il est question de donner le re´sultat principal de ce chapitre. Pour ce faire, on a
besoin du lemme suivant.
Lemme 4.3.1
Soient k∗ = k∗∗ + 1, ǫ∗ = 2λk∗+λk∗−1 satisfaisant (4.8)-(4.10) et (α, β) ∈ R
∗ × R∗ ve´rifiant
(4.24). Si k∗ 6= 2k∗∗ et k∗ 6= 3k∗∗ alors l’ope´rateur K(y) est de´veloppable a` l’odre 2, comme
suit,
K(y) = y2K2 +O
(
y3
) ∀y ∈ (−τ, τ) (4.65)
ou`
K2 =
1
2
K¨(0) ∈ L (KerL(·, δ∗),KerL(·, δ∗)) et A2 = 1
2

a11 a12
a21 a22

 (4.66)
est sa repre´sentation matricielle dans KerL(·, δ∗). Ici, les coefficients a11, a12, a21 et a22
sont donne´s par ;
a12 = a21 = αβ
[
6 + f ′′(M∗)2
(
− 1
µk∗+k∗∗
− 1
µk∗−k∗∗
)]
, (4.67)
a11 =
3
2
α2 + 3 + f ′′(M∗)2
(
− 3α
2
4µ2k∗
− 1− α
2
2µk∗+k∗∗
− 1− α
2
2µk∗−k∗∗
)
+
2ǫ¨(0)
ǫ∗
(p +
√
p) + f
′′
(M∗)M¨(0), (4.68)
a22 = −3
2
α2 +
9
2
+ f ′′(M∗)2
(
−3(1− α
2)
4µ2k∗∗
− α
2
2µk∗+k∗∗
− α
2
2µk∗−k∗∗
)
+
2ǫ¨(0)
ǫ∗
(p −√p) + f ′′(M∗)M¨(0). (4.69)
Ou`, µj = (ǫ∗λj − 1)2 − p, avec j = 2k∗, k∗ + k∗∗, k∗ − k∗∗, 2k∗∗ et λj = (jπ)2.
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Preuve. Nous rappelons que, pour ϕ = yϕ0
K(y) := DϕΦ˜(yϕ0, δ(y)) ∈ L (KerL(·, δ∗),KerL(·, δ∗)) (4.70)
et
Φ˜(yϕ0, δ(y)) = PF (yϕ0 + w(yϕ0, δ), δ(y)). (4.71)
De fait, il re´sulte, par l’utilisation de la de´finition (4.25), que
K(0) = DϕΦ˜(0, δ∗)
= PDvF (0, δ∗)(IKerL(·,δ∗) +Dϕw(0, δ∗))
= 0,
car
PDvF (0, δ∗)IKerL(·,δ∗) = PL(·, δ∗)IKerL(·,δ∗) ≡ 0
et Dϕw(0, δ∗) ≡ 0 (cf. corollaire 3.3.1).
De meˆme, la diffe´renciation de K(y) par rapport a` y, en 0, donne,
K˙(0) = 0. (4.72)
En effet, avec ϕ = yϕ0 (voir (4.24)), on obtient
K˙(y) |y=0 = d
dy
[PDvF (v, δ)(I +Dϕw(ϕ, δ))] |y=0
= PD2vvF (v, δ)[I +Dϕw(ϕ, δ), ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)] |y=0
+PD2vδF (v, δ)[I +Dϕw(ϕ, δ), δ˙ ] |y=0
+PDvF (v, δ)[D
2
ϕϕw(ϕ, δ)ϕ0 +D
2
ϕδw(ϕ, δ)δ˙] |y=0 .
Comme δ˙(0) = 0 (cf. Proposition 3.3.2) et D2ϕϕw(ϕ, δ)ϕ0 ∈ L (KerL(·, δ∗), R(L(·, δ∗)),
donc
K˙(0) = PD2vvF (0, δ∗)[I, ϕ0]
= f
′′
(M∗)P (ϕ0IKerL(·,δ∗) −
∫ 1
0
ϕ0IKerL(·,δ∗)dx)
= 0,
car selon les hypothe`ses ,
ϕ0.ϕ∗ =
α
2
(1 + ϕ2k∗) +
β
2
(ϕk∗+k∗∗ + ϕk∗−k∗∗) ∈ R(L(·, δ∗)),
et de meˆme
ϕ0.ϕ∗∗ =
β
2
(1 + ϕ2k∗∗) +
α
2
(ϕk∗+k∗∗ + ϕk∗−k∗∗) ∈ R(L(·, δ∗)).
D’ou` (4.72).
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Nous calculons maintenant K¨(0). En de´rivant K˙(y) par rapport a` y, on obtient,
K¨(y) |y=0 = d
dy
(PD2vvF (v, δ)[I +Dϕw(ϕ, δ), ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)]) |y=0
+
d
dy
(PD2vδF (v, δ)[I +Dϕw(ϕ, δ), δ˙]) |y=0
+
d
dy
(PDvF (v, δ)[D
2
ϕϕw(ϕ, δ)ϕ0 +D
2
ϕδw(ϕ, δ)δ˙]) |y=0
:= Z1(0) + Z2(0) + Z3(0).
Nous cherchons, ensuite, a` calculer les trois quantite´s pre´ce´demment de´finies.
Evaluation de Z1(0) = Z1(y) |y=0
Z1(y) =
d
dy
(PD2vvF (v, δ)[I +Dϕw(ϕ, δ), ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)])
=
d
dy
(PD2vvF (v, δ)(I +Dϕw(ϕ, δ))[ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)]
+PD2vvF (v, δ)(I +Dϕw(ϕ, δ))
d
dy
[ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)]
= PD3vvvF (v, δ)[I +Dϕw(ϕ, δ), ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y),
ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)]
+PD3vvδF (v, δ)[I +Dϕw(ϕ, δ), ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y), δ˙]
+PD2vvF (v, δ)[D
2
ϕϕw(ϕ, δ)ϕ0 +D
2
ϕδw(ϕ, δ)δ˙, ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)]
+PD2vvF (v, δ)[I +Dϕw(ϕ, δ),
D2ϕϕw(ϕ, δ)ϕ0ϕ0 +D
2
ϕδw(ϕ, δ)ϕ0 δ˙ +D
2
δδw(ϕ, δ)δ˙ϕ0 +D
2
δδw(ϕ, δ)δ˙ δ˙ +Dδw(ϕ, δ)δ¨],
comme w(0, δ) = 0 ∀δ (voir (3.44) Chapitre 3) et δ˙(0) = 0 (voir Proposition 3.3.2), alors
d’apre`s le Corollaire 3.3.1, (Dϕw(0, δ∗)ϕ0 = 0), il vient que
Z1(0) = PD
3
vvvF (0, δ∗)[I, ϕ0, ϕ0] + PD
2
vvF (0, δ∗)[Dϕϕw(0, δ∗)ϕ0, ϕ0]
+PD2vvF (0, δ∗)[I,D
2
ϕϕw(0, δ∗)ϕ0ϕ0]
= f
′′′
(M∗)P (ϕ20.I −
∫ 1
0
ϕ20.Idx) + f
′′
(M∗)P (ϕ0.D2ϕϕw(0, δ∗)ϕ0 −
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0dx)
+f
′′
(M∗)P (I.D2ϕϕw(0, δ∗)ϕ0ϕ0 −
∫ 1
0
I.D2ϕϕw(0, δ∗)ϕ0ϕ0dx).
Evaluation de Z2(0) = Z2(y) |y=0
Z2(y) =
d
dy
(PD2vδF (v, δ)[I +Dϕw(ϕ, δ), δ˙(y)])
=
d
dy
(PD2vδF (v, δ)(I +Dϕw(ϕ, δ))δ˙(y)
+PD2vδF (v, δ)(I +Dϕw(ϕ, δ))
d
dy
δ˙(y)].
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Pour les meˆmes raisons que pre´ce´demment et en se rappelant que δ =
(
ǫ
M
)
, on trouve
que
Z2(0) = PD
2
vδF (0, δ∗)[I, δ¨]
=
[
PD2vǫF (0, δ∗), PD
2
vMF (0, δ∗)
] ( ǫ¨(0)
M¨(0)
)
=
[
P (2ǫ∗
d4
dx4
+ 2
d2
dx2
), f ′′(M∗)P
](
ǫ¨(0)
M¨(0)
)
= P (2ǫ¨(0)ǫ∗
d4
dx4
+ 2ǫ¨(0)
d2
dx2
) + M¨(0)f ′′(M∗)P.
Evaluation de Z3(0) = Z3(y) |y=0
Z3(y) =
d
dy
(PDvF (v, δ)[D
2
ϕϕw(ϕ, δ)ϕ0 +D
2
ϕδw(ϕ, δ)δ˙])
= PD2vvF (v, δ)[ϕ0 +Dϕw(ϕ, δ))ϕ0 +Dδw(ϕ, δ)δ˙(y),D
2
ϕϕw(ϕ, δ)ϕ0 +Dϕδw(ϕ, δ)δ˙]
+PD2vδF (v, δ)[D
2
ϕϕw(ϕ, δ)ϕ0 +Dϕδw(ϕ, δ)δ˙, δ˙]
+PDvF (v, δ)[D
3
ϕϕϕw(ϕ, δ)ϕ0ϕ0 +D
3
ϕϕδw(ϕ, δ)ϕ0 δ˙
+D3ϕϕδw(ϕ, δ)ϕ0 δ˙ +D
3
ϕδδw(ϕ, δ)δ˙δ˙ +D
2
ϕδw(ϕ, δ)δ¨(y)].
En prenant y = 0, il vient que
Z3(0) = PD
2
vvF (0, δ∗)[ϕ0,D
2
ϕϕw(0, δ∗)ϕ0] + PL(., δ∗)[D
3
ϕϕϕw(0, δ∗)ϕ0ϕ0 +D
2
ϕδw(0, δ∗)δ¨(0)]
= PD2vvF (0, δ∗)[ϕ0,D
2
ϕϕw(0, δ∗)ϕ0]
= f
′′
(M∗)P (ϕ0.D2ϕϕw(0, δ∗)ϕ0 −
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0dx)
car
D3ϕϕϕw(0, δ∗)ϕ0ϕ0 +D
2
ϕδw(0, δ∗)δ¨(0) ∈ R(L(·, δ∗)).
En regroupant les calculs de Z1(0), Z2(0) et Z3(0), il re´sulte que
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K¨(0) = PD3vvvF (0, δ∗)[I, ϕ0, ϕ0] + 2PD
2
vvF (0, δ∗)[D
2
ϕϕw(0, δ∗)ϕ0, ϕ0]
+PD2vvF (0, δ∗)[I,D
2
ϕϕw(0, δ∗)ϕ0ϕ0] + PD
2
vδF (0, δ∗)[I, δ¨(0)]
= f
′′′
(M∗)P (ϕ20.I −
∫ 1
0
ϕ20.Idx) + 2f
′′
(M∗)P (ϕ0.D2ϕϕw(0, δ∗)ϕ0 −
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0dx)
+f
′′
(M∗)P (I.D2ϕϕw(0, δ∗)ϕ0ϕ0 −
∫ 1
0
I.D2ϕϕw(0, δ∗)ϕ0ϕ0dx)
+P (2ǫ¨(0)ǫ∗
d4
dx4
+ 2ǫ¨(0)
d2
dx2
) + M¨(0)f ′′(M∗)P. (4.73)
Puisque K(0) = 0 et K˙(0) = 0, on conclut que, pour y proche de 0, l’ope´rateur K est
de´veloppable comme suite
K(y) =
y2
2
K¨(0) +O(y3)
et pour finir, on pose
K2 =
1
2
K¨(0) et A2 sa repre´sentation matricielle dans la base eKerL(·,δ∗) (4.74)
Ce qui permet de conclure sur (4.65). Il reste, maintenant, a` calculer les coefficients de
A2. Pour ce faire, il suffit de calculer les images de ϕ∗ et ϕ∗∗ par
K¨(0) ∈ L (KerL(·, δ∗),KerL(·, δ∗))
dans la base eKerL(·,δ∗). En effet, par l’utilisation de (4.73), on obtient
K¨(0)ϕ∗ = f
′′′
(M∗)P [ϕ20.ϕ∗ −
∫ 1
0
ϕ20.ϕ∗]
+2f
′′
(M∗)P [ϕ0.D2ϕϕw(0, δ∗)ϕ0ϕ∗ −
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗]
+f
′′
(M∗)P [ϕ∗.D2ϕϕw(0, δ∗)ϕ0ϕ0 −
∫ 1
0
ϕ∗.D2ϕϕw(0, δ∗)ϕ0ϕ0]
+P (2ǫ¨(0)ǫ∗
d4ϕ∗
dx4
+ 2ǫ¨(0)
d2ϕ∗
dx2
+ M¨(0)f
′′
(M∗)ϕ∗).
= 6Θ1 + 2f
′′
(M∗)Θ5 + f
′′
(M∗)Θ3 + P (2ǫ¨(0)ǫ∗ϕ
(4)
∗ + 2ǫ¨(0)ϕ
(2)
∗ + M¨(0)f
′′
(M∗)ϕ∗),
ou` Θ1, Θ3 et Θ5 sont donne´es par la Proposition 4.3.2 et f
′′′
(M∗) = 6 (voir (4.1)). En
plus, selon les hypothe`ses (4.8)-(4.10), on a
P (2ǫ¨(0)ǫ∗ϕ
(4)
∗ + 2ǫ¨(0)ϕ
(2)
∗ + M¨(0)f
′′
(M∗)ϕ∗) =
[
2ǫ¨(0)ǫ∗λ2∗ − 2ǫ¨(0)λ∗ + M¨(0)f
′′
(M∗)
]
ϕ∗
=
[
2ǫ¨(0)
ǫ2∗λ2∗ − ǫ∗λ∗
ǫ∗
+ M¨(0)f
′′
(M∗)
]
ϕ∗
=
[
2ǫ¨(0)
ǫ∗
(p+
√
p) + M¨(0)f
′′
(M∗)
]
ϕ∗.
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Alors, en tenons compte de l’hypothe`se (4.24) (c’est-a`-dire β2 = 1− α2) et en regroupant
les coordonne´es de chaque vecteur ϕ∗ et ϕ∗∗ on trouve que
K¨(0)ϕ∗ = a11ϕ∗ + a21ϕ∗∗. (4.75)
De la meˆme manie`re, on montre que
K¨(0)ϕ∗∗ = a12ϕ∗ + a22ϕ∗∗, (4.76)
a` la seule diffe´rence que
P (2ǫ¨(0)ǫ∗ϕ
(4)
∗∗ + 2ǫ¨(0)ϕ
(2)
∗∗ + M¨(0)f
′′
(M∗)ϕ∗∗) =
[
2ǫ¨(0)
ǫ∗
(p−√p) + M¨(0)f ′′(M∗)
]
ϕ∗∗.
Ici a11, a12, a21 et a22 sont donne´es par (4.67)-(4.69). Cela ache`ve la preuve du lemme.

Remarque 4.3.1
Puisque
√
p =
x− 1
x+ 1
(voir (4.12)), alors les coefficients de la matrice A2 peuvent, e´galement,
eˆtre exprime´s en fonction de x comme suit,
a11 =
3
2
α2 + 3 + f ′′(M∗)2
(x+ 1)2
16x(4x − 1)(x− 4)
[−(21x− 4)α2 + 20x]
+
4x(x− 1)ǫ¨(0)
(x+ 1)2ǫ∗
+ f
′′
(M∗)M¨ (0), (4.77)
a22 = −3
2
α2 +
9
2
+ f ′′(M∗)2
(x+ 1)2
16(4x − 1)(x − 4)
[
(−4x+ 21)α2 + 4x− 1]
−4(x− 1)ǫ¨(0)
(x+ 1)2ǫ∗
+ f
′′
(M∗)M¨ (0), (4.78)
et
a12 = a21 = αβ
[
6 + f ′′(M∗)2
5(x+ 1)2
2(4x− 1)(x − 4)
]
. (4.79)
Ce sont ces dernie`res formes qui seront utilise´es dans la suite.
Le lemme qui va suivre traite les valeurs propres de A2.
Lemme 4.3.2
Sous les hypothe`ses du Lemme 4.3.1, le spectre de la matrice A2 =
1
2

a11 a12
a21 a22

 est
donne´ par
µ1 =
1
4
(
a11 + a22 −
√
(a11 − a22)2 + 4a212
)
, (4.80)
et
µ2 =
1
4
(
a11 + a22 +
√
(a11 − a22)2 + 4a212
)
. (4.81)
Preuve. La re´solution de l’e´quation caracte´ristique de A2 ci-dessous,
det(A2 − µIKerL(·,δ∗)) = µ2 −
1
2
(a11 + a22)µ+
1
4
(a11a22 − a212) = 0 (4.82)
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donne les solutions suivantes
µ1 =
1
4
(
a11 + a22 −
√
(a11 − a22)2 + 4a212
)
,
et
µ2 =
1
4
(
a11 + a22 +
√
(a11 − a22)2 + 4a212
)
.
D’ou` (4.80) et (4.81). 
Les deux lemmes pre´ce´demment e´nonce´s montrent que les hypothe`ses (4.8)-(4.10) sont
suffisantes pour appliquer le re´sultat de la stabilite´ re´duite donne´ par le The´ore`me 4.2.1.
The´ore`me 4.3.1 (Stabilite´ re´duite de la solution bifurquante)
Soit k∗ = k∗∗ + 1 et ǫ∗ = 2λk∗+λk∗−1 . Sous les hypothe`ses du Lemme 4.3.1, on suppose que
µ2 6= 0, µ1 6= 0 et µ1 6= µ2.
Alors la stabilite´ (ou l’instabilite´) de la solution v(y) bifurquant du point (0, (ǫ∗,M∗)), est
donne´e par le signe des valeurs propres perturbe´es,{
µ1y
2 +O(y3) | y ∈ (−τ1, τ1)} (4.83)
et {
µ2y
2 +O(y3) | y ∈ (−τ2, τ2)} (4.84)
telle que
g(y, µ(y)) = det
(
K(y)− µ(y)IKerL(·,δ∗)
)
= 0, avec µ(y) valeur propre de K(y).
(4.85)
Ici µ1 et µ2 sont les valeurs de A2 donne´es par (4.80) et (4.81).
Preuve. La premie`re assertion est donne´e par le The´ore`me 4.2.1. En effet, sous les
hypothe`ses du Lemme 4.2.1, l’ope´rateur K(y) est de´veloppable au voisinage de y = 0
comme suit
K(y) = y2K2 +O
(
y3
) ∀y ∈ (−τ, τ) (4.86)
ou`
K2 =
1
2
K¨(0) et A2 =
1
2

a11 a12
a21 a22

 (4.87)
sa repre´sentation matricielle de la base eKerL(·,δ∗). Et comme nous avons suppose´ que
µ1 6= 0 et µ2 6= 0, alors d’apre`s le Lemme 4.3.2, 0 n’est pas valeur propre de A2 (ou de
l’application line´aire K2). Et par conse´quent, le the´ore`me 4.2.1 nous permet de conclure
que, la stabilite´ (ou l’instabilite´) de la solution bifurquante v(y) = yϕ0 +w(yϕ0, δ(y)) est
donne´e, a` des ordres petits de y, par les valeurs propres de K(y) qu’il nous reste a` calculer.
Pour cela, nous rappelons que le calcul des valeurs propres de K(y) revient a` chercher les
solutions de l’e´quation
g(y, µ) = det
(
K(y)− µIKerL(·,δ∗)
)
= 0, (4.88)
or par l’utilisation de (4.86), il vient que les solutions de (4.88) sont encore donne´es par
g(y, µ) = det
(
y2K2 − µIKerL(·,δ∗) +O
(
y3
))
= 0. (4.89)
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Par suite, si on pose M1, la repre´sentation matricielle de l’ope´rateur a` l’inte´rieur de
(4.89) dans KerL(·, δ∗), on a
M1 =


1
2
y2a11 − µ+O
(
y3
) 1
2
y2a12 +O
(
y3
)
1
2
y2a21 +O
(
y3
) 1
2
y2a22 − µ+O
(
y3
)

 . (4.90)
Donc les solutions de (4.88) sont finalement donne´es par
g(y, µ) = µ2 − 1
2
(a11 + a22)y
2µ+
1
4
(a11a22 − a212)y4 +R(y, µ) = 0 (4.91)
ou`
R(y, µ) = µO(y3)+O(y5) . (4.92)
Graˆce au polygone de Newton (cf. Chapitre 1) et au fait que g(0, 0) = 0, nous faisons le
changement de variable suivant,
µ = y2µ˜ ∀µ˜ ∈ R. (4.93)
Ainsi, (4.91) devient,
g(y, µ) = y4g˜(y, µ˜) = 0, (4.94)
ou` g˜ est donne´e par
g˜(y, µ˜) = µ˜2 − 1
2
(a11 + a22)µ˜ +
1
4
(a11a22 − a212) +R1(y, µ˜) (4.95)
= (µ˜− µ1) (µ˜− µ2) +R1(y, µ˜), (4.96)
et
R1(y, µ˜) = µ˜O(y) +O(y) . (4.97)
De ce fait, il s’ensuit que les solutions non triviales de (4.91) sont obtenues par re´solution
de l’e´quation
g˜(y, µ˜) = 0. (4.98)
D’autre part, par (4.97), on trouve que
R1(0, µ1) = 0 et R1(0, µ2) = 0. (4.99)
D’ou` (0, µ1) (ou (0, µ2) ) est une solution triviale du proble`me (4.98). De plus, comme
Dµ˜g˜(y, µ˜) |(y,µ˜)=(0,µ1)= µ1 − µ2, (4.100)
est une quantite´ non nulle car µ1 6= µ2. Il re´sulte alors que (par utilisation du the´ore`me
des fonctions implicites)
µ˜ = µ˜(y) ∀y ∈ (−τ1, τ1) et µ˜(0) = µ1. (4.101)
En substituant ce re´sultat, dans (4.93), on conclut que
µ = µ(y) = y2µ˜(y) ∀y ∈ (−τ1, τ1) et µ(0) = 0. (4.102)
Par ailleurs, la fonction µ˜ est au moins de classe C1(−τ1, τ1) ( meˆme re´gularite´ que g˜,
d’apre`s le the´ore`me des fonctions implicites), alors elle peut eˆtre de´veloppable a` l’ordre 1,
comme suit,
µ˜(y) = µ1 +O(y) . (4.103)
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En remplac¸ant, en retour, (4.103) dans (4.102), on trouve que
µ(y) = µ1y
2 +O(y3) . (4.104)
D’ou` le re´sultat (4.83). Le re´sultat (4.84) est obtenu en inversant les roˆles de µ1 et µ2 dans
(4.101). Ce qui ache`ve la preuve du the´ore`me. 
Remarque 4.3.2
1. τ1 et τ2 donne´s dans le the´ore`me pre´ce´dent, sont ne´cessairement plus petits que τ
du The´ore`me 3.3.1.
2. Pour connaˆıtre la stabilite´ line´aire de v(y), il est ne´cessaire d’e´tudier les signes de µ1
et µ2.
Dans la suite, nous poserons
Q(x,M2∗ , α) := µ1.µ2 (4.105)
ou` x = θ2 =
(
k∗
k∗∗
)2
, M∗ et α sont respectivement donne´s par (4.11), (4.9) et (4.24).
Ainsi, le but de la section qui va suivre est d’effectuer une e´tude de la fonction Q(x,M2∗ , ·)
pre´ce´demment de´finie, pour α ∈ [−1, 1]. En d’autres termes, nous allons tenter de de´terminer
les valeurs des parame`tres pour lesquels les solutions bifurquantes du proble`me (4.4),
donne´es par le The´ore`me 3.3.1, sont stables (ou instables).
4.4 Stabilite´ des solutions bifurquantes
Comme on peut le voir, dans le The´ore`me 4.3.1, la stabilite´ (ou l’instabilite´) line´aire
des solutions bifurquantes v(y) du proble`me (4.4), donne´es par le The´ore`me 3.3.1, de´pend
des signes des valeurs propres µ1 et µ2 de A2 (ou de l’ope´rateur K2, voir Lemme 4.3.2).
Cependant, la complexite´ des coefficients de la matrice A2, nous dispense de nous attaquer
directement aux e´tudes des signes de ses valeurs propres. Toutefois, pour contourner cette
difficulte´, nous avons choisi d’e´tudier son de´terminant Q(x,M2∗ , ·), en fonction de α, pour
le couple (x,M2∗ ) fixe´ dans ]1, 4[×]0,+∞[. Cette e´tude non suffisante dans le cas de la
stabilite´ est exhaustive pour conclure dans le cas de l’instabilite´.
En utilisant les de´finitions de µ1 et µ2, donne´es dans le Lemme 4.3.2, il vient que le
de´terminant Q de´fini en (4.105), peut encore eˆtre vu comme
Q(x,M2∗ , α) =
1
4
(
a11a22 − a212
)
, (4.106)
ou` a11, a22 et a12 sont donne´s par (voir la Remarque 4.3.1)
a11 =
3
2
α2 + 3 + f ′′(M∗)2
(x+ 1)2
16x(4x − 1)(x − 4)
[−(21x − 4)α2 + 20x]
+
4x(x− 1)ǫ¨(0)
(x+ 1)2ǫ∗
+ f
′′
(M∗)M¨ (0), (4.107)
a22 = −3
2
α2 +
9
2
+ f ′′(M∗)2
(x+ 1)2
16(4x − 1)(x− 4)
[
(−4x+ 21)α2 + (4x− 1)]
−4(x− 1)ǫ¨(0)
(x+ 1)2ǫ∗
+ f
′′
(M∗)M¨(0), (4.108)
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et
a12 = a21 = αβ
[
6 + f ′′(M∗)2
5(x+ 1)2
2(4x− 1)(x − 4)
]
. (4.109)
D’autre part, comme (voir The´ore`me 3.3.1)
ǫ¨(0) =
3ǫ∗
8
√
p
(
Aα2 +B
)
, (4.110)
et
M¨(0) =
1
8M∗
(
Cα2 +D
)
, (4.111)
ou` A,B,C et D sont donne´es par

A := A(x,M2∗ ) = 2 +M2∗
(x+ 1)2
(−2x2 + 61x− 2)
x (4x− 1) (x− 4) ,
B := B(x,M2∗ ) = −1 +M2∗
(x+ 1)2 (4x− 61)
2 (4x− 1) (x− 4) ,
(4.112)
et 

C := C(x,M2∗ ) = −2
x− 1
x+ 1
+M2∗
(x+ 1) (x− 1) (4x2 − 57x+ 4)
x (4x− 1) (x− 4) ,
D := D(x,M2∗ ) = −2
x+ 2
x+ 1
+M2∗
(x+ 1)
(−4x2 + x− 60)
(4x− 1) (x− 4) ,
(4.113)
alors nous pouvons re´e´crire les coefficients a11, a22 et a12 sous les formes suivantes :
a11 = Γ1α
2, (4.114)
a22 = Γ2(α
2 − 1), (4.115)
et
a12 = α
√
1− α2Γ3 (4.116)
avec
Γ1(x,M
2
∗ ) = 3− 3M2∗
(x+ 1)2
2x(4x− 1) , (4.117)
Γ2(x,M
2
∗ ) = −3− 3M2∗
(x+ 1)2
2(x− 4) , (4.118)
Γ3(x,M
2
∗ ) = 6 +M
2
∗
90(x + 1)2
(4x− 1)(x− 4) . (4.119)
De ce fait, on a
Q(x,M2∗ , α) :=
1
4
(
Γ1Γ2 + Γ
2
3
)
α2
(
α2 − 1) . (4.120)
Autrement dit il s’agit d’e´tudier pour (x,M2∗ ) fixe´ dans ]1, 4[×]0,+∞[ la fonction
Q(x,M2∗ , ·) : ]− 1, 1[ → R
α 7→ Q(x,M2∗ , α).
Afin de simplifier les notations, dans la suite, nous conside´rerons M2 au lieu de M2∗ et
on se limitera a` prendre x dans ]1, 4[ et α dans ]0, 1[ car Q(x,M2,−α) = Q(x,M2, α)
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(autrement dit, Q(x,M2, ·) est paire). On signale que le choix de l’intervalle de x n’est pas
sans inte´reˆt, car d’un point de vue pratique, c’est dans ce dernier intervalle que l’on a le
plus de change d’obtenir une solution triviale stable (voir Proposition 4.1.2). Nous nous
inte´ressons de´sormais a` l’e´tude de la fonction Q(x,M2, ·) de´finie par (4.120). On pose,
pour plus tard
σ := σ(x,M2) = Γ1Γ2 + Γ
2
3, (4.121)
et on donne un lemme relatif a` l’e´tude du signe de σ qui sera d’une grande utilite´ dans la
suite.
Lemme 4.4.1
Soient (x,M2) ∈ ]1, 4[ × ]0,+∞[ et J1, J2 :]1, 4[→]0,+∞[ deux fonctions de´finies par
J1(x) =
2x(4x − 1)(x− 4)
(x+ 1)2
[
−b1(x) +
√
h(x)
b2(x)
]
(4.122)
et
J2(x) =
2x(4x − 1)(x− 4)
(x+ 1)2
[
−b1(x)−
√
h(x)
b2(x)
]
(4.123)
ou` b1, b2 et h sont de´finies en (4.126)-(4.128).
1. Si M2 ∈ ]J1(x), J2(x)[ alors σ < 0.
2. Si M2 /∈ ]J1(x), J2(x)[ alors σ > 0.
Preuve. En effet, pour tout x fixe´ dans ]1, 4[, on va regarder σ(x, ·) comme une fonction
de la variable M2 de´finie par
σ(x,M2) = (Γ1Γ2 + Γ
2
3)(x,M
2). (4.124)
Apre`s avoir remplacer Γ1, Γ2 et Γ3 par leurs expressions respectives, il vient que :
σ(x,M2) = 9
[
3 +
(x+ 1)2b1(x)
x(4x− 1)(x − 4)M
2 +
(x+ 1)4b2(x)
4x2(4x− 1)2(x− 4)2M
4
]
. (4.125)
ou` b1, b2, h :]1, 4[7→ R, sont donne´es par,
b1(x) = −2x2 + 121x− 2, (4.126)
b2(x) = x(4x
2 + 3583x + 4) (4.127)
et
h(x) = b21(x)− 3b2(x) = 4(x4 − 124x3 + 975x2 − 124x+ 1) (4.128)
On montre, sans difficulte´ (voir Proposition 3.4.2) que toutes les fonctions de´finies ci-
dessus, sont positives sur ]1, 4[. Ainsi, si nous regardons l’e´quation ci-dessous, en fonction
de la variable M2
σ(x,M2) = 0, ∀(x,M2) ∈ ]1, 4[ × ]0,+∞[ , (4.129)
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il vient, au regard de la positivite´ de h, qu’il existe J1(x) ∈ R et J2(x) ∈ R, donne´es
respectivement par (4.122) et (4.123), telles que σ(x, ·) puisse s’e´crire sous la forme
σ(x,M2) =
9(x+ 1)4b2(x)
4x2(4x− 1)2(x− 4)2
(
M2 − J1(x)
) (
M2 − J2(x)
)
. (4.130)
La conclusion vient du fait que J1(·) et J2(·) sont positives sur ]1, 4[. En effet, par (4.122),
on a
J1(x) > 0 ⇔ 2x(4x − 1)(x− 4)
(x+ 1)2
[
−b1(x) +
√
h(x)
b2(x)
]
> 0
⇔ −b1(x) +
√
h(x)
b2(x)
< 0
⇔
√
h(x) < b1(x) car b2(x) > 0
⇔ −3b2(x) < 0 car b1(x) > 0,
cela est vrai car b2 est positive sur ]1, 4[. Par conse´quent, J1 est positive sur ]1, 4[. Et
comme J2(x) > J1(x), alors on en de´duit que J2 l’est aussi. D’ou`
• si M2 ∈ ]J1(x), J2(x)[ alors σ(x,M2) < 0,
• si M2 /∈ ]J1(x), J2(x)[ alors σ(x,M2) > 0.
ce qui ache`ve la preuve du lemme. 
D’ou` le the´ore`me suivant.
The´ore`me 4.4.1 (The´ore`me du signe de Q)
Soit x ∈]1, 4[ , J1 et J2 les fonctions respectivement donne´es par (4.122), (4.123) et α ∈
]0, 1[.
1. si M2 ∈ ]J1(x), J2(x)[ alors Q(x,M2, α) > 0,
2. si M2 /∈ ]J1(x), J2(x)[ alors Q(x,M2, α) < 0.
Preuve. Pour de´montrer ce the´ore`me, nous e´tudierons, en fonction de α ∈]0, 1[, le signe
de la fonction Q(x,M2, ·) (voir (4.120)) que nous rappelons encore ici,
Q(x,M2, α) =
1
4
(
Γ1Γ2 + Γ
2
3
)
α2
(
α2 − 1) (4.131)
Dans un premier temps, on a le re´sultat suivant
Q(x,M2, 0) = Q(x,M2, 1) = 0. (4.132)
En effet, ce re´sultat de´coule de la de´finition Q(x,M2, ·). Pour le reste de la preuve, il suffit
de remarquer que
signQ(x,M2, α) = −sign (Γ1Γ2 + Γ23) = −Signσ. (4.133)
Ainsi, graˆce au Lemme 4.4.1, il vient que
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1. si M2 ∈ ]J1(x), J2(x)[ alors Q(x,M2, α) > 0, ∀α ∈]0, 1[,
2. si M2 /∈ ]J1(x), J2(x)[ alors Q(x,M2, α) < 0, ∀α ∈]0, 1[.
Ce qui ache`ve la preuve du the´ore`me. 
Comme nous l’avons dit, dans l’introduction de cette section, l’e´tude du signe deQ n’est
pas suffisante pour conclure dans le cas de la stabilite´. Pour y parvenir, il est ne´cessaire
de connaˆıtre le signe de µ1 (ou de µ2).
Soit (x,M2) ∈]1, 4[×]0,+∞[, on rappelle que
Q(x,M2, α) = µ1.µ2, (4.134)
ou` µ1 et µ2 sont donne´es par
µ1 =
1
4
[
(Γ1 + Γ2)α
2 − Γ2 −
√
((Γ1 − Γ2)α2 + Γ2)2 + 4α2(1− α2)Γ23
]
(4.135)
et
µ2 =
1
4
[
(Γ1 + Γ2)α
2 − Γ2 +
√
((Γ1 − Γ2)α2 + Γ2)2 + 4α2(1− α2)Γ23
]
(4.136)
avec Γi,i=1,2,3 de´finies par (4.117), (4.118) et (4.119).
Une conse´quence des de´finitions ci-dessus est que nous pouvons maintenant de´finir z0,
Γ10 et Γ20 respectivement par
z0 =
Γ2
Γ1 + Γ2
, car Γ1 + Γ2 6= 0, (4.137)
et
Γ20(x) = −2(x− 4)
(x+ 1)2
( c’est la fonction d’annulation de Γ2). (4.138)
On a la proposition suivante.
Proposition 4.4.1
Soient J1, J2 et Γ20 les fonctions de´finies respectivement sur ]1, 4[ par (4.122), (4.123) et
(4.138). On a l’assertion suivante
J1(x) < J2(x) < Γ20(x) ∀x ∈]1, 4[. (4.139)
Preuve. Puisque selon le lemme 4.3.1, J1(x) < J2(x) ∀x ∈]1, 4[, alors nous allons juste
montrer que
J2(x) < Γ20(x) ∀x ∈]1, 4[.
En effet, en utilisant les de´finitions (4.123) et (4.138) on obtient,
J2(x)− Γ20(x) = −2(4x− 1)(x− 4)
(x+ 1)2
[
xb1(x) + x
√
h(x)
b2(x)
− 1
4x− 1
]
ou` b1, b2 et h sont donne´es par (4.126), (4.127) et (4.128). Ainsi,
J2(x)− Γ20(x) < 0 ⇔ x(4x− 1)b1(x)− b2(x) < −x(4x− 1)
√
h(x), car b2(x) > 0.
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Comme x 7→ −x(4x − 1)
√
h(x) est trivialement ne´gative sur ]1, 4[, alors il est ne´cessaire
d’e´tudier la fonction g : R→ R donne´e par
g(x) = x(4x− 1)b1(x)− b2(x).
En utilisant les de´finition de b1 et b2 on trouve que
g(x) = −2x(4x3 − 241x2 + 1856x + 1), (4.140)
et d’ou` on conclut que g est ne´gative sur ]1, 4[ car x 7→ 4x3−241x2+1856x+1 est positive
sur ]1, 4[. Par conse´quent,
J2(x)− Γ20(x) < 0 ⇔ g(x)2 − x2(4x− 1)2h(x) > 0
⇔ 4x3(4x2 + 3583x + 4)(4x− 31)2 > 0,
cela est vrai ∀ x ∈]1, 4[. D’ou` le re´sultat (4.139). 
Nous sommes maintenant en mesure d’e´noncer le the´ore`me de stabilite´ des solutions
bifurquantes v(y) en fonction des donne´es du proble`me.
The´ore`me 4.4.2
Soit k∗ = k∗∗ + 1 et ǫ∗ = 2λk∗+λk∗−1 . On pose x =
k∗∗+1
k∗
et on suppose que
(
α2,M2
) 6= ( 4x2 − 31x
4x2 − 62x+ 4 ,−
(4x− 1)(x− 4)
15(x+ 1)2
)
.
1. si M2 < J1(x) alors µ1 < 0 < µ2 et v(y) est instable,
2. si J1(x) < M
2 < J2(x) alors µ2 > µ1 > 0 et v(y) est stable,
3. si J2(x) < M
2 alors µ1 < 0 < µ2 et v(y) est instable.
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Figure 4.2 – Re´sume´ graphique de la zone de stabilite´ de la solution bifurquante
Preuve. La preuve du The´ore`me 4.4.2 se limite a` l’e´tude de la fonction z0 donne´e par
(4.137). Car les signes de µ1 et µ2 de´pendent de cette fonction. Ne´anmoins, on rappelle
que l’hypothe`se
(
α2,M2
) 6= ( 4x2 − 31x
4x2 − 62x+ 4 ,−
(4x− 1)(x − 4)
15(x+ 1)2
)
∀x ∈]1, 4[ est e´quivalente
a` l’hypothe`se µ1 6= µ2 sans laquelle le resultat de stabilite´, donne´ par le The´ore`me 4.3.1
ne peut eˆtre prouve´.
Etude de Γ2 pour (x,M
2) ∈ ]1, 4[ × ]0,+∞[ . On rappelle que
Γ2(x,M
2) = −3− 3M2 (x+ 1)
2
2(x− 4) . (4.141)
D’ou`
Γ2(x,M
2) = 0⇐⇒M2 = Γ20(x) = −2(x− 4)
(x+ 1)2
. (4.142)
Comme Γ20 est trivialement positive sur ]1, 4[ alors,
• si M2 < Γ20 alors Γ2 < 0,
• si M2 > Γ20 alors Γ2 > 0.
Etude de Γ1 +Γ2 pour (x,M
2) ∈ ]1, 4[× ]0,+∞[ . Des de´finitions (4.117) et (4.118) il
vient que
(Γ1 + Γ2)(x,M
2) = −6M2 (x+ 1)
3(x− 1)
x(4x− 1)(x − 4) . (4.143)
Donc
(Γ1 + Γ2)(x,M
2) > 0 ∀(x,M2) ∈ ]1, 4[ × ]0,+∞[ . (4.144)
L’utilisation des de´finitions (4.135) et (4.136) nous permet de donner la conclusion partielle
suivante
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• si M2 < Γ20(x) alors z0 < 0 et µ2 > 0
• si M2 > Γ20(x) alors z0 > 0 et v(y) est instable car d’apre`s la proposition 4.4.1 et
le The´ore`me 4.3.1, Q(x,M2, α) = µ1µ2 < 0.
Le premier cas donne que, pour tout M2 < Γ20(x), alors
Signµ1 = SignQ(x,M
2, α). (4.145)
Et par suite, on a d’apre`s le the´ore`me 4.4.1,
1. si M2 < J1(x) alors µ1 < 0 et v(y) est instable,
2. si J1(x) < M
2 < J2(x) alors µ1 > 0 et v(y) est stable,
3. si J2(x) < M
2 alors µ1 < 0 et v(y) est instable.
Ce qui ache`ve la preuve du the´ore`me. 
4.4.1 Tests nume´riques
L’objectif de cette partie est d’illustrer, a` l’aide des simulations nume´riques, la stabilite´
line´aire des solutions bifurquantes, e´nonce´e dans le The´ore`me 4.4.2. Pour ce faire, nous
nous donnerons quelques valeurs du parame`tre M2 fixe´ dans l’intervalle ]J1(x), J2(x)[
(car, ici nous sommes juste inte´resse´s par les valeurs permettant d’avoir les solutions
bifurquantes stables) et x ∈]1, 4[ (voir le Lemme 4.4.1). Ensuite, dans chaque cas, on
formera, pour α fixe´ dans ]0, 1[ la solution bifurquante
u0(x) =M(y)+ y(α cos(k∗πx)+
√
1− α2 cos((k∗− 1)πx)) voir The´ore`me 3.3.1 (4.146)
ou`
M(y) =M +
1
16M
(C(x,M2)α2 +D(x,M2))y2
et
ǫ(y) = ǫ∗ +
3ǫ∗
16
√
p
(A(x,M2)α2 +B(x,M2))y2
(voir (4.112) et (4.113) pour les de´finitions de A, B, C et D) et y sera prise proche de 0.
Pour finir, on calculera, graˆce au programme Scilab utilise´ dans [30], la solution du
proble`me d’e´volution suivant

∂u
∂t
= ǫ∂xx(ǫ
2∂xxxxu+ 2ǫ∂xxu+ f(u)), (x, t) ∈ Ω× (0,∞)
∂xu = ∂xxxu = ∂xxxxxu = 0, sur ∂Ω× (0,∞)
u(0) = u0 dans L
2((0, 1)),
(4.147)
ou` la donne´e initiale u(0) est exactement la solution bifurquante forme´e en (4.146). Ainsi,
si apre`s un test nume´rique, d’environ 10−14, la solution calcule´e, que l’on notera unum (et
qui sera de couleur bleue sur toutes les figures) reste suffisamment proche de u0 (dont
le profil sera de couleur noire), alors on pourra conclure que le re´sultat nume´rique est
conforme au The´ore`me 4.4.2.
Dans la suite, les figures seront organise´es de fac¸on suivante : Pour x et M2 fixe´s,
nous regrouperons les donne´es des parame`tres et les tests nume´riques de chaque solution
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calcule´e, dans un tableau de synthe`se, lequel sera lui meˆme accompagne´ des figures que
l’on obtiendra. Plus pre´cise´ment, nous avons choisi, de fac¸on arbitraire, le couple (x,M2)
dans
{
9
4 ,
81
64 ,
121
100
}× { 225 , 425 , 114625} et ensuite, nous avons construit les tableaux suivants en
nous servant des re´sultats the´oriques obtenus dans le Chapitre 3 et le Chapitre 4.
α µ1(α) y M(y) ǫ(y) Tests Energies
fig 4.2 0.7 0.5 0.06 0.2820329315 0.1558526421.10−1 4.233.10−16 0.0259240
fig 4.4 0.3 0.125 0.06 0.2819362676 0.1560010827.10−1 5.832.10−16 0.0259049
fig 4.3 0.4 0.22 0.06 0.2819531837 0.1559751056.10−1 7.311.10−16 0.0259050
fig 4.5 0.9 0.2 0.06 0.2821102625 0.1557338896.10−1 6.119.10−16 0.0259389
Table 4.1 – Tableau de synthe`se pour x = 94 , M
2 = 225 et r = −16394225
α µ1(α) y M(y) ǫ(y) Tests Energies
fig 4.7 0.8 0.4 0.06 0.3996419866 0.1394765747.10−2 6.305.10−17 0.0468046
fig 4.8 0.9 0.224 0.06 0.3996599949 0.1391748303.10−2 5.880.10−17 0.0468092
fig 4.6 0.5 0.314 0.06 0.3996006733 0.1401688118.10−2 6.198.10−17 0.0467934
Table 4.2 – Tableau de synthe`se pour x = 8164 , M
2 = 425 et r = −1038121025
α µ1(α) y M(y) ǫ(y) Tests Energies
fig 4.9 0.4 0.14 0.06 0.4268506546 0.9192277989.10−3 1.104.10−16 0.0487265
fig 4.10 0.6 0.26 0.06 0.4268713030 0.9192188101.10−3 8.249.10−17 0.0487324
fig 4.11 0.5 0.2 0.06 0.4268599464 0.9211774068.10−3 5.145.10−17 0.0487292
fig 4.12 0.35 0.11 0.06 0.4268467829 0.9234475983.10−3 5.561.10−16 0.0487254
Table 4.3 – Tableau de synthe`se pour x = 121100 , M
2 = 114625 et r = −1697924730525625
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
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u
Figure 4.3 – Solution stable pour x = 94 et α = 0.7
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Figure 4.4 – Solution stable pour x = 94 et α = 0.4
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Figure 4.5 – Solution stable pour x = 94 et α = 0.3
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Figure 4.6 – Solution stable pour x = 94 et α = 0.9
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Figure 4.7 – Solution stable pour x = 8164 et α = 0.5
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Figure 4.8 – Solution stable pour x = 8164 et α = 0.8
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Figure 4.9 – Solution stable pour x = 8164 et α = 0.9
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Figure 4.10 – solution stable pour x = 121100 et α = 0.4
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Figure 4.11 – solution stable pour x = 121100 et α = 0.6
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Figure 4.12 – solution stable pour x = 121100 et α = 0.5
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Figure 4.13 – solution stable pour x = 121100 et α = 0.35
Dans le graphique ci-dessous, nous avons perturbe´ la solution bifurquante v(y)(profil
noir) par le terme 10−1 cos(kπx). Cela nous a donne´ une solution perturbe´e que nous
notons v˜(y) (profil rouge). Afin de ve´rifier la stabilite´, nous avons lance´ le programme
en partant tre`s proche de la solution perturbe´e v˜(y). Le re´sultat obtenu montre que la
solution nume´rique converge bien vers la solution bifurquante.
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Figure 4.14 – solution stable perturbe´e pour x = 94 et α = 0.9, Test=5.781.10
−16
Pour re´aliser des simulations ci-dessus, nous avons fait un choix totalement arbi-
traire des valeurs des parame`tres. Plus pre´cise´ment, nous avons pris x ∈ {121100 , 8164 , 94} et
M2 ∈ {114625 , 425 , 225}. Les figures donne´es ci-dessus montrent bien que les re´sultats obtenus
nume´riquement sont correctement approche´s par les solutions bifurquantes u0(y) (voir
(4.146)). Ce re´sultat significatif laisse entendre qu’en plus des re´sultats obtenus lorsque
dimKerL(·, δ∗) = 1, les solutions obtenues par l’analyse de´veloppe´e dans cette the`se le
sont aussi, du moins par leurs proprie´te´s de stabilite´.
Remarque 4.4.1
Par analogie, il est possible d’obtenir des solutions bifurquantes instables. Par exemple
pour x = 94 et M
2 = 150 on obtient pour
u0(x) =M(y) + y(0.5 cos(3πx) + 0.5 cos(2πx)) (4.148)
dans le proble`me (4.147), le re´sultat suivant
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Figure 4.15 – solution instable pour x = 94 et α = 0.5.
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Chapitre 5
Etude des solutions bifurquantes :
Cas particulier k∗ = 2k∗∗ et
k∗ = 3k∗∗
Les re´sultats obtenus dans les Chapitre 3 et 4 sont en partie, possibles graˆce aux
hypothe`ses faites sur k∗ et k∗∗. A savoir,
k∗ 6= 2k∗∗ et k∗ 6= 3k∗∗. (5.1)
La question est maintenant de savoir ce qui se passerait si l’une de ces conditions n’e´tait
pas satisfaite. En d’autres mots, existe-t-il des courbes de solutions non triviales lorsque
k∗ = 2k∗∗ et k∗ = 3k∗∗ ? On signale, toute de meˆme, que l’hypothe`se (5.1) a e´te´ ne´cessaire
pour faire l’e´tude des variations des branches de solutions, et non pour prouver leurs
existences. Dans la suite, nous ferrons une analyse inte´grale du premier cas et nous nous
limiterons a` prouver l’existence des solutions non triviales dans le second. Comme dans le
chapitre 3, nous posons
δ = (ǫ,M). (5.2)
5.1 Analyse spectrale de L(·, δ∗) pour k∗ = 2k∗∗ et k∗ = 3k∗∗
Il est important de souligner que le re´sultat que nous souhaitons e´tablir ici est un cas
particulier du chapitre 3. Pour cette raison, nous rappelons, en plus de (5.1), les hypothe`ses
qui ont rendu possible les re´sultats importants de ce dernier chapitre.
(H4) Soient 1 ≤ k∗∗ < k∗ et r < 0 fixe´s. (5.3)
(H5) Soient ǫ > 0 et M ∈ R∗ ve´rifiant
(ǫλk∗ − 1)2 + r + 3M2 = (ǫλk∗∗ − 1)2 + r + 3M2 = 0. On pose p = −3M2 − r.
(5.4)
(H6) De plus, on suppose que 0 < p < 1 et KerL(·, δ∗) =< ϕk∗ , ϕk∗∗ > . (5.5)
Dans ce chapitre, on supposera encore que ces hypothe`ses sont vraies. Par contre dans
la suite, on travaillera avec les conditions
k∗ = 2k∗∗ et k∗ = 3k∗∗ (5.6)
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Remarque 5.1.1
Pour k∗ = 2k∗∗ et k∗ = 3k∗∗ le parame`tre p est e´gale a` 925 (respectivement
16
25 ). Car selon
l’hypothe`se (5.4), on peut voir que
ǫ =
1 +
√
p
λk∗
=
1−√p
λk∗
.
Et en utilisant la condition (5.6), il vient, par exemple que
√
p =
(
k∗
k∗∗
)2
− 1(
k∗
k∗∗
)2
+ 1
=
(
2k∗∗
k∗∗
)2
− 1(
2k∗∗
k∗∗
)2
+ 1
=
4− 1
4 + 1
=
3
5
. (5.7)
Nous rappelons que le but dans cette section est de calculer les branches de solutions
bifurquantes du proble`me de bifurcation qui consiste a` trouver (v, ǫ) ∈ V˙0 × (0,+∞) tels
que
ǫ2∂xxxxv + 2ǫ∂xxv + f
′(M)v +
f ′′(M)
2
(v2 −
∫
Ω
v2dx) +
f ′′′(M)
6
(v3 −
∫
Ω
v3dx) = 0 (5.8)
Dans la suite nous diviserons la partie de gauche de l’e´quation (5.8) en deux parties
et on pose
L(·, δ) : V˙0 → L˙2(Ω), v 7→ ǫ2∂xxxxv + 2ǫ∂xxv + f ′(M)v (5.9)
N(·, δ) : V˙0 → L˙2(Ω), v 7→ f
′′(M)
2
(v2 −
∫
Ω
v2dx) +
f ′′′(M)
6
(v3 −
∫
Ω
v3dx). (5.10)
Ou` L˙2(Ω) et V˙0 sont donne´s par
V0 = {u ∈ H4(Ω)|∂xu = ∂xxxu = 0 sur ∂Ω}
L˙2(Ω) = {v ∈ L2(Ω)|
∫
Ω
vdx = 0}
V˙0 = V0 ∩ L˙2(Ω).
Finalement nous de´finissons, comme nous l’avons de´ja` fait dans les chapitres pre´ce´dents
F : V˙0 × (0,∞)× R→ L˙2(Ω), (v, δ) 7→ F (v, ǫ) = L(v, δ) +N(v, δ).
Ainsi, au lieu de (5.8), nous conside´rerons de´sormais le proble`me qui consiste a` trouver
(v, δ) ∈ V˙0 × (0,∞)× R∗ tels que :
F (v, δ) = 0 L˙2(Ω). (5.11)
De plus, selon la Proposition 2.2.1, nous savons que l’ope´rateur L(·, δ) admet une base
orthogonale de vecteurs propres
ϕk = cos(kπ·), k = 1, 2, ... (5.12)
Pour les valeurs propres
µk = (ǫλk − 1)2 − p, k = 1, 2, ... (5.13)
ou`
p = 1− f ′(M) = −3M2 − r et λk = (kπ)2. (5.14)
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5.1.1 Re´sultats pre´liminaires
On rappelle que de (5.3)-(5.5), les solutions du proble`me spectral pour l’ope´rateur
L(·, δ), avec les conditions homoge`nes aux bords de Neumann sont donne´es par :{
µk = (ǫλk − 1)2 − p, k = 1, 2, ...
ϕk(x) = cos(kπx), k = 1, 2, ...
(5.15)
Ainsi, pour k ≥ 1, le noyau de L(·, δ) est obtenu par :
µk = 0⇔ ǫ := ǫk ∈ {
1 +
√
p
λk
;
1−√p
λk
}. (5.16)
Afin de simplifier les e´critures, on adoptera pour k = k∗ fixe´, les notations suivantes :
ǫ∗ = ǫk∗, λ∗ = λk∗ , ϕ∗ := ϕk∗ , ϕ∗∗ := ϕk∗∗ et δ∗ = (ǫ∗,M∗). (5.17)
Comme la suite de vecteurs propres donne´e par (5.15) de L(·, δ∗) est comple`te dans L˙2(Ω),
alors on a les de´compositions spatiales suivantes :
L˙2(Ω) = KerL(·, δ∗)⊕R(L(·, δ∗)) (5.18)
et
V˙0 = KerL(·, δ∗)⊕
(
R(L(·, δ∗)) ∩ V˙0
)
. (5.19)
Ou`
Pv := 2(v, ϕ∗)2ϕ∗ + 2(v, ϕ∗∗)2ϕ∗∗, ∀v ∈ L˙2(Ω) et Q = I − P (5.20)
sont les projections induites par la de´composition (5.18) et δ = (ǫ,M). D’ou` la solution v
peut s’e´crire de manie`re unique comme
v = Pv+(I−P )v = ϕ+w avec ϕ ∈ KerL(·, δ∗), et w ∈
(
R(L(·, δ∗)) ∩ V˙0
)
. (5.21)
De ce fait, il re´sulte que les solutions du proble`me (5.11) sont donne´es par le syste`me
suivant : {
PF (ϕ+ w, δ) = P (L(ϕ, δ) + PN(ϕ+ w, δ)) = 0
QF (ϕ+ w, δ) = Q(L(w, δ) +QN(ϕ+ w, δ)) = 0
(5.22)
Pour appliquer la me´thode de re´duction de Lyapunov-Schmidt au mieux, nous posons
ϕ = yϕ0 avec ϕ0 = αϕ∗ + βϕ∗∗ tel que α2 + β2 = 1, (α, β) ∈ R∗ ×R∗. (5.23)
Projection sur R(L(·, δ∗))
Par la me´thode de Lyapunov-Schmidt et le the´ore`me des fonctions implicites, pour
(v,w, δ) proche de (0, 0, δ∗), la deuxie`me e´quation (5.22) est e´quivalente a`{
w := w(ϕ, δ), ∀(ϕ, δ) ∈ U × V ⊂ Ker(L(·, δ∗))× R2
w(0, δ∗) = 0
(5.24)
ou` U × V est un voisinage ouvert de (0, δ∗). De plus w a la meˆme re´gularite´ que F et est
de´finie d’un voisinage de (0, δ∗) a` valeurs dans R(L(·, δ∗)). Comme c’est l’unique solution
locale alors on a aussi :
w(0, δ) = 0, ∀ δ ∼ δ∗. (5.25)
On notera, comme dans le chapitre 3, par IKer(L(·,δ∗)) l’ope´rateur identite´ de Ker(L(·, δ∗)).
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Projection sur Ker(L(·, δ∗))
Des relations (5.22) et (5.24), on de´finit par Φ˜ la fonction suivante
Φ˜(ϕ, δ) = PF (ϕ+ w(ϕ, δ), δ) = PL(ϕ+ w(ϕ, δ), δ) + PN(ϕ+ w(ϕ, δ), δ). (5.26)
En plus, d’apre`s (5.22) et (5.25) on a
Φ˜(0, δ) = 0, ∀ δ ∈ V. (5.27)
Ce qui donne la solution triviale du proble`me
Φ˜(ϕ, δ) = 0 ϕ ∈ U ⊂ KerL(·, δ∗) et δ ∈ V ⊂]0,+∞[×R∗, (5.28)
et permet d’e´crire Φ˜ comme suit
Φ˜(ϕ, δ) =
∫ 1
0
d
dt
Φ˜(tϕ, δ)dt =
∫ 1
0
DϕΦ˜(tϕ, δ)ϕdt. (5.29)
En posant ϕ = yϕ0 (voir hypothe`se (5.23)), il re´sulte alors que
Φ˜(yϕ0, δ) = y
∫ 1
0
DϕΦ˜(tyϕ0, δ)ϕ0dt = yΦ(y, δ) (5.30)
avec
Φ(y, δ) =
∫ 1
0
DϕΦ˜(tyϕ0, δ)ϕ0dt. (5.31)
D’ou` les solutions non triviales du proble`me (5.11), sont de´sormais obtenues par le proble`me
suivant
y ∈ R, δ ∼ δ∗, Φ(y, δ) = 0. (5.32)
5.2 Existence des branches de solutions pour k∗ = 2k∗∗
Pour que (0, δ∗) soit un point de bifurcation du proble`me (5.32) il suffit que l’ope´rateur
DδΦ(0, δ∗) soit inversible. On rappelle que d’apre`s le Lemme 3.3.1 et la condition (5.6) la
repre´sentation matricielle Aα,β de DδΦ(0, δ∗) dans les bases eR2 =
((
1
0
)
;
(
0
1
))
et
eKer(L(·,δ∗)) = (ϕ∗, ϕ∗∗) est donne´e par
Aα,β =


2
(
DϕǫΦ˜(0, δ∗)ϕ0, ϕ∗
)
2
2
(
DϕM Φ˜(0, δ∗)ϕ0, ϕ∗
)
2
2
(
DϕǫΦ˜(0, δ∗)ϕ0, ϕ∗∗
)
2
2
(
DϕM Φ˜(0, δ∗)ϕ0, ϕ∗∗
)
2


=


α
48
25ǫ∗
αf
′′
(M∗)
−β 12
25ǫ∗
βf
′′
(M∗)

 .
En notant Dα,β le de´terminant de Aα,β . Il vient que
Dα,β =
12αβ
5ǫ∗
f
′′
(M∗). (5.33)
Et comme Dα,β est non nul par les hypothe`ses (5.3)-(5.5) et (5.23). Alors on a le the´ore`me
suivant.
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The´ore`me 5.2.1
Soit k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (5.3)-(5.5), α et β ve´rifiant (5.23), alors
• (0, δ∗) est un point de bifurcation de (5.32)
• Il existe τ > 0 et une unique courbe de solutions non triviales de classe C2 en (0, δ∗)
et de´finie par
{(v(y), δ(y)) \ y ∈ (−τ, τ) et (v(0), δ(0)) = (0, δ∗)} . (5.34)
telle que F (v(y), δ(y)) = 0, ∀ y ∈ (−τ, τ) et v˙(0) = ϕ0 = αϕ∗ + βϕ∗∗.
De plus, si l’hypothe`se (5.6) est satisfaite, alors ǫ et M sont de´rivables par rapport a`
y et on a
ǫ˙(0) =
5ǫ∗f
′′
(M∗)(3α2 − 1)
48α
(5.35)
et
M˙ (0) = −(1 + 7α
2)
20α
. (5.36)
Preuve. La preuve des deux premiers points, a` savoir :
• (0, δ∗) est un point de bifurcation de (5.32),
• il existe τ > 0 et une unique courbe de solutions non triviales de classe C2 en (0, δ∗)
par {(v(y), δ(y)) \ y ∈ (−τ, τ) et (v(0), δ(0)) = (0, δ∗)},
est donne´e par le The´ore`me 3.3.1 (voir Chapitre 3). D’ou`, graˆce au the´ore`me des fonctions
implicites, les solutions bifurquantes donne´e par la courbe ci-dessus, ve´rifient{
δ = δ(y) et δ(0) = δ∗
Φ(y, δ(y)) = 0, ∀ y ∈ (−τ, τ) . (5.37)
Il reste a` prouver (5.35) et (5.36). En effet, par le the´ore`me des fonctions implicites,
δ = (ǫ,M) est infiniment de´rivable par rapport a` y. Ainsi, en de´rivant la relation (5.37),
on obtient
d
dy
Φ(y, δ(y)) |y=0 = DyΦ(y, δ(y)) +DδΦ(y, δ(y))δ˙(y) |y=0
= DyΦ(0, δ∗) +DδΦ(0, δ∗)δ˙(0) = 0. (5.38)
Autre part, on a
DyΦ(y, δ∗) |y=0 =
∫ 1
0
Dy(DϕΦ˜(tyϕ0, δ∗)ϕ0)dt |y=0
=
∫ 1
0
D2ϕϕΦ˜(tyϕ0, δ∗)[ϕ0, tϕ0]dt |y=0
=
1
2
D2ϕϕΦ˜(0, δ∗)[ϕ0, ϕ0]
=
1
2
D2vvF (0, δ∗) [ϕ0, ϕ0]
En effet, par la de´finition de Φ˜ (voir (5.26)), on a
DϕΦ˜(ϕ, δ) = PDvF (v, δ)(I +Dϕw(ϕ, δ)).
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Et par suite
D2ϕϕΦ˜(ϕ, δ) = PD
2
vvF (v, δ) [I +Dϕw(ϕ, δ), I +Dϕw(ϕ, δ)] + PDvF (v, δ)D
2
ϕϕw(ϕ, δ).
Pour (ϕ, δ) = (0, δ∗) on obtient
D2ϕϕΦ˜(0, δ∗)[ϕ0, ϕ0] = PD
2
vvF (0, δ∗) [ϕ0, ϕ0]
= f ′′(M∗)P (ϕ20 −
∫ 1
0
ϕ20dx)
car selon le Corollaire 5.1.1
Dϕw(0, δ∗)ϕ0 = 0 et PDvF (0, δ∗)D2ϕϕw[ϕ0, ϕ0] = PL(D
2
ϕϕw[ϕ0, ϕ0], δ∗) = 0.
Comme Aαβ est la repre´sentation matricielle de l’ope´rateur DδΦ(0, δ∗) dans les bases
eR2 =
((
1
0
)
;
(
0
1
))
et eKer(L(·,δ∗)) = (ϕ∗, ϕ∗∗)
et
ϕ20 = (αϕ∗ + βϕ∗∗)
2 =
α2
2
(1 + ϕ2k∗) + αβ(ϕk∗+k∗∗ + ϕk∗−k∗∗) +
β2
2
(1 + ϕ2k∗∗).
Alors par (5.6), il vient que
ϕ20 = (αϕ∗ + βϕ∗∗)
2 =
α2
2
(1 + ϕ4k∗∗) + αβ(ϕ3k∗∗ + ϕk∗∗) +
β2
2
(1 + ϕ2k∗∗).
Et par utilisation de la relation (5.38), on trouve l’e´galite´ suivante
Aαβ
(
ǫ˙(0)
M˙(0)
)
= −1
2
f ′′(M∗)
(
β2/2
αβ
)
. (5.39)
La de´finition de Aα,β donne le syste`me (S) suivant :

48α
25ǫ∗
ǫ˙(0) + αf ′′(M∗)M˙(0) = −1
4
f ′′(M∗)β2
− 12β
25ǫ∗
ǫ˙(0) + βf ′′(M∗)M˙ (0) = −1
2
f ′′(M∗)αβ.
(5.40)
En multipliant la premie`re e´quation par β et la deuxie`me par −α nous trouvons que
ǫ˙(0) =
5ǫ∗f
′′
(M∗)(3α2 − 1)
48α
.
On trouve l’expression M˙(0) en remplac¸ant, simplement le re´sultat de ǫ˙(0) ci-dessus dans
l’une des deux e´quations du syste`me (S). 
Nous allons maintenant donner un re´sultat relatif a` l’e´tude du signe du rapport M˙(0)ǫ˙(0) .
Proposition 5.2.1
Sous les hypothe`ses du The´ore`me 5.2.1,
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1. Si α ∈]0, 1√
3
[ alors M˙(0)ǫ˙(0) > 0 et sign(ǫ− ǫ∗)=-signy
• si y < 0 alors ǫ > ǫ∗,
• si y > 0 alors ǫ < ǫ∗.
2. Si α ∈] 1√
3
, 1[ alors M˙(0)ǫ˙(0) < 0 et sign(ǫ− ǫ∗)=signy.
• si y < 0 alors ǫ < ǫ∗,
• si y > 0 alors ǫ > ǫ∗.
De plus, le rapport M˙(0)ǫ˙(0) est croissant et on a
d
dα
(
M˙(0)
ǫ˙(0)
)
=
48α
5ǫ∗f ′′(M∗)(3α2 − 1)2 > 0 ∀α ∈]0, 1[. (5.41)
En tirant y dans l’expression de ǫ(y) et en le remplac¸ant dans M(y), on obtient
M(y) =M∗ +
M˙(0)
ǫ˙(0)
(ǫ− ǫ∗) +O
(
((ǫ− ǫ∗)2)
)
. (5.42)
Preuve. La preuve est triviale car d’apre`s le The´ore`me 5.2.1 et y proche de 0, on peut
de´velopper les parame`tres de bifurcation comme suit
ǫ(y) = ǫ∗ + ǫ˙(0)y +O
(
(y2)
)
et M(y) =M∗ + M˙(0)y +O
(
(y2)
)
.

Remarque 5.2.1
Avec f ′′(M∗) = 6M∗, les valeurs limites du rapport
M˙(0)
ǫ˙(0) sont
• α→ 0 =⇒ M˙(0)ǫ˙(0) −→ 225ǫ∗M∗ .
• α→ 1 =⇒ M˙(0)ǫ˙(0) −→ − 825ǫ∗M∗ .
• α −→ 1/√3 et α < 1/√3 =⇒ M˙(0)ǫ˙(0) −→ +∞.
• α −→ 1/√3 et α > 1/√3 =⇒ M˙(0)ǫ˙(0) −→ −∞.
5.3 Stabilite´ des solutions bifurquantes pour k∗ = 2k∗∗
Dans cette section nous e´tudions la stabilite´ line´aire des solutions bifurquantes donne´es
par le The´ore`me 5.2.1. Pour ce faire, nous utiliserons le meˆme principe de la stabilite´ re´duite
que nous avions de´ja` utilise´ dans le Chapitre 4. Par ailleurs, on rappelle que, toutes les
solutions du proble`me (5.11) au voisinage du point de bifurcation (0, δ∗) ∈ V˙0 × R2, sont
obtenues en re´solvant
Φ˜(ϕ, δ) = PF (ϕ+ w(ϕ, δ), δ) = 0 (ϕ, δ) ∈ KerL(·, δ∗)× (0,+∞)× R. (5.43)
Les solutions obtenues (voir (5.34)) ve´rifient
F (v(y), δ(y)) = 0, y ∈ (−τ, τ) voir le the´ore`me 5.2.1. (5.44)
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On rappelle que le principe de stabilite´ re´duite (voir Chapitre 4, pour plus de de´tails)
consiste a` e´tablir que les e´quilibres v(y) et ϕ(y) = Pv(y) du proble`me dvdt = F (v, δ) et du
proble`me re´duit dϕdt = Φ˜(ϕ, δ), pour y proche de 0, ont la meˆme stabilite´. Dans [36] (ou
plus pre´cise´ment, dans le The´ore`me 4.2.1), ce re´sultat est e´tabli par l’e´tude des valeurs
propres des familles d’ope´rateurs
T (y) := DvF (v(y), δ(y)) (5.45)
K(y) := DϕΦ˜(ϕ(y), δ(y)). (5.46)
Etant donne´ que nous avions de´ja` fait une description du principe de stabilite´ re´duite, dans
le chapitre 4 alors, nous nous limiterons d’e´tablir la stabilite´ des solutions bifurquantes
donne´es par le the´ore`me 5.2.1, via une e´tude des valeurs propres de l’ope´rateur K(y).
Lemme 5.3.1
Soient k∗ = 2k∗∗, ǫ∗, M∗ et p satisfaisant (5.3)-(5.5) et (α, β) ∈ R∗ × R∗ ve´rifiant (5.23).
Si k∗ = 2k∗∗ alors l’ope´rateur K(y) est de´veloppable a` l’odre 1, comme suit,
K(y) = yK1 +O
(
(y2)
) ∀y ∈ (−τ, τ) (5.47)
ou`
K1 = K˙(0) ∈ L (KerL(·, δ∗),KerL(·, δ∗)). (5.48)
Si on pose A1 la repre´sentation matricielle de K1 dans le noyau KerL(·, δ∗). Alors
A1 =
f ′′(M∗)
2

0 β
β α

 (5.49)
et ses valeurs propres sont donne´es par :
µ1 =
f ′′(M∗)
4
(α−
√
α2 + 4β2) et µ2 =
f ′′(M∗)
4
(α+
√
α2 + 4β2) (5.50)
Preuve. Nous rappelons que, pour ϕ = yϕ0
K(y) := DϕΦ˜(yϕ0, δ(y)) ∈ L (KerL(·, δ∗),KerL(·, δ∗)) (5.51)
et
Φ˜(yϕ0, δ(y)) = PF (yϕ0 + w(yϕ0, δ), δ(y)). (5.52)
De fait, il re´sulte, par l’utilisation de la de´finition (5.43), que
K(0) = DϕΦ˜(0, δ∗)
= PDvF (0, δ∗)(IKerL(·,δ∗) +Dϕw(0, δ∗))
= 0,
car
PDvF (0, δ∗)IKerL(·,δ∗) = PL(·, δ∗)IKerL(·,δ∗) ≡ 0
et Dϕw(0, δ∗) ≡ 0 (cf. corollaire 3.3.1).
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De meˆme, la diffe´renciation de K(y) par rapport a` y, en 0, donne,
K˙(y) |y=0 = d
dy
[PDvF (v, δ)(I +Dϕw(ϕ, δ))] |y=0
= PD2vvF (v, δ)[I +Dϕw(ϕ, δ), ϕ0 +Dϕw(ϕ, δ)ϕ0 +Dδw(ϕ, δ)δ˙(y)] |y=0
+PD2vδF (v, δ)[I +Dϕw(ϕ, δ), δ˙ ] |y=0
+PDvF (v, δ)[D
2
ϕϕw(ϕ, δ)ϕ0 +D
2
ϕδw(ϕ, δ)δ˙] |y=0 .
Comme D2ϕϕw(ϕ, δ)ϕ0 ∈ L (KerL(·, δ∗), R(L(·, δ∗)), donc
K˙(0) = PD2vvF (0, δ∗)[I, ϕ0]
= f
′′
(M∗)P (ϕ0IKerL(·,δ∗) −
∫ 1
0
ϕ0IKerL(·,δ∗)dx).
Or d’apre`s l’hypothe`se k∗ = 2k∗∗ on a
ϕ0.ϕ∗ =
α
2
(1 + ϕ4k∗∗) +
β
2
(ϕ3k∗∗ + ϕk∗∗)⇒ P (ϕ0.ϕ∗) = 0.ϕ∗ +
β
2
ϕ∗∗ (5.53)
et de meˆme
ϕ0.ϕ∗∗ =
β
2
(1 + ϕ2k∗∗) +
α
2
(ϕ3k∗∗ + ϕk∗∗)⇒ P (ϕ0.ϕ∗∗) =
β
2
ϕ∗ +
α
2
ϕ∗∗. (5.54)
D’ou` K˙(0) est un ope´rateur non nul sur KerL(·, δ∗). Par conse´quent, pour y proche de 0,
l’ope´rateur line´aire K(y) est de´veloppable comme suit
K(y) = yK˙(0) +O((y2)) ∀y ∈ (−τ, τ).
En posant K1 = K˙(0), on trouve le re´sultat (5.47).
Si on pose A1 la repre´sentation matricielle de l’ope´rateur K1. Il vient, au regard des
calculs (5.53) et (5.54) que
K1ϕ∗ = f ′′(M∗)(0.ϕ∗ +
β
2
ϕ∗∗) et K1ϕ∗∗ = f ′′(M∗)(
β
2
ϕ∗ +
α
2
ϕ∗∗). (5.55)
D’ou`, on en de´duit le re´sultat (5.49) suivant
A1 =
f ′′(M∗)
2

0 β
β α

 .
Le calcul des valeurs propres de la matrice A1 est trivial. Ce qui ache`ve la preuve du
lemme. 
Remarque 5.3.1
La valeur propre µ1 donne´e par (5.50) est trivialement ne´gative pour tout α dans ]0, 1[.
Graˆce au lemme pre´ce´dent nous sommes maintenant en mesure d’e´noncer le re´sultat de la
stabilite´ line´aire de la solution bifurquante v(y) = yϕ0 + w(yϕ0, δ∗).
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The´ore`me 5.3.1
Sous les hypothe`ses du Lemme 5.3.1, les valeurs propres µ(y) de l’ope´rateur K(y) donne´es
au voisinage de y = 0 par {
µ1y +O
(
(y2)
) | y ∈ (−τ1, τ1)} (5.56)
et {
µ2y +O
(
(y2)
) | y ∈ (−τ2, τ2)} (5.57)
telle que
g(y, µ(y)) = det
(
K(y)− µ(y)IKerL(·,δ∗)
)
= 0, (5.58)
sont de signes oppose´s et la solution solution bifurquante v(y) du proble`me (5.11) est
line´airement instable. Ici, µ1 et µ2 sont les valeurs propres de A1 donne´es par (5.50).
Preuve. Par des hypothe`ses du Lemme 5.3.1, on montre graˆce au The´ore`me 4.2.1, que
la stabilite´ de la solution bifurquante v(y) donne´e par le The´ore`me 5.2.1 est donne´e, a`
des ordres petits de y par les valeurs propres µ(y) de l’ope´rateur K(y), qu’il nous reste a`
calculer. En effet, le calcul des valeurs propres de K(y) revient a` chercher les solutions de
l’e´quation
g(y, µ) = det
(
K(y)− µIKerL(·,δ∗)
)
= 0. (5.59)
Or par l’utilisation de (5.47), il vient que les solutions de (5.59) sont encore donne´es par
g(y, µ) = det
(
yK1 − µIKerL(·,δ∗) +O
(
(y2)
))
= 0. (5.60)
Par suite, si on pose M1, la repre´sentation matricielle de l’ope´rateur a` l’inte´rieur de
(5.60) dans KerL(·, δ∗), on a
M1 =

ya11 − µ+O
(
(y3)
)
ya12 +O
(
(y2)
)
ya21 +O
(
(y2)
)
ya22 − µ+O
(
(y2)
)

 . (5.61)
ou` a11, a22, a12 et a21 sont les coefficients de la matrice A1 donne´e par (5.49). Donc les
solutions de (5.59) sont finalement donne´es par
g(y, µ) = µ2 − (a11 + a22)yµ+ (a11a22 − a212)y2 +R(y, µ) = 0 (5.62)
ou`
R(y, µ) = µO((y2))+O((y3)) . (5.63)
Graˆce au polygone de Newton (cf. Chapitre 1, Sous section 1.3.2) et au fait que g(0, 0) = 0,
nous faisons le changement de variable suivant,
µ = yµ˜ ∀µ˜ ∈ R. (5.64)
Ainsi, (4.91) devient,
g(y, µ) = y2g˜(y, µ˜) = 0, (5.65)
ou` g˜ est donne´e par
g˜(y, µ˜) = µ˜2 − (a11 + a22)µ˜+ (a11a22 − a212) +R1(y, µ˜) (5.66)
= (µ˜− µ1) (µ˜− µ2) +R1(y, µ˜), (5.67)
et
R1(y, µ˜) = µ˜O((y)) +O((y)) . (5.68)
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En utilisant le the´ore`me des fonctions implicites et le fait que µ1 − µ2 6= 0 par (5.23), on
montre que (en argumentant comme dans la preuve du The´ore`me 4.3.1)
µ(y) = yµ1 +O
(
(y2)
)
et signµ(y) = −signy, car µ1 < 0 (5.69)
et
µ(y) = yµ2 +O
(
(y2)
)
et signµ(y) = signy, car µ2 > 0. (5.70)
D’ou` v(y) est instable car les valeurs propres deK(y) sont de signes oppose´s. Ce qui ache`ve
la preuve du the´ore`me. 
En prenant k∗ = 2, k∗∗ = 1, M∗ = 15√3 et ǫ∗ =
2
5π2
, on donne, graˆce au logiciel Scilab
de [30], une illustration nume´rique du re´sultat ci-dessus.
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
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Figure 5.1 – Solution instable pour x = 4 et α = 0.5.
5.4 Existence des solutions non triviales pour k∗ = 3k∗∗
Dans cette section, nous nous contentons de montrer l’existence des solutions bifur-
quantes non triviales du proble`me (5.11) avec la condition
k∗ = 3k∗∗. (5.71)
Pour ce faire, on pose sous les hypothe`ses (5.3)-(5.5) et (5.23)
a :=
3α3
4
+
3αβ2
2
+
β3
4
, b :=
3α2β
2
+
3αβ2
4
+
3β3
4
, (5.72)
c := −f
′′
(M∗)α3
4µ6k∗∗
− f
′′
(M∗)αβ2
2µ4k∗∗
− f
′′
(M)αβ2
2µ2k∗∗
, (5.73)
et
d := −f
′′
(M∗)β3
4µ2k∗∗
− f
′′
(M∗)βα2
2µ4k∗∗
− f
′′
(M∗)βα2
2µ2k∗∗
. (5.74)
ou` µj = (ǫ∗λj − 1)2 − p, j = 6k∗∗, 4k∗∗, 2k∗∗ et λj = (jπ)2.
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The´ore`me 5.4.1
Soit k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (5.3)-(5.5), α et β ve´rifiant (5.23), alors
• (0, δ∗) est un point de bifurcation de (5.32)
• Il existe τ > 0 et une unique courbe de solutions non triviales de classe C2 en (0, δ∗)
et de´finie par
{(v(y), δ(y)) \ y ∈ (−τ, τ) et (v(0), δ(0)) = (0, δ∗)} . (5.75)
telle que F (v(y), δ(y)) = 0, ∀ y ∈ (−τ, τ) et v˙(0) = ϕ0 = αϕ∗ + βϕ∗∗.
De plus, si l’hypothe`se (5.71) est satisfaite, alors p = 45 et on a pour y proche de 0,
ǫ¨(0) =
ǫ∗
4
√
p
[
−2a
α
− f
′′
(M∗)c
α
+
2b
β
+
f
′′
(M∗)d
β
]
, (5.76)
et
M¨(0) =
1
f ′′(M∗)
[
− a
5α
− f
′′
(M∗)c
10α
− 9b
5β
− 9f
′′
(M∗)d
10β
]
. (5.77)
Ou` a, b, c et d sont donne´es par (5.72)-(5.74).
Remarque 5.4.1
Le re´sultat ci-dessus est une simple application du The´ore`me 3.3.1, a` la seule diffe´rence
que dans la relation (3.87) (cf. chapitre 3), on a (avec la condition k∗ = 3k∗∗)
P (ϕ30 −
∫ 1
0
ϕ30dx) = (
3α3
4
+
3αβ2
2
+
β3
4
)ϕ∗ + (
3α2β
2
+
3αβ2
4
+
3β3
4
)ϕ∗∗. (5.78)
5.5 Un re´sultat de stabilite´ line´aire pour k∗ = 3k∗∗
Dans cette section nous allons donner un re´sultat ge´ne´ral de stabilite´ line´aire des
solutions bifurquantes donne´es par le The´ore`me 5.4.1. Pour ce faire, nous posons, pour ϕ0
et w satisfaisant respectivement (5.23) et (5.24)
Θ1 := P (ϕ
2
0.ϕ∗ −
∫ 1
0
ϕ20.ϕ∗dx), (5.79)
Θ2 := P (ϕ
2
0.ϕ∗∗ −
∫ 1
0
ϕ20.ϕ∗∗dx), (5.80)
Θ3 := P (ϕ∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0 −
∫ 1
0
ϕ∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0dx), (5.81)
Θ4 := P (ϕ∗∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0 −
∫ 1
0
ϕ∗∗.D2ϕϕw(0, δ∗)ϕ0.ϕ0dx), (5.82)
Θ5 := P (ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗ −
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗dx), (5.83)
Θ6 := P (ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗∗)−
∫ 1
0
ϕ0.D
2
ϕϕw(0, δ∗)ϕ0ϕ∗∗dx), (5.84)
et le lemme suivant tient.
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Proposition 5.5.1
Soient k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (5.3)-(5.5) et α2+β2 = 1 tel que ϕ0 = αϕ∗ +βϕ∗∗.
Si k∗ = 3k∗∗ alors p = 1625 et
Θ1 = (
3α2
4
+
β2
4
)ϕ∗ + (αβ +
β2
4
)ϕ∗∗, (5.85)
Θ2 = (
3α2
4
+
β2
4
)ϕ∗ + (
α2
2
+
αβ
2
+
3β2
4
)ϕ∗∗, (5.86)
Θ3 = 30M
2
∗
[
− α
2
126
ϕ∗ + (
6αβ
7
+
β2
2
)ϕ∗∗
]
, (5.87)
Θ4 = 30M
2
∗
[
(
6αβ
7
+
β2
2
)ϕ∗ + (αβ +
β2
2
)ϕ∗∗
]
, (5.88)
Θ5 = 30M
2
∗
[
(− α
2
126
+
3β2
7
)ϕ∗ + (
3αβ
7
+
β2
2
)ϕ∗∗
]
, (5.89)
Θ6 = 30M
2
∗
[
(β2 +
6αβ
7
)ϕ∗ + (
13αβ
7
+ α2 + β2)ϕ∗∗
]
. (5.90)
De plus, on a
ǫ¨(0) =
5ǫ∗
32α
[
(3α3 − 3αβ2 − β3 + 3α2β) + 60M
2∗
7
(
β3
18
− 5αβ
2
2
+ 6α3)
]
(5.91)
et
M¨(0) = − 1
60M∗α
[
(57α3 + 33αβ2 + β3 + 27α2β) +
60M2∗
7
(−β
3
18
+
75αβ2
2
+ 54α3)
]
.
(5.92)
Preuve. Les e´galite´s (5.85)-(5.90) sont prouve´es de fac¸on analogue a` celles donne´es par
la Proposition 4.3.2. Ainsi, nous montrerons seulement (5.91) et (5.92). En effet, pour
k∗ = 3k∗, trouve que a, b, c et d (voir (5.72)-(5.74)) sont donne´es par
a =
3α3
4
+
3αβ2
2
+
β3
4
b =
3α2β
2
+
3αβ2
4
+
3β3
4
,
et
c = −30M
2
7
(
β3
18
− 6αβ2
)
d =
30M2
7
(
7β3
2
+ 6βα2
)
.
La substitution de ces re´sultats dans (5.76) et (5.77) donne les assertions (5.91) et (5.92).

Soit K(y) l’ope´rateur de´fini par
K(y) = DϕΦ˜(ϕ(y), δ(y)). (5.93)
Avec
Φ˜(ϕ, δ) = PF (ϕ+ w(ϕ, δ), δ) = 0 (ϕ, δ) ∈ KerL(·, δ∗)× (0,+∞)× R. (5.94)
Alors selon le principe de la stabilite´ re´duite (voir Chapitre 4) le the´ore`me suivant tient.
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The´ore`me 5.5.1
Soient k∗, k∗∗, ǫ∗, M∗ et p satisfaisant (4.8)-(4.10) et (α, β) ∈ R∗ × R∗ ve´rifiant (4.24). Si
k∗ = 3k∗∗ alors l’ope´rateur K(y) est de´veloppable a` l’odre 2, comme suit,
K(y) = y2K2 +O((y)) ∀y ∈ (−τ, τ) (5.95)
ou` K2 =
1
2
K¨(0) ∈ L (KerL(·, δ∗),KerL(·, δ∗)).
Soit
A2 =
1
2

a11 a12
a21 a22

 (5.96)
la repre´sentation matricielle de K2 dans KerL(·, δ∗). Alors les valeurs propres de K2 sont
donne´es par
µ1 =
1
4
(
a11 + a22 −
√
(a11 − a22)2 + 4a212
)
, (5.97)
et
µ2 =
1
4
(
a11 + a22 +
√
(a11 − a22)2 + 4a212
)
. (5.98)
De plus, si
µ1 6= 0, µ2 6= 0 et µ1 6= µ2 (5.99)
alors la stabilite´ line´aire des solutions bifurquantes (5.75) est donne´e par les signes des
valeurs propres perturbe´es {
µ1y
2 +O((y3)) | y ∈ (−τ1, τ1)} (5.100)
et {
µ2y
2 +O((y3)) | y ∈ (−τ2, τ2)} (5.101)
telle que
g(y, µ(y)) = det
(
K(y)− µ(y)IKerL(·,δ∗)
)
= 0, avec µ(y) valeur propre de K(y).
(5.102)
Ici, les coefficients a11, a12, a21 et a22 sont donne´s par ;
a12 = a21 = 6αβ +
3β2
2
+ 30M2∗ (
12αβ
7
+
3β2
2
) (5.103)
a11 =
9α2
2
+3β2+30M2∗ (−
α2
42
+
6β2
7
)+
1
2α
[
(−3α3 − 6αβ2 − β3) + 6M
2
7
(
5β3
9
− 60αβ2)
]
,
(5.104)
a22 = 3α
2 + 3αβ +
9β2
2
+ 30M2∗ (
20αβ
7
+
3β2
2
+ α2)
− 1
2α
[
(6α3 + 3αβ2 + 3α2β) +
6M2
7
(35αβ2 + 60α3)
]
.(5.105)
Preuve. La preuve de ce the´ore`me est donne´e par le Lemme 4.3.1 et 4.3.2 et le The´ore`me
4.3.1 du Chapitre 4. 
Corollaire 5.5.1
Sous les hypothe`ses du The´ore`me 5.5.1, si α = β, alors les solutions bifurquantes v(y)
donne´es par le The´ore`me 5.4.1 sont line´airement instables.
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Preuve. En effet, si α = β alors
µ1.µ2 =
1
4
(a11a22 − a212)
= −α2
[
105
2
+
8030
7
M2∗ +
458425
49
M4∗
]
< 0.
Donc µ1 et µ2 sont de signes oppose´s. Nous de´duisons alors de (5.100) et (5.101) que les
valeurs propres perturbe´es sont e´galement de signes oppose´s. D’ou` le re´sultat. 
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Figure 5.2 – Solution instable pour x = 9, M = 14 , α = β =
√
2
2 et test= 2.664.10
−15 .
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Conclusion
Dans cette the`se, nous avons e´tudie´ le proble`me stationnaire du mode`le de champs
de phase cristallin, en dimension 1 d’espace. Et l’essentiel des recherches effectue´es, a e´te´
oriente´ vers le calcul des branches de solutions bifurquantes locales, lorsque dimKerL(·, δ∗) =
2, avec δ∗ = (ǫ∗,M∗). Pour finir, nous avons prouve´ un re´sultat de stabilite´ line´aire des
solutions bifurquantes obtenues. Toutefois, nous avons consacre´ un chapitre entier (voir
chapitre 2), a` l’e´tude du meˆme proble`me dans le cas ou` dimKerL(·, ǫ∗) = 1. Cela nous
a permis de fournir des diagrammes de phases illustrant les diffe´rentes orientations des
branches de solutions, au voisinage de tout point de bifurcation, et suivant uniquement
la donne´e des parame`tres k∗ et r du proble`me. Les re´sultats trouve´s, dans ce dernier cas
nous ont servi de travail pre´liminaires, car on peut e´galement les retrouve´s dans [30].
Dans le chapitre 3, nous avons montre´ l’existence d’une courbe de solutions bifur-
quantes lorsque dimKerL(·, δ∗) = 2. La de´monstration de ce re´sultat a e´te´ possible graˆce
a` la me´thode des multiparame`tres, dont l’usage, nous a pousse´ a` conside´rer, en plus de
ǫ, la massse M , comme un parame`tres de bifurcation. En retour, nous avons e´te´ amene´
a` e´tudier les signes de ces parame`tres et a` s’inte´resser aux directions tangentielles des
branches de solutions au voisinage de chaque point de bifurcation. A la fin du chapitre,
nous avons mene´ une petite e´tude de comparaison des e´nergies de la solution bifurquante
et de la solution triviale. Ce qui nous a permis d’obtenir le re´sultat selon lequel, proche du
point de bifurcation et selon les valeurs des parame`tres, l’e´nergie de la solution bifurquante
peut eˆtre plus grande que l’e´nergie de la solution triviale et reciproquement (voir the´ore`me
3.5.1).
Dans le chapitre 4, nous avons e´tabli un re´sultat de la stabilite´ line´aire des solutions
bifurquantes obtenues dans le the´ore`me 3.3.1. La re´alisation de ce dernier re´sultat, bien que
difficile, a` cause de l’implication de plusieurs donne´es du proble`me, a e´te´ possible graˆce a`
un principe de la stabilite´ re´duite de [36]. En nous appuyant sur ce principe, nous avons pu
montrer que les solutions bifurquantes sont stables pour certaines valeurs des parame`tres
(voir the´ore`me 4.3.2). Et, pour valider ce re´sultat inte´ressant, nous avons fourni quelques
exemples de tests nume´riques.
Enfin, dans le chapitre 5, nous avons prouve´ l’existence des courbes de solutions non
triviales dans les cas particuliers k∗ = 2k∗∗ et k∗ = 3k∗∗ e´carte´s dans le chapitre 3 et le
chapitre 4. Ne´anmoins, plus de de´tails ont e´te´ fournis dans le premier cas, car, en plus du
re´sultat d’existence, nous avons pu montrer que toutes les solutions bifurquantes obtenues
par le the´ore`me 5.2.1 sont line´airement instables.
D’un point de vue ge´ne´ral, on peut dire que les solutions bifurquantes obtenues avec un
noyau de dimension 2, s’ajoutent au large panel des solutions du proble`me stationnaire du
mode`le de champs de phase cristallin (voir [30]). En plus, graˆce a` leur proprie´te´ de stabilite´,
on peut se poser la question de savoir, laquelle de la solution bifurquante a` une fre´quence
et de la solution bifurquante a` double fre´quence est la plus stable, et quelle est celle qui
a la plus petite e´nergie ? Dans bien des cas, et surtout pour des besoins expe´rimentaux,
la pre´fe´rence est souvent porte´e a` la solution a` une fre´quence. Cependant, d’un point de
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K∗ = 2K∗∗ ET K∗ = 3K∗∗
vue mathe´matique, aucun crite`re ne nous permet, a` ce jour, de faire un choix objectif
de l’une des deux solutions par rapport a` une autre. Ainsi, il serait inte´ressant d’orienter
les recherches en ce sens et aussi d’e´tendre les re´sultats que nous avons obtenus ici en
dimension 2 d’espace.
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