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1 INTRODUCTION 
Predicting human thermoregulation in different conditions is important for dealing with the prob­
lems encountered by people working and living in extreme environments. One of the most important 
factors for the human body in hostile conditions is the regulation of its temperature. There are several 
mechanisms employed in thermoregulation. Thermal energy is transported between the core and the 
peripheral portions of the body through the circulation of blood and conduction through the tissues. 
The body can dissipate thermal energy by conduction and convection from the skin to the environ­
ment. The body can dramatically increase the rate at which thermal energy is removed from the body 
through the use of evaporation of sweat from the surface of the skin. In cold temperatures, the body 
can generate thermal energy from metabolic reactions through shivering. 
The body works to control the core temperature. The normal for core temperature ranges from 
approximately 36 "C to 38 °C. From approximately. 35 "C to 40 °C, the body can efficiently regulate 
core temperature (Campbell et al. 1994). There are many factors that can effect the core temperature 
or the body's abilty to control the core temperature. Gagge and Nishi (1977) give a thorough discussion 
of many of the factors involved in thermoregulation. These factors include room temperature, relative 
humidity, exercise level, duration of exposure, clothing, age, level of physical fitness, acclimation, gender, 
weight, and surface area. All of these factors can affect skin temperature and core temperature, which 
in turn determines the actions taken by the body. To understand thermoregulation it is necessary to 
understand how the factors listed above interact and affect skin temperature and core temperature. 
Not only do these relationships need to be understood, but the ability to predict the body's reactions is 
needed. A predictive model can be used to improve understanding of the process of thermoregulation, 
provide needed data for the development of closed systems, and predict the limitations of humans in 
certain environments for given work loads. 
Several models of the thermoregulatory system have been developed (Wissler 1964; Gagge et al. 
1986; Gordon et al. 1976; Bue 1989; Stolwijk 1971; Werner 1993). The models vary in mathematical 
and physiological complexity but are similar in approach. The models are based on bcisic laws and 
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principles of science and engineering. The models apply the laws of heat and mass transfer to the 
human body and its environment. These models are limited by the level of understanding of all the 
intricacies of the human body. The inherent behavior of the process of thermoregulation is contained 
in experimental data. A model based strongly on data is limited by the input space of that data. A 
model that could utilize the information of both theory and empiricism would be more versatile and 
complete. This type of modeling is semi-empirical modeling. The Semi Empirical Technique (SET) 
developed by Rollins et al. (1998) is a predictive modeling method which is simple to use and has 
been proven effective in dealing with problems of prediction such as measurement noise, inability to 
sample the process, need to extrapolate beyond the input space of the model development, and random 
sampling times. For this research, a SET model of skin temperature for changes in room temperature 
is developed. 
To regulate the core temperature in higher temperatures and for more intense work loads the body 
turns to evaporation of sweat. Evaporation is an effective method for dissipating large amounts of 
thermal energy. There is a cost in using this mechanism. The body needs water to survive. Extended 
periods of sweating lead to dehydration. Knowledge of the rate of water loss for given environments and 
work loads is an important underlying problem in the understanding of the body's thermal limits. The 
study of this mechanism is complicated by the inabilty to accurately measure both the sweat rate and 
the evaporation rate. There has also been considerable disagreement as to whether the peripheral or 
core temperature is the controlling factor for the sweat mechanism. This lack of understanding has led 
to a strong emphasis on empirical modeling of sweat rates. Many of these models were not developed 
using multivariate techniques, limiting their ability to account for the interactions among all the factors. 
A multivariate predictive model of the sweat response is needed. Due to the incomplete understanding 
of this process, a modeling technique is -needed that lends itself to exploring the interactions among 
the parameters. Partial Least Squares, also known as Projection to Latent Structures (PLS), is an 
empirical modeling technique with the qualities needed to solve this modeling problem. PLS is a latent 
variable method. It reduces the dimensionality of the problem while retaining a link to the original 
data. This link to the physical parameters allows for investigation into the strengths of the model and 
the interactions among the physical parameters, PLS also has simple graphical techniques to determine 
when new data are within the space for which the model is applicable. 
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Problem Statement 
The objective of this research is to improve the understanding of the thermoregulatory response in 
humans. The work includes the development of an empirical model of sweat rates and a semi-empirical 
model of the response of skin temperature to changes in room temperature. The model of sweat rates 
was developed using the empircial technique PLS. This development is divided into two parts. First 
the model is developed for a small set of input data and the results are compared to the results of an 
Artificial Neural Network (ANN) (Campbell et al. ,1994) developed using the same data. The second 
part of the development of the PLS model uses results from six different experiments. Previous work 
using PLS models was done for smaller data sets with more organized data collection. The modeling 
of the sweat rate with PLS shows how versatile and robust the technique can be. The model of skin 
temperature Wcis developed using SET. The model is based on simulated data from the Wissler model 
(1964). 
Dissertation Organization 
This dissertation on the modeling of thermoregulation is organized in the following way: first, 
Chapter 2 reviews the historical modeling of the thermoregulatory system and examines the strengths 
and weaknesses of the modeling methods. A review of the modeling of sweat rates follows in the next 
chapter. Specifically this chapter describes the experimental data used to develop the PLS models. 
Chapter 4 contains the background and development of PLS. The next two chapters contain papers to 
be submitted to the Journal of Applied Physiology. Chapter 5 is a comparison of a PLS model and an 
ANN model developed from the same data set. Chapter 6.is a PLS model developed from data obtained 
from six different experiments. The development and results of the SET model for skin temperature is 
the next chapter. This chapter is a paper to be submitted to the Journal of Applied Physiology. The 
appendix contains the ACSL code for the SET model and the input files used to test the model. The 
bibliography contains the references cited in the first four chapters. 
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2 REVIEW OF THERMOREGULATORY MODELING 
As mankind has started exploring and working in more hostile environments, the need to understand 
the human thermoregulatory system has increased. The ability to model and simulate the body's 
thermoregulatory system has made it possible to study how the thermoreguUitory system will respond 
in adverse conditions. Successful modeling will allow equipment to be designed without the need for 
experimental data, which are often difficult or impossible to obtain from human subjects. 
Two distinct and separate paths have been taken towards understanding and modeling the ther­
moregulatory system. The first path is the physiological path. This path concentrates on understanding 
the processes involved and using experimental data. The second one is the engineering path. This re­
search approach uses fundamental knowledge of the physical and biological processes of the thermoreg­
ulatory system to describe the mechanism controlling thermoregulation. 
Physiological Approach to Modeling 
The goal of the physiological approach is to develop an understanding of the physiological processes 
the body uses in regulating its temperature. Physiologists predominantly rely on experiments and curve 
fitting of data or empirical modeling. This approach works well for individual cases, but is limited in 
applicability when extrapolated to other cases. This approach can be applied to the whole body or just 
a single part. Often, when the whole body is modeled, only a very specific physiological phenomenon 
or external stimulus is examined. By looking at only one part of the body, the experimental work is 
simplified, as is the modeling of the dynamics of the human body. When modeling just the arm or the 
finger, the effects of the organs, the larger blood vessels, and the exchange due to respiration do not 
have to be included in the model. 
Engineering Approach to Modeling 
Engineering thermoregulatory models are developed to ^tudy human performance when faced with 
different environmental stresses. These models are developed using the principles of thermodynamics, 
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heat transfer, mass transfer, differential equations, and other areas supporting a theoretical approach. 
The model is related in a complex-fashion to the type'of environmental conditions and the application 
for which the model is being used. For example, a model being used in designing a heating and air 
conditioning system can be a simple core and shell with only minimal concern for individual differences, 
while a model being used to design protective'gear for astronauts and military personnel has many more 
design parameters. There are two main categories of models. The first, lumped parameter models, 
includes most of the models in use. The robustness of these models is determined by the number of 
nodes the body is divided into and by how specific the parameters are for the different nodes. Some 
models divide the body into several nodes but then do not model all of the differences between these 
sections of the model. Finite difference models are another type of model used in this field of research. 
These models differ in the size of the differential elements and in the parameters used. 
Literature Review of Thermoregulatory Modeling 
The following is a literature review of previous work in the fields of both physiology and engineer­
ing. The modeling of the physiological approach finds relationships among the factors which affect 
thermoregulation. The section discussing the models from the engineering perspective contains a de­
scription of five models. These models were chosen to show the range of complexity in this type of 
modeling. These five models are often cited in related work. 
Physiology 
Benzinger et al. (1963) gave a simple yet complete description of the mechanisms of thermoregulation 
and showed an interaction between the central and peripheral control systems. Wissler (1963) takes 
a more theoretical and mathematical approach to describing the thenioregulatory mechanisms. Nadel 
(1980), Nadel (1985), and Fortney and Vroman (1985) explain and discuss the mechanisms used by the 
body to control blood flow for thermoregulation during exercise. Nadel (1986) discusses the non-therrnal 
influences on thermoregulation such as blood flow. 
The mechanisms of thermoregulation are explained in the articles named above, but how those 
mechanisms interact to control the sweat drive is not completely understood. Fusco et al. (1961) 
demonstrated that the central control, located in the hypothalamus, was the primary controller of 
thermoregulation and that this control was modified by the peripheral portions of the body during hot 
and cold exposures. In contradiction with the findings of Fusco et al., Wyss et al. (1974) found that 
skin temperature had no significant effect on the sweat rate. Although they did state that change in 
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skin temperature may inhibit sweating. Johnson et al. (1984) determined the effect of skin temperature 
on sweat rate was nonlinear. In these experiments, the influence of skin temperature on sweat rate was 
significant below 33 "C and dependent on core temperature. A similar complex interaction between 
skin and core temperature was found in the experiments of Nadel et al. (1971a). They discovered a core 
temperature threshold for each localized onset of sweating and suggest that the sweat rate is modified 
by the peripherial input of skin temperature. Nadel et al. (1971a) also developed a model for the local 
sweat rate, which was then expanded to include a term for the derivative of skin temperature (Nadel 
1971c). Hertman (1952) found the sweat rate increased linearly above 34 °C. Heising (1987) investigated 
the interaction between core and peripheral control and introduced the idea that an overall thermal 
balance actually had an overriding effect on thermoregulatory control. In experiments performed in the 
dry desert heat, no correlation was found between the skin and core temperature during exercise with 
water and salt replenishment (Dill et al. 1973). 
The variety of results obtained in the research described above suggests the control of the sweat 
drive is not yet completely understood. The interactions among the body's indicators (core and pe­
ripheral temperatures) is most likely more complicated then the models previously used. The following 
paragraphs introduce research on the factors'of level of exercise, wind speed, heat transfer coefficients, 
acclimitization, gender, body temperatures, and type of exercise. 
Nadel et al. (1971b) determined that water standing on the skin depresses sweating. Berglund and 
Gonzalez (1977) found rate of evaporation was constant until dripping began and then evaporation 
decreased. The level of salt in the sweat was found to have no effect on skin and core temperatures 
(Berglund and McNall 1973). Nadel et al. (1973) found the environmental conditions such as room 
temperature and relative humidity affect the sweat glands and the skin not the central drive. Goss et 
al. (1989) compared prediction results from several models for skin temperature to experimental results 
and determined the upper leg was the best single predictor of skin temperature for the results used. 
Wyndham et al. (1970) studied the effects of hot and humid environments on exercising subjects. 
They determined the Voj.Mar was not affected by acclimitization and the level of exercise is an important 
factor in determining core temperature. Wyndham et al. also found linear relationships between rectal 
temperature and level of exercise. Saltin et.al. (1972) studied body temperatures and sweat rates 
for exhaustive exercise. It was found there was the same delay in the onset of sweating eis occurs in 
submaximal exercise. The results for sweat rates and body temperatures were best fitted by an equation 
using both skin and core temperatures. Negative work is the excentric exersion of the muscle or the 
resistance to an outer force. Nadel (1972) showed that although the body's temperature pattern is 
7 
different for negative woric, the thermoregulation mechanism is the same. 
Candas et al. (1979a) studied the effect of wind speed and acclimitization. It was determined 
evaporative efficiency decreased with increased wind speed and acclimitization increased sweat rates. 
Adams et al. (1992) determined the effect of wind speed on convective heat loss Wcts dependent on the 
temperature gradient between skin and room temperature. An equation for the effect of wind speed on 
the heat transfer coefficient of evaporation was developed by Clifford et al. (1959). 
The observations by Candas et al. (1979a) of skin wettedness and dripping motivated a second study 
(Candas et al. 1979b) to determine when the eissumption of total skin wettedness in the calculation of the 
heat transfer coefficient is valid. They found the heat transfer coefficient is often underestimated because 
dripping is required for complete skin wettedness, which is often not the cause in many experiments. 
Kenney (1987) developed a method for determining the effective evaporative coefficient for a person in 
protective clothing. A methodology for calculating heat transfer coefficients for a person in wet clothing 
without need for directly measuring skin water vapor pressure was developed by Kenney (1992). 
Fox et al. (1964) investigated the influence of acclimitization on sweat rate. Fox found an increase 
in amount of sweat and an improved ability to maintain an increase sweat rate for prolonged periods. 
Nadel (1979) confirmed acclimitization promotes increased sweat while training to improve physical 
fittedness promotes a decrecise in the threshold for sweating. 
Avellini et al. (1980) studied the differences between male and female responses to exercise in humid 
environments. Ovulation had an effect on ,the tolerance to exercise, but no effect on sweat rate. Females 
also dissipated more heat with less sweat. Male heart rates were higher and they had more of an increaise 
in sweat rate from acclimitization. Frye and Kamon (1983) also studied the differences between the 
male and female thermoregulatory responses. In agreement with Avellini et al., they found the female 
body to be more efficient at sweating while men have a greater capacity to increase sweat rates. It was 
also found that the male and female body adjusted sweat rates in different manners. 
Saltin et al. (1970) presented experimental results for rectal, esophageal, muscle, and mean skin 
temperatures. Also reported were the sweat rates and metabolic rate. From these experimental results 
prediction equations for sweat loss at three diffei'ent room temperatures were found. Experimental work 
by Saltin et al. (1968) determined the best depth for measuring the temperature of the thigh muscle. 
Rectal temperature was found to be proportional to the work load, but improved prediction was possible 
when the skin temperature was also used in predicting sweat rates. Saltin et al. (1966) investigated the 
relationships between esophageal temperature, rectal temperature, muscle temperature, and exercise 
level. 
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Another factor to be considered in the analysis of thermoregulation is the type of exercise. This 
literature reivew seems to suggest a strong research bias towards the effects of aerobic exercise. It is felt 
that the type of exercise being performed needed to be investigated since physical tasks are not often 
exclusively aerobic in nature. Another area of the literature search was directed towards anaerobic 
exercise and its effects on the body. Only a few articles were found on the subject. Green and Patla 
(1992) and Honig et al. (1992) explain the physiology involved in anaerobic exercise. A comparison of 
the amount of aerobic and anaerobic exercise performed by the body during a short sprint-like biking 
exercise was done by Medbo and Tabata (1989). A discussion with Professor Seagrave, in the Chemical 
Engineering Department at Iowa State University, provided a great deal of understanding of anaerobic 
energy release in the body. There is a lack of understanding and work in this field due to the short 
time periods over which anaerobic activity occurs. In order to keep the scope of this research at a 
manageable level, we chose not to include the area of.anaerobic activity. 
The physiological portion of the literature review was useful in gaining an understanding of the 
anatomy and physiology involved in the human thermoregulatory process. More specifically, under­
standing of the body's control system, including sweating, shivering, and vaso-controller action, in­
creased significanly. More importantly, this literature also indicated what factors must be considered 
in any analysis of the process. These factors-include the (oxygen uptake), the individual's body 
mass and height, the air temperature, level of acclimatization, wind velocity, relative humidity, the 
individual's age, cardiovascular condition, and gender. This literature also provided physical meaning 
to the heat transfer ideas involved in the process of regulating the human body's temperature. 
Engineering 
The models developed from the engineering perspective vary in many ways. The number of sections 
to divide the body into and how those sections are represented is one critical manner in which they 
differ. The human body has been modeled as one, two or three dimensional. The level of complexity 
with which the body's systems, such as the vsiscular and respiratory systems, are modeled affects model 
rigor. Some of the' most notable models include Gagge (1986), Gordon et al. (1976), NASA 41 Node 
Model (Bue, 1989), Stolwijk (1971), Werner (1993), and Wissler (1964). They vary in complexity of 
development of both the physiology and mathematical computation. 
Werner (1993) developed a model to simulate and predict thermoregulatory responses in extreme 
thermal conditions. The Werner model is a six cylinder model, shown in Figure 2.1, where the cylinders 
represent the head, trunk, arms, hands, legs, and feet. Each cylinder has 2 compartments. The 
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control system Includes evaporation (sweating), metabolism, and vasomotor action. The model includes 
metabolism, conduction through tissue, and energy transferred in and out by blood flow. The blood 
pools are treated as one homogeneous mixture. This lack of complexity in the circulatory system is a 
drawback to this model. 
Hands 
Figure 2.1 Schematic of the Werner Model. 
The equation for the tissue energy balance used in this model is shown below. 
PiCi — M,+A| ^^2 j + l3iQiPaCa[Ta -Ti) (2.1) 
Where A is the thermal conductivity index, 0 is the counter-current factor, and Q is the blood-flow per 
volumetric unit. 
The Wissler Model (Wissler 1985), shown as a schematic below in Figure 2.2, is a 15 node model 
which contains mass balances for oxygen, carbon dioxide, and lactic acid and energy balances for 
metabolism, the arterial pool (modified to account for the presence of large arteries in the thoracic 
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section), the venous pool (modified in the abdominal section and the thoracic section to account for the 
presence of large veins), and sensible, and.insensible heat loss in respiration. The model of the vascular 
system is quite detailed. It includes arteries, veins, and capillary beds. It allows for cooling of the blood 
as it moves distal to the heart and accounts for counter-current heat transfer between the veins and 
arteries. There are control equations in the model for perfusion, sweating, and shivering. The sweating 
rates in each section are weighted for the density of sweat glands. The shivering equation looks at the 
relationship between the core temperature and the skin temperatures and their rates of change. 
Below, the energy balances for the Wissler model are given. The equations for the arterial and 
venous pools modified for the different sections of the body and the capillaries are not shown here. 
Figure 2.2 Schematic of the Wissler Model. 
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Metabolic Energy Equation 
Energy Balance For Arterial Blood 
rtiaiCb^^ = PbCbWai [Tam " Tai) + 2/,-7r J hai (Ti - Tai) rdv + Havi {Tvi - Ta.) (2.3) 
Energy Balance For Venous Blood 
rriviCb^^ = PbCbWyi (%n - T„i) + 2/,7r J (pcCbWyi + /!„,) (Ti - T^i) rdr + Havi (Tai - r«) (2.4) 
Sensible Heat Lost Due To Respiration 
Qres — ^exPg^p [Tres ~ Tin) (2-5) 
Insensible Heat Lost Due To Respiration 
Qre, = 27.3 
"22.4 760 273-T ^ ' 
In the equations given above, p is the density and c is the specific heat of the tissue. T is the 
temperature and t represents time. The distance from the center axis of the cylinders is shown by r. 
The thermal conductivity of tissue is k. Hav is the heat transfer coefficient for direct transfer between 
large arteries and veins; h is the heat transfer coefficient between arteries and tissue per unit volume; w 
is the volumetric flow rate of blood entering the capillary beds per unit volume; q is the metabolic heat 
generation rate per unit volume; m is the mass of blood contained in the blood pool; 1 is the length of 
the ith element; Vex is the flow rate of gas in the lungs; hjg is the latent heat of vaporization of water; 
and PHiO is the partial pressure of water in the respired air. 
The mass balances used in the model are shown below. W is the volumetric flow rate for blood 
entering an element; V^- is the volume in the blood pool in a given segment; Vi the (assumed constant) 
volume of the lungs; and Coi is the concentration of oxygen in the blood. 
Oxygen Balance for the Arterial Pool 
= Wai (C„o„m - C„o„.) 
at 
(2.7) 
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Oxygen Balance for the Venous Pool 
(C,o,.m - C\o,.i) + 2hi:£' LJki (CVo^m - a.o„i)rdr (2.8) 
Oxygen Balance for the Lungs 
Vi %?- = IQONbao  ^+ (po,i„ - PO^ex) (2.9) 
at 
Figure 2.3 shows the cylindrical segments of the NASA model (Bue, 1989). Next to the figure 
showing the segments is a diagram showing a slice of a segment on end. This model has 41 nodes made 
up of the vascular compartment and ten cylindrical segments, each with four compartments; skin, fat, 
muscle and core. The vascular system in this model is greatly simplified compared to the model used 
in the Wissler model above. The vascular node is seen as a pool of blood of one temperature. There is 
more detail in the energy balances in this model since each cylinder hzis 4 compartments, but the other 
aspects of the model are not as detailed. The same control systems, sweating, shivering, and vasomotor 
action, are considered in this model. Below are the energy balances for each compartment. They would 
be of the same form in each cylinder. 
Core Energy Balance 
(wcp^) = (qmet - qf^nd " 9conv),- (2-10) 
Muscle Energy Balance 
Fat Energy Balance 
~ 'Jcond ~ 9cond ~ 1""^^ (-'-'2) 
Skin Energy Balance 
(^ nCp — (^ Qmet + 9cond ~ Iconv ~ Irad ~ Qsenc ~ Qlat ~ IdiJ^ (2.13) 
Where the qcond are the conductive heat transfer coefficients from one compartment of the model to 
another, such as from muscle to fat (m ->• /,), the energy produced by metabolism is qmet- The radiative 
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Figure 2.3 Schematic of the NASA Model. 
energy is Qrad- The convected energy is represented by qconv The respiratory heat lost is broken into 
the sensible, qsenc, and the latent, qiat- The energy transferred by diffusion is qaj. 
The Gordon et al. (1976) model was designed for cold exposure response. This model differs from 
the others. It is a physiological model and uses finite difference as opposed to the lumped parameter 
method used in the three models described above. The model does divide the body into segments, but 
not all of them are cylindrical. The heeid and forehead are spherical segments. The face is a cylindrical 
segment. Each of these sections is divided into four compartments, skin, fat, muscle, and bone, as the 
41 node model was. The control features of this model include shivering and vasodialation. Figure 2.4 
below shows the 14 sections. 
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Forehead 
Figure 2.4 Schematic of the Gordon Model. 
The form of the energy balance used is shown below along with the equation in the finite-difference 
form. 
Energy Balance 
V'T- —T + M"' pbCtV"' 
Finite-Difference Form 
A T I n T I n T , p _ Tn (t) + Tn (t + St) fn Tr) j4n7n + BnTn-l -f- DnTn+l + E ~ (--IS) 
Where V is the volumetric flow rate of blood per volume of tissue. The metabolic rate per volume 
of tissue is represented by M. The subscript b refers to the blood. The thermal diffusivity is a and k is 
the thermal conductivity of tissue. The density is p and c is the specific heat. 
Gordon et al. (1976), Stolwijk (1971), Wissler (1964), Werner (1993), and the Pierce Lab 2-node 
Model (Gagge et al. 1986) are examples of models which were developed using energy balances and 
physiological data and knowledge. The major difference is the number of nodes. However, some studies 
have shown that the number of nodes may not be a significant cause of the differences between simulation 
results and experimental results (Gordon and Roemer 1975). Other papers have studied the effect of 
the nodal spacing (Gordon and Roemer 1975). Thie models reviewed above, such as the Wissler model, 
have been extended to be used in more severe environments (Tikuisis et al. 1988; Shender et al. 1995). 
Haslam and Parsons (1994) compared predictions from several of the models. 
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Different techniques have been used in trying to deal with modeling of sonie aspects of human 
physiology. The Givoni and- Goldman model of rectal temperature response (Givoni and Goldman, 
1972 and 1973) is an empirical model. Nelson and Manchester (1988) used fractal geometry to model 
the lung. Zhu et al. (1992) used a much more anatomically and physiologically detailed model to model 
a human arm. Hsu and Secomb (1989) used Green's function method to model oxygen transfer from 
a network of blood vessels to a section of tissue. An attempt to combine the use of energy equations, 
the physiology of the vascular system, and statistical probability was found in Baish (1994). This work 
needs to be more closely examined, but it appears to be a rather novel approach. 
A New Approach 
As the literature review hcis revealed, there are currently two basic approaches to modeling the 
human thermoregulatory system. The physiological approach, which is strongly empirical, is limited by 
high requirements for data on individuals that will be highly limited in its application to others. The 
engineering approach, which is strongly theoretical (more accurately semi-theoretical), requires major 
progress before models will achieve accuracy levels useful for predictions. Thus, to obtain accurate 
models in an efficient manner (i.e., an optimal number of experiments), a new approach is needed. The 
approach being proposed is what would be described as semi-emprical. The semi-empirical approach 
attempts to optimize modeling accuracy while maintaining experimental efficiency by balancing intel­
ligence through modeling and knowledge through data. More specifically, the semi-empirical approach 
seeks to select a model form with the correct phenomenological nature and uses data to estimate the 
physical coefficients. 
Semi-empirical modeling differs from semi-theoretical modeling in the type of knowledge used to 
begin the building of the model. In semi-theorctical modeling, the model is built from first principles. 
In semi-empirical modeling, while the form may be the same as one obtains in semi-theoretical modeling, 
this form is selected from a class of models that could be derived from first principles (and are often non­
linear in form) by examining response data. Similarly, semi-empirical modeling differs from empirical 
modeling in two basic ways. Empirical model selection comes from a class of methods such as linear 
regression or artificial neural networks without any concerns for phenomenological meaning. Thus, in 
empirical modeling, coeflScients very seldom have physical meaning while in semi-empirical modeling 
they typically have physical meaning. 
Historically, semi-empirical modeling for chemical processes has consisted of selecting the model form 
and running very inefficient experiments to obtain model coeflicients (Ogunnaike and Ray 1994). Re­
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cently, Rollins et al. (1998) introduced a new efBcient, effective, and accurate approach to semi-empirical 
dynamic predictive modeling for chemical processes that has much promise in thermoregulatory mod­
eling. Rollins et al. (1998) called this method the semi-empirical approach (SET) and developed it 
out of concerns for limitations of the empirical approach and the current semi-empirical approach. 
SET is comprehensive in that it addresses efficient experimental design, model building, and accurate 
prediciton in ways that are all new to semi-empirical modeling. 
SET was originally developed for single-input, single-output (SISO) processes that can be approxi­
mated by a first-order model. Recently it has been applied to real processes (Rietz and Rollins 1998), 
extended to high order systems with under damped and inverse reponse (Rollins et al. 1999), and 
mulitple-input, multiple-output (MIMO) process with interaction. Other attractive attributes of SET 
for this application include high predictive accuracy for noisy data, no output sampling, and efficient 
(optimal experimental design) model identification and development. 
Next is an overview of the research to investigate the potential of using SET to model the human 
thermoregulatory system. 
SET Study 
Applying SET requires data from the process, in this case the regulation of the body's temperature, 
for positive and negative step changes in input variables to the variables being modeled. Many factors are 
"inputs" to the thermoregulatory process, including room temperature, relative humidity, and exercise 
level. There are also several measurements for which predicted values are desired. These '"outputs" 
include skin temperature, core temperature, and sweat rate. The first step in applying SET is to choose 
one input and one output and develop a model for only these variables. Once the SISO model is working, 
then the knowledge obtained from this model can be used to expand the model to MIMO. 
For this preliminary study of the feasibility of SET in this application a mathematical model of the 
human thermoregulatory system is chosen. The role of the model is to produce response data for input 
changes. The reasoning is that if SET is unable to effectively predict response behavior for the model, 
it would not be practical to apply SET to humans. 
The Wissler Model (Wissler 1985) was choosen in this study for several reasons. The model is 
well known and has been used for several studies. These previous studies have shown the model to be 
robust. The program is also on a platform that is reasonably accessible, allowing it to be used without 
rewriting and updating the code. The accuracy of the code can be tested against simulations that Dr. 
Wissler has run and which have been previously verified. This is also a program that has been under 
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the direction of a single person for the entire development process. Dr. Wissler was also very willing to 
help with the implementation of his program. 
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3 REVIEW OF MODELS OF SWEATING 
The human body adjusts to a variety of conditions with seemingly little effort. Humans can live, 
although not always comfortably, and work in large range of temperatures. The body is able to adjust 
to changes in air temperature, humidity, and work level. The thermoregulation system responsible for 
the adjustment in the body at first glance seems simple and straightforward, but once an attempt to 
quantify the response of the system is made its complexities become evident. The thermal energy that 
accumulates within the core of the body is dissipated through several mechanisms. The following is a 
review of research into the thermoregulatory mechanism of sweating. 
Factors Involved In Sweat Response 
A great deal of effort has gone into trying to understand, analyze, and model the human sweat 
response. Much of the research looked into the effects and interactions between some of the parameters 
which affect sweat rates without trying to develop models. Buono and Sjoholm (1988), Davis (1963), 
Davies (1981), Fox et al. (1964), Frye et al. (1983), Gonzalez et al. (1974), and Candas et al. (1979a) 
all investigated the role of the level of acclimation to the environmental conditions. The difficulty of 
quantifying this factor accounts for the numerous efforts to analyze its role in sweating levels. Human 
factors such as age and level of physical fitness have been investigated (Buono and Sjoholm 1988; 
Tankersley et al. 1991). Kenney et al. (1993) quantified the effect of different types of clothing on 
sweating rates. The relationship between wind speed and evaporation rate was investigated by Adams 
et al. (1992). CandEis et al. (1979b) developed a relationship between skin wettedness and the efficiency 
of sweating, while Nadel and Stolwijk (1973) investigated how skin wettedness affected the sweat gland 
activity. A correction for sweat rate and the weight loss it causes was developed for the ceise of sweat 
dripping off the body (Brebner and Kerslake 1969). Even the effect of the composition of the sweat 
in the film on the skin during long periods of sweating has been investigated experimentally (Berglund 
and McNall 1973). Johnson and Park (1981) found no difference in sweating onset and rates when the 
subject exercised in a supine position as opposed to upright. Dill et al. (1973), Gisolfi et al. (1969), 
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Johnson and Park (1981), Ogawa and Asayama (1986), Tarn et al. (1976), Mairiaux and Libert (1987), 
and Saltin and Hermansen (1966) all tried to explain and understand many of the factors and their 
interactions, but did not go to the level of developing models.-
The relationship between skin temperature and other temperatures such as rectal, muscle, tym­
panic, air, and core has also had intense research. Davies (1979) found the relationship between skin 
temperature and sweat rate varied with the intensity of work preformed. The mechanism controlling 
the sweat rate seemed to change for intense work loads. Johnson et al. (1984), McCaffrey et al. (1979), 
and Wyndham (1965) found the skin temperature to have an effect on the sweat rate. Benzinger et al. 
(1963) and Wyss et al. (1974) found no significant relationship between skin temperature and sweat 
rate. Ogawa and Asayama (1986) determined that peripheral signals can modify the centra! drive for 
sweating, but that the central drive was the dominant factor, while Mairiaux and Libert (1987) showed 
the onset of sweating was related to a summation relationship of skin and core temperature. Kondo et 
al. (1997) found the rate of change in skin temperature to be more significant than the skin temperature 
itself. Hence, many of these conclusions are in conflict. The lack of consistent results may have many 
different causes. These differences in results may be due to differences in subjects, methods of measuring 
outputs, or protocols used for the experiments. Another explanation for the variety of results is simply 
that the control of the sweat rate is too complicated to be explained by a simple relationship over the 
broad range of input combinations. This body of work is useful for gaining understanding of some of 
the factors involved, but it does not give a complete picture of the complex interactions nor produce a 
model that is useful in range of situations. 
Models Of The Sweat Response 
Models have been developed using multiple linear regression (Davies 1979 and Wyss et al. 1974) from 
experiments measuring important factors such as skin temperature and core temperature.The controlled 
variables included room temperature, humidity, and exercise level. Hodson et al. (1989) developed two 
theoretical models using differential equations based on the laws of heat transfer as applied to the human 
body. Many of the models that exist can be described as semi-empirical. The models assume a form of 
the equation based on knowledge about how different factors interact to control the thermoregulatory 
system. Many trends in physiological responses were found in the work described above and model 
structures have been developed in an attempt to fit the responses seen in previous experiments. Once 
the form is assumed then experimental data are used to generate the parameters in the equation. Hardy 
and Stolwijk (1966), Nadel et al. (1971a, 1971b, 1971c), Stolwijk and Saltin (1968), and Stolwijk and 
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Hardy (1966) are all examples of this type of modeling. These models are ail either based on the 
assumption of an additive interaction or multiplicative interaction between the central and peripherial 
control of sweating. The stuctures came about when empirical models consistently gave contradictory 
results. Eventually, it was concluded that the contradictions were caused by a complicated drive of the 
sweating mechanism. In some conditions skin temperatures controlled the onset of sweating, while in 
other conditions the core temperature controlled the mechanism. The current model forms attempt to 
quantify the duality of the sweating response. Campbell et al. (1994) contains a literature review of 
sweat models. Along with the literature review is a summary of the variety of forms of equations used 
to model sweat rates. 
Experimental Results Used In PLS Model 
In developing the model described in Chapters 6 and 7, experimental data of the sweat response 
were needed. No attempt was made to collect experiments similar in nature. Each set of experiments 
has been performed to study a different aspect of the sweating phenomenon and therefore was carried 
out differently. The following is a summary of each of the seven experiments used to create the input 
space for the model. 
Adams et al. (1992) varied the air velocity on subjects who were exercising on a stationary bicycle. 
There were four experiments performed by each of six'male subjects, a set with and without forced air 
at 24 "C and a set with and without forced air at 35 °C. The air was forced on to the frontal aspect of 
the subject at 3.0 m/s. Subjects were clothed in nylon briefs and thong shoes to minimize water loss 
collected by clothing. Sweat rate (mg/(min • cm^)), esophageal temperature (°C), skin temperature 
for eight locations (°C), and heart rate (beats/min) were measured throughout each experiment. The 
reported skin temperature is a weighted average of the eight locations. 
Candas et al. (1979) studied the effect of skin wettedness on evaporative efficiency. Three male 
subjects performed nine experiments consisting of three different air temperatures with each performed 
for three different vapor pressures. These combinations of air temperature and humidity were chosen in 
an effort to cause targeted required evaporative rates and skin wettedness levels. The target evaporative 
rates were the calculated levels of evaporation needed to remove the stored thermal energy levels caused 
by the environmental conditions. The calculations were performed assuming a standard man. For each 
protocol the subject's rectal temperature (°C), skin temperature (®C) from ten locations, and change 
in body weight (g) were measured every minute. Sweat rate (g/h) was calculated from the change in 
body weight measurements. The data were collected for 150 minutes with the first 30 minutes in a 
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neutral environment and the next 120 minutes in one of the nine conditions. 
The two drives, or controlling factors, of the sweat response are the central drive and the peripherial 
drive. Nadel et al. (1971a) perfomed experiments on three male subjects to study the peripherial drive 
and its effects on the sweat rate. Subjects rode a stationary bicycle for 10 minutes at approximately 80 
percent of their in a controlled environment of 24 "C and 40% relative humidity. The subject's 
O 2  consumption, weight loss (g), local sweat rate { g / ( m i n  •  m ^ ) ) ,  esophageal temperature ("C), and ten 
skin temperatures (®C) were measured. 
Most of the experiments involving exercise used cycle exercise and therefore investigate the effects 
of leg muscle work on the thermoregulatory system. Sawka et al. (1984) compared the responses for 
cycle exercise and arm crank exercise. Nine male subjects performed bouts of exercise at 70 rpm in a 
controlled environment of 24 'C and 20% relative humidity on both exercise apparatus. Some of the 
bouts of exercise were at an absolute work intensity of 1.6/ •min~^, while the rest were carried out 
at 60% of the subject's Oxygen consumption (1/min), rectal temperature ("C), esophageal 
temperature (°C), five local skin temperatures (°C), and weight loss (g) were measured during each 
experiment. Sweat rates {g/{m^ • hr)] were calculated from weight loss. 
J. D. Hardy and J. A. J. Stolwijk published two sets (Hardy and Stolwijk 1966; Stolwijk and 
Hardy 1966) of experiments which explored the sweat response due to changes in environment. Each 
set of experiments used three male subjects and measured tympanic temperature (°C), ten local skin 
temperatures (°C), rectal temperature (°C), metabolic rate {Kcal/{m- • hr)), and weight loss (g), 
which was used to determine sweat rate (Kcal/(m' • hr)). For each experiment subjects were seated 
in a chamber at a specific temperature and relative humidity, where they remained for 60 minutes. 
They were then moved quickly to a new environment where they remained for 120 minutes and then 
moved to one last environment for 60 minutes. The measurements mentioned above were taken every 
five minutes. 
In the Hardy and Stolwijk experiments, transients in the thermoregulatory respon.se were examined 
when varying the environment. Saltin el al. (1970) investigated the transient responses with diflerent 
levels of exercise. Three male subjects were placed in a temperature controlled room at 40% relative 
humidity for approximately four hours. The subject was at rest for the first 15 minutes and then 
exercised for 20 to 30 minutes at 25%, 50%, and 75% with 30 minutes of rest between each exercise 
period. This protocol was performed at 10 °C, 20 ®C, and 30 ®C. Ten different skin temperatures (°C), 
esophageal temperature (°C), rectal temperature (°C), muscle temperature (°C), oxygen uptake, and 
weight loss (g) were measured throughout the experiments. 
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From these summaries, the variability in the experiments can be seen as well as an understanding 
developed about why contradictory results are sometimes obtained in experiments involving the sweat 
response mechanism. Some of the same physical factors were measured in all of the experiments, but 
some were not measured in all. The protocols for each set of experiments is also very distinct. 
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4 A REVIEW OF PRINCIPAL COMPONENT ANALYSIS AND 
PARTIAL LEAST SQUARES 
Introduction 
One of the goals in industry is process understanding. Once this understanding is gained, it can 
be used for predictive modeling, process monitoring, or improvement of the process. The challenge of 
process understanding is interpreting useful information from massive amounts of data that are multi­
variate in both inputs and outputs, highly correlated, noisy, and may contain missing data. Principal 
Component Analysis (PCA) and Partial Lcctst Squares (PLS) are designed to overcome many of these 
difficulties. PCA and PLS are methods of reducing a large set of correlated variables into a smaller 
set of latent variables while retaining the majority of the information. PCA generates latent variables 
for a set of variables that are all of one type, while PLS is used when there are two kinds of variables 
and a predictive relationship between the two is desired. Both methods generate information about the 
process useful for data exploration, process modeling, and process monitoring. 
Although PCA and PLS have many useful and powerful qualities, they have not been widely utilized 
in industry. One of the problems in utilizing these methods includes the necessity of a sound foundation 
in mathematical theory along with a practical method for implementation and analysis of results. 
When PCA and PLS are introduced from the perspective of statistics or mathematics, the concept is 
a computationally intensive method involving the calculation of an eigenvector for each dimension of the 
problem (i.e., finding a linear combination). These eigenvectors are used to calculate a new data set in 
which the variables are now uncorrelated and fewer variables are needed to explain a significant amount 
of variability. When the methods of PC.A and PLS are used in applications (such as in chemistry and 
engineering) the focus is on the use of the new variables and the validity of the model created. The 
theoretical background is not discussed. PLS uses an algorithm developed in the mid-sixties (Wold, H. 
1966) which is not as computationally intensive. The approach has been developed around the need for 
data exploration, predictive modeling, and process monitoring. For these applications many graphical 
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tools have been devised to explore when the data set contains outliers, clusters, and observations with 
different correlation •structures. TheSe tools are-used to evaluate when the data used to develop a model 
are all from the same population. Once the model has been developed, these tools are used to decide 
when the model can be applied to a new data set. 
Not only do each of these approaches have a different focus and different goals, they use completely 
different vocabulary and methods. Because of these differences they do not appear to be the same 
technique. If PCA or PLS is shown from' a mathematical perspective it is extremely difficult to see 
its usefulness in an application. If the techniques are given in the form of the algorithm it is equally 
difficult to decipher the mathematical foundation. For PCA and PLS to be successful methods, these 
approaches, the mathematical and the applied, need to be brought together. They each contain a part 
of what is required to make a sound and useful technique. 
In this chapter it will be shown, through example, that the algorithm used is an approximation of 
the mathematical approach. Bringing the two perspectives together in this manner gives the techniques 
of PCA and PLS the sound mathematical foundation they need as well as the graphical tools needed 
for practical applications. By showing the step-by-step calculations, it is possible to see the similarities 
in the methods, understand how to bring together the differences in the vocabulary of the methods, 
and have a practical understanding of exactly what the techniques are doing. This understanding of 
the procedure of the calculations is extremely useful when interpreting the graphical results. 
The first section of this chapter gives the basis for the mathematical approach. This is followed by 
a hand calculation of this method. The algorithm is then given and the iterations required to converge 
to the solution obtained in the first method are shown. The next section discusses the algorithm for 
PLS. Methods for determining the number of principal components to be retained in the model are 
described. Finally, a brief discussion of the ability of PCA and PLS to handle missing data is given. 
Principal Component Analysis 
Principal component analysis, PCA, is a method used to find relationships among variables. PCA 
is one type of latent variable method. A latent variable method transforms a set of variables to a new 
subspace with orthogonal variables. Orthogonal variables are statistically independent of one another. 
The independence of these new variables, called principal components in PCA, allows the less significant 
components of the data to be dropped from the model, which reduces the dimensionality of the variable 
space. This section will go through the mathematical development of principal components and then 
show step-by-step how these calculations are performed. 
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For simplicity, our discussion of the geometry of principal components will be restricted to two 
variables. The first step in obtaining the principal components is to project the data along the vector 
that explains the most variability. If we used ordinary least-squares regression to find this line, we would 
need to know if we wanted the line that predicts X2 from zi or vice versa, since these two lines are not 
the same. One equation, which describes the relationship between the two variables, is needed. This 
one line is the orthogonal regression line and it is found by minimizing the deviations perpendicular to 
the line (Jackson 1991). Figure 4.1 shows such a vector for a two-dimensional data set. 
X, 
Figure 4.1 A vector in the direction of the largest amount of variability. 
The second largest principal component is orthogonal to the first, as shown in Figure 4.2. In the 
two-dimensional case, all the variability is now explained. There are as many principal components as 
there are variables in the X space. 
The lines, shown above, are the eigenvectors. The line in the direction of the most variability is the 
eigenvector corresponding to the largest eigenvalue. The second largest eigenvalue is associated with 
the line, or eigenvector, orthogonal to the first line and explaining the second largest amount of the 
variability. This orthogonality is inherent to eigenvectors. 
Now that the geometry of principal components has been shown in two dimensions, the calculations 
will be shown for a general case with g variables and n observations. To calculate the eigenvectors we 
need the eigenvalues, which are found by solving Equation 4.1, called the characteristic equation. 
I A-A/1=0 (4.1) 
The vertical lines in Equation 4.1 refer to taking the determinant and Z®''® is an identity matrix. The 
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X -
Xz 
Figure 4.2 The first and second principal components. 
matrix must be a symmetric matrix, so either the sample covariance matrix of the data or the 
sample correlation matrix is commonly used. The sample covariance matrix removes the influences 
of variables with substantially different magnitudes. The sample correlation matrix removes these 
influences and also the influences of variables with different variances. If all of the variables are in the 
same units, the sample covariance matrix has useful properties (Jackson 1991). If the variables are not 
all in the same units, the sample correlation matrix should be used so that the units do not influence 
the model. 
The sample covariance matrix of is given by Equation 4.2, where s,-,- is the sample variance 
of the ith variable given by Equation 4.3 and Sjj is the sample covariance between the ith and jth 
variables given by Equation 4.4. 
Sl2 Sl2 Sig 
ggxg _  §21 522 * • * ^2g (4.2) 
Sg\ Sg2 • • • Sgg 
where 
(4.3) 
(4.4) 
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Xi = -  ^  Xi,  (4.5) 
The correlation matrix of X"''® is given by Equation 4.6, where the correlation between the ith and 
jth variables is given by Equation 4.7. 
= 
1 n2 
'"21 1 
'•is 
r2g 
where 
rgi rg2 ••• 1 
Sj j 
r i i  -  —^ Sjj  
(4.6) 
(4.7) 
Now that the eigenvalues have been calculated, the eigenvectors can be determined using Equa­
tion 4.8, below; 
(4.8) 
The eigenvector is then scaled by dividing by its length. Scaling the eigenvector does not change 
the line represented. There are several ways of scaling that give the principal components different 
properties. Jackson (1991) explains in detail different ways to scale the vector and the advantages of 
each of these choices. In the following example, the eigenvector is scaled to be orthonormal by dividing 
by its length, as shown in Equation 4.9. 
(4.9) 
Orthonormality produces principal components that have variance equal to the corresponding eigenval­
ues. 
The principal components [Zi) are calculated by Equation 4.10. 
(4.10) 
In the example below, the sample correlation matrix was used; hence, X is the centered and scaled 
data matrix. Centering the data means subtracting the mean for each parameter from each of its 
observations, (x - x). Data can also be scaled by dividing by its standard deviation, (ar - z)/s. 
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The principal components give a new set of variables, which are linear combinations of the previous 
variables. This transformed set of variables are now orthogonal to each other. 
In the above definition, the principal components refer to only the distances from the lines (i.e., 
the eigenvectors). In other contexts, the principal component may be referring to the eigenvector and 
the distances of the points from the eigenvector or the principal component may refer to just the 
eigenvector. On the surface it often appears that these methods are performing different tasks and 
calculating different components, but the end result is the same. 
Equation 4.11 shows the proportion of the variability in the data set, X, explained by the ?th 
component. 
A. 
Ai + A2 + --- + Ag 
When the correlation matrix is used. Equation 4.11 can be simplified to A,7^. For a detailed 
explanation for why the ratio of an eigenvalue to the sum of all the eigenvalues is the proportion of the 
variability explained, see Johnson and Witchern (1992). 
Example 1 
This example is a step by step calculation of the eigenvalues, eigenvectors, and the principal com­
ponents for a two-dimensional data set. The data set is shown in Equation 4.12. 
X = 
104 0.17 
98 0.10 
101 0.15 
95 0.02 
109 0.25 
102 0.07 
96 0.08 
91 0.06 
(4.12) 
The centered and scaled data matrix is shown below in Equation 4.13. 
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X = 
0.791967 0.780932 
-0.263989 -0.169768 
0.263989 0.509303 
-0.791967 -0.1256281 
1.671931 1.867445 
0.439982 -0.577210 
-0.615975 -0.441396 
-1.495938 -0.713025 
(4.13) 
As explained earlier, the eigenvalues and eigenvectors will be calculated from the correlation matrix. 
Equation 4.14 shows the correlation matrix, which was calculated using Equation 4.6. 
R 
1 0.857065 
0.857065 1 
The characteristic equation is |R — AI| = 0 which gives the following. 
(4.14) 
R - X I  =  (4.15) 1 - A 0.857065 
0.857065 1 - A 
Setting the determinant of R — AI eqiial to zero gives the equation A" — 2A + 0.265440 = 0. Solving 
this equation gives Ai = 1.857065 and Xn = 0.142935. To find an eigenvector for the first eigenvalue, 
we need to solve the equation below. 
(Jl - A/) ei = eii 
£21 
= 0 (4.16) 1 - 1.857065 0.857065 
0.857065 1 - 1.857065 
Letting en = 1, then e2i = 1, the first eigenvector is ej" = l l j. Its corresponding normalized 
eigenvector is dj = [ 0.707107 0.707107 ] • To find an eigenvector for the second eigenvalue, we solve 
Equation 4.17. 
{R -  XI)  62 =  
1 - 0.142935 0.857065 
0.857065 1 -0.142935 
£12 
Coo 
= 0 (4.17) 
Letting en = 1. then 622 = —1, the second eigenvector is ej = [^ I —1 ]• corresponding nor­
malized eigenvector is dj = [ 0.707107 -0.707107 ] • Now the first and second principal components 
are calculated using Equation 4.10, where X is centered and scaled. 
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Zi  =  Xdi  = 
Zi = Xd-2. = 
(4.18) 
1.112208 
-0.306713 
0.546800 
-1.448330 
2.502717 
-0.097035 
-0.747674 
-1.561973 
0.007803 
-0.066624 
-0.173463 
0.328320 
-0.138249 
0.719263 
-0.123446 
-0.553603 
The variances of the principal components are V a r ( Z i )  = 1.857073 and V a r l Z o )  = 0.1429358. 
This equals the respective eigenvalues, with accuracy to the fourth decimal place. The first principal 
component explains 1.857065/(1.857065+0.142935) or 92.85% of the variance in the data. Even without 
the second principal component a large portion of the variability is explained. Later, we will discuss 
how to determine whether to drop principal components and why this is justified. 
(4.19) 
NIPALS Algorithm 
In the method above all the eigenvalues would have to be calculated. In practice, where the data 
sets contain many observations and large numbers of variables, obtaining all of the eigenvalues is 
computationally intensive. Thus, a method is needed that allows each principal component to be 
calculated one at a time, in order, and then determined to be significant or not. The NIPALS algorithm, 
developed by Herman Wold (1966), finds the principal components in sequential order, starting with 
the principal component associated with the largest eigenvalue. The NIPALS algorithm is similar to 
the power method used to determine eigenvalues and eigenvectors. 
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The NIPALS algorithm uses Equation 4.20 below. This equation decomposes the matrix of 
rank g into g matrices of rank 1 (Geladi and Kowaiski 1986). Each of the g matrices is the product 
of two vectors. By decomposing the matrix in this manner, the X"^^ matrix becomes a linear 
combination of the vectors and 
= tipj + <2P2 H H <<,Pg (4.20) 
The vector is called the "score" for the first principal component. The scores are the distances of 
each point from the eigenvector. The eigenvector Pi is now called the loading for the first principal 
component. The first principal component corresponds to the largest eigenvalue of the correlation 
matrix and each sequential term corresponds to the next largest eigenvalue. 
Often the data matrix contains variables with different magnitudes and variances. A variable whose 
values were consistently higher would have a greater influence on the model then the other variables. 
To remove this effect the data are centered. To prevent a variable with a high variance from having a 
large influence on the model, the data are scaled. In most cases the data matrix is either centered or 
centered and scaled. 
This algorithm is given below (Geladi and Kowaiski 1986). 
Step 1. Let a column vector from be the vector ti. 
Step 2. Calculate the loading, p f  =  
pT 
Step 3. Normalize the loading vetor. pj^ew ~ n y°'''[|-
* llPi.old'l 
Step 4. Calculate the vector ti, tj = . . 
Step 5. Compare the calculated value for fj in step 4 to the value used in step 2. If they are sufficiently 
close the iteration is complete, otherwise return to Step 2. 
Once the iteration stops, the residuals, — tip^, are calculated and the process 
repeated on the residuals by replacing with . It can be shown that this algorithm is the 
same as finding the eigenvalues and eigenvectors for a characteristic equation (Geladi and Kowaiski 
1986). The values making up the eigenvector may be different, but they describe the same line. 
After calculating a new score and loading, the algorithm checks whether the new principal component 
adds sufilcient information to the model to warrant the addition of the component to the model. Later 
in this article methods used to determine whether to keep a new component will be discussed. The 
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components, which are left out of the model, are assumed to represent the variability in the data 
associated with noise, sampling error, measurement error, etc. 
One of the major advantages of PCA, '^ well as PLS which will be discussed later, over other 
empirical modeling techniques is model assessment available through diagnostic plots unique to la­
tent variable methods. Outlier assessment, data clustering, and correlation structure analysis can be 
evaluated graphically. 
Step 1: Let the first column of X be tj, ti = 
Example 2 
This example is a step by step calculation of the scores and loadings, using the NIPALS algorithm 
for PCA, for the same data as in Example 1. In the calculations, the centered and scaled matrix X, 
shown in Equation 4.13, is used. The first principal component is determined to be accurate in two 
iterations. The convergence criterion is less than a 0.000001 change in the score vector. After the first 
step, the steps are numbered by the stage in the algorithm and the iteration number (Step 2-1 would 
be the second step in the algorithm on the first iteration). 
0.791967 
-0.263989 
0.263989 
-0.791967 
1,671931 
0.439982 
-0.615975 
-1.495938 
Step 2-1: The loading is = [^ 1.000000 0.857065 ]• 
Step 3-1: The normalized loading is 0.759286 0.650757 j -
1.109524 
-0.310920 
0.531874 
-1.418860 
2.484721 
-0.041550 
-a.754941 
-1.599849 
Step 4-1: The new <i vector is ty = 
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Step 4-2; The new ti vector is ti = 
Step 5-1: The new ti vector from step 4-1 is not sufficiently close to the ti vector from step 1, so 
the algorithm continues to step 2-2 with the new ti vector. 
Step 2-2: The loading is = [^ 0.713074 0.704675 ] • 
Step 3-2: The normalized loading is pj^netv ~ [ 0.711283 0.702905 j  •  
1.109438 
-0.306330 
0.544391 
-1.442723 
2.495564 
-0.092538 
-0.746511 
-1.561291 
Step 5-2; The new ti vector from step 4-2 is not sufficiently close to the ti vector from step 1, so 
the algorithm continues to step 2-3 with the new ti vector. 
Step 2-3; The loading is pf = [ 0.709221 0.708575 ] • 
Step 3-3; The normalized loading is Pi^new — [ 0.707429 0.706784 ] • 
1.112208 
-0.306742 
0.546719 
-1.448176 
2.502648 
-0.096705 
-0.747729 
-1.562222 
Step 5-3; The new ti vector from step 4-3 is not sufficiently close to the ti vector from stop 1, so 
the algorithm continues to step 2-4 with the new ti vector. 
Step 2-4; The loading is pf = [ 0.707132 0.707082 ] • 
Step 3-4; The normalized loading is pj^new — [ 0.707132 0.707082 ] • 
Step 4-3; The new vector is ti = 
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Step 4-4: The new ti vector is ti = 
1.112205 
-0.306714 
0.546793 
-1.448315 
2.502706 
-0.097008 
-0.747677 
-1.561990 
Step 5-4: The new ti vector from step 4-4 is not sufficiently close to the ti vector from step 1, so 
the algorithm continues to step 2-5 with the new tj vector. 
Step 2-5: The loading is = |^ 0.707109 0.707105 ] • 
Step 3-5: The normalized loading is — [ 0.707109 0.707105 ]• 
1.112205 
-0.306712 
0.546798 
-1.448326 
2.502710 
-0.097031 
-0.747673 
-1.561972 
Step 5-5: The new vector from step 4-5 is within 0.0001 of the previous in step 4-4. The 
algorithm stops. 
The loading for the first principal component is = [0.7071090.707105] and the score for the 
1.112205 
-0.306712 
0.546798 
-1.448326 
2.502710 
-0.097031 
-0.747673 
-1.561972 
Step 4-5: The new <i vector is <i = 
first principal component is ti = 
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The residual from the first principal component Ei =• 
0.005518 -0.005518 
-0.047110 0.047111 
-0.122656 0.122657 
0.232156 -0.232157 
-0.097757 0.097758 
0.508594 -0.508596 
-0.087289 0.087289 
-0.391454 0..391457 
Step 1: Let the first column of Xbe t2, <i = 
To find the loading and score vectors for the second component, the algorithm is repeated, replacing X 
with El-
0.005517 
-0.047110 
-0.122656 
0.232156 
-0.097757 
0.508593 
-0.087289 
-0.391454 
Step 2-1; The loading is pj = ^ 1.000000 -1.000005 ]• 
Step 3-1: The normalized loading is P2.„ew — [ 0.707105 —0.707109 ]• 
0.007803 
-0.066624 
-0.173463 
0.328319 
-0.138250 
0.719262 
-0.123445 
-0.553602 
Step 5-1: The new <2 vector from step 4-1 is not sufficiently close to the t2 vector from step 1, so 
the algorithm continues to step 2-2 with the new <2 vector. 
Step 2-2: The loading is pj = [ 0.707105 -0.707109 ]• 
Step 3-2: The normalized loading is p^.new — [ 0.707105 —0.707109 j  •  
Step 4-1: The new t-2 vector is <2 = 
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Step 4-2; The new *2 vector is t2 = 
0.007803 
-0.066624 
-0.17'3463 
0.328?,19 
-0.138250 
0.719262 
-0.123445 
-0.553602 
Step 5-2: The new <2 vector from step 4-2 is sufficiently close (within 0.000001) to the <2 vector 
from step 4-1, so the algorithm stops. ;The loading for the second principal component is = 
0.007803 
-0.066624 
-0.173463 
0.328319 
[0.707105 — 0.707109] and the score for the .second principal component is <2 
-0.138250 
0.719262 
-0.123445 
-0.553602 
The residual from the second principal component is E2 = 
-2.4 X 10-•17 -2.5 X 10 
2.55 X 10" -7 0.0 
6.63 X 10" -7 0.0 
-1.3 X 10--6 0.0 
5.28 X 10" •7 2.36 X 10" 
-2.7 X 10" -0 0.0 
4.72 X 10-•7 0.0 
2.11 X 10" 6 0.0 
Multiplying the score vector times the loading vector and then finding the sums of squares of the 
new matrix gives the percent of variability explained by the principal component. The first principal 
component explained 98.25% and the second principal component explained the remaining 1.75%. 
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Comparing Results of Example 1 and Example 2 
The methods shown in Example 1 and Example 2 appear very different, but from both methods 
the equivalent results are obtained. In both cases the percentage of variability explained by the first 
principal component is 98.25% and the rest of the variability is explained by the second principal 
component. The eigenvectors from Example 1 are the same as the loading vectors calculated by the 
algorithm to the ten-thousandths place. The loading vectors are an approximation of the eigenvectors. 
The results, shown in Equation 4.18, for the first principal component are the same as the score 
vector *1, calculated in the MPALS algorithm. Equation 4.19 is the second principal component from 
the first example and is the same as the score vector <2- In literature, the term principal component is 
used to refer to different quantities. Since the term principal component is overused it is more useful to 
keep track of what the terms are actually referring to. The score vector contains the distances of each 
observation from the corresponding loading vector. These two terms together describe one dimension 
of the new subspace. 
The PLS Algorithm 
The NIPALS algorithm can be extended to the case where there are both X's and Y's. In a modeling 
problem, the Y"s would be the variables that are being predicted by the model and the X's would be 
the factors that influence those outputs. When dealing with process monitoring, the X's could be seen 
as the process variables and the Y's as the quality variables. This extension is partial least squares, 
PLS, or projection to latent structures. Now both matrices, X"®® and Y"®*", are broken down into 
linear combinations. 
The model equations that are obtained when the dimensionality of the model is reduced to the "nec-
essary" number of parameters are given below in Equations 4.23 and 4.24. The number of components 
necessary to adequately model the data will be discussed later. 
jynxs _  ^ + tg.pT (4.21) 
ynXtn _ ^ + . . . + (4.22) 
jfTiXff — jtnXtepT,(«iXfl) ^ £;nXg (4.23) 
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ytiXm _ j^-nXviQT,{v>Xm) _j_ jpnXm (4.24) 
The matrices and are the vectors of the scores and the matrices and are 
the matrices of loading vectors. The matric^ pnxm (.jjg random variation not explained 
by the principal components used in the model. The PLS algorithm is designed to find relationships 
within the X and Y matrices individually and also between the two matrices. The third relationship 
between them is found by minimizing ||F||. In the algorithm below, the relationship between X and 
Y is found by the '"sharing" of scores between the two loops iterating for the matrices, (Geladi and 
Kowalski 1986). The NIPALS algorithm for PLS is now given. 
Step 1. Let a column vector from be the vector uj. 
Step 2. Calculate the weight aj, • 
Step 3. Normalize aj, — jjf^-
Step 4. The score for X"**® is calculated, = Xai. 
Step 5. Calculate the yx*" loading, = Yt/' • 
Step 6. Normalize the loading of ~ li^' 
Step 7. The score for Y"''"' is calculated, = Yqi. 
Step 8. If the value for tj found in this iteration is not significantly different from that of the previous 
iteration, continue to Step 9. If U is different, return to Step 2. 
Step 12. Residual matrices are determined, Ei = J5i_i — t ipj  and Fi = Fi_i—b Uqf.  When i — 1 
is zero the matrices E and F are X and Y . 
Step 13. Repeat iteration steps 2 through 12 with residual matrices calculated in Step 12. 
The algorithm is performed until the "necessary" number of principal components has been cal­
culated. This number is determined using a stopping method. This will be discussed below. The 
Step 9. Calculate the loading for X"*'®, 
Step 10. Normalize = 
~ Ibiir 
uTt. Step 11. The regression coefficient is calculated, b = 
C. Cl 
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subscript i counts from 1 to w, the number of principal components used in the model. The prediction 
equation for this model is formed by replacing the scores matrix in Equation 4.24 with the product of 
the scores matrix from the equation for the matrix, and a matrix with the values of b 
on the diagonal, 
ynXm _ iji»»XtBgti>Xti)QT,(toXm) pnXm 25) 
Determining The Number of Principal Components 
One of the biggest advantages of PLS is its ability to reduce the dimensionality of the problem. 
Hence, one must decide how many principal components are important or significant. If not enough 
principal components are used, important information and characteristics in the data are missed. If 
too many are used, the noise and measurement errors are being modeled as well as the process. There 
have been several techniques developed for latent variable methods to determine when to stop adding 
components. Jackson (1991) describes and evaluates many of them for both PCA and PLS. Not all of 
these methods will be discussed here. A simple graphical method called SCREE plots and a common 
method cross-validation, which both have versions for PC.A. and PLS, will be covered. 
For PCA the characteristics roots of the covariance matrix are plotted in descending order of mag­
nitude. This is called a SCREE plot. In PLS the magnitude of the error term for Y, ||Fh||, is plotted. 
This is not called a SCREE plot, but is analyzed in the same manner. 
There are a few ways the plots can be interpreted. Figure 4.3 is an example of a SCREE plot for 
illustration. There is an inflection point in the graph. Often it is assumed that the principal components 
corresponding to roots after the inflection point should not be used. A benefit of this method is that 
it is easy to visualize. However, a drawback can be that there is no break in the curve or that there is 
more than one break in the curve. In Figure 4.3, there are several places that could be taken as a cut 
off to the number of principal components used. There is a break after the first root and after the third 
root. After the fifth root there is very little change for each additional root. Based on this plot any 
of these roots would be a reasonable number of principal components to keep. Even with a relatively 
smooth plot such as the one shown in Figure 4.3, it is still a matter of opinion as to exactly where the 
break occurs. Methods have been developed to make identifying the break more systematic. Some of 
these methods are discussed in Jackson (1991). 
The above method is effective for giving a visual representation of the magnitudes of the roots, but 
it is not practical for computer programs. A method, which can be used by a computer along with 
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Figure 4.3 Example of a SCREE or magnitude of ||F/,|| plot. 
the algorithms, which calculate the principal components sequentially, is needed. A common method is 
cross-validation. 
Cross-validation uses the original data. The matrix is divided into parts or groups. The number of 
groups is subjective. The model is developed with the first group deleted from the data set. The model 
is used to predict for the group left out. A predicted error sum of squares for the group left out is 
calculated. This procedure of excluding a group and testing the model on it is repeated for each group. 
An overall total for the predicted error sums of squares is calculated and is divided by the residual sum 
of squares of the previous dimension. For values statistically greater than one the principal component 
is included in the model. For a more thorough explanation of cross-validation see Wold (1978), Jackson 
(1991), SIMCA-P For Windows 7.0 (1998). 
Missing Data 
One of the most significant advantages of the PCA and PLS methods is their ability to handle missing 
data. The NIPALS algorithm, shown above, can be modified to calculate the scores and loadings when 
the data matrix is missing observations. For the data that are present, the modified NIPALS algorithm 
calculates the scores and loadings in the same manner as the unmodified NIPALS algorithm. Missing 
data are essentially disregarded since the algorithm is assuming the missing values are the minimum 
distance from the loading vector for the current estimate. This is the equivalent of setting the residuals 
of the missing data to zero (Nelson et al. 1996). To limit the amount of bias and error introduced to the 
model by the missing data, certain rules of tliumb have been developed. The missing data should not 
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be highly structured. SIMCA (1998) advises no more than 50% missing values in either observations 
or variables (SIMCA). Another rule of thumb is to have five times as many observations in any row or 
column ais the number of principal components kept in the model (Nelson et al. 1996). Other methods 
for dealing with missing data exist as discussed in Nelson et al. (1996). 
Chapters 5 and 6 contain papers showing the development of models of the human thermoregulatory 
response of sweating. Chapter 5 demonstrates how the graphical tools of PLS can be used to determine 
how to improve the fit of a model. The work in Chapter 6 uses the graphical results to ensure the data 
used to develop a model is all from a similar population. The use of the graphical results of the method 
is demonstrated in both chapters. 
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5 ASSESSING PARTIAL LEAST SQUARES FOR MODELING THE 
SWEATING RESPONSE TO CHANGES IN ENVIRONMENTAL 
CONDITIONS 
A paper to be submitted to Journal of Applied Physiology 
Jennifer J. Walker, Derrick K. Rollins 
Introduction 
The human body adjusts to a variety of conditions with seemingly little effort. Humans can live 
and work, although not always comfortably, in a large range of temperatures. The body is able to 
adjust to changes in air temperature, humidity, and work level. At first glance ,the thermoregulation 
system responsible for the adjustment in the body seems simple and straight forward; but once an 
attempt to quantify the response of the system is made, its complexities become evident. The energy 
that accumulates within the core of the body is dissipated through several mechanisms. This work only 
considers the mechanism of sweating. 
The phenomenon of sweating has been studied in many ways. A large body of work has been 
performed to study individual factors that affect the sweat response, including skin wettedeness (Nadel 
and Stolwijk 1973 and Candas et ai. 1979b), clothing (Kenney et al. 1993), skin temperature (Ogawa 
and Asayama 1986; Johnson et al. 1984; McCaffrey et al. 1979; Kondo et al. 1997), air velocity (Adams 
et al. 1992), salt accumulation on wetted skin (Berglund and McNall 1973), dripping sweat (Brebner 
and Kerslake 1969), acclimatization (Candas et al. 1979a; Fox et al. 1964; Gonzalez et al. 1974), 
physical training (Buono and Sjoholm 1988), posture of exercise (Johnson and Park 1981 and Sawka et 
al. 1984), and age (Tankersley et al. 1991). This list is not exhaustive but does show the amount and 
variety of effort put forth in an attempt to understand and quantify the sweating response. This body 
of work is useful for gaining understanding of some of the factors involved, but does not give a picture 
of the complex interactions or a model that is useful in a large range of situations. 
Applying the knowledge gained from the types of experimentation listed above, models have been 
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developed using multiple linear regression (Davies 1979 and Wyss et al. 1974) from experiments mea­
suring important factors, such as skin temperature and core temperature, while controlling variables 
including room temperature, humidity, and exercise level. Many of the models that exist can be de­
scribed as semi-empirical. The models assume a mathematical form based on knowledge about how 
different factors interact to control the thermoregulatory system. Once the form is assumed, then 
experimental data are used to generate the parameters in the equation. Hardy and Stolwijk (1966), 
Nadel et al. (1971a, 1971b, 1971c), Stolwijk and Saltin (1968), and Stolwijk and Hardy (1966) are all 
examples of this type of modeling. These models are all based on the assumption of either an addi­
tive interaction or multiplicative interaction between the central and peripherial control of sweating. 
These two stuctures came about when empirical models consistently gave contradictory results. The 
contradiction may be caused by a multi-level drive to the sweating mechanism. In some conditions, 
skin temperatures appreared to control the onset of sweating, while in other conditions it appeared that 
core temperature controlled the mechanism. The current model forms attempt to quantify the duality 
of the sweating response. The complexity of the sweat response makes this method of guessing the form 
of the relationship between the parameters impractical. 
The lack of a more complete understanding of the interactions involved in the control of the sweat 
response led Campbell et al. (1994) to use an artificial neural network (ANN) to model the phenomenon 
of sweating. The ANN model was developed using the experimental data of Stolwijk and Hardy (1966) 
and Hardy and Stolwijk (1966). ANN is an empirical modeling approach known for finding patterns 
in the data. This type of analysis of data can be useful, but in the context of predictive modeling is 
limited. ANN modeling is quite limited in model assessment and discrimination. For example, it is 
not possible to investigate the relationships among the physical factors used to develop the model. In 
addition, there is no good way to determine if a set of data is within the input space used to develop the 
ANN model. These limitations have motivated this work. We will show how the modeling technique of 
Partial Least Squares, also known as Projection to Latent Structures (PLS), is able to model the sweat 
response as well as the ANN developed by Campbell et al., while providing extensive insight into the 
relationships among the physical parameters. PLS provides a simple graphical analysis to determine 
when a predictive input space is within the input space used to develop the model. We developed a 
PLS model for the same experimental data used by Campbell et al. and compare our PLS approach 
with their ANN approach. 
This article is organized as follows. The first section discusses the experimental data used to develop 
the model. The work of Campbell et al, (1994) is then described and results from the model they 
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developed are presented. Next is a brief description of PLS. Following this is the section that gives the 
development of the PLS model and demonstrates how the graphical analysis of PLS can be used to 
analyze and improve a model. 
Experimental Data 
As stated above, the data we modeled are from experiments by Hardy and Stolwijk (Stolwijk and 
Hardy 1966; Hardy and Stolwijk 1966). Each set of experiments followed the same protocol. More 
specifically, there were three male subjects of similar build as described in Table 5.1 below. The results 
reported for these experiments are averaged results for the three subjects. 
The purpose of the experiments was to determine the transient response of sweat rates to environ­
mental changes. The room temperature and relative humidity were varied to cause abrupt changes in 
sweat rates. Air movement was minimized (0 to 10 cm/s). The participants wore only shorts and were 
told to lie still. The experiments were performed at the same time each day to control for circadian 
effects. Each experiment was four hours long. The subjects were in one air temperature and relative 
humidity for one hour and then moved quickly to a different room with a substantially different tem­
perature and humidity. After two hours in this environment the subjects were once again moved to a 
new room with different settings and left there for an hour. Table 5.2 shows the different combinations 
of temperatures and humidities used for these experiments. 
Temperature readings were measured by thermocouples in both ears (tympanic temperature), rec-
tally, and on 10 areas on the skin. The sweat loss was measured as weight loss by a high-sensitivity 
balance and corrected for the difference in weight of CO2 and O2 and for respiratory water vapor loss. 
Metabolic rate was determined from the partial pressure of oxygen in the inspired and expired air. 
Data were reported as averages for the three subjects for each experiment with values for the rectal 
temperature, tympanic temperature, skin temperature, metabolic rate, and the sweat rate given every 
five minutes. 
For each set of experiments Stolwijk and Hardy developed a model. It is suggested from physiological 
studies that there is a central drive to sweating and a peripheral drive to sweating. The first model 
(Stolwijk and Hardy 1966) assumed an additive relationship between the effect of tympanic (central 
drive) and skin (peripherial drive) temperatures on sweat rates, based on the results found in the data. 
This assumption defines the form of the equation and the data are used to determine all the numerical 
terms shown in Equation 5.1. 
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E„ = 5.0 + 80.0 (Tc - 37.18) + 18.0 {T, - 33.0) (5.1) 
The term on the left of the equal sign is the total thermal energy lost from the body [kcal/m  ^• hr). It 
is the sum of the loss due to convection, conduction, and energy loss due to sweating. The first term on 
the right of the equal sign represents the thermal energy the body can lose to the air with no sweating 
{kcal/m^ • hr). The next term is a coefficient times the difference between the tympanic temperature 
and its set point (°C). The last term is a coefficient times the difference between the skin temperature 
and its set point (°C). The coefficients (kcal/m? • /ir*°C) were found by regression. These values for 
set points are the averaged values for the three subjects used in these experiments. 
The model in Hardy and Stoiwijk (1966) assumes a multiplicative relationship between the drives 
for sweating. The equation contains the same parameters eis the additive model. 
E„ = 10.0 + 70.0 (Te - 36.6) (T, - 33.5) (5.2) 
Two limitations of these models consist of the uncertainty of the relationship between the two drives 
and exactly what controls the drives. It is not even certain that the drives interact the same way 
for all levels of environmental conditions and sweat rates. This lack of understanding limited model 
development in this manner. 
Artificial Neural Network Model 
Campbell et al. (1994), developed a feedforward backpropagation artificial neural network (ANN) 
using data from the Hardy and Stoiwijk experiments described above (Hardy and Stoiwijk 1966; Stoiwijk 
and Hardy 1966). An ANN is an empirical modeling technique that finds patterns in the data and 
codes these patterns or relationships into nodes. The structure of these nodes defines the network. 
The network used by Campbell et al. has 4 layers, one input layer, two hidden layers, and one output 
layer. The input layer has seven nodes. They represented the following six factors (i.e., variables) in the 
Hardy and Stoiwijk experiments: room temperature ("C), skin temperature (°C), relative humidity, 
tympanic temperature ("C), rectal temperature (°C), and metabolic rate (Kcal/m?/hr). Campbell 
et al. added one more factor to their model: a derivative term of the skin temperature, dTs/dt, to 
improve prediction during the transient periods in the data caused by the changes in the enviornment. 
The output layer is the sweat rate (mg/cm? • min). The model consists of two hidden layers with 
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four nodes each. This configuration was determined by trial and error by Campbell et al. and validated 
for the training data. 
Figure 5.1 shows the results of a test set for the Campbell et al. ANN model. The test set 
was obtained from the Stolwijk and Hardy (1966) experiments. The graph is a plot of the observed 
experimental data versus the predicted results of the ANN model. The fit of the model to the test data 
has a correlation coefficient between the observed and the predicted sweat rates, Top, of 0.98. However, 
the model does not perform well in the region of the higher room temperature after approximately an 
hour. It is possible that this particular region of the test set is outside the scope of the training set, 
but this cannot be confirmed by the ANN approach taken by Campbell et al. 
Major limitations of a predictive ANN approach are assessment, discrimination and validation. 
Physical understanding is difficult to extract from the model and one cannot be certain that the best 
model has been obtained. ANN modeling is a "black box" approach; ANN's extract information from 
the training data and copy that stucture and the patterns found in the data. For high multidimension-
ality problems, such as this one, there is no good way of determining when a predictive input space is 
outside the input space used to build the model (i.e., when extrapolation occurs). 
There are generally two purposes for developing a model of sweat rate. The first one is prediction. 
The second one is to gain understanding of the how the body controls sweating. An ANN approach is 
very limited in addressing the second purpose. Thus, a technique is needed that will not only develop 
a predictive model, but that will also increase the understanding of the physiology of sweating. Below, 
we propose such an approach, which is also empirical in nature, called Projection to Latent Structures. 
Projection to Latent Structures 
Projection to Latent Structures or Partial Least Squares (PLS) is a powerful empirical modeling 
approach that does not suffer from the many critical shortcomings of ANN. PLS is a latent variable 
technique. This means it uses a reduced dimensionality of the data. PLS finds a linear combination of 
the data where the components are orthogonal to one another and thus, are not correlated. Equations 5.3 
and 5.4, below, give the decompositions for the input and output matrices, respectively. These equations 
represent the model form for PLS. 
p tip'i + t2p'^  + ... + tkp'k (5.3) 
47 
+ U292 + • • • + "m?;. (5.4) 
The ti's and the «i's are called the "scores" for the X and Y matrices, respectively. Similarly, 
the Pi's and the gi's are called the "loadings" for the X and Y matrices, respectively. The first score 
and loading vectors explain the largest amount of variability in the data, the second, the next largest 
amount of variability, and so on. Each of these pairs is called a principal component. It is commonly 
assumed that the principal components which explain a small amount of the variability in the data are 
due to measurement noise and are contained in the error term (eo and /j,), as shown in Equations 5.5 
and 5.6. Since the principal components are not correlated with one another, dropping the last few 
principal components does not affect the previous principal components and can be included in the error 
term. By retaining only the significant principal components, the dimensionality of the input space is 
reduced. 
X^^ '' = tip[ + «2P2 + • • • + ik-aP'k-a + 
ynXm _ ^ Um-bQm-b + fb (5-6) 
The calculation of the scores and loadings is done using the Non-linear Iterative Partial Lejist 
Squares (NIPALS) algorithm developed by Herman Wold (1966). The development of this algorithm 
was continued by Svante Wold. The algorithm maximizes the amount of explained variance in X and 
Y, while simultaneously maximizing the covariance between X and Y. The NIPALS algorithm for PLS 
is now given (Geladi and Kowalski 1986). 
Step 1. Let a column vector from Y"^™ be the vector ui. 
Step 2. Calculate the weight aj, . 
Step 3. Normalize aj, = ||^. 
Step 4. The score for X"^® is calculated, = Xai. 
Step 5. Calculate the Y"'*"* loading, 
Step 6. Normalize the loading of Y'"^"*, = }j^-
Step 7. The score for is calculated, = Yqi. 
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Step 8. If the value for found in this iteration is not significantly different from that of the previous 
iteration, continue to Step 9. If U is different, return to Step 2. 
Step 9. Calculate the loading for pf . 
Step 10. N o r m a l i z e =  j j ^ -
Step 11. The regression coefficient is calculated, b = 7^-
Step 12. Residual matrices are determined, Ei = Ei-i — Upf  and Fi  =  Fi -\~b Uqf .  When i — 1 
is zero the matrices E and F are X and Y . 
Step 13. Repeat iteration steps 2 through 12 with residual matrices calculated in Step 12. 
The algorithm is performed until the "necessary" number of principal components has been calcu­
lated. The subscript i counts from 1 to w, the number of principal components used in the model. 
This number is determined using a stopping method such as cross validation. Cross-validation uses the 
original data. The input matrix is divided into parts, or groups. The number of groups is subjective. 
The model is developed with the first group deleted from the data set. The model is used to predict 
for the group left out. A predicted error sum of squares for the group left out is calculated. This 
procedure of excluding a group and testing the model on it is repeated for each group. An overall total 
for the predicted error sums of squares is calculated and is divided by the residual sum of squares of 
the previous dimension. For values statistically greater than one the principal component is included 
in the model. For a more thorough explanation of cross-validation see Wold (1978), Jackson (1991), 
SIMCA-P For Windows 7.0 (1998). 
The prediction equation for this model is formed by replacing the scores matrix in Equation 5.7 
with the product of the scores matrix from the equation for the matrix, and a matrix 
with the values of b on the diagonal, 
Y**Xm _ »j»nXtctgt»XtjDQT,(ti)Xm) _|_ pnXm yj 
Detailed explanations of NIFALS and the analysis tools of PLS can be found in Geladi and Kowalski 
(1986), Hoskuldsson (1988), Jackson (1991), S. Wold et al. (1983), S. Wold and Sjostroni (1977), and 
S. Wold et al. (1987). 
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Development of PLS Model 
We developed a PLS model for sweat rates using the Stolwijk and Hardy data discussed above 
and the SIMCA software package (SIMCA-P 7.01 1993). SIMCA uses cross validation to determine 
the number of significant (i.e., the number to retain) principal components. Cross validation gives a 
quantitative measure of the amount of variability in X and Y and the covariance between X and Y 
that is explained by a given principal component, PC. SIMCA then uses five criteria for analyzing 
whether the amount of variability explained by a PC is significant. A PC is deemed insignificant if the 
remaining data for the PC has insufficient degrees of freedom or if it does not explain at least 1% of the 
variance in Y. If the explained variance is above a given limit (determined by SIMCA) or if the amount 
of variance explained in at least one of the y variables is above a the given limit, the PC is deemed 
significant. Some PC's are neither insignificant by the two rules or significant by the given limit. In 
this work, these components are seen cis marginably significant and are included when they improve the 
ability to analyze the model. 
Figure 5.2 is the result of a PLS model of sweat rate using the same seven inputs and training 
data used by Campbell et al. (1994). Three principal components were used in this model. Two were 
significant by the cross validation criteria of SIMCA and one component was added to explained 13.5% 
of the variability in X. 
With an Vop — 0.97 for the PLS model of Figure 5.2, we conclude that the predictive performance 
is similar to the ANN performance of Figure 5.1. However, the PLS model does not seem to fit as well 
in the lower room temperature regions and has the same difficulty with the high temperature regions 
as the ANN model. As will be shown below, with PLS it is possible to investigate what causes the lack 
of fit in ways not possible with ANN. 
Figure 5.3 shows a plot of the scores from principal component one (PCI) versus the scores from 
principal component two (PC2). The ellipse is the Hotteling's ellipse, which is a multivariate 
generalization of the Student t-test (Jackson 1991). This ellipse represents a 95% confidence band on 
the mean. A significant number of observations falling outside the ellipse is an indication that multiple 
populations exist within the data set. Although the Hotelling's ellipse is determined from an assumption 
of multivariate normality, this assumption is not critical to this analysis since one is just trying to get 
qualitative evidence for the presence of multiple populations. 
In Figure 5.3, individual points and clusters of interest are labled. Observations are expected to 
cluster by experiment. Points from the same experiment and experiments with similar environmental 
conditions should appear together on the score plot. The individual points labled in Figure 5.3 are 
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scores that are not consistent with the other results from the same experiment. These points need to 
be investigated to determine whether these scores are due to actual results or are due to the manner in 
which the observations are being analyzed. The three clusters which are labeled will be discussed more 
in depth later. First it is shown how loading plots and contribution plots can be used to investigate the 
points appearing as individuals, especially those falling outside the ellipse. 
The scores plot of PCI versus PC3 is shown in Figure 5.4. This plot not only shows one cluster 
but also contains several individual points. These points are outside the ellipse and therefore may be 
from a different correlation sturcture. These points are in the direction of PCS. By looking at the 
corresponding loading plot, Figure 5.5, we can begin to investigate the cause for the individual points. 
The loading plot shows us how a given PC is explaining the variability in each physical factor. This 
plot shows that PC3 separates out the effect of the variable dTs/dt, because in the vertical direction 
this fcictor is considerably lower than the horizontal-axis and is on the opposite side of the factors room 
temperature and relative humidity. The third PC is also in the direction of the individual points in 
the scores plot above. The loading plot shows that PC3 separates the effects of room temperature and 
relative humidity from those of skin temperature and the derivative of skin temperature. 
For individual points, contribution plots can be an effective way to move from the new PC space 
to the original data space to determine possible influences. Figure 5.6 is a contribution plot for a point 
that is in the center of the ellipse and Figure 5.7 is a representative contribution plot for one of the 
individual points (observation 2) in the scores plots above. The other individual points (3, 136, 161, 
185, 259, and 284) have similar contribution plots. These figures show the contribution of each physical 
variable on the given observation. The relationships seen in the contribution plots are compared to 
the relationships expected based on an understanding of the physical process. This comparison is now 
shown for the observations listed above. 
A comparison of the two contribution plots is quite revealing. Figure 5.6 shows tympanic temper­
ature, metabolic rate and the derivative term as negligible, while relative humidty, room temperature, 
and skin temperature have large contributions, which are the results expected based on an under­
standing of the physiological process. Conversely. Figure 5.7 shows only the derivative term having a 
substantial influence on observation two. Although it is expected for the derivative term to have some 
influence, it is questionable that it should have such an overwhelming influence. First the observations 
with this type of contribution plot (large derivative term influence) are checked for errors in data entry. 
Not finding an error of this type, the variable of the derivative of the skin temperature is investigated. 
The purpose of the derivative term is to include information about the past skin temperature in 
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the current time period. The derivative is an approximation of this information. It is more accurate to 
use the actual value of the skin temperature in the previous time step, also known as a lag. A lag is 
when the previous observation of a variable is included in the current observation. Figure 5.8 is a PLS 
model using a first order lag variable of the skin temperature. Cross validation concluded there were 
three significant principal components and these are the ones used in this model. The model has an 
Top = 0.97. 
There are still points outside the ellipse with the lag model as seen in the scores plot for PCI and 
PC3 (Figure 5.9). The ellipse is much tighter in the PC3 direction, which can be seen by looking at the 
values on the axis. In addition, the individual points that still exist are closer to the boundary of the 
ellipse. 
The scores plot for PCI versus PC2 (Figure 5.10) has the same clusters at the edge and beyond the 
ellipse as the previous model. The observations in these clusters are from experiments where the room 
temperature and sometimes the relative humidity were high. This combination of inputs is the same 
situation that has not been modeled well on the test set by either the ANN or the PLS models above. 
If the training data does not fit well then the model is not likely to predict very well for similar input 
data. 
Our approach to improve the fit was to use more than one model. Figure 5.11 shows a fit using the 
lag term with two distinct PLS models. We use one model for the lower room temperatures and relative 
humidity levels and another one for the higher room temperatures and relative humidity levels. For 
the combined model. Top = 0.98. Three principal components were used in the model for the lower 
temperature levels. Only one PC was significant by the cross validation rules of SIMCA. The next two 
PC's did not explain as much of the variability in Y, but explained a significant amount (21.1% and 
18.5%) of the variability in X. The model for the higher room temperatures also used three principal 
components. This is one of the more interesting cases from the cross validation analysis of SIMCA. The 
first component was valid by the first rule, the second was not significant or insignificant by any of the 
rules, but the third was significant by the first rule. This seems to indicate that the components that 
SIMCA does not classify as insignificant, such as PC2 is in this model, are marginally significant and 
can be included if they are deemed necessary to improve the model or the understanding gained from 
the model. 
The lower model is analyzed by looking at the score plot for PCI and PC2 for the fit on the lower 
room temperature data. As shown by Figure 5.12, there are clusters marginally outside the confidence 
ellipse. Closer examination of the points revealed that they have high sweat rates. This observation led 
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us to divide the low and high data by sweat rate instead of room temperature and relative humidity. 
To check if more lag variables would improve' the fit, a model using the same two data sets Jis above 
were used and two more lag inputs (second and third order) were created from the skin temperature 
variable. The fit from this model is shown in Figure 5.13. The model for the lower temperatures used 
four PC's and the other model used two PC's. The combined Top was 0.98. This value is the same as 
the previous mode) that only used the first order lag of skin temperature, so additional lag terms do 
not improve the fit. 
As was shown in Figure 5.12, the model of the two sets of data has clusters out of the ellipse as 
well as individual points. These problems in the training data are associated with high sweat rates. 
Instead of dividing the data set by room temperature, we split it by sweat rates. Figure 5.14 helped 
us to determine where to split the data. The bend in the data seemed to indicate two separate sets of 
data. We determined what levels of sweating the points around the bend represented and we divided 
the original data set at that level of sweating. It is also possible that the data may have an exponential 
trend, but the lack of data for high sweat rates makes investigating this impractical for now. 
Figure 5.15 shows the predicted values from a PLS model where the data were separated into two 
groups by level of sweat rate. One model was created from the data with sweat rate below 0.07 and 
the other model from data above this level of sweating. Both models used 3 principal components. The 
overall Vop is 0.98. 
The first plot is the score plot of PCI versus PC2 for the low sweat rate model. The second is the 
same plot for the data with a high sweat rate. All the rest of the scores plots are similar to these two 
in that there are no individaul points. With all of the observations in the ellipse we can be confident 
that this model will predict well for conditions similar to those in input space and by using PLS the 
scores plots can be used to determine when data are from within the original input space. 
Conclusions 
The correlation coefficient for the ANN model and the PLS model are both 0.98. Both of these 
techniques have extracted the information contained in the data and predict well for the data set. As 
with all empirical modeling techniques, the models can only be as good as the data used to create them. 
It is expected that both models would obtain comparable fits. The advantage to the PLS method is in 
the analysis and reduced dimensionality of the solution. The PLS models are three dimensional, while 
the ANN model has a dimension of seven. The graphical analysis of the PLS model was used to refine 
the model and can be used to determine when a predictive input space is within the original input space. 
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• The inabilty of ANN to easily translate back to the physical parameters limits the understanding that 
can be gained from the model. This paper has shown how the graphical tools and flexabilty of PLS 
give it the advantage over ANN in this type of modeling. 
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Table 5.1 The description of the subjects used in the Hardy and Stolwijk ex­
periments. The first three subjects were used in one set of experi­
ments and the last three in another set of experiments. 
Subject Age Height (cm) Weight (kg) Surface Area (m^) 
VB 25 195 88.6 2.22 
JA 22 184 76.1 1.95 
AS 23 175 110.0 2.24 
RM 25 191 77.2 2.02 
MH 26 191 84.5 2.12 
HM 22 188 92.7 2.18 
Table 5.2 Room temperatures and relative humidities for the Hardy and Stol­
wijk (1966) experimental data. The last experiment was used to test 
the models. The first four experiments and the last experiment were 
performed with the first three subjects in Table 5.1. The other two 
experiments used the other subjects in Table 5.1. 
First 60 Minutes Next 120 Minutes Last 60 Minutes 
Tltoom (C) RH (%) ^Room (C) RH (%) Tjioom (C') RH (%) 
28.0 31 28.0 31 28.0 31 
27.8 37 33.3 34 28.0 37 
28.5 40 37.5 33 28.5 41 
28.1 43 47.8 27 28.3 44 
29.0 44 22.0 39 29.0 41 
22.3 40 43.5 38 22.C 36 
28.0 37 42.5 28 28.1 33 
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Figure 5.1 Observed and predicted sweat rates over time for a feedforward 
backpropagation neural network model with 7 inputs, 2 hidden lay­
ers with 4 nodes each, and one output. The network was developed 
to model this test set b}' Campbell et al., 1994. r(op) = 0.98. 
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Figure 5.2 Observed and predicted sweat rates over time for a PLS model of 
three principal components using the same variables and training 
set as the ANN model. Top = 0.97. 
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Figure 5.3 Score plot for principal components one and two. The numbers 
represent the observation number of the given data point. 
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Figure 5.4 Score plot for principal components one and three. 
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Figure 5.5 Loading plot for principal components one and three. 
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Figure 5.7 Contribution plot for obervation two which is an individual point 
in the PCI versus PCS score plot. The other individual points have 
similar contribution plots. 
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Figure 5.8 Observed and predicted sweat rates over time for a PLS model 
using a lag term of the skin temperature variable, r^p = 0.97. 
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Figure 5.9 Scores plot of PCI versus PCS for the model using a lag in the skin 
temperature. 
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Figure 5.10 Scores plot of PCI and PC2 for the model using a lag in the skin 
temperature. 
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Figure 5.11 Observed and predicted sweat rates'over time for a PLS model 
using a lag term of the skin temperature variable and two models. 
Top = 0.98. 
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Figure 5.12 Scores for principal components one and two for the model using 
a lag in the skin temperature and two separate models for the low 
room temperature data. 
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Figure 5.13 Observed and predicted sweat rates over time for a PLS model us­
ing three lag terms of the skin temperature variable and two mod­
els where the data was divided as in the above model. Vop = 0.98. 
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Figure 5.14 The observed sweat rate versus the predicted sweat rate for the 
model with a lag variable. 
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Figure 5.15 Observed and predicted sweat rates over time for a PLS model 
using a lag term of the skin temperature variable and two models 
where the data was' divided by values of sweat rates greater than 
and less than 0.07. r^p = 0.98. 
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Figure 5.16 Scores for principal components one and two for the model using 
a lag in the skin temperature for the data with a sweat rate less 
than 0.07. 
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Figure 5.17 Scores for principal components one and two for the model using a 
lag in the skin temperature for the data with a sweat rate greater 
than 0.07. 
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6 EXPANDING PREDICTABILITY OF THE HUMAN SWEAT 
RESPONSE BY COMBINING RESULTS FROM MULTIPLE 
EXPERIMENTS 
A paper to be submitted to Journal Of Applied Physiology 
Jennifer J. Walker, Derrick K. Rollins 
Introduction 
The development of a model for the sweating mechanism in the human body has been approached 
using several different modeling techniques. Davies (1979) and Wyss et al. (1974) developed models 
using multiple linear regression. Hodson et al. (1989) developed two theoretical models using differential 
equations based on the laws of heat transfer as applied to the human body. Hardy and Stolwijk (1966), 
Nadel et al. (1971a, 1971b, 1971c), Stolwijk and Saltin (1968), and Stolwijk and Hardy (1966) are all 
examples of semi-empirical modeling. These models were developed by assuming a structure of the 
model equation based on features found in data from past experiments and then using data from new 
experiments to fit the parameters of the model. These models are limited by how extensive the data 
are that were used to fit the parameters. They are also limited by the assumptions made in choosing 
the structure of the model. The experimental data set used to fit the parameters is for limited input 
spaces. For processes as complicated as sweating, extensive information is needed before a complete 
semi-empirical model can be developed. 
Campbell et al. (1994) developed an empirical model using Artificial Neural Networks (ANN). Walker 
and Rollins (1999) showed how. Partial Least Squares (PLS) provided a more thorough understanding 
of the physical relationships found in the data, while predicting as well as the ANN. However, these 
models were developed for a limited input space. To expand the input space, an experiment could be 
designed and carried out using many subjects over a wide range of environmental conditions. This would 
be a time consuming and expensive undertaking. Before attempting such an experiment it would be 
beneficial to extract all the information from the data that have already been accumulated. Combining 
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all the data from several experiments would broaden the input space being covered and use currently 
available information (i.e., the data). 
To develop a model from data taken by different experimenters with different methodologies and 
goals requires a robust modeling technique that can handle gaps in the data caused by experiments that 
measure a quantity that others do not measure. PLS is a modeling technique which fits this rigorous 
modeling criteria. PLS is a multivariate empirical method that translates the data to a new subspace 
where the new variables are uncorrelated. PLS also reduces the dimensionality of the data, making 
analysis of the data less cumbersome. Many graphical analysis tools are available with PLS to analyze 
the model developed and to determine how well the model can predict for a given set of inputs. 
In this paper we will briefly explain the technique of PLS. This is followed by a brief description of 
the experimental work of the six data sets combined in this work. The next section explains how the 
data were brought together. The PLS model is then given along with an analysis of when the model can 
be applied. Based on this analysis, suggestions are made on how the input space should be expanded. 
Projection to Latent Structures 
PLS is a latent variable technique, meaning it uses a reduced dimensionality of the data set. The 
Non-linear Iterative Partial Least Squares (NIPALS) algorithm developed by Herman Wold (.1966) 
is commonly used to calculate pairs of vectprs of "scores" and "loadings" which are called principal 
components. A major advantage to this algorithm is its ability to handle missing data. The principal 
components are orthogonal to one another and, thus, are not correlated. Each pair of vectors represents 
one dimension of the data in the newrinput space. It is commonly assumed that the principal components 
which contain small amounts of the variability are due to measurement noise and can be left out of the 
model (i.e., a part of the error term), thus reducing the dimensionality of the model. The algorithm 
maximizes the amount of explained variance in X and Ywhile simultaneously maximizing the covariance 
between X and Y. A more complete explanation of PLS and the interpretation of the graphical results 
can be found in Walker et al. (1999). Detailed explanations of NIPALS can be found in Geladi and 
Kowalski (1986), Hoskuldsson (1988),. Jacksoa (1991), S. Wold et al. (1984a and 1984b), S. Wold et al. 
1987, and S. Wold and Sjostrom (1977). 
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Experimental Data 
The first step in developing this model was to gather the sets of existing experimental data. Each 
set of the original published experiments was performed to study a different aspect of the sweating 
phenomenon and therefore was carried out differently. The following is a summary of each of the seven 
experiments used to create the input space for the PLS model. 
Adams et al. (1992) varied the air velocity on subjects who were exercising on a stationary bicycle. 
There were four experiments performed by each of six male subjects, a set with and without forced air 
at 24 °C and a set with and without forced air at 35 °C. The air WEIS forced on the frontal aspect of 
the subject at 3.0 m/s. Subjects were clothed in nylon briefs and thong shoes to minimize water loss 
collected by clothing. Sweat rate (mg/(min'crn^)), esophageal temperature (°C), skin temperature 
for eight locations (°C), and heart rate (beats/min) were measured throughout each experiment. The 
reported skin temperature is a weighted average of the eight locations. 
Candas et al. (1979a) studied the effect of skin wettedness on evaporative efficiency. Three male 
subjects performed nine experiments at three different air temperatures with each performed for three 
different vapor pressures. These combinations of air temperature and humidity were chosen in an effort 
to induce targeted evaporative rates and skin wettedness levels. The targeted evaporative rates were the 
calculated levels of evaporation needed to remove the stored energy levels caused by the environmental 
conditions. The calculations were performed eissuming a standard man. For each protocol the subject's 
rectal temperature (°C), skin temperature (°C) from ten locations, and change in body weight (g) were 
meEisured every minute. Sweat rate (g/h) was calculated from the change in body weight measurements. 
The data were collected for 150 minutes with the first 30 minutes in a neutral enviornment and the 
next 120 minutes in one of the nine conditions. 
The two drives, or controlling factors, of the sweat response are the central drive and the peripheral 
drive. Nadel et al. (1971a) perfomed experiments on three male subjects to study the peripherial drive 
and its effects on the sweat rate. Subjects rode a stationary bicycle for 10 minutes at approximately 80 
percent of their (the measure of Oj used at the subjects maximum work load) in a controlled 
environment of 24 °C and 40% relative humidit)'. The subject's O2 consumption, weight loss (g), 
local sweat rate (g/(min • m?)), esophageal temperature (°C), and ten skin temperatures ("C) were 
measured. 
Most of the experiments involving exercise use cycle exercise and therefore investigate the effects 
of leg muscle work on the thermoregulatory system. Sawka et al. (1984) compared the responses for 
cycle exercise and arm crank exercise. Nine male subjects performed bouts of exercise at 70 rpm in a 
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controlled environment of 24 "C and 20 % relative humidity on both exercise apparatus. Some of the 
bouts of exercise were at an absolute work intensity of 1.6 / • min~^, while the rest were carried out 
at 60 % of the subject's Oxygen consumption(l/min), rectal temperature (°C), esophageal 
temperature ("C), five local skin temperatures (°C), and weight loss (g) were measured during each 
experiment. Sweat rates (g/(m^ • hr)) were calculated from weight loss. 
J.D. Hardy and J.A.J. Stolwijk published two sets (Hardy and Stolwijk 1966; Stolwijk and Hardy 
1966) of experiments which explored the sweat response due to changes in environment. Each set 
of experiments used three male subjects and measured tympanic temperature (°C), ten local skin 
temperatures (°C), rectal temperature (°C), metabolic rate (Kcal/(m^ • hr)), and weight loss (g), 
which was used to determine sweat rate (Kcalf (rri^ • hr)). For each experiment, the individual was 
seated in a chamber at a specific temperature and relative humidity, where they remained for 60 minutes. 
They were then moved quickly to a new environment where they remained for 120 minutes and then 
moved to one last environment for 60 minutes. The measurements mentioned above were taken every 
five minutes. 
In the Hardy and Stolwijk experiments transients in the thermoregulatory response were examined 
by varying the environment. Saltin el al. (1970) investigated the transient responses with different levels 
of exercise. Three male subjects were placed in a temperature controlled room at 40% relative humidity 
for approximately four hours. The subject was at rest for the first 15 minutes and then exercised for 
20 to 30 minutes at 25%, 50%, and 75% with 30 minutes of rest between each exercise period. This 
protocol was performed at 10 °C, 20 °C, and 30 °C. Ten difierent skin temperatures (°C), esophageal 
temperature (°C), rectal temperature (°C), muscle temperature (®C), oxygen uptake, and weight loss 
(g) were measured through out the experiments. 
From these summaries of the experimental work where the data for this model were obtained, the 
variability in the experiments can be seen. Some of the same physical factors were measured in all of 
the experiments, but some were not measured in all. This means that the new input space will contain 
missing data. The protocols for each set of experiments is also very distinct. We entered the data for 
each observation from each experiment into a data matrix. Our development of this matrix is described 
in the following section. 
Data Used For The PLS Model 
All of the results from the experiments had to be brought together into one matrix containing all 
of the physical factors and responses. PLS can handle moderate amounts of missing data, but the 
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higher the percentage of missing data, the more bias that is introduced into the model (Wold et al. 
1984b). Little work has been done to quantify the limits of missing data. During a correspondence 
Svante Wold gave the guideline of keeping missing data to less then ten or twenty percent to minimize 
the bias caused by estimating the missing data. The SIMCA software (SIMCA-P 7.01, 1993) used in 
this work gives warnings if a variable contains more than fifty percent missing data. In this work, an 
effort was made to minimize the amount of missing data. Instead of using all the individual measures 
of core temperature, these measures were prioritized and the most accurate measurement taken in each 
experiment was used to represent the core temperature. Esophageal temperature was used as the core 
temperature whenever it had been measured. Because rectal temperature does not respond as quickly, 
it was used only in the absence of an esophageal measurement. Tympanic temperature was not used 
because it is less accurate. 
For each set of results, some characteristics of the subjects were given. In the data matrix, age, 
height, weight, surface area, and were included as variables if reported. Surface area was 
calculated for experiments which gave only the height and weight. When possible, the environmental 
conditions included were wind speed, water vapor pressure, relative humidity, room temperature, and 
exercise level. For each observation the duration or amount of time exposed to the current conditions 
was also included as a variable. Along with skin temperature, three lags (each lag observation contains 
the skin temperature of the previous time step) of the skin temperature were used as variables in the 
matrix. By using three lags, each observation contains the current skin temperature and the skin 
temperature for the three previous time steps. 
Several cross terms were introduced into the model. As discussed above, many previous models 
found an interaction between core and skin temperature, so this term was included. Core temperature 
and exercise level, core temperature and duration of conditions, skin and room temperature, room 
temperature and exercise level, room temperature and duration of conditions, and exercise level and 
duration of conditions were other cross terms included in the model. 
Other types of terms such as squared and cubic terms of the physical parameters were evaluated. 
These terms were not found to explain a significant amount of the variability in sweat rate and even 
caused some observations to be outside the ellipse in the model. It is believed that terms which do not 
make sense physically must be added with care. If a new variable contains a lot of variability, PLS will 
declare this variable significant when none of the other parameters can explain the variation in the y 
values (in this case sweat response) even if the new term has no physical meaning and is not related to 
y-
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In all, the data matrix contained 25 variables and 1300 observations. Five of the variables described 
the subject. Six of the variables defined the environmental conditions. Three variables, including the 
sweat response, were the physical responses for the subject. The other variables are the seven cross 
terms and a variable that indicates which of the seven sets of experiments described in the previous 
section the observation is from. 
Development of PLS Model 
Walker and Rollins (1999) used PLS to model a small set of sweat response data. In that work 
two models were used; one for high sweat rates and one for low sweat rates. In the first attempts, 
with the input space described above, one model was tried, but was not successful. An analysis of the 
PLS results indicated the existence of more than one population space. Using a model for prediction 
which is classified based on the values of the output being predicted would be difficult; therefore the 
variables describing the environmental conditions were investigated as a criterion for dividing the data. 
A division in the data based on the room temperature and exercise level existed. There also seems to 
be an interaction between the variables. The first data set contained all data for room temeratures at 
or above 30 °C, regardless of exercise level. This data set also contained observations for exercise levels 
at or above 50% of Voa^a:,' regardless of room temperature except for the observations for 10 °C at 
50% exercise, which were put in the second set of data. The remaining data made up the second data 
set. The first data set is referred to as the "high" data. The second data set is the "low" data. 
The model for the "high data" has five principal components. The model explains 61.3% of the vari­
ability in X (the inputs to the process) and 67.9% of the variability in Y(the sweat rate). The graphical 
tools of PLS can be u.sed to determine the conditions for accurate prediction and the conditions where 
the model will predict poorly. The first step in this analysis is to determine which observations are not of 
the same correlation structure as the model. Figure 6.1 shows the distance of each training observation 
from the model. The line is a critical level where points which fall below the line have approximately a 
95% certainty of being from the same population (having the same correlation structure) as the model. 
Points substantially above the line are points that need to be investigated to determine if they are 
outliers, from a different population, data entry errors, etc. The first two peaks, starting on the left, 
above the line, are for observations where the wind speed was high (S.Om/s). The next section to 
the right, where many of the points are above the line, are observations from an experiment where the 
skin temperature was controlled. The skin temperature was kept low while the core temperature was 
elevated by exercise at 86% of The other four peaks above the line are for observations where 
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the sweat rate is either much higher or much lower than most of the data. These results indicate the 
model may not perform well for situations where the wind speed is high, the skin temperature is low and 
the core temperature is high, and for the extremes of sweating. These situations are generalizations and 
the cut offs are only meant as guidelines. The analysis of the results of a PLS prediction will indicate 
if the model cannot predict well for the given situation. 
Figure 6.2 shows a plot of the scores of PCI versus those for PC2 for each of the observations. The 
ellipse is a 95% confidence band. Points falling inside the ellipse have a 95% certainty of being from 
the same population. This is based on a mild assumption of normality, which appears to be met by the 
data. The points outside the ellipse may be from a different population (correlation structure). The 
points below the ellipse are from the experiment where the skin temperature was controlled and were 
also above the critical line in Figure 6.1. Some of the points in Figure 6.2 above and to the right of the 
ellipse are for observations with very high core temperature and sweat rates. The rest of these points 
were missing the observations of the skin temperature and the sweat rate. Plots can be made for all 
pairs of principal components (PC). The plot of PCI versus PC3 has some of the same points above 
the critical line as in Figure 6.2. Also out on this plot are points where both the core temperature 
and skin temperature were not measured. Observations with low skin temperature and high exercise 
levels are outside the ellipse on the scores plot for PCI versus PC4. On the scores plot of PCI versus 
PC5, all the points outside the ellipse had appeared outside on one of the other three previou.s score 
plots. The scores plots have indicated that this model may not predict well for observations where the 
skin temperature is low and the core temperature is high. This occurs in low room temperatures with 
high levels of exercise. The other points that appeared outside the ellipse were missing values for skin 
temperature, core temperature, sweat rate, or some combination of these variables. 
A random selection of points from the "high" data set were left out during the model building. These 
observations are now used as a prediction set to evaluate this model. The same analysis used when 
building the model can be used to evaluate the model. Plots which show the distance of observations 
from the model and score plots can'be generated for .the prediction set. 
The distance of the test values from the model indicates if this model should be used for the given 
type of observations. Points substantially above the critical line are possibly from a different population. 
Figure 6.-4 shows the distances for the test set. The points above the critical level are the same types of 
observations that were above the critical value for the data used to develop the model. The first peak, 
on the left, is for high wind speed. The next few points to the right are for observations with low skin 
temperature and high core temperature. 
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Figure 6.3 is a scores plot of PCI versus PC2 for the prediction set. The points outside the ellipse 
in this figure are observations when the room temperature is 26 °C or 30 °C and the exercise level is 
between 75% and 86% of except for one. This one point is for an observation where neither 
core or skin temperature were measured. The other scores plots for the prediction set have the same 
points outside the ellipse and four additional observations which lie outside the ellipse in Figure 6.3. 
A plot of the predicted sweat rates versus the observed sweat rates for this test set is shown in 
Figure 6.5. Observation 1298 is outside the ellipse on every scores plot. Observation 10 is similar to 
points that were outside the ellipse on the scores plots for the data used to develop the model, but does 
not appear outside the ellipse in any of the analyses of the test data. This observation has a very high 
sweat rate. More data with sweat rates at this level (above 1.0 Tng/(cm^ • min)) may be required to 
allow this model to predict well for this situation. 
The model for the "low" data set has four principal components. In X , 63.2% of the variability is 
explained, while 54.8% of the variability in Y is explained. The same analysis of the model for the low 
exercise levels and room temperatures will now be shown. Figures 6.6 and 6.7 show points outside the 
ellipse for the data used to develop this model. Room temperatures near the cut off of 30 °C for this 
model are outside the ellipse. The lowest room temperature in this data set is 10 °C. Observations at or 
near this value sometimes fall outside the ellipse. The points outside the ellipse with room temperatures 
of 10 °C and 13 °C are for observations when the subject had been in this environment long enough to 
lower the skin temperature several degrees. The points outside the ellipse in Figure 6.7 are observations 
missing skin or core temperature values. It is unclear if these points are outside the ellipse because of 
the environmental conditions or the missing data. 
Figure 6.8 shows the distance each observation is from the model. The first three peaks on the 
left are for room temperatures of 28 °C and 29 °C. The next substantial peak, appearing lo begin at 
approximately number 200, is for observation's at 13 "C. The observations above the line on the right 
are for observations at 10 °C. 
Just cis in the "high" model, tandom points were left out of the development of the model. These 
points are now used as a test set to evaluate the model. Figure 6.9 shows the scores plot for PCI versus 
PC2 for the test set of data. As expected, the points outside the ellipse are for observations similar to 
the observations which were outside .the ellipse in the development of the model. This is true for the 
scores plots of the other PC's. Figure 6.10 shows that the observations for the extreme temperatures 
in this model are above the critical level... The plot of the predicted sweat rate versus the observed 
sweat rate, shown in Figure 6.11,. appears to have one point outside the ellipse. The observed sweat 
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rate is much higher than the other observations in the data set. This observation is actually for 10 °C, 
but is from an experiment where the subject had been exercising just previous to the time this set of 
measurements was taken. So, although there is no exercise at the time of this observation the subject 
is still sweating at an elevated level. 
The major area which still needs further investigation is the existence of two or possibly three 
different populations in the sweat response data. The data was split into a "high" region and "low" 
region because of the existence of multiple populations. The input space below 17 °C caused difficulties 
in the model and may be part of yet another population. The most obvious possible explanation for 
these different sections of results is the disconnected nature of the input set. The combinations of 
environmental conditions are random and often bunched together. An experiment designed to cover 
the combinations of inputs could be useful in addressing the problem of mulitiple populations. 
Another possible explanation for the multiple populations is the multiple dynamics of the sweat 
response. In previous work there was disagreement about the parameter which controlled the sweat 
drive. The skin temperature and the core temperature were found to have varying influences on sweat 
production. It is possible that, for different levels of environmental conditions, the skin and core 
temperatures have different levels of control over the sweat rate. Possibly, at less extreme environmental 
conditions, the skin temperature is predominant. As the core temperature increases, its influence 
increases. There would be a range where both skin and core temperature were equally important. Once 
in the higher ranges, the core temperature would have dominant control of the sweat rate. This would 
explain the multiple populations. 
There are several possible solutions to the problem of multiple populations that need to be explored. 
Although cross terms were included in this model, it is possible that other combinations of the variables 
may help to bridge the gap in the two populations. The use of the nonlinear PLS technique may allow 
the data to be modelled with one model. Before this method is tried, transformations of the existing 
data may solve the problem. Another possibility is the collecting of more data. Only a few combinations 
of room temperature and exercise level had substantial amounts of data. Since the data all came from 
non-designed experiments, the combinations are random. A designed experiment would allow for more 
information to be gained from an optimal amount of runs. 
There are other factors that are important to evaporation and sweat rates that were not accounted 
for in this model or did not have enough data present to be modeled well. The effect of wind speed was 
not able to be determined due to the limited amount of observations for wind speeds above natural air 
convection. The data was from fit, healthy men. They had similar Vo,max- The effect of the level of 
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physical fittedness was not seen in the data due to the similarity of the subjects. 
Empirical modeling is a useful approach. PLS is a powerful and robust empirical method. There are 
still disadvantages to empirical modeling. The inability to extrapolate is the most notable limitation. 
Once the dynamics of the sweat response are more thoroughly understood, we can move from empirical, 
modeling to semi-empirical modeling. 
Conclusions 
By using multiple sets of experimental results, this new model covers a broader input space then 
past models. The combined input set used to make the two models has an approximate range of 48 
"C to 10 "C for room temperature, 53% to 20% for relative huniidit}', and 86% to 0% of for 
exercise level. The proposed "high" level model has difficulty predicting when skin temperature is low 
and core temperature is high. This proposed model would not predict as well for high levels of exercise 
in low room temperatures. It can handle missing data, but because of the importance of skin and 
core temperature the proposed model performs more consistently when one of the two is measured. 
The input data set also had two levels of wind speed. The lower level was the natural convection in a 
room and the other was 3.0m/s. There was a limited number of observations at the higher level of 
wind speed for the proposed model to predict well in that region. The "low" level proposed model had 
difficulty predicting for observations at room temperatures of 10 °C and 13 °C. As the duration in these 
room temperatures increased, the observations moved farther away from the fitted model. The room 
temperatures of 30 °C and 28 °C were also farther away from the fitted model and were often outside 
the ellipse on the scores plot. The higher level proposed model may be a more appropriate model for 
these conditions. The combination of the two models predicts well for the ranges of the input set except 
for the lowest room temperatures. 
The use of the two proposed models to cover the input space is a limitation of these results. It 
could be beneficial to explore using transformations on some of the variables. There are also nonlinear 
versions of the PLS model (Wold et al. 1992), which could be investigated. Increasing the amount of 
data may also change the character of the model. Filling in the 'gaps' in the input space may make it 
possible to use one model. 
The use of PLS in this type of modeling has been shown effective. The ability of PLS to handle 
missing data has allowed a much broader input space to be modeled with one pair of models. This has 
been accomplished without the need for more experiments. The graphical tools of PLS allow the user to 
explore the details of the results to know situations of poor predictions and to explore the interactions 
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between the variables in the model. With the understanding gained from these models, improvements 
can be made either by increasing the data set or using the knowledge to move to more complex modeling 
techniques such as semi-empirical modeling. 
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7 SINGLE INPUT SINGLE OUTPUT, SEMI-EMPIRICAL MODEL OF 
HUMAN THERMOREGULATION 
A paper to be submitted to Journal Of Applied Physiology 
Jennifer J. Walker, Derrick K. Rollins 
Introduction 
As mankind hcis started exploring and working in more hostile environments, the need to understand 
the human thermoregulatory system has increased. The ability to model and simulate the body's 
thermoregulatory system has made it possible to study how people will react once in adverse conditions. 
The ability to predict the intensity and duration the human body can endure in adverse conditions can 
be used to plan work loads in jobs requiring exposure to such extreme environments. The military has 
used these types of models for field soliders and soliders in heavy protective gear. NASA heis a need for 
prediction models in designing equipment for closed systems. Environmental controls can be designed 
without the need for experimental data, which are often difficult or impossible to obtain. 
There are several mechanisms which the body uses to control its temperature. Blood flowing from 
the core, which is heated by the core, to the periphery of the body can be cooled to varying levels by 
controlling the flow rates to the surface portions of the body and the amount of counter current contact 
with blood returning to the core. Not only is the flow controlled at the periphery of the body, the overall 
flow rate of blood can be increased by an increased heart rate. Once the excess thermal energy has been 
moved to the peripheral portions of the body it is dissipated by conduction and convection with the 
surrounding environment. If the thermal load is large enough, the body uses the evaporation of sweat to 
dramatically increase the ability to remove excess thermal energy. These mechanisms are explained in a 
straightforward manner in Benzinger Kitzinger (1963). Fusco et al. (1961), Wissler (1963), Wyndham 
et al. (1970), and Wyss et al. (1974) discuss the factors which affect the body's temperature and its 
thermoregulatory system. There are numerous factors involved in thermoregulation. They include, but 
are not limited to the individual's body mass and height, the individual's physical fitness level (indicated 
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by the Vo-^max ^ the measure of O2 used at the subjects maximum work load), the air temperature, level 
of acclimatization, wind velocity, relative humidity, level of activity, the individuals age, and gender. 
There is a substantial body of experimental work investigating the many factors and the ways 
some of them interact. The understanding gained from this work gives a great deal of insight into the 
relationships among the factors. With the numerous factors which can affect the thermal balance of the 
human body and the variability of response from person to person for these factors, collecting sufficient 
data to develop a complete empirical model is an overwhelming task. 
The problem of modeling the variety of situations can be addressed by approaching the problem with 
the tools of the basic laws of science. The relationships for the transfer of thermal energy by conduction, 
convection, and evaporation have been developed for use in other applications. Gagge et al. (1986), 
Gordon et al. (1976), NASA 41 Node Model (Bue, 1989), Stolwijk (1971), Werner (1993), and Wissler 
(1964) are models based on applying these beisic concepts to the human body. The models vary in 
complexity of development of both the physiological detail and the mathematical computation. In their 
development, these models do not take into account individual variability. Although this simplifies 
the development of the model it does limit the model's effectiveness when it comes to such factors as 
acclimitization and physical fittedness. 
Both perspectives provide infomation and knowledge of how the human body regulates its temper­
ature. Bringing theory and empiricism together would provide the most complete model. In industrial 
applications this combination of knowledge is accomplished through semi-empirical modeling. Semi-
empirical models use the knowledge gained from the theory and understanding of the process to reduce 
the amount of data required to model the process. To deal with the multidimensionality and complex­
ity of the process of thermoregulation, a robust modelling technique is required. The Semi Empirical 
Technique (SET) developed by Rollins et al. (1998) is capable of predictively modelling a linear or 
non-linear dynamic process. The SET method heis been proven to model well in many different circum­
stances. Rollins et al. (1998), showed SET predicted well when there was noise in the meeisurement of 
the response variable. It also showed that SET can model more accurately than empirical techniques 
for input values not within the range of the input values used to develop the model paramters (i.e., 
extrapolation). In the work of Rollins et al. (1998), the changes in the input variable were made at 
random times and SET preformed well. Rietz and Rollins (1998), extended the SET technique to a real 
process. Rollins et al. (accepted) demostrated the SET method's ability to handle more mathematically 
complicated processes such as underdamped second order behavior. The SET technique is a powerful 
modelling technique which is easy to use. A few input changes are made to the process and the results 
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of these changes are used to decide the structure of the model and then the structure and the results 
are combined to find the unknown quantities (i.e., parameters or coefficients) of the model equation. 
Due to the difficulty of obtaining experimental results, this technique will first be applied to this 
problem using simulated data. The use of a simulator allows for perfect control over the parameters 
and the ability to introduce different levels of complexity one at a time. A more complete evaluation of 
the technique is possible. Simulation studies are an effective method for exploring the issues involved 
in modeling a person. Lessons learned from the simluated data can be used to reduce the amount of 
experimental data required. Once the technique has been proven at the simulation level, then applying 
it to an actual person is a matter of designing experiments to obtain the required results. 
The SET method requires data from the process, in this case the regulation of the body's temper­
ature, for positive and negative step changes in input variables to the variables being modeled. Many 
factors are "inputs" to the thermoregulatory process, including room temperature, relative humidity, 
and exercise level. There are also several measurements for which predicted values are desired. These 
"outputs" include skin temperature, core temperature, and sweat rate. The first step in applying the 
SET method is to choose one input and one output and develop a model for only these variables. The 
SET method will first be applied to the input of room temperature and the output of skin temperature. 
Once the Single Input, Single Output (SISO) model is working, then the knowledged obtained from 
this model can be used to expand the model to multilple inputs and multiple outputs. 
This paper will first discuss the VVissler Model (1964) used to simulate the data. The next section 
shows how the model structure was chosen and the calculations of the model parameters. The SET 
algorithm is then applied to this model and process. The results are then given and discussed. Also 
included is a discussion of how this model will be developed further. 
The Process Model and Simulation 
The Wissler model was choosen to provide the simultated data for several reasons. First, the model 
is well known and has been used for several studies. These previous studies have shown the model to be 
robust. Secondly, the program is also on a platform that is reasonably accessible, allowing for it to be 
used without rewriting and updating the code. Thirdly, the accuracy of the code can be tested against 
known simulation results which have been previously verified. Lastly, this is also a program that has 
been under the direction of a single person for the entire development process. 
The Wissler Model (Wissler 1985), shown as a schematic below in Figure 7.1, is a 15 node model 
which contains mass balances for oxygen, carbon dioxide, and lactic acid and energy balances for 
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metabolism, the arterial pool (modified to account for the presence of large arteries in the thoracic 
section), the venous pool (modified in the abdominal section and the thoracic section to account for the 
presence of large veins), and sensible and insensible heat loss in respiration. The model of the vascular 
system is quite detailed. It includes arteries, veins, and capillary beds. It allows for cooling of the blood 
as it moves distal to the heart and accounts for counter-current heat transfer between the veins and 
arteries. There are control equations in the model for perfusion, sweating, and shivering. The sweating 
rates in each section are weighted for the density of sweat glands. The shivering equation looks at the 
relationship between core temperature and skin temperatures and their rates of change. 
Below, the energy balances for the Wissler model are given. The equations for the arterial and 
venous pools modified for the different sections of the body and the capillaries are not shown here. 
Metabolic Energy Equation 
+ Qmi + PbCbf^bi (2^ai — Ti) + 
hai {Tai + hvi {T^i Ti) (7.1) 
Energy Balance For Arterial Blood 
PfcCfeWiii {Tc 
Havi (T, (7.2) 
Energy Balance For Venous Blood 
PbCblV^i {Tr 
rOi 
/ {PbCbWr 
Jo 
Sensible Heat Lost Due To Respiration 
Qre» — ^exPg^ {Trea Tin) (7.4) 
Insensible Heat Lost Due To Respiration 
Qrea — 
^ hfg PH:iO - PH^O.i 273 
® ' " 2 2 . 4  7 6 0  2 7 3 - T  
(7.5) 
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Where p is the density and c is the specific .heat of the tissue. T is the core temperature; t represents 
time; the distance from the center axis of the cylinders is shown by r; the thermal conductivity of tissue 
is k; is the heat transfer coefficient for direct transfer between large arteries and veins; h is the heal 
transfer coefficient between arteries and tissue per unit volume; u> is the volumetric flow rale of blood 
entering the capillary beds per unit volume; q is the metabolic heat generation rate per unit volume; m 
is the mass of blood contained in the blood pool; 1 is the length of the ith element; Vex is the flow rate 
of gas in the lungs; hfg is the latent heat of vaporization of water; and pa^o is the partial pressure of 
water in the respired air. 
The m2tss balances used in the Wissler Model are shown below. W is the volumetric flow rate for 
blood entering an element; Vi is the volume in the blood pool in a given segment; Vjc, the (assumed 
constant) volume of the lungs; and Co^ is the concentration of oxygen in the blood. 
Oxygen Balance for the Arterial Pool 
Vai^^^ = Wai(CaO,,„^-CaO,,i) (7.6) 
at 
Oxygen Balance for the Venous Pool 
dC 0 
at Jo 
Oxygen Balance for the Lungs 
dun-
Vl . = 760NbaO3 + (po^in — PO^ex) ("-8) 
a t  
The above equations give the essence of the model. There are also control equations for the perfusion 
of blood throughout the skin, sweat rate equation, shivering equation, along with assumptions and 
boundary conditions. Dr. Wissler has developed a computer simulation for this model. We developed 
an input file describing the individual, the environmental conditions, the changes in conditions over 
time, and the duration of each set of conditions. The results of the simulations represent a man clothed 
in cotton shorts, 182 lbs, with a mean skinfold thickness of 12 mm, in the sitting position, with a resting 
metabolic rate of 285.76 BTU/hr. The wind speed was 0.5 mph and the relative humidity set at 30%. 
The steady slate room temperature was set at 65 F, with changes made once body had reached a stead 
state for this temperature. Now that data have been simulated, the SET model will be developed. 
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SET Model Development 
The following is a stei>-by-step development of the SET model for human thermoregulation. The 
first step is to choose a form for the model based on the process. The second step is to estimate the 
parameters of the model. The final step is to embed the model equation into the SET algroithm. 
The first step in applying the SET approach is to determine what semi-empirical model form is 
appropriate for the response behavior. Figure 7.2 shows the response of skin temperature for a step 
change in room temperature from 65 "F to 10 "F and the predicted fit is for a second-order model 
with a single zero (see Seborg et al. 1989) shown by Equation 7.9. Figure 7.3 is the skin temperature 
response for a step change in room temperature from 65 °F to 90 ®F and the predicted fit is also for a 
second-order model with a single zero. 
Tskin = Tskin,0 + KATjioom , , ta — —£. , ta — r2 _ ^  1 H e '•I -|- e "3 
ti — t2 t2 - ti 
(7.9) 
The next step is to estimate the coefficients in Equation 7.9. Negative step changes in room temper­
ature were performed from 65 °F to 10 °F, 20 ®F, 30 °F, 40 °F, 50 °F, and 55 °F. Once the fitting of the 
parameters was complete, it became apparent that this many step changes were not required to obtain 
an adequate fit. Positive step changes in room temperature were made from 65 °F to 75 °F, 85 °F, 
and 90 °F. Nonlinear regression was used to fit the response of skin temperature to these step changes. 
The term KATjioom is the ultimate change in Tskin for the input range in room temperature (10 °F 
to 90 °F). As shown in Figure 7.4 the results from the regression for the step changes for the values of 
KATROOTTX are fitted to a line where the equation is KATRoom = 0.0878 + 0.2083ATrootti • The 
estimates for the t's had different behaviors for the positive and negative step changes. Figures 7.5 
through 7.7 show the results for each step change and the fitted lines for the positive and the negative 
changes. The six r equations are given below. 
'^apot = 25.913 - 1.216ATR^ 0.0457AT2^^ (7.10) 
'"ipo. = 48.45 - 3.1405ATRoam + 0.1183AT^^, (7.11) 
''"Zpo. = 3.3926 -f 0.0438ATjwr. - 0.0023AT^^^ (7.12) 
= 16.981 - 0.0308ATRoom (7.13) 
''"1/Vso = 37.787 -1- 0.1968Arijo„„» -j- 0.0027AT2^ (7.14) 
= 1.7048 - 0.0396ATiw - 0.0004Ar^^ (7.15) 
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The final step of the SET method is to embed the fitted model (Equation 7.9) into the SET algorithm 
for prediction. The values for the r's are calculated using Equations 7.10 through 7.15, depending on 
the direction of the step change and the equation for the ulitimate change, KATnoom- given above 
has been embeded into the algorithm. 
0 < 0 
e  < t < t i  +  e  
t i + 0 < t < t 2 + B  
Tskin = Tskin,0 
Tskin — Tskin,0 + (« + bATnoom) 
\  ,  T a - T I  T A - T 2  
1 -I e '•I + e ^ 
Ti - T2 T2 — Ti 
Tskin = Tskin,ti+e + 
+ bATjio om "i" ^Sfe*n,0 
Ta — Ti TA — T2 t-l'i+o) 
1 H : e '1 -1 e '•3 
(7.16) 
(7.17) 
Tj - T2 T2 - Ti 
(7.18) 
(7.19) 
t < t k  +  0  Tskin = T'sfc»T>,th_i+e + 
(a + bATlloom + i'skin,0 — Tskin^ t^ -i+e^  
1 + 
TA - Tl _ 
+ 
TA — T2 (7.20) 
Tl — T2 T2 — Tl 
The algorithm shown above is written for modeling with no sampling of the skin temperature 
{Tskin)- At the step changes the algorithm uses the value predicted by the algorithm, Tskin.t- Hence, 
the only measurement for skin temperature the SET alogrithm needs for prediction is the initial value 
of Tskin.o- If there was sampling one' could modify the algorithm to use values from the simulated 
data as described in Rollins et al. (1908). For our study we chose to use the non-sampling version 
of SET because this attribute is very attractive for thermoregulatory predictions since obtaining the.se 
measurements is very difficult. Next, we evaluate the performance of this algorithm to random input 
changes. 
Results 
This section presents the simulation study to evaluate the SET algorthim's ability to accurately 
predict skin temperature for changes in room temperature. For the evaluation, step changes were made 
in the room temperature every 30 minutes. Figure 7.8 shows the input sequence used. The room 
temperatures range from 10 °F to 90 °F. 
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Figure 7.10 shows the ability of SET to predict for the positive step change, 65 °F to 90 °F and 
Figure 7.9 shows the ability of SET to predict for the negative step change, 65 °F to 10 °F. The 
SET prediction is accurate for the dynamic portion, but is off set for the slower more steady state 
portion. The actual and predicted skin temperatures are plotted in Figure 7.11. For no sampling of 
skin temperature, SET predicts fairly accurately, especially for the transient portions of the response 
curve. The algorithm becomes less accurate the closer to steady state the skin temperatures become. It 
has the most difficulty at time 120 where there is a small temperature change. One possible reason SET 
is less accurate for these changes can be found by looking back at the process reaction curves. In both 
Figures 7.9 and 7.10, the actual value of the skin temperature did not reach a steady state value. Even 
when the simulations were run for four hours instead of two, a steady state value WEIS not reached. This 
lack of a steady state value for the skin temperature is a characteristic of the simulator used to generate 
the data and not of the actual human thermoregulatory process. It is likely that the SET method would 
predict better for actual experimental data. For the dynamic portion of these curves, the predicted is 
on top of the actual values. There is a separation in the later part of the process reaction curve (PRC) 
where the changes in skin temperature are slower. The results fit in the same manner as the PRC's. 
The SET method has been proven to model well in many different circumstances. As discussed 
earlier, the work of Rollins et al. (1998) and Rietz and Rollins (1998) have proven SET's ability to predict 
well for noise, extrapolation, ramdom changes of inputs, for a real process, and for mathematically 
complicated processes. Extrapolation is possible as long as the transients and ulitimate responses of 
the process are similar for the higher and lower room temperatures. Simulations of step changes have 
been performed for room temperatures beyond the initial range modeled. The input sequence used for 
the study changed temperature every 30 minutes. For this time scale the dynamics are the same for 
the process of thermoregulation for temperatures from 0 F to 130 F. The ability of SET to model at 
these extreme temperatures has already been proven. 
Now that it has been shown how effective the SET technique is for this process the model can be 
expanded. The process of thermoregulation is affected by many more factors than just the environmental 
temperature. The combined effect of relative humidity and environmental temperature is important, 
especially once sweating has occured. Exercise levels are another input factor important in the modeling 
of thermoregulation. There are also multiple outputs in the process. The body's core temperature is 
a dominant feature in the process. The core temperature and skin temperature combined to regulate 
the output of sweat response. Thermoregulation requires a Multiple Input Multiple Output (MIMO) 
model to completely predict the outputs necessary for understanding the system. The next logical step 
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in this woric is the development of a model for the inputs of exercise level and room temperature and 
the outputs of skin temperature and core temperature. 
The development of the SET model, would still require the following three steps for a MIMO model; 
determine the form of the model which fits the process dynamics; estimation of the parameters of the 
semi-empirical model determined in step one; and, construction of the SET algorithm for the fitted semi-
empirical models. For MIMO models the estimation of the parameters is more involved. Because the 
ultimate response paramters are conditionally linear, it should be practical to use traditional statistical 
experimental design to determine the combinations of step changes needed in the different inputs. For 
well behaved parameters over .the input space of interest, a 2^ full factorial or 2'' fractional factorial 
design should suffice; where p is the number of inputs. In cases of nonlinear behavior of parameters 
over the input space, a design such as a central composite (Montgomery 1991) could be effective. 
Conclusions 
In this paper the SET approach (Rollins et al. 1998) accurately predicts the response of skin 
temperature to changes in room temperature using the Wissler Model (Wissler 1985) as the subject. 
The semi-empirical model used by the SET algorithm Wcis fairly efficient to build (i.e., not requiring a 
lot of experimental runs) and appears to be quite stable for real situations. The semi-empirical approach 
does not appear to be a methodology applied to thermoregulatory modeling before our work but has 
much potential for success. An empirical approach restricts modeling to the individuals used for the 
data collection and requires an enormous amount of data to capture transient and ultimate response 
behavior. Even more critically, we do not encourage modeling even chemical processes dynamically 
using empirical models (see Rollins et al. 1999) because of the huge data requirements. Thus, we do 
not see empircial modeling as practical when one seeks to capture dynamic behavior. The weakness 
of the theoretical approach is that our current knowledge appears to be quite limited for accurate 
predictive modeling. The semi-empirical approach appears to be the best current approach for utilizing 
knowledge to keep the needed data size in reasonable limits. Thus, we believe that useful semi-empirical 
models of humans are in the near future. In order to accomplish this goal, methodologies will be needed 
for mulitiple responses and multiple inputs. The SET methodologies are currently being extended to 
address this challenge. It is our hope that this work will inspire others towards the use of semi-empirical 
modeling for the human thermoregulatory system. 
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Figure 7.1 Schematic of the Wissler Model. 
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Figure 7.2 Process reaction curve for a uegatlve step change in room temper­
ature from 65 F to 10 F and the fit of the second order model. 
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Figure 7.3 Process reaction curve for a positive step change in room tempera­
ture from 65 F to 90 F and the fit of the second order model. 
97 
or 
o 
'10 
•12 
•30 •15 10 -5 Q 5 15 2G 
Change m Room Tempcrabre (C) 
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Figure 7.5 The solutions for ti for step changes in room temperature versus 
the magnitude of the step change. 
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Figure 7.6 The solutions for T2 for step changes in room temperature versus 
the magnitude of the step change. 
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Figure 7.7 The solutions for Tq for step changes in room temperature versus 
the magnitude of the step change. 
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Figure 7.9 Process reaction curve and the SET response for a negative step 
change in room temperature from 65 F to 10 F. 
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Figure 7.10 Process reaction curve and the SET response for a positive step 
change in room temperature from 65 F to 90 F. 
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Figure 7.11 Simulated values versus values predicted by SET for skin temper­
ature. 
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8 CONCLUSIONS 
The first part of this research developed a Partial Least Squares (PLS) model of the sweat response. 
In the process of evaluating the previous work done using PLS it was found that there existed a gap 
in the development and application of the technique. The mathematical and engineering perspectives 
each had something to bring to the method but the differences in the language and explanation of the 
technique h£id kept the two perspectives at odds. In this work, an example was developed to show that 
the two methodologies are the same and to demonstrate how the languages of the two perspectives 
correlate. This work makes it possible to bring the theoretical foundation of PLS together with the 
application driven graphical analysis and the practical advantages of the algorthim. 
The PLS technique was compared to the empirical method of Artificial Neural Networks (ANN). 
The analytical advantages of PLS were demonstrated. Both techniques are empirical and can only 
create models from the information contained in the data so the correlation between the predicted and 
the actual is the same for both methods. The advantage of PLS v/as the ability to analyze the model 
development and to more efficiently improve the model. It is important in empirical modeling that all 
the data being used for the development of the model are from the same population. PLS can determine 
when this is the case. The same tools can be used to determine when prediction sets are interpolating 
and extrapolating. In the presentation of the results for this model, an efl"ort was made to demonstrate 
how the graphical analysis was u.sed and interpreted. This is a major advantage of PLS, but previous 
work using the method had not shown how the graphs were used, it simply stated the existence of the 
tools. 
The second model for sweat rates was developed from multiple sets of experimental data. This 
model extended the knowledge of the sweat response and versatility of the model of sweat rates without 
the expense and time of taking more data. The input set covered by a model was extended by using 
multiple experiments. The combination of the two models developed can predict sweat rates for a wide 
range of environmental conditions (48 ®C to 10 °C for room temperature, 53% to 20% for relative 
humidity, 86% to 0% for exercise level). The limitations of the model were also investigated through 
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the graphical results obtained from the PLS analysis. These limitations are discussed in the paper. 
Although the input range for the environmental conditions was expanded by using multiple exper­
iments, the input range for the types of individuals remained rather narrow. The number of subjects 
used in each experiment was small. This model contains more subjects by combining several sets of 
subjects. The range of individuals the model can predict for is still limited due to the similarity of the 
subjects used in each experiment. This is one area where the model needs to be extended by including 
data from more experiments. 
Typically PLS had been used in chemistry applications where the experiments are designed, or for 
relatively small data sets of industrial applications. This work has shown a new type of application for 
this technique and demonstrated how robust PLS can be. 
The final model of this work is a Semi Empirical Technique (SET) model of skin temperature for 
changes in room temperature using the Wissler Model as the subject. The previous models were limited 
by the methods used. They were either empirical and limited by data or semi-theoretical and limited 
in complexity. This model is semi-empirical and has the advantages of both types of previously used 
methods. This work is the first step in creating a Multiple Input Multiple Output (MIMO) semi-
empirical model of human thermoregulation. The methodology of extending to the MIMO case has 
been outlined. 
The thermoregulatory model extends the proven uses of SET beyond the realm of industrial appli­
cations. The SET model is an efiective method for modeling any process. The definition of process is 
not limited to industrial process, but rather includes any situation where there are inputs and outputs 
which give a dynamic response for step changes. 
These models provide advances in the ability to predict human responses to environmental changes. 
The development of these models has shown a new direction for the application of both PLS and SET. 
PLS has been shown to be useful for extracting information from data collected from a variety of sources. 
The mathematical roots of PLS were brought together with the analysis developed through engineering 
applications. 
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APPENDIX SET ALGORITHM 
ACSL Program Of SET Algorithm 
PROGRAM PROCESS MODEL FOR THERMOREGULATION 
[CONTAINS SET FOR LEADLAG MODEL WITH HUMAN THERMOREGULATORY! 
ITHIS PROGRAM USES A FIRST ORDER LEAD-LAG MODEL! 
INITIAL 
!PROCESS CONSTANTS! 
CONSTANT ETIME = 480.0 
CONSTANT nataua = 16.981, nbtaua 
CONSTANT pataua = 25.913, pbtaua 
CONSTANT nataul = 37.787, nbtaul 
CONSTANT pataul = 48.45, pbtaul 
CONSTANT iiatau2 = 1.7048, nbtau2 
CONSTANT patau2 = 3.3926, pbtau2 
CONSTANT a = 0.0878, b = 0.2083 
CONSTANT initiiip=28.94 
DIMENSION deltata(16),deltat(17),results(161) 
!OPENS AN OUTPUT FILE! 
open (5, file='pgiiirslt.dat',status='uiiknoHn') 
!OPENS AND READS INPUT FILE OF AIR TEMP VALUES! 
open (10, file='deltata.txt',status='unknown') 
do 15 i = 1,16 
read (10,*) deltata(i) 
15..continue 
!READS IN FILE OF TIME CORRESPONDING TO EACH NEW AIR TEMP VALUE! 
open (15,file='timechg.txt',status='unknown') 
do 25 i = 1,17 
read (15,») deltat(i) 
25..continue 
!READS IN FILE OF ACTUAL SKIN TEMPERATURE VALUES! 
open (20,file='nevrslt.txt',status='unknown') 
= -0.0308 
= -1.216, pctaua = .0457 
= 0.1968, nctaul = 0.0027 
= -3.1405, pctaul = 0.1183 
= -0.0396, nctau2 = -0.0004 
= 0.0438, pctau2 = -0.0023 
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do 35 i=l,161 
read (20,*) results(i) 
3S..continue 
!INITIALIZING VALUES FOR INITIAL PASS THROUGH LOOP! 
ta = deltata(l) 
dt = deltat(l) 
dt2 = deltat(2) 
sktmp = results(1) 
inc = 2 
END 
DERIVATIVE CONTIN 
TIME = T 
PROCEDURAL 
!SET ALGORITHM! 
IF (T.LE.0.0) Y=initmp 
!AIR TEMP VALUE IS READ FROM FILE FOR EACH TIME PERIOD! 
IF(T.LT.DT2.AND.T.GE.DT) THEN 
ta = deltata(inc-l) 
KM = a+b*ta 
IF(ta.GE.O.O)THEN 
taua = pataua+pbtaua*ta+pctaua*(ta**2) 
taul = pataul+pbtaul»ta+pctaul*(ta**2) 
tau2 = patau2+pbtau2*ta+pctau2*(ta»*2) 
ENDIF 
IF(ta.LT.O.O)THEN 
taua = nataua+nbtaua*ta 
taul = nataul+nbtaul*t:a+nctaul*(ta**2) 
tau2 = natau2+nbtau2*ta+nctau2*(ta**2) 
ENDIF 
y = slctmp+(KM-sktmp+initmp)*(l+((taua-taul)/(taul-tau2))... 
*exp(-(t-dt)/taul)+((taua-tau2)/(tau2-taul))*exp(-(t-dt)... 
/tau2)) 
ENDIF 
IRENITIALIZE PROCESS VALUES! 
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IF(T.LE.DT2.AND.T.GT.(DT2-.02)) THEN 
! sktnip=results(10*(inc-l)+l)! 
sktnip=y 
inc=inc+l 
integer inc 
ta=deltata(inc-i) 
dt=dt2 
dt2=deltat(inc) 
ENDIF 
END 
TERMT(TIME.GE.ETIHE) 
END 
DISCRETE SAMPLE 
INTERVAL tsamp=1.0 
Hrite(5,*) t,Y 
END 
END 
Input File deltata.txt 
-24.0 
14.0 
-39.0 
22 .0  
6 . 0  
25.0 
-45.0 
25.0 
-19.0 
-4.0 
-55.0 
21 .0  
-20.0 
11.0  
19.0 
-39.0 
Input File timechg.txt 
0 . 0  
30.0 
6 0 . 0  
90.0 
120.0 
150.0 
180.0 
210.0 
240.0 
270.0 
300.0 
330.0 
360.0 
390.0 
420.0 
450.0 
480.0 
Input File newrslt.txt 
28.94 
27.02 
26.43 
26.04 
25.76 
25.55 
25.38 
25.24 
25.12 
25.02 
24.93 
27.63 
28.65 
29.25 
29.65 
29.93 
30.14 
30.3 
30.43 
30.54 
30.63 
26.66 
25.4 
24.6 
24.04 
23.62 
23.3 
23.05 
22.85 
22.67 
22.52 
26.89 
28.49 
29.43 
30.08 
30.53 
30.86 
31.12 
31.33 
31.5 
31.65 
30.45 
30.14 
29.98 
29.88 
29.82 
29.79 
29.76 
29.75 
29.75 
29.74 
31.23 
31.78 
32.12 
32.36 
32.54 
32.68 
32.8 
32.89 
32.98 
33.06 
27.78 
26.07 
24.98 
24.22 
23.65 
23.21 
22.86 
22.57 
22.33 
22.12 
27.09 
28.89 
29.97 
30.68 
31.17 
31.53 
31.8 
32.02 
32.2 
32.35 
29 
27.96 
27.33 
26.9 
26.58 
26.34 
26.15 
26 
25.88 
25.78 
26.67 
27.05 
27.26 
27.39 
27.48 
27.54 
27.58 
27.61 
27.63 
27.65 
23.87 
22.66 
21.87 
21.31 
20.9 
20.57 
20.31 
20.1 
19.91 
19.75 
25.11 
27.1 
28.28 
29.06 
29.6 
30 
30.31 
30.55 
30.75 
30.95 
27.88 
26.95 
26.39 
26.02 
25.75 
25.56 
25.41 
25.29 
25.2 
25.12 
27.3 
28.15 
28.65 
28.99 
29.23 
29.41 
29.56 
29.67 
29.77 
29.86 
30.53 
30.84 
31.05 
31.2 
31.33 
31.43 
31.52 
31.6 
31.67 
31.74 
27.36 
25.97 
25.04 
24.42 
23.94 
23.57 
23.29 
23.05 
22.86 
22.68 
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