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Abstract: Let X be a germ of holomorphic vector field at 0 ∈ Cn and let E be
a linear subspace of Cn which is invariant for the linear part of X at 0. We give
a sufficient condition that imply the existence of a non-singular invariant manifold
tangent to E at 0. It generalizes to higher dimensions the conditions in the classical
Briot–Bouquet’s Theorem: roughly speaking, we impose that the convex hull of the
eigenvalues µi corresponding to E does not contain 0 and there are no resonances
between the µi and the complementary eigenvalues. As an application, we propose
an elementary proof of the analyticity of the local stable and unstable manifolds of a
real analytic vector field at a singular point.
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1. Introduction
This work is framed in the local study of a complex holomorphic vector
field X at a singular point 0 ∈ Cn. More precisely, in the problem of
determining whether there exists a formal or analytic (germ of a) variety
at 0 which is invariant for X.
In dimension n = 2, the problem is completely solved after Cama-
cho and Sad’s Separatrix Theorem [4] that asserts that at any singular
point of a holomorphic planar vector field there is an analytic invariant
curve (called a separatrix). The situation is much more complicated in
higher dimension. For example, we can mention several works by Lu-
engo et al. [8, 12], where some examples of singularities of holomorphic
vector fields in dimension greater than two with no invariant analytic
curve are exhibited.
By contrast, we have reasonable results concerning existence of invari-
ant varieties if the singularity is assumed to be “non degenerated” (usu-
ally, that the linear part D0X of the vector field at 0 is non-nilpotent)
and “sufficiently generic” (that the eigenvalues of that linear part satisfy
certain generic condition). For instance, returning to the planar case, if
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the eigenvalues λ, µ of the linear part D0X satisfy the non-resonance
condition λ 6= kµ for any natural number k ≥ 2, it is easy to see, using
indeterminate coefficients, that there exists a unique formal invariant
curve Γ̂µ at the origin which is non-singular and tangent to the eigendi-
rection corresponding to µ. Moreover, we have a classical and well known
theorem due to Briot and Bouquet [3] that asserts that if µ 6= 0 then Γ̂µ
is convergent (and thus gives rise to a non-singular analytic separatrix).
It is worth to mention that Briot–Bouquet’s Theorem is an essential
ingredient in the proof of Camacho–Sad’s Separatrix Theorem: after a
process of reduction of singularities of a planar vector field X by blowing-
ups, due to Seidenberg [15], one finds a non-degenerate singular point
with the hypothesis of Briot–Bouquet’s Theorem in such a way that the
non-singular separatrix assured by this theorem is not destroyed by the
process and produces a separatrix at the initial singular point 0 ∈ C2,
which a priori is singular.
Different ways of generalizing Briot–Bouquet’s Theorem to higher di-
mension are conceivable. This work is devoted to state and prove one
of such generalizations, although we are not intended for the moment
to use it for more general results about existence of invariant analytic
varieties of holomorphic vector fields. The result is motivated by the fact
that, in the planar case, the two hypothesis λ 6= kµ for k ≥ 2 and µ 6= 0,
are equivalent to the condition
inf
k∈Z≥2
{ |kµ− λ|
k
}
> 0.
Our main theorem is the following (see below for a more precise state-
ment).
Main Theorem. Let X be a holomorphic vector field at 0 ∈ Cn, E a lin-
ear r-dimensional subspace of Cn invariant for the linear part D0X, and
put Spec(D0X|E) = {µ1, . . . , µr} and Spec(D0X) = {µ1, . . . , µr, λ1, . . . ,
λn−r} where the µi or the λj need not be all different. Assume that there
is α > 0 such that
(1) |q1µ1 + · · ·+ qrµr − λj | ≥ α(q1 + · · ·+ qr)
for j = 1, . . . , n− r and non-negative integers qi with q1 + · · ·+ qr ≥ 2.
Then there exists a unique germ of analytic invariant r-manifold WE
for X at 0 which is tangent to E at the origin.
The hypothesis (1) implies in particular the non-resonance condition
(2) λj 6= q1µ1 + · · ·+ qrµr
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for any j and non-negative integers qi with q1 + · · · + qr ≥ 2. This last
condition is the only needed condition for having just a formal r-dimen-
sional manifold ŴE tangent to the linear space E at 0 and invariant
for X, but it is not sufficient for analyticity. We recall this well known
result below (Theorem 3.1).
On the other hand, it is worth to mention that condition (1) is equiv-
alent to the two conditions: (a) the non-resonance condition (2) and
(b) the convex hull of {µ1, . . . , µr} in C does not contain the origin. Ex-
pressed in these terms, our condition (1) is an analogous counterpart for
the existence of analytic invariant manifolds to the condition assumed
for the Linearization Poincare´’s Theorem (see for instance [1], [2] or [7]
for a proof): X is analytically equivalent to D0X at the origin if the
convex hull of the eigenvalues of D0X does not contain the origin and
they have no resonances (condition (2) holds when we take the µ’s as
the totality of the eigenvalues).
We cannot take for granted that our result is completely new and
unknown. Surely many specialists in dynamical systems could be aware
of it or of near formulations of it. However, we did not find any reference
where the result is stated and proved in the way we do here.
On the other hand, we give an interesting application of the Main
Theorem in the last section of the paper. We show that the stable and
unstable manifolds (the so called strong invariant manifolds) of a real an-
alytic vector field at a singular point are analytic. This result is quite well
known for all specialists in dynamical systems or vector fields. It appears
mentioned in many general references (see for instance [1] or [14]) and
proved in several particular cases (see for instance Hadamard’s work [9]
or [13], which uses the same arguments). A complete recent proof can
be deduced from a more general result established in [10].
In all these references, the proof consists in constructing the real
strong manifold as the real trace of a complex manifold obtained as a
graph of a uniform limit of a sequence of holomorphic maps. The proof
that we present here, as a consequence of the Main Theorem, is more
direct and (maybe) more elemental: we just prove that the (real) formal
stable or unstable invariant manifold, which exists and it is unique by the
general theory of existence of formal invariant manifolds, is convergent.
2. Some properties of formal power series
In this section we fix notations and establish very basic results about
formal power series that will be used in the proof of the main result,
Theorem 3.3 below.
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If x = (x1, . . . , xr) is an r-tuple of variables and q = (q1, . . . , qr) ∈
Zr≥0, we denote, as usual, xq = x
q1
1 · · ·xqrr and |q| = q1 + · · · + qr. An
element a ∈ C[[x1, . . . , xr]] of the ring of complex formal power series in
r variables, written as
a =
∑
q∈Zr≥0
aqx
q,
will be also written as the sum of its homogeneous components
a =
∞∑
k=0
a(k), where a(k) =
∑
|q|=k
aqx
q.
For each positive integer k, consider Pk the C-vector space of homoge-
neous polynomials of total degree k in the variables x1, . . . , xr endowed
with the norm ‖ ‖k defined by
‖u‖k =
∑
|q|=k
|uq| if u =
∑
|q|=k
uqx
q ∈ Pk.
Notice that we have the inequality
(3) ‖u · w‖k+l ≤ ‖u‖k‖w‖l, ∀u ∈ Pk, ∀w ∈ Pl.
To any a ∈ C[[x1, . . . , xr]], we associate the real series in a single variable
(4) â =
∞∑
k=0
‖a(k)‖ktk ∈ R[[t]],
called the majorant of a. It is clear that a is a convergent series if and
only if its majorant â is a convergent series.
On the other hand, the operation of taking the majorant does not
give a homomorphism between the rings of formal power series. It has,
however, useful properties concerning domination of series. To be more
precise, given series f =
∑∞
n=0 fnt
n, g =
∑∞
n=0 gnt
n ∈ C[[t]] in a single
variable t, we say that g dominates f and we write f  g if |fn| ≤ |gn|
for any n, where | · | denotes the usual norm on complex numbers. Then,
using inequality (3), if a, b ∈ C[[x1, . . . , xr]], we can assert
â+ b  â+ b̂ and â · b  â · b̂.
In fact, we will need a more general result about domination of ma-
jorant series obtained by composition:
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Proposition 2.1. Let g ∈ C[[x1, . . . , xr, y1, . . . , ys]] and h1, . . . , hs ∈
C[[x1, . . . , xr]] be formal power series such that h1(0) = · · · = hs(0) =
0. Denote by |g| ∈ C[[x1, . . . , xr, y1, . . . , ys]] the series obtained from g
replacing any of its coefficients by its corresponding norm and consider
the composition G(x1, . . . , xr) = g(x1, . . . , xr, h1, . . . , hs). Then we have
Ĝ  |g|(t, . . . , t, ĥ1, . . . , ĥs).
Proof: Write g =
∑
q∈Zr≥0, J∈Zs≥0 gq,Jx
qyJ , where x = (x1, . . . , xr), y =
(y1, . . . , ys). For each J = (j1, . . . , js) ∈ Zs≥0 and i = 1, . . . , s, write the
ji-th power of the series hi as the sum of its homogeneous components
hjii =
∑∞
k=ji
(hjii )
(ki). Then we have
G =
∑
q∈Zr≥0, J∈Zs≥0
∑
k1≥j1,...,ks≥js
gq,Jx
q(hj11 )
(k1) · · · (hjss )(ks).
Note that each term in this equation has degree |q| + k1 + · · · + ks ≥
|q|+ |J |. The homogeneous component of G of degree m is given by
G(m) =
∑
q∈Zr≥0, J∈Zs≥0
|q|+|J|≤m
∑
k1≥j1,...,ks≥js
k1+···+ks=m−|q|
gq,Jx
q(hj11 )
(k1) · · · (hjss )(ks).
Taking norms and using (3), we have
(5) ‖G(m)‖m≤
∑
q∈Zr≥0, J∈Zs≥0
|q|+|J|≤m
∑
k1≥j1,...,ks≥js
k1+···+ks=m−|q|
|gq,J |‖(hj11 )(k1)‖k1· · ·‖(hjss )(ks)‖ks.
On the other hand, if we write the ji-th power of the majorant ĥi as
ĥjii =
∑∞
k=ji
(ĥjii )kt
k, then, by definition,
|g|(t, . . . , t, ĥ1, . . . , ĥs)
=
∑
q∈Zr≥0, J∈Zs≥0
|gq,J |t|q|
 ∞∑
k1=j1
(ĥj11 )k1t
k1
 · · ·
 ∞∑
ks=js
(ĥjss )kst
ks

=
∞∑
m=0
 ∑
q∈Zr≥0, J∈Zs≥0
|q|+|J|≤m
∑
k1≥j1,...,ks≥js
k1+···+ks=m−|q|
|gq,J |(ĥj11 )k1 · · · (ĥjss )ks
tm.
(6)
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Comparing (5) and (6), the result follows once we prove that, for any ji
and for any integer k ≥ ji, we have
(7) ‖(hjii )(k)‖k ≤ (ĥjii )k.
In order to prove (7), put for simplicity h = hi, j = ji and write h =∑
k≥1 h
(k), the sum of homogeneous components of h. The homogeneous
component of degree k of hj is then (hj)(k)=
∑
l1+l2+···+lj=k
h(l1)h(l2) · · ·h(lj).
Thus
‖(hj)(k)‖k ≤
∑
l1+l2+···+lj=k
‖h(l1)h(l2) · · ·h(lj)‖k
≤
∑
l1+l2+···+lj=k
‖h(l1)‖l1‖h(l2)‖l2 · · · ‖h(lj)‖lj .
Equation (7) follows from this last equation together with
ĥj =
∞∑
k=j
 ∑
l1+l2+···+lj=k
‖h(l1)‖l1‖h(l2)‖l2 · · · ‖h(lj)‖lj
 tk.
Together with Proposition 2.1 we will use the following result about
domination of the majorant of the partial derivatives of a series.
Proposition 2.2. Let a ∈ C[[x]] be a formal power series where x =
(x1, . . . , xr). For i = 1, . . . , r, we have
∂̂a
∂xi
 dâ
dt
.
Proof: Write a =
∑
q∈Zr≥0 aqx
q =
∑
k≥0 a
(k) with the same notations
introduced above. We have that, for any k ≥ 1, ∂a(k)∂xi is the homogeneous
component of ∂a∂xi of order k − 1. Therefore
(8)
∂̂a
∂xi
=
∑
k≥1
∥∥∥∥∂a(k)∂xi
∥∥∥∥
k−1
tk−1.
On the other hand, we have ∂a∂xi =
∑
q=(q1,...,qr)∈Zr≥0
|q|=k
qiaqx
q−ei , where ei is
the i-th vector of the standard basis of Cr and |qiaq| ≤ |q||aq| for any
q ∈ Zr≥0. Thus ∥∥∥∥∂a(k)∂xi
∥∥∥∥
k−1
≤ k
∥∥∥∥ ∂a∂xi
∥∥∥∥
k
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and the proof follows from (8) and the definition of the majorant se-
ries (4).
3. Invariant manifolds of holomorphic vector fields
During the rest of the paper we are interested in the following situa-
tion. Let X be a germ of a holomorphic vector field at 0 ∈ Cn so that
X(0) = 0 and denote by D0X its linear part at the origin. Suppose that
we have a linear subspace E of dimension r of Cn, with 0 < r < n, which
is invariant for D0X. The question is whether there exists a non-singular
r-dimensional analytic manifold WE through the origin, whose tangent
space at 0 is equal to E and invariant for the vector field X.
It is well known that such an invariant manifold WE does not ex-
ists in general, so that several conditions must be imposed. If we are
only interested in formal invariant manifolds, there is a well known and
satisfactory result which we want to recall here.
Put s = n−r and µ = (µ1, . . . , µr) ∈ Cr, λ = (λ1, . . . , λs) ∈ Cs where
{µ1, µ2, . . . , µr, λ1, . . . , λs} is the spectra of D0X and {µ1, . . . , µr} is the
spectra of the restriction D0X|E (where the µj or the λj are repeated ac-
cording to their multiplicity and hence need not be all distinct). Denote
finally by 〈 , 〉 the usual scalar product on Cr.
Theorem 3.1. Assume that the eigenvalues satisfy the non-resonance
conditions
(9) λj 6= 〈q, µ〉, ∀ j ∈ {1, . . . , s}, ∀ q ∈ Zr≥0 with |q| ≥ 2.
Then there exists a unique formal non-singular r-dimensional mani-
fold ŴE tangent to E at 0 and invariant for X.
A proof of this result can be derived from the corresponding one in [6,
Theorem 3.7, p. 417]. However, we outline here the main arguments for
two reasons. On one hand, below we will explicitly use several notations
appearing in the proof. On the other hand, our hypothesis are slightly
weaker than the ones stated in the aforementioned reference (there, it is
assumed that there exists another linear subspace F , invariant for D0X
and complementary to E, but one can see that this last condition is
inessential).
Outline of the proof of Theorem 3.1: Choose analytic coordinates
(x,y) = (x1, . . . , xr, y1, . . . , ys) at 0 ∈ Cn such that E is tangent to {y =
0}. We look for ŴE given by the graph of a formal map
(10) ŴE : {y = h(x)}, h(x) = (h1(x), . . . , hs(x)), hj ∈ C[[x]],
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where, for any j, hj(0) = 0 and h
′
j(0) = 0 (tangent to E), and such that,
if the local expression of X is
X = a(x,y)
∂
∂x
+ b(x,y)
∂
∂y
,
where a = (a1, . . . , ar) and b = (b1, . . . , bs) are vectors of convergent
power series, then h = (h1, . . . , hs) is a formal solution of the the system
of partial differential equations written in matricial notation as
(11)
∂h
∂x
a(x, h(x)) = b(x, h(x)).
Since E is invariant for D0X we may write the linear part as a block-tri-
angular matrix
D0X =
(
A C
0 B
)
,
where A is the matrix of the restriction D0X|E . Thus equation (11)
becomes
(12)
∂h
∂x
(Ax + Ch(x) + f(x, h(x))) = Bh(x) + g(x, h(x)),
where f = (f1, . . . , fr) and g = (g1, . . . , gs) are vectors of convergent
power series in the variables (x,y) of order greater or equal than two.
Write each hj as sum of its homogeneous components
hj =
∞∑
k=1
h
(k)
j , h =
∞∑
k=1
h(k), h(k) = (h
(k)
1 , . . . , h
(k)
s ),
and let F (k) and G(k) be the homogeneous components of degree k of
f(x, h(x)) and g(x, h(x)), respectively. Notice that F (1) = G(1) = 0.
Recall also that we are looking for a solution h for which h(1) = 0.
Therefore, for k ≥ 2, comparing the homogeneous components of de-
gree k of both sides of equation (12), we obtain
(13)
∂h(k)
∂x
Ax−Bh(k) = G(k)−
k−1∑
l=2
∂h(k−l+1)
∂x
F (l)−
k−2∑
l=1
∂h(l+1)
∂x
Ch(k−l).
Denote by Pk the vector space over C of homogeneous polynomials of
degree k. Notice that, due to the fact that f and g have order greater
or equal than two as series in the variables (x,y), in the right-hand side
of (13) only the homogeneous components h(2), . . . , h(k−1) are involved,
but not h(k). On the other hand, we write the left-hand side of equa-
tion (13) as Lk,A,B(h(k)), where Lk,A,B : (Pk)s → (Pk)s is the linear
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operator defined as
Lk,A,B(v) = ∂v
∂x
Ax−Bv.
The spectrum of Lk,A,B is precisely the set{〈q, µ〉 − λj | q ∈ Zr≥0, |q| = k, j = 1, . . . , s}
(see the proof in [6, Lemma 2.5, p. 409]). The hypothesis of non-
resonance (9) implies then that Lk,A,B is non-singular and equation (13)
can be solved recursively and uniquely for h(k) by means of the formula
(14) h(k) =L−1k,A,B
(
G(k) −
k−1∑
l=2
∂h(k−l+1)
∂x
F (l) −
k−2∑
l=1
∂h(l+1)
∂x
Ch(k−l)
)
.
This finishes the proof of Theorem 3.1. Notice that if A, B are real
matrices then Lk,A,B preserves the set of real elements in (Pk)s. This
remark will we used in Section 4.
If all the components hj of h in (10) are convergent power series,
then their sum will give rise to a non-singular analytic manifold WE ,
tangent to E at the origin and which is invariant for X in virtue of (11).
Moreover, its germ at the origin is the unique germ of analytic r-manifold
which is invariant for X and tangent to E, by uniqueness in Theorem 3.1.
We will simply say that the formal invariant manifold ŴE is convergent.
It is well known that ŴE does not need to be convergent. A typical
example is Euler’s equation, associated to the planar vector field
X = x2
∂
∂x
+ (y − x) ∂
∂y
,
for which E is the line {y = x}. The eigenvalue, µ, associated to E is
equal to 0; in particular we have the non-resonance conditions (9) and
Theorem 3.1 applies. But the corresponding formal invariant curve ŴE
is not convergent: one checks that ŴE is the graph of the series h(x) =∑∞
n=0 n!x
n+1.
A classical result due to Briot and Bouquet asserts that the annulation
of the eigenvalue µ is the only obstruction to convergence in the planar
situation.
Theorem 3.2 (Briot–Bouquet). Let X be a germ of holomorphic vector
field at 0 ∈ C2. Let Spec(D0X) = {µ, λ} be the spectrum of the linear
part and let E be an invariant line of D0X associated to the eigenvalue µ.
Assume that conditions (9) hold. If µ 6= 0 then the formal curve ŴE is
convergent.
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A modern proof of Briot and Bouquet’s Theorem can be found in [5].
It is worth to mention that the situation considered in that reference is
slightly more restrictive than the one stated here: the hypothesis about
the eigenvalues is that µ 6= 0 and λ/µ is not a positive rational number
(X is said to have a simple singularity at the origin). However, their
proof works as well with the weaker hypothesis (9); that is, λ 6= kµ for
any integer k ≥ 2. In fact, this last condition is the one stated in the
original Briot and Bouquet’s paper [3, The´ore`me XVIII, p. 168].
Notice that in the notations of Briot–Bouquet’s Theorem, the non-
resonance conditions (9), together with µ 6= 0, are equivalent to the
condition
inf
k∈Z≥2
{ |kµ− λ|
k
}
> 0.
This property motivates our main result, a generalization of Theorem 3.2
in higher dimension.
Theorem 3.3 (Main). Let X be a holomorphic vector field at 0 ∈ Cn
and E a linear r-dimensional subspace of Cn invariant for the linear
part D0X. Put µ = (µ1, . . . , µr) where Spec(D0X|E) = {µ1, . . . , µr}
and denote Spec(D0X) = {µ1, . . . , µr, λ1, . . . , λn−r}. Assume that there
is α > 0 such that
(15) | 〈q, µ〉−λj | ≥ α|q| for all j = 1, . . . , n−r and q∈Zr≥0 with |q|≥2.
(In particular the non-resonance conditions (9) hold.) Then the formal
invariant manifold ŴE given by Theorem 3.1 is convergent.
The idea of the proof is to reduce the problem to the planar situation
and apply Briot–Bouquet’s Theorem (Theorem 3.2). We divide the proof
in several steps.
Step 1. Choosing coordinates. Put s = n − r. Take coordinates (x,y)
at 0 where x = (x1, . . . , xr) and y = (y1, . . . , ys) such that E is tangent
to {y = 0}. In these coordinates we may write
D0X =
(
A C
0 B
)
,
where A is a square r-dimensional matrix, the matrix of the restric-
tion D0X|E in the x coordinates.
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Choose a constant σ ∈ R with 0 < σ < α2r and let τ = α√2 . Up to a
linear transformation, we can assume the coordinates chosen so that
A =

µ1 0 · · · 0 0
σ2 µ2 · · · 0 0
. . .
0 0 · · · µr−1 0
0 0 · · · σr µr
 , B =

λ1 0 · · · 0 0
τ2 λ2 · · · 0 0
. . .
0 0 · · · λs−1 0
0 0 · · · τs λs
 ,
with σi ∈ {0, σ} and τj ∈ {0, τ}. To unify notation put also σ1 = τ1 = 0.
Step 2. The equations of ŴE . As we have done in the proof of Theo-
rem 3.1, if the local expression of X in the chosen coordinates is
X = (Ax + Cy + f(x,y))
∂
∂x
+ (By + g(x,y))
∂
∂y
,
then the formal invariant manifold ŴE is given by the graph y = h(x)
of the vector of formal power series h = (h1, . . . , hs) ∈ (C[[x]])s which
is a solution of the system (12) of PDEs. We have to show that any
component hi of h is a convergent series in the variables x.
We write the system (12) in a different way. First put
U = (u1, . . . , us) =
∂h
∂x
Ax−Bh(x) ∈ (C[[x]])s.
Write f = (f1, . . . , fr), g = (g1, . . . , gs) the components of f and g,
where fj , gj ∈ C{x,y} and write also C = (clm) 1≤l≤r
1≤m≤s
. Then (12) is
equivalent to
(16) ui = gi(x, h(x))−
r∑
j=1
∂hi
∂xj
(
fj(x, h(x)) +
s∑
m=1
cjmhm(x)
)
for i = 1, . . . , s.
Step 3. Formulas for the homogeneous components of ui. By the especial
form of the matrices A and B we have
ui =
r∑
j=1
∂hi
∂xj
(σjxj−1 + µjxj)− (τihi−1 + λihi).
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Writing explicitly the homogeneous components hi =
∑∞
k=2 h
(k)
i , h
(k)
i =∑
|q|=k h
(k)
i,q x
q, we can write
(17) ui =
∞∑
k=2
∑
|q|=k
r∑
j=1
σjqjh
(k)
i,q x
q+ej−1−ej
+
∑
|q|=k
(〈q, µ〉 − λi)h(k)i,q xq − τih(k)i−1
 ,
where ei is the i-th vector of the standard basis of Cr.
With the convention that h
(k)
i,q−ej−1+ej = 0 if qj−1 = 0, and changing
the index q by q+ej−1−ej in the first summand in (17), the homogeneous
component of degree k of ui is given by
(18) u
(k)
i =
∑
|q|=k
 r∑
j=2
σj(qj + 1)h
(k)
i,q−ej−1+ej
+ (〈q, µ〉 − λi)h(k)i,q − τih(k)i−1,q
xq.
Step 4. Relation between the norms of u
(k)
i and h
(k)
j . For each q in Zr≥0
with |q| = k, we consider the triangle inequality∣∣∣∣∣∣(〈q, µ〉 − λi)h(k)i,q +
r∑
j=2
σj(qj + 1)h
(k)
i,q−ej−1+ej − τih
(k)
i−1,q
∣∣∣∣∣∣
≥ |〈q, µ〉 − λi|
∣∣∣h(k)i,q ∣∣∣− r∑
j=2
σ(qj + 1)
∣∣∣h(k)i,q−ej−1+ej ∣∣∣− ∣∣∣τih(k)i−1,q∣∣∣ .
Summing up over all q with |q| = k and using the hypothesis (15), we
obtain, from (18),
‖u(k)i ‖k ≥ αk‖h(k)i ‖k − τi‖h(k)i−1‖k −
∑
|q|=k
r∑
j=2
σ(qj + 1)
∣∣∣h(k)i,q−ej−1+ej ∣∣∣ .
Notice that if qj = k then qj−1 = 0 and so h
(k)
i,q−ej−1+ej = 0 by the
convention we have established. Thus,∑
|q|=k
r∑
j=2
σ(qj + 1)
∣∣∣h(k)i,q−ej−1+ej ∣∣∣ < σrk‖h(k)i ‖k.
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Since we have chosen σ with σr < α2 we have finally
(19) ‖u(k)i ‖k >
α
2
k‖h(k)i ‖k − τi‖h(k)i−1‖k.
Step 5. Using majorants. In order to prove that the series hi ∈ C[[x]] is
convergent, we will prove that its majorant ĥi ∈ C[[t]], as defined in (4),
is a convergent series in the (single) variable t. By the definition of the
majorant, we have t
dĥi
dt
=
∞∑
k=1
k‖h(k)i ‖ktk. Therefore, we can write (19)
as
(20)
α
2
t
dĥi
dt
 τiĥi−1 + ûi.
It is enough to show that the series H(t) = ĥ1(t) + · · · + ĥs(t) is
convergent.
We look for a differential inequality for H. In one hand, adding the
inequalities (20) for any i = 1, . . . , s, we have
(21)
α
2
t
dH
dt
 τH + (û1 + · · ·+ ûs).
On the other hand, take c > 0 so that |clm| ≤ c for any l, m and apply
Propositions 2.1 and 2.2 to equation (16) to obtain
ûi  |gi|(t, . . . , t, ĥ1, . . . , ĥs)
+
dĥi
dt
r∑
j=1
(
|fj |(t, . . . , t, ĥ1, . . . , ĥs) + c
s∑
m=1
ĥm
)
 |gi|(t, . . . , t,H, . . . ,H)
+
dĥi
dt
 r∑
j=1
|fj |(t, . . . , t,H, . . . ,H) + cH
 .
(22)
Define
F (t, z) =
r∑
j=1
|fj |(t, . . . , t, z, . . . , z) and
G(t, z) =
s∑
i=1
|gi|(t, . . . , t, z, . . . , z).
(23)
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They are convergent power series in the two variables (t, z) with order
greater or equal than two and with non-negative real coefficients. Adding
inequalities (22) for i = 1, . . . , r and using (21) we conclude finally
(24)
α
2
t
dH
dt
 τH +G(t,H) + dH
dt
(F (t,H) + cH) .
Step 6. Reduction to Briot–Bouquet’s Theorem. Consider the analytic
vector field
Y =
(α
2
t− cz − F (t, z)
) ∂
∂t
+ (τz +G(t, z))
∂
∂z
at the origin of C2. The linear part of Y has eigenvalues α/2, τ . Since
α 6= 0 and τ
α/2
=
√
2 6∈ Q>0, Y is in the hypothesis of Briot–Bouquet’s
Theorem 3.2 with E = {z = 0}. Therefore, the (unique) formal series
z(t) =
∑∞
n=2 znt
n ∈ C[[t]] which is a solution of the differential equation
(25)
α
2
t
dz
dt
= τz +G(t, z) +
dz
dt
(F (t, z) + cz)
is a convergent series.
To finish the proof, we are going to show that any coefficient zn of the
series z(t) is non-negative and that, if we write H =
∑∞
n=2Hnt
n, then
Hn ≤ zn for any n ≥ 2.
We proceed by induction on n. Looking more carefully how the se-
ries F (t, z) and G(t, z) are constructed (23), we can write
F (t, z(t))=
∞∑
n=2
Fn(z2, . . . , zn−1)tn, G(t, z(t))=
∞∑
n=2
Gn(z2, . . . , zn−1)tn,
where, for each n ≥ 2, Fn and Gn are polynomials in n − 2 variables
with non-negative coefficients (F 2 and G2 are non-negative constants).
Consequently, we have also
F (t,H)=
∞∑
n=2
Fn(H2, . . . ,Hn−1)tn, G(t,H)=
∞∑
n=2
Gn(H2, . . . ,Hn−1)tn.
Inequality (24) and equation (25) give for n = 2,
(α− τ)H2 ≤ G2, (α− τ) z2 = G2.
Then H2 ≤ z2. Suppose we have shown that Hk ≤ zk for k ≤ n − 1
where n ≥ 3. Since the coefficients of F k and Gk are non-negative, using
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again (24) and (25), we obtain finally(α
2
n− τ
)
Hn ≤ Gn(H2, . . . ,Hn−1)
+
n−2∑
k=1
(k + 1)Hk+1
(
Fn−k(H2, . . . ,Hn−k−1) + cHn−k
)
≤ Gn(z2, . . . , zn−1)
+
n−2∑
k=1
(k + 1)zk+1
(
Fn−k(z2, . . . , zn−k−1) + czn−k
)
=
(α
2
n− τ
)
zn
as was to be proved.
4. Application to real analytic vector fields
In this final section we give an application of our main result, Theo-
rem 3.3, to (germs of) real analytic vector fields X at 0 ∈ Rn.
For such a vector field X, denote by D0X its linear part at the origin
and consider the decomposition
Rn = Es ⊕ Ec ⊕ Eu
into the linear subspaces associated to the eigenvalues of D0X with pos-
itive, zero and negative real parts, respectively. Put also Ecs = Es⊕Ec,
Ecu = Eu ⊕ Ec. A well known result in the theory of invariant mani-
folds (see for instance [11] or [7]) asserts that, for any k ∈ Z≥1, there
are smooth embedded manifolds W sk , W
cs
k , W
c
k , W
cu
k , W
u
k of class C
k
in a neighborhood of the origin which are invariant by X and such
that T0W

k = E
 with  = s, cs, c, cu, u. They are called local stable,
center-stable, center, center-unstable and unstable manifold of class Ck
of X at 0, respectively. Moreover, the stable and unstable manifolds are
uniquely determined by dynamical properties, so that they do not de-
pend on k (thus they are of class C∞). Both are called strong invariant
manifolds. In contrast, the weak invariant manifolds W csk , W
c
k , W
cu
k ,
are not unique, may depend on k and may not be even of class C∞ at
the origin.
The existence (and uniqueness) of such invariant manifolds in the for-
mal setting is easier, however much less treated in the literature. Also,
the strong manifolds are (real) analytic at the origin. We summarize
these results in the following statement, which can be proved as a corol-
lary of Theorem 3.1 and our main result, Theorem 3.3.
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Theorem 4.1. There are unique formal non-singular manifolds
Ŵ s, Ŵ cs, Ŵ c, Ŵ cu, Ŵu
at the origin of Rn which are invariant for X and tangent to Es, Ecs,
Ec, Ecu and Eu, respectively. Moreover, the formal stable and unstable
manifolds, Ŵ s and Ŵu are convergent.
Proof: Fix  ∈ {s, cs, c, cu, u} and let r = dim(E). Let E′ with ′ ∈
{s, cs, c, cu, u} be a complementary of E. In order to obtain Ŵ , we
take real analytic coordinates (x,y) such that E is tangent to {y = 0}
and write in this coordinates
X = a(x,y)
∂
∂x
+ b(x,y)
∂
∂y
,
where a = (a1, . . . , ar) and b = (b1, . . . , bs) are vectors of real convergent
power series. Considering a, b also as convergent complex power series,
we can think of the real analytic vector field X as a holomorphic one in
a neighborhood of 0 ∈ Cn (with the same notation for complex coordi-
nates (x,y)). By the definition of the linear subspaces E, if we denote
by µi the eigenvalues of D0X corresponding to E
 and λj the ones cor-
responding to E
′
then the non-resonance conditions (9) in Theorem 3.1
hold. We obtain a (complex) formal invariant manifold ŴE , tangent
to E, given as a graph
y = h(x) = (h1(x), . . . , hn−r(x)) ∈ (C[[x]])n−r
formally satisfying the system of partial differential equations (11). It
only remains to show that any component of h is a real power series,
that is, that hi(x) ∈ R[[x]]. Notice that, if we write in homogeneous
components
hi =
∞∑
k=2
h
(k)
i , h
(k)
i =
∑
|q|=k
h
(k)
i,q x
q, h
(k)
i,q ∈ C,
then formula (14) gives recursively for k ≥ 2 that the values {h(k)i,q }i,q
form a solution of a system of linear equations where the coefficients are
real polynomials in the values {h(l)i,q}i,q,l<k, since a and b are real power
series. We conclude that there exists a solution of (11) which is a vector
of real power series and, by the uniqueness of the formal manifold ŴE
stated in Theorem 3.1, each hi ∈ R[[x]].
The second part of the theorem, i.e. that Ŵ s and Ŵu are convergent,
follows directly from Theorem 3.3 and the above observation: for exam-
ple in the case of the stable manifold, we have that Ŵ s is the formal
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invariant manifold ŴEs given by Theorem 3.1 and, being Re(µi) < 0 for
any eigenvalue µi corresponding to E
s and Re(λj) ≥ 0 for any eigen-
value corresponding to the complementary space Ecu, the condition (15)
in Theorem 3.3 holds and thus Ŵ s is convergent.
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