Because of its computational efficiency, prestack Kirchhoff depth migration remains the method of choice for all but the most complicated geological depth structures. Further improvement in computational speed and amplitude estimation will allow us to use such technology more routinely and generate better images. To this end, we developed a new, accurate, and economical algorithm to calculate first-arrival traveltimes and amplitudes for an arbitrarily complex earth model. Our method is based on numerical solutions of the wave equation obtained by using well-established finite-difference or finite-element modeling algorithms in the Laplace domain, where a damping term is naturally incorporated in the wave equation. We show that solving the strongly damped wave equation is equivalent to solving the eikonal and transport equations simultaneously at a fixed reference frequency, which properly accounts for caustics and other problems encountered in ray theory. Using our algorithm, we can easily calculate first-arrival traveltimes for given models. We present numerical examples for 2-D acoustic models having irregular topography and complex geological structure using a finite-element modeling code.
INTRODUCTION
Efficient and accurate traveltime and amplitude calculation from surface to depth points is of critical importance in Kirchhoff prestack depth migration as well as to transmission and refraction tomography.
Ray-tracing techniques have widely been used for traveltime calculation. Shooting-ray (Cerveny et al., 1977) and ray- bending methods (Thurber and Ellsworth, 1980) form the basis for most commonly used algorithms. Both of these conventional ray-tracing methods can become quite expensive if we calculate traveltimes at finely spaced angles and then interpolate the traveltimes onto a regular grid. In addition, ray methods often suffer from shadow zones and local minima (Coultrip, 1993) . Vidale (1988) suggested a method which directly computes first-arrival traveltimes on a regular grid by calculating finitedifference solutions of the eikonal equation. Van Trier and Symes (1991) vectorized Vidale's algorithm, and Qin et al. (1992) improved its stability by using expanding wavefronts. Podvin and Lecomte (1991) further improved the eikonal solver to reduce significant traveltime errors for models with a high velocity contrast. Building upon Podvin and Lecomte's (1991) work, Schneider et al. (1992) calculated eight traveltimes for eight propagation ranges of 45
• at each grid point, from which they extracted the minimum traveltime. This approach is easily applicable to anisotropic problems. Ettrich and Gajewski (1998) suggested a method which calculates traveltimes for an initial velocity model using Vidale's (1988) method and then computes traveltimes for slightly different velocity models using a finite-difference perturbation method. This perturbation method is easily adapted to computing traveltimes for weakly anisotropic media. Coultrip (1993) and Vinje et al. (1993) computed traveltimes using a wavefront construction algorithm and showed that wavefront construction is easily applied to prestack depth migration. Nichols (1996) presented a method which calculates traveltimes and amplitudes in the seismic frequency band by solving the one-way wave equation in the frequency domain. By assuming that the phase of the seismic signal varies linearly with frequency within a narrow seismic band, Nichols (1996) was able to obtain both traveltimes and amplitudes of maximum energy arrivals. Shin et al. (2000) also devised a traveltime calculation algorithm using finite-difference solutions of the one-way wave equation using a few seismic frequencies. They introduced complex frequencies commonly used to suppress wraparound in the frequency-domain modeling algorithms. By choosing this wraparound suppression factor to be sufficiently large, they were able to suppress all the energy (signal and noise) following the first arrival. In addition, by using the one-way wave equation, their technique favors traveltimes of direct arrivals rather than upcoming head waves.
The most accurate and reliable technique for determining traveltime and amplitude is to compute the full hyperbolic wavefield using either the finite-difference, finite-element, or pseudospectral methods at a relatively high frequency and then pick the traveltime and amplitude of each wave event. Unfortunately, this method is quite expensive, even for 2-D velocity models.
In this paper, we approximate a wavefield by a series of weighted spikes. By solving the wave equation in the Laplace domain, where the wave equation automatically includes a damping term, we can suppress all the events following the first-arrival event. We begin our discussion by showing that a solution of the wave equation in the Laplace domain can be expressed as a series of damped spikes. Next, we show how to calculate traveltimes and amplitudes from the solutions of the Laplace-transformed wave equation at a single Laplace frequency. Finally, we present some numerical examples for a suite of 2-D acoustic models with irregular topography and complex geological structure.
METHODOLOGY

Approximating wavefields by amplitude and traveltime
We assume that a seismic signal observed at a receiver in depth can be approximated by a series of weighted spikes (Figure 1 ). The weighted series of spikes can be expressed as
where A n and t n are the amplitude and the nth digitized time (counted from the first-arrival event), respectively. In general, if we multiply equation (1) by a strong damping factor e −αt , we can suppress all the events following the first arrival, as shown in Figure 2 , and thus approximate the solution as where A 1 and t 1 are the amplitude and the traveltime of the first arrival. By suppressing all the wave events following the first arrival, we transform the difficult first-arrival picking problem into the easier maximum-arrival picking problem.
Wave equation in the Laplace domain
When we solve the wave equation using finite-element methods, we obtain
where M is the mass matrix, K is the stiffness matrix, u is the unknown wavefield,ü is the second-order time derivative of u, and f is the source vector (Marfurt, 1984) . Taking the Laplace transform of equation (3) yields
where s is the Laplace frequency. In order to obtain the wavefieldŨ in the Laplace domain, we factor the real impedance matrix S into an upper and a lower triangular matrix, using either Doolittle's, Crout's, or Cholesky's method (Kreyszig, 1993) . We next obtain the wavefieldŨ in the Laplace domain using a simple forward and backward substitution. Note that the integrand of equation (6) is a damped signal like u * in equation (2). Hence, treating u and A n as column vectors, we note that by substituting u in equations (1) and (2) for u in equation (6), we can write the Laplace-transformed wavefield for a relatively high Laplace frequency s as
By using the wavefieldŨ and the derivative wavefield (∂Ũ/∂s) at a single Laplace frequency s in the Laplace domain, we will demonstrate how to efficiently calculate traveltime and amplitude of the first-arrival event.
FIG. 2. A delta-like wavefield obtained by introducing a strong
damping factor e −100t .
HOW TO CALCULATE TRAVELTIMES AND AMPLITUDES
If we take the derivative of equation (8) 
From equations (8) and (9), we calculate the traveltime τ (x, z) and amplitude A 1 (x, z):
and
We explain how to efficiently compute (∂Ũ/∂s) in Appendix A. We call our method suppressed wave equation estimation of traveltime (SWEET). In Appendix B, we show how our SWEET method is equivalent to simultaneously solving the eikonal and transport equations. In particular, if we substitute equation (8) into the wave equation in the high Laplace frequency limit, we will obtain the eikonal equation coupled with the transport equation. The parameters λ n and λ a are the numerical and analytic eigenvalues, respectively.
AN OPTIMUM LAPLACE FREQUENCY
Correct traveltimes requires proper selection of the Laplace frequency. A large Laplace frequency strongly damps all the wavefield except the first-arrival event, so that we can easily pick the first-arrival traveltimes. However, a large Laplace frequency also requires a fine grid to minimize numerical dispersion, resulting in increased computational cost. A small Laplace frequency results in economic calculations, but the small Laplace frequency may introduce errors in picking our first arrival because it does not completely damp wave events following the first arrival. For this reason, we need to optimize our choice of Laplace frequency so that we minimize dispersions and damp all the wave events following the first-arrival event.
In order to do so, we generalize work by Marfurt (1984) to analyze the dispersion relation of the Laplace-transformed wave equation. The dispersion analysis is in general performed by substituting plane-wave solutions for a homogeneous medium into a discrete form of the wave equation and computing normalized, numerical phase velocities as a function of frequency and angle. In the frequency domain, the plane-wave solutions are the same as the eigenfunctions of the Laplace equation (v 2 ∇ 2 u = 0). By introducing the concept of eigenfunctions, the dispersion relation can be expressed as the square root of the ratio of the numerical eigenvalue to the analytic eigenvalue ( √ λ n /λ a ; where λ n and λ a are the numerical and analytic eigenvalues, respectively). In the Laplace domain, we obtain the dispersion relation by using the eigenfunction rather than the plane-wave solution, because we cannot readily define wavenumber, wavelength, and plane-wave solutions (Appendix C). The dispersion relation of the Laplacetransformed wave equation is analogous to the frequencydomain wave equation.
Once we obtain our dispersion relation, we could determine the grid interval and the optimum Laplace frequency which will be used to compute traveltimes and amplitudes for a given velocity model by analyzing dispersion curves for various Laplace frequencies, grid intervals, velocities, and wave-propagation angles. From the dispersion curves, we can also extract the empirical relationship between grid interval, velocity, and Laplace frequency. The relationship has a form analogous to that of the more familiar frequency-domain wave equation: 
where s optimum is the optimal Laplace frequency corresponding to angular frequency ω, v ave is the average velocity of a given model, is the grid interval, and G is the number of grid points per pseudowavelength (i.e., the equivalent to wavelength in the frequency domain). Since we do not actually know how to define wavelength in the Laplace domain, we define the equivalent concept to wavelength in the frequency domain as pseudowavelength in the Laplace domain. The characteristic of dispersion curves for the finite-element method in the frequency domain is dependent upon a means of constructing the mass matrix (Marfurt, 1984) . We compute dispersion curves for the two conventional finite-element methods using the consistent and lumped mass-matrix operators (e.g., Marfurt, 1984; Jo et al., 1996) . When using the consistent massmatrix operator to approximate the mass term, the square root of normalized eigenvalue ( √ λ n /λ a ) decreases as G decreases (Figure 3, left) . On the other hand, the dispersion relation for the lumped mass-matrix operator has the opposite characteristic (Figure 3, right) . For simplicity of programing computer code, we will use the lumped mass-matrix operator for traveltime and amplitude computation. For the lumped mass-matrix operator, the number of grid points per pseudowavelength (G = 25) is determined by analyzing dispersion curves having errors less than 0.4%.
A RELATIONSHIP BETWEEN LAPLACE FREQUENCY AND TRAVELTIME ERROR
We compute traveltime errors for a homogeneous model as a function of the Laplace frequency. We begin by taking the homogeneous model (800 m × 800 m) with a constant velocity of 2000 m/s and apply a source at the center of the model. We then analyze traveltime errors for two cases: one where both the Laplace frequency and grid interval change, and the other where the Laplace frequency changes but the grid interval remains fixed.
In the first analysis, we use Laplace frequencies of 10π, 20π, 40π , and 80π , where the grid intervals determined with G = 50 Figure 4 , we display analytic traveltimes and numerical traveltimes computed by the SWEET method for the homogeneous model. In Figures 4a, 4b , and 4c, we note that edge reflections generated from the finite-size model interfere with our ability to choose the first arrival. In Figure 4d , we note that numerical traveltimes agree well with analytic traveltimes in the entire model. The accuracy of our numerical traveltimes increases with Laplace frequency.
In the second analysis, we compare analytic traveltimes with numerical traveltimes obtained with a fixed grid interval of 2 m for the same model. We also use the same Laplace frequencies. For the Laplace frequencies of 10π , 20π, and 40π , the numerical dispersion errors are less than 0.1%, whereas for the Laplace frequency of 80π , the numerical dispersion errors are no larger than 0.4% with G = 25. In Figures 5a, 5b , and 5c, we can note that numerical traveltimes are the same as those in Figures 4a, 4b , and 4c, whereas the numerical traveltimes with the error of 0.4% in Figure 5d are more compatible with analytic traveltimes than those with the error of 0.1% in Figure 4 . Our numerical tests tell us that we can obtain the most accurate traveltimes when we choose the number of grid points per pseudowavelength to be G = 25.
COMPUTATIONAL EFFICIENCY
The computational effort required to generate traveltime and amplitude tables using conventional ray-tracing techniques is linearly proportional to the number of shots. In our SWEET algorithm, once we factor the impedance matrix, the cost also increases in proportion to the number of shot points. Even though our SWEET algorithm requires an extra cost to decompose the symmetric impedance matrix, the total cost for our algorithm is comparable to that of conventional ray-tracing methods.
NUMERICAL EXAMPLES
In order to verify our SWEET solution, we first examine a two-layer model with a local low-velocity zone similar to that presented by Vinje et al. (1993) . To show the robustness of the SWEET algorithm, we present two additional examples: an irregular topography model with a strong velocity contrast and the IFP Marmousi model. We compare traveltimes and amplitudes computed by the SWEET algorithm for the Marmousi model with those obtained by using the time-domain finite-element solutions of the hyperbolic wave equation. 
A two-layer model with a local low velocity zone
We begin with a two-layer model that has high velocity variations (Figure 6a ) and overplot the resulting traveltimes contoured with an interval of 0.05 s. From Figure 6a , we observe the shadow zone to the left of the low-velocity zone and the head waves in the upper layer. We conclude that the SWEET provides physically realistic, meaningful results even in the presence of a high velocity contrast. We also show corresponding logarithmic amplitudes in Figure 6b . We see two areas with low amplitude (indicated by white): one delineates the shadow zone behind the low-velocity inclusion and the other is associated with the head wave. 
Irregular topography model
To examine the stability of our traveltime and amplitude estimation in the presence of irregular topography, we take the model shown in Figure 7a . We assigned a velocity of 340 m/s and a density of 0.001 25 g/cm 3 to the air layer, and a velocity of 1000 m/s and a density of 2.0 g/cm 3 in the subsurface. The grid spacing x = z = 2 m. A source is located at the center of the model, at x = 500 m, z = 500 m.
Figures 7a and 7b show traveltimes and amplitudes for the irregular topography model, respectively. The direct waves appear as circles in the subsurface. The waves, refracted towards the normal into the air, mimic the topography into the air. The amplitude decays faster in the air than in the subsurface, as shown in Figure 7b .
The IFP Marmousi model
Having successfully demonstrated the algorithmic stability in the two previous models, we proceed to test the accuracy for the IFP Marmousi model (Versteeg, 1994) , shown in Figure 8a thetic seismograms generated by time-domain finite-element modeling (e.g., Marfurt, 1984) of the hyperbolic wave equation (Figure 8b ). In the early times less than 1.5 s, the SWEET method yields traveltimes compatible with time-domain finiteelement modeling solutions, but in the later times larger than 1.5 s, we can observe slight differences between the traveltimes obtained by the SWEET method and the finite-element traveltimes. The differences mainly appear in the head waves. We presume that the differences originate from erroneously picking headwaves that have the characteristics of a smoothly emerging onset and a longer tail than other waves (Aki and Richards, 1980) .
In Figures 9a and 9b , we superimpose traveltime contours calculated by the SWEET method at 0.8 s and 1.1 s on the snapshots computed by the finite-element solutions of the hyperbolic wave equation at 0.8 s and 1.1 s, respectively. From Figure 9 , we note that our traveltimes are in good agreement with the leading wavefronts of the snapshots.
In order to estimate the accuracy of the amplitudes computed by the SWEET method, we compare amplitudes of the first-arrival events obtained by the SWEET method with amplitudes computed from the synthetic seismograms obtained by finite-element modeling in Figure 10 . We note that our amplitudes show a remarkable similarity to those of the finite-element solutions. Disagreements may arise from errors in picking the amplitudes of the first-arrival events.
CONCLUSIONS
We presented the new SWEET method that computes traveltimes and amplitudes of first-arrival events for complex geological models for weighted prestack Kirchhoff depth migration. By solving the wave equation in the Laplace domain, we can suppress all the events with respect to the first-arrival event and thus easily compute the traveltime and amplitude of the first-arrival event. The accuracy of the SWEET method is sensitive to the Laplace frequency used to compute the traveltime and amplitude. By measuring errors between analytic traveltimes and numerical travel times obtained by the SWEET method for a simple, homogeneous model, we note that traveltime error is in inverse proportion to Laplace frequency with acceptable numerical-dispersion error. However, a large Laplace frequency requires a fine grid interval to minimize numerical dispersion, which leads to a higher computational cost. As a result, we need to select an optimum Laplace frequency that is large enough to effectively damp wave events following the first arrival while at the same time minimizing the numerical dispersion for a given velocity model. From our experience, with numerical dispersion error no larger than 0.4% (G = 25), we can obtain accurate traveltimes. Any numerical algorithm (such as the frequency-domain finite-difference modeling technique) can exploit the SWEET feature. Higher order accurate finite-difference and finite-element modeling schemes will allow us to use coarser grids. We showed that solving the Laplace-transformed hyperbolic wave equation is equivalent to simultaneously solving the eikonal and transport equations. Through numerical examples, we have showed that our SWEET method provides first-arrival traveltimes similar to traveltimes obtained from finite-element solutions of the eikonal equation but does not suffer from some of limitations encountered for high-velocity contrast. In addition, amplitudes computed by the SWEET algorithm are not adversely affected by caustics.
This implementation of our SWEET method only computes first-arrival rather than maximum-energy arrival time. Our next task is to exploit this estimate of first arrivals to define a window in which we search for a later maximum energy event. The SWEET method can easily be extended to any algorithm that can be implemented in the frequency domain, including 3-D topographic models. 
