This article focuses on clustering techniques for the analysis of microarray data and discusses contributions and applications for the implementation of intelligent diagnostic systems and therapy design studies. Approaches to validating and visualising expression clustering results and software and other relevant resources to support clustering-based analyses are reviewed. Finally, this paper addresses current limitations and problems that need to be investigated for the development of an advanced generation of pattern discovery tools.
INTRODUCTION
The analysis of microarray data has become a fundamental approach to modelling important biological processes. Its outcomes may have a profound impact on the development of new methods for the prevention and treatment of diseases.
1,2 However, it has been shown that traditional statistical techniques are not sufficient to address many of the data mining and integration challenges of this domain. 3 Key data analysis problems that need to be considered are: data preprocessing, which includes missing value estimation, 4 normalisation 5 and feature transformation; 6 feature selection; 7 supervised classification; [8] [9] [10] clustering; 11 correlation and association studies; 12 statistical validation and evaluation. 11 Several techniques originating from statistics, machine learning, information retrieval and extraction and signal processing have been applied to perform these functions. 3 A number of books have recently reported the acquisition, discovery and classification of expression patterns. [13] [14] [15] In 2000 a critical assessment of microarray data-analysis techniques (CAMDA) was initiated. 16 Several journal papers have overviewed microrray data acquisition and analysis issues. Duggan et al. 17 introduced basic experimental and data analysis techniques for cDNA microarrays. Lockhart and Winzeler 1 presented microarray methods and applications. They discussed goals for the development of more effective expression data analysis techniques. Sherlock 18 overviewed data analysis problems and procedures based on selforganising maps (SOMs), k-means and hierarchical clustering. Quackenbush 19 reviewed general aspects in microarray data analysis, ranging from data normalisation and distance metrics, through clustering algorithms and principal component analysis, to supervised classification methods. Wu 20 has studied important topics for the analysis of gene expression profiles, which involve: data acquisition, preprocessing, traditional clustering methods such as hierarchical clustering and SOMs, and statistical procedures for hypothesis testing. Azuaje 3 discussed data mining and management problems, including discovery goals, methods and applications in a number of biomedical domains.
Unlike the papers referred above, this review focuses on clustering approaches to analysing microarray data. 11 This contribution discusses not only solutions based on traditional algorithms (such as k-means, SOMs and hierarchical clustering), but also novel advances and applications. It places emphasis on key design, visualisation and validation issues required to develop data clustering tasks. It highlights problems that need to be addressed by an advanced generation of clustering-based analysis tools. Software, books and electronic resources relevant to clustering-based interpretation will be given.
EXPRESSION DATA CLUSTERING: BASIC DEFINITIONS AND APPLICATIONS
Clustering identifies groups of genes or samples showing similar expression patterns. These partitions are known as clusters. Clustering studies are based on the idea that genes that are contained in a particular pathway should be co-regulated and therefore should exhibit similar patterns of expression.
21 Figure 1 shows a 2D representation of a clustering result. In this hypothetical example, two types of genes, each one associated with a different biological function (A and B), are clustered based on their expression profiles. Each cluster is encircled, and the genes that are linked to each cluster are displayed randomly within the correspondent circle.
Clustering algorithms are useful for: (a) measuring the similarity between genes according to their expression patterns under different conditions; or (b) measuring the similarity between samples described by the expression levels of a set of genes. 3 This framework has facilitated the classification of diseases, the discovery of gene function, and the identification of relationships among a subset of variables such as biological conditions or perturbations. 22, 23 Moreover, clustering has been proposed to support the discovery of sub-categories for diagnostic and prognostic purposes. 24 Hypothesis testing and cluster description procedures have been implemented to evaluate experimental models and generate decision support rules. 25 A clustering algorithm generally requires the data to be described by a matrix of values. In a microarray data experiment, an element of such a matrix may represent, for instance, the gene expression value associated with a particular biochemical perturbation. Other methods process a matrix of pairwise values, where each of them is associated with the similarity (or dissimilarity) value between two objects. A matrix element may define, for instance, the similarity between two genes expressed under a specific biological condition.
Clustering algorithms typically aim to optimise a partition quality measure. These measures may related to: (a) the heterogeneity of the clusters, also known as their intra-cluster distances; and (b) their separation from the rest of the data, also referred to as the inter-cluster distances. Therefore, clustering algorithm designers and users may need to define methods not only to assess the distance between genes (or samples), but also intra-and inter-cluster distances. Several sample-to-sample, intra-and inter-cluster metrics have been applied and/or combined in microarray data clustering models. 11 The selection of a clustering algorithm 
Clusters
depends on the statistical nature of the data, problem and user requirements, and the attributes and constraints exhibited by the algorithms available. Clustering algorithms may be categorised into different types, according to the way they process and partition the data. Hasti and colleagues, 26 for example, define three major types of clustering techniques: combinatorial algorithms, mixture modelling and mode seeking. Combinatorial algorithms partition the data without making reference to a probability model. Mixture modelling methods assume that the data originate from a population characterised by a probability density function. In this case, a density function is defined by a mixture of component density functions, where each component represents one of the existing classes. The mode seeking models apply a nonparametric method, which aims to predict different modes of a probability density function. Some algorithms for the generation of association rules represent typical examples of this category. 25 The k-means method, hierarchical clustering and SOMs may be defined as examples of combinatorial algorithms.
Hierarchical clustering may be implemented by applying agglomerative and divisive paradigms. These techniques aim to produce a tree-like structure in which the nodes represent subsets of an expression data set. The agglomerative paradigm starts at the bottom of the data hierarchy (individual genes or samples). At each hierarchical level, it recursively merges a selected pair of clusters into a single cluster. An agglomerative technique depends on the approach used to assess the separation between clusters, such as single and average linkage methods. 19 Divisive strategies perform a top-down approach because they begin to process the entire data set as a single cluster, and recursively divide the existing clusters into two clusters at each iteration. Figure 2 illustrates a tree (also known as dendrogram) obtained after performing a hierarchical clustering of a collection of genes. Each column is associated with a gene, and the branch lengths represent the distance or dissimilarity between genes.
Azuaje and Bolshakova 11 categorise microarray data clustering algorithms into three major types: (a) hierarchical clustering, (b) models based on iterative relocation and (c) adaptive systems and other advances. Hierarchical models may be defined as above. Models based on iterative relocation consist of a number of 'learning' steps to search for an optimal partition of samples. Such processes commonly require: (1) the specification of an initial partition of objects into a number of classes; (2) the definition of a number of clustering parameters to implement the search process and assess the adequacy of its outcomes; (3) a set of procedures to transform the structure or composition of a partition; and (4) iterative relocation clustering. They may also combine different clustering paradigms to improve classification accuracy 3 or to perform clustering as a supervised method. 27 
ADVANCES IN CLUSTERING-BASED INTERPRETATION OF MICROARRAY DATA
Bioscientists may choose clustering solutions from a diverse and extensive collection of algorithms originating from statistical learning, pattern recognition and machine learning. 19, 20 Recent advances include, for example, different methods based on the combination of multi-layer neural networks and fuzzy logic, 27, 30 concepts and techniques from the graph theory 31 and several Bayesian approaches. 32, 33 Unlike traditional methods, some of these techniques may be adapted and/or combined to perform both supervised and unsupervised classification of expression patterns. 27 These models also exhibit advantages in terms of their computational efficiency and learning complexity. For example, the models reported in Azuaje 27 and Tomida et al. 30 require the user to define a small number of learning parameters in comparison to other neural networks. One of these systems, which is based on a neural network known as Simplified Fuzzy ARTMAP, may allow the execution of a clustering task with a single processing iteration. 27 The combination of traditional and advanced solutions, together with the application of decision support and evaluation models may provide the basis for more reliable and understandable analyses.
Wu et al. 34 have proposed a novel approach to predicting gene function based on expression data. They showed the importance of applying multiple clustering methods to discover relevant biological patterns. The clustering methods applied were: hierarchical clustering, k-means, SOMs, 'block up/ down' and 'top-N'. 34 Each method may produce partially overlapping expression clusters. A class prediction provided by a clustering algorithm is associated with a probability value, P, which may assign a gene to multiple functional categories. This strategy assesses the possibility that a cluster of genes was obtained by chance. Thus, predictions are based on the minimum P-value exhibited by a category in the cluster. Similarly, they implement tools to visualise gene clusters and their annotations. This framework also suggested that small clusters are more suitable for producing reliable predictions. Wu et al. confirmed the validity of these results by implementing biochemical experiments. This is an elegant and robust solution, which demonstrates how machine learning models, statistics and validation methods may be integrated to improve the interpretation of biological data. One important aspect of this type of frameworks is that, unlike traditional methods, it can associate multiple reliable predictions to a gene, which are described by probabilities. The implementation of tools for automatically annotating clusters also allows users to accelerate the validation of predictions. Figure 3 summarises the sequence of analysis steps of this approach.
The statistical evaluation or validation of clusters may comprise the implementation of tests to measure consistency and significance, and validity indices to estimate their reliability. 35, 36 These factors have received relatively little attention in microarray data analyses. Apart from the validation procedure implemented by Wu et al., 34 other studies have suggested, for instance, the application of permutation tests 37 to aid in the selection of robust clusters. This type of methods may be applied to assess the relevance of clusters generated by different algorithms. But also they may represent central processing components in a clustering technique. One example is the self-organising tree algorithm (SOTA), 37 which allows the visualisation of hierarchical relationships. The product of this divisive method is a binary tree of clusters, whose size may be controlled by heterogeneity threshold or validity values. SOTA embodies some of the features observed in hierarchical clustering and SOMs. Moreover, it adds key capabilities, such as the assessment of cluster statistical significance and the generation of clusters at different hierarchical levels, which are not implemented by those traditional methods. Unlike the traditional hierarchical clustering and SOMs, SOTA statistically describes the quality and robustness of the obtained clusters. It has been shown that this system may be faster than the typical hierarchical model when processing massive expression data sets. Additionally, like the SOMs, SOTA generates prototypes to characterise the clusters. Table 1 compares fundamental attributes exhibited by the traditional hierarchical clustering, SOMs and the SOTA algorithm.
The estimation of the number of clusters represented in an expression data set is a crucial and complex task, which may significantly influence the products of an analysis process. There are three major types of methods: null hypothesis tests, internal validity indices and external validity indices. The first type aims to provide evidence against the hypothesis: 'there are no clusters in the data'. 38 Internal validity indices are calculated using the same data used to perform clustering. Several indices have been proposed by Kaufman and Rousseeuw, 39 Bezdek and Pal 40 and Tibshirani et al. 41 Bolshakova and Azuaje 42 have successfully applied internal validity indices to expression data analyses. They have also proposed strategies to combine the outcomes originating from multiple validity indicators, which may be used to generate more reliable and robust predictions about the correct number of clusters.
External indices assess the agreement between an experimental partition and a reference partition. The experimental partition is the clustering product under study, while the reference data set may be a partition with a priori known cluster structure. 35 
DATA INTEGRATION
Clustering algorithms may be useful to support the integration of microarray and other biomolecular data resources. Werner 43 has combined expression cluster analysis and promoter sequence information for the identification of target genes in therapeutic studies. Barash and Friedman 33 have implemented a probability model of binding sites and expression patterns to improve the classification of genes and the description of clusters. Liang and Kachalo 44 have studied the integration of gene sequences, microarray data and other chemical structures to aid in the identification of differentially expressed genes and the classification of biological samples.
Bilu and Linial 45 have applied clustering algorithms to combine information originating from BLAST searches and expression patterns. They showed a significant correlation between clusters of genes described by the BLAST E-scores of their similarity and clusters of expression patterns.
Chaussabel and Sher 46 have implemented an approach to combining expression data and large literature resources. They applied clustering methods to define associations between relevant literature profiles and expression data, which may represent a powerful tool to support gene discovery functions. In this study the terms found in thousands of abstracts significant to a collection of genes are retrieved and filtered. This vocabulary allows the generation of a structure of term-occurrence indices for each gene. A hierarchical clustering algorithm is then applied to detect relationships and display groups of genes based on term occurrence patterns. Thus, a user interprets occurrence indicators for terms such as 'apoptosis' and 'histocompatibility', which may provide an insight into the functional roles assigned to the genes in the literature. However, this research may benefit from the incorporation of more reliable methods for the retrieval of relevant literature records and terms associated with each gene.
VISUALISATION OF EXPRESSION CLUSTERS
Cluster visualisation has traditionally consisted of the representation of a dendrogram together with a colour-coded plot of the expression data.
19 Figure 4 depicts the hierarchical clustering of a number of genes, which are characterised by the expression values obtained during a number of experiments. In the original
Clustering may support data integration
There is a need to improve cluster visualisation plot generated by the TreeView software, 47 upregulated genes are depicted in red, downregulated genes appear in green, and the intensity of the colour is associated with the relative expression value. These tools may be combined with other graphical representations of cluster annotation information, confidence values and literature resources. 34, 46 One of its limitations is that the identification of clusters and associations is generally left to the user. Moreover, its complexity may be significantly increased when thousands of genes or experiments are analysed.
SOMs, self-adaptive neural networks and other non-linear mapping techniques may provide the basis for the implementation of more effective hierarchical and non-hierarchical visualisation methods.
48 Advanced selforganising networks can automatically model and organise the data under study based on adaptive structures, which do not need to be predefined by the user. The shape of the resulting structures can reflect complex similarity relationships, and multi-resolution hierarchical analysis of clusters may be implemented. 49 Thus, they provide graphical components to characterise the data in a more meaningful and interactive fashion. The application of Sammon's Non-Linear Mapping has been studied to detect relevant clusters and outlying elements using 2D and 3D graphical representations. 50 However, these visualisation tasks may be enormously facilitated by developing novel algorithms for the automatic determination of relevant partitions and cluster boundaries. 52 which may represent useful options for cluster analysis and visualisation. There is also the need to develop tools to graphically represent the importance of features or attributes in classification studies, which can be measured by applying multiple relevance discovery methods.
CLUSTERING SOFTWARE AND BIBLIOGRAPHIC RESOURCES
Reviews on software for microarray data analysis have been published in this journal 53 and in Berrar et al. 54 Table 2 shows a list of both publicly available and commercial software for clustering-based microarray data analysis. Most of them are designed to run on recent versions of Windows or Linux. They allow the implementation of clustering algorithms such as: hierarchical clustering, k-means, SOMs, biclustering 55 and Bayesian models.
Several books on gene expression analysis have been recently published, which dedicate chapters on clusteringbased models and interpretation. 13, 14, 15, 53, 56 
DISCUSSION AND CONCLUSION
Clustering is a fundamental microarray data analysis task. 57 Several algorithms have represented key components of expression analysis applications, which include expression profiling in response to cancer treatments, 58, 59 plant biology studies 60 and the identification of differentially expressed genes in disease models. 61 They will continue playing an important role in molecular diagnosis, 62, 63 prognostic classification, 64 determination of expression signatures for complex diseases and developmental processes, 65 and the understanding of physiological systems. 66 Furthermore, clustering methods will significantly support new microarray data application areas, such as the search for vaccine candidates in parasitology. 67 In order to fully exploit the predictive capabilities of these systems, it is crucial to develop solutions that have been partially or never approached. Microarray data
Feature relevance representation is important
Clustering will continue playing a key role in expression data studies 71 This review has also discussed solutions for data integration and cluster visualisation. Both tasks may be greatly benefited from advanced research on feature selection or relevance discovery. 72 They may significantly contribute, for example, to the development of new options for simultaneously clustering genes and samples. 73 An advanced generation of clusteringbased techniques will require the implementation of more powerful and understandable mechanisms to visualise patterns. Significant improvements in computing power, and the consolidation and emergence of sophisticated information visualisation techniques should support the achievement of those goals. 74 Researchers should promote investigations on the representation and visualisation of patterns that are novel and useful for the genomic expression research community. An intelligent generation of microarray data analysis tools must take into account scientists ' 
