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ABSTRACT OF THE DISSERTATION
Three-dimensional Image Reconstruction in Transcranial Photoacoustic Computed
Tomography
by
Joemini Poudel
Doctor of Philosophy in Biomedical Engineering
Washington University in St. Louis, 2019
Professor Hong Chen, Chair
Professor Mark A. Anastasio, Co-Chair
Photoacoustic computed tomography (PACT) is an emerging imaging modality that exploits
optical contrast and ultrasonic detection principles to form images of the photoacoustically
induced initial pressure distribution within tissue. The PACT reconstruction problem
corresponds to an inverse source problem in which the initial pressure distribution is recovered
from measurements of the radiated pressure wavefield. A major challenge in transcranial
PACT brain imaging is compensation for aberrations in the measured data due to the presence
of the skull. Ultrasonic waves undergo absorption, scattering and longitudinal-to-shear wave
mode conversion as they propagate through the skull. To properly account for these effects, a
wave-equation-based inversion method should be employed that can model the heterogeneous
elastic properties of the skull. In this dissertation, a forward model based on a finite-difference
time-domain discretization of the three-dimensional elastic wave equation is established and
a procedure for computing the corresponding adjoint of the forward operator is presented.
Massively parallel implementations of these operators employing multiple graphics processing
units (GPUs) are also developed. The proposed matched forward-adjoint operator pair is then
utilized to develop an optimization-based image reconstruction method for 3D transcranial
xiv

PACT. The optimization-based image reconstruction method employs the developed numerical
framework to compute penalized least squares estimates of the initial pressure distribution.
Computer-simulation and experimental studies are conducted to investigate the robustness
of the optimization-based reconstruction method to noise, model mismatch and its ability
to effectively resolve cortical and superficial brain structures. To properly compensate for
the distortions in measured pressure data caused by the presence of the skull, the developed
optimization-based image reconstruction methods require knowledge of the spatial distribution
of the acoustic parameters of the skull. However, estimating the spatial distribution of the
acoustic properties of the skull prior to the PACT experiment remains challenging. Inspired
by the observation that information about the distribution of skull acoustic parameters is
encoded in PACT measurements, in this dissertation a method to jointly reconstruct the
initial pressure distribution and the low-dimensional representation of the spatial distribution
of the acoustic properties of the skull from PACT data alone is proposed. The proposed joint
reconstruction (JR) algorithm is evaluated through three-dimensional computer-simulation
studies that closely mimic transcranial PACT experiments.

xv

Chapter 1
Introduction
The goals of this dissertation are to develop novel image reconstruction algorithms for
transcranial photoacoustic computed tomography (PACT) applications and to apply them to
experimentally acquired data. In this chapter, a brief overview of PACT and its applications
are discussed along with motivations for applying PACT to neuroimaging applications.

1.1 Overview and Motivation
Photoacoustic computed tomography (PACT) is an emerging computed imaging modality
that exploits optical contrast and ultrasonic detection principles to form images of the
absorbed optical energy density within a tissue [65, 106, 138]. In PACT, the biological tissue
of interest or object is irradiated with a short laser pulse. Under the condition of thermal
confinement, the optical energy absorption results in the generation of pressure waves via the
photoacoustic (PA) effect [97, 134]. These pressure waves are subsequently detected using
broadband ultrasound transducers. In its canonical formulation, the goal of PACT is to
reconstruct an image that represents a map of the initial pressure distribution within the
1

object from knowledge of the measured photoacoustically-induced pressure waves. The initial
pressure distribution is proportional to the absorbed optical energy distribution within the
object, which can reveal diagnostically useful information based on endogenous hemoglobin
contrast or exogenous contrast if molecular probes are utilized [26, 63, 138]. As such, PACT
can be viewed either as an ultrasound mediated optical modality or an ultrasound modality
that exploits optical-enhanced image contrast [135]. Over the past few decades, there have
been numerous fundamental studies of photoacoustic imaging of biological tissues [37, 65, 82,
96, 98, 124], and the development of PACT continues to progress at a tremendous rate [2].
Biomedical applications of PACT include small animal imaging [22, 77, 133] and human breast
imaging [3, 13, 73, 74, 78, 79], to name only a few. For additional information regarding
applications of PACT, there are numerous review articles that have been published on this
topic [9, 72, 94, 125, 128].
Neuroimaging technologies plays an increasingly important role in the initial detection
and subsequent monitoring of a wide range of brain diseases and injuries [51, 148]. Some
applications include detection and management of traumatic brain injury (TBI) [14, 19, 39],
or tumors [113, 129]. Existing human brain imaging modalities include X-ray computed
tomography (CT), magnetic resonance imaging (MRI), positron emission tomography (PET),
diffuse optical tomography (DOT) and ultrasonography. Transcranial brain imaging or
neuroimaging represents an important application that may benefit significantly by the
development of PACT methods as the existing clinically employed neuroimaging modalities
possess significant shortcomings. For example, X-ray computed tomography (CT) does not
reliably reveal subtle soft-tissue brain features whose delineation is integral in diagnosis
and management. Additionally, the use of repeated X-ray CT studies in patients exposes
them to the long-term effects of radiation [100]. Magnetic resonance imaging (MRI) provides
better soft tissue contrast than X-ray CT and is widely employed for neuroimaging [48].
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However, MRI imaging times are relatively long, and require expensive and bulky equipment.
Optical imaging modalities are desirable because they can provide functional information
based on the high hemoglobin-contrast between tissues that contain different concentrations
of blood. However, optical-only imaging, such as diffuse optical tomography (DOT), suffers
from inherently low spatial resolution in transcranial imaging [33, 131]. Ultrasonography
is an established portable pediatric neuroimaging modality, but its image quality degrades
severely when employed after the closure of the fontanelles and therefore is only effective
for children 18 months old and younger [108]. Accordingly, there remains a great need to
develop effective and safe neuroimaging methods.
As summarized in Table 1.1, the development of PACT neuroimaging methods would circumvent the limitations mentioned above and result in a powerful new neuroimaging modality that
would fill an important void left by the available techniques. PACT has been recently developed
to overcome the limitations of other modalities [127]. Combining endogenous and exogenous
contrasts, PACT can potentially provide anatomical, functional (even metabolic [142]), and
molecular assessments in a single modality. Anatomical structures can be imaged based
on endogenous hemoglobin. Hemoglobin(Hb) can also serve as a functional contrast for
imaging of hemoglobin oxygen saturation (sO2 ) [146], the speed of blood flow [42, 141],
and the metabolic rate of oxygen (MRO2 ) [142]. Therefore, PACT is uniquely suited for
non-invasively imaging vasculature and sO2 of brain lesions. A PACT imager would require
low investment with minimal space, without the need for dedicated rooms with magnetic
and radiation shielding. PACT would permit shorter imaging times than MRI. The absence
of strong RF fields would allow patients with vagal nerve stimulators, pacemakers, and
orthopedic implants to be safely imaged. Additionally, programmable ventriculoperitoneal
shunt valves, which are often present in neurosurgical patients, would be safe from magnetic
field gradient-induced malfunction. Unlike X-ray CT, there would be no ionizing radiation

3

Modality
MRI

Spatial resolu- Cost
tion
2-3 mm
High

Ionizing
radiation
No

X-ray CT
DOT
PACT

50-100 µm
5 mm
1 mm

Yes
No
No

Low
Low
Low

Contrasts

Acquisition
time
Proton density, Long
Gadolinium injection
Radiodensity
Short
sO2 and Hb
Short
sO2 , Hb and Short
MRO2

Table 1.1: Table comparing the features of the most commonly employed neuroimaging
modalities with PACT.
involved. Because of the contrast it can yield, which is complementary to that produced by
existing neuroimaging methods, its safety, portability, and low cost, the rapid development
and investigation of PACT as a neuroimaging modality is highly warranted.
The majority of the currently available PACT reconstruction algorithms are based on idealized
imaging models that assume a lossless and acoustically homogeneous medium. Using such
assumptions, in vivo transcranial PACT studies have been successful in revealing structure
and hemodynamic responses in small animals [71, 122, 138]. Because the skulls in these
studies were relatively thin (∼ 1 mm), they did not significantly aberrate the photoacoustic
wavefields. As such, conventional backprojection (BP) methods that ignored the presence
of the skull and assumed a homogeneous lossless fluid medium were employed for image
reconstruction with good success [34, 67]. This assumption, however, is grossly violated in
primate skulls due to the presence of acoustic heterogeneities within the skull. The primate
skull is an elastic solid that has acoustic properties that are very different from soft tissue.
Images produced by conventional reconstruction methods in the presence of primate skull
can contain significant distortions and degraded spatial resolution [57, 61, 92, 137, 138, 140].
Numerous image reconstruction methods have been proposed that compensate for aberrations
of the measured photoacoustic (PA) wavefields caused by an medium’s acoustic variations
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and hence improve PACT image quality [58, 62]. However, these methods have do not model
shear mode propagation supported by the human skull bone. As a result of the simplified
model employed, only modest improvements in image quality were observed as compared
to use of a standard BP-based reconstruction algorithm. As as result, images produced by
conventional reconstruction methods in the presence of primate skull can contain significant
distortions and degraded spatial resolution [57, 61, 92, 137, 138, 140].
To establish transcranial PACT as an effective neuroimaging modality, there is a need
for advanced reconstruction algorithms that can effectively compensate for the distortions
introduced by the skull. Ultrasonic waves undergo absorption, scattering and longitudinalto-shear wave mode conversion as they propagate through the skull. Hence, advanced
reconstruction algorithm that can compensate for these effects needs to be developed and
validated. Thus, a major part of the dissertation involves developing an imaging model
that accurately captures the physics of wave propagation in the skull. Such sophisticated
imaging models will then allow the design of reconstruction algorithms that can effectively
compensate for aberrations induced by the skull in the PACT data. In addition, the
developed reconstruction algorithms will also provide the framework to compensate for data
incompleteness, noise as well as model mismatch.

1.2 Approach to image reconstruction
The general approach to transcranial PACT image reconstruction employed in this dissertation
is to formulate the problem of estimating the sought-after initial pressure distribution as
the solution of an optimization problem. This dissertation is restricted to the problem
of estimating the initial pressure distribution and does not address the more complicated
problem of recovering the optical properties of an object [110, 144]. In the optimization-based
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image reconstruction approach, the initial reconstructed images are refined and modified
iteratively until a certain criterion is met. Typically in an optimization based scheme, the
criterion is a cost function that is minimized. The cost function in such scheme includes one
or more terms that relate to the distance between the measured data and the predicted data
given the assumed model and one or more regularization terms that incorporate a priori
knowledge about the object being imaged.
There are potential practical and conceptual advantages to optimization-based image reconstruction methods. For example, because they are based on the development of realistic
physics-based models for describing imaging system, optimization based image reconstruction
methods can comprehensively compensate for the imaging physics and other physical factors
such as responses of the measurement system. For these reasons, most modern image reconstruction methods for computed imaging modalities including X-ray computed tomography
and magnetic resonance imaging are formulated in this way [43, 99, 130]. While no mathematical model will perfectly describe an imaging system, the hope is that by improving the
accuracy of the assumed model, more useful reconstructed medical images can be obtained.
Moreover, such methods provide a general framework for incorporating regularization, which
can mitigate the effects of measurement noise, data incompleteness and model mismatch.
Because optimization-based methods are often implemented by use of iterative algorithms,
they are generally more computationally demanding; however the use of modern parallel
computing technologies [123] makes iterative model-based reconstruction scheme feasible for
three dimensional transcranial PACT applications.

6

1.3 Outline of the dissertation
The dissertation opens with Chapter 2 that provides the background of transcranial PACT
and lays the foundations for the latter chapters. Specifically, the imaging models that relate
the measured photoacoustic wavefields to the sought-after object function are described in
their continuous and discrete forms. In addition, a brief description of the PACT image
reconstruction based on the discrete imaging model is also presented.
The explicit formulation of the discrete-to-discrete imaging model or the forward operator
is described in Chapter 3, along with the explicit formulation and the implementation of
the corresponding matched discrete adjoint operator. The matched forward-adjoint operator
pair are validated using carefully designed analytical studies. Moreover, the finite difference
time domain (FDTD) method is adopted for implementing the forward and adjoint operators
associated with the discrete imaging model.
By use of the forward and the adjoint operators developed in Chapter 3, an iterative image
reconstruction algorithm for transcranial PACT applications is presented in Chapter 4. The
proposed image reconstruction algorithm is validated using computer-simulation studies
and experimental studies. Furthermore, the robustness of the proposed algorithm to model
mismatch, data incompleteness and noise is also explored.
In Chapter 5, a joint reconstruction algorithm to extract information about the skull’s
acoustic parameters (bulk modulus, shear modulus and density) from PACT measurements
is proposed. The joint reconstruction algorithm is employed to concurrently reconstruct the
3D initial pressure distribution and acoustic skull properties from the PACT measurement
data alone. Since the joint reconstruction problem in PACT is unstable [56, 114], a low
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dimensional parameterized model of the skull is proposed, that can be effectively estimated
from the PACT data alone with the use of the developed joint reconstruction algorithm.
The results of the dissertation are summarized in Chapter 6.
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Chapter 2
Background
2.1 Imaging physics
In PACT, the object of interest is usually irradiated by a short-pulsed laser beam. Some
of the light from the laser beam is absorbed by molecules within the object and partially
converted into heat. Thermoelastic expansion then causes a localized pressure rise, provided
that the temporal width of the laser pulse is sufficiently short [126]. This pressure distribution
subsequently propagates outwards in the form of acoustic waves and is detected by the wideband ultrasonic transducers located on a measurement aperture surrounding the object [97,
126]. A schematic of a general PACT imaging experiment is shown in Figure 2.1. The
photoacoustically-induced initial pressure distribution p0 (r) is related to the optical properties
of the medium by
p0 (r) = Γ(r)η(r)A(r),

(2.1)

where A(r) is the absorbed optical energy density, η(r) is the percentage of energy converted
into heat and Γ(r) is the dimensionless Grüneisan parameter [126]. If the spatially varying
9
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wave
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Ultrasound
transducers

Figure 2.1: A schematic of a PACT imaging experiment.
absorption coefficient distribution at a point in the object is denoted as µa (r) and the light
fluence is denoted as φ(r), the absorbed optical energy density can be written as

A(r) = µa (r)φ(r).

(2.2)

Note, that the fluence φ(r) is a function of the absorption coefficient distribution µa (r),
the scattering coefficient distribution µs (r) and the anisotropy factor g(r), and is implicitly
determined by modeling light propagation in the tissue. While some image reconstruction
methods for PACT address the more complicated problem of estimating µa (r) [110, 144],
in this dissertation, the focus is on the more modest task of estimating the initial pressure
distribution within the object.

2.1.1

The elastic wave equation

In PACT, the propagation of acoustic waves is a key component of the image acquisition
process. For this reason, acoustic wave equation based inversion methods have been employed
to great success in PACT image reconstruction [4, 58, 84, 104]. In such methods, it is
assumed that acoustic waves propagate in fluid media (i.e., materials whose shear modulus
10

and viscosity are equal to zero), which is can approximately hold true for soft tissue. The
application of such image reconstruction methods to transcranial PACT yielded images that
contained significantly reduced artifact levels compared to those reconstructed by use of a
conventional BP methods [57]. However, a limitation of such works was that it assumed a
fluid medium and therefore assumed a simplified wave propagation model in which wave
propagation in elastic media like the skull could not be modeled. Furthermore, the deleterious
effects of assuming a fluid medium for wave propagation in a elastic solid such as the skull
have been carefully studied [46, 111, 112, 132].
Thus, a major challenge in transcranial PACT brain imaging is to compensate for aberrations
in the measured photoacoustic data due to their propagation through the skull. The
transmission of ultrasonic waves through the skull induces strong changes to the photoacoustic
wavefield through the processes of absorption, scattering, and longitudinal-to-shear wave mode
conversion. To properly account for these effects, a wave equation-based inversion method
should be employed that can model the heterogeneous elastic properties of the medium. In
this dissertation a numerical framework for image reconstruction in transcranial PACT based
on an elastic wave equation is presented. Using such approach, one can accurately model the
physics of acoustic wave propagation in elastic solids such as the skull. For this reason, the
derivation of the elastic wave equation, which describes the propagation of acoustic waves in
elastic solids, is briefly reviewed (see [31, 88, 89, 103, 143] for a more thorough treatment).
An elastic wave is a deformation of the body that travels throughout the body in all directions.
By examining a balance of forces and mass (Newton’s Second Law) across an elemental
volume and relating the forces on the volume to an ideal elastic response of the volume using
Hooke’s Law, the elastic wave equation can be derived. The effect of traction forces and
additional body forces f(r, t) is to generate an acceleration
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∂
u̇(r, t)
∂t

per unit volume of mass

or density ρ(r) given by

ρ(r)

∂
u̇(r, t) = ∇ · σ(r, t) + f(r, t),
∂t

(2.3)

where u(r, t) represents the acoustic displacement, u̇(r, t) ≡ (u̇1 (r, t), u̇2 (r, t), u̇3 (r, t)) represent the vector-valued acoustic particle velocity, f(r, t) represents an external body force
and
 σ(r, t)
11
 σ (r, t)

 σ 21 (r, t)


σ 31 (r, t)

represents the stress
 tensor at time t. The stress tensor σ(r, t) is given by
σ 12 (r, t) σ 13 (r, t)

σ 22 (r, t) σ 23 (r, t)
 and represents a measure of the internal forces acting within

σ 32 (r, t) σ 33 (r, t)

a deformable body. Here σ ij (r, t) represents the stress in the ith direction acting on a plane
perpendicular to the j th direction.
Strain is a description of deformation in terms of relative displacement of particles in the
body. Hence, the relationship between the infinitesimal displacement and strain is
1
(r, t) = (∇u(r, t) + ∇u(r, t)T ),
2


11

12

13

(2.4)



  (r, t)  (r, t)  (r, t)


.
21
22
23
where (r, t) is given by 

(r,
t)

(r,
t)

(r,
t)




31 (r, t) 32 (r, t) 33 (r, t)
The most general form of Hooke’s law for an ideal elastic solid relates the stress tensor and
the strain tensor and is given by
σ(r, t) = C(r) : (r, t),

12

(2.5)

where : represents the tensor dot product, and C(r) is a 4D tensor that represents the elastic
moduli, which describes the properties of the material. If we assume that the skull is an
isotropic elastic medium, then the 4D tensor C(r) only has two independent components and
can be written as
Cijkl (r) = λ(r)δij δkl + µ(r)(δik δjl + δil δjk ),

(2.6)

where λ(r) and µ(r) are the Lamé constants, δij is the Kronecker delta function. So, combining
Eqns. (2.6), (2.5) and (2.4) we have
σ(r, t) = λ(r)tr(∇u (r, t))I + µ(r)(∇u (r, t) + ∇u (r, t)T ).

(2.7)

Here, tr (·) is the operator that calculates the trace of a matrix and I ∈ R3×3 is the identity
matrix. Furthermore, combining the temporal derivative of Eqn. (2.7) with Eqn. (2.3) gives
a pair of differential equations that describe the propagation of acoustic waves in isotropic
elastic solids,

1 
∂t u̇ (r, t) =
∇ · σ (r, t) + f(r, t)
ρ (r)

(2.8a)

∂t σ (r, t) = λ(r)tr(∇u̇ (r, t))I + µ(r)(∇u̇ (r, t) + ∇u̇ (r, t)T ).

(2.8b)

Due to the assumptions on the entropy and viscosity, these equations neglect acoustic
attenuation. However, acoustic attenuation will be modeled in the forward models described
later in the chapter.

2.1.2

Continuous forward model

Let the photoacoustically-induced stress tensor at location r ∈ R3 and time t ≥ 0 be defined
as where σ(r, t). Additionally, let p0 (r) denote the photoacoustically-induced initial pressure
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distribution within the object. Let ρ(r) denote medium’s density distribution and λ(r), µ(r)
represent the Lamé parameters that describe the full elastic tensor of the linear isotropic
media. All functions in this work are assumed to be bounded and compactly supported.
The compressional and shear wave propagation speeds are given by,
s
cl (r) =

λ(r) + 2µ(r)
and cs (r) =
ρ(r)

s

µ(r)
,
ρ (r)

(2.9a)

respectively. In transcranial PACT imaging applications, the acoustic absorption is not
negligible. Here, acoustic absorption within the skull is described by a diffusive absorption
model [101]. The diffusive absorption model ignores the fact that the wavefield absorption is
dependent on temporal frequency. This model, however, is reasonable for cases where the
bandwidths of the photoacoustic signals are limited. Moreover, the model also assumes that
the shear absorption to compressional absorption ratio is given by the compressional velocity
to shear velocity ratio. This is approximately true in bone, because the slower shear waves
are, in fact, more attenuated than the faster compressional waves [101].
In a 3D heterogeneous linear isotropic elastic medium with an acoustic absorption coefficient
α(r), the propagation of u̇(r, t) and σ(r, t) can be modeled by the following two coupled
equations:
∂t u̇ (r, t) + α (r) u̇ (r, t) =


1 
∇ · σ (r, t)
ρ (r)

(2.10a)

and
∂t σ (r, t) = λ(r)tr(∇u̇ (r, t))I + µ(r)(∇u̇ (r, t) + ∇u̇ (r, t)T ),

(2.10b)

subject to the initial conditions
1
σ 0 (r) ≡ σ(r, t)|t=0 = − p0 (r)I,
3
14

u̇ (r, t) |t=0 = 0.

(2.10c)

In Eqn. (2.10c), it has been assumed that the object function p0 (r) is compactly supported
in a fluid medium where the shear modulus µ(r) = 0. In transcranial PACT, this corresponds
to the situation where the initial photoacoustic wavefield is produced within the soft tissue
enclosed by the skull. Note compared to Eqn. (2.8), there is no forcing function in Eqn. (2.10).
The data measured by the ultrasonic transducers acting as receivers can be obtained from
the pressure over the whole domain as
g(r0 , t) = Mp(r, t),

(2.11)

where g(r0 , t) is the data recorded by the continuous measurement aperture Ω0 and r0 ∈
Ω0 . Moreover, p(r, t) is the pressure over the whole domain and is given by p(r, t) =
P
− 3i=1 σii (r, t). In this dissertation, the operator M is chosen to have the form
M ≡ he (t) ∗t Λ

(2.12)

where Λ is the restriction of the pressure over the whole domain to the measurement aperture
Ω0 , ∗t is convolution in time, and he (t) is the electro-acoustic impulse response (EIR),
which describes the frequency dependence of the ultrasonic transducer. Note at all spatial
locations r0 ∈ Ω0 , the EIR response is convolved temporally with the pressure data recorded
at r0 ∈ Ω0 . The spatial impulse responses of the transducers are not considered in this
dissertation. The continuous transcranial PACT forward model consists of the composition of
the partial differential equation (PDE) described in Eqn. (2.10) and an observation operator
that restricts the pressure recorded to the measurement surface Ω0 along with a temporal
convolution operation with the EIR of the transducers. For simplicity, the EIRs are assumed
to be the same for all locations on the measurement aperture Ω0 . Hence, the mapping from
the initial pressure distribution p0 (r) to the pressure recorded on the continuous measurement
15

aperture Ω0 in a acoustically heterogeneous elastic media can be expressed as:
g(r0 , t) = Hwave (c)p0 (r),

(2.13)

where the wave equation-based forward operator Hwave (c) : L2 (R3 ) 7→ L2 (Ω0 )×[0, T ] describes
a continuous-to-continuous (C-C) mapping between two function spaces, and it depends
on the acoustic properties of the medium represented by c. The reason for the use of such
terminology is that the wave equation-based forward operator maps a function of continuous
variable (as opposed to a discrete variable) to another function of a continuous variable.
There is no implication that either the function itself is continuous or even that the mapping
is continuous.

2.1.3

Discrete forward model

As with any digital imaging system, the data acquired in a PACT experiment represent a finite
collection of numbers that form a vector. As such, the PACT forward operator is fundamentally
a continuous-to-discrete (C-D) mapping [8] that relates p0 (r) to the measurement vector.
The C-D operator for PACT can be expressed as:

HCD ≡ DHwave (c),

(2.14)

where D is a discretization operator that spatially and temporally samples the pressure
wavefield g(r0 , t) and Hwave (c) represents a C-C transcranial PACT forward operator described
in Eqn. (2.13). In practice, the detected pressure wavefield is discretized temporally and
spatially at specific transducer locations. Let g ∈ RNr L denote the discretized pressure signal,
where Nr represents the number of transducers and L represents the total number of discrete
temporal samples. A continuous-to-discrete (C-D) PACT imaging model, can be generally
16

expressed as

[g]kL+l = p(r, t)|r=rk0 ,t=l∆t

(2.15)

for k = 0, 1, 2, ..., Nr − 1 and l = 0, 1, 2, ..., L − 1. Here, ∆t is the temporal sampling interval
and the vectors rk0 ∈ R3 , k = 0, 1, 2, ..., Nr − 1, represent the position vectors of the Nr
receivers on the aperture Ω0 . In order to employ the optimization-based image reconstruction
methods described later, the C-D forward operator must be approximated by a discreteto-discrete (D-D) one. To accomplish this, a finite dimensional representations of p0 (r),
ρ(r), α(r), λ(r), and µ(r) need to be employed. An N -dimensional representation of p0 (r)
can be described as
pa0 (r)

=

N
X

[θ]n φn (r),

(2.16)

n=1

where N > 0 and the superscript a indicates that pa0 (r) is an approximation of p0 (r). The
functions φn (r) are called expansion functions and the expansion coefficients [θ]n are elements
of the N -dimensional vector θ. The goal of image reconstruction is to estimate θ for a fixed
choice of the expansion functions φn (r). As described below, different choices for the φn (r)
and rules for determining θ will result in different D-D forward models. The specific choice of
expansion functions may be motivated by various theoretical and practical reasons including
a desire to minimize representation error, incorporation of a priori information regarding the
object, and efficient computation. In this dissertation, the choice of the expansion function
is dictated by the numerical method solve the wave equation in Eqn. (2.10). A discussion
of the numerical method employed to solve the wave equation in Eqn. (2.10) is presented
in Section 3.2.
Let ρ, α, λ, µ, and θ ∈ RN be the finite dimensional representations of ρ(r), α(r), λ(r), µ(r)
and p0 (r), respectively, where N is the total number of grid points on the 3D grid. For a
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given ρ, α, λ, µ, and θ, the imaging equation in operator form can be expressed as
g = MH(c)θ,

(2.17)

where H(c) ∈ RN L×N is the discrete approximation of the initial value problem described
in Eqn. (2.10). Note, the D-D forward operator H is dependent on the vector c ∈ R4N ×1 ,
that is given by c ≡ [ρ, α, λ, µ]T . Additionally, M ∈ RNr L×N L is an discrete representation
of the action of the operator M described in Eqn. (2.12). Hence, knowledge of the discrete
representations of the acoustic parameters of the isotropic medium are needed to fully
characterize H(c). The goal of image reconstruction in transcranial PACT is to determine an
estimate of θ given the measured data g and the imaging operator H(c).

2.2 Image reconstruction
A general approach to modern PACT image reconstruction is to formulate the sought-after
estimate of p0 (r) as the solution of an optimization problem [104]. Compared to analytical
methods [34, 44, 50, 66, 68, 72], modern optimization-based reconstruction methods (OBRM)
are based on D-D imaging models that account for the physics of image formulation and
can compensate for other physical factors such as responses of the measurement system.
Furthermore, OBRMs provide a general framework for incorporating regularization, which can
help mitigate the effects of measurement noise. In addition, the incorporation of regularization
in the formulation of the optimization problem facilitates the generation of reconstructed
images that have a controllable tradeoff between image variance and spatial resolution.
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2.2.1

Estimation of the initial pressure distribution in transcranial
PACT

By use of the proposed D-D imaging model defined in Eqn. (2.17), a variety of OBRMs
can be employed in determining estimates of θ. In this work, we utilize an iterative PACT
reconstruction algorithm that seeks to compute penalized least squares estimates (PLS) by
solving an optimization of the form
b = 1 argmin||g − HM(c)θ||2 + γR(θ),
θ
2
2 θ≥0

(2.18)

where γ is a regularization parameter and R(θ) is a regularizing penalty term. For this study,
the discrete total variance (TV) semi-norm penalty, given by

R(θ) = ||θ||T V =

N n
o 12
X
([θ]n − [θ]n1− )2 + ([θ]n − [θ]n2− )2 + ([θ]n − [θ]n3− )2 ,

(2.19)

n=1

was employed. Here, [θ]n denotes the nth grid node, and [θ]n1− , [θ]n2− , and [θ]n3− are the
neighboring nodes before the nth node along the first, second and third dimension, respectively.
The optimization problem defined in Eqn. (2.18) represents a convex-optimization problem
as θ ≥ 0 represents a convex set and the data fidelity term as well as the regularization
term are convex w.r.t θ. The fast iterative shrinkage/thresholding algorithm (FISTA) with
backtracking linesearch and adaptive restart was employed in this dissertation to solve the
optimization problem in Eqn. (2.18) [10, 11, 12, 95].
This method has a number of advantages over alternative first-order optimization methods.
First-order optimization methods refer to the set of methods for which the computation of
the descent direction involves a linear or first order taylor approximation of the cost function.
Hence, information about the gradient of the function is employed to compute the descent
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direction. The FISTA method belongs to a subset of the first-order methods called the
proximal-gradient methods that permits the use of non-smooth regularization terms, such as
the TV semi-norm. Furthermore, it also belongs to a family of optimization methods that for
weakly convex optimization problems achieves the optimal asymptotic convergence rate [10,
11, 12]. Namely, for a weakly convex function F (x), FISTA obtains the convergence rate
F (xk ) − minF (x) ≈ O(
x

1
)
k2

(2.20)

where k is the iteration number and xk is the estimate of the sought-after quantity for the
k-th iteration. The problem given by Eqn. (2.18) represents a weakly convex optimization
problem whenever H(c) is not full rank and R(θ) is convex.

2.2.2

Joint estimation of initial pressure distribution and acoustic
parameters of skull in transcranial PACT

To accurately reconstruct the initial pressure distribution using the image reconstruction
methods described in Section 2.2.1, one needs complete knowledge of the spatial distribution
of the acoustic properties of the skull (APS). However, to estimate the spatial distribution of
the APS prior to the PACT experiment remains a challenging task. To circumvent this, in
this dissertation a joint reconstruction (JR) method for transcranial PACT is presented. In
this method, the spatial distributions of the APS are reconstructed concurrently with the
sought-after initial pressure distribution.
By use of the proposed D-D imaging model defined in Eqn. (2.17), we can devise the joint
reconstruction problem of estimating the initial pressure distribution as well as the spatial
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distribution of the APS concurrently as an optimization problem given by,
b ĉ = 1 argmin||g − MH(c)θ||2 + R(θ) + R(c).
θ,
2
2 θ≥0,c∈S

(2.21)

The joint reconstruction problem in Eqn. (2.21) is solved using utilizing an alternating
minimization approach [56]. Here, R(c) is a regularization term that incorporates a priori
information about the spatial distribution of the APS. Furthermore, the JR problem in
Eqn. (2.21) constrains the solution of the spatial distribution of the APS to lie in the closed,
convex set S.
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Chapter 3
Matched adjoint operator in
transcranial PACT
3.1 Overview
In this chapter, the explicit formulation of the forward operator based on the 3D elastic
wave equation is introduced. The proposed forward operator is able to accurately model the
physics of image acquisition in transcranial PACT. Hence, the proposed forward operator
will be able to account for distortions in photoacoustic wavefield data due to absorption,
scattering and longitudinal-to-shear conversion within the skull. In addition to establishing
a discrete forward operator (i.e., imaging model) for transcranial PACT that is based on
the three-dimensional (3D) elastic wave equation, in this chapter, an explicit formulation of
the associated matched adjoint operator is also presented. Specifically, the finite difference
time domain (FDTD) is adopted for implementing the matched forward-adjoint operator
pair. Both the forward and adjoint operators are implemented using multiple graphics
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processing units (GPUs). In certain cases, the adjoint operator may serve as a useful image
reconstruction operator. More generally, however, the ability to compute the action of the
adjoint operator will permit application of gradient-based iterative reconstruction algorithms
that seek to minimize a specified objective function [10, 21, 30]. In this chapter, the developed
numerical framework of computing the action of the matched forward-adjoint operator pair
was validated and investigated in computer-simulation and experimental phantom studies
whose designs were motivated by transcranial PACT applications.

3.2 Explicit formulation of the discrete imaging model
The FDTD method is employed to propagate the photoacoustic wavefield forward in space and
time by computing numerical solutions to the coupled equations defined in Eqn. (2.10) [88].
A number of approaches are available for solving the pair of coupled first-order differential
equations, among which the most popular are the finite-difference methods [1, 120], spectral
and pseudo-spectral methods [23, 118], and finite-element methods [7, 76, 80].
In the FDTD method, the 3D domain is discretized using a 3D cartesian grid system. At
a given temporal step in the FDTD method, each grid point is updated based on the local
information from neighboring nodes. As the FDTD method utilizes local information, the
method lends itself to distributed programming across multiple devices. Since the latency in
communication between devices is a limiting factor on computational speed, spectral and
pseudo-spectral methods that use global information at each temporal update are not as
efficient for distributed programming. In addition, because of the simplicity of the FDTD
method to model elastic wave propagation, it still remains very widely used in seismology as
opposed to finite-element methods [88].
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In this chapter, the salient features of the FDTD method will inform the explicit formulation
of the discrete imaging model. In the initial applications of the FDTD method to the elastic
wave equation, all functions (e.g., stress tensor and particle velocity) were sampled at the
same grid positions [1, 20]. However, such conventional grid schemes were found to possess
limitations. Problems with grid dispersion and instabilities in media possessing high Poisson’s
ratios led Virieux [120, 121] to introduce the staggered-grid velocity-stress finite difference
schemes for modeling elastic wave propagation. Additionally, in order to decrease the spatial
sampling ratio (i.e., the number of grid points per minimum wavelength) and thus increase
computational efficiency, Levander [70] introduced the 4th -order staggered-grid FD scheme.
The 4th -order staggered-grid scheme in 3D can reduce computer memory requirements by
at least eight times compared to 2nd -order schemes for the same accuracy [88]. Hence, by
increasing the computational cost and the order of the spatial FD operator, the accuracy
of the FDTD method can be improved. In this dissertation, only 4th -order and 10th order
FDTD methods are employed depending on the application. A staggered-grid FD cell with
positions where the particle-velocity components, stress-tensor components, density, elastic
material parameters are sampled is illustrated in Figure 3.1. Note for the FD scheme, the

Figure 3.1: A staggered-grid FD cell with postions of the wavefield variables [88]

material properties, stress, and particle velocity functions are sampled at different points of
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the staggered FD cell. Hence, the finite-dimensional approximations of the object function
p0 (r) as well as the medium parameters λ(r), µ(r), α(r) and ρ(r) are constructed by sampling
these quantities on a staggered cartesian grid.
Let the set of position vectors {ri1 , ri2 , ..., riN ∈ R3 } specify the locations where u̇i , for i =
jk
jk
3
jk
1, 2, 3, is sampled and {rjk
1 , r2 , ..., rN ∈ R } specify the locations where σ (for j, k = 1, 2, 3)

is sampled. Here, N = N1 N2 N3 specifies the number of vertices of a 3D Cartesian grid,
where Ni denotes the number of vertices along the ith direction. Additionally, let m∆t,
m ∈ Z++ , ∆t ∈ R+ , denote discretized values of the temporal coordinate t, where Z++ and
R+ denote the sets of non-negative integers and positive real numbers, respectively. The
temporal sampling rate ∆t is then chosen so that the Courant-Friedrichs-Lewy (CFL) number,
defined as

c0 ∆t
,
∆x

where ∆x is the grid pixel size, is less than 0.3. Lexicographically ordered

vector representations of the sampled particle velocity and stress tensor will be denoted as

T
u̇im = u̇i (ri1 , m∆t), ..., u̇i (riN , m∆t)

(3.1a)

and
σ jk
m

h

= σ

jk

iT

jk jk
(rjk
1 , m∆t), ..., σ (rN , m∆t)

.

(3.1b)

Let Qi , Λjk and Mjk ∈ RN ×N be matrices defined as


Qi ≡ diag ρ(ri1 ), ..., ρ(riN ) ,
h
i
jk
Λjk ≡ diag λ(rjk
),
...,
λ(r
)
,
1
N

(3.2a)
(3.2b)

and
h
i
jk
Mjk ≡ diag µ(rjk
),
...,
µ(r
)
,
1
N
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(3.2c)

where diag(a1 , ..., aN ) denotes a diagonal matrix whose diagonal entries starting in the upper
left corner are a1 , ..., aN . Let u̇m− 1 ∈ R3N ×1 and σ m ∈ R6N ×1 be defined as
2

h
iT
u̇m− 1 ≡ u̇1m− 1 , u̇2m− 1 , u̇3m− 1
2

2

2

(3.3a)

2

and


22
33
23
13
12 T
σ m ≡ σ 11
.
m , σm , σm , σm , σm , σm

(3.3b)

Note that because of the symmetry of the stress tensor (e.g., σ ij = σ ji ), it is not necessary to
calculate all nine components of the second-order tensor. Here, we have chosen the ordering
of σ m to follow Voigt notation [52].
To simplify the subsequent presentation, the following operators are defined:
Ji u̇m− 1 ≡ (IN ×N − ∆tAi ) u̇im− 1
2

Φi σ m ≡

(3.4a)

2

∆tQ−1
i

3
X

(3.4b)

∂j σ ij
m

j=1

"

Ψij u̇m− 1 ≡ ∆t δij Λij

3
X

2



∂k u̇km− 1 + Mij ∂i u̇jm− 1 + ∂j u̇im− 1
2

2

k=1



#
,

2

(3.4c)

where δij is the Kronecker delta, Ji , Ψij ∈ RN ×3N , Φi ∈ RN ×6N , and ∂i denotes the partial
derivative with respect to the ith spatial coordinate. These derivatives are calculated using a
4th -order finite-difference scheme. The 4th -order finite-difference approximation to the first
derivative along any arbitrary direction x in a staggered grid setup is given by [88]
"

dφ
1
1
3
3
(x0 ) =
−
φ(x0 + ∆x) − φ(x0 − ∆x) +
dx
∆x
24
2
2
#

9
1
1
φ(x0 + ∆x) − φ(x0 − ∆x) , (3.5)
8
2
2
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where φ(x) is an arbitrary field variable (e.g., stress tensor or particle velocity for elastic
wave equation). Additionally, define
J ≡ [J1 , J2 , J3 ]T ,

(3.6a)

Φ ≡ [Φ1 , Φ2 , Φ3 ]T , and

(3.6b)

Ψ ≡ [Ψ11 , Ψ22 , Ψ33 , Ψ23 , Ψ13 , Ψ12 ]T ,

(3.6c)

where J ∈ R3N ×3N , and Φ ∈ R3N ×6N , Ψ ∈ R6N ×3N . In terms of these quantities, the
discretized forms of Eqns. (2.10a) and (2.10b) can be expressed as
u̇m+ 1 = Ju̇m− 1 + Φσ m

(3.7a)

σ m+1 = σ m + Ψu̇m+ 1 .

(3.7b)

2

2

2

Eqn. (3.7) can be described by a single matrix equation to determine the updated wavefield
variables after a time step ∆t as
vm+1 = Wvm ,

(3.8)

where




u̇m− 12 
vm = 
,
σm

(3.9)

and W(c) ∈ R9N ×9N is the propagator matrix defined as




Φ
 J

W(c) ≡ 
.
ΨJ I6N ×6N + ΨΦ
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(3.10)

The wavefield quantities can be propagated forward in time from t = 0 to t = (M − 1)∆t as
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 09N ×1


 = TM −1 · · · T1 
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09N ×1






,




(3.11)

where the 9N M × 9N M matrices Tm (m = 1, ..., M − 1) are defined in terms of W(c) as




I9N ×9N
· · · 09N ×9N




..
..
...
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.
0
(m+1)·9N
×(M
−m)·9N





Tm ≡ 
09N ×9N
· · · I9N ×9N






09N ×9N
· · · W(c)




0(M −m−1)·9N ×m·9N
0(M −m−1)·9N ×(M −m)·9N

(3.12)

with W(c) residing between the (9N (m − 1) + 1)th to 9N mth columns and the (9N m + 1)th
to 9N (m + 1)th rows of Tm .
From the initial conditions in Eqn. (2.10c), the vector (v0 , 09N ×1 , · · · , 09N ×1 )T can be computed from the initial pressure distribution θ as


v0


 09N ×1


..

.


09N ×1






 = T 0 p0 ,
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(3.13)

where


T0 ≡ τ , 09N ×N , · · · , 09N ×N

T

(3.14)

∈ R9N M ×N

and

T
1
1
1
τ ≡ 03N ×N , − 3 IN ×N , − 3 IN ×N , − 3 IN ×N , 03N ×N ∈ R9N ×N ,
with θ = −

P

i

(3.15)

σ ii0 .

In general, the transducer locations rdl at which the PA data g are recorded will not coincide
with the vertices of the 3-D Cartesian grid at which the propagated field quantities are
computed. The measured data g can be related to the computed field quantities via an
interpolation operation defined as


v0





g = M




v1
..
.



vM −1







0L×9N · · · 0L×9N 

 Θ




 0L×9N

Θ
·
·
·
0
L×9N



,
where
M
≡
∈ RLM ×9N M .

 .
..
.. 
..

 ..

.
.
. 





0L×12N 0L×9N · · ·
Θ

Here, Θ ≡ s1 , · · · , sL

T

(3.16)

∈ RL×9N , where l = 1, · · · , L and


sl = 01×3N , −Rl , −Rl , −Rl , 01×3N



(3.17)

is a 1 × 9N row vector. The elements of the row vector Rl ∈ R1×N are assigned values to
compute the pressure wavefield at the lth transducer using trilinear interpolation.
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By use of Eqns. (3.11), (3.13), and (3.16), the PACT imaging model in Eqn. (2.17) can be
expressed as
g = MTM −1 · · · T1 T0 θ.

(3.18)

and therefore the system matrix is identified as
H(c) = MTM −1 · · · T1 T0 .

(3.19)

3.3 Explicit formulation of the discrete matched adjoint operator
The explicit form of H(c)† is therefore given by
H(c)† = T†0 T†1 · · · T†M −1 M† ,

(3.20)

where the superscript † denotes the conjugate transpose of a matrix.
The action of the adjoint matrix was implemented according to Eqn. (3.20). It can be verified
that padj = H(c)† g can be computed as
vM −1 = ΘT gM −1

(3.21a)

vm−1 = ΘT gm−1 + W(c)T vm
m = M − 1, · · · , 1
padj = τ T v0 .
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(3.21b)
(3.21c)

Moreover, the recursive temporal backward update step of Eqn. (3.21b) can be written in
terms of the update of the field variables similar to Eqn. (3.7) as
˜ 1 = u̇ 1 + ΨT σ m+1
u̇
m−
m+
2

2

˜ 1 + I 2 ΘT p̂m+1
σ m = σ m+1 + ΦT u̇
m−
2

˜ 1
u̇m− 1 = Ju̇
m−
2

(3.22a)
(3.22b)
(3.22c)

2

where I 2 vm ≡ σ m .

3.4 Implementation of the matched forward-adjoint operator pair
A typical computational grid for transcranial PACT applications can consist of 500 million cells
or more. Thus, there is a need for computationally efficient implementations of the forward
and adjoint operators. To address this, a massively parallel implementation of the FDTD
method based on NVIDIA’s CUDA framework for general-purpose GPU computation was
implemented [86, 87]. In this approach, the entire 3D computational domain was partitioned
into overlapping subdomains and the computation in each subdomain was assigned to one
GPU device [86, 87]. The number of voxels in the overlap region is proportional to the
order of the FDTD method; higher-order methods require stencils that intersect more voxels
and therefore overlap between subdomain is wider. At each time step, adjacent devices
synchronize the information in each overlapping region using MPI nonblocking pairwise
communications [86, 87]. A schematic describing the implementation of the parallelized code
to compute the action of the forward and adjoint operators is shown in Figure 3.2. In this
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Figure 3.2: A schematic describing the parallelized implementation of the forward and adjoint
operator.
way, the action of both the operators H(c) and H(c)† are computed by use of multiple GPUs
utilizing the message passing interface (MPI) [87].
To prevent acoustic waves from reflecting off the edge of the simulation grid, an anisotropic
absorbing boundary condition called a perfectly matched layer (PML) was implemented [15,
16, 17, 18]. For solving the photoacoustic wave equation in elastic, linear isotropic media, a
special form of the PML called a convolutional-PML (C-PML) was implemented [64, 107].
To incorporate the C-PML, auxiliary memory variables need to be introduced [64, 107]. Due
to the incorporation of the auxiliary memory variables, both H(c) and H(c)† need to be
modified. The modified H(c) and H(c)† operators after the incorporation of the C-PML are
described in Appendix A.

3.4.1

Validation studies

The implementation of the forward operator H(c), as described by Eqn. (3.19), was validated
by comparing the results obtained from the FDTD simulation with a known analytical
solution. As shown in Figure 3.3a, the analytic solution was computed for a semi-infinite
medium, with fluid and linear isotropic solid media divided by a planar boundary. A monopole
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(a)

(b)

Figure 3.3: (a) The setup used to conduct the validation study. (b) A plot comparing the
pressure profile obtained at the receiver location using the analytical solution and the FDTD
simulation.
line source was placed in the fluid medium with the z-axis chosen normal to the interface
between the solid/fluid media. Furthermore, the y-axis was chosen parallel to the line source
located at x = 0, z = hT . The receiving transducer, in this configuration, was located at
x = d, z = hR . In the setup described, the strength of the line source and the properties
of the configuration were both independent of y. The analytical solution was computed
via the Cagniard-De Hoop method [35, 36, 54]. In the FDTD simulation, a computational
volume of 58.2 mm × 346.8 mm × 58.2 mm was employed. Furthermore, the parameters
of the configuration shown in Figure 3.3a were set as hT = 2.1 mm, hR = 2.1 mm and
d = 2.1 mm, ρs = 1200

kg
,
m3

λs = 9.48 GPa, µs = 2.352 GPa, ρf = 1000

kg
,
m3

λf = 2.25 GPa,

and µf = 0.0 GPa. An linear isotropic grid size of ∆x = 0.15 mm was employed. The
thickness of the C-PML was 4.5 mm on all sides of the 3-D computational grid. The pressure
values obtained at the receiver locations were sampled with a sampling rate of 40 MHz.
The digital representation of the line source had a Gaussian spread in the x-z-plane with a
standard deviation of 1 mm. The results of the FDTD simulation are superimposed on the
analytical solution in Figure 3.3b. The pressure profiles produced by the two methods are
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found to be nearly overlapping, indicating that the FDTD method possesses a high degree of
accuracy.
In addition to validating the forward operator H(c), the discrete adjoint operator was validated
by application of the inner product test. The inner product test involves verifying the identity
hH(c)f, giV = hf, H(c)† giU , where f ∈ U and g ∈ V. Here, U and V represent the Euclidean
spaces RN ×1 and RLM ×1 , respectively. It was observed that the inner product test agreed to
a 6-digit accuracy, thus validating the implementation of the discrete adjoint operator H(c)† .

3.5 Matched adjoint operator as a reconstruction
operator
Computer-simulation and experimental studies were conducted in which the adjoint operator
H(c)† was employed as a heuristic reconstruction operator. The performance of the adjoint
operator was compared with a canonical backprojection (BP) reconstruction algorithm [34,
67] that assumed a homogeneous lossless fluid medium. To further study the impact of
modeling shear wave propagation in 3D transcranial PACT, additional studies were conducted
to assess the performance of the adjoint operator for cases where the shear modulus of the
skull was assumed to be zero.

3.5.1

Computer-simulation studies of 3D transcranial PACT

The performance and robustness of the proposed adjoint operator as a reconstruction operator
was initially evaluated by use of the following computer-simulation studies.
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Figure 3.4: (a) The 3D scanning geometry used for the computer-simulation studies. (b) A
2D slice of X-ray CT image of the skull and (c) the corresponding mask generated by the
segmentation algorithm.
Methods
Imaging geometry and phantom description
A 3D computational volume of 270.0 mm × 270.0 mm × 135.6 mm was employed. The 3D
scanning geometry, as shown in Figure 3.4a, consisted of 11 rings of varying radii with 400
transducers evenly distributed in each ring. The linear isotropic, elastic medium used in the
simulation studies was generated from 3D X-ray CT images of a human skull. The intact
human skull was purchased from Skull Unlimited International Inc. (Oklahoma City, OK)
and was donated by an 83-year-old Caucasian male. The CT images were employed to infer
the thickness and contour of the skull.
For the simulation studies involving H(c)† , we assumed the skull to be an acoustically
homogeneous elastic linear isotropic medium. While we consider a relatively simple skull
model, the proposed approach could also be applied for more complex skull models, such
as those that consider the heterogeneity within the skull. In that case, more effort may be
required to accurately estimate the acoustic properties of the skull. In order to extract the
contour and location of the skull from CT images, a segmentation algorithm was employed.
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(a)

(b)

(c)

Figure 3.5: The maximum intensity projection of the initial pressure distribution (a) along
the z-axis, (b) along the y-axis, and (c) along the x-axis.
The segmentation algorithm generated a binary mask specifying the location of the skull
within the 3D volume. A 2D slice of the CT image acquired from the human skull and the
corresponding mask generated by use of the segmentation algorithm are shown in Figure 3.4b
and Figure 3.4c, respectively. The medium parameters in the 3D grid were assigned such that
the skull acoustic parameters (ρ = 1850

kg
,
m3

cl = 3.0

mm
,
µs

cs = 1.5

mm
µs

and α = 0.1

1
)
µs

were

set at all grid positions where mask was equal to one and the background acoustic parameters
(ρ = 1000

kg
,
m3

cl = 1.5

mm
,
µs

cs = 0.0

mm
µs

and α = 0.0

1
)
µs

were set at all grid positions where

mask was equal to zero. At the material interface between the skull and the background fluid
medium, the density and the absorption values were arithmetically averaged to avoid any
instability issues with the FDTD wave equation solver.
The initial pressure distribution assumed in the simulation studies mimicked cortical blood
vessels (CBVs). The phantom, shown in Figure 3.5, consisted of CBVs positioned approximately 6 mm below the inner surface of the skull. The 2D maximum intensity projection
images along the x-,y- and z-axis of the initial pressure distribution are shown in Figure 3.5.
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Image reconstruction studies
To demonstrate the use of H(c)† as a reconstruction operator in 3D transcranial PACT, we
conducted non-inverse crime computer-simulation studies [28], where different discretization
strategies were employed to generate the measured data and to compute the action of H(c)† .
In these studies, the forward data were generated using the phantom in Figure 3.5 with a
uniform grid size of ∆x = 0.225 mm. Uncorrelated Gaussian noise was added to the simulated
pressure signals. The standard deviation of the noise was set at 5% of the maximum signal
value recorded. The action of H(c)† on the generated forward data was computed using a
larger grid size of ∆x = 0.3 mm.
Images were also reconstructed from the noisy simulated data by use of the BP reconstruction
algorithm. To find the optimal longitudinal SOS value for use in the BP reconstruction
algorithm, we tuned the SOS over a range of values and picked the value that gave us the
smallest mean squared error (MSE). The BP images were reconstructed using a uniform
longitudinal SOS set to 1.540

mm
,
µs

and using an uniform spatial grid of pitch ∆x = 0.3 mm.

Finally, the importance of modeling shear wave propagation in the skull was further assessed
by reconstructing images by use of a modified version of H(c)† , denoted as H(c)†µ=0 , in which
the shear modulus of the elastic medium was set to zero. This corresponds to the un-physical
situation in which the skull does not support shear wave propagation. In this simulation, a
uniform grid size of ∆x = 0.3 mm was used to compute the action of the adjoint operator.
The longitudinal SOS of the skull was tuned over a range of values and the optimal value
was selected based on the MSE. Note that, in this case, only the longitudinal SOS of the
skull was tuned and the constant longitudinal SOS of the background fluid medium was fixed
at 1.50

mm
.
µs
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(a)

(b)

(c)

Figure 3.6: The maximum intensity projection of the reconstructed initial pressure distribution
using H(c)† , along (a) the z-axis, (b) the y-axis, and (c) the x-axis.
Results and Discussion
The reconstructed images produced by use of H(c)† and the BP algorithm are shown in Figs.
3.6 and 3.7. In both cases, the results were displayed as maximum intensity projection (MIP)
images along three mutually perpendicular directions.
These results demonstrate that H(c)† can more effectively mitigate skull-induced image
distortions than can the BP algorithm. Despite being an approximate reconstruction operator,
the image produced by application of H(c)† accurately displays the blood vessel geometry
and possesses a much cleaner background and contains far fewer artifacts than the image
reconstructed using the BP algorithm. It should also be noted that in cases for which H(c)†
does not produce images of adequate quality, a more principled iterative approach to image
reconstruction can be implemented by use of the operators H(c) and H(c)† .
The image reconstructed by use of H(c)†µ=0 is shown in Figure 3.8. This image contains
dramatically elevated artifact levels compared to the one reconstructed by use of H(c)† ,
shown in Fig. 3.6. This demonstrates the importance of compensating for both the acoustic
and the elastic properties of the skull in the reconstruction algorithm.
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(a)

(b)

(c)

Figure 3.7: The maximum intensity projection of the reconstructed initial pressure distribution
using BP algorithm along (a) the z-axis, (b) the y-axis, and (c) the x-axis.

(a)

(b)

(c)

Figure 3.8: The maximum intensity projection of the reconstructed initial pressure distribution
using H(c)†µ=0 , along (a) the z-axis, (b) the y-axis, and (c) the x-axis.

3.5.2

Studies utilizing experimental data

Studies that utilized experimental PACT data produced by a physical phantom were also
conducted.
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(a)

(b)

(c)

Figure 3.9: (a) The schematic of the system. (b) The position of the acrylic globe relative to
the measurement system. (c) The vessels drawn on the inner surface of the acrylic globe.
Methods
Imaging geometry and phantom description
A single element transducer was scanned over 4400 locations (11 rings with 400 evenly
distributed positions per ring) in the configuration shown in Figure 3.4a to acquire the
experimental data. A short 10 ns laser pulse (Nd-YAG Quantel Brilliant B laser with second
harmonic generator) with a repetition rate of 10 Hz at a wavelength of 532 nm was used to
irradiate a sample located in the center of the measurement system as shown in Figure 3.9a.
The subsequently generated acoustic signals were detected by unfocused transducers, with a
center frequency of 1 MHz and a bandwidth of 80 %. The electrical signals recorded by the
transducers were sampled at a temporal sampling rate of 20 MHz.
The system described above was employed to image a physical phantom whose design was
motivated by transcranial PACT. The phantom was comprised of a spherical acrylic globe of
thickness of 2.5 mm and an inner radius of 76.2 mm, placed within a 3D volume filled with
water. The acrylic globe is an elastic solid that possesses SOS values that are representative
of a human skull. The location of acrylic globe relative to the transducer array is shown
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in Figure 3.9b. Optically absorbing vessel-like structures were painted with Latex paint on
the inner surface of the acrylic globe, as shown in Figure 3.9c. These vessels were intended
to mimic cortical vessels that reside near the top surface of a brain.
In order to construct H(c)† , the acoustic parameters of the phantom need to be specified on
a 3D Cartesian grid. The uniformly thick spherical acrylic shell was placed within the 3D
volume such that the z-offset between the center of the shell and the first ring of transducer
measurements was 30.2 mm. Thus, when computing H(c)† , only a spherical dome of the
acrylic shell was included in the 3D simulation volume as shown by Figure 3.9b. The
acoustic parameters of the globe were set to be ρ = 1200
α = 0.1

1
.
µs

kg
,
m3

cl = 2.8

mm
,
µs

cs = 1.4

mm
,
µs

and

In addition, the acoustic parameters of the homogeneous background (water bath)

were specified as ρ = 1000

kg
,
m3

cl = 1.5

mm
,
µs

cs = 0.0

mm
µs

and α = 0.0

1
.
µs

Similar to the

computer-simulation study, at the material interface between the globe and the background
fluid medium, the density and the absorption values were arithmetically averaged to avoid
any instability issues with the FDTD wave equation solver.
Data preprocessing
Prior to image reconstruction, the measured data were preprocessed. The preprocessing
involved deconvolving the acquired data with the electrical impulse response (EIR) of the
transducer. The measured EIR of the transducer is shown in Figure 3.10. The Wiener
deconvolution method was employed to extract the deconvolved PA signals from the raw
electrical transducer measurements. After deconvolution, the data were filtered with a
Hann-window low-pass filter with a cutoff frequency of 2 MHz. The filtered data were also
upsampled by a factor of 2.5, with the goal of circumventing numerical stability issues with
the wave equation solver.
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(a)

(b)

Figure 3.10: (a) The temporal profile of the measured EIR of the transducer. (b) The
magnitude of the frequency response of the EIR of the transducer.
Image reconstruction studies
A 3D computational volume of 270 mm×270 mm ×135.6 mm was employed in the experimental studies. The action of H(c)† on the preprocessed data was computed with an uniform grid
size of ∆x = 0.3 mm. The BP reconstruction algorithm was also applied to the preprocessed
experimental data. The optimal longitudinal SOS value for the BP reconstruction algorithm
was chosen by considering a range of values and selecting the value that gave us the best
reconstructed image quality, as subjectively judged via visual inspection. For this study, the
optimal longitudinal SOS of the acrylic globe was set to 1.650

mm
.
µs

An uniform spatial grid

size of ∆x = 0.3 mm was used to compute the image reconstructed using the BP algorithm.
As in the computer-simulation studies, image were also reconstructed by use of the operator
H(c)†µ=0 . In this simulation, a uniform grid size of ∆x = 0.3 mm was employed. Moreover,
the longitudinal speed of sound of the acrylic globe was tuned over a range of values. Similar
to the BP algorithm, the optimal longitudinal SOS of the acrylic globe was selected based on
the reconstructed image quality.
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(a)

(b)

(c)

Figure 3.11: The reconstructed initial pressure distribution using H(c)† along three different
views.
Results and Discussion
The images reconstructed from the experimental data are shown in Figures 3.11–3.13.
Figure 3.11 displays the image reconstructed by application of H(c)† , while the image
reconstructed by use of the BP algorithm is shown in Figure 3.12. In the BP reconstruction
algorithm, the longitudinal speed of sound of the background fluid media was set to be 1.507
mm
.
µs

These results demonstrate that the H(c)† can more effectively mitigate image distortions

due to acrylic globe (i.e., simulated skull structure) than can the BP algorithm. Additionally,
some of the smaller vessel structures are not identifiable in the BP image but are present in
the image reconstructed by use of H(c)† .
The image reconstructed by use of H(c)†µ=0 is shown in Figure 3.13. This image contains
dramatically elevated artifact levels as compared to the one reconstructed by use of H(c)† ,
shown in Fig. 3.11. This again demonstrates that neglecting to model the elastic properties
of the medium can lead to significant deterioration in image quality.
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(a)

(b)

(c)

Figure 3.12: The reconstructed initial pressure distribution using BP algorithm along three
different views.

(a)

(b)

(c)

Figure 3.13: The reconstructed initial pressure distribution using H(c)†µ=0 along three different
views.

3.6 Conclusions
In this chapter, a forward and adjoint operator pair was introduced for use in transcranial
PACT. To account for longitudinal-to-shear-wave conversions within the skull, these operators
were based on a 3D elastic wave equation. Massively parallel implementations of these
operators employing multiple graphics processing units (GPUs) were also developed. The
developed numerical framework was validated and investigated in computer-simulation
and experimental phantom studies whose designs were motivated by transcranial PACT
applications.
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The numerical studies presented employed the adjoint operator H(c)† and a canonical BP
reconstruction operator for image reconstruction. The two reconstruction approaches differ
in that the operator H(c)† is based on the elastic wave equation for a specified heterogeneous
elastic medium, while the canonical BP method assumes a homogeneous fluid medium. Our
results demonstrated that neglecting to model the heterogeneous elastic properties of the
medium can lead to significant deterioration in image quality. Although not presented, use of
a filtered BP algorithm that was formed by discretizing an exact inversion formula [34, 136]
did not alter the presented findings.
The use of H(c) and H(c)† in studies of iterative image reconstruction is a natural topic
for investigation. Hence, in Chapter 4 the developed massively parallel implementations
of H(c) and H(c)† using multiple GPUs will be employed to facilitate studies of iterative
image reconstruction algorithms. In Chapter 4, the matched operator pair is employed in
an iterative image reconstruction method that seeks to minimize a penalized least square
functional. Image reconstruction approaches such as this will be necessary when H(c)† does
not produce useful images.
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Chapter 4
Three dimensional full-wave iterative
image reconstruction in transcranial
PACT
4.1 Overview
In Chapter 3, a numerical framework for image reconstruction in transcranial PACT based on
an elastic wave equation in an isotropic, lossy and heterogeneous medium was proposed and
validated. Specifically, a discrete forward operator (i.e., imaging model) and an associated
matched adjoint operator were derived and implemented based on the 3D elastic wave
equation. In addition, the adjoint operator was validated and employed as a reconstruction
operator to compensate for aberrations introduced by the skull. Even though the adjoint
operator was able to perform better reconstructions than existing filtered BP methods by
compensating for the acoustic and elastic properties of the skull, the use of the adjoint
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operator as a reconstruction operator possesses limitations. For instance, for a lossy medium
and/or when a sparsely sampled measurement aperture is used for recording PACT data, the
adjoint operator is not a good approximation of the inverse operator [8].
Furthermore, the use of adjoint operator as a reconstruction operator does not provide
a general framework for incorporating regularization that can help mitigate the effects of
measurement noise and data incompleteness. Hence, the images reconstructed with this
method yield suboptimal contrast and also have suboptimal tradeoff between image variance
and spatial resolution. The use of the optimization-based image reconstruction methods
proposed in this chapter can help circumvent these shortcomings.
In transcranial photoacoustic tomography, the head is illuminated from the outside with
a near-infrared optical pulse resulting in the generation of acoustic pressure signals via
the photoacoustic effect. As the scalp vessels can strongly absorb the illuminated light,
only a small fraction of the illuminated light or optical fluence makes it way to the cortex
resulting in the generation of initial pressure distribution in the cortex. Hence, there
is a large difference in amplitude between the photoacoustically induced initial pressure
distribution in the cortex and the photoacoustically induced initial pressure distribution
in the scalp. Thus, spatially resolving the weak photoacoustically-induced initial pressure
distribution of the cortical structures from the strong photoacoustically-induced initial
pressure distribution of the scalp or superficial structures poses a significant challenge for
image reconstruction [91]. Hence, a challenge for any transcranial PACT reconstruction
algorithm is to be able to accurately reconstruct the cortical structures in the presence of
large difference in amplitude between the initial pressure distribution generated in the cortex
and the initial pressure distribution generated in the scalp. Furthermore, in most transcranial
PACT image reconstruction algorithms it is assumed that the acoustic properties of the skull
are known accurately beforehand. However, such information may be difficult to obtain in
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practice. Any inaccuracies in modeling the acoustic properties of the skull will be a source of
model mismatch error in most image reconstruction algorithms. Thus, a challenge for any
proposed transcranial PACT reconstruction algorithm is to be able to be robust to model
mismatch errors arising from inaccurate modeling the acoustic characteristics of the skull.
Given the previously developed numerical framework for implementing the forward-adjoint
operator pair in Chapter 3, a natural topic of investigation is to explore the use of these
operators in studies of optimization-based image reconstruction. Hence, in this chapter a
modern optimization-based iterative image reconstruction algorithm for transcranial PACT
is proposed, and its performance in overcoming the aforementioned challenges is evaluated
through computer-simulation and experimental studies. The computer-simulation studies
explore the robustness of the optimization-based image reconstruction algorithm to noise as
well as the model mismatch errors. In the presence of large difference in amplitude between
the initial pressure distribution generated in the scalp and the initial pressure distribution
generated in the cortex, the performance of the optimization-based reconstruction method
(OBRM) in accurately spatially resolving the cortical and superficial structures is also
investigated through computer-simulation and experimental studies.

4.2 Optimization-based image reconstruction method
(OBRM)
By use of the proposed D-D imaging model defined in Eqn. (2.17), a variety of OBRMs can be
employed for determining estimates of θ. In this work, we utilize an iterative reconstruction
algorithm that seeks to compute penalized least squares estimates (PLS) by solving
1
p̂0 = argmin ||g − MH(c)θ||22 + γR(θ),
θ≥0 2
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(4.1)

where γ is a regularization parameter and R(θ) is a regularizing penalty term. In the studies
below, the total variance (TV) semi-norm penalty, given by

R(θ) = ||θ||T V

N n
o1
X
2
2
2 2
=
([θ]n − [θ]n1− ) + ([θ]n − [θ]n2− ) + ([θ]n − [θ]n3− )
,

(4.2)

n=1

was employed. Here, [θ]n denotes the nth grid node, and [θ]n1− , [θ]n2− , and [θ]n3− are the
neighboring nodes before the nth node along the first, second and third dimension, respectively.
The FISTA algorithm with backtracking linesearch and adaptive restart employed to solve the
optimization problem in Eqn. (4.1) is summarized in Algorithm 1 [10, 11, 12, 95]. Since, the
regularization term is non-smooth, the use of accelerated proximal gradient-based methods
like FISTA, is employed to solve the optimization problem. The following notation to describe
the proximal operator of a scaled function λf , where λ > 0 is employed to describe the
algorithm


1
2
proxλf (v) ≡ argmin f (x) + ||x − v||2 .
2λ
x

(4.3)

For brevity, the following notation is employed
1
The data fidelity term, F (θ) ≡ ||g − MH(c)θ||22
2
Gradient of the data fidelity term, G (θ) ≡ H(c)† M† (MH(c)θ − g)
The cost function, C(θ) ≡ F (θ) + λR(θ)
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(4.4)
(4.5)
(4.6)

Algorithm 1 Adaptive FISTA with backtracking
Input: Discrete representation of the acoustic properties of the medium c,
Initial guess to the initial pressure distribution θ (0) , Measured data g,
Stopping criterion for the cost function ,
Initial Lipschitz constant value for the linesearch algorithm L0 , and
Scaling factor for the linesearch algorithm η.
b
Output: θ.
1: k ← 0 , where k is the iteration number.
2: t1 ← 1, F ← ∞
3: while  < F do


4:
Compute G(k) ← H(c)† M† MH(c)θ (k) − g
5:
ik ← 0, where ik is the linesearch iteration number
6:
done ← false
7:
while not done do
8:
Lik ← η ik L0
9:





E
G θ (k)
prox γ R θ (k) −
 − θ (k)  , G θ (k)
Li
Lik
k



(k)
G
θ
2
Li
 − θ (k)
+ k prox Lγ R θ (k) −
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4.3 Computer-simulation studies
The performance and robustness of the proposed OBRM was initially evaluated by use of
computer-simulation studies. In this section, three different 3-D computer-simulation studies
were performed. Computer-simulation studies that assess the performance of the OBRM
in the presence of measurement noise and the effects of TV regularization are summarized
in Section 4.3.1. In Section 4.3.2, the performance of the OBRM in spatially resolving the
cortical structures inside the skull in the presence of superficial structures outside the skull is
studied. Additionally, in Section 4.3.3, the computer-simulation studies explore the robustness
of the OBRM to model mismatch introduced through inaccuracies in modeling the absorption
characteristics of the skull.

4.3.1

Mitigation of measurement noise

The performance of the OBRM with varying TV regularization parameters was evaluated
in the presence of measurement noise. The performance of the OBRM was evaluated by
comparing the image quality of the iteratively reconstructed images with different regularization parameters with that of images reconstructed using the matched discrete adjoint
operator. Although employing the matched discrete adjoint operator as a reconstruction
operator allows one to compensate for the presence of elastic media such as the skull, it is
ineffective in compensating for measurement noise and also yields images with suboptimal
contrast.
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(a)

(b)

(c)

Figure 4.1: The maximum intensity projections of the 3D initial pressure distribution along
(a)x-axis, (b) y-axis and (c) z-axis, respectively.
Methods
The initial pressure distribution employed in the simulation studies mimicked cortical blood
vessels (CBVs). The numerical phantom, shown in Figure 4.1, consisted of CBVs positioned
approximately 6 mm below the inner surface of the skull. The 2D maximum intensity
projection images along the x-,y-, and z-axes of the initial pressure distribution are shown
in Figure 4.1. A 3D computational volume of 408.0 mm × 408.0 mm × 190.2 mm was
employed for the simulation studies. A 3D approximately hemispherical measurement system,
as shown in Figure 4.2a, was emulated. The measurement system consisted of a total 38400
transducers distributed evenly across 64 rings. The measurement system was similar to the
experimental system used for acquisition of pressure data as described in Section 4.4. The
position of the measurement system with respect to the skull is shown in Figure 4.2b.
A 3D X-ray CT image of an intact human skull was utilized to generate the isotropic, elastic
medium employed for the simulation studies. The CT images of the skull were employed to
infer the thickness and contour of the skull and place it within the 3D simulation volume.
For this set of simulation studies, the skull was assumed to be an acoustically homogeneous
medium. In reality, however the skull bone is an acoustically heterogeneous material that
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Figure 4.2: (a) The map of transducer locations employed for the simulation studies. (b) The
position of the skull relative to the transducer locations.
consists of three relatively homogeneous layers: the outer and the inner tables and the central
diploe layer [81, 109].
To extract the contour and location of the skull from CT images, a segmentation algorithm
was employed. The segmentation algorithm generated a binary mask specifying the location
of the skull within the 3D volume. The value of the medium parameters in the 3D volume
were assigned such that the skull acoustic parameters (ρ = 1850
1.48

mm
µs

and α = 0.75

1
)
µs

kg
,
m3

cl = 3.0

mm
,
µs

cs =

were set at all grid positions where mask was equal to one and the

background acoustic parameters (ρ = 1000

kg
,
m3

cl = 1.5

mm
,
µs

cs = 0.0

mm
µs

and α = 0.0

1
)
µs

were set all grid positions where mask was equal to zero. At the material interface between
the skull and the background fluid medium, the density and the absorption values were
averaged to avoid any instability issues with the FDTD wave equation solver [88]. The
simulated pressure data were generated using a spatial grid sampling of dx = 0.225 mm
and a temporal sampling rate of 50 MHz . The simulated pressure data were corrupted with
white Gaussian noise with a standard deviation 5 percent of the maximum amplitude of
cortical signals before the application of the reconstruction operator.
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Results and Discussion
The MIP of the reconstructed 3D images using the OBRM are shown in Figure 4.3. Each
column of images represents the MIP of the reconstructed initial pressure distribution along
the x-, y- and z-axes, respectively. Each row of images in Figure 4.3 was reconstructed with
a different TV regularization parameter value γ. The reconstruction algorithm was performed
with a spatial grid sampling of dx = 0.3 mm . The images reconstructed using OBRM with
different TV regularization parameter values show that with increased regularization, the
images get less noisy along with the signal getting dampened. Hence, the tradeoff between
variance and bias with different regularization parameter values is illustrated by comparing
the reconstructed images shown in Figure 4.3. The line profiles through the reconstructed
3D images, shown in Figure 4.5a, also illustrate the impact of TV regularization on the
mitigation of noise in the reconstructed image. The root mean square error (RMSE) between
the original initial pressure distribution and the reconstructed initial pressure distribution is
shown on the image corresponding to the projection along x-axis in Figure 4.3. Among the
values of γ considered, the minimum RMSE was obtained for the initial pressure distribution
reconstructed with a TV regularization parameter value of γ =0.05.
The MIP of the reconstructed 3D images using the adjoint as the reconstruction operator is
shown in Figures 4.4a–4.4c. From the images shown in Figure 4.3 and Figures 4.4a–4.4c,
we can observe that the contrast of the images obtained using the adjoint operator as the
reconstruction operator is poor compared to the images obtained using the OBRM. The
sharp difference in contrast can be also be observed by comparing the line profiles through
the reconstructed images shown in Figures 4.5a and 4.5b. Since the adjoint operator is not a
good approximation of the inverse or the pseudoinverse of H(c), the images reconstructed
using the adjoint operator are noisy, blurred and have poor image quality.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 4.3: The MIPs of the reconstructed 3D initial pressure distribution using the OBRM.
The first row of images corresponds to images reconstructed without using regularization (γ =
0), the second row of images corresponds to images reconstructed using a TV regularization
value of γ = 0.05 and the third row of images corresponds to images reconstructed using a
TV regularization value of γ = 0.1. Each column of images correspond to MIP projections
along x-axis, y-axis, and z-axis, respectively.

4.3.2

Resolution of superficial and cortical structures

The aim of transcranial PACT image reconstruction is to reconstruct the photoacousticallyinduced initial pressure distribution within the brain cortex. As a consequence of the large
difference in amplitude between the initial pressure distribution generated in the cortex
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(a)

(b)

(c)

Figure 4.4: The maximum intensity projections of the reconstructed 3D initial pressure
distribution using the adjoint operator along (a) x-axis, (b) y-axis, and (c) z-axis, respectively.
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Figure 4.5: The line profiles through the 3D volumes reconstructed using (a) the OBRM with
different values of TV regularization parameters and (b) the adjoint operator.
and the initial pressure distribution generated in the scalp, spatially resolving the weak
cortical structures from the strong scalp or superficial structures poses a significant challenge
for transcranial image reconstruction [91]. In this section, a computer-simulation study is
performed to evaluate the performance of the proposed OBRM in accurately reconstructing
cortical structures in the presence of strong absorbers in the scalp.
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(a)

(b)

(c)

Figure 4.6: The maximum intensity projections of the numerical phantom that represents
the 3D initial pressure distribution along (a) x-axis, (b) y-axis and (c) z-axis, respectively.
Methods
To study the performance of the OBRM in resolving scalp and cortical structures, the
numerical blood vessel phantom shown in Figure 4.6 was employed in the computer-simulation
studies. The superficial blood vessels located in the scalp and the cortical vessels are visible
in the maximum intensity projection (MIP) images. For display purposes, the dynamic range
was adjusted so that the cortical vessels are visible and, as a result, the superficial vessels
appear saturated. The optical fluence ratio between the superficial and cortical vessel was
assumed to be 50 [91]. Hence, the ratio of initial pressure distribution between superficial
and cortical blood vessels in the phantom shown in Figure 4.6 was set to 50. The same
3D computational volume and the measurement geometry employed in Section 4.3.1 were
utilized. In addition, the skull model described in Section 4.3.1 was used to simulate the
pressure data.
Different discretization strategies were employed to generate the simulated pressure data
and to reconstruct the initial pressure distribution, thereby avoiding inverse crime [28]. The
simulated pressure data were generated by use of a spatial grid size of dx = 0.225 mm and a
temporal sampling rate of 50 MHz . The simulated pressure data were corrupted with white
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Gaussian noise with a standard deviation 10 percent of the maximum amplitude of cortical
signals.
Results and Discussion
The MIP images of the 3D volumes reconstructed by use of the adjoint operator and the
OBRM are shown in Figures 4.7d–4.7f and Figures 4.7g–4.7i respectively. Each column
of images represents the MIPs of the reconstructed initial pressure distribution along the
x-, y- and z-axes, respectively. All images were reconstructed with a uniform spatial grid
sampling of dx = 0.3 mm. From Figures 4.7d–4.7f, it is observed that the images produced
by use of the adjoint operator do not clearly reveal the cortical vessels. This is because the
bleed down effect from the superficial structures overwhelms the signal from the cortical
structures. However this is not the case in the images reconstructed by use of the OBRM, as
shown in Figures 4.7g–4.7i. In these images, the superficial vessels are accurately resolved
because the strong signals from the superficial vessels are spatially separated and do not
overwhelm the cortical vessels. Over the course of numerous iterations, the OBRM was
successful in improving the resolution of the superficial structures, thereby reducing the
amount of contamination that affects the cortical structures. Hence, compared to the images
reconstructed by use of the adjoint operator, the cortical vessels are prominent and visible in
the images reconstructed by use of the OBRM.

4.3.3

Model-mismatch studies

The proposed OBRM requires that the acoustic properties of the skull are known accurately
beforehand. However, such information may be difficult to obtain in practice. Any inaccuracies
in modeling the acoustic properties of the skull will be a source of model mismatch error
in Eqn. (2.17). Model mismatch errors can result in artifacts in the reconstructed images.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Figure 4.7: The MIP of the numerical phantom that represents the 3D initial pressure distribution along (a) x-axis, (b) y-axis and (c) z-axis, respectively. The MIP of the reconstructed
3D initial pressure distribution, reconstructed by use of the matched adjoint operator along
(d) x-axis, (e) y-axis and (f) z-axis, respectively. The MIP of the reconstructed 3D initial
pressure distribution, reconstructed by use of the OBRM along (d) x-axis, (e) y-axis and (f)
z-axis, respectively.
Hence, in this section, computer-simulation studies were conducted to evaluate the robustness
of the proposed OBRM to model mismatch.
There are at least two major types of skull model errors/mismatches that are challenging
to account for in the developed OBRM. The first source of model mismatch resides in the
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inaccuracies in modeling the frequency dependent absorption characteristics of the skull [46,
132]. In transcranial PACT imaging applications, the acoustic absorption is not negligible.
In the initial value problem described in Eqn. (2.10), the acoustic absorption within the skull
was described by a diffusive absorption model [5]. The diffusive absorption model ignores the
fact that the wavefield absorption within the skull is dependent on the temporal frequency of
the PA signals [132]. This assumption, however, may be only reasonable for cases where the
bandwidth of the photoacoustic signals are limited [5]. Computer-simulation studies were
performed to explore the feasibility of the proposed OBRM when there was significant model
mismatch with respect to accurately modeling the acoustic absorption characteristics of the
skull.
The second major source of model mismatch that we commonly encounter originates from
the failure to model the presence of acoustic heterogeneities within the skull. Various
adjunct imaging data based methods as well as joint reconstruction methods can be employed
to account for acoustic variations in the skull in the proposed optimization-based image
reconstruction framework [59, 83, 105]. A study of these techniques is beyond the scope of
this study.
Methods
To study the impact of model mismatch associated with acoustic absorption, the cortical blood
vessel phantom shown in Figure 4.1 was employed. The forward pressure data were generated
employing a skull model that had linear frequency dependent absorption characteristics. The
linear dependence of the compressional wave absorption value with respect to frequency is
shown in Figure 4.8a. The slope of the linear frequency dependent was 16 dBcm−1 MHz−1 .
The shear wave absorption value is dependent on the ratio between the compressional speed
and shear speed. Hence, for the configuration described in Figure 4.8a, the shear wave
60

absorption characteristics will be linear with respect to frequency and will have a slope of 32
dBcm−1 MHz−1 .
To generate the simulated pressure data that modeled the frequency dependent absorption
characteristics of the skull, multiple runs of the imaging model with different diffusive
absorption values had to be performed. A schematic describing the generation of the forward
pressure data from a skull model with frequency dependent absorption characteristics is
bin −1
shown in Figure 4.8b. The set of discrete diffusive absorption values {αi }N
used to
i=0

generate the forward data are given by αi = α0 fi , where α0 is the linear slope value of the
frequency dependent absorption model. Here, Nbin are the number of frequency bins and fi
represents the central frequency of the each bin. Let ∆f be the size of each frequency bin.
To generate the pressure data, the frequency spectrum was discretized into different bins and
the corresponding diffusive absorption value is assigned based on the central frequency of the
bin. Subsequently, pressure data corresponding to each of the diffusive absorption value αi
was generated using the imaging model H(c)(αi ). Here, H(c)(αi ) represents the D-D imaging
model when the diffusive acoustic absorption value of the skull was set to αi . The pressure
data corresponding to each fi are then subsequently filtered and summed to generate the
final pressure data. For the simulation studies, we assume Nbin = 10 and ∆f = 0.2 MHz.
The same 3D computational volume and the measurement geometry employed in Section 4.3.1
were utilized. Furthermore, different discretization strategies were employed to generate the
simulated pressure data and to reconstruct the initial pressure distribution. The simulated
pressure data were generated using a spatial grid size of dx = 0.225 mm and a temporal
sampling rate of 50 MHz . The simulated pressure data were corrupted with white Gaussian
noise with a standard deviation 5 percent of the maximum amplitude of cortical signals before
the application of the reconstruction method. The OBRM employed a constant diffusive
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Linear frequency dependent absorption characteristics of the skull
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Figure 4.8: (a) The linear frequency dependent compressional wave absorption characteristics
of the skull. (b) A schematic describing the generation of forward data when employing
frequency dependent absorption model.
absorption model for image reconstruction. All other acoustic properties of the skull other
than the absorption value were assumed to be known.
Results and Discussion
The MIPs of the reconstructed 3D images using the OBRM are shown in Figure 4.9. Each
column of images represent the maximum intensity projections of the reconstructed initial
pressure distribution along the x-, y- and z-axes, respectively. Each row of Figure 4.9 displays
images reconstructed with a different diffusive absorption value. All the reconstructions were
performed with a spatial grid sampling of dx = 0.3 mm.
From Figure 4.9, one can observe that the minimum root mean square error (RMSE) was
obtained for the initial pressure distribution reconstructed with a diffusive absorption value of
1
α = 0.75 µs
. The optimal value of the diffusive absorption value of α = 0.75 is associated with

a central frequency of 0.5 MHz and the frequency bin of [0.4 MHz, 0.6MHz]. The optimal
diffusive absorption value is defined as the diffusive absorption value associated with the
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Figure 4.9: The maximum intensity projections of the 3D initial pressure distribution
reconstructed by use of the OBRM. The first row of images correspond to images reconstructed
using a diffusive absorption value of α = 0.45. The second row of images correspond to images
reconstructed using a diffusive absorption value of α = 0.75, and the third row of images
correspond to images reconstructed using a diffusive absorption value of α = 1.05. Each
column of images correspond to MIP projections along x-axis, y-axis, and z-axis, respectively.
OBRM that produced images with the lowest RMSE. The optimal absorption value was
associated with the frequency band that contains the most energy in the measured pressure
data. From the results, one can observe that the model mismatch due to inaccuracy in
modeling for frequency dependent characteristics of the skull can be accounted for by using
a diffusive absorption model, as long as the diffusive absorption value is representative of
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(a)

(b)

(c)

Figure 4.10: The maximum intensity projections of the reconstructed 3D initial pressure
distribution using the adjoint operator with α = 0.75 along (a) x-axis, (b) y-axis, and (c)
z-axis, respectively.
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Figure 4.11: The line profiles through the 3D volumes reconstructed using (a) the OBRM
with different diffusive absorption values and (b) the adjoint operator with α = 0.75.
the dominant frequency band in the measured pressure data. The line profiles through the
reconstructed 3D images, shown in Figure 4.11a, also emphasize these observations.
The MIPs of the reconstructed 3D images reconstructed by use of the adjoint operator
are shown in Figures 4.10a–4.10c. The adjoint operation was performed with the optimal
1
diffusive absorption value of α = 0.75 µs
. From Figure 4.9 and Figures 4.10a–4.10c, the
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contrast of the images obtained using the adjoint as the reconstruction operator is observed to
be poor compared to the images obtained using the OBRM. The sharp difference in contrast
can be also be observed by comparing the line profiles through the reconstructed images
shown in Figure 4.11b.
In summary, one can observe that the impact of the failure to model the frequency dependent
absorption characteristics of the skull results in blurring of the reconstructed images. However,
the impact of model mismatch errors on the accuracy of the reconstruction can be minimized
by employing diffusive absorption value associated with the dominant frequency band in the
measured pressure data. This conclusion was confirmed by calculating at the RMSE of the
reconstructed pressure distribution with different diffusive absorption values.

4.4 Experimental studies
In this section, studies that utilized experimental PACT data produced by use of a physical
phantom are presented. Two sets of experimental PACT data were employed to validate the
proposed OBRM. The experimental phantoms and the setup used to acquire the data are
described below.
Phantoms
The design of the physical phantom employed for the experimental studies was motivated by
transcranial PACT. The phantom was comprised of a spherical acrylic globe of thickness of
2.5 mm and an inner radius of 76.2 mm, placed within a 3D volume filled with water. The
acrylic globe is an elastic solid that possesses acoustic property values that are representative
of a human skull.
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(a)

(b)

Figure 4.12: Pictures of the vessels drawn on the inner surface of the acrylic globe.
For the experimental studies, two configurations of optical absorbing vessel-like structures
were employed with the acrylic globe to generate the pressure data. In the first configuration,
referred to as phantom #1, optically absorbing vessel-like structures were painted on the inner
surface of the acrylic globe, as shown in Figure 4.12. These vessels were intended to mimic
cortical vessels that reside near the top surface of a brain. Some of the cortical vessels painted
on the acrylic globe have been labeled in Figure 4.12 and will be referred to in the subsequent
discussions. In the second configuration, also referred as phantom #2, strips of superficial
absorbers placed were outside the acrylic globe along with cortical vessels of phantom #1 as
shown in Figure 4.13. Hence, the experimental data obtained from illuminating phantom #2
mimicked the setup described in Section 4.3.2 whereby the PACT data were generated from
cortical as well as superficial structures.
System
A 64 element transducer arc was scanned over 600 locations in the azimuthal direction
in an approximately hemispherical configuration as shown in Figure 4.14 to acquire the
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(a)

(b)

Figure 4.13: Pictures of the superficial structures placed outside the globe and the cortical
structures placed inside the globe

(a)

(b)

Figure 4.14: (a) The schematic of the experimental transcranial PACT imaging system. (b)
The position of the acrylic globe relative to the measurement system.
experimental data. The location of the acquisition system with respect to the acrylic globe is
shown in Figure 4.14b. A short 6 ns laser pulse (Nd-YAG Quantel Brilliant B laser) with a
repetition rate of 10 Hz at a wavelength of 1064 nm was used to irradiate a sample located in
the center of the measurement system as shown in Figure 4.14a. The subsequently generated
67

acoustic signals were detected by unfocused transducers, with a center frequency of 1 MHz
and a bandwidth of 80 %. The electrical signals recorded by the transducers were sampled
at a temporal sampling rate of 25 MHz. This system was employed to image the physical
phantoms.
Data preprocessing
Prior to image reconstruction, the measured data were preprocessed. The preprocessing
involved deconvolving the acquired data with the electrical impulse response (EIR) of the
transducer. The Wiener deconvolution method was employed to estimate the deconvolved
PA signals from the raw electrical transducer measurements. After deconvolution, the data
were filtered with a Hann-window low-pass filter with a cutoff frequency of 2 MHz. The
filtered data were also upsampled by a factor of 2.5, with the goal of circumventing numerical
stability issues with the wave equation solver.

4.4.1

Experimental results and Discussion

When employing either the adjoint operator or the OBRM for image reconstruction, the
acoustic parameters of the acrylic globe were set to be ρ = 1200
and α = 0.1

1
.
µs

kg
,
m3

cl = 2.8

mm
,
µs

cs = 1.4

mm
,
µs

Similar to the computer-simulation study, at the material interface between

the globe and the background fluid medium, the density and the absorption values were
arithmetically averaged to avoid any instability issues with the FDTD wave equation solver.
The images reconstructed from experimental data are shown in Figures 4.15 and 4.16. The
first set of results shown in Figure 4.15 corresponds to an experiment where the pressure data
were generated by illuminating phantom #1. Each column of images shown in Figure 4.15,
corresponds to 2D maximum intensity projections of the reconstructed 3D volume along three
mutually perpendicular directions. The first row of images shown in Figure 4.15 corresponds
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to images reconstructed by use of the adjoint operator while the second row of images
corresponds to images reconstructed using the OBRM with no regularization.
The vessels in the reconstructed images in Figure 4.15 are given the same labels (v1, v2, v3)
as the vessels shown in Figure 4.12 to facilitate comparison between the reconstructed images
and the photographic images. Similar to the computer-simulation studies, the contrast of the
images reconstructed using the OBRM, is significantly higher compared to the contrast of the
images reconstructed using the adjoint operator. The contrast was quantitatively evaluated
in 3D region demarcated by the red bounding box shown in Figure 4.15. The contrast was
evaluated by dividing the difference in mean signal intensity of the vessel structure and the
background in the selected 3D volume and dividing it by the variance of the background
signal. It was found that the contrast of the image reconstructed using the OBRM was 12.608
compared to a contrast of 3.21 for the image reconstructed using the adjoint operator. Hence,
an improvement of contrast by a factor of approximately 4 was observed when the image was
reconstructed using the OBRM as opposed to the one reconstructed using the matched adjoint
operator. Furthermore, one can observe that the vessel like structures labeled v1, v2, v3 are
distinctly visible in the images reconstructed using the OBRM while the same structures
are not in the images reconstructed using the adjoint operator. The results in Figure 4.15
demonstrate that the use of OBRM to reconstruct initial pressure distribution within an
elastic media can lead to significant improvement in image quality compared to the images
generated using the adjoint operator. The second set of experimental results corresponding to
pressure data generated by illuminating phantom #2 is shown in Figure 4.16. Each column
of images shown in Figure 4.16 was generated by performing maximum intensity projection
of the reconstructed 3D volume along three mutually perpendicular directions. In addition,
the first row of images shown in Figure 4.16 corresponds to images reconstructed using the
adjoint operator while the second row of images corresponds to images reconstructed using
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Figure 4.15: The maximum intensity projections along three mutually perpendicular directions
of the 3D cortical structures reconstructed by use of the (a)-(c) adjoint operator and, (d)-(f)
the OBRM.
the OBRM with no TV regularization. In the images reconstructed using the adjoint operator,
the signals from the superficial structures spread into the cortical region to considerably
degrade the image quality of the reconstructed cortical structures. It is worth to note that
in this experiment, the signal from the superficial structures do not overwhelm the cortical
structures to the same extent as shown in the images reconstructed with the use of the
adjoint operator in the computer-simulation studies. This is due to the fact that the acrylic
globe is far less optically absorbing than a human skull. Hence, the fluence mismatch in the
experimental setup using a acrylic skull is not high enough for the signals from the superficial
structures to completely overwhelm the cortical vessels in the images reconstructed using
an adjoint operator. The vessel like cortical structures are much more clearly visible in the
images reconstructed using the OBRM as compared to the images reconstructed using the
adjoint operator. Hence, the results in Figure 4.16 demonstrate that the OBRM is effective
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Figure 4.16: The maximum intensity projections along three mutually perpendicular directions
of the 3D cortical and superficial structures reconstructed by use of (a)-(c) the adjoint operator,
and (d)-(f) the OBRM.
in accurately resolving the superficial structures and is successful in mitigating the signals
from superficial structures that contribute to obscuring the cortical structures. This leads
to significant improvements in image quality of the reconstructed cortical structures when
employing the OBRM as compared to the adjoint operator.

4.5 Conclusions
In this chapter, an optimization-based image reconstruction method for use in transcranial
PACT was proposed and investigated. The proposed method was based on the 3D elastic
wave equation that accurately modeled the physics of acoustic wave propagation in linear,
isotropic elastic lossy, heterogeneous media. Such modern reconstruction methods allow for
accurate modeling of the imaging physics and provide a general framework to incorporate
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regularization, which can help mitigate the effects data incompleteness, model mismatch
and noise. The proposed OBRM was validated and investigated in computer-simulation
and experimental phantom studies whose designs were motivated by transcranial PACT
applications.
The computer-simulation and experimental studies compared and contrasted the performance
of the OBRM and the adjoint as a reconstruction operator. The results from the studies
demonstrated that the use of adjoint as a reconstruction operator yielded reconstructed
images that possessed suboptimal contrast. The images reconstructed using the OBRM
had improved contrast and also allowed for flexibility in reconstructing images with optimal
tradeoff between image variance, spatial resolution and contrast. Furthermore, the robustness
of the OBRM to model mismatch was also studied. The model mismatch associated with
failure to model accurately the acoustic absorption capabilities of the skull was explored
through computer-simulation studies. The results demonstrated that when employing the
OBRM, the failure to model the frequency dependent characteristics did not have significant
effect the reconstructed image quality when an appropriate diffusive absorption coefficient,
which correspond to the dominant frequency band in the measured pressure data, is chosen.
A challenge for any transcranial PACT reconstruction algorithm is to accurately reconstruct
the cortical structures in the presence of large difference in amplitude between the initial
pressure distribution generated in the cortex and the initial pressure distribution generated
in the scalp. Hence, computer-simulation studies and experimental phantom studies were
conducted to explore the feasibility of the proposed OBRM in resolving superficial and cortical
structures. The results from both computer-simulation and experimental phantom studies
demonstrated that that the OBRM is effective in accurately resolving the superficial structures
and cortical structures compared to the adjoint operator. The significant improvement in the
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image quality of the cortical structures when employing the OBRM was more pronounced
when the difference in optical fluence between the scalp and the cortex was high.
There remain several important topics for further investigation. One of the major sources
of model mismatch that we commonly encounter in transcranial PACT originates from the
failure to model the presence of acoustic heterogeneities within the skull. To address this,
work has been done towards the formulation of joint reconstruction problem for transcranial PACT applications. In such joint reconstruction formulations, the optimization-based
reconstruction procedure is used to reconstruct both the initial pressure distribution and
the spatial distribution of the skull acoustic parameters concurrently. In Chapter 5, the
dissertation discusses the joint reconstruction problem for transcranial PACT applications.
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Chapter 5
Joint reconstruction of initial pressure
distribution and acoustic parameters
in transcranial PACT
5.1 Overview
In Chapter 4, transcranial PACT image reconstruction algorithms were developed and
validated that allowed for accurate compensation of the distortions induced by the skull. The
approach outlined in Chapter 4, requires complete knowledge of the spatial distribution of
the acoustic parameters of the skull. However, in many cases, spatial distribution of the
acoustic parameters of the skull cannot be accurately and/or conveniently estimated prior to
the PACT experiment. Because variations in the spatial distribution of the skull acoustic
parameters induce aberrations in the measured photoacoustic wavefields, certain information
regarding the skull’s acoustic properties is encoded in the PACT measurement data. Based
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on this observation, it is natural to question whether the initial pressure distribution and the
spatial distribution of the acoustic parameters of the skull can both be accurately determined
from the transcranial PACT measurement data alone [25, 60, 145, 147]. This will be referred
to as the joint reconstruction (JR) problem and is the topic of this chapter.
Theoretical and computational studies of the JR problem have been conducted, but are
currently limited to problem of estimating the initial pressure distribution and the speed of
sound (SOS) distribution in fluid media. Theoretical work on the JR problem in fluid media
that neglects discrete sampling effects has established that the initial pressure distribution
and SOS distribution can be uniquely determined from the measured data alone for certain
special cases [53, 55]. However, the uniqueness of the JR problem for more general cases has
not been established. Stefanov and Uhlmann considered the joint estimation problem for
the linearized wave equation in fluid media and demonstrated that, in general, the SOS and
initial pressure distributions could not both be stably recovered and suggested that the same
conclusion would hold for the general case where wavefield propagation modeling was based
on the full wave equation in fluid media [115, 116]. Huang, et al. made similar observations
via computer-simulation studies for the full acoustic wave equation in fluid media [59].
Previously, Zhang et al. proposed to use a low-dimensional representation of the SOS
distribution in order to stabilize the joint reconstruction problem [147]. In that work, the
SOS and initial pressure distributions were estimated by minimizing an objective function
consisting of a data fidelity term and a pair of regularization terms by use of a gradient-based
alternating minimization approach. The acoustic wave propagation was modeled by use of
a generalized Radon transform model, which assumes that the acoustic wave propagation
occurs in fluid media where the acoustic heterogeneities are relatively weak. In addition, the
gradient of the objective function with respect to the parameterized SOS distribution was
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calculated using a finite-difference-based approach, which can be computationally expensive
when the number of parameters in the SOS distribution is large.
In this chapter, the idea of stabilizing the JR problem by use of a parameterized representation
of the spatial distribution of the acoustic parameters of the medium is revisited and extended
in several key ways [83]. First, the forward model is replaced with a full-wave elastic wave
equation based model, which does not assume that the acoustic heterogeneities are small
and also allows for wave propagation in elastic solids. This approach is thus applicable to
transcranial PACT, where the acoustic properties of the skull bone differ significantly from the
background medium. Second, the adjoint state method is employed to compute the gradients
with respect to the initial pressure and spatial distribution of the acoustic parameters of the
medium. This efficient approach has a computational cost that is independent of the number
of parameters in the parameterized representation of the acoustic parameters of the medium.
Furthermore, to effectively overcome the memory burden associated with computing the
gradient of the cost functional with respect to the acoustic parameters of the medium, a
binomial checkpointing method is employed to efficiently compute the gradient. Third, the
optimization method is updated to allow use of constraints and non-smooth regularization
terms. Fourth, the feasibility of the approach is demonstrated through application to
computer-simulation data.

5.2 Parameterized representation of the acoustic parameters of the skull
To constrain and stabilize the JR problem, a low-dimensional parameterized representation
of the spatial distribution of the acoustic parameters of the skull is considered. Let Q denote
the dimension of the parameterized representation of the acoustic parameters of the medium.
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Let c ≡ [ρ, α, λ, µ]T ∈ R4N ×1 represent a vector that describe the acoustic parameters of the
medium over the whole grid. Then, the vector describing the parameterized representation of
the acoustic parameters of the medium cp ∈ R4Q×1 can be related to the spatial distribution
of the acoustic parameters of the medium over the whole simulation grid as
c = Φcp ,

(5.1)

where Φ is some differentiable mapping that relates the two representations. While the
proposed approach permits many possible parameterized representations, here we will focus
on the case where the acoustic parameter at each pixel in the simulation grid corresponds to
one of 4Q possible values. In this case, Φ ∈ R4N ×4Q is a binary matrix defined as

[Φ]i,j =




1 if i ∈ Ij

,

(5.2)



0 otherwise
where Ij denote the set of indices of pixels that correspond to the j-th parameter value, and
[Φ]i,j denotes the (i, j) element of the matrix Φ.

5.3 Formulation of the parameterized joint reconstruction problem
By use of the proposed D-D imaging model defined in Eqn. (2.17), the joint reconstruction
problem of estimating the initial pressure distribution as well as the spatial distribution of
the acoustic parameters can be formulated as an optimization problem given by
1
b b
θ,
c = argmin||g − MH(c)θ||22 + γ1 R(θ) + γ2 R(c).
2 θ≥0,c∈S
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(5.3)

With the introduction of the parameterization Φ, the parameterized JR problem of concurrently estimating the initial pressure distribution as well as the parameterized representation
of the spatial distribution of the acoustic parameters of the medium is given by
b cbp = 1 argmin ||g − MH(Φcp )θ||2 + γR(θ).
θ,
2
2 θ≥0,cp ∈Sp

(5.4)

Here, R(θ) is the regularization function for the initial pressure distribution and γ is the
corresponding regularization parameter value. Compared to Eqn. (5.3), Eqn. (5.4) does
not have a regularization function associated with the spatial distribution of the acoustic
properties of the medium (APM), as the parameterization step effectively acts a regularizer.
Furthermore, the solution to the parameterized JR problem describing the spatial distribution
of the APM in Eqn. (5.4) is constrained to lie in the closed, convex set Sp . The computation
of gradient of the cost function with respect to the acoustic parameters of the medium over
the whole grid is calculated using the adjoint state method and is described in much greater
detail in Section 5.4. Let us define the data fidelity term F (θ, c) ≡ ||g − MH(c)θ||22 . The
gradient of the data fidelity term with respect to the parameterized representation of the
spatial distribution of the acoustic parameters of the medium can be related to the gradient
with respect to distribution of acoustic parameters of the medium over the whole grid via
the chain rule. Thus, the gradient of the cost function with respect to the parameterized
representation of the spatial distribution of the APM is given by
∇cp F (θ, Φcp ) = ΦT ∇c F (θ, Φcp ).

78

(5.5)

In Eqn. (5.5), Φ is assumed to be a linear, real-valued mapping operator. For the choice of
Φ defined in Eqn. (5.2), the expression in Eqn. (5.5) reduces to

[∇cp F (θ, Φcp )]j =

X
[ΦT ∇c F (θ, Φcp )]i .

(5.6)

i∈Ij

From Eqn. (5.6) one can deduce that the magnitude of the j-th component of the gradient
∇cp F (θ, Φcp ) will be dependent on the cardinality of the indicator set Ij . The cardinality of
the set Ij represent the number of pixels that correspond to the j-th component of cp . Hence,
if there exists a mismatch between the number of pixels used represent each component or
parameter of cp , then the gradient will be poorly scaled and will lead to slow convergence.
To combat this, a diagonal, positive definite scaling matrix is introduced and is defined as

[B]j =

1
.
|Ij |

(5.7)

This matrix can be employed to generate a new search direction B∇cp F (θ, Φcp ) that represents the average gradient over the pixels for each component of the parameterized spatial
distribution of the APM. This new search direction is always a descent direction as B is
positive definite by construction. Other choices for B could result in even faster convergence;
however, the choice given by Eqn. (5.7) requires little additional computational cost and
ensures that the magnitude of each gradient component does not depend strongly on the
number of pixels corresponding to each parameter. Furthermore, the projection operator
Pcp ∈ R4Q×4Q represents an operator that projects any arbitrary cp ∈ R4Q×1 to the closed,
convex set Sp ⊂ R4Q×1 .
With this, Eqn. (5.4) may be solved by the weighted proximal gradient descent method
summarized in Algorithm 2. This algorithm can be split into two major parts, one in which
the initial pressure distribution is updated via a proximal gradient descent step and one in
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which the parameterized SOS distribution is updated via a weighted gradient descent step.
This separation is possible since the constraint and non-smooth regularization function R
only involve θ. For brevity, the following notation is employed to describe the algorithm
F (k) ≡ F (θ (k) , Φc(k)
p )

(5.8)

(k)
C (k) ≡ F (θ (k) , Φc(k)
)
p ) + γR(θ

(5.9)

C(θ, cp ) ≡ F (θ, Φcp ) + γR(θ)

(5.10)

Gθ ≡ ∇θ F (θ (k) , Φc(k)
p )

(5.11)

(k+1)
G(k)
, Φc(k)
cp ≡ B∇cp F (θ
p ),

(5.12)

(k)

(5.13)
where superscript k refers to the k th iteration of the algorithm. To choose the step sizes for
Algorithm 2 Parameterized joint reconstruction method
Input: cp (0) , θ (0) , g, Φ, .
b
Output: cbp , θ.
1: k = 0 , where k is the iteration number.
2: while  < F and k > 0 do
(k)
3:
Compute Gθ
d
(k)
4:
Choose δθ via Algorithm 3


d
(k) (k)
(k)
5:
θ (k+1) ← prox d
θ
−
δ
G
(k)
θ
θ
6:
7:
8:
9:
10:
11:
12:

(k)
Gcp

δθ γR

Compute
d
(k)
Choose δcp via Algorithm 4


d
(k) (k)
cp (k+1) ← Pcp cp (k) − δcp Gcp
k ← k +(k+1)
1
−C (k) |
F = |C C (k)
end while
b ← θ (k) , cbp ← cp (i)
θ

80

d
(k)
Algorithm 3 Line search method for selecting step size δθ
Input: θ (k) , δθ0 , Gθ , cp , η > 0.
d
(k)
Output: δθ .
d
(k)
1: δθ ← δθ0
2: found ← false.
3: l ← 0, where l is the line search iteration number
4: while not found
do

D



E


(k)
(k)
(k)
(k)
1
(k)
5:
Q ←
prox d
θ
−
θ
,
G
θ
+
prox
θ
− θ (k)
d
(k)
(k)
d
(k)
γ δθ R
γ
δ
R
2δθ



  

θ
d
(k) (k)
(k)
(k)
(k) (k)
(k)
6:
if C prox d
θ − δθ Gθ , cp ≤ C θ , cp + Q
then
(k)
(k)

7:
8:
9:
10:
11:
12:

(k)

2
2

δθ γR

found ← true
else
d
d
(k)
(k)
δθ ← η l δθ
end if
l ←l+1
end while

updating the initial pressure and parameterized spatial distribution of the APM, a two-way
backtracking line search procedure, detailed in Algorithm 3 and Algorithm 4, is employed.
First, a step size is chosen for updating the initial pressure distribution. During this step,
the parameterized spatial distribution of the APM is kept fixed at its current value. Then, a
step size for updating the parameterized spatial distribution of the APM is chosen via the
same methodology. In the weighted proximal gradient method described in Algorithm 2, the
projection operator Pcp is defined to be the operator that constrains the value of the APM
to lie in a realistic range. Hence, the action of the projection operator Pcp on a element of
the vector cp can be defined as

[Pcp cp ]i =




cmax
if [cp ]i > cmax

i
i



cmin
if [cp ]i < cmin
i
i






[cp ]i otherwise

81

.

(5.14)

d
(k)
Algorithm 4 Line search method for selecting step size δcp
Input: θ (k+1) , δc0p , Gcp , cp , lmax .
d
(k)
Output: δcp .
d
(k)
1: δcp ← δc0p
2: found ← false, flagup ← false.
(k+1) (k)
3: C0 ← C(θ
, cp )
4: l ← 0(line search iteration number)
5: while not found and l ≤ lmax do




d
(k)
(k) (k)
(k)
(k+1)
6:
Ctmp ← C θ
, Pcp cp − δcp Gcp , cp
7:
if l = 0 then
8:
if Ctmp < C0 then
9:
flagup ← true
d
d
(k)
(k)
10:
δcp ← 2δcp
11:
C0 ← Ctmp
12:
else
d
(k)
δ
d
(k)
13:
δcp ← c2p
14:
end if
15:
else
16:
if flagup then
17:
if Ctmp < C0 then
d
(k)
δ
d
(k)
18:
δcp ← c2p
19:
C0 ← Ctmp
20:
else
21:
found ← true
22:
end if
23:
else
24:
if Ctmp > C0 then
d
(k)
δ
d
(k)
25:
δcp ← c2p
26:
else
27:
found ← true
28:
end if
29:
end if
30:
end if
31:
l ←l+1
32: end while
(k)

(k)
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Here, cmax
and cmin
represent the maximum and minimum value associated with the it h
i
i
parameter. Thus, the action of the projection operator constrains the parameterized solution
of the APM to lie in the space of solutions that have physiologically realistic values.
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5.4 Computation of gradient of the cost functional with
respect to the APM
Many optimization methods require an efficient method to calculate the gradient of the
objective function with respect to the sought-after parameters in order to be practical.
While finite difference-based methods provide a straight-forward approach to calculating the
gradient, this approach requires the objective function to be evaluated a number of times that
scales linearly with the number of parameters [45]. This can make the approach infeasible for
large-scale optimization problems.
For linear, least square cost functional described in Eqn. 2.18, the gradient can be computed
using matrix calculus [41]. To compute the gradient, the action of the forward and the adjoint
operator needed to be computed. Hence, the efficient implementation of the matched forward
adjoint operator pair are essential to facilitate the application of gradient-based optimization
techniques to solve the image reconstruction problem in Eqn. 2.18.
However, when the model is nonlinear with respect to the sought-after parameters, the above
approach cannot be employed. Fortunately, there is an alternative method, known as the
adjoint state method, that allows the gradient of an arbitrary functional to be efficiently
computed [93, 102]. The adjoint-state method is a general method to compute the gradient of
a functional that depends on a set of state variables. The state variables are the solutions to
the forward problem described in Eqn. 2.10 while the adjoint state variables are the solutions
of the adjoint of the wave equation. Utilizing the adjoint state method, the gradient of the
cost functional with respect to the model parameters is a function of the state variables as
well as the adjoint state variables [93, 102].
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Numerically this approach is attractive because only one extra linear system needs to be
solved and often the computation of the gradient with respect to the model parameters is
equivalent to approximately two evaluations of the forward modeling. This cost is always
independent of the number of model parameters, which is not always the case when the
computing the gradient of the functional with respect to model parameters. For a general
overview of the adjoint state method see Appendix B. In Appendix C, an example of applying
the method for computing the gradient of the cost functional with respect to the model
parameters in transcranial PACT is provided.
The computation of the gradient of the cost functional with respect to model parameters
using the adjoint state method for 3D problems poses an interesting computational challenge.
Specifically it requires the computation of two state variables at the same time, the forward
state variables computed via solving the forward elastic wave equation, and the adjoint state
variables computed via solving the adjoint of the elastic wave equation. Furthermore, the
forward problem is an initial value problem, and the adjoint wave equation is a final value
problem. Since, the gradient computation requires the adjoint state variables and forward
state variables to be accessed at the same time, and as the forward and adjoint problems
cannot be solved at the same time, the method to compute the gradient must be carefully
designed. For more details, refer to Appendix D. Since the forward and the adjoint wave
equation cannot be solved at the same time, one can employ a variety of methodologies to
compute the gradient that place differing computational and memory burden. Some of the
most popular methodologies are discussed below:
1. One of the most popular methodology that is frequently used when solving 2D problems
involves the computation of the forward problem first. The forward fields or state
variables associated with the solution of the forward problem are then stored in RAM
for all time points as its entire history is made accessible when the adjoint problem
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is solved for efficient gradient computation [59, 83, 84]. For small scale problems, one
simply stores all states reached during the forward problem, and re-uses them as needed
in the rest of the algorithm. This method is the most intuitive and places the least
amount of computational burden (O(L) in time) but places the largest memory burden.
Here L represents the total number of time steps used in solving the forward and adjoint
wave equation. For large scale problems, such as the 3D transcranial PACT problem,
the storage requirements for gradient computation is so extensive as to require resort
to the slowest levels of the memory hierarchy, i.e. writing to disk. This need for very
large amounts of slow memory complicates the logistics of algorithm implementation
and degrades the computational performance of the algorithm significantly.
2. The second method that can be employed, places significant computational burden but
reduces the storage burden associated with computing the gradient. In this method,
at each time point during the adjoint state variable computation the forward problem
is solved from the start to the corresponding time point. Hence, the computational
burden associated with this method is O(L2 ) in time. In this method, the forward state
variables or the adjoint state variables do not need to be stored. Since, this method
involves O(L2 ) evolution time steps in total, it places an unacceptable computational
burden for problems of any significant size.
3. Thus, in order to circumvent the limitations of methods (1) and (2), in this work the
optimal binomial checkpointing method explained in detail in Appendix D was employed
to compute the gradient of the cost functional with respect to the APM [49, 117, 139].
The optimal binomial checkpointing method seeks to combine low storage requirements
of method (2), and the computational efficiency of method (1). In the binomial
checkpointing method, a small number of memory units (checkpoints) are employed to
store the system state at distinct time points. Hence, the computation of the gradient
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at any step of the adjoint wave equation evolution requires the forward problem to
be restarted from the closest checkpoint. The recomputation of intermediate states
required for computation of gradient that have not been stored in memory is started
from these checkpoints. These methods seek an acceptable compromise between memory
requirement and computational efficiency. Hence, binomial checkpointing algorithm
involves O(L) evolution time steps in total and does not place a high computational
burden as the number of checkpoints stored are small compared to the total number
of time points. For a complete description of the binomial checkpointing algorithm
see Appendix D.

5.5 Description of computer-simulation studies
Three-dimensional computer-simulation studies were performed to validate the proposed JR
algorithm.

5.5.1

Methods

Parameterized representation of the skull model
Developing a low-dimensional acoustic representation of the skull that can capture the
fluctuations in the acoustic properties of the skull over the whole 3D volume is a challenging
task. In this study, we employ two different forms of parameterization or low-dimensional
representation of the skull to validate our proposed JR algorithm. The two different forms of
parameterization are listed below:
1. The first low-dimensional skull model assumes that the skull can be characterized by a
three layer model, where the skull is made up of three distinct layers, the inner table,
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the outer table and the diploe layer. Moreover, it is assumed that both the inner and
outer table are made up of cortical bone that have distinct acoustic properties compared
to the diploe layer and the background fluid medium [24, 38, 47]. Furthermore, the
diploe layer is comprised of a layer of trabecular spongious bone that is described by
another distinct set of acoustic parameter values [24, 38, 47]. Hence, in this form of
parameterization, it is assumed that Q = 3 and cp ∈ R12×1 .
The mapping function Φ employed for this low dimensional skull model were generated
based on 3D X-ray CT images of a human skull. The CT images from an intact human
skull were employed to infer the thickness and contour of the inner table, outer table
and the diploe layer. To extract the contour and location of the skull layers from
CT images, a segmentation algorithm was employed. The segmentation algorithm
generated a mask specifying the location of the inner table, outer table and the diploe
layer within the 3D volume. A 2D slice of the CT image acquired from the human skull
and the corresponding mask generated by use of the segmentation algorithm are shown
in 5.1a and 5.1b, respectively. Using the 3D segmented CT skull, the mapping function
Φ for Q = 3 was able to be fully characterized.
2. The second low-dimensional skull model also assumes that the skull can be characterized
by a three layer model. However, in this model, it is assumed that the cortical bone
comprising the inner table and outer table can be further divided into distinct sub-types,
the frontal cortical bone, the left parietal cortical bone and the right parietal cortical
bone, as illustrated by Figure 5.2a. In Figure 5.2a, the maximum amplitude projection
of the 3D CT images of the skull along the z-direction is shown. From Figure 5.2a,
one can decipher the presence of three bones types fusing along the skull sutures.
For illustration purposes, the three cortical bones are segmented and are shown in
Figure 5.2b. Hence, in this model, the skull is assumed to be made up of three distinct
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(a)

(b)

Figure 5.1: (a) A 2D slice through the CT image obtained from a skull. (b) The Q = 3 mask
generated by use of the segmentation algorithm. The diploe layer is represented by the yellow
color while the cortical bone is represented by the blue color.
layers, the inner table, the outer table and the diploe layer. However, the inner table
and outer table are further classified into frontal cortical bone, left parietal cortical
bone and right parietal cortical bone. Each of these bone types are assigned distinct
acoustic parameter values. Similar to the Q = 3 model, it is also assumed that the
diploe layer is comprised of a layer of trabecular spongious bone that is described
by another distinct set of acoustic parameter values. Hence, for this low-dimensional
representation of the skull, it is assumed that Q = 5 and cp ∈ R20×1 .
Similar to the other low dimensional representation of the acoustic properties of the
skull, the mapping function Φ employed for this low dimensional skull model were
generated based on 3D X-ray CT images of a human skull. The CT images from an
intact human skull were employed to infer the thickness and contour of the frontal
cortical bone, left parietal cortical bone, right parietal cortical bone and the diploe
layer. In order to extract the contour and location of the skull layers from CT images, a
segmentation algorithm was employed. The segmentation algorithm generated a mask
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(a)

(b)

Figure 5.2: (a) Maximum amplitude projection of the 3D X-ray CT images of the skull. (b) A
segmented maximum amplitude projection of the 3D X-ray CT images of the skull illustrating
the various cortcical bone types. The frontal cortical bone is represented by the blue color,
the left parietal cortical bone is represented by the red color, and the right parietal cortical
bone is represented by the green color.
specifying the location of the frontal cortical bone, left parietal cortical bone, right
parietal cortical bone and the diploe layer within the 3D volume. A 2D slice of the
CT image acquired from the human skull and the corresponding mask generated by
use of the segmentation algorithm are shown in 5.3a and 5.3b, respectively. Using the
3D segmented CT skull, the mapping function Φ for Q = 5 that maps the APM over
the whole grid to the low-dimensional representation of the spatial distribution of the
APM was able to be fully characterized.
Initial pressure distribution phantom
To study the performance of the proposed parameterized JR algorithm, the numerical blood
vessel phantom shown in Figure 5.4 was employed in the computer-simulation studies. The
blood vessels phantom represents the spatial distribution of the initial pressure distribution
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(a)

(b)

Figure 5.3: (a) A 2D slice through the CT image obtained from a skull. (b) The Q = 5 skull
model mask generated by use of the segmentation algorithm. The diploe layer is represented
by the yellow color, the frontal cortical bone is represented by the blue color, the left parietal
cortical bone is represented by the red color, and the right parietal cortical bone is represented
by the green color.

(a)

(b)

(c)

Figure 5.4: The maximum intensity projections of the numerical phantom that represents
the 3D initial pressure distribution along (a) x-axis, (b) y-axis and (c) z-axis, respectively.
in the medium and are intended to mimic cortical blood vessels. The cortical blood vessels
are placed 6 mm below the surface of the skull.
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(a)

(b)

Figure 5.5: (a) The map of transducer locations employed for the simulation studies. (b) The
position of the skull relative to the transducer locations.
Imaging system
A 3D hemispherical measurement system, as shown in Figure 5.5a was used to record the
simulated pressure data. The measurement system consisted of a total 38400 transducers
distributed evenly in a spiral configuration over the hemispherical surface. The transducers
were distributed evenly on a hemispherical surface with a radius of 115.2 mm.The position of
the measurement system with respect to the skull is shown in 5.5b.
Simulation of pressure data
To avoid inverse crime [29], the measured pressure data were simulated with different temporal
and spatial sampling rates than employed for image reconstruction. When generating the
measured data, the simulation grid consisted of a 3D Cartesian grid with 896 × 896 × 448
pixels and a pixel size of 0.3 mm. The pressure data were recorded for 7000 time steps at
a temporal sampling rate of 100 MHz. Additive Gaussian white noise with zero mean and
a standard deviation of 10 percent of the maximum pressure amplitude was added to the
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measured data. The MPI-based FDTD numerical wave solver described in Chapter 3 was
employed to simulate the measured pressure data.
Two sets of pressure data were generated for the simulation studies. The first set of pressure
data were generated using the initial pressure distribution shown in Figure 5.4. Moreover,
the spatial distribution of the acoustic properties of the skull employed for the generation of
first set of pressure data was characterized by the low-dimensional Q = 3 skull model. In
this skull model, the diploe layer, cortical bone layers and the background fluid media were
assigned distinct acoustic property values. The second set of pressure data were generated
using the same initial pressure distribution. However, the pressure data was generated using
a Q = 5 skull model. In this skull model, the diploe layer, the left parietal cortical bone,
the right parietal cortical bone, the frontal cortical bone and the background fluid media
were assigned distinct acoustic property values. The acoustic property values assigned to
each of the parameters to generate the two sets of forward pressure data are summarized in
Table 5.1.
Image reconstruction
For the image reconstruction, the simulation grid consisted of a 3D Cartesian grid with
448 × 448 × 224 pixels and a pixel size of 0.6 mm. The pressure wavefield was simulated
for 3500 time steps with a temporal sampling rate of 50 MHz. The pressure was simulated
by use of the same MPI-based FDTD numerical wave solver, implemented using NVIDIA’s
CUDA framework [32]. The gradient of the cost functional with respect to (w.r.t) the initial
pressure distribution was computed using the action of the matched adjoint operator while
the gradients of the cost functional w.r.t the APM were computed using the adjoint state
method, described in Appendix C. The adjoint wave equation shown in Eqn. C.6 was solved
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Diploe layer
Cortical bone

Q = 3

Q = 5

ρ = 1000, α = 0.75,

ρ = 1000, α = 0.75,

cl = 2.0785, cs = 1.4

cl = 2.0785, cs = 1.4

ρ = 1850, α = 0.5,
cl = 2.7607, cs = 1.5

Frontal cortical bone

-

Left partietal cortical bone

-

Right parietal cortical bone

-

Background fluid media

ρ = 1850, α = 0.5,
cl = 2.0322, cs = 1.4
ρ = 1850, α = 0.5,
cl = 2.7607, cs = 1.5
ρ = 1850, α = 0.75,
cl = 2.5468, cs = 1.45

ρ = 1000, α = 0.0,

ρ = 1000, α = 0.0,

cl = 1.5, cs = 0.0

cl = 1.5, cs = 0.0

Table 5.1: The values assigned to each parameter in the low-dimensional skull model that
were used to generate the pressure data. The values are based on experimental studies that
measured the acoustical properties of the skull [6, 24, 47, 85, 90]. The density ρ is given in
1
units of mkg3 , the absorption α is given in units of µs
and the longitudinal speed cl , shear speed
mm
cs are given in units of µs .
using the MPI-based FDTD numerical wave solver, implemented using NVIDIA’s CUDA
framework.
Reconstruction of initial pressure distribution for known acoustic properties of
the skull
The initial pressure distribution was reconstructed for fixed c by solving Eqn. (2.18). The
stopping criterion employed for the algorithm was when the relative change in cost function
between successive iterations was less than 10−6 . The value of fixed c = Φcp employed
for reconstruction of initial pressure distribution in these set of studies are summarized in
Table 5.2. Furthermore, these same set of values were also used as initial guesses to the JR
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Diploe layer
Cortical bone

Q = 5

ρ = 1000, α = 0.75,

ρ = 1000, α = 0.75,

ρ = 1000, α = 0.75,

cl = 1.6, cs = 1.3

cl = 1.6, cs = 1.3

cl = 1.6, cs = 1.3

ρ = 1850, α = 0.5,

-

cl = 2.0, cs = 1.35

Frontal cortical bone

-

Left partietal cortical bone

-

Right parietal cortical bone

-

Background fluid media

Q = 3 recon on

Q = 3

ρ = 1850, α = 0.5,
cl = 1.6, cs = 1.3
ρ = 1850, α = 0.5,
cl = 2.0, cs = 1.35
ρ = 1850, α = 0.75,
cl = 2.0, cs = 1.35

Q = 5 pressure data

ρ = 1850, α = 0.5,
cl = 2.0, cs = 1.35
-

ρ = 1000, α = 0.0,

ρ = 1000, α = 0.0,

ρ = 1000, α = 0.0,

cl = 1.5, cs = 0.0

cl = 1.5, cs = 0.0

cl = 1.5, cs = 0.0

Table 5.2: The values assigned to each parameter in the low-dimensional skull model that
were used as initial guesses to the JR algorithm. The density ρ is given in units of mkg3 , the
1
absorption α is given in units of µs
and the longitudinal speed cl , shear speed cs are given in
mm
units of µs .
algorithm described in the subsequent section. The TV-regularization parameter (γ) was
tuned so as to minimize the root mean squared error (RMSE) between the reconstructed
initial pressure distribution and the actual initial pressure distribution. The initial guess for
initial pressure distribution was the vector of all zeros
Joint reconstruction
For all the computer-simulation studies, the density and the absorption coefficient are assumed
to be known. Hence, the joint reconstruction problem was restricted to estimating the spatial
distribution of the longitudinal and shear sound speed of the medium, along with the initial
pressure distribution. It has been shown that the spatial distribution of the density and the
absorption coefficient of the skull can be estimated using raw 3D X-ray CT images expressed
in Hounsfield units [5]. The methodology outlined by Aubrey et.al [5] was employed to
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compute and assign the density values and the longitudinal wave absorption coefficient values
to the low-dimensional acoustic representation of the skull. Furthermore, the ratio of the
shear wave absorption coefficient to the longitudinal wave absorption coefficient was equal to
the ratio between the longitudinal speed and the shear speed.
For the initial investigation, the mapping functions employed for the different skull models
were generated using the segmented 3D X-ray CT images of the skull. The initial guess for
initial pressure distribution was the vector of all zeros. The initial guess for the parameterized
sound speed distribution depends on the number of parameters employed and is summarized
in Table 5.2. The fixed cp employed for the reconstruction of the initial pressure distribution
in section 5.5.1 were used as initial guesses to the JR algorithm. By comparing the image
quality of the initial pressure distribution reconstructed using Eqn. (2.18) for a fixed cp and Φ,
with the initial pressure distribution reconstructed using Eqn. (5.4), one can characterize
the performance of the JR algorithm. The stopping criterion employed for the JR algorithm
was when the change in cost function between successive iterations was less than 10−6 .
The TV-regularization parameter (γ) in the JR algorithm was tuned so as to minimize the
RMSE between the reconstructed initial pressure distribution and the actual initial pressure
distribution.

5.6 Results of computer-simulation studies
Reconstruction of initial pressure distribution for known acoustic properties of
the skull
The maximum intensity projection (MIP) images of the 3D initial pressure distribution
reconstructed by use of Eqn. (2.18) are shown in Figures 5.6 and 5.7. The reconstruction
algorithm that produced the images shown in Figure 5.6 utilized the forward pressure
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(a)

(b)

(c)

Figure 5.6: The maximum intensity projections of the reconstructed initial pressure distribution along the (a) x-axis, (b) y-axis and (c) z-axis, respectively. The initial pressure
distribution was reconstructed using a conventional (non-JR) iterative image reconstruction
algorithm for fixed acoustic properties of the skull. The Q = 3 skull model was employed for
the image reconstruction.
data generated using the low-dimensional skull model with parameter value Q = 3. The
reconstructed images of Figure 5.6 were generated by solving the optimization problem defined
in Eqn. (2.18), where the spatial distribution of the APM c were given by Eqn. (5.1), and
where Q = 3. The MIP images of the reconstructed 3D initial pressure distribution shown
in Figure 5.7 were reconstructed from the pressure data generated using a low-dimensional
skull model with parameter value Q = 5. The reconstructed images shown in Figure 5.7
were generated by solving the optimization problem defined in Eqn. (2.18), where the spatial
distribution of the acoustic properties of the skull was characterized by a low-dimensional
model where Q = 5.
From Figures 5.6 and 5.7, it is observed that the images reconstructed by iteratively solving
the optimization problem defined in Eqn. (2.18) contains artifacts. The artifacts are present
because the acoustic property values assigned to the skull when reconstructing the initial
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(a)

(b)

(c)

Figure 5.7: The maximum intensity projections of the reconstructed initial pressure distribution along the (a) x-axis, (b) y-axis and (c) z-axis, respectively. The initial pressure
distribution was reconstructed using a conventional (non-JR) iterative image reconstruction
algorithm for fixed acoustic properties of the skull. The Q = 5 skull model was employed for
the image reconstruction.
pressure distributions are inaccurate. Hence, the image quality associated with the reconstructed initial pressure distribution degrades considerably when the acoustic property values
assigned to the parameters in the low-dimensional skull model are inaccurate. The artifacts
present in Figures 5.6 and 5.7 also reinforce the need to develop JR algorithms whereby the
acoustic property values associated with the low-dimensional representation of the skull can
be refined concurrently with the initial pressure distribution.
Joint reconstruction
The 3D MIP images of the reconstructed initial pressure distribution utilizing the pressure
data generated using the Q = 3 and Q = 5 skull models are shown in Figure 5.8 and
Figure 5.9, respectively. Moreover, the reconstructed initial pressure distribution shown in
Figure 5.8 and Figure 5.9 were obtained by solving Eqn. (5.4), where Q = 3 and Q = 5,
respectively. Furthermore, in Figure 5.10, 3D MIP images of the reconstructed initial pressure
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(a)

(b)

(c)

Figure 5.8: The maximum intensity projections of the reconstructed initial pressure distribution along the (a) x-axis, (b) y-axis and (c) z-axis, respectively. The initial pressure
distribution was reconstructed using a parameterized JR-based iterative image reconstruction
algorithm. The Q = 3 skull model was employed for the image reconstruction.
distribution utilizing the pressure data generated using a Q = 5 skull model is shown. The
parametrized JR algorithm employed to reconstruct the initial pressure distribution shown
in Figure 5.10 was obtained using a Q = 3 skull model. Hence, non-inverse crime with respect
to the skull model was performed to obtain the results shown in Figure 5.10.
Comparing the reconstructed images shown in Figure 5.6 with Figure 5.8, and the images
shown in Figure 5.7 with Figure 5.9, one can observe that the use of the proposed JR
algorithm qualitatively improves the image quality of the reconstructed initial pressure
distribution. It can also be observed from Figure 5.10 that allowing the JR algorithm to
effectively tune the acoustic properties of the medium even when the parameterization is
incorrect can significantly improve the image quality associated with the reconstructed initial
pressure distribution. In addition to qualitative improvements, the proposed JR algorithm
also quantitatively improves the accuracy of the estimated initial pressure distribution as
demonstrated by the line profiles shown in Figures 5.11 and 5.12.
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(a)

(b)

(c)

Figure 5.9: The maximum intensity projections of the reconstructed initial pressure distribution along the (a) x-axis, (b) y-axis and (c) z-axis, respectively. The initial pressure
distribution was reconstructed using a parameterized JR-based iterative image reconstruction
algorithm. The Q = 5 skull model was employed for the image reconstruction.

]
(a)

(b)

(c)

Figure 5.10: The maximum intensity projections of the reconstructed initial pressure distribution along the (a) x-axis, (b) y-axis and (c) z-axis, respectively. The initial pressure
distribution reconstructed using a parameterized JR algorithm. The pressure data used to
produce the images were generated using a Q = 5 skull model. Moreover, to perform the
image reconstruction the parameterized JR algorithm employed a Q = 3 skull model.
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It was also shown that the conventional iterative image reconstruction method that assumed
a fixed c, relied too heavily on accurately on estimating c prior to the experiment. Hence,
the image quality of the images reconstructed using the conventional iterative approach
was significantly degraded when c could not be accurately estimated prior to the PACT
reconstruction. Hence, for the conventional iterative algorithm to be effective, methodologies
to accurately estimate c prior to the PACT image reconstruction needs to be developed.
Furthermore, Table 5.3 summarizes the values of the acoustic properties of the skull estimated
using the JR algorithm for the two skull models. In addition, Table 5.3 also summarizes the
values of the acoustic properties of the Q = 3 skull model estimated by the JR algorithm
when deployed on the pressure data generated using a Q = 5 skull model. Comparing the
results shown in Table 5.3 with the original values shown in Table 5.1, one can conclude that
the JR algorithm can accurately estimate the acoustic property values associated with the
low-dimensional skull model. When non-inverse crime with respect to the skull model was
performed, i.e when the JR algorithm with a Q = 3 skull model was applied on the pressure
data generated utilizing the Q = 5 skull model, the true value of the acoustic properties of
the skull cannot be recovered due to the choice of the parameterization. However, in this
case, the JR algorithm estimates the effective/average value of the acoustic properties of the
medium for certain regions.
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Q = 3
Diploe layer

ρ = 1000, α = 0.75,

ρ = 1000, α = 0.75,

ρ = 1000, α = 0.75,

cl = 2.0940, cs = 1.3933

cl = 2.1430, cs = 1.3946

cl = 2.7491, cs = 1.4990

Frontal cortical bone

-

Left partietal cortical bone

-

Right parietal cortical bone

-

Background fluid media

Q = 5 pressure data

cl = 2.0842, cs = 1.3976
ρ = 1850, α = 0.5,

Cortical bone

Q = 3 recon on

Q = 5

ρ = 1850, α = 0.5,

-

cl = 2.6087, cs = 1.4454

ρ = 1850, α = 0.5,
cl = 2.0191, cs = 1.3974
ρ = 1850, α = 0.5,
cl = 2.7324, cs = 1.4987
ρ = 1850, α = 0.75,
cl = 2.5316, cs = 1.4484

-

ρ = 1000, α = 0.0,

ρ = 1000, α = 0.0,

ρ = 1000, α = 0.0,

cl = 1.5, cs = 0.0

cl = 1.5, cs = 0.0

cl = 1.5, cs = 0.0

Table 5.3: The values reconstructed for each parameter in the low-dimensional skull model
using the proposed JR algorithm. The density ρ is given in units of mkg3 , the absorption α is
1
given in units of µs
and the longitudinal speed cl , shear speed cs are given in units of mm
.
µs

(a)

(b)

Figure 5.11: Line profiles through the 3D initial pressure distributions shown in Figs. 4.1, 5.6
and 5.8.
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(a)

(b)

Figure 5.12: Line profiles through the 3D initial pressure distributions shown in Figs. 4.1, 5.7
and 5.9.

5.7 Conclusions
In this chapter, a new approach to image reconstruction for transcranial PACT is proposed
where the initial pressure distribution and the spatial distribution of the acoustic properties
of the skull are jointly estimated from PACT measurements alone. This approach overcomes
the instability associated with the JR problem from PACT measurements alone by estimating
a low dimensional representation of the spatial distribution of the acoustic properties of the
skull. The developed reconstruction methodology was validated by use of computer-simulation
studies that closely mimicked transcranial PACT experiments.
The computer-simulation studies compared and contrasted the performance of the proposed
JR algorithm with a conventional optimization-based image reconstruction algorithm that
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assumed a fixed spatial distribution of the acoustic properties of the skull. From the results it
was demonstrated that the conventional optimization-based image reconstruction algorithm
yielded images with significant artifacts, when the spatial distribution of the acoustic properties
of the skull were not accurate. The proposed JR algorithm, on the other hand, was able
to refine the spatial distribution of the acoustic properties of the skull concurrently with
the initial pressure distribution to yield accurate, high quality images of the initial pressure
distribution. In addition, the proposed JR algorithm was also able to accurately estimate the
acoustic property values associated with the low-dimensional skull model.
In addition, parameterized JR offers clear advantages compared with manually tuning a
parameterized representation of the low-dimensional skull model, particularly as the number
of parameters in the skull model is increased. The number of parameters used to generate
the skull model is a design parameter that needs to be carefully considered. When the
assumed parameterization is too simple to describe the true variations in acoustic properties
within the skull, model error will lead to errors in the reconstructed images. When the
assumed parameterization is very complex, the inverse problem may be poorly conditioned
and may have many local minima. Future studies can focus on considering a range of different
parameterizations with different numbers of parameters to carefully examine the trade-off
between model error and the conditioning of the inverse problem.
There remain several important topics for further investigation. For instance, the parameterized low-dimensional representation of the skull developed in this work were developed
based on 3D X-ray CT images of the skull. Hence, for the proposed JR algorithm to work,
an adjunct image that provides information about the contour, location of the skull is
required. Hence, there remains a need to investigate other sources of adjunct image that
can help provide the contour, location of the skull without employing ionizing radiation. In
addition, future investigations should also include validating the proposed JR algorithm using
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experimental data. This will provide insight into the complexity of skull model required for
accurate reconstruction of initial pressure distribution. Furthermore, future work can also
focus on developing more efficient optimization methods for solving the JR problem, such as
accelerated first-order or second-order methods, that would reduce the computational cost
and thus increase the attractiveness of this approach.
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Chapter 6
Summary
In this dissertation, we have developed methods for image reconstruction in transcranial
PACT that can effectively compensate for the distortions introduced by the skull. These
approaches sought to obtain accurate high-resolution images of the initial pressure distribution
by employing imaging models based on the elastic wave equation and incorporating these
models within an optimization-based image reconstruction framework.
An explicit formulation of the discrete forward operator (i.e., imaging model) for transcranial
PACT that is based on the three-dimensional (3D) elastic wave equation was described. In
addition, the explicit formulation of the forward operator was utilized to derive and implement
an associated matched adjoint operator. Massively parallel implementations of these operators
employing multiple graphics processing units were also developed. Various numerical and
experimental studies were also presented to compare and contrast the performance of the
adjoint operator as an reconstruction operator with the canonical BP reconstruction operator.
The results demonstrated that neglecting to model the heterogeneous elastic properties of
the medium can lead to significant deterioration in image quality.
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Even though the adjoint operator was able to perform better than existing BP methods
in compensating for the acoustic and elastic properties of the skull, the use of the adjoint
operator as a reconstruction operator possesses limitations. These limitations were addressed
by developing an optimization-based image reconstruction algorithm that sought to obtain
penalized least squares estimates of the initial pressure distribution. The optimization-based
image reconstruction methods allowed for accurate modeling of the imaging physics and
provided a general framework to incorporate regularization, which helped mitigate the effects
data incompleteness, model mismatch and noise. The proposed optimization-based image
reconstruction methods were also validated and investigated using computer-simulation
and experimental phantom studies whose designs were motivated by transcranial PACT
applications.
To properly compensate for the distortions in the measured pressure data caused by the
presence of the skull, the developed optimization-based image reconstruction methods require
knowledge of the spatial distribution of the APS. However, estimating the spatial distribution
of the APS prior to the PACT experiment remains challenging. In this dissertation, a method
to jointly reconstruct the initial pressure distribution and the low-dimensional representation
of the spatial distribution of the APS from PACT data alone is proposed. By use of the
low-dimensional representation of the spatial distribution of the APS, the instability of the
general (unparameterized) JR problem is mitigated. The proposed joint reconstruction (JR)
problem was evaluated through three-dimensional computer-simulation studies that closely
mimic transcranial PACT experiments.
Many areas remain for further improvement. While the chosen imaging models sought to
more accurately model the underlying physics of the imaging system, they still have not
been applied to experimental data acquired using an in vivo skull. Hence, the developed
reconstruction algorithms need to be applied to experimental PACT data acquired using
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an in vivo skull. Based on the results of such experimental studies, one can employ various
strategies to further refine the developed reconstruction algorithm. These strategies may
include developing a more complex imaging model, choosing a different penalty function,
preprocessing the experimental data differently or tuning the regularization parameter.
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Appendix A
Convolutional PML (C-PML)
A.1 Introduction to C-PML
One of the most popular methods of implementing absorbing boundary conditions is the PML.
It was originally developed by Berenger for use with Maxwell’s equations using a split-field
formulation [15, 18]. One of the drawbacks to the split-field formulation of the classical PML
is that it increases the number of field variables that need to be stored and the number of
differential equations that need to be solved over the whole domain.
Later, a complex coordinate stretching technique was developed [27, 107], which is equivalent
to Berenger’s formulation in the frequency-domain, but which has a much more efficient
implementation in the time-domain. In this approach, the spatial derivatives along each
direction are replaced with a scaled version. For example, in the x-direction, the scaled
spatial derivative is given by

∂x̃ =

1
∂x ,
Sx (x, ω)
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(A.1)

where Sx (x, ω) is a spatially-dependent, complex scaling factor given in the temporal frequency
domain by

Sx (x, ω) = 1 +

dx (x)
.
jω

(A.2)

Here, dx (x) is the profile for the absorption of the absorbing boundary layer, which is equal
to zero outside of the layer. In the time-domain, Eqn. (A.1) is given by

∂x̃ = sx (x, t) ∗t ∂x ,

(A.3)

which is why this method is also sometimes called a convolutional PML (C-PML).
While Berenger’s formulation of the PML gives rise to an absorbing boundary layer with
a reflection coefficient of zero for all angles of incidence, this property only holds in the
continuous case. Upon discretization, for waves arriving at grazing incidence, a large amount
of energy is sent back into the main domain in the form of spurious reflected waves. This
makes the discrete classical PML less efficient for cases where the sources are located close
to the edge of the grid, which is commonly encountered in elastic wave modeling [64]. To
circumvent this problem, a more general form for the scaling factor was developed [69, 107],
given by

Sx (x, ω) = κx (x) +

dx (x)
.
βx (x) + jω

(A.4)

Given Eqns. (A.4), (A.1), and (A.3), one can write

sx (x, t) =

1
δ (t) + ζx (x, t) ,
κx (x)
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(A.5)

where

ζx (x, t) ≡

dx (x)
exp (− [dx (x) /κx (x) + βx (x)] t) U (t),
κx (x)2

(A.6)

and U (t) denotes the Heaviside step function. Thus, our modified spatial derivative operator
is given by

∂x̃ =

1
∂x + ζx (t) ∗t ∂x .
κx (x)

(A.7)

From a numerical point of view, the calculation of the convolution is costly because it requires
at each time step to sum over all previous time steps. However, given the particular form of
ζi , it is possible to compute the convolution using a recursive technique by use of a memory
variable [75]. Given a memory variable φx , the derivative of a field variable along the xth
direction can be written as

∂x̃ =

1
∂x + φx ,
κx

(A.8)

where this memory variable is updated recursively in time according to
1

φnx = bx φn−1
+ ax (∂x )n− 2 ,
x

(A.9)

where the spatial derivative acts on the specific field variable associated with the memory
variable φx (x). In addition, the PML decay constants ax (x) and bx (x) in Eqn. (A.9) are given
by
bx (x) = exp (− (dx (x) /κx (x) + βx (x)) ∆t)
ax (x) =

dx
(bx (x) − 1) .
κx (dx + κx βx (x))
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(A.10a)
(A.10b)

A.2 Application of C-PML to elastic wave equation
In order to apply the C-PML-based absorbing boundary conditions to the elastic wave equation
in Eqn. (2.10), one can replace the spatial derivative operations defined in Eqn. (2.10), with
the modified spatial derivative operations defined in Eqn. (A.8). For simplicity, we consider
κ = 1. The parameter κ was introduced to attenuate evanescent waves when modeling
Maxwell’s equations and may be less critical to elastic wave simulations [64]. Thus, given the
modified spatial derivative operators in Eqn. (A.8), the collection of differential equations
defined in Eqn. (2.10) can be written as
3


1X
∂t u̇ + αu̇ =
∂i σ 1i + ζi ∗ ∂i σ 1i ,
ρ i=1
1

1

3

∂t u̇2 + αu̇2 =


1X
∂i σ 2i + ζi ∗ ∂i σ 2i ,
ρ i=1

∂t u̇3 + αu̇3 =


1X
∂i σ 3i + ζi ∗ ∂i σ 3i ,
ρ i=1

3

∂t σ 11 = λ
∂t σ 22 = λ
∂t σ 33 = λ

3
X
i=1
3
X
i=1
3
X

(A.11a)
(A.11b)
(A.11c)



∂i ui + ζi ∗ ∂i ui + 2µ ∂1 u̇1 + ζ1 ∗ ∂1 u̇1 ,

(A.11d)



∂i ui + ζi ∗ ∂i ui + 2µ ∂2 u̇2 + ζ2 ∗ ∂2 u̇2 ,

(A.11e)



∂i ui + ζi ∗ ∂i ui + 2µ ∂3 u̇3 + ζ3 ∗ ∂3 u̇3 ,

(A.11f)

i=1


∂t σ 23 = µ ∂2 u̇3 + ∂3 u̇2 + ζ2 ∗ ∂2 u̇3 + ζ3 ∗ ∂3 u̇2 ,

∂t σ 13 = µ ∂1 u̇3 + ∂3 u̇1 + ζ1 ∗ ∂1 u̇3 + ζ3 ∗ ∂3 u̇1 and

∂t σ 12 = µ ∂1 u̇2 + ∂2 u̇1 + ζ1 ∗ ∂1 u̇2 + ζ2 ∗ ∂2 u̇1 .
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(A.11g)
(A.11h)
(A.11i)

Note that, because the elastic media is linear isotropic (σ ij = σ ji ), it is not necessary to
compute all nine components of the stress tensor. Let the memory variables be defined as
φij ← ζj ∗ ∂j σ ij

(A.12a)

ψ ij ← ζj ∗ ∂j ui ,

(A.12b)

where the memory variables are updated according to


ij
φij
= bj rij φij
+ aj rij ∂j σm
m+ 1
m− 1
2

(A.13a)

2

 ij

ij
ψm
= bj ri ψm−1
+ aj ri ∂j uim− 1 .
2

(A.13b)

Substituting the memory variables defined in Eqn. (A.12) into Eqn. (A.11) we have
3

∂t u̇1 + αu̇1 =


1X
∂i σ 1i + φ1i ,
ρ i=1

∂t u̇2 + αu̇2 =


1X
∂i σ 2i + φ2i ,
ρ i=1

∂t u̇3 + αu̇3 =


1X
∂i σ 3i + φ3i ,
ρ i=1

3

3

∂t σ

11

=λ

∂t σ 22 = λ
∂t σ 33 = λ

3
X
i=1
3
X
i=1
3
X

(A.14a)
(A.14b)
(A.14c)



∂i ui + ψ ii + 2µ ∂1 u̇1 + ψ 11 ,

(A.14d)



∂i ui + ψ ii + 2µ ∂2 u̇2 + ψ 22 ,

(A.14e)



∂i ui + ψ ii + 2µ ∂3 u̇3 + ψ 33 ,

(A.14f)

i=1


∂t σ 23 = µ ∂2 u̇3 + ∂3 u̇2 + ψ 23 + ψ 32 ,

∂t σ 13 = µ ∂1 u̇3 + ∂3 u̇1 + ψ 13 + ψ 31 , and

∂t σ 12 = µ ∂1 u̇2 + ∂2 u̇1 + ψ 12 + ψ 21 .
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(A.14g)
(A.14h)
(A.14i)

A.2.1 Discrete formulation
In order to explicitly write the forward and the adjoint operator for the FDTD elastic wave
equation solver with the C-PML, we need to define the following matrices:


Aij ≡ diag ai rj1 , · · · , ai rjN


e ij ≡ diag ai rij , · · · , ai rij
A
1
N


Bij ≡ diag bi rj1 , · · · , bi rjN


e ij ≡ diag bi rij , · · · , bi rij
B
1
N


X ij ≡ diag χi rj1 , · · · , χi rjN


e ij ≡ diag χi rij , · · · , χi rij ,
X
1
N

(A.15a)
(A.15b)
(A.15c)
(A.15d)
(A.15e)
(A.15f)

where ai (r) , bi (r) are PML decay constants in the ith direction and χi (r) represents the
PML indicator function which is one if the component of r along the ith direction is in the
PML. Let the PML memory variable for the spatial derivative of σ ij along the j-th direction
be denoted as φij , and the PML memory variable for the spatial derivative of u̇i along the
j-the direction be denoted as ψ ij . It should be noted that φij is sampled at rj and ψ ij at rij .
Let us define


12
13
21
22
23
31
32
33 T
φm ≡ φ11
m , φm , φm , φm , φm , φm , φm , φm , φm


12
13
21
22
23
31
32
33 T
ψ m ≡ ψ 11
,
m , ψm , ψm , ψm , ψm , ψm , ψm , ψm , ψm
where φm ∈ R9N ×1 and ψ m ∈ R9N ×1 .
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(A.16a)
(A.16b)

Further, let us define the operators
Bij φm ≡ Bij φij
m,

(A.17a)

e ij ψ ij ,
e ij ψ m ≡ B
B
m

(A.17b)

Eij σ m ≡ Aij ∂j σ ij
m,

(A.17c)

e ij ∂j u̇i ,
e ij u̇m ≡ A
E
m

(A.17d)

Γi φm ≡

∆tQ−1
i

3
X

X ij φij
m , and

(A.17e)

j=1

"
∆ij ψ m ≡ ∆t δij Λij

3
X



ij
ji
e
e
ψ kk
m + Mij X ij ψ m + X ji ψ m



#
,

(A.17f)

k=1

e ij , Γi , ∆ij ∈ RN ×9N , Eij ∈ RN ×6N , and E
e ij ∈ RN ×3N . Given the definitions in
where Bij , B
Eqns. (A.15), (A.16),and (A.17), we can write the discretized form of Eqn. (A.14) as
φij
= Bij φm− 1 + Eij σ m
m+ 1

(A.18a)

2

2

u̇im+ 1 = Ji u̇m− 1 + Φi σ m + Γi φm+ 1

(A.18b)

e
e
ψ ij
m+1 = Bij ψ m + Eij u̇m+ 1

(A.18c)

ij
σ ij
m+1 = σ m + Ψij u̇m+ 1 + ∆ij ψ m+1 .

(A.18d)

2

2

2

2

2
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Further, let us also define
B ≡ [B11 , B12 , B13 , B21 , B22 , B23 , B31 , B32 , B33 ]T ,
h
iT
e≡ B
e 11 , B
e 12 , B
e 13 , B
e 21 , B
e 22 , B
e 23 , B
e 31 , B
e 32 , B
e 33 ,
B

(A.19a)
(A.19b)

E ≡ [E11 , E12 , E13 , E21 , E22 , E23 , E31 , E32 , E33 ]T ,
h
iT
e≡ E
e 11 , E
e 12 , E
e 13 , E
e 21 , E
e 22 , E
e 23 , E
e 31 , E
e 32 , E
e 33 ,
E

(A.19d)

Γ ≡ [Γ1 , Γ2 , Γ3 ]T ,

(A.19e)

∆ ≡ [∆11 , ∆22 , ∆33 , ∆23 , ∆13 , ∆12 ]T ,

(A.19f)

F ≡ Φ + ΓE, and

(A.19g)

e
G ≡ Ψ + ∆E,

(A.19h)

(A.19c)

e ∈ R9N ×9N , E ∈ R9N ×6N , E
e ∈ R9N ×3N , Γ ∈ R3N ×9N , F ∈ R3N ×6N , G ∈ R6N ×3N
where B, B
and ∆ ∈ R6N ×9N . In the presence of the C-PML, the single matrix equation to determine
the updated wavefield variables after time ∆t is given by
v0m+1 = W0 (c)v0m ,
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(A.20)



1
φm− 2 


 u̇ 1 
m−

2
where v0m = 
 , and the propagator matrix W0 (c) ∈ R27N ×27N is given by
 ψ 
 m 


σm




09N ×3N 09N ×9N
E
 B



 ΓB

J
0
F
3N
×9N


W0 (c) = 
.
 EΓB

e
e
e
e
EJ
B
EF




e
GΓB
GJ
∆B
I6N ×6N + GF

(A.21)

Hence, the wavefield quantities can be propagated forward in time from t = 0 to t = (M −1)∆t
as


v0 0












v1
..
.






 027N ×1

0
0 
 = T M −1 · · · T 1 
..


.




027N ×1

0

v0 M −1



v0 0






,




(A.22)

where the 27N M × 27N M matrices T0 m (m = 1, ..., M − 1) are defined in terms of W0 (c) as


T0 m






≡






I27N ×27N
..
.

· · · 027N ×27N
..
..
.
.

027N ×27N

· · · I27N ×27N

027N ×27N

···


0(m+1)·27N ×(M −m)·27N

W0 (c)

0(M −m−1)·27N ×m·27N

0(M −m−1)·27N ×(M −m)·27N
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,






(A.23)

with W0 (c) residing between the (27N (m − 1) + 1)th to 27N mth column and the (27N m + 1)th
to 27N (m + 1)th rows of T0 m . From the equation of state in Eqn. (2.10a), Eqn. (2.10b) and
the initial conditions in Eqn. (2.10c), the vector (v00 , 027N ×1 , · · · , 027N ×1 )T can be computed
from the initial pressure distribution θ as




v00



 027N ×1


..

.


027N ×1





 = T00 θ,




(A.24)

where
T00



T

≡ τ 0 , 027N ×N · · · , 027N ×N ∈ R27N M ×N and

T
0
τ ≡ 021N ×N , −IN ×N , −IN ×N , −IN ×N , 03N ×N ∈ R27N ×N .

(A.25)
(A.26)

Note that the memory variable associated with the spatial derivative of the stress tensor is
set to zero initially. This implies that the support of the initial pressure distribution should
be at least 2 grid positions away from the PML in all three directions.
In general, the transducer locations rdl at which the data g are recorded will not coincide
with the vertices of the Cartesian grid at which the propagated field quantities are computed.
The measured data g can be related to the computed field quantities via an interpolation
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operation defined as


v00





g = M0 




v01
..
.



v0M −1




0
Θ
0
·
·
·
0
L×27N
L×27N






0

0L×27N

Θ
·
·
·
0
L×27N



 , where M0 ≡  .
 ∈ RLM ×27N .
.
.
...

 ..
.
.
.
. 






0L×27N 0L×27N · · ·
Θ0

Here, Θ ≡ s01 , · · · , s0L
0



T

(A.27)

∈ RL×27N , where l = 1, · · · , L and

s0l



= 01×21N , −Rl , −Rl , −Rl , 01×3N



(A.28)

is a 1 × 27N row vector. The elements of row vector Rl ∈ R1×N are assigned values
to compute the pressure at the lth transducer using trilinear interpolation. Thus, from
Eqn. (A.22), Eqn. (A.24), Eqn. (A.27), the explicit form of the system matrix that solves
the initial value problem of Eqn. (2.10) in a discrete setting with a C-PML is given by
g = M0 T0 M −1 · · · T0 1 T0 0 θ.

(A.29)

Comparing Eqn. (A.29) with Eqn. (2.17) the explicit form of the system matrix is given by
H(c) = M0 T0 M −1 · · · T0 1 T0 0 .

(A.30)

Hence, the explicit form of H(c)† is given by
H(c)† = T0 0 T0 1 · · · T0 M −1 M0 .
†

†
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†

†

(A.31)

The action of the adjoint matrix on the measured pressure data g was implemented according
to Eqn. (A.31). The state equations for computing padj = H(c)† g with the incorporation of
the C-PML can be written as,
v0 M −1 = Θ0T gM −1

(A.32a)

v0 m = Θ0T gm−1 + W0 (c)T v0m
(A.32b)

m = M − 1, · · · , 1
padj = τ 0T v00 .

(A.32c)

Similar to Eqn. (3.22), the recursive temporal backward update step of Eqn. (A.32b) can be
written as
ψ̃ m−1 = ψ m+1 + ∆† σ m+1

(A.33a)

˜ 1 = u̇ 1 + Ẽ† Ψm+1 + G† σ m+1
u̇
m−
m+

(A.33b)

˜ 1
φ̃m− 1 = φm+ 1 + Γ† u̇
m−

(A.33c)

2

2

2

2

2

˜ 1 + I 04 Θ0T gm+1
σ m = σ m+1 + E† φm+ 1 + F† u̇
m−
2

2

(A.33d)

˜ 1
u̇m− 1 = Ju̇
m−

(A.33e)

ψ m−1 = B̃ψ̃ m−1

(A.33f)

φm− 1 = Bφ̃m− 1 ,

(A.33g)

2

2

2

2

where I 04 v0m ≡ σ m .
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Appendix B
Adjoint state method
When the model is nonlinear with respect to the sought-after parameters, the gradient of
the cost functional described in Eqn. (2.18) cannot be computed using matrix calculus [41].
There is however, an alternative method known as the adjoint state method, that allows
the gradient of an arbitrary functional to be efficiently computed. This approach has seen
widespread application in number of different fields. In this section, first a general overview
of the adjoint state method is provided. Then, in Appendix C, an example of applying
the method for joint reconstruction in transcranial PACT is given. While the adjoint state
method can be derived using several different approaches, here, the Lagrangian interpretation
is given. For simplicity, the presentation is performed in a continuous setting.
The goal of the adjoint state method is to calculate the gradient of a functional F with
respect to some model parameters m. Let us assume the functional depends on the model
parameters, in part, through some state variables Ψ,

F (m) = f (Ψ (m) , m) .
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(B.1)

For example, m could be the spatial distribution of the APM or initial pressure distributions,
Ψ could be the acoustic pressure, and F could be the least squares error between the measured
acoustic pressure and the estimated acoustic pressure given some model. This model defines
the relationship between m and Ψ. As will be seen, it can be useful to denote this model by
a collection of K constraints,

hk (Ψ, m) = 0,

(B.2)

for k ∈ [0, K − 1]. These constraints could correspond to the elastic wave equation, given by
Eqn. (2.10).
The derivative of F with respect to m can be calculated via the chain rule as
dF
∂f ∂Ψ
∂f
=
+
.
dm
∂Ψ ∂m ∂m

(B.3)

Direct application of this expression, however, seems to indicate that calculation of
requires calculation of

∂Ψ
,
∂m

dF
dm

which is often high-dimensional and expensive to compute.

A key benefit of the adjoint state method is that it provides a prescription for calculating
without explicitly computing

∂Ψ
.
∂m

dF
dm

Consider the augmented functional L, which incorporates

the model-based constraints, given by

L (Ψ, m, λ) = f (Ψ, m) −

X

hλk , hk (Ψ, m)i ,

(B.4)

k

where λk are the adjoint state variables and λ is shorthand for the collection of all K adjoint
state variables. This expression is actually the Lagrangian for the optimization problem of
minimizing f with respect to Ψ subject to the constraints hk (Ψ, m) = 0. When Ψ and m are
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related by these constraints,
dF
∂L ∂Ψ
∂L
=
+
.
dm
∂Ψ ∂m ∂m

(B.5)

This holds independent of the choice of λ. In order to allow Eqn. (B.5) to be evaluated
efficiently, λ is chosen such that
X ∂
∂L
∂f
=
−
hλk , hk i = 0.
∂Ψ
∂Ψ
∂Ψ
k

(B.6)

e denote the solution to Eqn. B.6 and let
This is known as the adjoint state equation. Let λ


e represents a saddle point of L since
e satisfy the constraints hk (Ψ, m) = 0. Then, Ψ,
e λ
Ψ
∂L
∂Ψ

= 0 and

∂L
∂λk

e are known, the derivative of
e and λ
= −hk (Ψ, m) = 0 at that point. Once Ψ

F with respect to m can finally be calculated as,
dF
=
dm



e
e m, λ
∂L Ψ,
∂m


X
∂f
∂h
k
=
−
λek ,
.
∂m
∂m
k

(B.7)

Thus, the adjoint state method follows a three-part prescription. First, the state variable
e consistent with m and the chosen model is computed. Second, the value of the adjoint
Ψ
e is computed. Third, the derivative of the cost function by use of Ψ
e is
e and λ
state variables λ
computed. While the adjoint state method has broad applicability, several conditions must
be met for the method to be employed in practice: (1) F , f , hk and Ψ must be continuously
differentiable; (2) each m must correspond to a unique Ψ; and (3) there must exist an efficient
method for solving Eqn. B.6.
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Appendix C
Application of the adjoint state
method to the elastic wave equation
In Appendix B, a general, and somewhat abstract, overview of the adjoint state method was
provided. In this section, the adjoint state method is employed to compute the gradients
of the data fidelity term given in Eqn. (2.18) with respect to the spatial distribution of the
acoustic parameters of the elastic medium. In seismology, the adjoint state method has been
successfully employed to compute the gradients of data fidelity terms with respect to the
acoustic properties of the elastic medium [40, 119].
For simplicity, the presentation focuses on the first-order velocity-stress formulation of the
elastic wave equation for transcranial PACT given in Eqn. (2.10). The approaches for the
second-order elastic wave equation follow the same basic method and have been detailed
previously [93, 102, 119].
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To start, consider the constraints correspond to the elastic wave equation given by Eqn. (2.10),

h0 (p, u̇, σ, C) = ρ∂t u̇(r, t) + ραu̇(r, t) − ∇ · σ(r, t)

(C.1a)

h1 (p, u̇, σ, C) = ∂t σ − C : ∇u̇

(C.1b)

h2 (p, u̇, σ, C) = σ (r, 0) − σ 0 (r)

(C.1c)

h3 (p, u̇, σ, C) = u̇ (r, 0) ,

(C.1d)

where σ and u̇ are the state variables and C is a 4D tensor that describes the elastic moduli
of the media which are the sought-after model parameters. A method for computing the
values of the stress tensor and particle velocity given the elastic moduli and initial stress
distributions, i.e. a method for solving the elastic wave equation, was previously discussed
in Chapter 2. Thus, we shall move on to the task of determining the adjoint state variables
for this model.
To do this, it is necessary to define the functional to be minimized, which is taken to be
1
f (p) =
2

Z

T

Z
dt

0

dr0 (g (r0 , t) − Mσ (r, t))2

(C.2)

∂Ω

where g (r, t) is the pressure recorded over all transducer and M is the restriction of the
diagnol components of the stress tensor over the whole domain to the pressure at the location
of the transducers. Hence, the operator M computes the trace of the stress tensor over the
whole grid and maps it to the pressure at the transducer locations. Note that this function
depends only on the stress tensor and not directly on the particle velocity. The corresponding
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augmented functional is given by
Z
Z
1 T
L=
dt
dr0 (g (r0 , t) − Mσ (r, t))2
2 0
∂Ω
Z T
−
dthγ 1 , ρ∂t u̇(r, t) + ραu̇(r, t) − ∇ · σ(r, t)iU
0
Z T
−
dthγ 2 , ∂t σ(r, t) − C : ∇u̇iV − hφ0 , u̇(0)iU − hφ1 , σ(0, t) − σ 0 iV ,

(C.3)

0

where
hx, yiU =

n Z
X

and

dr xi (r) yi (r)

ha, biV =

U

i=1

m X
m Z
X
i=1 j=1

dr aij (r) bij (r)

V

are the inner products for vector-valued and tensor-valued quantities, respectively. Here,
n is the number of components in the vector-valued quantity, and xi represents the i-th
component of x. Furthermore, let m be the rank of the tensor and aij represents the (i, j)
element of the tensor a.
To compute the derivatives needed to solve the adjoint state equations defined by Eqn. (B.6),
it is useful to rearrange the constraint terms. This is done by use of integration-by-parts
and by the fact that the adjoint of the gradient operator is the negative divergence operator.
With this, the first and the second term in the Lagrangian corresponding to Eqn. (C.1a) can
be rewritten as
Z

T

dthγ 1 , ρ∂t u̇iU =

hργ 1 , u̇iU |T0

0

Z
0

Z
−

T

dthρ∂t γ 1 , u̇iU

(C.4a)

0
T

dthγ 1 , ραu̇iU =

Z

T

dthραγ 1 , u̇iU

0

126

(C.4b)

The third term in the Lagrangian corresponding to Eqn. (C.1a) can be rewritten as
T

Z

T

Z
dthγ 1 , ∇ · σiU =

0

Z
dr γ 1 · (∇ · σ)

dt
0

U

Using integration by parts
Z
⇒

Z

Z

dr γ 1 · [∇ · σ] =
U
Z T

⇒

∂U
Z T

dthγ 1 , ∇ · σiU =
0

dr [n̂ × γ 1 ] : σ −
∇γ 1 : σ
U
Z
Z T
dt
dr [n̂ × γ 1 ] : σ −
dth∇γ 1 , σiU

0

∂U

(C.4c)

0

Similarly, the first term in the Lagrangian corresponding to Eqn. (C.1b) can be rewritten as
T

Z

dthγ 2 , ∂t σiV =

Z

hγ 2 , σiV |T0

−

0

T

dth∂t γ 2 , σiV

(C.4d)

0

The second term in the Lagrangian corresponding to Eqn. (C.1b) can be rewritten as
T

Z

dthγ 2 , C : ∇u̇iV =

0

Z

T

Z
dt

0

dr γ 2 : (C : ∇u̇)

V

Using the symmetric nature of elastic moduli C,
Z
⇒

dr γ 2 : (C : ∇u̇) dx =

V

Z

dr ∇u̇ : C : γ 2 dx

V

Using integration by parts
Z
⇒
V

dr ∇u̇ : C : γ 2 =

Z

dr [n̂ × u̇] : [C : γ 2 ] −

∂V

Z
V
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dr u̇ · [∇ · (C : γ 2 )]

Hence,
Z

T

dthγ 2 , C : ∇u̇iV =

0

Z

T

Z
dt

0

dr [n̂ × u̇] : [C : γ 2 ] −

Z

∂V

T

dthu̇, ∇ · (C : γ 2 )iV

(C.4e)

0

Since, the wave equation in Eqn. (2.10) is solved over all free space we have,
[n̂ × u̇] : [C : γ 2 ] = 0 on ∂V

(C.4f)

[n̂ × γ 1 ] : σ = 0 on ∂U

(C.4g)

Combining all subequations in Eqn. (C.4), the overall lagrangian can be rewritten as
1
L=
2

Z

T

Z

dr0 (Mσ(r, t) − g(r0 , t))2 −
0
∂Ω
Z T
Z T
Z T
T
hργ 1 , u̇iU |0 +
dthρ∂t γ 1 , u̇iU −
dthραγ 1 , u̇iU +
dth∇γ 1 , σiV −
0
0
0
Z T
Z T
T
hγ 2 , σiV |0 +
dth∂t γ 2 , σiV +
dthu̇, ∇ · (C : γ 2 )iV
dt

0

(C.5)

0

− hφ0 , u̇(0)iV − hφ1 , σ(r, 0) − σ 0 iV
Now the derivatives of the Lagrangian with respect to the state variables can be readily
computed. The derivatives are
Z T
∂L
=
(ρ∂t γ 1 − ραγ 1 + ∇ · (C : γ 2 ))dt − ργ 1 |T0 − φ0 |t=0
∂ u̇
0
Z T Z
Z T
∂L
∗
=
dt
dr0 M (Mσ(r, t) − g(r0 , t)) +
dt(∂t γ 2 + ∇γ 1 ) − γ 2 |T0 − φ1 |t=0
∂σ
0
∂Ω
0
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To obtain an expression for the adjoint state equation, the computed

∂L
∂σ

and

∂L
∂ u̇

are set to

zero and the terms are grouped by their time dependence. This yields

ρ∂t γ 1 − ραγ 1 + ∇ · (C : γ 2 ) = 0
Z
−∂t γ 2 − ∇γ 1 =

(C.6a)
dr0 M∗ (Mσ(r, t) − g(r0 , t))

(C.6b)

∂Ω

γ 2 (r, T ) = 0

(C.6c)

ργ 1 (r, T ) = 0

(C.6d)

γ 2 (r, 0) = φ1

(C.6e)

ργ 1 (r, 0) = φ0

(C.6f)
(C.6g)

,

The set of differential equations given by Eqn. (C.6) bear a close resemblance to the first-order
acoustic wave equation given by Eqn. (2.10). This suggests that a solution to these differential
equations could possibly be computed by a similar approach. However, one difficulty is that
Eqn. (C.6) involves final conditions on φ0 and φ1 rather than the initial conditions specified
in Eqn. (2.10). A change of variables can be employed to change the final conditions to initial
conditions:

η i (r, t) = γ i (r, T − t) .
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(C.7)

This gives a set of differential equations for the adjoint state variables that can be solved by
the same method as employed to solve Eqn. (2.10):
1
(∇ · (C : η 2 ))
ρ
Z
∂t η 2 − ∇η 1 =
dr0 M∗ (Mσ(r, t) − g(r0 , t))
∂t η 1 + αη 1 =

(C.8a)
(C.8b)

∂Ω

η 2 (r, 0) = 0

(C.8c)

η 1 (r, 0) = 0.

(C.8d)

As such, the computational cost of calculating the adjoint state variables is the same is
solving the acoustic wave equation for the forward problem.
The last step is to compute the gradients with respect to the model parameters by use of the
previously calculated state and adjoint state variables. This can be done as
∂L
= φ1 = η 2 (r, T )
∂σ 0
Z T
∂L
=
dt ∂t u̇(r, t) · η 1 (r, T − t)
∂ρ
0
Z T
∂L
=−
dt ρ(r)η 1 (r, T − t)
∂α
0

(C.9a)
(C.9b)
(C.9c)

In an isotropic media,


2
Cij;kl (r) = κ(r) − µ(r) δij δkl + µ(r)(δil δjk + δik δjl ),
3
where κ(r) is the bulk modulus and µ(r) is the shear modulus. The bulk modulus is related
to the Lamé parameters by the following relation
2
κ(r) = λ(r) − µ(r).
3
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The only term in the Lagrangian dependent on the elastic moduli of the medium is the term
RT
dthη, C : ∇uiV . Also,
0
Z

T

dthη 2 , C : ∇uiV =

Z

0

T

dth∇u, C : η 2 iV

0

owing to the symmetric property of the stress tensor. We can write
h∇u̇, C : η 2 iV =

Z
dr










4
2
2
1
2
3
− t) κ + µ ∂1 u̇ (r, t) + κ − µ ∂2 u̇ (r, t) + κ − µ ∂3 u̇ (r, t)
3
3
3







4
2
2
2
1
3
− t) κ + µ ∂2 u̇ (r, t) + κ − µ ∂1 u̇ (r, t) + κ − µ ∂3 u̇ (r, t) +
3
3
3







4
2
2
3
1
2
− t) κ + µ ∂3 u̇ (r, t) + κ − µ ∂1 u̇ (r, t) + κ − µ ∂2 u̇ (r, t) +
3
3
3




− t) µ ∂1 u̇2 (r, t) + ∂2 u̇2 (r, t) + η221 (r, T − t) µ ∂1 u̇2 (r, t) + ∂2 u̇2 (r, t) +




− t) µ ∂2 u̇3 (r, t) + ∂3 u̇2 (r, t) + η213 (r, T − t) µ ∂1 u̇3 (r, t) + ∂3 u̇1 (r, t) +

 
− t) µ ∂2 u̇3 (r, t) + ∂3 u̇2 (r, t)
.

η211 (r, T

η222 (r, T
η233 (r, T
η212 (r, T
η223 (r, T
η232 (r, T

Hence, the gradient with respect to the lame parameters(κ, µ) are given by,
∂L
=
∂κ

Z

T

Z
dt

dr tr (∇u(r, t)) tr (η 2 (r, T − t)) ,

0
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(C.9d)

where tr(·) computes the trace of a matrix and
∂L
=
∂µ

Z

T

Z
dt

0

dr

h 4


2 22
2 33
− t) − η2 (r, T − t) − η2 ∂1 u̇1 (r, t)+
3
3
3


4 22
2 11
2 33
η2 (r, T − t) − η2 (r, T − t) − η2 ∂2 u̇2 (r, t)
3
3
3


4 33
2 22
2 11
+
η (r, T − t) − η2 (r, T − t) − η2 (r, T − t) ∂3 u̇3 (r, t)
3 2
3
3


+ η212 (r, T − t) ∂1 u̇2 (r, t) + ∂2 u̇1 (r, t) + η221 (r, T − t) ∂1 u̇2 (r, t) + ∂2 u̇1 (r, t)


+ η223 (r, T − t) ∂2 u̇3 (r, t) + ∂3 u̇2 (r, t) + η213 (r, T − t) ∂1 u̇3 (r, t) + ∂3 u̇1 (r, t)

i
+ η231 (r, T − t) ∂1 u̇3 (r, t) + ∂3 u̇1 (r, t) + η232 (r, T − t) ∂2 u̇3 (r, t) + ∂3 u̇2 (r, t)
η211 (r, T

(C.9e)
Instead of using κand µ as the independent parameters but rather the compressional and
shear speed value as independent parameters we arrive at the following gradient values
∂L
∂L
= 2ρ(r)cl (r)
∂cl
∂κ
h ∂L 4 ∂L i
∂L
= 2ρ(r)cl (r)
−
,
∂cs
∂κ 3 ∂µ

(C.9f)
(C.9g)

where cl (r), cs (r) are the compressional and shear speed distributions respectively.
In a discrete setting, the above quantities described in all the sub equations of Eqn. (C.9)
may be replaced by their corresponding discrete approximations (see Chapter 2).
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Appendix D
Gradient computation using the
checkpointing method
Let us assume that v represent the state vector of a discrete time-dependent elastic wave solver.
The state vector, for first order stress-velocity formulation of the elastic wave solver contains
information about the stress tensor and particle velocity for a fixed time. Furthermore, let
c represent the spatial distribution of the APM. A discrete linear evolution of the forward
problem in transcranial PACT takes the form
vl+1 = W(c)vl , n = 0, . . . L − 1.

(D.1)

For the numerical scheme employed to solve the transcranial PACT forward problem, W
encodes information about updating the state vector using the staggered-grid FDTD method.
Note, that the state vector vi , for any i > 0 contains information about the field parameters
and can be used to restart the forward modeling without any prior information from {vl }i−1
l=0 .
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Hence, to start the forward simulation from any time point, only the state vector at that time
points needs to be loaded from memory. These time points are also referred to as checkpoints.
The adjoint state computation associated to the system in Eqn. (D.1) is a backward in time
evolution for an adjoint state y, of the same type as the system state v. Input to the adjoint
state computation is the residual ∆p which is the same dimension as the output data of the
forward simulation. The latter is usually related to the state v by a sampling operator Sl . In
transcranial PACT, the sampling operator Sl represents the extraction of pressure sample
at all the transducer locations for a given time point t = l∆t . The output of the adjoint
state computation, the gradient of the cost function with respect to model parameters is
represented by gc and is the same dimension as the vector c representing the APM. The
gradient vector gc can be computed using the adjoint evolution equations as given by
yL = 0

(D.2a)

gc = 0

(D.2b)

yl = W(c)T yl+1 + STl ∆p, l = 0, . . . L − 1

(D.2c)

gc = gc + A(vl , c)T yl+1 , l = L − 1, . . . 0.

(D.2d)

As indicated by the indexing, the adjoint state y evolves via the adjoint state equation in
the direction of decreasing time. The operator A(vl , c)T is typically applied during this
backwards loop, and increments the output vector gc as indicated. Here, the gradient update
step in Eqn. (D.2d) is the discrete approximation of the gradient computation sub equations
described in Eqn. (C.9). For the gradient update in Eqn. (D.2d), the forward field vl and
the adjoint field yl+1 must be available at the same time. However, this is challenging as the
temporal evolution of the forward field and the adjoint field run in opposite directions. To
circumvent this problem, the forward fields or state variables associated with the solution of

134

the forward problem can be stored in RAM for all time points and can be accessible when
the adjoint problem is solved. For small scale problems, one simply stores all states reached
during the forward problem, and re-uses them as needed in the rest of the algorithm. This
method, is the most intuitive and places the least amount of computational burden but places
the largest memory burden for gradient computation. For very large instances of the adjoint
state method, such as 3D transcranial PACT problem, the required storage is so extensive
as to require resort to the slowest levels of the memory hierarchy. This need for very large
amounts of slow memory complicates the logistics of algorithm implementation and degrades
the performance of the algorithm significantly.
Thus, in order to circumvent the memory burden associated with storing large 3D volumes
over all time, in this work the optimal binomial checkpointing method is adopted to compute
the gradient. In the binomial checkpointing method, a small number of memory units
(checkpoints) are employed to store the system state at distinct time points. Hence, the
computation of the gradient at any step of the adjoint wave equation evolution requires
the forward problem to be restarted from the closest checkpoint. The recomputation of
intermediate states required for computation of gradient that have not been stored in memory
is started from these checkpoints. These methods seek an acceptable compromise between
memory requirement and computational efficiency. In the subsequent section, the optimal
checkpointing method of binomial checkpointing is briefly reviewed.

D.1

Binomial checkpointing method

In the checkpointing method, the forward problem is restarted from specific checkpoints.
Hence, the placement of the checkpoints across the time evolution steps is a design parameter
that can have significant impact on the computational burden associated with computing
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the gradient. It has been shown mathematically that the binomial checkpointing strategy of
placing checkpoints along the time evolution steps is a provably optimal method [49]. The
binomial checkpointing method ensures that for a given number of checkpoints, the recomputation time steps needed to compute the forward state variables for gradient computation
are minimized. It has been mathematically proved that for L steps of forward evolution and
c number of checkpoints, the minimum number of forward time steps needed for gradient
computation is given by
L0 = rL − β(c + 1, r − 1),

(D.3)

where β(s, t) is a combinatorial number


s+t
β(s, t) ≡
,
t

(D.4)

where the number r is called the maximum repetition rate and is uniquely determined for
a given number of checkpoints c and time steps L as β(c, r − 1) < L ≤ β(c, r) [49]. The
recomputation ratio of the optimal binomial checkpointing algorithm is given by

R=

L0
.
L

(D.5)

This assumes that the checkpoints are assigned by the optimal checkpointing method. The
location of the checkpoints for the optimal method is given by

si+1 = si + di+1 , i = 0, . . . , c − 1.
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(D.6)

Here the first checkpoint is assumed to start at initial state s0 = 0, and the distance between
two neighboring checkpoints are given by,

di+1 =





β(c − i, r − 2) if L ≤ β(c − i, r − 1) + β(c − i, r − 1) + si





β(c − i, r − 2) if L ≥ β(c − i, r − 1) − β(c − i − 3, r) + si






L − si − β(c − i − 1, r − 1) − β(c − i − 2, r − 2) otherwise

(D.7)

Given the information, the optimal binomial checkpointing algorithm is described in Algorithm 5.
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Algorithm 5 Binomial checkpointing algorithm
1: Distribute checkpoints s0 , . . . , sc−1 in time following the binomial law of optimal checkpointing given in Eqns. (D.6) and Eqn. (D.7).
2: for n = 0, . . . , L − 1 do
3:
compute the wavefield state forward in time: W : vn 7→ vn+1
4:
if n ∈ s0 , . . . , sc−1 then
5:
Store the snapshot vn+1
6:
end if
7: end for
8: for n = L − 1, . . . , 0 do
9:
Find the closest checkpoint si prior to current time level n(si ≤ n < si+1 ). The
checkpoints sj > n, j = i + 1, . . . c − 1 posterior to current level n are marked as idle
checkpoints.
10:
Read the snapshot vsi +1 in the checkpoint si
11:
if n 6= si then
12:
Redistribute the idle checkpoints si+1 , . . . , sc−1 between si and n according to
Eqn. (D.6) and Eqn. (D.7).
13:
for k = si + 1, . . . , n do
14:
Compute the wavefield state forward in time: W : vk 7→ vk+1
15:
if k ∈ si+1 , . . . , sc−1 then
16:
Store the snapshot vk at these relocated checkpoint locations
17:
end if
18:
end for
19:
end if
20:
Compute the adjoint field yn ← W(c)T yn+1 + Sn ∆r
21:
Update the gradient gc ← gc + A(vn , c)T yn+1
22: end for
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