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"I daresay you haven’t had much practice," said the Queen. "When I
was your age, I always did it for half-an-hour a day. Why, sometimes
I’ve believed as many as six impossible things before breakfast."
Lewis Carroll, Through the Looking-Glass, and What Alice Found
There[21]
This thesis examines an artificial proto-culture of e-Puck robots to examine which
factors affect the transmission of memes, in the form of sounds imitated back and
forth between the robots, to determine which factors promote or inhibit meme di-
versity and spread.
Meme theory posits that the development of cultural artifacts such as ideas, myths,
religions, etc. arises naturally from cultural information transfer by imitation. It
has been suggested that ’copybots’, robots programmed to imitate each other, would
eventually lead to the emergence of something recognizable as culture[13]. This
thesis describes part of a research project which sought to use e-Puck robots to
implement a copybot based system to examine this proto-culture emergence. The
group implemented an Artificial Culture lab for experiments using the e-Puck robots.
Here the focus is on the imitation of sound patterns (the memes) within a group of e-
Pucks to examine which factors promote or inhibit meme diversity and spread. Other
parts of the research group examined the imitation of movement patterns, human
perceptions (and preconceptions of robots), and abstract societal level modeling.
Within is described a simulator and a series of experiments on the imitation of
sounds using that simulator that examine the factors affecting meme transmission
in homogeneous populations and evolving heterogeneous populations. These exper-
iments show that they key factor in promoting meme diversity and spread is simply
the frequency with which imitation occurs. They also show that memory size plays
a smaller role and selection strategy (for choosing which meme to imitate) plays a
lesser role still.
1
"If you’ve done six impossible things this morning, why not round it off
with breakfast at Milliways, the Restaurant at the End of the Universe."




This thesis is contextualised in a broad-ranging project that attempted to address the
question “how does culture emerge and evolve?”. In order to answer that question,
a cross-disciplinary research team was established, spanning the arts, humanities,
social and natural sciences.
The broader project summary developed by the research team best represents the
aspiration and goals of the whole team:
“A profound question that transcends disciplinary boundaries is "how
can culture emerge and evolve as a novel property in groups of social
animals?" We can narrow that question by focussing our attention on
the very early stages of the emergence and evolution of simple cultural
artefacts; the transition, as it were, from nothing recognisable as culture,
to something (let us call this proto-culture). This project aims to address
and illuminate that question in a radical and hitherto inconceivable new
way by building an artificial society of embodied intelligent agents (real
robots), creating an environment (artificial ecosystem) and appropriate
primitive behaviours for those robots, then free running the artificial
society. Even with small populations (a few tens) of relatively simple
robots we will, in a short time, see a very large number of interactions
between robots. The inherent heterogeneities of real robots, and the
noise and uncertainty of the real world, vastly increase the space of
possibilities and the scope for unexpected emergence in the interactions
between robots.
In this project we will aim to create the conditions and primitives in
which proto-culture can emerge in a robot society. Robots will, for exam-
ple, be able to copy each other’s behaviours and select which behaviours
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to copy. Behaviours (memes) will mutate because of the noise and un-
certainty in the real robot’s sensors and actuators, and successful memes
will undergo multiple cycles of copying (heredity), selection and varia-
tion (mutation). Furthermore we will introduce a bi-phased approach in
which we alternate between real-time (with real physical robots) in which
the emergence, selection and refinement of these discrete behavioural
artefacts takes place; with evolutionary time, in which we run a genetic
algorithm (GA) process to grow and evolve the robots’ controllers so
that the behaviours and premiums associated with the emerging memes
become hard-wired into the robots’ (neural) controllers.
In this way we hope to see the emergence of interesting behavioural
artefacts that, we hope, will be qualitatively and quantitatively distinct
from those present at the beginning. Of course the behavioural arte-
facts that emerge and evolve, that we hope to identify as proto-cultural
analogues, will not be human but decidedly robotic. We do not expect
these artificial memes to have any meaning in a human cultural context;
rather, they will be meaningful only within the closed context of this
artificial society (an exo-culture). A significant challenge for this project
will therefore be to identify and interpret these patterns of behaviour
as evidence for an emerging exo-culture; the challenge is hermeneutic -
what means will we be able to develop by which we can identify/recognise
meaningful/cultural behaviour; and, then, what means might we go on
to develop for interpreting/understanding this behaviour and/or its sig-
nificance?” (https://sites.google.com/site/artcultproject/)
The research team established and artificial culture laboratory, designed to explore
cultural evolution through changes to memes, and undertook four related lines of
enquiry based on that laboratory. The laboratory implements a basic architecture
that affords (re)production of memes, variation in meme production and a range
of meme selection strategies. Through these fundamental processes, we are able to
identify conditions that promote and inhibit both meme diversity and reproductive
fidelity [49]. The laboratory comprises a small ‘society’ of robots (e-Pucks) in an
arena that are programmed them to learn from each other socially, by imitation of
memes (Appendix A).
Two of our four lines of enquiry relate directly to imitation of memes, and we have
implemented two modes of robot-to-robot communication: movement and sound.
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In each case, memes are the unit of cultural transmission. For movement, memes
are self-contained movement sequences [106]. And pairs of robots alternate between
learner and teacher. While a teacher robot, seeded with one or more initial memes,
enacts its meme, one or more learner robots observe that meme and store it in mem-
ory. When learner becomes teacher, a meme is selected from memory and enacted
while other learner robot(s) observe. For sound-memes, generated through e-Puck
speakers and heard through e-Puck microphones, we adopted the same approach.
e-Pucks move around an arena, listen to sound-memes sung by other e-Pucks and
then imitate what has been heard, under different meme selection strategies. Of
note is that we were required to resort to simulation for our sound-meme experi-
ments because of practical limitations in both sound detection and sound generation
[50]. Importantly, we preclude robot-to-robot telepathy: the learner robot learns the
meme enacted by the teacher through its senses alone. Consequently learners must
solve the correspondence problem [74], i.e. the problem of translating perceptions
of another’s actions (via sensory input) into corresponding actions (n.b. sounds and
movement). The use of real physical robots (movement), or simulated robots care-
fully calibrated from real physical robots, together with the preclusion of robot-to-
robot telepathy increases potential for emergence in behaviour. Winfield and Erbas
demonstrate that embodied movement-meme evolution is possible in the artificial
culture lab; Guest et al. demonstrated similar sound-meme evolution. A combi-
nation of imperfect sensors, distance-dependent errors in sensor input and shared
channels of communication provide a form of natural variation that drive novelty in
the meme set. In a broad review of this project, Winfield and Griffiths [105] noted
that “artefacts emerging from this variation may give rise to new memes – and so
new cultural ‘traditions’ – that occur for no other reason than that they can”.
Our other two lines of enquiry add layers of interpretation (and so meaning) onto
the technical platform of the artificial culture laboratory. We have explored whether
observers are able (and willing) to attribute meaning to observed interactions among
robots by stimulating imagination in those observers. Bhamjee et al.[11] presented
videos of interactions among four e-Pucks to several groups of approximately 10
children, aged 7-8. The e-Pucks were programmed to follow a light on the back
of another e-Pucks, and variation in this programmed activity occurred due to a
mix of real-world elements including lighting levels in the room, sensor and actuator
differences and e-Puck battery depletion. This can appear to be spontaneous vari-
ation in the behaviour of the robots as the factors that bring about this variation
5
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might not be apparent to an observer. Children gave comments and interpretations
on e-Puck behaviour. Many of their descriptions suggested intentional behaviour,
e.g. e-Pucks were bumping into each other, racing, following each other, or trying
to get out of the arena that enclosed them. The children also attributed e-Puck
movements to competitive game playing behaviour among the e-Pucks or confronta-
tional behaviour between e-Pucks. At the same time, when the children were asked
was going on inside the robot many children talked about the robots as machines.
Bhamjee et al. proposed that it is possible that children were “trying to understand
and conceptualize the robots as ‘people’ with beliefs and desires”.
Finally, in parallel a third set of experiments Sutcliffe and Wang have investigated
the dynamics of meme – gene co-evolution by developing a computational model
(Bayesian network) with competing memes (e.g. for health advice and advertis-
ing) co-evolving with genes (e.g. for diabetes and self-control) [91, 90]. Drawing
from multi-disciplinary resources, they examined the interaction between memes
and genes with respect to the problem of obesity, modelling the memetic influences
of health awareness and advertising in populations with a genetic tendency towards
obesity and the environmental factors with influence both. This allowed them to
model the efficacy of health awareness campaigns on populations with differing socio-
economic statuses. Their model produced plausible results and demonstrated the
validity of the approach and how useful such an approach is in multi-disciplinary
research.
This thesis concerns itself with the technical implementation and analysis of meme
transmission and evolution through the medium of sound. There are clear syn-
ergies with the other lines of enquiry, and the movement meme and meme-gene
co-evolution work research developed in tandem. Overlaps in approaches and find-
ings are reported in the closing chapter. The research aim and hypotheses are set
out in the following section.
1.2. Aim, questions and objectives
The overall aim of this thesis is to determine how behaviours of individual e-Pucks
interoperate to create community-scale phenomena. Of particular interest is identi-
fying e-Puck behaviours that lead to effective and accurate dissemination of memes
among individual e-Pucks within the community, and then understanding the mech-
6
1.3 Hypothesis
anisms by which those behaviours afford the emergent behaviour. Moreover, this
linkage is explored in both populations of homogeneous e-Pucks and heterogeneous
e-Pucks, and the latter attracts a significant increase in state space.
In order to meet this aim, the following key questions are set out for each of homo-
geneous and heterogeneous communities:
1 Which set of e-Puck behaviours best promote meme diversity?
2 Which set of e-Puck behaviours best inhibit meme diversity?
3 Which set of e-Puck behaviours best effect meme spread?
To address these questions a simulation framework is required that meets the fol-
lowing technical objectives:
1 To construct a simulator that captures realistic variation of inter-e-Puck commu-
nication, representing errors in sound generation, transmission and detection;
2 To implement a suite of data visualisation tools to interpret simulation dynamics
at the individual, inter-individual, population and inter-population scales;
3 To implement a multi-core evolutionary search process able to support investiga-
tions on behavioural properties of heterogeneous communities of e-Pucks.
1.3. Hypothesis
The main hypothesis of this thesis is that the imitation of sound memes between
individual e-Pucks in a group is affected by the properties and behaviours of the
individual e-Puck with that group. It is believed that the imitation is dependant
not only on the properties of each e-Puck but on the relative properties of the group.
1.4. Thesis structure
Chapter 2 – Literature Review; this chapter defines culture for this project, re-
views the meme theory of cultural evolution and describes Sue Blackmore’s concept
of copybots. It provides a description of the Artificial Culture Lab and other re-
search carried out using it. Next is a discussion of how it could potentially be used
in developing techniques to improve meme transfer and how such techniques may
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be beneficial in spreading information or advertising. This chapter describes the
technology used in the thesis, the e-Puck itself along with its upgraded form the
Linux-Puck and describes the requirements for a robot simulator. Existing robot
simulators are then discussed and evaluated against those requirements.
Chapter 3 – Materials & Methods; this chapter provides a detailed description of
the e-Puck robot and the simulator developed for the research; the requirements
for the simulator are described in detail, and an in depth design for the simulator
is provided. The genetic algorithm approach is described and a design/overview
of how this is applied to the simulator is provided. This chapter gives evidence of
Objective 1 (a detailed simulator of inter-e-Puck communication) and Objective 2
(the evolutionary simulator).
Chapter 4 – Data Visualisation Tools; this chapter describes a number of tools
for visualising the results of the experiments at various levels (individual, group,
generation, multiple generations). The use of, as well as the advantages and dis-
advantages, of each visualisation are discussed. These development of these tools
satisfies Objective 2
Chapter 5 – Ecological Simulation; examines how the behaviours of homogeneous,
non-evolving e-Pucks influence the spread and diversity of memes. Experiments
using the ecological (i.e. non-evolving) simulator, where each e-Puck in a group is
identical to the others, are described. In each experiment one attribute of the e-
Pucks is varied (speed, meme length, selection strategy, memory strategy) to exam-
ine the effect of that attribute on the diversity and propagation of memes. Selection
and meme strategy are shown to have an affect on meme diversity while speed is
the greatest factor in meme transmission. This chapter considers Questions 1-3 for
homogeneous communities
Chapter 6 – Evolution Simulation; examines how the behaviours of heterogeneous,
evolving e-Pucks influence the spread and diversity of memes. This chapter describes
an experiment where groups of heterogeneous e-Pucks are evolved under different
evolutionary drives (meme diversity, similarity and spread), to identify which at-
tributes are most important for those drives. In this experiment memory attributes
have been added to deepen the simulation. The results reveal no strong connections
between meme diversity and/or spread and the e-Puck attributes. The most distinc-
tive connection is between the speed the e-Pucks move at and both meme diversity
and spread but this experiment gives no clarity on the nature of this connection.
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This chapter considers Questions 1-3 for heterogeneous communities
Chapter 7 – Understanding the Evolution; This chapter examines the results from
chapter 6, specifically it delves deeper in to the results to reveal the nature of the
connection between speed and meme diversity and spread. This shows that the use
of the average speed of the e-Pucks in chapter 6 is misleading and reveals that it is the
relative speeds of e-Pucks within a group that matters and describes the connection
between the relative speeds of the e-Pucks, the amount of time the e-Pucks spend
in close proximity and the opportunity to communicate.
Chapter 8 – Discussion; The thesis results are collated and summarised. Based
on the experiments carried out, the greatest factor affecting both the diversity and
spread of memes is the amount of communication occurring. More communication
results in more errors and leads to more memes being created. More communication
also increases the chance of a specific meme being passed on correctly and hence
improves spread. In simple terms ensuring the meme is part of a mass of commu-
nication is more important than ensuring the meme is always transmitted correctly
and far more important than shutting down all the other communication than the
meme you want to spread. This chapter discusses how this result is reflected in the





Oxford Dictionaries Online[81] defines culture as:
“culture
[mass noun]
1. the arts and other manifestations of human intellectual achievement regarded
collectively:
20th century popular culture
• a refined understanding or appreciation of culture:
men of culture
2. the ideas, customs, and social behaviour of a particular people or society:
Afro-Caribbean culture
[count noun]:
people from many different cultures
• [with modifier] the attitudes and behaviour characteristic of a particular
social group:
the emerging drug culture
3. Biology the cultivation of bacteria, tissue cells, etc. in an artificial medium
containing nutrients:
the cells proliferate readily in culture
• [count noun] a preparation of cells obtained by culture:
the bacterium was isolated in two blood cultures
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4. the cultivation of plants:
this variety of lettuce is popular for its ease of culture”
The second definition, “the ideas, customs, and social behaviour of a particular
people or society”, is the most relevant to this project. The goal of this research
group was to investigate the possibility of using robots to demonstrate the origins
of culture in societies.
Thus culture, in this sense, is those features which distinguish one population from
another. In one sense cultural differences can be considered to be insignificant in an
evolutionary sense. Whether or not friends kiss each other on the cheeks when they
meet is a cultural trait not one driven by genetic evolution. Other cultures shake
hands or embrace, they bow or exchange stock phrases. These differences have a
place in the culture, they are part of what distinguishes one culture from another.
This is not to say that the differences between cultures are meaningless. Cultural
differences between populations can have an affect. Ji et al [58] studied the way
in which bilingual subjects categorized objects. They people from mainland China
and Taiwan showed more relational categorization when tested in Chinese than in
English while people from Hong Kong and Singapore showed categorization that was
equally relational in both languages. Different populations with shared languages
but distinct use of language perform differently. Roberson[84, 85] has shown that
language affects colour perception. The different languages of English, Russian
and Himba (the language of nomadic tribesmen of Southern Africa) not only have
different names for colours but the colours with specific names are different in each
language. When a subject speaks a language that has different names for two similar
colours they can more easily distinguish between those two colours than the speaker
of a language with only one name that covers the two colours. This is not biologically
determined, the different languages have not evolved the way they have due to
physical differences between populations. The differences in perception are caused
by the differences in language, in other words culture affects perception even at a
very basic level.
Studying the origins and development of culture then poses a number of problems.
The origins of culture pre-date human records, the only information we have from
the time is archaeological. Unfortunately the archaeological evidence is incomplete,
and much has to be inferred from the evidence that has been found. The detail
needed to see the origins of culture and how it developed is not found. Existing
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human cultures are too developed to give insight in to the origins of culture, the
most isolated and ’primitive’ populations have sophisticated languages, religions and
cultural practices.
How then can we study the early stages of culture? Is there any way to study very
early cultural development as it happens? One approach has been to study animals.
There is evidence from animal studies that culture is not unique to humans, that
some simple cultural differences do occur between populations of some animals.
Kawai [60], described how “Imo”, a juvenile female Japanese macaque, began to wash
sand from fruit in seawater and how this behaviour subsequently spread throughout
the troop. Studies have presented evidence of culture in many species; the great
apes, New World monkeys, rats, cetaceans, birds, and fish [37]. There is some
debate though whether or not this can really be considered culture, or even if the
cultural behaviour has really spread from individual to individual.
Galef[38] suggests that the evidence that behaviour such as the washing of fruit in
sea water is not transmitted by imitation and if it is not transmitted by imitation,
he insists, it is not culture. Instead he suggests that the behaviour isn’t spread from
individual to individual, it is instead discovered by each individual as that individual
interacts with its environment. Visalberghi and Fragaszy[100] concur describing the
behaviour of capuchin monkeys as “socially biased individual learning”.
True imitation, also known as goal emulation, requires the imitator to understand
the connection between the act that is to be imitated and the purpose for that act.
It is possible that animals could be predisposed to copying the actions of others
of their species without any real insight as to why the other is doing what it is
doing. By mimicking the actions of another and individual might “discover” for
themselves the purpose of the actions, this is also known as impersonation. It is
further possible that the individual might be attracted to the proximity of another
and, again, spontaneously discover an action and its effects without ever copying
the other in any way, also referred to by Whiten as exposure. [109, 93, 102].
Without being able to read the animal’s mind it is difficult to know if imitation is
truly occurring. By carrying out experiments using robots it is possible to “read the
robot’s mind” and also to compare the effects of spontaneous learning to cultural
transmission through imitation. Robots give a unique opportunity to observe and
direct experiments in behaviour from both an external and internal viewpoint: we
can, in theory, know every detail of the environment and every “thought” of the
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robot. This gives the opportunity to examine the relative influences of genes (in the
case of robots these are simulated genes), memes and environmental affects.
One theory of cultural transmission that can be used to examine these issues is that
of Meme Theory.
2.2. Meme Theory
The concept of the meme, a unit of cultural transmission analogous to the gene in
biological evolution was first proposed by Dawkins, in his 1976 book “The Selfish
Gene”[27]. A meme is a cultural entity; for example a fashion, a melody, a skill,
a religion. Dawkins suggested that memes would flourish or fail and survive over
time in a process that mirrored biological evolution. Memes would be selected by
selected by individuals, mutate as errors occur and replication as memes are passed
between individuals. Memes can also be clustered together in memeplexes such as
religions or political ideologies.
Culture develops, according to meme theory, through the transmission of these
memes. Some memes are passed from person to person without error more eas-
ily than others, they are more resistant to mutation. These memes will prosper and
become a more dominant part of culture. Some memes provide an advantage to the
people who know them, a meme that identifies poisonous berries will increase the
survival rates of those who know it, such a meme will prosper where a meme that
identifies a poisonous berry as good food will eventually fail as those who believe
it are killed off. Sometimes memes will mutate as they are copied incorrectly from
person to person. Just like genes in biological evolution these mutated memes may
prove to be better than the original meme and eventually replace it, or they may
be inferior and fail to get passed on, e.g. through the death of meme carriers. Not
all memes need be beneficial to the host to be successful, a meme that is easy to
pass on may spread through a population even if it has no benefit. One person in a
group sings “Mah Nà Mah Nà” and it won’t be long till everyone in the group, and
everyone they meet, ends up singing a song from the Muppets[104, 103, 111].
While Meme Theory has proponents (Dawkins[27], Hofstadter[53], Dennett[29], Black-
more [13]) it also has its critics. Benitez-Bribiesca is critical of memetics, calling
it “pseudoscientific dogma” suggesting that imitation is too random and chaotic to
allow for Darwinian evolution[9]. Midgely et al[71] dismiss meme theory on two
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grounds; first they claim that culture is pattern like, dependent on the interaction
of many parts, studying those parts (memes) in isolation is of no value, secondly
they doubt the existence of memes, suggesting they are too nebulously defined to
be taken seriously. Note the same argument is levelled at genes although there has
been some success at linking gene x to condition y.
Even if meme theory proves to be incorrect it is still an approach which can be
used to model the development and evolution of culture. It is a useful approach to
modelling the spread of ideas, especially modelling the spread of ideas within the
context of a sea of competing ideas. The advertising industry has taken to exploiting
memes to increase the success of marketing campaigns [42, 63, 69, 110]. Gelb in
Observations, the Journal of Advertising Research, gives an overview of memes
and suggests that advertising campaigns learn from meme theory and consider the
advantages of creating persistent memes associated with brands. She suggests the
“infectious” nature of a successful meme can be beneficial to an advertised product,
that the meme can gain a life of its own beyond an advertising campaign, citing the
Energizing bunny as good example of a meme that benefits the product long after
the end of the campaign.[40].
Leskovec et al [64], tracked the progress of memes in the news cycle, focusing on
the the last months of the 2008 US Presidential election. They identified clusters
of related phrases and for each cluster identified a thread consisting of all the news
articles and blogs posts containing those phrases. They then tracked the temporal
dynamics of all those threads and the interactions between. This allowed them to
map the “pulse” of the news cycle showing the interest in news stories rises and
falls in a predictable pattern. They argue that two factors are required to formulate
a model of the news cycle; imitation and a preference for novelty. Different news
sources imitate each other, as people become interested in a story, more news outlets
will cover the story giving rise to an even greater interest. This is balanced by the
preference for novelty which drives news outlets to seek out new stories and provide
increasingly less coverage of older ones. If the clusters and threads are considered
as memes then this research shows the importance of understanding the memes and
the mechanisms by which they spread..
A meme theory approach can be used to guide and inform any attempt to spread a
message. As such it is a useful approach not only in advertising but also in public
information schemes such as health awareness campaigns[90].
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Blackmore[13] considers the power of memes. A successful meme could influence
behaviour in humans; such a change in behaviour could affect the survival of the
individual hence affecting, potentially, the biological evolution of the species. A
successful meme that enhances survival could, in turn, lead to more individuals
who accept the meme. Blackmore also considers the possibility of memes which
are successful despite having a negative effect on the individuals affected by them.
She considers the first people to switch from a hunter gather society to a farming
based one. Archaeological evidence suggests the first farmers were less well fed than
the hunter gatherers and they had to spend more time farming than the hunter
gatherers did collecting food. She suggests that the “farming meme” was so strong,
that people believed farming was a better way of life than hunting despite evidence
to the contrary that the early farmers persevered long enough for farming to become
effective.
Similarly chain letters and virus hoax emails are memes without benefit, some can
even be harmful, yet they continue to circulate, evolving and changing as they
do[22, 23, 44, 10]. These memes urge the recipient to take action and pass the
meme on, warning of dire circumstances if the instructions are not followed.
Blackmore also suggests that meme theory could be tested, at least in the case of
evolution of language by creating a group of imitating robots (copybots) that are
capable of copying each other’s sounds.
“Lets imagine a group of simple robots, ambling about in some kind of
relatively interesting and changing environment. We can call them copy-
bots. Each copybot has a sensory system, a system for making variable
sounds (perhaps dependant on its own position or some aspect of its sen-
sory input), and a memory for the sounds it hears. Most importantly, it
can imitate (though imperfectly) the sounds it hears. Now, imagine that
all the copybots start roaming around squeaking and bleeping, and copy-
ing each other’s squeaks and bleeps.” Blackmore, The Meme Machine,
p106[13]
The copybots would be unable to imitate everything they hear, some sounds would
be missed, others would be imitated incorrectly. In her initial proposal she suggested
that these circumstances are sufficient for the evolution of language, that there would
be sounds would be subject to selection, variation and inheritance. She has since
revised this suggesting that there is a need for shared gaze, a recognition in the
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copybots of what a sound refers to, would be required for any language to acquire
meaning[14].
The Artificial Culture Lab provides the opportunity to carry out the copybot ex-
periment.
2.3. Robotics
The word "robot" is a modern one. First coined by Capek for his play "Rossum’s
Universal Robots" [86]. It derives from the Czech word "robota" meaning forced
labour, itself derived from the word "robotnik" meaning slave.
The earliest robots were automata, these were essentially animated statues which
would perform a series of movements, driven by clockwork or steam power, that
would give the statues the illusion of life. Some were even able to interact with
their environment and/or audience. Heron of Alexandria invented numerous au-
tomata including temple doors that opened when a brazier was lit, an amphora that
appeared to turn water in to wine and a coin operated water dispensing machine
[79].
In the eighteenth century audiences including royalty and even Napoleon himself
were tricked by "The Mechanical Turk", an automata supposedly capable of playing
chess, winning against event the best players [57]. In reality the Turk was no au-
tomata but a man hidden in the box. This is an early example of a common public
perception that robots are more sophisticated than they are. The earlier automata
were used as evidence of the power of the gods.
The first modern robots were developed by Grey Walter at Bristol University in 1948
[55]. These mobile, autonomous robots were programmed using analogue circuits
and were capable of light seeking behaviour and returning to recharge themselves
when they got low on power. The robots slow speed and appearance leading to the
nickname “tortoise”. In 1966 “Shakey”, the first robot capable of planning its own
actions, was developed at the Standford Research Institute [75].
Along side the development of these academic robots for research purposes, robots
were also being developed for industry. Robot arm system, Unimate, was developed
in 1961 and installed in General Motors’ assembly line [32].
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Over the years robots have become more sophisticated as the cost and size of elec-
tronics and computing power have fallen. Today the word “robot” is used to describe
anything from children’s toys to car manufacturing plants to remote probes sent in to
space. The robots of interest here are autonomous, mobile, programmable devices.
2.4. Swarm Robotics
Swarm robotics is an approach to the difficulties of coordinating multiple robots
working on a single task. Even a simple task requires the robots to perform in syn-
chronisation with each other, for each robot to carry out its task correctly and at
the right time and to be able to react if circumstances change. A central intelligence
that directly controls all the other robots is one approach. Determining a plan for
what each robot should do is a challenge but a surmountable one and centralised
control gives a communication channel to all robots. However this approach intro-
duces a potentially fatal flaw, should anything happen to the controlling robot then
all the robots will become ineffective. The swarm approach is to avoid this flaw by
avoiding any central control and instead each robot operates on its own instructions
based on its environment.
The inspiration for swarm robotics is driven by observations of collective behaviour
in insects, birds and animals. Groups of creatures are able to carry out tasks that
individual creatures cannot and those tasks are achieved without a “commander”
directing the individuals, they co-ordinate themselves through local, and simple,
communication between individuals. Reynolds has shown that the movements of
flocking birds is based on simple, local rules that keeps the flock co-ordinated [83].
Some termite colonies build mounds with support structures and ventilation shafts
[31]. These behaviours are not directed or controlled in any hierarchical sense,
instead the behaviours are driven by the perceptions of each individual. These
behaviours are known as swarm intelligence[15, 30]. It also appears this behaviour
is robust, scalable and flexible.
A swarm is robust if it can handle the loss of members of the swarm. Should
members die, get lost or become injured the swarm can function without them. A
swarm is scalable if it works regardless of the number of individuals within the
swarm. In practice swarms have a minimum and maximum size for effectiveness but
there can be a large difference between the two. A swarm is flexible if it can handle
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different environments and tasks[20].
Swarm robotics then, is the study of how a group of physically embodied agents can
be designed so that the individual behaviours of those agents can be made to serve
the goals of the group. That is to say, the study of the emergent properties and
behaviours of groups of robots.
A number of different swarm models have been proposed. Cellular robotics systems
consisting of autonomous, asynchronous robots with limited communication in a
limited space were introduced by Beni[8]. Brooks[18] proposed a behaviour-based
strategy. Ueyama et al.[97] suggest that the robots in a swarm be organised in a
tree like hierarchy and be limited in communicating only through that hierarchy.
This approach is difficult, emergent behaviours and properties are the result of many
interaction between constituent parts. To achieve emergent behaviour requires com-
plex levels of actions and interactions, a system capable of supporting one emergent
behaviour will probably support others too. This means that swarms can behave in
unpredictable ways in unexpected circumstances and building in safe guards can be
difficult. Though, in comparison, a centrally controlled group will not necessarily
perform any better, it is likely to simply fail under unexpected situations.
The pay off of swarm robotics though is that, once the right individual behaviours
have been found swarms tend to be stable and less prone to errors and failures.
The swarm approach means that robots can be added to, or removed from, the
group without needing to change anything. This in turn gives swarms a level of
fault tolerance, a swarm can still work even with some members missing or broken.
Recent research [12] has shown that this scalability and fault tolerance is not as good
as previously believed, that above a certain size swarms become unwieldy, slow to
perform and slow to recover from faults within individuals.
2.5. Evolutionary Computing
Any problem can be represented by a function, with parameters representing the
factors which influence the solution to the problem. For example - what is the best
speed to drive at on a motorway to conserve fuel? The answer depends on the make
of car, how busy the motorway is, the time of day, the weather, etc. For all but
the simplest of problems the interactions between the parameters are complex and
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there may be no parameter setting that is appropriate in all situations - the ideal
car to drive may be different if it is wet rather than dry or if the motorway is quiet
rather than busy.
How are such problems solved? The brute force approach is to try every possible
combination of every possible setting of each parameter and compare the results.
This approach is guaranteed to find the best solution to the problem, if there is
enough time available to work through all those possibilities. Few real world prob-
lems are tractable to this approach, the exponential explosion of possibilities with
even a small number of parameters result in problems that would take longer than
the age of the universe to solve. A faster solution is required.
2.5.1. Biological Inspiration - Evolution
In the 50s and 60s computer scientists began studying evolution to see if evolution
offered an approach to solving these kinds of problems [72]. Rechenberg introduced
evolution strategies to optimise parameters for airfoils [82], a technique that was
developed by Schwefel [87]. Evolutionary programming was developed by Fogel,
Owens and Walsh, a technique that uses random mutation to evolve solutions [36].
Holland invented genetic algorithms (GA) in the 1960s [54]. GAs are population
based algorithms using mutation and crossover as sources of variation .
Nature has a remarkable ability to optimise life to its local environment. Evolution
describes the process by which this happens. Evolution requires three processes -
selection based on some fitness criteria, inheritance and mutation.
Selection
The likelihood of fitter individuals to reproduce more successfully is key to the pro-
cess of evolution. If all individuals reproduce equally then the population will not
evolve. Selection is the name given to a process which ensures that the fittest indi-
viduals reproduce more successfully. Selection does not describe any specific process
but rather any process that causes fit individuals to reproduce more successfully. It
may be based on increased survivability, mate selection, increased numbers of off-
spring.
Fitness
Fitness refers to the ability of a individual to survive, thrive and, ultimately, repro-
duce in a its environment. This includes adaptations to take advantage of specific
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environmental conditions, flexibility to cope with changing conditions, behavioural
tendencies.
Inheritance
Evolution requires a way for the fittest individuals to pass on their advantages to
their offspring. In biological evolution this is achieved by passing on genetic traits
in genes. This may occur in asexual cloning of an organism or in the combining of
the genes in sexual reproduction.
Mutation
Mutation refers to the random errors that occur when genes are inherited. These are
small, relatively rare differences between the genes of an individual and the genes
of its parent(s). Mutation serves to introduce variety in to evolution, potentially
leading to fitter individuals.
Crossover
Crossover refers to how the genes of the parents are passed on to their offspring.
Children get some of their from one parent and the rest from the other parent. In
GAs each individual’s genetic code is represented by a string of characters. At the
simplest level a GA will determine a crossover point within that string when creating
a child and give that child a genetic string consisting of one parent’s string up to
that point and the other parent’s string beyond it. This gives the child a mixture
of traits from each parent. The location of the crossover point may be fixed but is
usually determined randomly. It is possible that the crossover point could be located
at the beginning or the end of the genetic string thus making the child a clone of
one parent. A common technique is to use two crossover points so a child might
get the start and end of the genetic string from one parent and the middle from the
other.
Crossover Rate
Crossover rate is related to but distinct from the crossover point. When two parents
are selected by the genetic algorithm they are used to create two children to replace
them in the next generation. However it is possible that the selected parents are
very fit individuals and worth keeping in the next generation. Here the crossover
rate is used to determine if the two parents survive in to the next generation or are
replaced by their children. A crossover rate of 0.7 means that 70% of the time they
will be replaced by their children and 30% of the time they will survive in to the
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next generation. (Or to look at it another way, 30% of the time the two children
are exact clones of their parents).
Evolution requires all these processes to be in place, or perhaps more accurately,
when all these processes are in place evolution occurs.
2.5.2. Evolution As An Approach To Problem Solving
Evolution can be considered as a problem solving approach to the question “what
are the genetic traits that the fittest individual would possess in this specific envi-
ronment?”.
Such an approach has a number of advantages.
Firstly many individuals trying out different combinations of traits is much faster
than a sequential approach that tries each combination in turn.
Secondly evolution drops unfit combinations and focuses on the fit ones. Assuming
that the fittest combination is more similar to fit combinations than unfit ones
then evolution can focus in quickly on the best solutions. That assumption is not
always correct however, in some situations the fitness of an individual can have a
highly chaotic relationship to its genetic traits, small genetic changes can make large
changes in the fitness of the individual. More frequently a set of fit genetic traits
may be very different from the fittest set and to get from the fit set to the fittest
set may require going through sets of traits which are less fit. The standard way of
viewing fitness is as a landscape where the height of any point corresponds to the
fitness of a set of traits. Evolution can find the peak of a hill and settle on those
traits as the fittest set, completely ignoring the next hill along which is twice as
high. This is referred to as finding a local maxima.
Thirdly the mutation that is part of evolution allows for two different things to hap-
pen. It helps the process escape local maxima, a random mutation leads to testing
different locations on the fitness landscape, possibly leading to a fitter combination
of traits.
Evolution can therefore be considered to be a problem solving approach that can
find good solutions much more quickly than an incremental search of all possible
solutions can. Moreover it can find good solutions even when the search space for a
problem would make an incremental search impossible. Evolution may not find the
best solution but it will find a good solution quickly[43].
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2.5.3. Solving Problems with Genetic Algorithms
By applying the principles and processes of evolution it is possible to come up with
genetic algorithms, computing techniques that find solutions to problems in similar
way to evolution. The basic approach is to test a number of random solutions and
apply the processes of evolution to them. There are a number of factors involved
which can be tuned to improve the effectiveness of the GA. De Jong [28] carried out
a systematic study of how these factors affected the performance of GAs. Specific
results are described for each factor below.
Population
The possible solutions are treated as a population of individuals. Each individual
is initially set up with a random set of traits, this is the first generation. De Jong’s
results show that the best population size is between 50 and 100 individuals.
Fitness & Fitness Function
A fitness function is created, this is function that calculates the fitness of an indi-
vidual. This may be based directly on the traits it possesses or it may be based
on the performance of that individual under certain circumstances. i.e. it can be
possible to evaluate the fitness of an individual even if a formula for calculating the
fitness from the traits may not be known.
Selection
Typically in genetic algorithm approaches the population is ranked by the fitness of
the individual and the individuals are “mated” together with the fittest individuals
being mated more often.
Inheritance
The “mating” of two individuals means taking some of the traits of one individual
and mixing them with the traits of a second individual, leading to a new individual
with a mixture of traits. This is analogous to the process of biological inheritance
of genes. In genetic algorithms it is typical to allow some individuals to mate with
themselves, effectively reproducing by asexual cloning, this represents individuals
from one generation surviving long enough to compete with later generations.
Mutation
Mutation can be easily incorporated in to genetic algorithms. When two individuals
are mated together there is a small chance that an error will be introduced, typically
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by slightly changing one of the genetic traits the offspring inherits. De Jong’s results
show the best mutation rate is 0.001 per bit.
Crossover Rate
De Jong indicates a cross over rate of 0.6 is best
Applying the processes of selection, inheritance and mutation gives rise to a second
generation. The process is then repeated for enough generations to give confidence
that the solution(s) that arise cannot be improved on by continuing. This may
mean running the genetic algorithm until all individuals are genetically identical
(and hence no further evolution will occur) or for a fixed number of generations.
Further Calibration Studies
Grefenstette[45] has used genetic algorithms to determine the best parameters for
genetic algorithms (Bramlette[17] carried out similar research) and got different
results. Grefenstette recommends a population size of 30, a crossover rate of 0.95
and a mutation rate of 0.01. These parameters give a slight improvement over those
recommended by De Jong for the same experiments. However others have shown
these parameter settings do not always hold true.
2.6. Evolutionary Swarm Robotics
As described one of the great difficulties of swarm robotics is developing the con-
trols/behaviours of individuals to achieve group properties/behaviours.
Reinforcement Learning
In single robot systems a common approach is reinforcement learning. In reinforce-
ment learning problems are solved by trial and error experimentation with positive
and negative feedback being used to guide the learning[59]. This approach works
well for a single robot [7, 59]where it is clear how the individual actions relate to
the success or failure of the task. In robot swarms the connection between group
success and individual success is harder to judge, group success may be due entirely
to the actions of a single robot, a small sub-group or the whole group, success may
have been achieved despite the counter-productive actions of one or two members.
This is known as the spatial credit assignment problem [107, 67, 68].
Evolutionary Robotics
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One approach to solving this is to adopt the principles of evolutionary robotics[76]
and apply the concept of evolutionary computing (see sec. 2.5) to developing the
behaviours of the individual robots. A population of the robots, each with different
behaviours and software attributes are used as a population for a genetic algorithm.
These robots are then evolved under a fitness algorithm to design a “best fit” robot
for the task. Note that while a “population of robots” is used this may represent
one robot with many different behaviour sets at different times. This population is
not a swarm as previously described, it is a conceptual grouping of different robot
controls that are compared.
This approach is well tested for effectiveness as a concept[5, 48, 89] and as a tool to
solve scientific problems [95, 96, 80, 2].
Evolutionary Swarm Robotics
Evolutionary swarm robotics then is the application of evolutionary robotics to
swarms of robots. Here individual behaviours and properties are evolved based on
fitness at the swarm level[94]. In this approach the populations used in the genetic
algorithm consist of groups of robots, the fitness of each group as a whole is judged
and the next generation is generated by mating pairs of groups together. A “child”
in one generation is a group of robots, a group made up of robots from one or two
groups from the previous generation. i.e. the child of group A, consisting of robots
A1 through A10, and group B, consisting of robots B1 through B10, might consist
of robots A1, A2, A3 and robots B4 through B10. The genetic algorithm treats the
group as a single organism which has all the traits of the individual robots within
it. Depending of the crossover point selection method it is possible that the child
group will contain robots which are also the child of two specific robots within the
two parent groups.
Evolutionary swarm robotics is an effective solution to the problem of designing
individual robot behaviours to achieve swarm level emergent effects.
2.7. The Artificial Culture Lab
Biology offers a framework for studying cultural evolution [88]. However, cultural
studies face the same problems as biological ones: it is impossible to measure every-
thing and real-world complexity is overwhelming [56].
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To make progress, many social science experiments take a problem-led view of social
behaviours, focusing on specific issues and building in assumptions about societal
functioning to support analysis of the question posed, e.g., in emergent cooperation
and communication [19] and in language [24]. In Buzing et al. [19], for example,
results show that cooperation pressure leads to the evolution of communication skills
that support cooperation. This cooperation pressure is built into the model, in that
resource acquisition is directly enabled by cooperation. Communication is likewise
built in, enabling recruitment of cooperators to acquire resource. Importantly, the
model allows flexibility in the extent to which agents use communication – talking
to request cooperation and listening to respond to cooperation requests – to interact
with other agents. The work demonstrates the impact of environment (cooperation
pressure) on communication strategy, and that the ability to listen occurs in advance
of the ability to talk. Such a problem-led view thus focuses model construction on
factors (measurables) and system dynamic assumptions that are likely to contribute
to the phenomenon being investigated. While this approach limits the scope of the
model to the question asked, it does provide insight into that question. Moreover,
model results serve to refine the real-world question being set and direct iteratively
the next phase of experimental design [24] so focusing data collection on those
measurables, and this in turn can refine the model construction [16].
In this research an alternative, complementary approach is taken, where no assump-
tions are made about societal functioning and the goal is to elicit the fundamental
processes responsible for the development of a proto-culture. This is similar in ap-
proach to Kirby [61] where a protolanguage, lacking any structure, gives rise to
a syntactic structure through evolution of the language itself rather than through
evolution of the users of that language. The artificial culture laboratory affords
(re)production of memes, variation in meme production and a range of meme se-
lection strategies. Through these fundamental processes, it is possible to identify
conditions that promote and inhibit both meme diversity and reproductive fidelity.
The artificial culture lab comprises a physical arena with closed boundaries, pop-
ulated by two-wheeled mobile robots called e-pucks, capable of moving forwards,
moving backwards and turning [73]. They are equipped with a range of sensors that
enable detection and tracking of obstacles and other robots. Importantly, robots can
sense and track the movements of other robots nearby. Robots can signal to each
other with movement and light (through programmable LEDs), and both movement
and light may be detected through a simple on-board camera. Robots can also sig-
25
2.7 The Artificial Culture Lab
nal to each other through sound, as each has an on-board speaker and microphone.
This allows (in principle) multi-modal communication strategies on a one-to-one or
one-to-many basis, and with or without active consent (i.e. one robot can eavesdrop
on the communication between two others). The artificial culture lab is fully instru-
mented. A tracking system allows the movements of all robots to be captured and
recorded for analysis and interpretation. The e-Pucks have Linux board upgrades
[65] (see Chapter 2.4.1).
(a) The Arena
(b) e-Puck Robot
Figure 2.1. – The Artificial Culture Lab
Two modes of robot-to-robot communication have been examined in the artificial
culture project: movement and sound. In each case, memes are the unit of cultural
transmission. For movement, memes are self-contained movement sequences [106].
The robots have no behaviours other than imitation, alternating from learner to
teacher. While a teacher robot, seeded with one or more initial memes, enacts
its meme, one or more learner robots observe that meme and store it in memory.
When learner becomes teacher, a meme is selected from memory and enacted while
other learner robot(s) observe. Importantly, there is no robot-to-robot telepathy:
the learner robot learns the meme enacted by the teacher through its senses alone.
Consequently learners must solve the correspondence problem [74], i.e. the problem
of translating perceptions of another’s actions (via sensory input) into corresponding
motor actions.
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The use of real physical robots, rather than simulated robots, together with the
preclusion of robot-to-robot telepathy increases potential for emergence in behaviour.
Winfield and Erbas [106] demonstrated that embodied movement-meme evolution is
possible in the artificial culture lab. A combination of imperfect sensors, distance-
dependent errors in sensor input and shared channels of communication provide a
form of natural variation that drive novelty in the meme set. Specifically, artefacts
emerging from this variation may give rise to new memes – and so new cultural
“traditions” – that occur for no other reason than that they can [105]. This thesis
considers sound memes. The sound-memes are patterns of beeps generated through
e-puck speakers and heard through e-puck microphones. The e-Pucks move around
an arena, listen to sound-memes sung by other e-Pucks and then respond to what
has been heard. The response is determined by different meme selection strategies.
The e-Puck responds with a meme randomly selected from memory, one randomly
selected from those memes just heard (multiple memes can be heard simultane-
ously), the meme, from those just heard, that is closest to a meme in memory or the
meme in memory that is closest to one of the memes just heard. The limitations of
the e-Pucks (see Chapter 3.1) and the need to carry out evolutionary experiments
meant that a simulation was used rather than carry out the experiments physically.
Detailed measurements of the e-Pucks capabilities were used to calibrate the sim-
ulator in order to ensure it accurately represented the e-Pucks. This approach has
been used in previous ecological studies[16]. Ambient noise is eliminated by our use
of simulation. The benefits of working with real robots are made clear in Winfield
and Griffiths [105], and the best compromise was to capture the natural variation
through isolated robot-to-robot communication experiments and then develop soft-
ware models of that variation.
While the Artificial Culture research group worked as a cohesive team, the require-
ments of the project along with the expertise of its members lead to a division of
approach between the researchers - the technical, focusing on working with the e-
Puck robots and the interpretation focusing on analysing issues around the project
and examining complementary approaches.
2.7.1. Technical
The technical side of the project was split between the UWE team (Erbas, Winfield
and Lui) and the Abertay team (Guest and Bown). The UWE team focused on
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the building of the physical creation of the artificial culture lab and its support-
ing infrastructure, the required upgrades to the e-Puck robots (see 2.4.1) and the
embodied imitation of movement patterns using the e-Pucks.
2.7.1.1. Movement
Erbas and Winfield carried out experiments on the imitation of movement patterns
with the e-Pucks. This was based on a teacher/learner set-up where one e-Puck
would demonstrate a pattern of movements whilst another e-Puck observes. The
learner watches the teacher e-Puck and algorithmically calculates the movement
pattern the teacher has demonstrated. These calculations are based solely on the
data from the learner on-board video camera. This is a single camera of low reso-
lution (640*480) giving the e-Puck fairly poor quality vision and only able to judge
distance based on the apparent size of objects of known size (i.e. the e-Puck knows
how big the other e-Pucks are so can extrapolate distance from changes in size of
the teacher in the video images). Once the learner completed this process the roles
(teacher and learner) are swapped round and the process is repeated.
These experiments highlighted that some movements were easier to imitate than
others because of the physical limitations of the e-Pucks. Movement that crossed
the learners field of vision from side to side were easier to replicate (they were
replicated correctly more often) than movements towards and away from the learner
since the movement was easier to measure. The turning of corners was not directly
measurable, instead they had to be inferred from movement and position before and
after the corner. Fine movements could be lost in the time between observations.
These factors mean that some patterns were successfully imitated and some were
not. This also led to an interesting emergent phenomena, incorrectly imitated move-
ments may result in movement patterns that are themselves easier to imitate. One
teacher e-Puck was observed to demonstrate a movement pattern that followed a
path that formed the sides of a triangle. The learner e-Puck incorrectly interpreted
the movement pattern as a figure of eight formed from two triangles joined at a single
point. Later that e-Puck, when acting as teacher, performed its incorrect version of
the movement and the original e-Puck was able to correctly learn that figure of eight
pattern. This figure of eight pattern is then repeated several times[106]. Figure 2.2
shows the incorrect imitation. e-Puck 1 is the initial demonstrator, e-Puck 2 is the
initial learner. (a) is the path of the demonstrator (e-Puck 1). The learner (e-Puck
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2) watched the demonstrator move and misinterpreted its movement as the patch
shown in (b). The roles are then swapped round, e-Puck 2 demonstrates (b) and
the e-Puck 1 correctly imitates it to give (c).
Figure 2.2. – Incorrect Imitation Transforming Triangle Path To Figure Eight
(a) shows the original path demonstrated by the demonstrator (as seen from above).
(b) shows the learner’s attempt to imitate (a)
(c) shows the path (b) being successfully imitated by the original demonstrator
Figure from [106]
The mistake becomes a stable meme as can be seen in Figure 2.3. The memes of
e-Puck 1 are on the left (and odd numbered), those of e-Puck 2 are on the right
(and even numbered). The mistake can be seen between meme 1 and meme 2,
where the triangular path becomes the figure eight one. The figure eight path is
then accurately mimicked back and forth a number of times.
Figure 2.3. – The Evolution of Movement Memes
This figure shows the paths of the movements (movement memes) of two e-Puck
robots. The memes on the left (odd numbered) show the movements of the initial
demonstrator. The memes on the right (even numbered) show the movements of
the initial learner.
Figure from [106]
Subsequent experiments examined the effects of memory on the imitation process
in e-Pucks. These were experiments based on the same teacher/learner process but
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where the e-Pucks had either no memory, limited memory or unlimited memory
(for patterns). Each time an e-Puck took on the role of teacher that e-Puck would
randomly select a movement pattern from memory (which was always the last pat-
tern observed for the “no memory” e-Puck) and demonstrate that pattern. These
experiments also used two pairs of e-Pucks positioned at the corners of a square,
allowing for, potentially, a learner e-Puck to observe a different teacher at different
times.
These experiments revealed that e-Pucks with no memory for patterns were suscep-
tible to mistakes in imitation, a single mistake could result in the original pattern
being lost and the patterns gradually drifting further and further from the origi-
nal. The e-Pucks with unlimited memory were capable of learning new movements
based on observed mistakes (or mistakes of observation) but these mistakes were
increasingly unlike to gain traction as time went on (since they were less likely to
be randomly selected to be performed). The limited memory approach resulted in a
compromise between a stability that was not easily derailed and a chance for novelty
to gain traction [35].
2.7.1.2. Sound
Guest and Bown (Abertay University) carried out the research that is the subject of
this thesis, the imitation of sound in (simulated) e-Puck robots. The details of this
are covered in the rest of the thesis. The approach taken and types of experiments
carried out reflect those carried out by Erbas (described in 2.3.1.1) and those carried
out by Sutcliffe and Wang (2.3.2.2). Commonalities and differences between the
results of these experiments are discussed in Chapter 7.
2.7.2. Interpretation
The interpretation side of the project was split between Warwick University (Bham-
jee and Griffiths), Exeter University (Durie) and Manchester University (Wang and
Sutcliffe). Their focus was the interpretation and perception of the e-Pucks, and
robots in general.
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2.7.2.1. Perception of Robots
Bhamjee and Griffiths examined how children perceived robots in general and the
e-Pucks specifically[11]. They showed how personally subjective the children’s per-
ception of robots is and that a great deal of what the e-Pucks are perceived to be
doing is comes from the children rather than the actions of the robots themselves,
random events are attributed to deliberate behaviour. Public engagement demon-
strations have shown that this is not unique to children, adults will generally describe
what the e-Pucks are doing in terms of what the e-Puck “wants” and “feels”. This
highlights the need to examine the behaviours of the e-Pucks in an objective way to
ensure what is perceived is actually happening and not just the observer assigning
meaning to meaningless events, but also suggests that, when studying a subject as
nebulous as culture, the perception of what is happening may be as important as
the reality of what is happening.
2.7.2.2. Societal Modelling
Wang and Sutcliffe applied mathematical modelling techniques to implement high
level, abstract models analogous to the e-Puck imitation experiments carried out
by the technical team. They applied the concept of the artificial culture lab to
model the relative influence of memes and genes in healthcare[90], looking at the
problem of obesity and attempts to affect patterns of behaviours that are known
to be influenced by both genetic, social (meme) economic factors. They examined
the effectiveness of public health campaigns competing with fast food advertising on
populations with differing genetic and socio-economic traits. Their model reflected
previous results and suggests that public awareness campaigns are most effective at
affecting the behaviour of the wealthy and least effective at affecting the behaviour
of the poor. More interestingly the model suggests that the effectiveness of the
campaign was not affected by the visibility of the campaign or the visibility of
competing advertising for fast food within each group. This suggests that a high
profile, high cost campaign will be no more effective than a smaller, cheaper one, so
long as the message is getting out there. This broad observation will be returned to
in Chapter 8 with regard to the findings in this thesis.
More directly analogous to the movement and sound imitation experiments Wang
and Sutcliffe investigated “Memetic reproduction and protolanguage evolution”[91].
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A mathematical model was created to examine how language can evolve in a system
with imperfect imitation. As part of this research they implemented both a limited
memory size and the ability to forget in their agents. The model implemented dif-
ferent strategies for interpreting, analysing and memorising memes. 50 generations
of agents were simulates with varying start states. They found that the selection
and memorisation strategies were important to accurate imitation but the actual
imitation strategy (which meme to imitate) played a lesser role. They also found
that more complex start memes resulted in greater variation and shorter memes
were more stable.
2.7.3. Sound Imitation
The subject of this thesis is sound imitation, specifically an examination of the fac-
tors that promote or inhibit the spread of memes and the diversity of the memes
that emerge in a population of e-Pucks that imitate each other. Since the physical
limitations of the e-Puck robots prevent effective experiments in sound imitation
those experiments are instead carried out in a bespoke simulator. The approach
taken for the is to use individual-based modelling, a technique that is is well de-
veloped in a number of related areas, including swarm behaviours and especially in
biological and ecological studies. The simulator is a high fidelity simulator, based
on detailed measurements of the physical e-Pucks is developed and then used to
examine the factors that affect meme transmission on an individual, population and
generational level are examined.
2.8. The e-Puck
The e-Puck[33][73] is a small, round, two wheeled robot developed at EPFL (Lau-
sanne, Switzerland). Originally designed for education it features both open hard-
ware and open source software and has been used extensively in research projects.
The e-Puck features two independently driven wheels allowing it to move forwards or
backwards while turning and even spin on the spot. It has three microphones and
one speaker allowing it to both hear and generate sound, though the positioning
of both makes it difficult for e-Pucks to hear each other. The e-Puck has a low
resolution video camera (640*480) fixed facing forwards and eight infra-red sensors
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spaced around its side that detect light levels and allow for proximity detection of
objects. It has a series of lights - a main body light and a ring of lights around
its upper rim. The e-Puck has a 3D accelerometer capable of measuring inclination
and acceleration. The e-Puck robot has a PIC microcontroller, bluetooth and RS232
connectivity.
2.8.1. Linux Puck
The e-Puck robot is insufficient for the requirements of this project so the UWE
developed a Linux board upgrade for the e-Puck[65]. This board supplements the
existing functionality of the e-Puck by adding a more powerful processor, increased
memory and WIFI connectivity. The Linux board provides a higher level system
which can interact with the e-Puck’s microcontroller and other hardware allow-
ing it to be programmed, at the Linux board level, using the Stage libraries from
Player/Stage.
The upgrade increases the processing power and memory available to run code lo-
cally to the e-Puck, allowing for larger and more sophisticated programs to control
the e-Puck. This is not achieved without drawbacks however; the battery life is ap-
proximately halved with the board installed and the communication/data channel
between the Linux board and the microcontroller is limited, placing restrictions on
what can be achieved.
2.9. Modelling Interactions and Behaviours
Given the challenges associated with inter-e-Puck communication through the medium
of sound presented in Chapter 3, it was necessary to resort to simulation. A range of
simulation platforms exists and these are reviewed in Section 2.10. Before selecting
a particular platform for simulation it is useful to consider a modelling paradigm
upon which investigations may be based.
A modelling paradigm is required to specifically address the aim, questions and
technical objectives raised in the previous chapter. To address these we need to
account for the following features:
1. A link between real-world and simulated e-Pucks in terms of behaviours, such
that behaviours observed in simulation may be understood in terms of be-
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haviours in the real world in order to be able to cross-link to studies on
movement-meme dynamics and interpret results with respect to real-world
robots;
2. An account of variation among the behaviours of individual e-Pucks in order
to explore both homogeneous and heterogeneous communities;
3. An account of interactions among e-Pucks and between e-Pucks and their
environment and how those interactions lead to the emergent phenomena of
effective (accurate) meme spread and promoting or inhibiting meme diversity
at the population scale;
4. Support for a coupling between an evolutionary search process and the be-
haviours of individual e-Pucks.
These features, and especially features 2 and 3, preclude the use of relatively simple
modelling approaches such as mean field approaches [52] that average out individ-
ual behaviour in a population and assume that all individuals are well mixed in
that system. Note these approaches are powerful analytical tools, providing elegant
descriptions, in systems where the individuals are (sufficiently) identical such as
materials science and solid state physics [6].
Individual-based modelling provides an ideal paradigm within which to undertake
this analogy and this approach has been particularly successful in the study of bi-
ological and ecological systems where a fundamental challenge is to establish the
link between (eco)system function and individual (organism) behaviour [66]. Ac-
cordingly, the thesis has drawn on existing work in ecosystem modelling.
2.9.1. Individual Based Modelling
Individual Based Modelling (IBM) is a bottom up approach that models a sys-
tem in terms of the components of that system and the interactions between those
components to understand how the properties of the system emerge from those com-
ponents and interactions [47]. This gives a view where the system is a population
of individuals (the components), individuals whose properties and behaviours result
in interactions between the individuals which give rise, at the population level, to
the features of the system. This is a flexible approach which is particularly useful
when the interactions between the individuals are greatly affected by their temporal-
spatial mixing; i.e. the interactions between individuals cannot be averaged out but
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are highly dependent on when and where those individuals interact (or, indeed, if
they even get the chance to interact at all)[62].
Individual based models are therefore appropriate only when a system can be broken
down in to smaller components. It is straightforward to demonstrate the applicabil-
ity of this to this research; the population of e-Pucks is the system and the e-Pucks
themselves are the components. (Robot simulations can take this a stage further,
e.g. Player/Stage treats each robot as a system composed of individual components
such as motors, sensors, etc.). This approach allows for high precision and accuracy
but can lead to results which are complex to the point of intractability[77]. Pachep-
sky et al 2001 [78] shows that individual diversity affects emergent phenomena not
only in terms of the differences inherent in the individuals but also in terms of their
spatial arrangement. Bown et al. 2007 [16] use the notion of traits to describe
the properties and behaviours of the individuals as a way of linking experimental
data to model and this research draws on this work in the parametrisation of the
simulator. Genetic algorithms have been used to drive the evolution of traits in
individuals to produce effects at the populations level for both homogeneous [101]
and heterogeneous [108] populations. The individual based model approach is used
at the ecological simulation, the evolutionary simulator uses genetic algorithms to
create generations of e-Pucks.
2.10. Review of Simulator Technologies
Several packages are available for the purpose of simulating robots. This section
reviews the most popular packages and evaluates them in terms of their suitability
for this project.
2.10.1. MS Robotics Developer Studio
MS Robotics Developer Studio (MRDS, http://www.microsoft.com/robotics/) was
developed by Microsoft. MRDS consists of four main components; CCR - Concur-
rency and Coordination Runtime, DSSs - Decentralized Software Services, VPL - Vi-
sual Programming Language, and VSE - Visual Simulation Environment. The .NET
based library CCR is designed to handle the coordination of sensors and actuators,
using messages to manage asynchronous, parallel tasks. DSS is a service-oriented
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runtime allowing multiple services to work together in order to achieve certain tasks
and behaviours. MRDS is integrated with Visual Studio. VPL provides drag and
drop blocks (activities or services) programming for non-programmers. The Vi-
sual Simulation Environment handles the three dimensional world for the robots to
interact in.
MRDS is better suited to robot design and evaluation than to the type of simulation
required for this project. It focuses on highly detailed modelling and physics of two
or three robots. Trying to simulate larger numbers of robots slows the simulator
down too much for the repeated experiments required for this project. Further it
does not support the e-Puck robot or implement any form of sound simulation.
While an implementation of the e-Puck robot could be achieved within MRDS,
implementing a highly detailed sound simulation and genetic algorithm support
would be a complex task. The detailed 3D simulation works against the suitability
of MRDS, a detailed visual simulation is not required and, when present, occupies
most of the computation time, leading to simulations that run at real time rates at
best, often much slower.
For these reasons MS Robotics Developer Studio was rejected as a simulation envi-
ronment for this project.
2.10.2. Webots
Webots [70] (http://www.cyberbotics.com/overview) was initially developed by Dr.
Olivier Michel at the Swiss Federal Institute of Technology (EPFL) in Lausanne,
Switzerland. It is a professional, commercially available robot simulation system
featuring a detailed 3D simulation environment. It uses the Open Dynamics Engine
(ODE, http://ode-wiki.org/wiki/index.php?title=Main_Page) to simulate rigid body
dynamics and detect collisions, giving accurate simulation of the physical proper-
ties of robots and their environment. Webots has been used for research in swarm
robotics ([26, 25]).
Of specific interest for this project Webots provides support for the e-Puck robot.
Like MRDS though there is no simulation of sound provided. The lack of the sound
simulation, alongside the cost of licensing the software led to the rejection of Webots
as a simulator for this project.
36
2.10 Review of Simulator Technologies
2.10.3. ENKI
ENKI (http://home.gna.org/enki/) is “an open-source, fast 2D physics-based robot
simulator written in C++. It is able to simulate cinematics, collisions, sensors and
cameras of robots evolving on a flat surface. It also provides limited support for
friction. It is able to simulate groups of robots hundred times faster than real-time
on a modern desktop computer”.
There is limited support for ENKI and, again, it does not provide any sound simu-
lation.
2.10.4. Player/Stage
Player/Stage is an open source package of software designed for research in robot
and sensor based systems [41]. It is the de-facto standard for robotics simulation in
research [99] and is capable of simulating thousands of robots [98].
It consists of two main parts; Player - a robot control interface package, and Stage
- a world simulation back-end. A third part, Gazebo, is a more complex, fully 3D
world simulator.
The Player control/interface component, can be used on real robots, on computers
to control real robots or on computers connected to a Stage world simulation. It
features a standardised set of functions that allow software to be developed which is,
ideally, platform (i.e. robot) independent. It provides control functions for actuators
(motors, lights, etc.) and feedback functions for sensors.
Stage is a world simulator designed to interact with Player to allow users to test code
written for robots in a simulated world. It models a flat, two dimensional world,
and handles all interactions between any simulated robots and the environment (and
between robots through that environment). While not as high fidelity a simulation
as provided in MRDS or Webots it is still a detailed world with movement physics
implemented. Gazebo is a 3D version of Stage.
code <—> player interface <—> stage/gazebo world simulation
Player/Stage offers greater support for multi-robot simulations than the other robot
simulators considered. In addition the simplified 2d world simulation of Stage re-
duces the overheads associated with a 3d simulation making Player/Stage better
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suited to a genetic algorithm based approach that requires simulations to be run
many times.
However there is no support for sound simulation within Player/Stage.
In order to try and capitalise on this infrastructure, some time was spent implement-
ing a high fidelity sound system within Player/Stage. The existing message passing
system, which allows text strings to be passed between robots, was adapted to send
a series of numbers representing the wave form of sounds generated. Each simu-
lated e-Puck could then identify which sounds it could hear, modulate the sound
based on distance and combine them together to determine the sound that partic-
ular e-Puck would hear at that time. This took a considerable effort, the message
passing system was not officially a supported part of Player/Stage at that time and
was not designed for passing so much data so much of the time. This approach
worked but slowed the simulator down to much to be of practical use. The effort to
speed the simulator back up would’ve required extensive reworking of much of the
Player/Stage simulator. It was decided that a bespoke simulator could be built that
would be more effective, and in less time, than an adapted Player/Stage would be.
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3.1. The e-Puck
3.1.1. Limitations
While the e-Pucks have significant functionality for small robots, they have proven
to be too limited for use in this project.
Initial limitations in processing power and memory led to the e-Puck Linux upgrade
(described in Chapter 2) which resolved those issues at a cost of reduced battery
life.
More significant problems are the e-Puck’s limitations in sound generation, detection
and analysis.
3.1.1.1. Sound Generation
The standard e-Puck method for sound generation involves encoding sound samples
and storing them in the memory of the e-Puck. This causes several issues. There
is limited memory available for the sound samples (they must be stored in e-Puck
memory, the Linux board memory cannot be used), no more than two seconds of
sound can be stored. While short samples can be played one after another by the
e-Puck this results in a stuttering effect as the e-Puck finishes one sample before
starting the next, leaving a small gap (and often an audible click). This effectively
limits the size of sound pulses within the memes to the size of sound samples stored
within the e-Puck. The sounds can, however, be truncated by stopping the sound
part way through the sample. As such it is problematic to create sounds longer
than the sample but not shorter. The limited memory space also limits the range
of frequencies an e-Puck can generate since each frequency has to be stored as a
distinct sound sample. Taken together these two factors mean that as the number
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of frequencies that can be generated by the e-Puck increases the length of each
individual pulse must decrease and vice-versa.
The “e-Puck economy library” (www.sics.se/fal/projects/glowbots/) replacement
library from the Glowbots team at the Viktoria Institute, Sweden (www.viktoria.se/),
allows the e-Pucks to generate sounds dynamically rather than using encoded sound
samples. This allows any e-Puck to dynamically generate sounds of any frequency it
is capable of generating rather than just those frequencies it can store in its memory.
The e-Puck has a limited range of sound frequencies it can generate. These are
limited by the size and quality of the e-Puck’s speaker and the size and speed of
the e-Puck’s processor. These limits and the limits of the range of sound levels the
e-Pucks can generate are described in subsection 3.1.2.
3.1.1.2. Sound Detection
There are significant limitations to the sound detection capabilities of the e-Pucks.
The positioning of the microphones (on the top of the e-Puck, pointing upwards)
means that they are best suited for detecting sounds generated above the e-Pucks.
The speaker is similarly placed (on top, pointing upwards), generating sounds that
head upwards.
Extensive testing was carried out using different pairings of e-Pucks, one as sound
generator and the the other as sound detector. Placed side by side, in physical
contact with each other a listening e-Puck will very rarely detect that the other
e-Puck has generated any sound at all, let alone be able to distinguish the frequency
and timings of the sound.
If the e-Pucks are place on their sides, so that their tops are facing each other, or
if one e-Puck is held up side down above the other then the sounds are detected
clearly enough for accurate frequency and timing measurements to be made.
As such the e-Pucks are ill-designed for communicating with each other through
sounds, they can seldom hear each other at all.
These problems are exacerbated by the Linux board upgrade which adds further
structure above the speaker and microphones.
The microphones are physically mounted on to the board of the e-Puck, as such the
vibrations caused by the e-Puck moving (from the motors driving the wheels) easily
drown out what little sound the e-Pucks can hear from each other.
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Figure 3.1. – e-Puck speaker and microphones
(two out of three microphones are highlighted in blue, the third is hidden beneath the
board with the speaker)
Figure 3.2. – e-Puck with Linux board upgrade
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Decoupling the microphones from the board (physically detaching them and re-
attaching with lengths of wire) reduced the noise caused by the motion vibration
but does not significantly improve the ability of the e-Pucks to detect each others
sounds.
“Ears” created with a 3D printer were tested to see if they could be used to improve
the hearing of the e-Pucks. Some improvement was found, the e-Pucks with ears
were able to hear each other clearly if they were close enough to be touching and
the listener was pointed directly at the e-Puck generating the sound. However this
lead to the e-Pucks to being completely unable to detect sounds unless the sound
source was directly in front of the listener. The ears reduced peripheral hearing to
zero.
Figure 3.3. – e-Pucks with ears
Similarly experiments with an inverted cone placed over the speaker were carried
out to see if deflecting the sound downwards would increase the e-Puck’s chance to
be heard. This showed no noticeable improvement.
Ultimately the chance of two e-Pucks being in position to hear each other is very
small, the chance of more than two meeting and communicating. The chance of
communicating effectively in any systematic way is negligible.
3.1.1.3. Sound Analysis Using A Fast Fourier Transform
The e-Puck detects sound as variations in sound levels at each of the three micro-
phones. While the difference in sound levels betweens the microphones can be used
to determine the direction the sound is coming from, they do not directly identify
the frequency (or frequencies) of the sounds heard. This is accomplished by taking
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a sequence of sound levels over time and applying a fast Fourier transformation to
them giving a breakdown of the proportional amounts of sounds heard in a number
of frequency ranges.
Fourier Analysis
In Fourier Analysis every signal is treated as the sum of simpler trigonometric func-
tions, in simple terms any signal can be described as the sum of a number of sine
waves. The discrete Fourier transform is an algorithm that calculates, from a se-
quence of samples, the coefficients of a number of sine waves that can be used to
describe that sequence. Each sine wave represents a frequency range, or frequency
’bin’ and a measure of the amount of signal that exists in that frequency bin. A fast
Fourier transform is a faster algorithm for calculating the discrete Fourier transform.
The number and size of the frequency bins used to describe the signal depends on
the number of measurements in the signal and the sampling rate of the signal. A
signal with N samples and a sampling rate of FsHz will have N frequency bins, with
each bin representing a range of Fs/N Hz.
In the e-Puck the sampling rate is fixed leading to a trade off between accuracy
of timing and resolution of frequency measurement. Doubling the sampling rate
doubles the frequency resolution but halves the accuracy of timing.
The e-Puck sampling frequency is 33KHz giving a Nyquist frequency[46], or max-
imum detectable frequency of 16.5Khz.
3.1.2. Measurements
Since using the e-Puck robots is overwhelming difficult, there was no alternative
but to recourse to simulation. Existing simulators being insufficient for the task
(section 2.10) a custom simulator was built. Every effort was made to construct
a high-fidelity simulator with respect to sound communication. Detailed measure-
ments of sound generation, detection and processing capabilities of the e-Pucks un-
der favourable circumstances were taken and used to calibrate the simulator. This
section describes how those measurements were made and their results.
3.1.2.1. Sound Detection - Attenuation Over Distance
Whether or not a sound can be heard is mostly dependent on three factors: the
loudness of the sound; the distance between source and listener; and the sensitivity
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of the listener. To ensure the listener can hear the sounds the source makes the
source should make the sounds as loud as possible without causing any distortion
effects;, similarly the listener should be as sensitive as possible.
Since the e-Pucks configured to emit noise at optimal volume (note, when volume
levels are too high distortion occurs in the speaker, see below), we can assume that
they all generate sound as loud as they can all the time, as such the volume at source
can be considered to be fixed and unvarying. Similarly the e-Puck’s sensitivity when
listening is determined by the level at which background noise is ignored but any
sound from any other e-Puck is detected. This too is a fixed value. This leaves only
the attenuation of sound over distance to be measured (Figure 3.4).
The ability of e-Pucks to detect sounds generated by other e-Pucks was measured
over increasing distances and a function describing the distance-dependent attenu-
ation.
Figure 3.4. – Sound Attenuation over Distance
3.1.2.2. Sound Analysis - Converting from time domain to frequency domain
using a FFT
Sounds are heard by an e-Puck as a variation in the sound levels detected by each
microphone. Analysing these sound levels over time results in a time domain view
of the sound heard. This is useful in determining if any sound has been heard but
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does not identify if one or more sounds have been heard or what the frequency or
frequencies of those sounds are.
A perfect 2000Hz sound, with no distortion at source or the listener, no background
noise, no reflected sounds or any other distortion would be detected as shown in
Figure 3.5 below.
















Figure 3.5. – Time Domain view of a simulated perfect 2000Hz sound
In practice such a perfect signal only happens under strictly controlled conditions.
Instead a 2000Hz signal may appear as shown in Figure 3.6 below. This can be
further distorted if the sampling rate is less than the Nyquist rate for the signal [46].















Figure 3.6. – Time Domain of a simulated non-perfect 2000Hz sound
A fast Fourier transform (FFT) can be used to transform the data from the time
domain to the frequency domain as shown in Figure 3.7 below. Each column rep-
resents a frequency bin covering a range of approximately 256Hz. The single spike
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in this chart is in bin eight representing a signal in the range of 1935Hz - 2180Hz. A
more accurate frequency can be derived by using more samples to produce frequency
domain data where the frequency bins represent a smaller range. However perform-
ing an FFT on more samples is slower and more memory intensive, requiring the
e-Puck to spend more time analysing the samples and since the aim is to develop
an approach that can in principle be used on an e-Puck, limiting computational
effort is important. The longer time taken to hear the sound samples leads to less
accurate timing. As discussed in the next section the e-Pucks do not produce sound
of a consistent frequency, and any potential for variation is such that the increased
accuracy of using additional samples is lost.
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Figure 3.7. – Frequency Domain view of simulated sound - perfect 2000Hz
Noisy sound, i.e. sound that is distorted or affected by background noise does not
give such a simple picture in the frequency domain. Consider Figure 3.8 showing
the frequency domain representation of a noisy 2000Hz sound. Here the background
noise can be seen in the low level readings in bins other than bin eight. It is still
simple to identify the frequency of the loudest part of the sound by the large spike
in bin eight.
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Figure 3.8. – Frequency Domain view of simulated sound - noisy 2000Hz
The advantage to this approach is that when sounds are heard that are made up of
multiple simultaneous frequencies, for example from two or more sources producing
sound at different frequencies, those frequencies can be distinguished from both the
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background noise and each other, providing the frequencies are distinct from each
other, as shown in Figure 3.9.
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Figure 3.9. – Frequency Domain view of simulated sound - noisy 2000Hz and 2750Hz
However, in practice this is not always so clear. A noisy signal at 2125Hz would
result in a frequency domain view shown in Figure 3.10. A signal of 2125Hz is at the
upper end of the range of bin eight (1935Hz - 2180Hz). The FFT analysis interprets
this as a signal that is partly in bin eight and partly in bin nine, with slightly more
of the signal in bin eight. Both of these spikes are smaller than the spike for the
2000Hz sound, though they are still distinguishable from the background noise.
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Figure 3.10. – Frequency Domain view of simulated sound - noisy 2125Hz
It is not always possible to definitively identify the frequencies heard. When sounds
of frequency 2000Hz (clearly bin eight) and a sound of 2350Hz (borderline between
bins nine and ten) are heard simultaneously and analysed the resulting frequency
domain view is not clear. Figure 3.11 could be caused by a number of scenarios: it
could be that three sounds are heard, one in each of bins eight, nine and ten had
been heard, it could be two sounds are heard, one in bin eight and one on the border
of bins nine and ten, or it could be that two sounds are heard, one at the border of
bins eight and nine and one in bin ten. It is even possible that what was heard was
a sound that was intended to be in bin nine but contains so much variation that
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it is identified in all three bins (though this can be ruled out for the e-Pucks, their
variation is measured to be much smaller than that see Algorithm 3.1).
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Figure 3.11. – Frequency Domain view of simulated sound - noisy 2000Hz and
2350Hz
The e-Pucks have a maximum sampling rate of 33KHz. The size and number of
frequency bins is based on the sampling rate and the number of samples taken.
The limitations of the e-Puck’s memory size and processing speed are the main
restrictions on how many samples the e-Puck is capable of carrying out an FFT
on. Calculating the FFT of 256 samples is the upper limit. At 256 samples the
variation in frequency generated by the e-Puck causes the signal to be detected
across two, three or even four bins. In effect the improved accuracy in measuring
the frequency by using 256 samples (as opposed to 128) is swamped by the variation
in the generation of the signal. In addition the time taken to detect and process 256
samples is 20ms, so the accuracy of timing is limited to plus or minus 10ms.
The e-Puck can detect and process 128 samples faster (taking 8ms) giving a timing
accurate to 4ms. The size of the frequency bins ensures that the variation in signal
generation results in the signal being detected in two bins at most.
Using less than 128 samples results in bin sizes so large that few distinct frequencies
are available and the variation is only detectable for frequencies at the edges of the
bins.
The programme of research requires some variation to be a source of error (leading to
new memes) but not so much error that correctly hearing memes becomes impossible.
Additionally there must be enough frequency bins to allow for sufficient distinct
frequencies. Based on these requirements a sample size of 128 samples is used,
giving a bin size of 258Hz and 64 frequency bins across a range of 16kHz.
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3.1.2.3. Sound Generation - Measuring Frequency Variation in real e-Pucks
The e-Pucks do not generate a consistent frequency sound: the frequency gener-
ated changes constantly resulting in a slight warble in the sound produced. Any
analysis of the frequency of sound produced by an e-Puck will incorporate errors
from three sources: the errors in the sound production of the e-Puck, errors in the
detection equipment and errors caused by any background noise. By using the e-
Pucks themselves to analyse the frequency generated it is possible to mitigate the
effects of errors in the detection equipment (since those errors may be assumed to
be consistent across the e-Pucks and any experiments). The e-Pucks inability to
detect quiet sounds reduces the effects of background noise to an acceptable level
(from experimental observation).
Using data from an e-Puck listening to a second e-Puck attempting to generate target
frequencies (from 100Hz to 3500Hz at 100Hz intervals) it is possible to determine
the frequencies actually generated for each target frequency and how much they
vary. The process is described below.
’Perfect’ Signals
When an FFT is performed on a signal of a single frequency without noise a single
peak is found in the results (as shown in Figure 3.7). Two different frequencies, if
they are both noiseless, within the same frequency bin are indistinguishable. Using
more sound samples in the FFT decreases the size of the frequency bins, improving
the resolution of the result. If infinite samples could be used it would be possible to
distinguish between any frequencies. It is possible, however, to calculate the exact
position for any specific frequency, knowing the range of frequencies each frequency
bin covers, and the start and end positions of each bin.
A look-up table (Table 3.1) is then created that links the frequency with the peak
location.
So if a sound is analysed and its peak found at 2.2 then the sound had a frequency
of 400Hz. This gives us a value for the frequency that is more accurate than simply
noting which bin the peak is in.
Tidying The Real Data
Though the microphones are not really sensitive enough to pick up background
sounds there is plenty of noise in the signals themselves. This is caused by the
quality of the components themselves, power fluctuations, timing errors, harmonics
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Freq Peak Freq Peak Freq Peak Freq Peak Freq Peak
25 0.73878 275 1.5763 525 2.55414 775 3.54215 1000 4.5
50 0.72645 300 1.56333 550 2.58273 800 3.57898 1025 4.53622
75 0.70798 325 1.52796 575 2.59194 825 3.60628 1050 4.57611
100 0.69916 350 1.5196 600 2.61313 850 3.64276 1075 4.61252
125 0.75004 375 1.57016 625 2.67385 875 3.70975 1100 4.6576
150 0.73263 400 2.1958 650 3.2338 900 4.25119 1125 4.72832
175 1.24265 425 2.33916 675 3.35205 925 4.35742 1150 5.26129
200 1.43268 450 2.45586 700 3.44969 950 4.44597 1175 5.36047
225 1.53768 475 2.51558 725 3.50362 975 4.49773 1200 5.44362
250 1.5 500 2.5 750 3.5 1000 4.5 1225 5.49421
Table 3.1. – The look-up table for some of the frequencies with their peak location.
and resonances in the hardware. The sound data has to be cleaned up before it can
be used.
For a target frequency the e-Puck was trying to generate it is possible to calculate
which frequency bin that frequency should appear in. Experimental observations
show that the frequency generated and detected is almost always within ±2 bins.
Hence the data from bins outside that range can be discarded as noise. So the bin
with the expected peak and the two bins either side of that are kept, zeroing out all
other bins to remove the noise.
Example. Consider sound with a frequency of 1300Hz, from the look-up table we
should expect the frequency peak to be at 5.57. This means the peak should be near
the centre of frequency bin 5. In the event the real data for 1300Hz is examined,
this is found to be the case Figure 3.12.
Figure 3.12. – Real Data at 1300Hz, Frequency Domain
It can be clearly seen that there is a large peak in bin 16. It is believed that this is
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noise caused by resonance or harmonics within in the system. We are only interested
in the data in bins 3, 4, 5, 6 and 7 (i.e. bin 5 and the two bins above and below it).
All the other bins are zeroed Figure 3.13.
Figure 3.13. – Real Data at 1300Hz, Frequency Domain, Tidied
Find The Peaks In The Real Data
For each frequency, multiple measurements of frequency (from consecutive time
samples) were taken (sixty measurements were taken for each frequency). Each of
these measurements was tidied (as described above) and a position for the max-
imum frequency was calculated. This position was be used with our look-up table
to determine which frequency was actually detected. This gave, for each target
frequency, a range of frequencies that were actually generated and detected. From
these frequency ranges the mean frequency and standard deviation of the signals
generated for each target frequency was calculated.
Example. Continuing on with the data at 1300Hz. For forty separate, consecut-
ive frequency measurements the following maximum frequency positions are found
(Table 3.2).
Comparing the values from Table 3.2 to the look-up table Table 3.1 shows the fre-
quency generated/detected in each sample, as shown in Table 3.3.
Example. The first measurement, measure 0, has a calculated peak at 5.42308.
Looking up 5.42308 in table Table 3.1 shows the signal has a frequency of between
1175Hz and 1200Hz. The closer value of 1200Hz is used.
It can be seen (in Table 3.3) that a range of frequencies are generated when the e-
Puck attempts to generate a sound with a fixed frequency of 1300Hz. From Table 3.3
it can be calculated that the mean frequency generated for a target of 1300Hz is
actually 1276Hz with a standard deviation of 59.
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Measure Peak Measure Peak Measure Peak Measure Peak
0 5.42308 10 5.4759 20 5.77451 30 5.59091
1 5.53659 11 5.59091 21 5.63333 31 5.71333
2 5.58955 12 5.68667 22 5.4 32 5.55
3 5.52439 13 5.48438 23 5.64865 33 5.56667
4 5.55882 14 5.6791 24 5.59375 34 5.66667
5 5.57407 15 5.7 25 5.62698 35 5.53896
6 5.5 16 5.41358 26 5.40909 36 5.44937
7 5.35714 17 5.57018 27 5.5 37 5.58065
8 5.56897 18 5.6194 28 5.55714 38 5.56757
9 5.4726 19 5.51176 29 5.59459 39 5.44595
Table 3.2. – Maximum Frequency Positions at 1300Hz
Measure Frequency Measure Frequency Measure Frequency
0 1200 10 1200 20 1375
1 1275 11 1300 21 1325
2 1300 12 1350 22 1175
3 1250 13 1200 23 1325
4 1275 14 1350 24 1300
5 1275 15 1350 25 1325
6 1250 16 1175 26 1175
7 1150 17 1275 27 1225
8 1275 18 1325 28 1275
9 1200 19 1250 29 1300
Table 3.3. – Frequency identified from look-up table
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This process was repeated for frequencies from 100Hz to 3500Hz at 100Hz intervals.
This gave a detailed description of how the variation of the frequency generated is
different at different frequencies. A truncated set of results are shown in Table 3.4.
Target Mean Freq Std Dev Target Mean Freq Std Dev
100 338.115 57.664 1300 1275.82 58.9787
200 435.656 79.249 1400 1415.16 37.4385
300 543.443 91.2759 1500 1484.84 24.2722
400 672.131 88.0457 1600 1619.26 14.715
500 503.279 61.6569 1700 1718.85 27.2549
600 613.934 34.9179 1800 1807.38 28.2637
700 750.41 72.2397 1900 1914.34 33.059
800 781.557 63.558 2000 1981.15 27.2549
900 902.049 26.7298 2100 2122.95 10.5031
1000 983.607 24.9521 2200 2248.77 38.0313
1100 1101.23 28.2939 2300 2284.84 79.3566
1200 1217.62 34.2613 2400 2438.11 82.1085
Table 3.4. – Mean frequency generated for target frequency (truncated)
This gives a good description of how one e-Puck generates sound. Below 500Hz the
sound is very distorted. Some frequencies are generated more accurately than others
(in terms of the mean) and some are more consistent than others (in terms of the
standard deviation).
Summary of process for calibration of simulation
1. Calculate the peak frequency position for perfect signals at 25Hz intervals from
25Hz to 3500Hz
a) a sine wave is generated for each frequency
b) a FFT is performed on each sine wave
c) mean of FFT calculated to determine peak frequency position
2. e-Pucks used to generate and detect signals at 100Hz intervals from 100Hz
to 3500Hz. Sixty sets of 128 samples were recorded for each of these target
frequencies
3. For each target frequency from 2
a) For each of the sixty sets of 128 samples
i. an FFT was performed on the set
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ii. the results of the FFT were tidied to remove background noise
iii. the tidied results of the FFT were used to calculate an actual fre-
quency peak
iv. each actual frequency peak was compared to the results from 1 to
determine the actual frequency generated and heard
b) The average actual frequency and standard deviation was calculated
based on iv for each target frequency
4. The results from b) were summarised in a table (Table 3.4).
Generalising From A Specific e-Puck
The technique described above gives a look-up table that is good for generating
specific frequencies simulating one specific e-Puck. There is variation among the
e-Pucks so a generalisation is required.
Performing linear regression analysis on the frequency detected in each sample gives
such a generalisation. The solution is less accurate at describing the specific e-Puck
used to generate the data, instead of simulating an e-Puck that is good at some
frequencies and poor at others the solution gives a generalised result that performs
equally for all frequencies. While this is a fairly poor simulation of any one specific
e-Puck it means that the simulation captures variation across a selection of e-Pucks.
The results of the linear regression are :-
Algorithm 3.1 Actual Frequency based on target frequency
Algorithm 3.1GeneratedFrequency = 16.8243 + 1.01247 ∗ TargetFrequency
StandardDeviation = 46.9
Algorithm 3.1 is then used when sounds are simulated. When a sound of Target-
Frequency should be generated instead the frequency, at any given moment, is a
random frequency that has a mean of GeneratedFrequency and standard deviation
of StandardDeviation. Figure 3.14 shows the distribution of frequencies that can be
expected to be generated when an e-Puck attempts to sing at 2000Hz. At any time
slice (8/128ms) within a sample (8ms) the e-Puck will sing at a single frequency.
Across the sample the frequencies will be distributed as shown.
54
3.2 Existing Robot Simulators
Figure 3.14. – Frequency Variation for a target frequency of 2000Hz
The red line represents the target frequency
3.2. Existing Robot Simulators
3.2.1. Project Requirements
For this research a simulator is required that will replicate the sound generation,
transmission, detection and analysis of the e-Pucks. It must be a high fidelity
simulation of those sound processes, it needs to simulate sound at the level of sound
waves.
The simulator must support a large numbers of robots to examine the effects of
sound/meme transmission in swarms.
The simulator does not need to be a high fidelity simulation of any other aspects of
the e-Pucks. The e-Pucks must be able to move around the simulated world, detect
collisions with walls and other e-Pucks but does not need to accurately recreate the
physics and computational processes involved in movement.
3.2.2. Summary of limitation of existing simulators
As discussed in Chapter 2.6, existing robot simulators mostly focus on being accurate
representations of the physical aspects of robots - joints, motors, lights, etc. The
purpose of many simulators is to aid in the building and testing of single robots,
they seldom simulate more than one robot at a time and even fewer can simulate
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more than four or five simultaneously. The effort put into simulating the physical
components of a single robot ensures that the simulators will never be able to handle
swarms of simulated robots at any rate even approaching real time. This research
requires a simulator capable of running many times faster than real time to generate
the required data which is taken over thousands of time steps (subsubsection 3.4.8.3).
Very few simulators incorporate sound at all and those that do only incorporate it at
the level of message passing rather than any simulation of the physics of the sound
itself. Adding sufficient sound simulation functionality would drastically reduce
the speed capabilities of the simulators, once again leaving them too slow for the
purposes of this research.
In summary existing simulators are too focused on the physical details of individual
robots to be able to also handle the details of high fidelity sound simulation for
multiple robots to be of use to this research.
3.3. Custom Simulator
3.3.1. Purpose
The purpose of the simulator is to investigate how memes change as they are passed
from e-Puck to e-Puck by singing and listening to the memes. The e-Pucks move
around an arena, stopping to sing and/or listen over a time period, building up a
memory of memes which can be analysed to investigate which memes are passed
on and, hence, how they evolve through noise, miscommunication and selection
strategies (section 1.1).
The simulator will also be used to investigate the internal behaviours of the e-Puck
and environmental conditions which influence the spread of memes.
3.3.2. Requirements
The simulator has the following requirements;




• accurate replication of the characteristics of the e-Pucks sound generation,
detection and analysis capabilities
• multiple e-Pucks
• each e-Puck is mono-tonal (generates sound at a single frequency)
• each e-Puck is capable of producing sound, “singing a song” that consists of
pulses of sound separated by periods of silence (pulses of silence). Pulses have
a minimum length of 100ms and no maximum length. A song can consist of
up to 199 pulses, it must begin and end with a sound pulse and contain at
least one silent pulse.
• each e-Puck must be able to hear multiple sounds simultaneously, distinguish
between different frequencies of sound and sing simultaneously. It does not
need to be able to distinguish between two sounds at the same frequency from
distinct sources.
• low fidelity replication of robot movement - realistic speeds but no need for
physics
• fast - multiple runs are required to generate data so the simulator must be fast




The world is represented by a grid of cells. Each cell is the size on an e-Puck and
can hold no more than one e-Puck. The boundaries of the world are non-toroidal
(they do not wrap around). The dimensions of the world, the number of cells wide
and long it is, can be varied. The world will update in 8ms time steps so that each
tick of the simulator represents a single set of sound samples.
The e-Pucks
Each e-Puck has a number of features;
• position - which cell in the world it occupies
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• speed & direction - how fast it is moving and in which direction. The e-Pucks
bounce off walls (they reflect off them) and when they bump in to another
e-Puck will turn clockwise until they find an empty square to move into. The
e-Pucks move in jumps from one cell to an adjacent cell (horizontally, vertically
or diagonally). The e-Pucks stop moving while they are singing, if they can
hear another e-Puck singing or if there is no empty adjacent cell for them to
move in to. Speed indicates how many ticks of the simulator occur between
movements, hence a higher speed value actually indicated a slower moving
e-Puck.
• frequency - the e-Puck’s ’accent’, the frequency at which it makes sounds (sings
its memes)
• long term memory - the memes the e-Puck knows. Those it has known from
initialisation and those it has heard (or misheard) since.
• short term memory - the memes that are currently being heard, one meme for
each frequency bin sound has been heard in. Each e-Puck listens until hit had
heard two seconds of silence and then analyses the memes it has heard.
• current meme - the meme the e-Puck is currently, or about to start, singing.
• a memory strategy - how the e-Puck stores the memes it knows
• a selection strategy - how the e-Puck chooses which meme to sing next
Meme Memory Strategy
Two types of memory strategy are possible and each e-Puck uses one or other of
these strategies.
• distinct memory - each meme heard is stored as a distinct meme, every meme
is stored as if it was a new meme regardless of how similar it is to an existing
meme
• grouped memory - if a meme is considered to be close enough (see discussion of
similarity in subsubsection 3.3.3.1) to another meme to be the same then the
new meme is not added to the memory, instead the meme already in memory
has its count incremented. A newly heard meme is only added to memory as




As discussed on section 2.1 copying behaviour occurs in different ways[109, 93, 102].
Here four distinct selection strategies have been implemented based on different
explanations for copying behaviour.
• randomly pick a meme from memory (uniform distribution)
• pick meme just heard (or randomly from those just heard if more than one,
uniform distribution)
• pick the meme just heard which is closest to one in memory
• pick the meme from memory that is closest to one just heard.
When one animal is observed apparently copying another, a number of different
things might be happening.
Firstly there may be no copying at all. It may just be chance that both animals
have done the same thing. This can represent this by having the observer randomly
choosing what to do.
Secondly it may be “mindless” mimicry. The observe copies the first animal
without any appreciation of why the first animal is doing what it is doing. It
may well realised after performing the action why that action was performed, what
benefit arose from it, but the intention was mimicry for mimicry’s sake. This can be
represented by imitation what has just been observed, or one of the things observed
if more than one thing happens at once.
Thirdly it may intentional mimicry where the observer recognises what the first
animal is doing and reacts by copying the first animal. Here the action itself is the
important thing, it is the purpose of the imitation, if the observer witnesses two
animals doing different things it will tend to imitate the one it is more familiar with.
Finally it may be true imitation in the sense that the observer recognises what
the first animal is trying to do and the observer then acts based on the intention
behind the original act. An example of this would be a monkey observing another
failing to dig termites out of a tree with a poorly prepared stick and then the observe
preparing the stick properly and succeeding to dig out termites.
Each e-Puck uses one of the following strategies for selecting which meme to sing.
• randomly pick a meme from memory (flat distribution). This represents a
random act with no copying (though it could appear as copying by chance).
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• pick meme just heard (or randomly from those just heard if more than one,
flat distribution). This represents “mindless” mimicry.
• pick the meme just heard which is closest to one in memory. This represents
intentional mimicry where familiar actions are intentionally copied.
• pick the meme from memory that is closest to one just heard. This is a
very simplistic implementation of true imitation. The robot isn’t really
recognising why the original was singing and aiming for the same result, instead
it can be said to be recognising a song being sang and responding by singing
what it believed to be the correct version of the song. This is referred to as
proto-imitation throught this thesis.
The random selection is made with a flat distribution random number generator.
Memes
A meme is, in the simulation, the representation of the song. Memes are mono-tonal,
and the frequency that the meme is sang at is determined by the particular e-Puck
singing the meme. A meme is made up of a series of pulses of sound separated
by periods of silence, and these are termed pulses of sound and pulses of silence
respectively. The description of a meme, then, at its simplest is a list of pulse
lengths (alternating periods of sound and silence) in milliseconds.
Here, the “idealised” form of a meme has been defined as a series of pulses of equal
length. An idealised meme of three 250ms pulses of sound separated by 250ms
pulses of silence would therefore be described as 250,250,250,250,250. Errors in
transmission, detection or analysis of sound could result in a non-idealised meme
described as 250,400,150,150,250 for example.
Comparing Memes
To compare memes a Meme Metric was defined. This is a single metric comprising
three measures: total meme length, in milliseconds; number of pulses in the meme;
and a measure of the structural difference between the meme and an idealised meme
of the same length and number of pulses. The structural difference is calculated
using Algorithm 3.2 below.
The structure value is a measure of the distortion of the structure of the heard
meme from the idealised meme. The meme itself is a list of multiple values so small
distortions in each value can lead to large distances between memes. Experimentally,
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it has been observed that a logarithm function helps dampen exponential difference
in the meme metric caused by linear differences in the lengths of individual pulses.





Meme similarity is directly proportional to the Euclidean distance in the three-
dimensional metric space (length, number of pulses, structure).
Two memes are judged to be similar enough to be considered the ’same meme’ if
they have a) the same number of pulses, b) the same overall length to the nearest
500ms (one perfect pulse) and c) both structural measures are either below or above
6.214 (derived from perfect pulse). 6.214 is ln(500), hence if a meme is distorted by
less than the length of one perfect pulse it is considered to have the same structure.
The Simulator - Top Level
At a high level of abstraction the simulator is very simple, as shown in Figure 3.15.
After initialisation, the simulator loops round moving each e-Puck that needs to be
moved, processing each song sang, processing each song heard
3.3.3.2. Singing - Sound Generation
If an e-Puck is singing the simulator generates and stores the 128 sample of sound
it generates in the current time step.
It is generated at a mean frequency based on the equation from Algorithm 3.1 with
random noise (with error being from sampled from the distribution derived from
measurements in subsection 3.1.2) such that the frequency ’wobbles’ during the e-
Puck’s song but seldom wobbles enough to be a significant frequency change (in the
perception of other e-Pucks at least).
The process is shown in Figure 3.16 below. Since any given song is likely to be
longer than a single time step of the simulator it is necessary to keep track of how



















Figure 3.15. – Top Level of simulator
Figure 3.16. – Sound Generation
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3.3.3.3. Listen - Sound Detection
Each time step each listening e-Puck checks to see if any other singing e-Pucks are
within hearing range. For those singing e-Pucks that are audible the samples for
each singing e-Puck are attenuated (reduced) based on the distance between the
singer and the listener and all the attenuated samples are added together resulting
in 128 samples of sound that the listening e-Puck hears. The process is shown in
Figure 3.17.
Figure 3.17. – Sound Detection
Figure 3.18. – Process Sound
3.3.3.4. Process Sounds
Processing the sounds heard is complex and involves several steps. The highest level
of this is shown in Figure 3.18.
Process Bins
The aggregated sound samples representing the sounds the e-Puck can hear are
transformed to the frequency domain using a fast Fourier transform. Each bin is
checked to see if it is above or below the threshold for audibility and then categorised
as sound on or sound off. Depending on the audibility of a bin, whether or not the e-
Puck has previously detected the start of a meme and whether or not there is a meme




Figure 3.19. – Process Bins Flow Diagram
If an e-Puck has been listening to songs and hears two seconds of silence it assumes
all the songs it is listening to have finished. It then processes those songs into memes
as shown in Figure 3.20.
It is possible, likely even, that while listening to a song the sound levels detected
might fall below the threshold for detection for short periods (less than 100ms). It
is also possible that very short spikes in background noise might be detected above
the threshold. To smooth out the songs short periods of silence and sound are
converted to their opposite to remove any stutters and the songs are converted into
meme format. This ensures that unintended disruptions in songs are ignored but
still allows for errors to be introduced.
The e-Puck next selects the next meme it will sing and then stores the memes it has
heard in its long term memory.
Figure 3.20. – Process Memes Flow Diagram
Picking the next meme to sing
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The e-Puck decides which meme to sing next depending on its selection strategy as
shown in Figure 3.21.
Figure 3.21. – Pick Next Meme Flow Diagram
Adding memes to memory
After a meme is heard the e-Puck has to update its memory based on its memory


























The simulator described in section 3.3 can simulate a range of e-Pucks (that vary
in behaviour and abilities) and allows for investigation of specific scenarios of meme
transfer and how memes change through mimicry. It can be used to evaluate the
performance of any given e-Puck group for a number of goals; for example the spread
of an initial meme and the diversity or homogeneity of the memes in a population.
In order to identify populations of e-Pucks that are able to reach this goal many
combinations of e-Pucks must be explored. This parameter space is too large for
exhaustive search and it is expected that complex relations exist among e-Puck
behaviours precluding directed trial and error. Here, a heuristic intelligent search
approach was adopted, specifically genetic algorithms.
This section describes the extension of the custom simulator into an evolutionary
simulator capable of comparing multiple e-Puck group configurations’ performance
for a given goal and evolve a group configuration suited towards that goal.
The word “population” can cause some confusion. In evolutionary computing the
population of a genetic algorithm is used to represent the different attempted solu-
tions within a single generation of the GA. Since it is instinctive to refer to the
e-Puck group configuration used for a single simulation run as a population this
leads to confusion. Here the configuration of a single simulation is referred to as
an e-Puck group and population is used in the common evolutionary sense of the
members of a generation.
Note also that the GA simulator is evolving groups of e-Pucks and not single e-
Pucks. It is the success or failure of the group as a whole that determines fitness
and it is the group that is being evolved to a better solution. Individual e-Pucks do
change over the generations and each may have a greater or lesser effect on success
than other e-Pucks in the group but individuals cannot, in genetic algorithm terms,
have a high fitness measure and survive into the next generation on their own merits.
3.4.2. Simulator Set-up
The simulator is initialised with the following settings:
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• a non-toroidal world, 20 x 20 in size
• eight e-Pucks, randomly (flat distribution) distributed across the world
• one e-Puck initialised knowing a single meme, seven e-Pucks initialised not
knowing any e-Pucks
3.4.3. The Variables/Evolving Attributes
Over the generations that the evolutionary simulator evaluates there are a number
of attributes of the individual e-Pucks that can evolve. Three of these were part of
the original simulator - the strategies for selection and memory and the movement
speed of the e-Pucks. Three new attributes were added in at this stage to reflect
work carried out in other parts of the research group memory [106, 91]; size and two
attributes to replicate forgetting.
No attributes change within a generation, only between generations.
3.4.3.1. Selection Strategy
Each e-Puck in a group has a strategy for selecting which meme to sing (see
subsubsection 3.3.3.1).
In the first generation the strategies are assigned randomly, in subsequent genera-
tions the strategies are inherited from one parent or the other unless it is affected
by a mutation. Within an e-Puck configuration different e-Pucks may use different
strategies. (The random selection has a flat distribution).
3.4.3.2. Memory Strategy
Two types of memory strategy are possible distinct and grouped memory (see
subsubsection 3.3.3.1).
In the first generation the strategies are assigned randomly (flat distribution), in
subsequent generations the strategies are inherited from one parent or the other
unless it is affected by a mutation. Within an e-Puck configuration different e-Pucks




Speeds (subsubsection 3.3.3.1) are initially randomly (flat distribution from 250 to
1000) assigned in the first generation and then inherited (with or without mutation)
in subsequent generations.
3.4.3.4. Memory Size
In the original simulator the memory of the e-Pucks was large enough that it could
hold every meme each e-Puck heard (for the tests carried out). In the evolutionary
simulator the memory of each e-Puck was severely reduced to represent a limited
ability to store different memes. Each e-Puck has a memory size between four and
twenty memes. This is a limit on the number of memes that can be remembered at
any time, regardless of the length of the memes known.
Note that this makes the memory strategy more significant. Ungrouped memory
can easily become filled with a number of variations of a single meme.
3.4.3.5. Forgetting Multiplier & Cut Off
With the reduced memory size it becomes important to determine how and when
memes are removed from memory to make space for new memes. The approach
taken is to give each new meme a “freshness rating” as it is added to memory. This
freshness rating drops over time until it drops below a threshold and is removed
from the memory and forgotten.
If an e-Puck is using the ungrouped memory strategy this is simple. The meme is
given the default freshness as added to memory and once per second the freshness is
multiplied by a forgetting multiplier. The forgetting multiplier is a number between
0 and 1 (exclusively), initialised to just between 0.8 and 1.0(flat distribution). When
the freshness falls below the forgetting cut off it is removed from memory. If a new
meme is heard and the memory is full then the new meme replaces the meme with
the lowest freshness, i.e. the oldest meme. Ungrouped memory favours the most
recently heard memes.
With a grouped memory strategy this is a little more complex. New memes, distinct
from memes already known, are added in the same fashion. When a meme is heard
that is recognised as being the same as a meme in memory then the freshness of
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that known meme is incremented. Consequently grouped memory favours the memes
heard most often and most recently. A meme that is heard frequently then never
again will be remembered longer than one which was heard more recently but only
once.
3.4.4. Fitness Function
While the evolving attributes represent the attributes of the individual e-Pucks that
are changed by evolution the fitness functions are the measures of the success of the
e-Puck group as a whole, they are the evolutionary drives that determining how the
e-Pucks evolve.
Three different fitness functions are implemented, for any given evolutionary simu-
lation one of these factors is used to determine the fitness of each e-Puck group in
the generation.
3.4.4.1. Similarity
Similarity is a measure of homogeneity in the memes known across the e-Pucks
within the e-Puck group. The evolutionary simulator uses the number of distinct
memes known across the e-Pucks in the group as to measure similarity, the fewer
distinct memes known the greater the similarity. This is not a perfect measure of
similarity; fifty distinct memes when one thousand variations of those memes are
known represents more homogeneity than twenty distinct memes when only twenty
memes variations of those memes are known. However this measure is adequate for
the simulator since from observation the number of variations tends to be largely
constant.
3.4.4.2. Diversity
Diversity is the mirror of similarity. It is a measure of how many different memes
are known across the e-Pucks within the e-Puck group. The evolutionary simulator
uses the number of distinct memes known across the e-Pucks in the group as to
measure diversity, the more distinct memes known the greater the diversity. i.e the




In each e-Puck group each simulation run begins with a single e-Puck knowing a
single meme and the other seven e-Pucks not knowing any memes. Spread is a
measure of how many of those seven e-Pucks have heard (but not necessarily still
have in memory) that initial meme by the end of the simulation run.
Note that this is not truly a measure of how good a group of e-Pucks are at spreading
memes, it is a measure of how good they are are spreading that specific initial meme.
It is possible that the initial meme could be very easy to pass on and gives rise to high
spread regardless of the abilities of the individual e-Pucks. Similarly the e-Pucks
could be very good at spreading memes but the initial meme might be incredibly
difficult to pass on. Some memes are easier to pass on than others [106].
3.4.5. The Genetic Code
The genetic code is the “DNA” of an e-Puck group. It encodes the evolving attributes
of all eight e-Pucks within the group in a single string of binary digits. The genetic
code is used in the creation of the next generation to be evaluated as described in
the next section. A binary representation of the genetic code has been chosen to
allow mutations of the finest resolution.
For each e-Puck the following information is encoded
• selection strategy as a number from 0 to 3 (0 for pick random, 1 for pick last
heard, 2 for pick meme just heard closest to one in memory, 3 for pick meme
from memory closest to one just heard), 2 bits
• memory strategy as 0 or 1 (0 for grouped memory, 1 for ungrouped), 1 bit
• speed as a number from 1 to 999 (representing the number of simulator updates
between moves, 1 is fastest, 999 slowest), 10 bits
• memory size as a number from 1 to 20, 5 bits
• forgetting multiplier as a number from 0 to 1, 1 bit (whole number part 0 or
1) and 10 bits (representing .0000 to .9999)
• forgetting threshold as a number from 0 to 1, 1 bit (whole number part 0 or
1) and 10 bits (representing .0000 to .9999)
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Each of these is converted to binary and concatenated into a single binary string.
For example:Firstly there may be no copying at all. It may just be chance that
both animals have done the same thing. This can represent this by having the
observer randomly choosing what to do.
Secondly it may be “mindless” mimicry. The observe copies the first animal
without any appreciation of why the first animal is doing what it is doing. It
may well realised after performing the action why that action was performed, what
benefit arose from it, but the intention was mimicry for mimicry’s sake. This can be
represented by imitation what has just been observed, or one of the things observed
if more than one thing happens at once.
Thirdly it may intentional mimicry where the observer recognises what the first
animal is doing and reacts by copying the first animal. Here the action itself is the
important thing, it is the purpose of the imitation, if the observer witnesses two
animals doing different things it will tend to imitate the one it is more familiar with.
Finally it may be true imitation in the sense that the observer recognises what
the first animal is trying to do and the observer then acts based on the intention
behind the original act. An example of this would be a monkey observing another
failing to dig termites out of a tree with a poorly prepared stick and then the observe
preparing the stick properly and succeeding to dig out termites.
Each e-Puck uses one of the following strategies for selecting which meme to sing.
• randomly pick a meme from memory (flat distribution). This represents a
random act with no copying (though it could appear as copying by chance).
• pick meme just heard (or randomly from those just heard if more than one,
flat distribution). This represents “mindless” mimicry.
• pick the meme just heard which is closest to one in memory. This represents
intentional mimicry where familiar actions are intentionally copied.
• pick the meme from memory that is closest to one just heard. This is a
very simplistic implementation of true imitation. The robot isn’t really
recognising why the original was singing and aiming for the same result, instead
it can be said to be recognising a song being sang and responding by singing
what it believed to be the correct version of the song. This is referred to as
proto-imitation throught this thesis.
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An e-Puck has a selection strategy of pick random (0), ungrouped memory (1),
moves at speed 400, has a memory size of 12, a forgetting multiplier of 0.99 and a
threshold of 0.1
This evaluates to selection strategy [00], memory strategy [1], speed [0110010000],
memory size [01100], forgetting multiplier [0][0001100011] and forgetting threshold
[0][0000000001].
Binary string for that single e-Puck 0010110010000011000000110001100000000001.







encapsulating all the information on the evolving attributes for an e-Puck group.
The alternating between bold and normal text distinguishes the separate e-Pucks
and is for illustration only.
3.4.6. Creating The First Generation
The first generation of any evolutionary simulation run is generated as one groups
of e-Pucks where the attributes of each e-Puck is generated randomly.
The attributes are generated as follows
Selection Strategy - one of the four selection strategies is assigned randomly (equal
chance of each).
Memory Strategy - one of the two memory strategies is assigned randomly (equal
chance of each).
Speed - the e-Puck is generated a speed of between 250 and 1000 (flat distribution).
Memory Size - set to between 4 and 20 (flat distribution).
Forgetting Multiplier - set to between 0.8 and 1.0 (flat distribution)
Forgetting Cutoff - set to between 0.005 and 0.015 (flat distribution).
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3.4.7. Creating The Next Generation
The first generation of any evolutionary simulator run has randomly generated
evolving attributes for all the e-Puck groups. Each later generation is based on
the generation before it. Pairs of e-Puck groups are selected from the previous gen-
eration and either added to the new generation of used to “breed” a new pair of
e-Puck groups to be added to the new generation.
e-Puck groups are selected based partly on their success in the previous generation
and partly by random. The success of the group in the previous generation, the
group’s fitness has a large influence ensuring that the GA evolves towards a good
solution. The random factor ensures that the evolving attributes get shuffled around
and allows some groups with a low fitness to survive, they may have a partial solution
within them.
First the e-Pucks groups are ranked according to fitness and assigned a value based
on their ranking (rather than the fitness itself) using Algorithm 3.3 to calculate
the value [72][3]. This approach slows the convergence of the genetic algorithm,
preventing the simulator settling too quickly on a solution that it is the best of the
solutions tried but still a pretty poor solution.
Algorithm 3.3 Selection Value
ExpV al(i, t) = Min+ (Max−Min)rank(i, t) − 1
N − 1
N is the size of the population (100), 1 ≤ Max ≤ 2, Min = 2 −Max
Stochastic universal sampling [4] is used to select one hundred e-Puck groups from
the population. This is a form of roulette wheel sampling in which each e-Puck group
is assigned a slice of a roulette wheel that is proportional to the value calculated
in Algorithm 3.3. A point on the circumference of the roulette wheel is chosen
randomly and the e-Puck group in the slice at that point is the first group selected.
The point is then moved round the roulette wheel in steps equal such that the circle
is evenly divided by the number of groups required. In this case 100 groups are
desired so each step moves the point 36 degrees (360/100) round the circle. This
ensures that groups with a higher fitness will be selected more often than groups
with a lower fitness but also helps prevent convergence that is too rapid and ensures
that there is a chance that at least some of the unfit groups will survive long enough
to see if they have any value.
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These one hundred e-Puck groups are then randomly paired (flat distribution among
the selected e-Pucks) together. For each pair there is a 30% of the groups surviving
in to the next generation rather than mating to produce new groups. If this does
happen the two groups are added, unchanged to the new generation.
The rest of the time (70%) the two groups are mated together to produce two
new groups of e-Pucks. To mate the two groups together the binary string of the
genetic code for each group is generated. Two crossover points are randomly (flat
distribution across the genetic code) picked and the the binary digits between the
digits at those two points in the string are swapped.




Crossover points are randomly selected at 5 and 12.
Group1 = 11001011001010101111
Group2 = 00110001101101001110
The binary digits between these two crossover points are swapped between group
one and group two
Group1 = 11000001101110101111
Group2 = 00111011001001001110
resulting in two new groups that have inherited part of their genetic code from each
parent.
Evolution requires selection, inheritance and mutation. Selection and inheritance
come from the selection and crossover process. Mutation in biology is caused by
replication errors on the DNA chain. In the simulation this is replicated by a 0.1%








Experimental evidence showed that the GA typically required between fifty and
eighty generations to converge. The GA was run for one hundred generations and
convergence occured for each experiment within that number of generations.
3.4.8.3. The Bank
The results for a single group (of eight e-Pucks) can vary a great deal from simulation
to simulation, the random starting positions produce a highly randomised system
in terms of the movement of the e-Pucks which in turn has a large effect on which
e-Pucks here each other sing. Figure 3.23 shows the results (mean and standard
deviation) for running the same population a number of times.
Figure 3.23. – Simulation accuracy over multiple runs
The error bars show the standard deviation of the mean.
It has be observed that running the simulation 100 times gives a mean fitness of 1.49
with a standard deviation 0.1, a consistent enough result to give confidenc Further
simulation runs suffer from diminishing returns in accuracy for the effort required.
This means that running a GA simulation with a population size of 100 for 100
generations would require 1,000,000 runs of the simulator.
This figure can be reduced by recognizing that as the generations pass and the
simulation begins to converge on a single solution the 100 members of the population
will not all be distinct from each other, there will be multiples of the same member.
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To take advantage of this, and speed up the simulator, the average result for the 100
runs of each member of the population is stored in a bank. If in a future generation
the same population member is required the result is taken from the bank rather
than running the same population another 100 times. This greatly reduces the time
taken to run the GA simulator.
3.4.8.4. Parallel Processing
Since there is no connection between any two members of the population of a given
generation it is possible to run each member in a separate process. Hence on
a machine with multiple processors/cores the load can be spread across the pro-
cessors/cores, reducing the time taken to run the GA simulator dramatically.
In this thesis, a dual-core PC was used for simulation.
3.4.9. Evolutionary Simulator Components
The evolutionary simulator is implemented as six distinct applications as shown in
Figure 3.24.
i) setup_generation generates one hundred files, each containing the configura-
tion parameters for a group of e-Pucks. For the first generation these groups are
generated randomly as described in subsection 3.4.6. Each subsequent generation is
created based on the results of the previous one, as described in subsection 3.4.7.
ii) gnu_parallel [92] is an open source tool that will execute a given series of
commands across a number of processors allowing multiple commands to be executed
simultaneously. In this case it is used to copy multiple files from the bank and run the
base simulator simultaneously, reducing the time take to complete a full evolutionary
simulation run.
iii) copy_from_bank copies the results for groups of e-Pucks previous simulated
from the bank. The number of simulation runs required to complete a full evol-
utionary simulation run is potentially one million (100 generations of 100 groups,
each group is simulated 100 times to get reliable results), to reduce this number and
speed up the evolutionary simulation a group of e-Pucks is only simulated if results
for that group do not already exist. If they do exist then those results are copied
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Figure 3.24. – Evolutionary Simulator Components
The components of the evolutionary simulator and thier interactions.
i) setup_generation generates one hundred groups of eight e-Pucks
ii) gnu_parallel is used to shcedule the execution of iii and v in parallel
iii) copy_from_bank copies the results for a group that has already been simulated
iv) stores the results for every group of e-Pucks simulated
v) ga_imsim simulates five minutes of movement, singing and imitation for a group
of e-Pucks
vi) complete_generation adds the results for new groups to the bank and generates
a single summary results file for the generation
vii) collate_generations produces a single file containing the data from all the sum-
mary results files generated in vi
viii) collate_epucks produces a detailed data file collating data from across the
evolutionary simulation
77
3.5 Definitions of Terms
from the bank. (Note that those existing results are the results from 100 simulation
of that e-Puck group).
iv) bank stores the results for each e-Puck group. Each set of results consists of
the compiled results for one hundred simulations of an e-Puck group.
v) ga_imsim is the custom simulator described in section 3.3. It simulates five
minutes of movement, singing and imitation for a group of eight e-Pucks.
vi) complete_generation copies the results for each previously unsimulated e-
Puck group (from v) to the bank (iv). It also generates a summary data file for the
generation, collating the results from across each group in the generation.
vii) collate_generations compiles a single summary result file based on the sum-
mary files for each generation created by vi.
viii) collate_epucks compiles a detailed summary file for the entire evolutionary
simulation.
3.5. Definitions of Terms
Some terms used within this thesis can be interpreted differently, depending on
circumstance. In order to prevent confusion the following definitions are adopted
and used throughout the thesis.
e-Puck - a single e-Puck robot.
group - a group of eight e-Pucks. Each individual run of the simulator uses a group
of eight e-Pucks
population - one hundred groups of e-Pucks that form the population for each gen-
eration of e-Pucks in the evolutionary simulation. Note that the groups within a
population may not be distinct, indeed in the later generations it is unlikely they
will be distinct.
generation - a population of groups of e-Pucks.
simulation run - a complete execution of the simulator for a single group of e-Pucks,
simulating five minutes of movement, singing and imitation.
evolutionary run - a complete execution of the evolutionary simulator. This begins
with a population of one hundred randomly generated groups of eight randomly
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generated e-Pucks. Each group is put through a complete simulation run. A new
generation of groups is created based on those results. This process is then repeated
until the population of a generation has converged on a single group of e-Pucks (or
for one hundred generations, whichever comes first).
3.6. Summary
This chapter has described the materials and methods used in this thesis.
The e-Puck robot and Linux-Puck upgrade have been described. An overview of ex-
isting simulators has been given along with a discussion of why they were unsuitable
for this project. A detailed design for a custom simulator has been described. This
custom simulator is capable of high fidelity simulation of sound transmission and
detection between e-Puck robots. This custom simulator is also used as the core of
a suitet of applications that can apply a genetic algorithm to the results from the
simulator to evolve new generations of groups of e-Pucks.
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4. Ecological Simulation - Imitation
over time in fixed strategy robots
The process of imitation is powerful and complex and there are a number of different
approaches to it. This varies from simple mimicry, through intentional demonstra-
tion up to imitation driven by the intent to achieve the same result as obtained by
the imitator. Note that fixed-strategy means e-Pucks that are not evolving their
behaviours.
4.1. Talking Heads - “Conversations” between two
and three stationary e-Pucks
Hypothesis - Imperfect back and forth imitation of sound patterns (memes) between
two or more e-Pucks is sufficient for the emergence of new sound patterns
The simplest case that can be examined is two stationary e-Pucks mimicking each
other. A simulation is set-up with two stationary e-Pucks set up a short distance
apart from each other. Each e-Puck is programmed to listen constantly for memes
across a range of frequencies (as described earlier in Chapter 3). When an e-Puck
detects a meme beginning in a given frequency range it begins identifying the pattern
of timings for that meme. It does this for each frequency band it detects sound in.
Once two seconds of silence has been detected across all frequency bands the e-Puck
stores any memes heard and randomly picks one of them to sing. It begins singing
after a short interval. The e-Puck carries out this listening process at all times, even
when the e-Puck itself is singing. At such times the e-Puck hears its own meme and
treats it the same way as a meme from another e-Puck. As such a single e-Puck
will sing to itself, mimicking the meme it hears as if it was singing and listening to
another e-Puck.
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Recall (from Chapter 3) that “memes sang at the same time” means all memes sang
between the time the first meme began and the end of the two seconds of silence. At
the end of this time period the timing pattern for each frequency is converted into a
meme (with any leading and trailing silences removed). As such two “overlapping”
memes could be one meme sung after another has been completed but began within
two seconds of the first meme ending. It is also possible that three memes could
be sang, two in one frequency band and a third meme from another band and be
interpreted as only two memes with the two memes in the one frequency band being
interpreted as one meme with a large gap in the middle. This will happen even if
that gap is greater than two seconds if sound is being heard in a different frequency
band.
This experiment is initialised with the first e-Puck knowing a single meme and the
second having an empty memory. The experiment begins with the first e-Puck
singing that meme and thereafter both e-Pucks imitating a meme they have just
heard. When an e-Puck hears two different (or more) different memes in the same
time period the e-Puck randomly selects one of them to sing.
This experiment provides a tool to examine two different types of error possible in
imitation - mistakes in observation and mistakes in replication. Any mistakes in
singing the meme would result in both the singer and the listener storing the same
new meme in memory. Any mistakes in listening/processing the meme will lead to
the two e-Pucks storing two distinct memes in memory. It is also possible that both
types of mistake to be made for the same meme. This allows an investigation of the
basics of imitation in e-Pucks, giving an understanding of how “correct” imitation
works, the types of mistakes that can be made, in these simple conditions, and the
effects of those mistakes.
This experiment was extended to consider three e-Pucks, giving a deeper under-
standing of the process and the effects of distance attenuation and sound frequency
variation on imitation.
4.1.1. Two e-Pucks
A simulation was set-up with two stationary e-Pucks side by side, close enough to
be able to hear each other. One e-Puck was seeded with an initial meme. The
experiment began with that e-Puck singing that meme, thereafter both of the e-
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Pucks sing and listen independently and without explicit synchronisation. The
experiment runs for five minutes of simulated time.
Figure 4.1. – The initial stages of the “conversation” between two e-Pucks
Figure 4.1 shows the first stages of the experiment. The pink sections of the figure
represent the memes being sang by each e-Puck, the green sections represent the
memes being heard. Each step described below consists of a singing section (in
pink) and a listening section (in green). Note that in each step the singing/hearing
(pink/green) pair of sections happen simultaneously not sequentially.
Step 1 - Initially only e-Puck 0 sings a meme made up of four equal pulses of
sound. Both e-Pucks hear that meme correctly and add a new meme to memory
that matches the meme sang.
Step 2 - Both e-Pucks then repeat the meme. Now each e-Puck hears the same
meme twice, once sang by the other e-Puck and once by itself, both being heard
during the same time period.
Step 3 - Each e-Puck randomly picks one of the two memes it heard during step 2
to sing. Since both e-Pucks heard the same meme twice they both end up singing
the same meme again. It is not possible to tell if either e-Puck is imitating the other
or itself. A mistake occurs during this step and three memes are heard rather than
the two that were sang. It can be deduced that one of the e-Pucks sang “off key”
in the wrong frequency band due to unintentional frequency variation (as described
in Chapter 3) or, more likely, close enough to the edge of the frequency band to be
interpreted as sound in two frequency bands at both the beginning and the end of
the meme. This results in a new meme being heard which consists of a short sound
followed by a long gap and finishing with a short sound. It is clear this was a singing
mistake, both e-Pucks record the same new meme. A listening mistake is unlikely
to be made by both e-Pucks. Step 3 shows how a new meme can arise through a
mistake in singing.
Examination of the memory of the e-Pucks at the end of the experiment, shown in
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Figure 4.2. – All memes in memory at the end of the experiment, in the order they
were added to memory. The memory of e-Puck 0 is shown on the left, the memory
of e-Puck 1 on the right. A is the original seed meme. B is the first new meme, a
mistake has lead to a new meme (see step 3 above). C is the third meme. D is a
fourth meme, it may be a corruption of meme B or C or a mishearing of meme A.
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Figure 4.2, reveals that, while mistakes are not infrequent, the e-Pucks are successful
in imitating the original meme back and forth. Indeed in each round of imitation
at least one e-Puck correctly sings the meme and at least one e-Puck imitates the
meme, since if this did not happen the original meme would no longer be being sung
by the end of the experiment.
The initial meme is annotated A, it is correctly imitated by e-Puck 1. The first
mistake that occurs is described above and results in meme B. Meme C is created
by the next mistake in imitation, it occurs as a badly sang or heard version of meme
A. Since both e-Pucks appear to hear this new meme at the same time it is more
likely that an error in singing was made. However it is not possible to be certain
that meme C was heard by both e-Pucks at the same time. A fourth distinct meme,
meme D, is added to memory some time later.
These results were then sorted by the number of pulses in each meme, then sorted
by the length of the whole meme in milliseconds as shown in Figure 4.3. This clearly
shows that both e-Pucks have identical memories (apart from the additional, initial
meme known by e-Puck 0. As discussed earlier, mistakes in listening/processing the
memes are unlikely to be replicated identically in both e-Pucks, as such any errors
were made as part of the singing process rather than the listening and interpretation
process. Two stationary, side by side e-Pucks can hear each other so well they are
each able to detect the same errors in the same way.
Here the memes are annotated to match the annotations in Figure 4.2.
Meme A is the original seed meme, it is the longest meme heard by either e-Puck. It
makes up the majority of the memes heard by each e-Puck and varies only a little,
sometimes being shorter and sometimes having a difference in structure.
Meme C is only heard three times by each e-Puck. It is possible that it was only
sang twice, or it is possible that it was sang more often but sang badly or misheard.
Previous memes B and D were identified as distinct memes. With this view it can
be seen that they are part of a continuum of memes that start and end with a short
pulse of sound and have differing lengths of silence between them. This highlights
the issue of identifying distinct memes. Memes B and D are different enough length
that it is natural enough to categorise them as distinct from each other. However
this figure shows that identifying a point where they can be clearly categorised as
meme B or meme D.
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Figure 4.3. – All memes in memory at the end of the experiment, sorted by number
of pulses, then overall length. The memory of e-Puck 0 is shown on the left, the
memory of e-Puck 1 on the right. A is the original seed meme, B, C and D are the
memes identified as new memes in Figure 4.2
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This figure then gives guidance on how to group memes together in to similar groups.
Memes can be grouped initially by the number of pulses they contain. They should
then be subdivided by the length of the overall meme, with memes of similar length
being grouped together. This means that the memes between meme B and meme
D will be separated into distinct groups, a measure of how much variation in length
is permitted within a group must be determined. (The approach subsequently de-
termined was to use the meme metric described in subsubsection 3.3.3.1).
These results are collated in Table 4.1.






Table 4.1. – Meme Counts by e-Puck, for two talking heads. The total count of
each meme in memory. NB These memes have been grouped “by hand” based on
observation of the results in Figure 4.3
Note that at this point the structure of the meme, in terms of the relevant lengths of
the pulses within the meme, does not need to be considered. All memes of a given
number of pulses and over all length have very similar structures.
4.1.2. Three e-Pucks
The experiment was repeated with three e-Pucks in a row. The spacing between
the e-Pucks was the same as the previous experiment. (The e-Pucks are arranged in
the simulator in a line with a single cell between each e-Puck, i.e as O-O-O). This
spacing ensures that adjacent e-Pucks are able to hear each other clearly (as in the
two e-Puck experiment) but that two e-Pucks on the ends of the line cannot. These
two e-Pucks can hear each other but the distance is such that the sound attenuation
reduces the signal strength heard, potentially increasing the chance of mishearing
the song.
Figure 4.4 shows the initial stages of this experiment. Again e-Puck 0 is the seed
e-Puck.
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Figure 4.4. – The initial stages of a “conversation” between three e-Pucks
Step 1 - e-Puck 0 sings the seed meme. e-Puck 0 correctly hears itself, and e-Puck
1 also correctly hears the meme but e-Puck 2 mishears; it couldn’t hear part of the
final pulse of sound so has processed it as two pulses of sound separated by a small
gap, adding a distinct new meme into its memory.
Step 2 - All three e-Pucks then sing the meme they have just heard. e-Pucks 0 and
1, having correctly heard the seed meme, repeat it, e-Puck 2, having misheard the
meme, sings the new meme that it ’believes’ it heard. How this is heard by the
e-Pucks is interesting. e-Pucks 0 and 1 can again hear each other clearly. e-Puck
2 appears to hear all three memes clearly. e-Puck 0 only hears a small fragment
of the meme sang by e-Puck 2 leading to an entirely new, shorter, meme with only
three pulses. e-Puck 1 can hear e-Puck 2 much better than e-Puck 0 can but has
misheard it as two separate memes. Perhaps e-Puck 2’s frequency variation could
have caused this but e-Puck 2 itself did not detect the difference. The cause is more
likely that, hearing all the memes, it is less able to distinguish the memes clearly,
resulting in parts of e-Puck 2’s meme being spread across two frequency bins and,
hence, interpreted as two different memes.
Step 3 - The third round of singing occurs with each e-Puck singing a different
meme. e-Puck 0 imitated the meme it heard from e-Puck 1 in the previous round.
e-Puck 1 imitates the misheard parts of e-Puck 2’s meme and e-Puck 2 imitates
itself correctly. The results of this are similar to the previous round. e-Puck 0 again
clearly hears itself and e-Puck 1. e-Puck 1 clearly hears itself and e-Puck 0. e-Puck 2
clearly hears e-Puck 1. e-Pucks 0 and 2 mishear each other. Two interesting features
stand out. Firstly both e-Pucks 1 and 2 mishear the meme sang by e-Puck 2 in the
same way suggesting that this was caused by an error in the singing process rather
than the listening process. Most likely the small final gap was shortened enough to
be ignored by both e-Pucks.
The second point of interest comes from the meme sang by e-Puck 1. It sang a
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meme that was a complete mishear of a meme from the previous round, bearing
no resemblance to the memes sang. This accidental meme has then been sang and
heard clearly by all the e-Pucks. A new meme, created by accident, has spread
quickly because by chance the e-Puck singing the meme was in a position to be
heard clearly and because the new meme itself was not easy to mishear.
Figure 4.5 shows a truncated view of the final memories of the e-Pucks in the order
they were heard. With three e-Pucks the results are more complex and it is more
difficult to see what is going on. There are differences between the memories of the
three e-Pucks but it is hard to see if the memories are completely different or if they
only differ in some details.
Figure 4.5. – A truncated view of the memes in memory in three e-Pucks in the
order they were heard. The memories of e-Pucks 0, 1 and 2 are shown from left to
right respectively.
Figure 4.6 shows the sorted memories of the three e-Pucks, again sorted by overall
length and number of pulses. The counts of memes known for each e-Puck are
collated in Table 4.2.
The seed meme is shown annotated as A. The memes from A to B are variations
of the seed meme with variations in overall length and the length of pulses. Again
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meme A is the longest meme known by the e-Pucks.
The memes labelled C and D are two broad groups of memes present in the memories
of all three e-Pucks. Again they vary in overall length and the lengths of individual
pulses. Group D in particular shows clearly the need for a method to subdivide
these broad groups of memes.
The region labelled group E is a mixed group of memes all with nine pulses. This
group again varies in overall length and the lengths of the individual pulses. There
is a lot of variation within this grouping, the only similarity is the number of pulses.
The region labelled group E isn’t a convincing group.
Meme group F is a small group that is notable because it is known by e-Pucks 1 and
2 but not by e-Puck 0. It is therefore apparent that e-Puck is probably unable to
hear this meme at all (though it is possible that it consistently mishears the meme).
The similarities and differences between the memories of the e-Pucks are easier to
see. e-Puck 0 has heard the fewest memes, and it clearly has problems hearing e-
Puck 2. e-Puck 2 can hear e-Puck 0 much of the time but does make mistakes. The
differences between e-Pucks 0 and 2 is probably caused by the frequency they each
sing at, the frequency used by e-Puck 0 is harder to distinguish at greater distances
than the frequency e-Puck 2 uses. e-Puck 1 has no such problems being close enough
to both e-Pucks that this is not an issue.
Despite the differences the memories are all similar. All three e-Pucks have heard a
similar set of memes, with the same memes being heard more frequently. Variations
on the seed meme (of seven pulses all of 500ms of length) makes up most of the
memory of all three e-Pucks. All three have similarly heard variations a meme
consisting of two short pulses separated by a longer gap a number of times.
Meme e-Puck 0 e-Puck 1 e-Puck 2
AB 66 92 82
C 18 18 15
D 47 50 51
E 3 5 10
F 0 4 6
Total 134 169 164
Table 4.2. – Meme Counts by e-Puck, for two talking heads. The total count of
each meme in memory. NB These memes have been grouped “by hand” based on
observation of the results in Figure 4.6
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Figure 4.6. – A view of the memes in memory in three e-Pucks sorted by number
of pulses then overall length. The memories of e-Pucks 0, 1 and 2 are shown from
left to right respectively. The seed meme is labelled A, all memes between A and
B are variations on the seed meme. C through F indicate broad groups of memes.
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The results show that some memes are more reliably and accurately imitated than
others. Memes which are shorter are easier to imitate, as are memes that have a
simpler structure (in terms of pulses of sound and silence).
From Figure 4.3 it can be seen that sorting the memes by number of pulses and then
by overall length is insufficient to distinguish the memes into groups. Two problems
have arisen. The first, and simplest, is that the overall length of a meme needs some
investigation. The variations of the seed meme with seven equal length pulses vary
in length from 2500ms to 3500ms. These memes should not all be considered “the
same” but no clear break points in the length to indicated how such a split should
be made.
A second, more complex issue is the structure of the memes, i.e. the relative lengths
of the individual pulses within the memes. Two memes may have the same number
of pulses and the same overall length but may be very different in structure - one
may have all pulses the same length and the other may have one long pulse and
a number of short ones. These memes are different, some method is required to
categorise when these memes are similar enough to be considered “the same”.
In order to make progress the concept of the “idealised meme” was adopted. The
idealised meme has pulses that are all of equal length as discussed in subsubsection 3.3.3.1.
As such a meme’s structure can be measured in terms of its distortion from the struc-
ture of an idealised meme of the same number of pulses and overall length. An ideal
length of pulse of 500ms was chosen, allowing for memes to be grouped by overall
length to the nearest 500ms and by a structural difference of more than one pulse
worth 1
It was clear at this point that this approach to examining the results of experiments
would not be appropriate as a general approach. The increase in complexity between
two and three e-Pucks is already large, with more e-Pucks and moving e-Pucks, and
1500ms Pulse Length - An idealised pulse length is required. For the purposes of the simulator this
length is largely arbitrary. 500ms was chosen based on the requirements and limitations of the
physical e-Puck robots. During the initial stages of analysis of the e-Puck, the smallest reliable
measurement of sounds heard and generated was 500ms. The reason for this was eventually
tracked down to the event loop that controls the e-Puck. A large amount of processor time is
spent controlling the stepper motors that drive the e-Puck, leaving only a small fraction of the
processor time available for other functions. When the stepper motor functionality was disabled
the e-Pucks were capable of processing sounds with a timing accuracy of 8ms. Using 500ms
for the idealised pulse length is therefore a historical artefact in the context of a concurrent
system. It also ensures the e-Pucks are capable of producing sounds that are fractions of the
idealised pulse length and can measure them reasonable accurately.
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multiple repetitions of experiments, this level of detailed analysis is, whilst providing
insight in very small groups, unworkable.
4.1.3. Summary
Hypothesis - Imperfect back and forth imitation of sound patterns (memes) between
two or more e-Pucks is sufficient for the emergence of new sound patterns
New memes have emerged during the imitation.
These simple talking heads experiments with two and three e-Pucks provide a found-
ation for further investigation. The e-Pucks are capable of imitating each other but
not without making errors. Certain memes are easier to imitate than others, shorter,
simpler memes are less prone to errors in imitation. The errors can be broadly cat-
egorised into two groups, errors in singing and errors in listening, and these different
categories of errors can be seen to have different effects on the memes that are sung
and heard. It has also been shown that these errors can introduce novelty into the
system in the form of new memes.
The analysis of these simple experiments by examination of each meme as it is sung
and heard is informative but complex. It is not an approach which will scale well
to even modest sized groups of e-Pucks or to more complex experimental set-ups.
4.2. Meme Transmission in Groups
The distance-dependent sound attenuation and inconsistency in frequency genera-
tion introduce potential differences between memes sung and memes heard. Moreover,
when this is combined with e-Pucks both singing and moving concurrently, new
memes may emerge. New memes may arise from memes that: overlap, such that
silences in one meme are filled with sounds of another; concatenate, since there are
no special signals at the beginning or end of a meme it is possible to blend memes
over time; and are generated with errors, through the model of inconsistency. The
resulting complexities require analysis of meme evolution patterns in general (5.3
Experiment 1 - Meme Diversity ). This led to exploration of under what circum-
stances meme propagation is best effected (5.4 Experiment 2 - Meme Propagation).
Of particular interest were memory and selection strategies for dealing with memes.
A summary of this was presented in Chapter 3 and this is expanded on here.
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Hypothesis - the transmission of memes within groups is affected by a number of
different factors including the size of the group, the speed of movement of the group,
and the memory and selection strategies.
4.2.1. Memory Strategies
Memory: Distinct and Grouped – to investigate different strategies of memory and
selection, memory may be distinct or grouped. An e-Puck with distinct memory
will store every meme heard as a new meme, even if it is identical to a meme
already in memory. An e-Puck with grouped memory will examine every meme
heard and determine if it is already known, in accordance with criteria defined
below, or new. New memes are added to memory; already known memes have their
count incremented.
Memory: Short-term and Long-term: - within the simulator the e-Pucks have the
equivalent of both long and short term memory. Short term memory stores the
memes that have just been heard while long term memory stores all the memes that
have been heard during the simulation run. While the e-Puck is hearing sounds,
those sounds are used to build up memes in the short term memory. When the
e-Puck hears silence for more than two seconds all the memes in short term memory
are finalised, the e-Puck decides which meme to sing next (from short or long term
memory, depending on strategy), and copies all the memes from short term to long
term memory.
4.2.2. Selection Strategies
Selection Strategies – here, we examine 4 different strategies for selecting which
meme to imitate in response to a meme being heard.
1. Random Mimicry – after hearing a meme (or multiple simultaneous memes), add
it to memory. When imitating, randomly pick a meme from that memory and sing
it. This is a form of indirect mimicry. The e-Puck does not mimic what it has just
heard, it mimics something that it has heard at some point. Selection is weighted
by how often the meme has been heard.
2. Direct Short-term Mimicry – the e-Puck mimics one of the memes it has just
heard, those which are in short term memory, picking randomly from those memes
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if more than one was heard. Selection is thus unaffected by the memes in long-term
memory (which are stored for auditing).
3. Direct Long-Term Mimicry – the e-Puck compares the memes it has just heard
to the memes in its long term memory, determines which newly heard meme is most
similar to one of the memes already in memory and mimics that heard meme; from
short term memory. This is direct, memory-driven mimicry.
4. Proto-Imitation – the e-Puck compares the memes it has just heard to the memes
in its memory, determines which heard meme is most similar to one of the memes
already in memory and sings the known meme from its memory. (most similar is
closest in Euclidean distance in the three-dimensional metric space) A distinction
can be made between mimicry, the copying of actions, and imitation, recognising
the intent of those actions and enacting that intent. With this latter strategy the
e-Puck differentiates between the meme that it heard (the action) and the meme it
believes the singer was trying to sing (the intention) and sings that intended meme
in response. This is simple, proto-imitation rather than basic mimicry.
4.3. Experiment 1 - Meme Diversity
Hypothesis - group size, movement speed, selection and memory strategies have
an effect on the diversity of memes within a group of e-Pucks over time.
To examine meme evolution the impact of meme memory (distinct and grouped) and
selection strategies on meme evolution was explored. The e-Pucks were initialised
with a set of four seeds in memory: i) five pulses of 300ms, ii) five pulses of 500ms,
iii) five pulses of 700ms and iv) five pulses of 900ms. The other parameters varied
across the tests were speed (eight speeds from stationary 0, to fastest 7) and group




With Grouped Memory each distinct meme is stored separately. If a known meme
is heard again a counter for that known meme is incremented. This is a conservative
94
4.3 Experiment 1 - Meme Diversity
memory strategy; similar memes are stored only in the form they are first heard and
minor variations are lost and will not be intentionally repeated.
In the following diagrams each node identifies a meme in the memory of an e-Puck.
The shape of the node identifies the e-Puck, the colour identifies the meme and
the size distinguishes between seed memes (large) and emergent memes (small). To
produce these diagrams all the memes generated in the experiment were collated
together, sorted by e-Puck then by time. The numbers within the shapes show the
first occurrence of that meme for that e-Puck in the overall memory (top) and the
meme (bottom). (The meme colours therefore highlight the meme number).
The numbers on the edges between memes show the number of times the meme on
the tail of the edge has been heard and interpreted as the meme at the head of the
arrow. Hence an edge from a meme to itself shows an e-Puck hearing itself correctly.
An edge between two memes with the same colours and different shapes shows one
meme correctly hearing another. An edge between memes with the same shape and
different colours shows an e-Puck mishearing itself and an edge between memes with
different shapes and colours shows one e-Puck mishearing another.
1. Random Mimicry – (Figure 4.7) This is the base line case for Grouped Memory
strategy, it produces more clusters and memes than any other selection strategy
(when using grouped memory). There are ten distinct memes by the end of the
experiment, memes one through four are the seed memes and five through ten are
the new memes that have been created by mistakes in singing or listening or from
only hearing part of the source meme.
It can be seen that most of the mimicry occurs when e-Pucks mimic themselves,
as shown by an edge from a meme to itself. In this experiment no e-Puck made a
mistake when imitating itself. This is to be expected, the e-Puck should hear itself
clearly and will not miss part of the meme due to movement.
Mistakes leading to new memes are rare and the new memes are seldom passed on.
When memes to be sang are selected randomly from memory, the memes which a
present more often in memory will be selected more often. A new meme created by
accident is unlikely to be selected so it is unlikely to be passed on.
Of the six new memes, five are known by the triangle e-Puck, four by the square
e-Puck, two by the diamond e-Puck and one by the hexagon e-Puck. Meme 6 (brown
with red border) is known by four e-Pucks, memes 5 (light blue with cyan border),
7 (pink with green border) and 8 (blue with light green border) are known by two
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e-Pucks and memes 9 (dark green with magenta border) and 10 (pink with a yellow
border) are known to only one e-Puck each.
The new memes are only passed on correctly four times and those times involve the
e-Pucks mimicking themselves. On three occasions the new memes are heard by
different e-Pucks and each time they are misheard. The memeograph clearly shows
that while the new memes are not passed on to other e-Pucks some of the memes
are known by multiple e-Pucks. These memes typically emerge multiple times from
repetitions of the same mistake. The four e-Pucks that know meme 6 each learned
it by mishearing different e-Pucks singing meme 2. They do not come from a single
instance of a bad performance from a single e-Puck but instead from each mishearing
four different e-Pucks.
Meme 7 (pink with a green border, bottom right of Figure 5.7) shows a different
situation. The triangle and square e-Pucks have both added meme 7 in to their
memories twice. On each occasion this resulted from mishearing a meme sang by the
inverse triangle e-Puck. Meme 7 emerges four times from two e-Pucks mishearing the
inverse triangle e-Puck sing two different memes on at least two different occasions.
To further complicate the situation when the triangle e-Puck sings meme 7 it is
misheard by two other e-Pucks who interpret it as one of the two memes the inverse
triangle sang that were misheard as meme 7. This suggests that meme 7 is partway
between memes three and four, different enough to meme 3 to be identifiably distinct
but close enough that it can be misheard as meme 3. (It should be noted however
that meme 7 was not sang enough to make a definitive statement, further repetitions
could show that it is equally close to both memes 3 and 4 or generally a distinct
meme that just happened to be misheard as meme 3 once).
In summary, most of the mimicry occurs when e-Pucks correctly mimic themselves,
a smaller amount occurs when the e-Pucks mimic each other, correctly mimicking
each the seed memes back and forth and new memes emerge rarely as mistakes and
the same new memes are more likely to arise from the mishearing in similar ways
than from mimicking the new memes directly.
2. Direct Short Term Mimicry – (Figure 4.8).
This strategy consists of randomly mimicking one of the memes that has just been
heard by the e-Puck
This selection strategy generally produces the least number of distinct memes of
all the selection strategies (though in the case shown twenty distinct memes are
96
4.3 Experiment 1 - Meme Diversity
Figure 4.7.  Grouped Memory, Random Mimicry
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Figure 5.6. – Evolution of average forgetting threshold, evolving for similarity
This figure shows the average forgetting threshold (how quickly the e-Puck forgets a meme, the
higher the number the faster it is forgotten) of e-Pucks in each generation of each experiment (on
the y-axis). The generations are shown on the x-axis, each experiment is shown in a different
colour. Error bars show one standard deviation.
Forgetting Threshold
Figure 5.6 shows the average forgetting threshold (how quickly the e-Puck forgets a
meme, the higher the number the faster it is forgotten) of e-Pucks in each generation
of each experiment with an evolutionary drive for similarity.
The average forgetting threshold varies both up and down across the experiments
however it never varies by more than ±0.02 in a range of 0 to 1. The mixed variation




5.4.2. Evolving for Diversity
To create an evolutionary drive for diversity the fitness function rates e-Puck groups
that produce a large number of distinct memes (i.e. meme groups) as fitter than
those groups which produce smaller numbers of distinct memes.
In each of the five experiments the population converged on a different group of eight
e-Pucks (each individual experiment converged on a single group of eight e-Pucks
but the group was different for each experiment).
5.4.2.1. Selection Strategy
Figure 5.7 shows the selection strategies each experiment converged on. The exper-
iments are shown on the x-axis and the number of e-Pucks is shown on the y-axis
(always eight in total). The colour shows the count of each selection strategy.
Figure 5.7. – Final Selection Strategies when evolving for diversity.
The results appear broadly similar, pick closest match in memory is used less than
two e-Pucks in each experiment, and there is an increase in pick closest match in
heard and or pick last heard. Pick random is unaffected in all but one experiment,
and in that experiment no e-Pucks use that strategy. There is a bias towards the
strategies which repeat one of the memes that have just been heard over draw-
ing from memes in memory. Repeating memes which have just been heard means
that the memes can gradually change as mistakes incrementally mount up. Singing
memes from memory in effect keeps resetting the memes to earlier versions, prevent-




Figure 5.8 shows the average number of e-Pucks using the Grouped memory strategy
(see subsubsection 5.4.4.2, storing each meme heard as a separate meme in memory)
in each generation of each of the five experiments with an evolutionary drive for
diversity.
Figure 5.8. – Evolution of Memory Strategy, Evolving for diversity
This figure shows the average number of e-Pucks in each generation of each experiment that are
using the Distinct memory strategy (on the y-axis). The generations are shown on the x-axis, each
experiment is shown in a different colour. Error bars show one standard deviation.
In three out of five experiments the e-Puck groups evolve to a state where they
are evenly split between Grouped and Distinct memory strategies. The remaining
experiments result in three quarters of the e-Pucks adopting either the Grouped or
Distinct memory strategy.
No clear conclusions can be drawn from these results.
5.4.2.3. Speed
Figure 5.9 shows the average speed (in cm/s) of e-Pucks in each generation of each
experiment with an evolutionary drive for diversity.
Three of the e-Puck groups evolve to an average speed (for each group) of 7 cm s-1,
with one group a little faster and one group slower. The average speed is slower
than the average speed of groups evolving for similarity. One explanation for this
is that the slower e-Pucks often miss the beginning of memes being sung by the
e-Pucks they are approaching leading to new memes being created (the new memes
being truncated versions of the sang memes).
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Figure 5.9. – Evolution of average speed, evolving for diversity
This figure shows the average speed (in cm s-1) of e-Pucks in each generation of each experiment
(on the y-axis). The generations are shown on the x-axis, each experiment is shown in a different
colour. Error bars show one standard deviation.
5.4.2.4. Memory Traits
Memory Size
Figure 5.10 shows the average memory size (number of memes) of e-Pucks in each
generation of each experiment with an evolutionary drive for diversity.
Figure 5.10. – Evolution of average memory size, evolving for diversity
This figure shows the average memory size (number of memes) of e-Pucks in each generation of
each experiment (on the y-axis). The generations are shown on the x-axis, each experiment is
shown in a different colour. Error bars show one standard deviation.
The average memory size is 12 ± 2 memes (or meme groups). There is little difference
between these results and the results for evolving for similarity, suggesting that
memory size has little effect on the promotion of either similarity or diversity.
Forgetting Multiplier
Figure 5.11 shows the average forgetting multiplier (how quickly the e-Puck forgets a
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meme, the lower the number the faster it is forgotten) of e-Pucks in each generation
of each experiment with an evolutionary drive for diversity.
Figure 5.11. – Evolution of average forgetting multiplier, evolving for diversity
This figure shows the average forgetting multiplier (how quickly the e-Puck forgets a meme, the
lower the number the faster it is forgotten) of e-Pucks in each generation of each experiment (on
the y-axis). The generations are shown on the x-axis, each experiment is shown in a different
colour. Error bars show one standard deviation.
The average forgetting multiplier is comparable to the forgetting multiplier for sim-
ilarity. Again this suggests that the forgetting multiplier is not significant in pro-
moting either similarity or diversity.
Forgetting Threshold
Figure 5.12 shows the average forgetting threshold (how quickly the e-Puck forgets a
meme, the higher the number the faster it is forgotten) of e-Pucks in each generation
of each experiment with an evolutionary drive for similarity.
Figure 5.12. – Evolution of average forgetting threshold, evolving for similarity
This figure shows the average forgetting threshold (how quickly the e-Puck forgets a meme, the
higher the number the faster it is forgotten) of e-Pucks in each generation of each experiment (on
the y-axis). The generations are shown on the x-axis, each experiment is shown in a different
colour. Error bars show one standard deviation.
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The average forgetting threshold is, on average, a little lower than the groups of
e-Pucks evolved for similarity.
5.4.3. Evolving for Spread
To create an evolutionary drive for spread the fitness function rates e-Puck groups
with more e-Pucks which have heard the initial seed meme higher than the groups
where fewer e-Pucks have heard it.
In each of the five experiments the population converged on a different group of eight
e-Pucks (each individual experiment converged on a single group of eight e-Pucks
but the group was different for each experiment).
5.4.3.1. Selection Strategy
Figure 5.13 shows the selection strategies each experiment converged on. The ex-
periments are shown on the x-axis and the number of e-Pucks is shown on the y-axis
(always eight in total). The colour shows the count of each selection strategy.
Figure 5.13. – Final Selection Strategies when evolving for spread.
The pick last heard strategy is not used by any e-Pucks in two of the experiments
and by only one e-Puck in two other experiments. In three of the experiments
at least half of the e-Pucks use the pick random strategy and in one of the other
experiments three of the e-Pucks use it.
It appears as if the pick random strategy being over-represented in the population
and the pick last heard being under-represented promotes the spread of the initial
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seed meme. It seems likely that strategies which draw memes from memory (pick
random and pick closest match from memory) promote the spread of the initial seed
meme by ensuring that seed meme is sung regularly rather than the strategies which
draw memes from those memes that have just been heard. (i.e. the memory based
strategies have a chance of singing the seed meme every time while the just-heard
based strategies will only sing the seed if the e-Puck has just heard it).
5.4.3.2. Memory Strategy
Figure 5.14. – Evolution of Memory Strategy, Evolving for spread
This figure shows the average number of e-Pucks in each generation of each experiment that are
using the Distinct memory strategy (on the y-axis). The generations are shown on the x-axis, each
experiment is shown in a different colour. Error bars show one standard deviation.
Figure 5.14 shows the average number of e-Pucks using the Grouped memory strategy
(see subsubsection 5.4.4.2, storing each meme heard as a separate meme in memory)
in each generation of each of the five experiments with an evolutionary drive for
spread.
In three out of five experiments the e-Puck groups evolve to a state where there is
an even split between the two memory strategies and in the remaining experiments
one has more e-Pucks using the grouped memory strategy and the other has less.
It seems likely that the memory strategy has little effect on promoting the spread
of the initial seed meme.
5.4.3.3. Speed
Figure 5.15 shows the average speed (in cm/s) of e-Pucks in each generation of each
experiment with an evolutionary drive for spread.
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Figure 5.15. – Evolution of average speed, evolving for spread
This figure shows the average speed (in cm s-1) of e-Pucks in each generation of each experiment
(on the y-axis). The generations are shown on the x-axis, each experiment is shown in a different
colour. Error bars show one standard deviation.
In four out of five experiments the average speed for the e-Pucks is 6.5 ± 0.5 cm
s-1, in one experiment the average speed was significantly higher at 9.54 cm s-1.
Disregarding experiment 1 (with the higher average speed) this gives a lower average
speed to promote spread than for either similarity or diversity. It is possible that
the results from experiment one are a non-representative outlier, though it is also
possible that the apparent clustering of the other four experiments is a sampling
effect of the small number of experiments performed.
5.4.3.4. Memory Traits
Memory Size
Figure 5.16. – Evolution of average memory size, evolving for spread
This figure shows the average memory size (number of memes) of e-Pucks in each generation of
each experiment (on the y-axis). The generations are shown on the x-axis, each experiment is
shown in a different colour. Error bars show one standard deviation.
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Figure 5.16 shows the average memory size (number of memes) of e-Pucks in each
generation of each experiment with an evolutionary drive for spread.
The average memory size is, once again, about 12 memes (or meme groups) in
memory. None of the three evolutionary drives results in any significant change
from a memory size of 12.
Forgetting Multiplier
Figure 5.17. – Evolution of average forgetting multiplier, evolving for spread
This figure shows the average forgetting multiplier (how quickly the e-Puck forgets a meme, the
lower the number the faster it is forgotten) of e-Pucks in each generation of each experiment (on
the y-axis). The generations are shown on the x-axis, each experiment is shown in a different
colour. Error bars show one standard deviation.
Figure 5.17 shows the average forgetting multiplier (how quickly the e-Puck forgets a
meme, the lower the number the faster it is forgotten) of e-Pucks in each generation
of each experiment with an evolutionary drive for spread.
The average forgetting multiplier for each experiment is 0.9 ± 0.03.
Forgetting Threshold
Figure 5.18 shows the average forgetting threshold (how quickly the e-Puck forgets a
meme, the higher the number the faster it is forgotten) of e-Pucks in each generation
of each experiment with an evolutionary drive for spread.
The average forgetting threshold across the experiments in 0.01 ± 0.002.
5.4.4. Comparison of average evolved attributes
The results for the three evolutionary drives are more informative when they are
compared side by side with each other. The changes through the generations are of
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Figure 5.18. – Evolution of average forgetting threshold, evolving for spread
This figure shows the average forgetting threshold (how quickly the e-Puck forgets a meme, the
higher the number the faster it is forgotten) of e-Pucks in each generation of each experiment (on
the y-axis). The generations are shown on the x-axis, each experiment is shown in a different
colour. Error bars show one standard deviation.
less interest than the values from the final generation when the experiments have
converged on their final groups. This section compares the final values from each
experiment, showing the different effects of the evolutionary drives.
5.4.4.1. Selection Strategy
(a) Evolved For Similarity
(b) Evolved For Diversity
(c) Evolved For Spread
Figure 5.19. – Final Generation Selection Strategies
This view makes some observations possible. In general: evolving for similarity
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favours the pick last heard strategy and sometimes the pick closest in memory
strategy; evolving for diversity favours the strategies that mimic the memes just
heard (pick last heard and pick closest match in heard); and evolving for spread
usually favours the memory based strategies (pick random and pick closest match
in memory).
The results for diversity and spread are fairly intuitive. To produce many different
memes allowing errors in mimicry to increment and form new memes is a good
approach. To spread a seed meme the e-Pucks need to ensure they keep singing that
seed meme, drawing memes from memory rather than those just heard increases the
chance of singing the seed meme.
The results for similarity are harder to explain. By mimicking one of the recently
heard memes the most frequently heard memes will also be the most frequently
sang memes, keeping them going and ensuring memes created by mistakes are soon
forgotten. However this strategy should also allow the memes to gradually drift and
become new memes through small incremental changes, an approach that appears
to enhance diversity. Evolving for similarity sometimes appears to promote the pick
closest match in memory strategy, which should promote accurate mimicry, as might
be expected in e-Pucks evolved for similarity, but this strategy is adopted less often
than the counter-intuitive pick last heard strategy.
5.4.4.2. Memory Strategy
Viewed side-by-side there is no significant difference between the balance of memory
strategies between the three sets of experiments. Neither grouped or distinct memory
promotes or inhibits similarity, diversity or spread.
5.4.4.3. Speed
Collating the results for final average speed for all three sets of experiments reveals
the following generalisations. The groups evolved to promote similarity are have the
fastest average speed, those evolved for spread have the lowest average speed (apart
from the one outlier result from spread experiment 1). The average speed for the
groups evolved to promote diversity is closer to the speed for spread than similarity.
These results are counter-intuitive - if moving faster promotes more accurate mim-
icry of memes and hence promotes similarity, and moving slower inhibits accuracy
137
5.4 Evolution Experiments
(a) Evolved For Similarity
(b) Evolved For Diversity
(c) Evolved For Spread
Figure 5.20. – Final Generation Memory Strategies
and therefore promotes diversity, then it would be expected that to promote spread
the speed should be high to prevent errors, yet the groups evolved for spread have
the lowest average speed.
It appears that speed has an effect on similarity, diversity and spread but the mech-
anism is not obvious from these results.
5.4.4.4. Memory Traits
Surprisingly, memory traits are affected little by any of the evolutionary drives. Sec-
tion 6.4.4.2 shows that the memory strategy has no discernible affect on similarity,
diversity or spread, these results that there are no marked differences in average
memory size and forgetting threshold across the experiments and, while there is
substantial variance in forgetting multiplier within the three evolutionary drives
there is no significant difference between the drives. It is clear that no aspect of




Figure 5.21. – Final Generation Average Speed
Error bars show one standard deviation.
5.4.4.5. Summary
The different evolutionary drives promote different selection strategies. Diversity
promotes mimicry of the memes just heard and spread promotes repeating memes
from those in memory. Similarity promotes the pick last heard strategy and, less
frequently, the pick closest in memory strategy. The reason for this last point is not
clear from the results in this format.
The memory attributes (memory strategy, memory size, forgetting multiplier and
forgetting threshold) appear to be unaffected by any of the three evolutionary drives
suggesting that they have no substantial role in promoting similarity, diversity or
spread.
The average speed of the e-Pucks in each experiment seems to be the attribute
most significantly affected by the evolutionary drives. e-Pucks evolved to promote
similarity are the fastest, those evolved to promote spread are the slowest though
those evolved to promote diversity are only a little faster. How the speed promotes
similarity, diversity or spread is not obvious, spreading a seed meme is thematically
more similar to promoting similarity but its attributes are more like those of the
e-Pucks evolved to promote diversity.
It can be seen that the selection strategy and speed of the e-Pucks are important
but it is not clear how they affect the performance of the e-Pucks.
5.4.5. Comparisons of groups of individuals
To unravel how the attributes are related to the evolutionary drives it is necessary to
look at not only the average values for each group but the combinations of attributes
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(a) Average Memory Size (b) Forgetting Multiplier
(c) Forgetting Threshold
Figure 5.22. – Final Memory Traits
Error bars show one standard deviation.
within each individual in each group. This gives eight times as much data and many
more possible relationships between attributes and e-Pucks. These relationships are
hard to distinguish by viewing the raw data or plots of individual attributes, a view
that allows all the information to be represented simultaneously is required.
The figures in this section are three-dimensional scatterplots as described in section A.7,
repeated here for clarity. The selection and memory strategies are combined together
to give the x-axis: numbers 0 to 3 represent the four selection strategies with grouped
memory and numbers 4 to 7 represent the four selection strategies with ungrouped
memory. The y-axis shows the speed of each e-Puck in cm/s. The z-axis shows the
memory size of each e-Puck, the number of memes that can be stored. The size
of each point is proportional to the forgetting multiplier, a smaller the multiplier
means that the e-Puck forgets memes faster. Hence a larger circle represents an
e-Puck with a memory that degrades more slowly than an e-Puck with a smaller
circle. The colour of each point represents the forgetting threshold, the level at which
memes are forgotten. A higher threshold means that memes are forgotten sooner.
The multiplier and the threshold together give an indication of how long memes are
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remembered. Note that memes are either remembered correctly or forgotten, there
is no degradation in the quality of memory.
The plots for similarity (Figure 6.23) reveal no patterns of position, colour or size
(representing memory strategies, selection strategies and memory traits) . subsection 5.4.4
shows that the e-Pucks evolved for similarity have the highest average speed. These
plots reveal that the speeds of the e-Pucks (on the z-axis) vary significantly.
The plots for groups evolved for diversity (Figure 6.24) show no patterns in selection
strategy or any memory attributes beyond those already identified in the final state
view. However they do show that the e-Pucks are all moving at very similar speeds,
they do not show the variation that the groups evolved for similarity do.
The plots for groups evolved for spread (Figure 6.25) show no patterns in selection
strategy or any memory attributes beyond those already identified in the final state
view.. These plots show that while the e-Pucks show less variation in speed than
those in the groups evolved for similarity they do vary more than those evolved for
diversity.
These figures highlight the importance of the speed the e-Pucks are moving at in
promoting similarity, diversity or the spread of a seed meme. They show that the
meme groups evolved for similarity are not only moving faster on average (than for
diversity and spread) but they are moving with a significant variation of different
speeds. In contrast the groups evolved for diversity are moving slower on average and
with very little variation in speed within the groups. The groups evolved to spread
a seed meme are on average slightly slower still than those evolved for diversity but




Figure 5.23. – Evolutionary attributes, evolved for similarity
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Figure 5.24. – Evolutionary attributes, evolved for diversity
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Hypothesis 1 - by using a genetical algorithm it is possible to identify groups of
e-Pucks specifically to promote propogation, diversity or similarity of memes within
the group.
Hypothesis 2 - any group so evolved will not be homogeneous. The fittest solution
to the problem will not consist of a group of e-Pucks with the same attributes and
behaviours.
The results in this chapter show that certain attributes do affect the ability of groups
of e-Pucks to produce a small group of memes, to produce a large group of diverse
memes and to spread an initial seed meme.
The evolutionary drives show no preference for any of the memory based attrib-
utes (memory strategy, memory size, forgetting multiplier and forgetting threshold).
None of the drives resulted in any significant change of any of these attributes.
The evolutionary drives show a preference for certain selection strategies (simil-
arity - pick last heard, pick closest in memory; diversity - pick last heard, pick
closest match in heard; spread - pick random, pick closest match in memory). More
generally diversity favours memes recently heard and spread favours memes from
memory. Similarity favours contrasting selection strategies and the analysis offers
no explanation for why two such different strategies might work well together. It is
noted that the drives have a preference for these strategies, however the preference
is not overwhelming, all the strategies are present to some extent in at least one of
the experiments for each drive and no experiment resulted in less than three selec-
tion strategies being used. The strategies influence the e-Pucks ability to promote
similarity, diversity or spread but they are not essential.
The most distinctive attribute is the speed of the e-Pucks. The average speed in the
evolved groups is consistent across the experiments for each evolutionary drive and
different between the evolutionary drives. The similarity groups have the fastest
average speed, diversity is slower and spread is a little slower still. Further patterns
can be seen looking at the speeds of the individual e-Pucks in the groups. In groups
evolved for similarity the speeds vary greatly from e-Puck to e-Puck, for diversity
there is almost no variation and for spread there is a more variation than diversity
but still much less than similarity.
The early hypothesis that lower speeds lead to the start of memes being missed is
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difficult to reconcile with the groups evolved for spread having the lowest speeds of
all. To spread a seed meme successfully requires the meme to be passed on correctly,
it cannot be the case that slow speeds lead to more mistakes.
The result that a group of e-Pucks all moving at different speeds are capable of
accurate enough mimicry to produce a small, group of memes (i.e. to promote
similarity) is counter-intuitive.
The results support the hypothesis 1 to a degree. Groups of e-Pucks can be evolved
that promote propogation, diversity or similarity of memes, however these experi-
ments have not show that it is possible to promote propogation without promoting
diversity and vice versa. The results support hypothesis 2, all the evolved e-Puck
groups are heterogeneous, however these results do not prove that a heterogeneous
group could be evolved.
To understand how the speeds of the e-Pucks affects the mimicry and spread of
memes requires a deeper investigation. Since the speeds are the most significant
factor the next chapter looks deeper in to the movements of the e-Pucks to see if
that sheds any light on the underlying processes.
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6.1. Overview
In Chapter 6 the results of the evolution experiments showed that e-Pucks evolved
for similarity move faster than those evolved for diversity or spread of an initial seed
meme. This chapter examines the results of the evolution experiments to unravel
why speed has such an effect.
This chapter also seeks to examine whether or not it is the speed of the e-Pucks or
the actual movement that matters.
6.2. Examining Movement
The first step is to examine the movement of each e-Puck during a simulation. It
is possible that the evolved speed has little to do with the actual movement of the
e-Pucks during the run. The recorded speed of the e-Puck is not the average speed
of that e-Puck during the experiment, rather it is the speed at which the e-Puck
moves when it is moving. The e-Pucks stop moving to sing and whenever they
hear another e-Puck singing. It is possible that an e-Puck might never move, being
always singing or listening, and still be recorded as having a high speed. The first
step then is to look at a sample of results and examine them in detail to determine
if the e-Pucks are actually moving and, if they are moving, how they are moving.
Figure 6.1 shows the path taken by each e-Puck over the course of a single genera-
tion, in these examples it was the final generation of each experiment. These plots
are typical examples of the movement of e-Pucks. The plots are too cluttered to
follow the specific movements of the e-Pucks but they do show that the e-Pucks
are moving frequently throughout the experiment area. None of the groups have
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evolved stationary behaviour and no e-Pucks are isolating themselves in areas away
from other e-Pucks.
Examining the paths of the e-Pucks individually (Figure 6.2, Figure 6.3 and Figure 6.4)
supports this observation. The e-Pucks are moving around, and they are moving all
over the experiment area. However there are no discernible differences between the
plots for the three evolutionary drives - diversity, similarity and spread.
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(a) Diversity (b) Similarity
(c) Spread
Figure 6.1. – e-Puck Movement Trails




Figure 6.2. – Individual Movement Trails - Diversity
The movements of each e-Puck evolved for diversity, each e-Puck plotted on a sep-
arate chart. This is from the same experiment as 6.1a.
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Figure 6.3. – Individual Movement Trails - Similarity
The movements of each e-Puck evolved for diversity, each e-Puck plotted on a sep-
arate chart. This is from the same experiment as 6.1b.
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Figure 6.4. – Individual Movement Trails - Spread
The movements of each e-Puck evolved for diversity, each e-Puck plotted on a sep-
arate chart. This is from the same experiment as 6.1c.
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Previous results have revealed a difference in speeds between the groups evolved for
the different drives, these figures show that the difference in speed is not causing
any marked difference in the movement of the e-Puck Group in terms of coverage of
the experiment area. These plots do not clearly show the route taken from start to
finish though, it is impossible to distinguish where any individual e-Puck started,
finished or where it was at any particular time, the amount of movement for each
e-Puck obfuscates such information.
Extending these plots in to three dimensions with the third dimension representing
time gives a clearer view of the movements of the e-Pucks over time.
These figures (Figure 6.5, Figure 6.6 and Figure 6.7) show this movement over time.
This gives a clearer indication of the actual movements of the e-Pucks than the
previous figures. It can be seen that the e-Pucks tend to follow a fixed route until
they have to turn to avoid colliding with another e-Puck. The e-Pucks therefore
follow a stable path until they encounter another e-Puck.
These collision avoidance events tend to only happen three or four times for each e-
Puck in each simulation run. These cannot be the only times e-Pucks meet though,
it can be seen from the final number of known memes and the memeographs that
memes are shared far more frequently than this. We also know that the e-Pucks
do not move when singing or listening and the scale, this should be represented on
the plots as vertical lines where the e-Pucks do not move over time. These cannot
be seen, they are hidden by the resolution of the time scale (on the vertical axis).
Looking at the movement over shorter time periods gives a clearer understanding.
It appears, from these figures, as if there may be more of these collision avoidance
events in the similarity experiments.
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Figure 6.5. – Individual Movement Over Time - Diversity
The movements of each e-Puck evolved for diversity, each e-Puck plotted on a sep-
arate chart. This is from the same experiment as 6.1a.
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Figure 6.6. – Individual Movement Over Time - Similarity
The movements of each e-Puck evolved for diversity, each e-Puck plotted on a sep-
arate chart. This is from the same experiment as 6.1b.
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Figure 6.7. – Individual Movement Over Time - Spread
The movements of each e-Puck evolved for diversity, each e-Puck plotted on a sep-
arate chart. This is from the same experiment as 6.1c.
156
6.2 Examining Movement
Taking a closer look at these plots and by focusing on a short time period of ten
seconds, it is possible to see what is happening more clearly.
Figure 6.8 shows the movement of each e-Puck over the last ten seconds of three
different simulations (one for each of the evolutionary drives). These figures reveal
different behaviours over that time period.
The most visible behaviour is the stepped, staircase like movement of the e-Pucks.
This is due to the nature of the simulation, the e-Pucks simulate moving at a par-
ticular speed by moving one cell at intervals defined by the speed of the e-Puck (i.e.
an e-Puck moving at 5cms-1 will move once every 125 simulated time steps, where
each time step represents 8ms).
Occasionally “taller steps” can be seen, vertical lines that are longer than the typical
vertical line. These longer lines occur when an e-Puck stops moving. Therefore any
longer vertical line is indicative of the e-Puck singing and/or listening.
Within each figure there are periods where two or more e-Pucks are in close proximity
to each other, and periods can be identified where the e-Pucks move, maintaining
that close proximity. This can be seen the relative movements of the red, bright
green and magenta e-Pucks in 6.8a, and in the movements of the bright blue and
brown e-Pucks and the dark blue and black e-Pucks in 6.8c for example. In 6.8b
there appear to be brief periods of movement synchronisation between the red and
bright green e-Pucks and later the bright blue and bright green e-Pucks.
A difference can therefore be seen between the periods of movement in close prox-
imity between the e-Pucks evolved for diversity and spread (which are similar) and
those of the e-Pucks bread for similarity. A sampling of figures such as these sup-
port the idea that e-Pucks evolved for similarity synchronise movement with each
other less frequently and change direction more frequently. However those e-Pucks
are also moving more quickly so even if the paths were as stable as those for the
evolutionary drives they would still change direction more frequently as they cross
the arena area in a shorter time.
What appears to be happening is that the e-Pucks evolved for diversity and for
spread spend more time moving in sync with each other, and that it is more common
for those drives to have two or three e-Pucks spending time in close proximity to
each other, moving in a synchronised fashion. This would explain why those e-
Pucks evolve similar speeds, had they evolved differing speeds across the group then
it would be harder for individuals to remain close to each other. In contrast the
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e-Pucks evolved for similarity evolve distinct speeds from each other, reducing the
chance that any proximity to another e-Puck will continue for long.
However this is conjecture is based on looking at the features of a sample of graphs
of the movement of e-Pucks in the experiments. It is possible that the samples show
a skewed portion of the data, the next sections examine more formal approaches to










Spatial density analysis provides one approach to examining the movement and
relative positions of entities within an area. It has an advantage over examining
in that it is less susceptible to ambiguous interpretation and can be applied to all
the data in a way that is impractical for the graphs. However with only eight e-
Pucks in such a large area (relative to the size of the e-Pucks) the spatial density
difference between eight e-Pucks that are spread out and eight e-Pucks where two are
in close proximity and the other six are spread out is undetectable. Spatial density
is also a model of density at a point in time, over the period of the experiments
those undetectable differences become even smaller. As such spatial density was
discarded as an approach to analysing the frequency of close proximity between the
e-Pucks.
6.4. Time Together
What is required is to find a measure of how much time the e-Pucks spent in close
proximity to each other.
This can be done by evaluating, at each time step the position of each e-Puck, the
distance between each e-Puck and every other e-Puck and determining if the e-Pucks
are with in hearing range of each other. For each time step, whether or not each
e-Puck was singing is also identified. This gives, for each pair of e-Pucks, a measure
of how much time they spent in close proximity to each other, how much time each e-
Puck spent singing, and how much time each e-Puck spent singing and being heard.
This gives, for each experiment, 56 pairings of e-Pucks to be considered. (In this
case order matters, the time spent together for two e-Pucks A and B is the same
for pairing AB and BA but the e-Pucks may well be singing more or less often for
shorter or longer periods, and the time singing and time being heard may well be
different for AB than it is for BA).
6.5. Visualising Proximity
This measure of time in proximity, and of time being heard describes a relation-
ship between two e-Pucks. This suggests that the proximity could potentially be
160
6.6 Proximity Frequency Distribution
visualised as a network graph.
A network graph, showing the e-Pucks as nodes and the relationships between them
as edges where the size of the nodes represents the amount of time that e-Puck spent
singing, the width of the edges represents the time being heard and the distance
between the nodes shows the time spent in proximity would be useful. (i.e. the
graph would have eight nodes, one for each e-Puck). The size of the node would be
proportional to the amount of time that e-Puck spent singing. Each pair of e-Pucks
connected by two edges representing the relationship between the two. The time in
proximity to each other is the same in both directions but the amount of time being
heard may be different so the nodes are a fixed distance apart but the width of the
edges may be different.
Such a diagram is of little use. Each experiment, even each repetition of a single
experiment, gives different times of proximity between each pair of e-Pucks. As with
the memeographs the detailed view shows so much information that the general
similarities are obfuscated. A higher level, more generalised approach is required,
one which allows for comparison between the results of experiments.
6.6. Proximity Frequency Distribution
A different approach has been taken. The frequency distribution for the time spent
by each e-Puck singing, in range of other e-Pucks and being heard by other e-pucks
(i.e. when both singing and in range) was examined. The experiment had been
run for five distinct groups of e-Pucks and repeated 100 times for each group. For
each e-Puck in each experiment the total time spent singing was recorded (Sang).
For each e-Puck the total time in audible range of each other e-Puck was calculated
and added together (Range). For each e-Puck(the source) the total time in audible
range of each other e-Puck when the source e-Puck was singing the was calculated
and added together (Heard). This gives 4000 timings for each of the three measures
(five experiments with eight e-Pucks each repeated one hundred times).
For the time spent singing this gives results within a range of 0 to 300 seconds,
the length of the experiment. For the timings spent in range and being heard the
timings for each of the other seven e-Pucks were added together, this gives a range
of results between 0 and 2100 seconds. Therefore the timing of being in range
should be considered to be a measure of the potential amount of meme that could
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be transmitted. Similarly the heard measure should be considered as the amount
of meme actually transmitted. As such no distinction is made between an e-Puck
that is heard by a single listener for eight seconds, an e-Puck which is heard by
two listeners for four seconds at different times and an e-Puck which has heard
simultaneously by two e-Pucks for four seconds.
The frequency distributions were calculated for each of the three evolutionary drives
(similarity, diversity and spread) and also for a set of control groups that were
randomly generated (and therefore not evolved at all).
(a) Control Group (b) Diversity Group
(c) Similarity Group (d) Spread Group
Figure 6.9. – Time Spent Frequency Distribution
Frequency distribution of the time spent singing, in audible range of other e-Pucks and being heard by other e-Pucks.
The experiment had been run for five distinct groups of e-Pucks and repeated 100 times for each group. For each
e-Puck in each experiment the total time spent singing was recorded (Sang). For each e-Puck the total time in
audible range of each other e-Puck was calculated and added together (Range). For each e-Puck(the source) the
total time in audible range of each other e-Puck when the source e-Puck was singing the was calculated and added
together (Heard). The frequency distribution of Sang, Range and Heard was plotted to give this figure.
The charts for the control group ( 6.9a), diversity ( 6.9b) and spread ( 6.9d) are
similar. The distributions for each measure are shifted a little to the right from
162
6.7 Investigating the second peak
the control in both the diversity and spread distributions, indicating the e-Pucks in
those groups are, in general, spending a little more time singing, in range and being
heard.
Of interest is the second peak in the singing times that is absent in the singing
times distribution. The peak in the other three graphs is probably cause by the seed
e-Puck. The seed e-Puck is the only e-Puck that knows a meme at the beginning of
the experiment, it starts singing immediately and continues to sing for the duration
of the experiment. The other e-Pucks do not begin singing until they have heard a
meme. It makes sense that there would be a second peak, the unusual result is that
that peak is absent from the distribution for e-Pucks evolved for similarity.
6.7. Investigating the second peak
6.7.1. The source of the second peak
To understand the reason for the absence of the second peak in the e-Puck groups
evolved for similarity it is first necessary to confirm that the presence of the peak is
due to the behaviour of the seed e-Pucks. The frequency distributions of time spent
are recalculated, splitting out the seed e-Pucks from the others.
(a) Seed e-Puck (b) Other e-Pucks
Figure 6.10. – Frequency Distribution of Timings for Control Group
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(a) Seed e-Puck (b) Other e-Pucks
Figure 6.11. – Frequency Distribution of Timings for Diversity
(a) Seed e-Puck (b) Other e-Pucks
Figure 6.12. – Frequency Distribution of Timings for Similarity
(a) Seed e-Puck (b) Other e-Pucks
Figure 6.13. – Frequency Distribution of Timings for Spread
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This confirms the second peak is caused by the seed e-Pucks and shows the distri-
bution of singing times is very different for the groups evolved for similarity than for
the other groups. The seed e-Pucks are singing for a wider variety of times and most
of them are singing less than the seed e-Pucks in the other groups. The non-seed
e-Pucks are singing less in the similarity groups but the difference is less marked
than with the seed e-Pucks.
6.7.2. The Explanation
Comparing the frequency distribution of meme lengths (in time) for the memes
known by the e-Pucks between the four experimental set-ups reveals the explanation
for the absence of the second peak in the similarity experiments. In the similarity





Figure 6.14. – Meme Length Frequency Distributions For Seed e-Pucks
The second peak in the similarity experiment is lost because the seed e-Puck very
quickly hears truncated versions of the seed meme sang back to it. These shorter
memes, when they are sang have a greater ratio of silence to singing. e-Pucks
wait two seconds after all sounds stop before deciding the songs it was hearing are
finished. (This two second delay is not considered part of the meme). An e-Puck
that sings a six second long meme will therefore have a ratio of singing to silence
of three-to-one. In contrast an e-Puck singing a two second long meme will have a
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singing to silence ratio of one-to-one. A greater proportion of the time is spent not
singing.
Hence the seed e-Pucks in similarity will, in general, spend less time singing than
the seed e-Pucks in the other experiments.
6.8. Conclusion
The results show that by maintaining a consistent speed across all the e-Pucks in
a group there is more time spent in close proximity between individual e-Pucks
in the group than if the e-Pucks are all moving at different speeds. This close
proximity affords the e-Pucks more opportunities to hear, and to be heard by, other
e-Pucks. Greater amounts of communication leads to more errors in communication,
producing a more diverse selection of memes across the population, but it also gives
more chances for a specific meme to be passed on from one e-Puck to another,
leading to an increased spread of that meme. In contrast the groups with e-Pucks
moving at different speeds from each other have less communication occurring. This
ensures that fewer mistakes are made and fewer new memes are created but also
hinders the spread of any individual meme.
This then explains the confusing results from chapter 6. The evolutionary drive to
spread a meme, create diversity or similarity, has the greatest effect on the speed
of the individual e-Pucks since that is the trait which has the greatest influence
on proximity between then e-Pucks and hence the opportunity to communicate (or
not). It should be stressed that speed is the trait with the greatest influence of the
traits which were examined and allowed to evolve. It is possible that other traits
may have a greater role to play.
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7.1. Research Spur & Purpose
This project grew out of an EPSRC IDEAS Factory Sandpit on complexity. The
EPSRC research grant[34] summarises the project goals as;
A profound question that transcends disciplinary boundaries is how can
culture emerge and evolve as a novel property in groups of social animals?
We can narrow that question by focussing our attention on the very early
stages of the emergence and evolution of simple cultural artefacts; the
transition, as it were, from nothing recognisable as culture, to something
(let us call this proto-culture). This project aims to address and illumin-
ate that question in a radical and hitherto inconceivable new way by
building an artificial society of embodied intelligent agents (real robots),
creating an environment (artificial ecosystem) and appropriate primit-
ive behaviours for those robots, then free running the artificial society.
Even with small populations (a few tens) of relatively simple robots we
will, in a short time, see a very large number of interactions between
robots. The inherent heterogeneities of real robots, and the noise and
uncertainty of the real world, vastly increase the space of possibilities
and the scope for unexpected emergence in the interactions between ro-
bots. In this project we will aim to create the conditions and primitives
in which proto-culture can emerge in a robot society. Robots will, for
example, be able to copy each other’s behaviours and select which be-
haviours to copy. Behaviours (memes) will mutate because of the noise
and uncertainty in the real robots’ sensors and actuators, and success-
ful memes will undergo multiple cycles of copying (heredity), selection
and variation (mutation). Furthermore we will introduce a bi-phased
approach in which we alternate between real-time (with real physical ro-
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bots) in which the emergence, selection and refinement of these discrete
behavioural artefacts takes place; with evolutionary time, in which we
run a genetic algorithm (GA) process to grow and evolve the robots’
controllers so that the behaviours and premiums associated with the
emerging memes become hard-wired into the robots’ (neural) control-
lers. In this way we hope to see the emergence of interesting behavioural
artefacts that, we hope, will be qualitatively and quantitatively distinct
from those present at the beginning. Of course the behavioural arte-
facts that emerge and evolve, that we hope to identify as proto-cultural
analogues, will not be human but decidedly robotic. We do not expect
these artificial memes to have any meaning in a human cultural context;
rather, they will be meaningful only within the closed context of this
artificial society (an exo-culture). A significant challenge for this project
will therefore be to identify and interpret these patterns of behaviour
as evidence for an emerging exo-culture; the challenge is hermeneutic -
what means will we be able to develop by which we can identify/recognise
meaningful/cultural behaviour; and, then, what means might we go on
to develop for interpreting/understanding this behaviour and/or its sig-
nificance?
The project was set up as a multi-institute, multi-disciple research group consisting
of;
• Art history and cultural theory: exploring the paradigm shift that complexity
science offers to the exploration of arts-science interface with reference to the
evolution of emergent culture, Tennant Jackson, Leeds Met;
• Ecology: meme diversity and transmission fidelity in artificial proto-cultures,
Bown and Guest, Abertay Dundee.
• Philosophy: theory of complexity; principles of social and cultural interven-
tions, Durie, Exeter;
• Robotics: structure in behaviours (movement memes) evolved through em-
bodied imitation; imitation enhanced individual learning, Winfield and Erbas,
UWE Bristol;
• Social Science agent-based modelling: investigating the dynamics of meme-
gene co-evolution, Sutcliffe and Wang, Manchester;
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• Social Science: children’s perception and interpretation of robot behaviours,
Griffiths and Bhamjee, Warwick.
The focus of this thesis is the Ecology section looking at meme diversity and trans-
mission fidelity in artificial proto-cultures. The research examined sound imitation
in simulated e-Puck robots to study the factors that affect the transmission and
evolution of memes in terms of the spread of sound memes (’songs’).
7.2. Results Review
The main hypothesis of this thesis is that the imitation of sound memes between
individual e-Pucks in a group is affected by the properties and behaviours of the
individual e-Puck with that group. It is believed that the imitation is dependant
not only on the properties of each e-Puck but on the relative properties of the group.
Initial investigations with physical e-Puck robots provided detailed measurements
which were used to calibrate the simulation to ensure a high level of fidelity in the
generation, detection and analysis of sound.
The first simulation experiments features two and three e-Pucks in ’talking heads’
experiments (Chapter 4.1). The hypothesis for these experiments was
Hypothesis - Imperfect back and forth imitation of sound patterns (memes) between
two or more e-Pucks is sufficient for the emergence of new sound patterns
These experiments gave the first insights in to sound imitation, and the factors
affecting it, between the e-Pucks. Importantly they gave an idea of the different
memes that would occur and provided the basis for a metric to identify and dis-
tinguish groups of memes. The results also showed that some memes tend to be
easier to imitate than others, that is they are imitated more accurately and more
consistently. The least complex memes in terms of structure and the shortest memes
were the easiest to imitate. These results supported the hypothesis, the emergence
of new sound patterns was observed.
The ecological experiments in Meme Diversity (Chapter 4.3) and Meme Propaga-
tion (Chapter 4.4) examined sound imitation homogeneous groups of e-Pucks. The
general hypothesis for these two experiments was
Hypothesis - the transmission of memes within groups is affected by a number of
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different factors including the size of the group, the speed of movement of the group,
and the memory and selection strategies.
The Meme Diversity experiment investigated the more specific hypothesis
Hypothesis - group size, movement speed, selection and memory strategies have
an effect on the diversity of memes within a group of e-Pucks over time.
and the Meme Propagation experiment investigated the hypothesis
Hypothesis - group size, movement speed, selection and memory strategies have
an effect on the diversity of memes within a group of e-Pucks over time.
The results indicate that all other things being equal, in a population of identical
e-Pucks, meme spread is affected by selection strategy, meme length and complex-
ity. Furthermore, when each e-Puck is moving at the same speed, the speed they
move at affects the propagation of memes. The results support the hypotheses, the
experiments show that the transmission of memes is affected by a number of factors.
The evolution experiments (Chapter 5) studied how heterogeneous groups of e-Pucks
evolve over a number of generations when driven by a evolutionary need (i.e. a fitness
function) for diversity, similarity or spread of memes.
Two hypotheses were tested
Hypothesis 1 - by using a genetic algorithm it is possible to identify groups of
e-Pucks specifically to promote propagation, diversity or similarity of memes within
the group.
Hypothesis 2 - any group so evolved will not be homogeneous. The fittest solution
to the problem will not consist of a group of e-Pucks with the same attributes and
behaviours.
The result show that when individual e-Pucks have distinct attributes and are
evolved as groups (with groups of distinct individuals) then differences between
e-Pucks evolved for similarity and those evolved for diversity or spread occur. This
chapter shows that those differences are not simple and rely on a complex rela-
tionship between the e-Puck’s individual relationships. It shows that the speed of
the e-Pucks (relative to others within their group) has the greatest influence on
spread, diversity and spread, but doesn’t explain why this is. Counter-intuitively
the e-Pucks bred for similarity are moving at different speeds while those bred for
diversity or spread evolve to very similar speeds (within their group, the speeds in
different groups can vary).
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Hypothesis 1 is supported, groups of e-Pucks were evolved that were more success-
ful in promoting diversity, similarity or spread. It is worth restating though that
diversity and spread are closely linked and promoting one seems to support the
other.
Hypothesis 2 is also supported, none of the evolved groups of e-Pucks were homo-
genous. However the major factor promoting diversity and spread was a similarity in
speed amongst the e-Pucks in the group, with other factors having a lesser influence.
Chapter 6 describes further analysis of the results from evolution experiments to
discover why the speed of the e-Pucks is such an important factor and why the
speed is affected in such a counter-intuitive way.shows that the relative speeds of
the e-Pucks affects the amount of time each e-Puck is in close proximity to other
e-Pucks. e-Pucks with similar speeds spend more time in close proximity to other
e-Pucks allowing more communication and hence a greater spread of memes and a
greater diversity of memes.
The results in this thesis support the main hypothesis. This thesis has shown than
that the properties of the e-Pucks, both individually and across a group, affect the
transmission of memes.
7.3. Correlations With Partner Results
7.3.1. Movement - Erbas & Winfield, UWE
Erbas and Winfield, in studying the imitation of movement memes in e-Pucks, also
found that some memes are easier to imitate than others. Movements from side to
side across the visual field are easier to measure than movements towards or away
from the observing e-Puck (since the movement must be calculated based on changes
in perceived size)[106]. In sound memes similar results were found. If the pulses of
sound in a meme are too short they can be detected and measured incorrectly or
even missed entirely. Sounds with a frequency range above 500Hz and below 3000Hz
are detected more accurately those those out-with that range and frequencies at
the centre of each frequency bin are more accurately distinguished (See Chapter
3.1). In terms of the different frequencies heard when multiple e-Pucks are singing,
each e-Puck using a frequency from a distinct frequency bin increases each e-Puck’s
ability to distinguish between the memes it hears. Similarly less complex, simpler
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movements are easier to imitate than more complex ones. These results reflect the
results in this thesis. Simple sound memes, short memes with idealised patterns,
are imitated more accurately.
The research from Erbas and Winfield and from this thesis both find that some
memes are imitated more accurately. In both types of imitation (movement and
sound) in e-Pucks the memes that are most accurately imitated tend to be a) shorter
and simpler memes, and b) those that maximise the e-Puck’s physical abilities to
detect, analyse and reproduce those memes.
Erbas and Winfield also that new memes would be created by mistakes made in
the performance of a meme, the observation of a meme or both. Sometimes the
new memes prove to be difficult to imitate and are quickly “lost” (i.e. they are
seldom performed) and sometimes they are easy to imitate and become a regularly
repeated meme[106]. This result was replicated in sound memes. New sound memes
are generated from mistakes in the imitation process and those mistakes may be the
result of errors in sound generation, transmission or detection/analysis.
The majority of these new memes are similar to the memes they are flawed imit-
ations of and they can, in turn, be badly imitated in such a way as to restore the
original meme. The e-Puck systems necessarily have a simplistic classification sys-
tem which results in a hard cut off between categories, a more flexible and intelligent
classification system would be better placed to recognise the mistake as a garbled
version of the original meme.
Less often the new memes are radically different from the memes they are imita-
tions of, mistakes where the observing e-Puck interprets the memes of two distinct
demonstrators as a single meme (e.g. in movement where one demonstrator passes
another demonstrator and the observer switches from observing one demonstrator
to another, or in sound where the frequencies used by two e-Puck singers are close
enough together that a listening e-Puck cannot differentiate between them and in-
terprets them as a single singer), are one source of such errors. These new memes
are essentially random and their success depends on how well each can be imitated.
Further experiments by Erbas and Winfield examined the effects of memory on
the imitation process in e-Pucks. These experiments revealed that e-Pucks with no
memory for patterns were susceptible to mistakes in imitation, a single mistake could
result in the original pattern being lost and the patterns gradually drifting further
and further from the original. The e-Pucks with unlimited memory were capable of
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learning new movements based on observed mistakes (or mistakes of observation)
but these mistakes were increasingly unlike to gain traction as time went on (since
they were less likely to be randomly selected to be performed). The limited memory
approach resulted in a compromise between a stability that was not easily derailed
and a chance for novelty to gain traction [35]. Though not examined in detail, the
experiments in sound simulation reflect this same conclusion.
7.3.2. Perception & Preconceptions - Bhamjee & Griffiths,
Warwick
Bhamjee and Griffiths examined how children perceived robots in general and the
e-Pucks specifically[11]. They showed how personally subjective the children’s per-
ception of robots is and that a great deal of what the e-Pucks are perceived to be
doing is comes from the children rather than the actions of the robots themselves,
random events are attributed to deliberate behaviour. Public engagement demon-
strations have shown that this is not unique to children, adults will generally describe
what the e-Pucks are doing in terms of what the e-Puck “wants” and “feels”. This
highlights the need to examine the behaviours of the e-Pucks in an objective way to
ensure what is perceived is actually happening and not just the observer assigning
meaning to meaningless events, but also suggests that, when studying a subject as
nebulous as culture, the perception of what is happening may be as important as
the reality of what is happening.
The research in this thesis was not focused on human perception of what was oc-
curring, no correlation can be drawn. However the complexity of understanding
why the e-Pucks behave they way they do might be part of why people attribute
more human motivations to the e-Pucks. The research group believes the embodied
nature of the artificial culture lab and the way people interact with the e-Pucks
make the artificial culture lab potentially a powerful tool, a “social probe”, akin to
cultural probes[39], that may be able to give new insights.
7.3.3. Societal Modelling - Wang & Sutcliffe, Manchester
Wang and Sutcliffe investigated “Memetic reproduction and proto-language evolution”[91],
a mathematical model was created to examine how language can evolve in a system
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with imperfect imitation. As part of this research they implemented both a limited
memory size and the ability to forget in their agents. They found, like this thesis
and the work of Erbas and Winfield that a small memory size can leave individuals
susceptible to whims, when only a few memes can be remembered and the most re-
cently encountered memes replace older memes in memory then any new meme has
a good chance of being repeated and completely replacing older memes. In contrast
a small memory with a more conservative memory strategy which does not store
new memes until old memes have been forgotten is more resistant to change and
less likely to adopt new memes.
Similarly a large memory size is more stable. If it readily adds new memes to memory
then the older memes will take longer to be replaced and it is more likely the older
memes will have been heard again before they have been forgotten, hence keeping
them “fresh” in memory. A large memory with a conservative memory strategy
makes it harder for new memes to gain traction, but unlike the small memory size
however a larger memory does allow new memes to be remembered and gives a
(small) chance that any new meme will be repeated. If the same mistake happens
regularly but relatively infrequently a larger memory with a conservative strategy
will allow the resultant meme to gradually build up a presence in memory.
Wang and Sutcliffe also applied mathematical modelling techniques to implement
high level, abstract models analogous to the e-Puck imitation experiments carried
out by the technical team. They applied the concept of the artificial culture lab to
model the relative influence of memes and genes in healthcare[90], looking at the
problem of obesity and attempts to affect patterns of behaviours that are known to
be influenced by both genetic, social (meme) economic factors.
Their results showed that memetic factors could affect change faster than genetic
ones and that the largest predictor of success of any health awareness campaign
was likely to be the socio-economic status of the subjects (i.e. wealthier subjects
were more likely to improve their health than poorer ones). These results are very
specific to the situation being examined and it is difficult to draw direct comparisons
to the results in this thesis. Wang and Sutcliffe were interested, in this paper, with
the effectiveness of the meme strategy rather than the factors affecting imitation
success.
As with the research in this project they showed that the combination of factors
make it extremely difficult to identify a single reason why the society reacts they
174
7.4 Conclusions
way it does and harder still to pinpoint what change to make to achieve a specific
change in the group.
7.4. Conclusions
7.4.1. The Power Of Simplicity
The research shows time and time again that simple approaches can give sophistic-
ated results. Storing every meme heard in memory and randomly picking a meme
from memory achieves similar results to categorising memes and selecting the most
common meme. Perhaps the simple approach led to the advantages which come from
the ability to group similar items together, in turn leading to a gradual evolution of
attributes which support categorisation.
Similarly the methods of selection and the attributes of memory have little influence
in comparison to the speed of the e-Pucks. Even the speed of the e-Pucks isn’t that
important, it is their relative speeds, which in turn means it is their proximity which
matters. Ultimately the success of communication comes down to having plenty of
chances to communicate.
This in turn leads to another simplicity, success in spreading a meme can be achieved
by repeating that meme as often as possible, to as many listeners as possible. This
has a greater influence than the success of any individual transmission of that meme
(whether or not the listener correctly hears the meme as intended) and more than
any issues of “signal to noise” ratio (it doesn’t matter how many other memes are
being sang and imitated, only that the meme to be spread is one of the ones that
gets repeated).
Simplicity has power, it is easier to succeed at simple tasks, they are less prone to
mistakes and can be very effective at achieving sophisticated results.
7.4.2. A Simple Meme
Following on from the previous section, simple memes are more accurately imitated
and hence are more easily spread and present in the population more frequently
than other memes. Simpler memes tend to be shorter with a simple, regular pattern.
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They are easily distinguished from other memes and more resistant to errors, minor
mistakes will affect recognition of the meme less than more complex ones.
7.4.3. Physical Attributes Affect Simplicity
Simplicity is more than just the simplicity of the meme itself though. The phys-
ical attributes of the demonstrator and the observer must be taken in to account
when determining what factors affect the complexity of a meme. The e-Pucks can
detect a side to side movement more accurate than one towards or away from the
observer, movements with most sideways and back/forth movements (i.e. diagonal
movements) have their own challenges. Similarly sounds frequencies affect imitation
accuracy and the timings of pulses within memes are easier or harder to detect based
on how often the e-Puck samples sounds and how quickly it can process the sounds
it hears.
7.4.4. The Advantage Of Embodiment
Embodied agents offer many advantages over standard simulations, the large number
of tiny variations in the embodied agents (i.e. small physical differences in the
agents), is analagous to the variations between individuals. Most simulations treat
the agents as identical and artificially recreate the variations. The simulator used
for this thesis attempts to model the individual differences at the agent level rather
than add them in artificially.
7.4.5. Remember, Remember
Memory does not directly affect the success of imitation but the number of memes
that can be remembered and the way memes are added to, and forgotten from,
memory has an effect on which memes will be present in the population at any
given time and hence affects the spread and diversity of memes. On the simplest
level more memory space means more memes and a better, less forgetful memory
will give memes longer to become successful.
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7.4.6. Proximity, Proximity, Proximity
Ultimately though, proximity is the driving factor in the experiments. Being heard
by others often is more important than anything else when it comes to spreading
a meme. This suggests that to spread a meme it should be repeated as often as
possible, to as many listeners as possible. However the results of the evolutionary
experiments also show that constant repetition is not the only way to do this. The
e-Pucks “solved” this problem by evolving to travel at similar speeds, increasing the
time they spend in proximity to each other. The e-Pucks evolved a smarter approach
to imitation, effectively ensuring the imitations they do make are more likely to be
heard, and hence be further imitated, rather than making more repetitions of the
memes, It does not matter how simple a meme is, how tailored it is to the attributes
of the source or destination, if the source never encounters another it will not pass
on the meme. Any other factors will only nudge the success of the meme spread in
comparison.
7.4.7. Traits and Behaviours in Individuals and Groups
The findings of this thesis can be described in terms of the traits and behaviours of
individual e-Pucks and how they relate to the traits and behaviours of the e-Puck
Groups.
Individual e-Pucks have a speed attribute. The e-Puck groups evolve to have similar
or different speeds, depending on their evolutionary drive. This gives the e-Puck
groups a group attribute describing the speeds of the individual e-Pucks as similar
or different.
Those e-Pucks in groups that evolve to move at similar speeds spend more time in
proximity to each other. This is a group behaviour, no individual can achieve this
without the assistance/complicity of the others. The increased time spent in close
proximity means that more memes are transmitted, both correctly and incorrectly.
For successful transmission of a specific meme the results suggest that it is more
important that there is a lot of transmission of memes than it is for the transmission
of the specific meme to be correct every time.
In terms of the individual behaviour of e-Pucks, moving at similar speeds to the
other e-Pucks in the group increases not only the amount of time spent in proximity
to, and amount of memes transmitted to, those other e-Pucks it also increases the
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amount of time each e-Puck spends singing. This then is an individual behaviour of
the e-Pucks that is caused by the group behaviour of the group that they are part of,
effectively linking measurable process to observable pattern. The effect is especially
noticeable in the seed e-Pucks.
Where the e-Pucks within a group move at different speeds less time is spent in
proximity to each other. This means that, in general, there is less opportunity for
memes to be transmitted. It also means that it is more likely that memes will be
truncated when an e-Puck moves in to proximity of a singer some time after that
singer began to sing. This effect is most visible with the seed e-Pucks. The seed
e-Pucks very quickly hear truncated versions of the seed meme sang back to them,
which they in turn then sing, sometimes truncating it further. The shorter the
meme is the greater the ratio of silent times between songs to the singing times
is, resulting in less time spent singing, especially for the seed meme. Therefore
the group behaviour (time in proximity) drives individual behaviour (time spent
singing) to a greater effect in some e-Pucks (the seed e-Pucks).
It is the behaviour of the seed e-Puck that results in the differences between the
groups evolved for different drives. However the seed e-Puck cannot affect these
changes on its own, all the e-Pucks must match speeds (or evolve diverse speeds) so
that the seed e-Puck can drive the behaviour of the group.
7.5. Research Limitations
There is, as always, a risk to extrapolating too much from experimental results. The
simulation, for all its complexity and detail, is still only a simplification of the real
world performance of the e-Puck robots. The e-Puck robots themselves are a limited
analogy to even the simplest of animals let alone human populations. Any results
from the experiments, any conclusions reached may apply only to the specifics of
the simulation set-up itself. However the results can be used to inform expectations
in similar situations and the similarity in results of the rest of the group suggests
the approach is sound.
With that caveat in place there are some limitations that should not be forgotten.
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7.5.1. The Fitness Functions
The fitness functions are, at best, a simplified measure of an e-Puck group’s fitness
level. Analysis of the results has highlighted some flaws in the fitness functions.
7.5.1.1. Spread Fitness Function
The fitness function for the spread is not a measure of how well memes are spread
within a group, it is specifically a measure of how well a single seed meme is spread.
As such it is a useful measure for looking at how a specific meme spreads. It does
not measure whether or not similar but distinct memes are also spread so it may
be the case that the seed meme spreads but so do other memes. In real world
terms it is possible that not only the desired meme is spread, that similar but
contradictory memes may also be spread. It gives no indication of the success of
spread in comparison to other memes only the amount to which that meme has been
spread.
7.5.1.2. Diversity/Similarity Fitness Function
The similarity fitness is based on a measure of difference from an idealised form of a
meme (Meme-Metric). As such it is a simplification that groups two memes of equal
overall length and number of pulses that are equally different from the idealised
meme (of that length and number of pulses) as being the same, even if they are
different from each other. This may mean the results are somewhat misleading.
This has no effect on the measures of spread (since only the seed meme, itself an
idealised meme, is considered). For further investigation either a more sophisticated
similarity measure should be developed or those memes beyond a specified level of
distortion from ideal should be grouped in to a single “noise” group, regardless of
meme length or number of pulses.
The fitness function itself evaluates the number of distinct meme groups, considering
a low number of meme groups to be evidence of “similarity” and a high number to
be evidence of “diversity”. It was known at the time that this was a simplistic
approach, that it did not take in to consideration the relative occurrences of each




During analysis of the results it was realised that the fitness function is not really
a measure of similarity of memes between e-Pucks as intended (this thesis uses the
terms of similarity/diversity throughout for consistency and to reflect the process of
the research). Instead it is a measure of the memes known by the group of e-Pucks,
whether or not the group as a whole has a small, similar vocabulary of memes across
its members or whether it has a large, distinct vocabulary. As such a group would
be considered “similar” if each e-Puck knew one distinct meme each. A group of
e-Pucks where seven e-Pucks each knew the same meme and it was the only meme
they knew and the eighth e-Puck also knew that same meme but also knew forty
other memes would be considered “diverse”. Similarity/diversity is a measure of the
size of the vocabulary across the group, it gives no indication of whether or not that
vocabulary is in any way shared.
7.5.2. “Physical” Limitations
The experiments and results only considered groups of eight e-Pucks moving around
in a bordered arena of limited size, with the e-Pucks moving in straight lines, reflect-
ing off walls and only turning to avoid collisions. Different group and/or arena sizes
may give different results. Given the conclusion that proximity to other e-Pucks due
to relative speeds it is very likely that any changes in how the e-Pucks move will
give different results, though it is expected that those results would still support the
conclusion that increased proximity results in greater spread and diversity.
7.5.3. Seed Meme Variation
The evolutionary experiments were all carried out with the same seed meme. This
was done for a number of reasons; the early experiments had already shown meme
structure had an effect, to allow the evaluation of the evolving attributes (i.e. to
examine how the e-Pucks might evolve to spread a meme rather than to evolve a
meme which can be spread easily), and for practical reasons. The simulation of
the evolution of a single group of e-Pucks over a hundred generations takes approx-
imately 36 hours. To carry out the experiments described for a single seed meme
(with three evolutionary drives and five distinct groups of e-Pucks for each drive)
takes a month before data analysis occurs. It is simply not practical to repeat this
for a range of seed memes. Finally there is a requirement to identify an idealised
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structure for the memes to allow for memes to be grouped together and to measure
similarity.
The results and conclusions therefore have the caveat of “for this specific meme”.
However while it is possible, indeed likely, that different seed memes would be better
or worse at propagation, there is no reason to believe that the relative effects of the
e-Puck attributes would be any different. (i.e. proximity caused by similar relative
speeds would result in the greatest spread and diversity).
7.6. Evaluation
The overall aim of this thesis was to “determine how behaviours of individual e-
Pucks interoperate to create community-scale phenomena. Of particular interested
is identifying e-Puck behaviours that lead to effective and accurate dissemination of
memes among individual e-Pucks within the community, and then understanding the
mechanisms by which those behaviours afford the emergent behaviour. Moreover,
this linkage is explored in both populations of homogeneous e-Pucks and heterogen-
eous e-Pucks, and the latter attracts a significant increase in state space.” (Chapter
1).
The following key questions were set out for each of homogeneous and heterogeneous
communities:
1. Which set of e-Puck behaviours best promote meme diversity?
2. Which set of e-Puck behaviours best inhibit meme diversity?
3. Which set of e-Puck behaviours best effect meme spread?
This thesis cannot give a complete list of all the factors and behaviours that affect
meme diversity and spread. This thesis has identified that, for the e-Puck robots as
used in these experiments, the single most important behaviour of the the e-Pucks in
determining meme diversity and spread is the relative speeds of the e-Pucks within
the group. Specifically e-Pucks moving at similar speeds will promote both meme
diversity and spread. e-Pucks moving at different speeds will conversely inhibit both
meme diversity and spread. e-Pucks moving at similar speeds spend more time in
close proximity and therefore have more opportunities to imitate and be imitated.
More imitation means that more mistakes will be made leading to more diversity but
also gives a specific meme more chance to be imitated correctly leading to increased
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meme spread. Differing speeds reduces the number of imitations and hence reduced
both the number of new memes created and the spread of a specific meme.
Of lesser importance the size and type of memory has a lesser effect. Smaller memory
sizes permit new memes to gain a foothold and mean that older memes may be lost
leading to a whim driven group of e-Pucks. Larger memory sizes protect older,
more established memes, any mistakes leading to new memes will be unlikely to be
repeated in comparison to the large number of repetitions of older memes.
Selection strategies have a lesser effect still. They do make a difference when speed
and memory are kept constant but even then the effect is small and highly variable.
To address these questions a simulation framework was required that met the fol-
lowing technical objectives:
1. To construct a simulator that captures realistic variation of inter-e-Puck com-
munication, representing errors in sound generation, transmission and detec-
tion;
2. To implement a suite of data visualisation tools to interpret simulation dynam-
ics at the individual, inter-individual, population and inter-population scales;
3. To implement a multi-core evolutionary search process able to support invest-
igations on behavioural properties of heterogeneous communities of e-Pucks.
The simulator required as described in objective 1 is described in chapter 3 and was
used in the experiments described in chapters 5 and 6. It is a high fidelity simulation
of sound generation, transmission, detection and analysis in e-Puck groups. A suite
of data visualisation tools (objective 2) is described in chapter 4 and these tools
were used in the analysis and presentation of results in chapters 5, 6 and 7. The
simulator is built as a package of applications that be used with Gnu Parallel to
implement an evolutionary search using multiple cores. This is described in chapter
3 and was used to generate the results used in chapters 6 and 7. Thus the technical




7.7.1. Simplify The Simulation
Given the results of the experiments it would be possible to simplify the simulator by
reducing the number of attributes that can be evolved. This should result in faster
experiments, with fewer attributes evolving the groups reach a final evolved state
over fewer generations. However emergent properties are hard to fully understand,
it is possible that the results rely on one or more of the other attributes in a way
that has not been observed. Removing the attributes and getting the same results
would be a useful confirmation. On the other a hand a different result with fewer
attributes would open up a line of research in to just exactly how those attributes
influence the results.
7.7.2. The Fitness Functions
The fitness functions have their limitations. Different fitness functions would likely
have different results and they might be informative.
A different approach, which would increase the complexity of the simulation, but
which might ultimately prove more useful, would be to consider breaking the direct
connection between the fitness function and the imitation. The direct connection
ensures that the groups will evolve to influence spread or similarity/diversity, that is
central to how evolutionary algorithms work. In a sense they give exactly what they
are asked to give. However when considering the origins of culture in humanity this
could be putting the cart before the horse, it is assuming that imitation is something
that must happen and that the spread of that which is imitated and the creation of a
wide or narrow range of memes is an evolutionary advantage. It is worth considering
if this is indeed the case.
One approach to this might be to develop a model that simulates an activity which
the individual agents and the groups of those agents can be measured for success.
Foraging for food would be a good example. On top of that model would be layered
the sound meme imitation model as used in this thesis. The agents would then be
given a way to link the two models together to, in effect, generate their own con-
ditions for cause and effect between sounds and foraging (and vice-versa). So one
e-Puck might make a link between hearing a particular meme and finding food near
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the source of that sound. Another e-Puck might develop, by chance, a “superstition”
that singing a particular meme before looking for food increases the chance of suc-
cess. The fitness function would then measure the group’s success at finding food,
any imitation behaviour would be less forced and occur more “naturally”, perhaps
creating a better analogy to the beginnings of human culture.
7.7.3. Examining Proximity - Swarms
This thesis highlights the importance of proximity in the spread and generation of
similarity/distinct memes, examining more sophisticated approaches to movement,
specifically movement related to proximity, is therefore likely to be interesting.
One approach might be to give the e-Pucks a flocking behaviour, based on Reynolds
boids [83]. The e-Pucks would move so they moved at the same speed, in the same
direction as the other e-Pucks they could see, and attempt to maintain a fixed
distance from any other e-Puck (giving them a preferred size of “personal space”).
This would cause the e-Pucks to congregate in to a flock and maintain it, this would
raise levels of proximity and should have a similar affect on spread and diversity.
Boids flocks do not distinguish between boids, each boid reacts to every other boid
it sees in the same way. An interesting variation on this for the simulator would be
to modify the flocking algorithm so that e-Pucks try to maintain proximity based
on the memes they hear. It could be set up so that e-Pucks moved closer to those
that imitated them and shunned those that didn’t. Or perhaps so that they were
attracted to e-Pucks that showed the creativity of creating new memes. Given a
stable starting point this could be a useful approach to evaluating the effect on
groups of how individuals react to memes.
7.7.4. With Proximity Fixed Do Other Factors Become
Relevant?
An obvious question is “when differences in proximity is taken out of the equation,
how do other differences affect spread and similarity/diversity?”. A simple approach
to this question would be to fix the e-Pucks in position, to remove all movement, and
see what happens when proximity is fixed. This approach, combined with different
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layouts, would also allow for an evaluation of the way different levels of proximity
affect the results.
7.7.5. Feedback of Success
The simulator could be modified to include some feedback from the singer e-Puck
to the listener to indicate the success of imitation. The sing cycle would be changed
to; sing a meme, listen for response meme, respond with a signal that indicates that
the listener mimicked it correctly or not. The listen cycle would change to; listen,
mimic meme heard, receive feedback.
This could be used to determine if a meme should be memorized (if told it was
correct) or not, but that would result in only successfully imitated memes being
memorized. The only time new memes would be added to memory would be when
an two e-Pucks hear a meme, both imitate it, one well, one badly, the original singer
responds to “success” because of the good imitation but the bad imitator interprets
that “success” signal as applying to it.
A more interesting approach would be to use the “success” signal to modify the
importance of the meme as it is added to memory. Each e-Puck could be given a
weighting for successful and unsuccessful imitations, the meme would be added to
memory a number of times based on the weighting. An e-Puck that “valued” suc-
cessful imitation might add a successfully imitated meme to memory as if it had been
heard ten times but an unsuccessfully imitated meme might get added only once.
Such an e-Puck might be considered a follower who valued conformity. Reversing
the weightings might represent an e-Puck that valued novelty and creativity.
Such an approach might be useful in examining how group dynamics are affected
by individual attitudes.
7.8. Building A Better Meme
This thesis cannot offer a definitive set of instructions for building a meme that will
spread its message, especially not on a human level, there are many factors affecting
the transmission of memes in people that have not been considered here. This this
has not considered the content of memes, how the emotional or intellectual impact
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of the meme will affect its uptake, the affect of humour or shock value. This thesis
has not considered the relationship between singer and listener, how the level of
trust between the two affect the transmission. In short this thesis does not take in
to account the higher level reasoning and emotions of the participants and so cannot
offer a complete set of guidelines for building better memes.
The success of Leskovec et al’s model in simulating the pulse of the news media
cycle in the US presidential election of 2008[64], shows the importance of imitation
and recency in the spread of memes, even when higher level reasoning and emotions
were involved.
This thesis examined the low level, near autonomic factors affecting inherent, un-
guided imitation and meme transmission. These instinctual level factors do, how-
ever, offer some insight in to building a better meme. The advice, based on this
thesis would be:
• most importantly - ensure the meme is being observed by as many people as
possible, it will not get passed on if nobody encounters it. If you can only
spread the meme to a few people yourself then spread it to people who can
and will spread it to many other people.
• keep it simple - keep the meme short and simple, that will reduce the chance
of errors during transmission and help the meme spread
• tailor the meme to the subjects - ensure the attributes of the subjects are taken
in to account when creating the meme, ensure the subjects can perceive and
reproduce the meme correctly and easily. A balance will need to be struck
between simplicity and tailoring.
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A. Data Visualisation Tools
A.1. Overview
Analysing the imitation of sound memes between e-Pucks, even in simulation, is
a complex task. Substantial amounts of data are generated and must be analysed
from a number of different perspectives.
At the lowest perspective there are the individual e-Pucks. Each e-Puck has to store
and analyse the sound memes it hears and compare these to the memes it has in
memory. Section 4.2 describes a visualisation technique for representing the memes
in an individual e-Pucks memory.
Section 4.3 follows on from this, describing how the data from a number of e-Pucks
is analysed to determine the connections between memes sang and memes heard.
The visualisation technique from 4.2 is then used to illustrate conversations between
two e-Pucks, and discuss the limitations of this technique.
Section 4.4 describes a new visualisation technique which has been named the me-
meograph. The memeograph is used to visualise the memetic evolution of memes
as they are mimicked between e-Pucks. The memeograph technique is also evaluated
and its limitations are discussed.
Section 4.5 describes a method of visualising the memes within a population of
e-Pucks, using three dimensional scatter plots, that can be used to compare the
differences between different populations of e-Pucks.
Sections 4.2 to 4.5 describe techniques of examining how the memes themselves
change in different, but fixed, populations of e-Pucks. Sections 4.6 and 4.7 describe
techniques to visualise how populations of e-Pucks change under different, meme
transmission based, evolutionary pressures.
Section 4.6 describes how the changes during the evolution process can be examined
and compared under differing evolutionary drives. Section 4.7 describes techniques
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for comparing the ultimately evolved populations to identify commonalities and
differences.
A.2. The e-Puck Perspective
The simulator keeps track of every perspective sang and every meme heard for each
e-Puck. It tracks the frequency at which each meme was sung and heard at and the
time it was heard at, writing it all to disk. Once the simulation is complete all this
data is analysed and the connection between memes sang and heard are made based
on the timings and frequencies of songs heard.
From the e-Puck’s perspective, the only information it is aware of is the memes
it holds within its memory. Depending on the type of simulation meme memory
is different. If the e-Puck has ungrouped/distinct memory then each meme heard
is stored as a different meme, even if it is the same as one already known. If the
e-Puck has grouped memory then repeated memes are stored only once, with each
having a counter to identify how many times it has been heard. The e-Puck may
have unlimited memory in which case all memes are stored or it may have limited
memory. The e-Puck does not distinguish between the frequencies memes were sang
at when they are being compared or stored. In human terms it is like hearing a
word spoken in a number of different accents at different times and remembering
only the word and how many times it has been heard.
The memory of an e-Puck is, then, a list of memes that have been heard. Each meme
is in the form of a series of timings of sound pulses and silences (subsubsection 3.3.3.1).






and so on. Memory 1 represents a meme that is composed of 500ms of sound, fol-
lowed by 500ms of silence, 500ms of sound, 500ms of silence and finished with 500ms
or sound. This data can be analysed but it is not intuitively easy to understand
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what is happening. The memory can be visualised by drawing each meme as a
two-toned colour bar with one colour for a sound pulse and another for silence. An
example of this is shown in Figure A.1 below.
Figure A.1. – Memes in a single robot memory. Left: sorted by time; Right: sorted
by structure (truncated). X-axis is the length of meme in ms; Y axis – running
order of the meme in the dataset. Every bar represents an individual meme, with
blue areas indicating sound pulses and light grey areas indicating pauses.
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The left hand chart shows the memes in the order they were added to memory. It
shows a time-line of memes heard from the first at the top to the last at the bottom.
At first glance this is a confusing image, it is difficult to see the memory as anything
other than a collection of random memes. However if the list is sorted it becomes
clearer.
The right hand chart has been sorted first by the number of pulses in the meme,
then by the overall length of the meme, then by the length of the first pulse. This
is intuitively easy to grasp. The variation in memes can be taken in at a glance.
In this example there are two distinct common memes, one with three pulses and
one with five pulses, and a few other rare memes. These two common memes vary
in overall length and in the lengths of the individual pulses. The insights from the
chart lead the development of the meme comparison metric that uses the number of
pulses, the meme length and a measure of the structure for comparing memes (see
subsubsection 3.3.3.1).
A.3. The ’between e-Pucks’ Perspective
The method of visualising memes described in section 4.2 can also used to visualise
the interactions between e-Pucks. Here rather than display the whole memory of
the e-Pucks only the memes sang and heard over a period of time are visualised.
This technique illustrates clearly what happens when e-Pucks interact, it shows the
connection between a meme sang by one e-Puck and the meme heard by another
and also shows how memes can be misheard.
Figure A.2. – a sample of a beginning of two-robot simulation run. Every bar
represents an individual tune (meme), with darker areas indicating sound pulses
and lighter areas indicating pauses.
Figure A.2 above shows the beginning of an imitation experiment with two e-pucks.
It alternates between showing what is being sang and being heard. It shows the
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experiment starting with only e-Puck 0 singing, both e-pucks hear that meme, each
responds by randomly singing one of the memes it knows. It is easy to see that
initially, both e-Pucks are correctly hearing and mimicking the memes the other
sang. The final heard section shows that one of the e-pucks must have gone off key
at the beginning and end of the meme leading to a new meme being heard in a
different frequency range.
This visualization does not scale well: it is a useful view of only a small number
of robots. With a large population of individuals it is difficult to conceive of a
visualization that would offer this detailed view. It also, clearly, reveals nothing as
to the source of the dynamics: e.g. not representing the transmission data events
from other robots. It is therefore not possible to interpret this dynamic without
recourse to inference from the experimental design and comparative views of other
individuals’ memories.
A.4. The Population Perspective
Being able to analyse the memory of each e-Puck is useful, as is being able to examine
a conversation between two e-Pucks, but in order to gain an understanding of what
happens across a simulation of multiple e-Pucks over an extended time period a
different view is required.
A graph showing the memetic evolution of the memes, showing the connections
between different memes as they are heard and mimicked, called a memeograph can
be created. In the memeograph each meme is represented by a node in the graph
with the edges between them describing imitation events. The spatial layout of
the nodes and the routing of the links was undertaken using the hierarchical layout
algorithm, implemented as a part of Graphviz software package (www.graphviz.org).
Figure A.3 below is an example of a memeograph.
Node:- Meme - each node represents a meme in the memory of a single e-Puck.
Depending on the memory strategy used by the e-Puck the node is interpreted
differently. If the e-Puck uses ungrouped memory where each time a meme is heard
it is stored as a new memory, the node represents a single instance of a single meme.
Thus the same meme may be represented by multiple nodes. If the e-Puck uses
grouped memory, where each meme is stored only once with a counter to indicate
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how many times it has been heard, the node represents every instance of a single
meme in the memory of that e-Puck.
The shape of the node indicates the identity of the e-Puck with the meme in its
memory. The colour of the node identifies the meme, there is no significance to
the two colours other than the combination representing a single meme (using two
colours this way allows for a greater range of memes to be identified by colour than
using a single colour, avoiding the problems of trying to identify if a meme is light red
or slightly lighter red, for example). The size of the node, large or small, indicates if
the meme was a seed meme, already present in memory at the start of the simulation
(large node) or if it is a new meme that has come into existence during the simulation
(small node). The numbers within each node represent the identity of the e-Puck
(top) and the index entry for the meme in the e-Puck’s memory (bottom).
Edge:- Imitation event - each edge between a pair of nodes represents an imitation
event. An imitation event is defined as one e-Puck singing a meme and one e-Puck
hearing a meme and adding it to memory. Figure A.4 describes some of the ways
that imitation events can occur. Note that a listening e-Puck treats all memes it
hears in the same way, even if the source of that meme is itself. Note also that where
an e-Puck is heard by multiple e-Pucks simultaneously there are imitation events
between the singer and each listener.
Figure A.3 is a truncated section of the memeograph of a simulation of eight e-
Pucks, each with ungrouped memory, moving around singing and mimicking each
other. The imitation events and the evolution of different memes they lead to are
clearly visible. It highlights a number of features of meme evolution. First, there
are long (vertical) chains of the same glyph: catchy tunes, which are repeated with
increasing frequency and by an increasing number of robots (i.e., different shapes)
as the simulation progresses. For example, see the long run of squares that are green
with a light green border (a particular meme sung by the square robot), which is
repeated frequently by other robots as well (circle, triangle, hexagon etc.). This
particular seed meme pervades the length of the memeograph.
There are other examples of non-seed memes exhibiting this same pervasiveness.
The right-hand branch of Figure A.3 shows three different newly generated memes,
depicted as small shapes, occurring over several imitations. However, there are just
as many non-seed (small) memes that fail to catch on. These are depicted by small
memes that exist at the terminal end of the sequence.
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Figure A.3. – Memeograph for direct memory strategy, showing long chains of
meme repetitions for some memes and other memes that are imitated once and not
repeated. Each node represents an instance of a meme in the memory of a single
e-Puck. The shape of the node identifies the e-Puck possessing the meme. The
meme is identified by the colour combination of the node. Large nodes are seed
memes; small nodes are new memes.
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Figure A.4. – Explanation of details of memeographs, examples taken from
Figure A.3
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For the grouped memory strategy, the overall memeograph topology is character-
istically different (see Figure A.5, in detail in Figure A.6). It necessarily has fewer
nodes – because of the grouping each meme is only represent once per e-Puck .
Edges are further annotated by the number of times they are repeated.
Figure A.5. – Memeograph for grouped memory strategy, with lines showing both
the repeated memes and meme variations as a consequence of transmission.
Memeographs are a useful tool, giving a good view into the dynamics of meme
transmission in a simulation run. Memeographs are not without their problems
though. They give a misleading impression of time within the simulation. While
there is a direct connection between the singing of one a meme by one e-Puck and
the hearing of that meme by another (or possibly the same e-Puck) that is indicated
by an imitation event edge there is no way of identifying whether the next imitation
event in a chain happens immediately or at some later time.
The memeographs do not indicate how similar (or dissimilar) two memes are, only
that they are distinct enough to be considered different. Similarly there is no indic-
ation of the physical proximity of the e-Pucks (though they must be close enough
to hear each other obviously).
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Figure A.6
Figure A.6. – Memeograph for grouped memory strategy, with lines showing both
the repeated memes and meme variations as a consequence of transmission. Detail
view of part of the memeograph from Figure A.5. The thickness of the links and the
numbers on the links indicate how many times the tail meme has been interpreted
as the head meme. (Head here refers to the node the edge is pointing to, tail to the
node at the other end).
A.5. The Cross-Population Perspective
The evolution of memes for any given population is highly dependent on the ini-
tial locations of the e-Pucks even if all other factors remain equal. To be able to
make any statements about the effects of a single e-Puck population it is necessary
to repeat the simulation with different initial locations and compare the results.
However the memeographs are not suited to this task. The conversations between
e-Pucks happen in an order determined by initial placement leading to very different
memeographs for the same initial population (with different starting locations). A
different visualisation is required which focuses on the resulting memes within the
population than on the imitation events.
To visualise the resulting memes for a simulation a 3d scatterplot is created (see
Figure A.7) using the meme metric developed to classify memes (subsubsection 3.3.3.1).
The axes are three measures of a meme: x-axis is total meme length, in milliseconds;
z-axis is number of sound pulses in the meme; and y-axis is a measure of the struc-
tural difference between the meme and an idealized meme of the same length and
number of pulses.
Visually, the overall structure can be seen as comprising several vertical strands
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and a fuzzy cloud at the top spreading along the shape defined by the columns.
This structure presents the development of memes from pre-seeded ones, at the
base of some columns. Seed memes lie at the base of columns since they have
idealized structure. The columns are formed from variations on these memes that
are still recognizably close to the original seed. The meme cloud at the top is the
tunes that developed from pre-seeded ones but cannot be traced to the original.
Of special theoretical interest is the cut-off point on a vertical axis after which the
columns dissolve into the cloud, and cluster analysis (Figure A.7) overlaid onto the
visualization reveals this.
Figure A.7. – 3D scatter plot of meme space, with random pick selection strategy.
X-axis is length (ms); y-axis is a measure of structural deviation from an idealized
meme; z-axis is the number of pulses. Red, Blue, Black and Green dots are memes
that are close enough to be considered a variation of a corresponding seed meme
(shown as solid circles).
A clear view of the emergence of structure in the community of memes from the
original (four) seed memes at the base of the diagram can be seen. The diagram
also reveals clusters of repeated memes with a very small amount of noise, towards
the meme cloud of variation. We can also clearly see the impact of selection strategy
on diversity from the size and shape of this meme cluster. A new insight of very
long memes with many pulses and silences is depicted as outliers (shown in the
top right of these visualizations). This form of diagram will scale – up to a visual
saturation of points in the space – as simulation size increases and there is no time
component. Of course, it is entirely dependent on our choice of axes, but nonetheless
this visualization works well, except for the following caveats. This visualization
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showed similarities among memes and hints at gradual evolution of memes along
vertical paths in the meme space, from the pre-seeded memes into the cloud at
the top. However, this impression of smooth trends in meme evolution may be
misleading, as was seen in the memory visualization of the single robot case. Here,
we are not able to see how this meme space evolved over time – we only observe it at
the beginning (implicitly through seed memes) and at the end (explicitly). Added
to this, we have no sense of the degree of repetition in this meme space.
A.6. Visualising Evolving Populations
Running the evolutionary simulator generates vast amounts of data. The evolu-
tionary simulator runs for one hundred generations, each generation consists of a
population of one hundred simulations, each run one hundred times and each sim-
ulation consists of eight e-Pucks. To gain an overview understanding of what is
happening in each evolutionary simulator run and to be able to compare different
evolutionary simulator runs it is necessary to abstract some of the data away.
One approach is to calculate for each generation an average, across all the e-Pucks
in all one hundred simulations in that generation, for the evolving attribute being
examined. Figure A.8 is an example of this showing how the average e-Puck speed
varied as the e-Pucks were evolved for similarity (to end up with a set of memes
that is well known among the e-Pucks).
Figure A.8. – Average e-Puck Speed
This is useful as an indicator of overall trend but the abstraction has lost some detail.
Each simulator run consists of eight e-Pucks, using this graph it is impossible to tell
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if all the e-Pucks are moving at similar speeds or at different speeds leading to the
same average.
A.7. Understanding and Comparing The Final State
of the Evolved Populations
The evolution trends shown in the previous section are useful but what is of most
interest are the final states that are evolved. A simple column chart view is used to
show the variation of each individual evolving attribute as shown in Figure A.9. This
view allows each evolutionary simulation to be shown as a single bar on the chart.
The chart shows the final average speed for fifteen separate runs of the evolutionary
simulator, five each of the three different evolutionary drives. These charts give an
at a glance comparison of the attribute, showing any trends and differences caused
by the evolutionary drives.
Figure A.9. – Final e-Puck Speeds
It is more informative to consider each e-Puck within a simulation run separately,
but the number of simulation runs carried out during an evolutionary simple make it
impossible to do this for every simulation. However the evolutionary simulator itself
converges until each of the one hundred simulations in a generation are identical.
While is not feasible to examine what happens to every e-Puck in the evolutionary
simulation it is possible to examine the final state of each evolutionary simulation
in some detail.
To visualise all the data for each e-Puck in the final states of each evolutionary sim-
ulator at once is not easy. This thesis attempts to do this using a three dimensional
scatterplot. An example of this is shown in Figure A.10. The selection and memory
strategies are combined together to give the x-axis: numbers 0 to 3 represent the
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four selection strategies with grouped memory and numbers 4 to 7 represent the
four selection strategies with ungrouped memory. The y-axis shows the speed of
each e-Puck in cm/s. The z-axis shows the memory size of each e-Puck, the num-
ber of memes that can be stored. The size of each point is proportional to the
forgetting multiplier, a smaller the multiplier means that the e-Puck forgets memes
faster. Hence a larger circle represents an e-Puck with a memory that degrades more
slowly than an e-Puck with a smaller circle. The colour of each point represents the
forgetting threshold, the level at which memes are forgotten. A higher threshold
means that memes are forgotten sooner. The multiplier and the threshold together
give an indication of how long memes are remembered. Note that memes are either
remembered correctly or forgotten, there is no degradation in the quality of memory.
Figure A.10. – Evolutionary Attributes
Together, this suite of visualisation tools gives the ability to probe the complex
dynamics of e-Puck interactions of varying scales (individual, group interactions,
group evolution) over both ecological (Chapter 5) and evolutionary (Chapter 6)
time-scales.
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This project has attempted to address the question "how does culture emerge?" in a
radical new way. We have built a small ’society’ of robots and programmed them to
learn from each other socially, by imitation. We call these robots Copybots. We have
conducted two sets of experiments, one with real, physical robots in which robots
learn movement patterns or memes (which we can think of as simple ’dances’) from
each other, and another in which simulated robots learn sound patterns (’songs’)
from each other. In both sets of experiments the Copybots (like animals and hu-
mans) do not imitate perfectly. The errors caused by imperfect imitation over suc-
cessive copies mean that, over time, the behaviours (dances or songs) evolve into
new and different patterns and, under some conditions, these new patterns come to
dominate the robot society for awhile, rather like fashions. We believe that these
robot experiments offer an embodied yet abstract model of how new behavioural
’traditions’ emerge through imperfect social learning.
In parallel a third set of experiments has investigated the dynamics of meme –
gene co-evolution by developing a computational model (Bayesian network) with
competing memes (e.g. for health advice and advertising) co-evolving with genes
(e.g. for diabetes and self-control).
A fourth strand of work has complemented the experimental work, and interpreta-
tion of its results, with an investigation of children’s perception and interpretation
of robot behaviours.
We believe this project has made significant progress toward its aims and objectives.
In particular we claim three headline achievements:
1. We have identified and experimentally investigated of a set of interacting prop-
erties that appear to promote the emergence of (artificial) culture. These in-
clude: memory; implicit fitness; physiological factors leading to ‘attractors’ for
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emerging or dominant new behavioral patterns (memes); and the huge import-
ance of contingency, i.e. an early low fidelity imitation followed by (several)
high fidelity imitations which inherit novel features of the initial poor quality
copy leading to new emerging memes.
2. We have developed a new method for exploring the emergence of culture: an
embodied model that exhibits open-ended behavioural (memetic) evolution,
together with visualization and analysis tools and methods for interpretation
of data collected from the model.
3. We have developed a new method for modelling the social science of micro-
interactions. We believe this has potential for modelling and informing in-
tervention strategies by, for instance, introducing individuals with different
behaviours and the study of the resulting effect on the group.
This project has been a cross-disciplinary collaboration between 6 universities span-
ning the arts, humanities, social and natural sciences, characterised by fruitful and
close working between project partners and across disciplines. A shared commitment
to open science and public engagement has resulted in informal reported through a
project website, a blog and public lectures during the project lifetime.
Core project partner contributions include:
• Art history and cultural theory: exploring the paradigm shift that complexity
science offers to the exploration of arts-science interface with reference to the
evolution of emergent culture, Tennant Jackson, Leeds Met;
• Ecology: meme diversity and transmission fidelity in artificial proto-cultures,
Bown and Guest, Abertay Dundee.
• Philosophy: theory of complexity; principles of social and cultural interven-
tions, Durie, Exeter;
• Robotics: structure in behaviours (movement memes) evolved through em-
bodied imitation; imitation enhanced individual learning, Winfield and Erbas,
UWE Bristol;
• Social Science agent-based modelling: investigating the dynamics of meme-
gene co-evolution, Sutcliffe and Wang, Manchester;
• Social Science: children’s perception and interpretation of robot behaviours,
Griffiths and Bhamjee, Warwick.
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