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PREFACE 
The implicit and inverse function theorems of classical 
differential calculus represent an essential element in the 
structure of the calculus. 
In this paper the authors consider problems related to 
deriving analogous theorems in quasidifferential calculus. 
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A D I R E C T I O N A L  IMPLICIT FUNCTION THEOREM 
FOR QUASIDIFFERENTIABLE FUNCTIONS . 
V.A.  Demidova and V . F .  Demyanov 
1 .  INTRODUCTION 
I n  t h i s  paper  w e  c o n s i d e r  problems r e l a t e d  t o  t h e  d e r i v a -  
t i o n  o f  ana logues  i n  q u a s i d i f f e r e n t i a l  c a l c u l u s  t o  t h e  i m p l i c i t  
and i n v e r s e  f u n c t i o n  theorems o f  c l a s s i c a l  d i f f e r e n t i a l  c a l c u l u s .  
L e t  us  f i r s t  r e c a l l  some d e f i n i t i o n s .  A f u n c t i o n  $ d e f i n e d  
and f i n i t e  on a n  open se t  S  o f  Em i s  c a l l e d  q u a s i d i f f e r e n t i a b l e  
a t  x E S  i f  i t  i s  d i r e c t i o n a l l y  d i f f e r e n t i a b l e  -- a t  x  and i f  t h e r e  
e x i s t s  a  p a i r  of  convex compact sets - a $  ( x )  C E and a$ ( x )  C Em such  
m 
t h a t  f o r  any g E Em 
1 a +  (x )  = l i m  - [ $  (x+ag)  - $  ( x )  I = max ( v , g )  + min (w ,g ) .  
- 
ag c~-++o V E  - a $  ( x )  w E %$ ( x )  
The p a i r  D+ ( x )  = [ a +  - ( x )  ,T$ (x) 1 i s  c a l l e d  a  quasidifferentia2 
of  $ a t  x; it i s  n o t  unique .  The prbpert-es of q u a s i d i z f e r e n t i a b l e  
f u n c t i o n s  w e r e  f i r s t  i n v e s t i g a t e d  i n  [ I -31 .  Th i s  work l e d  t o  t h e  
development of  q u a s i d i f f e r e n t i a l  c a l c u l u s ,  which i s  a  gene ra l -  
i z a t i o n  of  c l a s s i c a l  d i f f e r e n t i a l  c a l c u l u s  ( s e e ,  e . g . , [ 4 - 6 1 ) .  
Some e x t e n s i o n s  t o  Banach space s  a r e  d i s c u s s e d  i n  [ 4 1  and [51 . 
The i m p l i c i t  and i n v e r s e  f u n c t i o n  theorems of  c l a s s i c a l  
d i f f e r e n t i a l  c a l c u l u s  r e p r e s e n t  an e s s e n t i a l  e lement  i n  t h e  s t r u c -  
t u r e  of  t h e  c a l c u l u s  and have impor t an t  a p p l i c a t i o n s .  The problem 
of  d e r i v i n g a n a l o g o u s  theorems i n  q u a s i d i f f e r e n t i a l  c a l c u l u s  
was i n t roduced  and b r i e f l y  examined i n  [ 5 , 6 ] .  I n  t h e  p r e s e n t  
paper w e  con t inue  o u r  s t udy  o f  t h i s  problem. 
2 .  AN IMPLICIT FUNCTION THEOREM 
L e t  z = [ x , y ] ,  x € E m ,  y  € E n ,  and l e t  t h e  f u n c t i o n s  f .  ( z )  
1 
(i E 1 :n)  be f i n i t e  q u a s i d i f f e r e n t i a b l e  on Em+n . 
Consider t h e  fo l l owing  system: 
This  can be r e w r i t t e n  i n  t h e  form 
where 
The problem i s  t o  f i n d  a  f u n c t i o n  y ( x )  such t h a t  
Unfo r tuna t e ly  w e  canno t  s o l v e  t h i s  ve ry  g e n e r a l  f o rmu la t i on  
o f  t h e  problem f o r  an a r b i t r a r y  q u a s i d i f f e r e n t i a b l e  sys tem o f  
type  ( I ) .  But what w e  s h a l l  t r y  t o  do i s  t o  s o l v e  t h i s  
problem f o r  a  g iven  d i r e c t i o n  g E E  . W e  s h a l l  c a l l  t h i s  a  d i r e c t -  
m 
t i o n a l  i m p l i c i t  f u n c t i o n  p rob l em .  
Suppose t h a t  z0 = [xO ,yo ]  i s  a  s o l u t i o n  o f  sys tem (1)  , i . e . ,  
Consider t h e  sys tem o f  e q u a t i o n s  
f ( x o  + ag ,  y ( a ) )  = 0  
where a > 0  . 
Since  t h e  f u n c t i o n s  f  a r e  q u a s i d i f f e r e n t i a b l e  f o r  any i 
q  € En,  w e  have from ( 1 ) 
a f .  (2 , )  
P 
+ 0 .  (a1q)  = a  a[g,ql 1 + 0 .  ( a , q )  1 
where 
a f i  (2 , )  
- 
max [ ( V , ~ ~ Z J ) + ( V ~ ~ ~ ~ )  I + 
a [ q l q l  Vi ' - 3 5  1 ;~ ( z 0 )  
min [ (w l i Ig )  + ( w Z i 4 )  1 
w i ~ % f ~ ( z ~ )  
H e r e  Dfi ( z )  = [ a f i ( z )  - > f .  ( z )  1 i s  a  q u a s i d i f f e r e n t i a l  o f  f i  a t  z ;  
1 1  
- 
a f i ( z )  CEm+n 
- I a f i ( z )  c E m + n  a r e  r e s p e c t i v e l y  sub- and s u p e r d i f f e r e n -  
t i a l s  o f  f i  a t  z  (convex compact s e t s ) ;  vi = [ V , ~ , V ~ ~ ]  , and 
w i = [ ~ ~ ~ , w ~ ~ l  . 
L e t  q  E E  be a s o l u t i o n  t o  t h e q u a s i - l i n e a r  system 
o n  
Suppose t h a t  i n  ( 3 )  
un i fo rmi ly  w i th  r e s p e c t  t o  
where 6 > 0 ' i s  f i x e d .  
Is  i t  p o s s i b l e  t o  f i n d  a  v e c t o r  f u n c t i o n  ~ ( a )  w i th  % > O  
such t h a t  
where T ( a )  E E Va E [ O , a o ] ?  
n  
Take ~ z 0  and i n t r o d u c e  t h e  s e t s  
- 
> max [ ( v l i r q )  + ( ~ ~ ~ ' 9 ~  1 1  - € 1 ,  
vi E - a f i  ( z 0 )  
S min [ (wl i tq )  + ( ~ ~ ~ ~ q ~ )  1 + i 1 ,  
Wi ~ a f ~ ( ~ , )  
- max [ ( v l i d  + ( ~ ~ ~ & l ~  + ~ ) l ) ,  
- min [ ( W  , g )  + ( ~ ~ ~ ~ q ~  + 1 1 1  1 - 
w, E T f ,  ( 2 , )  1 1  
I t  i s  c l e a r  t h a t  a l l  t h e s e  s e t s  depend on z o , g , q o .  Note t h a t  
mappings R .  (T) and R; ( T  a r e  upper-semicontinuous (i. e.  , c l o s e d )  
-1 
and t h a t  f o r  any E > O  t h e r e  e x i s t s  a  6 ,>0 such t h a t  

- - 
Here v2i (r) E V ~ ~  (r) , w~~ (r) EW*~(T) where 
The mappings v (r) and w ~ ~ ( T )  are upper-semicontinuous. Now 1 i 
introduce the set M(r) of matrices such that A€N(r) if A is a 
matrix with i-th row [v (T) + where 2i 
- - 
vZi(~) E V ~ ~ ( ~ )  and w (r) EW2i(r) . 2i 
For any fixed r the set M(r).is convex and upper-semicontinuous. 
Let us denote by ME (where E > 0) the set of matrices defined 
as follows: 
From (8) it is clear that 
M(r) =ME Vr ES6 (0) . (11) 
1 
Note that if 61 = fil (E) in (11) then (8) is satisfied. 
Theorem I .  If for some E>O we have 
min det A > 0 
AEME 
then for a positive and sufficiently small there exists a solution 
~ ( a )  to system (7) or, equivalently, to the system 
P r o o f .  L e t  u s  c o n s t r u c t  t h e  mapping 
where 
From ( 1  1 )  and (12 )  it f o l l o w s  t h a t  $a ( T )  i s  upper - semicon t inuous  
( f o r  any  f i x e d  a E I O , , a o l )  i n  T E S  ( 0 )  a n d  t h a t  
61 
T h i s  means t h a t  a l l  o f  t h e  c o n d i t i o n s  o f  t h e  Kaku tan i  theorem 
(see [ 7 , 8 ] )  a y e  s a t i s f i e d  and  t h e r e f o r e  t h e r e  e x i s t s  one  p o i n t  
T ( a )  which i s  a  f i x e d  p o i n t  o f  t h e  mapping $ a ( ~ )  : 
From ( 6 )  and ( 9 )  it i s  a l s o  c l e a r  t h a t  
Now from t h e  above  e q u a t i o n  and  ( 1 0 )  it f o l l o w s  t h a t  
F i a ( ~ ( a ) )  = 0  . Q . E . D .  
C o r o l l a r y .  I f  q o  i s  a  s o l u t i o n  ; t o  ( 5 )  and  t h e  c o n d i t i o n  
(12 )  o f  Theorem 1 i s  s a t i s f i e d  t h e n  sys t em ( 2 )  h a s  a  s o l u t i o n  y ( ~ )  
d e f i n e d  on  [O,aO1 (where u > O )  s u c h  t h a t  0  
1  y i ( 0 )  l i m  - [ y ( a )  - y ( 0 )  I = qo  . 
a++0 a 
W e  s h a l l  c a l l  Theorem 1 a  d i r e c t i o n a l  i m p l i c i t  f u n c t i o n  t h e o r e m .  
Of c o u r s e ,  t h e r e  c o u l d  b e  s e v e r a l  s o l u t i o n s  t o  ( 5 ) ,  o r  
none a t  a l l .  
It is important to be able to solve systems of equations 
of the form 
max [(vlit9) + ( ~ ~ ~ ~ q ) 1  + min [:(wlilg) + ( ~ ~ ~ , q ) ]  = 
V. € 0  
1 li w. E a 1 2i 
where vi = [vlir ~ ~ ~ 1 ,  w = [wlil w I ,  and aliCEm+n 2i and 
a2iCEm+n are convex compact sets. 
We shall call systems of this type quasilinear. 
In some cases (for example, if ali and a are convex hulls 2i 
of a finite number of points) the problem of solving quasilinear 
systems can be reduced to that of solving several linear systems 
of algebraic equations (we shall illustrate this later on). 
3. AN INVERSE FUNCTION THEOREM 
Now let us consider a special case of the problem, namely, 
where syst3em (1) is of the form 
x (i) + mi (y) = o V. E 1 :n, 
1 
where 
and the functions Gi are quasidifferentiable on E . 
n 
Suppose that z = Ixo ,yo] E E2n 0 is a solution to (13), i.e, 
Choose and fix any direction gEEn. We now have to consider 
two questions : 
1. What conditions are necessary for the existence of 
a positive a and a continuous vector function y(a) such that the 0 
expressions 
are satisfied? 
2. If y (a) exists does 
1 
yL(0) lim - [y(a) - y(0) I 
a++O a 
necessarily exist? 
To answer these questions we turn to Theorem 1 and its 
corollary. Let D$i (y) = [ami - (y) (y) ] be a quasidifferential 
of $i at y. We then have 
Pi(yO + aq) = $i(yO) + a max ( ~ ~ 1 4 )  + 
E y q y O )  
In this case equation (4) takes the form 
max (vilq) + min (wi I q) = -gi ViE1:n .(16) 
vi E a$i (yo) wi (yo) 
Suppose that qO €En is a solution to (16) and that in (15) 
uniformaly with respect to q E S6 (40) 
We now introduce the sets 
- 
= Iw i  E % $ ~  ( y o )  1 ( w i l d  G min (wi1q) + E }  
R i E  w .  E $ @ .  (y  
1 1 0  
Let  M E  be a  s e t  of  m a t r i c e s  d e f i n e d  a s  f o l l o w s :  
where E 2 0  . 
T h e o r e m  2 .  I f  f o r  some E > 0  w e  have 
min d e t  A > 0  
A E M E  
t h e n  t h e r e  e x i s t  an a. > o  and a  con t inuous  v e c t o r  f u n c t i o n  y ( a )  
such t h a t  
and 
Remark I .  I n  t h e  c a s e  where each of  t h e  sets - a @ i ( y o )  and 
- 
a@i (yo )  ( f o r  a l l  v a l u e s  o f  i) i s  a  convex h u l l  of a  f i n i t e  number 
o f  p o i n t s ,  it can  be shown t h a t  Theorem 2 i s  v a l i d  i f  (17)  ho ld s  
f o r  E = 0 .  An analogous  r e s u l t  c an  a l s o  be ob t a ined  f o r  Theorem 1 .  
Remark 2 .  Suppose t h a t  [XG; y o ]  i s  a  s o l u t i o n  t o  ( 1 4 ) .  Then 
t o  s o l v e  t h e  d i r e c t i o n a l  i n v e r s e  f u n c t i o n  problem it i s  neces sa ry  
t o  f i n d  a l l  t h e  s o l u t i o n s  t o  (16)  and check whether c o n d i t i o n  
(17) i s  s a t i s f i e d .  
A s  an  i l l u s t r a t i o n  of  Theorem 2 and t h e  u se  o f  t h e  t e chn ique  
o u t l i n e d  above w e  s h a l l  now p r e s e n t  a  s imple  example. 
( 2 ) )  E E ~ ,  xO = Example .  L e t  x  = ( X ( ~ ) , X ( ~ ) )  E E 2 ,  y  = ( y  , y  
Consider the following system of equations: 
This system is simple enough to be solved directly. It is 
not difficult to derive the following solutions: 
I n  t h i s  example it i s  o b v i o u s  t h a t  [xo  yo ]  s a t i s f i e s  ( 1 8 ) .  Now 
I 
c o n s i d e r  t h e  ( a r b i t r a r i l y  c h o s e n )  f o u r  d i r e c t i o n s  g l  = ( 1 , 0 ) ,  
9, = ( - 1 , O ) I  g 3  = ( 1 1 1 )  1 g 4  = ( - 1 , - 1 )  . 
F o r  g  w e  h a v e  xo  + agl = ( a , O ) .  W e  now l o o k  a t  e a c h  o f  
~ 1 
t h e  p o s s i b l e  s o l u t i o n s  i n  t u r n .  
From ( 1 9 ) .  y l l ( a )  = ( a , a ) € Q l  fJa > O ,  i . e . ,  y l l ( a )  s a t i s f i e s  
( 1  4 )  f o r  a l l  a > 0  and t h e r e f o r e  y l  ( a )  i s  a d i r e c t i o n a l  i n v e r s e  
f u n c t i o n  o f  (13 )  i n  t h e  d l  r e c t i o n  g l  and 
S o l u t i o n  ( 2 0 )  y i e l d s  t h e  same d i r e c t i o n a l  i n v e r s e  f u n c t i o n  
a s  (19 )  . 
1 1 From (21)  w e  o b t a i n  y l j  ( x )  = ( -  a ,  a )  ; i n  t h i s  case 3  
Y13 9 R 3  Ua>O and t h e r e f o r e  y 1 3 ( a )  i s  n o t  a  d i r e c t i o n a l  i n v e r s e  
f u n c t i o n  o f  ( 1 3 )  i n  t h e  d i r e c t i o n  gl.. 
1  From (22)  y 1 4 ( a )  = ( I !j- a )  $Z nr Va>Ol and t h e r e f o r e  y 1 4  ( a )  
i s  also n o t  a  d i r e c t i o n a l  i n v e r s e  f u n c t i o n o f  ( 1 3 )  i n  t h e  d i r e c t i o n  
91 
S o l u t i o n s  (23) and ( 2 4 )  y i e l d  t h e  f u n c t i o n s  y15  ( a )  
= Y16 ( a )  = (-a,-a), where 
and y 1 6 ( a ) ~ Q 6  Va 0  . 
Thus y 1 5 ( a )  = y ( a )  i s  a d i r e c t i o n a l  i n v e r s e z f u n c t i o n  of 
(13)  i n  t h e  d i r e c t i o n  g l  and y' ( 0 )  = ( -1  . - I )  = qO5 . 1 5+ 
~ h u s  t h e r e  a r e  two d i r e c t i o n a l  i n v e r s e  f u n c t i o n s  o f  (13) i n  t h e  
d i r e c t i o n  g l  : y l  ( a )  = ( a ,  a )  and y  ( a )  = ( - a I  -a )  . 
15 
Now l e t  u s  c o n s i d e r  g2  = 1  I 0  From (1 9 ) ,  
and t h e r e f o r e  y Z l ( a )  i s  n o t  a d i r e c t i o n a l  i n v e r s e  f u n c t i o n  of  
( 1  3)  i n  t h e  d i r e c t i o n  g  2 ' I n  t h e  same way w e  o b t a i n  ( f o r  a>O) : 
1  1  1 1 yZ3 ( a )  = ( ~ a ,  J a )  8 A 3 t  y24 ( a )  = ( -  - - a t -  5- a )  B Q 4 -  3  
T h i s  means t h a t  t h e r e  i s  no d i r e c t i o n a l  i n v e r s e  f u n c t i o n  o f  t h e  
system(l3) i n  t h e  d i r e c t i o n  g 2 .  
The s a m e  i s  a l s o  t r u e  f o r  t h e  d i r e c t i o n  g3 = ( 1 , l )  s i n c e  
f o r  a >  0 
I n  t h e  same way w e  f i n d  t h a t  t h e r e  a r e  two d i r e c t i o n a l  
i n v e r s e  f u n c t i o n s  o f  (1 3 )  i n  t h e  d i r e c t i o n  qU = (-1 , -1 ) : 
Now let us solve the problem again using the results of 
Theorem 2. System (18) can be rewritten in the following form 
(see (13)): 
The functions and $2 are quasidifferentiable. We first find 
their quasidifferentials at yo = (OfO) :
- - 
D $ ~  (yo) = (yo) I a @ ,  (yo) 1 I D$2(y~) = [am2 (yo) am2 (yo) 
(25) 
where 
For any fixed g = (g(l)f g(2))f we have to solve (16) and 
find = (qo 
(1 
qo (2)). From (25) and (16) we obtain the 0 
system 
(lIq(l) + min w (2Iq(2) - 
max - 
(1 
v1 1 
v1 E [-1.11 W1 (2) E [-2,2] 
I n  g e n e r a l  w e  canno t  s o l v e  (16)  b u t  i f  - ami  and Bmiare convex 
h u l l s  of  a  f i n i t e  number o f  p o i n t s ,  a s  i s  t h e  c a s e  h e r e ,  w e  c a n  
s o l v e  (26)  by c o n s i d e r i n g  t h e  f o l l o w i n g  e i g h t  l i n e a r  sys tems of 
a l g e b r a i c  e q u a t i o n s :  
The systems (27) - (34) a r e  a l l  nondegenerate and t h u s  
s o l u t i o n s  e x i s t  f o r  any g € E 2 -  
Take g l  = ( 1 , O )  . Solving (27) - (34) we o b t a i n  f o u r  d i f f e r e n t  
v e c t o r s :  
1 1  q l l  = ( T t  5- ) (from (27) and (28) , 
q12 = 1 - 1  (from (29) and ( 3 0 ) )  , 
q  = 1 1  (from (31) and (32) )  , 
1 1 
q 1 4  = ( - 5 -  I -  - 3  (from (33) and ( 3 4 ) )  . 
Now it i s  necessary t o  check which of t h e  va lues  of  q i i  a r e  
s o l u t i o n s  t o  ( 2 6 ) ,  i . e . ,  s a t i s f y  
max v1 ( 1 I q ( l )  + min W1 ( 2 I q ( 2 )  = -1 
v 1 ( ' I  E [ - l , l ]  W1 ( 2 )  € [ - 2 , 2 ]  (35)  
max (v2  , 4 )  = O  . 
v 2 € c 0 {  ( - 1 1 1 ) t  ( l t - l ) }  
A quick  check shows t h a t  on ly  v e c t o r s  q 1 2  and q13  s a t i s f y  ( 3 5 ) .  
For q 1 2  = ( - 1 , - 1 )  we have 
R = { v l  € a$l ( Y O )  1 ( ~ 1  , q 1 2 )  = min ( J 1 , q 1 2  ) I  = { ( - 1 , 1 0 ~ } 1  
-1 0 - 
v1 ( y o )  
- 
R1 0 = {wl €7ml ( y o )  I (w1,q12) = min ( w 1 , q 1 2 ) }  = { ( O f L ) }  t 
W ,  ( Y O )  
R = {v, 
-2 o ,L ~ 2 0 ,  ( y o )  I ( v 2 , q 1 2 )  = max ( v 2 l q l 2 ) }  = 
v2  (yo )  
- 
R Z O  = {w2 €a+, ( y o )  I (w2 ,q12)  = min (w2 ,q12)  I = I ( O , O )  1 . 
w2 € 3 4 ,  ( y o )  
Then 
where A1 = (I: ;), A2 = ti-;) 
Xote t h a t  
and d e t  A. = 0,  i . e . ,  c o n d i t i o n  (17)  i s  n o t  s a t i s f i e d .  But we 
shou ld  remember t h a t  c o n d i t i o n  (17)  was o r i g i n a l l y  i n t r o d u c e d  t o  
d e a l  w i t h  Oi ( a , q )  i n  (1 5)  . a n d  t h a t  it i s  a  s u f f i c i e n t ,  n o t  necess -  
a r y  c o n d i t i o n  f o r  t h e  e x i s t e n c e  o f  a  d i r e c t i o n a l  i n v e r s e .  I n  o u r  
c a s e  O 1 ( a , q )  = 0  f o r  a l l  v a l u e s  o f  i and q ,  and t h e r e f o r e  t h e r e  
must be a  v e c t o r  f u n c t i o n  y I 2  ( a )  such t h a t  
and 
iqoving t o  q  = ( 1 , 1 ) 1  and f o l l o w i n g  t h e  same l i n e  o f  argum- 
13 
e n t  we deduce t h e  e x i s t e n c e  o f  a  v e c t o r  f u n c t i o n  y  ( a )  such t h a t  13 
and 
Thus there are two solutions to (15) for gl = ( 1  0 : y12 (a) 
and y13(a). This duplicates the result obtained earlier. 
E'or g2 = (-1,O) we again arrive at the four vectors 
calculated previously as solutions to (27) - (34); however, none 
of them satisfies (26) . Thus the system (1 3) has no directional 
inverse function in the direction g2. 
For g3 = (1 ,l) , solving the systems (27) - (34) yields six 
different vectors: 
q31 = (1,O) (from (27) and (29)), 
q32 = ( - 1 0  (from (32) and (34)), 
- ) (from (28)). q33 - ( -  F 
1 2 
q34 = (F - - 3 (from (33)). 
93 5 = (-3, -2) (from (30)), 
q36 = (3,2) (from (31)) . 
These values should then be tested by substituting them into 
(26) (for q = 1, q (2) = 1 We find that none of these six 
vectors satisfies (26), and therefore system (13) has no direction- 
al inverse function in the direction g3. 
For g4 = (-1,-1 ) we obtain the same six vectors as for g3 
b u t  now q Q l  = (1 .0)  a n d  q 4 2  = - 1  0  s a t i s f y  (26 )  ( t h e  f o u r  o t h e r  
v e c t o r s  s t i l l  d o  n o t ) .  C o n d i t i o n  ( 1 7 )  d o e s  n o t  h o l d  b u t  it i s  
n o t  e s s e n t i a l  t o  i n v o k e  Theorem 2  i n  t h i s  case s i n c e  i n  (15 )  
Thus f o r  t h e  d i r e c t i o n  g 4  = ( - 1 - 1 )  t h e r e  are t w o  d i r e c t i o n a l  
i n v e r s e  f u n c t i o n s  yil l  ( a )  a n d  y 4 2  ( a )  s u c h  t h a t  
and  
~ ' 4 1 +  ( 0 )  = I I y I Q 2 +  ( 0 )  = (-1.0) . 
T h i s  a g a i n  d u p l i c a t e s  t h e  r e s u l t s  o b t a i n e d  ear l ier .  
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