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Abstract Computer programming is a domain of knowledge that is generally considered 
difficult by students, many of whom experience low levels of achievement and become 
disillusioned. This paper suggests that cognitive load theory needs to be taken into account 
when designing instructional materials for this domain. The cognitive load that is experienced 
by a student can be considered to be made up of three types: intrinsic, extraneous, and germane. 
Computer programming has ·a high intrinsic load and it is therefore necessary to reduce the 
extraneous bad as much as possible by using .techniques such as the study of programming 
examples. Germane cognitive load can then be applied by removing certain parts of the 
solutions to the examples and then requiring students to complete these part -complete solutions 
thereby encouraging schemata creation in longterm memory. A new software tool called 
CORT (Code Restructuring Tool) has been created which utilises this !>art-completion method. 
Introduction 
In education, certain subjects· require problem solving skills and are considered by many students to be 
inherently difficult. An example of such a subject is software development and this requires students to be able 
to analyse problems and then design and implement solutions in a computer programming language. It has been 
observed that a large number of students achieve only low grades and become disillusioned with the subject, for 
example Perkins, Schwartz, & Simmons (1988) state that: 
Students with a semester or more of instruction often display remarkable naivete about the 
language that they have been studying and often prove unable to manage dismayingly si~ple 
programming problems. 
Also, King (1994) states: 
Even after two years of study, many students had only a rudimentary understanding of 
programming. 
One of the reasons for the above is that students experience a very high cognitive load during their 
learning and this paper proposes that cognitive load theory needs to be carefully taken into account in the design 
of learning materials and tools for such problem solving domains. The paper then describes a software tool 
called CORT (Code Restructuring Tool) that has been built by the author and used with novice programmers at a 
university in Australia. 
Cognitive Load Theory 
Cognitive load theory is built upon the idea that working memory is limited to around seven chunks of 
material (Miller, 1956) and that people can only deal with two or three elements simultaneously. The degree of 
interactivity between the elements also affects the capacity of working memory. 
Chess playing can be considered a problem solving domain and research (Chase & Simon, 1973) 
showed that the main difference between novices and experts was the fact that the latter had thousands of board 
configurations, as many as 100000 (Simon & Gilmartin, 1973), stored in long-term memory within schemata. 
The consequence is that, unlike less-skilled players, experts do not have to spend as much time searching for 
good chess moves using their limited working memory. Similarly, research into problem solving (Carroll, 1994) 
confirmed that, compared to novices, experts have knowledge of an enormous number of problem states and 
their associated moves. Such states are within long-term memory and such research indicates that human 
problem solving comes from stored knowledge and not from complex reasoning within working memory. It is 
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suggested that humans are poor at complex reasoning unless most of the elements with which we reason are 
already in long-term memory, working memory being incapable of highly complex interactions using novel 
elements (Sweller, van Merrienboer, & Paas, 1998). This means that novices who are attempting a problem must 
engage in complex chains of reasoning using their working memory and in doing so it is likely that working 
memory will be overburdened. In other words the cognitive load on novices is too great. 
Ways in which cognitive load can be reduced for novice problem solvers are thereure very important. 
In the schema theory of model representation, a schema can be anything that can be treated as a single entity or 
element such as a mathematical formula or a particular programming algorithm. Schemata have the function of 
storing knowledge and reducing the burden on working memory. 
Experts can process information relevant to their domain automatically, novices however having to 
process information consciously (Schneider & Shiffrin, 1977; Tindall-Ford, Chandler, & Sweller, 1996} An 
example of such automatic processing is that of the expert driver who can drive their car without apparently 
thinking, whereas a learner driver has to consciously think of several things at the same time such as depressing 
the clutch and shifting to a new gear, observing the road ahead, moving the steering wheel etc. Any instructional 
design for a domain has to therefore not only encourage the construction of sophisticated schemata but also 
encourage the automatic processing of those schemata. This is important because of the limited capacity of 
working memory that can only deal with a few schemata at the same time. The ease with which information can 
be processed in working memory is the main thrust of cognitive load theory. 
Working memory may be affected by intrinsic cognitive load and extraneous cognitive load (Sweller, 
1994). In recent research, a further distinction is made with the inclusion of germane cognitive load (Sweller et 
al., 1998} 
Intrinsic Cognitive Load 
Intrinsic cognitive load is determined by the mental demands of the task (Chandler & Sweller, 1996). 
Some material has very low cognitive load and an example is the learning of the basic vocabulary of a foreign 
language. Each element or schema is independent from the others with no interactivity and subsequently t~e 
required mental processing, or intrinsic cognitive load, is low. Tasks that have low element interactivity can be 
learnt serially rather than simultaneously. Tasks with a high degree of element interactivity have a heavy 
intrinsic cognitive load and an example is the learning of the grammar of a foreign language as all the words in 
phrases need to be considered, that is processed, at once. 
Computer programming is a domain with a high intrinsic cognitive load and this needs to be recognised 
in any instructional design. The intrinsic cognitive load cannot be reduced, however something can be done 
about the extraneous cognitive load. 
Extraneous Cognitive Load 
Extraneous cognitive load is generated by the instructional format used in the teaching and learning 
process and poor design leads to a high extraneous cognitive load. If a high extraneous cognitive load is 
combined with a high intrinsic cognitive load then this can lead to working memory overload. This is often what 
happens with novice programmers when the instructional design is poor. 
The important point is that when the intrinsic cognitive load of the material is high, then it is incumbent 
on the instructional desgner to think very carefully and ensure that the extraneous cognitive load is as low as 
possible. A lot of research has been done in looking at ways of reducing extraneous cognitive load, for example 
(Chandler & Sweller, 1991; Kalyuga, Chandler, & Sweller, 1998; Marcus, Cooper, & Sweller, 1996; Sweller, 
1994; Tindaii-Ford et al., 1997). These include: integrating diagrams and text so as to reduce the "split-attention" 
effect; goal-free problem solving; and the use ofworked examples in problem solving. 
Germane Cognitive Load 
More recently, the concept of germane cognitive load has been introduced into cognitive load theory 
(Sweller et al., 1998} It is thought that if the instructional design is such that the extraneous cognitive load is 
kept to a minimum, and the intrinsic cognitive load is not too high, then there may be some unused working 
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memory available. This could then be used by learners, with appropriate instructional design, to engage in 
conscious processing that helps in the construction of schemata in the particular domain of interest. This 
conscious processing is the germane cognitive load. An example is the use of part-{;Omplete solutions in the 
learning of problem solving (Paas, 1992; van Merrienboer, 1990; Van Merrienboer & De Croock, 1992). The 
studying ofcomplete worked examples by students is seen as one way of reducing the extraneous cognitive load. 
When students have to complete an incomplete worked example then they have to "mindfully abstract" the 
schemata from the example in order to understand it. That is, they have to consciously process it and this 
increases the germane cognitive load. Figure 1 shows the relationship between the various cognitive loads in the 
domain ofprogramming. 
Working Memory 
Intrinsic Extraneous GermaneProgramming 
cognitive load: cognitive load: cognitive load:Task 
very high many keep low by good instructional design r---. 
interacting instructional design should encourage
elements schemata creations 
Existing New or modified~ 
schemata1 
t
schemata 
Long-term Memory 
Contains schemata; syntax; semantics: programming plans (building 
blocks of algor~hms) 
Figure 1: Cognitive load relationships in programming 
Use of Worked Examples and Part-Complete Solutions in the Teaching and Learning of 
Programming 
The "Reading" approach to the learning of programming makes use extensive of worked examples in 
an attempt to reduce the extraneous cognitive load on novices. A lot of the work in this area has been carried out 
by van Merrienboer and his colleagues (van Merrienboer, 1990a; van Merrienboer, 1990b; van Merrienboer & 
Paas, 1990c; van Merrienboer & De Croock, 1992; van Merrienboer, Krammer, & Maaswinkel, 1994). They 
argue that the traditional approach to the teaching and learning of programming is ineffective and that the 
"Reading" approach is a better one to follow. However, they also suggest that presenting worked examples to 
students is not sufficient as the students may not "abstract" the programming plans from them. Programming 
plans can be considered analogous to the chess of board configurations mentioned earlier. "Mindful" abstraction 
of plans is required by the voluntary investment of effort and the question then arises as to how we can get 
students to study the worked examples properly. In practice, students tend to rush through the examples, even if 
they have been asked to trace them in a debugger, as they often believe that they are only making progress in 
their learning when they are attempting to solve problems. 
Such conscious processing by students places germane cognitive load upon them. One suggestion is that 
students should annotate worked examples with information about what they do or what they illustrate 
(Lieberman, 1986). Another suggestion is to use incomplete, well-structured and understandable program 
examples that require students to generate the missing code or "complete" the examples. This latter approach 
forces students to study the incomplete examples as it would not be possible for their completion without a 
thorough understanding of the examples' workings. An important aspect is that the incomplete examples are 
carefully designed as they have to contain enough "clues" in the code to guide the students in their completion. 
In other words, the germane cognitive load must not be made too large. It is suggested that this method facilitates 
both automation, students having blueprints available for mapping to new problem situations, and schemata 
acquisition as they are forced to mindfully abstract these from the incomplete programs (van Merrienboer & 
Paas, 1990). 
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In one study, two groups of28 and 29 high-school students from grades 10 to 12 participated in a ten 
lesson programming course using a subset of COMAL-80 (van Merrienboer, 1990b). One group, the 
"generation" group, followed a conventional approach to the learning of programming that emphasised the 
design and coding of new programs. The other group, the "completion" group, followed ·an approach that 
emphasised the modification and extension of existing programs. It was found that the completion group was 
better than the generation group in constructing new programs. It was found that the percentage of correctly 
coded lines was greater and that looping structures were more often combined with correct variable initialisation 
before a loop together with the correct use of counters and accumulators within the loop. It would appear that the 
completion strategy had indeed resulted in superior schemata formation for those students within that group. In 
addition, the completion group used superior comments in connection with the scope and goals of the programs, 
indicating that they had developed better high-level templates or schemata. It was noted in the study however 
that both groups were equal in their ability to interpret programs and that this might indicate that students in the 
completion group do not understand their acquired templates. 
A side effect of the research was also noted. The drop-out rate from the completion group was found to 
be lower than for the generation group, particularly for female students with low pror knowledge. It was 
suggested that perhaps the generation of complete programs is perceived as a difficult and menacing task and 
that the completion strategy overcomes this difficulty. 
CORT (Code Restructuring Tool) 
A tool has been designed by the author that is based upon the above ideas of the completion of part­
complete programming solutions. Three methods of using CORT have been identified that allow various degrees 
of germane cognitive load to be applied and the tool has been utilised with students at Edith Cowan University in 
Australia, student feedback being extremely positive. 
CORT has been used within a software development unit in a Business degree course. This unit is an 
introductory unit to programming in Visual BASIC, the majority of students having no previous programming 
experience. The unit runs over a period of 14 weeks, the students having a two -hour lecture and a one-hour 
computer laboratory session in which they attempted various "CORT" problems. The students would then finish 
their problems if necessary in their own time . 
A Typical "CORT" Computer Laboratory Session 
At the beginning of a computer laboratory session, the students are given a hard copy of a problem 
statement that they have to try and solve using CORT. The students would then run the CORT program and load 
in the CORT file corresponding to that particular problem. Two windows display a part -complete solution to the 
problem together with possible lines to be used as shown in figure 2. 
The part-complete solution on the right is then completed by moving certain lines from the left hand 
window. Lines can also be moved up or down, and indented or outdented in the right hand window. Some 
problems may have too many lines in the left hand window, some of those lines being incorrect. In addition , 
there is a simple editor to allow the amendment, addition, and deletion of lines ofcode. 
When the solution has been completed, the code from the right-hand window is copied to the Windows 
clipboard. Visual BASIC is then run and a file is loaded which contains no programming code but does contain 
the necessary Visual BASIC interface for the problem under consideration. The CORT code is then pasted into 
Visual BASIC and the program tested. Use is made of the trace and debugging facilities of Visual BASIC, these 
facilities providing an insight to the workings of the notional machine. 
If the program does not work, a student can switch back to CORT and make any necessary changes 
before retesting that code in Visual BASIC. 
Methods of using CORT 
Three methods of using CORT were identified and these different methods were varied throughout the unit so 
that different levels of germane cognitive load could be applied. The first method is to supply all the missing 
lines of code in the left -band window without any extra lines. The second method also supplies all the missing 
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lines of code but also includes extra "distracter" lines of code that are not required to complete the program 
solution. Finally the third method is to supply only some of the lines of code in the left -hand window, students 
having to key-in some lines themselves. 
Figure 2: CORT interface 
Preliminary Feedback from Students 
Data was collected on the use ofCORT during semester 2, 2001. Preliminary results suggest the following. 
• 	 Students commented on the fact that CORT provides a starting point for solving a problem. Many suggested 
that they would not know how to go about tackling some of the problems ifCORT was not provided. 
• 	 Method 2 of using CORT proved to be most popular. Method I was seen by students as being too easy 
while method 2 required students to think a great deal about the problem solution . Method 3 was not as 
popular as that required students to have knowledge of the exact syntax ofstatements. 
• 	 It was observed that students engaged in significant reflection and higher order thinking when using method 
2. 
• 	 Students commented that they were encouraged and motivated by the fact that they could get their programs 
to work in a relatively short time frame. 
Conclusions 
This paper argues that cogmhve load theory needs to be carefully taken into account when designing 
instructional materials for computer programming. Programming has a very high intrinsic cognitive load and 
therefore the extraneous cognitive load should be nnde as low as possible. However we still need to ensure that 
students "think" and are encouraged to create the necessary schemata in long term memory and this can be done 
by applying germane cognitive load upon them. One way of doing this is to carefully design solutions to 
problems that are only part complete and that require completion by students. This approach has been built into a 
new software tool called CORT (Code Restructuring Tool) (Gamer, 2000) that reduces the extraneous cognitive· 
load by supporting the completion approach to learning programming. Three methods of CORT have been 
identified and preliminary results suggest that method 2, in which all missing lines plus distracters are available 
in the left-hand window, has great potential for providing the necessary amount of germane cognitive load to 
help students develop the necessary programming schemata. 
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