Co-Registration Problem: Definition
In many of medical studies, multiple images are acquired from subjects at different times, and often with different imaging modalities. In research studies, it is sometimes desirable to compare images obtained from patient cohorts rather than just single subjects imaged multiple time. The past current clinical practice involved the images printing into radiographic film and viewing them on a light box. Computerized approaches offer potential benefits, particularly by accurately aligning the information in the different images, and providing tools for visualizing the combined images. A critical stage in this process is the alignment or registration of the images. Image Registration is about determining a spatial transformation (T) or mapping that relates positions in one image, to corresponding positions in one or more other images. A lot of algorithms are studied to perform the registration efficiently and efficiency. Describe exhaustively the state of the art in medical image registration field is an hard task, especially for the various possible applications. For this reason we have chosen to describe a methods taxonomy rather a deficient state of the art.
Medical Image Registration Method Taxonomy
The classification of registration methods used in this chapter is based on the criteria formulated by van den Elsen, Pol & and Viergever (1993) described in [10] . Only five of the nine taxonomy criteria are discussed in detail in the following section.
Dimensionality
The registration problem can be categorized depending on the number of spatial dimensions involved:
2D/2D Registration may apply to separate slices from tomographic data, or intrinsically 2D images like portal images.
3D/3D Most current papers focus on the 3D/3D registration of two images (no time involved). 3D/3D registration normally applies to the registration of two tomographic data sets, or the registration of a single tomographic image to any spatially defined information, e.g., a vector obtained from EEG data
2D/3D
The direct alignment of spatial data to projective data, (e.g., a pre-operative CT image to an intra-operative X-ray image), or the alignment of a single tomographic slice to spatial data. Some applications register multiple 2D projection images to a 3D image, but since a usual preprocessing step is to construct a 3D image from the 2D projection images, such applications are best categorized as 3D/3D applications.
Nature of registration Basis
Image based registration can be divided into extrinsic, i.e., based on foreign objects introduced into the imaged space, and intrinsic methods, i.e., based on the image information as generated by the patient 
Modality and Subject
The Medical Image techniques includes a lot of acquisition modality. Considering the modality and the subject the registration algorithm can be classified as the following:
Same modality and same patient The main application are the monitoring and quantifying disas progression over time and the evaluation of intra operative brain deformation.
Different modalities and same patient Correction of patient position or image resolution, the main usage is for linking between structural and functional images.
Same modality and different patients Atlas construction, studies of variability between subject and Atlas superimposing for mapping anatomical or functional zones. 
Interaction
The interaction level is an other important features of a medical image registration algorithms, three level are classified:
Interactive software supplying a visual or numerical impression of the current transformation, and possibly an initial transformation guess.
Semi-Automatic the interaction required can be of two different natures: the user needs to initialize the algorithm, by segmenting the data, or steer the algorithm, by rejecting or accepting suggested registration hypotheses.
Automatic the user only supplies the algorithm with the image data and possibly information on the image acquisition.
SPHerical HARMonic Registration
The 3D surface registration is dealt with extensively in machine vision and computer graphics literature. In the last few years a lot of techniques were proposed [18] . Particular attention was given on a parametric surface modeling. The most widely used technique employs a description of a radial or stellar surfaces v(θ, ϕ) with the spherical harmonic decomposition [2] . An extension of this work allows to describe more general 3D simply connected surface using 3 radial functions v(θ, ϕ) = x(θ, ϕ), y(θ, ϕ), z(θ, ϕ)) T called SPHARM(SPHerical HARMonic modeling): [3] . One of the most important field of application of SPHARM is medical imaging, where a good registration allows to compare shapes from the patients acquired in different moments, or different patients, or a comparison with standard atlas. In this specific field an accurate and fast registration algorithm is due. In most cases little transformations can align two different anatomical surfaces, therefore approaches that solve efficiently and effectively the registration problem in this specific domain sacrificing the generality are still well-regarded. The spherical harmonic domain lends itself well to perform the 3D surface registration. The reasons are the following: the SPHARM allows a brief representation of the 3D shapes and directly provides a shape descriptor. Moreover, the correlation of the harmonic coefficient's degree and the level of detail of the description allows a hierarchical approach to the solution. The first surface registration algorithm, based on spherical harmonics decomposition, was based on the alignment of the first order ellipsoids (FOE) [6] , this method fail if first order ellipsoid is not a real ellipsoid. Li Shen [7] overcomes this limitation proposing a new spherical surface registration algorithm based on the minimization of the root mean squared distance (RMSD) between two SPHARM models and some other extensions of this work. The first [12] is based on a jointly use of the SPHARM registration and the Iterative Closest Point and the second on the land marks registration [13] . The aim of these works is the use of the rotational property of the spherical harmonic coefficients, through which, is possible to apply a rotation to the 3D surfaces transforming only the spherical harmonic coefficients without revert from the SPHARM domain to the space domain. The enormous advantages resulting to the SPHARM registration are exploited only if whole the alignment process takes place in the spherical domain. The definition of a coefficients transformation that guarantees a rotation in the spatial domain used by Li Shen allows to make the most of the spherical shape descriptor. The major disadvantage is that this approach solves with SPHARM problem of the alignment only by rotation. In this work we present a novel method based on neural networks for registration SPHARM model by affine transformations. Obtain an analytical form of the "affine transformation" of the coefficients is an hard task. Indeed the orthogonality of the bases is no longer guaranteed, hence the transformation of each coefficient is function of all the other. Proceed from these considerations a numerical approach based on neural network was chosen. We have used the RBF neural network to approximate the affine transformation of spherical coefficients. The registration is obtained through the minimization of the root mean squared distance (RMSD) between two SPHARM models by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [8] . The whole registration process is developed in the spherical domain ensuring the algorithm efficiency. The experimental results show good regression capability of the network and a good level of generalization. The dimensionality reduction obtained through the SPHARM modeling and the goodness of the shape descriptor allow an efficient and effective affine registration algorithm. In the following the standard SPHARM alignment algorithm and our extension of this work for perform Affine registration are described.
Spherical Harmonic Decomposition
In this paragraph a brief explanation on the Spherical Harmonic decomposition, its property end its feature in terms of shape descriptor are shown. Moreover the application of the Spherical Harmonic Modelling (SPHARM) for the rigid surface registration is detailed.
Spherical Coordinates
The use of spherical coordinates and functions on them defined is prevalent in the literature on search engines for three-dimensional shapes since it allows to obtain the characteristic of invariance to rotation along any axis explicitly. In topology the genre of a surface is the bigger number of non-intersecting closed curves that can be drawn on surface without separating it into two parts do not connect. For example, the sphere has genre zero end the torus has genre one. On a sphere can not be define continuous and non-zero vector field without encountering at least two points of discontinuity. Because of this topological property is impossible to draw up a sphere a regular sampling grid of independent variables (θ, ϕ) without singularity at the poles, for implementation reason we chose to adopt a uniform sampling in θ e ϕ which has a thickening and discontinuities at the poles but allows to use independently the two angular variables. Wanting to find a uniform sampling on sphere, you should renounce the independence between the variables. A common technique is based on a recursive algorithm that, from an octahedron or an icosahedron with increasing precision the surface approximates a sphere by subdividing the faces.
Definition
The Spherical Harmonics are a set orthogonal solutions of Laplace equation in spherical coordinates, are complex function continues and limited defined in the angular variables θ and ϕ where θ ∈ [0, π] is the elevation and ϕ ∈ [0, 2π] is the azimuth. The spherical harmonic with degree l and order m is defined as follows
where P m l is the Legendre Polynomial
They satisfy the orthogonality condition
we can also show that there is the following symmetry relation.
The spherical harmonics are composed functions defined on a sphere, then their display is not immediate. Different types of graphs to show the development in form can be used, as is the meaning to our polar three-dimensional extension of the polar representation in two dimensions. An alternative is to apply to the surface of a sphere a color depending on the value of the module, imagining that the function has an image lying on a sphere. 
Each radial function can be written as a combination linear spherical harmonics using the coefficient of SHT, this is the Synesis Equation.
The relationship is exact for L ⇒ ∞. The coefficients c m l are complex number the module is the energy of the harmonic and the phase acts on the orientation. If the Fourier transform phase shift corresponds to a time delay in it SHT becomes a rotation in space. The SHT described in 2.5 is valid for continuous functions, but you can write a discrete version for functions sampled on a spherical domain. For the realization of discrete SHT there is the problem of properly sampling of the function on the sphere, in addition to topological considerations discussed earlier must be honored also extension of the classical Nyquist sampling condition. Let be v(θ, ϕ) a spherical function of bandwidth B or for whose c m l = 0 for l > B you must sample the angular domain with a grid [2B, 2B] the angular samples are equally spaced and have the following expression: θ j = π(2j + 1), ϕ k ((2π)k/2B); j, k = 0, 1..., 2B − 1. Then, the Discrete SHT is defined as follows:
Under this condition the Discrete SHT is achievable using efficiently using the Fast Fourier Transform (FFT) the fast implementation is called Fast Spherical Harmonic Transform(FST). The Discrete SHT, as mentioned, can be considered an extension of Fourier Transform. In fact, it preserves and extends fairly intuitive basic properties:
Energy As expected, transforming a real spherical function, with limited bandwidth, the energy tends to concentrate in the firsts coefficients, this property allows to assess the SHT for only a finite number of coefficients L truncating the number of coefficients the inverse transform is not exact. The error decreases with increasing used coefficient Symmetry the 2.4 corresponds to complex conjugate symmetry that found in the coefficients of the Fourier transform of real functions
Convolution The convolution property is extended for the SHT
Rotation Since the orientation information is contained in the phase of the harmonics, they are responsible to determine the absolute rotation of the surface. There is a very simple formula to express longitudinal rotations
where α is the azimuth rotation angle, the general expression for the rotation is much more complex, but acts always on the only terms of phase without altering the modules, as will be detailed below.
Features Extraction by SHT
The desirable characteristics for a Shape Descriptor are mainly:
Briefly Is better to describe a surface in a low-dimensional feature space. The descriptor should condense in the fewest parameters, the more information about the shape of the surface.
Generality Isatances of the same class must have similar features, this determines the intraclass distance in the feature space Specificity Istances of different class must have very different features, this property determines the interclass distance.
SPHARM Modelling
Consider a 3D surface represented by a set of vertices in the cartesian space v = (x, y, z).
The mapping of these vertices in the spherical domain v(θ, ϕ) = (x(θ, ϕ), y(θ, ϕ), z(θ, ϕ)) T where θ ∈ [0, π] and ϕ ∈ [0, 2π] is performed with surface parametrization [5] . The spherical homogeneous sampling of the space is obtained starting with an icosahedron and iteratively subdividing each triangle into four smaller triangles. A spherical surface can be decomposed in a set of orthogonal bases through an integral transformation. Summarizing as shown above, the analysis and synthesis functions are the following:
where Y m l denotes the spherical harmonic of degree l and order m that is a solution to the Laplace's equation. The spherical surface v(θ, ϕ) = (x(θ, ϕ), y(θ, ϕ), z(θ, ϕ)) T can be represented with a set of coefficients c m l = (c m lx , c m ly , c m lz ) T obtained solving a linear system.
Rotation Property
SPHARM surface modeling benefits of the rotation property. The rotation of a surface, defined trough the three Euler angles (α, β, γ), it can be compute directly in the spherical domain with the following relation:
The relationship that transforms a coefficient c m l is function of the three Euler angles (α, β, γ) and of the coefficients with degree l and order from [−l, l]: the rotation of the basis do not compromise the basis orthogonality (Eq. 2.14). Therefore the transformation is not function of all the coefficients. This behavior is not held up if the surface is deformed with an affinity.
The possibility to rotate a surface only by rotating the harmonic expansion coefficients makes the SPHARM alignment algorithms very efficient but restricted only to the rigid transformations.
SPHARM Rigid Registration
The description of the surfaces trough spherical coefficients is intrinsically a metric of the shapes similarity. The surfaces alignment is obtained aligning the SPHARM models: minimizing the root mean squared distance (RMSD) between the harmonic coefficients.
Where c m 1,l is the spherical harmonic expansion of the static surface S 1 and c m 2,l is the spherical harmonic expansion of the moving surface S 2 . The simplest is considering a nearly uniform sampling of a rotation space using icosahedron subdivision: the triplet (α, β, γ) that minimizes the RMSD is choosen, in this case the registration error is related to the sampling frequency of the rotation space. In [12] is used the Iterative Closest Point algorithm (ICP) to solve this limitation. In our work the minimization problem is solved using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm.
Affine SPHARM Registration
In this chapter it is presented a novel method to generalize the SPHARM registration algorithm for affine transformations. To exploit the good features of SPHARM modeling is necessary to perform the registration in the spherical domain. To this purpose, a transformation of the spherical coefficients that guarantees an affine transformation in a space domain is necessary. A method to define coefficients transformation that guarantees an affinity in the spatial domain and the neural regression of this function are described. The best affine transformation is found minimizing the RMSD between the harmonic coefficients, the minimization problem is solved using the Broyden-Fletcher 
3D Affine Transformation
The affinity is a class of linear transformations that maps variables in new variables, it consists of a linear transformation followed by a translation. Consider the description of a 3D point X = [x, y, z, 1] t in homogeneous coordinates, a general affine transformation A is:
an affine transformation can be a combination of, rotation (α, β, γ) scaling (s x , s y , s z ) and shearing (s hxy , s hxz , s hyx , s hyz , s hzx , s hzy ).
A is an affine transformation if maps vector to vector, point to point and lines to lines, therefore the affine transform preserves ratio of distances along the lines but not preserves the angles.
Problem Definition: Regression I/O
To find the affine transformation in the SPHARM domain we start by considering at first only the rotation. Let be v Rot (θ, ϕ) the surface v(θ, ϕ) after the rotation R(α, β, γ) and c m l,Rot are the spherical coefficients of the first surface and c m l are the spherical coefficients of the second surface. Thus:
Using the rotation property of spherical coefficients (Eq. 2.13) we can write: Thus, decomposing the surface v(θ, ϕ) on the set of basis Y m l,Af f (θ, ϕ), which was applied the affine transformation, the coefficients of the surface v Af f (θ, ϕ) which was applied the the same affine transformation are obtained. With particular attention to the mutual information between the bases after affine transformation, we can write:
the affine transformation of the spherical coefficients is:
is important to note that the transformation of each c m l (a) is function of all the other coefficients because the affine transformation of the spherical bases imposes the loss of the orthogonality. The analytical definition of the function T kl nm (a) is a critical aspect and is not guaranteed a closed-form expression. To asses this problem the RBF networks were introduced to regress this function.
Neural Estimation of Affine Transformation
One of the easiest and effective ways to attack the regression problem is to use a finite dimensional space of function spanned by a given basis. The RBF neural network solves the regression problem by this way with a very simple structure; and, differently from other types of neural network, like Multy Layer Perceptron (MLP), with a faster training [4] . Moreover, the RBF works well if is trained with many examples, as will be shown below, in this specific application, the ground truth set can be arbitrarily large. Given data point (x 1 , y 1 ), (x 2 , y 2 ), ..., (x N , y N ) the goal of regression is to fit the real valued function y = f (x). Using a radial basis approach we specify a set of function In this application the basis function are Gaussians:
The function that we have to regress, to perform the affinity in the spherical domain, is the (Eq. 3.7). For each c m l (a) one RBF network is involved. The structure of each network is shown in Fig. 3 set is composed of a series of affine transformations of the same object, the network can generalize only in the domain of the training shape and the affine transformations of this. Depending to the training set the network can be specialized to a particular affine deformations (scaling shearing,reflection...). The training algorithm consists of two phases: in the first the basis functions are characterized in term of mean and standard deviation (training of the first level parameters) and in the second the inverse problem shown in (Eq. 3.9) is solved (training of the first level parameters). The possibility to divide in this two steps the training algorithm allowed to avoid non linear minimization techniques that often time consuming and which is not guaranteed correct behavior. The training of the first level parameters is unsupervisioned. The means of the radial basis functions are found clustering the input data with a K-means algorithm and the standard deviation of each gaussian is found using the p-mean euristic [11] . The inversion problem can be solved differently. We have chosen the algebraic way, inverting the matrix using SVD [15] . The alignment process is performed, like in the SPHARM registration by Li Shen , minimizing the root mean squared distance (RMSD) between the harmonic coefficients (Eq. 2.15). Note, if the transformation involve a deformation (scaling or shearing) and rotation the alignment algorithm is performed separately for the two steps.
AffineSPHARM Summary
Concluding, the algorithm can be summarized as follows: c m l is the spherical harmonic expansion of the static surface v(θ, ϕ) c m l (t) is the spherical harmonic expansion of the moving surface v(θ, ϕ)T (t) We consider that the transformation T (t) is an affinity A(a) than c m l (t) can be computed by the following.
This function is regressed using the RBF neural network explained above.
The surfaces alignment is obtained aligning directly the SPHARM models: minimizing the root mean squared distance (RMSD) between the harmonic coefficients.
The minimization problem is solved using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm.
Experimental Results Several experiments, to asses capability of the affine SPHARM and to find the best network tuning are performed. Once we have established the best network configuration in terms of number of radial basis function and training cardinality, the performance are evaluated for the two steps of the algorithm separately: the performance of the neural estimation of affine transformation of coefficients: that involve the network capability to regress the function and generalize. the performance of affine SPHARM registration: that comprise the goodness of the SPHARM shape descriptor and the capability of the minimization algorithm to find the affine transformation that best aligns the 3D surfaces. Our algorithm is compared with a classical registration algorithm: Demon registration [9] in terms of RMSE and execution time. MRI brain volumes are used for the test. The features of the volumetric image are the following: each slice is a matrix 128 x 128 and each valume is composed with 30 slice. FOV 230 mm, orientation transversal, slice thickness 4 mm, spacing between slices 4 mm. The reslicing of MRI volume is applied using the information in the NIFTI header. Through this transformation the volume is made isotropic and rotated for put the patient in a standard orientation. The brain surface are identified trough the application of BET algorithm for the brain segmentation from FSL software package [14] . The spherical surface modeling is specially appropriate to the brain description for the big dimensionality reduction of the spherical harmonic representation. In Figure 4 .1(a) is shown a reconstruction of a brain surface obtained by increasing number of harmonics, the original surface is described by 22511 vertices. Synthesizing the surface with only 10 harmonics (100 coefficients which only 50 significants for the symmetry properties of the transformation) the 99.95% of the signal energy is preserved with a compression rate 0.0024: Figure 4.1(b) . For all the test shown below the distance between two shapes is computed troughs the root mean square error from the spherical surfaces v(θ, ϕ) and v (θ, ϕ) sampling on a regular two-dimensional grid [1 : N θ , 1 : N ϕ ]: v θIdx,ϕIdx and v θIdx,ϕIdx :
(4.1)
Neural Estimation Performance
The performance of the RBF Network are closely related to the number of bases functions in relationship with the cardinality of the training example, particularly in terms of generalization. A number of bases smaller than the cardinality of the training set allows the network generalization. Using K-fold, one of the standard Cross-Validation algorithms [16] , we have identified the best number of bases: equal to the 60% to the dimension of the training. Some experiments, to established the minimal training necessary to make the most from the neural network are performed. As expected the performances, in function of the training cardinality, have an asymptote: overcame a specific number of training examples the performances of the network do not change considerably. Therefore, there is a minimal number of training example that guarantees the best network performances. This number depend to the variability of the deformations that we want the network will be able to handle. In Figure 4 .1(a) the RBF performance changing the number of basis function, instead in Figure 4 .1(a) performance is represented by the size of the training set.
The networks are trained on 750 example of affine transformation with scaling (s x , s y , s z ) from 0.8 to 1.2, shearing (s hxy , s hxz , s hyx , s hyz , s hzx , s hzy ) from -0.2 to 0.2 and rotation angles (α, β, γ) from − π 10 to π 10 . The deformations applied are not very large but they honor the performance necessary to applied the affine SPHARM registration algorithm for medical imaging. As mentioned above, in this field often small deformation are enough to align two anatomical surfaces. Instead, the accuracy of alignment is a features strictly necessary for a good registration algorithm. In Figure 4 .1 the experimental results are shown. The RMSE is computed between the surface transformed in space domain trough the application of the affine matrix and performing a bicubic interpolation and the surface obtained transforming the spherical coefficients with the network and reconstruction the surface with the synthesis equation (Eq. 2.6). Note that the reconstruction process, using a finite number of harmonics, is not exactly than, the error shown also contains also this aspect. The networks performance are tested, with the K-fold technique (10 experiments). In Figure 4 .1(a) and (b) the mean the maximum and the minimum of each K-fold experiment on the training set (a) and the test set (b) are shown. The results are good for both the classes of experiments, in terms of mean error and variance from the different training section. The first observation is encouraging in term of the applicability of the neural estimation of the affine coefficients transformation for the SPHARM alignment algorithm and the second guarantees a correct network tuning. In Figure 4 .1(c) and (d) the results of one of the K-fold experiment is shown for the training and test set, the mean of RMSE is 0.95 for the first and 1.16 for the second. As expected the performances are better for the training set but not so considerably, that is a symptom of a good generalization. For deeper understanding of the meaning of the numbers presented, some example of affine transformation are shown in Figure 4 .4. In the first column the brain surfaces, in the second the transformed surfaces in the space domain applying the affine transformation matrix and in the third the superposition of transformed shapes in the space domain (red) and the transformed shapes in the spherical domain with the RBF Networks (green) are shown. In the first row an example with very low RMSE in the second row an example that represents the mean of the algorithm performance and in the third one of the worst case. Inside the range of training will observe an uniform distribution of the registration error, were not identified specific classes of failure of the algorithm. Figure 4 .5 the experimental results are shown. Observing the mean of the registration error the good performance of the affine SPHARM registration is clear. The RMSE means in these experiments are always lower for our algorithm rather the demon registration. Moreover for the affine SPHARM the performance appear invariant to the type of transformation not worth the same for the Demon registration as shown in Table  4 .1 where the RMSE results are summarized for both the registration algorithm. The Execution time is significantly lower for the affine SPHARM registration thanks to the reduced dimensionality, that is allowed to the spherical description of a complex shape with few coefficients. Moreover, the definition of a coefficients transformation that guarantees an affinity in the space domain, proposed in this paper, allows to make the most of this dimensionality reduction as shown in Table 4 By examining, for example, the general affine transformation cases Figure 4 .5(d) the mean of the execution time is 14.05 for the affine SPHARM registration and 28.41 for the Demon registration about twice. Note, in our algorithm deformation (scaling and shearing) and rotation are solved separately. Therefore the minimization procedure are performed 2 times if the affinity involve also a rotation. This is the reason to the increase of the execution time for the affine SPHARM in the experiments that involve a rotation. Also to be remarked the variance of the execution time of our algorithm in these experiments is always low, not worth the same for the demon registration. Not worth the same for big transformation. Experimental results showed a big reduction of the affine SPHARM performance in cases of large deformation. This behavior is imputable to the loss of the basis orthogonality. Further study can identify the limits of the affine SPHARM registration in relation of the "mutual information" of the Sherical Harmonics bases due to the loss of orthogonality imposed to the affine transformation.
In Figure 4 .6 examples of surfaces alignment performed by the affine SPHARM registration are shown. In the three cases the RBF networks are trained with examples of the specific shape and affine transformations of these. These examples show how the performance are good also with more complex shape. The Figure is organized as follow: in the first column the moving surfaces, in the second the static surfaces and in the third se superposition of the static surfaces (red) and the registered surfaces (green) are shown. In the first row an example of brain surface in the second "david", in the third "centaur", both the second and third surfaces belong to TOSCA data set (Toolbox for Surface Comparison and Analysis) [1] are shown. In Figure 4 .7 some example of real brain surface extracted form fMRI volumes, each slice is a matrix 128 x 128 and each volume is composed with 30 slices. FOV 230 mm, orientation transversal, slice thickness 4 mm, spacing between slices 4 mm. In the first column of the image the patient brain surface is shown, in the second column the superimposition of a surface brain template and the patient brain before the registration and in the last column the same superimposition after the registration. In Table 4 .3 the results obtained for 18 patient. In the first column the Root Mean Square Error computed from the spherical surface of the standard template and the patient brain in the the second and third column the maximum and minimum distance between this surface, and in the last the standard deviation. Today, affineSPHARM is used as part of a system for quantitative analysis of fMRI Statistic Parametric Map for align the patient brain surface and a template for mapping the standard functional area on the observed brain. 
Conclusion and Future Work
In this work we propose an innovative method to solve the 3D surface registration based on the SHARM modeling. the registration is obtained align the SPHARM with an big improvement of the performance in term of execution time respect a conventional registration algorithm. The description of a 3d shape trough the spherical coefficients is syntectic and has a lot of properties that make it a good shape descriptor. The conventional SPHARM registration algorithm use the rotation properties of the SPHARM to align 3D shape. The big limitation of this approach is the solution of the registration problem with a rigid transformation. In this paper we propose a method to generalize the SPHARM approach to the affine Transformation. A set of RBF neural networks are involved to solve the regression problem. The results show good performance of the neural approach to the estimation the coefficients transformation. The chosen of the RBF network allows a fast and easy training phase . Moreover the possibility to create the training set arbitrary large or specialized in particular set of transformation makes our approach very attractive. The experimental results shown good performance of the algorithm in terms of execution time and registration error for little deformation. The performance affine SPHARM worse in cases of big deformation. The increase of the number of training example or the specialization of the network in a class of transformation (scaling or sheering) does not solve the problem. The problem don't occur if the transformation involve only a rotation. Therefore, the failure of the algorithm for big deformations seems imputable to the "mutual information" of the bases that lose the orthogonality for the affine transformation. Indeed a rotation of the bases guarantees the orthogonality differently from what happens in the presence of deformation. Only with further study we can prove this theses and identify the limits of the affine SPHARM registration. In our future works we want to establish a theoretical limit to application of the affine SPHARM, function of the "mutual information" trough the spherical basis, and a method to solve this limitation. The major field of use of the surface registration is the medical imaging and in most cases little transformations can align two different anatomical surfaces, the alignment precision and the speed of the algorithm are features essential for a good surface registration algorithm that work on biomedical image.
