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Rydberg atom-based electrometry enables traceable electric field measurements with high
sensitivity over a large frequency range, from gigahertz to terahertz. Such measurements
are particularly useful for the calibration of radio frequency and terahertz devices, as well as
other applications like near field imaging of electric fields. We utilize frequency modulated
spectroscopy with active control of residual amplitude modulation to improve the signal
to noise ratio of the optical readout of Rydberg atom-based radio frequency electrometry.
Matched filtering of the signal is also implemented. Although we have reached similarly, high
sensitivity with other read-out methods, frequency modulated spectroscopy is advantageous
because it is well-suited for building a compact, portable sensor. In the current experiment,
∼3 µV cm−1 Hz−1/2 sensitivity is achieved and is found to be photon shot noise limited.
Keywords: (060.5625) Radio frequency photonics; (060.2630) frequency modulation; (270.0270)
Quantum optics; (190.0190) Nonlinear optics; (020.5780) Rydberg states.
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2I. INTRODUCTION
Atoms and molecules have been used as precision standards for measurements of fundamental
physical quantities such as time, length, mass, and the gravitational constant [1–5]. The measure-
ment of electric and magnetic fields has also been improved by using atoms as sensors [6–22]. Radio
frequency (RF) electric field (E-field) measurements are important because the RF spectrum is the
foundation of modern communications [23], remote sensing [24] and many other applications [25],
including some in medical science [26]. Recently, atom-based sensors have been used for RF E-field
measurements using the concept of electromagnetically induced transparency (EIT) with Rydberg
atoms in room temperature vapor cells [6, 27]. Rydberg atoms in vapor cells can also be used for
quantum information science [17, 28–30]. RF E-fields can be used to coherently manipulate Ryd-
berg atoms for these purposes [31] which significantly increases the scientific interest in studying
the interaction between RF E-fields and atoms in vapor cells [28, 32, 33].
Rydberg atom-based RF E-field measurements are superior to conventional antenna-based tech-
niques and can be used, in principle, over the range of GHz-THz. It has been shown that Rydberg
atom-based methods have surpassed the sensitivity limit, ∼ 1 mVcm−1Hz−1/2, and accuracies,
4 − 20% depending on frequency, of current dipole antenna-based traceable RF E-field measure-
ments [34]. Rydberg atom-based electrometry can also reach frequencies above ∼ 150 GHz for
which there is no current traceable standard [35]. We have demonstrated in our prior work that
it is possible to achieve a sensitivity of ∼ 5 µVcm−1Hz−1 and accuracies of ∼ 1% using Rydberg
atom-based sensors at GHz frequencies [6, 36]. Imaging with sub-wavelength resolution [37, 38]
and vector RF E-field measurements [39] can be used to extend the utility of the technique. In this
paper, we study frequency modulated (FM) spectroscopy as a low noise and, in principle, compact
way to read-out the probe laser signal of the EIT system that carries the information about the
RF E-field. This study is important for pushing the sensitivity of the technique to the atomic
projection noise limit by eliminating technical noise in the probe laser read-out and elucidating
the role of probe laser shot noise. The projection noise limit of the Rydberg atom-based E-field
measurement can be on the order of ∼pV cm−1 [7].
At the heart of Rydberg atom-based RF electrometry is the large transition dipole moment,
µRF , between two adjacent Rydberg states, e.g. 100 to 10000 times the alkali D2 transition
[40], which allows one to detect absolute RF E-fields with high sensitivity. When the RF E-
field is at the level of mV cm−1, Autler-Townes (AT) splitting is generated in the EIT spectrum
by the RF E-field coupling between the Rydberg states, Fig. 1 [7, 35]. The AT splitting, ∆ν,
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FIG. 1. (a) The atomic energy level scheme for the measurements. The probe laser has a wavelength
of ∼ 852 nm while the coupling laser wavelength is ∼ 509 nm. These lasers are nearly resonant with
both transitions. (b) Shows the probe transmission signal vs probe laser detuning for different RF E-field
strengths. These measurements show the AT regime. The measurements were carried out with amplitude
modulation of the coupling laser beam similar to [6].
is proportional to the transition dipole moment between the Rydberg states and the RF E-field
amplitude, i.e. ∆ν ∝ µRFERF /h, where h is Planck’s constant. The principle quantum number,
n, of the Rydberg states can be changed to cover a broad frequency spectrum from GHz to THz,
with varying sensitivity depending primarily on the transition dipole moments and collision rates.
When the AT splitting cannot be observed due to the spectral resolution, the amplitude of the
EIT probe transmission can be used to determine the E-field [6]. The latter measurement is
more sensitive to noise because the probe transmission on resonance and/or the spectral lineshape
must be accurately determined. To increase the sensitivity, two goals present themselves. First,
it is important to increase the signal-to-noise ratio (SNR) of the measurement. Second, it is
advantageous to increase the spectral resolution to expand the AT regime. This paper addresses
the first goal using a method, FM spectroscopy, that can be integrated into a portable, compact
package.
The sensitivity of the RF E-field measurement is limited by three main factors from reaching
the projection noise limit of the atomic sensor. These factors are: the technical noise of the
probe laser, the residual Doppler effect due to the wavelength mismatch of the EIT probe and
4coupling lasers, and the photon shot noise of the probe laser on the photodetector. Recently,
we have utilized a homodyne detection technique with a Mach-Zehnder interferometer (MZI) to
suppress the technical noise of the probe laser [36]. We achieved a new sensitivity limit for atom-
based RF E-field sensing of ∼ 5µVcm−1Hz−1/2 which was determined to be photon shot noise
limited. The MZI is experimentally more complicated than FM spectroscopy because it requires
an additional frequency stabilized laser to control the phase of the interferometer. FM spectroscopy
is an alternative, less complex method, that can reduce the technical noise of the probe laser so
that photon shot noise limited performance can be realized [41, 42].
FM spectroscopy has been used for precision measurements such as gravitational wave detection
interferometry [43, 44], cavity-based laser frequency stabilization [45, 46], and high-speed detection
of weak absorption signals [47, 48]. This method has also been used to suppress light shifts in
optical pumping systems [49]. In order to achieve high sensitivity with FM spectroscopy residual
amplitude modulation (RAM) must be addressed. RAM is caused by etalon effects, variations of the
birefringence of the electro-optic modulator (EOM) used for frequency modulation, fluctuations
in the RF drive power, spatial variation of the field inside the EOM crystal, etc that lead to
unequal magnitude and/or unwanted phase shifts of the modulation sidebands. Active control and
cancellation of RAM improves the readout SNR and is required to optimize FM spectroscopy [50,
51]. Recently, an alternative method has also been proposed to passively control RAM. A wedged
electro-optic crystal was used to reduce RAM caused by the input polarization misalignment and
the etalon effects [52]. This method is useful for the reduction of baseline drift of the Pound–Drever–
Hall (PDH) error signal for stable squeezed light generation. A wedged electro-optic crystal is not
required with active control of the RAM.
In this work, we show that we can achieve a sensitivity of ∼ 3µVcm−1Hz−1/2 for Rydberg
atom-based E-field measurement with FM spectroscopy. We actively stabilize the RAM in our
setup. Our sensitivity using FM spectroscopy is also photon shot noise limited and virtually the
same as that obtained with the MZI. These results support our work using the MZI and show that
photon shot noise is a challenge for Rydberg atom-based E-field measurements since it is difficult to
increase the probe laser power without increasing collision rates and introducing unwanted amounts
of power broadening.
5II. EXPERIMENTAL METHOD
Fig. 1(a) shows the four-level atomic energy level scheme we used for the experiments. The
probe laser is tuned near the cesium (Cs) D2 transition, 6S1/2(F = 4)→ 6P3/2(F ′ = 5), while the
coupling laser excites atoms to a Rydberg state, 6P3/2(F
′ = 5) → 52D5/2. The three-level ladder
system with the couplings shown in Fig. 1 leads to the cancellation of absorption of a resonant
probe laser in the presence of a resonant coupling laser. The enhanced transmission of the probe
laser is known as EIT. A RF E-field at a frequency of 5.047 GHz, resonant with two adjacent
Rydberg levels, 52D5/2 ↔ 53P3/2, can cause the probe transmission window to split via the AT
effect with proper selection of laser polarization [6, 39]. The RF E-field is determined by how it
modifies the probe laser transmission. Fig. 1(b) shows the typical probe transmission signal as a
function of probe laser detuning in the AT regime. The traces shown in Fig. 1 were obtained using
amplitude modulation of the coupling laser as used for our previous works [6, 27, 36].
The experimental setup for the implementation of FM spectroscopy is shown in Fig. 2. A 3 cm
long, 1 cm2 cross-sectional area rectangular vapor cell filled with Cs atoms at room temperature is
used to perform the RF E-field measurements. The lasers are offset locked to an ultra-stable Fabry–
Pe´rot cavity using the PDH technique [45]. The estimated linewidth of the lasers is ∼ 50 kHz based
on the cavity locking error signal. The two laser beams interact with the Cs atoms in a counter-
propagating geometry. The intensity fluctuations of both lasers are stabilized using a feedback
loop to acousto-optic modulators (AOM) for the sensitivity measurements. RF absorbing material
is placed around the setup to suppress reflections of the RF E-field.
To modulate the probe laser, a linear polarized probe laser beam is incident on a fiber-coupled
waveguide-based EOM with small angle relative to the crystal axis. To produce high purity linear
polarized light, two Glan-Thompson prisms (GTP) are placed at the input and output of the
EOM to act as a polarizer and analyzer, respectively. The modulation frequency that we used for
the experiments is 10 MHz which is larger than the spectral width of the EIT probe transmission
window.
RAM causes the FM sidebands of the probe laser to vary in relative magnitude and phase. RAM
can be actively compensated by rotating the principal axes of the EOM crystal by the application
of an electric field in order to align the linear polarized probe laser with one of the principal
axes of the crystal. By aligning the probe laser polarization with one of the principal axes of the
crystal, the probe light propagates as if in a homogeneous material. A waveguide-based EOM is
advantageous because the applied voltages needed to produce the necessary optical phase shift are
6FIG. 2. Shows a schematic of the experimental setup for the FM spectroscopy experiments, where acronyms
are SAS, saturation absorption spectroscopy; PDH, Pound–Drever–Hall locking; EOM, electro-optic phase
modulator; AOM, acousto-optic modulator; GTP, Glan-Thompson prism; BS, beam splitter; PBS, polarizing
beam splitter; FPGA, field programming gate array; λ/2(λ/4) half (quarter) -waveplate; PD, photodetector;
BPF, band pass filter; LPF, low pass filter; φ1, φ2, phase shifters; DBM, double balanced mixer; IOS, optical
isolator; DM, dichroic mirror.
2 orders of magnitude smaller and the input fiber acts as a spatial mode filter, which reduces the
RAM contributions arising from the spatial inhomogeneity of the optical field [51]. We temperature
stabilized the waveguide-based EOM to reduce drift due to the temperature fluctuations.
RAM can be measured and actively reduced by determining the power falling on a fast pho-
todiode at the modulation frequency and using that signal to correct the principal axes of the
crystal using a feedback loop. The relative phase shift due to birefringence of the crystal is
∆φ = kl(ne − no), where k ≡ 2pi/λp is the wave number of the probe light with wavelength
λp, l is the length of the crystal, and ne (no) is the refractive index of the extraordinary (ordinary)
wave. The phase shift can be externally controlled because ne and no depend on the electric field
present inside the crystal via the Pockels effect. Phase changes can then be due to a control electric
field applied to the crystal, ∆φdc, or from unwanted variations as mentioned in the introduction,
∆φn. The correction phase needed to compensate the RAM can be determined by the condition
that all odd harmonics of ωm of the laser power falling on a photodiode placed after the EOM
are zero for perfect phase modulation (alignment of the probe electric field vector along one of the
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FIG. 3. (a) Shows an example of the Allan deviation of the RAM signal vs. sampling time with the RAM
lock on (red) and off (black). Inset of (a) shows the corresponding RAM signal vs. time with the RAM lock
on (red) and off (black). (b) Shows an example of the Allan deviation of the probe laser transmission signal
on the EIT resonance vs. sampling time with the RAM lock on (red) and off (black). Inset of (b) shows
the corresponding FM signal at two-photon resonance vs. time with the RAM lock on (red) and off (black).
The units are arbitrary for these plots because they were calculated directly from the data which involves
scaling factors due to the signal processing. The plots show a typical comparison between the RAM locked
an unlocked performance for the two different cases described.
principal axes of the crystal). For odd harmonics of ωm, the measured photocurrent will be [50]
I(nωm) = −|E0|2 sin(2α) sin(2β)Jn(M) sin(nωmt) sin(∆φn + ∆φdc), (1)
where n is an odd integer for n > 0. E0 is the E-field amplitude of the probe laser. α and β are
the relative angles of the GTP polarizer and analyzer with respect to the crystal axes, respectively.
Jn(M) is the n
th-order Bessel function with M ≡ (δe − δo) defined as the difference between the
modulation indices of the ordinary and extra-ordinary waves. δo,e depends on no,e and the RF
E-field applied to the EOM [50]. Pure phase modulation is realized by satisfying the condition
sin(∆φn+∆φdc) = 0. To correct for the RAM and obtain ideal phase modulation, a fast photodiode
is used to measure the photocurrent given in Eqn. 1 by demodulating it at ωm and actively feeding
back this error signal into the EOM via the DC port of a bias tee as shown in Fig.2. A PID loop
based on a field programmable gate array is used to generate the signal that is applied to the bias
tee [56]. The laser power used for the RAM correction setup can be relatively large. Typically we
used ∼ 200µW.
A miniature Rubidium atomic clock (Microsemi SA.35m) is used to synchronize the three func-
tion generators used to control the modulation and demodulation in the setup. One function
generator is used for the RF modulation of the EOM. The other two function generators are used
as local oscillators (LO) for the RAM servo and the probe FM signal. The time drift of the clock
in a 24 hour period is < 7µs. The demodulation of the error signal for the RAM servo and the
8FM signal are performed using two double-balanced mixers. A band-pass filter (BPF) is used to
suppress signal at other frequencies, such as higher order sidebands. The phase of the LO for the
RAM servo is adjusted to obtain a maximum error signal from the mixer output. The phase of
the LO used to demodulate the FM signal can produce in-phase or quadrature phase probe laser
transmission signals [41].
III. RESULTS AND DISCUSSION
The stability of the RAM and the probe transmission signal can be studied in a log-log plot
of the Allan deviation versus sampling time. The Allan deviation σy(τ) is the square root of the
Allan variance defined as σ2y(τ) = 〈(yi+1(τ)− yi(τ))2〉/2, where yi(τ) is the ith average fluctuation
over the sampling time τ . Fig. 3(a) shows an example of the Allan deviation of the RAM signal
plotted against sampling time with the RAM lock on (red curve) and off (black curve). The inset
of Fig. 3(a) shows the corresponding RAM signal as a function of time with the RAM lock on
(red) and off (black). The modulation frequency was 10 MHz with a modulation depth +8 dBm.
The LO modulation depth was +14 dBm. The Allan deviation is larger for short sampling times
but decreases as the sampling time increases due to averaging. At larger sampling times, the
Allan deviation of the unlocked signal increases due to slow drifts, such as polarization changes
caused by temperature changes of the optics. The Allan deviation of the locked signal continues to
decrease over the entire range of sampling times. The decrease in both traces shown in Fig. 3(a)
is characteristic of electronic noise, sometimes referred to as flicker phase noise, as well as noise
due to the probe laser locking, white phase and frequency noise. Fig. 3(a) shows that the RAM is
largely eliminated and the FM sidebands are stable over long intervals of time due to the active
stabilization of the FM sidebands.
To further illustrate the point, Fig. 3(b) shows an example of the Allan deviation of the probe
transmission signal acquired using FM spectroscopy as a function of sampling time at two-photon
resonance, the EIT resonance, with the RAM lock on (red curve) and off (black curve). The inset
of Fig. 3(b) shows the corresponding probe transmission signal in the time domain with RAM lock
on (red curve) and off (black curve). For the EIT signal, we used 45µW of probe laser power and
13 mW of coupling laser power. The probe laser beam had a diameter 1.5 ± 0.01 mm while the
coupling beam diameter was 0.16 ± 0.01 mm. The corresponding probe and coupling laser Rabi
frequencies are 2pi × 5.6 ± 0.05 MHz and 2pi × 5.7 ± 0.05 MHz, respectively. Note that this is a
fundamentally different measurement than shown in Fig. 3(a) because now the signal depends on
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FIG. 4. (a) Shows the probe transmission as a function of probe laser detuning for different modulation
depths. (b) Shows the probe transmission signal as a function of the LO phase with the probe and coupling
lasers on resonance. The probe transmission is recorded under conditions where the reference phase used to
demodulate the the probe transmission signal is in the quadrature condition.
other parameters like the density of atoms in the vapor cell and the laser detunings. Consequently,
we observe similar but not identical behavior as that shown in Fig. 3(a). At first, τ < 10 s, both
the locked and unlocked Allan variances increase. After the initial increase, the Allan deviation
decreases with sampling time. For longer sampling times, the Allan deviation starts increasing
again. The τ > 10 s behavior in this example is characteristic of white noise from electronics and
then, most likely, slow environmental drifts of which there are more, since the experiment is more
complicated than the measurement of the RAM on a single photodiode. For τ < 10 s, both curves
most likely show random walk frequency noise due to the laser locking. Fig. 3(b) demonstrates
how sensitive these measurements are, particularly with respect to stabilizing the frequency and
intensity of the lasers, and the utility of using the Allan deviation to determine the noise sources.
We studied the effect of the modulation depth on the probe laser transmission as a function
of probe detuning in order to optimize the probe laser transmission signal. Fig. 4, shows the
probe transmission signal obtained with FM spectroscopy for the three-level ladder system shown
in Fig. 1 with no RF E-field present. The slope of the probe transmission signal close to the probe
resonance depends on the modulation frequencies and modulation depth. For a small modulation
depth, the amplitude of the FM sideband is very small compared to the carrier wave. As we
increase the modulation depth, the amplitude of the sideband grows larger which increases the
slope of the FM signal. For a large modulation depth, we also observe that the amplitude of the
higher-order harmonics grows larger and the slope of the FM signal decreases [57]. To optimize
the slope of the FM probe laser transmission signal at a modulation frequency of 10 MHz, we
10
FIG. 5. (a) Shows the probe transmission as a function of RF detuning at an RF electric field strength of
75µV/cm. The probe laser is resonant while the coupling laser is detuned. (b) Probe laser transmission as
a function of RF electric field strength for the coupling laser on resonance (black curve) and detuned by 1
MHz (red curve). The data was taken with a 1 Hz detection bandwidth.
used a modulation depth of +8 dBm for the EOM and a LO modulation depth of +14 dBm to
demodulate the FM signal. Fig. 4(b) shows the probe transmission as a function of the LO phase
at the EIT probe transmission resonance. For quadrature LO phases, we observe a antisymmetric
FM spectral lineshape about the line center. The steepness of the probe transmission is maximum
at these quadrature phases consistent with prior work [41]. We use the quadrature phase of the
FM derived probe laser transmission to perform the RF E-field measurements shown in Fig. 5 and
Fig. 6.
We also optimized the detuning of the coupling laser so that the applied RF E-field would cause
the maximum change in probe laser transmission. Fig. 5(a) shows probe laser transmission as a
function of RF detuning for several different coupling laser detunings. The probe laser is tuned to
resonance. We used 65µW of probe laser power and 20 mW of coupling power which corresponds
to Rabi frequencies of 2pi× 6.7± 0.05 MHz and 2pi× 7.0± 0.05 MHz, respectively. In Fig. 5(a), the
RF E-field strength is 75µV cm−1. The figure shows that the amplitude of the probe transmission
is optimized for a detuned coupling field for our EIT parameters and modulation frequency. At
1 MHz coupling field detuning, we observed maximum probe transmission. Fig. 5(b) shows the
probe laser transmission plotted against RF E-field strength for two different coupling detunings.
Fig 5(b) illustrates the effect of optimizing the coupling detuning for the measurements. One can
observe from the graph that the probe transmission as a function of RF E-field amplitude is more
sensitive for the 1 MHz coupling laser detuning.
Fig. 6(a) shows weak RF E-field measurements performed by detecting the probe laser trans-
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mission as a function of RF E-field detuning at a 1 MHz coupling laser detuning. The probe laser is
resonant. The Rabi frequencies of the probe and coupling lasers are the same as in Fig. 5. The RF
E-field amplitude was calibrated by measuring it in the AT regime using the Rydberg atom-based
sensor and extrapolating the power reading on the RF generator used to drive the antenna [6]. In
Fig. 6(a), the black curve shows the measured probe laser transmission while the red curve shows
a Lorentzian fit to the lineshape. We used a Lorentzian fit because the lineshape is expected to be
dominated by power broadening since we increased the probe laser power to optimize the signal
with regards to photon shot noise and lineshape. The full width at half maximum was 5.5 MHz for
each fit within the fitting error. The Lorentzian fit the data curves much better than a Gaussian
particularly in the wings of each peak. Fig. 6(b) shows the same plots as Fig. 6(a) after process-
ing the data using a matched filter. Matched filtering is useful for improving the SNR when the
form of the signal is known. It detects or extracts a known signal with high sensitivity that has
been contaminated by noise [59–61]. To implement the matched filter, we convolve a Lorentzian
distribution function,
F (ν, σ,A, νc) =
Aσ
(ν − νc)2 + σ2 , (2)
with the measured signal, where σ is the full width at half maximum, A is the amplitude, and νc
is the line center. The matched filter improves the visibility of the signal, but the signal to noise
level is approximately the same at the smallest E-field amplitudes, presumably because photon
shot noise is limiting the sensitivity. The results in Fig. 6a show a sensitivity ∼ 3µV cm−1 Hz−1.
Each data point corresponds to a ∼ 1 Hz detection bandwidth. With matched filtering, one can
detect a RF electric field amplitude of ∼ 1.8 µV cm−1.
The current sensitivity achieved with FM spectroscopy is about three orders of magnitude worse
than what can be achieved for an optimized projection noise limit of the atomic sensor [7]. For
the parameters used in this effort, the projection noise limit is about 20 times better than what we
demonstrated. The minimum RF E-field that an atomic sensor can measure depends on the RF
transition dipole moment, µRF ; the effective number of atoms participating, N ; and the dephasing
time, T2 [7]. The atomic projection noise limited sensitivity of the Rydberg atom-based E-field
sensor for N atoms can be calculated as
EminRF√
Hz
=
h
µRF
√
NT2
, (3)
where h is the Planck’s constant. For the parameters used in our experiment; µRF = 1745 ea0,
N ≈ 105 participating atoms and T2 = 0.5µs, Eqn. 3 gives a projection noise limited sensitivity
12
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FIG. 6. (a) The plot shows probe transmission vs RF detuning at different values of RF E-field strengths.
The black curves are the recorded data’s and red curves are the Lorentzian fits. The data’s were taken with
same the probe and coupling Rabi frequencies 2pi×6.7±0.05 MHz and 2pi×7.0±0.05 MHz, respectively. (b)
The plot shows probe signal vs RF detuning using matched filter at different values of RF E-field strengths.
All parameters are same as (a). The data was acquired using a 1 Hz detection bandwidth. Each Lorentzian
fit gave a full width at half maximum of 5.5 MHz.
of ∼ 160 nV cm−1 Hz−1/2. For N , we made a conservative estimate which takes into account the
Doppler averaging and relative Rydberg excitation of the atomic sample based on a density matrix
calculation of the system shown in Fig. 1a. The result of the projection noise limited sensitivity
estimate shows that the shot noise of the atoms in the vapor cell is not limiting the sensitivity, since
it is a factor of 20 better than what was measured in the experiments. As in our prior work, photon
shot noise on the photo-detector is limiting the sensitivity [36]. The photon shot noise limited SNR
of a detector is
√
2ηe2Ps∆f/hν, where η is the quantum efficiency, ∆f is the detection bandwidth,
Ps is the power falling on the detector, and ν is the frequency of the light [67]. For the experiments,
a total probe laser power of ∼ 65µW fell on the detector, but less than 10% carried the signal
because of the size of the laser beam overlap, necessitated in our setup by the small dipole moment
of the coupling laser transition, and modulation. For a 1 Hz detection bandwidth, as used in the
prior analysis, the shot noise limited SNR is ∼ 2 × 106 using this reasoning. The smallest probe
transmission signals shown in this paper are ∼ 0.1% of the EIT signal while the overall EIT signal
without the RF electric field is ∼ 0.1% of the absorption signal. These estimates show that photon
shot noise is the primary noise source for low probe laser transmission signals. Surpassing the
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photon shot noise limit in cases where sub-100 nV cm−1Hz−1/2 sensitivities need to be achieved is
nontrivial for Rydberg atom-based RF E-field sensing because increasing the probe laser power
leads to power broadening as well as the possible reduction of T2 depending on how the other
parameters of the sensor are constrained [7].
IV. CONCLUSION
We have shown that FM spectroscopy with active control of RAM improves the readout SNR
of Rydberg atom-based RF E-field sensing when compared to our prior approach [6]. We have
achieved a sensitivity of ∼ 3 µVcm−1Hz−1/2 and demonstrated the detection of weak RF E-fields,
∼ 1.8 µV cm−1, using matched filtering. This sensitivity limit is the same as what we achieved
recently utilizing a MZI [36]. The current experimental sensitivity of the RF E-field measurement
is worse than the atomic projection noise limit for realistic cases where N and T2 are not too small
because of photon shot noise. It is possible to change the parameters of the system to incrementally
improve the sensitivity, however, photon shot noise is a barrier that must be overcome to achieve
optimal projection noise limited sensitivity. The MZI read-out method was similarly bounded
because the laser Rabi frequencies are determined by a desire to maximize coherence times and
avoid power broadening. The agreement between the FM spectroscopy and MZI results supports
the idea that photon shot noise is an important source of noise to address if the sensitivity of
Rydberg atom-based RF E-field measurement is to be significantly improved. Some approaches
that we are investigating to surpass the photon shot noise limit are to utilize non-resonant two-
photon excitation or squeezed light for the probe transition. FM spectroscopy is very versatile and
can be used in a portable, compact package that is less complicated than an interferometer but
can reach similar performance levels. RF E-field measurements at sensitivities below the photon
shot noise limit can possibly be used in a wide range of applications in medical science, such as
detection of early stage breast cancer[26], and as a tool for radio astronomy to detect absolute
levels of thermal background radiation and explore fundamental physics of the universe [68, 69].
At present, Rydberg atom-based sensing is well-poised to become the standard for electric field
measurement, particularly useful for calibration of RF and terahertz devices, from GHz to THz.
14
ACKNOWLEDGMENTS
The authors would like to thank Jiteng Sheng for the fruitful discussions. This work was
supported by the DARPA Quasar program by a grant through the ARO (60181-PH-DRP). We
also acknowledge support from the National Reconnaissance Office. HK acknowledges support
from the Carl-Zeiss Foundation.
[1] A. D. Ludlow, M. M. Boyd, J. Ye, E. Peik, and P. O. Schmidt, “Optical atomic clocks,” Rev. Mod.
Phys. 87, 637 (2015).
[2] A. D. Cronin, J. Schmiedmayer, and D. E. Pritchard, “Optics and interferometry with atoms and
molecules,” Rev. Mod. Phys.81, 1051 (2009).
[3] G. Rosi, F. Sorrentino, L. Cacciapuoti, M. Prevedelli, and G. M. Tino, “Precision measurement of the
Newtonian gravitational constant using cold atoms”, Nature 510, 518 (2014).
[4] D. Weiss, B. Young, and S. Chu, “Precision measurement of the photon recoil of an atom using atomic
interferometry,” Phys. Rev. Lett.70, 2706 (1993).
[5] C. L. Degen, F. Reinhard, and P. Cappellaro, “Quantum Sensing,” arXiv:1611.02427v1 (2016).
[6] J. Sedlacek, A. Schwettmann, H. Ku¨bler, R. Lo¨w, T. Pfau, and J. Shaffer, “Microwave electrometry
with Rydberg atoms in a vapour cell using bright atomic resonances,” Nat. Phys. 8, 819 (2012).
[7] H. Fan, S. Kumar, J. Sedlacek, Ku¨bler, S. Karimkashi, and J. P. Shaffer, “Atom based RF electric field
sensing,” J. Phys. (Paris)B: At., Mol. Opt. Phys. 48, 202001 (2015).
[8] P. Bo¨hi and P. Treutlein,“Simple microwave field imaging technique using hot atomic vapor cells,”
Appl. Phys. Lett.101, 181107 (2012).
[9] V. Acosta, K. Jensen, C. Santori, D. Budker, and R. Beausoleil, “Electromagnetically Induced Trans-
parency in a Diamond Spin Ensemble Enables All-Optical Electromagnetic Field Sensing,” Phys. Rev.
Lett.110, 213605 (2013).
[10] C. Holloway, J. Gordon, S. Jefferts, A. Schwarzkopf, D. Anderson, S. Miller, N. Thaicharoen, and
G. Raithel, “Broadband Rydberg Atom-Based Electric-Field Probe for SI-Traceable, Self-Calibrated
Measurements,” IEEE Transactions on Antennas and Propagation 62, 6169 (2014).
[11] J. P. Booth, M. Fadlallah, J. Derouard, and N. Sadeghi, “Electric field measurements in discharges by
2+1 photon laser Stark spectroscopy of atomic hydrogen,” Appl. Phys. Lett.65, 819 (1994).
[12] T. Crowley, E. Donley, and T. Heavner, “Quantum-based microwave power measurements: Proof-of-
concept experiment,” Rev. Sci. Instrum. 75, 2575 (2004).
[13] D. Paulusse, N. Rowell, and A. Michaud, “Accuracy of an Atomic Microwave Power Standard,” IEEE
Trans. Instrum. Meas. 54, 692 (2005).
15
[14] I. M. Savukov, S. J. Seltzer, M. V. Romalis, and K. L. Sauer, “Tunable Atomic Magnetometer for
Detection of Radio-Frequency Magnetic Fields,” Phys. Rev. Lett.95, 063004 (2005).
[15] J. M. Obrecht, R. J. Wild, and E. A. Cornell, “Measuring electric fields from surface contaminants
with neutral atoms,” Phys. Rev. A75, 062903 (2007).
[16] A. Mohapatra, T. Jackson, and C. Adams, “Coherent Optical Detection of Highly Excited Rydberg
States Using Electromagnetically Induced Transparency,” Phys. Rev. Lett.98, 113003 (2007).
[17] A. Mohapatra, M. Bason, B. Butscher, K. Weatherhill, and C. Adams, “A giant electro-optic effect
using polarizable dark states,” Nat. Phys. 4, 890 (2008).
[18] P. Bo¨hi, M. F. Riedel, T. W. Ha¨nsch and P. Treutlein,“Imaging of microwave fields using ultracold
atoms,” Appl. Phys. Lett.97, 051101 (2010).
[19] M. V. Balabas, T. Karaulanov, M. P. Ledbetter, and D. Budker, “Polarized Alkali-Metal Vapor with
Minute-Long Transverse Spin-Relaxation Time,” Phys. Rev. Lett.105, 070801 (2010).
[20] F. Dolde, H. Fedder, M. Doherty, T. No¨bauer, F. Rempp, G. Balasubramanian, T. Wolf, F. Reinhard,
L. Hollenberg, F. Jelezko, and J. Wrachtrup, “Electric-field sensing using single diamond spins,” Nat.
Phys. 7, 459 (2011).
[21] J.A. Sedelacek, E. Kim, S. T. Rittenhouse, P.F. Weck, H. Sadeghpour and J.P. Shaffer, ”Neutralization
of Surface Adsorbate Electric Fields of Rubidium by Slow Electron Attachment,” Phys. Rev. Lett. 116,
133201 (2016).
[22] J. Naber, S. Machluf, L. Torralbo-Campo, M. L. Soudijn, N. J. van Druten, H. B. van Linden van
den Heuvell, and R. J. C. Spreeuw, “Adsorbate dynamics on a silica-coated gold surface measured by
Rydberg Stark spectroscopy,” J. Phy. B 49, 094005 (2016).
[23] D. Pozar, Microwave and RF Design of Wireless Systems (Wiley New Jersey, 2001).
[24] S. Davis, D. Landgrebe, T. Phillips, P. Swain, R. Hoffer, J. Lindenlaub, and L. Silva, “Remote sensing:
the quantitative approach,” in Remote sensing: the quantitative approach, Vol. 1, edited by P. Swain
and S. Davis (McGraw-Hill International Book Co., New York, 1978).
[25] E. Thostenson and T.-W. Chou, “Microwave Processing: Fundamentals and Applications,” Composites
Part A: Applied Science and Manufacturing 30, 1055 (1999).
[26] A. Rosen, M. A. Stuchly, and A. V. Vorst, “Applications of RF/Microwaves in Medicine,” IEEE
Transactions on Microwave Theory and Techniques, 50, 963 (2002).
[27] H. Fan, S. Kumar, H. Ku¨bler, and J. P. Shaffer, “Dispersive radio frequency electrometry using Rydberg
atoms in a prism-shaped atomic vapor cell,” J. Phys. B 49, 104004 (2016).
[28] H. Ku¨bler, J. Shaffer, T. Baluktsian, R. Lo¨w, and T. Pfau, “Coherent excitation of Rydberg atoms in
micrometre-sized atomic vapour cells,” Nat. Photon. 4, 112 (2010).
[29] R. Lo¨w and T. Pfau, “Magneto-optics: Hot atoms rotate light rapidly,” Nature Photonics 3, 197 (2009).
[30] B. Huber, T. Baluktsian, M. Schlagmu¨ller, A. Ko¨lle, H. Ku¨bler, R. Lo¨w, and T. Pfau, “GHz Rabi
flopping to Rydberg states in hot atomic vapor cells,” Phys. Rev. Lett.107, 243001 (2011).
16
[31] D. P.-Barato and C. S. Adams, “All-Optical Quantum Information Processing Using Rydberg Gates”,
Phys. Rev. Lett. 112, 040501 (2014).
[32] A. Urvoy, F. Ripka, I. Lesanovsky, D. Booth, J. Shaffer, T. Pfau, and R. Lo¨w, “Strongly Correlated
Growth of Rydberg Aggregates in a Vapor Cell,” Phys. Rev. Lett.114, 203002 (2015).
[33] H.Q. Fan, S. Kumar, C. Holloway, J. Gordon and J.P. Shaffer, ”Effects of Vapor Cell Size on Rydberg
Atom Electrometry,” Phys. Rev. Appl. 4, 044015 (2015).
[34] V. Tishchenko, V. Tokatly, and V. Luk’yanov, “The Beginning of the Metrology of Radio-Frequency
Electromagnetic Fields and the First Standards of Electric Field Strength”, Meas. Tech. 46, 76 (2003).
[35] J. Gordon, C. Holloway, A. Schwarzkopf, D. Anderson, S. Miller, N. Thaicharoen, and G. Raithel,
“Millimeter wave detection via Autler-Townes splitting in rubidium Rydberg atoms,” Appl. Phys.
Lett.105, 024104 (2014).
[36] S. Kumar, H. Fan, H. Ku¨bler, J. Sheng, J. P. Shaffer, “Atom-Based Sensing of Weak Radio Frequency
Electric Fields Using Homodyne Readout,” arXiv:1610.09550v1 (2016).
[37] H. Fan, S. Kumar, R. Daschner, H. Ku¨bler, and J. Shaffer, “Sub-wavelength microwave electric field
imaging using Rydberg atoms inside atomic vapor cells,” Opt. Lett.39, 3030 (2014).
[38] C. Holloway, J. Gordon, A. Schwarzkopf, D. Anderson, S. Miller, N. Thaicharoen, and G. Raithel,
“Sub-wavelength imaging and field mapping via electromagnetically induced transparency and Autler-
Townes splitting in Rydberg atoms,” Appl. Phys. Lett.104, 244102 (2014).
[39] J. Sedlacek, A. Schwettmann, H. Ku¨bler, and J. Shaffer, “Atom-Based Vector Microwave Electrometry
Using Rubidium Rydberg Atoms in a Vapor Cell,” Phys. Rev. Lett.111, 063001 (2013).
[40] T. F. Gallagher, Rydberg atoms, Vol. 3 (Cambridge University Press, 2005).
[41] G. C. Bjorklund, “Frequency-modulation spectroscopy: a new method for measuring weak absorptions
and dispersions,” Opt. Lett.5, 15 (1980).
[42] G. C. Bjorklund and M. D. Levenson, “Sub-Doppler frequency modulation spectroscopy of I2,” Phys.
Rev. A24, 166 (1981).
[43] K. Kokeyama, K. Izumi, W. Z. Korth, N. S.-Lefebvre, K. Arai, and R. X. Adhikari, “Residual amplitude
modulation in interferometric gravitational wave detectors,” J. Opt. Soc. Am. A31, 81 (2014).
[44] G. d. Vine, D. S. Rabeling, B. J. J. Slagmolen, T. T.-Y. Lam, S. Chua, D. M. Wuchenich, D. E.
McClelland, and D. A. Shaddock, “Picometer level displacement metrology with digitally enhanced
heterodyne interferometry,” Opt. Exp. 17, 828 (2009).
[45] E. D. Black, “An introduction to Pound-Drever-Hall laser frequency stabilization,” Am. J. Phys. 69,
79 (2001).
[46] Y. Yu, Y. Wang, and J. R. Pratt, “Active cancellation of residual amplitude modulation in a frequency-
modulation based Fabry-Perot interferometer,” Rev. Sci. Instrum. 87, 033101 (2016).
[47] J. Ye and T. W. Lynn, ”Applications of optical cavities in modern atomic, molecular, and optical
physics,” in Advances In Atomic, Molecular, and Optical Physics, Vol. 49, edited by B. Bederson and
H. Walther (Academic Press, 2003).
17
[48] H. Riris, C. B. Carlisle, D. F. McMillen, and D. E. Cooper, “Explosives detection with a frequency
modulation spectrometer,” Appl. Opt.35, 4694 (1996).
[49] B. H. McGuyer, Y.-Y. Jau, and W. Happer, “Simple method of light-shift suppression in optical
pumping systems,” Appl. Phys. Lett.94, 251110 (2009).
[50] N. C. Wong and J. L. Hall, “Servo control of amplitude modulation in frequency-modulation spec-
troscopy: demonstration of shot-noise-limited detection,” J. Opt. Soc. Am. B2, 1527 (1985).
[51] W. Zhang, M. J. Martin, C. Benko, J. L. Hall, J. Ye, C. Hagemann, T. Legero, U. Sterr, F. Riehle, G.
D. Cole, and M. Aspelmeyer, “Reduction of residual amplitude modulation to 1 ×10−6 for frequency
modulation and laser stabilization,” Opt. Lett.39, 1980 (2014).
[52] Z. Li, W. Ma, W. Yang, Y. Wang, and Y. Zheng, “Reduction of zero baseline drift of the Pound-Drever-
Hall error signal with a wedged electro-optical crystal for squeezed state generation,” Opt. Lett.41, 3331
(2016).
[53] E. A. Whittaker, M. Gehrtz, and G. C. Bjorklund, “Residual amplitude modulation in laser electro-
optic phase modulation,” J. Opt. Soc. Am. B2, 1320 (1985).
[54] D. R. Hjelme, S. Neegard, and E. Vartdal, “Optical interference fringe reduction in frequency-
modulation spectroscopy experiments,” Opt. Lett.20, 1732 (1995).
[55] R. Eichholz, H. Richter, M. Wienold, L. Schrottke, R. Hey, H. T. Grahn, and H.-W. Hu¨bers, ”Frequency
modulation spectroscopy with a THz quantum-cascade laser,” Opt. Exp. 21, 32199 (2013).
[56] A. Schwettmann, J. Sedlacek, and J.P. Shaffer, ”FPGA-based locking circuit for external cavity diode
laser frequency stabilization,” Rev. Sci. Inst., 82, 103103 (2011).
[57] J. M. Supplee, E. A. Whittaker, and W. Lenth, ”Theoretical description of frequency modulation and
wavelength modulation spectroscopy,” Appl. Opt.33, 6294 (1994).
[58] J. L. Hall, L. Hollberg, T. Baer, and H. G. Robinson, “Optical heterodyne saturation spectroscopy,”
Appl. Phys. Lett.39, 680 (1981).
[59] M. Vasilyev, “Matched filtering of ultrashort pulses,” Science 350 (6266), 1314 (2015).
[60] R. N. McDonough, A. D. Whalen, Detection of Signals in Noise, (Academic Press, San Diego, CA,
1995).
[61] H. Riris, C. B. Carlisle, R. E. Warren, and D. E. Cooper, ”Signal-to-noise ratio enhancement in
frequency-modulation spectrometers by digital signal processing,” Opt. Lett. 19, 144 (1994).
[62] M. Tonouchi, “Cutting-edge terahertz technology,” Nat. Photon. 1, 97 (2007).
[63] H.-J. Song, K.-H. Oh, N. Shimizu, N. Kukutsu, and Y. Kado, ”Generation of frequency-modulated
sub-terahertz signal using microwave photonic technique,” Opt. Express 18, 15936 (2010).
[64] M. Porer, J.-M. Me´nard, and R. Huber, ”Shot noise reduced terahertz detection via spectrally postfil-
tered electro-optic sampling,” Opt. Lett. 39, 2435 (2014).
[65] U.L. Andersen and T. Gehring and C. Marquardt and G. Leuchs, ”30 years of squeezed light genera-
tion,” Phys. Scr., 91 053001 (2016).
18
[66] Amy R. Trangsrud, “The SPIDER CMB Polarimeter,” Ph.D. Thesis, California Institute of Technology
Pasadena, California (2012).
[67] R. W. Boyd, Radiometry and the Detection of Optical Radiation, (John Wiley and Sons, 1983).
[68] T. L. Wilson, K. Rohlfs, S. Hu¨ttemeister, Tools of Radio Astronomy, fifth edition, Springer-Verlag
Berlin Heidelberg (2009).
[69] P. D. Bernardis, ”The Cosmic Microwave Background : a window on the early universe,” Nucl. Phys.
B (Proc. Suppl.) 243, 33 (2013).
