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THE CLASSICAL BOUSSINESQ HIERARCHY REVISITED
FRITZ GESZTESY AND HELGE HOLDEN
Abstract. We develop a systematic approach to the classical Boussinesq
(cBsq) hierarchy based on an elementary polynomial recursion formalism.
Moreover, the gauge equivalence between the cBsq and AKNS hierarchies
is studied in detail and used to provide an effortless derivation of algebro-
geometric solutions and their theta function representations of the cBsq hier-
archy.
1. Introduction
We develop an elementary algebraic approach to the classical Boussinesq (cBsq)
hierarchy in close analogy to previous treatments of the KdV, AKNS, and Toda
hierarchies (cf. [2], [9], [10], [12] and the references therein). The complete integra-
bility of the classical Boussinesq system (and its closely related variants, also known
as the Kaup-Boussinesq, Broer-Kaup, and classical Boussinesq-Burgers system),
ut +
1
4
vxxx + (uv)x = 0, vt + vvx − ux = 0, (1.1)
was originally established by Kaup [19], [20]. Various aspects of this system (and
its variants) are studied, for instance, in [3], [4], [5], [8], [13], [14], [15], [18], [21],
[23], [24], [25], [27], [30], [31], and [32].
Subsequently, the equivalence of the classical Boussinesq system (1.1) and the
AKNS system,
pt +
i
2
pxx − ip
2q = 0, qt −
i
2
qxx + ipq
2 = 0, (1.2)
was established by Jaulent and Miodek [18] by means of the explicit transformation
u+
i
2
vx = −pq, v = i
px
p
(1.3)
(cf. Section 4 for more details).
The principal purpose of this note is threefold. First, we develop the zero-
curvature formalism of the cBsq hierarchy in Section 3 using a polynomial recursion
formalism (independently of its connection with the AKNS hierarchy). Second, we
provide a new and elementary proof of the gauge equivalence between the cBsq and
AKNS hierarchies in Section 4. Finally, using this gauge equivalence, we derive the
class of algebro-geometric solutions of the cBsq hierarchy in Section 5.
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The AKNS hierarchy and its class of algebro-geometric solutions, the fundamen-
tal ingredients for Sections 4 and 5, are briefly reviewed in Section 2.
2. The AKNS hierarchy
In this section we review the construction of the AKNS hierarchy and its algebro-
geometric solutions following a recursive approach to the AKNS zero-curvature
formalism developed in [11].
We start by recalling the recursive construction of the AKNS hierarchy. Suppose
p, q : C→ C∞ with C∞ = C ∪ {∞}, are meromorphic and introduce the matrix
U(z, x) =
(
−iz q(x)
p(x) iz
)
. (2.1)
Define {fℓ(x)}ℓ∈N0 , {gℓ(x)}ℓ∈N0 , and {hℓ(x)}ℓ∈N0 recursively by
f0(x) = −iq(x), g0(x) = 1, h0(x) = ip(x),
fℓ+1(x) =
i
2
fℓ,x(x)− iq(x)gℓ+1(x),
gℓ+1,x(x) = p(x)fℓ(x) + q(x)hℓ(x), (2.2)
hℓ+1(x) = −
i
2
hℓ,x(x) + ip(x)gℓ+1(x), ℓ ∈ N0.
Exlicitly, one finds
f0 = −iq, f1 =
1
2
qx + c1(−iq),
f2 =
i
4
qxx −
i
2
pq2 + c1
(
1
2
qx
)
+ c2(−iq),
g0 = 1, g1 = c1, g2 =
1
2
pq + c2,
g3 = −
i
4
(p
x
q − pqx) + c1
(
1
2
pq
)
+ c3, (2.3)
h0 = ip, h1 =
1
2
p
x
+ c1(ip),
h2 = −
i
4
p
xx
+
i
2
p2q + c1
(
1
2
p
x
)
+ c2(ip),
etc.,
where {cj}j∈N ⊂ C are integration constants.
Next, define the matrix Vn+1(z, x) by
Vn+1(z, x) = i
(
−Gn+1(z, x) Fn(z, x)
−Hn(z, x) Gn+1(z, x)
)
, n ∈ N0, (2.4)
where Fn(z, x), Gn+1(z, x), and Hn(z, x) are polynomials in z ∈ C of the type,
Fn(z, x) =
n∑
ℓ=0
fn−ℓ(x)z
ℓ = −iq
n∏
j=1
(z − µj(x)),
Gn+1(z, x) =
n+1∑
ℓ=0
gn+1−ℓ(x)z
ℓ, (2.5)
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Hn(z, x) =
n∑
ℓ=0
hn−ℓ(x)z
ℓ = ip
n∏
j=1
(z − νj(x)).
Using the recursion (2.2) one verifies
Fn,x = −2izFn + 2qGn+1,
Gn+1,x = pFn + qHn, (2.6)
Hn,x = 2izHn + 2pGn+1,
implying
(G2n+1 − FnHn)x = 0, (2.7)
and hence
Gn+1(z, x)
2 − Fn(z, x)Hn(z, x) = R2n+2(z), (2.8)
whereR2n+2(z) is a monic polynomial of degree 2n+2 with zeros {E0, . . . , E2n+1} ⊂
C. Thus,
R2n+2(z) =
2n+1∏
m=0
(z − Em), {Em}m=0,...,2n+1 ⊂ C. (2.9)
In particular, there is a naturally associated hyperelliptic curve Kn of genus n
obtained from the characteristic equation for Vn+1,
det (yI − iVn+1(z, x)) = y
2 −Gn+1(z, x)
2 + Fn(z, x)Hn(z, x)
= y2 −R2n+2(z) = 0, (2.10)
with I = ( 1 00 1 ) . We compactify the curve by adding two points P∞± . The com-
pactified curve is still denoted by Kn. A point P on the curve Kn\{P∞±} is written
as P = (z, y), where y2 = R2n+2(z). For precise definitions of detailed properties
of the curve Kn we refer to Appendix A in [11].
The stationary AKNS hierarchy is obtained by enforcing the stationary zero-
curvature relation
−Vn+1,x + [U, Vn+1] = 0, (2.11)
which, using (2.2), (2.4), and (2.5), reduces to
− Vn+1,x + [U, Vn+1]
=
(
iGn+1,x − ipFn − iqHn −iFn,x + 2zFn + 2iqGn+1
iHn,x + 2zHn − 2ipGn+1 −iGn+1,x + ipFn + iqHn
)
(2.12)
=
(
ign+1,x − ipfn − iqhn −2fn+1
−2hn+1 −ign+1,x + ipfn + iqhn
)
= 0. (2.13)
Hence the stationary AKNS hierarchy is defined by(
hn+1
fn+1
)
= 0, n ∈ N0. (2.14)
Explicitly, the first few equations read
n = 0 :
(
−p
x
+ c1(−2ip)
−qx + c1(2iq)
)
= 0,
n = 1 :
(
i
2pxx − ip
2q + c1(−px) + c2(−2ip)
− i2qxx + ipq
2 + c1(−qx) + c2(2iq)
)
= 0, (2.15)
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etc.
Next we introduce a deformation parameter tn ∈ C in the functions p and q,
that is, p = p(x, tn), q = q(x, tn). The time dependent zero-curvature relation then
reads
Utn − Vn+1,x + [U, Vn+1] = 0. (2.16)
Employing (2.1), (2.12), and (2.13), one finds
Utn − Vn+1,x + [U, Vn+1]
=
(
iGn+1,x − ipFn − iqHn qtn − iFn,x + 2zFn + 2iqGn+1
ptn + iHn,x + 2zHn − 2ipGn+1 −iGn+1,x + ipFn + iqHn
)
(2.17)
=
(
ign+1,x − ipfn − iqhn qtn − 2fn+1
ptn − 2hn+1 −ign+1,x + ipfn + iqhn
)
= 0. (2.18)
Hence the AKNS hierarchy is defined by
AKNSn(p, q) =
(
ptn − 2hn+1
qtn − 2fn+1
)
= 0, n ∈ N0. (2.19)
Explicitly, the first few equations read
AKNS0(p, q) =
(
pt0 − px + c1(−2ip)
qt0 − qx + c1(2iq)
)
= 0,
AKNS1(p, q) =
(
pt1 +
i
2pxx − ip
2q + c1 (−px) + c2(−2ip)
qt1 −
i
2qxx + ipq
2 + c1 (−qx) + c2(2iq)
)
= 0, (2.20)
etc.
We also recall a scale invariance of the AKNS hierarchy (see [11] for details).
Suppose (p, q) satisfies one of the AKNS equations (2.19) for some n ∈ N0,
AKNSn(p, q) = 0 (2.21)
and consider the scale transformation
(p(x, tn), q(x, tn))→ (p˘(x, tn), q˘(x, tn)) = (Ap(x, tn), A
−1q(x, tn)), A ∈ C\{0}.
(2.22)
Then
AKNSn(p˘, q˘) = 0. (2.23)
The outlined recursive approach is not confined to the hierarchy of AKNS evo-
lution equations. Analogous considerations apply to the KdV, Toda, Boussinesq
hierarchy, etc. (see [2], [9], [10], [12] and the references therein).
Next we turn to the class of algebro-geometric solutions of the AKNS hierarchy.
For brevity we present the formulas in the time-dependent setting only. The corre-
sponding stationary formulas easily follow as a special case (cf. [11]). Let (p(0), q(0))
be a solution of the nth stationary AKNS system, that is,
fn+1(p
(0), q(0)) = hn+1(p
(0), q(0)) = 0, (2.24)
for a given set {cj}j=1,...,n+1 ⊂ C of integration constants. Consider subsequently
the rth time-dependent AKNS system for some fixed r ∈ N0, with integration
constants {c˜j}j=1,...,r+1 ⊂ C. The corresponding quantities fj , gj , etc. (that is,
with c1, . . . , cr+1 replaced by c˜1, . . . , c˜r+1), for this system will be denoted with a
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tilde, f˜j, g˜j , h˜j, V˜r+1, etc. Thus, we are interested in the construction of solutions
(p, q) of
AKNSr(p, q) =
(
ptr − 2h˜r+1
qtr − 2f˜r+1
)
= 0, (p, q)|tr=t0,r = (p
(0), q(0)). (2.25)
These algebro-geometric AKNS solutions are obtained by a careful analysis of two
specific functions on Kn. First one defines the meromorphic function φ on Kn by
φ(P, x, tr) =
y(P ) +Gn+1(z, x, tr)
Fn(z, x, tr)
=
−Hn(z, x, tr)
y(P )−Gn+1(z, x, tr)
,
P = (z, y) ∈ Kn. (2.26)
The divisor of φ(P, x, tn) is given by
(φ(P, x, tr)) = DP∞+ νˆ(x,tr) −DP∞− µˆ(x,tr). (2.27)
Here
µˆ(x, tr) = (µˆ1(x, tr), . . . , µˆn(x, tr)) ∈ σ
nKn,
µˆj(x, tr) = (µj(x, tr), Gn+1(µj(x, tr), x, tr)), j = 1, . . . , n, (2.28)
and
νˆ(x, tr) = (νˆ1(x, tr), . . . , νˆn(x, tr)) ∈ σ
nKn,
νˆj(x, tr) = (νj(x, tr),−Gn+1(νj(x, tr), x, tr)), j = 1, . . . , n, (2.29)
where σnKn denotes the nth symmetric power of Kn and
DQ0Q(P ) = DQ0 +DQ, DQ = DQ1 + · · ·+DQn ,
Q = (Q1, . . . , Qn) ∈ σ
nKn, Q0 ∈ Kn, (2.30)
and for any Q ∈ Kn,
DQ : Kn → N0, P 7→ DQ(P ) =
{
1 for P = Q,
0 for P ∈ Kn\{Q}.
(2.31)
Secondly, we introduce the Baker–Akhiezer vector,
Ψ(P, x, x0, tr, t0,r) =
(
ψ1(P, x, x0, tr, t0,r)
ψ2(P, x, x0, tr, t0,r)
)
, (2.32)
ψ1(P, x, x0, tr, t0,r) = exp
(∫ x
x0
dx′ (−iz + q(x′, tr)φ(P, x
′, tr))
+i
∫ tr
t0,r
ds(F˜n(z, x0, s)φ(P, x0, s)− G˜n+1(z, x0, s))
)
,
ψ2(P, x, x0, tr, t0,r) = φ(P, x, tr)ψ1(P, x, x0, tr, t0,r),
P ∈ Kn\{P∞±}, (x, tr) ∈ C
2.
The functions φ and ψ satisfy the following fundamental properties.
Theorem 2.1 (see [10], [11]). Let P = (z, y) ∈ Kn\{P∞±} and (z, x, x0, tr, t0,r) ∈
C
5. Then φ(P, x, tr) satisfies
φx(P, x, tr) + q(x, tr)φ(P, x, tr)
2 − 2izφ(P, x, tr) = p(x, tr). (2.33)
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Ψ( · , x, x0, t0, t0,r) is meromorphic on Kn\{P∞±} and
Ψx(P, x, x0, tr, t0,r) = U(z, x, tr)Ψ(P, x, x0, tr, t0,r), (2.34)
iy(P )Ψ(P, x, x0, tr, t0,r) = Vn+1(z, x, tr)Ψ(P, x, x0, tr, t0,r), (2.35)
Ψtr (P, x, x0, tr, t0,r) = V˜r+1(z, x, tr)Ψ(P, x, x0, tr, t0,r). (2.36)
Further properties of φ and Ψ can be found in [11], Lemma 4.1.
In order to express the basic quantities in terms of Riemann’s theta function
associated with Kn, we need to introduce differentials and some more notation in
connection with the hyperelliptic curve Kn. In the following we assume Kn to be
nonsingular, that is,
Em 6= Em′ , m,m
′ = 0, . . . , 2n+ 1, m 6= m′. (2.37)
Given a canonical homology basis {aj, bj}j=1,...,n for Kn with intersection matrix
aj ◦ bk = δj,k, one denotes by ωj , j = 1, . . . , n a normalized basis of the space of
holomorphic differentials on Kn,∫
ak
ωj = δj,k, j, k = 1, . . . , n. (2.38)
In addition, one considers a canonical dissection of Kn along its cycles yielding the
simply connected interior K̂n of the fundamental polygon
∂K̂n = a1b1a
−1
1 b
−1
1 . . . a
−1
n b
−1
n . (2.39)
Next, we choose, without loss of generality, the base point P0 = (E0, 0) ∈ Kn and
denote by AP0 , αP0 the Abel maps
AP0 : Kn → J(Kn), P 7→ AP0(P ) = (AP0,1(P ), . . . , AP0,n(P ))
=
(∫ P
P0
ω1, . . . ,
∫ P
P0
ωn
)
(mod Ln), (2.40)
and
αP0 : Div(Kn)→ J(Kn), D 7→ αP0(D) =
∑
P∈Kn
D(P )AP0(P ), (2.41)
where
Ln = {z ∈ C
n | z = N + τM, N,M ∈ Zn} (2.42)
denotes the period lattice, and
J(Kn) = C
n/Ln (2.43)
the Jacobi variety. In addition we introduce
ÂP0 : K̂n → C
n, P 7→ ÂP0(P ) = (ÂP0,1(P ), . . . , ÂP0,n(P ))
=
(∫ P
P0
ω1, . . . ,
∫ P
P0
ωn
)
, (2.44)
αˆP0 : Div(Kn)→ C
n, D 7→ αˆP0(D) =
∑
P∈Kn
D(P )ÂP0(P ), (2.45)
and ΞP0 = (ΞP0,1, . . . ,ΞP0,n), the vector of Riemann constants, by
ΞP0 = Ξ̂P0(mod Ln),
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Ξ̂P0,j =
1
2
(
1 +
∫
bj
ωj
)
−
n∑
ℓ=1
ℓ 6=j
∫
aℓ
ωℓ(P )ÂP0,j(P ), j = 1, . . . , n. (2.46)
Next, consider the normal differential of the third kind ω
(3)
P∞+ ,P∞−
with simple poles
at P∞+ and P∞− , corresponding residues +1 and −1, vanishing a-periods, being
holomorphic otherwise on Kn. Hence one obtains
ω
(3)
P∞+ ,P∞−
=
∏n
j=1(π˜ − λj) dπ˜
y
, ω
(3)
P∞− ,P∞+
= −ω
(3)
P∞+ ,P∞−
, (2.47)∫
aj
ω
(3)
P∞+ ,P∞−
= 0, j = 1, . . . , n, (2.48)
U (3) = (U
(3)
1 , . . . , U
(3)
n ),
U
(3)
j =
1
2πi
∫
bj
ω
(3)
P∞+ ,P∞−
= ÂP∞− ,j(P∞+) = 2ÂP0,j(P∞+), j = 1, . . . , n, (2.49)
∫ P
P0
ω
(3)
P∞+ ,P∞−
=
ζ→0
±(ln(ζ) − ln(ω0) +O(ζ)), P = (ζ
−1, y) near P∞± , (2.50)
where the numbers {λj}j=1,...,n are determined by the normalization (2.48). The
Abelian differentials of the second kind ω
(2)
P∞± ,0
are chosen such that
ω
(2)
∞±,0
=
ζ→0
(ζ−2 +O(1)) dζ near P∞± , (2.51)∫
aj
ω
(2)
P∞± ,0
= 0, j = 1, . . . , n, (2.52)
U
(2)
0 = (U
(2)
0,1 , . . . , U
(2)
0,n), U
(2)
0,j =
1
2πi
∫
bj
Ω
(2)
0 , Ω
(2)
0 = ω
(2)
P∞+ ,0
− ω
(2)
P∞− ,0
, (2.53)
∫ P
P0
Ω
(2)
0 =
ζ→0
∓(ζ−1 + e0,0 + e0,1ζ +O(ζ
2)), P = (ζ−1, y) near P∞± . (2.54)
In addition we define Abelian differentials of the second kind ω
(2)
P∞± ,r
by
ω
(2)
P∞± ,r
=
ζ→0
(ζ−2−r +O(1)) dζ near P∞± , r ∈ N0, (2.55)∫
aj
ω
(2)
P∞± ,r
= 0, j = 1, . . . , n, (2.56)
U˜
(2)
r = (U˜
(2)
r,1 , . . . , U˜
(2)
r,n), U˜
(2)
r,j =
1
2πi
∫
bj
Ω˜(2)r ,
Ω˜(2)r =
r∑
q=0
(q + 1)c˜r−q(ω
(2)
P∞+ ,q
− ω
(2)
P∞− ,q
), (2.57)
∫ P
P0
Ω˜(2)r =
ζ→0
∓
(
r∑
q=0
c˜r−qζ
−1−q + e˜r,0 +O(ζ)
)
, P = (ζ−1, y) near P∞± ,
(2.58)
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with {c˜ℓ}ℓ=1,...,r ⊂ C, c˜0 = 1 denoting integration constants.
Finally, we abbreviate
z(P,Q) = ÂP0(P )− αˆP0(DQ)− Ξ̂P0 , (2.59)
z±(Q) = z(P∞± , Q), Q = (Q1, . . . , Qn). (2.60)
Next, assume that (p, q) satisfies the rth time-dependent AKNS equation with
initial data (p(0), q(0)) being solutions of the nth stationary AKNS equation at
t = t0,r, that is,
(p(x, t0,r), q(x, t0,r)) = (p
(0)(x), q(0)(x)), x ∈ C. (2.61)
The principal aim is to derive explicit formulas for the solution (p, q) as well as
the function φ and the Baker–Akhiezer function Ψ in terms of the Riemann theta
function
θ(z) =
∑
m∈Zn
exp
(
2πi(m, z) + πi(m, τm)
)
, z ∈ Cn,
(u, v) =
n∑
j=1
ujvj , τ =
(∫
bj
ωk
)
j,k=1,...,n
. (2.62)
This is the content of the next theorem.
Theorem 2.2 (see [10], [11]). Let P ∈ Kn\{P∞±}, (x, x0, tr, t0,r) ∈ C
4, assume
Kn to be nonsingular, and suppose Dµˆ(x,t), or equivalently, Dνˆ(x,t) to be nonspecial,
that is, their index of speciality vanishes, i(Dµˆ(x,t)) = i(Dνˆ(x,t)) = 0. Moreover,
suppose that (p, q) satisfies AKNSr(p, q) = 0 with (p, q)|tr=t0,r = (p
(0), q(0)), a
solution of the nth stationary AKNS system. Let φ and Ψ be defined by (2.26) and
(2.32), respectively. Then
φ(P, x, tr) =
2i
q(x0, t0,r)ω0
θ(z−(µˆ(x0, t0,r)))
θ(z+(µˆ(x0, t0,r)))
θ(z+(µˆ(x, tr)))
θ(z−(νˆ(x, tr)))
θ(z(P, νˆ(x, tr)))
θ(z(P, µˆ(x, tr)))
×
× exp
( ∫ P
P0
ω
(3)
P∞+ ,P∞−
− 2i(x− x0)e0,0 − 2i(tr − t0,r)e˜r,0
)
, (2.63)
ψ1(P, x, x0, tr, t0,r) =
θ(z+(µˆ(x0, t0,r)))
θ(z(P, µˆ(x0, t0,r)))
θ(z(P, µˆ(x, tr)))
θ(z+(µˆ(x, tr)))
× (2.64)
× exp
(
i(x− x0)
(
e0,0 +
∫ P
P0
Ω
(2)
0
)
+ i(tr − t0,r)
(
e˜r,0 +
∫ P
P0
Ω˜(2)r
))
,
ψ2(P, x, x0, tr, t0,r) =
2i
q(x0, t0,r)ω0
θ(z−(µˆ(x0, t0,r)))
θ(z(P, µˆ(x0, t0,r)))
θ(z(P, νˆ(x, tr)))
θ(z−(νˆ(x, tr)))
×
× exp
(∫ P
P0
ω
(3)
P∞+ ,P∞−
+ i(x− x0)
(
− e0,0 +
∫ P
P0
Ω
(2)
0
)
+ i(tr − t0,r)
(
− e˜r,0 +
∫ P
P0
Ω˜(2)r
))
. (2.65)
Furthermore, one derives
p(x, tr) = p(x0, t0,r)
θ(z−(νˆ(x0, t0,r)))
θ(z+(νˆ(x0, t0,r)))
θ(z+(νˆ(x, tr)))
θ(z−(νˆ(x, tr)))
×
× exp(−2i(x− x0)e0,0 − 2i(tr − t0,r)e˜r,0), (2.66)
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q(x, tr) = q(x0, t0,r)
θ(z+(µˆ(x0, t0,r)))
θ(z−(µˆ(x0, t0,r)))
θ(z−(µˆ(x, tr)))
θ(z+(µˆ(x, tr)))
×
× exp(2i(x− x0)e0,0 + 2i(tr − t0,r)e˜r,0), (2.67)
p(x0, t0,r)q(x0, t0,r) =
4
ω20
θ(z+(νˆ(x0, t0,r)))
θ(z−(νˆ(x0, t0,r)))
θ(z−(µˆ(x0, t0,r)))
θ(z+(µˆ(x0, t0,r)))
, (2.68)
p(x, tr)q(x, tr) = −e0,1 −
∂2
∂x2
ln(θ(z+(µˆ(x, tr)))), (2.69)
and
αP0(Dµˆ(x,tr)) = αP0(Dµˆ(x0,t0,r))− i(x− x0)U
(2)
0 − i(tr − t0,r)U˜
(2)
r , (2.70)
αP0(Dνˆ(x,tr)) = αP0(Dνˆ(x0,t0,r))− i(x− x0)U
(2)
0 − i(tr − t0,r)U˜
(2)
r . (2.71)
Algebro-geometric solutions of the AKNS equations (i.e., the case r = 1, n ∈ N)
have previously been derived by a variety of authors, see, for instance, [1], [6],
[7], [16], [17], [22], [26], [28], [29] and the literature cited therein. The principal
contribution of [11] to this circle of ideas is an effortless treatment of algebro-
geometric solutions of the entire AKNS hierarchy (i.e., for r, n ∈ N) using the
elementary polynomial recursion formalism outlined in the first part of this section.
3. The classical Boussinesq hierarchy
In this section we follow the zero-curvature formalism introduced by Geng and
Wu [8] for the cBsq hierarchy and adapt it to the recursion formalism outlined in
Section 2. Fix1 α ∈ C\{0}, β ∈ C, and define the matrix
U(z, x) =
(
−iz − αv(x) u(x) + βvx(x)
−1 iz + αv(x)
)
. (3.1)
Define recursively {f j(x)}j∈N0 , {gj(x)}j∈N0 , and {hj(x)}j∈N0 by
f0(x) = −i(u(x) + βvx(x)), g0(x) = 1, h0(x) = −i, (3.2a)
f j+1(x) =
i
2
f j,x(x) + iαv(x)f j(x) − i(u(x) + βvx(x))gj+1(x), (3.2b)
gj+1,x(x) = (u(x) + βvx(x))hj(x)− f j(x), (3.2c)
hj+1(x) = −
i
2
hj,x(x) + iαv(x)hj(x) − igj+1(x), j ∈ N0. (3.2d)
Explicitly, the first few elements read
f1 =
1
2
(u + βvx)x + αv(u + βvx) + c1(−i)(u+ βvx),
g1 = c1, g2 = −
1
2
(u+ βvx) + c2, (3.3)
h1 = αv − ic1,
etc.
where {cj}j∈N ⊂ C are integration constants.
1The constants α and β remain fixed in the following and will not be emphasized in the
notation.
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Next, define
V n+1(z, x) = i
(
−Gn+1(z, x) Fn(z, x)
−Hn(z, x) Gn+1(z, x)
)
(3.4)
where Fn(z, x), Gn+1(z, x), and Hn(z, x) are polynomials in z ∈ C,
Fn(z, x) =
n∑
ℓ=0
fn−ℓ(x)z
ℓ = −i(u(x) + βvx(x))
n∏
j=1
(z − µj(x)),
Gn+1(z, x) =
n+1∑
ℓ=0
gn+1−ℓ(x)z
ℓ, (3.5)
Hn(z, x) =
n∑
ℓ=0
hn−ℓ(x)z
ℓ = −i
n∏
j=1
(z − νj(x)).
Using the recursion (3.2) one verifies
Fn,x = −2(iz + αv)F n + 2(u+ βvx)Gn+1,
Gn+1,x = (u+ βvx)Hn − Fn, (3.6)
Hn,x = 2(iz + αv)Hn − 2Gn+1,
implying
(G
2
n+1 − FnHn)x = 0 (3.7)
and hence
Gn+1(z, x)
2 − Fn(z, x)Hn(z, x) = R2n+2(z), (3.8)
whereR2n+2(z) is a monic polynomial of degree 2n+2 with zeros {E0, . . . , E2n+1} ⊂
C. Thus,
R2n+2(z) =
2n+1∏
m=0
(z − Em), {Em}m=0,...,2n+1 ⊂ C. (3.9)
Again the corresponding hyperelliptic curve Kn of genus n is naturally obtained
from the characteristic equation for V n+1,
det
(
yI − iV n+1(z, x)
)
= y2 −Gn+1(z, x)
2 + Fn(z, x)Hn(z, x)
= y2 −R2n+2(z) = 0. (3.10)
The corresponding zero-curvature relation then reads, employing (3.4) and (3.5),
− V n+1,x + [U, V n+1] (3.11)
= i
(
Gn+1,x+Fn−(u+βvx)Hn −Fn,x−2(iz+αv)Fn+2(u+βvx)Gn+1
Hn,x−2(iz+αv)Hn+2Gn+1 −Gn+1,x−Fn+(u+βvx)Hn
)
= 0.
Using the recursion (3.2) to compute f j , gj , and hj for j = 0, . . . , n, (3.11) equals
− V n+1,x + [U, V n+1] (3.12)
= i
(
gn+1,x + fn − (u+ βvx)hn −fn,x − 2αvfn + 2(u+ βvx)gn+1
hn,x − 2αvhn + 2gn+1 −gn+1,x − fn + (u+ βvx)hn
)
= 0.
Next, let
gn+1 = −
1
2
hn,x + αvhn (3.13)
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(consistent with hn+1 = 0 in (3.2d)). Inserting (3.13) into (3.12), we find that the
stationary cBsq hierarchy is given by(
fn,x + 2αvfn + (u+ βvx)(hn,x − 2αvhn)
− 12hn,xx + α(vhn)x + fn − (u+ βvx)hn
)
= 0, n ∈ N0. (3.14)
Remark 3.1. Observe that due to (3.13), the nth stationary cBsq system will con-
tain only integration constants c1, . . . , cn for n ∈ N coming from integrating (3.2c).
Since we have gn+1,x + fn − (u + βvx)hn = 0 from (3.12), our definition (3.13) is
consistent with the definition of gn+1 given by the recursion (3.2c). However, no
new integration constant is introduced.
The first few equations (after some simplifications) read
n = 0 :
(
ux
vx
)
= 0, (3.15)
n = 1 :
(
(u + βvx)xx + 4α(v(u + βvx))x − c1i(u+ βvx)x
ux + (β − α)vxx + 2α
2(v2)x − 2ic1αvx
)
= 0,
etc.
In the special homogeneous case, the latter set of equations, the stationary classical
Boussinesq system, can be rewritten in the more familiar form
u+ (β − α)vx + 2α
2v2 = 0, (2αβ − β2)vxxx + (α− β)uxx + 4α
2(uv)x = 0.
(3.16)
Using the first equation in (3.16), the second can also be rewritten as vxxx −
12α2(v2)x = 0.
To discuss the time-dependent hierarchy of classical Boussinesq systems we follow
the AKNS case and introduce a deformation parameter tn ∈ C in the functions u
and v, that is, u = u(x, tn), v = v(x, tn). The time-dependent zero-curvature
relation then reads
U tn − V n+1,x + [U, V n+1] = 0, (3.17)
implying
0 = U tn − V n+1,x + [U, V n+1] (3.18)
=
(
−αvtn+iGn+1,x+iFn−i(u+βvx)Hn (u+βvx)tn−iFn,x−2i(iz+αv)Fn+2i(u+βvx)Gn+1
iHn,x−2i(iz+αv)Hn+2iGn+1 αvtn−iGn+1,x−iFn+i(u+βvx)Hn
)
.
Using now the recursion (3.2) to compute f j , gj , and hj for j = 0, . . . , n, (3.18)
reduces to
U tn − V n+1,x + [U, V n+1] (3.19)
=
(
−αvtn+ign+1,x+ifn−i(u+βvx)hn (u+βvx)tn−ifn,x−2iαvfn+2i(u+βvx)gn+1
ihn,x−2iαvhn+2ign+1 αvtn−ign+1,x−ifn+i(u+βvx)hn
)
= 0,
or equivalently,
αvtn − ign+1,x − ifn + i(u+ βvx)hn = 0, (3.20a)
(u+ βvx)tn − ifn,x − 2iαvfn + 2i(u+ βvx)gn+1 = 0, (3.20b)
hn,x − 2αvhn + 2gn+1 = 0. (3.20c)
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Using hn,x − 2αvhn + 2gn+1 = 0 in order to eliminate gn+1 in (3.20a) and (3.20b),
then yields the following expressions for the time-dependent classical Boussinesq
hierarchy,
αutn −
i
2
βhn,xxx + iαβvhn,xx − i
(
(β + α)u+ β(β − α)vx
)
hn,x
− i
(
β(u+ (β − α)vx)x − 2α
2(u+ βvx)v
)
hn + i(β − α)fn,x − 2iα
2vfn = 0,
(3.21)
αvtn +
i
2
hn,xx − iαvhn,x + i(u+ (β − α)vx)hn − ifn = 0, n ∈ N0.
For brevity, equations (3.21) will be denoted by
cBsqn(u, v) = 0, n ∈ N0. (3.22)
Remark 3.2. Observe that gn+1 defined by (3.20c) does not satisfy (3.2c), but
rather (3.20a). This is in contrast to the stationary case as well as the corre-
sponding definitions for the AKNS hierarchy. As in the stationary case, the nth
cBsq system contains n integration constants c1, . . . , cn when n ∈ N.
Explicitly, the first few equations read
cBsq0(u, v) =
(
αut0 − αux
αvt0 − αvx
)
= 0, (3.23)
cBsq1(u, v) =
(
αut1−
i
2
αβvxxx+
i
2
(β−α)(u+βvx)xx−2iα
2(uv)x+c1(−αux)
αvt1−
i
2
(u+βvx)x−2iα
2vvx+c1(−αvx)
)
= 0,
etc.
In the homogeneous case cBsq1(u, v) = 0 can be rewritten as
αut1 =
i
2
β(2α− β)vxxx +
i
2
(α− β)uxx + 2iα
2(uv)x,
αvt1 =
1
2
(β − α)vxx + 2iα
2vvx +
i
2
ux. (3.24)
Finally, specializing to α = β one obtains the classical Boussinesq system
ut1 =
i
2
αvxxx + 2iα(uv)x, αvt1 = 2iα
2vvx +
i
2
ux. (3.25)
In the next section we provide a new proof of the fact that the AKNS and the
cBsq hierarchies are gauge equivalent by exibiting an explicit gauge transformation
between them. In the last section this will be used to derive algebro-geometric
solutions of the cBsq hierarchy.
4. The gauge equivalence of the cBsq and AKNS hierarchies
We start by briefly recalling the effect of gauge transformations on zero-curvature
equations. Starting with the time-dependent equations
Ψx = UΨ, Ψt = VΨ, Ψ =
(
ψ1
ψ2
)
, (4.1)
whose compatibility relation Ψxt = Ψtx yields the zero-curvature equation
Ut − Vx + [U, V ] = 0, (4.2)
we introduce the gauge transformation
Ψ = SΨ, S
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Then one derives,
Ψx = U Ψ, Ψt = V Ψ, (4.4)
with
U = SxS
−1 + SUS−1, V = StS
−1 + SV S−1 (4.5)
and hence
U t − V x + [U, V ] = 0. (4.6)
The corresponding stationary formalism starts from
Ψx = UΨ, iyΨ = VΨ, y ∈ C (4.7)
and
−Vx + [U, V ] = 0. (4.8)
The gauge transformation (4.3) then effects
Ψx = U Ψ, iyΨ = V Ψ, (4.9)
with
U = SxS
−1 + SUS−1, V = SV S−1 (4.10)
and hence
−V x + [U, V ] = 0. (4.11)
Introducing the particular choice
S =
(
(−p)1/2 0
0 1/(−p)1/2
)
, p meromorphic on C (4.12)
and applying it to (4.7)–(4.11) in the case of the stationary AKNS hierarchy, iden-
tifying (U, V ) and (U, Vn+1), then yields the following result.
Theorem 4.1. The stationary AKNS and cBsq hierarchies are gauge equivalent in
the sense that
U = SxS
−1 + SUS−1, V n+1 = SVn+1S
−1, (4.13)
with (U, Vn+1) and (U, V n+1) given by (2.1), (2.4) and (3.1), (3.4), respectively,
and S defined by (4.12) (with p = p(x)). In particular, the pair (u, v) given by
u(x) = −p(x)q(x) +
β
2α
(
px(x)
p(x)
)
x
, v(x) = −
1
2α
px(x)
p(x)
, (4.14)
satisfies the nth stationary cBsq system if and only if the pair (p, q), given by
p(x) = exp
(
−2α
∫ x
dx′ v(x′)
)
,
q(x) = −(u(x) + βvx(x)) exp
(
2α
∫ x
dx′ v(x′)
)
, (4.15)
satisfies the nth stationary AKNS system with identical sets of integration constants
cj ∈ C, j = 1, . . . , n for n ∈ N.
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Proof. U = SxS
−1 + SUS−1 is easily seen to be equivalent to (4.14). Similarly,
V n+1 = SVn+1S
−1 is equivalent to
Fn = −pFn, Gn+1 = Gn+1, Hn = −
1
p
Hn. (4.16)
Next suppose that (p, q) solves the nth stationary AKNS system, that is, equations
(2.6) hold. Define Fn, Gn+1, and Hn by (4.16) and (u, v) by (4.14). Then clearly
(3.6) is satisfied, proving that (u, v) satisfies the nth stationary cBsq system.
Conversely, starting with (u, v) solving the nth stationary cBsq system (3.6), we
can define (p, q) and Fn, Gn+1, and Hn using (4.15) and (4.16), respectively. One
then easily verifies that (2.6) holds, and thus (p, q) solves the nth stationary AKNS
system.
We note that the ambiguity inherent to (4.15), due to an arbitrary integration
constant, corresponds to the scale invariance of the AKNS hierarchy as discussed
in (2.21)–(2.23).
The time-dependent analog of Theorem 4.1 then reads as follows.
Theorem 4.2. The time-dependent AKNS and cBsq hierarchies are gauge equiv-
alent in the sense that
U = SxS
−1 + SUS−1, V n+1 = StnS
−1 + SVn+1S
−1, (4.17)
with (U, Vn+1) and (U, V n+1) given by (2.1), (2.4) and (3.1) and (3.4), respectively,
and S defined by (4.12) (with p = p(x, tn)). In particular, the pair (u, v) given by
u(x, tn) = −p(x, tn)q(x, tn) +
β
2α
(
px(x, tn)
p(x, tn)
)
x
, v(x, tn) = −
1
2α
px(x, tn)
p(x, tn)
,
(4.18)
satisfies the nth cBsq system cBsqn(u, v) = 0 if and only if the pair (p, q) given by
p(x, tn) = exp
(
−2α
∫ x
dx′ v(x′, tn)
)
,
q(x, tn) = −(u(x, tn) + βvx(x, tn)) exp
(
2α
∫ x
dx′ v(x′, tn)
)
, (4.19)
satisfies the nth AKNS system AKNSn(p, q) = 0 with identical sets of integration
constants cj ∈ C, j = 1, . . . , n for n ∈ N.
Proof. U = SxS
−1 + SUS−1 is equivalent to (4.18) as noted in the proof of Theo-
rem 4.1. By a direct calculation, V n+1 = StnS
−1 + SVn+1S
−1 is equivalent to
Fn = −pFn, Gn+1 = Gn+1 +
i
2
ptn
p
, Hn = −
1
p
Hn. (4.20)
Next assume that (p, q) solves the nth AKNS system, that is, equations (2.17) hold.
Define Fn, Gn+1, and Hn by (4.20) and (u, v) by (4.18). Then clearly (3.11) is
satisfied, proving that (u, v) satisfies the nth cBsq system.
Conversely, starting with (u, v) solving the nth cBsq system (3.11), we can define
(p, q) and Fn, Gn+1, andHn using (4.19) and (4.20), respectively. Again one verifies
that (2.17) holds, and thus (p, q) solves the nth AKNS system.
The equivalence of the cBsq and AKNS hierarchies, on the basis of the trans-
formation (4.18) has first been noted by Jaulent and Miodek [18] and later by
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Matveev and Yavor [27]. It has been further discussed and linked to Hirota’s bilin-
ear formalism by Sachs [30]. Our method of proof of Theorems 4.1 and 4.2, based
on the polynomial recursion formalism developed in Section 3, to the best of our
knowledge, is new.
5. Algebro-geometric solutions of the classical Boussinesq
hierarchy
Finally we derive the theta function representation of algebro-geometric cBsq
solutions utilizing the gauge equivalence of the cBsq and AKNS hierarchies.
Let (u(0), v(0)) be a stationary solution of the nth classical Boussinesq system,
that is,
fn,x + 2αvfn + (u+ βvx)(hn,x − 2αvhn) = 0,
fn − (u + βvx)hn −
1
2
hn,xx + α(vhn)x = 0, (5.1)
for a given set of integration constants {cj}j=1,...,n ⊂ C. Fix r ∈ N0 and cor-
responding integration constants {c˜j}j=1,...,r ⊂ C. The aim in this section is to
construct a solution (u, v) of
cBsqr(u, v) = 0, (u, v)|tr=t0,r = (u
(0), v(0)). (5.2)
The function φ and the Baker–Akhiezer function Ψ associated with the classical
Boussinesq hierarchy can be obtained as follows.
Theorem 5.1. Consider P = (z, y) ∈ Kn\{P∞±} and (z, x, x0, tr, t0,r) ∈ C
5. Let
φ, Ψ, and S be given by (2.26), (2.32), and (4.12), respectively. Define
Ψ =
(
ψ1
ψ2
)
= SΨ, φ = −
φ
p
. (5.3)
Then φ(P, x, tr) satisfies φ = ψ2/ψ1 and
v(x, tr)φ(P, x, tr)−
1
2α
φx(P, x, tr)
+
1
2α
(u(x, tr) + βvx(x, tr))φ(P, x, tr)
2 −
iz
α
φ(P, x, tr)−
1
2α
= 0. (5.4)
Ψ( · , x, x0, t0, t0,r) is meromorphic on Kn\{P∞±} and satisfies
Ψx(P, x, x0, tr, t0,r) = U(z, x, tr)Ψ(P, x, x0, tr, t0,r), (5.5)
iy(P )Ψ(P, x, x0, tr, t0,r) = V n+1(z, x, tr)Ψ(P, x, x0, tr, t0,r), (5.6)
Ψtr(P, x, x0, tr, t0,r) = V˜ r+1(z, x, tr)Ψ(P, x, x0, tr, t0,r). (5.7)
Proof. Immediate from Theorem 2.1 and (4.1)–(4.6).
The explict representation of algebro-geometric solutions of the classical Boussi-
nesq hierarchy in terms of the Riemann theta function associated with Kn then
reads as follows (we use the notation employed in Theorem 2.2).
Theorem 5.2. Let P ∈ Kn\{P∞±}, (x, x0, tr, t0,r) ∈ C
4, assume Kn to be nonsin-
gular, and suppose Dµˆ(x,tr), or equivalently, Dνˆ(x,tr) to be nonspecial, that is, their
index of speciality vanishes, i(Dµˆ(x,tr)) = i(Dνˆ(x,tr)) = 0. Moreover, suppose that
(u, v) satisfies cBsqr(u, v) = 0 with (u, v)|tr=t0,r = (u
(0), v(0)), a solution of the nth
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stationary classical Boussinesq system. Then the theta function representation of
(u, v) is given by
u(x, tr) = e0,1 +
∂2
∂x2
ln(θ(z+(µˆ(x, tr))))
+
β
2α
∂2
∂x2
ln
(
θ(z−(νˆ(x0, t0,r)))
θ(z+(νˆ(x0, t0,r)))
θ(z+(νˆ(x, tr)))
θ(z−(νˆ(x, tr)))
)
,
v(x, tr) =
i
α
e0,0 −
1
2α
∂
∂x
ln
(
θ(z−(νˆ(x0, t0,r)))
θ(z+(νˆ(x0, t0,r)))
θ(z+(νˆ(x, tr)))
θ(z−(νˆ(x, tr)))
)
. (5.8)
Proof. Combine Theorem 2.2 and (4.18).
Obviously one can derive formulas similar to (2.63)–(2.65) for the functions φ
and Ψ using the explicit relation (5.3). We leave the corresponding details to the
reader.
Algebro-geometric solutions of the time-dependent classical Boussinesq system
cBsq1(u, v) = 0 and their theta function representations were originally derived by
Matveev and Yavor [27]. The case of real-valued solutions and additional reductions
to elliptic solutions in the case of genus n ≤ 3 were subsequently studied by Smirnov
[31]. Theta function representations of algebro-geometric solutions of cBsqr(u, v) =
0 in the case r ≤ 3 appeared in a recent preprint by Geng and Wu [8].
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