Social learning is widely observed in many species. Less experienced agents copy successful behaviors, exhibited by more experienced individuals. Nevertheless, the dynamical mechanisms behind this process remain largely unknown. Here we assume that a complex behavior can be decomposed into a sequence of n motor motifs. Then a neural network capable of activating motor motifs in a given sequence can drive an agent. To account for (n − 1)! possible sequences of motifs in a neural network, we employ the winner-less competition approach. We then consider a teacher-learner situation: one agent exhibits a complex movement, while another one aims at mimicking the teacher's behavior. Despite the huge variety of possible motif sequences we show that the learner, equipped with the provided learning model, can rewire "on the fly" its synaptic couplings in no more than (n − 1) learning cycles and converge exponentially to the durations of the teacher's motifs. We validate the learning model on mobile robots. Experimental results show that indeed the learner is capable of copying the teacher's behavior composed of six motor motifs in a few learning cycles. The reported mechanism of learning is general and can be used for replicating different functions, including, for example, sound patterns or speech.
I. INTRODUCTION
Social or imitation learning through transferring information from an experienced agent to a naive one is widely observed in many species, especially in primates and humans [1] . It relies on adopting successful actions of others and plays a fundamental role in development and communication. Electrophysiological studies suggest that the so-called mirror neurons take place in imitation learning [2, 3] . Yet, the neuronal dynamical mechanisms underlying such a learning remain largely unknown.
Learning a task from scratch, i.e., without any prior knowledge is a complicated problem [4] . Humans rarely attempt to do it. Instead, they usually extract chains of movement primitives from instructions and demonstrations by other humans. Such a paradigm should be also implemented in future completely autonomous robots [5] , which will facilitate their social acceptance [6] .
While learning, an agent (human or robot) first has to isolate essential motor motifs from the movement of another more experienced agent (e.g., "move right", "turn left", etc.). Then it must be able to compose a meaningful behavior from these motifs. Thus, the social learning is an example of a sequential solving of an inverse and then a forward problems. Given n motifs one can buildup (n − 1)! different behaviors (e.g., for n = 10 we get 362880). At the first glance, such an explosive complexity may appear prohibitive for learning in small neural networks.
In this work we present an approach to fast social-like learning of complex motor behaviors from an arbitrary * Corresponding author: vmakarov@ucm.es number of motor motifs. It allows synthesizing behaviors in a neural network of a learning agent by observation of the dynamics of a teacher in no more than (n−1) learning cycles. Such a linear (vs. factorial) growth of the learning time is reasonable for many applications.
The inverse problem, i.e., the segmentation of complex movements into a sequence of primitives, is similar to the problem of discovering network motifs in neural networks [7] , which relies on statistical analysis of graphs. To segment movement trajectories Stulp and colleagues [8] proposed to use a clustering method with principal component analysis. However, even in common situations such an approach requires a huge number of demonstrations and may become unfeasible [9] . Another approach reduces the segmentation problem to a sequential recognition of movements and comparing them to a library of motor motifs [10] . Given that the library exists, this approach permits quite efficient sequencing. For the sake of simplicity, in our work we take a motif library for granted.
The forward problem can be conventionally subdivided into two tasks: 1) implementation of certain motifs (e.g., moving a hand from one point to another [11] ), and 2) synthesis of complex behaviors from motor motifs. The first task can be approached by constructing dynamic movement primitives (DMP) [12] . A DMP is given by a dynamical system with a single or multiple attractors and several parameters that are adjusted to account for the trajectory exhibited by an experienced human. The DMP approach is based on the optimal control and in the case of relatively small number of degrees of freedom can be scaled to multiple but similar demonstrations, which produces more flexible solutions [13] .
The second task is usually approached from the paradigm of predictive control and optimization of trajectories [14, 15] . We, however, explore the complementary but different question: How can a small neural network reproduce and learn one of (n − 1)! behaviors? From the dynamical systems viewpoint the social learning can be reduced to the problem of copying, in terms of synchronization, ordered in time patterns of neuronal activity from one experienced agent to another, novel one. Although the general "hardwired" architectures of the teacher's and learner's networks can be the same, their intrinsic dynamics defining the activity patterns can differ significantly. Then the learner should be able to adjust its network couplings by only observing the teacher dynamics, which leads to synchronization of the behaviors [16] .
To tackle the problem here we adopt a use case approach. As a testbed we consider the generalized Lotka-Volterra model with global inhibitory couplings among neurons [16, 17] . Biological neural networks usually exhibit high asymmetry in the coupling patterns [18, 19] , i.e., reciprocal connections between neurons i and j may differ significantly. Earlier it has been shown that this can be crucial for establishing temporal associations [20, 21] . It also enables maintaining gaits in locomotion, retrieving ordered items from memory, and codification of information in population bursts [22, 23] . An asymmetric Lotka-Volterra model can exhibit the so-called winner-less competition (WLC) behavior, which occurs in a vicinity of a stable heteroclinic loop connecting saddle equilibriums (see, e.g., [17, 24, 25] ). Then, in the presence of a weak perturbation (e.g., noise, for detail see [26] and references therein) a trajectory can wander in the phase space from one saddle to another, thus implementing a particular temporal pattern of neuronal excitation. This provides extremely rich behaviors even in small-size neural networks (see, e.g., [17, [27] [28] [29] ).
In this work we propose a learning algorithm capable of copying the behavior of one WLC neural network to another. Then, we consider a teacher-learner social-like situation. A teacher exhibits a complex behavior consisting of a sequence of motor motifs (one of (n − 1)!) with specific durations. Another agent, a learner, aims at mimicking the behavior. Despite the behavior complexity grows extremely rapidly with n, we show that the learning algorithm allows the learner to rewire "on the fly" the synaptic couplings in no more than (n − 1) learning cycles and converge exponentially fast to the durations of the teacher's motifs. We then validate the model on mobile robots.
II. MOTOR MOTIFS AND BEHAVIORS
Our first goal is to provide a neural network architecture that would enable a robot ( Fig. 1A , for details see [30] ) to perform a series of simple motor actions or motifs. Then a complex motor behavior can be "programmed" as a sequence of motifs. For illustration, we select the following: For the sake of simplicity, in the description of the motifs we did not specify the linear robot velocity, the radii of turns, etc. These parameters will be essential in Sect. V. Inclusion of similar motifs (e.g., M 1 and M 2 ) improves the robot flexibility and complexity of possible behaviors. Note also that the number and variety of motifs can be easily increased (with 6 motifs we can implement up to 120 behaviors).
We can now connect the selected motifs in a graph and thus implement a complex behavior. Figure 1B shows two examples of graphs and the corresponding behaviors of the robot. In the first case, we selected the cyclic sequence ( Fig. 1B.1) :
which generates a zigzag-like trajectory. In the second case the sequence was ( Fig. 1B.2) : All neurons (circles) are mutually coupled by inhibitory synapses (black and red links). Red links mark couplings α = (0.6, 0.5, 0.7, 0.1, 0.8, 0.3) T that define the activation sequence N1 → N2 → N3 → · · · , corresponding to the graph of motor motifs shown in Fig. 1B.1 . The coupling strength of black links is equal to 2. B) WLC dynamics generated by the network. Each neuron switches between on (active) and off (inactive) states. Bottom colored stripe shows the activation intervals T1, . . . , T6 of the corresponding neurons determined by α.
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which generates a more evolved trajectory.
Our second goal is to achieve a social-like learning of behaviors. We thus assign one "more experienced" robot as a teacher. The teacher knows how to reproduce some complex behavior given by a graph, similar to those shown in Fig. 1B . Another robot, a learner, at the beginning cannot replicate the teacher's behavior. Its neural network is initialized randomly and hence generates an arbitrary behavior (e.g., go straight or make circles). Then the learner has to learn: 1) the teacher's graph of motifs and 2) the time intervals T 1 , . . . , T n of all motifs.
III. NEURAL NETWORK DRIVING BEHAVIORS
Let us now provide a neural network model capable of driving a single robot, i.e., implementing all possible graphs of motor motifs M 1 , . . . , M n with the corresponding time intervals T 1 , . . . , T n .
We consider a neural network consisting of n ≥ 3 globally coupled neurons ( Fig. 2A , n = 6). Activation of neuron i during time interval T i evokes the motor motif M i and hence the robot performs the corresponding motor action while the neuron stays active. Thus, we separate the physical implementation of each motor motif from the decision-making provided by the behavior driving neural network. This enables employing the same dynamical principles for controlling different platforms and behaviors.
To describe a sequence of motor motifs ( Fig. 1B) corresponding to a sequence of activations of neurons ( Fig.  2A) , it is convenient to introduce a directed cycle graph G = (V, E) of length n = |V |, with the following vertices and edges (circles and red arrows in Fig. 1B) :
Then every posible closed circuit of activation of neurons can be defined in terms of the adjacency or pathway matrix :
In Eq. (2) w ij = 1 corresponds to a situation when in the motor sequence after motif j goes motif i. Note that deg
There exist (n − 1)! different complete cyclic sequences represented by hamiltonian cycles over V . Thus, even in a relatively small graph there can exist a huge number of possible cycles and hence motor behaviors.
To describe the network dynamics implementing sequences of motor motifs, we use the Lotka-Volterra equation generalized to an arbitrary number of neurons n ≥ 3 [16, 17] 
where x(t) ∈ [0, 1] n is the activation state of the neurons resembling their firing rates, stands for the Hadamard product, 1 n = (1, 1, . . . , 1) T , is a small constant (0 < 1), and ρ α ∈ M n×n (R + ) is the interneuron coupling matrix describing global (all-to-all) synaptic links among the neurons. Moreover, since all elements of ρ α are positive, the couplings among neurons are inhibitory, i.e., activation of one neuron depresses the activity of the others.
Earlier it has been shown that if the matrix ρ α satisfies appropriate conditions, then the network exhibits a winner-less competition behavior [31] . In particular, to satisfy the conditions we can set the connectivity matrix to (see [16] for details):
where α j ∈ (0, 1). Then in Eq. (3) with = 0, there exists an attracting heteroclinic circuit visiting in a cycle n saddles, each of which corresponding to activation of one neuron [31] . Such a cycle is defined by the pathway matrix W and corresponds to the graph G ( Fig. 1B ). Since the heteroclinic circuit is structurally unstable, any small perturbation ( > 0) leads to an emergence of a stable limit cycle in the vicinity of the destroyed heteroclinic loop, which is the only attractor implementing a WLC behavior. Figure 2B illustrates an example of the WLC dynamics. For the sake of visual clarity we have implemented the simplest excitation circuit:
corresponding to the graph shown in Fig. 1B.1 . Loosely speaking, at each time instant only one neuron is on and it inhibits the activity of other neurons until another neuron "switches" on and the process repeats. The duration of the on-state of neuron j is an increasing function of α j , which tends to infinity if α j → 1 [16] . Thus, we can individually control the time intervals of all motifs.
Therefore, playing with the pathway matrix W we can select one of the (n − 1)! sequences of activation of the neurons (and hence the graph of motor motifs), while choosing α = (α 1 , . . . , α n ) T we can set the temporal extension of activation for each neuron (and hence the time intervals T 1 , . . . , T n for all motifs). Thus, the model (3) satisfies our needs and offers an extremely flexible way for generating a variety of motor behaviors.
IV. FAST LEARNING OF BEHAVIORS IN A TEACHER-LEARNER FRAMEWORK
Let us now consider a social-like situation with two agents: an experienced robot (a teacher) and a naive one (a learner). The teacher has a well-trained neural network (3), which allows reproducing some complex behavior (see, e.g., Fig. 1B ). As we have shown in Sect. III the teacher's behavior is defined by the pathway matrix W x (subindex x refers to the teacher) and the vector α.
The dynamics of the neural network driving the learner is given by:
where y(t) ∈ [0, 1] n is the activation state of the neurons and ρ γ (t) is the coupling matrix with entries γ ∈ R n + [counterpart of α in Eqs. (3) and (4)].
At the beginning the learner has an arbitrary pathway matrix W y (counterpart of W x ) and the time interval vector γ. Thus, the dynamics of the learner can differ significantly from the dynamics of the teacher. Then the learner's goal is to learn the teacher's behavior and reproduce it.
A. Learning time intervals
Let us first assume that the learner "knows" the pathway matrix W x , i.e., the graph of motor motifs of the teacher G. However, the time intervals of the motifs (T 1 , . . . , T n ) given by α in the teacher and by γ(t) in the learner are unknown. Thus, we have:
Note that the initial values γ(0) are taken from a random distribution and we can even have a situation with γ j (0) ≥ 1 for some j ∈ V . In such a case the WLC conditions are not satisfied and the network evolves to an equilibrium state, and hence the learner either stays still or performs a single motor motif.
The learner aims at replicating the teacher's behavior, i.e., y(t) for t > t > 0 must repeat in some sense the behavior of x(t). To proceed further let us introduce two essential definitions.
Under the learning of a temporal pattern we understand a situation when a learner, sharing the same pathway matrix with the teacher (W y = W x ), independently on the initial conditions x(0), y(0), γ(0), can tune its synaptic couplings γ(t; x) in such a way that
We note that condition (7) implies that the learner will eventually succeed in reproducing the temporal sequence shown by the teacher:
where t * is some phase lag. This happens because for a fixed (stationary) γ ∈ (0, 1) n the WLC model (5) has a single structurally stable attractor. Thus, given (7) at t → ∞ the learner and the teacher will have the same stable limit cycle in their phase spaces. Then, the phase lag t * in (8) corresponds to a delay in movement along the limit cycle of the teacher and of the learner.
Definition 2. We say that the learning of a temporal pattern is exponentially fast if
for some constants M > 0 and κ > 0.
We note that exponential convergence as opposed to mere asymptotic one ensures robustness of the learning process.
Learning rule and exponential convergence
Following the adaptive system approach [32, 33] we now postulate the learning rule:
where θ(t) ∈ R n is the control variable obeying:
Note that learning rule (9), (10) does not depend on the direct knowledge of the teacher's internal parameters α and even of the own behavior of the learner y(t), but it is fully based on the observation of the teacher's dynamics x(t). Thus, the learning can be "mental", i.e., without motor execution. For further calculations it is convenient to introduce the quadratic term:
Then we can formulate the following result.
Theorem 1. Under learning rule (9), (10) the learner learns exponentially fast any temporal pattern exhibited by the teacher. Moreover, assuming that the teacher exhibits a stable T -periodic pattern (i.e., x(t + T ) = x(t)), we have the following estimate for the convergence exponent:
The proof is provided in Appendix A.
Numerical simulations
Let us now illustrate Theorem 1 and the learning abilities of the proposed learning rule. For the sake of visual clarity we built 3-neuron networks for the teacher and the learner. We then assigned three motor motifs: M 1 -move right, M 2 -turn left, and M 3 -turn right. The teacher's sequence of motor motifs was set by selecting the pathway matrix:
which imposes the motif sequence M 1 → M 3 → M 2 → · · · . The time interval vector was set to:
Then, we set the initial values of the learner's couplings γ(0) = (1.6, 0.1, 2.3) T . Note that in this case γ 1 , γ 3 > 1 and hence the learner cannot exhibit a WLC dynamics at the beginning. We now numerically integrate the model (3), (5), (9), (10) and by using x(t) estimate the convergence exponent (12): κ = 0.0134. Figure 3 illustrates the learning process. As ( Fig. 3A , t ≈ 1.5T ) the learner starts generating a WLC behavior that finally synchronizes with the teacher's dynamics ( Fig. 3C, t 2T ) . Figure 3D shows simulations of the robots' movements driven by the neural networks (see also Fig. 1B) . The teacher performs a zigzag movements. Since the time interval T 3 corresponding to motif M 3 (turn right) is the longest, the robot exhibits a tendency to turn right (Fig.  3D, teacher) . At the beginning the learner has neuron 3 activated (Fig. 3C, 0 .3T t 1.8T ) and hence it performs circular movements (Fig. 3D, learner) . Then, however, it synchronizes with the teacher and replicates its behavior.
B. Learning a sequence of motor motifs
Let us now consider the general case. At the beginning the learner starts from an arbitrary orthogonal matrix W y (0) ∈ M n×n ({0, 1}) , such that W y (0) = W x . Then, W y (0) induces a wiring in the graph of motor motifs different from that of the teacher, i.e., E y = E x .
Without loss of generality we can assume that the teacher exhibits a T -periodic dynamics:
with a given pathway matrix W x and a coupling vector α. Following the derivation similar to the proof of Theorem 1 (see Appendix A) we obtain the following equation describing the dynamics of the learner's couplings:
where p is defined by (11) and
Then, from (15) we get
where
where stands for the Hadamard division. We note that f (t) is a strictly positive function and γ(t) does not now converge to α, but oscillates due to W y = W x .
Criterium of successful learning
For a successful learning (Def. 1), the pointwise limit of γ(t + kT ) [see also (B7)] for k → ∞ must be equal to α, regardless the value of t. However, in general it is an oscillating function given by (17) . We then introduce the following mean squared deviations e j : R 2 → R:
where δ = (δ 1 , δ 2 ) T and · denotes the time averaging operator over the period T . Note that for a given δ the learner can evaluate (19) along the trajectory, i.e., it is an observable variable.
We now can find the minimum of e j by evaluating the gradient ∇e j and the Hessian matrix:
(20)
We observe that det(H) = Var[f j ] > 0. Thus, e j is convex and reaches the global minimum at ∇e j = 0. Solving this equation, we get the coordinates of the minimum:
In other words, δ * j is composed of the intercept and slope values of linear regression of γ j over f j .
Given this observation we can formulate the following result.
Theorem 2. Let neuron i ∈ V be the successor of neuron j in the learner's sequence of motor motifs, i.e. (j, i) ∈ E y . Then
The proof is given in Appendix B. Equation (22) provides a criterium that enables indirect inferring on the structure of the pathway matrix in the teacher W x by the learner by evaluating the error e(δ * j ).
Iterative adjustment of Wy
Based on Theorem 2, we propose an iterative scheme to adjust the pathway matrix of the learner W y . For further calculations, it is convenient to introduce the discrete time k, such that the time-line is divided into intervals:
We also denote:
The learner starts with a random orthogonal matrix W y [0] and the time interval vector γ 0 . Then in each interval I k we have the matrix W y [k − 1] that defines the structure of the coupling matrix ρ k−1 (γ). The dynamics of the learner [compare to (5) , (9) , and (10)] is given by
We now find δ * j using (21) and then evaluate e j (δ * j ) from (19) . By applying Theorem 2 (i.e., detecting j such that e j (δ * j ) = 0), we find edges in the graph G y that should be rewired (they do not appear in G x ). After rewiring we get new matrix W y [k]. This procedure is repeated for k = 1, 2, . . .. Thereby, we obtain a sequence of the matrices {W y [k]}.
Below we will propose an algorithm of the network rewiring that ensures:
where k * < n, i.e., the number of steps required to find W x grows no more than linearly with the number of motor motifs n. Thus, the learner can learn rapidly the pathway matrix of the teacher. Then, in accordance with Theorem 1, the learner also learns the time interval vector α exponentially fast.
C. Learning algorithm
Summarizing the abovementioned results we propose the following algorithm of learning.
S 0 : Initialize the parameters: 1) Select the initial per-
3. Integrate (25) 
S 2 : Using the last W y (note, that now W y = W x ) apply the learning rule (9), (10) for t ≥ kT .
The learning time of the proposed algorithm is given by the following theorem.
Theorem 3. The iterative learning process described at step S 1 of the algorithm converges in (n − 1) iterations at most.
The proof is provided in Appendix C. Thus, the learning time grows linearly with the number of neurons, while the number of possible behaviors grows extremely fast, as factorial.
Let us now illustrate the algorithm numerically. We built two neural networks with 13 neurons each (a teacher and a learner) and selected a random pathway matrix W x for the teacher. Then, we initialized the learner (step S 0 ) and started the algorithm. Figure 4 illustrates the process of learning of the connectivity matrix W y (step S 1 ).
At the beginning there exist 4.79 × 10 8 possible graphs of the motor motifs (panel "all possible connections"). At the first iteration (lasting one period of the teacher's behavior) the learning algorithm identifies that the link going from neuron 7 to neuron 8 exists in the teacher, while the others defined by W y [0] do not (Fig. 4 , Iteration 1). Thus, we keep link 7 → 8 and change the others (S 1 , item 6 of the algorithm). Then, a new wiring is set up and we repeat the calculation over the second period of the teacher's behavior. Within Iteration 2 the learner finds two more correct links: 10 → 12 and 3 → 5 (Fig. 4,  Iteration 2 ). In the following three iterations, the learner gets to learn all connections 1 → 10 → 12 → · · · . Thus, it was able to learn the teacher's sequence out of 4.79 × 10 8 possible cases in only five iterations or demonstrations of the teacher's behavior.
Then in step S 2 the time intervals of the motor motifs (the values of γ) converge exponentially (Theorem 1). Note that this process does not depend on the number of motifs. Thus, the time interval required to learn a complex motor behavior grows linearly with the complexity of the behavior (i.e., with the number of motifs).
V. EXPERIMENTAL VALIDATION
Let us now test experimentally the proposed learning model. We equipped two robotic platforms (Pioneer 3DX, Adept Mobilerobotics, linear sizes l×w: 45.5 × 38.1 cm, Fig. 1A ) with neural networks consisting of n = 6 neurons. The network dynamics had been implemented in Matlab (Mathworks) running on an on-board Intel NUC PC connected to the platform through a COM interface. One platform played the role of a teacher (with a predesigned complex motor behavior), while the other one was designated as a learner with the driving network randomly initialized.
In both platforms we implemented six motor motifs provided in Sect. II. The linear robot velocity was set to 10 cm/s and the radii of turns to 17 cm. These parameters were chosen to fit the robot's behavior within the available arena (8×3.5 m). During all experiments the robots' behavior was recorded by a wide-angle zenithal USB camera. The geometric distortions of the actual position of the robots in the arena (due to projection) were corrected by applying an appropriate transformation.
The neural network dynamics of the teacher has been translated into motor commands by
where i(t) ∈ {1, 2, . . . , 6} is the number of the motor motif performed by the robot at time instant t. The same mechanism has been used to drive the learner. The pathway matrix W x , defining the coupling matrix ρ α , and hence the sequence of the motor motifs of the teacher, was selected such that it reproduced the graph shown in Fig. 1B.2 
. The values of α were set in such a way that the durations of the motor motifs were T 1 = 7.0 s, T 2 = 7.1 s, T 3 = 4.1 s, T 4 = 4.1 s, T 5 = 9.4 s, T 6 = 11.0 s. Then, during one period T = T i = 42.7 s the teacher exhibited a behavior similar to that shown schematically in Fig. 1B.2 . Figure 5A shows the teacher's trajectory corresponding to five repetitions of the motor pattern. The robot repeats the behavior shown in Fig. 1B.2 and produces a complex "flower"-like trajectory (Fig. 5A) .
The neural network of the learner was initialized at random (W y and γ were arbitrary chosen). Then the learning algorithm (Sect. IV C) has been activated and the robot started moving. Figure 5B shows the robot trajectory. At the beginning the robot performed quite chaotic movements, only partially reproducing the teacher's motor pattern. However, after three periods the learner was able to capture completely the pathway matrix W x (i.e., W y (t) = W x for t > 4T ) and started repeating the teacher pattern quite reliably. Then, the val-ues of γ were also tuned (exponentially fast) and finally the learner was able to reproduce the teacher's behavior faithfully.
To quantify the difference between the trajectories performed by the robots we introduced the following metric:
where c T and c L are the curvatures of the teacher's and learner's trajectories, respectively, evaluated by:
where (x(t),ỹ(t)) is the parametric robot trajectory captured by the video camera. Since the linear robot velocity is constant, curvature (31) describes uniquely the robot trajectory on a 2D plane. We also note that the metric (30) is invariant with respect to the translational and rotational symmetries, and the phase lag in the learner [see Eq. (8)]. Thus, the introduced metric fulfills all requirements for a distance measure between two trajectories. Experimentally acquired trajectories are not precise due to a number of reasons, starting form errors in the odometry [30] , identification of the robot position, and ending by the distortions produced by the camera. Thus, to evaluate the metric (30) we upsampled the trajectories shown in Figs. 5A and 5B and denoised the data by a continuous wavelet approach [34] . Figure 5C shows the dynamics of the distance between the trajectories of the teacher and the learner. As expected the distance strongly oscillates at the beginning due to rewiring and changes of γ, but then decreases and approaches a stationary level, defined by measurement and motor noise. Thus, the learner robot can indeed adapt "on the fly" the wiring of its decision-making network and mimic the movements of the teacher.
VI. CONCLUSION
Cognitive learning of motor behaviors is a complicated problem even for humans. In this work, we have proposed an efficient mechanism for dynamical learning in neural networks. In a social-like situation, a teacher (mobile robot in experiments) can exhibit a complex behavior consisting of a sequence of n motor motifs (simple motor actions). In general, there exist (n − 1)! combinations of motifs. Moreover, all motifs have specific time durations that also play an important role in formation of the final motor behavior. Thus, the complexity and variety of the motor patterns available to an agent grow extremely rapidly with n. This poses two problems: 1) How can a small neural network implement such a variety of different behaviors? and 2) How can a learner (i.e., another neural network) copy the unique behavior of the teacher starting from random initial conditions?
To implement a motor behavior (e.g., to drive a robotteacher) we have proposed to link the output of n neurons with n motor motifs. Then, an activation of a given neuron evokes the execution of a corresponding motor motif. This approach allows separating the "behavioral" neural network from the executive motor part. Thus, the network dynamics does not depend on specific motor motifs and physical properties of the agent, and hence can be easily transferred to other technical devices. To avoid contradicting commands in such an architecture, two neurons cannot be active simultaneously. This property has been achieved by employing the winner-less competition paradigm that ensures sequential "switching" of neurons in the network and also enables simple independent control of the durations of "on" states of the neurons [16, 17, 24] .
Using the motor motif approach, a learner has to solve two tasks: 1) Find the teacher's graph of motifs (i.e., the pathway matrix), and 2) Adjust the time durations of motifs (i.e., the coupling strengths). To deal with the latter task, earlier we provided a neural network model that enabled learning of the activation times [16, 35] . However, to reproduce the teacher's behavior it was necessary to start simulation from appropriate initial conditions (although rather general). Besides, learning required a long time. Here, we have introduced a novel learning rule and proved its exponentially fast (and thus robust) convergence independently on the initial conditions (Theorem 1). We note that the learning rule does not depend on the learner's state variable. Thus, during the learning an explicit motor implementation of the behavior is not necessary. Therefore, the agent can simply "observe" the teacher without moving itself. Such a silent or "mental" learning can be observed in humans and also in artificial cognitive agents [36] .
The learning of the teacher's graph (task 1) is based on the dynamic evaluation of the fitness of interneuron couplings over the learner's trajectory. We have provided a rigorous approach (Theorem 2) that enables network rewiring "on the fly". Such a rewiring requires at most (n−1) iterations of the algorithm for its complete convergence (Theorem 3). Thus, the learning time grows only linearly with the number of motor motifs. In a numerical simulation with networks of n = 13 neurons we observed that the learner could find the teacher's pathway matrix (one out of 4.79 × 10 8 possible) in five steps only.
Thus, the provided approach enables fast learning in social-like situations. To validate it, we tested the algorithm on mobile robots. First, we implemented six motor motifs (go straight, turn left, etc.) as executable commands. These motifs can be considered as "genetically" programed primitives available to a roving robot. Then, we implemented neural networks in two robots and designated one of them as a teacher and the other as a learner. The teacher has been programed to reproduce a complex flower-like trajectory, while the learner was set at random. Then, the learner started to learn the teacher's trajectory. At the beginning its movements were quite chaotic. However, after few cycles the learner has successfully "copied" the teacher's behavior. To confirm quantitatively the learning behavior, we have proposed a special metric, invariant with respect to translational and rotational symmetries, and to a time lag in the execution of trajectories. We have shown that the distance between the teacher's trajectory and the learner's behav-ior decreases in time.
In conclusion, the reported mechanism of learning is quite general and can be used for replication of different behaviors on different platforms. Moreover, the behaviors to be replicated need not to be motor. For instance, one can also think about replication of sound patterns or speech. It may also serve as a linker, connecting different scenarios and behaviors during cognitive navigation [37] .
where f , g are given by (18) , and T is the oscillation period of the teacher's pattern. These constants A and B are completely determined by the teacher's dynamics and the pathway matrix of the learner, W y . Lemma 1. Let T be the period of the teacher's pattern x(t + T ) = x(t). Then, under the learning rule (15) , (16) we have
Note that (·) •k in (B2) stands for the Hadamard k-th power.
Proof: We notice that p(t) [see Eq. (11) Finally, since A ∈ (0, 1) n we can evaluate the geometric series:
which yields (B2) Proof: Since A ∈ (0, 1) n , lim k→∞ A •k = 0. Then denoting C = γ 0 − A B (1 n − A) and applying Lemma 1 we arrive to (B7)
Proof of the theorem
On the one hand, given that (j, i) ∈ E x ∩E y and taking into account Eq. (A4) we get γ j (t + kT ) = α j + (γ j (0) − α j ) f j (t + kT )
and thus lim k→∞ γ j (t + kT ) = α j .
Then by Corollary 1 there exists C j ∈ R such that γ j (t) = lim k→∞ γ j (t + kT ) + C j f j (t) = α j + C j f j (t).
(B10) Thus, by choosing δ * j = (α j , C j ) T we obtain e j (δ * j ) = 0. This δ * j matches the obtained from (21). On the other hand, if e j (δ * j ) = 0 then γ j (t) = δ * j1 + δ * j2 f j (t) ⇒γ j (t) = δ j2ḟj (t).
Now, we notice that δ * j2ḟ j = −p j δ * j2 f j = −p j (γ j − δ * j1 ) and thusγ
where q j (t) = p j (t)δ * j1 . Let l ∈ V be the predecessor of i ∈ V , i.e., (l, i) ∈ E x . From Eq. (16) we get: q j (t) = 2p j (t) + (α l − 2)x i (t)x l (t).
(B13)
Now comparing the expressions for q j we get
which yields l = j, δ * j1 = α j and thus the i-th rows of the pathway matrices W x and W y are the same Appendix C: Proof of Theorem 3
Let us define, for each vertex j ∈ V , the cumulative set of tested successors up to step k > 0:
We note that σ(j) changes (item 6 of the algorithm) ensuring an exhaustive sequential search due to the rule σ(w i ) ← σ(w i+1 ) and the ascending order established for Ω (item 5 of the algorithm). If at step k the tested successor matches the teacher's network (item 4 of the algorithm), then the j-th node is excluded from Ω at step k+1. Therefore, S k+1 (j) stops increasing. Thus, we have j ∈ Ω k ⇔ |S k+1 (j)| = k + 1.
