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The possibility of Bell inequality violations in quantum theory had a profound impact on our
understanding of the correlations that can be shared by distant parties. Generalising the concept
of Bell nonlocality to networks leads to novel forms of correlations, the characterization of which is
however challenging. Here we investigate constraints on correlations in networks under the natural
assumptions of no-signalling and independence of the sources. We consider the “triangle network”
with binary outputs, and derive strong constraints on correlations even though the parties receive
no input, i.e. each party performs a fixed measurement. We show that some of these constraints are
tight, by constructing explicit local models (i.e. where sources distribute classical variables) that can
saturate them. However, we also observe that other constraints can apparently not be saturated by
local models, which opens the possibility of having nonlocal (but non-signalling) correlations in the
triangle network with binary outputs.
INTRODUCTION
The no-signalling principle states that instantaneous
communication at a distance is impossible. This imposes
constraints on the possible correlations between distant
observers. Consider the so-called Bell scenario [1], where
each party performs different local measurements on a
shared physical resource distributed by a single common
source. In this case, the no-signalling principle implies
that the choice of measurement (the input) of one party
cannot influence the measurement statistics observed by
the other parties (their outputs). In other words, the
marginal probability distribution of each party (or subset
of parties) must be independent of the input of any other
party. These are the well-known no-signalling conditions,
which represent the weakest conditions that correlations
must satisfy in any “reasonable” physical theory [2], in
the sense of being compatible with relativity. More gener-
ally, the no-signalling principle ensures that information
cannot be transmitted without any physical carrier. This
provides a useful framework to investigate quantum cor-
relations (which obviously satisfy the no-signalling con-
ditions, but do not saturate them in general [2]) within
a larger set of physical theories satisfying no-signalling;
see e.g. [2–9].
Recently, the concept of Bell nonlocality has been
generalized to networks, where separated sources dis-
tribute physical resources to subsets of distant parties
(see Fig. 1). Assuming the sources to be independent
from each other [10, 11], arguably a natural assumption
in this context, leads to many novel effects. Notably, it
becomes now possible to demonstrate quantum nonlocal-
ity without the use of measurement inputs [11–15], but
only by considering the output statistics of fixed measure-
ments. Just recently, a first example of such nonlocality
genuine to networks was proposed [15, 16]. This radically
departs from the standard setting of Bell nonlocality, and
opens many novel questions. Characterizing correlations
in networks (local or quantum) is however still very chal-
lenging at the moment, despite recent progress [17–28].
Moving beyond quantum correlations, this naturally
raises the question of finding the limits of possible cor-
relations in networks, assuming only no-signalling and
independence of the sources [22, 29–33]. Here we investi-
gate this question and derive limits on correlations, which
we refer to as NSI constraints (no-signalling and indepen-
dence). While our approach can in principle be applied
to any network, we focus here on the well-known triangle
network with binary outputs and no inputs, for which
we obtain strong, and even tight NSI constraints. Specif-
ically, we show that, despite the absence of an input,
some statistics imply the possibility for one party to sig-
nal to others by locally changing (or not changing) the
structure of the network. Formally, this amounts to con-
sidering a specific class of so-called network inflations, as
introduced in Ref. [22], which we show can lead to gen-
eral and strong NSI constraints. Moreover, we prove that
some of our NSI constraints are in fact tight, by showing
that they can be saturated by correlations from explicit
“trilocal” models, in which the sources distribute classi-
cal variables. Interestingly, however, it appears that not
all of our NSI constraints can be saturated by trilocal
models, which opens the possibility of having nonlocal
(but nevertheless non-signalling) correlations in the tri-
angle network with binary outputs. Finally, we conclude
with a list of open questions.
NSI CONSTRAINTS
The triangle network (sketched in Fig. 1(a)) features
three observers: Alice, Bob and Charlie. Every pair of
observers is connected by a (bipartite) source, provid-
ing a shared physical system. Importantly, the three
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FIG. 1. Inflation of the triangle network to the hexagon net-
work – In order to capture NSI constraints in the triangle
network (a), we consider an inflation to the hexagon network
(b). Importantly, from the point of view of Bob and Charlie,
the two situations must be indistinguishable. If not, then Al-
ice could (instantaneously) signal to Bob and Charlie, simply
by locally modifying the network structure.
sources are assumed to be independent from each other.
Hence, the three observers share no common (i.e. tripar-
tite) piece of information. Based on the received physical
resources, each observer provides an output (a, b and c,
respectively). Note that the observers receive no input in
this setting, contrary to standard Bell nonlocality tests.
The statistics of the experiment are thus given by the
joint probability distribution p(a, b, c). We focus on the
case of binary outputs: a, b, c ∈ {+1,−1}. It is then
convenient to express the joint distribution as follows:
p(a, b, c) = 18
(
1 + aEA + bEB + cEC + abEAB
+ acEAC + bcEBC + abcEABC
)
, (1)
where EA, EB and EC are the single-party marginals,
EAB, EBC and EAC the two-party marginals, and EABC
is the three-body correlator. Note that the positivity of
p(a, b, c) implies constraints on marginals, in particular
p(+ + +) + p(−−−) ≥ 0 implies
EAB + EAC + EBC ≥ −1 . (2)
In the following, we will derive non-trivial constraints
bounding and relating the single-party and two-party
marginals of p(a, b, c) under the assumption of NSI.
While it seems a priori astonishing that the no-signalling
principle can impose constraints in a Bell scenario fea-
turing no inputs for the parties, we will see that this is
nevertheless the case in the triangle network.
The main idea is the following. Although one party
(say Alice) receives no input, she could still potentially
signal to Bob and Charlie by locally modifying the struc-
ture of the network. To see this, consider the hexagon
network depicted in Fig. 1(b), and focus on parties Bob
and Charlie. From their point of view, the two networks
(triangle and hexagon) should be indistinguishable. This
is because all the modification required to bring the trian-
gle network to the hexagon (e.g. by having Alice adding
extra parties and sources) occurs on Alice’s side, and can
therefore be space-like separated from Bob and Char-
lie. If Alice, by deciding which network to use, could
remotely influence the statistics of Bob and Charlie, this
would clearly lead to signalling. Hence we conclude that
the local statistics of Bob and Charlie (i.e. the single-
party marginals EB and EC, as well as the two-party
marginals EBC) must be the same in the triangle and in
the hexagon. To see that this condition really captures
the possibility to signal, we could imagine a thought ex-
periment in which we would give an input to Alice, which
determines whether she modifies her network structure or
not. If she does so and this has an incidence on the EBC
marginal, then Bob and Charlie can learn about Alice’s
input, hence breaking the usual notion no-signalling con-
dition. Note that the input considered here is however
purely fictional, Alice’s input is not present in the actual
experiment.
From the above reasoning, we conclude that the
joint output probability distribution for the hexagon,
i.e. p(a, b, c, a′, b′, c′), must satisfy several constraints. In
particular, one should have that
∑
b p(a, b, c, a′, b′, c′) =
∑
b′ p(a, b, c, a′, b′, c′) = EB
(3)∑
c p(a, b, c, a′, b′, c′) =
∑
c′ p(a, b, c, a′, b′, c′) = EC
(4)∑
bc p(a, b, c, a′, b′, c′) =
∑
b′c′ p(a, b, c, a′, b′, c′) = EBC
(5)
where all sums go over all outputs a, b, c, a′, b′, c′. From
the independence of the sources, we obtain additional
constraints, namely∑
bb′ p(a, b, c, a′, b′, c′) = E2B (6)∑
cc′ p(a, b, c, a′, b′, c′) = E2C (7)∑
bb′c p(a, b, c, a′, b′, c′) = EBCEB (8)∑
bcc′ p(a, b, c, a′, b′, c′) = EBCEC (9)∑
bcb′c′ p(a, b, c, a′, b′, c′) = E2BC . (10)
Clearly, we also get similar constraints when considering
signalling between any other party (Bob or Charlie) to
the remaining two.
Altogether, we see that NSI imposes many constraints
on p(a, b, c, a′, b′, c′). Obviously, we also require that
p(a, b, c, a′, b′, c′) ≥ 0 and
∑
p(a, b, c, a′, b′, c′) = 1 .
(11)
Now reversing the argument, we see that the non-
negativity of p(a, b, c, a′, b′, c′) imposes non-trivial con-
straints relating the single- and two-party marginals of
the triangle distribution p(a, b, c). To illustrate this,
let us proceed with an example in a slightly simplified
3scenario, assuming all single-party marginals to be uni- formly random, i.e. EA = EB = EC = 0. In this case, we
obtain
64 p(a, b, c, a′, b′, c′) = 1 + (ab+ a′b′)EAB + (bc+ b′c′)EBC + (ca′ + c′a)EAC + (abc+ a′b′c′)F3 + (bca′ + b′c′a)F ′3
+ (ca′b′ + c′ab)F ′′3 + aa
′bb′E2AB + bb
′cc′E2BC + aa
′cc′E2AC + aa
′(bc+ b′c′)F4 + bb′(ca′ + c′a)F ′4 + cc
′(ab+ a′b′)F ′′4
+ aa′bb′(c+ c′)F5 + bb′cc′(a+ a′)F ′5 + aa
′cc′(b+ b′)F ′′5 + aa
′bb′cc′F6 ≥ 0 (12)
Importantly, notice that the above expression contains
a number of variables (of the form FX) that are un-
characterized; these represent X-party correlators in the
hexagon network, see Supplementary Note 1 for more
details. Hence we obtain a set of inequalities imposing
constraints on our variables of interest (i.e. EAB, EBC
and EAC), but containing also additional variables which
we would like to discard. This can be done systemat-
ically via the algorithm of Fourier-Motzkin elimination
[34]. Note that here we need to treat the squared terms,
such as E2AB, as new variables, independent from EAB,
so that we get a system of linear inequalities. Solving
the latter, and taking into account positivity constraints
as in Eq. (2), we obtain a complete characterization of
the set of two-body marginals (i.e. EAB, EBC and EAC)
that are compatible with NSI in the triangle network (for
a hexagon inflation and uniform single-party marginals),
in terms of a single inequality
(1− EAB)2 − E2BC − E2AC ≥ 0 , (13)
and its symmetries (under relabeling of the parties and
of the outputs). This implies a more symmetric, but
slightly weaker inequality:
(1 + EAB)
2 + (1 + EBC)
2 + (1 + EAC)
2 ≤ 6 . (14)
Note that when EAB = EBC = EAC ≡ E2, we get simply
E2 ≤
√
2− 1 ≈ 0.41.
Next we consider the symmetric case (i.e. EA = EB =
EC ≡ E1 and EAB = EBC = EAC ≡ E2) and obtain non-
trivial NSI constraints on the possible values of E1 and
E2 (see Fig. 2). In particular, correlations compatible
with NSI must satisfy the following inequality
(1 + 2|E1|+ E2)2 ≤ 2(1 + |E1|)3 . (15)
Let us move now to the most general case, with arbi-
trary values for single- and two-party marginals. For a
given set of values EA, EB , EC , EAB, EBC and EAC, it is
possible here to determine via a linear program whether
this set is compatible with NSI or not (see Supplemen-
tary Note 1). More generally, obtaining a characteriza-
tion of the NSI constraints in terms of explicit inequalities
(as above) is challenging, due mainly to the number of
parameters and nonlinear constraints. We nevertheless
obtain that the following inequality represents an NSI
FIG. 2. Region of allowed correlations for symmetric distribu-
tions; projection in the plane E2 vs E1. The turquoise region
is ruled out by NSI constraints, while the grey region is ex-
cluded from simple positivity constraints. The white region
is accessible via trilocal models. Correlations in the yellow
region satisfy NSI constraints (from the hexagon inflation),
but we could not find a trilocal model for them. The con-
straint Eq. (34) of [22] is shown in dotted black. The dashed
turquoise curve corresponds to the NSI inequality (15), which
turns out to be tight. Explicit trilocal models are also ob-
tained for the correlations marked by blue dots (see Supple-
mentary Note 2).
constraint
(1 + |EA|+ |EB|+ EAB)2
+ (1 + |EA|+ |EC|+ EAC)2
+ (1 + |EB|+ |EC|+ EBC)2
≤ 6(1 + |EA|)(1 + |EB|)(1 + |EC|) .
(16)
A proof of this general inequality is given in Supplemen-
tary Note 4. Note that this inequality reduces to (14)
when EA = EB = EC = 0, as well as to (15) for the
symmetric case.
It is worthwhile discussing the connection between
our approach and the “inflation technique” presented in
Refs. [22, 25]. There, the main focus is on using inflated
networks for deriving constraints on correlations achiev-
able with classical resources. In that case, information
can be readily copied, so that sources can send the same
information to several parties. Ultimately, this allows
for a full characterization of correlations achievable with
classical resources [22]. Copying information is however
4not possible in our case, as no-signalling resources can-
not be perfectly cloned in general [6]. Hence only inflated
networks with bipartite sources can be considered in our
case, such as the hexagon. A discussion of these ideas can
be found in Section V.D of [22], where the idea of using
inflation to limit no-signalling correlations in networks
is mentioned. Here, we derive explicitly bounds that
all correlations satisfying the NSI constraints, whether
quantum of post-quantum, have to satisfy, and identify
the physical principle behind them.
Finally, the choice of the hexagon inflation deserves
a few words. As seen from Fig. 1(b), it is judicious to
consider inflated networks forming a ring, with a num-
ber of parties that is a multiple of three. Intuitively this
should enforce the strongest constraints on the correla-
tions of the inflated network; in particular, all single and
two-body marginals are fixed by the correlations of the
triangle. This would not be the case when considering
inflations to ring networks with a number of parties that
is not divisible by three.
TIGHTNESS
A natural question is whether the constraints we de-
rived above, that are necessary to satisfy NSI, are also
sufficient. There is a priori no reason why this should be
the case. Of course, starting from the triangle network,
there are many (in fact infinitely many) possible extended
networks that can be considered, and no-signalling must
be enforced in all cases. For instance, instead of ex-
tending the network to a hexagon (as in Fig. 1), Alice
could consider an extension to a ring network featuring
9, 12 or more parties. Clearly, such extensions could lead
to stronger constraints than those derived here for the
hexagon network.
Nevertheless, we show that some of the constraints we
obtain above are in fact tight, i.e. necessary and sufficient
for NSI. We prove this by presenting explicit correlations
(constructed within a generalized probabilitic theory sat-
isfying NSI) that saturate these constraints. In fact, we
consider simply the case where all sources distribute clas-
sical variables to each party, which we refer to as “trilo-
cal” models. The latter give rise to correlations of the
form
p(a, b, c) =
∫
µ(α)dα
∫
ν(β)dβ
∫
ω(γ)dγ (17)
pA(a|β, γ) pB(b|α, γ) pC(c|α, β)
where α, β and γ represent the three local variables dis-
tributed by each source, with arbitrary probability densi-
ties µ(α), ν(β) and ω(γ). Also, pA(a|β, γ) represents an
arbitrary response function for Alice, and similarly for
pB(b|α, γ) and pC(c|α, β). Note that such trilocal mod-
els represents a natural extension of the concept of Bell
locality to networks (see e.g. [10, 19]).
We first consider the case of symmetric distributions,
i.e. characterized by the two parameters E1 and E2, and
seek to determine the set of correlations that can be
achieved with trilocal models. As shown in Fig. 2, it
turns out that almost all NSI constraints can be satu-
rated in this case, in particular the inequality (15). Af-
ter performing a numerical search, we could construct ex-
plicitly some of these trilocal models, which involve up to
ternary local variables (see Supplementary Note 2 for de-
tails). Moreover, we compare our NSI constraint (15) to
the one derived in Ref. [22] (see Eq. (34)), and find that
the present one is stronger, and in fact tight (see Fig. 2).
Note also that a previous work derived an NSI constraint
based on entropic quantities [29]; such constraints are
however known to be generally weak, as entropies are a
coarse-graining of the statistics, which no longer distin-
guishes between correlations and anti-correlations.
As seen from Fig. 2, there is however a small region
(in yellow) which is compatible with NSI (considering
the hexagon inflation), but for which we could not con-
struct a trilocal model. Whether this gap can be closed
by considering more sophisticated local models (using
variables of larger alphabet) or whether stronger no-
signalling bounds can be obtained is an interesting open
question. For the triangle network with binary outcomes,
any trilocal distribution can be obtained by considering
shared variables of dimension (at most) six, and deter-
ministic response functions [24].
In fact, another (and arguably much more interesting)
possibility would be that this gap cannot be closed, as
it would feature correlations with binary outcomes sat-
isfying NSI but that are nevertheless non-trilocal. To
further explore this question, let us now focus on the
case where single-party marginals vanish, i.e. E1 = 0.
We investigate the relation between two-party marginals
E2 and the three-party correlator E3 = EABC, compar-
ing NSI constraints and trilocal models. Notice that the
NSI constraints we obtain here do not involve E3 (as
the latter cannot be recovered within the analysis of the
hexagon). Hence NSI imposes only E2 ≤
√
2 − 1, while
positivity of p(a, b, c) imposes other constraints. This is
shown in Fig. 3, where we also seek to characterize the set
of correlations achievable via trilocal models (proceeding
as above). Interestingly, we find again a potential gap
between trilocal correlations and NSI constraints. This
should however be considered with care. First, the NSI
constraints obtained from the hexagon may not be opti-
mal (see discussion). Second, there could exist more so-
phisticated trilocal models (e.g. involving higher dimen-
sional variables) that could lead to a stronger correlations
(i.e. cover a larger region in Fig. 3). Note also that we in-
vestigated whether quantum distributions satisfying the
independence assumption exist outside of the trilocal re-
gion, but we could not find any example (we performed a
numerical search, considering entangled states of dimen-
sion up to 4× 4).
Finally, note that we also performed a similar analysis
for the case where single-party marginals vanish but two-
body marginals are not assumed to be identical to each
other. Here we find that inequality (13) can be saturated
5FIG. 3. Region of allowed correlations for symmetric distri-
butions with E1 = 0; represented in the plane E2 vs E3.
The turquoise region is ruled out by NSI constraints (dashed
turquoise line given by Eq. (15)), while the grey region is ex-
cluded from simple positivity constraints. The white region is
accessible via trilocal models. Correlations in the yellow re-
gion satisfy NSI constraints (from the hexagon inflation), but
we could not find a trilocal model for them. Explicit trilocal
models are also obtained for the correlations marked by blue
dots (see Supplementary Note 2).
in a few specific cases. However, there also exist corre-
lations satisfying the NSI bounds that do not seem to
admit a trilocal model; details in Supplementary Note 1.
DISCUSSION
We discussed the constraints arising on correlations in
networks, under the assumption of no-signalling and in-
dependence of the sources. We focused our attention on
the triangle network with binary outputs for which we de-
rived strong constraints, including tight ones. Our work
raises a number of open questions that we now discuss
further.
A first question is whether the constraints we derive
(necessary under NSI), could also be sufficient. We be-
lieve this not to be the case, as stronger NSI constraints
could arise from inflations of the triangle to more complex
networks (e.g. loop networks with an arbitrary number of
parties). Note that there could also exist different forms
of no-signalling constraints, that cannot be enforced via
inflation. In this respect, we compare in Supplemen-
tary Note 3 our NSI constraints with the recent work
of Ref. [32] proposing a very different approach to this
problem, using the the Finner inequality. A notable dif-
ference is that the latter imposes constraints on tripartite
correlations, which is not the case here.
Another important question is whether there could ex-
ist nonlocality in the simplest triangle network with bi-
nary outcomes. That is, can we find a p(a, b, c) that
satisfies NSI but that is nevertheless non-trilocal? While
we identified certain potential candidate distributions for
this, we could not prove any conclusive result at this
point. We cannot exclude the possibilities that (i) these
correlations are in fact not compatible with NSI (as there
exist stronger NSI constraints) or (ii) these correlations
can in fact be reproduced by a trilocal model. In order to
address point (i), one could try to reproduce these corre-
lations via an explicit NSI model, for instance considering
that all sources emit no-signalling resources (such as non-
local boxes [2]) which could then be “wired together” by
the parties. To address point (ii), one could show that
these correlations violate a multilocality inequality for
the triangle network. Of course finding such inequalities
is notably challenging, see e.g. [13].
Furthermore, it would be interesting to derive NSI con-
straints for other types of networks. Indeed, the approach
developed here can be straightforwardly used. Cases of
high interest are general loop networks, as well as the tri-
angle network with larger output alphabet (where exam-
ples of quantum nonlocality are proven to exist [11, 15]).
Finally, a more fundamental question is whether any
correlation satisfying the complete NSI constraints can be
realized within an explicit physical theory satisfying no-
signalling (the latter are usually referred to as generalized
probabilistic theories [6]). While this is the case in the
standard Bell scenario (where all parties share a common
resource), it is not clear if that would also be the case in
the network scenario.
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APPENDIX 1: NSI BOUNDS
In the hexagon configuration introduced in the main
text, the probability distribution can be expressed in
6terms of 16 parameters as
64 p(a, b, c, a′, b′, c′) =
1 + (a+ a′)EA + (b+ b′)EB + (c+ c′)EC
+ (ab′ + a′b)EAEB + (bc′ + b′c)EBEC + (ac+ a′c′)EAEC
+ aa′E2A + bb
′E2B + cc
′E2C + (ab
′c+ a′bc′)EAEBEC
+ (ab+ a′b′)EAB + (bc+ b′c′)EBC + (ca′ + c′a)EAC
+ aa′(b+ b′)EAEAB + aa′(c+ c′)EAEAC
+ bb′(a+ a′)EBEAB + bb′(c+ c′)EBEBC
+ cc′(a+ a′)ECEAC + cc′(b+ b′)ECEBC
+ aa′bb′E2AB + bb
′cc′E2BC + aa
′cc′E2AC
+ aa′(cb′ + bc′)EAF ′′3 + bb
′(ac+ a′c′)EBF3
+ cc′(ba′ + b′a)ECF ′3
+ (abc+ a′b′c′)F3 + (bca′ + b′c′a)F ′3 + (ca
′b′ + c′ab)F ′′3
+ aa′(bc+ b′c′)F4 + bb′(ca′ + c′a)F ′4 + cc
′(ab+ a′b′)F ′′4
+ aa′bb′(c+ c′)F5 + bb′cc′(a+ a′)F ′5 + aa
′cc′(b+ b′)F ′′5
+ aa′bb′cc′F6.
(18)
Six of these parameters, which are part of the be-
haviour vector E = (EA, EB, EC, EAB, EBC, EAC, EABC),
appear in the triangle as well. We refer to them
as the physical parameters. The remaining 10, from
F = (F3, F ′3, F ′′3 , F4, F ′4, F ′′4 , F5, F ′5, F ′′5 , F6), are new to
the hexagon. We refer to them as free variables.
In this decomposition the E terms correspond to corre-
lators that appear in the triangle scenario, c.f. Fig. 1(a)
of the main text, whereas the free variables FX refer to
X-partite correlators in the hexagon, c.f. Fig. 1(b) of
the main text. For instance, in the case of tripartite cor-
relators (i.e. with X = 3), the hexagon network contains
three distinct tripartite correlators, which we simply re-
fer to as F3, F
′
3 and F
′′
3 . The first one, F3 is defined as
the correlator for parties A, B, and C in the hexagon,
i.e. F3 =
∑
a,b,c,a′,b′,c′ abcp(a, b, c, a
′, b′, c′). Since these
parties are identical to A′, B′, C′, we also have F3 =∑
a,b,c,a′,b′,c′ a
′b′c′p(a, b, c, a′, b′, c′). We notice however
that this term is not identical to the tripartite correlation
term EABC =
∑
a,b,c abcp(a, b, c) that can be measured in
the triangle configuration (c.f. Fig 1(a) of the main text).
Indeed, in the triangle configuration, parties A, B and C
are connected by three sources α, β, γ, but in the hexagon
configuration, these three parties are only connected by
the two sources α and γ. We thus have F3 6= EABC. Simi-
larly, F ′3 =
∑
a,b,c,a′,b′,c′ a
′bcp(a, b, c, a′, b′, c′) is in general
different than F3, because this time the three parties A
′,
B, C are connected by two different sources: α and β.
For the same reason we have a third tripartite correlator
F ′′3 =
∑
a,b,c,a′,b′,c′ a
′b′cp(a, b, c, a′, b′, c′) in the hexagon
network, and similarly for the remaining free variables.
The probabilities in the triangle configuration can be
written in terms of the same variables, with an additional
tripartite term EABC, as
8 p(a, b, c) =1 + aEA + bEB + cEC + abEAB (19)
+ bcEBC + acEAC + abcEABC
In this appendix, we describe the constraints that
the positivity conditions p(a, b, c, a′, b′, c′) ≥ 0 and
p(a, b, c) ≥ 0 imply on the first six parameters.
A first general observation is that Supplementary
Equation (19) is linear in its variables, but Supplemen-
tary Equation (18) is nonlinear. However, since this last
expression involves no product of free variables, all non-
linearities vanish when the parameters in E are fixed. It
is therefore always possible to test whether a behaviour
given by some variables E is compatible with a hexagon
configuration by linear programming. Concretely, this is
achieved by solving the following linear program:
max
F
1 (20)
s.t. f6(a, b, c, a
′, b′, c′, E ,F) ≥ 0 ∀a, b, c, a′, b′, c′ = ±1
f3(a, b, c, E) ≥ 0 ∀a, b, c = ±1,
where f6(a, b, c, a
′, b′, c′, E ,F) is the expression given by
Supplementary Equation (18) and f3(a, b, c, E) the one
given by Supplementary Equation (19). Note that this
linear program involves a constant objective function be-
cause we are not trying to maximize any particular quan-
tity, but we are rather interested in knowing whether the
set of constraints admit a joint solution. If this linear pro-
gram is feasible, then the behaviour given by the vector
E is compatible with the considered constraints. Other-
wise, it is not. Note that this formulation in terms of
linear programming would not be possible in inflations
of the triangle involving eight or more parties since in
this case products of the unknown variables, such as F 23 ,
appear.
In general, we are interested in more than only testing
whether a behaviour is compatible with the no-signalling
constraints. In particular, we would like to find NSI in-
equalities. For this, we start by considering simplified
situations.
Uniformly random single-party marginals
Let us consider the situation in which the outputs pro-
duced by all parties are uniformly random, i.e. EA =
EB = EC = 0. In this case, the expression for the prob-
abilities (18) simplifies significantly. The number of free
variables is unchanged, but all products of free variables
with a physical parameter vanish. This allows us to un-
derstand the positivity constraints p(abca′b′c′) ≥ 0 as a
set of linear constraints relating powers of physical pa-
rameters with some unknown variables. Inequalities in-
volving only physical parameters can thus be obtained
from this set of constraints by judiciously adding several
7probabilities to each other. For instance, we can write
16(p(1, 1, 1,−1,−1, 1) + p(−1,−1,−1, 1, 1,−1)
+ p(1, 1,−1, 1, 1, 1) + p(−1,−1, 1,−1,−1,−1))
= (1 + 2EAB + E
2
AB − E2BC − E2AC + 2F ′′4 + F6
+ 1 + 2EAB + E
2
AB − E2BC − E2AC − 2F ′′4 − F6)/2
= 1 + 2EAB + E
2
AB − E2BC − E2AC ≥ 0,
(21)
and obtain an inequality involving no free variable in F .
More generally, all constraints on the physical variables
can be obtained by performing a Fourier-Motzkin elimi-
nation on the free variables.
Performing this elimination produces 24 inequalities.
After taking into account the redundancy implied by the
symmetries of the Bell scenario [? ], we recover the con-
straint (21), implying that it is tight, together with two
more constraints. Altogether, these form the three fol-
lowing families of constraints:
(1 + EAB)
2 − E2BC − E2AC ≥ 0 (22)
(1 + EAB)
2 + E2BC + E
2
AC ≥ 0 (23)
1 + EAB + EBC + E
2
AC ≥ 0. (24)
The second inequality is a sum of squares, and there-
fore always true. Interestingly, the third inequality is a
consequence of the first one:
1+EAB + EBC + E
2
AC
≥ 1 + EAB + EBC − E2AC
= (1 + 2EAB + E
2
AB − E2BC − E2AC
+ 1 + 2EBC − E2AB + E2BC − E2AC)/2
≥ 0.
(25)
Therefore, the constraints due to the hexagon inflation
boil down to a unique inequality : Supplementary Equa-
tion (22).
In Supplementary Figure 4, we plot the constraint im-
posed by this inequality in the EAB-EBC plane for fixed
values of EAC. Remarkably, most of the NSI region can
be achieved by trilocal models, leaving only a small gap
region (yellow area).
Combining three versions of Supplementary Inequal-
ity (22), we obtain
1− 2EAB + E2AB − E2BC − E2AC
+1− 2EBC − E2AB + E2BC − E2AC
+1− 2EAC − E2AB − E2BC + E2AC ≥ 0
(26)
which simplifies to the symmetric inequality
(1 + EAB)
2 + (1 + EBC)
2 + (1 + EAC)
2 ≤ 6. (27)
This inequality does not detect the point EAB = 1/2,
EBC = −3/5, EAC = 0, which violates Supplementary
Inequality (22). The latter inequality is thus tighter.
FIG. 4. Turquoise lines show the border of the NSI constraints
imposed by Supplementary Inequality (22) and the positivity
p(abc) ≥ 0 for values of EAC equal to {0, 0.2, 0.4, 0.6, 0.8, 1}
(starting from the outside). When EAC = 1, the allowed re-
gion is a single point at the origin. The inset shows the whole
range of EAB ∈ [−1, 1]: straight lines on the left part are pos-
itivity constraints, whereas lines on the right part correspond
to Supplementary Inequality (22). The curves for EBC ≤ 0
can be obtained by letting Bob flip his output, hence the
full figure is symmetric under a pi rotation around the origin.
For fixed values of EAC, the yellow area shows the “mystery”
region for which we could not find a trilocal model. Note
that local models can reach any part of the NSI boundary for
EAB ≤ 0 and EBC ≥ 0.
Note that in the case where EAB = EBC = EAC =
E2, Supplementary Inequality (22) implies E2 ≤
√
2− 1
whereas Supplementary Inequalities (23)-(24) are always
satisfied.
We note also that the positivity constraints on the
triangle impose the following condition on the bipartite
marginals in presence of random marginals:
EAB + EBC + EAC ≥ −1. (28)
Since the point EAB = EBC = EAC = −
√
2 + 1 satis-
fies inequalities in the family of Supplementary Equation
(22), but violates Supplementary Equation (28), it is not
a consequence thereof.
Symmetric statistics
We now consider the special case in which the single
party marginals are not all zero, but the statistics are
invariant under exchange of the parties. The bipartite
statistics can then be parametrized by two numbers E1 =
EA = EB = EC and E2 = EAB = EBC = EAC.
Under this assumption, all free parameters are still
present in the decomposition (18), but the physical space
8is only of dimension 2. This time, however, the probabil-
ities involve products of known with unknown variables,
like E1F3. Therefore, we cannot resort only to Fourier-
Motzkin elimination to obtain all constraints that apply
to the physical terms. Doing so by considering E1F3 as
a free variable to eliminate indeed would not take into
account the actual value of E1. In particular, if E1 = 0,
this terms would already be eliminated.
We can however resort to the linear programming
formulation described earlier in Supplementary Equa-
tion (20) to describe the set of correlations in the two-
dimensional space of E1-E2 which are compatible with
the considered constraints. This gives rise to Fig. 2 pre-
sented in the main text. In particular, we verify up to
numerical precision that the upper bound on E2 as a
function of E1 of the form
(1 + 2E1 + E2)
2 ≤ 2(1 + E1)3. (29)
As described in Supplementary Note 2, this bound is
achievable.
APPENDIX 2: CONSTRUCTION OF TRILOCAL
MODELS
In this appendix we present the explicit construction
of some of the trilocal models. A trilocal model consists
of (i) three distributions, for each of the shared classical
variables: µ(α), ν(β) and ω(γ), and (ii) three output
functions (one for each party): pA(a|β, γ), pB(b|α, γ) and
pC(c|αβ). The resulting statistics is given by
p(a, b, c) =
∫
µ(α)dα
∫
ν(β)dβ
∫
ω(γ)dγ (30)
pA(a|β, γ) pB(b|α, γ) pC(c|α, β).
In a two-outcome scenario, it is sufficient to spec-
ify the output functions for outcome 1, since pA(a =
−1|β, γ) = 1 − pA(a = 1|β, γ). For ease of notation we
write pA(a = 1|β, γ) ≡ fa(β, γ). Without loss of general-
ity, we may assume the same alphabet size, d, for all the
shared variables. Hence a dit model can be represented
by a 3-by-d matrix (with 3(d−1) variables) for the distri-
butions and three d-by-d matrices, fa(β, γ), fb(α, γ) and
fc(β, α) (each with d
2 variables) for the output functions.
For example,
P =

1 2
α 1/2 1/2
β 1/2 1/2
γ 1/2 1/2
 , fa = fb = fc =
[
1 0
0 1
]
, (31)
denotes the strategies in which each source emits one bit
at random and the parties output 1 whenever they receive
the same bit from the two sources they are connected to.
Given a specific distribution p(abc), or a specific set
of marginals (e.g. E1 and E2), it is possible to numer-
ically search for a trilocal model reproducing this data.
Notably, for binary outcomes, it is sufficient to consider
trilocal models with shared variables that have dimen-
sion d ≤ 6 [24]. We implemented this numerical pro-
cedure, and found that for the case of low dimensions
(i.e. d = 2, 3) the method is effective and appears to be
reliable. For d > 3, the method can still be run, but is less
reliable (i.e. the fact that the algorithm is not able to find
a trilocal model does not necessarily mean that there ex-
ist none). We used this method to determine the trilocal
regions in Supplementary Figs. 2 and 3 of the main text.
Moreover, from the output of the numerics, we could in
certain cases reconstruct analytically the trilocal models.
Below we detail some of these models. Notably, these
models can saturate some of the NSI constraints that we
have derived, implying that the latter are tight. Finally,
we also show that any point within these trilocal regions
can be achieved via a trilocal model. In other words,
although we characterize only the boundary of these re-
gions, we show that any point within the boundary is also
achievable (i.e. these regions do not feature any hole).
We first discuss a simple class of trilocal models, fea-
turing only binary shared variables:
P =

1 2
α r 1− r
β q 1− q
γ p 1− p
 , fa = fb = fc =
[
1 0
0 0
]
. (32)
This results in the following statistics. The single-party
marginals are given by
EA = 2pq − 1 EB = 2pr − 1 EC = 2qr − 1 . (33)
Next, the two-body marginals are
EAB = 1− 2pq − 2pr + 4pqr (34)
EBC = 1− 2rp− 2rq + 4pqr (35)
EAC = 1− 2qp− 2qr + 4pqr (36)
while the three-body correlator is
EABC = −1 + 2pq + 2pr + 2qr − 4pqr . (37)
This model can saturate Supplementary Inequality (29),
for the case where single-party and two-body marginals
are fully symmetrical. This shows that (29) represents a
tight constraint for NSI. Here, we take simply p = q = r
(i.e. all sources are equivalent). This leads to
E1 = 2p
2 − 1 (38)
E2 = 1− 4p2 + 4p3 (39)
which corresponds to the equality condition in Eq. (29)
(assuming here p ≥ 1/√2, so that E1 ≥ 0). Note that
for p = 1/
√
2, we get E1 = 0, E2 =
√
2 − 1 and E3 =
2−√2. This model corresponds to the top-right point of
the white region in Fig. 3 of the main text.
Note also that this class of trilocal models (for arbi-
trary values of p, q and r) saturate the conjectured NSI
constraint of Eq. (8) of the main text.
9Next, we present a trilocal model that achieves the
E2 = − 13 and E1 = 0:
P =

1 2
α 1/3 2/3
β 3/4 1/4
γ 2/3 1/3
 ,
fa =
[
1 0
0 0
]
, fb =
[
0 1/2
1/2 1
]
, fc =
[
1 1
0 1
]
. (40)
Moreover, from Fig. 2 of the main text, we see that
there exist trilocal models with E2 = − 13 and strictly
positive E1. We find that the model that maximizes E1
(while keeping E2 = − 13 ) is given by:
P =

1 2 3
α x 1− x 0
β y (1− y)/2 (1− y)/2
γ 1− x x 0
 ,
fa =
1 0 10 0 0
1 1 1
 , fb =
1 1 00 1 0
0 0 0
 , fc =
0 1 01 1 0
0 0 0
 , (41)
where x is the root between 0 and 1 for 3x4 − 9x3 +
9x2 − 5x + 1 = 0, and y = 13(2x2−2x+1) . Consequently,
E1 = (3y
3 + y2 + y − 1)/4 ≈ 0.1753.
Related to Fig. 3 of the main text, we now give a trilo-
cal model for E1 = E3 = 0 and E2 ≈ 0.3621:
P =
[
1 2 3
α, β, γ x y z
]
,
fa = fb = fc =
0 0 10 0 0
1 0 1
 , (42)
where x = 23 − z
3
3 − z2 , y = 13 + z
3
3 − z2 , and z ≈ 0.3861 is
the root between 0 and 1 for −4z7+4z4−3z3+8z−3 = 0.
Consequently, E2 =
4
9z
7− 83z5 + 89z4− z3 + 163 z2− 329 z+
1 ≈ 0.3621. Note that by changing the distributions
of the shared variables (but keeping the local response
functions the same), one can generate the correlations
indicated by the blue dots in Fig. 3 of the main text (for
0 < E3 ≤ 2−
√
2).
Finally, we now show that the trilocal regions shown
in the various figures of the paper do not feature any
hole. That is, we have characterized the boundary of
these trilocal regions (in some cases by giving explicit
trilocal models), and we now prove that any point inside
this boundary can necessarily be achieved by a trilocal
model.
The idea is to consider the following “depolarizing”
protocol. Consider a distribution p0(abc) achievable via
a trilocal model M , given by single-party marginals E0A,
etc..., bipartite marginals E0AB, etc..., and a tripartite
FIG. 5. Comparison of our NSI constraint (29) and the
Finner inequality (43) of Ref. [32] (solid blue curve repre-
sents equality in (43)), for the set of distributions pp,q given
in Eq. (44). Our NSI constraints (dashed turquoise curve
representing equality in (29)) appears to be stronger almost
everywhere, except for two small regions, around each deter-
ministic point P+++ (p = 1) and P−−− (q = 1); see inset. As
in previous figures, the grey region is excluded via positivity
constraints and the turquoise region via NSI constraints. The
white region is achievable via trilocal models, while the yel-
low region is undetermined. The black point represents the
uniformly random distribution, i.e. p = q = 1/8.
correlator E0ABC. Each party adds noise locally (and in-
dependently of the other parties) via the following proce-
dure. With probability 1− η a party provides a random
output, while with probability η they output according
to M . Hence we obtain the continuous family of distri-
butions characterized by EA = ηE
0
A etc, EAB = η
2E0AB
etc and EABC = η
3E0ABC. Varying η from 1 to 0 we
obtain a continuous curve from p0(abc) to the uniform
distribution.
For Figs. 2 and 3 of the main text and Supplementary
Figure 4, we see that any point inside the trilocal re-
gion can be obtained by adding (a well chosen) amount
of noise to a distribution sitting on the boundary. For
Supplementary Figure 5, the situation is different, as the
above depolarizing procedure takes an initial distribution
on the slice outside of it.
APPENDIX 3: COMPARISON TO FINNER
INEQUALITY
We compare the NSI constraint derived here with a
criterion derived in Ref. [32]. The later is based on the
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Finner inequality, and states that
p(abc) ≤
√
pA(a)pB(b)pC(c) (43)
where pA(a) represents Alice’s marginal probability to
observe outcome a, and similarly for pB(b) and pC(c).
Importantly, it should be pointed out that the above in-
equality is only conjectured to hold under NSI. At the
moment, it is only proven that inequality (43) holds in
quantum theory, and in “boxworld” (a generalized prob-
abilistic theory where sources can prepare arbitrary no-
signalling boxes, see e.g. [6]). This does not imply that
(43) holds in any generalized probabilistic theory.
Nevertheless it is interesting to compare both ap-
proaches, in particular as inequality (43) involves explic-
itly tripartite correlations (e.g. the term p(abc)), contrary
to our approach which seems to be limited to single- and
two-party marginals.
To perform this comparison, we use a specific set of
distributions in the triangle network, discussed in [32].
These take the form
pp,q = pP+++ + qP−−− + (1− p− q)Pdiff (44)
where Pabc represents the distribution where the out-
puts are set to values a, b and c deterministically, and
Pdiff = (P++−+P+−++P−+++P+−−+P−+−+P−−+)/6.
From (43) it follows that pp,q is not realizable in the tri-
angle network when q > 1 + p − 2p2/3 (and a similar
constraint inverting p and q); given by the black curve in
Supplementary Figure 5.
We compare this criterion to our NSI constraint (29).
From Supplementary Figure 5, we see that our NSI con-
straint is mostly stronger than the Finner inequality (43).
However, this is not the case in general, as there is a small
region (around the deterministic points P+++ and P−−−)
where the Finner inequality is stronger.
APPENDIX 4: PROOF OF A GENERAL NSI
INEQUALITY
Here we prove the validity of the following inequality
for NSI models in the triangle network:
(1 + |EA|+ |EB|+ EAB)2
+ (1 + |EA|+ |EC|+ EAC)2
+ (1 + |EB|+ |EC|+ EBC)2
≤ 6(1 + |EA|)(1 + |EB|)(1 + |EC|) .
(45)
This inequality is invariant under exchange of parties.
It is also invariant under the joint relabelling of all par-
ties’ outputs. However, it is not invariant under arbitrary
output relabelling. Therefore, we consider two cases:
1. If EA, EB, EC ≥ 0, Supplementary Equation (45)
can be written
(1 + EA + EB + EAB)
2
+ (1 + EA + EC + EAC)
2
+ (1 + EB + EC + EBC)
2
≤ 6(1 + EA)(1 + EB)(1 + EC) .
(46)
If EA, EB, EC ≤ 0, flipping all outcomes brings us
back to the same condition.
2. In all other cases we can always exchange parties
and outcomes (jointly) to reach the case EA, EC ≥
0, EB ≤ 0. In this case, Supplementary Equa-
tion (45) reduces to
(1 + EA − EB + EAB)2
+ (1 + EA + EC + EAC)
2
+ (1− EB + EC + EBC)2
≤ 6(1 + EA)(1− EB)(1 + EC) .
(47)
It is thus sufficient to show the validity of the two in-
equalities (46) and (47) in their respective context.
Before focusing on these cases, we make some general
observations. Since probabilities are positive, the follow-
ing sum of probabilities also is:
p(−1, 1,−1, 1, 1, 1) + p(1,−1, 1,−1,−1,−1)
+ p(−1,−1, 1,−1, 1, 1) + p(1, 1,−1, 1,−1,−1) ≥ 0.
(48)
Using Supplementary Equation (18), this condition can
be rewritten as the following inequality:
1− 2EAC + 2EBF3 ≥ E2AB − E2AC + E2BC. (49)
Similarly,
∑
a′,b′,c′ p(1,−1, 1, a′, b′, c′) ≥ 0 implies
I2 = 1 +EA−EB +EC +EAEC−EAB−EBC−F3 ≥ 0,
(50)
and
∑
a′,b′,c′ p(−1, 1,−1, a′, b′, c′) ≥ 0 implies
I ′2 = 1−EA +EB−EC +EAEC−EAB−EBC +F3 ≥ 0,
(51)
Case 1 (EA, EB, EC ≥ 0): Since EB ≥ 0, the product
EBI2 (50) is positive. After rearrangement, we obtain
2(1 + EA)(1 + EB)(1 + EC)− (1 + EA + EC + EAC)2
≥ −E2A + 2E2B − E2C + 2EB(EAB + EBC)
− 2EAC(EA + EC)− E2AC + 1− 2EAC + 2EBF3.
(52)
Recognizing the last three terms from (49), we use this
inequality to eliminate the term containing the free vari-
able F3 and get
2(1 + EA)(1 + EB)(1 + EC)− (1 + EA + EC + EAC)2
≥ −E2A + 2E2B − E2C + 2EB(EAB + EBC)
− 2EAC(EA + EC) + E2AB − 2E2AC + E2BC.
(53)
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Since EC is positive, this inequality remains valid if we
cyclically permute the parties to let C play the role of B,
yielding
2(1 + EA)(1 + EB)(1 + EC)− (1 + EA + EB + EAB)2
≥ −E2A − E2B + 2E2C + 2EC(EAC + EBC)
− 2EAB(EA + EB)− 2E2AB + E2AC + E2BC.
(54)
Similarly, since EA ≥ 0 we can also write
2(1 + EA)(1 + EB)(1 + EC)− (1 + EB + EC + EBC)2
≥ 2E2A − E2B − E2C + 2EA(EAB + EAC)
− 2EBC(EB + EC) + E2AB + E2AC − 2E2BC.
(55)
Summing up the three Supplementary Equations (53),
(54), (55), all terms on the right-hand side cancel out,
leaving us with:
6(1 + EA)(1 + EB)(1 + EC)− (1 + EA + EC + EAC)2
− (1 + EA + EB + EAB)2 − (1 + EB + EC + EBC)2 ≥ 0.
(56)
This inequality is identical to (46), which concludes the
proof under the EA ≥ 0, EB ≥ 0, EC ≥ 0 assumption.
Case 2 (EA, EC ≥ 0, EB ≤ 0): This time, EB is neg-
ative, so we cannot use Supplementary Equation (53).
However, we still have EA ≥ 0 and EC ≥ 0 so Sup-
plementary Equations (54) and (55) remain valid. For
clarity, we rearrange them as
2(1 + EA)(1− EB)(1 + EC)− (1 + EA − EB + EAB)2
≥ −E2A − E2B + 2E2C − 2E2AB + E2BC + E2AC
+ 2EBEAB − 2EAEAB + 2EC(EAC + EBC)
− 4EB(EC + EAEC)
(57)
and
2(1 + EA)(1− EB)(1 + EC)− (1− EB + EC + EBC)2
≥ 2E2A − E2B − E2C + E2AB − 2E2BC + E2AC
+ 2EBEBC − 2ECEBC + 2EA(EAB + EAC)
− 4EB(EA + EAEC)
(58)
Considering now the positive expression I ′2 in Supple-
mentary Equation (51), we multiply it with −EB, which
is positive. After rearrangement, this gives
2(1 + EA)(1− EB)(1 + EC)− (1 + EA + EC + EAC)2
≥ −E2A + 2E2B − E2C − 2EB(EAB + EBC)
− 2EAC(EA + EC)− 4EB(EA + EC)− E2AC
+ 1− 2EAC + 2EBF3
(59)
Recognizing again the last three terms from Supplemen-
tary Equation (49), we obtain
2(1 + EA)(1− EB)(1 + EC)− (1 + EA + EC + EAC)2
≥ −E2A + 2E2B − E2C − 2EB(EAB + EBC)
− 2EAC(EA + EC)− 4EB(EA + EC)
+ E2AB + E
2
BC − 2E2AC
(60)
Summing Supplementary Equations (57), (58)
and (60), we obtain
6(1 + EA)(1− EB)(1 + EC)− (1 + EA + EC + EAC)2
− (1 + EA − EB + EAB)2 − (1− EB + EC + EBC)2
≥ −8EB(EA + EC + EAEC) ≥ 0,
(61)
where the positivity follows from the negativity of EB and
the positivity of EA and EC. This proves (47) under the
EA ≥ 0, EB ≤ 0, EC ≥ 0 assumptions, which concludes
the proof of Supplementary Equation (45).
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