The well known Lyapunov's theorem in matrix theory/ continuous dynamical 
INTRODUCTION
In connection with the (asymptotic) stability of the linear dynamical system _ x(t) = Ax Lyapunov 16] has proved that a (complex) matrix A is negative stable In this paper, we extend this analysis to the general case by considering linear complementarity problem over the cone of (Hermitian) positive semide nite matrices and by showing the equivalence of positive stability of A and the so-called P 1 In matrix theory/ discrete dynamical systems, the following result is known as Stein's theorem. 
PRELIMINARIES
For a matrix A 2 C n n , we denote the operator norm (on C n ) and the spectral radius by jjAjj and (A) respectively. Throughout this paper, H n denotes the space of all n n complex Hermitian matrices. For X; Y 2 H n , we de ne hX; Y i := tr(XY ) where tr(XY ) denotes the trace of the product XY . (Note that tr(XY ) is real since X and Y are Hermitian.) We recall that a complex matrix M is said to be positive semide nite (de nite) if hMx; xi 0 (> 0) for all 0 6 = x 2 C n (where we assume that C n carries the usual complex inner product). Note that positive semide nite matrices on C n are Hermitian, i.e., X = X where X denotes the adjoint (= conjugate transpose) of X. For a linear operator L : H n ! H n , we denote its norm and the spectral radius (with respect to the above inner product on H n ) by jjLjj and (L), respectively. Let H n + := fX 2 H n : X is positive semide niteg:
We use the symbol X ( ) 0 to say that X is Hermitian and positive semide nite (positive de nite); the symbol X 0 means that ?X 0. We list below some well known matrix theoretic properties that are needed in the paper. When H = R n , K = R n + (the nonnegative orthant), and hx; yi is the usual inner product between vectors in R n , the above complementarity problem reduces, for a matrix M 2 R n n , to the linear complementarity problem LCP(M; q): Find 
holds, where x (Mx) is the componentwise product of vectors x and Mx. (iv) For every q 2 R n , LCP(M; q) has a unique solution. We recall from 5] that a matrix M 2 R n n is a P-matrix (or is said to have the P-property) if it satis es condition (i) (or equivalently, either condition (ii) or condition (iii)). Thus, in the LCP setting, the uniqueness of solution in LCP(M; q) is described by the P-property of the matrix M.
In this paper, we consider another important instance of the cone complementarity problem obtained by putting H = H n and K = H n + . Corresponding to a linear transformation L : H n ! H n and a matrix Q 2 H n , the semide nite linear complementarity problem, SDLCP(L; Q), is to nd a matrix X 2 H n such that X 0; Y := L(X) + Q 0 and hX; Y i = 0 (equivalently XY = 0):
Dealing with the space S n of real symmetric n n matrices (and the cone S n + of real symmetric n n positive semide nite matrices), a similar complementarity problem was formally introduced, in a slightly di erent form, by Kojima, Shindoh, and Hara in 14] to describe a model unifying various problems arising from systems and control theory and combinatorial optimization. In this setting (of S n ), to address the uniqueness issuewhen does SDLCP(L; Q) have a unique solution for all Q -two analogs of condition (iii) above, called the P-and the P 1 -properties, were introduced in De nitions 2 and 6 of 8] by replacing the componentwise product x (Mx) by the Jordan product X L(X) and the cone R n + by the cone S n + .
It was shown in 8] that the uniqueness in SDLCP(L; Q) for all Q implies the P-property and that the converse holds under an additional condition. Now, since our focus here is the space H n , we slightly modify the de nitions in 8] and state the following Definition 3. For a linear transformation L : H n ! H n , we say that
(ii) L has the P-property if X and L(X) commute; X L(X) 0 ) X = 0:
Thus, (2) and (3) can be considered as non-commutative and commutative analogs of (1) for H n with respect to the cone H n + . We note here that (1) and (2) are two instances of a more general P 1 -property that can be de ned on any Euclidean Jordan Algebra 8].
It is clear that the P 1 -property implies the P-property. While we show that these two properties are the same in some particular instances (see Theorem 6 and Theorem 11), in general they are di erent. This can be seen in the following example. unique solution for all Q 2 H n , then L has the P-property. Since our focus here is the study complementarity forms of theorems of Lyapunov and Stein, we consider the solvability of SDLCP(L; Q). In this regard, we recall a result of Karamardian 13] specialized to the cone H n + .
Theorem 4. Consider a linear transformation L : H n ! H n . If the problems SDLCP(L; 0) and SDLCP(L; E), for some positive de nite E 2 H n , have unique solutions (namely zero), then for all Q 2 H n , SDLCP(L; Q) has a solution.
As a consequence, we have Proof. (a) ) (b): Let A be positive stable and suppose that there is a nonzero X 2 H n such that X L(X) 0. We write X = UDU where U is a unitary matrix and D is a real, non-zero, diagonal matrix. The implication (e) ) (f) follows immediately from putting Q = I. The implication (f) ) (a) is well known, see 11], Thm. 2.2.1. 2 Remarks. (1) By working with a real A, the space S n of symmetric n n matrices, and the cone of n n symmetric positive semide nite matrices, we can modify the proof of (a) ) (b) and show that A is positive stable if and only if L A (X) = AX + XA T has the P 1 -property: X 2 S n ; X L A (X) 0 ) X = 0:
This result improves We now claim that as t varies over 0; 1], the zero sets of ( ; t) are (uniformly) bounded. Suppose there exist sequences fx k g in H and ft k g in 0; 1] such that (x k ; t k ) = 0 for all natural numbers k, and jjx k jj ! 1. Then x k solves CP(I ? t k S; K; t k q) and so x k 2 K; y k := (I ? t k S)x k + t k q 2 K ; and hx k ; y k i = 0: (7) We may assume that t k ! t and x k jjx k jj ! x . It follows from (7) Proof. The implication (1) ) (2) follows from the previous theorem. To see (2) ) (3) , rst note that K o 6 = ; (since K is pointed and self-dual). Take e 2 K o and consider a solution x of CP(T; K; ?e). Then x 2 K and T x ? e 2 K. We see that T x 2 K + K o K o ; by perturbing x we produce u 2 K o with Tu 2 K o : The implication (3) ) (1) Before giving a proof of this result, we note that the equivalence of (a), (e) and (g) follows from Corollary 10. The (perhaps well known) equivalence of (a) and (b) is easy to see. Thus we have the complementarity form of Stein's theorem, namely, the equivalence of (b) and (e). However, in the proof below, we derive the complementarity form via the P 1 -and P- 
Since det ( (10) and (11), as in the rst case, leads to a contradiction.
Thus D and hence X must be zero proving the P 1 -property of S A . The implications (c) ) (d) ) (e) ) (f) ) (g) are similar to the corresponding ones in the proof of Theorem 6. Finally the proof of the implication (g) ) (a) follows from Corollary 10. 2
Remarks. (4) By working with a real matrix A and the cone of real, symmetric, positive semide nite n n matrices in the space S n of real symmetric n n matrices, one can state a result similar to Theorem 11 for the transformation X 7 ! X ? AXA T : S n ! S n : We omit the details. Motivated by the equivalence of (a) and (c) in the previous theorem, we may ask whether such an equivalence holds for any linear transformation Proof. Suppose X is nonzero and X X ? S(X)] 0. Then hX; Xi hX; S(X)i jjXjj jjS(X)jj by the Cauchy-Schwarz inequality. We see that jjXjj jjS(X)jj and hence jjSjj 1: This contradicts our assumption and so X = 0, proving the P 1 -property. 2 
