Abstract. We analyse the Gauss-Manin system of differential equations-and its Fourier transform-attached to regular functions satisfying a tameness assupmption on a smooth affine variety over C (e.g. tame polynomials on C n+1 ). We give a solution to the Birkhoff problem and prove Hodge-type results analogous to those existing for germs of isolated hypersurface singularities.
Introduction
Let f : C n+1 → C be a nonconstant polynomial function. The hypergeometric periods associated with this polynomial are the integrals
where ω is an algebraic (n + 1)-form and γ an (n + 1)-cycle with coefficients in a suitable local system. In [44] A. N. Varchenko gave a formula for the determinant of a period matrix made with such integrals for some specific polynomials: this determinant is expressed as a product of terms of the form Γ(s + β) where β varies in the spectrum of the polynomial (for these polynomials, there exists only one critical point and the spectrum is the spectrum of this singularity in the sense of [43] ); moreover, in this situation, the choice of the forms ω is quite natural. In [7] , A. Douai considered a spectrum for convenient nondegenerate polynomials (in terms of the Newton filtration) and conjectured that there should exist a basis of forms ω so that the same formula holds (up to periodic functions in s) for the determinant of the period matrix. He proved this conjecture for some special cases.
The appearance of a product of Γ factors is explained by the fact that such a determinant (whatever the choice of the forms ω or the cycles γ can be) is a solution of a system of linear finite difference equations and one expects (if it is nonzero) that it is expressed (up to a periodic function in s) as a product of Γ(s+β) where β is a logarithm of an eigenvalue of the monodromy of f at infinity [13] (we assume here that the monodromy around 0 is trivial, see below). Changing the forms will change the β's by an integer.
The problem addressed in this paper consists in finding a natural choice of such logarithms, called the spectrum, and in showing that there exists a family of differential forms such that the previously aluded results still hold. We will assume that the polynomial is tame (cohomologically tame will be enough, see § 8), i.e. that, for some compactification of f , no modification of the topology (or the cohomology) of the fibres comes from infinity.
For a cohomologically tame polynomial, there are two possible ways of defining a spectrum. The first one uses the Jacobian quotient C[x 0 , . . . , x n ]/(∂ x 0 f, . . . , ∂ xn f ) as Varchenko does for isolated hypersurfaces singularities (refered to as the local case below). One should moreover use a filtration which measures an asymptotic behaviour, as in the local case. In the convenient nondegenerate case, Douai uses the Newton filtration. It turns out that, in general, one should use the filtration measuring the asymptotic behaviour of integrals δ ωe −τ f where δ is a Lefschetz thimble (see [26] ) and ω as above, when τ → 0 (and not when τ → ∞ as is usually done in the stationary phase method).
This can be translated into more algebraic terms. Let M be the Gauss-Manin system of the polynomial f : this is a (regular holonomic) module on the Weyl algebra C[t] ∂ t , which associated local system (outside the critical values of f ) is the one made by the spaces H n (f −1 (t), C). The Brieskorn lattice M 0 is a free C[t]-module inside M defined as in the local situation (see e.g. [24] ). It turns out that ∂ t acts in a one-to-one way on M and that M 0 is stable under ∂ −1 t (as in the local case). The role of microlocalization in the local case is now played by the Fourier-Laplace transform (see however [16] for a direct interpretation of the microlocalization in terms of Fourier transform in the local case).
Let G be the module M when viewed as a C[τ ] ∂ τ -module, with τ = ∂ t and ∂ τ = −t. This is a holonomic module on the affine lineǍ 1 with coordinate τ , which has singularities at τ = 0 and τ = ∞ only, the former being regular, but not the latter in general (see e.g. [18] ). Consider the coordinate θ = τ −1 = ∂ −1 t at infinity on the affine lineǍ 1 . Then M 0 is also a free C[θ]-module (with an action of t), and we denote it G 0 . The fibre at θ = 0 of this module (i.e. G 0 /θG 0 ) is identified with the Jacobian quotient, up to the choice of a volume form. We are interested in asymptotic expansions of sections of G 0 when τ → 0. More precisely we consider the Malgrange-Kashiwara filtration V • G at τ = 0 and the spectrum corresponds to the jump indices of this filtration, when induced on the Jacobian quotient.
Once such a definition is given (it coincides with the one given by Douai in the convenient nondegenerate case, see § 12), it remains to show the existence of good differential forms. We argue in two steps.
The hypergeometric determinant is closely related to the determinant of the Aomoto complex [13] 0 → C(s) ⊗
where Ω k [1/f ] denotes the space of rational k-forms on C n+1 with poles along f = 0 and d s is the twisted differential d s = f −s · d · f s . The (n + 1)th cohomology group of this complex (which is also the only possible nonzero one, thanks to tameness) is equal to the Mellin transform of the Gauss-Manin system M. It is also equal to the Mellin transform of the Fourier transform of M. When 0 is not a critical value for f , a good family of differential forms will be obtained from a good basis of the Brieskorn lattice G 0 .
This notion of a good basis has been introduced in the local case by M. Saito [34] in order to show the existence of primitive forms conjectured by K. Saito. We give the straightforward adaptation to our situation, so that the main question which remains is the existence of such a good basis. M. Saito also gave a criterion for the existence of such a basis: the filtration induced by G k = τ k G 0 on the nearby cycles of G at τ = 0 should be the Hodge filtration of a mixed Hodge structure, the weight filtration of which should be decreased by two under the action of the nilpotent part of the monodromy of G. This leads to the second possible definition of the spectrum: J. Steenbrink and S. Zucker [40] constructed a limit mixed Hodge structure on the cohomology H n (f −1 (t), C) when t → ∞ (this construction is also given by F. El Zein [8] and M. Saito in [35] ), and using the procedure defined by J. Steenbrink in [39] , one defines a spectrum, called the spectrum at infinity of the polynomial f . However it has no a priori direct link with the spectrum of the Brieskorn lattice.
The main result of [29] consists in showing the existence of a natural mixed Hodge structure on the vanishing cycles at τ = 0 of the Fourier transform G isomorphic to the mixed Hodge structure above. In particular both give the same spectrum.
In part II of the present paper we show that the filtration given by the Brieskorn lattice coincides with the Hodge filtration constructed in [29] , when the polynomial is cohomologically tame. The ideas are very similar to the one of A. N. Varchenko in the local case (see also [25] , [37] , [34] ). In particular we show that the spectrum at infinity and the spectrum of the Brieskorn lattice coincide (up to a shift for the eigenvalue 1 of the monodromy), and this gives the existence of good bases, thanks to the criterion of M. Saito.
It should be noticed, as a consequence of the existence of such bases, that the RiemannHilbert-Birkhoff problem (i.e. the existence of a Birkhoff normal form) can be solved for the Brieskorn lattice: it is possible to find a trivial bundle on the projective line associated witȟ A 1 , which is contained in G, which restricts to G 0 in the chart τ = 0 and which restricts to a logarithmic connection with pole at τ = 0 onǍ 1 .
Part I gives sufficient conditions (propositions 5.2 and 5.6, following M. Saito) to solve the Birkhoff problem for some germs of irregular meromorphic connections in one variable, and makes the link with Mellin transform.
Part II is concerned with applications (see § 13) to the Gauss-Manin system of a cohomologically tame polynomial on C n+1 : to prove the existence of a good basis for this meromorphic connection, we apply a criterion of M. Saito (see § 6.4); in order to do so, we need to establish Hodge properties for this system, and for this we use the results of [29] . In fact it should be emphasized that all the results of part II are given for a regular function f : U → A 1 on an affine manifold, this function satisfying a tameness assumption at infinity on U. The only difference with the case U = A n+1 is that ∂ t is not necessarily bijective on M, so one has to distinguish between M 0 and G 0 . In particular, we solve the Birkhoff problem for G 0 and find a good basis for G 0 , but this is not directly translated as properties on M 0 .
We refer to the appendix of [29] for the notation which is not defined in the main course, in particular for the conventions made concerning perverse functors.
We thank A. Douai, R. Garcia and F. Loeser for useful discussions. Part 1. Good basis of a meromorphic connection with a lattice
Spectrum of a meromorphic connection with a lattice
We shall denote U 0 = Spec C[τ ] and U ∞ = Spec C[θ] the two standard charts of P 1 (C), where θ = 1/τ on U 0 ∩ U ∞ . We shall denote 0 = {τ = 0} and ∞ = {θ = 0}.
Let G be a meromorphic connection on P 1 , with singularities at 0 and ∞ only, the singularity at 0 being regular (but not necessarily the one at infinity). Then G is a free C[τ, τ −1 ]-module of finite rank µ, equipped with a derivation ∂ τ which makes it a left C[τ, τ −1 ] ∂ τ -module. In the following, we shall identify
. We will say that the lattice G 0 has type 1 at infinity if moreover G 0 is stable under the action of the operator t := θ 2 ∂ θ . In this paper, all lattices considered will have type 1 at infinity, so we will simply call them lattices. We shall denote G k = θ −k G 0 , in order to obtain an increasing filtration of G by lattices.
Malgrange-Kashiwara filtration of G at 0. Consider the connection G on U 0 . It is known that it is a holonomic C[τ ] ∂ τ -module. Its only singular point is 0. In order to simplify the argument, we shall assume in the following that the monodromy of DR an G on U 0 − {0} is quasi-unipotent. In fact, we shall only apply what follows to this situation.
We shall now use in this simple situation the properties of the Malgrange-Kashiwara filtration (see e.g. [27, 21, 32] , or [28, § 6] for the one dimensional case) that we briefly recall. Let
There exists a unique increasing exhaustive filtration V • G of G, indexed by the union of a finite number of subsets α + Z ⊂ Q, satisfying the following properties:
(1) For every α, the filtration V α+Z G is good relatively to
G and V G an be the Malgrange-Kashiwara filtration of G an at 0. By uniqueness it satisfies Proof. As V β G has no C[τ ]-torsion, it is enough to prove that V β G has finite type over C[τ ]. This follows from the following two facts.
• The localization C[τ,
V β G has finite type over C[τ, τ −1 ]: this is due to (1.1).
• The localization
it is enough to consider the analytic localization, for which the assertion follows from the remark above, because G is regular at 0 and because it is clearly true for a V -graded module.
The vector bundles G β,k . Let us fix β ∈ Q and k ∈ Z. The locally free sheaf G β,k is obtained by glueing V β G on U 0 and G k on U ∞ using the isomorphisms on
The following is easy to prove.
(2) For every β ∈ Q and k ∈ Z, V β G ∩ G k is a finite dimensional vector space. For a fixed β and for k ≪ 0 we have
In the following we will denote G β := G β,0 .
The spectral polynomial and the spectrum. For β ∈ Q, let
The set of pairs {β, ν β } for which ν β = 0 is called the spectrum of (G, G 0 ). The spectral polynomial of (G, G 0 ) is
the dimension of which is δ β − δ β−1 , and ν β is the dimension of the βth graded piece. Hence the datum of the δ β 's is equivalent to the datum of the ν β 's. Lemma 1.6. The degree of the spectral polynomial is equal to µ.
Proof. Because we know that dim G 0 /G −1 = µ, it is enough to show that
which follows from lemma 1.4.
Because G is regular at 0, the characteristic polynomial of the monodromy T 0 of the local system
Grading by G • we hence get Proposition 1.7. Let β (S + β) ν β be the spectral polynomial of (G, G 0 ). Then the polynomial β (T − exp 2iπβ) ν β is the characteristic polynomial of the monodromy T 0 of ψ τ DR an G.
How to obtain a lattice by Fourier transform
Let M be a regular holonomic C[t] ∂ t -module (regularity at infinity is also assumed and, in fact, only regularity at infinity will be useful in prop. 2.1) and put
It is also regular holonomic and moreover the (left) action of ∂ t on M[∂ We denote M the Fourier transform of M: it is equal to M as a C-vector space, and is equipped with a left action of C[τ ] ∂ τ , where τ acts like ∂ t and ∂ τ as −t (see e.g. [18] ).
Let G be the Fourier transform of
satisfies the assumptions made at the beginning of section 1. We will put as above θ = τ −1 = ∂ 
Proof. Let us begin by (1) . First, consider the case M = C[t] ∂ t /(P ) where P = Next, remark that if the property is true for some M 0 generating M, it is true for any M 0 : one uses the fact that
Hence, (1) is true for M as above. Any M comes in an exact sequence of
with P as above and K a C[t]-torsion module: indeed, any holonomic M is cyclic, so isomorphic to C[t] ∂ t /I, for some left ideal I; take for P an element of I which has minimal degree with respect to ∂ t . The result being easy for torsion modules, it is then true for any M.
(2) is proved using the formula an (M)) = 0 for all j (this follows from the fact that ∂ t : M → M is an isomorphism and from the comparison theorem for M, which is regular holonomic).
Fourier transform and formal microlocalization. We will adapt below the results of [16, § 5] to any regular holonomic C[t] ∂ t -module M. In loc. cit. they are proved in the case where M has only one singular point in A 1 , and this one is even not assumed to be regular (but the one at infinity is so); moreover the result is proved in a Gevrey context, not only in the formal one below, which will be enough for our purpose. Proposition 2.3 below is certainly "well known to specialists", but does not seem to exist in such a form in the literature.
Denote as above θ = ∂
] be the ring of formal Laurent series in θ.
Let E A 1an be the sheaf of formal microdifferential operators on T * A 1an \ zero section. We will consider it as a sheaf on A 1an by restricting it to the section image(dt). A local section of E A 1an is a formal Laurent series i≥i 0 a i (t)θ i where a i are holomorphic functions defined on a fixed open set. We denote as usual E A 1an (0) the subring of sections of E A 1an with no pole at θ = 0.
Let M be a C[t] ∂ t -module and put On the other hand, let G 0 be as above and denote
follows from the method of the Turrittin theorem on the splitting of formal connections (see e.g. [18, Chap. III] ) that the pair (G , G 0 ) splits as a direct sum indexed by the singular points of M:
where each G c is a regular K-connection and G 0,c is a lattice in it; moreover, ⊗e −c/θ denotes the twist of the ∂ θ (or the θ 2 ∂ θ ) action.
is an isomorphism compatible with the action of t, which identifies
Proof. Remark first that
It is known that G and Γ A 1an , M µ are K-vector spaces of the same dimension, namely the sum of dimensions of vanishing cycles of DR an (M) at its singularities (see remark 2.2 above). Moreover, the map is clearly compatible with the action of t. Last, the map clearly sends 
Spectrum and duality
The free module
) is naturally equipped with a structure of a meromorphic connection: put, for ϕ ∈ G * ,
Proof.
. This is a free C[τ ]-module of rank µ naturally contained in G * and stable under the action of τ ∂ τ . Moreover we have
The assertion follows from the fact that (
We have to verify that for each β we have
and is true as soon as β + k − 1 > 0 as a consequence of the previous result. Now V • G * satisfies all the characteristic properties of the Malgrange-Kashiwara filtration
It follows easily from (3.1) that G * 0 is a lattice in G * . From the previous lemma we conclude that G * β is equal to the locally free sheaf dual to G <−β+1 .
Proposition 3.3. If β∈Q (S + β)
ν β is the spectral polynomial of (G, G 0 ), then the polynomial
Proof. Let us keep notation as above. Serre duality and the fact that G *
for γ = β + 1, β and the fact that dim gr
and denote G the module G where the action of operators is composed with this involution. Because the action of τ ∂ τ is unchanged, we have
, which is equal to G 0 on which θ acts as −θ and t as −t, is also a lattice in G. In particular the spectrum of (G, G 0 ) is equal to the one of (G, G 0 ). If we have an isomorphism
Remark 3.6. Proposition 3.3 can also be obtained in the following more concrete way. From lemma 3.2 we deduce that the natural pairing
[τ ] and the pairing with values in C obtained by composing the previous one with the residue at τ = 0 induces a perfect pairing gr
0 , we get in the same way an isomorphism gr
We will have to use this isomorphism for β = α ∈ ]0, 1[, so that −α + 1 is also in ]0, 1[; for β = 0 we will use the composition of this isomorphism by multiplication by τ to get
Behaviour with respect to tensor product. The following property is useful in order to prove a Thom-Sebastiani type theorem for the spectrum. Let (G ′ , G 
Proposition 3.7. Assume that we are given isomorphisms
Proof. The proof follows the one of [43] or [37] . Remark first that we have an isomorphism
′′ by taking the tensor product of the one for G ′ and the one for
′′ , G are regular at τ = 0 we have (by first twisting with C{τ } and using the structure of regular connections)
Consider on the LHS the filtration induced by τ k G 0 and on the RHS the tensor product of the corresponding filtrations on gr
The former contains the latter, so in particular we have
As both terms are equal for β ≪ 0 or β ≫ 0 and as ν and ν ′ ⋆ ν ′′ are both symmetric with respect to w/2, we conclude that ν = ν ′ ⋆ ν ′′ .
A microdifferential criterion for the symmetry of the spectrum. We keep notation of § 2: the module M is C[t] ∂ t -holonomic and regular even at infinity and we assume that M comes equipped with a C[t]-module M 0 of finite type generating M. Let DM be the C[t] ∂ t -module dual to M, i.e. the left module associated with the right module Ext
. We also denote D(M µ ) the dual of the microdifferential system attached to M, which is identified with (DM) µ . As M µ is endowed with a good filtration
is equipped with a natural filtration D(M µ ) • defined using any strictly filtered resolution of
Assume that we are given a morphism DM → M such that the kernel and the cokernel are free C[t]-modules of finite rank. Taking Fourier transforms and localizing with respect to τ one gets an isomorphism
But we have the following relation between duality and Fourier transform (see [18, lemme V.3.6] ):
where D denotes the duality as
Lemma 3.8 ([34, § 2.7]). We have a canonical isomorphism
Proof. The second equality is clear as the kernel and cokernel of M → G are supported at τ = 0. We have
where N g means the left module associated with the right module N; consider then the following resolution of G as a left
, and identify
to get the assertion.
On the other hand, the morphism
the microdifferential property below holds, the spectrum of (G, G 0 ) is symmetric with respect to w/2.
Proposition 3.9. In the previous situation, assume moreover that there exists w ∈ Z such that this isomorphism sends
Proof. As the image of G * 0 is contained in some G k and coincides with G after localizing with respect to τ , it is enough to show that
According to proposition 2.3, the problem is reduced to identifying, for each singular point c, (
In fact it is easier to show first that the corresponding sequences are exact when E c , E c (0) are replaced with
, and then to use flatness of the former rings over the latter ones respectively.
The Riemann-Hilbert-Birkhoff problem
We keep notation of the previous section. In order to simplify notation, it will be convenient to write a basis as a column vector; the matrices considered below are the transposed matrices of the usual matrices. 
the restriction of G 0 on U ∞ is equal to G 0 and the restriction to U 0 is a logarithmic connection with pole at 0.
Remarks.
(1) If such a basis exists, then A 0 is the transposed matrix of the action of t on G 0 /G −1 and −A 1 is the transposed matrix of the residue at τ = 0 of the logarithmic connection H 0 ; moreover the trace of A 1 does not depend on the choice of such a basis: in fact, given two bases g and γ, one can assume that they induce the same basis on G 0 /G −1 up to a constant base change on γ, so the matrices A 0 are the same; there exists P ∈ GL µ (C[θ]) such that
as det P is a nonzero constant, this implies tr
In general, one knows the existence of such a basis in the following cases:
• the monodromy matrix of G (around 0 or ∞) has µ distinct eigenvalues (see for instance [17] ); • G 0 is semi-simple as a C[θ]-module equipped with the action of t (cf. [2] ).
is stable under the action of τ ∂ τ and the matrix of τ ∂ τ in the basis g is −(τ A 0 + A 1 ). In particular A 1 is the residue of the logarithmic connection on
From the Birkhoff-Grothendieck theorem one deduces easily that G 0 is trivial.
(3) =⇒ (1): let g be a basis of G 0 . Because G 0 is stable under the action of t, the matrix of t in this basis has elements in C [θ] . Because H 0 := G 0|U 0 is stable under the action of τ ∂ τ = −θ∂ θ , one concludes that this matrix has degree at most one in θ. Proof. Indeed, let g be a C[θ]-basis of G 0 satisfying property (1) of proposition 4.1. Then we have, for all k ≥ 1,
g and the connection matrix in this basis has rational coefficients with a pole of order at most one at infinity.
Good bases
The content of this section is an adaptation of [34, § 3].
Definition 5.1. We shall say that a basis g of G 0 is a good basis if (1) the matrix of t = θ 2 ∂ θ in this basis is A 0 + θA 1 , where A 0 and A 1 are constant µ × µ matrices; (2) the spectrum of A 1 is equal to the spectrum of (G, G 0 ).
If moreover A 1 is semisimple, we shall say that g is a very good basis. 
Then one can construct a good basis of G 0 . Moreover, this basis is very good if and only if for every
Proof. Let E = V 1 G/V 0 G. This is a rank µ vector space equipped with an action of τ ∂ τ .
n and by construction, the filtration induced by
Proof. We shall show (by induction on the number of α such that
G. We have to show that for every k ∈ Z we have
First, the induction hypothesis implies that
G, which is equal to 0 by transversality assumption. The other equality is proved in the same way.
In order to obtain information on G from information on E, we shall introduce the Rees module of G associated with the filtration V G. So let u be a new variable and consider
Denote w the action of θu on G ⊗
and one deduces an action of w 2 ∂ w on R V G 0 . 
Proof. The last two assertions are standard for Rees modules associated with a good filtration. Let us prove first that R V G 0 has finite type over C [u, w] . By lemma 1.4 we know that V k G ∩ G 0 = 0 for k ≪ 0. It is then enough to prove that R V G 0 is generated over C[u, w] by
k for a suitable choice of k 0 . But by the same lemma we know that there
The result is obtained by an easy decreasing induction on k.
Once we know that R V G 0 has finite type, we can argue as follows to obtain the freeness.
. Last, the fibers of R V G 0 at each point of {u = 0} have dimension µ: by homogeneity, it is enough to check this at u = w = 0, where the fiber is
and has dimension µ because of lemma 1.4. We conclude that R V G 0 is a finite type projective C[u, w]-module, so is free of rank µ by Quillen-Souslin.
End of the proof of proposition 5.2. Consider the Rees module R
It defines a meromorphic connection on P 1 × C relative to the projection on C, with poles along {0} × C and {∞} × C: it is a free C[u, w, w −1 ]-module equipped with a compatible action of ∂ w (here, ∞ = {w = 0}). Inside of it R V G 0 is a relative lattice. The restriction i * R V G to {u = 0} is equal to sp
. This is a connection on P 1 with regular singularities at 0 and ∞, and containing the lattice sp
We shall first construct a complementary lattice for sp V G 0 in sp V G and we shall then extend it as a relative complementary lattice for R V G 0 in R V G. Restricting this lattice to u = 1 will give a complementary lattice for G 0 in G. We shall then apply proposition 4.1 to obtain the good basis.
First we define H k β for every β ∈ Q in the following way: let β = α − ℓ with α ∈ [0, 1[ and ℓ ∈ Z; denote by v the action of τ on sp
α . We shall view gr V β G as a subspace of V −ℓ+1 G/V −ℓ G by the same arguments that we used for E at the beginning of the proof.
For a fixed β ∈ Q, we have H
it is enough to prove this for β = α ∈ [0, 1[; this follows from the transversality condition and the fact that the analogue is true for the increasing filtration G k gr V α G. It is easily seen that for every β ∈ Q, the decreasing filtration H
One can see that H 0 is a C[v]-module of finite type. It is clearly stable under the action of v∂ v which is the action induced by τ ∂ τ on sp V G because the H k α are so. It is free because it has no torsion, being contained in sp
This shows that H 0 has rank µ and that C[τ,
0 and sp V G 0 can be glued together in a locally free sheaf on P 1 and because of the transversality assumption, they satisfy property (2) of proposition 4.1. Consequently, this locally free sheaf is indeed free.
Before going further on in the proof, let us remark that equality (5.5) shows that the characteristic polynomial of the residue of the connection on H 0 is equal to the spectral polynomial of (G, Let us now come back to the proof. We shall extend the free sheaf that we have obtained above as a locally free sheaf on P 1 × D, where D is a small neighbourhood of u = 0 in C, in such a way that its restriction to U ∞ × D is equal to the restriction of R V G 0 to this neighbourhood. This sheaf will be equipped with an action of v∂ v when restricted to U 0 × D, so is a relative logarithmic connection with pole along {0} × D on this open set. By restriction to u = u 0 ∈ D − {0} and using homogeneity in u, we shall obtain a locally free sheaf on P 1 extending G 0 and with a logarithmic connection with pole at {0} on U 0 . This sheaf is free, being a deformation of a free sheaf on P 1 . We will also make the deformation in such a way that the residue at 0 is constant in the deformation. So we shall obtain a good basis using proposition 4.1 and the previous remark.
Using the isomorphism (1.2), we can extend H 0 an as a relative logarithmic connection H 0 in R V G |∆×D , where ∆ is a small neighbourhood of v = 0 in P 1 . Indeed, the isomorphism ( and sp V G 0 to the deformation. The last thing to verify in order that the program we have announced to be completed is that the residue of the relative connection on H 0 is constant: this is due to the fact that for all β ∈ Q the graded deformation gr
Behaviour with respect to duality. Assume that we are given an isomorphism
It defines a non degenerate bilinear (or sesquilinear) pairing
of C[θ]-modules which is compatible with the action of ∂ θ . We also get a duality (see remark 3.6)
A good (or very good) basis ε of G 0 is said to be adapted to S if 
Sketch of proof. As in proposition 4.1, one shows that the basis ε is adapted to S if and only if S extends to a nondegnerate pairing
compatible with connections, where O P 1 [w] denotes the trivial rank one bundle equipped with the connection d + w dθ θ . Condition 3 means that this is true for sp V G 0 and for the form sp V S (see the proof of 5.2 for the notation). Now R V S defines R V S with maybe poles along {v = 0} × D. Since R V S |u=0 = sp V S has no poles at v = 0, it follows that R V S has no poles along v = 0, and specializing to u = 1 gives S.
Examples when there exists a good basis
We first obtain from proposition 5.2:
Corollary 6.1. Let (G, G 0 ) be such that no two distinct elements of the spectrum differ by an integer. Then G 0 has a good basis.
Proof. In fact the assumption means that for every α ∈ [0, 1[ there exists a unique k ∈ Z (that we shall denote k α ) such that gr Remark. In fact, the H k α that we have constructed above is the only possible choice when the assumption of the corollary is satisfied. In particular the good basis that we obtain is very good if and only if τ ∂ τ + α acts by 0 on gr V α G for every α ∈ [0, 1[, which means that the monodromy of G is semisimple.
Let c be a complex number and G ⊗ e cτ be the C[τ, τ −1 ]-module G where the action of ∂ τ is translated by c:
In the same way the action of t = θ 2 ∂ θ is translated by −c. We shall denote G 0 ⊗ e cτ the corresponding lattice. Proof. The matrix of t in the basis g ⊗ e cτ is equal to A 0 + c Id +θA 1 . In order to verify that g ⊗ e cτ is a good basis, it is enough to verify that the spectrum of (G ⊗ e cτ , G 0 ⊗ e cτ ) is equal to the one of (G, G 0 ) (the latter being equal to the spectrum of A 1 by assumption). It is then enough to verify that V (G ⊗ e cτ ) = (V G) ⊗ e cτ . This is clear because τ ∂ τ acts on G ⊗ e cτ as τ ∂ τ + cτ on G and cτ acts by 0 on each gr 
Good basis for the Mellin transform
Good basis and irregularity. Let G be as in section 1. Assume that G admits a basis g over C[θ, θ −1 ] for which the matrix of t = θ 2 ∂ θ is A 0 + θA 1 , where A 0 and A 1 are constant matrices. By assumption, G is regular at τ = 0. Let ir ∞ (G) be the Malgrange-Komatsu irregularity number (see e.g. [14] ) of G at τ = ∞ (i.e. θ = 0) and let µ = rk G. From the classical results of Turrittin and Katz on irregular singularities (see e.g. [18] or [41] ) on gets: 
for α general enough, where the RHS is the Euler characteristics of the algebraic de Rham complex of G ⊗ L α on C * . The local index theorem [14] and the fact that χ(
, and the equality ir ∞ (G ⊗ L α ) = ir ∞ (G) is easy.
Good basis for the Mellin transform. Let G as above and assume that there exists a basis g of G in which the matrix of t is A 0 + θA 1 .
Proposition 7.3. We have dim C(σ) G = rk G if and only if A 0 is invertible. If this is satisfied, then g is also a C(σ)-basis of G, and the matrix of
Proof. The first part is a consequence of propositions 7.1 and 7.2. We have −σg
. It is also stable by τ −1 , and consequently g generates G over C(σ) because by assumption it generates it over C(σ) τ, τ −1 . Using the equality of dimensions we conclude that g is a C(σ) basis of G.
Remark. If g is a good basis (definition 5.1) for (G, G 0 ) and if dim C(σ) G = rk G, we see that the determinant of τ in the C(σ)-basis g of G satisfies
where ⋆ is a nonzero constant. 
Some properties of cohomologically tame functions on an affine manifold
Let U be a smooth affine quasi-projective variety (over C) of dimension n + 1 and f : U → A 1 be a regular function. We say that f is cohomologically tame if there exists a compactification of f given by a commutative diagram
where X is quasi-projective and F is proper, such that the complex Rj * Q U has no vanishing cycle at infinity, namely, for all c ∈ A 1 , the vanishing cycle complex φ F −c Rj * Q U is supported in at most a finite number of points, all at finite distance, i.e. contained in U. We shall denote Σ the set of critical values of f and µ = µ(f ) the sum of the Milnor numbers of f at its critical points.
Examples. If f :
A n+1 → A 1 is "tame" (see [4, lemma 4.3] ), i.e. if there exists ε > 0 and a compact K ⊂ U such that ∂f ≥ ε out of K, then f is cohomologically tame (with respect to the standard partial compactification of the graph X ⊂ P n × A 1 of f ). In fact, Parusiński has shown [23] that f : A n+1 → A 1 is cohomologically tame with respect to the standard partial compactification of the graph X ⊂ P n × A 1 of f if and only if it satisfies a condition weaker than tameness, called the Malgrange condition, saying that when f (x) remains bounded, there exists ε > 0 such that x ∂f (x) ≥ ε for x sufficiently large. In [22] is introduced the notion of M-tameness for such a polynomial, which gives global Milnor fibrations in big balls in C n+1 . It is not clear that any M-tame polynomial is cohomologically tame, but the tame ones, or the ones satisfying Malgrange condition are both cohomologically tame and M-tame.
Fix coordinates on A n+1 . If f : A n+1 → A 1 is convenient and nondegenerate with respect to its Newton polyhedron at infinity, then f is tame [4] , and this example is considered with some details in § 12.
Consider now examples where U is different from A n+1 . The first one is the case where U is a curve, so f is a meromorphic function on the complete curve U .
Let U = (C * ) n+1 and let f be a Laurent polynomial. Assume that f is nondegenerate with respect to its Newton polyhedron ∆ ∞ (f ) and is convenient [12] . Let F : X → A 1 be the partial compactification of f given by considering the closure of the graph of f in the product of A 1 with the toric compactification of U defined by ∆ ∞ (f ). Then it follows from [6, lemma (3.4) ] that f is cohomologically tame with respect to X. Remark also that the noncharacteristic property is satisfied by Rj * Q U (or F as above) if and only if it is satisfied by each of its perverse cohomology sheaves.
Remark. Consider a closed embedding of F
In the remaining of the paper we will assume for simplicity that n ≥ 1, i.e. dim U ≥ 2.
The following theorem (which is essentially well known) contains the main properties of the direct images sheaves of the constant sheaf Q U under the map f .
(U, Q)) on the affine line A 1 ; (2) the kernel and the cokernel (in the perverse sense) of the natural morphism 
where K and C are constant sheaves. Remarks 8.2.
(1) For n = 1, the last two statements have to be slightly modified.
(2) As we shall see below (cf. § 13.12), the image (in the perverse sense) of the morphism
, where σ :
1 denotes the open inclusion, L is the local system made of the cohomology spaces H n (f −1 (t), Q) and T is supported on Σ. In other words, this image satisfies the conclusion of the decomposition theorem.
Let us first give some consequences of the tameness of f on the nearby and vanishing cycle sheaves of F . Let c ∈ A 1 and i F −1 (c) : F −1 (c) ֒→ X be the closed inclusion. We will also denote j : f −1 (c) ֒→ F −1 (c) the open inclusion induced by j : U ֒→ X. Let also i : X − U ֒→ X denote the closed inclusion.
Proposition 8.3. If f is cohomologically tame (with respect to X) then the following properties are satisfied:
(
, where j ! is the extension by 0 and
(1) It is clear that the two sheaves coincide on f −1 (c). By Verdier duality we have [5] ). The two complexes φ F −c (j ! Q U ) and φ F −c (Rj * Q U ), being dual up to a shift, have the same support, which is contained in f −1 (c) by assumption of tameness, so these two complexes coincide. (2) It is equivalent to show the analogous equalities using the perverse functor p ψ and the perverse sheaf p Q U . Then the first equality is Verdier dual to the second one. From (1) we deduce that
and it is enough to prove that i and i
(3) is a direct consequence of (1) and (2).
(1) the complex φ f −c Q U has cohomology in degree n at most, (2) on the sheaf Q U , the functors Rf * and Rf ! commute with the functors ψ f −c , φ f −c , i
The assumption of tameness implies that its support consits of a finite number of points. Hence it has cohomology in degree 0 at most.
(2) Let us show the result for Rf * and ψ f −c for instance. Let t be the coordinate on A 1 . We have
Proof of theorem 8.1.
Lemma 8.5. If f is cohomologically tame and n ≥ 1, then
(1) the complex Rf * Q U has cohomology in degrees m ∈ [0, n] at most;
Proof. The first point does not depend on the tameness assumption: this is Artin theorem (see for instance [10, Prop. 10.3.17] ). It can be easily shown with the tameness assumption, because, due to proposition 8.3, restriction to fibers causes no problem, so it is equivalent to the fact that each fiber f −1 (c) has cohomology in degrees m ∈ [0, n] at most, which can be proved using Morse theory (see e.g. [10, Th. 10.3.8 
]).
For the second point, remark that for each c ∈ A 1 we have an exact sequence
From corollary 8.4 we deduce that H m (φ t−c Rf * Q U ) = 0 for m = n. Hence for m < n we have φ t−c R m f * Q U = 0, which implies that R m f * Q U is a locally constant sheaf on A 1 , hence a constant sheaf.
The Leray spectral sequence with
degenerates at E 2 , as follows from the previous results and this gives the statement concerning the rank of R m f * Q U for m < n.
The statements of the theorem for Rf * Q U are now proved. The perverse statements for Rf ! Q U follow by Verdier duality and the nonperverse ones are straightforward consequences. The last point of the theorem follows then from the second one. Let us now prove it.
Consider the complex i −1 Rj * Q U , which is the cone of j ! Q U → Rj * Q U . Proposition 8.3 shows that we have φ F −c (i −1 Rj * Q U ) = 0 for each c ∈ A 1 . This implies that the perverse cohomology groups of RF * (i −1 Rj * Q U ) are (locally) constant sheaves up to a shift, hence the ordinary cohomology groups also. Consequently the (perverse) cohomology groups of the cone of Rf ! Q U → Rf * Q U are constant sheaves, which implies the first part of (2).
The Gauss-Manin system of a regular function
Let O U be the sheaf of regular functions on the affine manifold U and f : U → A 1 be a regular function. The Gauss-Manin system of f is the complex f + O U of D A 1 -modules.
Denote Ω k (U) the space of differential forms of degree k with polynomial coefficients. Then
if f has only isolated critical points, the complex (Ω • (U), df ∧) has cohomology in degree n + 1 only.
The following is proved as in [15] or [24] (the statement about regularity is well known):
The cohomology modules
H j (f + O U ) are
naturally equipped with a structure of a C[t] ∂ t -module which makes them holonomic modules, regular even at infinity. Moreover
(1) We identify here algebraic D A 1 -modules with modules over C[t] ∂ t . We always have
where the filtration on the RHS is the one by the degree in ∂ t . This defines a filtration on the cohomology groups of this complex.
Assume from now on that f is cohomologically tame.
Proposition 9.2. Under this assumption, for
Proof. By the comparison theorem we have
and from theorem 8.1 we know that for j < 0 this complex is the constant sheaf (up to a shift) of the right rank. Proof. Let η ∈ Ω k (U) with 0 < k < n and ω = df ∧ η such that dω = 0, i.e. df ∧ dη = 0.
. Thanks to the de Rham lemma, one may assume that ξ ∈ Ω k (U) so that the previous equality is equivalent to ω = dξ and
. The second part of the corollary is now clear.
. It is henceforth a holonomic C[t] ∂ t -module with regular singularities (even at t = ∞). Let M be its Fourier transform (see section 2) and let
, where d f is defined as in proposition 9.1. (1), represents the direct image by p :
has cohomology in degree 0 only when f has only isolated critical points, and this cohomology is equal to G. From proposition 2.1 we conclude, putting θ = τ −1 :
The Brieskorn lattice G 0 and its spectrum
) and the rank of G is equal to the sum of the Milnor numbers of f at its critical points. 
So not all the elements of G 0 are represented by differential forms: they are represented by polynomials in θ with coefficients in Ω n+1 (U). 
Proof. By GAGA it is enough to prove the result in the analytic category. There exists only a finite number of critical values c ∈ P 1 for which φ π−c (DR an M) is nonzero. Hence Σ is contained in the union of a finite number of fibres of π and is compact.
Let c ∈ P 1 and V (c) M be the Malgrange-Kashiwara filtration of M along Y × {c} (see e.g. [27, 21, 32] ). It is known that each step V For any critical value c ∈ P 1 , let z be a local coordinate on P 1 centered at c. We also have
g. [21] ). Applying this for c = ∞ gives the result. 
The last complex has D
an 
has finite type over C [t] , where DR π denotes the algebraic de Rham complex relative to π :
Proof. It is enough to prove this for some N generating M over D U ×A 1 . One uses the N given by the previous proposition. Then
has O A 1 -coherent cohomology and
End of proof of the finiteness of M 0 . Let X ⊃ U be the quasi-projective variety associated with f (see beginning of section 8), let X be a projective compactification of it and Y be a smooth projective manifold containing X as a closed subset. Let Z = X − U and U = Y − Z. We have maps 
has finite type over C[t] for all ℓ where DR π denotes the de Rham complex relative to p: indeed, if we take for N the D U ×A 1 /A 1 -submodule generated by O U · δ(t−f ), we see that M 0 is contained in the image of
The module η + i + O U satisfies the assumption of proposition 10.4 and since η is a closed relative immersion, we can apply corollary 10.6 to N = η + N. 
where π :
Proof. As indicated in the proof of lemma 10.5, when we restrict to the complement W c of all critical values different from c, i.e. when we tensorize with
The other characteristic properties of the MalgrangeKashiwara filtration are clearly satisfied by V
In order to conclude, it is enough to prove that δ(t − f ) ∈ V (c)
. This is equivalent, by a standard argument, that the roots of the Bernstein for (f − c) s are negative. It is shown in [3] (see also [20, Prop. 4 
.2.1]) that the Bernstein polynomial for (f − c)
s is equal to the lcm of the local analytic Bernstein polynomials of f − c at the critical points of f with critical value c. The roots of each of these local Bernstein polynomials are negative [9] , so the same is true for the global Bernstein polynomial.
11. Duality for the Brieskorn lattice and for the spectrum
We will adapt the construction of higher residue pairings given by K. Saito [30] in the present algebraic situation. We will construct in this section an isomorphism G * ∼ −→ G which strictly shifts the filtration G • by n + 1, i.e. G * 0 ∼ −→ G n+1 . We then deduce from corollary 3.4 the following:
Corollary 11.1. The spectrum at infinity of a cohomologically tame polynomial of n + 1 variables is symmetric with respect to n + 1 2 .
Proposition 3.9 shows that it is enough to construct a morphism
where M = H 0 f + O U and D is the duality functor for C[t] ∂ t -modules, such that the kernel and the cokernel are free C[t]-modules of finite type, and which strictly shifts by n + 1 the microdifferential Brieskorn lattice M µ 0 of f . Because f + O U has cohomology in degrees −n and 0 only we see that Df + O U has cohomology in degrees 0 and n only. Moreover we have H 0 Df + O U = DM, and
-modules of rank one. Hence it is enough to construct a morphism
such that the cohomology of its cone consists only of free C[t]-modules of finite type.
Let us consider a smooth quasi-projective compactification of f , namely a smooth quasiprojective manifold X and a commutative diagram
with f proper and j open. It will be convenient to assume that D = X − U is a divisor in X and that X dominates the partial compactification X for which f is cohomologically tame. Because duality commutes with proper direct image (see e.g. [19, 33, 38] 
where the left vertical map is the adjoint of the right vertical one: this follows from the functoriality of the Poincaré duality map as constructed in [36] for instance. It is known (see e.g. [34] ) that the local Poincaré duality map 
Let E X be the sheaf of microdifferential operators on T * X (formal or convergent, this will not matter now) with its subsheaf
Lemma 11.3. The image of the natural morphism
Proof. This is a direct consequence from the fact that the natural map
Now L µ is supported on D and on the critical points of f , and the part of the direct image coming from D is zero, because f factorizes through X where a non characteristic property is assumed along X − U. Hence M µ 0 is indeed the microlocal Brieskorn lattice of f : B → ∆.
The case of a convenient nondegenerate polynomial
Assume that f : A n+1 = U → A 1 is nondegenerate with respect to its Newton polyhedron at infinity and that f is convenient (see [12] ). Then it is known that f is tame (see [4] ). One can define the Newton spectrum of f (see [7] , but here we shall consider an increasing Newton filtration, so the Newton spectrum considered here is opposite to the one considered in [7] ). We shall prove Theorem 12.1. In this situation, the Newton spectrum of f is equal to the spectrum of the Brieskorn lattice of f .
Remark. This result is analogous to the one of M. Saito [31] (see also [11] ) for the case of an isolated singularity. The proof will be analogous.
Proof. We shall use the following notation:
For a n-face σ of the Newton polyhedron of f not containing the origin, L σ will denote the linear form with coefficients in Q *
is the exponent of a monomial in u. Moreover δ * (u) will denote the maximum over all such σ of δ * σ (u). We define δ σ and δ in the same way, replacing L σ (ν + 1) with L σ (ν).
For α ∈ Q we put N α Ω n+1 = {u · dx | δ * (u) ≤ α}. This defines an increasing filtration of Ω n+1 (U) by finite dimensional vector spaces with It is enough to show that, for a given α, there exists k 0 such that for k ≥ k 0 we have
Let us fix k 0 such that N α+k 0 G 0 + G −1 = G 0 , let k ≥ k 0 and let u · dx ∈ N α+k Ω n+1 (U). By the division lemma [7, 2. The spectrum of the Newton filtration is by definition the spectrum of the filtration N • defined by
From the previous lemma we get N α G 0 ⊂ V α G ∩ G 0 , hence N α (G 0 /G −1 ) ⊂ V α (G 0 /G −1 ) for all α. In order to show that both filtrations (or spectra) coincide, it is enough (by an argument of Varchenko, [11] ) to show that both spectra are symmetric with respect to (n + 1)/2. For V , this has been shown in the previous section and for N this has been shown in [7, prop. 7.3.3] , using arguments analogous to the ones in [11] .
Remarks.
(1) R. Garcia pointed out that the relation between the Newton spectrum and the characteristic polynomial of the monodromy at infinity of f that one deduces from the identification between the Newton spectrum and the spectrum of the Brieskorn lattice was expected in [1] . (2) The order with respect to the Newton filtration of the n + 1-form dx is minimum and is obtained only for this form. It follows from [7] that the class of dx in G 0 /G −1 generates the vector space V α min (G 0 /G −1 ), where α min is the smallest spectral number. This space has thus dimension one.
Hodge theory for the Brieskorn lattice
We assume in this section that f : U → A 1 is a cohomologically tame regular function. We will use the identification
and it follows from from [29, th. 5.3 ] that this space is equipped with a natural mixed Hodge structure isomorphic by [35] to the limit of H n+1 (U, f −1 (t)) for τ → ∞ as constructed by Steenbrink and Zucker [40] up to a Tate twist. 
G.
The proof will be given in § 13.11. As a consequence of the proof we will obtain in § 13.18 the positivity of the spectrum: 
Remark.
If U = A n+1 it may happen that 0 belongs to the spectrum, as shown by the following example: take U = (C * ) n+1 , f is a Laurent polynomial which Newton polyhedron has dimension n+1 and contains 0 in its interior (i.e. f is convenient) and which is nondegenerate with respect to its Newton polyhedron. Then the class of the form dx 0 x 0 ∧ · · · ∧ dx n x n is contained in G 0 ∩ V 0 G.
From standard results in Hodge theory we have As a consequence we get from M. Saito's criterion 6.4 Concerning the Aomoto complex considered in the introduction, the following corollary solves conjecture 7.4 in [7] . However, the problem of explicit computation of such a basis remains open in general, even in the case of a convenient nondegenerate polynomial. with c ∈ C * .
The constant c is equal to the product i f (x (i) ) µ i where x (i) are the critical points of f and µ i the corresponding Milnor numbers (see [13] The result is then a consequence of proposition 7.4.
We can restate cor. 13.6: Corollary 13.9. If U = A n+1 and f is a cohomologically tame polynomial, we have SP φ (ψ 1/t R n f * C U ; S) = SP ψ (G, G 0 ; S).
Proof. We have SP φ ( p ψ 1/t Rf * C U ; S) = SP φ (ψ 1/t R n f * C U ; S) · SP φ (ψ 1/t f * C U ; S) (−1) −n and the computation made in [29, rem. 5.5] shows that SP φ (ψ 1/t f * C U ; S) = S + n + 1. We may then apply corollary 13.6.
Consider now the operator of multiplication by f on G 0 /θG 0 = Ω n+1 /df ∧ Ω n . It sends V β (G 0 /θG 0 ) in V β+1 (G 0 /θG 0 ) for each β ∈ Q, hence defines a nilpotent endomorphism 
