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Andre´s Vallejo, Alejandro Romanelli, and Rau´l Donangelo
Facultad de Ingenier´ıa, Universidad de la Repu´blica, Montevideo, Uruguay
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A general expression for the temperature of a finite-dimensional quantum system is deduced from
thermodynamic arguments. At equilibrium, this magnitude coincides with the standard thermody-
namic temperature. Furthermore, it is well-defined even far from equilibrium. Explicit formulas for
the temperature of two and three-dimensional quantum systems are presented, and some additional
relevant aspects of this quantity are discussed.
I. INTRODUCTION
One of the main concerns of quantum thermodynamics
is the correct identification of quantum analogues of rel-
evant thermodynamic magnitudes. Our experience with
the macroscopic world induces us to express the results of
our research in this area in terms of concepts like free en-
ergy, work, or entropy production, which are well-defined
in the classical world. However, the connection between
both worlds (classical and quantum) has been shown not
to be trivial, often counterintuitive, and in some cases,
traumatic [1]. As a consequence, after almost a century
of existence of quantum theory, and despite the enormous
progress of quantum thermodynamics in recent years [2–
7], most classical thermodynamic magnitudes are still
waiting for an universally accepted quantum definition.
As an example, let us examine the two basic mecha-
nisms of energy exchange: heat and work. Early works
in quantum thermodynamics were based on the idea that
heat is related to changes in the state ρ of the system,
while work is linked to the time variation of its Hamilto-
nian H , controllable by the experimenter [8]. This point
of view leads to the following straightforward partition
of the energy change, d〈H〉:
d〈H〉 = tr[Hdρ] + tr[ρdH ] (1)
where tr denotes the trace operation. Under this per-
spective, the two terms on the r.h.s. of Eq. (1) can be
clearly identified as heat and work, respectively, so the
above equation can be considered to be an statement of
the first law of thermodynamics.
This point of view has been widely employed during
the last four decades, leading to very interesting results
in matters such as the characterization of entropy pro-
duction [9], or the deduction of the Landauer limit [10].
Nevertheless, several alternative definitions of heat and
work have been used [11–14]. In particular, very recently
two independent groups placed attention on the fact that
certain changes in the state of the system are not accom-
panied by an entropy change, and argue that this fact
implies that the part of the term tr[Hdρ] which is not
related to the change in the eigenvalues of ρ, but in its
eigenvectors, should not be considered as heat, but as
work. As a consequence, new definitions of both magni-
tudes were proposed [15, 16].
Considering this new perspective, in this work we focus
on the study of the concept of temperature, which, except
for a few special cases, has been elusive to an extension
to the quantum regime. Our approach is based of the
fact that both entropy and energy have well accepted
definitions in the quantum case, so the application of the
standard definition of temperature,
1
T
=
∂S
∂E
(2)
is, at least in principle, plausible.
This will also lead to the concept of temperature for
a system out of equilibrium. Although temperature is
clearly an equilibrium property, “effective temperatures”
and similar concepts have proven to be very useful in
their respective contexts [17–23], so the idea of an out-of-
equilibrium temperature should not be discarded without
a more profound exploration. One step in that direction
is given in the present work.
The remainder of this paper is organized as follows. In
Section II, we apply Eq. (2) in order to find the tem-
perature of a two-level system. This particular case is
interesting in its own right, and gives some insight on
the general situation. In Section III, we deduce an ex-
pression for the temperature of a generic N -dimensional
quantum system. Using this result, an explicit formula
for the temperature of a qutrit is obtained, and shown
to be consistent with the classical case. Conclusions and
final remarks are presented in Section IV.
II. TWO-LEVEL SYSTEM
A. Temperature
In order to find the temperature of the system, we
start by assuming that the von Neumann entropy SvN is
a valid extension of the thermodynamic entropy in the
quantum regime. This is based on the fact that in, ther-
mal equilibrium, both entropies coincide. For a two-level
system, SvN can be expressed in terms of the natural
populations, i.e., the eigenvalues {λ1, λ2} of the density
matrix of the system, as [24]:
SvN = −λ1lnλ1 − λ2lnλ2, (3)
2Then, applying the usual definition of temperature (using
SvN instead of the thermodynamic entropy S), we obtain:
1
kBT
=
∂SvN
∂E
=
∂Svn
∂λ1
∂λ1
∂E
+
∂Svn
∂λ2
∂λ2
∂E
. (4)
Evaluation of Eq. (4) requires to express the natural
populations in terms of the energy, which, as usual, is
defined as the expected value of the local Hamiltonian in
the actual state:
E = 〈HS〉 = tr[ρSHS ]. (5)
Expanding the density matrix ρS in its instantaneous
eigenbasis {|ψ1〉, |ψ2〉}:
ρS = λ1|ψ1〉〈ψ1|+ λ2|ψ2〉〈ψ2|, (6)
replacing Eq. (6) in Eq. (5), and using that
tr[|ψj〉〈ψj |HS ] = 〈ψj |H |ψj〉, we obtain:
E = λ1〈ψ1|HS |ψ1〉+ λ2〈ψ2|HS |ψ2〉 (7)
Eq. (7) together with the fact that the density matrix
has a trace equal to one
tr(ρS) = λ1 + λ2 = 1, (8)
allows us to find λ1 as a function of the energy:
λ1 =
E − 〈ψ2|HS |ψ2〉
〈ψ1|HS |ψ1〉 − 〈ψ2|HS |ψ2〉
, (9)
and from the above equation we obtain
∂λ1
∂E
=
1
〈ψ1|HS |ψ1〉 − 〈ψ2|HS |ψ2〉
, (10)
and a similar expression for ∂λ2∂E . On the other hand:
∂SvN
∂λi
= −(lnλi + 1), i = 1, 2. (11)
From Eqs. (4), (10) and (11), we obtain the final ex-
pression:
T =
〈ψ1|HS |ψ1〉 − 〈ψ2|HS |ψ2〉
kBln(λ2/λ1)
. (12)
B. Discussion
We first compare the above result with the well-known
relation between the temperature and the populations in
thermal equilibrium Pg and Pe of the ground and excited
states, respectively, with corresponding energies Eg and
Ee:
T =
Ee − Eg
kB ln(Pg/Pe)
(13)
Since in this particular case the density matrix and the
Hamiltonian commute, both are diagonal in the same ba-
sis, and, as a consequence the above expressions become
identical. Thus Eq. (12) is a natural extension of Eq.
(13) for the out-of-equilibrium case.
Let us now consider the (possibly time-dependent)
Hamiltonian:
HS = ε|e〉〈e| − ε|g〉〈g|. (14)
Using Eq. (14), the terms in the numerator of Eq. (12)
are:
〈ψi|HS |ψi〉 = ε[|〈ψi|e〉|
2 − |〈ψi|g〉|
2], i = 1, 2. (15)
The density operator, Eq. (6), can also be expressed in
the energy basis in terms of the components of the Bloch
vector ~B = (u, v, w), which are a measure of the magne-
tization of the system, since they are proportional to the
expected values of the spin operators. The expression is
[25]:
ρS =
1
2
[(1 + w)|g〉〈g|+ (u− iv)|g〉〈e|
+ (u+ iv)|e〉〈g|+ (1− w)|e〉〈e|].
(16)
It is easy to see that the eigenvalues of ρS can be
expressed in terms of the modulus of the Bloch vector
B = (u2 + v2 + w2)1/2 as:
λ1/2 =
1
2
(1±B). (17)
Using this result and Eqs. (6) and (16), we obtain:


|〈ψ1|g〉|
2 − |〈ψ2|g〉|
2 =
w
B
|〈ψ1|e〉|
2 − |〈ψ2|e〉|
2 = −
w
B
(18)
Finally, from Eqs. (12), (15) and (18), we obtain a com-
pact expression for the temperature of the two-level sys-
tem:
T =
εw
kBB tanh
−1(B)
, (19)
which is discussed in more detail in Appendix A, together
with other properties of the system that emerge from this
equation.
III. GENERAL CASE
A. Temperature
In this section, we will show that it is possible to gen-
eralize Eq. (12) to any arbitrary finite dimension. First,
let us consider what happens in the classical case.
In classical equilibrium thermodynamics, the
macrostate of a system is determined when the
3values of a reduced set of extensive quantities are
known. For some systems, a common selection of these
quantities is the triplet E, V,N (energy, volume, and
particle number). This means that any other property
is a function of this fundamental set.
In the quantum case, the state of the system is de-
termined by the density matrix, which, expressed in its
natural basis is:
ρS =
N∑
j=1
λj |ψj〉〈ψj |. (20)
This means that given its eigenvectors, and assuming
that their change is not related to heat transfer, a set
of N parameters is required to determine the state. Tak-
ing into account the normalization condition, and the
restriction imposed by the energy
E =
N∑
j=1
λj〈ψj |HS |ψj〉, (21)
it is clear that N − 2 independent quantities should be
specified to define the quantum state.
A second observation is that in the classical case, tem-
perature is defined as the inverse of the partial derivative
of the entropy with respect to the energy, keeping the
other quantities of the fundamental set fixed. Since in
the quantum case these quantities are not specified, and
in order to keep the discussion as general as possible, we
shall consider a set of N − 2 observables {O1, ..., ON−2},
such that their expected values, together with the energy
and the normalization condition, determine the state,
and which will play the role of the complementary ther-
modynamic quantities that will be kept constant when
defining the temperature. We should note that in the
two-level case there was no need to introduce such addi-
tional quantities because the energy and the eigenvectors
of ρS , suffice to completely determine the state. The ex-
pected values of these observables are,
〈Ok〉 =
N∑
j=1
λj〈ψj |O
k|ψj〉, , k = 1, .., N − 2. (22)
To simplify the notation, in what follows we denote the
matrix elements of a local operator X in the diagonal
basis of ρS as 〈ψi|X |ψj〉 = Xij . From Eqs. (21), (22)
and the normalization condition, we see that we can find
the natural populations λj by solving the linear system
MΛ = Γ, with
M =


H11 H22 ... HNN
O1
11
O1
22
... O1NN
O2
11
O2
22
... O2NN
... ... ... ...
ON−2
11
ON−2
22
... ON−2NN
1 1 ... 1


, (23)
and Λ = (λ1, ..., λN )
T , Γ = (E, 〈O1〉, ..., 〈ON−2〉, 1)T . If
M satisfies det(M) 6= 0, the system has the solution
Λ =M−1Γ. (24)
Therefore the natural populations are lineal functions of
the thermodynamic quantities, plus a constant term:
λj =M
−1
j1 E +
N−1∑
i=2
M−1ji 〈O
i−1〉+M−1jN . (25)
It is now possible to obtain the temperature. The von
Neumann entropy is given, in the present case, by
SvN = −
N∑
j=1
λj lnλj , (26)
so we can define the temperature as
1
kBT
=
∂SvN
∂E
∣∣∣∣
〈O1〉,...,〈ON−2〉
=
∑
j
∂SvN
∂λj
∣∣∣∣
λk 6=λj
∂λj
∂E
∣∣∣∣
〈O1〉,...,〈ON−2〉
(27)
The partial derivatives needed are
∂SvN
∂λj
∣∣∣∣
λk 6=λj
= −(lnλj + 1), (28)
and
∂λj
∂E
∣∣∣∣
〈O1〉,...,〈ON−2〉
=M−1j1 (29)
From Eqs. (27), (28) and (29), we obtain
T = −

kB
N∑
j=1
M−1j1 (lnλj + 1)


−1
(30)
A further simplification is possible. Since the last row of
M has equal elements, each one of the firstN−1 columns
of M−1 verifies that the sum of its entries is zero. Thus,∑N
j=1M
−1
j1 = 0, and
T = −
1
kB
∑N
j=1M
−1
j1 lnλj
, (31)
which is the main result of this paper.
As an example, we can write an explicit formula for the
temperature of a three-level system. Once the second
relevant observable O is selected, in order to find the
temperature we must invert the matrix
M =


H11 H22 H33
O11 O22 O33
1 1 1

 , (32)
4It is straightforward to see that its inverse exists provided
that the condition
det(M) = H11(O22−O33)+H22(O33−O11)+H33(O11−O22) 6= 0
(33)
is satisfied. If we now consider the first column of M−1,


M−1
11
= [O22 −O33][det(M)]
−1,
M−1
21
= [O33 −O11][det(M)]
−1,
M−1
31
= [O11 −O22][det(M)]
−1,
(34)
from Eqs. (31), (33) and (34), we obtain an explicit
expression for the temperature of a three-level system:
T =
O11(H33 −H22) +O22(H11 −H33) +O33(H22 −H11)
kB [O11ln(λ2/λ3) +O22ln(λ3/λ1) +O33ln(λ1/λ2)]
(35)
where the eigenvalues λi are

λ1 =
H22O33 −H33O22 + E(O22 −O33) + 〈O〉(H33 −H22)
det(M)
,
λ2 =
H33O11 −H11O33 + E(O33 −O11) + 〈O〉(H11 −H33)
det(M)
λ3 =
H11O22 −H22O11 + E(O11 −O22) + 〈O〉(H22 −H11)
det(M)
,
(36)
B. Application
As a concrete application, let us consider the particular
case of a discrete-time quantum walk on the line with
three internal states [28].
Quantum walks are the quantum counterpart of clas-
sical random walks, and they are fundamental tools in
areas such as quantum computation and quantum sim-
ulation [29–34]. The system evolves in the composite
Hilbert space Hn ⊗ HS , where Hn is the position space
spanned by the basis {|n〉}, andH
S
is the chirality space,
which in this case has dimension three, and is spanned
by the kets |R〉 (associated with steps to the right), |N〉
(stay in place), and |L〉 (steps to the left). We consider
the particular dynamics given by successive applications
of the operator
U = T (In ⊗G), (37)
where G is the Grover coin:
G =
1
3

−1 2 22 −1 2
2 2 −1

 , (38)
T is the conditional shift operator:
T =
∑
n
|n+ 1〉〈n| ⊗ |R〉〈R|+ |n− 1〉〈n| ⊗ |L〉〈L|
+ |n〉〈n| ⊗ |N〉〈N |,
(39)
and In is the identity operator in Hn. Thus, the global
state at time t is given by
|ψ(t)〉 = U t|ψ(0)〉, (40)
where |ψ(0)〉 can be written as
|ψ(0)〉 =
∑
n
|n〉 ⊗ [an(0)|R〉+ bn(0)|N〉 + cn(0)|L〉], (41)
with an(0), bn(0) and cn(0) satisfying the normalization
condition
∑
n
(
|an(0)|
2 + |bn(0)|
2 + |cn(0)|
2
)
= 1.
We now focus on the evolution of the coin, which can
be considered as a three-level system in interaction with
a large environment, represented by the position Hilbert
space Hn. To make sure that the environment is effec-
tively large at any time, we restrict the study to Gaussian
position distributions that span a large number of sites,
i.e. with a standard deviation σ ≫ 1. For convenience we
take equal initial amplitudes for the left and right states,


an(0) = cn(0) =
e
−n2
4σ2
4
√
2piσ2
a0
bn(0) =
e
−n2
4σ2
4
√
2piσ2
b0.
(42)
As in the quantum walk with two internal states de-
scribed in Refs. [35, 36], in this case the open evolution of
the coin, starting from the initial condition given by Eq.
(42), consists of an unitary part described by the effec-
tive local Hamiltonian G, and a dissipative contribution
due to interactions with the environment. In particular,
in the asymptotic regime, the coin reaches an equilib-
rium state characterized by its reduced density matrix
ρ∞S , which adopts the general form:
ρ∞S =


1/3 x x
x 1/3 x
x x 1/3

 , (43)
where x depends on the initial state, and, for physical
states, it satisfies the inequality −1/6 < x < 1/3. On the
other hand, a simple calculation shows that the thermal
state associated to the local Hamiltonian HS = G at
a given inverse temperature β, i.e. e−βG/tr[e−βG], has
exactly the form of Eq. (43), with
x = −
2 sinhβ
3(3 cosβ + sinhβ)
(44)
This implies that the equilibrium state can be considered
a thermal state, and from the above equation we can
obtain the corresponding equilibrium temperature (kB =
1):
Teq =
1
2
ln
(
1− 3x
1 + 6x
)
. (45)
As the observable O, we choose one represented by
one of the Gell-Man matrices, which, together with the
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FIG. 1: Evolution of the temperature associated to the ob-
servables O1 and O6 (blue, normal line), O3 and O8 (red, thin
line), and O4 (black, wide line).
identity, form a basis for the Hermitian operators in di-
mension three:
O1 =


0 1 0
1 0 0
0 0 0

 , O2 =


0 −i 0
i 0 0
0 0 0

 , O3 =


1 0 0
0 −1 0
0 0 0


O4 =


0 0 1
0 0 0
1 0 0

 , O5 =


0 0 −i
0 0 0
i 0 0

 , O6 =


0 0 0
0 0 1
0 1 0


O7 =


0 0 0
0 0 −i
0 i 0

 , O8 =
1√
3


1 0 0
0 1 0
0 0 −2

 ,
The numerical analysis shows that O2, O5 and O7 are
trivial constants of motion. Their expected value is zero
during the entire evolution, and the corresponding diag-
onal matrix elements, and the determinant of the matrix
M) are also zero, so entropy cannot be expressed in terms
of the energy and any of these observables. For the rest
of the set, the corresponding temperatures are shown in
Fig. III B. The observables O1 and O6 have exactly the
same expected value during the entire evolution, leading
to the same behavior of the temperature. The same oc-
curs with the observables O3 and O8, as it can be seen in
Fig. III B. We note that as time increases, thermal equi-
librium is attained, and the temperatures become inde-
pendent of the observable chosen, as they converge to a
common asymptotic value. For the initial state selected
we have that x ≃ −0.1112, so the asymptotic tempera-
ture can be found theoretically from Eq. (45), obtaining,
Teq ≃ 1.4418, (46)
which coincides with the limit value of Fig. III B. A gen-
eral proof of the fact that in thermal equilibrium the tem-
perature is independent of the observables O employed
in its definition is given in the following subsection.
C. Discussion
Eq. (31) depends on the eigenvalues of the density
matrix, but also, through the parameters M−1j1 , on the
eigenstates. Thus, all the information contained in the
state is required in order to find the temperature.
The dependence on the generic observables
{O1, ..., ON−2} is an interesting characteristic, since
it allows us to define a family of temperatures that
describes how the entropy varies with energy in different
situations. Of course, the most appropriate selection
of these observables, i.e. those closest to their classical
counterparts, should be considered for the specific
system under study.
A fundamental point about Eq. (31) is that, despite
the need for introducing such properties to define the
temperature, in thermal equilibrium the result is inde-
pendent of the properties selected, a fact that can be
shown as follows.
If thermal equilibrium is reached with an environment
at temperature TE = 1/βE, we have that:
λj =
e−βEEj
Z
(47)
where Z is the partition function and {Ej} is the set of
eigenenergies of the system Hamiltonian. Using Eq. (47),
and the fact that
∑N
j=1
M−1j1 = 0, the denominator of Eq.
(31) reads:
N∑
j=1
M−1j1 ln(λj) = −βE
N∑
j=1
M−1j1 Ej . (48)
On the other hand, since in thermal equilibrium
[HS , ρS ] = 0, the instantaneous eigenstates of ρS coin-
cide with the energy eigenstates {|Ei〉}, so the diagonal
elements of the Hamiltonian in the eigenbasis of ρS are,
in this case, the eigenenergies:
〈ψj |HS |ψj〉 = Ej , (49)
so the first row of the matrix M verifies that M1j = Ej .
As a consequence,
N∑
j=1
M−1j1 Ej = 1, (50)
Therefore, from Eqs. (31), (48) and (50), we obtain,
T = TE , (51)
showing that the consistency of our temperature with
the thermodynamic temperature in thermal equilibrium,
6is independent of the choice of the complementary prop-
erties.
Regarding the behavior of the temperature, note that
as the state of system becomes closer to a pure state,
N − 1 of its eigenvalues tend to zero, so the denominator
of Eq.(31) diverges and the temperature takes the value
T = 0. In the opposite case of a maximally mixed state,
since the eigenvalues are equal, we can factorize ln(1/N)
in the denominator and the temperature diverges due to
the condition
∑N
j=1
M−1j1 = 0.
Finally, we would like to compare the present results
with a related concept, the spectral temperature [17],
which is a commonly employed definition of temperature
for out-of-equilibrium quantum systems [37–43].
For a non-degenerate N-level system, the spectral tem-
perature τ is defined as,
1
τ
=
(
1− P1 + PN
2
)
−1 N−1∑
j=1
[
Pj+1 + Pj
2
]
ln(Pj/Pj+1)
Ej+1 − Ej ,
(52)
where Ej are the eigenenergies, and Pj the correspond-
ing probabilities under projective measurements in the
energy eigenbasis. It can be shown that this expression,
as it is the case with the one we propose in this work,
reduces to the ordinary temperature in thermal equilib-
rium. In addition, it has the advantage of being easy to
calculate, unlike Eq. (31), which requires the inversion
of a potentially large matrix. Nevertheless, a critical ob-
servation can be made considering the simple case of a
two level system, situation in which Eq. (52) becomes
τ =
E2 − E1
ln(P1/P2)
(53)
Recalling Eq. (13), we see that this expression has
the same structure than the equilibrium temperature,
but considering the out-of-equilibrium populations. Al-
though this strategy is commonly employed to assign a
temperature to two-level systems [44, 45], it is possible
to see that it represents the change in entropy associ-
ated to a change in the energy only in some special cases.
For instance, an unitary (isentropic) process in which the
populations change in time can be implemented using a
time-dependent Hamiltonian. In that case, the derivative
of entropy with respect to energy is zero, while the spec-
tral temperature is not. Our proposal does not suffer
from this problem since, by construction, the tempera-
ture defined in this work is, precisely, the derivative of
the entropy with respect to energy.
This can be confirmed by analyzing the same situa-
tion but employing Eq. (12), instead of Eq. (53). Since
the system remains in a pure state, one of its eigenvalues
is 1 and all others are 0, and therefore the denomina-
tor diverges, leading to T = 0. Furthermore, while the
temperature in thermal equilibrium depends only on the
populations, it would be reasonable to think that in the
out-of-equilibrium situation, other aspects of the quan-
tum state play a role. This is so because the energy,
Eq. (21), is a function of the eigenvalues and the eigen-
states of ρS . Spectral temperature, as defined through
Eq. (52), does not meet this expected behavior.
IV. FINAL REMARKS AND CONCLUSIONS
In this work we have shown that it is possible to define
the notion of temperature for finite-dimensional quantum
systems, in a way such that the consistency with the clas-
sical definition is preserved. Our proposal is based on the
fact that the von Neumann entropy and the internal en-
ergy are well-defined functions of the state of the system,
even far from equilibrium. We have presented explicit
formulas for the temperature of low-dimensional systems
(dim(HS) = 2, 3), but similar expressions exist for higher
dimensional systems.
An important aspect of our method is that, in order
to define the temperature, one is required to select a set
of observables such that their expected values are kept
fixed when performing the partial derivative calculations.
They play an analogous role to volume and particle num-
bers in classical thermodynamics, and this degree of free-
dom in the definition allows to adapt the application of
the formula to the context, selecting those properties that
are most convenient to keep fixed. Possible restrictions
on the choice of these observables that ensure that the
matrix M is invertible require a more profound study.
Further aspects of the present definition, such as its re-
lation with the direction of the heat flow, are currently
under investigation.
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Appendix A: Comments on Eq.(19)
In Ref. [26] an expression for the temperature of a
two-level system similar to Eq. (19) was found, but in
which the factor w/B appears inverted. In order to help
understand the origin of this difference, we first briefly
present the arguments used in that work.
We note that since the state of a two-level system is
completely defined by the components of the Bloch vector
(u, v, w), any thermodynamic property can be expressed
in terms of these three components. In particular, as
shown in Ref. [26], the entropy is a function of the mod-
ulus B of the Bloch vector:
SvN = −
(
1 +B
2
)
ln
(
1 +B
2
)
−
(
1−B
2
)
ln
(
1−B
2
)
.
(A1)
7Choosing the z axis in the direction of {|g〉, |e〉}, the
internal energy associated to the Hamiltonian (14) is:
E = −εB cos θ = −εw (A2)
where θ is the polar angle of ~B in spherical coordinates.
Then, Ref. [26] defines the inverse temperature as the
partial derivative of the entropy with respect to the en-
ergy in a zero work process from the standard point of
view [8], i.e. fixing the Hamiltonian, which in this case
means fixing the z axis and ε:
1
kBT
=
∂SvN
∂E
∣∣∣∣
ε
(A3)
Since entropy depends on the three components of the
Bloch vector, but energy depends only on the z compo-
nent, applying the chain rule we obtain:
1
kBT
=
∂SvN
∂B
∂B
∂w
∂w
∂E
∣∣∣∣
ε
(A4)
Finally, using Eqs. (A1) and (A2), the expression for
the temperature of the two-level obtained in reference
[26] is:
T =
εB
kBw tanh
−1(B)
(A5)
Observe the different position of the factors B and w with
respect to Eq. (19).
The previous argument was based on the hypothesis
that the work done on the system is exclusively related
to the changes in the local Hamiltonian. In the present
work, we have adopted the new point of view presented
in [15, 16]. This new perspective can be illustrated by
considering the infinitesimal energy change obtained by
differentiating Eq. (7):
dE =dλ1〈ψ1|HS |ψ1〉+ λ1d〈ψ1|HS |ψ1〉
+ dλ2〈ψ2|HS |ψ2〉+ λ2d〈ψ2|HS |ψ2〉
(A6)
Since entropy depends only on the eigenvalues of ρS , only
the first and third terms of Eq. (A6) contribute to the
entropy change of the system. As a consequence, they
are the only terms which should be considered as heat.
This implies that work can be performed on the system
even in the case that the Hamiltonian is kept fixed, as
long as the eigenvectors of ρS change in time.
The adoption of this point of view implies that in the
attempt of defining temperature by analogy with the clas-
sical case, the restriction of keeping the equivalent to the
volume fixed in the partial derivative, i.e. zero work, im-
plies that in the differentiation not only the Hamiltonian
is kept fixed, as in Ref. [26], but also the eigenstates
of the reduced density matrix are kept fixed. Since an
instantaneous eigenstate of ρS in the Bloch sphere is de-
fined by the pair of angles (θ, ϕ), the definition of tem-
perature from this new perspective becomes:
1
kBT
=
∂SvN
∂E
∣∣∣∣
ε,θ,ϕ
=
dSvN
dB
∂B
∂E
∣∣∣∣
ε,θ,ϕ
(A7)
The two factors in the above equation can be obtained
from Eqs. (A1) and (A2):
dSvN
dB
= − tanh−1(B),
∂B
∂E
∣∣∣∣
ε,θ,ϕ
= −
1
ε cos(θ)
(A8)
Finally, from the above equations and using that cos θ =
w/B, we arrive at Eq. (19). It is clear that the adoption
of Eq. (19) or Eq. (A5) as the qubit’s temperature is
directly linked to a more fundamental question, which
is, what are the most appropriate definitions of heat and
work in the quantum regime? Perhaps the exploration
of the corresponding temperatures can help to shed light
on this matter.
In that sense, one fundamental difference between both
approaches is related to the existence of an intrinsic en-
tropy production. In [26] it was shown that the adoption
of Eq. (A5) as the qubit’s temperature implies the exis-
tence of an entropy production which represents a mea-
sure of the loss of internal coherence by the qubit. In this
new approach employed in this work, it is straightforward
to verify that dSvN = δQ/T , which implies no internal
entropy production, as reported in [27]. Of course, since
in the general case the system is in an out-of-equilibrium
state, the temperatures of the system and the environ-
ment may not coincide, so a boundary contribution of
entropy production due to the possibly finite tempera-
ture difference is expected.
Equation (19) can be used to analyze the properties
associated to the temperature obtained in the present
approach. Note that, since w is the component of the
Bloch vector parallel to the effective magnetic field, the
temperature defined in Eq. (19) is positive when the
scalar product between the magnetization and the field is
positive. On the other hand, we can see that pure states
(B = 1) and those with w = 0 have zero temperature,
except for the maximally mixed state (B = 0), for which
T =∞. To illustrate this, two isothermal surfaces in the
Bloch sphere, one associated with a positive and another
with a negative temperature, are represented in Fig. (2).
As an application of the concept of temperature of a
two level system employed in the present work, we will
obtain the expression of the heat capacity of a qubit. In
classical thermodynamics, the heat capacity is defined as
the derivative of the energy with respect to temperature
in a zero work process. Thus we define:
C =
∂E
∂T
∣∣∣∣
ε,θ,ϕ
(A9)
Using Eqs. (19) and (A2), we have that,
E = −ε cos θ tanh
(
ε cos θ
kBT
)
(A10)
8FIG. 2: Isothermal surfaces in the Bloch sphere, correspond-
ing to the temperature values kBT1 = 0.5ε (red, northern
hemisphere) and kBT2 = −2ε (blue, southern hemisphere).
And therefore:
C =
[
ε cos θ/kBT
cosh (ε cos θ/kBT )
]2
(A11)
Clearly the heat capacity C is non-negative, and since in
thermal equilibrium the Bloch vector is parallel to the
magnetic field, which is along the z-axis, and the tem-
perature is equal to the equilibrium temperature TE, Eq.
(A11) reduces to the classical expression for the heat ca-
pacity:
C =
[
ε/kBT
cosh (ε/kBT )
]2
. (A12)
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