We examine several approaches to derive lower and upper bounds on tail probabilities of discrete distributions+ Numerical comparisons exemplify the quality of the bounds+
INTRODUCTION
There has not been much work concerning bounds on tail probabilities of discrete distributions+ In the work of Johnson, Kotz, and Kemp @9#, for example, only twõ quite bad! upper bounds on Poisson tail probabilities are quoted+ This article examines several more generally applicable methods to derive lower and upper bounds on tail probabilities of discrete distributions+ Section 2 presents an elementary approach to obtain such bounds for many families of discrete distributions+ Besides the Poisson, the binomial, the negative binomial, the logseries, and the zeta distribution, we consider the generalized Poisson distribution, which is frequently used in applications+ Some of the bounds emerge in different areas in the literature+ Despite the elementary proofs, the bounds reveal much of the character of the distributional tail and are sometimes better than other, more complicated bounds+ As shown in Section 3, some of the elementary bounds can be improved using similar arguments+ In a recent article, Ross @11# derived bounds on Poisson tail probabilities using the importance sampling identity+ Section 4 extends this method to the logseries and the negative binomial distribution+ Finally, some numerical comparisons illustrate the quality of the bounds+ Whereas approximations to tail probabilities become less important due to an increase in computing power, bounds on the tails are often needed for theoretical reasons+ For example, this work was motivated from the need of obtaining tightness conditions in the context of goodness-of-fit testing for discrete distributions~see Klar @10#!+ For other immediate applications, see Remarks 3 and 4 below+
ELEMENTARY LOWER AND UPPER BOUNDS
Let X be a random variable taking nonnegative integer values, and write f x ϭ P~X ϭ x! and S x ϭ P~X Ն x! for the probability mass function~pmf ! and the survivor function of X, respectively+ Proposition 1: For the tail probabilities P~X Ն n! ϭ (xՆn f x , the following inequalities hold:
has a negative binomial distribution with parameters r and
p, where r Ͼ 0 and 0
If r Ͻ 1 and n Ն rq0p, then
For r Ͼ 1 @r Ͻ 1# , the lower @upper# bound holds for each n Ն 0+ c! Let X have a binomial distribution with parameters m ʦ N and p~0
~e! Suppose X has a generalized Poisson distribution with parameters q and l, where q Ͼ 0 and 0
f ! Let X be distributed according to a zeta distribution with parameter r Ͼ 0; the pmf of X is given by f x ϭ c~r!0x
Suppose~f n ! nϾM is strictly decreasing and thus
For the Poisson distribution, f nϩ1 ϭ qf n 0~n ϩ 1! and, thus, c n Ͼ c nϩ1 and c n Ͻ 1 if n ϩ 1 Ͼ q+
In case of the negative binomial distribution,
The upper bound thus follows for n Ͼ qr Ϫ 1!0p from~2!+ Since c n Ͼ q for n Ն 0, inequality~3! yields the lower bound+ Exchanging , and . gives the corresponding inequalities for r Ͻ 1+ For the binomial distribution,
hence, the upper bound in~c! follows for n Ͼ~m ϩ 1!p Ϫ 1+ In case of the logseries distribution, f nϩ1 ϭ qnf n 0~n ϩ 1! and, hence, c n Ͻ c nϩ1 Ͻ q+ For the generalized Poisson distribution, we have
Since~a j ! is decreasing and a n Ͻ 1 for n Ն q0~e lϪ1 Ϫ l!, the upper bound in~e! follows+ On the other hand,
Since the right-hand side increases in n, one obtains the lower bound in a similar way+
The inequalities for the zeta distribution follow from the bounds * n`g~t ! dt , 
which is better than the bound in~a! for some values of n near the mode of the distribution+ In the tails of the Poisson distribution, however, this bound is much worse and it does not suffice to verify a tightness condition in @10#+ The well-known bound
due to Bohman @3#, is more complicated than the bound in~a!; the numerical comparisons in Section 5 indicate that it is worse+ b! The bounds for the negative binomial distribution seem to be new+ For the geometric distribution~i+e+, for the case r ϭ 1 in~b!!, P~X Ն n! ϭ f n 0p+ c! Bahadur @2# derived the upper bound for the binomial distribution with the help of a quite complicated series representation of the distribution function; see also @9, p+ 121#+ A similar but slightly worse upper bound is given in Feller @6, p+ 151#~see also @9, p+ 111# and Diaconis and Zabell @5, p+ 289#!+ The method used in @5# yields the lower bound nf n 0m; however, this is worse than the trivial lower bound in~c!+ d! The bounds in~d! are given in @9, p+ 292#~there, the lower bound has the exponent Ϫ1 missing!+ e! The proof of~e! yields the upper bound q0~e lϪ1 Ϫ l! on the modal value M of the generalized Poisson distribution+ Note that the condition given in Consul @4, p+ 17#, although being necessary, is not sufficient for defining an upper bound on M+ Remark 3: The bounds on the survivor function yield bounds on the discrete hazard function h n ϭ f n 0S n , n Ն 0+ In particular, h n converges to 1 for n r`in the case of the Poisson distribution and to p in the case of the negative binomial distribution; the corresponding limits are 1 Ϫ q for the logseries distribution and 1 Ϫ le 1Ϫl for the generalized Poisson distribution+ In case of the zeta distribution, lim nr`n h n ϭ r+ Remark 4: Using the bounds given in Proposition 1, it is easy to obtain results regarding the behavior of maxima of discrete random variables+ Since lim nr`n f n 0 S nϩ1 ϭ r Ͼ 0 for the zeta distribution, this law is in the domain of attraction of the Weibull distribution~see Anderson @1, Thm+ 3#!+ For the negative binomial distribution, the logseries distribution, and the generalized Poisson distribution, lim nr`Sn 0 S nϩ1 Ͼ 1; hence, similar to the geometric distribution, they do not belong to the domain of attraction of any extreme value distribution~@1, Thm+ 4#!+
REFINEMENTS OF THE ELEMENTARY BOUNDS
Some of the bounds given in Proposition 1 can be improved using similar arguments+ Assuming that c n Ͻ 1 and c n Ͻ Ͼ! c nϩ1 for n Ն M, where the same notation as in Section 2 is used, we obtain
for n Ն M and any positive integer k+ Hence,
for n Ն M and any k Ն 1+ These inequalities yield the bounds in the following proposition+
a! Let X have a Poisson distribution with parameter q Ͼ 0+ Then, for n Ͼ q Ϫ 1 and any k Ն 1,
f j + ~b! Suppose X has a negative binomial distribution with parameters r and p, where r Ͼ Ͻ! 1 and 0 Ͻ p Ͻ 1+ Here, for n Ն rq0p and any k Ն 1,
f j + c! Let X have a logseries distribution with parameter q, 0 Ͻ q Ͻ 1+ Then, for n Ն 1 and any k Ն 1,
Remark 6: The upper bounds for the tail probabilities of the Poisson distribution given in Proposition 1~ii! of Glynn @7# are similar but slightly worse than the bounds in part~a! of Proposition 5+
BOUNDS ON THE TAIL PROBABILITIES USING THE IMPORTANCE SAMPLING IDENTITY
If f and g are probability mass functions~or probability densities!, the importance sampling identity states that
where h is a function satisfying f~x!h~x! ϭ 0 if g~x! ϭ 0~the subscript on the expectation operator indicates the distribution of the random variable X !+ From~6!, one obtains the equality~see Ross @11#!
Using~7!, Ross @11# derived bounds on normal, gamma, and Poisson tail probabilities+ In the latter case, he put g~k! ϭ~1 Ϫ p!p k~k ϭ 0,1, + + + !, which yields
When p ϭ q0~n ϩ 1!, where q is the Poisson mean, the bounds on the Poisson tail probabilities resulting from~8! are
for n ϩ 1 Ͼ q and any k Ն 1+ For k ϭ 1, the bounds in Section 2 for the Poisson distribution are regained+ Equation~8! can be used in a similar way as in @11# to derive bounds for other discrete distributions+ For the logseries distribution,
For k ϭ 0, one obtains the upper bound in Section 2 for the logseries distribution+ As a further example, we consider the negative binomial distribution with r Ͼ 1+ Setting
and using~8!, we obtain
Now, assuming that n Ͼ~qr Ϫ1!0p, set p ϭ~1 Ϫ p!~n ϩ r!0~n ϩ1! and note that, for r Ͼ 1, w~x! is a decreasing function of x+ Therefore, we obtain that for any k Ն 1,
NUMERICAL COMPARISONS
This section gives a detailed comparison of the various bounds for the Poisson, the logseries, and the negative binomial distribution+ Tables 1 and 2 show some of the results for the Poisson distribution with parameter q ϭ 10, 100, 1000+ n is the upper bound UB4 is more complicated+ For other discrete distributions, it is difficult to verify the condition in @8# to ensure that the approximations are indeed lower and upper bounds+ Tables 1 and 2 show that UB4 and LB4 are very close upper and lower bounds on the Poisson tail probabilities, respectively, and the best bounds in the majority of cases+ UB2 and UB3~LB2 and LB3! are comparable, but it should be noted that values of k are selected that yield good bounds+ For other values of k, the bounds based on the importance sampling identity can be bad+ The upper bound in~5! is mostly worse than the elementary bound UB1+ The values of q ϭ 1000 are missing because of problems with the numerical integration routine+ The upper bound UB5 is very bad for the selected values of q and n+ Tables 3 and 4 show results for the negative binomial distribution with parameters p and r, denoted by Nb~r, p!, and the logseries distribution with parameters q, respectively+ n is chosen to be approximately EX ϩ 3#Var X+ UB2 and UB3 are comparable for the selected values of k; UB1 does slightly worse+ LB2 is the best lower bound in the majority of cases+ Since the optimal value of k in Section 4 depends on the distribution, on the parameters, and on the value of n, we prefer the bounds of Section 3+
