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S'ha analitzat, especificat i implementat un seguit de protocols segurs de xarxa de 
comunicacions per a interconnectar terminals mòbils en xarxes espontànies ad hoc. Per a 
aquest projecte s’han utilitzat terminals Android amb la versió del sistema operatiu 2.2. 
Concretament s’utilitzaran els protocols OLSR (Optimized Link State Routing) per a enrutament 
i PDP (Pervasive Discovery Protocol) per a descobriment de serveis. En ambdós protocols s'ha 
definit i posteriorment implementat una capa de seguretat utilitzant criptografia asimètrica. 
Una altre part del projecte ha consistit en optimitzar el número de trames broadcast 
retransmeses sobre la xarxa esmentada utilitzant la topologia de nodes construïda a través 
d’OLSR. Com posteriorment es veurà OLSR minimitza el número de nodes que han de 
retransmetre un missatge broadcast tot garantint que aquest arribin a la totalitat de la xarxa. 
Aquesta optimització es realitzada per tal de que les trames broadcast que envia el protocol 
d'enrutament no afectin tant la eficiència de la xarxa. Ampliant aquest sistema no només a les 
trames pròpies del protocol si no també a trames broadcast d'altres protocols es minimitza la 
possibilitat d'una tempesta de missatges broadcast que causi una davallada important de 
l’eficiència en la xarxa ad hoc. 
S'han implementat una sèrie d’aplicacions d’usuari de suport per a provar el sistema en un 
escenari més real.  Aquestes aplicacions consisteixen en: 
 Un servei de missatgeria instantània. 




 En un servei de streaming d'àudio per  provar les comunicacions broadcast. 
 Un visor de serveis de la xarxa que a part de llistar els serveis també permet crear 
serveis virtuals. 
En el següent diagrama és pot observar el sistema en tota la totalitat. Una xarxa ad hoc 
composta de 4 terminals on es van enviant missatges de diferents aplicacions. Es pot observar 
com està composat un missatge amb seguretat afegida. També s’ha afegit la pila de protocols 
que s’utilitzaran en aquest tipus de xarxa. 
 
Imatge 1: Arquitectura del sistema 
 
 





En els darrers anys la proliferació de smartphones ha augmentat molt. L’iPhone d’Apple, els 
terminals amb Android, els terminals amb Windows 7, Symbian o Blackberry  constitueixen un 
gruix de mercat que fa que avui dia moltes persones tinguin un terminal amb capacitats de 
comunicació a 3 bandes: 3G, Wifi i Bluetooth.  Els dos primers trimestres de 2010 del total de 
la venta de mòbils, un 19% van ser de smartphones. El seu creixement és exponencial com 
demostra que el tercer trimestre de l’any 2010 es van vendre un 96% més que el mateix 
període l’any anterior. Sens dubte, el futur del sector de la telefonia mòbil està en aquests 
aparells d’alt preu però de moltes i variades prestacions.   
La investigació en nous usos dels smartphones es un camp d'estudi molt interessant donat que 
el mercat que té i tindrà aquest sector serà enorme. Treballar sobre un producte que avarca a 
un conjunt important de la població, ajuda a que la possibilitat de rendebilitzar la investigació 
sigui major i, a més, que sigui potencialment útil per un número major de persones. 
Les xarxes ad hoc han estat present en el món de les telecomunicacions des de els anys 70.  
Però sempre han suposat un repte en l’ús i utilitat d’aquestes xarxes. El món de les xarxes de 
sensors ja són una realitat comercial, existent diverses empreses que basen el seu producte en 
aquesta xarxa, en canvi altres xarxes ad hoc no acaben de trobar el seu lloc.  
En els últims anys s’ha fet i s’està fent molta investigació en diferents camps que incorporen 
xarxes ad hoc, com són xarxes vehiculars intel·ligents InVANET (Intelligent Vehicular Ad hoc 
NETwork), un subconjunt de les xarxes ad hoc mòbils MANET (Mobile Ad hoc NETwork) .  
Aquest escenari creava una oportunitat per a fer un projecte interessant, innovador i complert 
en el sentit que aquest inclou una part de recerca important però també un desenvolupament 




de la mateixa per tal d'apropar la investigació a una realitat funcional. Donada aquesta 
component d’investigació , el treball a resultat amb la creació de dos Drafts enviats al IETF 
(Internet Engineering Task Force) amb l’especificació de la capa de seguretat dels dos protocols 
escollits i inclosos als annexos de la memòria. 
 
1.3 Objectius 
L’objectiu principal és interconnectar terminals mòbils en una xarxa ad hoc utilitzant els 
protocols SecOLSR (Secure OLSR) per descobrir la ruta a seguir dels paquets (nivell 3 en la pila 
TCP/IP) i SPDP (Secure PDP) per al descobriment de serveis (nivell 5 en la pila TCP/IP). A partir 
d’aquest objectiu es deriven dos vessants: 
1. Escriure un Draft de l’especificació de seguretat dels dos protocols 
S'ha  realitzat l’especificació formal en format Draft de la capa de seguretat dels 
dos protocols per tal enviar-lo al IETF, organització que s’encarrega 
d’estandarditzar els diferents protocols relacionats amb les xarxes de 
comunicacions.  
Per a dur a terme aquesta tasca s'ha formalitzat l’especificació feta per als dos 
protocols provant i justificant cada una de les decisions presses.  
 
2. Implementació del sistema per a comunicar terminals Android en xarxes 
espontànies.  




S’ha aconseguit que els mòbils s'enviïn paquets entre ells i construeixin la xarxa ad 
hoc multisalt de manera distribuïda utilitzant SecOLSR. Per tal d’aconseguir-ho s'ha 
implementat una versió de OLSR basada en el RFC 36261 i, posteriorment s'ha 
inclòs la capa de seguretat definida. Aquesta versió ha estat compilada per córrer 
en mòbils amb sistema operatiu Android. 
A partir d’una xarxa construïda, amb SPDP s’haurà de poder anar descobrint els 
diferents serveis dels que disposa la xarxa.  Per això es crearan aplicacions auxiliars 
que “creïn”  els serveis. S'ha adaptat una versió de PDP existent per tal que 
funcioni en el sistema operatiu escollit i posteriorment s'ha aplicat la capa de 
seguretat definida per tal de complir amb la especificació.  
 
1.4 Estat de l’art 
En el camp de les xarxes ad hoc hi ha feta molta investigació. Actualment existeixen un ampli 
ventall  de protocols per utilitzar en diferents escenaris. 
En escenaris amb nodes estàtics o semi-estàtics els protocols que es podrien utilitzar serien els 
pro actius, on sobresurt OLSR el qual és molt reutilitzat per a crear nous protocols.  
En escenaris mòbils o amb limitació molt important del consum els protocols més adients a 
utilitzar són els protocols reactius. En aquesta gran àrea en conviuen varis entre el que destaca 
AODV (Ad hoc On-Demand Vector routing). 
L’àrea dels protocols de descobriment de serveis és una àrea extensament estudiada. Un dels 
més famosos seria el protocol DNS per a descobrir IPs a partir de URI’s, o el protocol SDP 




(Service Discovery Protocol) utilitzat per Bluetooth.  Tots aquests protocols estan dividits en 
famílies identificades per si hi ha infraestructura en el descobriment de serveis o no n’hi ha, o 
si es centralitzat el descobriment o distribuït.  
En quan a l’ús d’aquestes xarxes s’està potenciant molt les VANETs. Cada cop surten al mercat 
més cotxes amb routers  incorporats. El que s’està investigant són protocols de comunicació 
entre vehicles per mantenir al cotxe informat de l’estat de la carretera i de la resta de vehicles 
per saber si hi ha perill i a partir d’aquí avisar al conductor.  
L’altre gran sector són les xarxes de sensors. S’utilitzen nodes de molt baix consum els quals 
incorporen un sensor determinat i quan ho necessiten envien la informació que recopila el seu 
sensor.  Aquestes xarxes tenen infinitat d’utilitats, des de prevenir incendis forestals construint 
una xarxa de sensors en un bosc per a que analitzi l’estat del seu entorn (temperatura, pressió, 
humitat...), fins a tenir la possibilitat de llegir els comptadors de la llum d’una ciutat sencera 
sense haver d’enviar un tècnic a que els llegeixi.  
Actualment hi ha diverses utilitats en mòbils utilitzant xarxes ad hoc. El més important d’ells és 
compartir la connexió a Internet 3G del mòbil amb un altre dispositiu. Però no hi ha cap 
iniciativa per crear una xarxa de mòbils de més d’un salt quan no es disposa d’Internet i poder 
utilitzar diferents funcionalitats. Per això el projecte que s’ha realitzat és innovador en aquest 
aspecte.  
 
1.5 Estructura de la memòria 
El primer capítol correspon a la planificació i càlcul del pressupost.  




Tot seguit es farà una introducció a cada un dels camps de la informàtica que s’han necessitat 
per a du a terme aquest projecte. Aquests camps corresponen a: 
- Xarxes ad hoc 
- Protocols d’enrutament i protocols de descobriment de serveis 
- Sistema Android 
- Seguretat de clau pública 
Després de tenir els fonaments i haver justificat algunes decisions que afectarien al 
desenvolupament futur del projecte es passa a explicar cada una de les parts en que està 
composat el projecte. Com hi haurà dos memòries, cada memòria tindrà la part  de seguretat 
que ha implementat cadascú. En comú hi haurà la introducció al funcionament dels dos 
protocols, OLSR i PDP.  
Tot seguit es procedirà a fer l’anàlisi de la implementació de la capa de seguretat en cada un 
dels protocols. En aquesta memòria es trobarà l’anàlisi i el disseny de la implementació de 
SPDP.  
Després es trobarà l’anàlisi i disseny de les aplicacions de suport. Aquestes aplicacions han 
sigut necessàries per provar el sistema en la seva totalitat.  
I per acabar s’explicarà en que consisteix i com es va fer la optimització Broadcast.  














2.1 Planificació temporal 
A continuació es presenta el guió que s’ha planificat per seguir durant aquests últims 9 mesos. 
La planificació del projecte s’ha dividit en 4 grans àrees: 
- Investigació i identificació de les tasques a fer: Quan es va proposar el projecte hi 
havia moltes ombres negres tant en el nostre coneixement del camp de la seguretat i 
les xarxes ad hoc com de les possibilitats reals que hi havia en els terminals Android 
d’acabar implementant els diferents protocols i les aplicacions auxiliars. Per tant 
s’havia de dedicar un cert temps abans de començar el projecte a investigar l’estat de 
les àrees que intervindran durant el projecte. 
- Anàlisi, disseny i implementació de la solució:  La area central del projecte. Seria el 
període més llarg de tots el qual. 
- Proves: Temps planificat dedicat a les proves tan unitàries com integrals del sistema. 
Al ser un projecte on s’utilitzen elements que estan fora del nostre control a part de 
planificar un temps exclusiu per a les proves al final del procés de implementació, a 
cada obtenció d’una fita es feien proves unitàries de la implementació. 
- Tasques periòdiques: A part d’anar avançant en el projecte s’han planificat 2 tasques 
periòdiques, la realització de la memòria del projecte i les reunions amb el director.  
Amb aquesta planificació s’ha intentat obtindre les respostes a les possibilitats reals del 
projecte tan aviat com ha sigut possible. En la següent imatge es veu la distribució de les 




tasques d’aquesta fase inicial d’obtenció de dades del context de les xarxes ad hoc, seguretat i 
terminals Android. 
 
Imatge 2: Planificació inicial 
 
Imatge 3: Llista de tasques 
Com es pot veure, encara que sembli que moltes tasques són compartides la realitat no és així. 
La finalitat d’aquesta investigació i estudi era obtindre el coneixement teòric necessari per a 




poder identificar les tasques que s’havien de fer per el projecte.  Per tant tot el temps dedicat 
a l’estudi i investigació era temps individual.  
SAODV (Secure Ad hoc On Demand Vector Routing ), és un protocol el qual se li va afegir 
seguretat, dissenyat per en Manel Guerrero. El disseny tant de SPDP com de SecOLSR estan 
vessats en aquesta implementació, per això es va considerar un punt estratègic estudiar en 
profunditat aquest protocol.  
El següent diagrama de Gantt correspon a la segona i tercera àrea corresponent al 
desenvolupament del projecte en si mateix i les proves finals. Es va intentar separar tant com 
fos possible el treball dels dos membres per tal de ser independents, però a la vegada es va 
intentar re aprofitar feina comuna.  El cas es va donar amb el protocol OLSR. A priori s’havia 
d’adaptar una implementació feta amb C a JAVA. Però a mida que s’anava analitzant el codi en 
C es va veure que seria molt més difícil que implementar-lo de zero. Per tant vam aprofitar 
aquesta situació crítica per preparar el futur SecOLSR per a que funcionés amb una capa de 
seguretat tant semblant com fos possible a SPDP.  Per tant vam poder redirigir la planificació a 
centrar per una banda els esforços a implementar OLSR segons l’especificació del estàndard i 
per l’altre banda en el disseny i implementació d’una capa de seguretat per a SPDP pensant 
amb SecOLSR.  





Imatge 4: Planificació de l’anàlisi, disseny,  implementació i proves del projecte 
Es pot observar que tant el disseny de SPDP com SecOLSR es van planificar de fer en paral·lel 
per aprofitar la situació d’haver d’implementar de 0 el protocol OLSR. 
La part de proves es va planificar per després de la implementació, però tot i així a cada fita 
s’havia d’anar provant el sistema individualment. 
La planificació de les proves integrals és una tasca que ha consistit en utilitzar 3 HTC Desire i 
crear una xarxa ad hoc entre elles, per veure el funcionament real del projecte.  
Les tasques periòdiques corresponien a portar un seguiment amb el director del projecte 
setmanal ja fos via mail o amb reunions. I la realització de la memòria el qual s’havia de 
dedicar un cert temps cada setmana explicant els resultats obtinguts durant la setmana. Tot i 
així es va preveure que  la memòria no estaria acabada al finalitzar les etapes de anàlisi, 
implementació i proves del sistema. Per això a la planificació es va posar un marge sense 
tasques del projecte a principis de desembre per a poder acabar el document.  




Imatge 5: Planificació temporal dels recursos 
En les següents imatges es pot veure la distribució en hores al llarg de la càrrega feina de cada 
un dels membres.  
El més de desembre surten menys hores de les normals ja que s’ha planificat per a dedicar el 
temps a acabar la memòria i no surt representat en aquest diagrama de Gantt. 
Hi ha 6 recursos principals, i el Director de projecte que no surt representat en aquesta taula, 
però tindria temps assignat en les reunions periòdiques. 
Els 6 recursos corresponent a: 
- 2 Analistes 
- 2 Programadors 
- 2 Provadors 
La divisió s’ha fet per poder calcular el pressupost del projecte de manera més acorada, encara 









En aquest capítol es farà una valoració econòmica del projecte tenint en compte els recursos 
humans i materials utilitzats. La següent taula mostra les dades i càlculs utilitzats. 
En el projecte han intervingut 3 persones, el director del projecte i dos analistes, programadors 
i provadors. 
 Recurs Preu  Hores Cost total 
Humà Director de 
projecte 
80€ / hora 36 2.880 € 
2 Analistes  50€ / hora 632 31.600 € 
2 Programadors 30€ / hora 1360 40.800 € 
2 Provadors 20 € / hora 80 1.600 € 
Material 3 HTC Desire 412 € --- 1.236 € 
1 HTC Magic 19 € (Oferta)  19 € 
Total    78.135 € 
 
No s’ha agut de pagar cap llicència de software ja que totes les utilitzades són gratuïtes o ja 
estaven comprades amb anterioritat. 
 
 




3 Anàlisi de l'entorn 
3.1 Xarxes ad hoc 
Una xarxa ad hoc és un tipus de xarxa descentralitzat. El terme ad hoc esdevé del fet que la 
xarxa no depèn d'una estructura preestablerta, com poden ser routers o access points. En una 
xarxa ad hoc, cada node participa en l'enrutament de paquets i de la retransmissió de la 
informació.  
Les aplicacions d'aquest tipus de xarxa abracen totes les situacions on no es pot confiar en 
nodes centrals per garantir la disponibilitat de la xarxa (una xarxa creada per als cotxes d'una 
autopista, per exemple) així com en situacions on és necessari ampliar l’abast d'una xarxa 
dinàmicament (es a dir, afegir nous nodes a la xarxa). Un cas interessant de xarxa ah hoc és la 
xarxa de satèl·lits Iridum, una xarxa amb 66 nodes (satèl·lits) que proveeixen serveis de veu i 
dades a telèfons per satèl·lit.  
Per un altre costat, les xarxes ad hoc necessiten una configuració mínima per tal de funcionar i 
per tant son molt útils en situacions d'emergència com ara desastres naturals.  




Imatge 6: Comparació entre tipus de xarxes 
En els gràfics anteriors, dos dispositius estan connectats sense fils si estan units en el gràfic.  
Així, veiem que en la xarxa ah hoc, per tal de enviar un missatge des de A fins a C, hem de 
passar per B que es una node més de la xarxa. En canvi en la xarxa amb infraestructura, per tal 
d'enviar un missatge de A fins a C,  em de passar per B que és un access point (per exemple). Si 
l’access point no està disponible, la xarxa desapareix donat que és l'access point per on passen 
totes les comunicacions. En la xarxa ad hoc, només s'ha de canviar l'enrutament a través de D i 
després E per tal d'enviar el mateix missatge. Aquest procés de recuperació davant una fallada 
en un node s'anomena self-healing i es característic d'aquest tipus de xarxes.  
Segons l'aplicació de les xarxes ad hoc, aquestes es poden agrupar en tres categories: 
 Wireless mesh networks: és el conjunt més genèric de xarxa ad hoc. Es compon de dos 
o més nodes que actuen tan de emissors o receptors d'informació com també de 
retransmissors d'informació per altres nodes. 
 MANET (mobile ad hoc network): és una wireless mesh network pensada per nodes en 
mobilitat. Aquesta mobilitat provoca que constantment un node vagi canviant els seus 




enllaços amb altres nodes. Això crea un repte en la manera que cada node manté la 
informació requerida per enrutar el tràfic.  
 Wireless sensor networks: és una wireless mesh network pensada per construir xarxes 
de sensors amb limitacions de potència d'enviament/recepció, procés, etc. 
Un cas específic de les xarxes de ad hoc el trobem quan tots els nodes de la xarxa estan 
connectats entre ells (Fully connected network). En aquest escenari, els nodes no actuen 
d'enrutadors a no ser que hi hagi mal funcionament en un node. Aquest tipus de xarxa són 
comunes en situacions amb dos nodes (Bluetooth) o en xarxes on es vol una gran fiabilitat. El 
cas més genèric és que les xarxes ad hoc siguin multisalt (multihop networks), és a dir, es passa 
per un o més nodes per tal d'arribar al node destí. 
Imatge 7: Comparació entre xarxes ad hoc 
1. Tot i que en termes d'eficiència energètica una xarxa ad hoc és més eficient per comunicar 
dades a través d'una distancia donada la llei de la inversa del quadrat (que postula que la 
intensitat dels fenòmens físics ondulatoris disminueix amb el quadrat de la distancia) 




trobem que aquesta topologia pot augmentar les col·lisions al utilitzar un medi compartit 
com és l'aire. Aquesta situació és magnifica en els missatges broadcast donat que tots els 
nodes els retransmetran creant una possible tempesta de broadcast que deixaria la xarxa 
inservible. Per tant és necessari la creació d'una gestió més eficient del broadcast com la 
creada en aquest projecte.  
En el context del nostre projecte, s’ha utilitzat una MANET en la que els nodes entren i surten 
de la xarxa dinàmicament, però, en la utilització de la xarxa, o bé no hi ha mobilitat o bé tota la 
xarxa es mou a la vegada (per exemple, al vagó d'un metro o una xarxa de cotxes a velocitat 
constant). 
 
3.2 Protocols d'enrutament 
Les xarxes ad hoc multisalt, en contraposició de les xarxes amb infraestructura (amb un 
dispositiu que genera la xarxa), necessiten un protocol d'enrutament per tal de determinar 
quin és el següent salt per arribar al destí de la comunicació desitjada.  En les xarxes amb 
infraestructura aquest salt és fix. Un node sempre enviarà les dades a l'element creador de la 
xarxa (access point, per exemple) i aquest el retransmetrà al node adient. En les xarxes ad hoc 
però, és necessari un mecanisme que ens permeti determinar quin és el camí per arribar a 
qualsevol punt de la xarxa. Aquest camí pot variar amb el temps i és per això que no es pot 
fixar. Així, si un node entra a la xarxa o un node desapareix, la xarxa continua funcionant sense 
la necessitat de reconfigurar la resta de nodes. 





Imatge 8: Necessitat de modificar una ruta després d'un moviment 
La contrapart d'utilitzar un protocol d'enrutament és que en la xarxa s'enviaran paquets que 
no són estrictament de dades i, per això, es perdrà ample de banda efectiu. A més, donat que 
s'envien més paquets, la probabilitat de col·lisions augmenta ja que les xarxes ad hoc utilitzen 
un accés al medi compartit, que és l’aire.  Aquests factors també s'han de tenir en compte per 
decidir quin és el protocol més adequada donada una necessitat.  
Els algorismes d’enrutament es poden classificar en dos grans grups: 
 Algorismes d'enrutament proactiu (o guiats per taula, table-driven). 
 Algorismes d'enrutament reactiu (o en demanda, on-demand) 
Aquest divisió es podria subdividir en altres grups com ara els algorismes que implementen 
solucions híbrides, que resolen problemes concrets (com xarxes jeràrquiques), que són 
especialment eficients en algun tipus de comunicació (broadcast normalment), etc.  
Aquestes subdivisions, tot i que d'estudi interessant, queden fora de l'abast del projecte i  el 
proper punt es centrarà en mostrar les característiques dels algorismes proactius i reactius.  




3.2.1 Algorismes d'enrutament proactiu 
La característica principal d'aquest tipus d'algorismes és que mantenen una o més taules amb 
la topologia de la xarxa en tot moment (per això es diuen guiats per taula o table-driven). Això 
permet optimitzar les rutes cap a tots els nodes de la xarxa des d'un node concret amb els 
algoritmes clàssics d'optimització de camins (shortest-path, Dijkstra, etc). A més, es poden 
establir fàcilment mètriques diferents al número de salts donat que aquestes es poden guardar 
amb la resta de la topologia. Aquestes mètriques poden ser en relació a la qualitat de la 
connexió entre dos nodes, la bateria d'un node, etc.  
En aquest tipus d'algorismes, i en contraposició als reactius, la ruta des d'un node cap a 
qualsevol altre és coneguda en tot moment. Així, quan hi ha la necessitat de enviar un paquet 
de dades, es sap quin serà el següent salt a la xarxa immediatament.   
Però, per tal de garantir aquesta immediatesa, és necessari l'intercanvi periòdic de missatges. 
Això genera una disminució de l’ample de banda efectiu de la xarxa així com incrementa la 
possibilitat de col·lisions.  
A més, el fet d'enviar missatges periòdicament, fa que un node no es pugui posar-se en mode 
repòs durant períodes llargs de tems i, per tant, aquest tipus de protocols no són adequats per 
situacions on el consum energètic sigui crític.   
Per un altre costat, aquest tipus d'algorismes són lents en detectar una fallida o una 
desaparició d'un node de la xarxa donat que s'ha d'esperar a que el node no respongui durant 
un període de temps i, després, estendre el missatge de que el node ja no està present per 
tota la xarxa.  




Llevat aquests punts en contra, els protocols proactius ens permeten afegir millores a aspectes 
conflictius en les xarxes ad hoc. Un d'aquest aspectes és el broadcast de missatges, punt que 
es tracta en aquest projecte. 
 En escenaris amb node fixes o semi-fixes i on el consum energètic no és un aspecte crític, els 
protocols proactius ens permeten crear xarxes molt robustes i amb descobriment de rutes 
instantani des del punt de vista de l'aplicació. 
Exemples de protocols proactius són: OLSR (Optimized Link State Routing Protocol), TBRPF 
(Topology Dissemination based on Reverse-Path Forwarding routing protocol), WRP (Wireless 
Routing Protocol), etc. Aquests protocols comparteixen les característiques diferenciadores 
dels protocols proactius variant aquelles característiques pròpies del enrutament en qualsevol 
tipus de xarxa (basats en vector distància o estat del enllaç, mètriques, etc).  
 
3.2.2 Algorismes d'enrutament reactiu 
Aquest tipus d'algorismes també anomenats "en demanda" (on-demand) es caracteritzen per 
només enviar missatges de petició d'una ruta quan és estrictament necessari, es a dir, quan 
alguna aplicació d'alt nivell ho requereix. Això proporciona un avantatge respecte els 
algorismes proactius i és que no s'ha gastar temps ni energia en enviar missatges 
periòdicament.  En contrapartida, quan es necessita una ruta, el temps de resposta és notable 
donat el fet que la ruta s’ha de descobrir. A més, quan es demana un ruta, es generen una 
sèrie de missatges de petició de ruta broadcast que poden deixar la xarxa inservible fins que la 
ruta ha estat descoberta.  





Imatge 9: Petició de ruta 
Aquest tipus de protocol són ideals en escenaris on el consum energètic és molt important i el 
temps de resposta no ho és tant. Un exemple clar està en les xarxes de sensor. Els sensors com 
a nodes de la xarxa, només es desperten per tal d'enviar la informació i tornen a posar-se en 
estat de repòs (idle). Així, en el moment d'enviar una dada, pregunten per la seva ruta, la 
obtenen, envien la dada i esperen fins enviar la següent dada.  
En aquests protocols es creen memòries cau  de rutes en nodes intermedis per tal de disminuir 
el temps de resposta. Aquest comportament, si be pot millorar el temps de resposta 
considerablement, pot arriba a crear inconsistències en la ruta. Per un altre costat, no 
s'assegura que es segueixi el millor camí si no un dels possibles per arribar al destí.  




Normalment, s'utilitzen algorismes basats en vectors de distancia en el càlcul de la ruta donat 
que el temps de procés i memòria consumida per aquest és menor que en un algorisme  basat 
en l'estat de les connexions. 
L'algorisme més comú és l'anomenat AODV (Ad hoc On-Demand Distance Vector routing) que 
és present en moltes xarxes de sensors per la seva simplicitat de càlcul i pocs requeriments 
hardware tan en velocitat de procés com de memòria. Altres algorismes com DSR (Dynamic 
Source Routing), molt semblant a AODV (DSR transporta tota la ruta i AODV només el següent 
salt),  entrarien dins d'aquesta categorització.  
 
3.2.3 Criteris d'elecció d'OLSR 
El projecte és basa en una xarxa de mòbils semi - fixos (entren i surten de la xarxa 
dinàmicament però durant la comunicació no hi ha mobilitat). En aquestes condicions, ambdós 
tipus d'algorismes són possibles donat que un smartphone té capacitat de càlcul i memòria 
suficients per executar algorismes sobre arbres topològics complerts (com els utilitzats en els 
algorismes d’enrutament proactius), però en canvi les bateries no tenen un duració molt 
prolongada i s’ha de considerar no malgastar energia (algorismes reactius).  
Per un altre costat, les condicions de mobilitat no fan descartar cap dels dos tipus 
d'enrutament.  
Considerant aquests punts, es va valorar el fet de que l'algorisme estigués estandarditzat i que 
no estigués en format draft per tal d'evitar modificacions a mig camí del disseny o 
implementació de la capa de seguretat.  




Per últim, es va considerar la comunitat que hi havia als diferents algorismes ja sigui per trobar 
codis font, documentació o suport.  
Donats aquests punts, AODV per part dels algorismes reactius i OLSR per part dels proactius 
van quedar com a representants dels seus respectius grups.  
Respecte OLSR, existeixen diverses llistes de correu on la gent publica dubtes tan a nivell 
d'usuari com de desenvolupador i es pot contactar directament amb desenvolupadors del codi 
font original.  
Pel que fa AODV, el nostre director de projecte ja va definir i implementar una capa de 
seguretat sobre aquest protocol. Per tant, queda descartat aquest algorisme tot i que ha servit 
d'ajuda en el disseny de la seguretat en l'algorisme escollit. 
Després de considerar tots els punts, la elecció va ser OLSR. 
 
3.3 Protocols de descobriment de serveis 
Un servei és un recurs de la xarxa heterogeni i dinàmic. Pot estar o no disponible, poden 
aparèixer de nous, o poden desaparèixer.  Quan un node es desplaça pot deixar de veure els 
serveis anteriors i veure’n de nous. Són necessaris mecanismes de registre i publicació 
d’aquests serveis per part de les aplicacions que els utilitzaran. Per tant és necessari un 
mecanisme estàndard que entenguin tots els dispositius d’una xarxa per a fer ús d’aquests 
recursos.  




Un protocol de descobriment de serveis és un protocol de xarxa de nivell d’aplicació que 
permet als diferents dispositius connectats descobrir serveis remots o altres dispositius 
automàticament dintre d’aquesta xarxa.   
En una xarxa ad hoc els nodes entren i surten dinàmicament. Aquests nodes són a la vegada 
usuaris i servidors dels serveis compartits. Aquesta naturalesa de les xarxes ad hoc fan que els 
protocols de descobriment de serveis siguin un prerequisit per a l’ús dels diferents serveis de 
la xarxa. 
Els protocols de descobriment de serveis es poden classificar de la següent manera: 
- Arquitectura de directori 
o Directori centralitzat 
o Directori descentralitzat 
 Directori amb infraestructura 
 Directori sense infraestructura 
- Arquitectura sense directori 
Un directori és una entitat que guarda informació dels serveis de la xarxa. Si aquest directori és 
centralitzat existeix un o varis directoris que guarden la informació de tots els serveis que 
existeixen a la xarxa. En canvi en un directori descentralitzat aquestes entitats estan 
distribuïdes i s’organitzen dinàmicament. Aquesta característica està a la vegada dividida en 
dos famílies. Directori amb infraestructura que defineix que els directoris estan en una xarxa 
amb infraestructura o sigui una xarxa que la comunicació sempre es fa a partir d’un punt 
d’accés com seria un router o un access point. Directori sense infraestructura identificaria 
aquells directoris resideixen en una xarxa completament ad hoc.  




En el proper punt s’identificaran alguns protocols amb directori descentralitzat i sense 
infraestructura i alguns altres amb arquitectura sense directori. D’aquesta manera serà 
possible justificar la raó per el qual s’ha escollit PDP en el projecte. 
D’entrada s’han rebutjat els protocols amb directori centralitzat i els directori descentralitzat 
amb infraestructura per que són antinaturals en una xarxa ad hoc multisalt. En el primer cas 
perquè a no ser que hi hagi una porta d’entrada a Internet a través de la xarxa ad hoc no hi 
haurà cap node directori ja que la xarxa és espontània i mòbil. En el segon cas al ser una xarxa 
merament ad hoc ja no és una xarxa amb infraestructura.   
 
3.3.1 Anàlisi dels diferents protocols de descobriment de serveis 
En la següent taula hi ha un anàlisi preliminar amb ponderació de característiques de diferents 
protocols que es van considerar al moment d’escollir quin d’ells s’utilitzaria pel projecte. Entre 
tots ells els més adients eren els d’arquitectura sense directori ja que a priori eren els més 
adequats per l’estil de xarxa que es volia construir.  
Les característiques més importants que havia de tenir un protocol eren el consum de bateria, 
la documentació disponible per aprendre en detall el protocol i el cost de la implementació del 
protocol per a un terminal Android 2.2. 
Les dos columnes anomenades push / pull identifiquen la manera que el protocol obté els 
serveis. La tècnica push, o empènyer, consisteix en anunciar els serveis encara que cap node 
els hagi demanat. Periòdicament cada node envia tota la informació de serveis de que disposa, 
i els altres nodes la guarden. D’aquesta manera s’obté una vista del món que envolta al node. 




D’aquí el terme “empènyer” ja que l’efecte és de descobrir tots els serveis de la xarxa a la 
força.  
La tècnica pull, o estirar,  consisteix en l’oposat del push. Quan un node vol un servei pregunta 
a la xarxa si algú el té i el node que disposi d’aquest servei li enviarà la informació per a que el 
node emissor pugui fer ús del servei. O sigui, és una tècnica “d’estirar” ja que per conèixer un 




Push Pull Amb directori? Consum Ús de 
memòr
ia 





Tipus de xarxa 
DEAPspace X  No Alt Mitjà Baix Alt. Al ser push, els nodes 
anuncien tot el que saben 
periòdicament 
7 7  Perfecte per  
ad hoc 
UPnP  X No Alt Alt Alt Alt, a part de descobriment de 
serveis, hi ha 2 agents més en 
aquest protocol: Descobrir 
dispositius i control de dispositius i 
serveis 
10 5 ? 
Konark X X No Mitjà Alt Alt, crea un 
servidor HTTP 
a cada node 
per distribuir 
els serveis. 
Baix.  5 7 Ad hoc 
multisalt 
PDP X X No Baix Mitjà Baix Baix, les respostes són guardades 
per tots els nodes de la xarxa, però 
no hi ha un push periòdic.  
5 10 Ad hoc amb 
nodes amb 
poca bateria i 
poca CPU 
Sailhan2005  X  Si, qualsevol node 
pot ser directori 




Alt Alt per els directoris 10  Pensat per 
Xarxes > 100 
nodes 
DSDP  X  Si, el directori està 
format per una 
xarxa virtual 
creada prèviament 
Alt Alt Alt Molt alt. Es crea una xarxa virtual 
dinàmicament, “backbone”, i quan 
està creada, els nodes pengen  
connecten al backbone i comença 








Els protocols amb arquitectura de directori van ser ràpidament descartats al analitzar amb una mica 
més de detall que significava per a un node ser un directori. En les xarxes ad hoc amb terminals 
Android, cap Android podria ser un directori vàlid ja que la xarxa és eminentment dinàmica i 
espontània.  
Els únics protocols utilitzables en una xarxa d’aquestes característiques serien els protocols sense 
directori. Dels quatre considerats els més ben posicionats serien DEAPspace, Konark i PDP.   
DEAPspace és el protocol més ineficient dels tres, ja que al utilitzar la tècnica push s’envien a la xarxa 
missatges innecessaris de serveis que ningú ha demanat. Però al mateix moment és més assequible 
de programa si no hi hagués una versió prèvia en Java. És molt adient per xarxes ad hoc ja que al 
enviar per broadcast periòdicament tota la taula de serveis, aquesta és ràpidament actualitzada 
eliminant els serveis que ja no hi són i afegint els nous. La documentació accessible és força extensa i 
al ser un protocol senzill d’entendre i implementar es podria fer de 0.  
En canvi Konark seria un protocol molt adient, ja que barreja les dos tècniques push / pull per 
guanyar en eficiència. Barrejar les dos tècniques vol dir que no s’envia cap servei fins que algun node 
no el demana. Quan s’envia la resposta, però, tots els nodes de la xarxa guarden la resposta. Per tant, 
quan es demana el servei es considera tècnica pull, però quan tots els nodes guarden la resposta és 
un procés semblant al push. Els inconvenients més importants de Konark són que es crear un 
servidor lleuger HTTP a cada dispositiu i per hi ha un alt ús dels recursos del terminal i no té en 
consideració la poca duració de les bateries d’avui en dia. Actualment ja existeix una implementació 
en Java que es podria adaptar sense masses problemes a Android, però l’inconvenient de la 
documentació pesa a favor de PDP, que finalment ha sigut el protocol escollit. 




PDP es semblant a Konark en el sentit que barreja les dos tècniques push / pull. En cap cas crea un 
servidor HTTP als mòbils, i per tant el consum i ús dels recursos dels dispositius mòbils és 
considerablement inferior a Konark. També existeix una implementació “prototip” en Java el qual 
facilita enormement l’adaptació a la plataforma Android. En el punt “Introducció a PDP” s’explicarà 
en detall el funcionament d’aquest protocol. 
 
3.4 Android 
Android és un sistema operatiu basat en el Kernel de Linux desenvolupat inicialment per l’empresa 
Android inc,  la qual va ser comprada per Google.  
En els propers punts es justificarà l’ús d’Android en el projecte i es detallarà en un nivell global en 
que consisteix aquest sistema operatiu a  més d’una petita llista de telèfons mòbils amb Android que 
hem considerat per a fer el projecte. 
 
3.4.1 Sistema operatiu Android 
Android està basat en Linux 2.6, el qual es pot accedir al seu codi font a través de la Open Handset 
Alliance, una aliança de 79 grans empreses per a desenvolupar estàndards oberts per a dispositius 
mòbils.  
La característica més important del sistema operatiu és que per a sobre de la capa de Linux corre una 
màquina virtual de Java pròpia de Google anomenada DalvikVM (Dalvik Virtual Machine). Quasi tot el 
software instal·lat a Android s’executa mitjançant aquesta màquina. 




En la següent imatge es pot veure de què està format tota la plataforma Android, des de el nivell més 
baix de Drivers del Hardware fins a la part més alta a l’execució d’aplicacions d’usuari. 
 
Imatge 10: Diagrama de Android 
El sistema operatiu està dividit en 4 capes principalment, de baix a dalt: 
- Linux Kernel. És el sistema operatiu pròpiament dit, un Linux 2.6.X, segons la versió 
d’Android que tingui el dispositiu mòbil tindrà una versió més actualitzada. En aquesta 
capa es troben els drivers per controlar el Hardware de cada terminal, càmera, teclat, 
memòria externa... 
- El segon nivell correspon  a les llibreries com les de OpenGL, SGL, reproducció d’àudio... 
Estan exposades al programador a través d’aquesta capa. També és on es troba la 
màquina virtual. La responsabilitat d’aquest nivell es de fer de capa d’abstracció entre les 
capacitats reals del terminal i les aplicacions d’usuari.  Per exemple, una aplicació mai 




utilitza la càmera directament, si no que ho fa a través de la DalvikVM. Si un terminal no 
disposés de càmera i una aplicació en fes un ús opcional, la DalvikVM gestionaria aquest 
fet avisant a l’aplicació d’usuari amb una excepció o un altre tipus de missatge Java de 
que la càmera no està disponible.  Realment no hi ha una màquina virtual, si no que cada 
programa en execució crea la seva pròpia DalvikVM.  
- El tercer nivell correspon al SDK d’Android. La implementació de les diferents classes per 
a ajudar al desenvolupador a crear aplicacions per als usuaris finals. Classes exemple del 
SDK serien la classe Activity per a crear una nova activitat, o sigui, una classe que processi 
algun tipus d’entrada de dades des de l’usuari, la classe View per a crear les vistes de les 
aplicacions, etc. 
- Per últim es troba el nivell de les aplicacions. Aquí és on s’instal·len les aplicacions 
Android que un desenvolupador creï. Per defecte hi ha un conjunt d’aplicacions que 
tenen tots els terminals com són el calendari, el teclat, el home, el navegador 
d’Internet,etc. 
Tècnicament per a desenvolupar en Android el més aconsellable és programar per a la màquina 
virtual, o sigui utilitzant el SDK d’Android. Si es necessita una programació més conscient a 
l’arquitectura Google ho facilita amb el NDK (Native development kit) el qual mitjançant JNI es pot 
programar en C, però segueix corrent sobre la màquina virtual de Java del terminal. En el punt de 
tecnologies utilitzades s’explicarà amb més detall en que consisteix JNI i el SDK d’Android. Un 
exemple d’aplicació que requereixi utilitzar C en JNI seria un videojoc que utilitzés OpenGL.  
Però, per a realitzar el projecte s’ha hagut de programar en pràcticament totes les capes de la 
plataforma Android.  




En la següent llista, seguint l’esquema del sistema operatiu Android, de baix a dalt,  els diferents 
programes implementats i per a quina raó: 
- S’ha hagut de implementar un mòdul de Linux per a agafar dos hooks i capturar paquets 
broadcast per a la optimització d’aquests missatges en una xarxa ad hoc OLSR.  
- En el segon nivell s’ha desenvolupat una aplicació que tracta els paquets capturats per el 
mòdul Linux. Aquests paquets es filtren i s’envien a SecOLSR si s’escau.  
- En el nivell d’aplicació, el més superior,  s’han realitzat les diferents aplicacions del 
projecte com són SPDP, SecOLSR o les aplicacions de demostració. 
En aquesta explicació del sistema Android es pot veure algunes de les raons per les quals s’ha escollit 
aquest sistema operatiu i no un altre com podria ser Symbian, iOS, etc. La més important es tracta de 
que Android funciona sobre Linux, un requisit indispensable per a la implementació de la 
optimització dels missatges broadcast.  
Una altre raó és la comunitat que hi ha al darrera. És ben cert que es un sistema operatiu molt jove, 
però al haver-hi darrere Google i al ser obert ha provocat que ràpidament apareguin les primeres 
grans comunitats d’experts en aquesta plataforma.  
I la raó que més ha pesat però no la més important, ha sigut la curiositat d’aprendre i investigar de 
què és capaç un d’aquests terminals.  
 





En cada nova versió que apareix d’Android, aquesta es publica lliurement a Internet. D’aquesta 
manera qualsevol empresa o qualsevol comunitat software pot fer la seva versió pròpia del sistema 
operatiu Android. 
Fent una versió pròpia s’aconsegueix personalitzar el sistema de tal manera que incorpori logotips de 
la empresa, o tingui certes característiques software que la versió original no disposa com el famós 
tethering (compartir el 3G del telèfon amb altres dispositius com un portàtil.), o el HTC Sense (un 
escriptori molt més dinàmic i usable que l’original) 
Originalment es va intentar utilitzar el sistema operatiu de fàbrica que portava el terminal al moment 
de comprar-lo. Però van aparèixer una sèrie de problemes, com la impossibilitat de rebre missatges 
broadcast,  que van fer reconsiderar aquesta posició i utilitza una versió d’Android que solucionés els 
problemes.  El principal inconvenient era trobar quin sistema s’utilitzava. Cada un dels sistemes 
operatius que s’instal·lava al terminal tenia el mateix comportament envers el broadcast. 
Pràcticament de casualitat es va trobar una comunitat anomenada Cyanogen que creava versions 
d’Android personalitzades per a tots els mòbils d’aquesta plataforma. Al provar aquesta versió es va 
veure que el problema del broadcast es solucionava. Van aparèixer altres problemes, sobretot de 
rendiment, però el fet de necessitar aquesta funcionalitat van fer que s’acceptessin. Els principals 
problemes de rendiment de Cyanogenmod són errors de funcionament generals del sistema que fan 
que tot el terminal es pengi i s’hagi de reiniciar.  
La principal avantatge d’aquesta comunitat és que sol ser la primera de totes elles en treure la versió 
Cyanogenmod amb la última versió d’Android disponible al carrer, i a més adapten el seu sistema 
operatiu per a que sempre funcioni des de el terminal més limitat fins al de gamma més alta. A més 




disposa d’uns fòrums de consulta amb una comunitat força gran i una plana wiki d’ajuda per a 
realitzar tasques des de compilar el codi font de la seva versió fins a configurar el terminal per poder 
escriure en la partició de memòria principal on està el Kernel de Linux, que per defecte està en Read-
only.  
Com més endavant es veurà, per a compilar el mòdul Linux necessari per a capturar els paquets 
broadcast en la arquitectura del terminal Android, es va necessitar baixar tot el codi font de 
Cyanogenmod. 
  
3.4.3 Terminals amb Android 
Avui en dia hi ha uns 100 terminals amb Android diferents, des de la sortida del primer, el HTC G1 
fins als últims HTC Desire HD, Nexus One S, etc.  
En l’anàlisi solament es van considerar 4 terminals diferents, els últims models i un model del que ja 
es disposava una unitat.  Els mòbils van ser 1 de gamma baixa, el HTC Magic, un de mitja, un HTC 
Hero,  i dos de gamma alta, Nexus One i HTC Desire. Finalment es va escollir el HTC Desire. 
Inicialment es disposava d’un HTC Magic, el qual es va utilitzar per a fer unes proves prèvies i veure 
quin rendiment oferia el terminal quan s’utilitzava amb molta intensitat components com la Wifi. 
Es va veure que el terminal tenia molts problemes per a rebre i enviar trames broadcast, i tenia molts 
problemes de rendiment generals, com lentitud en obrir programes, o executar altes fils del mateix 
programa. El resultat final d’aquesta davallada de rendiment era en que el propi gestor de processos 
del sistema operatiu cada pocs segons matava el procés que utilitzava la Wifi perquè considerava que 
utilitzava masses recursos del sistema. 




Això va fer considerar obtenir models de gamma alta per garantir un rendiment del terminal suficient 
per executar programes d’aquest estil i evitar trobar sorpreses uns mesos abans d’acabar el projecte.  
El HTC Hero va ser ràpidament descartat al veure que era una actualització hardware del HTC Magic 
però no massa diferent. Es va considerar que amb els problemes trobats amb la Magic, la Hero no 
seria en cap cas diferent.  
Les opcions estaven entre el Nexus One de Google o el HTC Desire. Per hardware no hi havia cap 
diferencia, llavors la decisió d’elecció es va fer en base a la oferta existent en el moment de la 
compra. En un primer moment es va considerar comprar-ne un de cada, però es va decidir que 
havien de ser els 3 iguals per a evitar problemes de configuracions del sistema operatiu. Si els 3 eren 
iguals, solament s’havia de descobrir un cop com es configurava el terminal per a que tingués la 
capacitat de connectar-se en xarxes ad hoc. Sens dubte aquesta va ser una molt bona decisió ja que 
posteriorment es va veure que aquests terminals seguien tenint molt problemes per rebre missatges 
broadcast.  
Finalment, els terminals amb més bona oferta en el mercat eren els HTC Desire. Es podien trobar 
amb facilitat Nexus One, però el preu tan elevat d’aquests mòbils va moure la balança al cantó dels 
Desire.  
 
3.5 Seguretat de clau pública 
En aquest apartat es donaran nocions bàsiques de seguretat de clau pública. Aquest tipus de 
seguretat és la que ha estat utilitzada en aquest projecte per protegir els diferents missatges enviats.  
 





La seguretat de clau pública, també anomenada criptografia asimètrica en contraposició de la 
criptografia simètrica, és un mètode criptogràfic en el que es usen dos parells de claus: la clau 
privada  i la clau pública. La clau pública, com indica el seu nom, està pensada per ser distribuïda per 
qualsevol medi sense necessitat que aquest medi sigui segur. En canvi, la clau privada mai ha de ser 
distribuïda, només ha de ser utilitzada per la persona que la va demanar. 
Aquestes parelles de claus es creen a la vegada i tenen una relació inequívoca. Utilitzant aquestes 
claus, aconseguim protegir un missatge (com es veurà posteriorment) sense la necessitat d'utilitzar 
una comunicació segura inicial per tal de transmetre una clau de encriptació (com en la criptografia 
simètrica).  
Utilitzant criptografia asimètrica podem encriptar missatges, signar-los  o totes dues coses.  
3.5.2 Encriptació de missatges 
Utilitzant criptografia asimètrica es poden encriptar missatges abans d'enviar-los per posteriorment 
desencriptar-los i protegir les dades durant la transmissió. 
 
Imatge 11: Exemple d' encriptació de missatge 




En la figura anterior, Bob vol enviar un missatge a Alice de forma segura. Per fer-ho, utilitza la Clau 
Pública d'Alice per encriptar el missatge generant un nou missatge . Aquest missatge viatja per la 
xarxa de forma segura donat que cap persona pot esbrinar què vol dir realment. 
Un cop el missatge arriba al destí, Alice, aquest és desencriptat amb la Clau Privada d'Alice. Així, Alice 
pot recuperar el missatge inicial.  
Amb aquest procés hem aconseguit enviar un missatge amb seguretat sense la necessitat d'un 
intercanvi a través d'un medi segur ja que la clau pública d'Alice, que pot ser enviada per qualsevol 
medi donat que és pública, a estat utilitzada per encriptar el missatge tot garantint de forma 
inequívoca que l'única persona que pot desencriptar-lo és Alice ja que només ella hauria de tenir la 
clau privada corresponent.  
Utilitzant signatura criptogràfica assegurem confidencialitat.  
3.5.3 Signatura  de missatges 
La criptografia asimètrica ens permet signar missatges per tal de que el receptor pugui garantir que 
el missatge la generat la persona que diu ser i, a més, aquest no ha estat modificat durant la 
transmissió. 





Imatge 12: Exemple de signatura de missatge 
En la figura anterior veiem un exemple de signatura de missatges. Bob vol enviar un missatge a Alice i 
vol garantir dues coses: el missatge no és podrà modificar per una tercera persona i Alice sabrà que 
el missatge l'ha enviat Bob i només Bob. 
Així, el missatge es signat utilitzant la Clau Privada de Bob. El missatge continua en text pla però s'ha 
afegir una signatura al mateix. Al rebré el missatge, Alice ha de primer comprovar que el missatge és 
correcte. Per fer-ho, utilitza la Clau  Pública de Bob. Si la signatura és correcte, sabem que el missatge 
no ha estat modificat (si estigues modificat la signatura hauria de ser diferent) i que el missatge l'ha 
enviat Bob (si no fos així, no es podria comprovar la signatura amb la Clau Pública de Bob).  
Utilitzant signatura criptogràfica assegurem no repudi (autenticació) i integritat.  
3.5.4 Obtenció del parell de claus 
Generar un parell de claus és un procés que es pot fer en qualsevol ordinador. Aquest parell de claus, 
però, poden no ser acceptades per un possible receptor donat que no es tenen dades de qui ha 
generat la clau.  




És en aquest punt on entra en joc les Certification Authority (CA)  o autoritat de certificació. Aquestes 
entitat són les que generen les parells de claus i les signen (amb el procés explicat anteriorment) amb 
el seu propi parell de claus.  
Posteriorment, en una comunicació, el receptor pot validar la clau pública enviada utilitzant algun 
servei extern de la CA per tal de comprovar que el emissor és qui diu ser.  
En el nostre escenari, no es pot tenir una CA que validi les claus donat que les xarxes es creen 
esporàdicament. Aquest punt, i la solució adoptada, serà tractat en punts posteriors. 
   
3.5.5 Altres característiques 
Ambdós mètodes anteriors poden ser utilitzats a la vegada aprofitant totes les característiques 
esmentades. 
A més, en cas que es vulgui una comunicació segura bidireccional, cal que els dos actors de la 
comunicació hagin generat el seu parell de claus i enviat la seva Clau Pública. Un cop s'ha completat 
aquest procés, s'utilitzen els mètodes anteriors per cada missatge però canviant els rols de emissor i 
receptor convenientment. 
  




4 Projecte xarxes espontànies 
En els propers punts es farà l’anàlisi i el disseny del projecte realitzat durant aquests últims mesos. 
L’objectiu és justificar cada una de les decisions presses a més de documentar el procés que ha seguit 
cada un dels programes implementats per a interconnectar terminals HTC Desire amb Android en 
una xarxa ad hoc. 
 












Imatge 13: Pila d'aplicacions 




En aquest diagrama es pot veure la “pila” d’aplicacions implementada per el projecte.  
L’aplicació de més baix nivell,  en la capa de Kernel Linux,  correspon als hooks dissenyats per 
capturar paquets broadcast i d’aquesta manera tenir la possibilitat d’optimitzar aquesta faceta de les 
xarxes ad hoc.  
La capa Linux 2.6 representa l’espai d’usuari de la capa Linux. En aquest espai s’ha implementat la 
part del disseny que analitza els paquets capturats. En el punt de la optimització broadcast 
s’explicarà la raó.  
La capa DalvikVM correspon a la màquina virtual. No és cap programa que s’hagi fet durant el 
projecte, però es una capa divisòria que separa a la perfecció on està cada un dels programes 
implementats.  
Per sobre de la capa de la màquina virtual ja es troben totes les aplicacions que utilitzen el SDK 
d’Android. 
Tant SecOLSR, com SPDP i les aplicacions de suport realment es troben al mateix nivell, però per 
representar-ho en la pila d’aplicacions, SecOLSR es trobaria per sota ja que de manera transparent a 
les altres aplicacions, SecOLSR fa l’enrutament. Això vol dir que les altres aplicacions no han 
d’utilitzar taules de routing especials, si no que utilitzen la pròpia implementació Java de Sockets i 
MulticastSockets.  
I per sobre de SecOLSR es troben totes les aplicacions que facin ús de la xarxa. Per a totes aquestes 
aplicacions tant l’enrutament com la optimització dels missatges broadcast és transparent, no han de 
fer cap modificació en el seu comportament.  
 
 




4.2 Entorn de treball 
Les eines utilitzades per a desenvolupar el projecte han sigut bàsicament dues, Eclipse i Ubuntu 
Linux.  
Eclipse és un IDE genèric el qual via plugins es pot donar capacitat per a treballar en quasi qualsevol 
llenguatge. En el projecte s’ha utilitzat Eclipse perquè el SDK d’Android porta un plugin per a integrar 
diverses eines de debugging i el compilador en aquest IDE 
Ubuntu Linux ha sigut necessari sobretot per a compilar codi font en C per a la arquitectura ARMv7 
que és la que incorporen les HTC Desire. Per a poder fer aquesta compilació creuada (Compila des de 
un Intel i7 per un ARMv7),  es necessitava gcc més el compilador específic d’aquest processador. A 
més també es necessitaven les capçaleres del Linux utilitzat en el dispositiu, per això es va haver de 
baixar el codi font del sistema operatiu i compilar-lo per a que generés una estructura de carpetes 
adequades per a aquestes compilacions creuades. 
Els programes que s’han hagut de compilar d’aquesta manera han sigut bàsicament el mòdul de 
Linux que captura els paquets broadcast, d’ara endavant anomenat mòdul BroadcastFilter, la llibreria 
netfilter_queue, que s’encarrega de recuperar els paquets broadcast encuats, i el programa que fa el 
filtre dels missatges anomenat netfilter. 
 
4.3 Tecnologies utilitzades 
En aquest punt es farà una explicació més detallada de cada una de les tecnologies utilitzades durant 
el projecte. 




S’explicarà el necessari per entendre els propers punts d’anàlisi i disseny però no s’explicarà tot el 
que és cada una de les tecnologies. 
 
4.3.1 SDK Android 
Un software development kit (SDK) és un conjunt d’eines de desenvolupament per a crear aplicacions 
per a un context específic com pot ser un hardware especial , un sistema operatiu, una vídeo consola, 
etc. 
El SDK d’Android és un conjunt d’eines de compilació, debug, i classes Java per a desenvolupar 
aplicacions per a aquesta plataforma.  
No s’entrarà en detall amb les eines de compilació ja que aquestes s’integren a la perfecció amb 
l’entorn Eclipse i per al programador és totalment transparent. Per a compilar solament s’ha de 
prémer el botó run de l’aplicació que s’estigui desenvolupant, i com Eclipse va compilant el codi 
automàticament, l’aplicació es puja a la memòria interna del mòbil, s’instal·la automàticament i 
s’executa.  
Les aplicacions es programen en Java. L’aplicació compilada, juntament amb tots els recursos com 
imatges, dades, etc, és empaquetada en un apk (Android Package) mitjançant l’eina aapt tool. 
Aquest paquet és el que es guarda al mòbil i posteriorment el sistema operatiu Android instal·la. 




     
Imatge 14: DDMS (Dalvik Debug Machine Service) 
Les aplicacions de debug a part de les estàndard com són la possibilitat de posar breakpoints, 
watches,etc,  hi ha una anomenada DDMS (Dalvik Debug Monitor Server) que permet veure moltes 
dades de l’estat del terminal en el moment de la visualització com serien l’estat de la memòria, els 
threads en execució, les aplicacions... En el DDMS s’hi troba un visor de logs anomenat LogCat, el 




qual s’ha fet servir intensivament per anar imprimint l’estat de les aplicacions, com serien les taules 
de routing en el cas de SecOLSR.  
L’altre gran eina que porta el SDK d’Android és el adb (Android debug bridge). Aquesta eina són 3 
aplicacions que corren tant el dispositiu Android sempre i quan estigui amb mode debug i al 
computador on es fa el desenvolupament. 
Amb aquesta aplicació es possible controlar el telèfon des de l’ordinador. Es poden enviar comandes 
com per exemple “adb push log.txt /data”, la qual enviaria l’arxiu log.txt a la carpeta /data del 
terminal. Hi ha altres utilitats com obrir una consola des de l’ordinador via “adb shell”. Aquesta 
consola és com una consola del propi terminal, des de la qual teòricament es pot fer tot (hi ha certes 
mesures de seguretat per a que no es pugui esborrar la carpeta /system per exemple). 
En el conjunt d’eines de debug i compilació n’hi ha moltes altres però no es van utilitzar en cap 
moment. Per exemple n’hi ha una de molt útil que permet crear i executar un emulador d’Android. 
Aquest emulador és un terminal genèric que simula totes les funcionalitats típiques que tindria un 
mòbil (es poden rebre trucades, es pot utilitzar el gps fictici, la càmera fictícia...). Però en el projecte 
no va ser necessari utilitzar l’emulador ja que es van comprar 3 HTC Desire. 
 
4.3.1.1 Components d’una aplicació 
A part de les eines de suport per al programador el SDK disposa d’un conjunt de classes que seran les 
utilitzades per els programes que es desenvolupin.  
Hi ha 4 components bàsics en el SDK: 




- Activitat. Aquest component presenta una interfície visual al usuari. Aquestes aplicacions 
són les típiques com el client mail, el calendari, un bloc de notes, etc.  Una aplicació pot 
ser una sola activitat, o un conjunt d’elles. En general, una activitat és una vista que 
ocupa tota la pantalla, però es poden fer activitats que ocupin una porció d’aquesta 
pantalla i estiguin incrustades en altres activitats més generals.  
- Servei. No tenen interfície d’usuari, per tant no hi ha cap interacció directament. Corren 
en background per un període infinit. Serveis exemples serien el SecOLSR o el SPDP. Una 
activitat es pot connectar amb un servei per recuperar dades com és el cas del SPDP el 
qual les aplicacions de suport es connecten per a recuperar els serveis que existeixen a la 
xarxa.  
- Receptor Broadcast.  Una aplicació que utilitzi aquest component és capaç de rebre 
missatges broadcast interns del dispositiu (no confondre amb missatges broadcast de la 
xarxa), i fer alguna acció. Per exemple, en el cas del projecte s’han fet dos aplicacions 
receptores de broadcast per engegar els serveis SecOLSR i SPDP en el moment que el 
telèfon s’encén.  
- Proveïdor de continguts. Aquest component no s’ha utilitzat en el projecte. És un 
component que permet fer disponible un conjunt de dades d’una aplicació per a que 
altres aplicacions les puguin utilitzar. Un content provider molt important en el SDK és el 
que et permet recuperar els contactes de l’agenda.  
A part d’aquests quatre components, existeix un “activador de components” anomentat Intent. Un 
intent és un missatge que s’envia a un o N destinataris. Cada un d’aquests destinataris prèviament ha 
hagut de registrar el Intent que esperar per a actuar.  




La classe Intent, com es pot veure a la documentació del SDK, és una classe molt potent.  Permet 
entre moltes altres coses encendre els serveis si estan apagats o activar una activitat per a fer alguna 
acció, per exemple des de un calendari es vol afegir un nou apunt, al moment de crear l’apunt es 
crida una nova activitat que farà de formulari per a registrar aquest apunt.  
Per a programar vistes d’usuari es fa a través de XML. En el SDK el disseny de les vistes i el control 
d’elles està completament separat. D’aquesta manera un canvi en el codi no ha de provocar canvis 
en les vistes i a l’inrevés. 
 
 
<?xml version="1.0" encoding="utf-8"?> 
<LinearLayout  
xmlns:android="http://schemas.android.com/apk/res/android" 









android:layout_above="@+id/lSendText"   
  android:layout_below="@+id/lbcanal" 
  android:background="@android:color/transparent" 
  android:cacheColorHint="#00000000" 
   /> 
</LinearLayout> 




En aquesta porció de codi es pot veure com seria una vista en XML.  El resultat obtingut seria aquest. 
El XML correspon únicament a la llista de missatges, és a dir als dos missatges que es poden veure en 
la imatge.  
 
Imatge 15: Aplicació OPSChat 
Hi ha centenars de components visuals diferents, i a més, per si no fos suficient, es poden crear de 
nous i importar-los per a utilitzar-los en el XML. En el projecte s’ha fet ús d’una molt petita part de 
les capacitats visuals d’Android. Sens dubte, la versatilitat per a fer vistes és un dels punts forts del 
SDK.  
Hi ha molts altres aspectes tant o més importants que els explicats aquí, però per el projecte no són 
tan necessaris. Per aprofundir en els coneixements del SDK consultar la documentació oficial de 
Google.  
 




4.3.2 NDK Android (JNI) 
NDK és un SDK d’Android per estendre les possibilitats del desenvolupador. Amb el SDK la única 
alternativa és programar en Java, i hi ha ocasions que el Java no és la millor opció per a algun 
projecte. El cas més evident seria la programació d’un videojoc que necessita utilitzar OpenGL.  
Aquesta tecnologia ha sigut utilitzada per a dos aspectes diferents. El primer d’ells per implementar 
el programa de streaming d’àudio. Es va utilitzar un decoder mp3 preparat per Android el qual estava 
programat utilitzant NDK.  El segon per a rebre els missatges broadcast des de l’espai d’usuari de 
Linux i així des de SecOLSR poder encapsular i reenviar-los o desencapsular-los.  
Utilitzar NDK permet programar en C/C++ i utilitzar un conjunt de API’s tals com OpenGL,  OpenSL 
per àudio, etc. 
A part NDK incorpora un seguit d’eines per compilar des del ordinador de desenvolupament per a la 
arquitectura del terminal, un ARMv5 o ARMv7 segons pel dispositiu que s’estigui programant.  
Quan es programa utilitzant NDK es segueix encapsulant tot en un paquet Android apk fet en Java. 
Això vol dir s’ha d’utilitzar JNI (Java Native Interface) per “enllaçar” el Java amb el codi C.  
JNI és un framework que permet que aplicacions escrites en Java i que s’executen en una màquina 
virtual puguin interactuar amb programes escrits en altres llenguatges.  D’aquesta manera seguint 
l’especificació de JNI es programa el mínim i necessari en C/C++ i cada un dels mètodes que 
s’implementen es declaren d’una manera específica de tal manera que des de Java es pugui 
identificar quin mètode es crida i executar-lo. 
 
 









Com es pot veure en el requadre de codi, la declaració d’un mètode no es gens senzill. Els tipus de 
dades per identificar dels estàndard als Java se’ls i posa una “j” davant. Així tenim el jint, el jbyte, el 
jlong, el jintarray, etc. La declaració del mètode segueix una convenció especificada la qual consisteix 
en especificar tota la ruta del package del Java des de on es declara el mètode en java, i després el 
nom del mètode.  
 
 
Aquesta porció de codi representa el prototip del mètode que es programa en C. La directiva native 
és la que identifica que aquest mètode no està implementat en Java.  
Quan es compila un codi C/C++ amb el compilador del NDK, es genera una llibreria .so. Per a que un 
codi en Java pugui utilitzar les funcions implementades ha de carregar la llibreria al moment de 
començar l’execució del programa.   
JNI és un framework complicat d’aprendre i pot portar molts problemes a l’execució del programa. A 
més es difícil de debugar i encara que s’utilitzi C/C++ per guanyar eficiència en casos concrets no es 
cap garantia d’aquest guany. Per tant el consell que es dona en la documentació oficial és que 
solament s’utilitzi el NDK en casos estrictament necessaris.  
JNIEXPORT jint JNICALL Java_OPSChat_AudioDecode_Mpg123Decoder_getSizeMP3(JNIEnv 
*, jobject, jlong handle) 
{ 
 Mp3File* mp3 = (Mp3File*)handle; 
 return mpg123_length( mp3->handle ); 
} 
private native int getSizeMP3(long handle); 





Netfilters és un framework en el Kernel de Linux que permet interceptar paquets de xarxa en 
diverses fases 
 
Imatge 16: Etapes del procés de Netfilter 
En cada un de les el·lipses es poden capturar paquets mitjançant un ganxo o en anglès hook.  
Un hook és una tècnica per inserir codi entre crides de sistema per tal de alterar el seu 
comportament. Un hook típic és aquell que redirecciona el punter d’una crida de sistema per a que 
s’utilitzi una de pròpia. Els hooks que s’utilitzen en el projecte són per interceptar paquets. Es posen 
entre crida i crida quan es fa el tractament en cada una de les fases que un paquet té durant la vida 
que passa en un node d’una xarxa. En aquests hooks es disposa de tota l’estructura del paquet, de tal 
manera que es pot modificar les dades, la ip destí, origen, el port destí, etc.  
Després de processar el paquet dintre del hook s’ha de retornar una resposta i depenent d’aquesta el 
paquet continuarà el seu procés, es rebutjarà i per tant s’eliminarà del sistema, etc. 
Les possibles respostes són les següents: 
- NF_ACCEPT. El paquet continua el seu procés 




- NF_DROP. Es descarta el paquet, i s’elimina del sistema 
- NF_STOLEN. El hook es fa responsable del paquet, no segueix el seu procés però no 
s’elimina 
- NF_QUEUE. S’encua el paquet a espai d’usuari per a un posterior tractament 
- NF_REPEAT. Es crida el hook un altre cop.  
Els possibles hooks que es poden agafar són els següents: 
- NF_IP_PRE_ROUTING. Fase on el paquet acaba d’arribar es fan unes comprovacions de 
CRC, però encara no s’han pres decisions de routing 
- NF_IP_LOCAL_IN. Fase posterior a les decisions de routing, si el paquet es per el host, 
entrarà en aquest hook.  
- NF_IP_FORWARD. Fase per decidir si es dirigeix a una altre interfície 
- NF_IP_LOCAL_OUT. Fase on els paquets que venen de processos locals i surten a la xarxa 
- NF_IP_POST_ROUTING. Fase just abans de sortir el paquet a la xarxa. 
Per a registrar un Netfilter hook es fa amb la següent porció de codi que no s’explicarà en detall, ja 
que és força entendible. 






4.3.3.1 Llibreria Netfilter_queue 
En el disseny de la optimització de missatges broadcast, com s’explicarà en el respectiu capítol, es va 
decidir fer molt poques operacions a espai de Kernel i passar la responsabilitat del filtre de paquets a 
una aplicació que s’executés en espai d’usuari.  
Es va aprofitar la possibilitat de encuar els paquets a espai d’usuari amb el retorn NF_QUEUE. Però 
d’alguna manera s’havien de recuperar aquests paquets.  
   /* Això es la funció que executarà el hook */ 
    unsigned int hook_func(unsigned int hooknum, 
                           struct sk_buff **skb, 
                           const struct net_device *in, 
                           const struct net_device *out, 
                           int (*okfn)(struct sk_buff *)) 
    { 
        return NF_DROP;           /* Descarta TOTS els paquets */ 
    } 
    /* Inicialització del mòdul */ 
    int init_module() 
    {   /* estructura del hook */ 
        nfho.hook     = hook_func;         /* Nom de la funcio del hook */ 
 nfho.hooknum  = NF_IP_PRE_ROUTING; /* primer hook de tots per 
l’entrada de paquets */ 
 nfho.pf       = PF_INET; 
 nfho.priority = NF_IP_PRI_FIRST;    
        nf_register_hook(&nfho);     
        return 0; 
    } 
 




Per a dur a terme aquesta tasca hi ha una llibreria anomenada libnetfilter_queue  que proporciona 
una API per al desenvolupador per recuperar fàcilment els paquets encuats per el hook. Aquesta API 
dóna mecanismes per recuperar paquets, per modificar-los, per llegir les seves característiques i per 
tornar-los a posar en el sistema de tractament de paquets de xarxa.  
El funcionament és molt senzill, però amb un procés d’inicialització força extens.  
Aquesta inicialització correspon a identificar la cua on estan els paquets, indicar quanta informació es 
vol recuperar de cada paquet encuat, i altres variables que s’han d’assignar per tal de que la llibreria 
funcioni correctament. 
En el moment de començar el procés de capturar tots els paquets, es van rebent d’un en un, i amb 
un mètode específic indicat en el procés de inicialització es fa el tractament del paquet. Aquest 
tractament pot ser de únicament consultar dades per fer un anàlisi estadístic dels paquets rebuts fins 
a modificar les dades per redireccionar el paquet i enviar-lo a una altre aplicació (modificant el port 
destí, tenint en compte que el CRC s’ha de tornar a calcular).  
Aquesta llibreria internament utilitza una altre anomenada libnetlink la qual s’encarrega de la 
comunicació espai de kernel – espai d’usuari, ja que l’encuament de paquets es fa via netlink.  
Netlink és un mecanisme per comunicar espai de kernel i espai d’usuari simplificant tot el procés ja 
que es fa via socket. Via Netlink el hook encua els missatges broadcast al espai d’usuari. 
En conclusió, s’ha hagut d’adaptar i compilar tant la llibreria libnetfilter_queue com la llibreria  
libnetlink per a Android.  
  










4.4 Introducció al OLSR 
En el propers punts s’explicarà nocions bàsiques del protocol d’enrutament utilitat en aquest 
projecte. El primer punt serà una introducció al protocol esmentant els aspectes més característics. 
Tot seguit, s’introduiran les estructures de dades més importants que s’utilitzen al protocol. Després, 
s’analitzarà els diferents missatges utilitats així com la seva generació, procés i reenviament. Per 
últim, es parlarà de el procés genèric de reenviament implementat a OLSR, com es generen les rutes 
a partir de la informació obtinguda i emmagatzemada a les estructures de dades estudiades i una 
menció al càlcul dels MPR.  
 
4.4.1 Introducció 
OLSR és un protocol d’enrutament proactiu pensat per xarxes ad hoc mòbils. Al ser proactiu és 
conduit per taules que generen a base de l’intercanvi periòdic de missatges topològics.  
Utilitza Hello Messages (HM) per tal de detectar nodes propers, i Topology Control Messages (TC) per 
tal de declarar la topologia de la xarxa. Altres missatges com Main Addresses and Multiple Interfaces 
Message (MID) o Host and Network Association Messages (HNA) són utilitzats per declarar múltiples 
interfícies respecte a un node i per mostrar punts de sortida de la xarxa respectivament.  
Una de les característiques principals OLSR és que cada node escull un conjunt de nodes dintre del 
seu veïnat (neighborhood) i els designa multipoint relays (MPR). Així, només els nodes seleccionats 
com MPR son responsables de reenviar missatges que han d’arribar a tota la xarxa (missatge 
broadcast). D’aquesta manera, obtenim un gestió més eficient dels missatges broadcast reduint el 
número de retransmissions. 




Els MPRs tenen la responsabilitat d’anunciar a la resta de la xarxa quin són els nodes que els han 
escollit com MPRs. Aquesta informació s’utilitza a el càlcul de rutes com es veurà posteriorment.  
Els MPRs d’un node només a de ser un conjunt de nodes que estiguin en el seu neighborhood i que 
siguin suficients per tal d’arribar a tots els nodes que estan a dos salts.  
 
Imatge 17: Conjunt MPR escollits per el node 0 
En la figura anterior, veiem un exemple d’una xarxa ad hoc amb 16 nodes. El node 0 ha de triar quin 
seran el nodes que faran de MPR per ell.  Els possibles nodes a ser escollits com MPR son aquells que 
estan a un salt: 1, 2, 3, 4, 5, 6, 7, 8, 11. Per un altre costat, i com hem dit, el conjunt d’MPRs escollit, 
ha de garantir que es pot arribat a el conjunt de nodes a 2 salts: 9, 10, 12, 13, 14, 15, 16.  
Després de realitzar el algorisme 5 nodes han estat assignats com MPR. Per tal de comprovar que 
arribem a tots els nodes a 2 salts, utilitzarem aquesta notació: X (Y,  Z, ...)  que s’interpreta com que 
el node X ens proporciona connectivitat amb els nodes Y, Z.  




Els nodes escollits com MPR són: 
 1 (9) :  resten 9, 10, 12, 13, 14, 15, 16.  
 (10) :  resten 9, 10, 12, 13, 14, 15, 16.  
 (15, 16) :  resten 9, 10, 12, 13, 14, 15, 16.  
 (14) :  resten 9, 10, 12, 13, 14, 15, 16.  
 8 (12, 13) :  resten 9, 10, 12, 13, 14, 15, 16.  
Així, pel que va a la retransmissió del missatges broadcast que envia el node 0, ens estalviem un 50%. 
A més, també es generen un 50% menys de missatges topològics anunciant el node 0.  
Donat que el missatges topològics han d’arribar a tota la xarxa, s’han d’anar reenviant a cada salt. Un 
estalvi en el número de missatges generats comporta fins un augment exponencial de l’eficiència del 
broadcast. 
Aquestes millores, però, són inherents a la topologia de la xarxa. A més, quan més gran sigui la xarxa, 
més possibilitat de millores hi ha.  
 
4.4.2 Repositoris d’informació 
El repositoris d’informació són estructures de dades on s’emmagatzema la informació obtinguda a 
partir del processat dels missatges rebuts. En aquest punt es mostren les principals per tal de 
identificar-les quan es faci referència posteriorment.  
Link Set 




Es guarda informació a nivell d’interfície dels nodes propers. Concretament per cada entrada es 
guarda la IP del node que a rebut el missatge, la IP del node proper i l’estat de la connexió (simètrica 
o asimètrica). 
La informació d’aquesta taula es adquirida a través dels Hello Messages. 
Neighbor Set 
Es guarda la informació dels nodes propers a nivell de Originator address. La Originator Address es 
una IP de les interfícies del node proper que representa al node. Es l’identificador del node. En 
aquesta taula també es guarda l’estat de la connexió, el grau de disposició envers a ser MPR i un 
temps de validesa.  
La informació d’aquesta taula es adquirida a través dels Hello Messages. 
2-Hop Neighbor Set 
És el conjunt de nodes a dos salts. Per cada entrada, es guarda el Originator address del node a 2 
salts, el Originator address del node que proporciona el node a 2 salts, i un temps de validesa.  
La informació d’aquesta taula es adquirida a través dels Hello Messages. 
MPR Set 
Conjunt de tots el nodes que han estat escollits com MPR. Es guarda la Originator address de cada 
MPR. 
La informació d’aquesta taula es adquirida a través del càlcul MPR.  
MPR Selector Set 
Trobem el conjunt de nodes que han escollit el node actual com a MPR. Es guarda la Originator 
address del node que ha escollit el node actual com MPR i un temps de validesa.  




La informació d’aquesta taula es adquirida a través dels Hello Messages. 
Topology Information Base 
En aquesta taula trobem tota la informació de la xarxa que està és enllà a dos salts. Es guarda la 
Originator address del node destí, la Originator address del últim node per arribar al distí, un número 
de seqüència i un temps de validesa. 
La informació d’aquesta taula es adquirida a través dels TC Messages. 
 
4.4.3 Paquet 
Tots el missatges OLSR s’encapsulen en un paquet que pot contenir un o més missatges. Aquesta 
pràctica intenta aprofitar al màxim la capacitat de la xarxa, concretament la MTU (Maxium transfer 
unit).  





Imatge 18: Paquet OLSR amb 2 missatges. Per la descripció dels camps RFC3626 punt 3.3. 
En la figura anterior, només els dos primers camps són part de l’encapsulat que forma el paquet.  
Un paquet és independent dels missatges que transporta i de quin sigui l’origen d’aquests missatges. 
Cada cop que un node envia un o més missatges, els encapsula amb en un paquet amb un número de 
seqüència nou tan com si el missatge a estat generat per ell mateix o l’està reenviant.    
 
4.4.4 Missatges 
En aquesta secció s’estudia l’estructura, la generació, el processat i el reenviament dels principals 
missatges que componen OLSR. El HNA i MID missatges seran tractats superficialment donat que el 
seu paper és trivial en el conjunt del protocol i serveixen per estendre funcionalitat més enllà de les 
bàsiques.  




Tots el missatges OLSR tenen una capçalera comú i una específica. 
 
Imatge 19: Capçalera comú dels missatges OLSR. Per la descripció RFC3626 punt 3.3. 
 
4.4.4.1 Hello Message  
És el missatge que ens proporciona informació sobre els nodes propers. Concretament, ens serveix 
per detectar veïns, veïns a dos salts,  per triar veïns com MPR i veure quins veïns han escollit el node 
actual com MPR.  





Imatge 20: Capçalera d’un Hello Message. Per la descripció dels camps RFC3626 punt 6.1 
 
4.4.4.1.1 Generació del Hello Message 
Els Hello Messages es generen periòdicament per cada interfície d’un node. En el Hello Message, per 
tal d’assolir les seves responsabilitats, s’ha d’incloure informació dels diferents repositoris 
d’informació:  
La detecció de veïns es realitza a partir la interfície que ha enviat el missatge així com el camp 
Originator address de la capçalera del missatge.  
La detecció de veïns a dos salts es pot assolit donat que en el Hello Message d’un node s’inclouen 
tots els nodes presents al Neightbor Set del mateix.  




Per triar MPR, només s’ha de classificar uns del veïns afegits al missatge com a MPR en el camp Link 
Code de la capçalera comú del missatge. Els MPR d’un node els trobem al seu MPR Set.  
Per últim, ver veure quin nodes han escollit el node que rep el missatge com a MPR, s’ha de 
comprovar que la Originator address del node que rep el missatge estigui a un Hello Message rebut 
amb un classificació de MPR en el camp Link Set. 
 
4.4.4.1.2 Retransmissió del Hello Message 
Un Hello message mai ha de set retransmés.  
 
4.4.4.1.3 Processat del Hello Message 
Quan un node rep un Hello Message actualitza el Link Set i el Neighbor Set amb la i la IP del paquet 
rebut i el Originator address respectivament , actualitza el 2-hop Neighbor Set amb les IP dels nodes 
enviats al missatge i actualitzat el MPR Selector Set si el node que envia el missatge l’ha seleccionat 
com a MPR.  
 
4.4.4.2 TC Message 
És el missatge que proporciona informació de la xarxa més enllà de 2 salts respecte a un node. 
Concretament, amb la recepció d’un TC Message podem actualitzar el TC Set.  





Imatge 21: TC Message.  Per la descripció dels camps RFC3626 punt 9.1 
 
4.4.4.2.1 Generació del TC Message 
Els TC Messages es generen periòdicament per cada interfície d’un node. En aquest missatge 
s’inclouen tots el elements del MPR Selector Set,  que són els nodes que han escollit el node que està 
generant el TC Message  com a MPR.  
 
4.4.4.2.2 Retransmissió del TC Message 
Els TC Messages han d’arribar a la totalitat de la xarxa. Per tant, és responsabilitat dels diferents MPR 
al llarg de tota la xarxa reenviar aquest tipus de missatges perquè arribi a tots el nodes.  
 
4.4.4.2.3 Processat del TC Message 
Per cada TC Message rebut, s’actualitza el TC Set amb les dades del mateix. Per cada IP inclosa al TC 
Message s’introdueix (o s’actualitza) una entrada al TC Set que es pot llegir que per arribar a cada 
una de les IP del TC Message l’últim salt és el Originator address del missatge.  





4.4.4.3 HNA Message 
Aquests missatges proporcionen a la xarxa informació sobre sortides (gateway) cap a altres xarxes a 
través d’un node. Aquests missatges s’han de retransmetre per tota la xarxa utilitzant el mecanisme 
d’MPRs. Per més informació, RFC 3626 secció 12.1. 
 
4.4.4.4 MID Message 
Aquests missatges exposen la relació entre les múltiples interfícies que pot tenir un node i la seva IP 
identificadora (la que es posap el cam Originator address). Serveix perquè els nodes puguin saber, 
donada una IP,  quin és el identificador del node al qual pertany aquesta IP.   
Aquest missatges s’han de retransmetre per tota la xarxa utilitzant el mecanisme d’MPRs. Per més 
informació, RFC 3626 secció 5.1. 
 
4.4.5 Algorisme de reenviament per defecte 
OLSR implementa un algorisme de reenviament de missatges per defecte basat en el concepte MPR 
explicat. El missatges OLSR que han de ser retransmesos per tota la xarxa, utilitzen aquest algoritme.   
Si s’aplica aquest algorisme, el missatge és tractat independentment del seu tipus. Aquest fet va ser 
aprofitat per tal de implementar el mòdul de broadcast eficient que s’explicarà posteriorment.  
 




4.4.6 Càlcul de rutes 
Un cop obtingudes les dades de la xarxa a través dels missatges d'OLSR es poden calcular les rutes. 
Per defecte, OLSR utilitza un algorisme de camí mínim (shortest-path) basat en el Neighbor Set, 2-
Hop Neightbor set, i el TC Set. 
L'algorisme en pseudocodi de molt alt nivell seria: 
- Introduir a la taula d'enrutament el veïns del Neighbor Set. Distancia 1 salt.  
- Introduir a la taula d'enrutament el veïns del 2-Hop Neighbor Set sempre que el node que els 
va anunciar ja estigui introduït en la taula d'enrutament. Distancia 2 salts.  
- Començant en h = 2, 
- mentre hi hagi canvi a la taula d'enrutament 
- per cada entrada al TC Set 
- Si  l'últim salt de l'entrada existeix a la taula d'enrutament amb distancia  = h,  
afegir una entrada a la taula d'enrutament posant com a destí el destí de l'entrada 
del TC Set i com a proper salt el proper salt de l'entrada de la taula d'enrutament 
que correspon a l'últim salt de l'entrada del TC Set.  
Per més informació RFC 3626 secció 12.6 
 
4.4.7 Càlcul del MPR 
El conjunt MPR a de garantir que es pot arribat a tot el conjunt de veïns a 2 salts. Per tal de calcular-
lo, s'utilitza el Neighbor set i el 2-Hop Neighbor Set.  




OLSR suggereix un algoritme basat en la disposició d'un node a ser MPR (willingness) i dos heurístics  
basats en el número d'enllaços dels nodes veïns. 
Algoritmes basats en uns altres heurístics es poden implementar sempre que es respecti el la 
condició del càlcul del MPR. 
Per més informació, RFC 3626 secció 8.3.1 . 
  









4.5 Pervasive Discovery Protocol 
En els propers punts es farà un anàlisi exhaustiu del funcionament intern del protocol de 
descobriment de serveis utilitzat en aquest projecte, PDP. Es començarà presentant el protocol i 
analitzant en profunditat les seves característiques. S’analitzarà com està construït per poder 
identificar els punts d’entrada i sortida de missatges PDP i d’aquesta manera es tindrà tota la 
informació necessària per entendre les justificacions preses en l’anàlisi i disseny de SPDP. 
Una paraula catalana que s’acostés al terme pervasive podria ser “penetrant” o “omnipresent”. Per 
exemple en el camp de la informàtica s’entén el terme Pervasive Computing o més conegut com 
Computació Ubiqua el fet d’aconseguir que els computadors estiguin totalment integrats a l’entorn 
de la persona i aquests subministrin dades sobre el que la rodeja en qualsevol moment i de manera 
transparent.  
L’origen del PDP és en aquest camp, en la Computació Ubiqua. Es vol donar la capacitat de que els 
dispositius integrats en aquests entorns siguin capaços de descobrir els serveis dels seus dispositius 
veïns de manera eficient, automàtica i tenint molt en compte les baixes capacitats de procés i de 
bateries que podrien tenir molts d’ells.  
 
4.5.1 Introducció 
El protocol PDP està especialment dissenyat per xarxes Ad hoc. Això vol dir que no necessita en cap 
cas infraestructura com un servidor central. Tampoc utilitza l’element de directori ja que està pensat 
per a xarxes Ad hoc en general i no en cap tipus de xarxa en particular. El seu disseny es centra 
especialment en reduir el consum de la bateria, especialment en els dispositius més limitats.  




Aquesta idea de reduir el consum de la bateria s’intenta assolir via reduint al màxim els missatges 
enviats a través de la xarxa.  Quan un dispositiu vol utilitzar un servei envia un missatge preguntant si 
existeix. El dispositiu que pugui subministrar aquest servei contestarà enviant un missatge Broadcast, 
d’aquesta manera els altres dispositius de la xarxa escoltaran la resposta i guardaran el servei. Per tal 
d’optimitzar encara més els missatges s’evitarà enviar missatges amb serveis repetits de tal manera 
que en el missatge de resposta no solament s’inclourà un servei del tipus demanat si no que els 
inclourà tots els que conegui el dispositiu que respon. 
Una altre tècnica que s’utilitzarà serà tenir present si el node té bateria molt limitada. En aquest cas 
PDP prioritzarà les respostes dels dispositius menys limitats i permetent als limitats avortar les seves 
respostes.  
 
Imatge 22: Node demana per un servei de tipus A 





Imatge 23: El node amb el servei A2 respon amb un missatge Broadcast 
En la seqüència de la imatge 1 a la 2 es simula el comportament d’una possible requesta d’un servei 
de tipus A (com podria ser un servei d’impressió, o d’obtenció de temperatura...). Aquesta requesta 
s’envia via Broadcast a tota la xarxa. Els dos únics nodes que disposen d’un servei de tipus A són els 
de la part superior de la imatge. Com es pot apreciar hi ha la representació de la bateria de cada un 
dels dos, el qual un d’ells pràcticament no té bateria i l’altre esta al 60%. En aquest escenari el que 
respon primer és el que té més bateria. La resposta torna a ser Broadcast a tota la xarxa. En aquest 
moment es dona el cas que no hi ha visibilitat a la totalitat de la xarxa, així que OLSR s’encarrega de 
retransmetre via el node apropiat el missatge de resposta.  Quan el node amb poca bateria escolta el 
missatge de resposta ja pot cancel·lar el seu enviament.  Per finalitzar el procés tots els nodes 
guarden el servei rebut encara que no l’hagin d’utilitzar en un futur proper.  
 




4.5.2 Descripció del protocol 
PDP és un protocol de descobriment de serveis amb arquitectura distribuïda que utilitza ambdues 
tècniques de descobriment push i pull. Cada client disposa d’una cache de serveis per a guardar els 
serveis remots i una cache per els serveis locals. 
El protocol disposa de dos agents, un per realitzar requestes de serveis i l’altre per enviar respostes. 
Aquests agents s’identifiquen com PDP_UA (User agent)  i PDP_SA (Service Agent).  En el cas que un 
dispositiu no pugui tenir serveis solament implementaria el UA per fer peticions de serveis. Però en 
el context del projecte tots els terminals implementaran tant el UA com el SA encara que no creïn 
serveis. 
S’identifiquen dos missatges diferents obligatoris i un d’opcional que s’ha considerat per afegir 
seguretat: 
- Missatges de requesta de serveis com PDPSrvRqst 
- Missatges de resposta de serveis com PDPSrvRply 
- El missatge opcional per eliminar serveis es coneix com PDPSrvDeRgstr 
Els serveis es distribueixen mitjançant un PDPSrvRqst enviat per el UA i responent via el SA amb un 
PDPSrvRply.  
Per enviar els missatges PDP utilitza UDP per el port 3000, encara que no està reservat per la IANA. 
Tots els missatges són multicast per la adreça d’àmbit local 239.255.255.253. La gestió del multisalt 
és responsabilitat del protocol d’enrutament, per tant en xarxes multisalt s’ha d’utilitzar un protocol 
d’aquest estil, com OLSR.  
 




4.5.2.1 User  Agent 
Quan una aplicació necessita un servei fa una petició al UA informant-li del tipus de servei que vol. El 
UA accepta dos tipus diferents de petició: 
- Una petició  - una resposta (1/1). La aplicació solament li interessa el servei no qui el 
subministra 
- Una petició – múltiples respostes (1/N). La aplicació vol obtindre tots els serveis del tipus 
sol·licitat existents a la xarxa, ja sigui per poder escollir quin vol utilitzar, per llistar-los i 
deixar al usuari decidí o altres motius.  
Si la petició és 1/1 el UA mirar en la cache de serveis locals si disposa del tipus de servei demanat. En 
cas contrari mira en la cache de serveis remots. Si no està en cap de les dues construeix un missatge 
PDPSrvRqst adequat per a demanar un servei del tipus sol·licitat. El UA Espera un temps fixat 
prèviament. Si no arriba cap resposta es sobreentén que no està disponible a la xarxa.  
En el cas que sigui una petició 1/N el UA fa una llista amb tots els serveis que ja coneix del tipus 
sol·licitat i envia el PDPSrvRqst adjuntant aquesta llista de tal manera que solament contestaran els 
nodes els quals puguin afegir nous serveis a aquesta llista. El node que fa la petició espera el mateix 
temps fixat que en la petició 1/1, i quan aquest expira subministra a l’aplicació la llista de serveis 
trobats. 
PDP disposa d’un tipus especial de servei anomenat all el qual identifica tots els serveis de la xarxa. 
Quan es fa una petició amb el tipus all, la petició és de la forma 1/N i el UA inclou a la llista tots els 
serveis que disposa tant a la cache local com a la remota. Els nodes que rebin el PDPSrvRqst 
respondran amb tots els seus serveis coneguts excepte els que ja estiguin a la llista. 




Els dispositius estan permanentment escoltant la xarxa i guardant tots els serveis que es van enviant, 
però la cache té un límit de capacitat. Per això quan es procedeix a guardar un nou servei, si aquesta 
cache està plena s’esborra el servei que té el temps d’expiració més baix de tots.  
 
4.5.2.2 Service Agent 
El SA s’encarrega de respondre a les peticions de serveis enviades per els UA amb els missatges 
PDPSrvRply. També són els responsables d’enviar els missatges per eliminar els serveis de la xarxa, 
els missatges PDPSrvDeRgstr, encara que segons la especificació aquest últim missatge és opcional 
de implementar.   
PDP sempre tracta de optimitzar al màxim el consum de les bateries. El responsable d’aquesta 
optimització és el SA. Quan li arriba un PDPSrvRqst de tipus 1/1 comprova si el dispositiu disposa del 
tipus de servei sol·licitat, tant a la cache local com a la remota. En el cas que en tingui un, configurarà 
un temps d’espera per enviar el PDPSrvRply inferior al temps màxim d’espera i inversament 
proporcional al temps de disponibilitat del terminal, és a dir, com més disponibilitat tingui el node, 
menys temps d’espera es configurarà per enviar la resposta. Durant aquest temps d’espera si algun 
SA d’un altre node respon a la mateixa petició el SA cancel·la la seva resposta. En el moment 
d’expirar el temps d’esperar cap resposta ha sigut rebuda, enviarà el seu PDPSrvRply amb el servei 
del tipus sol·licitat.  
En el cas d’una sol·licitud 1/n el SA comprova si disposa de serveis del tipus sol·licitat i que no 
estiguin a la llista del PDPSrvRqst. En cas afirmatiu configura un temps d’espera aleatori inversament 
proporcional al temps de disponibilitat del dispositiu i al número d’entrades de la llista de resposta. 
Durant aquest temps d’espera el SA escolta la xarxa per anar guardant els serveis que es van enviant 




dels altres SA. Al esgotar-se el temps d’espera, si el SA pot afegir algun nou servei a la llista de serveis 
i que no ha sigut encara anunciat, envia un PDPSrvRply.  
En el cas del PDPSrvDeRgstr el pot enviar qualsevol SA encara que el servei que estigui intentat 
eliminar no sigui local. Aquest cas per exemple es pot donar en una xarxa ad hoc la qual utilitza un 
protocol d’enrutament que no gestiona els missatges multicast. D’aquesta manera es pot donar la 
situació que hi hagi un parell de nodes sense visibilitat. Per exemple A, B i C. La visibilitat de B és A i 
C,  la visibilitat de A és solament B i la de C és solament B. C demana  un  servei que té guardat B però 
és de A, en el moment que C l’utilitzi veurà que és inaccessible i per tant farà una petició de 
PDPSrvDeRgstr. B eliminarà el servei, i en el moment que B el torni a necessitar haurà de fer una altra 
petició PDPSrvRqst.  
 
4.5.3 Descripció de les capçaleres dels missatges 
En aquest punt es descriurà el format que tenen les capçaleres dels missatges que utilitza PDP. 
També es descriure el format que té una descripció de servei, de tal manera que és utilitzat tant a les 
llistes de serveis que s’envien com a la cache local o remota. 
La descripció de les capçaleres ens servirà per identificar com s’haurà de dissenyar la capçalera de 
seguretat per cobrir tots els aspectes insegurs que té el protocol PDP.  
L’explicació de cada camp en detall de les capçaleres és pot trobar en l’Annex en la secció “Draft 
SPDP”.  
 




4.5.3.1 Service Entry 
 
Imatge 24: Capçalera del format d'entrada de servei 
Cada servei està guardat en la cache o s’envia en els missatges amb aquest format. Un servei està 
compost d’una descripció de servei variable. El format de la descripció es defineix segons Service 
Templates (RFC 2609). A grans trets, una descripció de servei està composta dels següents elements: 
 ‘service:’{tipus de servei més abstracte}:{tipus de servei més concret}’://’{adreça} 




4.5.3.2 Capçalera PDP 
 
Imatge 25: Capçalera PDP. La utilitzen tots els missatges 




Els camps més important d’aquesta capçalera és el XID. Aquest camp representa el identificador del 
PDPSrvRqst enviat, és a dir, una resposta d’un PDPSrvRqst ha de portar en el seu XID el mateix que 
tenia el missatge de sol·licitud.  
El camp Version identifica la versió del protocol utilitzat. Ja es pot imaginar que al moment 
d’implementar SPDP s’afegirà una nova versió.  
 
4.5.4 Construcció d’un missatge PDP 
PDP Service Request 
Aquest missatge està compost amb una capçalera PDP una llista de missatges, la qual pot ser buida i 
la descripció del tipus de servei sol·licitat. 
 
Imatge 26: Missatge de sol·licitud de serveis PDP 
PDP Service Reply i PDP Service DeRegister 
El missatge de resposta i el de eliminació de serveis són iguals, i molt semblants al de sol·licitud amb 
la excepció que no afegeix al final de la llista de serveis el tipus de servei sol·licitat.  





Imatge 27: Missatge de resposta PDP 
  




4.6 Anàlisi i disseny de SPDP 
En els propers capítols s’explicarà en detall com s’ha desenvolupat la capa de seguretat en el 
protocol de descobriment de serveis PDP. 
 
4.6.1 Introducció 
SPDP és una extensió de PDP segura que proveeix característiques com integritat i autenticació. 
Utilitza signatura digital per a protegir el protocol. 
Totes les capçaleres s’han mantingut com en el protocol original però afegint al final d’elles tota la 
informació necessària per a validar una signatura. És a dir, el protocol segur manté la compatibilitat 
amb el protocol original, i si es donés el cas que un dispositiu està en una xarxa no segura, aquest 
podria seguir utilitzant PDP sense haver de disposa de dos instàncies del protocol, una per seguretat i 
l’altre sense.  
 
4.6.2 Requisits de seguretat 
Abans de dissenyar la capa de seguretat s’ha de identificar quins requisits s’han de complir en una 
xarxa segura. En seguretat d’una forma o altre, més o menys complicat es poden garantir les 
següents característiques: 
- Confidencialitat. Assegurar que solament els elements autoritzats tinguin accés a la 
informació enviada 
- Autenticació. Capacitat per poder verificar la identitat de la font  
- Integritat. Poder garantir que el missatge no ha sigut modificat per un tercer 




- No repudi. Garantir que no es pot rebutjar com a no enviat un missatge enviat 
- Disponibilitat. Característica per assegurar l’accés a un servei o recurs 
No totes aquestes característiques en un context de xarxes ad hoc són necessàries o assequibles de 
implementar en la capa de seguretat. 
Les característiques d’una xarxa ad hoc multisalt són que no té per que haver-hi accés a Internet, per 
tant no hi ha possibilitat de consulta a una CA per confirmar certificats. Els nodes són dinàmics i per 
tant poden aparèixer i desaparèixer en qualsevol moment. Tothom ha de poder entendre els 
missatges enviats del protocol SPDP. I al ser multisalt un missatge per arribar al seu destí pot acabar 
passant per diversos nodes que han d’anar reenviant el missatge.  
Aquestes característiques porten la conclusió que és necessari que hi hagi autenticació, ja que no ha 
de ser possible que un node es faci passar per un altre en el moment que aquest no estigui 
disponible.  
Integritat també és indispensable per confirmar que un missatge amb una llista de serveis ha arribat 
inalterat, ja que un missatge pot passar per diversos nodes abans d’arribar al seu destí.  
No és necessari confidencialitat ja que tots els nodes han d’entendre els missatges, i xifrar-los no 
tindria sentit.  
No repudi seria una característica interessant si es dissenyés un sistema de control de comportament 
on els nodes a part  de escoltar missatges SPDP analitzen la xarxa per a controlar que tots els altres 
nodes segueixen el protocol. En cas que un node A rebi un missatge erroni d’un node B, el node A 
pugui avisar del comportament sospitós del node B amb garanties de que el missatge és de B.  Per 
tant, no repudi és una característica interessant però no indispensable. 




En canvi, garantir la disponibilitat de la xarxa és força complicat ja es treballa en un medi compartit, 
wifi. Si un node vol fer un atac de denegació de serveis o pot fer-ho des de qualsevol capa de la pila 
de protocols (enrutament, físic...) i inundar el medi de missatges. Per tant considerar aquest 
paràmetre de seguretat queda fora de l’àmbit de l’anàlisi i disseny de SPDP.   
 
4.6.3 Problemes de seguretat de PDP 
Ja que PDP no és segur un node maliciós pot dur a terme diferents atacs simplement no actuant com 
especifica PDP. Un node maliciós M pot dur a terme els següents atacs, entre molts d’altres: 
- Eliminar serveis de la xarxa que no són seus.  
- Modificar paràmetres dels serveis. Per exemple posar a 0 el temps de disponibilitat de 
tots els serveis menys els seus, canviar les URI’s dels serveis, etc.  
- No retransmetre els missatges PDP quan ho ha de fer. Encara que aquest atac és molt 
complicat de detectar ja que és el mateix que si hi ha problemes de comunicació. 
 
4.6.4  Seguretat a PDP 
Per afegir seguretat a PDP s’utilitzarà signatura digital. Com s’ha explicat en el punt de Seguretat, per 
a signar informació és necessari una clau pública i una privada. Per a generar aquest parell de claus 
s’utilitzarà qualsevol eina que permeti generar-les. S’utilitzarà un administrador de claus anomenat 
SAKM (Simple Ad hoc Key Management).  
SAKM és un administrador de claus que permet als nodes d’una xarxa ad hoc utilitzar criptografia 
asimètrica sense la necessitat de configuració prèvia.  




SAKM a la vegada permet que un node receptor pugui confirmar l’autoria del emissor del missatge. El 
mètode que segueix és el següent: Quan un node ja ha generat el seu parell de claus, SAKM fa un 
hash de la clau pública i aquest hash es transforma convenientment per a generar una IP vàlida, ja 
sigui IPv4 o IPv6.  
Amb aquesta tècnica s’aconsegueix que una IP estigui enllaçada a una clau pública, i el node receptor 
pugui comprovar que la clau pública que rep del missatge pertany a la IP que envia el missatge. Seria 
ideal que s’utilitzés IPv6, d’aquesta manera cada IP seria estadísticament única, ja que una clau 
pública ho és i el hash també ho seria. En canvi per IPv4 la probabilitat de col·lisió és mes elevada. 
Però per motius de simplificació, en el projecte s’ha utilitzat sempre IPv4 ja que no hi hauria 
problemes, i SAKM ja incorpora mecanismes per detectar i canviar la IP en cas que hi hagi una altre 
igual a la xarxa ad hoc.  
D’aquesta manera s’obté que qui envia el missatge és qui diu ser. Ningun altre node podria enviar 
missatges suplantant la IP d’un altre node. S’ha aconseguit autenticació.  
Per a la integritat són necessàries les firmes digitals. Per tant l’objectiu principal serà signar tot el 
paquet (clau pública inclosa). El principal problema esdevé en la llista de serveis. Un node disposa 
tant de serveis locals com de remots.  
 
Imatge 28: Service entry 
 




Els serveis locals es poden firmar al moment de enviar-los a la xarxa. Però en canvi els serveis remots 
han de estar firmats prèviament, ja que el node que els enviï no els pot firmar amb la seva clau 
pública ja que no són seus.  
Llavors en el paquet que s’enviï a la xarxa hi haurà una signatura per el paquet i una signatura per a 
cada servei. La signatura del paquet correspondrà de tots els camps del paquet PDP i la clau pública 
menys de la llista de serveis, ja que tenen la seva pròpia firma.  
Amb signatura digital s’aconsegueix la integritat. Amb la autenticació també hi ha no repudi, però 
com en el projecte no s’ha fet cap detector de mal comportament, no es tindrà en compte. Però seria 
una bona ampliació.  
 
4.6.5 Disseny de SPDP 
S’han d’assegurar 3 missatges PDP (Request, Reply i DeRegister) més la representació de servei 
(Service Entry).  
S’ha dissenyat una extensió per a afegir a aquests missatges que contingui tota la informació de 
seguretat. Aquesta extensió, anomenada d’ara endavant capçalera de seguretat, s’afegirà sempre al 
final del missatge i inclourà la clau pública i la signatura de tot el missatge inclosa la Capçalera de 
seguretat menys la pròpia firma, òbviament.  





Imatge 29: extensió de seguretat 
La Capçalera de seguretat és de la següent forma: 
Sign method identifica el tipus de mètode de signatura que s’utilitza per a computa la signatura. 
Poden ser firmes de tipus RSA, DSA, ElGamal.  
High XID.  És la part alta del identificador de petició. En el proper punt s’explicarà el motiu d’extendre 
el XID en 2 bytes. 
Pad length és la longitud que tindrà el padding 
Service ID. Identificador de conjunt de serveis. S’explicarà en el proper punt, però serveix per a evitar 
que nodes maliciosos eliminin serveis que no són seus de la xarxa.  
Public key és la clau pública seguint el format explicat en el Draft de SAKM. Longitud variable 
Signature és el camp on es guarda la firma seguint el format explicat en el Draft de SAKM. Longitud 
variable. 
Aquesta extensió s’afegirà al final de cada un dels 3 missatges i dels Service Entry. 





Imatge 30 : SPDP Service Reply 
Com es pot veure en la imatge, la Security Header s’ha afegit al final del missatge. La firma 
computada correspon a tots els camps de la SPDP Header, el camp Known Service Entry Count, 
Length of <service-type>, <service-type> String i tota la capçalera de seguretat menys la signatura.  
En els altres missatges s’ha afegit la signatura de la mateixa manera. 
 
4.6.6  Extensió del XID 
Tots els missatges SPDP tenen un XID per identificar la petició i les respostes a la petició. Hi ha un 
possible atac, amb seguretat inclosa, que es realitza de la següent forma: Un node M maliciós escolta 
la xarxa i guarda un missatge enviat per un node A amb el valor del XID a X. Com originalment la 
longitud del camp XID era de 2 bytes, el rang de possibles valors era limitat, 65.536 peticions. El node 
M espera fins a que el XID torni a començar per a reenviar aquest missatge que es s’ha guardat 
prèviament. D’aquesta manera M aconsegueix suplantar la identitat de A enviant un missatge firmat.  
Realment és difícil fer 65 mil requestes de serveis, però ja que hi havia un camp reservat a la 
capçalera de seguretat de 2 bytes, es va decidir estendre el XID fins a 4 bytes, amb el resultat  de que 




un node hauria de fer 4 mil milions de requestes de serveis per a que es reiniciés el comptador XID, 
un valor molt més elevat.  
 
4.6.7 SPDPServiceDeregister amb verificació de propietat 
El missatge per a eliminar serveis de la xarxa, el SPDPServiceDeregister també incorpora una llista de 
serveis. Tots els nodes de la xarxa hauran d’eliminar els serveis de les seves caches que indiquin la 
llista. Com es pot veure, aquí hi ha un possible atac molt evident. Un node maliciós podria fer que les 
caches dels altres nodes eliminessin els serveis que no li interessen. Inclús amb firma digital es podria 
fer aquest atac, ja que tots els nodes de la xarxa tenen els serveis remots ja signats. Llavors solament 
caldria afegir el servei firmat per el node propietari del servei per a que els altres nodes esborressin 
el servei de la seva memòria.  
Per a protegir la xarxa d’aquest atac s’ha afegit a la capçalera de seguretat 2 bytes per identificar el 
conjunt de serveis d’un node. És a dir, cada cop que un node entra a la xarxa s’assigna a si mateix en 
el camp ServiceID el valor anterior del camp més 1,  que utilitzarà per enviar juntament amb els 
serveis locals que aquest node distribueixi.  
En el moment que vulgui enviar el missatge PDPServiceDeRegister enviarà la llista dels seus serveis 
amb el ServiceID el qual els va registrar.  
Quan els nodes de la xarxa rebin aquest missatge, comprovaran que el missatge és vàlid, que el 
ServiceID de tots els serveis que vol esborrar  és el mateix amb el qual originalment el van registrar, i 
que la clau pública utilitzada per firmar tant el els serveis com en el missatge sencer és la mateixa. 




D’aquesta manera, s’evita que un node maliciós pugui guardar un missatge PDPServiceDeregister 
enviat per un altre node A, i utilitzar-lo en un altre moment quan el node A torni a distribuir els seus 
serveis.  
Comprovant que la clau pública és la mateixa en la firma del missatge i les firmes dels serveis 
s’aconsegueix que cap node pugui eliminar serveis que no són seus, però no s’evita una possible 
suplantació d’identitat. Amb el camp ServiceID s’aconsegueix evitar la suplantació ja que cada nou 
SPDPServiceDeregister la signatura canviarà ja que tindrà un nou valor el ServiceID.  
 
4.6.8 Verificació retardada de serveis 
S’ha aplicat una optimització per a estalviar esforços innecessaris al terminal. Quan se demana un 
tipus de servei, es rep una llista amb tots els serveis que ho compleixen. Això vol dir que no tots els 
serveis s’utilitzaran, solament un subconjunt d’ells.  
Quan es rebin els serveis, aquests seran guardats a la cache de serveis remots sense verificar la 
validesa d’aquests serveis rebuts.  
Quan un node rebi una requesta de serveis, aquest contestarà amb tots els serveis que coneix, tan 
remots com locals sense verificació.  
La verificació es farà únicament quan el PDP faci una requesta de serveis per a comunicar-los a 
l’usuari final. Si la verificació falla en algun dels serveis, solament aquest es descartarà i es seguirà 
comprovant la resta de serveis. Aquesta verificació es guardarà en la cache per a confirmar la 
validesa d’un servei. D’aquesta manera futurs usos d’un tipus de servei s’estalviaria la verificació de 
serveis remots que ja estaven guardats a la memòria del SPDP.  




4.6.9 Casos d’ús 
Bàsicament hi ha dos casos d’ús. Firmar un missatge i comprovar firma. 
 
Imatge 31: Casos d'ús de SPDP 
Cas d’ús: Signar paquet 
Actors: SPDP 
Propòsit: Firma un array de bytes i afegir al final d’aquest array de bytes la capçalera de seguretat 
Resum:  Signar paquet rebrà un array de bytes preparat per firmar-lo. Aquest array de bytes a 
d’incloure tant el missatge PDP com la capçalera de seguretat prèvia abans de la firma. Després de 
firmar, el missatge resultant serà el missatge original de PDP més la capçalera de seguretat sencera 
 
Cas d’ús: Comprovar firma 
Actors: SPDP 
Propòsit: Comprovar la firma d’un array de bytes 




Resum:  Ha de comprovar que la firma és correcta del array de bytes d’entrada. Aquest array de 
bytes serà un missatge PDP o un Service Entry correctament format amb la capçalera de seguretat a 
les últimes posicions.  
 
4.6.10 KeyManagement 
La classe Key management és la que s’encarregarà de implementar els dos casos d’ús. Disposarà de la 
informació necessària com la clau pública en format array de bytes seguint la especificació de SAKM, 
també tindrà la clau privada, etc. 
 
Imatge 32: KeyManagement 
Signar paquet 
S’ha de localitzar en el codi original de PDP on s’envien els missatges PDP, concretament, on 
s’obtenen els bytes que després s’enviaran a la xarxa. La capçalera de seguretat es construirà en el 
moment de preparar el vector de bytes que s’enviarà.  




Hi ha 3 missatges PDP, la requesta, la resposta i eliminar serveis. El procés que segueix el 
PDPServiceRequest és el següent: 
- L’usuari demana tots els serveis d’un tipus. 
- El PDP activa el User Agent,  que s’encarregarà de construir la requesta. 
- L’User Agent obté tots els serveis d’aquest tipus que ja disposa i construeix la llista de 
serveis 
- El UA construeix un PDPMessage per a passar-lo al encarregat de enviar-lo a la xarxa 
- El UA avisa al PDP el qual avisarà al PDPNetworkManager de que hi ha noves dades a 
enviar. 
- El PDPNetworkManager transforma el PDPMessage construït per el UA a un vector de 



























En aquest diagrama de seqüència es pot veure quin punt seria el més adient afegir la seguretat. En la 
crida 8, GetBytes que fa el PDPWriter cap al PDPMessage, es transforma l’objecte PDPMessage en un 
array de bytes preparat per a enviar-se a la xarxa. 
L’objectiu seria interceptar aquesta crida, i en aquest array de bytes retornat incorporés al final la 
capçalera de seguretat.  
El resultat d’aquesta intercepció seria el següent. El diagrama està focalitzat en la part important, la 
funció getBytes de la classe PDPMessage. 
Imatge 33: Diagrama de seqüència de enviament de nou paquet 





Imatge 34: Diagrama de seqüència de signar paquet 
Com es pot veure en el diagrama de seqüència, abans de firmar les dades es fan 2 passos previs. El 
primer, es construir la capçalera de seguretat provisional, la qual juntament amb el missatge PDP es 
firmarà. El següent pas és separar la part baixa i alta del XID ja que va en llocs diferents. La part baixa 
anirà a la capçalera PDP original, 2 bytes. La part alta anirà a la capçalera de seguretat. Tot seguit, 
com s’està firmant un missatge PDP que no és un PDPServiceDeregister s’ha de posar als dos bytes 
corresponents al ServiceID a 0.   
Per als missatges PDPServiceReply i PDPServiceDeRegister el procés és pràcticament idèntic al firmar 
les dades, excepte que en el cas del missatge per eliminar serveis, el ServiceID s’ha d’assignar amb el 
valor el qual prèviament va enviar a la xarxa els seus serveis.  
En quan a la firma de serveis el flux de programa canvia lleugerament. Quan es crida el mètode 
getBytes del PDPMessage, aquest a la vegada crida un mètode per obtenir en un vector de bytes tota 




la llista de serveis. Com s’ha dit anteriorment, un servei remot ja està firmat, llavors ja disposa de 
tota la capçalera de seguretat, però un servei local no disposa d’aquesta informació.  
A la classe ServiceEntry s’han afegit dos nous atribut.  PDPServiceSecurityHeader per tal de poder 
guardar en ell el vector de bytes corresponent a la capçalera de seguretat. Aquest atribut s’utilitzarà 
en una banda per als serveis remots guardar la capçalera de seguretat, i en l’altre per als serveis 
locals no haver d’anar recalculant la capçalera cada cop que s’envia el missatge. L’altre, el ServiceID 
serveix per a guardar el identificador del servei.  
 
Imatge 35: Classe ServiceEntry 
En el moment que es crida el mètode getBytes de ServiceEntry, aquesta classe construeix la 
capçalera de seguretat solament si l’atribut PDPServiceSecurityHeader no està inicialitzat. Per 
construir la capçalera de seguretat, segueix exactament el mateix procediment que quan es 
construeix per un missatge PDP. Quan ja té en el vector de bytes resultant tant les dades del servei 
com la capçalera, afegeix en el camp ServiceID el valor que li correspon. Aquest valor és global ja que 
tots els serveis locals hauran de tenir el mateix. S’ha afegit un nou atribut a la classe PDP anomentat 
ServiceID, el qual cada cop que es crea s’incrementa en un el valor anterior. 
 
 





Per a realitzar aquest cas d’ús, s’han de trobar els punts on es reben missatges PDP o bé on 
s’agrupen els serveis per enviar-los a l’usuari. 
Indiferentment de quin tipus de missatge es rebi, el tractament de la verificació és el mateix. 
Suposant un missatge PDPServiceRequest rebut, es segueix el següent procés. 
- El thread PDPReader, que s’encarrega d’escoltar la xarxa, rep un nou vector de bytes.  
- PDPReader construeix un PDPMessage a partir d’aquest vector de bytes.  
- Dintre de la construcció del PDPMessage es comproven diverses coses com pot ser la 
versió de PDP, el tipus de missatge que és, la mida total del vector rebut, etc. 
- S’ha de recórrer tota la llista de serveis i formatejar-los per a crear els ServicesEntrys 
corresponents. A partir d’aquest punt ja es coneix a quina posició comença la capçalera 
de seguretat, ja que està al final del paquet, després de tota la llista de serveis, i després 
de la descripció del tipus de servei demanat en cas del missatge PDPServiceRequest.  
- Es crida la funció corresponent per verificar la signatura passant-li el missatge. Aquesta 
funció retorna un booleà. Si la firma és incorrecta es descarta el missatge. En cas contrari 
segueix el procediment corresponent per a guardar els serveis rebuts en cas que no els 
tingui el dispositiu i comença a construir el missatge de resposta si s’escau. 
Una puntualització important és que en cap moment s’ha verificat la firma dels serveis rebuts, ja que 
el missatge rebut és un PDPServiceRequest. Això vol dir que el node no ha rebut cap petició de 
serveis des de l’usuari, i no és necessari verificar-los.  
 





Imatge 36: Diagrama de seqüència de comprovació de signatura 
El procés de verificació d’un servei és el mateix, amb la diferència que no es realitza quan es rep el 
missatge, o sigui, quan es transforma el subconjunt de bytes que formen un servei a un ServiceEntry. 
En la classe ServiceEntry es pot veure el mètode VerifyService, és el utilitzat per a realitzar el Delayed 
Verification. Aquest mètode es crida en dos punts.  
Per una banda, quan l’usuari busca un tipus de servei l’instancia PDP activa el User Agent el qual 
s’encarregarà de construir el missatge de requesta per enviar-lo a la xarxa. Aquest agent obté tots els 
serveis locals i remots. Per cada servei remot, primer verifica la signatura. Quan ja els té tots, 
construeix el missatge PDPServiceRequest amb la llista de serveis i s’envia a la xarxa. A més aquesta 
llista de serveis enviada, és guarda en un vector de serveis que se li retornarà a l’usuari.  




El segon punt on es fa aquesta verificació és en les respostes rebudes per el node que ha enviat 
l’anterior PDPServiceRequest. Per a cada servei de les respostes rebudes, com formarà part del 
vector resultant de serveis que s’entregarà a l’usuari, s’ha de comprovar la seva firma. Si és vàlida, 
aquest servei s’inclourà a la llista de serveis en cas contrari, simplement es descartarà el servei i no es 
guardarà a la cache de PDP.  
 
Modificació del cas d’ús eliminar serveis. 
Com s’ha comentat en l’anàlisi de SPDP una funcionalitat de la extensió de seguretat serà assegurar 
que un node solament pugui eliminar serveis que realment siguin seus.   
Un node té la possibilitat d’enviar un PDPServiceDeregister per a eliminar els serveis que ell indiqui. 
Quan construeix el missatge ho fa de la mateixa manera que els altres missatges amb la diferència 
que després d’aquest procés, s’assigna al camp ServiceID de la capçalera de seguretat del missatge el 
valor amb el qual anteriorment va registrar els serveis a la xarxa.  
Quan un node rep un PDPServiceDeRegister comprova que la signatura sigui vàlida. En cas afirmatiu, 
per a cada un dels serveis de la llista del missatge ha de fer tres comprovacions:  
- Comprovar que el servei està a la cache del node.  
- Comprovar que el ServiceID rebut del missatge és el mateix que del servei de la cache  
que es vol eliminar 
- Comprovar que la clau pública del servei és la mateixa que la del missatge 
PDPServiceDeregister.  
Com que cada node guarda a la seva cache per a cada servei la capçalera de seguretat, fer aquestes 
dos comprovacions és trivial.  




El procés d’eliminar un servei està representat amb el següent diagrama de seqüència: 
 
 
Imatge 37: Diagrama de seqüència d'eliminar un servei 









4.7 Anàlisi i disseny aplicacions de suport 
En els pròxims punts s’explicarà cada decisió pressa per a dissenyar les aplicacions que s’han utilitzat 
per a provar el sistema. Hi ha 3 aplicacions, OPSChat, PDPClient i RadioService. 
 
4.7.1 Aplicació de xat. OPSChat 
S’ha fet una aplicació de xat per a poder intercanviar missatges entre 2 o més terminals. Hi ha un 
mòbil que farà de servidor i els altres es connectaran. Els missatges no s’enviaran broadcast, si no 
que el servidor anirà enviant missatges unicast a cada un dels clients que s’ha autenticat 
correctament al canal de xat creat per aquest.  
El motiu de fer aquesta aplicació es provar el funcionament de SPDP en serveis d’un tipus específic i a 
la vegada provar l’enviament de missatges unicast a una xarxa ad hoc multisalt utilitzant de protocol 
d’enrutament SecOLSR. D’aquesta manera es podrà veure com funciona la retransmissió de 
missatges.  
Els requisits funcionals d’aquesta aplicació són els següents: 
- S’ha de poder crear un canal, donant-li un nom personalitzat 
- Ha de poder registrar-se en els serveis locals de la instància SPDP que hi ha al mòbil 
- Ha de poder buscar canals a la xarxa 
- Ha de poder entrar en un canal i autenticar-se per a enviar missatges 
- Ha de poder inserir missatges, tant locals com remots.  
 




4.7.1.1 Disseny OPSChat 
Aquests són els casos d’ús identificats per l’aplicació: 
 
Imatge 38: Casos d'ús OPSChat 
 
Cas d’ús: Buscar Servei 
Actors: Usuari 
Propòsit: L’usuari inicia l’acció de buscar servei, el qual és una petició que s’enviarà a SPDP i aquest 
farà la feina corresponent.  




Resum: Es buscarà tots els serveis de tipus “xat” a la xarxa. Després d’esperar el temps preconfigurat 
de SPDP, es llistaran tots els serveis obtinguts per a donar la possibilitat que l’usuari pugui entrar a un 
canal concret. 
 
Cas d’ús:  Crear canal 
Actors:  Usuari 
Propòsit: l’usuari posarà un nom per al canal, i acceptarà. El canal es crearà i a més es registrarà el 
servei del canal a SPDP  
Resum:  L’usuari entrarà en un formulari per a poder configurar els paràmetres del canal. Els 
paràmetres en aquesta primera versió de OPSChat seran únicament el nom del canal. En el moment 
d’acceptar el canal, aquest es crearà i a més enviarà una petició a SPDP per a que guardi el canal a la 
seva cache de serveis locals. La URI del canal serà de tipus xat juntament amb la ip del mòbil i un port 
aleatori prèviament no utilitzat. 
 
Cas d’ús:  Entrar canal 
Actors: Usuari 
Propòsit: Donada una llista de canals, l’usuari escollirà un i entrarà de tal manera que podrà enviar 
missatges i tots els altres usuaris els vegin 
Resum:  Després d’utilitzar el cas d’us Buscar Servei, donada la llista, l’usuari podrà clicar en una. 
S’enviaran tots els missatges necessaris per a poder autenticar-se i després l’usuari serà capaç 
d’enviar missatges a tots els altres usuaris. 




Cas d’ús: Enviar missatge  
Actors: Usuari i Sistema 
Propòsit: Construir un missatge i enviar-lo a la xarxa per als altres usuaris 
Resum: Aquest cas d’ús pot ser tant de l’usuari com del sistema. De L’usuari perquè un usuari 
escriurà un missatge i aquest s’inserirà al xat de l’usuari però també s’enviarà a la xarxa a la direcció 
del servidor. De sistema perquè el servidor haurà de retransmetre tots els missatges dels clients als 
altres clients per a que puguin tenir el xat actualitzat en tot moment. En cap cas es garanteix ordre 
temporal de missatges.  
 
Cas d’ús:  Inserir missatge 
Actors:  Usuari i sistema 
Propòsit: Poder inserir un missatge a la part visual del xat de l’usuari 
Resum: Aquest cas d’ús també el comparteixen usuari i sistema per el mateix motiu. Si és el 
responsable d’enviar el missatge, aquest cas d’ús l’executa l’usuari, en cas que sigui el servidor el que 
retransmet el missatge, l’actor és el sistema. 
 
4.7.1.2 Diagrama de classes 
S’ha volgut aplicar el patró MVC (Model Vista Controlador) per a implementar el xat. Per tant el 
model es dissenyarà sense tenir en compta com es mostrarà a l’usuari. En el proper punt s’explicarà 
el disseny de la vista. 




 El diagrama de classes estarà està separat en dues parts: El model per una banda, i la gestió 
d’enviament, recepció  i processament de comandes per una altra. 
Les comandes és el format en el qual es codifica els diferents missatges que pot enviar un usuari. En 
aquesta part es veurà que són dos, Comanda de login i Comanda de missatge. Es veurà en el 
RadioService que les comandes es van expandir en dues més.  
 
Imatge 39: Diagrama conceptual OPSChat 
Aquest diagrama correspon a la part de OPSChat encarregada de processar comandes que s’han 
d’enviar o s’han rebut. Les classes Thread són les encarregades d’anar gestionant el procés de les 
llistes de comandes i missatges que s’han rebut tant de l’usuari com de la xarxa. Tenen una classe 
protocol segons la classe Thread que estigui instanciada, i s’executa un tractament de comanda 
diferenciat segons sigui el ProtocolServer o el ProtocolClient.  
UDPManager s’encarrega d’enviar paquets de bytes o escoltar el port del canal.  




El següent diagrama correspon al model. Aquest model està composat únicament amb una classe 
chat que representa una sala d’un xat, la classe missatges i la classe usuari. Per tal de afegir aquests 
missatges que pertany a al classe xat a una interfície d’usuari s’ha utilitzat el patró observador. 
 
Imatge 40: Diagrama conceptual part visual OPSChat 
 
4.7.1.3 Diagrames de seqüència 
 
Imatge 41: Diagrama de seqüència crear canal 
Els següents diagrames de seqüència corresponen als casos d’ús d’entrar canal i crear canal. 




Quan es crea un canal a part d’instanciar totes les classes necessàries per a gestionar el seu 
funcionament s’ha de registrar el canal al protocol SPDP per a que altres nodes de la xarxa puguin 
trobar el canal 
 
Imatge 42: Diagrama de seqüència d'entrar canal 





Imatge 43: Diagrama de seqüència d'enviar comanda 
Quan arriba el moment, el ProtocolClient executa el mètode EnviarLlistaComandes() el qual 
transforma el mètode en un array de bytes i li envia al UDPManager, que s’encarregarà de crear la 
classe Writer que enviarà aquest array a la xarxa. 
Quan el Reader rep un paquet, aquest s’encua a una llista de paquets per processar. El procés de 
paquets consisteix en determinar quin tipus de comanda és el paquet rebut, i a partir d’aquí extreure 
les seves dades i tractar-les acord al tipus de comanda i si  qui les rep és client o servidor. 
El següent diagrama de seqüència correspon al procés de paquets de un node que és servidor. El de 
client és semblant però sense el tractament de les comandes per a reenviar-les.  
 





Imatge 44: Diagrama de seqüència rebre comanda 
 
4.7.1.4 Disseny de la interfície 
No és l’objectiu del projecte fe un disseny que compleixi les característiques que se suposen en una 
vista d’usuari com són usabilitat, accessiblitat, etc. Però s’ha intentat que si sigui fàcil d’usar per a no 
complicar les proves. 
En el disseny de la interfície s’ha de tenir en compte la mida de la pantalla de un terminal amb 
Android. Això vol dir que en una vista no es pot tenir gaire informació a la vegada. 




S’ha decidit que cada vista sigui una activitat diferent, o sigui, una vista serà per crear un canal, un 
altre vista serà per buscar canals, una altra vista serà d’una sala i la vista principal el qual es podrà 
escollir si crear o buscar canals.  
 
Imatge 45: OPSChat. Formulari creació de canal 
Totes les vistes excepte la de canal són trivials. La vista de crear canal serà un senzill formulari per a 
configurar els diferents paràmetres del xat. En aquesta aplicació solament s’utilitza el nom del canal, 
però en millores posteriors es podria afegir una opció per posar contrasenya, o màxim d’usuaris 
permesos, etc. 









Imatge 46: OPSChat. Llista de canals disponibles a la xarxa 
La vista de canal també serà una llista amb tots els missatges que s’han escrit. Però haurà d’haver-hi 
un mecanisme per a canviar de canal entre tot el conjunt de canals que hagi creat o entrat l’usuari. 
 
Imatge 47: OPSChat. Sala de xat 
Aquest canvi de canals es farà mitjançant un scroll horitzontal amb els dits a la vista de canal. 
D’aquesta manera es hi haurà una llista vertical de missatges  i una llista horitzontal de canals.  




Excepte les dos vistes anteriors que son trivials, o sigui, simplement és un arxiu xml utilitzant el 
component LinearLayout i dintre d’aquest posar ja sigui un camp de text per assignar el nom del 
canal, o afegint un ListView per crear la llista de canals. 
En canvi la vista de canal, encara que sigui força senzilla, la seva estructura interna és mes complexa. 
Es tracta d’un conjunt de arxius xml diferents. Via codi es van ajuntant tots un dintre de l’altre per 
aconseguir l’efecte desitjat: 
 
Imatge 48: Jerarquia de xml per construir una interfície de sala de xat 
 
4.7.2 RadioService 
Aquesta aplicació de suport és un servei de streaming d’àudio. El motiu de fer aquesta aplicació ha 
sigut per provar bàsicament la optimització de broadcast aplicada en aquest projecte, i que 
s’explicarà més endavant.  
Aquesta aplicació consistirà d’un socket multicast que enviarà una cançó amb missatges broadcast.  




Per tal de simplificar l’aplicació, s’ha decidit integrar el servei de streaming a l’aplicació de xat 
OPSChat. La idea és que el servei de stream s’iniciï des de l’usuari creador del canal i tots els clients 
es configurin de una determinada manera per a rebre la cançó en format mp3 i reproduir-la.  
Per tant els components d’aquesta aplicació seran: 
- Nova comanda i classes per a gestionar un nou streaming d’àudio des de el OPSChat 
- Servei Android que serà l’encarregat tant d’enviar la cançó via un socket multicast, com de 
rebre-la i reproduir-la.  
El servei d’Android RadioService s’encendrà de dues maneres diferents. La primera, quan l’usuari que 
sigui servidor d’un canal de xat vulgui començar a reproduir una cançó, i la segona quan es rebi una 
comanda de començament de streaming d’àudio.  
Els requisits a complir són els següents: 
- Un usuari que és servidor ha de poder començar a enviar una cançó des del canal que ha 
creat a OPSChat 
- Tots els usuaris clients rebran una notificació que es procedeix a enviar la cançó.  
- S’ha d’enviar tota la cançó via broadcast 
- La cançó que s’envia serà en format mp3. S’ha de descodificar per a reproduir àudio 
compatible per els components d’Android de reproducció multimèdia.  
- Quan ja no hi ha més trossos de cançó a enviar, el servidor ha d’avisar al client. 




4.7.2.1 Casos d’ús 
 
Imatge 49: Casos d'ús de RadioService 
Cas d’ús: Enviar cançó 
Actors: Usuari 
Propòsit: Construir la comanda amb la informació necessaria per a que els clients remots puguin 
reproduir la cançó 
Resum:  L’usuari tindrà una opció dintre d’un canal creat per a ell per a poder començar el streaming 
d’una cançó. A part de construir-se una comanda, també s’iniciarà el servei RadioService que serà 
l’encarregat d’enviar la cançó per la xarxa 
 
Cas d’ús: Rebre cançó 
Actors: Sistema 
Propòsit:  Escolta la xarxa per a rebre les parts de la canço que està enviant el servidor.  




Resum:  Escoltarà la xarxa en el moment que rebi la comanda de nova cançó, a més ha d’anar 
construint l’arxiu .mp3 de la cançó per a que el cas d’ús Reproduir cançó pugui executar-se 
correctament 
 
Cas d’ús: Reproduir cançó  
Actors: Sistema 
Propòsit:   A partir d’un arxiu mp3 ha d’anar descodificant-lo i reproduint-lo.  
Resum:  Aquest cas d’ús s’executarà a partir del moment que hi hagi suficient arxiu construït per a 
poder-se reproduir. Serà un arxiu mp3 el qual s’haurà de descodificar adequadament per a poder-lo 
reproduir en els components multimèdia d’Android. Aquest cas d’ús haurà de controlar quan s’acaba 
l’arxiu i si la cançó s’ha acabat o encara falten parts.  
  




4.7.2.2 Diagrama de classes 
El diagrama del projecte OPSChat també canvia ja que s’han afegit dues noves comandes i una classe 
per gestionar el streaming. 
 
Imatge 50: Diagrama de classes modificat de OPSChat 
Aquesta nova classe GestorStreaming s’encarregarà d’iniciar el servei RadioService a més de 
interpretar les dades de les comandes relacionades amb el streaming. Serà l’encarregada també de 
rebre missatges i enviar-ne del servei per conèixer quan comença una cançó, quan acaba, les 
propietats d’aquesta cançó com serien el ratio, la longitud, etc.   
Les dues comandes afegides, com el seu nom indiquen, serveixen o bé per a comunicar els clients 









4.7.2.3 Diagrames de seqüència 
 
Imatge 51: Diagrama de seqüència de començament de streaming 
El primer diagrama correspon al cas d’ús Enviar cançó. Com es pot veure, aquest cas d’ús comença 
en el OPSChat amb una acció de l’usuari. Aquest usuari ha de ser el servidor del canal el qual 
s’enviarà el streaming, o sigui, per a començar a enviar una cançó, primer l’usuari ha d’haver creat un 
canal. 
Quan començar a executar-se el servei RadioService, depenent del missatge que li enviï el 
GestorStreaming, es posarà en mode EnviarCanço, o RebreCanço. En aquest cas crear la classe 
UDPBroadcaster la qual s’encarrega d’obrir el fitxer i tot seguit d’anar-lo enviant a la xarxa omplint el 
buffer de la mida indicada en la classe.  





Imatge 52: Diagrama de seqüència de rebre streaming 
El següent cas d’ús, Rebre cançó es realitza de la següent manera: 
En aquest cas hi ha 2 punts a diferenciar. El moment de rebre la comanda, la qual es rep des de 
l’aplicació de xat. El tractament de la comanda simplement crea una instància de GestorStreaming la 
qual s’encarregarà de executar el servei i indicar-li que ha d’executar-se en mode Rebre cançó.  Al 
moment d’iniciar-se el servei, aquest crea les instàncies necessàries per a poder obrir un socket i 
rebre la informació.  




El segon punt és rebre la cançó. El servidor, passat un temps prudencial per a que tots els clients 
tinguin el servei iniciat, començar a enviar la cançó.  La classe FileReceiver s’encarrega de per a cada 
array de bytes rebut, guardar-lo en el fitxer creat que serà la cançó. Aquest fitxer auxiliar i temporal 
que es crearà servirà per al descodificador per a convertir el mp3 en àudio compatible per a Android.  
El tercer cas d’ús, Reproduir cançó té dues parts diferenciades. La primera s’encarrega d’anar omplint 
el buffer de bytes per a reproduir i la segona de buidar el buffer tot reproduint aquests bytes que té 
el buffer. 
De la primera part, se’n encarrega el thread WriteSamples, el qual amb la ajuda d’una llibreria 
anomenada Mpg123Decoder anirà obtenint un array de bytes de cada sample i el guardarà en el 
buffer. Sempre que el buffer estigui buit realitzarà aquesta acció. Quan el buffer s’empleni del tot el 
thread s’aturarà fins que s’hagin reproduït uns quants samples. 
La segona part se’n encarrega el Player. També serà un thread el qual sempre i quan hi hagi en el 
buffer més de 10 samples, aquest thread iterarà per tots els elements del buffer per anar-los 
reproduint. Sempre intentarà esperar que hi hagi com a mínim 10 elements per tal que no es notin 
talls en la reproducció de la cançó.  
 
4.7.3 PDPClient 
L’aplicació de PDPClient s’ha desenvolupat per a poder llistar tots els serveis de que disposa en la 
cache el servei de SPDP. 
És una aplicació amb dues funcionalitats. La primera serà una llista dels serveis locals i remots que té 
el mòbil, i la segona funcionalitat permetrà afegir serveis virtuals per a que es distribueixin a la xarxa. 




L’aplicació és molt senzilla, i va ser la primera que es va fer per conèixer les característiques del SDK 
d’Android i així poder aprendre i utilitzar aquest coneixement a les aplicacions més importants del 
projecte.  
Els requisits que ha de complir aquesta aplicació són: 
- Llista tots els serveis de la xarxa. Per això ha de fer una petició de tipus “all” a SPDP. 
- Afegir un servei ben format a SPDP. 
- Esborrar l’últim servei virtual afegit.  
 
4.7.3.1 Disseny PDPClient 
 
Imatge 53: Diagrama conceptual de PDPClient 
El model serà una cache on es guardaran tots els serveis obtinguts a través de SPDP. Cada servei està 
identificat per la seva URL. El tipus identifica per exemple si el servei és una impressora, o un xat: 
- “service:printer:lpr” 
- “service:xat:Barcelona” 
Aquest tipus va de més abstracte a més concret, i serveix per fer cerques més específiques. Però 
també existeix el tipus “all”.  




A partir d’aquesta llista de serveis, s’imprimirà tota en un component visual, el qual serà una taula 
amb dos columnes, la primera el tipus del servei i la segona la URL del servei. 
En aquest projecte donada la seva senzillesa no s’utilitzarà cap patró observador, si no que 
s’utilitzarà un thread especial que no és el thread principal, anomenat AsyncTask (capaç de modificar 
la GUI sense causar cap excepció de Java) per anar pintant la interfície sempre que l’usuari hagi fet 
una petició de cerca de serveis.  
Aquesta petició sempre serà de tots els serveis de la xarxa, o sigui, no es podrà especificar quin tipus 
de servei es vol.  
S’hauran d’afegir tres opcions seleccionables, una per buscar serveis, l’altre per esborrar-los i un 
formulari per afegir un nou servei.  
Les dues primeres opcions es posaran com a un menú seleccionable, tal que així: 
 
Imatge 54: Llista de serveis de la xarxa 
Com es pot veure en aquesta imatge, en la llista hi ha 3 serveis, dos canals de xat i un d’impressora.  
Per afegir un nou servei virtual es farà un formulari com aquest: 





Imatge 55: Formulari per a crear serveis virtuals 
  




5 Optimització dels missatges broadcast 
5.1 Explicació de la problemàtica 
 
Imatge 56: Diagrama missatges broadcast 
En un sistema tradicional de broadcast, quan un node rep un missatge aquest es reenvia sempre i 
quan no hagi estat reenviat prèviament.  En el gràfic anterior es mostren els reenviaments realitzats 
per una transmissió broadcast iniciada en el node A. Per simplicitat, no es mostren tots els missatges 
broadcast reenviats.  
En el diagrama es pot veure que aquest model de broadcast en una xarxa ad hoc genera molts 
missatges redundants amb la conseqüent pèrdua d'eficiència donat que el medi és compartit.  
Com s'ha explicat anteriorment, OLSR defineix un sistema de retransmissió dels seus missatges 
broadcast més eficient utilitzant el concepte de MPR. Aquesta funcionalitat pot ser estesa per tal de 
utilitzar-la en l'enviament de les trames broadcast d'altres aplicacions.  





Imatge 57: Diagrama de missatges broadcast optimitzats 
En el gràfic anterior es veuen tots els missatges broadcast que s'envien amb la millora d'utilització del 
sistema de MPRs d'OLSR. Es nota una millora substancial en el número de missatges retransmesos 
ara aplicable a totes les aplicacions que envien missatges broadcast.  
Per tal d'estendre la funcionalitat d'OLSR, OLSR capturarà els missatges broadcast que es volen 
enviar i els empaquetarà en un nou tipus de missatge. Aquest missatge, seguint l'especificació del 
RFC 3626 punt 3.4.1, al ser desconegut, no serà processat per OLSR però serà reenviat seguint el 
sistema de retransmissió eficient d'MPR.  
Quan un node rebi un missatge broadcast encapsulat en un missatge OLSR s'hauran de fer dos 
processos: 
- OLSR ha de retransmetre el missatge seguint el model de MPRs. 








5.2 Anàlisi i disseny de la optimització broadcast 
Per tant, per a dur a terme aquesta optimització s’han de capturar els paquets broadcast d’entrada i 
els paquets broadcast de sortida.  
Com que els paquets SecOLSR d’entrada poden contenir un paquet d’una aplicació, s’hauran de 
capturar tots aquells que siguin de SecOLSR, o sigui, que el port destí sigui el de SecOLSR. 
En els paquets de sortida, tots els paquets que siguin multicast seguin la definició de IP multicast de 
Java, seran capturats excepte aquells que siguin de SecOLSR. Per tant qualsevol aplicació haurà 
d’utilitzar, sempre que vulgui enviar via broadcast les direccions de Java multicast especificades a la 
seva documentació.  
Com s’ha explicat en el punt de netfilters, per a capturar paquets s’hauran de posar dos hooks, un 
d’entrada de paquets i l’altre de sortida.  
Tots aquests paquets capturats s’encuaran a una cua que està a espai d’usuari, per tant s’haurà de 
fer un altre programa que recuperarà els paquets encuats per els hooks, i enviar-los a SecOLSR per a 
que els encapsuli si són paquets de sortida, o que els desencapsuli si són paquets d’entrada.  
En Android, hi ha una restricció la qual cap aplicació que s’executi dintre de la màquina virtual 
d’Android pot obrir ports mes petits que 1024 per motius de seguretat. Això és un problema ja que 
per a recuperar els paquets encuats s’ha d’obrir un socket netlink entre espai de kernel i espai 
d’usuari. Aquest socket netlink utilitza un port més petit que 1024, i per tant el sistema operatiu 
mata l’aplicació per que creu que pot ser una aplicació maliciosa.  Per tant s’haurà d’obrir un socket 
intern entre el SecOLSR i l’aplicació que recupera els paquets a espai d’usuari. 
La conclusió d’això és que s’hauran de fer 3 aplicacions separades: 




- Fer un mòdul de Linux per posar 2 hooks i capturar els paquets desitjats 
- Fer una aplicació que recuperi els paquets que estan a la cua i els enviï a SecOLSR 
- Fer una aplicació utilitzant el NDK d’Android per a recuperar aquests paquets i llavors fer 
les accions necessàries.  
En els propers punts es separaran aquestes aplicacions en dos blocs. El primer bloc correspondrà al 
mòdul de Linux, i el segon bloc a les aplicacions d’espai d’usuari per a capturar els paquets.  
 
5.2.1 Anàlisi del mòdul Broadcastfilter 
El mòdul Linux Broadcastfilter serà l’encarregat de capturar els paquets.  
Haurà de posar dos hooks diferents, un per els paquets d’entrada i l’altre per els paquets de sortida.  
Un paquet d’entrada que s’ha de captura té la forma següent, suposant que l’aplicació que volia fer 
el broadcast era per exemple el SPDP: 
 





Imatge 58: Paquet amb missatge broadcast encapsulat 
Això vol dir que el mòdul haurà de fer un filtre de tots els paquets que passin per el hook d’entrada. 
Per tant haurà de mirar el port destí de la aplicació que es troba en la capçalera UDP.  
Si el port UDP és el de SecOLSR, llavors retorna el valor de NF_QUEUE, que vol dir que el paquet que 
s’està tractant s’encui a una cua d’usuari.  
D’aquesta manera, qualsevol paquet que provingui de SecOLSR serà capturat amb el conseqüent 
resultat de que paquets SecOLSR que no tenen encapsulament també es capturaran i per tant hauran 
de ser filtrats posteriorment.  
Per el que fa als paquets de sortida, s’han de capturar tots els que portin una IP multicast. Per a 
simplificar la implementació s’ha decidit que la única IP multicast vàlida en el context del projecte 
serà la IP 239.255.255.253.  Tot paquet que compleixi aquest requisit haurà de retornar en el hook 
un NF_QUEUE per tal d’encuar el paquet a la cua d’usuari.  




5.2.2 Anàlisi de Netfilter i modificacions a SecOLSR 
Netfilter serà l’aplicació que recuperarà els paquets encuats per Broadcastfilter.  Aquesta aplicació 
s’executarà a nivell de Linux, o sigui no necessitarà la màquina virtual. D’aquesta manera no hi haurà 
cap problema d’obrir un socket netlink entre el kernel i aquesta aplicació. 
Es programarà en C, i s’utilitzarà una llibreria anomenada libnetfilter_queue la qual ofereix una api 
per treballar amb paquets recuperats d’un hook de manera molt senzilla.  
Els requisits de Netfilter són els següents: 
- Recuperar els paquets encuats 
- Discernir de quin hook prové cada paquet 
- Afegir-lo a la llista de paquets per encapsular o a la llista de paquets per desencapsular-
los.  
- Envia per el socket que toqui cada un dels paquets capturats.  
- Modificar el payload del paquet (això és la capçalera IP, la UDP i les dades), per tal de que 
canvi el destí del paquet i s’enviï a l’aplicació corresponent del broadcast 
Per els paquets de sortida, o sigui aquells que són broadcast i s’han de encapsular el funcionament és 
el següent: Quan es capturi un paquet amb direcció destí broadcast, aquest es recuperarà amb el 
Netfilter i s’enviarà a SecOLSR. Llavors SecOLSR s’encarregarà d’encapsular-lo i enviar-lo a la xarxa via 
els seus propis mecanismes. 





Imatge 59: Missatge broadcast desencapsulat 
Per els paquets d’entrada el funcionament canvia. En el moment que Netfilter recuperi un paquet 
d’entrada, aquest serà enviat sense modificació a SecOLSR via socket. Tot seguit, SecOLSR retornarà 
el subpaquet que hi havia dintre del paquet rebut, si es que hi havia algun, via el mateix socket i 
aquest subpaquet serà utilitzat per modificar l’estructura original canviant-li el payload del paquet. 
Això vol dir, que si originalment el payload del paquet rebut tenia l’estructura de la imatge *58] ara el 
nou paquet tindrà l’estructura de la imatge [59]. Tot seguit es retornarà un NF_ACCEPT amb el 
payload del paquet original modificat. D’aquesta manera, els mecanismes del Linux per subministrar 
paquets a les aplicacions respectives canviaran el seu comportament enviant el paquet a l’aplicació 
que originalment l’havia de rebre en comptes de SecOLSR (Recordar que el paquet original que 
s’havia desencuat el seu destí era SecOLSR perquè estava encapsulat). 
En cas que el paquet d’entrada sigui un paquet SecOLSR normal, o sigui sense cap subpaquet 
encapsulat, SecOLSR retornarà 1 byte que voldrà dir que no hi havia res a desencapsular, per tant 
Netfilter l’únic que farà serà retornar un NF_ACCEPT per a que el paquet segueixi el seu curs natural i 
arribi a SecOLSR.  




Les modificacions de SecOLSR tenen l’objectiu de preparar la implementació original de SecOLSR per 
a poder rebre paquets per encapsular o per desencapsular. 
Utilitzant el NDK d’Android s’obriran dos sockets per a rebre els paquets que enviï Netfilter. A part, 
en el cas dels paquets d’entrada també haurà de retornar a Netfilter el payload desencapsulat per 
SecOLSR.  
Aquesta part del codi SecOLSR s’encarregarà d’obtenir els paquets i cridar els mètodes de SecOLSR 
necessaris. 
Per els paquets de sortida, quan SecOLSR el rebi l’encapsularà per afegir SecOLSR per sobre del 
paquet rebut i després s’encuarà a la llista de missatges SecOLSR a enviar. Posteriorment s’enviarà 
com si d’un missatge SecOLSR normal es tractés. 
Per els paquets d’entrada, SecOLSR comprovarà si és un missatge SecOLSR amb encapsulament o si 
és un missatge SecOLSR de protocol. En cas que tingui un paquet encapsulat el desencapsularà i 
retornarà aquest subpaquet a Netfilter. En cas contrari retornarà 1 byte a Netfilter per indicar-li que 
no hi havia res a enviar. 
 
5.2.3 Disseny del mòdul Broadcastfilter 
Coneixent tots els requisits i les eines que es disposa per posar  un hook el disseny és relativament 
senzill.  
El hook per capturar paquets d’entrada es posarà a la etapa NF_IP_PRE_ROUTING. Aquesta etapa és 
la primera en el procés que passa un paquet abans d’arribar a l’aplicació. Es pot posar el hook a la 




etapa NF_IP_LOCAL_IN, però és indiferent per als resultats obtinguts ja que no hi haurà un 
forwarding de paquets sense abans passar per SecOLSR. 
El hook per els paquets de sortida estarà en NF_IP_LOCAL_OUT. També es podria haver posat en la 
etapa prèvia. Però la decisió, seguint el símil anterior, es posar el hook en la primera etapa que entra 
un paquet.  
Tots els paquets que no interessi capturar s’haurà de retornar un NF_ACCEPT. Els que es vulguin 
capturar un NF_QUEUE:  
- Els paquets d’entrada a capturar han de tenir el port destí el del SecOLSR 
- Els paquets sortida a capturar han de tenir la IP broadcast 239.255.255.253 
 
5.2.4  Disseny Netfilter i modificacions SecOLSR 
En l’aplicació Netfilter s’haurà de fer una llista encadenada per a guardar els paquets capturats. Hi 
haurà dues llistes una per els paquets d’entrada i l’altre per els paquets de sortida.  
La llista encadenada tindrà la següent estructura: 
 
struct LlistaBuffer{ 
 unsigned char *buff; 
 int longitud; 
 int ID; 
 struct LlistaBuffer *next; 
} 




- *buff serà un punter que apuntarà on està guardat el paquet sencer, des de la capçalera 
IP fins el final. 
- Longitud indicarà la mida del paquet. 
- ID identifica el paquet capturat 
- *next apuntarà al següent paquet a enviar. 
Hi haurà dos punters, *inici i *final que apuntaran al inici de la llista i al final d’ella per a facilitar la 
inserció de nous paquets al final de la llista i enviar els paquets del inici de la llista. 
Cada nou paquet s’inserirà a la llista per a que el respectiu thread l’enviï per el socket a SecOLSR.  
Com la cua de paquets inclou tant els paquets d’entrada com els de sortida s’haurà d’identificar el 
hook del qual provenen. La llibreria libnetfilter_queue entre les moltes funcionalitats de que disposa, 
en té una per conèixer el hook.  Per tant, per a cada paquet es filtrarà en funció del hook que l’ha 
capturat i es posarà a una de les dues llistes. L’identificador de cada hook segueix el mateix patró que 
en el mòdul. Per els paquets de sortida el hook serà el NF_IP_LOCAL_OUT, i per els paquets 
d’entrada serà el NF_IP_PRE_ROUTING.  
El procés del thread que tracta els paquets de sortida és trivial. Cada cop que el thread pugui agafar 
el lock de la llista, enviarà a SecOLSR cada un dels paquets i els anirà eliminant de la llista. 





Imatge 60: Diagrama de seqüència de recuperació d'un missatge broadcast 
En canvi, el procés del thread que tracta els paquets d’entrada te dos etapes. Per a poder treballar 
amb la llista el thread ha de agafar el seu lock i després per a cada un dels paquets, l’enviarà a 
SecOLSR i esperarà una resposta. Si la mida d’aquesta resposta es superior a la mida mínima de la 
capçalera IP / UDP (28 bytes), llavors el thread considera que s’ha de modificar el payload del paquet 
per que hi havia un subpaquet en l’original i acceptar-lo per a que el sistema operatiu l’entregui a 
l’aplicació destí. En canvi si rep menys de 28 bytes de dades, simplement ignorarà aquesta 
informació, no modificarà el paquet i l’acceptarà per a que segueixi el seu curs natural.  
Pel que fa a les modificacions en SecOLSR s’implementarà una classe en C utilitzant la tecnologia JNI 
per a fer ús del NDK d’Android. Aquesta aplicació de SecOLSR anomenada PacketListener obrirà els 




dos sockets necessaris, un pel port 3333 i l’altre per el port 3334 per tal de recuperar els paquets que 
enviï Netfilter.  
Aquesta aplicació crearà dos threads,  on cada un tractarà un tipus de paquet, o els d’entrada o els 
de sortida.  
Pel que fa als paquets de sortida, el funcionament és trivial. Quan el thread responsable rebi un 
d’aquests paquets, cridarà el mètode envelop de SecOLSR que s’encarregarà de posar una capçalera 
SecOLSR al paquet rebut, i l’encuarà a la llista de paquets per enviar a la xarxa.  
En els paquets d’entrada, PacketListener haurà de cridar dos mètodes. El primer d’ells per recuperar 
el subpaquet si es que n’hi ha. El segon per recuperar la mida d’aquest paquet que estarà 
correctament actualitzada. Com es pot veure en el diagrama de seqüència anterior, en cas que no hi 
hagi subpaquet el mètode getSubPaquet retornarà un NULL, però PacketListener escriurà un byte per 
el socket per a indicar a Netfilter que no hi havia cap missatge encapsulat.  
  





6.1 Resultats obtinguts 
En el primer capítol s’anunciava que l’objectiu principal del projecte era poder interconnectar 
terminals mòbils en una xarxa ad hoc utilitzant els protocols SecOLSR per l’enrutament i SPDP per el 
descobriment de serveis.  
Aquest objectiu ha sigut complert satisfactòriament i fins i tot s’han ampliat els objectius ja que s’ha 
programat OLSR en Java de 0 i s’ha dissenyat una optimització broadcast per aprofitar la topologia de 
la xarxa que crea SecOLSR. 
D’aquest gran objectiu se’n derivaven dos vessants, una escriure un draft tècnic per enviar-lo al IETF 
especificant la implementació de seguretat realitzada per al protocol PDP i OLSR,  i l’altre fer la 
implementació de totes les aplicacions necessàries per interconnectar els terminals Android.  
En quan a la part de implementació s’han complert quasi tots els objectius marcats que eren: 
- Implementar un versió d'OLSR en Java per Android. 
- Adaptar codi PDP original per Android. 
- Dissenyar i implementar una capa de seguretat a OLSR. 
- Dissenyar i implementar una capa de seguretat a PDP. 
- Dissenyar i implementar 3 aplicacions de prova.  
- Dissenyar i implementar una modificació per millorar la eficiència en l’enviament de 
trames broadcast. 




- I finalment, interconnectar mòbils en una xarxa ad hoc amb la optimització broadcast i la 
seguretat dels protocols emprats.  
L’únic objectiu que no s’ha pogut complir ha sigut fer funcionar correctament l’aplicació de streaming 
d’àudio. El principal problema ha sigut la gran quantitat de paquets broadcast que arriba a perdre un 
terminal Android, com s’explicarà en el capítol de dificultats trobades.  
 
6.2 Dificultats trobades 
A priori en un terminal que utilitza de base una distribució de Linux no hauria de portar problemes 
inherents en el funcionament dels components de xarxa. Però Android avui dia encara és una 
plataforma molt jove, i això fa que no tot funcioni com hauria de funcionar.  
En la plataforma hi ha dos problemes principals que han afegit un nivell de dificultat extra al projecte. 
El primer problema és que per defecte el sistema operatiu no pot connectar-se en xarxes ad hoc. Hi 
ha arxius que es poden configurar a mà per canviar aquest comportament, però el sistema operatiu 
no està preparat per aquest tipus de xarxa, i això porta desconnexions imprevistes, reinicis del 
sistema operatiu, etc. 
 L’altre gran problema és el mal funcionament en la recepció de trames broadcast. És un error 
conegut per la comunitat però que encara no hi ha solució. En totes les distribucions d’Android que 
es van provar, quan s’enviava una trama multicast mai arribava als altres terminals. Solament s’ha 
trobat una versió, la cyanogen com s’explica en el respectiu capítol, el qual permet que el mòbil rebi 
trames broadcast. Però tot i així no funciona a la perfecció i si s’envia tot un seguit de trames, moltes 




es perden. Això ha sigut un problema insuperable per al funcionament de l’aplicació de streaming 
d’àudio.  
 
6.3 Possibles millores 
Les possibles millores que  es poden fer en el projecte són  moltes. En els objectius principals no es va 
afegir l’objectiu de programar pensant en l’eficiència de l’ús de les bateries i en l’augment de 
rendiment en segons quines zones crítiques dels protocols. El principal objectiu era interconnectar 
els terminals. Però sens dubte, un altre projecte es podria centrar en optimitzar totes les aplicacions. 
Seria un projecte tant extens com aquest, ja que per exemple es podria reescriure SecOLSR i SPDP en 
C/C++, per tal de poder executar els programes per sota de la màquina virtual. D’aquesta manera es 
podria fer més eficient el disseny de la optimització dels missatges broadcast, ja que es podrien 
eliminar els dos sockets interns per enviar els paquets recuperats de la cua. A més d’aquesta manera, 
augmentant l’eficiència dels protocols, augmentaria l’eficiència de les aplicacions que en fan ús d’ells, 
com per exemple l’aplicació de streaming d’àudio. Aquesta aplicació al ser extremadament 
dependent de l’eficiència de la targeta Wifi, es de vital importància que tots els programes que 
gestionen els paquets enviats i rebuts siguin molt eficients.  
Altres millores passen per ampliar les funcionats de la seguretat dels protocols. Un projecte molt 
interessant a fer seria dissenyar un model de confiança i de comportament en xarxes ad hoc. El 
primer pas ja està fet, que és afegir seguretat amb signatura digital. Llavors, amb aquest model es 
podria fer un control dels missatges que circulen per la xarxa per intentar detectar nodes maliciosos 




que intenten aprofitar-se de vulnerabilitats de la xarxa. Amb aquests models de confiança es podria 
prohibir l’entrada a la xarxa a certs nodes que no respectessin els protocols.  
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1.  Introduction 
 
   PDP is a protocol used for discovery services.  This protocol has 
   been specified and developed by Celeste Campo Vazquez [1], [2] 
 
   PDP uses both pull and push techniques to distribute services to the 
   whole ad hoc network.  The pull technique consists on asking for some 
   service first, then a node which has the desired service replies with 
   it.  The first message is through broadcasting, but the second 
   message is unicast.  The push technique makes all the nodes to send 
   all their services when they join the network.  They do not care 
   about who wants to use their services, they just send it to the whole 
   network.  PDP tries to mix both techniques: when a node wants a 
   service asks to the whole network for it.  The node which has the 
   desired service sends another broadcast message for the desired 
   service, and all the nodes of the network will save it into their 
   caches. 
 
   SPDP is just an extension of PDP but adding security features like 
   integrity or authentication.  It uses digital signatures to protect 
   the protocol. 
 
   As a key management system, SPDP uses Simple Ad Hoc Key Management 
   (SAKM) [3].  With SAKM IP will be assigned dynamically, and it will 
   be a binding between the public key and the ip of the node.  And all 
   of this without any kind of certification authorities. 
 
 
2.  Preliminary notes 
 
   It is important to have in mind that SPDP tries to protect the PDP 
   messages.Nevertheless, SPDP does not include a misbehavior detection 
   mechanism that will be able to notice when a node does not follow the 
   protocol rules. 
 
2.1.  Security features 
 
   Before to start how to implement security on PDP, it is required to 
   think what are the security needs and what problems just cannot be 
   solved.  The main thing that cannot be resolved is the existence of 
   some malicious node that do not respect the protocols (routing 
   protocols, discovery...).  They can do denial of service, report 
   errors when there are none, etc. 
 
   Integrity and authentication is easy to add.  About confidentiality, 
   the nodes are in a public ad hoc network, and everybody have to 
   understand all the PDP messages, so it does not make sense to add 




Condominas               Expires January 2, 2011                [Page 3] 




Internet-Draft              Secure PDP (SPDP)                  July 2010 
 
 
   course could be a nice security feature, but it seems not feasible as 
   in ad hoc network any node can do denial-of-service and it is not 
   easy to prevent. 
 
 
3.  Overview 
 
   PDP has not been standardized as neither RFC nor Draft but there is a 
   book [1] where the protocol specification can be found.  The reader 
   should refer to that book to understand how PDP works in detail since 
   this draft will give only a short overview. 
 
   PDP has 3 messages: PDPServiceRequest, PDPServiceReply and 
   PDPServiceDeregister.  When a node wants some specific service and it 
   does not care about who owns the service, it sends a 
   PDPServiceRequest and it will wait for the first service received. 
   Just one listener node will reply the service request.  This kind of 
   message will be identified as PDPServiceRequest 1:1. 
 
   Another process to claim for a services is when the node sends a 
   PDPServiceRequest asking for all the services of one specific type. 
   Then during a limited time, all the nodes, who have services with the 
   same type claimed, will send a PDPServiceReply containing all its 
   local and remote services that belongs to the specific type.  So the 
   node asking for the services will receive a bunch of PDPServiceReply 
   packets with a sort of services.  This kind of messages will be 
   identified as PDPServiceRequest 1:N. There is also a type of service 
   called "all" that is used to request all the services available in 
   the network. 
 
   In order to add security features to the PDP messages, the messages 
   will be modified to add digital signatures.  There will not be CA on 
   the network because it is an ad hoc network.  With SAKM each node 
   will derive its IP from its public key in a way that it grants the 
   statistically uniqueness of its IP address. 
 
   When a node saves a local service, it computes the digital signature 
   of the service and it saves the signature together with the service 
   information.  When this node sends a list of its services it includes 
   both remote or local services, and for each service there is a PDP 
   Security header with its security information.  When a node receives 
   a list of services it will save them on the remote cache without 
   verifying the security data of the received services because SPDP 
   uses delay verification.  The verification of the services will be 
   done before to deliver the service to the final user. 
 
   However, all the SPDP packets received will be verified at the 
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   digital signature and information to compute the validity of the 
   packet.  If some of those are not valid the node will drop them. 
 
 
4.  terminology 
 
   This memo uses the conventional meanings for the capitalized words 
   MUST, SHOULD and MAY.  It also uses terminology taken from PDP 
   Specification [1] and [2]. 
 
 
5.  Build a general SPDPMessage 
 
   Each SPDPMessage will be formed with a common SPDPHeader and a tail 
   with information about the services like type, description or number 
   of services included in the message 
 
   The whole packet except the list of services will be signed: 
   SPDPHeader, the number of services added in the SPDPMessage, the 
   description of the service and the description length. 
 
   The service is represented as SPDPServiceEntry.  Each 
   SPDPServiceEntry will have their own SPDPSecurityHeader, because a 
   node can send a SPDPServiceReply with a list of only remote services, 
   which each one will have signatures of other nodes. 
 
 
6.  SPDPSecurityHeader 
 
   Security header for SPDP Messages.  In SPDP the security header will 
   be added at the end of the PDP message 
 
   The structure of the Public Key and Signature fields can be seen on 
   [3] 
 
      0                   1                   2                   3 
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Sign method   |           High  XID           | Pad Length    | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                          Public Key                           \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                           Padding                             \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                          Signature                            \ 
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                                 Figure 1 
 
   Sign method The signature method used to compute the signature 
               according to the values specified in SAKM [3] 
 
   High XID    High field of XID for SPDPMessage. ( (High XID << 16) + 
               Low XID ) makes the real XID of each PDP Message 
 
   Pad Length  Specifies the length of the padding field in 32-bit 
               units.  If the padding length field is set to zero, there 
               will be no padding 
 
   Public key  The public key of the originator of the message.  This 
               field has variable length, but it MUST be 32-bits aligned 
 
   Padding     Random padding.  The size of this field is set in the 
               Padding Length field 
 
   Service ID  The Service Identification number field is used to secure 
               the PDPServiceDeregister.  It is 0 when the PDPSecurity 
               Header is added to PDP Header.  It is bigger than 0 when 
               the SPDPSecurityHeader is added to a service entry. 
 
   Signature   The signature of the all the fields in the PDP packet 
               that are before this field.  This field has variable 
               length, but it MUST be 32-bits aligned 
 
 
7.  SPDPHeader 
 
   Header of SPDP Messages.  This header is used on SPDP Service 
   messages 
 
      0                   1                   2                   3 
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Version       | Function-ID   |O|A| reserved  |     Length    | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Length continuation           |            Low  XID           | 
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   Version     Version of PDP Protocol.  In this case 10 
 
   Function-ID 
 
               Identifier of message type 
 
                           PDP Service Request - 1 
 
                           PDP Service Reply - 2 
 
                           PDP Service Deregister - 3 
 
   O           Overflow.  It activates when the message length is higher 
               than length of a UDP Datagram 
 
   A           Any. It is 1 when the request messages is 
               PDPServiceRequest 1:1.  In PDPServiceReply messages this 
               bit has to be 0 as well as in PDPServiceRequest when the 
               services searched is service:all 
 
   Length      Length of the whole PDP Message including the header, 3 
               bytes 
 
   Low XID     ( (High XID << 16) + Low XID ) makes the XID.  Unique 
               number for each petition of service.  The reply has the 
               same XID.  SPDPServiceDeregister sends the message with 
               XID 0 
 
 
8.  SPDPServiceEntry 
 
   This SPDP entry is used in PDP Cache as well as in PDPServiceRequest 
   and PDPServiceReply to add the services sent 
 
      0                   1                   2                   3 
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |N|           Reserved          |          Lifetime             | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Service Description Length    | Service Description           \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                        Security Header                        | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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   N           Flag NO-Caching.  It is used to indicate the service MUST 
               not be stored 
 
   Lifetime    Field to indicate how long the service will be online on 
               the network 
 
   Service Description Length 
 
               Length of the Service Description field 
 
   Service Description 
 
               The description of the service is an URL following the 
               format described in [5] 
 
   XID         Unique number for each petition of service.  The reply 
               has the same XID.  SPDPServiceDeregister sends the 
               message with XID 0 
 
   Security Header 
 
               SPDPSecurityHeader field.  It stores all the security 
               information about the SPDP Header 
 
 
9.  SPDPServiceRequest 
 
   The security fields will be added in the tail of the message.  The 
   only fields will not be signed will be each service entry, because 
   each one has its own Security Header 
 
      0                   1                   2                   3 
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |             SPDP Header (function = SPDPSrvRqst = 1)          | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Known  Service Entry Count     |   <Known Service Entry 1>    \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | ...            <Known Service Entry N>                        \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Length of <service-type>      |      <service-type> String    \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                        Security Header                        | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
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    SPDP Header  SPDP Header described before 
 
   Known  Service Entry Count 
 
               Number of services included on the SPDPServiceRequest 
 
   Known Service Entry 1..N 
 
               Service entry with service description (Type, URL) and 
               service security information 
 
   Length of <service-type> 
 
               Length of the service type string 
 
   <service-type> String 
 
               Service type string 
 
   Security Header 
 
               SPDPSecurityHeader field.  It stores all the security 
               information about the SPDP Message.  The whole message 
               except <Known Service Entry 1..N< is signed 
 
 
10.  SPDPServiceReply 
 
      0                   1                   2                   3 
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |             SPDP Header (function = SPDPSrvRpl = 2)           | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Known  Service Entry Count     |   <Service Entry 1>          \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | ...            <Service Entry N>                              \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                        Security Header                        | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
 
                                 Figure 5 
 
    SPDP Header 
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   Known  Service Entry Count 
 
               Number of services included on the SPDPServiceRequest 
 
   Known Service Entry 1..N 
 
               Service entry with service description (Type, URL) and 
               service security information 
 
   Security Header 
 
               SPDPSecurityHeader field.  It stores all the security 
               information about the SPDP Message.  The whole message 
               except <Known Service Entry 1..N< is signed 
 
 
11.  SPDPServiceDeregister 
 
      0                   1                   2                   3 
      0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |             SPDP Header (function = SPDPDeReg = 3)            | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | Known  Service Entry Count     |   <Service Entry 1>          \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     | ...            <Service Entry N>                              \ 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
     |                        Security Header                        | 
     +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
 
                                 Figure 6 
 
    SPDP Header  SPDP Header described before 
 
   Known  Service Entry Count 
 
               Number of services included on the SPDPServiceRequest 
 
   Known Service Entry 1..N 
 
               Service entry with service description (Type, URL) and 
               service security information 
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               SPDPSecurityHeader field.  It stores all the security 
               information about the SPDP Message.  The whole message 
               except <Known Service Entry 1..N< is signed 
 
 
12.  Extension of the XID 
 
   All the PDPMessage have an XID to identify their requests.  It is 
   possible to make an attack that consists on saving some packet sent 
   for other node and wait until the XID's overflow.  When the stolen 
   PDPMessage's XID is the next one, the malicious node could send this 
   packet impersonating that node. 
 
   The change proposed on this paper do not solve the problem but makes 
   the attack unaffordable, beacuse extending the XID from 2 bytes to 4 
   makes that some node has to send 2^32 petitions before a malicious 
   node could even send a stolen PDPMessage. 
 
   To improve this solution, all the nodes SHOULD be able to save their 
   current XID when rebooting or joining a new network 
 
 
13.  SPDPServiceDeregister with service property verification 
 
   When a node leaves the network it can send a SPDPServiceDeregister 
   with all its services.  Without any kind of verification, this node 
   would be able to send this message with any service, local or remote. 
 
   There is a service list in a SPDPServiceDeregister, each service is 
   represented as SPDPServiceEntry which has a SPDPSecurityHeader added 
   at the end of this Service Entry.  When a node receives this type of 
   SPDP Message, it will iterate for each service verifying both the 
   Service ID and the digital signature.  The service ID included to the 
   SPDPServiceDeregister MUST coincide with the ID of the stored service 
   and the signature MUST be valid to deregister the service, if not it 
   will just ignore this service. 
 
 
14.  Delayed verification of services 
 
   Services will be stored without verify its security information.  If 
   the node receives some PDP Service Request 1:1 or 1:N it will reply 
   with all its local or remote services without check the authenticity 
   of its remote services. 
 
   When the PDP receive a Find Service User-petition all the services 
   delivered by the PDP to the user will be verified.  If the 
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   delivered to the user. 
 
   When PDP verifies its remote services it keeps the result on the each 
   service entry, even if the service has failed the verification it 
   will be kept on the remote cache to avoid other replies with those 
   bad services. 
 
 
15.  Security Considerations 
 
   The goal of the protocol extension described here, is to achieve that 
   a node that plans to build an attack by not behaving according to the 
   protocol, will be only able to lie about information about itself. 
 
   However, this security features do not avoid possible denial-of- 
   service attacks. 
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