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Abstract-This paper presents a class of reliability optimization
problems with multiple-choice constraints. We assume that at least one
design alternative can be chosen as redundancy for each subsystem. A
2-phase solution method is presented for solving these problems. In phase
I, we decompose a problem into n subproblems. These subproblems can
be solved by dynamic programming, independently. That is, these sub-
problems can be solved by parallelism. In phase II, we solve a 0-1
multiple-choice knapsack problem which is generated from phase I. We
use a combinatorial tree which always satisfies the multiple-choice con-
straints. The 2-phase solution method is illustrated with a numerical ex-
ample.
1. INTRODUCTION
Problem MP
n
Maximize E fi(xi,, xi2, ..., Xi,i)i=1 (1)
subject to E gik(Xil, Xi2,,x*v )() bk, k = 1, 2, ..., Ki=1
E xij>1, i= 1,2,...,njE.11'
(2)
(3)
xj>O0, xijinteger, I (i(n, jE Ji, Ji = {I, ...,ei
General Notation
n
gi
xij
number of subsystems.
number of design alternatives in subsystem i.
number of redundant components of design alter-
native j in subsystem i.
amount of available resource of constraint i.
Assumptions
1. Thef,(xi1, xi2, ..., x10), for each i, satisfies the suffi-
cient condition of dynamic programming principle of op-
timality [1]. For example, fi(xi,, xi2, ..., xifi) can be ex-
pressed as a separable function.
2. The gik(xil, xi2, ..., x,f), for each i, is nondecreasing
in x,j for all j.
In general, the reliability of a multi-stage system can
be improved by adding "identical" components as redun-
dancy to each subsystem. However, in practice there are
some different components which can be chosen as design
alternatives in a subsystem. These problems can be con-
sidered as the class of nonlinear programming problems
with multiple-choice constraints. Some algorithms have
been presented for solving multiple-choice knapsack prob-
lems [2, 4, 6]. However, these algorithms can not be ap-
plied to the nonlinear case. Sasaki, Okada, Shingai [5] for-
mulated a reliability optimization problem as nonlinear
binary programming problem with multiple-choice con-
straints where only one design alternative can be im-
plemented for each subsystem. This paper presents a
generalized model that can be stated as the problem of
finding the optimum number of redundancies which max-
imize the system reliability subject to resource constraints,
or the minimization of the system cost subject to con-
straints while maintaining an acceptable level of reliability
[8]. We assume that at least one design alternative can be
chosen for each subsystem.
A class of reliability optimization problems with
multiple-choice constraints can be formulated as nonlinear
integer programming problems of the form:
Example I Maximize system reliability of a 3-stage series
system with redundant units in "parallel", (1-out-of-3:G
stage). In each stage, different types of components can be
used as design alternatives. It is mathematically for-
mulated as follows.
maximize: R, = I [I - 11 (1 - Rij)xAi=l j=l
3 3i
subject to: E E wi, . xij < WO,i=l j=l
3 fi
E E cij . Xij. Co
i=l j=l
ei
i=l
(4)
(5a)
(5b)
(i = 1, 2, 3)
xij > 0, xij integers, I < i < 3, 1 < i < f
Notation
xij number of the redundant components of design
alternative j in stage i.
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C cost of design alternative j in stage i.
w1j weight of design alternative j in stage i.
R i, F.. reliability, unreliability of design alternativej in
stage i.
C., W., cost, weight limitations.
The data are shown in table 1.
ej
xi . 0, xij integer, 1 < f,
TABLE 1
Data of Example 1
D .A ._
i Items 1 2 3
C 4 8 1 1
1 W 2 3 4
R 0.99 0.98 0.98
C 13 3 5
2 W 3 3 6
R 0.95 0.8 0.92
C 7 3
3 W 5 9
R 0.92 0.90
ei ~~3 3 2
C= cost, W= weight, R=
C, = 30
reliability, W,= 17,
g1kX51,X2 sf3ik "- Se)1 Xsj = 1, X j = 0
s0i
For each P,,, ij 1, 2, ..., n, we search for all lattice
points Xi"' which satisfy (7) and (8) denoted by set Si.
Compute
rt= f1(xil 1, Xi2 .---, 1)
Xitk = gik(Xi(,), Xi2), ..,X(t), k = 1, 2, ..., K.
The process of finding such points is achieved by a
dynamic programming approach with the concept of
dominating sequences [9].
Phase II
From (4) we obtain:
3 i
CnR, = E 1- F<-'jI
j =.
Let
f1(xil, Xi2,9 ...,.xif) = en I- i.II
1=1
We construct a 0-1 multiple choice knapsack problem
which is equivalent to problem MP as follows.
Maximize Rs = rit yit
i=1 t=1
subject to:
Fiij) and Z= R, F, Xtkyi,K, k,k 1, 2, ...,K
i=1 t=t
Maximizing fi(x1,, Xi2, .., xj) is equivalent to minimizing a
fi
separable function fn(F1jxJ).
2. SOLUTION PROCEDURE
We solve problem MP using a 2-phase algorithm. In
phase I, we decompose MP into n subproblems. We then
solve a 0-1 multiple choice knapsack problem in phase
rase I
Decompose MP into Pint,, Pm2,,, I Pmn,, as follows.
Problem Pm1,
or 1, = 1, , 2 ...,q.
i,= 1, if the Xi',' is adopted, otherwise yi = 0.
For convenience, we rewrite this problem as problem P,,..
Problem P,,
MaximizeZ = v xi
i=1 j=1
n qi
(6 ubject E Fa aijkXiy.bk, 1, 2, ...,9K(6) ~~i=t 1=1
(9)
subject to: gik(Xil, Xil, ..., xi.) (, bk i3,,
(7)
(8)
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qi
L, xij = 1, i= 1,29,...,nj=1
xij = Oor 1, 1 i( n, 1 < j qi
we bound this infeasible node and select another node for
(11) branching. Continue this procedure until the first feasible
solution is found. This feasible solution is an optimal solu-
tion for problem Pm*. Thus, an optimal solution of prob-
lem MP can be generated.
vij > v ij+1 for all i and j.
A branch and bound algorithm is proposed for solv-
ing this problem. We first construct a combinatorial tree
[7] that can be used to define all combinations of objects
formed from a set of objects. Such a tree can be expressed
as a binary tree denoted as Murphee tree [3] if two
pointers, the "First On Next" (FON) pointer and the
"Next On Same" (NOS) pointer, are introduced. Let node
N(j(1), j(2), ..., j(p)) in Murphee tree represent a partial
solutionxl,j(1l) = 1X2,J(2) = 1,..., = 1. At each cur-
rent partial solution N(j(1), j(2), ..., j(p)), the upper bound
of objective function B(j(1),J(2),).J(p),, the resource con-
sumption R (1l),J(2), , k - 1, 2, ..., K and the lower
bound of total resource consumption LR k)j(2.(p)) k
= 1, 2, ..., K are computed.
The upper bound of objective function is:
p n
B(j(I,J(2),,.,j(p)) = Vi,(i + E Vi,l.
i=p+l
This bound can be determined recursively from previous
bounds through the relationships:
n
B(I) = vi,1 (12)
B(j(1,,J(2),...J(p)+1, = B(j(1,,J(2,,..,J(p), + Vp,j(p,+l
B(j(l),j(2),,. ,j(p), l, = B(j(l),j(2),.1,j(p))
(k)
and k) aR(j(1,,j(2),.)2,j(p. , and LR(j(1),j(2),. ,j(p), are determined as
follows.
)k) '5
R(J(1)(2,.,j(p)) = E aij(i),k; k = 1,2, ... ,K (15)
(k) k
LR(j'1),j(2),,j(p)) = R(J(l),j(2),. .j(p))
n
+ E min{ai,j,k: I < j K q } (16)
i=p+1
A node N(/(1), j(2), ..., j(p)) is said to be an infeasible
node if there exists any k such that R (k(1)1(2).1(a)) > b, or(k5 jIJ2,..())>
LR(j(),J2), .1J(p)) > bk.
The search strategy in algorithm 1 is the best-first
search. That is, the node selected for next branching is the
end node whose upper bound of objective function is the
largest among all end nodes. At current node, we test and
see if this node is feasible. When an infeasible node occurs,
Algorithm 1
1. Establish the starting node.
1.1 Set B()l = vi,, p = 1, andj(1) = 1.
1.2 Let E be the current solution node.
Set E = N(j(1)) and B(j()l,l,) =B- ,.
1.3 Let I be a set that includes all the candidate
nodes for branching.
ql1-
SetI= U {N(j(1) + 1)}
B(j(1+ = Bj(l) + Vl,j(l)+l - vl,j(1)
j(l) = 1, 29... q,q - 1
2 . Test current solution for feasibility
2.1 For current solution E (Node E), compute:
(k)
R(j(1),j(2), j(p)) = aij(i),k, k = 1, 2, ..., K
If there exists any k such that:
R (k)1 .j(2 )) > bk, then go to step 4.
2.2 For current solution E, compute:
LR (j(1),j(2),.j(p) R(J(1),j(2),.,j(p)+l) +
n
E min{aij,kII1 j q}, k = 1,2, ...,Ki=p+ 1
If there exists any k such that:
LR(k)1,, .J(p)) > bk, then go to step 4.
3 . Test optimality and add new variable on E
3.1 If p = n, then the current solution E is an op-
timal solution and Stop.
3.2 E = N(j(1), j(2), ..., j(p), 1) and
B(j 1, ,j(2),...j(p, ,1, = B(j( 1,,j(2),__.j(p))
3.3 Ifj(p) < qp, then set I = I U {N(j(1), j(2), ....
j(p) + 1)} and compute B(j() ,j(2), .1,j(p)+l)
= B(j(I j(2)..,j.(p)) + Vp,j(p)+I- Vp,j(p).
3.4 Set p = p + 1 and go to step 2.
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4. Select next node for branching.
4.1 Set I = I U {N(j(1), j(2), ..., j(p) + 1)} and
compute B(j(l),J(2), j(p)+1) =-Bj l ),j2)_..j(p,
+ Vp,j(p)+l - VP,J(P)
4.2 If I = then there exists no feasible solution
and stop. Otherwise select a node N(j(l), j(2),
j(s)) with the largest value of
B(J(I).j(2) ..,j(s) i, from I.
4.3 Set I = I \ {N(j(l), j(2), ..., j(s))} and p = s.
Go to step 2.
A detailed example is given in the appendix to illustrate
this algorithm. The FORTRAN computer programs for
algorithm 1 are in a separately available Supplement [10].
3. A NUMERICAL EXAMPLE
We now solve example 1 using algorithm 1.
Phase I
Example 1 can be decomposed into three subproblems
as follows.
(SI)
Maximize: R., = (1 -(1 - 0.99)X11(I - 0.95)xl2(1 - 0. 92)x13)
subject to: 4x11 + 13x12 + 7x13 ( 22
2x,1 + 3x12 + 5x13 < 10
Xll + X12 + X13 > 1
Xll, X12, X13 > 0, integers.
(S2)
Maximize: RS2 = (1 -(1 - 0.98)X21(1 - 0.8)x22(1 - 0.90)x23)
subject to: 8x21 + 3x22 + 3x23 < 21
3x21 + 3x22 + 9X23 < 11
X21 + X22 + X23 > 1
x21, x22, x23 > 0, integers.
(S3)
Maximize: R,3 (1 -(1 - 0.98)x31(1 - 0.92)x32)
subject to: 11x31 + 5x32 23
4x3i + 6x32 4 12
X31 + X32 > 1
x31, x32 > 0, integers
We use the dynamic programming approach with the
concept of dominating sequences [9] to find all of feasible
points for S1, S2, S3.
All feasible points for S1, S2, S3 are summarized in
table 2. We now formulate a 0-1 multiple-choice knapsack
problem which is equivalent to the original problem (exam-
ple 1), by using data given in table 2.
Phase II
Consider the following problem.
(SO)
3 qi
Maximize: Z (fnri,)yi,
i=1 t=1
3 q
subject to: ailk yit < bk, k = 1, 2
i=1 t-1
4i
yi, = 1, i = 1,2,3
i=l
Yi, = 0 or 1, for all i, t.
Where b, = 30, b2 = 17 and ri,, ai,, are given in table 2.
Using algorithm 1, this problem can be solved; the solution
is:
[K11, Y12, Y13, Y14, Y15), (Y21, Y22, Y23, Y24, Y25, Y26, Y27, Y28, Y29),
(Y31, Y32, Y33, Y34, Y35)] = [(0, 0, 0, 1, 0),
(0, 0, 0, 0, 1, 0, 0, 0, 0), (1, 0, 0, 0, 0)]
TABLE 2
Subsystem 1 (SI) Subsystem 2 (S2) Subsystem 3 (S3)
j (Xll, X12, X13) rj3 a131 a1j2 (x21, X22, X23) r2J a2j1 a2j2 (X31, X32) r33 a3jI a3j2
1 (5, 0, 0) I 10-I0 20 10 (2, 1, 0) 0.99992 19 9 (1, 0) .98 11 4
2 (4, 0, 0) 1 10-8 16 8 (2, 0, 0) 0.9996 16 6 (2, 0) .9996 22 8
3 (3, 0, 0) 0.999999 12 6 (1, 2, 0) 0.9992 14 9 (0, 1) .92 5 6
4 (2, 0, 0) 0.9999 8 4 (1, 1, 0) 0.996 11 6 (1, 1) .9984 16 10
5 (1, 0, 0) 0.99 4 2 (0, 3, 0) 0.998 9 9 (0, 2) .9936 10 12
6 (1, 0, 0) 0.98 8 3
7 (0, 2, 0) 0.96 6 6
8 (0, 1, 0) 0.8 3 3
9 (0,0, 1) 0.9 3 9
q, = 5 q2 = 9 q3 = 5
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TABLE 3
Sequence Comment E Node Bounds RK LR, I Action
1. Step 1 initialize N(l) B111 = vl,1 + v2,1 + V3,1 = 18 {N(2),N(3)}
Step 2 test E for feasibility N(1) R, = 16 LR1 = 16 + 2 + 7 =25
R2=8 LR2=8+3+4=15
Step 3 branching N(l) N(1) B(,,1) =B(I) = 18 {N(2),N(3)}U {N(2)} E-N(1,1)
B(2, =B(I) + V1,2 - Vl= 16
2. Step 2 test E for feasibility N(1,1) B(1, =18 Ri=24 LR, =24+7=31* N(l,l) is infeasible
R2=1I LR2=11+4=15
Step 4 select next node for N(1,1) B(lIl) = 18 {N(2),N(3),N(l,2)} \ {N(2)} E-N(2)
branching B(l,2) =B.i1, + v2.2 - v21= 14
3. Step 2 test E for feasibility N(2) B(2, = 16 R, = 12 LRI = 12 + 2 + 7 = 21
R2=4 LR2=4+3+4=11
Step 3 branching N(2) N(2) B(2,1)=B(2)=-16 {N(3),N(1,2)} U {N(3)} E-N(2,1)
B(3, =B,2, + V1,3 - V1,2 = 15
4. Step 2 test E for feasibility N(2,1) B22,1 =16 R,=20 LR=20+7=27
R2=7 LR2=7+4= 11
Step 3 branching N(2,1) N(2,1) B,2,,, =B12.,1= 16 {N(3),N(1,2)}U{N(2,2)}. E-N(2,1,1)
B(2,2, -=B(2,i, + V2,2 V2,1= 12
5. Step 2 test E for feasibility N(2,J,J) B(2,,,1,= 16 R, =31* N(2,1,1) is infeasible
R2 =16
Step 4 select next node for N(2,1,1) B(2,l,l)= 16 {N(3),N(1,2),N(2,2),N(2,l,2)} E-N(3)
branching \ {N(3)}
B(2,1,2-=B(2,,i, + V3,2 V3, = 13
6. Step 2 test E for feasibility N(3) B(3, = 15 R-=7 LR? 7 + 2 + 7 = 16
R2=5 LR2=5+3+4= 12
Step 3 branching N(3) N(3) B(3,1)= 15 {N(1,2),N(2,2),N(2,l,2)} E-N(3,1)
7. Step 2 test E for feasibility N(3,1) B(3,1, = 15 R1 = 15 LR1 = 15 +7 =22
R2=7 LR2=7+4= 11
Step 3 branching N(3,1) N(3,1) B(3,l,1, =B(3,, -15 {N(1,2),N(2,2),N(2,l,2)} E-N(3,1,1)
U {N(3,2)}
B(3,2)=B(3.l) + V2,2 - V2, 11
8. Step 2 test E for feasibility N(3,1,1) B(3,l,1, = 15 R1 =27 (feasible) N(3,1,1) is an opti-
R2= 11 (feasible) mal solution and stop
z = - 0.0223047
Rs = e' = 0.9779422.
From table 3 we can transform this solution into the
solution of the original problem as follows.
[(X1,, X12, X13), (x21, x22, X23), (X31, X32)]
= [(2, 0, 0), (0, 3, 0), (1, 0)].
APPENDIX
Consider a multiple-choice knapsack problem as
follows.
Maximize: Z = 6x51 + 4x12 + 3x13 + 7x21 + 3X22 + X23
+ 5x31 + 2X32
subject to:
16x11 + 12X12 + 7x13 + 8x21 + 2x22 + 3x23 + 1 1X31
+ 7X32 ( 30
8x51 + 4X12 + 5x13 + 3x21 + 5x22 + 9X23 + 4X31
+ 5X32 4 17
Xll + x12 + X13 = 1
X21 + X22 + X23 = 1
X31 + X32 = 1
xij = 0 or 1, for all i, j
A combinatorial tree (CT) is shown in figure 1. A murphee
tree is shown in figure 2. Note that these trees always
satisfy the multiple-choice constraints. The two trees in
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figure 1 and figure 2 are isomorphic. Table 3 gives the
detailed calculations for this example. The tree traced is il-
lustrated in figure 3 and shaded nodes represent infeasible
solutions and values along the arrows represent bounds.
Optimal solution is
(xll, X12, X13, X21, x22, X23, X31, X32) = (0, 0, 1, 1, 0, 0, 1, 0)
and z = 15.
Fig. 1.
Fig. 2.
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