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Introduction
Order statistics are important in many branches of statistics and applied probability. For example, in reliability theory they arise in connection with the lifetime of a k-out-of-n system. It is then natural to study aspects of size and/or variability in the distributions of the order statistics X i:n , here defined in the ascending order by X 1:n ≤ X 2:n ≤ . . . ≤ X n:n . These may be investigated via functionals of the distributions, e.g. the moments, or globally using stochastic orders. Since life lengths are nonnegative by definition, the Lorenz variability order originating from economics is a natural tool for studying variability in a global sense. It is also known as the harmonic-newbetter-than-used-in-expectation (HNBUE) order in a reliability framework (Kochar, 1989) .
Following Arnold (1987) , let L denote the set of non-negative random variables with finite and positive first moment. For X ∈ L with c.d.f. F and quantile function F −1
For X 1 , X 2 ∈ L, the random variable X 1 is said to be more variable than X 2 in the Lorenz sense
Lorenz ordering of order statistics has been studied for various lifetime parent distributions, including the exponential, uniform, Pareto, and power function distributions. See Arnold and Villaseñor (1998) for a recent survey of the field as well as further references, and Wilfling (1996b) for additional results on the power function distribution. However, the only distribution for which a complete characterization of the Lorenz ordering among its order statistics is available is the exponential distribution (Arnold and Nagaraja, 1991) . This paper settles the problem for a second distribution by providing a necessary and sufficient condition for the Lorenz ordering of two log-logistic order statistics from random samples of possibly different sizes. The characterization is obtained by combining results from the statistics and econometrics literatures. Some results extend to generalized log-logistic distributions, including the Burr III and Burr XII distributions and related models.
Lorenz ordering of order statistics from a two-parameter log-logistic distribution
The c.d.f. of the two-parameter log-logistic distribution is given by
Here b is a scale and a is a shape parameter. If a random variable X follows a log-logistic distribution this is denoted as X ∼ LL(a, b). It is worth noting that the log-logistic distribution is one of the few distributions for which p.d.f., c.d.f. and quantile function are all available in simple closed form. Furthermore, its hazard rate allows for a variety of shapes, it can be monotonically decreasing as well as first increasing, then decreasing, an important aspect for modelling purposes.
Log-logistic order statistics have been studied by Ragab and Green (1984) , Ali and Khan (1987) , Malik (1987, 1988) and Al-Shboul and Khan (1989) . For a LL(a, b) parent distribution the p.d.f. of X i:n is given by (Arnold, 1983, Ragab and Green, 1984) . Arnold (1983, p. 60) observes that this is the density of a certain generalized Pareto distribution which he calls the Feller-Pareto distribution. The general
where all four parameters a, b, p, q are positive (Arnold, 1983 , includes an additional location parameter). The distribution is known under several other names: in econometrics it is called a generalized beta distribution of the second kind (McDonald, 1984) , hereafter: GB2, whereas in actuarial science the term transformed beta distribution is used (Venter, 1983) . In this paper, (1) is referred to as the density of a GB2 distribution. Note that LL(a, b) ≡ GB2(a, b, 1, 1), so that the GB2 distribution may be considered as a generalized log-logistic distribution. Thus, for a log-logistic parent distribution
The following Theorem provides a complete characterization of the Lorenz ordering among order statistics from two samples from the same log-logistic distribution.
, with a > 1, then the following are equivalent:
Proof: The assumption a > 1 assures the existence of the mean and therefore of the Lorenz curve. Since the Lorenz order is scale free the parameter b plays no role in Lorenz ordering results and may be set equal to one without loss of generality.
Sufficiency of the condition follows from Lorenz ordering results for the GB2 distribution, (Kleiber, 1999) . The necessary conditions for X 1 ≥ L X 2 are
see Wilfling (1996a) for a direct proof and Kleiber (2000) for a more general approach using regularly varying functions. A comparison of these conditions with (1) and (2) yields the result.
Theorem 1 says that a log-logistic order statistic with a smaller index coming from a smaller sample is more variable than a log-logistic order statistic with a larger index coming from a larger sample.
The log-logistic distribution is only the second distribution for which a complete characterization of Lorenz ordering among order statistics from two samples (from the same distribution) is available, the first being the exponential distribution which was studied by Arnold and Nagaraja (1991) .
Theorem 1 may be generalized to log-logistic distributions with a ≤ 1, in particular to the one-parameter log-logistic distribution with a = 1. In these cases certain order statistics cannot be considered because their mean -and consequently their Lorenz curve -does not exist. For a general GB2 distribution, E(X) < ∞ iff aq > 1, hence a(n−i+1) > 1 is the required condition in the present context. In particular, for the one-parameter (a = 1) log-logistic distribution only sample maxima must be excluded to assure n − i + 1 > 1, for the remaining order statistics the
It is interesting to look at some special cases of Theorem 1: For minima,
for maxima,
and for medians
hence all three statistics are decreasing in the Lorenz sense with increasing sample size. This may be contrasted with previously considered parent distributions: for the Pareto distribution with
it is known that maxima are increasing while minima are decreasing, whereas for the power function distribution with c.d.f.
the situation is reversed (Arnold and and Villaseñor, 1998) .
The results used in the proof of Theorem 1 also apply to the one-sample case, for which the following negative result is then immediate:
Corollary 2 Assume X ∼ LL(a, b) with a > 1. Then X i:n and X j:n are never comparable in the Lorenz sense.
This is in marked contrast to previous results for other families such as the uniform, Pareto, power function and exponential distributions. For these models, there always exists some pair X i:n , X j:n of order statistics that can be Lorenz ordered. The negative result in the present case may be explained by noting that the log-logistic density is regularly varying at both infinity and at the origin, a property that is inherited by the densities of its order statistics. Specifically, for X i:n , X j:n with i ≤ j the lower tail of the distribution of X i:n is heavier than the lower tail of the distribution of X j:n , whereas for the upper tail the situation is reversed. It is known that such constellations preclude Lorenz ordering, see Kleiber (2000) for further details.
Extensions
The results from the previous section may be generalized in several directions. First, for two samples from different log-logistic distributions the following result is available: 
Proof: Part (a) follows directly from (3) whereas part (b) is a consequence of (4).
In particular, for a 1 ≤ a 2 the maxima are ordered, specifically
and for the minima the analogous relation
is obtained. However, a complete characterization of the Lorenz order for order statistics from different log-logistic distributions is currently unavailable because condition (3) is only sufficient but not necessary.
A second extension is to more general distributions. The log-logistic distribution is a special case of both the Burr III and the Burr XII distributions which in turn are special cases of the GB2 distribution. The Burr III distribution possesses the c.d.f.
where a, b, p > 0, whereas the Burr XII distribution is given by
where a, b, q > 0. The log-logistic distribution is obtained for p = 1 and q = 1, respectively,
It is not difficult to see that for X ∼ Burr III (a, b, p) X n:n ∼ Burr III (a, b, np) and for X ∼ Burr XII (a, b, q)
The following corollary is therefore another direct consequence of Theorem 1:
In particular, for two samples from the same distribution
Smallest and largest order statistics are of special interest in reliability applications because they describe the lifetime of series and parallel systems, respectively. Unfortunately, apart from the maxima (minima) no other order statistic from a Burr III (Burr XII) distribution follows a GB2 distribution.
The preceding Corollary does however cover several special cases of the Burr III and Burr XII distributions: For example, the Lomax or Pareto (II) distribution is a Burr XII (1, b, q) distribution.
Also, a Burr XII distribution with a = q is known as a paralogistic distribution in actuarial science and a Burr III distribution with a = p is therefore also referred to as an inverse paralogistic distribution (Klugman, Panjer and Willmot, 1998) . Consequently, Lorenz ordering results for maxima or minima from such parent distributions follow directly from the more general results of Corollary 4. For brevity, details are omitted.
In view of (7) it would seem that Corollary 4 also yields Lorenz ordering results for the inverse (or inverted) Lomax distribution, a Burr III (1, b, p) distribution. However, for a Burr III distribution the condition for the existence of the first moment is a > 1, so that the Lorenz curve does not even exist for inverse Lomax maxima.
