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introduction
In Euclidean spaces the following rectifiability criterion is available, known as Marstrand-Mattila rectifiability
theorem. It was first proved by J. M. Marstrand in [27] for m = 2 and n = 3, later extended by P. Mattila to every
m ≤ n in [29] and eventually strengthened by D. Preiss in [33].
Theorem 1. Suppose φ is a Radon measure on Rn and let m ∈ {1, . . . , n− 1}. Then, the following are equivalent:
(i) φ is absolutely continuous with respect to the m-dimensional Hausdorff measure Hm and Rn can be covered φ-almost
all with countably many Lipschitz surfaces,
(ii) φ satisfies the following two conditions for φ-almost every x ∈ Rn:
(a) 0 < Θm∗ (φ, x) ≤ Θm,∗(φ, x) < ∞,
(b) Tanm(φ, x) ⊆ {λHmxV : λ > 0, V ∈ Gr(n, m)}.
The rectifiability of a measure, namely that (i) of Theorem 1 holds, is a global property and as such it is
usually very difficult to verify in applications. Rectifiability criteria serve the purpose of characterizing such global
property with local ones, that are usually conditions on the density and on the tangents of the measure. Most of the
more basic criteria impose condition (ii a) and the existence of an affine plane V(x), depending only on the point
x, on which at small scales the support of measure is squeezed on around x. The difference between these various
elementary criteria relies on how one defines “squeezed on”, for an example see Theorem 15.19 of [28]. However,
the existence of just one plane approximating the measure at small scales may be still too difficult to prove in
many applications and this is where Theorem 1 comes into play. The Marstrand-Mattila rectifiability criterion says
that even if we allow a priori the approximating plane to rotate at different scales, the density hypothesis (ii a)
guarantees a posteriori this cannot happen almost everywhere.
* Universitá di Pisa, Largo Bruno Pontecorvo, 5, Pisa, Italy
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2It is well known that if a Carnot group G has Hausdorff dimension Q, then it is (Q− 1)-purely unrectifiable in
the sense of Federer, see for instance Theorem 1.2 of [26]. Despite this geometric irregularity, in the fundamental
paper [17] B. Franchi, F. Serra Cassano and R. Serapioni introduced the new notion of C1G-rectifiability in Carnot
groups (see Definition B.1 in Appendix B). This definition allowed them to establish De Giorgi’s rectifiability
theorem for finite perimeter sets in the Heisenberg groups Hn:
Theorem 2 (Corollary 7.6, [17]). Suppose Ω ⊆ Hn is a finite perimeter set. Then its reduced boundary ∂∗HΩ is C1G-
rectifiable.
It is not hard to see that an open set with smooth boundary is of finite perimeter in Hn, but there are finite
perimeter sets in H1 whose boundary is a fractal from an Euclidean perspective, see for instance [22]. This means
that the Euclidean and C1G-rectifiability are not equivalent.
The main goal of this paper is to establish a 1-codimensional analogue of Theorem 1 in Carnot groups:
Theorem 3. Suppose φ is a Radon measure on G. The following are equivalent:
(i) φ is absolutely continuous with respect to the (Q− 1)-dimensional Hausdorff measure HQ−1 and φ-almost all G can
be covered by countably many C1G-surfaces,
(ii) φ satisfies the following two conditions for φ-almost every x ∈ G:
(a) 0 < ΘQ−1∗ (φ, x) ≤ ΘQ−1,∗(φ, x) < ∞,
(b) TanQ−1(φ, x) is contained in M, the family of the Haar measures of the 1-codimensional homogeneous subgroups
of G.
While the fact that (i) implies (ii) follows for instance from Lemma 3.4 and Corollary 3.6 of [20], the viceversa is
the subject of investigation of this work. Besides the already mentioned importance for the applications, Theorem
1 is also relevant because it establishes that C1G-rectifiability is characterized in the same way as the Euclidean
one, and this is the main motivation behind the definition of P-rectifiable measures, introduced in Definition 3.1.
Our main application of Theorem 3, is the proof of the first extension of Preiss’s rectifability theorem outside the
Euclidean spaces:
Theorem 4. Suppose φ is a Radon measure on the Heisenberg group Hn such that, for φ-almost every x ∈Hn, we have:
0 < Θ(φ, x) := lim
r→0
φ(B(x, r))
r2n+1
< ∞,
where B(x, r) are the metric balls relative to the Koranyi metric. Then φ is absolutely continuous with respect to H2n+1 and
Hn can be covered φ-almost all with countably many C1Hn -regular surfaces.
Finally, an easy adaptation of the arguments used to prove Theorem 3 also provides the following rectifiability
criterion for finite perimeter sets in arbitrary Carnot groups. Theorem 5 asserts that if the tangent measures to the
boundary of a finite perimeter set are sufficiently close to vertical hyperplanes, then the boundary can be covered
by countably many intrinsic Lipschitz graphs, see Definition B.2 in Appendix B.
Theorem 5. There exists an εG > 0 such that if Ω ⊆ G is a finite perimeter set for which:
lim sup
r→0
dx,r(|∂Ω|G,M) := lim sup
r→0
inf
ν∈M
W1(|∂Ω|GxB(x, r), νxB(x, r))
rQ
≤ εG,
for |∂Ω|G-almost every x ∈ G where W1 is the 1-Wasserstein distance, thenG can be covered |∂Ω|G-almost all with countably
many intrinsic Lipschitz graphs.
We present here a survey on the strategy of the proof of our main result. For the sake of discussion, let us put
ourselves in a simplified situation. Assume E is a compact subset of a Carnot group G = (Rn, ∗) such that:
(α) there exists an η1 ∈ N such that η−11 rQ−1 ≤ HQ−1(E ∩ B(x, r)) ≤ η1rQ−1 for any 0 < r < diam(E) and any
x ∈ E,
3(β) the functions x 7→ dx,r(HQ−1xE,M) converge uniformly to 0 on E as r goes to 0.
The cryptic condition (β) can be reformulated, thanks to Propositions 2.8 and 2.9 in the following more geometric
way. For any e > 0 there is a r(e) > 0 such that for HQ−1-almost any x ∈ E and 0 < ρ < r(e) there is a plane
V(x, ρ) ∈ Gr(Q− 1), depending on both the point x and the scale ρ, for which:
E ∩ B(x, ρ) ⊆ {y ∈ G : dist(y, x ∗V(x, ρ)) ≤ eρ}, (1)
B(y, eρ) ∩ E 6= ∅ for any y ∈ B(x, ρ/2) ∩ x ∗V(x, ρ). (2)
In Euclidean spaces if a Borel set E satisfies (1) and (2) it is said weakly linear approximable, see for instance Chapter
5 of [12]. The condition (1) says that at small scales E is squeezed on the plane x ∗ V(x, ρ), while (2) implies that
inside B(x, ρ) any point of x ∗V(x, ρ) is very close to E, see the picture below:
Figure 1: On the left we see that (1) implies that at the scale ρ the set E, in yellow, is contained in a narrow strip
of size eρ around x ∗ V(x, ρ). On the right we see that (2) implies that any ball centred on the plane
x ∗V(x, ρ) inside B(x, ρ/2) and of radius eρ must meet E.
The first step towards the proof of our main result is the following technical proposition that is a suitably
reformulated version of Theorem 1.14 of [10] and of Lemma 3.8 of [5]. Proposition 1 shows that if at some point x
the set E has also big projections on some plane W, i.e. (3) holds, then around x the set E is almost a W-intrinsic
Lipschitz surface.
Proposition 1. Let k > 10η21 and ω > 0. Suppose further that x ∈ E and ρ > 0 are such that:
(i) dx,kρ(HQ−1xE,M) ≤ ω,
(ii) there exists a plane W ∈ Gr(Q− 1) such that:
(ρ/k)Q−1 ≤ HQ−1xW(PW(B(x, ρ) ∩ E)), (3)
where PW is the splitting projection on W, see Definition 1.7.
If k is chosen suitably large and ω are suitably small, there exists an α = α(η1, k,ω) > 0 with the following property. For
any z ∈ E∩ B(x, ρ) and any y ∈ B(x, kρ/8)∩ E for which 10ωρ ≤ d(z, y) ≤ kρ/2, we have that y is contained in the cone
zCW(α), that is introduced in Definition 1.8.
We remark that thanks to our assumption (β) on E, hypothesis (i) of the above proposition is satisfied almost
everywhere on E whenever ρ < r˜(ω), where r˜(ω) is suitably small and depends only on ω. Let us explain some
of the ideas of the proof of Proposition 1. If the plane W is almost orthogonal to V(x, ρ), the element of Gr(Q− 1)
4for which (1) and (2) are satisfied by E at x at scale ρ, we would have that the projection of E on W would be too
small and in contradiction with (3), see Figure 2.
Figure 2: The weak linear approximability of E implies that E ∩ B(x, ρ) is contained inside Vωρ, an ωρ-
neighbourhood of the plane V(x, ρ). If V(x, ρ) and W are almost orthogonal, i.e. the scalar product
of their normals is very small, it can be shown that that the projection PW on W of Vωρ ∩ B(x, ρ) has
HQ−1-measure approximately (ωρ)Q−1.
It is possible to push the argument and prove that if the constants k and ω are chosen suitably, the planes V(x, ρ)
and W must be at a very small angle, and in particular inside B(x, ρ) the plane x ∗ V(x, ρ) must be very close to
x ∗W. So close in fact that E ∩ B(x, ρ) is contained in a 2ωρ-neighbourhood W2ωρ of W. Thanks to the fact that
z, y ∈ W2ωρ that is a consequence of (1) and the fact that W and V(x, ρ) are at a small angle, it is possible to show
that dist(y, zW) ≤ 4ωρ and since by assumption on y, z we have d(z, y) > 10ωρ, we infer that dist(y, zW) ≤ 5d(y, z)
and in particular y ∈ zCW(2/5).
The second step towards the proof of the main result is to show that at any point x of E and for any ρ > 0
sufficiently small there is a plane Wx,ρ ∈ Gr(Q− 1) on which E has big projectons.
Theorem 6. There is a η2 ∈ N, such that for HQ−1-almost every x ∈ E and ρ > 0 sufficiently small there is a plane
Wx,ρ ∈ Gr(Q− 1) for which:
HQ−1(PWx,ρ(E ∩ B(x, ρ))) ≥ η−12 ρQ−1. (4)
We now briefly explain the ideas behind the proof of Theorem 6, that are borrowed from Chapter 2, §2.1 and
§2.2 of [10]. Fix two parameters η3 ∈N and ω > 0 such that ω < 1/ηQ(Q+1)3 and for which:
B+ := B(δ10η−13
(v), η−13 ) ⊆{y ∈ B(0, 1) : 〈y, v〉 > ω},
B− := B+ ∗ δ20η−13 (v
−1) ⊆{y ∈ B(0, 1) : 〈y, v〉 < −ω},
where δλ are the intrinsic dilations introduced in (5) and v ∈ V1 has unitary Euclidean norm. Thanks to condition
(1), for any 0 < ρ < r(ω) we have that:
E ∩ B(x, ρ) ⊆ {y ∈ B(x, ρ) : dist(y, x ∗V(x, ρ)) ≤ ωρ},
and in particular thanks to the assumptions on η3 and ω we infer that E ∩ xδρB+ = ∅ = E ∩ xδρB−. Let Wx,ρ :=
V(x, ρ) and for any z ∈ xδρB+ we define the curve:
γz(t) := zδ20η−13 t
(n(Wx,ρ)−1),
5as t varies in [0, 1] and where n(Wx,ρ) is the unit Euclidean normal to Wx,ρ. The curve γz must intersect Wx,ρ at the
point PWx,ρ(z) since γz(1) ∈ xδρB− and as a consequence we have the inclusion γz([0, 1]) ⊆ P−1Wx,ρ(PWx,ρ(z)). Since
conditions (1) and (2) heuristically say that E almost coincides with the plane x ∗Wx,ρ inside B(x, ρ) and it has very
few holes, most of the curves γz should intersect the set E too.
More precisely, we prove that if some γz does not intersect E, there is a small ball Uz centred at some q ∈ E such
that γz ∩Uz 6= ∅. It is clear that defined the set:
F := E ∪ ⋃
z∈xδr B+ , γz∩E=∅
Uz,
we have PWx,r (xδrB+) ⊆ PWx,r (F). So, intuitively speaking adding these balls Uz allows us to close the holes of E.
An easy computation proves that HQ−1(PWx,r (xδrB+)) ≥ rQ−1/ηQ−13 and thus in order to be able to conclude the
proof of (4) we should have some control over the size of the projection of the balls Uz. This control is achievable
thanks to (2), see Proposition 2.20 and Theorem 2.21, and in particular we have:
HQ−1
(
PWx,r
( ⋃
z∈xδr B+
γz∩E=∅
Uz
))
≤ ωrQ−1.
This implies that E satisfies the big projection properties, i.e. (4) holds with η2 := 2ηQ−13 . This part of the argument
is rather delicate and technical, for the details we refer to the proof of Theorem 2.21.
The third step towards the proof of Theorem 3 is achieved in Subsection 2.4, where we prove the following:
Theorem 7. There exists a intrinsic Lipschitz graph Γ such that HQ−1(E ∩ Γ) > 0.
The strategy we employ to prove the above theorem is the following. We know that at HQ−1-almost every
point of x ∈ E there exists a plane Wx,r such that HQ−1(PWx,r (E ∩ B(x, r))) ≥ η−12 rQ−1. For any x for which the
previous inequality holds, we let B the points y ∈ B(x, r) for which there is a scale s ∈ (0, r) for which Wy,s
is almost orthogonal to Wx,r. Choosing the angle between Wy,s and Wx,r sufficiently big it is possible to prove
that the projection of B on Wx,r is smaller than η−12 r
Q−1/2. This follows from the intuitive idea that if y ∈ B,
the set E ∩ B(y, s) is contained in a narrow strip that is orthogonal to Wx,r and thus its projection on Wx,r has
very small HQ−1-measure. On the other hand, Proposition 1.8 tells us that SQ−1xV(PWx,r (E ∩ B(x, r) \B)) ≤
2c(V)SQ−1(E∩ B(x, r) \B), and this allows us to infer that there are many points z ∈ B(x, r)∩ E for which Wz,s is
contained in a (potentially large) fixed cone with axis Wx,r for any 0 < s < r. This uniformity on the scales allows
us to infer thanks to Proposition 1 that E ∩ B(x, r) \B is an intrinsic Lipschitz graph.
We are reduced to see how we can improve the regularity of the surfaces Γi covering E from intrinsic Lipschitz
to C1G. Since the blowups of HQ−1xE are almost everywhere flat, the locality of the tangents, i.e. Proposition 1.12,
implies that the blowups of the measures HQ−1xΓi are flat as well, where we recall that a measure is said flat if
it is the Haar measure of a 1-codimensional homogeneous subgroup of G. Furthermore, since intrinsic Lipschitz
graphs can be extended to boundaries of sets of finite perimeter, see Theorem B.1, they have an associated normal
vector field ni. Therefore, forHQ−1-almost every x ∈ Γi the elements of TanQ−1(HQ−1xΓi, x) are also the perimeter
measures of sets with constant horizontal normal ni(x), see Propositions B.8, B.9, and B.10. The above argument
shows that on the one hand TanQ−1(HQ−1xΓi, x) are flat measures and on the other if seen as boundary of finite
perimeter sets, they must have constant horizontal normal coinciding with ni(x) almost everywhere. Therefore, for
HQ−1-almost every x ∈ E∩ Γi the set TanQ−1(HQ−1xΓi, x) must be contained in the family of Haar measures of the
1-codimensional subgroup orthogonal to ni(x). The fact that E ∩ Γi is covered with countably many C1G-surfaces
follows by means of the rigidity of the tangents discussed above and a Whitney-type theorem, that is obtained in
Appendix B with an adaptation of the arguments of [14].
structure of the paper
In Section 1 we recall some well known facts about Carnot groups and Radon measures. Section 2 is divided in
four parts. The main results of Subsection 2.1 are Propositions 2.8 and 2.9, that allow us to interpret the flatness
6of tangents in a more geometric way. Subsection 2.2 is devoted to the proof of Proposition 2.10, that is roughly
Theorem 6. Subsection 2.3 is the technical core of this work and the main result proved in it is Theorem 2.21,
that codifies the fact that the flatness of tangents implies big projections on planes. Finally, in Subsection 2.4 we
put together the results of the previous three subsections to prove Theorem 2.24 that asserts that for any Radon
measure satisfying the hypothesis of Theorem 3, there is an intrinsic Lipschitz graph of positive φ-measure. In
Section 3 we prove Theorem 3.1 that is the main result of the paper and its consequences. In Appendix A we
construct the dyadic cubes that are needed in Section 2 and in Appendix B we recall some well known facts about
finite perimeter sets in Carnot groups and intrinsic Lipschitz graphs whose surface measures has flat tangents.
notation
We add below a list of frequently used notations, together with the page of their first appearance:
|·| Euclidean norm, 6
‖·‖ smooth box norm, 8
〈·, ·〉 scalar product in the Euclidean spaces, 8
Vi layers of the stratification of the Lie algebra of G, 7
ni dimension of the i-th layer of the Lie algebra of G, 7
pii(·) projections of Rn onto Vi, 8
hi the topological dimension of the vector space V1 ⊕ . . .⊕Vi, 7
Q homogeneous dimension of the group G, 8
Qi coefficients of the coordinate representation of the group operation 8
τx left translation by x, 8
δλ intrinsic dilations, 8
Ui(x, r) open Euclidean ball in Vi of radius r > 0 and centre x, 7
B(x, r) open ball of radius r > 0 and centre x, 8
B(x, r) closed ball of radius r > 0 and centre x, 8
Tx,rφ dilated of a factor r > 0 of the measure φ at the point x ∈Hn, 15
Tanm(φ, x) set of m-dimensional tangent measures to the measure φ at x, 15
⇀ weak convergence of measures, 14
Gr(m) the m-dimensional Grassmanian, 8
M(m) the set of the Haar measures of the elements of Gr(m), 9
n(V) the normal of the plane V ∈ Gr(Q− 1), 8
N(V) the 1-dimensional homogeneous subgroup generated by n(V) 8
piN(V) the orthogonal projection of V1 onto V := V ∩V1 where V ∈ Gr(Q− 1), 8
piV the orthogonal projection of V1 onto N(V), 8
PV splitting projection on the plane V ∈ Gr(Q− 1), 10
PN(V) splitting projection on the 1-dimensional subgroup N(V), 10
CV(α) cone of amplitude α with axis V, 10
Λ(α) upper bound on |pi1(w)|/‖w‖ for any x ∈ CV(α), 11
Lip+1 (K) non-negative 1-Lipschitz functions with support contained in the compact set K. 14
Sα α-dimensional spherical Hausdorff measure relative to the metric ‖·‖, 9
Cα α-dimensional centred spherical Hausdorff measure relative to the metric ‖·‖, 9
Hkeu Euclidean k-dimensional Hausdorff measure, 9
Θm∗ (φ, x) m-dimensional lower density of the measure φ at x, 14
Θm,∗(φ, x) m-dimensional upper density of the measure φ at x, 14
c(Q) centre of the cube Q 24
α(Q) measure of the distance of the cube Q from the planes V ∈ Gr(Q− 1) 24
dx,r(·,M) distance of the Radon measure φ inside the ball B(x, r) from flat measures, 19
dH(·, ·) Hausdorff distance of sets 44
∆ dyadic cubes, 23
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Since cubes are used extensively throughout the paper we introduce some nomenclature for the relationships of
two cubes. For any couple of dyadic cubes Q1, Q2 ∈ ∆:
(i) if Q1 ⊆ Q2, then Q2 is said to be an ancestor of Q1 and Q2 a sub-cube of Q2,
(ii) if Q2 is the smallest cube for which Q1 ( Q2, then Q2 is said to be the parent of Q1 and Q1 the child of Q2.
1 preliminaries
In this preliminary section we recall some well known facts on Carnot groups, Radon measures and their
blowups.
1.1 Carnot groups
In this subsection we briefly introduce some notations on Carnot groups that we will extensively use throughout
the paper. For a detailed account on Carnot groups and sub-Riemannian geometry we refer to [35].
A Carnot group G of step s is a connected and simply connected Lie group whose Lie algebra g admits a
stratification g = V1 ⊕ V2 ⊕ · · · ⊕ Vs. The stratification has the further property that the entire Lie algebra g is
generated by its first layer V1, the so called horizontal layer. We denote by n the topological dimension of g, by nj
the dimension of Vj and by hj the number ∑
j
i=1 ni.
Furthermore, we define by pii : G → Vi the projection maps on the i-th strata and let Ui(a, r) be the Euclidean
ball of radius r and centre a inside the i-th layer Vi.
The exponential map exp : g → G is a global diffeomorphism from g to G. Hence, if we choose a basis
{X1, . . . , Xn} of g, any p ∈ G can be written in a unique way as p = exp(p1X1 + · · ·+ pnXn). This means that we
can identify p ∈ G with the n-tuple (p1, . . . , pn) ∈ Rn and the group G itself with Rn endowed with ∗, the group
operation determined by the Cambell-Hausdorff formula. From now on, we will always assume that G = (Rn, ∗)
and as a consequence, that the exponential map exp acts as the identity.
The stratificaton of g carries with it a natural family of dilations δλ : g→ g, that are Lie algebra automorphisms
of g and are defined by:
δλ(v1, . . . , vs) = (λv1,λ2v2, . . . ,λsvs), (5)
where vi ∈ Vi. The stratification of the Lie algebra g naturally induces a stratification on each of its Lie sub-algebras
h, that is:
h = V1 ∩ h⊕ . . .⊕Vs ∩ h. (6)
Since the exponential map acts as the idenity, the Lie algebra automorphisms δλ are also group automorphisms of
G.
Definition 1.1 (Homogeneous subgroups). A subgroup V of G is said to be homogeneous if it is a Lie subgroup of
G that is invariant under the dilations δλ.
Thanks to Lie’s theorem and the fact that exp acts as the identity map, homogeneous Lie subgroups of G are
in bijective correspondence through exp with the Lie sub-algebras of g that are invariant under the dilations δλ.
Therefore, homogeneous subgroups in G are identified with the Lie sub-algebras of g (that in particular are vector
sub-spaces of Rn) that are invariant under the intrinsic dilations δλ.
For any nilpotent, Lie algebra h with stratification W1 ⊕ . . .⊕Ws, we define its homogeneous dimension as:
dimhom(h) :=
s
∑
i=1
i · dim(Wi).
Thanks to (6) we infer that, if h is a Lie sub-algebra of g, we have dimhom(h) := ∑
s
i=1 i · dim(h ∩ Vi). It is a
classical fact that the Hausdorff dimension (for a definition of Hausdorff dimension see for instance Definition
4.8 in [28]) of a nilpotent, connected and simply connected Lie group coincides with the homogeneous dimension
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dimhom(h) of its Lie algebra. Therefore, the above discussion implies that if h is a vector space of Rn which is also
an α-dimesional homogeneuous subgroup of G, we have:
α =
s
∑
i=1
i · dim(h∩Vi) = dimhom(h). (7)
Definition 1.2. Let Q := dimhom(g) and for any m ∈ {1, . . . ,Q− 1} we define the m-dimensional Grassmanian of
G, denoted by Gr(m), as the family of all homogeneous subgroups V of G of Hausdorff dimension m.
Thanks to (7), we infer that the elements of Gr(Q− 1) are such that:
dim(V ∩V1) = n1 − 1 and dim(V ∩Vi) = dim(Vi) for any i = 2, . . . , s. (8)
Furthermore, by (8), we immediately deduce that there exists a n(V) ∈ V1 such that:
V = V ⊕V2 ⊕ . . .⊕Vs,
where V := {w ∈ V1 : 〈n(V), w〉 = 0}. In the following we will denote with N(V) the 1-dimensional homogeneous
subgroup generated by the horizontal vector n(V). The above discussion implies that the elements of Gr(Q− 1)
are hyperplanes in Rn whose normal lies in V1. It is not hard to see that this the viceversa holds too and that the
elements of Gr(Q− 1) are normal subgroups of G.
For any p ∈ G, we define the left translation τp : G→ G as:
q 7→ τpq := p ∗ q.
As already remarked above, the group operation ∗ is determined by the Campbell-Hausdorff formula, and it has
the form:
p ∗ q = p + q +Q(p, q) for all p, q ∈ Rn,
where Q = (Q1, . . . ,Qs) : Rn ×Rn → V1 ⊕ . . .⊕Vs, and the Qis have the following properties. For any i = 1, . . . s
and any p, q ∈ G we have:
(i) Qi(δλp, δλq) = λiQi(p, q),
(ii) Qi(p, q) = −Qi(−q,−p),
(iii) Q1 = 0 and Qi(p, q) = Qi(p1, . . . , pi−1, q1, . . . , qi−1).
Thus, we can represent the product ∗ as:
p ∗ q = (p1 + q1, p2 + q2 +Q2(p1, q1), . . . , ps + qs +Qs(p1, . . . , ps−1, q1, . . . , qs−1)). (9)
Definition 1.3. A metric d : G×G→ R is said to be homogeneous and left invariant if for any x, y ∈ G we have:
(i) d(δλx, δλy) = λd(x, y) for any λ > 0,
(ii) d(τzx, τzy) = d(x, y) for any z ∈ G.
Throughout the paper we will always endow, if not otherwise stated, the group G with the following homoge-
neous and left invariant metric:
Definition 1.4. For any g ∈ G, we let:
‖g‖ := max{e1|g1|, e2|g2|1/2, . . . , es|gs|1/s},
where e1 = 1 and e2, . . . es are suitably small parameters depending only on the group G. For the proof that
‖·‖ is a left invariant, homogeneous norm on G for a suitable choice of e2, . . . , es, we refer to Section 5 of [16].
Furthermore, we define:
d(x, y) := ‖x−1 ∗ y‖,
and let B(x, r) := {z ∈ G : d(x, z) < r} be the metric ball of the distance d centred at x at radius r > 0.
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Remark 1.1. Fix an othonormal basis E := {e1, . . . , en} of Rn such that:
ej ∈ Vi, whenever hi ≤ j < hi+1. (10)
From the definition of the metric, it immediately follows that B(0, r) is contained in the box:
BoxE (0, r) :=
{
p ∈ Rn : for any i = 1, . . . , s whenever |〈p, ej〉| ≤ ri/ei for any hi ≤ j < hj+1
}
.
Definition 1.5. Let A ⊆Hn be a Borel set. For any 0 ≤ α ≤ 2n + 2 and δ > 0, define:
C αδ (A) := inf
{
∞
∑
j=1
rαj : A ⊆
∞⋃
j=1
Brj(xj), rj ≤ δ and xj ∈ A
}
,
S αδ (A) := inf
{
∞
∑
j=1
rαj : A ⊆
∞⋃
j=1
Brj(xj), rj ≤ δ
}
,
and S αδ,E(∅) := 0 =: C
α
δ (∅). Eventually, we let:
Cα(A) := sup
B⊆A
sup
δ>0
C αδ (B) centred spherical Hausdorff measure,
Sα(A) := sup
δ>0
S αδ (A) spherical Hausdorff measure.
Both Cα and Sα are Borel regular measures, see [34] and Section 2.2 of [13] respectively.
In the following definition, we introduce a family of measures that will be of great relevance throughout the
paper.
Definition 1.6. For any m ∈ {1, . . . ,Q− 1} we define the family of m-dimensional flat measures M(m) as:
M(m) := {λSmxV : for some λ > 0 and V ∈ Gr(m)}. (11)
In order to simplify notation in the following we let M :=M(Q− 1).
The following proposition gives a representation of flat measures, that will come in handy later on:
Proposition 1.1. For any V ∈ Gr(Q− 1) we have:
SQ−1xV = β−1Hn−1eu xV,
where β := Hn−1eu (B(0, 1) ∩V) and β does not dopend on V.
Proof. Let E := {z ∈ G : 〈z1, n(V)〉 < 0} and let ∂E be the perimeter measure of E, see Definition B. Thanks to
identity (2.8) in [2], it can be proved that:
∂E = n(V)Hn−1eu xV.
On the other hand, since the reduced boundary ∂∗E = V of E is a C1G-surface (see Definition B.1), thanks to
Theorem 4.1 of [25] we conclude that:
β(‖·‖, n(V))SQ−1xV = |∂E|G = Hn−1eu xV,
where β(‖·‖, n(V)) := maxz∈B(0,1)Hn−1eu (B(z, 1) ∩ V). Furthermore since B(0, 1) is convex, Theorem 5.2 of [25]
implies that:
β(‖·‖, n(V)) = Hn−1eu (B(0, 1) ∩V).
Finally note that the right hand side of the above identity does not depend on V since B(0, 1) is invariant under
rotations of the first layer V1.
Proposition 1.1 has the following useful consequence:
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Proposition 1.2. A function ϕ : G → R is said to be radially symmetric if there is a profile function g : [0,∞) → R such
that ϕ(x) = g(‖x‖). For any V ∈ Gr(Q− 1) and any radially symmetric, positive function ϕ we have:
ˆ
ϕdSQ−1xV = 1Q− 1
ˆ
sQ−2g(s)ds.
Proof. It suffices to prove the proposition for positive simple functions, since the general result follows by Beppo
Levi’s convergence theorem. Thus, let ϕ(z) := ∑Ni=1 aiχB(0,ri)(z) and note that for any V ∈ Gr(Q− 1) we have:
ˆ
ϕ(z)dSQ−1xV =
N
∑
i=1
aiSQ−1xV(B(0, ri)) = β−1
N
∑
i=1
aiHn−1eu xV(B(0, ri)) = β−1Hn−1eu xV(B(0, 1))
N
∑
i=1
airQ−1i
=
1
Q− 1
N
∑
i=1
ai
ˆ ri
0
sQ−2ds = 1Q− 1
ˆ N
∑
i=1
aisQ−2χ[0,ri ](s)ds =
1
Q− 1
ˆ
sQ−2g(s)ds.
1.2 Cones and splitting projections
For any V ∈ Gr(Q− 1), the group G can be written as as semi-direct product of V and N(V), i.e.:
G = V oN(V). (12)
In this section we specialize some of the results on projections of Section 2.2 of [14] to the case in which splitting
of G is given by (12).
Definition 1.7 (Splitting projections). For any g ∈ G, there are two unique elements PV g ∈ V and PN(V)g ∈ N(V)
such that:
g = PV g ∗ PN(V)g.
The following proposition is a particular case of Proposition 2.2.16 of [14].
Proposition 1.3. For any V ∈ Gr(Q− 1), we let:
A2g2 :=g2 −Q2
(
piV g1,pin(V)g1
)
,
Aigi :=gi −Qi
(
piV g1, A2g2, . . . , Ai−1gi−1,pin(V)g1, 0, . . . , 0
)
for any i = 3, . . . , s,
where pin(V)g1 := 〈g1, n(V)〉n(V) and piV g1 = g1 − pin(V)g1. With these definitions, the projections PV and PN(V) can be
represented as:
PV g =
(
piV g1, A2g2, . . . , Asgs
)
, and PN(V)g =
(
pin(V)g1, 0, . . . , 0
)
.
For any x, y ∈ G the above representations and the fact that V ∈ Gr(Q− 1) is normal imply:
(i) PV(x ∗ y) = x ∗ PVy ∗ PN(V)x−1,
(ii) PN(V)(x ∗ y) = PN(V)(x) ∗ PN(V)(y) = PN(V)(x) + PN(V)(y).
The splitting projections allows us to give the following intrinsic notion of cone.
Definition 1.8. For any α > 0 and V ∈ Gr(Q− 1), we define the cone CV(α) as:
CV(α) := {w ∈ G : ‖PN(V)(w)‖ ≤ α‖PV(w)‖}.
The following result is very useful, since one of the major difficulties when dealing with geometric problems in
Carnot groups is that d(x, y) ≈ |x− y|1/s if x and y are not suitably chosen. However, Proposition 1.4 shows that
if y 6∈ xCV(α), then d(x, y) is bi-Lipschitz equivalent to the Euclidean distance |x− y|.
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Proposition 1.4. Suppose x, y ∈ G are such that x−1y 6∈ CV(α) for some α > 0 and V ∈ Gr(Q− 1). Then, there is a
decreasing function Λ(α) for which:
d(x, y) ≤ Λ(α)|pi1(x−1y)|.
Proof. For the sake of notation, we define v := x−1y and claim that:
|vi| ≤ Λi|v1|i, for any i = 2, . . . , s, (13)
for some constant Λi depending only on α and i. Since v 6∈ CV(α), we have:
ei|Aivi|1/i ≤ α−1|〈v1, n(V)〉|, for any i = 1, . . . , s. (14)
We prove (13) by induction. If i = 2 thanks to the omogeneity of Q2(·, ·) we have:
|Q2
(
piV v1,pin(W)v1
)| =|v1|2|Q2(δ|v1|−1(piW v1), δ|v1|−1(pin(W)v1))|
=|v1|2
∣∣∣Q2(piW v1|v1| , pin(W)v1|v1|
)∣∣∣ ≤ |v1|2 sup
a1,b1∈U1(0,1)
Q(a1, b1) =: λ2|v1|2.
(15)
Putting together (13) and (14) together we have:
e22(|v2| − λ2|v1|2) ≤ e22|v2 −Q2
(
piW v1,pin(W)v1
)| = e22|A2v2| ≤ α−2|〈v1, n(V)〉| ≤ α−2|v1|2.
Therefore for i = 2, inequality (13) holds with the choice Λ2(α) := λ2 + (1/αe2)2. Suppose now that for any
i = 2, . . . , k inequality (13) holds with constants Λi. Then, thanks to the homogeneity of Qk+1, we have:
|Qk+1
(
piW v1,A2v2, . . . , Akvk,pin(W)v1, 0, . . . , 0
)|
=|v1|k+1|Qk+1
(
δ|v1|−1(piW v1), δ|v1|−1(A2v2), . . . , δ|v1|−1(Akvk), δ|v1|−1(pin(W)v1), 0, . . . , 0
)|
≤|v1|k+1 sup
a1,b1∈U1(0,1)
ai∈Ui(0,Λi), i=2,...,k.
|Qi(a1, . . . , ak, b1, 0, . . . , 0)| =: λk+1|v1|k+1.
(16)
The bounds (14) and (16), imply:
ek+1k+1(|vk+1| − λk+1|v1|k+1) ≤ ek+1k+1(|vk+1| − |Qk+1
(
piW v1, A2v2, . . . , Akvk,pin(W)v1, 0, . . . , 0
)|)
= ek+1k+1|Ak+1vk+1| ≤ α−(k+1)|v1|k+1,
and defined Λk(α) := λk + (1/αek+1)k+1, inequality (13) is proved. Finally we infer that:
d(x, y) = max{|v1|, e2|v2|1/2, . . . , ek+1|vs|1/s} ≤
s
∑
i=1
Λi(α)1/i|v1| =: Λ(α)|v1| = Λ(α)|pi1(x−1y)|.
The fact that Λ(α) is a decreasing function, is easily seen from the fact that the Λi(α)s are decreasing.
The following proposition allows us to exactly estimate the distance of a point g ∈ G from a plane V ∈ Gr(Q− 1)
and gives a bound on the Lipschitz constant of PV at the origin.
Proposition 1.5. For any V ∈ Gr(Q− 1) and any g ∈ G, there is a constant C1 > 0 depending only on G such that:
(i) dist(PN(V)g, V) = |pin(V)g1| and in particular dist(g, V) = |pin(V)g1|,
(ii) ‖PV(g)‖ ≤ C1‖g‖.
Proof. For any v ∈ V and g ∈ G, thanks to Proposition 1.3 and identity (9), we deduce that:
PN(V)(g)
−1 ∗ v = (− pin(V)g1 + v1, v2 +Q2(− pin(V)g1, v1), . . . , vs +Qs(− pin(V)g1, 0, . . . , 0, v1 . . . , vs)).
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Since 〈v1, n(V)〉 = 0, in order to minimize ‖PN(V)(g)−1 ∗ v‖ as v varies in V, we choose:
v∗1 :=0,
v∗2 :=−Q2
(− pin(V)g1, 0),
v∗3 :=−Q3
(− pin(V)g1, 0, 0, v∗2),
...
v∗s :=−Qs
(− pin(V)g1, 0, . . . , 0, 0, v∗1 , . . . , v∗s−1).
(17)
Let us prove that v∗ is an element of V and that it is of minimal distance for PN(V)(g) on V. In order to do so, note
that any point of the form (w, v2, . . . , vs) as w ∈ V and vi ∈ Vi belongs to V. Furthermore, let w∗ := (w, v∗2 , . . . , v∗s )
and note that thanks to the properties of the Qis we have:
PN(V)(g)
−1 ∗ w∗ = (−pin(V)g1 + w, 0, . . . , 0).
Thanks to this, we infer:
inf
v∈V
‖PN(V)(g)−1 ∗ v‖ ≥ inf
w∈V
|−pin(V)g1 + w| = inf
w∈V
√
|pin(V)g1|2 + |w|2 = |pin(V)g1|, (18)
where the last identity is satisfied for w = 0. On the other hand, the choice of v∗ implies that:
dist(PN(V)g, V) ≥ |pin(V)g1| = ‖PN(V)g−1 ∗ v∗‖,
and this proves the first identity of (i). The second part follows since:
dist(g, V) = inf
v∈V
d(g, v) = inf
v∈V
d(PV g ∗ PN(V)g, v) = infv∈V d(PN(V)g, PV g
−1 ∗ v) = dist(PN(V)g, V),
where the last identity comes from the fact that the translation by PV g−1 is surjective on V.
We proceed with the proof of part (ii), estimating the norm of each component of PV(g). By definition of piV
and pin(V) we have:
|pin(V)(g1)| ≤ |g1| ≤ ‖g‖ and |piV (g1)| ≤ |g1| ≤ ‖g‖.
In order to estimate the norm of pi2(PV g), . . . ,pis(PV g) we proceed by induction and make use of their representa-
tions yielded by Proposition 1.3. The base case is the estimate of pi2(PV g):
|pi2(PV g)| = |A2g2| ≤ |g2|+ |Q2
(
piV g1,pin(V)g1
)| ≤ ‖g‖2(e−12 + ∣∣∣Q2(piV g1‖g‖ , pin(V)g1‖g‖ )∣∣∣) ≤ (e−12 + λ2)‖g‖2,
where λ2 is the constant introduced in (15). Suppose now that for any i = 2, . . . , k, we have |pii(PV g)| ≤ (e−1i +
λi)‖g‖i. Then:
|pik+1(PV g)| =|Ak+1gk+1| ≤ |gk+1|+ |Qk(piV g1, A2g2, . . . , Akgkpin(V)g1, 0, . . . , 0)|
≤‖g‖k+1
(
e−1k+1 +
∣∣∣Qk(piV g1‖g‖ , A2g2‖g‖2 , . . . , Akgk‖g‖k , pin(V)g1‖g‖ , 0, . . . , 0)
∣∣∣) ≤ (e−1k+1 + λk+1)‖g‖k+1,
where λk+1 is the constant introduced in (16). Thanks to the definition of ‖·‖, we deduce that:
‖PV g‖ ≤
s
∑
i=1
ei(e
−1
i + λi)
1/i‖g‖ =: C1‖g‖,
which concludes the proof of the proposition.
The following proposition is the analogue of Proposition 2.2.11 of [14], where M := V and H := N(V).
Proposition 1.6. For any V ∈ Gr(Q− 1) and any g ∈ G, defined C2 := (C1 + 1)−1 we have:
C2(‖PN(V)g‖+ ‖PV g‖) ≤ ‖g‖ ≤ ‖PN(V)g‖+ ‖PV g‖. (19)
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Proof. The right hand side of (19) follows directly from the triangular inequality. Furthermore, thanks to Proposi-
tion 1.5(ii) we deduce that ‖PN(V)(g)‖ = |pin(V)(g1)| ≤ ‖g‖ and ‖PN(V)g‖+ ‖PV g‖ ≤ (C1 + 1)‖g‖.
The following proposition allows us to estimate the distance of parallel planes. It will be used multiple times in
Section 2.
Proposition 1.7. Let x, y ∈ G and V ∈ Gr(Q− 1). Defined:
dist(xV, yV) := max
{
sup
v∈V
dist(xv, yV), sup
v∈V
dist(yv, xV)
}
,
we have:
(i) dist(xV, yV) = dist(x, yV) = dist(y, xV) = |pin(V)(pi1(x−1y))|,
(ii) dist(u, xV) ≤ dist(u, yV) + dist(xV, yV), for any u ∈ G.
Proof. For any v ∈ V we have:
dist(xv, yV) = inf
w∈V
dist(xv, yw) = inf
w∈V
d(x, y(y−1xv−1x−1y)w) = inf
w∈V
d(x, yw) = dist(x, yV),
where the second last identity comes from the fact that v∗ := y−1xv−1x−1y ∈ V and the transitivity of the
translation by v∗ on V. Therefore, we have supv∈V dist(xv, yV) = d(x, yV) and thus:
dist(xV, yV) =max
{
dist(x, yV), dist(y, xV)
}
= max{|pin(V)(pi1(y−1x))|, |pin(V)(pi1(x−1y))|}
=|pin(V)(pi1(x−1y))| = dist(x, yV) = dist(y, xV),
where the second last identity comes from Proposition 1.5 and the last one from the arbitrariness of x and y. In
order to prove (ii), let w∗ be the element of V for which dist(u, yV) = d(u, yw∗) and note that:
dist(u, xV) = inf
v∈V
d(u, xv) ≤ d(u, yw∗) + inf
v∈V
d(yw∗, xv) = dist(u, yV) + inf
v∈V
d(yw∗, xv)
=dist(u, yV) + d(xw∗, yV) ≤ dist(u, yV) + dist(xV, yV).
The following proposition is a direct consequence of Proposition 2.2.19 of [14]. The bound (20) is obtained with
the same argument used by V. Chousionis, K. Fässler and T. Orponen to prove Lemma 3.6 of [5].
Proposition 1.8. For any V ∈ Gr(Q− 1) there is a constant 1 ≤ c(V) ≤ SQ−1(B(0, C1) ∩V) =: C3C3 such that for any
p ∈ G and any r > 0 we have:
SQ−1xV(PV(B(p, r))) = c(V)rQ−1.
Furthermore, for any Borel set A ⊆ G for which SQ−1(A) < ∞, we have:
SQ−1xV(PV(A)) ≤ 2c(V)SQ−1(A). (20)
Proof. The existence of such c(V) is yielded by Proposition 2.2.19 of [14]. Furthermore Propositions 1.1, 1.5 and
the fact that B(0, 1) ∩V ⊆ PV(B(0, 1)) for any V ∈ Gr(Q− 1), imply that:
1 = β−1Hn−1eu (B(0, 1) ∩V) = SQ−1xV(B(0, 1) ∩V) ≤ SQ−1xV
(
PV(B(0, 1))
)
= c(V),
and:
SQ−1xV(PV(B(0, 1))) ≤ SQ−1(B(0, C1) ∩V) = C3,
where the constant C3 does not depend on V thanks to Proposition 1.1 and since the ball B(0, C1) is invariant under
rotations of V1. Suppose {B(xi, ri)}i∈N is a countable covering of A with balls for which ∑i∈N rQ−1i ≤ 2SQ−1(A).
Then:
SQ−1(PV(A)) ≤ SQ−1
(
PV
( ⋃
i∈N
B(xi, ri)
))
≤ c(V) ∑
i∈N
rQ−1i ≤ 2c(V)SQ−1(A).
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1.3 Densities and tangents of Radon measures
In this subsection we briefly recall some facts and notations about Radon measures on Carnot groups and their
blowups.
Definition 1.9. If φ is a Radon measure on G, we define:
Θm∗ (φ, x) := lim infr→0
φ(B(x, r))
rm
and Θm,∗(φ, x) := lim sup
r→0
φ(B(x, r))
rm
,
and say that Θm∗ (φ, x) and Θm,∗(φ, x) are respectively the lower and upper m-density of φ at the point x ∈ G.
Definition 1.10 (weak convergence of measures). A sequence of Radon measures {µi}i∈N is said to be weakly
converging in the sense of measures to some Radon measure ν, if for any continuous functions with compact
support f ∈ Cc, we have: ˆ
f dµi →
ˆ
f dν.
Throughout the paper, we denote such convergence with µi ⇀ ν.
Definition 1.11. For any couple of Radon measures φ and ψ and any compact set K ⊆ G we let:
FK(φ,ψ) := sup
{∣∣∣ ˆ f dφ− ˆ f dψ∣∣∣ : f ∈ Lip+1 (K)}. (21)
Furthermore, if K = B(x, r) we shorten the notation to Fx,r(φ,ψ) := FB(x,r)(φ,ψ).
The next lemma is an elementary consequence of the fact that φ is a Radon measure. We omit the proof.
Lemma 1.9. There are at most countably many radii R > 0 for which φ(∂B(0, R)) > 0.
The following proposition allows us to characterise the weak convergence of measures by means of the functional
FK.
Proposition 1.10. Assume that {µi}i∈N are Radon measures such that lim supi→∞ µi(B(0, R)) < ∞ for every R > 0 and
let µ be a Radon measure on G. The following are equivalent:
(i) µi ⇀ µ,
(ii) limi→∞ FK(µi, µ) = 0 for any compact set K ⊆ G.
Proof. As a first step, we prove that (i) implies (ii). If (i) holds, for any non-negative Lipschitz function f with
compact support we have:
lim
i→∞
ˆ
f dµi =
ˆ
f dµ.
Fix a compact subset K of G contained in B(0, R) for some R > 0. It is immediate to see that Lip+1 (K) is a compact
metric space when endowed with the supremum distance ‖·‖∞ and thus it is totally bounded. Therefore, for
any e > 0, there is a finite set S ⊆ Lip+1 (K) such that whenever f ∈ Lip+1 (K), we can find a g ∈ S such that
‖ f − g‖∞ < e. This implies that:∣∣∣ ˆ f dµi − ˆ f dµ∣∣∣ ≤∣∣∣ ˆ f dµi − ˆ gdµi∣∣∣+ ∣∣∣ ˆ gdµi − ˆ gdµ∣∣∣+ ∣∣∣ ˆ gdµ− ˆ f dµ∣∣∣
≤e(µi(K) + µ(K)) +
∣∣∣ ˆ gdµi − ˆ gdµ∣∣∣.
Thanks to the arbitrariness of f , we infer that:
FK(µi, µ) ≤ e(µi(K) + µ(K)) + sup
g∈S
∣∣∣ ˆ gdµi − ˆ gdµ∣∣∣. (22)
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Taking the limit as i goes at infinity on both sides of (22), thanks to (i) we have:
lim sup
i→∞
FK
(
µi, µ) ≤ e(µ(K) + lim sup
i→∞
µi(K)) ≤ e(µ(K) + lim sup
i→∞
µi(B(0, R))
)
.
The arbitrariness of e eventually concludes the proof.
We are left to prove that (ii) implies (i). Let g be a non-negative Lipschitz function with compact support. Since
we assumed that (ii) holds, we infer that:
lim
i→∞
∣∣∣ ˆ gdµi − ˆ gdµ∣∣∣ = Lip(g) lim
i→∞
∣∣∣ ˆ g
Lip(g)
dµi −
ˆ
g
Lip(g)
dµ
∣∣∣ ≤ Lip(g) lim
i→∞
Fsupp(g)(µi, µ) = 0.
Let K be a compact set in G. By the continuity of the measure from above, for any e > 0 there exists an s > 0 such
that µ(B(K, s)) ≤ µ(K) + e, where B(K, s) := {x ∈ G : dist(x, K) ≤ s}. Defined f (z) := min{1, dist(z, B(K, s)c)/s},
we conclude that:
µ(K) + e ≥
ˆ
f dµ = lim
i→∞
ˆ
f dµi ≥ lim sup
i→∞
µi(K).
The arbitrariness of e finally implies that lim supi→∞ µi(K) ≤ µ(K) for any compact set K ⊆ G. Assume now g is
a continuous function whose support is contained in a ball B(0, R) with µ-null boundary. This choice can be done
without loss of generality thanks to Lemma 1.9. Since g is continuous, it can be easily proved that for any D ⊆ R
we have:
∂g−1(D) ⊆ g−1(∂D). (23)
Let e > 0 and note that A := {t ∈ R : µ(g−1({t})) > 0} is the set of atoms of the measure push forward g#(µ).
Since g is bounded, there is an N ∈N and a finite sequence {ti}i∈N such that:
(a) t1 ≤ −‖g‖∞ < t2 < . . . < tN−1 < ‖g‖∞ ≤ tN ,
(b) tn ∈ R \ A and |tn+1 − tn| < e for any n = 1, . . . , N − 1.
Let En := B(0, R) ∩ g−1([tn, tn+1]) for any n = 1, . . . , N − 1 and note by (23) we have:
µ(∂En) ≤ µ(∂B(0, R) ∪ g−1({tn} ∪ {tn+1})) ≤ µ(∂B(0, R)) + µ(g−1({tn})) + µ(g−1({tn+1})) = 0. (24)
Thanks to the definition of the Eis it is possible to show that Ei ∩ Ej ⊆ ∂Ei ∪ ∂Ej and thus by (24) we infer that
∑n∈N µ(En) ≤ µ(B(0, R)). This implies that:
lim sup
i→∞
ˆ
gdµ ≤ lim sup
i→∞
N
∑
n=2
tnµi(En) ≤
N
∑
n=2
tnµ(En) ≤
N
∑
n=2
(tn − tn−1)µ(En) +
N
∑
n=2
tn−1µ(En)
≤e
N
∑
n=2
µ(En) +
ˆ
gdµ ≤ eµ(B(0, R)) +
ˆ
gdµ.
The arbitrariness of e implies that lim supi→∞
´
gdµi ≤
´
gdµ. Repeating the argument for −g we deduce that
lim supi→∞
´ −gdµi ≤ ´ −gdµ, concluding the proof of the proposition.
Definition 1.12 (Tangent measures). Let φ be a Radon measure on G. For any x ∈ G and any r > 0, we define
Tx,rφ to be the Radon measure for which:
Tx,rφ(B) = φ(xδr(B)) for any Borel set B ⊆ G.
We define Tanm(φ, x), the set of the m-dimensional tangents to φ at x, as the collection of Radon measures ν for
which there is an infinitesimal sequence {ri}i∈N such that:
r−mi Tx,rφ ⇀ ν.
Proposition 1.11. Suppose φ is a Radon measure on G such that:
0 < Θm∗ (φ, x) ≤ Θm,∗(φ, x) < ∞, for φ-almost every x ∈ G.
Then Tanm(φ, x) 6= ∅ for φ-almost every x ∈ G.
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Proof. This is an immediate consequence of the local uniform boundness of the rescaled measures Tx,rφ. The proof
follows verbatim the Euclidean one, see for instance Lemma 3.4 of [12].
The following proposition is the analogue of Proposition 3.12 of [12] which establishes the locality of tangents
in the Euclidean space. We give here a detailed proof, since we need to avoid to use the Besicovitch covering
theorem, which may not hold for the distance d. This proposition is of capital importance since it will ensure us
that restricting and multiplying by a density a measure with flat tangents will yield a measure still having flat
tangents.
Proposition 1.12 (Locality of the tangents). Let φ be a Radon measure such that:
0 < Θm∗ (φ, x) ≤ Θm,∗(φ, x) < ∞, for φ-almost every x ∈ G. (25)
Then for any ρ ∈ L1(φ) we have Tanm(ρφ, x) = ρ(x)Tanm(φ, x) for φ-almost every x ∈ G.
Proof. First of all, let us prove that φ is asymptotically doubling:
lim sup
r→0
φ(B(x, 2r))
φ(B(x, r))
≤ lim sup
r→0
φ(B(x, 2r))
(2r)m
2mrm
φ(B(x, r))
≤ 2
mΘm,∗(φ, x)
Θm∗ (φ, x)
< ∞, (26)
for φ-almost every x ∈ G. Thanks to Theorem 3.4.3 and the Lebesgue differentiation Theorem in [19], we have:
φ(B1) := φ
({
x ∈ G : lim sup
r→0
 
B(x,r)
|ρ(y)− ρ(x)|dφ(y) > 0
})
= 0.
Let x ∈ G \ B1 and suppose ν ∈ Tanm(φ, x). Suppose ri → 0 is an infinitesimal sequence such that:
νi :=
Tx,riφ
rmi
⇀ ν.
Defined ν′i := r
−m
i Tx,ri (ρφ) for every ball B(0, l), we have:
|ρ(x)νi − ν′i |(B(0, l)) ≤
1
rmi
ˆ
B(x,lri)
|ρ(y)− ρ(x)|dφ(y) = φ(Bρri (x))
rmi
·
 
B(x,lri)
|ρ(y)− ρ(x)|dφ(y) =: (I)i · (I I)i,
where as usual |ρ(x)νi − ν′i | is the total variation of the measure ρ(x)νi − ν′i . For φ-almost every x ∈ B1 we have
Θm,∗(φ, x) < ∞ and limi→∞(I I)i = 0. Therefore, we have:
lim
i→∞
|ρ(x)νi − ν′i |(B(0, l)) = 0,
for every l > 0. If in addition to this we also assume that ν(∂B(0, l)) = 0, then we also have that:
lim
i→∞
|ρ(x)ν− ν′i |(B(0, l)) = 0.
Since ν(φ(∂B(0, l))) = 0 is true for almost every l > 0, we infer that ν′i ⇀ ρ(x)ν.
The following proposition will be only used in the proof of the very important Proposition 2.7. It establishes
the natural request that if a sequence of planes Vi in Gr(Q− 1) convergences in the Grassmanian to some plane
V ∈ Gr(Q− 1) (i.e. the normals converge as vectors in V1), then the surface measures on the Vis converge weakly
to the surface measure on V.
Proposition 1.13. Suppose that {Vi}i∈N is a sequence of planes in Gr(Q− 1) such that n(Vi)→ n for some n ∈ V1. Then,
there exists a V ∈ Gr(Q− 1) such that n(V) = n and:
SQ−1xVi ⇀ SQ−1xV.
Proof. For any f ∈ Lip+1 (B(x, r)) we have:
lim
i→∞
ˆ
f dSQ−1xVi −
ˆ
f dSQ−1xV = lim
i→∞
β−1
( ˆ
f dHn−1eu xVi −
ˆ
f dHn−1eu xV
)
= 0, (27)
where the last identity comes from the fact that Hn−1eu xVi ⇀ Hn−1eu xV.
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2 the support of 1-codimensional measures with flat tangents is intrinsic rectifiable
Throughout this section we assume φ to be a fixed Radon measure on G whose support is a compact set K and
such that for φ-almost every x ∈ G we have:
(i) 0 < ΘQ−1∗ (φ, x) ≤ ΘQ−1,∗(φ, x) < ∞,
(ii) TanQ−1(φ, x) ⊆M, where M is the family of 1-codimensional flat measures introduced in Definition 1.6.
The main goal of this section is to prove the following:
Theorem 2.1. There is an intrinsic Lipschitz graph Γ, that are introduced in Definition B.2, such that φ(Γ) > 0.
The strategy we employ to prove Theorem 2.1 is divided in four parts. First of all in Subsection 2.1 we show
that the hypothesis (ii) on φ implies that for φ-almost any x ∈ K and r > 0 sufficiently small, there is a plane Vx,r
for which K is very close in the Hausdorff metric to Vx,r. In Subsection 2.2 we prove that if K ∩ B(x, r) has big
projection on some plane W, then W is very close to Vx,r and there exists an α > 0 such that for any y, z ∈ B(x, r)
for which dH(y, z) ≥ dist(W, Vx,r)r, we have z ∈ yCW(α). Subsection 2.3 is the technical core of this section, and
its main result is Theorem 2.21 that shows that for φ-almost any x ∈ K we have that the set B(x, r) ∩ K has a big
projection on V(x, r). Finally, in Subsection 2.4 making use of the results of the previous subsections, we construct
the φ-positive intrinsic Lipschitz graph.
2.1 Geometric implications of flat tangents
In this subsection we reformulate the hypothesis (ii) on φ in more geometric terms. Furthermore, in Definition
2.1, we introduce two functionals on Radon measures that will be used in the following to estimate at small scales
the distance of supp(φ) from the planes in Gr(Q− 1). These functionals can be considered the Carnot analogue
of the bilateral beta numbers of Chapter 2 of [10] or of the functional d(·,M) of Section 2 of [33].
Since the arguments we will employ work the best with AD-regular measures, we will restrict φ to sets where
its behaviour is almost AD-regular. Therefore, for any ϑ,γ ∈N we let:
E(ϑ,γ) :=
{
x ∈ K : ϑ−1rQ−1 ≤ φ(B(x, r)) ≤ ϑrQ−1 for any 0 < r < 1/γ}, (28)
and for any µ, ν ∈N when ϑ,γ ∈N are fixed we define:
Eϑ,γ(µ, ν) = {x ∈ E(ϑ,γ) : (1− 1/µ)φ(B(x, r)) ≤ φ(B(x, r) ∩ E(ϑ,γ)) for any 0 < r < 1/ν}.
Proposition 2.2. For any ϑ,γ ∈N, the set E(ϑ,γ) is compact.
Proof. Since K is compact, in order to verify that E(ϑ,γ) is compact, it suffices to prove that it is closed. Suppose
{xi}i∈N ⊆ E(ϑ,γ) is a sequence converging to some x ∈ K. Fix an 0 < r < 1/γ and assume that δ > 0 is so small
that r + δ < 1/γ. Therefore, if d(x, xi) < δ and r− d(x, xi) > 0, we have:
ϑ−1
(
r− d(x, xi)
)Q−1 ≤ φ(B(xi, r− d(x, xi))) ≤ φ(B(x, r)) ≤ φ(B(xi, r + d(x, xi))) ≤ ϑ(r + d(x, xi))Q−1,
Taking the limit as i goes to ∞, we see that x ∈ E(ϑ,γ).
Proposition 2.3. For any 0 < e < 1/10 there are ϑ0,γ0 ∈ N such that for any ϑ ≥ ϑ0, γ ≥ γ0 and µ ∈ N there is a
ν = ν(ϑ,γ, µ) ∈N such that:
φ(K/Eϑ,γ(µ, ν)) ≤ eφ(K). (29)
Proof. Assume at first that ϑ and γ are fixed. It is easy to check that:
Eϑ,γ(µ2, ν) ⊆ Eϑ,γ(µ1, ν), whenever µ1 ≤ µ2, (30)
Eϑ,γ(µ, ν1) ⊆ Eϑ,γ(µ, ν2), whenever ν1 ≤ ν2. (31)
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Fix some µ ∈N and let x ∈ E(ϑ,γ) \⋃ν∈N Eϑ,γ(µ, ν). For such an x, we can find a sequence rν such that rν ≤ 1/ν
and:
φ(B(x, rν) ∩ E(ϑ,γ)) < (1− 1/µ)φ(B(x, rν)).
This would imply that lim infr→0
φ(B(x,r)∩E(ϑ,γ))
φ(B(x,r)) ≤ (1− 1/µ), showing thanks to Lebescue differentiability Theorem of
[19] that:
φ
(
E(ϑ,γ) \ ⋃
ν∈N
Eϑ,γ(µ, ν)
)
= 0. (32)
Thanks to inclusion (31) and identity (32), for any µ ∈N we can find some ν ∈N such that:
φ(E(ϑ,γ) \ Eϑ,γ(µ, ν)) ≤ eφ(E(ϑ,γ))/2.
We finally prove that there are ϑ,γ ∈ N such that φ(K \ E(ϑ,γ)) ≤ eφ(K)/2. For any x ∈ K \⋃ϑ,γ∈N E(ϑ,γ), it is
immediate to see that ΘQ−1∗ (φ, x) = 0 or ΘQ−1,∗(φ, x) = ∞, which thanks to the choice of φ, implies:
φ
(
K \ ⋃
ϑ,γ∈N
E(ϑ,γ)
)
= 0. (33)
Thanks to the fact that E(ϑ,γ) ⊆ E(ϑ′,γ′) whenever γ ≤ γ′ and ϑ ≤ ϑ′ and the continuity from above of the
measure, this proves the proposition.
The following proposition allows us to compare the measure φ when restricted to E(ϑ,γ) with the spherical
Hausdorff measure.
Proposition 2.4. Let ψ be a Radon measure supported on a Borel set E. Suppose further that there are 0 < δ1 ≤ δ2 such
that:
δ1 < Θm∗ (ψ, x) ≤ Θm,∗(ψ, x) < δ2, for ψ-almost every x ∈ G.
Then, we have that ψ = Θm,∗(ψ, x)CmxE where Cm is the centred spherical Hausdorff measure introduced in Definition 1.5
and in particular:
δ1CmxE ≤ψxE ≤ δ2CmxE,
δ1SmxE ≤ψxE ≤ δ22mSmxE,
Proof. For every x ∈ E we have B(y, r) ⊆ B(x, 2r) for any y ∈ B(x, r)∩ E. Thanks to Lebesgue differentiability theorem
of [19], for any Borel set A ⊆ G and for ψ-almost all x ∈ A ∩ E we have:
lim sup
B(y,r)→x
ψ(B(y, r) ∩ E ∩ A)
rm
≤ lim sup
r→0
ψ(B(x, 2r) ∩ E ∩ A)
rm
≤ lim sup
r→0
ψ(B(x, 2r) ∩ E ∩ A)
ψ(B(x, 2r))
ψ(B(x, 2r))
rm
≤ δ22m.
Thanks to Proposition 2.10.17 of [13], we conclude that ψ ≤ ϑ2mSmxE and in particular ψ is absolutely continuous
with respect to SmxE. Thanks to Theorem 3.1 of [15], we infer that:
ψ = Θm,∗(ψ, x)CmxE. (34)
From (34) we deduce that:
δ1SmxE ≤ δ1CmxE ≤ ψ ≤ δ2CmxE ≤ δ22mSmxE,
where the first and last inequality follow from the fact that the measures Cm and Sm are equivalent and satisfy the
bounds Sm ≤ Cm ≤ 2mSm, for a reference see [15].
An immediate consequence of the above proposition is the following:
Corollary 2.5. For any ϑ,γ ∈N we have ϑ−1SQ−1xE(ϑ,γ) ≤ φxE(ϑ,γ) ≤ ϑ2Q−1SQ−1xE(ϑ,γ).
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Definition 2.1. For any x ∈ G and any r > 0 we define the functionals:
dx,r(φ,M) := inf
Θ>0,
V∈Gr(Q−1)
Fx,r(φ,ΘSQ−1xxV)
rQ
, and d˜x,r(φ,M) := inf
Θ>0, z∈G,
V∈Gr(Q−1)
Fx,r(φ,ΘSQ−1xzV)
rQ
,
where Fx,r was introduced in (21).
In the following proposition we summarize some useful properties of the functionals dx,r(·,M) and d˜x,r(·,M).
Proposition 2.6. Let x ∈ G, k > 0 and r > 0. Then:
(i) dx,kr(φ,M) = d0,k(r−(Q−1)Tx,rφ,M),
(ii) the function x 7→ dx,r(φ,M) is continuous,
(iii) for any y ∈ G and s > 0 for which B(y, s) ⊆ B(x, r), we have:
(s/r)Qd˜y,s(φ,M) ≤ d˜x,r(φ,M). (35)
Proof. It is immediate to see that f belongs to Lip+1 (B(x, kr)) if and only if there is a g ∈ Lip+1 (B(0, k)) such that
f (z) = rg(δ1/r(x−1z)). This implies that:
1
(kr)Q
( ˆ
f dφ−Θ
ˆ
f dSQ−1xxV
)
=
1
kQrQ−1
( ˆ
g(δ1/r(x−1z))dφ(z)−Θ
ˆ
g(δ1/r(x−1z))dSQ−1xxV
)
=
1
kQ
( ˆ
g(z)d
Tx,rφ
rQ−1
(z)−Θ
ˆ
g(z)dSQ−1xV
)
,
and this proves (i). To show that the map x 7→ dx,r(φ,M) is continuous, we prove the following stronger fact. For
any x, y ∈ G we have:
|dx,r(φ,M)− δy,r(φ,M)| ≤ d(x, y)rQ φ(B(x, r + d(x, y))). (36)
In order to prove (36), for any e > 0 we let Θ∗ > 0 and V∗ ∈ Gr(Q− 1) such that:∣∣∣ ˆ f d φy,r
rQ−1
−Θ∗
ˆ
f dSQ−1xV∗
∣∣∣ ≤ dy,r(φ,M) + e, for any f ∈ Lip+1 (B(0, 1)),
Furthermore, by definition of dy,r we can find an f ∗ ∈ Lip+1 (B(0, 1)) such that:
dx,r(φ,M)− e ≤
∣∣∣ ˆ f ∗d Tx,rφ
rQ−1
−Θ∗
ˆ
f ∗dSQ−1xV∗
∣∣∣.
This choice of f ∗, Θ∗ and V∗ implies:
dx,r(φ,M)− δy,r(φ,M) ≤
∣∣∣ ˆ f ∗d Tx,rφ
rQ−1
−Θ∗
ˆ
f ∗dSQ−1xV∗
∣∣∣− ∣∣∣ ˆ f ∗d φy,r
rQ−1
−Θ∗
ˆ
f ∗dSQ−1xV∗
∣∣∣+ 2e
≤
∣∣∣ ˆ f ∗d Tx,rφ
rQ−1
−
ˆ
f ∗d
φy,r
rQ−1
∣∣∣+ 2e ≤r−(Q−1) ˆ | f ∗(δ1/r(x−1w))− f ∗(δ1/r(y−1w))|dφ(w) + 2e
≤d(x, y)
rQ
φ(B(x, r + d(x, y))) + 2e.
Interchanging x and y, the bound (36) is proved thanks to the arbitrariness of e. Finally the statement (iii) follows
directly by the definitions.
The following proposition allows us to rephrase the rather geometric condition on φ that is the flatness of the
tangents, into a more (malleable) functional-analytic condition that is the φ-almost everywhere convergence of the
functions x 7→ dx,kr(φ,M) to 0.
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Proposition 2.7. The two following conditions are equivalent:
(i) limr→0 dx,kr(φ,M) = 0 for φ-almost every x ∈ G and any k > 0,
(ii) Tan(φ, x) ⊆M for φ-almost every x ∈ G.
Proof. Let us prove that (i) implies (ii). Fix k > 0 and suppose that {ri}i∈N is an infinitesimal sequence such that:
r−(Q−1)i Tx,riφ ⇀ ν ∈ TanQ−1(φ, x). (37)
The condition (i) implies that for any i ∈ N we can find Θi(k) > 0 and Vi(k) ∈ Gr(Q − 1) such that for any
f ∈ Lip+1 (B(0, k)) we have:∣∣∣∣ ˆ f d Tx,riφrQ−1i −Θi(k)
ˆ
f dSQ−1xVi(k)
∣∣∣∣ ≤F0,k(r−(Q−1)i Tx,riφ,Θi(k)SQ−1xxVi(k))
≤2kQd0,k
(
r−(Q−1)i Tx,riφ,M
)
= 2kQdx,kri (φ,M),
(38)
where the last identity comes from Proposition 2.6(i). Putting (37) and (38) together, we have:
lim
i→∞
∣∣∣∣ ˆ f dν−Θi(k) ˆ f dSQ−1xVi(k)∣∣∣∣ = 0, for any f ∈ Lip+1 (B(0, k)). (39)
Defined ϕ(z) := (k− d(0, z))+, we deduce that:
0 = lim sup
i→∞
∣∣∣∣ ˆ ϕdν−Θi(k) ˆ ϕdSQ−1xVi(k)∣∣∣∣ ≥ kQQ(Q− 1) lim supi→∞ Θi(k)−
ˆ
ϕdν, (40)
where the last identity comes Proposition 1.2 and the fact that ϕ is radial. The bound (40) implies in particular
that:
0 ≤ lim sup
i→∞
Θi(k) ≤ Q(Q− 1)kQ
ˆ
ϕdν.
Therefore, there is a Θ(k) ≥ 0 and a subsequence (not relabeled) for which:
lim
i→∞
Θi(k) = Θ(k) and lim
i→∞
n(Vi(k)) = n,
where n = n(V(k)) for some V(k) ∈ Gr(Q− 1). This implies that for any f ∈ Lip+1 (B(0, k)):∣∣∣∣ ˆ f dν−Θ(k) ˆ f dSQ−1xV(k)∣∣∣∣ ≤ ∣∣∣∣ ˆ f dν−Θi(k) ˆ f dSQ−1xVi(k)∣∣∣∣
+Θi(k)
∣∣∣∣ ˆ f dSQ−1xV − ˆ f dSQ−1xVi(k)∣∣∣∣+ |Θ(k)−Θi(k)| ˆ f dSQ−1xV(k). (41)
Since the sequence {Θi(k)}i∈N is bounded, thanks to Proposition 1.13 and the fact that inequality (41) holds for
any i ∈N, we infer that:∣∣∣∣ ˆ f dν−Θ(k) ˆ f dSQ−1xV(k)∣∣∣∣ = 0, for any f ∈ Lip+1 (B(0, k)).
In particular, Proposition 1.10 implies that:
νxB(0, k) = Θ(k)SQ−1xV(k) ∩ B(0, k). (42)
Let k1 ≤ k2 and note that:
Θ(k2)SQ−1xV(k2) ∩ B(0, k1) = νxB(0, k1) = Θ(k1)SQ−1xV(k1) ∩ B(0, k1).
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The above identity yields Θ(k1) = Θ(k2), V(k1) = V(k2) and in particular ν = Θ(1)SQ−1xV(1).
We are left to prove the viceversa. Assume by contradiction that (i) does not hold. This implies that we can find
a k > 0, an e > 0 and an infinitesimal sequence {ri}i∈N such that:
lim inf
ri→0
dx,kri (φ,M) > e. (43)
Thanks to the compactness of the sequence r−(Q−1)i Tx,riφ and the fact that we are assuming that (ii) holds, we can
find a (non-relabeled) sequence {ri}i∈N a Θ > 0 and a V ∈ Gr(Q− 1) such that r−(Q−1)i Tx,riφ ⇀ ΘSQ−1xV. For
any i ∈N let f ∗i ∈ Lip1(B(0, k)) be such that:
d0,k(r
−(Q−1)
i Tx,riφ,M) ≤ 2
∣∣∣∣ ˆ f ∗i d Tx,riφrQ−1i −Θ
ˆ
f ∗i dSQ−1xV
∣∣∣∣,
and note that since Lip+1 (B(0, k)) is compact when endowed with the supremum distance, we can assume without
loss of generality that f ∗i is uniformly converging to some f
∗ ∈ Lip+1 (B(0, k)). Thanks to Proposition 2.6 this
implies that:
lim inf
rj→0
dx,kri (φ,M) = lim infrj→0
d0,k(r
−(Q−1)
i Tx,riφ,M) ≤ 2 lim infrj→0
∣∣∣∣ ˆ f ∗i d Tx,riφrQ−1i −Θ
ˆ
f ∗i dSQ−1xV
∣∣∣∣ = 0,
where the last identity follows from the assumption that r−(Q−1)i Tx,riφ ⇀ ΘSQ−1xV, contradicting (43)
Notation 2.1. Throughout Section 2 we let 0 < ε1 < 1/10 be a fixed constant. Proposition 2.3 yields two natural
numbers ϑ,γ ∈N, that from now on we consider fixed, such that:
φ(K \ E(ϑ,γ)) ≤ ε1φ(K).
These ϑ and γ have the further property, again thanks to Proposition 2.3, that for any µ ≥ 4ϑ there is a ν ∈ N for
which:
φ(K \ Eϑ,γ(µ, ν)) ≤ ε1φ(K).
Furthermore we denote η := 1/Q and let:
δG := min
{
1
24(Q+1)ϑ
,
ηQ+1(1− η)Q2−1
(32ϑ)Q+1
}
.
Eventually, if d˜x,r(φ,M) ≤ δ for some 0 < δ < δG, we define Π(x, r) to be the subset of planes V ∈ Gr(Q− 1) for
which there exists a Θ > 0 and a z ∈ G such that:
Fx,r(φ,ΘSQ−1xzV) ≤ 2δrQ.
The following two propositions are very important since they give a very geometric interpretation of the flatness
of tangents and in particular they imply that E(ϑ,γ) is weakly linearly approximable, for a discussion on how this
will play a role in our proof we refer to the Introduction.
Proposition 2.8. Let x ∈ E(ϑ,γ) be such that d˜x,r(φ,M) ≤ δ for some δ < δG and 0 < r < 1/γ. Then for every
V ∈ Π(x, r) we have:
sup
w∈E(ϑ,γ)∩B(x,r/4)
dist
(
w, xV
)
r
≤ 22+3/Qϑ1/Qδ1/Q =: C4δ1/Q.
Proof. Let V be any element of Π(x, r) and suppose z ∈ G, Θ > 0 are such that:∣∣∣∣ ˆ f dφ−Θ ˆ f dSQ−1xzV∣∣∣∣ ≤ 2δrQ, for any f ∈ Lip+1 (B(x, r)).
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Since the function g(w) := min{dist(w, B(x, r)c), dist(w, zV)} belongs to Lip+1 (B(x, r)), we deduce that:
2δrQ ≥
ˆ
g(w)dφ(w)−Θ
ˆ
g(w)dSQ−1xzV =
ˆ
g(w)dφ(w) ≥
ˆ
B(x,r/2)
min{r/2, dist(w, zV)}dφ(w).
Suppose that y is a point in B(x, r/4) ∩ E(ϑ,γ) furthest from zV and let D = dist(y, zV). If D ≥ r/8, this would
imply that:
2δrQ ≥
ˆ
B(x,r/2)
min{r/2, dist(w, zV)}dφ(w) ≥
ˆ
B(y,r/16)
min{r/2, dist(w, zV)}dφ(w) ≥ r
16
φ(B(y, r/16)) ≥ r
Q
ϑ16Q
,
which is not possible thanks to the choice of δ. This implies that D ≤ r/8 and as a consequence, we have:
2δrQ ≥
ˆ
B(x,r/2)
min{r/2, dist(w, zV)}dφ(w) ≥
ˆ
B(y,D/2)
min{r/2, dist(w, zV)}dφ(w)
≥Dφ(B(y, D/2))
2
≥ ϑ−1
(
D
2
)Q
,
(44)
where the second inequality comes from the fact that B(y, D/2) ⊆ B(x, r/2). This implies thanks to (44), that:
sup
w∈E(ϑ,γ)∩B(x,r/4)
dist(w, zV)
r
≤ D
r
≤ 21+3/Qϑ1/Qδ1/Q = C4δ1/Q/2.
In particular we infer that dist(x, zV)/r ≤ C4δ1/Q/2. Therefore, thanks to Proposition 1.7, we deduce:
sup
w∈E(ϑ,γ)∩B(x,r/4)
dist(w, xV)
r
≤ sup
w∈E(ϑ,γ)∩B(x,r/4)
dist(w, zV) + dist(xV, zV)
r
≤ C4δ1/Q.
Proposition 2.9. Let x ∈ E(ϑ,γ) and 0 < r < 1/γ be such that for some 0 < δ < δG we have:
dx,r(φ,M) + dx,r(φxE(ϑ,γ),M) ≤ δ. (45)
Then for any V ∈ Π(x, r) and any w ∈ B(x, r/2) ∩ xV we have E(ϑ,γ) ∩ B(w, δ 1Q+1 r) 6= ∅.
Remark 2.1. The set Π(x, r) in the above statement is non-empty since Proposition 2.6 insures that (45) implies
d˜x,r(φ,M) ≤ δ.
Proof. Fix some V ∈ Π(x, r) and suppose that Θ > 0 is such that:
Fx,r(φ,ΘSQxxV) + Fx,r(φxE(ϑ,γ),ΘSQxxV)
rQ
≤ 2δ.
Defined g(x) := min{dist(x, B(0, 1)c), η}, we deduce that:
ϑ−1(1− η)Q−1ηrQ −ΘηrQ ≤ηrφ(B(x, (1− η)r))− ηrΘSQ−1xxV(B(x, r))
≤
ˆ
rg(δ1/r(x−1z))dφ(z)−Θ
ˆ
rg(δ1/r(x−1z))dSQ−1xxV ≤ 2δrQ,
since rg(δ1/r(x−1·)) ∈ Lip+1 (B(x, r)). Simplifying and rearranging the above chain of inequalities, we infer that:
Θ ≥ ϑ−1(1− η)Q−1 − 2δ/η ≥ (2ϑ)−1(1− η)Q−1 = (2ϑ)−1(1− 1/Q)Q−1,
where the first inequality comes from the choice of δ and the last equality from the definition of η, see Definition 2.1.
Since the function Q 7→ (1− 1/Q)Q−1 is decreasing and limQ→∞(1− 1/Q)Q−1 = 1/e, we deduce that Θ ≥ 1/2ϑe.
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Suppose that δ1/(Q+1) < λ < 1/2 and assume we can find a w ∈ xV∩ B(x, r/2) such that φ(B(w,λr)∩E(ϑ,γ)) = 0.
This would imply that:
Θη(1− η)Q−1λQrQ =ΘηλrSQ−1xxV(B(w, (1− η)λr))
≤Θ
ˆ
λrg(δ1/λr(w−1z))dSQ−1xxV(z)
=Θ
ˆ
λrg(δ1/λr(w−1z))dSQ−1xxV(z)−
ˆ
λrg(δ1/λr(w−1z))dφ(z) ≤ 2δrQ,
(46)
where the last inequality comes from the choice of Θ, V and the fact that λrg(δ1/λr(w−1·)) ∈ Lip+1 (B(x, r)). Thanks
to (46), the choice of λ and the fact that 1/4eϑ < Θ, we have that:
δ
Q
Q+1
4eϑ
η(1− η)Q−1 < ΘλQη(1− η)Q−1 ≤ 2δ.
However, few algebraic computations that we omit show that the above inequality chain is in contradiction with
the choice of δ < δG.
2.2 Construction of cones complementing supp(φ) in the case it has big projections
This subsection is devoted to the proof of the technical Proposition 2.10. This proposition tells us that if the
measure φ is well approximated inside a ball B(x, r) by some plane V and if there exists some other plane W
on which the SQ−1-measure of the projection PW(supp(φ) ∩ B(x, r)) is comparable with rQ−1, then at scales
comparable with r the set supp(φ) is a W-intrinsic Lipschitz surface. In other words, we can find an α > 0 and
C > 1 such that:
y ∈ zCW(α) whenever y, z ∈ B(x, r) and d(z, y) > C−1r.
Since in this subsection we use the dyadic cubes constructed in Appendix A, we need to recall some notation
and introduce some constants that will be used throughout the rest of Section 2.
Notation 2.2. In the following we will make an extensive use of the dyadic cubes ∆ := ∆(ϑ,γ) relative to the
measure φ constructed in Theorem A.3, where ϑ,γ are the natural numbers fixed in Notation 2.1. As in Appendix
A, we let:
ζ := 2−50Qϑ−2 and N := −4 log(ζ) + 30.
We introduce now six new constants that depend only on ϑ. Although we could avoid giving an explicit expression
for such constants, we choose nonetheless to make them explicit. This is due to a couple of reasons. First of all,
having their values helps keeping under control their interactions in proofs, getting more precise statements.
Secondly, fixing these constants once and for all, we avoid the practise of choosing them “large enough” when
necessary. In doing so we hope to help the reader not to get distracted with the problem of whether these choices
were legitimate or not.
(i) A0 := 2 max
{
C8,
7 log 2−2 log ζ
N log 2−2
}
,
(ii) k := 40N+8C1ζ−2 A40(1+ e
8NA20) and 0 < R < 2−(N+11)ζ2k,
(iii) εG :=
23Q−n−7β∏sj=2 e
ni
i
(A0k)Q−1CQ−21
where β is the constant introduced in Proposition 1.1,
(iv) ε2 := 12 min
{
δG,
εQ
G
(4C4C27 A0k)
Q+1
(
1+2kR−1Λ(1)(C1+1)2
)Q , ( k−2020k )Q+1, 1
(2A20C5+2A0kC4C6e
8NA20 )Q(Q+1)
}
,
(v) ε3 := 122QC26(A0C8)Q−1
,
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where the constants C1, C2, C3 where introduced in Section 1; C4, C5 are introduced in the current Section 2 and
C6, C7, C8 in Appendix A. Furthermore, since C1, . . . , C5 depend only on G and C6, C7, C8 only on G and ϑ we
deduce that A0, k, R, εG, ε2, ε3 depend only on G and ϑ.
Definition 2.2. For any compact subset κ of E(ϑ,γ) and l ∈N we let:
∆(κ, l) :={Q ∈ ∆ : Q ∩ κ 6= ∅ and Q ∈ ∆j for some j ≥ l},
where ∆j is the j-th layer of cubes, see Theorem A.3. For any Q ∈ ∆(E(ϑ,γ), 1), we define:
α(Q) := d˜c(Q),2k diam Q(φ,M) + d˜c(Q),2k diam Q(φxE(ϑ,γ),M),
where c(Q) ∈ Q is the centre of the cube Q, see Theorem A.3.
Remark 2.2. For any compact set κ of E(ϑ,γ), we let M(κ, l) be the set of maximal cubes of ∆(κ, l) ordered by
inclusion. The elements ofM(κ, l) are pairwise disjoint and enjoy the following properties:
(i) for any Q ∈ ∆(κ, l) there is a cube Q0 ∈ M(κ, l) such that Q ⊆ Q0,
(ii) if Q0 ∈ M(κ, l) and there exists some Q′ ∈ ∆(κ, l) for which Q0 ⊆ Q′, then Q0 = Q′.
The proof of the following proposition is inspired by the proof of Lemma 2.19 of [11] and its counterpart in the
first Heisenberg group H1, Lemma 3.8 of [5].
Proposition 2.10. Suppose that Q is a cube in ∆(E(ϑ,γ), ι) for some ι ∈N satisfying the two following conditions:
(i) d˜c(Q),4k diam Q(φxE(ϑ,γ),M) ≤ ε2,
(ii) there exists a plane W ∈ Gr(Q− 1) such that:
diam QQ−1
4C27 A
Q−1
0
≤ SQ−1xW
(
PW
[
c(Q)−1(Q ∩ E(ϑ,γ))
])
. (47)
Let x ∈ E(ϑ,γ) ∩Q and y ∈ B(x, (k− 1)diam Q/8) ∩ E(ϑ,γ) be two points for which:
R diam Q ≤ d(x, y) ≤ 2N+6ζ−2R diam Q. (48)
Then, for any α >
(
ζ2εG
28+N R−1kΛ(1)(C1+1)
)−1
=: α0 we have y ∈ xCW(α).
Remark 2.3. Thanks to the definition of R and k, we have:
2(N+6)ζ−2R = 2(N+6)ζ−2 · 2−(N+11)ζ2k = k/32 < (k− 1)/8.
This implies that B(x, 2N+6ζ−2R diam Q) ⊆ B(x, (k − 1)diam Q/8) and thus the request d(x, y) ≥ R diam Q is
compatible with the fact that y is chosen in B(x, (k− 1)diam Q/8).
Proof of Proposition 2.10. Suppose by contradiction there are two points x, y ∈ E(ϑ,γ) satisfying the hypothesis of
the proposition and such that y 6∈ xCW(α) for some α > α0. This implies that pi1(x−1y) 6= 0 and Proposition 1.4
together with (48) yields:
diam Q ≤ R−1Λ(α)|pi1(x−1y)| ≤ R−1Λ(1)|pi1(x−1y)|, (49)
where the last inequality comes from the fact that Λ, the function introduced in Proposition 1.4, is decreasing. Let
ρ := diam(Q) and note that Proposition 2.6 and the fact that B(x, 4(k− 1)ρ) ⊆ B(c(Q), 4kρ), imply:
d˜x,4(k−1)ρ(φxE(ϑ,γ),M) ≤ (k/(k− 1))Q−1d˜c(Q),4kρ(φxE(ϑ,γ),M) ≤ 2Q−1ε2,
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Therefore, thanks to Proposition 2.8 we infer that there exists a plane V ∈ Gr(Q − 1), that we consider fixed
throughout the proof, such that:
sup
w∈E(ϑ,γ)∩B(x,(k−1)ρ)
dist(w, xV)
(k− 1)ρ ≤ 2C4ε
1/Q
2 . (50)
Since y ∈ B(x, (k− 1)ρ) we deduce from (50), that:
dist(y, xV) ≤ 2(k− 1)C4ε1/Q2 ρ. (51)
We prove that if there exists a point v ∈ V such that v1 6= 0 and |pi1(PWv)| ≤ ϑ|v1| for some 0 < ϑ < 1, then:
|〈n(V), n(W)〉| ≤ ϑ/
√
1− ϑ2. (52)
We note that the assumptions on v1 imply that:
|v1|2 − 〈n(W), v1〉2 = |v1 − 〈n(W), v1〉n(W)|2 = |piW v1|2 = |pi1(PWv)|2 ≤ ϑ2|v1|2. (53)
With few omitted algebraic manipulations of (53), one concludes that
√
1− ϑ2|v1| ≤ |〈n(W), v1〉|. Furthermore,
since 〈n(V), v1〉 = 0, thanks to (53) and Cauchy-Schwartz inequality, we have:
ϑ|v1| ≥|〈piW v1, n〉| ≥ |〈v1 − 〈n(W), v1〉n(W), n(V)〉|
=|〈n(W), v1〉〈n(V), n(W)〉| ≥
√
1− ϑ2|v1||〈n(V), n(W)〉|.
(54)
It is immediate to see that (54) is equivalent to (52), proving our first claim.
Given V, W ∈ Gr(Q− 1) and x, y ∈ E(ϑ,γ) as above, let us construct a v with v1 6= 0 that satisfies |pi1(PWv)| ≤
ϑ|v1| for a suitably small ϑ. Since y 6∈ xCW(α), thanks to Proposition 1.3 we have:
|pi1(PW(x−1y))| ≤‖PW(x−1y)‖ < α−1‖Pn(W)(x−1y)‖ = α−1|〈n(W),pi1(x−1y)〉| ≤ α−1|pi1(x−1y)|.
Defined v to be the point of V for which d(y, xv) = dist(y, xV), thanks to (50) we have:
‖v‖ ≤ d(xv, y) + d(y, x) ≤ dist(y, xV) + (k− 1)ρ/8 ≤ (2C4ε1/Q2 + 1/8)kρ < (k− 1)ρ,
where the last inequality comes from the choice of ε2. Furthermore, thanks to (49) and (51) we have:
RΛ(1)−1ρ/2 ≤ (RΛ(1)−1 − 2C4kε1/Q2 )ρ ≤|pi1(x−1y)| − d(y, xv) ≤ |pi1(x−1y)| − |pi1(y−1xv)|
≤|pi1(x−1y)− pi1(y−1xv)| = |v1|.
Let us prove that v satisfies the inequality |pi1(PWv)| ≤ 2R−1k(C−12 C4ε1/Q2 + 26+Nζ−2α−1)|v1|. Since v 6∈ CW(α),
we have:
|pi1(PW(v))| = |pi1(PW(v))− pi1(PW(x−1y))|+ |pi1(PW(x−1y))|
≤|pi1(PW(y−1xv))|+ ‖PW(x−1y)‖ ≤ |pi1(PW(y−1xv))|+ α−1‖PN(V)(x−1y)‖
≤‖PW(y−1xv)‖+ α−1|pi1(x−1y)| ≤ ‖PW(y−1xv)‖+ 26+Nζ−2Rα−1ρ,
(55)
where the last inequality comes from (48). Theorem 1.5 together with (49), (51) and (55) implies that:
|pi1(PW(v))| ≤C1‖y−1xv‖+ 26+Nζ−2Rα−1ρ = C1d(y, xV) + 26+Nζ−2Rα−1ρ
≤(C1C4(k− 1)ε1/Q2 + 26+Nζ−2Rα−1)ρ
≤2R−1Λ(1)k(C1C4ε1/Q2 + 26+Nζ−2α−1)|v1| =: θ(α, ε2)|v1|.
(56)
Thanks to the choice of the constants ε2, R and k together with some algebraic computations that we omit, it is
possible to prove that
√
1− θ(α, ε2)2 ≥ 1/2. Therefore, since |pi1(PW(x−1v))| ≤ θ(α, ε2)|pi1(x−1v)|, we deduce
thanks (52) that:
|〈n(V), n(W)〉| ≤ θ(α, ε2)√
1− θ(α, ε2)2
≤ 2θ(α, ε2). (57)
the support of 1-codimensional measures with flat tangents is intrinsic rectifiable 26
Let us prove that (57) is in contradiction with (47). Suppose that z ∈ B(x, (k− 1)ρ/8) ∩ E(ϑ,γ) and note that:
|〈n(V),pi1(PW(x−1z))〉| =|〈n(V),piW (z1 − x1)〉| ≤ |〈n(V), z1 − x1〉|+ |〈n(V),pin(W)(z1 − x1)〉|
≤|〈n(V), z1 − x1〉|+ |〈n(V), n(W)〉||〈z1 − x1, n(W)〉|
≤‖PN(V)(x−1z)‖+ d(x, z)|〈n(V), n(W)〉| = d(z, xV) + d(x, z)|〈n(V), n(W)〉|,
(58)
where the last identity comes from Proposition 1.5. Inequalities (50), (57), (58) and the choice of z imply:
|〈n(V),pi1(PW(x−1z))〉| ≤d(z, xV) + d(x, z)|〈n(V), n(W)〉|
≤2C4kε1/Q2 ρ+ 2θ(α, ε2)d(x, z) ≤ 2kC4ε1/Q2 ρ+ 2θ(α, ε2)kρ.
(59)
Furthermore, defined n := piW (n(V)), it is immediate to see from (57) that |n− n(V)| ≤ 2θ(α, ε2), which yields
thanks to (59), the triangular inequality and Proposition 1.6 the following bound:
|〈n,pi1(PW(x−1z))〉| ≤|〈n(V),pi1(PW(x−1z))〉|+ |n− n(V)||pi1(PW(x−1z))|
≤(2kC4ε1/Q2 ρ+ 2θ(α, ε2)kρ) + 2θ(α, ε2)C1kρ = 2(C4ε1/Q2 + (C1 + 1)θ(α, ε2))kρ.
(60)
For the sake of notation, we define:
S := {w ∈W : |〈n, w1〉| ≤ 2(C4ε1/Q2 + (C1 + 1)θ(α, ε2))kρ}.
The bound (60) implies that the projection of x−1E(ϑ,γ)∩ B(0, (k− 1)ρ/8) on W is contained in S, which is a very
narrow strip around V ∩W inside W. Furthermore, we recall that thanks to Proposition 1.5 we have:
PW(B(0, (k− 1)ρ/8)) ⊆ B(0, C1(k− 1)ρ/8). (61)
Finally, putting together (60) and (61), we deduce that:
PW
(
x−1E(ϑ,γ) ∩ B(0, (k− 1)ρ/8)
)
⊆ PW
(
x−1E(ϑ,γ)
) ∩ PW(B(0, (k− 1)ρ/8)) ⊆ S ∩ B(0, C1(k− 1)ρ/8). (62)
Completing {n(W), n} to an orthonormal basis E := {n(W), n/|n|, e3, . . . , en} of Rn satisfying (10), thanks to
Remark 1.1 we have:
S ∩ B(0, C1(k− 1)ρ/8) ⊆ S ∩ BoxE (0, C1kρ/8). (63)
The above inclusion together with Tonelli’s theorem yieds:
Hn−1eu xW
(
PW
(
x−1E(ϑ,γ) ∩ B(0, (k− 1)ρ/8)
))
≤Hn−1eu xW(S ∩ B(0, C1(k− 1)ρ/8))
≤ Hn−1eu xW(S ∩ BoxE (0, C1kρ/8)) =4
(
C4ε1/Q2 + (C1 + 1)θ(α, ε2)
)
kρ · 2n−2
s
∏
i=2
e
−ni
i
(
C1kρ
8
)Q−2
=2n−3Q+6CQ−21
s
∏
i=2
e
−ni
i
(
C4ε1/Q2 + (C1 + 1)θ(α, ε2)
)
(kρ)Q−1.
(64)
The inclusion (62), the bound (64) and Proposition 1.1 finally imply that:
SQ−1xW
(
PW
(
x−1E(ϑ,γ) ∩ B(0, (k− 1)ρ/8)
))
≤ SQ−1xW
(
S ∩ B(0, C1kρ/8)
)
=β−1Hn−1eu xW
(
S ∩ B(0, C1kρ/8)
)
≤ β−12n−3Q+6CQ−21
s
∏
i=2
e
−ni
i
(
C4ε1/Q2 + (C1 + 1)θ(α, ε2)
)
(kρ)Q−1
=2−1ε−1
G
A−(Q−1)0
(
C4ε1/Q2 + (C1 + 1)θ(α, ε2)
)
ρQ−1.
(65)
Furthermore, since SQ−1xW(PW(p ∗ E) = SQ−1xW(PW(E)) for any measurable set E in G, see for instance the
proof of Proposition 2.2.19 in [14], we deduce that:
SQ−1xW
(
PW
(
x−1E(ϑ,γ) ∩ B(0, (k− 1)ρ/8)
))
= SQ−1xW
(
PW
(
c(Q)−1E(ϑ,γ) ∩ B(c(Q)−1x, (k− 1)ρ/8)
))
.
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Thanks to the choice of k and the fact that x ∈ Q, we infer that B(0, ρ) ⊆ B(c(Q)−1x, (k− 1)ρ/8). Together with
(47), this allows us to infer that:
SQ−1xW
(
PW
(
x−1E(ϑ,γ) ∩ B(0, (k− 1)ρ/8)
))
≥SQ−1xW
(
PW
(
c(Q)−1E(ϑ,γ) ∩ B(0, ρ)
))
≥SQ−1xW
(
PW
(
c(Q)−1(E(ϑ,γ) ∩Q))) ≥ ρQ−1
4C27 A
Q−1
0
.
(66)
Putting together (65) and (66) we deduce that:
εG ≤ C27εG/2 ≤
(
C4ε1/Q2 + (C1 + 1)θ(α, ε2)
)
= C4ε1/Q2 + 2R
−1kΛ(1)(C1 + 1)(C1C4ε1/Q2 + 2
6+Nζ−2α−1),
where the first inequality comes from the fact that C7 > 2. The choice of ε2 and α imply with some algebraic
computations that we omit, that the above inequality is false, proving that the assumption y 6∈ xCW(α) is false.
2.3 Flat tangents imply big projections
This subsection is devoted to the proof of the following result, that says that the hypothesis (ii) of Proposition
2.10 is satisfied by the measure φxE(ϑ,γ). More precisely we construct a compact subset C of E(ϑ,γ) having big
measure inside E(ϑ,γ) such that:
Theorem 2.11. For any cube Q of sufficient small diameter such that (1− ε3)φ(Q) ≤ φ(Q ∩ C), we have:
SQ−1(PΠ(Q)(Q ∩ C)) ≥
diam QQ−1
2AQ−10
.
The arguments presented below are an adaptation of the techniques that can be found in Chapter 2, §2 of [10].
Proposition 2.12. For any µ ≥ 4ϑ, there exists a ν ∈N, a compact subset C of Eϑ,γ(µ, ν) and a ι0 ∈N such that:
(i) φ(K \ C) ≤ 2ε1φ(K),
(ii) dx,4kr(φ,M) + dx,4kr(φxE(ϑ,γ),M) ≤ 4−Qε2 for any x ∈ C and any 0 < r < 2−ι0 N+5/γ.
Proof. Since by assumption TanQ−1(φ, x) ⊆ M for φ-almost every x ∈ G, thanks to Proposition 2.7 we infer that
the functions fr(x) := dx,4kr(φ,M) converge φ-almost everywhere to 0 on K as r goes to 0. Thanks to Proposition
1.12, the same line of reasoning implies also that f ϑ,γr (x) := dx,4kr(φxE(ϑ,γ),M) converges φ-almost everywhere to
0 on E(ϑ,γ). Proposition 2.6 and Severini-Egoroff’s theorem yield that we can find a compact subset C of Eϑ,γ(µ, ν)
such that φ(E(ϑ,γ) \ C) ≤ ε1φ(E(ϑ,γ)) and such that the sequence dx,4kr(φ,M) + dx,4kr(φxE(ϑ,γ),M) converges
uniformly to 0 on C. This directly implies both (i) and (ii) thanks to the choice of ϑ and γ.
Remark 2.4. Proposition 2.12 can be proved under the following milder assumption on φ:
lim sup
r→0
dx,4kr(φ,M) ≤ 4−(Q+1)ε2, for φ-almost every x ∈ E(ϑ,γ). (67)
First of all, thanks to Proposition 1.12, we have that:
lim sup
r→0
dx,4kr(φxE(ϑ,γ),M) ≤ 4−(Q+1)ε2, for φ-almost every x ∈ E(ϑ,γ).
Therefore, for φ-almost every x ∈ E(ϑ,γ), there exists an r(x) > 0 such that dx,2kr(φ,M)+ dx,2kr(φ,M) ≤ 2−(Q−1)ε2,
for every 0 < r < r(x). For any j ∈N, define:
Ej := {x ∈ E(ϑ,γ) : r(x) > 1/j},
and note that φ(E(ϑ,γ) \⋃j∈N Ej) = 0. Choosing j ∈N big enough, we can find a compact set C satisfying (i) and
(ii) of Proposition 2.12.
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Notation 2.3. From now on, we assume µ ≥ 4ϑ, the set C and the natural numbers ν and ι0 yielded by Proposition
2.12 to be fixed. Furthermore, we define ι := max{ι0, ν}.
The following lemma rephrases Propositions 2.8 and 2.9 into the language of dyadic cubes, so that they can be
more easily used.
Lemma 2.13. For any cube Q ∈ ∆(C, ι) we have α(Q) ≤ ε2. Furthermore, there is a plane Π(Q) ∈ Gr(Q− 1) for which:
(i)
sup
w∈E(ϑ,γ)∩B(c(Q),k diam Q/2)
dist(w, c(Q)Π(Q))
2k diam Q
≤ C4ε1/Q2 ,
(ii) for any w ∈ B(c(Q), k diam Q/2) ∩ c(Q)Π(Q) we have E(ϑ,γ) ∩ B(w, 3kC4ε1/(Q+1)2 diam Q) 6= ∅.
Proof. Let Q ∈ ∆(C, ι), x ∈ Q ∩ C and define ρ := diam Q. Proposition 2.12 implies that:
dx,4kr(φ,M) + dx,4kr(φxE(ϑ,γ),M) ≤ 4−(Q+1)ε2, (68)
for any r < 2−ιN+5/γ.
Thanks to Theorem A.3(iv) we know that ρ < 2−ιN+5/γ and thus by Proposition 2.6 we have:
d˜c(Q),2kρ(φ,M) ≤ 2Qd˜x,4kρ(φ,M) ≤ 2−Qε2 and d˜c(Q),2kρ(φxE(ϑ,γ),M) ≤ 2Qd˜x,4kρ(φxE(ϑ,γ),M) ≤ 2−Qε2.
(69)
The bounds in (69) together with Proposition 2.8 imply (i) and that α(Q) ≤ ε2.
The proof of the second part of the statement is a little more delicate. First of all, the choice of ι and Proposition
A.5 imply that c(Q) ∈ E(ϑ,γ) ∩ B(x, ρ). Secondly, Proposition 1.7(iii), Proposition 2.8 and (69) for any V ∈
Π(x, 2kρ) yield:
dist(c(Q), xV) ≤ dist(c(Q), c(Q)V) + dist(xV, c(Q)V) = dist(x, c(Q)V) ≤ 2−(Q−2)kρC4ε1/Q2 , (70)
For any V ∈ Π(x, 2kρ) and any w ∈ B(c(Q), kρ/2) ∩ c(Q)V, we define:
w∗ := PN(V)(c(Q)−1x)−1PV(c(Q)−1x)−1wPN(V)(c(Q)−1x).
With few computations that we omit, it is not difficult to see that:
d(c(Q)w, xw∗) = ‖PN(V)(c(Q)−1x)‖ =
(A)
dist(c(Q), xV) ≤
(B)
2−(Q−2)kρC4ε1/Q2 , (71)
where (A) follows from Proposition 1.7 and (B) from inequality (70). Thanks to the triangular inequality, Proposi-
tion 1.5 and the fact that d(c(Q), x) ≤ ρ, the norm of w∗ can be estimated as follows:
‖w∗‖ ≤ 2‖PN(V)(c(Q)−1x)‖+ ‖PV(c(Q)−1x)‖+ ‖w‖ ≤ 2ρ+ C1ρ+ kρ/2 < kρ. (72)
Since w∗ inequalities (68),(72) and Proposition 2.9 imply that B(xw∗, 2kρε1/(Q+1)2 )∩ E(ϑ,γ) 6= ∅. Finally, thanks to
(71), we infer that:
E(ϑ,γ) ∩ B(c(Q)w, 3kρC4ε1/(Q+1)2 ) ⊇ E(ϑ,γ) ∩ B(xw∗, 2kρε1/(Q+1)2 ) 6= ∅.
We introduce now a way of saying that two cubes are close both in metric terms and in dimensions:
Definition 2.3 (Neighbour cubes). Let A := 4A20 and Qj ∈ ∆ij with j = 1, 2 be two cubes. Then, Q1 and Q2 are
said to be neighbours if:
dist(Q1, Q2) ≤
(I)
A(diam Q1 + diam Q2) and |j1 − j2| ≤
(II)
A.
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Furthermore, in the following for any Q ∈ ∆(C, ι) we let for the sake of notation:
n(Q) := n(Π(Q)),
where Π(Q) ∈ Gr(Q− 1) is the plane yielded by Lemma 2.13.
Finally, we say that two planes V, W ∈ Gr(Q− 1) have compatible orientations if their normals n(V), n(W) ∈ V1
are chosen in such a way that 〈n(V), n(W)〉 ≥ 0. By extension, we will say that two cubes Q1, Q2 ∈ ∆(C, ι) have
compatible orientation themselves if Π(Q1) and Π(Q2) are chosen to have compatible orientation.
Proposition 2.14. Suppose that Qj ∈ ∆ij for j = 1, 2. Then:
(i) if Q1 is the parent of Q2, then Q1 and Q2 are neighbors,
(ii) if Q1 and Q2 are neighbors for any integer k ≤ min{i1, i2} their ancestors Q˜1 ∈ ∆i1−k and Q˜2 ∈ ∆i2−k are neighbors,
(iii) if Q1, Q2 ∈ ∆(E(ϑ,γ), 1) then
∣∣∣ log diam Q1diam Q2 ∣∣∣ ≤ 2AN.
Proof. Let us prove (i). Since Q2 ⊆ Q1 then (I) of Definition 2.3 follows immediately. On the other hand, thanks to
Proposition A.4, we infer:
|j1 − j2| ≤ C8 ≤ 4A20 = A,
where the second inequality comes from the choice of A0, see Definition 2.2, and this proves (II) of Definition 2.3.
In order to prove (ii), we first note that |(i1 − k)− (i2 − k)| = |i1 − i2| ≤ A and secondly that:
dist(Q˜1, Q˜2) ≤ dist(Q1, Q2) ≤ A(diam Q1 + diam Q2) ≤ A(diam Q˜1 + diam Q˜2).
Eventually, thanks to Theorem A.3(ii) and (v), we infer that:∣∣∣ log diam Q1
diam Q2
∣∣∣ ≤ ∣∣∣ log 2−Nj1+5/γ
ζ22−Nj2−1/γ
∣∣∣ = (N|j2 − j1|+ 6) log 2− 2 log ζ ≤ 2AN,
where the last inequality comes from the choice of A0.
Remark 2.5. If Q ∈ ∆(C, ι) then c(Q) ∈ E(ϑ,γ) thanks to Proposition A.5 and the fact that ι ≥ 4ϑ.
Proposition 2.15. Suppose that Q1, Q2 ∈ ∆(C, ι) are two neighbour cubes. Then:
(1− C5ε
2
Q+1
2 )
1/2 := (1− 25600(n1 − 1)ε
2
Q+1
2 )
1/2 ≤ |〈n(Q1), n(Q2)〉|.
Proof. Thanks to the definition of k, we have:
A(diam Q1 + diam Q2) ≤ 2A max{diam Q1, diam Q2} ≤ (k/4)max{diam Q1, diam Q2}.
Without loss of generality we can assume that diam Q2 ≤ diam Q1. Since the cubes Q1, Q2 are supposed to be
neighbors, we deduce that:
dist(Q1, Q2) ≤ (k/4)diam Q1.
This implies that for any z ∈ Q1, we have:
dist(z, Q2) ≤ diam Q1 + inf
y∈Q1
dist(y, Q2) ≤ diam Q1 + dist(Q1, Q2) ≤ (k/4+ 1)diam Q1 < (k/2)diam Q1. (73)
Inequality (73) implies that for any z ∈ Q1 we have Q2 ⊆ B(z, k diam Q1/2). This, together with Lemma 2.13,
implies that for any w ∈ E(ϑ,γ) ∩Q2 we have:
dist(w, c(Q1)Π(Q1)) ≤ 2C4ε
1
Q
2 k diam Q1, (74)
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We now claim that the set B2 := {u ∈ G : dist(u, Q2) ≤ (k/20)diam Q2} is contained in the ball B(c(Q1), k diam Q1/2).
In order to prove such inclusion, let u ∈ B2 and note that:
dist(u, c(Q1)) ≤ inf
w∈Q2
(d(u, w) + d(w, c(Q1)) ≤ inf
w∈Q2
d(u, w) + diam Q1 + dist(Q1, Q2) + diam Q2
≤
u∈B2
k
20
diam Q2 + diam Q1 + dist(Q1, Q2) + diam Q2 ≤ 3k + 2010 diam Q1 <
k
2
diam Q1,
(75)
where the second last inequality comes from the assumption that Q1 is the cube with the biggest diameter. The
bound (75) concludes the proof of the inclusion B2 ⊆ B(c(Q1), k diam Q1/2). Proposition 2.14(iii) and the bound
(74) imply that for any u ∈ E(ϑ,γ) ∩ B2 we have:
dist(u, c(Q1)Π(Q1)) ≤ 2C4ε
1
Q
2 k diam Q1 ≤ 2C4e2NAε
1
Q
2 k diam Q2.
Furthermore, thanks to Remark 2.5 we have c(Q2) ∈ B2 ∩ E(ϑ,γ). This also implies, by Proposition 1.7, that for
any u ∈ B2 ∩ E(ϑ,γ) we have:
dist(u, c(Q2)Π(Q1)) ≤dist(u, c(Q1)Π(Q1)) + dist(c(Q2)Π(Q1), c(Q1)Π(Q1))
=dist(u, c(Q1)Π(Q1)) + dist(c(Q2), c(Q1)Π(Q1)) ≤ 4C4e2NAε
1
Q
2 k diam Q2.
(76)
Thanks to Lemma 2.13(ii), we deduce that for any y ∈ B(c(Q2), k diam Q2/40) ∩ c(Q2)Π(Q2) there exists some
w(y) in E(ϑ,γ) ∩ B(y, 3kC4ε1/(Q+1)2 diam Q2). Since by definition ε2 ≤ ((k− 20)/20k)Q+1, we have:
dist(w(y), Q2) ≤ inf
p∈Q2
d(w(y), y) + d(y, c(Q2)) + d(c(Q2), p)
≤3kC4ε1/(Q+1)2 diam Q2 +
k
40
diam Q2 + diam Q2 ≤ k20 diam Q2,
(77)
where the second last inequality comes from the choice of y and w(y). Inequality (77) implies that w(y) ∈ B2 and
thanks to (76) we infer that:
dist(w(y), c(Q2)Π(Q1)) ≤ 2C4e2NAε
1
Q
2 k diam Q2.
Summing up, for any y ∈ B(c(Q2), k diam Q2/40) ∩ c(Q2)Π(Q2) we have:
dist(y, c(Q2)Π(Q1)) ≤d(y, w(y)) + dist(w(y), c(Q2)Π(Q1)) ≤ ε
1
Q+1
2 k diam Q2 + 4C4e
2NAε
1
Q
2 k diam Q2
≤(1+ 4C4e2NAε
1
Q(Q+1)
2 )ε
1
Q+1
2 k diam Q2 ≤ 2ε
1
Q+1
2 k diam Q2,
(78)
where the last inequality comes from the choice of ε2 and few algebraic computations that we omit. Furthermore,
inequality (78) and Proposition 1.5 imply that:
|〈pi1(y−1c(Q2)), n(Q1)〉| = ‖Pn(Q1)(c(Q2)−1y)‖ = dist(y, c(Q2)Π(Q1)) ≤ 2ε
1
Q+1
2 k diam Q2.
Suppose {vi, i = 1, . . . , n1 − 1} are the unit vectors of V1 spanning the orthogonal of n(Q2) inside V1 and let
yj := c(Q2)δk diam Q2/80(vj). Then, thanks to inequality (78), we deduce that:
1 = |〈n(Q1), n(Q2)〉|2 +
n1−1
∑
j=1
|〈vj, n(Q1)〉|2 =|〈n(Q1), n(Q2)〉|2 +
n1−1
∑
j=1
|〈pi1(c(Q2)−1yj), n(Q1)〉|2
(k diam Q2/80)2
.
≤|〈n(Q1), n(Q2)〉|2 + 25600(n1 − 1)ε
2
Q+1
2 .
This concludes the proof of the proposition.
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Proposition 2.16. Let Q1, Q2 ∈ ∆(C, ι) and suppose that Π(Q1) and Π(Q2), the planes yielded by Lemma 2.13, are chosen
with compatible orientations. Then:
|n(Q1)− n(Q2)| ≤ 2
√
C5ε
1/(Q+1)
2 .
Furthermore, the planes Π(Qi) have the same orientation if and only if the planes Π(Q˜i) relative to the parent cubes Q˜1, Q˜2
of Q1 and Q2 respectively, have the compatible orientation.
Proof. If Q1 and Q2 are neighbors and have the same orientation, then 〈n(Q1), n(Q2)〉 ≥ 0 and thanks to Proposi-
tion 2.15 we infer that:
|n(Q1)− n(Q2)|2 = 2− 2〈n(Q1), n(Q2)〉 ≤ 2− 2(1− C5ε
2
Q+1
2 )
1/2 ≤ 2
√
C5ε
1
Q+1
2 .
If Q1 and Q2 are neighbors, Proposition 2.14 implies that the couples Q˜1 and Q˜2, Q1 and Q˜1, Q2 and Q˜2 are
neighbors. Therefore, Proposition 2.15 implies that:
〈n(Q˜1), n(Q˜2)〉 =〈n(Q1), n(Q2)〉+ 〈n(Q˜1)− n(Q1), n(Q2)〉+ 〈n(Q˜1), n(Q˜2)− n(Q2)〉
≥(1− C5ε
2
Q+1
2 )
1/2 − 4
√
C5ε
1
Q+1
2 ≥ 1/10.
Viceversa, if Π(Q˜1) and Π(Q˜2) have the same orientation, the same line of reasoning yields that the planes Π(Q1)
and Π(Q2) have compatible orientation as well.
Proposition 2.17. It is possible to fix an orientation on the planes {Π(Q) : Q ∈ ∆(C, ι)}, in such a way that:
|n(Q1)− n(Q2)| ≤ 1/10,
whenever Q1, Q2 ∈ ∆(C, ι) are neighbors and contained in the same maximal cube Q0 ∈ M(C, ι).
Proof. Let Qi ∈ ∆ji for i = 1, 2 and suppose without loss of generality that j1 ≤ j2. Fix the normal of the plane
Π(Q0) and determine the normals of all other planes Π(Q) as Q varies in ∆(C, ι) by demanding that the orientation
of the cube Q is compatible with the one of Π(Q˜), where Q˜ is the parent of Q.
If Q1 = Q0, let us consider the finite sequence {Q˜i}i=1,...,M of ancestors of Q2 such that Q˜1 = Q2, Q˜M = Q0 and
such that Q˜i+1 is the parent of Q˜i. Then, the orientation of Π(Q0) and Π(Q2) fixed in the above paragraph must
be compatible, indeed:
〈n(Q0), n(Q2)〉 ≥ 〈n(Q˜2), n(Q2)〉 −
M
∑
i=2
|n(Q˜i)− n(Q˜i+1)| ≥ (1− C5ε
2
Q+1
2 )− 2
√
C5Mε
1/(Q+1)
2 , (79)
where the last inequality comes from Propositions 2.15, 2.16 and the fact that the orientation of Q˜i and Q˜i+1 were
chosen to be compatible. Since Q0 and Q2 were assumed to be neighbours, we deduce that M ≤ A and thus,
thanks to (79) and the choice of ε2, we have:
〈n(Q0), n(Q2)〉 ≥ (1− C5ε
2
Q+1
2 )− 2
√
C5 Aε
1/(Q+1)
2 > 0.
This proves the statement if one of the cubes is Q0. The proof of the general case can be obtained with the
following argument. Thanks to Proposition 2.16, we know that the orientation of the planes Π(Q1) and Π(Q2) is
compatible if and only if the orientation of Π(Q˜1) and Π(Q˜2), the planes relative to their parent cubes Q˜1 and Q˜2,
are compatible. Thus, taking the parents of the parents and so on, one can reduce to the case in which one of the
cubes is Q0.
Definition 2.4. For each cube Q ∈ ∆(C, ι), we let:
G±(Q) :=c(Q){u ∈ B(0, A0 diam Q) : ±〈pi1u, n(Q)〉 ≥ A−10 diam Q}
={u ∈ B(c(Q), A0 diam Q) : ±〈pi1u− pi1(c(Q)), n(Q)〉 ≥ A−10 diam Q}.
and G(Q) = G+(Q) ∪ G−(Q). Furthermore, for any Q ∈ M(C, ι) we let:
G±(Q) :=
⋃
Q∈∆(C,ι)
Q⊆Q
G±(Q) and G(Q) :=
⋃
Q∈∆(C,ι)
Q⊆Q
G(Q).
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Lemma 2.18. For any cube Q of ∆(C, ι) and any x ∈ G(Q), we have:
A−10
2
diam Q ≤
(A)
dist(x, E(ϑ,γ)) ≤
(B)
A0 diam Q.
Proof. Since A0 ≤ k/4, if we let z ∈ E(ϑ,γ) be the point realizing the minimum distance of x from E(ϑ,γ), we
deduce that:
d(x, z) = dist(x, E(ϑ,γ)) ≤
(∗)
d(x, c(Q)) ≤ A0 diam Q < k diam Q/2, (80)
where (∗) comes from the fact that c(Q) ∈ E(ϑ,γ), see Remark 2.5. In inequality (80) we proved en passant (B).
Furthermore, the bound (80) also implies that z ∈ B(x, k diam Q/2) ∩ E(ϑ,γ) and thus, thanks to Proposition 2.13
we deduce that:
dist(z, c(Q)Π(Q)) ≤ 2C4ε1/Q2 k diam Q. (81)
Let w be an element of Π(Q) satisfying the identity d(z, c(Q)w) = dist(z, c(Q)Π(Q)) and note that (81) implies
that:
dist(x, E(ϑ,γ)) = dist(x, z) ≥ d(x, c(Q)w)− d(c(Q)w, z) ≥ dist(c(Q)−1x,Π(Q))− dist(z, c(Q)Π(Q))
≥|〈n(Q),pi1(c(Q)−1x)〉| − 2C4ε1/Q2 k diam Q ≥ A−10 diam Q− 2C4ε1/Q2 k diam Q ≥
1
2A0
diam Q,
(82)
where the last inequality comes from the choice of ε2 and A0.
Lemma 2.19. For any Q ∈ M(C, ι) we have G+(Q) ∩G−(Q) = ∅.
Proof. Suppose this is not the case, assume that we can find two cubes Q1, Q2 ∈ ∆(C, ι) such that G+(Q1) ∩
G−(Q2) 6= ∅ and let x be a point of intersection. Thanks to the definition of G±(Q), we immediately deduce that:
B(c(Q1), A0 diam Q1) ∩ B(c(Q2), A0 diam Q2) 6= ∅. (83)
This in particular implies that dist(Q1, Q2) ≤ 2A0(diam Q1 + diam Q2). Therefore, since 2A0 ≤ A, Q1 and Q2
satisfy the condition (I) of Definition 2.3. Furthermore, Lemma 2.18 implies that:
diam Q1
2A0
≤ dist(x, E(ϑ,γ)) ≤ A0 diam Q1, and diam Q22A0 ≤ dist(x, E(ϑ,γ)) ≤ A0 diam Q2. (84)
Putting together the bounds in (84), we infer that:
(2A20)
−1 ≤ diam Q1
diam Q2
≤ 2A20. (85)
Thanks to (85) and Theorem A.3(iv),(vii) we have that:
(2A20)
−1 ≤ diam Q1
diam Q2
≤ 2
−j1 N+5/γ
ζ22−j2 N−1/γ
and
ζ22−j1 N−1/γ
2−j2+5/γ
≤ diam Q1
diam Q2
≤ 2A20 (86)
Finally, thanks to the bounds in (86) together with some algebraic computations that we omit, we deduce:
|j2 − j1| ≤
log(27ζ−2 A20)
N log 2
≤ log A0,
where the last inequality comes from the choice of A0. Since A0 ≥ 2, we infer that |j2 − j1| ≤ A, proving (II) of
Definition 2.3. This concludes the proof that Q1 and Q2 are neighbors. Therefore, since Q1 and Q2 are neighbors,
(83) together with Proposition 2.14(iii) implies that:
d(c(Q1), c(Q2)) ≤ d(c(Q1), x) + d(x, c(Q2)) ≤ A0(diam Q1 + diam Q2) ≤ A0(1+ e2NA)diam Q2 < k diam Q2/2,
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where the last inequality comes from the choice of k and of A. Since c(Q2) ∈ E(ϑ,γ) ∩ B(c(Q1), k diam Q2/2),
thanks to Lemma 2.13(i), we deduce that:
dist(c(Q2), c(Q1)Π(Q1)) ≤ 2C4kε1/Q2 diam Q1 ≤ 2C4ke2NAε1/Q2 diam Q2. (87)
Furthermore, since Proposition 2.16 implies that |n(Q1)− n(Q2)| ≤ 2C5ε1/(Q+1)2 , we have that:
〈pi1(c(Q1)−1x),n(Q1)〉
=〈pi1(c(Q2)−1x), n(Q2)〉+ 〈pi1(c(Q2)−1x), n(Q1)− n(Q2)〉+ 〈pi1(c(Q1)−1c(Q2)), n(Q1)〉
≤ − A−10 diam Q2 + |pi1(c(Q2)−1x)||n(Q1)− n(Q2)|+ dist(c(Q2), c(Q1)Π(Q1))
≤− A−10 diam Q2 + A0 diam Q2 · 2C5ε1/(Q+1)2 + 2C4ke2NAε1/Q2 diam Q2,
(88)
where last inequality comes from (87) and the fact that x ∈ G−(Q2). The chain of inequalities in (88) and the
definition of A imply:
〈pi1(c(Q1)−1x), n(Q1)〉 ≤ (−A−10 + A0C5ε1/(Q+1)2 + C4ke8NA
2
0ε1/Q2 )diam Q2 ≤ 0, (89)
where the last inequality comes from the definition of ε2 and some algebraic computations that we omit. This
contradicts the fact that x ∈ G+(Q1), proving that the assumption that G(Q)+ ∩G−(Q) 6= ∅ was absurd.
Proposition 2.20. For any cube Q inM(C, ι) we define:
I(Q) :=
⋃
Q∈∆(C,ι)
Q⊆Q
B(c(Q), (A0 − 2)diam Q).
Furthermore, for any x ∈ I(Q) we let:
d(x) := inf
Q∈∆(C,ι)
Q⊆Q
dist(x, Q) + diam Q. (90)
Then dist(x, E(ϑ,γ)) ≤ 4A−10 d(x) whenever x ∈ I(Q) \G(Q).
Proof. Fix some x ∈ I(Q) \G(Q) and let Q ⊆ Q be a cube of ∆(C, ι) such that:
dist(x, Q) + diam Q ≤ 4d(x)/3. (91)
Let Q′ be an ancestor of Q in ∆(C, ι), possibly Q itself. Since x 6∈ G(Q), then x 6∈ G(Q′) and, thanks to Proposition
1.5, we have:
dist(x, c(Q′)Π(Q′)) = |〈pi1(c(Q′)−1x), n(Q′)〉| ≤ A−10 diam Q′, (92)
where the last inequality is true provided dist(x, c(Q′)) < A0 diam Q′. Since x ∈ I(Q), there must exist some
Q˜ ∈ ∆(C, ι) such that Q˜ ⊆ Q and x ∈ B(c(Q˜), (A0 − 2)diam Q˜). This implies that:
dist(x, c(Q)) ≤ d(x, c(Q˜)) + d(c(Q˜), c(Q)) ≤ (A0 − 2)diam Q˜ + diam Q < A0 diam Q. (93)
Therefore the inequality dist(x, c(Q)) < A0 diam Q is verified and hence (92) holds for Q′ = Q. Let Q ⊆ Q0 ⊆ Q
be the smallest cube in ∆(C, ι) for which dist(x, c(Q0)) < A0 diam Q0 holds.
Let w ∈ Π(Q0) be the point for which d(x, c(Q0)w) = dist(x, c(Q0)Π(Q0)), and note that the choice of Q0 and
the bound (92) imply:
‖w‖ = dist(c(Q0)w, c(Q0)) ≤d(c(Q0)w, x) + d(x, c(Q0)) ≤ dist(x, c(Q0)Π(Q0)) + A0 diam Q0
≤A−10 diam Q0 + A0 diam Q0 ≤ 2A0 diam Q0 < k diam Q/2.
(94)
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Since Q0 ∈ ∆(C, ι), thanks to inequality (94), Lemma 2.13(ii) implies that E(ϑ,γ)∩B(c(Q0)w, 3kC4ε1/(Q+1)2 diam Q0) 6=
∅. Therefore, since by definition of Q0 the bound (92) holds with Q′ = Q0, we have:
dist(x, E(ϑ,γ)) ≤d(x, c(Q0)w) + dist(c(Q0)w, E(ϑ,γ)) = d(x, c(Q0)Π(Q0)) + dist(c(Q0)w, E(ϑ,γ))
≤A−10 diam Q0 + 3kC4ε1/(Q+1)2 diam Q0 ≤ 2A−10 diam Q0,
(95)
where the last inequality comes from the choice of ε2.
If Q0 = Q, then (91) implies that dist(x, E(ϑ,γ)) ≤ 2A−10 diam Q0 ≤ 4A−10 d(x). Otherwise, let Q1 be a child of
Q0 that contains Q. Thanks to the choice of Q1 we have dist(x, c(Q1)) ≥ A0 diam Q1, and thus:
dist(x, Q1) ≥ d(x, c(Q1))− diam Q1 ≥ (A0 − 1)diam Q1 ≥ A0 − 1C8 diam Q0 ≥ diam Q0, (96)
where the second last inequality follows from Proposition A.4 and the last one from the choice of A0. Eventually,
thanks to (91), (95), (96) and the fact that Q ⊆ Q1, we deduce that:
dist(x, E(ϑ,γ)) ≤ 2A−10 diam Q0 ≤ 2A−10 dist(x, Q1) ≤ 2A−10 dist(x, Q) ≤ 4A−10 d(x),
concluding the proof of the proposition.
Theorem 2.21. For any cube Q ∈ ∆(C, ι) such that (1− ε3)φ(Q) ≤ φ(Q ∩ C), we have:
SQ−1(PΠ(Q)(Q ∩ C)) ≥
diam QQ−1
2AQ−10
.
Proof. Let Q0 ∈ ∆(C, ι) be such that (1− ε3)φ(Q0) ≤ φ(Q0 ∩ C) and define:
F(Q0) := C ∩Q0 ∪
⋃
Q∈I (Q0)
B(c(Q), C8 diam Q),
where I (Q0) is a family of maximal cubes Q ∈ ∆(E(ϑ,γ), ι) such that Q ⊆ Q0 and Q 6∈ ∆(C, ι). Let us estimate
the size of the projection of the balls
⋃
Q∈I (Q0) B(c(Q), C8 diam Q). Thanks to Proposition 1.8 we deduce that:
SQ−1
(
PΠ(Q)
( ⋃
Q∈I (Q0)
B(c(Q), C8 diam Q)
))
≤ c(Π(Q0))CQ−18 ∑
Q∈I (Q0)
diam QQ−1. (97)
We now need to estimate the sum in the right-hand side of (97). Since the cubes in I (Q0) are disjoint and they
are contained in ∆(E(ϑ,γ), ι), thanks to Remark A.1 and the fact that (1− ε3)φ(Q0) ≤ φ(Q0 ∩ C) we have:
C−17 ∑
Q∈I (Q0)
diam QQ−1 ≤ ∑
Q∈I (Q0)
φ(Q) = φ
( ⋃
Q∈I (Q0)
Q
)
≤ φ(Q0 \ C) ≤ ε3φ(Q0) ≤ ε3C7 diam QQ−10 . (98)
Putting together (97) and (98), we deduce that:
SQ−1
(
PΠ(Q)
( ⋃
Q∈I (Q0)
B(c(Q), 2C8 diam Q)
))
≤2Q−1c(Π(Q0))C27ε3CQ−18 diam QQ−10
≤ c(Π(Q0))
2AQ−10
diam QQ−10 .
(99)
We shall now prove that:
SQ−1(PΠ(Q0)(F(Q0))) ≥
c(Π(Q0))diam QQ−10
AQ−10
. (100)
In order to ease notations we let x = c(Q0)δ10A−10 diam Q0
(n(Q0)) and define:
B+ := B(x, A−10 diam Q0) and B− := B(x, A
−1
0 diam Q0)δ20A−10 diam Q0
(n(Q0)−1).
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As a first step towards the proof of (100), we should prove that B± ⊆ G±(Q0). We will prove that B+ ⊆ G+(Q0)
and B− ⊆ G−(Q0) separately. Let us begin by proving that B+ ⊆ G+(Q0). For any ∆ ∈ G such that ‖∆‖ ≤
A−10 diam Q0, we have:
d(c(Q0), x∆) = ‖δ10A−10 diam Q0(n(Q0))∆‖ ≤ 11A
−1
0 diam Q0 ≤ A0 diam Q0 (101)
Moreover, from the definition of B+ we infer:
〈pi1(c(Q0)−1x∆), n(Q0)〉 =〈pi1(δ10A−10 diam Q0(n(Q0))∆), n(Q0)〉
=10A−10 diam Q0 + 〈pi1∆, n(Q0)〉 ≥ 9A−10 diam Q0.
(102)
Inequalities (101) and (102) finally imply that B+ ⊆ G+(Q0).
Let us prove that B− ⊆ G−(Q0). Similarly to the previous case, for any ‖∆‖ ≤ A−10 diam Q0, we have:
d(c(Q0), x∆δ20A−10 diam Q0
(n(Q0)−1)) =‖δ10A−10 diam Q0(n(Q0))∆δ20A−10 diam Q0(n(Q0)
−1)‖
≤31A−10 diam Q0 ≤ A0 diam Q0.
(103)
Furthermore, we deduce that:〈
pi1(c(Q0)−1x∆δ20A−10 diam Q0(n(Q0)
−1)), n(Q0)
〉
=
〈
pi1(δ10A−10 diam Q0
(n(Q0))∆δ20A−10 diam Q0
(n(Q0)−1)), n(Q0)
〉
=− 10A−10 diam Q0 + 〈pi1∆, n(Q0)〉 ≤ −9A−10 diam Q0.
(104)
Inequalities (103) and (104) together finally imply that B− ⊆ G−(Q0).
Suppose Q is the unique cube in M(C, ι) containing Q0. Thanks to Lemma 2.19 we know that G+(Q) and
G−(Q) are open disconnected. With this in mind, for any a ∈ B+ we define the curve γa : [0, 1]→ G as:
γa(t) := aδ20A−10 diam Q0t
(n(Q0)−1).
Note that by definition of B−, we have that γa(1) ∈ B−. On the other hand, since γa(0) ∈ B+ we infer that γa must
meet the complement of G(Q) at y = γa(s) for some s ∈ (0, 1). We can estimate the distance of y from c(Q0) in
the following way:
d(y, c(Q0)) ≤d(aδ20A−10 diam Q0s(n(Q0)), c(Q0)) ≤ d(a, c(Q0)) + 20A
−1
0 diam Q0s
≤d(x, c(Q0)) + d(x, a) + 20A−10 diam Q0s
≤10A−10 diam Q0 + A−10 diam Q0 + 20A−10 diam Q0s ≤ 40A−10 diam Q0 < (A0 − 2)diam Q0.
(105)
The above computation, implies that if Q is the cube ofM(C, ι) containing Q0, then y ∈ I(Q). Furthermore, thanks
to inequality (105), the choice of A0 and Proposition A.5 we have:
dist(y, E(ϑ,γ) \Q0) ≥dist(c(Q0), E(ϑ,γ) \Q0)− d(y, c(Q0))
≥64−1ζ2 diam Q0 − 40A−10 diam Q0 ≥ 100A−10 diam Q0.
(106)
Thanks to (105), (106) and the fact that c(Q0) ∈ E(ϑ,γ), we deduce that:
dist(y, E(ϑ,γ) \Q0) ≥ 100A−10 diam Q0 > d(y, c(Q0)) ≥ dist(y, Q0). (107)
Therefore, if z ∈ E(ϑ,γ) is the point of minimal distance of y from E(ϑ,γ), (107) implies that z ∈ Q0 ∩ E(ϑ,γ).
Furthermore, since by assumption y 6∈ G(Q) and by (105) we have y ∈ I(Q), Proposition 2.20 implies:
d(z, y) = dist(y, E(ϑ,γ)) ≤ 4A−10 d(y) < d(y)/10, (108)
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where the last inequality can be strict only if d(y) > 0. In this case, the definition of the function d (see (90))
implies that:
d(z) ≥ d(y)− d(z, y) > 9d(y)
10
, (109)
and thus z cannot be contained in a cube Q ∈ ∆(C, ι) with diam Q ≤ 9d(y)/10, where last inequality holds only if
d(y) > 0.
If d(y) = 0, the bound (108) implies that d(y, z) = 0 and thus y = z ∈ E(ϑ,γ). Therefore:
y ∈ E(ϑ,γ) ∩Q0 ⊆ C ∩Q0 ∪
⋃
Q∈I (Q0)
Q ⊆ C ∩Q0 ∪
⋃
Q∈I (Q0)
B(c(Q), 2C8 diam Q) = F(Q0).
If on the other hand d(y) > 0, we claim that there is a cube Q1 ∈ ∆(C, ι), possibly Q0 itself, such that:
(a) if z ∈ Q1 ⊆ Q0 for any cube Q ∈ ∆(C, ι) contained in Q1, we have z 6∈ Q,
(b) diam Q1 ≥ 9d(y)/10,
(c) there exists a Q˜ ∈ I (Q0), that is a child of Q1 and for which z ∈ Q˜,
Let us verify that such a cube Q1 exists. Since z ∈ Q0, for any cube Q ∈ ∆(C, ι) such that Q ⊆ Q0 and z ∈ Q we
have:
9d(y)/10 ≤ d(z) ≤ diam Q, (110)
where the last first inequality above comes from (109) and the last one from the definition of d. Let Q1 be the
smallest cube of ∆(C, ι) containing z and note that for any cube Q ⊆ Q1 of ∆(C, ι) we have that z 6∈ Q. This proves
(a) and (b). In order to prove (c), we note that any ancestor of Q1 in ∆(E(ϑ,γ), ι) must be contained in ∆(C, ι).
Furthermore, the condition diam Q1 ≥ 9d(y)/10 implies that z ∈ E(ϑ,γ) \ C. From this, we infer that there must
exist a cube Q˜ in I (Q0) for which z ∈ Q˜ and thus Q˜ ( Q1. Such cube must be a child of Q1 otherwise the
minimality of Q1 would be contradicted.
Let us use (a), (b) and (c) to conclude the proof of the theorem. Inequality (108), (110) and (b) imply:
dist(y, Q) ≤ d(y, z) = dist(y, E(ϑ,γ)) ≤ d(y)/10 ≤ diam Q1/9 ≤ diam Q/9. (111)
Therefore, Proposition A.4 together with (111) imply:
d(c(Q˜), y) ≤ d(c(Q˜), z) + d(z, y) ≤ diam Q˜ + diam Q1/9 ≤ diam Q˜ + C8 diam Q˜/9 < 2C8 diam Q˜. (112)
The bound (112) finally proves that y ∈ F(Q0). Summing up, this shows that F(Q0) has big projections, indeed
thanks to Proposition 1.8 we infer:
SQ−1
(
PΠ(Q0)(F(Q0))
)
≥ SQ−1
(
PΠ(Q0)(B(x, A
−1
0 diam Q0)
)
= c(Π(Q0))A
−(Q−1)
0 diam Q
Q−1
0 . (113)
This implies thanks to (99), (113) and Proposition 1.8 that:
SQ−1(PΠ(Q0)(Q0 ∩ C)) ≥SQ−1(PΠ(Q0)(F(Q0)))− SQ−1
(
PΠ(Q0)
( ⋃
Q∈I (Q0)
B(c(Q), C8 diam Q0)
))
≥ c(Π(Q0))
2AQ−10
diam QQ−10 ≥
diam QQ−10
2AQ−10
.
Remark 2.6. Thanks to Remark 2.4, Theorem 2.21 can be proved under the milder hypothesis on φxE(ϑ,γ):
lim sup
r→0
dx,4kr(φ,M) ≤ 4−(Q+1)ε2,
for φ-almost every x ∈ E(ϑ,γ). This is due to the fact that everything proved so far is based on the possibility of
finding a cube Q in such a way that any sub-cube of Q′ ⊆ Q satisfies the hypothesis of Proposition 2.13.
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2.4 Construction of the φ-positive intrinsic Lipschitz graph
This subsection is devoted to the proof of the main result of Section 2, Theorem 2.1 that we restate here for
reader’s convenience:
Theorem 2.1. There is an intrinsic Lipschitz graph Γ, that are introduced in Definition B.2, such that φ(Γ) > 0.
The proof of Theorem 2.1 follows the following argument. Fixed a cube Q ∈ M(C, ι), we prove that the family
B(Q) of the maximal sub-cubes of Q having small projection on Π(Q), thanks to Theorem 2.21 is small in measure.
Therefore, we can find a cube Q′ ∈ ∆(C, ι) \ B(Q), that is contained in Q, and for which any sub-cube Q˜ of Q
has big projections on Π(Q). This independence on the scales, thanks to Proposition 2.10 implies that C ∩ Q is a
Π(Q)-intrinsic Lipschitz graph.
Proposition 2.22. Suppose E is a Borel subset of G and assume there is a plane W ∈ Gr(Q− 1) and an α > 0 such that for
any w ∈ E we have:
E ⊆ wCW(α). (114)
Then E is contained in an intrinsic Lipschitz graph.
Proof. Thanks to the assumption on E, for any w1, w2 ∈ E we have w−11 w2 ∈ CW(α). This implies that for any
v ∈ PW(E), there exists a unique w ∈ E such that PW(w) = v, otherwise we would have w−11 w2 ∈ N(V).
Let f : PW(E) → N(V) be the map associating every w ∈ PW(E) to the only element in its preimage P−1W (w).
With this definition we have that the set gr( f ) := {v f (v) : v ∈ P−1W (E)} coincides with E and thus it is an intrinsic
Lipschitz graph since gr( f ) ⊆ vCW(α), for any v ∈ E.
Proposition 2.23. Let ε4 := min{ε1, (32ϑC3C7 AQ−10 )−1}. There exists a compact set C1 ⊆ C and a ι1 ∈N such that:
(i) φ(C \ C1) ≤ ε4φ(C),
(ii) whenever Q ∈ ∆(C1, ι1), we have (1− ε3/32)φ(Q) ≤ φ(Q ∩ C).
Proof. First of all, we prove that the set ∆(C, ι) is a φxC Vitali relation. It is immediate to see that the family ∆(C, ι)
is a fine covering of C. Furthermore, let E be a Borel set contained in C and suppose A ⊆ ∆(C, ι) is a fine covering
of E. Defined A∗ := {Q ∈ A : Q is maximal}, it is immediate too see that:⋃
Q∈A
Q =
⋃
Q∈A∗
Q,
and thus the family A∗ is still a covering of E. The maximality of the elements of A∗ implies that they are pairwise
disjoint and thus ∆(C, ι) is a φ-Vitali relation in the sense of section 2.8.16 of [13]. Therefore, thanks to Theorem
2.9.11 in [13], we deduce that:
lim
Q→x
φ(C ∩Q)
φ(Q)
= 1, (115)
for φ-almost every x ∈ C. For any j ∈ N, define the functions f j(x) := φ(C ∩ Qj(x))/φ(Qj(x)), where Qj(x) is
the unique cube of the generation ∆j containing x. The identity (115) implies that limj→∞ f j(x) = 1 for φ-almost
every x ∈ C. Therefore, Severini-Egoroff theorem implies that we can find a compact subset C1 of C such that
φ(C \ C1) ≤ ε4φ(C) and f j(x) converges uniformly to 1 on C1. This proves (i) and (ii) at once.
Theorem 2.24. There exists a cube Q′ ∈ ∆(C1, 2ι1) such that Q′ ∩ C1 is an intrinsic Lipschitz graph of positive φ-measure.
Proof. For any Q0 ∈ M(C1, 2ι1), Theorem 2.21 and Proposition 2.23 imply that:
SQ−1(PΠ(Q0)(Q0 ∩ C)) ≥
diam QQ−10
2AQ−10
. (116)
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Therefore, for any Q0 ∈ M(C1, 2ι1) we let B(Q0) be the family of the maximal cubes Q ∈ ∆(C1, 2ι1), contained in
Q0 for which:
SQ−1(PΠ(Q0)(E(ϑ,γ) ∩Q)) < diam QQ−14C27 AQ−10 , (117)
and we define B(Q0) :=
⋃
Q∈B(Q0) Q. The first step of the proof of the theorem is to show that:
φ(C ∩ [Q0 \B(Q0)]) > φ(Q0)
8ϑC3C7 AQ−10
, for any Q0 ∈ M(C1, 2ι1). (118)
Throughout this paragraph we shall assume that Q0 ∈ M(C1, 2ι1) is fixed. The maximality of the elements Q of
B(Q0) implies that they are pairwise disjoint and since Q ∩ E(ϑ,γ) 6= ∅, Remark A.1 yields:
SQ−1(PΠ(Q0)(E(ϑ,γ) ∩Q)) < diam QQ−14C27 AQ−10 ≤ φ(Q)4C7 AQ−10 . (119)
Thanks to Proposition 1.8 and Corollary 2.5, we have:
φ(C ∩ [Q0 \B(Q0)]) ≥ S
Q−1(C ∩ [Q0 \B(Q0)])
ϑ
≥ S
Q−1(PΠ(Q0)(C ∩ [Q0 \B(Q0)]))
2c(Π(Q0))ϑ
. (120)
On the other hand, thanks to (116) we infer that:
SQ−1(PΠ(Q0)(C ∩ [Q0 \B(Q0)])) ≥ SQ−1(PΠ(Q0)(C ∩Q0))− SQ−1(PΠ(Q0)(E(ϑ,γ) ∩B(Q0))
≥ diam Q
Q−1
0
2AQ−10
− ∑
Q∈B(Q0)
SQ−1(PΠ(Q0)(E(ϑ,γ) ∩Q))).
(121)
Since Q0 ∩ E(ϑ,γ) 6= ∅, Remark A.1, (119), (121) and the fact that the elements in B(Q0) are disjoint imply:
SQ−1(PΠ(Q0)(C ∩ [Q0 \B(Q0)])) ≥ φ(Q0)2C7 AQ−10 − 14C7 AQ−10 ∑Q∈B(Q0) φ(Q)
=
φ(Q0)
2C7 AQ−10
− 1
4C7 AQ−10
φ(B(Q0)).
(122)
Thanks to the bounds (120) and (122), we eventually deduce that:
2c(Π(Q0))ϑφ(C ∩ [Q0 \B(Q0)]) ≥ φ(Q0)
2C7 AQ−10
− 1
4C7 AQ−10
φ(B(Q0))
≥ φ(Q0)
4C7 AQ−10
+
1
4C7 AQ−10
φ(Q0 \B(Q0)).
(123)
Inequality (123) together with the bound from above on c(Π(Q0)), see Proposition 1.8, immediately imply (118).
Now that (118) is proved, we want to construct a cube Q′ ∈ ∆(C1, 2ι1) disjoint from ⋃Q0∈M(C1,2ι1)B(Q0) such
that φ(C1 ∩ Q′) > 0. Since the elements of M(C1, 2ι1) are pairwise disjoint and their union covers C1, we infer
that:
φ
(
C1 \
⋃
Q0∈M(C1,2ι2)
B(Q0)
)
=φ
( ⋃
Q0∈M(C1,2ι1)
C1 ∩ [Q0 \B(Q0)]
)
= ∑
Q0∈M(C1,2ι1)
φ(C1 ∩ [Q0 \B(Q0)])
≥ ∑
Q0∈M(C1,2ι1)
φ(C ∩ [Q0 \B(Q0)])− φ((C \ C1) ∩Q0)
≥ ∑
Q0∈M(C1,2ι1)
φ(Q0)
8ϑC3C7 AQ−10
− φ(C \ C1) ≥ φ(C1)
8ϑC3C7 AQ−10
− ε4φ(C).
(124)
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where the first inequality of the last line above follows from (122). Therefore, Proposition 2.23 and (124) imply:
φ
(
C1 \
⋃
Q0∈M(C1,2ι2)
B(Q0)
)
≥ 1− ε4
8ϑC3C7 AQ−10
φ(C)− ε4φ(C) ≥ φ(C)
16ϑC3C7 AQ−10
. (125)
Inequality (125) implies that there must exist a cube Q′0 ∈ M(C1, 2ι1) such that φ(C1 \
⋃
Q∈B(Q′0) Q) > 0. Defined
G to be the set of maximal cubes in ∆(C1, 2ι1) \ B(Q′0) contained in Q′0, we can find at least a cube Q′ ∈ G for
which φ(C1 ∩ Q′) > 0. Furthermore, thanks to the maximality of the elements in B(Q′0) we also deduce that any
sub-cube of Q′ is not an element of B(Q′0).
We prove now that C1 ∩Q′ is contained in an intrinsic Lipschitz graph. Indeed, we claim that:
x−11 x2 ∈ CΠ(Q′0)(2α0) for any x1, x2 ∈ C1 ∩Q
′, (126)
where α0 was defined in Proposition 2.10. Fix x1, x2 ∈ C1 ∩Q′ and note that there must exist a unique j ∈ N such
that:
Rγ−12−jN+5 ≤ d(x1, x2) ≤ Rγ−12−(j−1)N+5.
For i = 1, 2 we let Qxi be the unique cubes in the j-th strata of cubes ∆j for which xi ∈ Qxi . Suppose Q′ ∈ ∆j and
note that Theorem A.3(iv) and the choice of j imply:
γ−12−jN+5 ≤ d(x1, x2) ≤ diam Q′ ≤ γ−12−jN+5. (127)
The chain of inequalities (127) implies that j ≤ j and thus by Theorem A.3(iii) we infer that Qxi ⊆ Q′ for i = 1, 2.
Furthermore, thanks to Theorem A.3(iv), (vii), for i = 1, 2 we have:
R diam Qxi ≤ Rγ−12−jN+5 ≤ d(x1, x2) ≤ Rγ−12−(j−1)N+5 ≤ 2N+6ζ−2R2−jN−1 ≤ 2N+6ζ−2R diam Qxi , (128)
where the second last inequality comes from the choice of ζ. Since Qxi ∈ ∆(C1, 2ι1), Lemma 2.13 implies that
α(Qxi ) ≤ ε2 for i = 1, 2. Furthermore, the construction of Q′ insures that for any cube Q ∈ ∆(C1, 2ι1) contained in
Q′, we have:
SQ−1(PΠ(Q′0)(E(ϑ,γ) ∩Q)) ≥ diam QQ−14C27 AQ−10 . (129)
This proves that the hypothesis of Proposition 2.10 are satisfied and thus x1 ∈ x2CΠ(Q′0)(2α0). Finally C1 ∩ Q′ is
proved to be contained in an intrinsic Lipschitz graph by means of Proposition 2.22.
Remark 2.7. Both Proposition 2.23 and Theorem 2.24 can be proved without any modification under the milder
hypothesis on φxE(ϑ,γ) stated in (67).
It is immediate to infer that Theorem 2.24 directly implies Theorem 2.1 and the following proposition, that will
be used to prove the rigidity statements on finite perimeter sets of Section 3.
Proposition 2.25. If instead of (ii) in Theorem 2.1, the measure φ satisfies:
lim sup
r→0
dx,4kr(ψ,M) ≤ 4−(Q+1)ε2, for φ-almost every x ∈ E(ϑ,γ), (130)
there exists an intrinsic Lipschitz graph such that φ(Γ) > 0.
Proof. The Remarks 2.4, 2.6 and 2.7 directly imply the claim.
3 conclusions and discussion of the results
In this section we use the main result of Section 2, i.e. Theorem 2.1, to deduce a number of consequences.
First of all we prove Theorem 3.1, that is the main result of this paper, that is a 1-codimensional extension of the
Marstrand-Mattila rectifiability criterion to general Carnot groups. Secondly, we provide in Corollary 3.3 a rigidity
results for finite perimeter sets in Carnot groups: we are able to show that if locally a Caccioppoli set is not too far
from its natural tangent plane, then its boundary is an intrinsic rectifiable set, see Definition B.3. Eventually, we
use Theorem 3.1 to prove that a 1-codimensional version of Preiss’s rectifiability theorem in the Heisenberg groups
Hn.
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3.1 Main results
In this subsection we finally conclude the proof of the main results of this work.
Theorem 3.1. Suppose φ is a Radon measure on G and let d˜(·, ·) be a left invariant, homogeneous distance on G. Assume
further that for φ-almost all x ∈ G we have:
(i)
0 < lim inf
r→0
φ(B˜(x, r))
rQ−1
≤ lim sup
r→0
φ(B˜(x, r))
rQ−1
< ∞,
where B˜(x, r) is the ball relative to the metric d˜ centred at x of radius r > 0,
(ii) TanQ−1(φ, x) ⊆M, where M is the family of 1-codimensional flat measures introduced in Definition 1.6.
Then φ is absolutely continuous with respect to SQ−1 and G can be covered φ-almost all with countably many C1G-surfaces.
Proof. Since d˜ is bi-Lipschitz equivalent to d, see for instance Corollary 5.15 in [4], the hypothesis (i) implies:
0 < ΘQ−1∗ (φ, x) ≤ ΘQ−1,∗(φ, x) < ∞, (131)
for φ-almost every x ∈ G. For any ϑ,γ, R ∈N we define:
E(ϑ,γ, R) :={x ∈ B(0, R) : ϑ−1rQ−1 ≤ φ(B(x, r)) ≤ ϑrQ−1 for any 0 < r < 1/γ}.
It is possible to prove, with the same arguments used in the proof of Proposition 2.3, that the E(ϑ,γ, R) are compact
sets and:
φ(G \ ⋃
ϑ,γ,R
E(ϑ,γ, R)) = 0, (132)
Thus, if A is an SQ−1-null Borel set, Proposition 2.4 yields:
φ(A) ≤ ∑
ϑ,γ,R∈N
φ(A ∩ E(ϑ,γ, R)) ≤ ∑
ϑ,γ,R∈N
ϑ2Q−1SQ−1(A ∩ E(ϑ,γ, R)) = 0.
The above computation proves that φ is absolutely continuous with respect to SQ−1 and just to fix notations we
let ρ ∈ L1(SQ−1) be such that φ = ρSQ−1.
As a second step, we show that G can be covered φ-almost all with countably many intrinsic Lipschitz graphs.
Assume by contradiction there are ϑ,γ, R ∈ N for which, following the notations of Proposition B.3, we have
φ(E(ϑ,γ, R)u) > 0. Thanks to Corollary 2.9.11 of [13] it is immediate to see that:
ϑ−1 ≤ ΘQ−1∗ (φxE(ϑ,γ, R)u, x) ≤ ΘQ−1,∗(φxE(ϑ,γ, R)u, x) ≤ ϑ,
for φ-almost every x ∈ E(ϑ,γ, R)u. Furthermore, thanks to Proposition 1.12, we infer that TanQ−1(φxE(ϑ,γ, R)u, x) ⊆
M for φ-almost every x ∈ E(ϑ,γ, R)u. By Theorem 2.1, this implies that there exists an intrinsic Lipschitz graph Γ
such that φ(Γ ∩ E(ϑ,γ, R)) > 0. This is not possible since Proposition 2.4 would yield:
0 < φ(Γ ∩ E(ϑ,γ, R)u) ≤ ϑ2Q−1SQ−1(E(ϑ,γ, R)u ∩ Γ),
and this contradicts the fact that E(ϑ,γ, R) intersects in a SQ−1-null set every intrinsic Lipschitz graph.
In this paragraph, we assume that ϑ,γ, R ∈N are fixed. Thanks to Proposition 2.4 we infer that SQ−1xE(ϑ,γ, R)
is mutually absolutely continuous with respect to φxE(ϑ,γ) and in particular:
ϑ−1 ≤ ρ(x) ≤ ϑ2Q−1 for SQ−1-almost every x ∈ E(ϑ,γ, R).
Let {γi}i∈N be the sequence of intrinsic Lipschitz functions for which φ(E(ϑ,γ, R) \ ⋃i∈N gr(γi)) = 0 and let
Ei := epi(γi) be the epigraph of the function γi, that was defined in (172). Thanks to Proposition 1.12 we deduce
that:
TanQ−1(φxE(ϑ,γ, R) ∩ gr(γi), x) = ρ(x)TanQ−1(SQ−1xgr(γi), x) = ρ(x)d(x)TanQ−1(|∂Ei|G, x),
conclusions and discussion of the results 41
for φ-almost every x ∈ E(ϑ,γ, R)∩ gr(γi), where d is the density yielded by Remark B.2 and |∂Ei|G is the perimeter
measure of Ei. Finally, Proposition B.10 implies that:
TanQ−1(φxE(ϑ,γ, R) ∩ gr(γi), x) ⊆ ρ(x)d(x){λSQ−1xVi(x) : λ ∈ [L−1G , l−1G ]}, (133)
where Vi(x) ∈ Gr(Q− 1) is the plane orthogonal to nEi (x), the generalized inner inward normal introduced in
Definition B.5.
We now prove that (133) implies that for SQ−1-almost every x ∈ gr(γi) and every α > 0 we have:
lim
r→0
SQ−1(gr(γi) ∩ B(x, r) \ xXVx (α))
rQ−1
= 0, (134)
where XVx (α) := {w ∈ G : dist(w, Vx) ≤ α‖w‖}. Thanks to (133), for SQ−1-almost every x ∈ gr(γi) and any
sequence ri → 0, there exists a λ > 0 for which:
Tx,rSQ−1xE(ϑ,γ, R)
rQ−1i
⇀ λSQ−1xVx. (135)
The convergence in (135) implies that:
lim
i→∞
SQ−1xgr(γi)(B(x, ri) \ xXVx (α))
rQ−1i
= lim
i→∞
Tx,ri (SQ−1xgr(γi))
(
B(0, 1) \ XVx (α)
)
rQ−1i
=λ(SQ−1xVx)
(
B(0, 1) \ XVx (α)
)
= 0,
(136)
where the second last identity above comes from the fact that SQ−1(Vx ∩ ∂B(0, 1) \ XVx (α)) = 0 and Proposition
2.7 of [12].
Proposition B.11 and (134) together imply that E(ϑ,γ, R) can be covered SQ−1-almost all with C1G-surfaces. This,
together with the arbitrariness of ϑ,γ, R ∈N and (132) concludes the proof of the theorem.
The following theorem trades off the regularity of tangents, that are assumed only to be close enough to flat
measures, with a strengthened hypothesis on the density, that basically makes φ almost AD-regular.
Theorem 3.2. Suppose φ is a Radon measure on G and let d˜(·, ·) be a left invariant, homogeneous distance on G. If there
exists a δ ∈N such that:
δ−1 < lim inf
r→0
φ(B˜(x, r))
rQ−1
≤ lim sup
r→0
φ(B˜(x, r))
rQ−1
< δ for φ-almost every x ∈ G, (137)
where B˜(x, r) is the ball relative to the metric d˜ centred at x of radius r > 0, then we can find an ε(δ, d˜) > 0 such that, if:
lim sup
r→0
dx,r(φ,M) ≤ ε(δ, d˜) for φ-almost every x ∈ G,
then φ is absolutely continuous with respect to SQ−1 and G can be covered φ-almost all with countably many intrinsic
Lipschitz surfaces.
Proof. The proof is the verbatim repetition of the first part of the argument used to prove Theorem 3.1, where
instead of Theorem 2.1 we make use of Proposition 2.25.
Theorem 3.2 immediately implies the following:
Corollary 3.3. Let ϑG := max{l−1G , LG} and suppose Ω ⊆ G is a finite perimeter set such that:
lim sup
r→0
dx,r(|∂Ω|G,M) ≤ ε(ϑ−1G , d) for |∂Ω|G-almost every x ∈ G,
where ε(ϑ−1G , d) is the constant yielded by Theorem 3.2 and d is the metric introduced in Definition 1.4. Then G can be
covered |∂Ω|G-almost all with countably many intrinsic Lipschitz surfaces.
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Proof. Theorem B.5 implies that lG < ΘQ−1∗ (|∂Ω|G, x) ≤ ΘQ−1,∗(|∂Ω|G, x) < LG for φ-almost every x ∈ G. Theo-
rem 3.2 directly imply the statement.
As mentioned at the beginning of this section, the main application of Theorem 3.1 is an extension Preiss’s
rectifiability theorem to 1-codimensional measures in Hn.
Theorem 3.4. Suppose d is the Koranyi metric in Hn and φ is a Radon measure on Hn such that:
0 < Θ2n+1(φ, x) := lim
r→0
φ(B(x, r))
r2n+1
< ∞, for φ-almost every x ∈Hn. (138)
Then φ is absolutely continuous with respect to SQ−1 and Hn can be covered φ-almost all with C1Hn -surfaces.
Proof. Thanks to Theorem 1.2 of [32], the almost sure existence of the limit in (138) implies that Tan(φ, x) ⊆M, for
φ-almost every x ∈ G. Thanks to Theorem 3.1, this proves the claim.
3.2 Discussion of the results
Theorem 3.1 shows that C1G-rectifiability in Carnot groups can be characterized in the same way as the Lipschitz
rectifiability in Euclidean spaces. With this in mind we introduce the following two definitions:
Definition 3.1 (P-rectifiable measures). Suppose that φ is a Radon measure on some Carnot group G endowed
with a left invariant and homogeneous metric d and let m be a positive integer. We say that φ is Pm-rectifiable if:
(i) 0 < Θm∗ (φ, x) ≤ Θm,∗(φ, x) < ∞ for φ-almost every x ∈ G,
(ii) Tanm(φ, x) ⊆ {λµx : λ > 0}, for φ-almost every x ∈ G where µx is some Radon measure on G.
Remark 3.1. It was already remarked by P. Mattila at the end of [30] that Definition 3.1 may be considered the
correct notion of rectifiability in H1.
Remark 3.2. Instead of condition (ii) of Definition 3.1, we can assume without loss of generality that µx = HmxV(x)
for some V(x) ∈ Gr(m), where Gr(m) is the family of m-dimensional homogeneous subgroups of G. This is due
to Theorem 3.2 of [30] and Theorem 3.6 of [24]: the former result tells us that µx must be the Haar measure of a
closed, dilation-invariant subgroup of G and the latter that such subgroup is actually a Lie subgroup.
Definition 3.2 (P∗-rectifiable measures). Suppose that φ is a Radon measure on some Carnot group G endowed
with a left invariant and homogeneous metric d and let m be a positive integer. We say that φ is P∗m-rectifiable if:
(i) 0 < Θm∗ (φ, x) ≤ Θm,∗(φ, x) < ∞ for φ-almost every x ∈ G,
(ii) Tanm(φ, x) ⊆M(m), for φ-almost every x ∈ G.
The difference between Definitions 3.1 and 3.2 is that in the former the tangent to φ is the same plane at every
scale, while in the latter the tangents are planes that may vary at different scales. Although there is no a priori
reason for which these definition should be equivalent in general, we see that our main may be rewritten as:
Theorem 3.5. Suppose φ is a Radon measure on G. The following are equivalent:
(i) φ is PQ−1-rectifiable,
(ii) φ is P∗Q−1-rectifiable,
(iii) φ is absolutely continuous with respect to HQ−1 and G can be covered φ-almost all with countably many C1G-surfaces.
The notion of P-rectifiable measures is also relevant since in different contests it appears to imply the right
notion of rectifiability. This is summarized in the following theorem, that is an immediate consequence of the
Eucidean Marstrand-Mattila rectifiability criterion and Theorem 3.1:
Theorem 3.6. The following two statements hold:
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(i) A Radon measure φ on Rn is Pm-rectifiable if and only if it is Euclidean m-rectifiable;
(ii) A Radon measure φ on G is PQ−1-rectifiable if and only if it is C1G-rectifiable.
In [31] P. Mattila, F. Serra Cassano and R. Serapioni proved in Theorems 3.14 and 3.15 that whenever a good
notion of regular surface is available in the Heisenberg group, provided the tangents are selected carefully, see
Definition 2.16 of [31], a Pm-rectifiable measure is also rectifiable with respect of the family of regular surfaces of
the right dimension. However, because of the algebraic structure of the group Hn, there is not an a priori (known)
good notion of regular surface that includes the vertical line V . For this reason the uniform measure S2xV is
considered to be non-rectifiable from the standpoint of [31]. Up to this point Haar measures of not complemented
homogeneous subgroups (like the vertical line V in H1) were considered non-rectifiable and thus preventing a
possible extension of Preiss’s Theorem to low dimension even in H1. This was already remarked in [7]. On the
other hand, we have:
Theorem 3.7. Let φ be a Radon measure on H1 such that for φ-almost every x ∈H1, we have:
0 < Θ2(φ, x) := lim
r→0
φ(B(x, r))
r2
< ∞,
where B(x, r) are the metric balls with respect to the Koranyi metric. Then φ is P2-rectifiable.
Proof. This follows from Proposition 2.2 of [32] and Theorem 1.4 of [6].
As remarked in the previous paragraph, to our knowledge in literature there is not a good candidate of rectifia-
bility in Carnot groups for which the density problem may have a positive answer. On the other hand, Theorems
3.4, 3.6 and 3.7 encourage us to state the density problem in Carnot groups in the following way:
Dentsity Problem. Suppose φ is a Radon measure on the Carnot group G. There exists a left invariant distance d on G
such that the following are equivalent:
(i) there exists an α > 0 such that for φ-almost every x ∈ G we have 0 < Θα(φ, x) := limr→0 φ(B(x, r))/rα < ∞,
(ii) α ∈ {0, . . . ,Q} and φ is Pα- rectifiable.
Neither one of the implications of the formulation of the density problem is of easy solution. In [3] the author
of the present work in collaboration with G. Antonelli prove the implication (ii)⇒(i) of the Density Problem when
the tangents measures to φ are supported on complemented subgroups.
Furthermore, as already observed in [32], if d is a left invariant distance coming from a polynomial norm on G
with the same argument used in [21] and later on in [7], it is possible to show that if (i) in the Density Problem
holds, then α ∈ N. In Rn this implies thanks to Theorem 3.1 of [1], that there is an open and dense set Ω in the
space of norms (with the distance induced by the Hausdorff distance of the unit balls) for which for any ‖·‖ ∈ Ω,
Marstrand’s theorem holds.
a construction of dyadic cubes
Throughout this section we assume φ is a fixed Radon measure on the Carnot group G, supported on the
compact set K, and such that:
0 < lim inf
r→0
φ(B(x, r))
rm
≤ lim sup
r→0
φ(B(x, r))
rm
< ∞, for φ-almost every x ∈ G.
In the following, we construct a family of dyadic cubes for the measure φ. There are many constructions in literature
of such objects both in the Euclidean and in (rather general) metric spaces. Unfortunately, in the context of general
metric spaces, dyadic cubes are only available for AD-regular measures, see for instance [8]. Since our φ is not so
regular, we need to provide a construction. Before passing to a short account on the structure of this section, we
give the following:
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Definition A.1. For any ϑ,γ ∈N, we define in analogy with (28), the set:
E(ϑ,γ) :=
{
x ∈ K : ϑ−1rm ≤ φ(B(x, r)) ≤ ϑrm for any 0 < r < 1/γ}.
Furthermore for any µ ∈N such that µ ≥ 4ϑ and ν ∈N, we let:
Eϑ,γ(µ, ν) = {x ∈ E(ϑ,γ) : (1− 1/µ)φ(B(x, r)) ≤ φ(B(x, r) ∩ E(ϑ,γ)) for any 0 < r < 1/ν}.
In this section, for any ϑ,γ ∈N, we construct a family of partitions {∆j(ϑ,γ)}j∈N of K such that:
(i) diam Q ≤ 2−j/γ and φ(Q) ≤ 2−jm/γ for any Q ∈ ∆j(ϑ,γ),
(ii) 2−j . diam Q and 2−jm . φ(Q) for those cubes Q ∈ ∆j(ϑ,γ), for which Q ∩ E(ϑ,γ) 6= ∅.
The collection ∆(ϑ,γ) := {∆j(ϑ,γ) : j ∈ N} is said to be a family of dyadic cubes for φ. The strategy we employ
to construct such partitions, is to adapt the construction given by G. David for AD-regular measures that can be
found in Appendix I of [9] to this less regular case.
In Subsection A.1 we briefly recall the definition of the Hausdorff distance of compact sets and prove some
technical facts used in Section 2 and Subsection A.3. In Subsection A.2, we state Theorem A.3 that is the main
result of this appendix and prove some of its consequences. Finally, in Subsection A.3, we prove Theorem A.3.
a.1 Hausdorff distance of sets
In this subsection we recall some of the properties of the Hausdorff distance of sets and the Hausdorff conver-
gence of compact sets.
Definition A.2 (Hausdorff distance). For any couple of sets in A, B ⊆ G, we define their Hausdorff distance as:
dH(A, B) := max
{
sup
x∈A
dist(x, B), sup
y∈B
dist(A, y)
}
.
Furthermore, for any compact set κ in G, we define F(κ) := {A ⊆ κ : A is compact}.
The following is a well known property of the Hausdorff metric.
Theorem A.1. For any compact set κ of G, we have that (F(κ), dH) is a compact metric space.
Proof. See for instance Theorem VI of §28 in [18].
The next proposition will be used in the proof of Lemma A.14 and Proposition A.15. It establishes the stability
of the Hausdorff convergence under finite unions.
Proposition A.2. Let N ∈N and assume {Di}i=1,...,N and {D′i}i=1,...N are finite families of subsets of G. Then:
dH
( N⋃
i=1
Di,
N⋃
i=1
D′i
)
≤ max
i=1,...,N
dH(Di, D′i). (139)
Let κ be a compact set in G. Suppose that for any j = 1, . . . , N, the sequences {Aji}i∈N ⊆ F(κ) converge in the Hausdorff
metric to some Aj ∈ F(κ). Then:
lim
i→∞
dH
( N⋃
j=1
Aji ,
N⋃
j=1
Aj
)
= 0. (140)
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Proof. As a first step, we prove inequality (139). By definition of the distance dH , we have:
dH
( N⋃
i=1
Di,
N⋃
i=1
D′i
)
=max
{
sup
x∈⋃Ni=1 Di
dH
(
x,
N⋃
i=1
D′i
)
, sup
y∈⋃Ni=1 D′i
dH
(
y,
N⋃
i=1
Di
)}
≤max
{
max
i=1,...,N
sup
x∈Di
dH
(
x,
N⋃
i=1
D′i
)
, max
i=1,...,N
sup
x∈D′i
dH
(
x,
N⋃
i=1
D′i
)}
≤max
{
max
i=1,...,N
sup
x∈Di
dH(x, D′i), maxi=1,...,N
sup
x∈D′i
dH(x, D′i)
}
= max
i=1,...,N
max
{
sup
x∈Di
dH(x, D′i), sup
x∈D′i
dH(x, D′i)
}
= max
i=1,...,N
dH(Di, D′i).
Finally, inequality (139) directly implies (140) and this concludes the proof of the proposition.
a.2 Dyadic cubes
In this subsection we state the main theorem of this appendix, Theorem A.3 and prove, assuming the validity of
Theorem A.3, a couple of its consequences that will be used in Section 2. Throughout this subsection and the next
one we will always assume that ϑ and γ are two fixed natural numbers such that φ(E(ϑ,γ)) > 0. We remark that
following the same arguments used in the proof of Proposition 2.2 it is possible to show that the sets E(ϑ,γ) are
compact for any ϑ,γ ∈N.
Definition A.3. For any subset A of G and any δ > 0, we let:
∂(A, δ) := {u ∈ A : dist(u, K \ A) ≤ δ} ∪ {u ∈ K \ A : dist(u, A) ≤ δ}.
Theorem A.3. Let ζ := 2−50Qϑ−2, N := −4 log2(ζ) + 30 and C6 := 224Qϑ. For any j ∈ N there are disjoint partitions
∆j of K having the following properties:
(i) if j ≤ j′, Q ∈ ∆j and Q′ ∈ ∆j′ , then either Q contains Q′ or Q ∩Q′ = ∅,
(ii) for any Q ∈ ∆j we have diam(Q) ≤ 2−Nj+5/γ,
(iii) if Q ∩ E(ϑ,γ) 6= ∅, then C−16
(
2−Nj/γ
)m ≤ φ(Q) ≤ C6(2−Nj/γ)m,
(iv) for any Q ∈ ∆j, we have φ
(
∂(Q, ζ22−Nj/γ)
) ≤ C6ζ(2−Nj/γ)m,
(v) for any cube for which Q ∩ E(ϑ,γ) 6= ∅, there exists a c(Q) ∈ K such that B(c(Q), ζ22−Nj−1/γ) ⊆ Qj(x).
Remark A.1. Part (iii) of Theorem A.3 can be rephrased in the following useful way. Defined C7 := C6(32ζ−2)m, we
have:
(iii)’ if Q ∩ E(ϑ,γ) 6= ∅ then C−17 diam Qm ≤ φ(Q) ≤ C7 diam Qm.
This can be easily shown putting together Theorem A.3 (ii), (iii) and (v).
The families of cubes yielded by Theorem A.3 may have the annoying property that if Q ∈ ∆ι the only cube of
the strata ∆ι+1 contained in Q, is just Q itself. The following proposition shows that this is not much of a problem
for the cubes intersecting E(ϑ,γ).
Proposition A.4. Suppose that Q∗ ∈ ∆j is the parent of a cube Q ∈ ∆j+k such that Q ∩ E(ϑ,γ) 6= ∅. Then k <⌊ 2 log C6
Nm
⌋
+ 1 and:
diam Q∗
diam Q
≤ 2 2 log C6m +Nζ−2 =: C8.
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Proof. Suppose Q˜ is the ancestor of the cube Q contained in the layer ∆j. Then Q˜ ∩ E(ϑ,γ) 6= ∅ and thanks to
Theorem A.3(i) and (iii), we infer:
φ(Q˜ \Q) = φ(Q˜)− φ(Q) ≥ C−16
(
2−jN
γ
)m
− C6
(
2−(j+k)N
γ
)m
= C−26
(
2−jN
γ
)m
(1− C262−kNm) > 0, (141)
where the last inequality comes from the choice of k. Inequality (141) implies that Q is strictly contained in Q˜. This
implies that the parent cube of Q must be contained in some ∆i+j with 0 ≤ i ≤ b2 log C6/mNc+ 1. Hence, thanks
to Theorem A.3(v) we infer that:
diam Q∗ ≤ 2−Nj+5/γ = 2Nk+6ζ−2 · ζ22−N(j+k)−1/γ ≤ 2Nk+6ζ−2 diam Q ≤ 2 2 log C6m +Nζ−2 diam Q,
and this concludes the proof of the proposition.
The following proposition is a consequence of Theorem A.3 and it tells us that Theorem A.3(v), in some cases
can be strengthened to assuming that the centre of the cube c(Q) is contained in E(ϑ,γ).
Proposition A.5. Assume that µ ≥ 4ϑ. Then, for any cube Q ∈ ∆(Eϑ,γ(µ, ν), ν) we can find a c(Q) ∈ E(ϑ,γ) ∩ Q such
that:
B(c(Q), ζ2 diam Q/64) ∩ K ⊆ Q.
Proof. In order to prove the proposition it suffices to show that:
E(ϑ,γ) ∩Q \ ∂(Q, ζ2 diam Q/32) 6= ∅. (142)
In order to fix ideas, we let Q ∈ ∆j with j ≥ ν and note that since Q ∩ E(ϑ,γ) 6= ∅, thanks to Theorem A.3(ii), (iii)
and (iv), we have:
φ(E(ϑ,γ) ∩Q\∂(Q, ζ2 diam Q/32))
≥φ(E(ϑ,γ) ∩Q)− φ(∂(Q, ζ2 diam Q/32)) ≥ φ(E(ϑ,γ) ∩Q)− φ(∂(Q, ζ22−jN/γ))
≥φ(E(ϑ,γ) ∩Q)− C6ζ(2−jN/γ)Q−1 = φ(Q)− φ(Q \ E(ϑ,γ))− C6ζ(2−jN/γ)Q−1
≥φ(Q)− φ(Q \ E(ϑ,γ))− C26ζφ(Q).
(143)
Since Q ∈ ∆(Eϑ,γ(µ, ν), ν) we have diam Q ≤ 2−Nν+5/γ and there exists a w ∈ Eϑ,γ(µ, ν) ∩ Q. Therefore, the
definition of Eϑ,γ(µ, ν) and Theorem A.3(vi), imply:
φ(Q \ E(ϑ,γ)) ≤ φ(B(w, 2−jN+5/γ) \ E(ϑ,γ)) ≤µ−1φ(B(w, 2−jN+5/γ))
≤µ−1ϑ(2−jN+5/γ)Q−1 ≤ µ−1ϑC6φ(Q).
(144)
Putting together (143) and (144), we conclude that:
φ(E(ϑ,γ) ∩Q \ ∂(Q, ζ2 diam Q)) ≥ (1− µ−1ϑ− C26ζ)φ(Q) ≥ φ(Q)/4.
where the last inequality follows from the fact that C26ζ = 2
48Qϑ2 · 2−50Qϑ−2 ≤ 1/2 and µ−1ϑ ≤ 1/4. This proves
(142) and in turn the proposition.
a.3 Construction of the dyadic cubes
For the rest of the section, we fix ϑ,γ ∈N in such a way φ(E(ϑ,γ)) > 0 and we let η ∈ (0, ϑ−22−40Q).
Definition A.4. For any j ∈N, we let:
(i) ג0(j) be a maximal set of points in E(ϑ,γ) such that d(x, x′) ≥ 2−j/γ for any couple of distinct x, x′ ∈ ג0(j),
(ii) Ξ0(j) be a maximal set of points in K, containing ג0(j) and such that d(x, x′) ≥ 2−j/γ for any couple of
distinct x, x′ ∈ Ξ0(j),
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Lemma A.6. Let x ∈ K be a point such that φ(B(x, r)) ≤ ϑrm for any 0 < r < 1/γ. Then for any j ∈ N, there is a ball
Bj(x) centred at x of radius r ∈ (2−j/γ, (1+ η)2−j/γ) such that:
φ(∂(Bj(x), η22−j/γ)) ≤ 2mϑη(2−j/γ)m =: C9η(2−j/γ)m.
Proof. For any p ∈ {1, . . . , b1/ηc − 1}, let:
C(x, p, j) := B
(
x,
(
1+
ηp
b1/ηc + η
2
)
2−j/γ
)
\ B
(
x,
(
1+
ηp
b1/ηc − η
2
)
2−j/γ
)
.
The coronas C(x, p, j) are pairwise disjoint, since η was chosen small enough, and their union is contained in the
ball B(x, (1+ η)2−j/γ). This implies, thanks to the choice of x, that there exists a p ∈ {1, . . . , b1/ηc − 1} such that:
φ(C(x, p, j)) ≤ ϑ (1+ η)
m
b1/ηc (2
−j/γ)m.
Lemma A.7. For any x ∈ Ξ0(j), we have Card
(
Ξ0(j) ∩ B(x, 2−j+3/γ)
) ≤ 32Q.
Proof. The balls {B(y, 2−j−1/γ) : y ∈ Ξ0(j) ∩ B(x, 2−j+3/γ)} are disjoint and contained in B(x, 2−j+4/γ). This
implies that:
(2−j−1/γ)QCard(Ξ0(j) ∩ B(x, 2−j+3/γ)) ≤ SQ(B(x, 2−j+4/γ)) = (2−j+4/γ)Q.
We let ≺ be a total order on Ξ0(j) such that x ≺ y whenever x ∈ ג0(j) and y ∈ Ξ0(j) \ ג0(j). For every x ∈ Ξ0(j)
we define:
B′j(x) := Bj(x) ∩
[ ⋃
y≺x
Bj(y)
]c
.
Therefore, for any x ∈ ג0(j) the definitions of the order ≺ and of the sets B′j, imply that:
Bj(x) ∩ B′j(w) = ∅, (145)
whenever w ∈ Ξ0(j) \ ג(j). The sets B′j are by construction a disjoint cover of K, however their measure could be
very small. To avoid this problem, we will glue together some of the B′js. Let ג(j) be the subset of those x ∈ ג0(j)
such that:
φ(B′j(x)) ≥ 32−Qϑ−1(2−j/γ)m.
Since the sets B′j are a disjoint cover of K, we have for any x ∈ ג(j) we have:
K ∩ Bj(x) ⊆
⋃
y∈Ξ(j)
Bj(x)∩B′j(y) 6=∅
K ∩ B′j(y) =
⋃
y∈ג0(j)
Bj(x)∩B′j(y) 6=∅
K ∩ B′j(y), (146)
where the last identity above comes from (145). Eventually thanks to the inclusion (146), we have:
∑
y∈ג0(j)
Bj(x)∩B′j(y) 6=∅
φ(B′j(y)) ≥ φ(Bj(x)) ≥
1
ϑ
(
2−j
γ
)m
. (147)
Lemma A.8. For any x ∈ ג0(j) we have ג(j) ∩ B(x, 2−j+2/γ) 6= ∅.
Proof. Lemma A.7 together with (147) directly imply the claim since:
ϑ−1(2−j/γ) ≤ φ(Bj(x)) ≤ ∑
y∈ג0(j)
Bj(x)∩B′j(y) 6=∅
φ(B′j(y)) ≤ 32Q max
y∈ג0(j)
Bj(x)∩B′j(y) 6=∅
φ(B′j(y)).
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Definition A.5. Let h be a map assigning each y ∈ ג0(j) \ ג(j) to an element of ג(j)∩ B(y, 2−j+2), that exists thanks
to Lemma A.8 and define:
Dj(y) :=
K ∩
[
B′j(y) ∪
⋃
x∈h−1(y) B′j(x)
]
if y ∈ ג(j),
K ∩ B′j(y) if y ∈ Ξ0(j) \ ג0(j).
Finally we let Ξ(j) := ג(j) ∪ Ξ0(j) \ ג0(j).
Proposition A.9. For any j ∈N the sets {Dj(y) : y ∈ Ξ(j)} are a disjoint cover of K and:
(i) diam(Dj(y)) ≤ 2−j+4/γ and Dj(y) ⊆ B(y, 2−j+3/γ),
(ii) for any j ∈N we have E(ϑ,γ) ⊆ ⋃y∈ג(j) Dj(y),
(iii) φ(Dj(y)) ≥ 32−Qϑ−1(2−j/γ)m provided y ∈ ג(j) and j ≥ 3,
(iv) φ(∂(Dj(y), 2−jη2/γ)) ≤ C10η(2−j/γ)m,
(v) for any y ∈ ג(j) there exists a c ∈ Dj(y) such that B(c, η22−j−1/γ) ⊆ Dj(y).
Proof. The fact that {Dj(y) : y ∈ Ξ(j)} is a partition of K, follows from the fact that the B′js are. In order to prove
(ii), it is sufficient to note that (145) implies that the union of the sets {B′j(y) : y ∈ ג0(j)} covers E(ϑ,γ). Thanks
to the definition of the Djs, this also yields that {Dj(y) : y ∈ ג(j)} cover E(ϑ,γ) as well. The claim (iii) follows
directly from the fact that B′j(y) ⊆ Dj(y) for any y ∈ ג(j).
In order to prove (i), we distinguish two cases. If y ∈ Ξ(j) \ ג(j), we have Dj(y) = B′(j)∩K ⊆ Bj(y)∩K and thus
the claim follows directly from the definition of Bj(y). On the other hand, if y ∈ ג(j), for any w1, w2 ∈ Dj(y) there
are a1, a2 ∈ {y} ∪ h−1(y) such that wi ∈ B′j(ai) for i = 1, 2. Since by construction we have d(h(w), w) ≤ 2−j+2/γ
for any w ∈ ג0(j) and B′j(w) ⊆ Bj(w) for any w ∈ Ξ0(j), we deduce that:
d(w1, w2) ≤ d(w1, a1) + d(a1, y) + d(y, a2) + d(a2, w2) ≤ 2 · 2−j+1/γ+ 2 · 2−j+2/γ ≤ 2−j+4/γ,
proving that diam(Dj(y)) ≤ 2−j+4/γ. The proof of the second part of (i) follows similarly.
In order to prove (iv), we first estimate φ(∂(B′j(y), 2
−jη2/γ)):
φ(∂(B′j(y), 2
−jη2/γ)) ≤ ∑
wy
Bj(w)∩Bj(y) 6=∅
φ(∂(Bj(w), 2−jη2/γ)) ≤ 32QC9η(2−j/γ)m, (148)
where the last inequality comes from Lemmas A.6 and A.7. We see that the bound in (148) proves (iv) if y ∈
Ξ(j) \ ג(j). On the other hand, if y ∈ ג(j), we have:
φ(∂(Dj(y), 2−jη2/γ)) ≤φ(∂(B′j(y), 2−jη2/γ)) + ∑
z∈h−1(y)
φ(∂(B′j(z), 2
−jη/γ))
≤ ∑
wy
Bj(w)∩Bj(y) 6=∅
φ(∂(Bj(w), 2−jη2/γ)) + ∑
z∈h−1(y)
∑
wz
Bj(w)∩Bj(z) 6=∅
φ(∂(Bj(w), 2−jη2/γ))
≤32QC9η(2−j/γ)m + 32QCard(h−1(y))C9η(2−j/γ)m = 2 · 64QC9η(2−j/γ)m,
where the first inequality of the last line comes from (148) and the identity from the estimate on the cardinality of
h−1(y), which can be bound with the one of ג0(j)∩ B(y, 2−j+2/γ), see Lemma A.7. The bound in (iv) follows with
the choice C10 := 2 · 64QC9.
In order to verify (v) we first observe that for any y ∈ ג(j) we have 2φ(∂(Dj(y), 2−jη2/γ)) ≤ φ(Dj(y)). This
shows that:
φ({u ∈ Dj(y) : dist(u, K \ Dj(y)) > 2−jη2/γ}) > φ(∂(Dj(y), 2−jη2/γ)) > 0,
and thus we can find a c ∈ K such that K ∩ B(c, η22−j−1/γ) ⊆ Dj(y), proving the proposition.
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We need to modify the sets Dj in order to make each generation of cubes to interact in the intended way with
the others.
Definition A.6. Suppose j ∈ {Nl : l ∈ N and l ≥ 2} and let y ∈ Ξ(j). We define ϕ(y) as the point x ∈ Ξ(j− N)
such that y ∈ Dj−N(x). Furthermore, for any d ∈N we let:
Ed(x) := {y ∈ Ξ(j + Nd) : ϕd(y) = x},
where ϕd = ϕ ◦ ϕ ◦ . . . ◦ ϕ︸ ︷︷ ︸
d
.
Remark A.2. Since the sets Dj are a partition of K, this implies that for any w ∈ Ξ(j + Nd) there exists an x ∈ Ξ(j)
such that w ∈ Dj(x), or more compactly: ⋃
x∈Ξ(j)
Ed(x) = Ξ(j + Nd), (149)
We define A(j) as the set of those x ∈ Ξ(j) for which Ed(x) is not definetely empty, i.e.:
A(j) := {x ∈ Ξ(j) : Card({d ∈N : Ed(x) 6= ∅}) = ∞}.
Since Ξ(j) is finite, it is immediate to see (thanks to the pidgeonhole principle) that A(j) must be non-empty.Furthermore,
thanks to Proposition A.10, we also have that if x ∈ A(j), then Ed(x) 6= ∅ for any d ∈N.
This implies that, again thanks to the finiteness of Ξ(j), that for any j ∈ N there exists an M(j) ∈ N such that
Ed(x) = ∅ for any x ∈ Ξ(j) \ A(j) whenever d ≥ M(j).
The following proposition is an elementary consequence of the definition of the sets Ed.
Proposition A.10. For any j ∈ NN, x ∈ Ξ(j) and d ∈N, if Ed(x) 6= ∅, then:
Ek(x) 6= ∅ for any k ≤ d. (150)
Furthermore, the following identity holds for any l ∈N:
Ed+l(x) =
⋃
w∈Ed(x)
El(w) =
⋃
w∈Ed(x)
El(w) 6=∅
El(w). (151)
Proof. If p belongs to the right hand side of (151), there exists a w ∈ Ed(x) such that p ∈ El(w). This implies that
p ∈ Ed+l(x), since ϕd+l(p) = ϕd(ϕl(p)) = ϕd(w) = x. Viceversa, if p ∈ Ed+l(x) then ϕd(p) ∈ El(x), proving that
p ∈ ⋃w∈Ed(x),El(w) 6=∅ El(w). Eventually, identity (151) directly implies (150). Indeed, if there was some 0 < l < k
such that El(w) = ∅, we would have by (151) that:
Ek(x) =
⋃
w∈El(x)
Ek−l(w) 6=∅
Ek−l(w) = ∅,
since the union over an empty family is the empty set.
Proposition A.11. For any j ∈ NN we have ג(j) ⊆ A(j).
Proof. Thanks to Proposition A.9, for any x ∈ ג(j) there exists a c ∈ K such that:
B(c, η22−j−1/γ) ⊆ {u ∈ Dj(x) : dist(u, K \ Dj(x)) > 2−jη2/γ}. (152)
Since the sets Dj+Nd cover K for any d ∈N, there exists a z ∈ Λ(j+ Nd) such that c ∈ Dj+Nd(z). If d is big enough,
then Dj+Nd(z) must be contained in Dj(x) thanks to (152) and Proposition A.9. Thus Ed(x) 6= ∅ for any d ≥ d.
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Definition A.7. Let j ∈ NN and d ∈N. For any x ∈ Ξ(j) for which Ed(x) 6= ∅, we define:
Dj,d(x) :=
⋃
y∈Ed(x)
Dj+Nd(y).
For the sake of notation we also let Dj,0(x) := Dj(x).
Lemma A.12. For any j ∈ NN and any x ∈ Ξ(j) for which there is a d ≥ 1 such that Ed(x) 6= ∅, we have:
dH(Dj,k−1(x), Dj,k(x)) ≤ 2−j−N(k−1)+4/γ, for any 1 ≤ k ≤ d. (153)
Proof. We prove the proposition proceeding by induction on k. As a first step, we verify (153) in the base case
k = 1. Since Ed(x) 6= ∅, thanks to Proposition A.10 we have that E1(x) 6= ∅. Therefore, if z ∈ Dj,1(x) there exists
an y ∈ Ed(x) such that z ∈ Dj+N(y). Thanks to Proposition A.9 we infer that d(z, y) ≤ 2−j−N+4/γ. Furthermore,
thanks to the choice of y we also have that y ∈ Dj(x) and thus:
dist(z, Dj(x)) ≤ d(z, y) ≤ 2−j−N+4/γ, for any z ∈ Dj,1(x). (154)
On the other hand for any w ∈ Dj(x), we have:
dist(w, Dj,1(x)) ≤ min
y∈E1(x)
d(w, y) ≤ d(w, x) + min
y∈E1(x)
d(x, y) ≤ 2−j+3/γ+ 2−j+3/γ = 2−j+4/γ, (155)
Summing up, (154) and (155) imply that for any j ∈N and any x ∈ Ξ(j) for which E1(x) 6= ∅ we have:
dH(Dj(x), Dj,1(x)) ≤ 2−j+4/γ. (156)
Suppose now that the bound (153) holds for k − 1 for some 1 ≤ k ≤ d. The definition of Dj,k(x) together with
identity (151) imply:
Dj,k(x) =
⋃
y∈Ek(x)
Dj+Nk(y) =
⋃
w∈Ek−1(x)
E1(w) 6=∅
⋃
y∈E1(w)
Dj+N(k−1)+N(y) =
⋃
w∈Ek−1(x)
E1(w) 6=∅
Dj+N(k−1),1(w). (157)
Identity (157) thanks to inequalities (139) and (156), allows us to infer:
dH(Dj,k−1(x), Dj,k(x)) =dH
( ⋃
w∈Ek−1(x)
E1(w) 6=∅
Dj+N(k−1)(w),
⋃
w∈Ek−1(x)
E1(w) 6=∅
Dj+N(k−1),1(w)
)
≤ max
w∈Ek−1(x)
E1(w) 6=∅
dH
(
Dj+N(k−1)(w), Dj+N(k−1),1(w)
) ≤ 2−j−N(k−1)+4/γ,
proving the proposition.
Since the sets Dj,d(x) are contained in the compact set K and, thanks to Proposition A.10, they form a Cauchy
sequence with respect to the Hausdorff metric dH , for any j ∈ N and x ∈ A(j) there is a compact set Rj(x) such
that:
lim
d→∞
dH(Dj,d(x), Rj(x)) = 0.
Lemma A.13. For any j ∈N and any x ∈ A(j) we have Rj(x) ⊆ B(x, 2−j+5/γ).
Proof. Thanks to Lemma A.12 and the triangular inequality for dH , we have:
dH(Rj(x), Dj(x)) ≤
∞
∑
d=0
dH(Dj,d+1(x), Dj,d(x)) ≤ 2−j+3/γ
∞
∑
j=0
2−Nd = 2
−j+3/γ
1− 2−N ≤ 2
−j+4/γ. (158)
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Thanks to Proposition A.9(i) we know that Dj(x) ⊆ B(x, 2−j+3/γ) and thus (158) and the triangular inequality
yield:
sup
y∈Rj(x)
d(x, y) ≤ dH(x, Rj(x)) ≤ dH({x}, Dj(x)) + dH(Dj(x), Rj(x)) ≤ 2−j + 3/γ+ 2−j+4/γ < 2−j+5/γ.
The above computation immediately implies that Rj(x) ⊆ B(x, 2−j+5/γ).
Lemma A.14. The compact sets {Rj(x) : x ∈ A(j)} are a covering of K. Furthermore, for any j ∈ NN, any x ∈ A(j) and
any l ∈N we have:
Rj(x) =
⋃
z∈El(x)∩A(j+Nl)
Rj+Nl(z). (159)
Proof. Thanks to the definition of M(j), see Remark A.2, for any d ≥ M(j) we have:⋃
x∈A(j)
Ed(x) = Ξ(j + Nd).
Therefore, since by Proposition A.9 the sets {Dj+Nd(y) : y ∈ Ξ(j + Nd)} are a partition of K, for any d ≥ M(j) we
deduce that:
K =
⋃
x∈Ξ(j+Nd)
Dj+Nd(x) =
⋃
x∈A(j)
⋃
w∈Ed(x)
Dj+Nd(w) =
⋃
x∈A(j)
Dj,d(x). (160)
The first part of the statement, namely that the Rj’s are a cover of K, follows from (160), Proposition A.2 and the
fact that limd→∞ dH(Dj,d(x), Rj(x)) = 0 for any x ∈ A(j).
Concerning the second part of the statement for any j, l ∈N, any w ∈ Ξ(j + lN) and any d ≥ M(j + Nl) thanks
to Remark A.2, we have Ed(w) 6= ∅ if and only if w ∈ A(j + Nl). Thanks to Proposition A.10, and the above
argument we infer that:
Dj,d+l(x) =
⋃
w∈Ed+l(x)
Dj+Nl+Nd(w) =
⋃
w∈El(x)
Ed(w) 6=∅
⋃
z∈Ed(w)
Dj+Nl+Nd(z)
=
⋃
w∈El(x)
Ed(w) 6=∅
Dj+Nl,d(w) =
⋃
w∈El(x)∩A(j+Nl)
Dj+Nl,d(w).
Since Dj,l+d(x) converges to Rj(x) and cl(Dj+Nl,d(w)) to Rj+Nl(w) in the Hausdorff metric as d goes to infinity, the
uniqueness of limit and Proposition A.2 imply identity (159).
Proposition A.15. For any j ∈N we have E(ϑ,γ) ⊆ ⋃x∈ג(j) Rj(x).
Proof. Thanks to Proposition A.9(ii), for any j, k ∈ N we have E(ϑ,γ) ⊆ ⋃w∈ג(j+k) Dj+k(w). This implies that for
any y ∈ ג(j + k) we can find a x ∈ ג(j) such that ϕk(y) = x. Thanks to Proposition A.11, for any k ∈N we have:
E(ϑ,γ) ⊆ ⋃
w∈ג(j+k)
Dj+l(w) ⊆
⋃
x∈ג(j)
⋃
w∈Ek(y)
Dj+k(w) =
⋃
y∈ג(j)
Dj,k(y). (161)
If dist(w,
⋃
x∈ג(j) Rj(x)) = 0 for any w ∈ E(ϑ,γ), since
⋃
x∈ג(j) Rj(x) is closed and contained in K, we have
w ∈ ⋃x∈ג(j) Rj(x) proving the proposition. So, fix some w ∈ E(ϑ,γ) and thanks to (161) there exists a sequence
{yk} ⊆ ג(j) such that w ∈ Dj,k(yk). Since ג(j) is a finite set, thanks to the pidgeonhole principle we can assume
without loss of generality that yk is a fixed element y ∈ ג(j) that it is also contained in A(j) thanks to Proposition
A.11.
dist(w, Rj(y)) ≤ dist(w, Dj,k(y)) + dH(Dj,k(y), Rj(y)) = dH(Dj,k(y), Rj(y)).
The arbitrariness of k and the definition of Rj(y) concludes the proof of the proposition thanks to the argument at
the beginning of this paragraph.
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Despite the fact that the Rjs cover E, they may not be disjoint. In order to correct this, we put a total order j
on A(j) in such a way that:
(i) x ≺j y for any x ∈ ג(j) and any y ∈ A(j) ∩ Ξ(j) \ ג(j)
(ii) x ≺j y if ϕ(x) ≺j−N ϕ(y).
Definition A.8. For any j ∈ NN and x ∈ A(j), we define:
Qj(x) := Rj(x) ∩
[ ⋃
w≺jx
Rj(w)
]c
.
Furthermore, we let ∆j := {Qj(x) : x ∈ A(j)}.
Remark A.3. Thanks to the definition of Qj we have Rj(x) ∩ Qj(w) = ∅ for any x ∈ A(j) ∩ ג(j) and any w ∈
Ξ(j) \ ג(j) ∩ A(j).
Proposition A.16. Let j ≤ j′, x ∈ A(j) and y ∈ A(j′). Then either Qj′(y) ⊆ Qj(x) or Qj′(y) ∩Qj(x) 6= ∅.
Proof. First of all we note that if j = j′, since the sets Qj are pairwise disjoint, either Qj(x) = Qj(y), and thus x = y,
or Qj(x) ∩Qj′(y) = ∅. From now on, we can assume without loss of generality that j′ = j + Nl for some l ≥ 1.
We claim that if y ∈ El(z) for some x ≺j z, then Qj′(y) ∩ Qj(x) = ∅. For any w ∈ El(x), we have ϕl(w) = x ≺j
z = ϕl(y). Therefore, thanks to the definition of ≺j′ , we deduce that w ≺j y, and thus:
Rj(x) =
⋃
w∈El(x)∩A(j+Nl)
Rj′(w) ⊆
⋃
w≺j′ y
Rj′(w). (162)
Thanks to the definition of Qj′(y) and (162), we conclude that:
Qj′(y) ∩Qj(x) ⊆ Qj′(y) ∩ Rj(x) ⊆ Rj′(y) ∩
⋃
w≺j′ y
Rj′(w) = ∅.
On the other hand, if y ∈ El(z) for some z ≺j x, since by assumption y ∈ A(j′) thanks to Lemma A.14 we infer:
Qj′(y) ∩Qj(x) ⊆Rj′(y) ∩Qj(x) ⊆ Rj′(y) ∩ Rj(x) ∩
[ ⋃
w≺jx
Rj(w)
]c
⊆Rj′(y) ∩
[ ⋃
w≺jx
( ⋃
z∈El(w)∩A(j′)
Rj′(z)
)]c
⊆ Rj′(y) ∩ Rj′(y)c = ∅.
Eventually, if y ∈ El(x) we deduce thanks to Lemma A.14, that Rj′(y) ⊆ Rj(x). Thanks to the definition of ≺j we
know that if w ∈ El(z) for some z ≺j x, then ϕl(w) = z ≺j x = ϕl(y), and thus w ≺j′ y thanks to the definition of
the order relation ≺j′ . This and Lemma A.14 imply that:⋃
z≺jx
Rj(z) =
⋃
z≺jx
⋃
w∈El(z)∩A(j+Nl)
Rj′(p) ⊆
⋃
w≺j′ y
Rj′(w).
The above inclusion, thanks to the definition of the sets Qj, proves that Qj′(y) ⊆ Qj(x).
Proposition A.17. For any j ∈ NN and any x ∈ A(j) we have:
sup
v∈Rj(x)
dist(v, Dj(x)) ≤ 2−j−N+6/γ. (163)
Furthermore, the following inclusions hold:
Dj(x)4Rj(x) ⊆ ∂(Dj(x), η22−j/γ) and Dj(x)4Qj(x) ⊆ ∂(Dj(x), η22−j/γ). (164)
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Proof. If u ∈ Dj,1(x), there is y ∈ Ξ(j + N) ∩ Dj(x) such that u ∈ Dj+N(y) and thanks to Proposition A.9(i) we
have:
dist(u, Dj(x)) ≤ dist(u, y) ≤ diam(Dj+N(y)) ≤ 2−j−N+3/γ.
Therefore, for any v ∈ Rj(x), we have:
dist(v, Dj(x)) ≤ inf
u∈Dj,1(x)
d(u, v) + dist(u, Dj(x))
≤ inf
u∈Dj,1(x)
d(u, v) + 2−j−N+3/γ = dist(v, Dj,1(x)) + 2−j−N+3/γ.
Furthermore, since dist(v, Dj,1(x)) ≤ dH(Rj(x), Dj,1(x)), thanks to Lemma A.12 we deduce that:
dist(v, Dj(x)) ≤2−j−N+3/γ+ dH(Dj,1(x), Rj(x)) ≤ 2−j−N+3/γ+ ∑
d∈N
dH(Dj,d(x), Dj,d+1(x))
≤2−j−N+3/γ+
∞
∑
d=1
2−j−Nd+3/γ ≤ 2−j−N+5/γ,
for any v ∈ Rj(x).
Let us move to the proof of (164). For any u ∈ Dj(x) ∩ Qj(x)c, we can assume without loss of generality that
there exists an x(u) ∈ A(j) \ {x} such that u ∈ Rj(x(u)). This is due to the following argument. The fact that
the sets Rj are a cover of K shows that we can always find a y ∈ A(j) such that y ∈ Rj(y). Furthermore, if
u ∈ R(x) ∩ Qj(x)c, then by definition of Qj(x) there must exists another x(u) ≺j x such that u ∈ Rj(x(u)), and
this shows that we can always choose x(u) different from x.
Therefore, since Dj(x(u)) ⊆ K \ Dj(x), thanks to (163) we deduce that for any u ∈ Dj(x) ∩Qj(x)c, we have:
dist(u, K \ Dj(x)) ≤ dist(u, Dj(x(u))) ≤ sup
v∈Rj(x(u))
dist(v, Dj(x(u))) ≤ 2−j−N+6/γ. (165)
Thanks to inequality (165), we infer that:
Dj(x) ∩ Rj(x)c ⊆ Dj(x) ∩Qj(x)c ⊆ {w ∈ K : dist(w, K \ Dj(x)) ≤ 2−j−N+6/γ}. (166)
On the other hand, for any u ∈ Dj(x)c ∩ Rj(x), inequality (163) implies that:
Dj(x)c ∩Qj(x) ⊆ Dj(x)c ∩ Rj(x) ⊆ {w ∈ Dj(x) : dist(w, Dj(x)) ≤ 2−j−N+6/γ}. (167)
The inclusions (166) and (167) yield both of the inclusion of (164), that concludes the proof since 2−N+6 ≤ 2−15ζ4.
We are left to prove that the families of sets ∆j satisfy the properties of Theorem A.3:
Theorem A.18. Defined C11 := 27Qϑ and C12 := 224Qϑ, the families {∆j}j∈N have the following properties:
(i) K =
⋃
Q∈∆j Q for any j ∈N and the elements of ∆j are pairwise disjoint,
(ii) for any j ∈N we have E(ϑ,γ) ⊆ ⋃x∈ג(j) Qj(x),
(iii) if j ≤ j′, Q ∈ ∆j and Q′ ∈ ∆j′ , then either Q contains Q′ or Q ∩Q′ = ∅,
(iv) for any Q ∈ ∆j we have diam(Q) ≤ 2−j+5/γ,
(v) if x ∈ ג(j), then C−111
(
2−j/γ
)m ≤ φ(Qj(x)) ≤ C11(2−j/γ)m,
(vi) if Q ∈ ∆j, we have φ
(
∂(Q, η22−j/γ)
) ≤ C12η(2−j/γ)m,
(vii) for any x ∈ ג(j) there is a c ∈ K such that B(c, η22−j−1/γ) ∩ K ⊆ Qj(x).
Proof. Point (i) is satisfied by the definition of the sets Qj and Lemma A.14 and (ii) follows from Proposition A.15
and Remark A.3. Furthermore, (iii) is implied by Proposition A.16 and (iv) by Lemma A.13.
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proof of (v) If x ∈ ג(j) the upper bound follows immediately thanks to Proposition A.13:
φ(Qj(x)) ≤ φ(B(x, 2−j+5/γ)) ≤ ϑ(2−j+5/γ)m.
For the lower bound note that:
φ(Qj(x)) = φ(Dj(x))− φ(Dj(x) \Qj(x)) + φ(Qj(x) \ Dj(x)) ≥ φ(Dj(y))− φ(Qj(x)4Dj(x)).
Thanks to Proposition A.17 we know that Qj(x)4Dj(x) ⊆ ∂(Dj(x), η22−j/γ). Therefore, Proposition A.9(ii) and
(iii) imply that:
φ(Qj(x)) ≥ φ(Dj(y))− φ(∂(Dj(x), η22−j/γ)) ≥ (32−Qϑ−1 − C10η)(2−j/γ)m ≥ 64−Qϑ−1(2−j/γ)m,
where the last inequality follows from the choice η ≤ 2−13Qϑ−2. This concludes the proof of (v) thanks to the
choice of C11.
proof of (vi) For any x ∈ A(j), we estimate the measure of {u ∈ Qj(x) : dist(u, K \ Qj(x)) ≤ η22−j−1}. If
u ∈ Dj(y) and dist(u, K \Qj(x)) ≤ η22−j−1/γ, then we can find x 6= x′ ∈ A(j) such that u ∈ Rj(x′) and thanks to
Proposition A.17, we deduce that dist(u, Dj(x′)) ≤ 2−j−N+5 ≤ η22−j. Proposition A.9(i) and Lemma A.13 imply
that:
Card({y ∈ A(j) : Rj(y) ∩ Dj(x) 6= ∅}) ≤ Card({y ∈ A(j) : B(x, 2−j+5/γ) ∩ B(x, 2−j+3/γ) 6= ∅}) ≤ 27Q, (168)
where the last inequality follows by the same argument we used to prove Lemma A.7. Therefore, thanks to
Proposition A.9(iii) we have that:
φ({u ∈ Dj(x) : dist(u, K \Qj(x)) ≤ η22−j−1/γ})
≤ 27Q max
y:Rj(y)∩Dj(x) 6=∅
φ({u ∈ Dj(y) : dist(u, K \ Dj(y)) ≤ η22−j/γ}) ≤ 27QC10η(2−j/γ)m. (169)
Furthermore, since Proposition A.17 implies that Qj(x) ∩ Dj(x)c ⊆ ∂(Dj(x), η22−j/γ), we infer thanks to Proposi-
tion A.9(iii) and the bound (169), that:
φ({u ∈ Qj(x) : dist(u, K \Qj(x)) ≤ η22−j−1})
≤ φ({u ∈ Dj(x) : dist(u, K\Qj(x)) ≤ η22−j−1}) + φ({u ∈ Qj(x) ∩ Dj(x)c : dist(u, K \Qj(x)) ≤ η22−j−1})
≤ 27QC10η(2−j/γ)m + C10η(2−j/γ)m ≤ 28QC10η(2−j/γ).
We are left to estimate the measure of {u ∈ K \ Qj(x) : dist(u, Qj(x)) ≤ η22−j−1}. Thanks to part (i) proved
above, we know that the Qj are a partition of K. Therefore, we have that:
φ({u ∈ K \Qj(x) : dist(u, Qj(x)) ≤ η22−j−1}) = ∑
y∈A(j)\{x}
φ({u ∈ Qj(y) : dist(u, Qj(x)) ≤ η22−j−1}). (170)
The cardinality of those y ∈ A(j) for which there exists u ∈ Qj(y) such that dist(u, K \ Qj(y)) ≤ η22−j−1 can be
bounded by 29Q and this can be shown with the same argument used for (168). Thanks to the bounds (169) and
(170), we have:
φ({u ∈ K \Qj(x) : dist(u, Qj(x))}) ≤29Q · max
y∈A(j)\{x}
Qj(y)∩B(Qj(x),η22−j−1) 6=∅
φ({u ∈ Qj(y) : dist(u, Qj(x)) ≤ η22−j−1})
≤216QC10η(2−j/γ)m.
(171)
Hence putting together (169) and (171), we deduce that:
φ(∂(Qj(x), η22−j−1/γ)) ≤ 27QC10η(2−j/γ)m + 216QC10η(2−j/γ)m ≤ 217QC10η(2−j/γ)m.
Thus, (v) follows with the choice C12 := 217QC10.
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proof of (vii) Thanks for (iv) and (v), for any x ∈ ג(j) we have:
C−111 (2
−j/γ)m ≤φ(Qj(x)) ≤ φ(∂(Qj(x), η22−j−1/γ)) + φ({u ∈ Qj(x) : dist(u, K \Qj(x)) > η22−j−1/γ})
≤C12η(2−j/γ)m + φ({u ∈ Qj(x) : dist(u, K \Qj(x)) > η22−j−1/γ})
Since η ≤ ϑ−22−26Q, we deduce that C−111 − C12η ≥ ϑ−12−8Q and thus:
ϑ−12−8Q(2−j/γ)m ≤ φ({u ∈ Qj(x) : dist(u, K \Qj(x)) > η22−j−1/γ}).
This implies that there exists c ∈ K such that B(c, η22−j−1/γ) ⊆ Qj(x).
b finite perimeter sets in carnot groups
For any x ∈ G, we define the vector fields Xi(x) := ∂t(x ∗ δt(ei))|t=0 for any i = 1, . . . , n1 and:
HG(x) := span{X1(x), . . . , Xn1(x)}.
For any open set Ω in G we denote by C10 (Ω, HG) the sections of HG of class C1 with support contained in Ω.
b.1 Definitions of rectifiability in Carnot groups
In this subsection we give a couple of notions of rectifiability in Carnot groups that will be extensively used
throughout the paper, but first we need to introduce suitably regular surfaces. In Definition B.1 we introduce a
class of surfaces whose definition is reminiscent of the characterisation of smooth surfaces in the Euclidean spaces
through the local inversion theorem while the one given in Definition B.2 is inspired to the characterisation of
Lipschitz graphs through cones.
Definition B.1 (C1G-surfaces). We say that a closed set C ⊆ G is a C1G-surface if there exists a continuous function
f : G→ R, whose horizontal distributional gradient ∇G f is represented by a continuous, never-vanishing section
of HG, such that C = f−1(0).
Remark B.1. Thanks to Corollary 4.27 of [35], if C is a C1G-regular surface, then SQ−1xC is σ-finite.
Definition B.2 (Intrinsic Lipschitz graphs). Let V ∈ Gr(Q− 1) and E be a Borel subset of V. A function f : E →
N(V) is said to be intrinsic Lipschitz if there exists an α > 0 such that for any v ∈ E we have:
gr( f ) := {v f (v) : v ∈ E} ⊆ v f (v)CV(α).
A Borel set A ⊆ G is said to be an intrinsic Lipschitz graph if there is an intrinsic Lipschitz function f : E ⊆ V →
N(V) such that A = f (E).
The following theorem for us is of capital importance, since instead of treating with fragments of intrinsic
Lipschitz graphs one can always reduce to a graph defined on the whole subgroup V.
Theorem B.1 (Theorem 3.4, [36]). Suppose V ∈ Gr(Q− 1) and let f : E → N(V) be an intrinsic Lipschitz function.
Then there is an intrinsic Lipschitz function f˜ : V → N(V) such that f (v) = f˜ (v) for any v ∈ E.
The following result is an immediate consequence of Theorem B.1:
Proposition B.2. If f : E ⊆ V → N(V) is an intrinsic Lipschitz function, then SQ−1x f (E) is σ-finite.
Proof. Theorem B.1 together with Theorem 3.2.1 of [14] immediately implies that SQ−1(E ∩ B(0, R)) < ∞ for any
R > 0.
In the following definition, we introduce two independent notions of rectifiability coming from the two different
notions of regular surface introduced in Definitions B.1 and B.2.
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Definition B.3. A Borel set A ⊆ G of finite SQ−1-measure is said to be:
(i) C1G-rectifiable if there are countably many C
1
G-surfaces Γi such that SQ−1(A \
⋃
i∈N Γi) = 0.
(ii) intrinsic rectifiable if there are countably many intrinsic Lipschitz graphs Γi such that SQ−1(A \⋃i∈N Γi) = 0.
The following proposition is an adaptation of the well known fact that Borel sets can be written in an essentially
unique way, as the union of a rectifiable and a purely unrectifiable set. For the Euclidean statement and its proof,
we refer to Theorem 5.7 of [12].
Proposition B.3. (Decomposition Theorem) Suppose F is a family of Borel sets in G for which SQ−1xC is σ-finite for any
C ∈ F . Then, for any Borel set E ⊆ G such that SQ−1(E) < ∞, there are two Borel sets Eu, Er ⊆ E such that:
(i) Eu ∪ Er = E,
(ii) Er is contained in countable union of elements of F ,
(iii) SQ−1(Eu ∩ C) = 0 for any C ∈ F .
Such decomposition is unique up to SQ−1-null sets, i.e. if Fu and Fr are Borel sets satisfing the three properties listed above,
we have:
SQ−1(Er4Fr) = SQ−1(Eu4Fu) = 0.
Proof. Define R(E) := {E′ ⊆ E : there are {Γi}i∈N ⊆ F such that E′ ⊆ ⋃i∈N Γi} and:
α := sup
E′∈R(E)
SQ−1(E′).
Suppose {Ei : i ∈N} ⊆ R(E) is a maximizing sequence, i.e. limi→∞ SQ−1(Ei) = α. Then we let Er := ⋃i∈N Ei and
note that Er is covered countably many sets in F and SQ−1(Er) = α. The set E \ Er is unrectifiable with respect to
F . Indeed, if there was an intrinsic Lipschitz graph Γ such that SQ−1(G \ E ∩ Γ) > 0, we would infer that:
SQ−1(Er ∪ (G \ Er ∩ Γ)) > α.
Since Er ∪ (G \ Er ∩ Γ) ∈ R(E), this would contradict the maximality of α. If Fr and Fu are as in the statement, we
have:
SQ−1(Er ∩ Eu) = SQ−1(Er ∩ Fu) = SQ−1(Fr ∩ Eu) = SQ−1(Fr ∩ Fu) = 0.
Since Er ∪ Eu = E = Fr ∪ Fu and the above chain of identities proves the uniqueness of the decomposition.
b.2 Finite perimeter sets, intrinsic Lipschitz graphs and regular surfaces
In this section we recall some well known facts about finite perimeter sets and prove some technical results that
are needed in Section 3.
Definition B.4. We say that a function f : G→ R is of bounded variation if f ∈ L1(G) and:
‖∇G f ‖(Ω) := sup
{ ˆ
Ω
f (x)divGϕ(x)dx : ϕ ∈ C10 (Ω, HG), |ϕ(x)| ≤ 1
}
< ∞,
for any bounded open set Ω ⊆ G, where divGϕ := ∑n1i=1 Xiϕi. Furthermore, a Borel set E ⊆ G is said to be of finite
perimeter if χE is of bounded variation.
Theorem B.4 (Theorem 4.3.2, [14]). If f is a function of bounded variation, then ‖∇G f ‖ is a Radon measure on G.
Moreover there exists a ‖∇G f ‖-measurable horizontal section σf : G → HG such that |σf (x)| = 1 for ‖∇G f ‖-a.e. x ∈ G,
and for any open set Ω we have:
ˆ
Ω
f (x)divGϕ(x)dx =
ˆ
Ω
〈ϕ, σf 〉d‖∇G f ‖, for every ϕ ∈ C10 (Ω, HG).
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Definition B.5. If E ⊆ G is a Borel set of locally finite perimeter, we let |∂E|G := ‖∇GχE‖. Furthermore we call
generalized horizontal inward G-normal to ∂E the horizontal vector nE(x) := σχE(x). We define the reduced boundary
∂∗GE the set of those x ∈ G for which:
(i) |∂E|G(B(x, r)) > 0 for any r > 0,
(ii) limr→0
ffl
B(x,r) nEd|∂E|G exists,
(iii) limr→0
∥∥∥ fflB(x,r) nEd|∂E|G∥∥∥ = 1.
Theorem B.5 (Theorem 4.16, [2]). Let E ⊆ G be a set of locally finite perimeter. Then |∂E|G is asymptotically doubling,
and more precisely the following hold. For |∂E|G-a.e. x ∈ G there exists an r(x) > 0 such that:
lGrQ−1 ≤ |∂E|G(B(x, r)) ≤ LGrQ−1, for any r ∈ (0, r(x)),
where the constants lG and LG depend only on G. As a consequence |∂E|G is concentrated on ∂∗GE, i.e. |∂E|G(G \ ∂∗GE) = 0.
Remark B.2. Proposition 2.4 and Theorem B.5 imply that lGSQ−1x∂∗GE ≤ |∂E|G ≤ LGSQ−1x∂∗GE. Therefore, the
measures SQ−1x∂∗GE and |∂E|G are mutually absolutely continuous. In particular there exists a d ∈ L1(|∂E|G) such
that:
SQ−1x∂∗GE = d|∂E|G,
and for |∂E|G-almost every x ∈ G we have L−1G ≤ d(x) ≤ l−1G .
Theorem B.6 (Theorem 4.3.9, [14]). If f : V → N(V) is an intrinsic Lipschitz map, the sub-graph:
epi( f ) :=
{
v ∗ δt(n(V)) : t < 〈pi1 f (v), n(V)〉
}
, (172)
is a set with locally finite G-perimeter.
Since the topological boundary of epi( f ) coincides with gr( f ), thanks to Theorem 3.2.1 of [14], we infer that
|∂epi( f )|G(G \ ∂∗Gepi( f )) = |∂epi( f )|G(gr( f ) \ ∂∗Gepi( f )) = 0. In particular, thanks to Remark B.2, we deduce the
following:
Proposition B.7. SQ−1(gr( f ) \ ∂∗Gepi( f )) = 0.
It will be convenient in Section 2 to associate to every Intrinsic Lipschitz function f : V → N(V) a normal vector
field to its graph:
Definition B.6. For any f : V → N(V) intrinsic Lipschitz function, we denote by n f : ∂∗Gepi( f ) → HG the inward
inner G-normal of epi( f ).
b.3 Tangents measures versus tangent sets to finite perimeter sets
In this subsection we connect the notion of tangent sets to Caccioppoli sets, that is extensively used in the theory
of finite perimeter sets, to the notion of tangent measures. This will help us to prove that if the perimeter measure
of a Caccioppoli set has flat tangents, then it has a unique tangent, that coincides with the plane in Gr(Q− 1)
orthogonal to the normal.
Definition B.7. (Tangent sets) Let E ⊆ G be a set of locally finite perimeter and assume x ∈ ∂∗GE. We denote by
Tan(E, x) the limit points in the topology of the local convergence in measure of the sets {δ1/r(x−1E)}r>0 as r → 0.
For a proof of the following proposition, we refer to [2] and in particular to Proposition 5.3.
Proposition B.8. If E is a set of finite perimeter, for SQ−1-almost every x ∈ ∂∗GE we have:
(i) Tan(E, x) 6= ∅,
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(ii) the elements of Tan(E, x) are finite perimeter sets,
(iii) for any F ∈ Tan(E, x) we have nF(y) = nE(x) for |∂F|G-almost every y ∈ G.
The following proposition is a characterisation of the tangent measures of perimeter measures:
Proposition B.9 (observation (6.5), [2]). If E is a set of locally finite perimeter, for every x ∈ ∂∗GE we have that:
(i) if L ∈ Tan(E, x) then |∂L|G ∈ TanQ−1(|∂E|G, x),
(ii) if ν ∈ Tan(E, x), then there is an L ∈ Tan(E, x) such that ν = |∂L|G.
Proof. Let us first prove (i). Let {ri}i∈N be an infinitesimal sequence such that for any bouded open set Ω we have:
lim
i→∞
Ln(δ1/ri (x−1E)4L ∩Ω) = 0.
For any ϕ ∈ C10 (Ω, HG) we have:∣∣∣∣ ˆ
δ1/ri
(x−1E)
divGϕ(z)dz−
ˆ
L
divGϕ(z)dz
∣∣∣∣ ≤ ‖divGϕ‖∞Ln(δ1/ri (x−1E)4L ∩Ω). (173)
Defined ϕ˜(z) := ϕ(δ1/ri (x
−1z)), we have divG ϕ˜(z) = r−1i divGϕ(δ1/ri (x
−1z)), indeed:
Xj ϕ˜j(z) := lim
h→0
ϕ˜j(zδh(ej))− ϕ˜j(z)
h
= lim
h→0
ϕj(δ1/ri (x
−1zδh(ej)))− ϕj(δ1/ri (x−1z))
h
= r−1i Xjϕj(δ1/ri (x
−1z)).
Suppose ϕ˜1 ∈ C10(Ω, HG) is such that
´
E divG ϕ˜
1(w)dw ≥ |∂E|G(xδriΩ) − e and let ϕ1(z) := ϕ˜1(xδri (z)). The
bound (173) implies that:
r−(Q−1)i |∂E|G(xδriΩ)− |∂L|G(Ω)− e ≤
1
rQ−1i
ˆ
E
divG ϕ˜1(z)dz−
ˆ
L
divGϕ1(z)dz
≤‖divGϕ1‖∞Ln(δ1/ri (x−1E)4L ∩Ω)
(174)
On the other hand, if ϕ2 is such that
´
L divGϕ
2(w)dw ≥ |∂L|G(Ω) − e we let ϕ2(z) := ϕ˜2(xδri (z)). Eventually,
inequality (173) implies that:
|∂L|G(Ω)− r−(Q−1)i |∂E|G(xδriΩ)− e ≤
ˆ
L
divGϕ2(z)dz− 1
rQ−1i
ˆ
E
divG ϕ˜2(z)dz
≤‖divGϕ2‖∞Ln(δ1/ri (x−1E)4L ∩Ω).
(175)
Putting together (174) and (175) we infer that:
lim
i→∞
∣∣∣|∂L|G(Ω)−r−(Q−1)i |∂E|G(xδriΩ)∣∣∣− e
≤(‖divGϕ1‖∞ + ‖divGϕ2‖∞) lim
i→∞
Ln(δ1/ri (x−1E)4L ∩Ω) = 0.
The above inequality together with the arbitrariness of e > 0, implies that for any bounded open set Ω we have:
lim
ri→0
∣∣∣∣|∂L|G(Ω)− Tx,ri |∂E|GrQ−1i (Ω)
∣∣∣∣ = 0. (176)
Let νi := r
−(Q−1)
i Tx,ri |∂E|G and define µi := νi(B(0, ρ))−1νixB(0, ρ) and µ := |∂L|G(B(0, ρ))−1|∂L|GxB(0, ρ). Thanks
to identity (176), we infer that for any bounded open set Ω we have:
lim
i→∞
µi(Ω) = lim
i→∞
νi(B(0, ρ) ∩Ω)
νi(B(0, ρ))
=
|∂L|G(B(0, ρ) ∩Ω)
|∂L|G(B(0, ρ)) = µ(Ω). (177)
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Thanks to Theorem 13.16 of [23], we deduce that µi ⇀ µ. Therefore, for any f ∈ Cc(G) we have:
lim
i→∞
ˆ
f (x)dνi(x) = lim
i→∞
νi(B(0, ρ))
ˆ
f (x)dµi(x) =
ˆ
f (x)d|∂L|G(x),
proving that |∂L|G ∈ TanQ−1(|∂E|G, x).
We now prove (ii). We can assume without loss of generality that x = 0 and that {ri} is an infinitesimal sequence
such that:
r−(Q−1)i T0,ri |∂E|G ⇀ ν ∈ TanQ−1(|∂E|G, x),
Now let Ei := δ1/ri (E), so that |∂Ei|G = rQ−1i T0,ri |∂E|G. Thanks to Remark B.2, for any R > 0 there is a constant
C(R) > 0 such that supi∈N|∂E|G(B(0Rri)) ≤ C(R). Therefore, thanks to the compactness of sets of intrinsic finite
perimeter we can assume without loss of generality that the Ei locally converge in measure to some finite perimeter
set L. Thus by definition of the tangent sets we have L ∈ Tan(E, 0). With the same argument used in the previous
implication (and the uniqueness of the limit in the weak topology), we see that |∂L|G = ν.
Remark B.3. Let V± := {w ∈ G : ±〈n(V), w〉 > 0}. Thanks to identity (2.8) in [2], it is immediate to see that V± are
open sets of finite perimeter in G and that ∂V± = ∓n(V)Hn−1eu xV. This implies that the horizontal normal of each
of the half spaces determined by V coincides, up to a sign, |∂V±|G-almost everywhere with n(V).
Proposition B.10. Let V ∈ Gr(Q− 1) and let f : V → N(V) be an intrinsic Lipschitz function. Suppose that:
TanQ−1(|∂epi(f)|G, x) ⊆M, for |∂epi(f)|G-almost every x ∈ G.
Then for |∂epi(f)|G-almost every x ∈ G, we have:
TanQ−1(|∂epi(f)|G, x) ⊆ {λSQ−1xV(x) : λ ∈ [L−1G , l−1G ]},
where V(x) ∈ Gr(Q− 1) is the plane orthogonal to n f (x), that is the vector field introduced in Definition B.6.
Proof. Proposition B.9 implies that for SQ−1-almost every x ∈ ∂∗Gepi( f ) and for every L ∈ Tan(epi( f ), x), we
have |∂L|G = λSQ−1xV, for some V ∈ Gr(Q− 1) and λ > 0. Thanks to Remark B.2 and Proposition 1.1 and
a simple computation that we omit, we have λ ∈ [lG, LG]. Thanks to Remark B.3 we know that n(V) = nL(y)
for SQ−1-almost every y ∈ ∂L. Finally, the above argument and Proposition B.8(iii) imply that n(V) = n f (x) for
SQ−1-almost every x ∈ gr( f ).
Proposition B.11. Suppose γ : V → N(V) is an intrinsic Lipschitz function and such that for SQ−1-almost every x ∈ V
we have:
lim
r→0
SQ−1(gr(γ) ∩ B(xγ(x), r) \ xγ(x)XVγ(xγ(x))(α))
rQ−1
= 0, (178)
whenever α > 0 and where XVγ(xγ(x))(α) := {w ∈ G : dist(w, V(xγ(x))) ≤ α‖w‖}. Then, gr(γ) can be covered with
countably many C1G-surfaces.
Proof. For any i ∈ N we define Ai := {x ∈ gr(γ) : (178) holds at x, r(x) > 1/i}, where r(x) was defined in
Theorem B.5 and it is not difficult to see that SQ−1(gr(γ) \⋃i∈N Ai) = 0. For any i, j ∈N and any x ∈ Ai we let:
ρi,j(x) := sup
{ |〈nγ(x),pi1(x−1y)〉|
d(x, y)
: y ∈ Ai and 0 < d(x, y) < 1/j
}
.
We want to prove that for any i ∈N and any x ∈ Ai we have:
lim
j→∞
ρi,j(x) = 0. (179)
Assume by contradiction this is not the case and that there exists a i ∈ N and a z ∈ Ai for which (179) fails. Then,
there is a 0 < c ≤ 1 and an increasing sequence of natural numbers {jk}k∈N such that for any k ∈ N there is
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a yk ∈ Ai for which y ∈ B(z, 1/jk) and |〈nγ(z),pi1(z−1yk)〉| > cd(z, yk). Thanks to Proposition 1.5 we infer that
yi 6∈ zCVγ(z)(c/2), indeed:
dist(Vγ(z), z−1yk) = |〈nγ(z),pi1(z−1yk)〉| > cd(z, yk). (180)
We now claim that for any k ∈N we have:
B(yk, cd(z, yk)/4) ⊆ B(z, 2d(z, yk)) \ zXVγ(z)(c/4). (181)
In order to prove the inclusion (181) we fix a k ∈ N and let w := ykv ∈ B(yk, cd(z, yk)/8). With these choices we
have:
dist(Vγ(z), z−1w) =|〈nγ(z),pi1(z−1w)〉| ≥ |〈nγ(z),pi1(z−1yk)〉| − |〈nγ(z),pi1(y−1k w)〉|
≥cd(z, yk)− d(yk, w) ≥ cd(z, w)− (1+ c)d(yk, w).
(182)
Furthermore, thanks to the choice of w we have:
d(yk, w) ≤ cd(z, yk)/4 ≤ cd(z, w)/4+ cd(yk, w)/4, (183)
d(z, w) ≤ d(z, yk) + d(yk, w) ≤ (1+ c/8)d(z, yk) ≤ 2d(z, yk). (184)
Putting together (182), (183) and some algebraic computations that we omit, we infer that:
dist(Vγ(z), z−1w) ≥ cd(z, w)/4.
The inclusion (181) follows immediately from the above bound and (184). Therefore, (178) and (181) imply:
lim sup
r→0
SQ−1(gr(γ) ∩ B(z, r) \ zXVγ(z)(c/8))
rQ−1
≥ lim
k→∞
SQ−1(gr(γ) ∩ B(z, 2d(z, yk)) \ zXVγ(z)(c/8))
(2d(z, yk))Q−1
≥ lim
k→∞
SQ−1(gr(γ) ∩ B(yk, cd(z, yk)/8))
2Q−1d(z, yk)Q−1
≥ lim
k→∞
lG(cd(z, yk)/8)Q−1
2Qd(z, yk)
= lG
(
c
16
)Q−1
,
(185)
where the second last inequality comes from Theorem B.5 and the fact that yk ∈ Ai. However, (185) is in contradic-
tion with (178). Define fi to be the function identically 0 on Ai and for any ι ∈N we let Ki(ι) be a compact subset
of Ai for which:
(i) SQ−1(Ai \ Ki(ι)) ≤ 1/ι,
(ii) nγ is continuous on Ki(ι),
(iii) ρi,j converges uniformly to 0 on Ki(ι).
The existence of Ki(ι) is implied by Lusin’s theorem and Severini-Egoroff’s theorem. Thanks to Whitney extension
theorem, see for instance Theorem 5.2 in [16], we infer that we can find a C1G-function such that fi,ι|K = 0 and
∇H fi,ι(x) = nγ(x) for any x ∈ Ki(ι). This imples that Ai and thus gr(γ), can be covered SQ−1-almost all with
C1G-surfaces.
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