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RIESZ TRANSFORMS FOR DUNKL TRANSFORMS ON L∞ AND
DUNKL-TYPE BMO SPACE
WENTAO TENG
Abstract. In this paper, we will give more information about the support of
Dunkl translations. Then we will define Riesz transforms for Dunkl transform
on L∞ in a weak sense and Dunkl-type BMO space, and prove the bound-
edness of Riesz transforms from L∞ to Dunkl-type BMO space under the
uniform boundedness assumption of Dunkl translations.
1. Introduction
Let △ = {(x, x) : x ∈ RN} and K be a function on RN × RN\△. For any
f ∈ L2(RN ) with compact support, define
Tf =
∫
RN
K(x, y)f(y)dy, x ∈ RN\supp(f).
If T is bounded on L2(RN ) and K satisfies
(1.1)
∫
|x−y|>2|x−w|
|K(x, y)−K(w, y)| dy ≤ C,
then T is a bounded operator from L∞ to BMO space, or the space of bounded
mean ocillation functions. Let K(x, y) = cN (xj − yj)/|x− y|N+1, j = 1, . . . , N .
For every ε > 0 consider their truncation Kε, defined by Kε(x, y) = K(x, y) if
|x−y| > ε, and Kε(x, y) = 0 if |x−y| ≤ ε. If f is a bounded function, the ordinary
Riesz transform is defined by
Rj(f)(x) = lim
ε→0
∫
RN
(Kε(x, y)−K1(0, y))f(y)dy.
It is well known the Riesz transform is bounded on L2(RN ) and that the integral
kernels KεM = Kε−KM satisfies (1.1) uniformly in ε and M , and so is a bounded
operator from L∞ to BMO space. In this paper we will extend analogous results
to the context of Dunkl theory.
In [1], the Lp-boundedness, 1 < p <∞ of Riesz transforms for Dunkl transform
was proved by adapting the classical Lp-theory of Caldero´n-Zygmund, and so the
Riesz transforms can be defined as bounded operators on Lp. But the weak L1-
boundednesss for Riesz transforms is only on L1 ∩ L2 for general homogeneous
spaces, thus lacking the definition of Riesz transforms for Dunkl transforms on
L1(mk). Recently, the Riesz transforms were defined in a weak sense on L
1(mk)(see
[2]), and it was shown in [2], [6] and [10] that in Dunkl setting, the Hardy space
H1△ can be characterized by Riesz transforms and also coincide with H
1
atom.
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1
2The formula that Dunkl translation operators τx are contractions on L
2(mk) is
well-known:
‖τyf‖2, k ≤ ‖f‖2, k, f ∈ L2(mk).
Assume the uniform L1-boundedness of the Dunkl translations(see [7]). Then by
Riesz-To¨rin interpolation and skew-symmetry of Dunkl translations, the uniform
Lp-boundedness(1 ≤ p ≤ ∞) can be get immediately, that is, for any root system
R and multiplicity function k ≥ 0 and for any f ∈ Lp(mk),
‖τyf‖p, k ≤ C‖f‖p, k,
where C is a constant independent of y. It has been known that this assumption
holds for radial functions and one-dimensional case, and hence for G = ZN2 case.
Here we call this assumption as the uniform boundedness assumption of Dunkl
translations.There have been many results based on this long open assumption and
it would be an excellent work if one could prove this assumption.
In this paper we will extend the formula implying that Riesz transforms are
Caldero´n-Zygmund operators (see [1])
Rj(f)(x) =
∫
RN
Kj(x, y)f(y)dmk(y),
to L∞ by defining Riesz transforms for Dunkl transform for L∞ in a weak sense.
Then under the uniform boundedness assumption of Dunkl translations, we will
prove the boundedness of Riesz transforms from L∞ to Dunkl-type BMO space.
The following theorem shows that the support of τxf obtained in [7] is sharp
when the multiplicity function k > 0, which is another important result in this
paper. The sharpness has been proved for characteristic functions in [8] and we
extend the result to any nonnegative radial functions in this paper.
Theorem 1.1. If the multiplicity function k > 0 and let f be a nonnegative radial
function on L2(mk) whose support is B(0, r), then for any x ∈ RN ,
suppτxf(−·) =
⋃
g∈G
B(gx, r).
For any ball in RN with radius r, the Lebesgue measure of the ball is invariant
under translations. However, when we consider a weight measure, the measure
of the ball varies with respect to the center and even an equivalent constant can
not be found. This leads to, in Dunkl settings, the nonexistence of an equivalent
constant between the measure of the ball B(0, r) and the measure of the support of
Dunkl translations of a function with support B(0, r). This is a difficulty in proving
the boundedness of Riesz transforms from L∞ to Dunkl-type BMO space and this
paper shows how this difficulty can be overcame. We can make a detour here
by interchanging two characteristic functions because Riesz transforms for Dunkl
transforms are Dunkl multiplier operators.
This paper is organized as follows. In Section 2 we present some definitions and
fundamental results from Dunkl’s analysis. In Section 3, we give more information
about the support of Dunkl translations based on the results of [7]. The Section 4
is devoted to studying Riesz transforms for Dunkl transform on L∞. In Section 5,
the Dunkl-type BMO space will be defined and we will prove the boundedness of
the Riesz transforms from L∞ to Dunkl-type BMO space.
32. Preliminaries
For any x, y in the Euclidean space RN , denote by 〈x, y〉 = ∑Nj=1 xjyj the
standard inner product associated with norm ‖x‖. For any nonzero vector α ∈ RN ,
define the reflection σα with respect to the hyperplane α
⊥ orthogonal to α,
σα(x) = x− 2 〈x, α〉‖α‖2 α.
A finite set R ⊂ RN\ {0} is called a root system if it satisfies the following condi-
tions:
i. R ∩ Rα = {±α}, for any α ∈ R;
ii. σα(R) = R, for any α ∈ R;
iii. for any α, β ∈ R, σβ(α) ∈ R and 2 〈α, β〉〈β, β〉 ∈ Z.
Given a root system R, the finite subgroup G of O(N) generated by the reflec-
tions σα is called the Weyl group(relection group) of the root system. Define a
multiplicity function k : R→ C such that k is G-invariant, that is, k (α) = k (β) if
σα and σβ are conjugate. We assume k > 0 in this paper. The Dunkl operators Tξ,
ξ ∈ RN , which were introduced in [5], are defined by the following deformations by
difference operators of directional derivatives ∂ξ:
Tξf(x) = ∂ξf(x) +
∑
α∈R
k(α)
2
〈α, ξ〉 f(x)− f(σα(x))〈α, x〉
= ∂ξf(x) +
∑
α∈R+
k(α) 〈α, ξ〉 f(x)− f(σα(x))〈α, x〉 ,
where R+ is any fixed positive subsystem of R. They commute pairwise and are
skew-symmetric with respect to the G-invariant measure dmk(x) = h
2
k(x)dx, where
hk(x) =
∏
α∈R+
| 〈α, x〉 |k(α)
and mk is a doubling measure, that is, there is a constant C > 0 such that
mk(B(x, 2r)) ≤ Cmk(B(x, r))
for x ∈ RN , r > 0, where B(x, r) = {y ∈ RN : ‖x− y‖ ≤ r}. Denote by N =
N +
∑
α∈R k(α) the homogeneous dimension of the root system. Let ej , j =
1, 2, ..., N, be the canonical orthonormal basis in RN and denote Tj = Tej . The
Dunkl Laplacian is defined by △ = ∑Nj=1T 2j . It commutes with the action of G,
that is, g ◦ △ = △ ◦ g for any g ∈ G, and has the following explicit expression,
△f (x) = △euclf (x) + 2
∑
α∈R+
k (α)
(
〈∇euclf, α〉
〈α, x〉 −
f (x)− f (σα (x))
〈α, x〉2
)
.
−△ is an essetiallly selfadjoint and a positive operator and it is the generator of
the contraction semigroup
{
et△
}
t≥0
.
The operators ∂ξ and Tξ are intertwined by a Laplace-type operator
Vkf(x) =
∫
RN
f(y)dµx(y),
4associated to a family of probability measures
{
µx| x ∈ RN
}
with compact support,
that is,
Tξ ◦ Vk = Vk ◦ Tξ.
Specifically, the support of µx is contained in the convex hull co(G · x), where
G · x = {g · x| g ∈ G} is the orbit of x. For any Borel set B and any r > 0, g ∈ G,
the probability measures satisfy
µrx (B) = µx
(
r−1B
)
, µgx (B) = µx
(
g−1B
)
.
The Dunkl kernel E(x, y) is defined by
E (x, y) = Vk
(
e〈·,y〉
)
(x) =
∫
Rd
e〈η,y〉dµx (η) .
It is the generalization of exponential function e〈x,y〉. For any fixed y ∈ RN , the
Dunkl kernel E(x, y) is the unique analytic solution to the differential equation
system
Tξf = 〈ξ, y〉 f, f(0) = 1.
For f ∈ L1(mk) the Dunkl transform is defined by
F (f)(ξ) =
1
ck
∫
RN
f(x)E(−iξ, x)dmk(x), ck =
∫
RN
e−
|x|2
2 dmk(x).
Obviously, F (△f) (ξ) = −‖ξ‖2 Ff (ξ) and F (et△f) = et|·|2F (f) , f ∈ L2 (mk) .
It follows that
et△f (x) = kt ∗ f =
∫
RN
ht(x, y)f(y)dmk(y),
where kt(x) = c
−1
k (2t)
−N/2
e−|x|
2/(4t) and the heat kernel ht(x, y) = τxkt(−y).
Let x ∈ RN , the Dunkl translation operator τx is defined on L1(mk) by,
F (τx(f))(y) = E (ix, y)Ff(y), y ∈ RN .
It can also be defined by
τxf (y) = (Vk)y(Vk)x
[
(Vk)
−1
(f) (x+ y)
]
.
Here are some basic properties of Dunkl translatons.
1. (identity) τ0 = I;
2. (Symmetry) τxf(y) = τyf(x), x, y ∈ RN , f ∈ S(RN );
3. (Scaling) τx(fλ) = (τλ−1xf)λ, λ > 0, x ∈ RN , f ∈ S(RN );
4. (Commutativity) Tξ(τxf) = τx(Tξf), x, ξ ∈ RN ;
5. (Skew − symmetry)∫
RN
τxf(y)g(y)dmk(y) =
∫
RN
f(y)τ−xg(y)dmk(y), x ∈ RN , f, g ∈ S(RN );
The Dunkl translations can be can be defined on Lp(mk), 1 ≤ p ≤ ∞ in the
distributional sense due to the latter formula. Further,∫
RN
τxf(y)dmk(y) =
∫
RN
f(y)dmk(y), x ∈ RN , f ∈ S(RN ).
The following formula for radial functions was first proved by Ro¨sler [11] for
Schwartz functions, and was then extended to all continuous radial functions in [4]:
(2.1) τxf(−y) =
∫
RN
(f˜ ◦A)(x, y, η)dµx(η), x, y ∈ RN ,
5where f(x) = f˜(‖x‖) and
A(x, y, η) =
√
‖x‖2 + ‖y‖2 − 2 〈y, η〉 =
√
‖x‖2 − ‖η‖2 + ‖y − η‖2,
It follows from the symmetry of Dunkl translations that
τ−xf(y) = τyf(−x) = τxf(−y), x, y ∈ RN , f ∈ S(RN ).
The Dunkl convolution of Schwartz functions is defined by
(f ∗ g)(x) =
∫
RN
f(y)τxg(−y)dmk(y),
or can be written as
(f ∗ g)(x) =
∫
RN
(Ff)(ξ)(Fg)(ξ)E(ix, ξ)dmk(ξ).
The following are some basic properties of Dunkl convolution,
1. F (f ∗ g) = Ff · Fg;
2. F (f · g) = Ff ∗ Fg;
3. f ∗ g = g ∗ f ;
4. (f ∗ g) ∗ h = f ∗ (g ∗ h);
5. ‖f ∗ g‖2, k ≤ ‖f‖1, k‖g‖2, k, f ∈ L1(mk), g ∈ L2(mk).
3. Some results on the supports of Dunkl translations
Proof of Theorem 1.1.
Firstly, we will prove for continuous nonnegative radial functions. It suffices to
prove that
suppτxf(−·) ⊃
⋃
g∈G
B(gx, r).
Suppose there exists a y ∈ ⋃
g∈G
B(gx, r), that is, there exists a g ∈ G, ‖y − g · x‖ ≤
r, such that y 6∈ suppτxf (−·), that is, there exists ε > 0, for any z ∈ B(y, ε),
0 = τxf(−z) =
∫
RN
f˜(
√
‖x‖2 + ‖z‖2 − 2 〈z, η〉)dµx(η),
then
f˜(
√
‖x‖2 + ‖z‖2 − 2 〈z, η〉) = 0, for any η ∈ suppµx.
By a result of Gallardo and Rejeb(see [8]), that the orbit of x, G · x, is contained
in the support of µx if k > 0, for the above g we can select η = g · x, then
f(z − g · x) = f˜(‖z − g · x‖) = 0. For any z1 ∈ B(y − g · x, ε), z1 + g · x ∈ B(y, ε),
and so f (z1) = f(z1 + g · x − g · x) = 0, which means y − g · x 6∈ suppf , and this
leads to a contradiction to that suppf = B(0, r).
Then for any nonnegative radial functions f on L2(mk), suppf = B(0, r), by the
density of continuous functions with compact support B(0, r) in L2(B(0, r),mk),
there exists a sequence of continuous nonnegative radial functions gn whose support
is B(0, r), such that f/2 can be approximated by gn with respect to L
2-norm. So
for any nonnegative smooth function ϕ on RN with compact support,
∫
gnϕ →
6∫
f
2ϕ and by positivity of Dunkl translations on radial functions and that Dunkl
translations are contractions on L2,∫
τ−xgn · ϕ =
∫
gn · τxϕ→
∫
f
2
· τxϕ =
∫
τ−x
(
f
2
)
· ϕ ≤
∫
τ−xf · ϕ
Select a sufficiently large natural number N such that
∫
τ−xgN · ϕ ≤
∫
τ−xf · ϕ.
Let D = (suppτ−xf)
c, then D is the largest open set such that 0 =
∫
τ−xf · ϕ
for any smooth functions functions ϕ with compact support in D. If ϕ ≥ 0, then∫
τ−xgN · ϕ = 0. Then by τ−xgN ≥ 0,⋃
g∈G
B(gx, r) = suppτ−xgN ⊂ Dc = suppτ−xf.

Remark 3.1. This theorem does not hold for k > 0. For example, if G 6= {e} and
k = 0, suppτxf(−·) = B(x, r) obviously when suppf = B(0, r).
Corollary 3.2. Let f ∈ L2(mk), suppf ∩
⋃
g∈G
B(gx, r) = ∅, then for any x ∈ RN ,
suppτxf ∩B(0, r) = ∅.
Proof. For any function g ∈ L2(mk), suppg ⊂ B(0, r), we have
suppτxg(−·) ⊂
⋃
g∈G
B(gx, r).
By the skew-symmetry of Dunkl translations,∫
RN
τxf(y)g(y)dmk(y) =
∫
RN
f(y)τxg(−y)dmk(y) = 0.
Then τxf(y) = 0, y ∈ B(0, r). 
Define the distance of the orbits G · x and G · y (see [6, 10]),
dG(x, y) = min
g∈G
||g · y − x||.
For any fixed point x and a ball B(x, r) with center x, let B∗ = B(x, 2r) and
Q∗ =
⋃
g∈G gB
∗. For any y ∈ B(x, r), if z ∈ RN\Q∗, then
(3.1) dG(x, z) > 2||y − x||.
Theorem 3.3. Let f ∈ Lp(mk), 1 ≤ p ≤ ∞ be a radial function, suppf∩B(0, r) =
∅, then
(3.2) suppτxf(−·) ∩
⋂
g∈G
B(gx, r) = ∅.
Proof. Let us prove for continuous radial functions first. It is easy to see that
max
g∈G
‖g · x− y‖ ≥ A (x, y, η) ≥ dG(x, y) for any x, y ∈ RN and η ∈ co(G · x). For
any continuous radial functions f with support contained in B(0, r)c, if
τxf(−y) =
∫
RN
(f˜ ◦A) (x, y, η) dµx(η) 6= 0,
then max
g∈G
‖g · x− y‖ ≥ r. Therefore, suppτxf(−·) ∩
⋂
g∈G
B(gx, r) = ∅. By the
density of continuous functions on Lp(mk) and the continuity of Dunkl translations
7on Lp(mk) for radial functions, (3.2) can be extended to any radial functions in
Lp(mk). 
Remark 3.4. i). This theorem cannot be extended to functions not necessarily radial
easily because the Stone-Weierstrass theorem does not hold on B(0, r)c.
ii). One may expect that suppτxf(−·)∩
⋃
g∈GB(gx, r) = ∅, but this is not correct
because we will get a result obviously incorrect by an argument similar to Corollary
3.2.
As an immediate consequence of the theorem, the condition of the Corollary 4.1
in [7] can be weakened for radial functions.
Corollary 3.5. Suppose for all g ∈ G and x, y ∈ RN , ‖g · x− y‖ < 1. Let f
be a radial function in Lp(mk), 1 ≤ p ≤ ∞, f(z) = 0 for all z ∈ B(0, 1), then
τxf(y) = 0.
4. Riesz transforms for Dunkl transform
The Riesz transforms in the Dunkl setting are defined by
Rj(f)(x) = lim
ε→0
cj
∫
‖y‖≥ε
τyf(x)
yj
‖y‖2γk+N+1
dmk(y), f ∈ S(RN ),
where 1 ≤ j ≤ N and cj = 2γk+N/2Γ(γk + (N + 1)/2)/
√
pi. It has been proved in
[12] that
F (Rjf)(ξ) = −i ξj‖ξ‖(Ff)(ξ), j = 1, 2, · · · , n.
Clearly,
Rjf = −Tej (−△)−1/2f = − lim
ε→0, M→∞
c
∫ M
ε
Teje
t△f
dt√
t
,
and the integral converges for f ∈ L2(mk). It is obvious that the Riesz transforms
commute with the Dunkl translations. If f ∈ L2(mk) and has a compact support,
it was shown in [1] that for all x ∈ RN such that g ·x ∈ RN\supp(f) for any g ∈ G,
Rj(f)(x) =
∫
RN
Kj(x, y)f(y)dmk(y),
where
Kj(x, y) = dk
{
K
(1)
j (x, y) +
∑
α∈R+
k (α)αj
pk − 2 K
(α)
j (x, y)
}
,
K
(1)
j (x, y) =
∫
RN
ηj − yj
Apk(x, y, η)
dµx(η),
K
(α)
j (x, y) =
1
〈y, α〉
∫
RN
[
1
Apk−2 (x, y, η)
− 1
Apk−2 (x, σα (y) , η)
]
dµx(η), α ∈ R+,
and Kj(x, y) satisfies the condition
(4.1)
∫
dG(x,z)>2‖y−x‖
|Kj(z, x)−Kj(z, y)| dmk(z) ≤ C.
8For all f ∈ L2(mk), if R∗j is the adjoint operator of Rj , then
R∗j (f)(y) =
∫
RN
Kj(x, y)f(x)dmk(x).
By Rj = −R∗j ,
(4.2) Rj(f)(y) = −
∫
RN
Kj(x, y)f(x)dmk(x)
To extend this formula to L∞ before proving the boundedness of Riesz transforms
from L∞ to Dunkl-type BMO space, one needs to define Rjf for f ∈ L∞.
Set the test function space (see[2, 7])
Tk =
{
ϕ ∈ L2(mk) : (Fϕ)(ξ)(1 + ||ξ||)n ∈ L2(mk), n = 0, 1, 2 . . .
}
.
If ϕ ∈ Tk, then ϕ ∈ C0(RN ) and Rjϕ ∈ C0(RN ) ∩ L2(mk). Then we can define
Riesz transforms for f ∈ L∞ in a weak sense as a function on Tk:
〈Rjf, ϕ〉 = −
∫
RN
f (x)Rjϕ(x)dmk(x)
Lemma 4.1. The formula (4.2) can be extended to L∞ in a weak sense.
Proof. For all ϕ ∈ Tk and f ∈ L∞,
〈Rj(f)(y) , ϕ(y)〉
= 〈f, −Rj(ϕ)(y) 〉
=
〈
f(y), −
∫
RN
Kj(y, x)ϕ(x)dmk(x)
〉
= −
∫
RN
∫
RN
Kj(y, x)f(y)dmk(y)ϕ(x)dmk(x)
=
〈
−
∫
RN
Kj(x, y)f(x)dmk(x), ϕ(y)
〉

Theorem 4.2. (See [1]). The Riesz transform Rj is a bounded operator from
Lp(mk) to itself, for all 1 < p <∞.
Theorem 4.3. Under the uniform boundedness assumption of Dunkl translations,
the Riesz transforms for Dunkl transforms are bounded operators from L∞ to the
Dunkl-type BMO space.
5. The Dunkl-type BMO Space and Proof of Theorem 4.3
The study of Dunkl-type BMO space dates back to [9], where the space was
defined for the one dimensional case. Here we will define the Dunkl-type BMO
space for multidimensional cases.
Given a function f ∈ L1loc(mk), and a ball B(x, r). Denote Br ≡ B(0, r). Let
fBr(x) be the average of τxf on Br:
fBr(x) =
1
mk(Br)
∫
Br
τxf(y)dmk(y).
9Definition 5.1. The Dunkl-type BMO space is the space of all those functions in
L1loc(mk) satisfying ‖f‖∗, k <∞ , where
‖f‖∗, k = sup
r>0, x∈RN
1
mk(Br)
∫
Br
|τxf(y)− fBr (x)|dmk(y).
We can consider BMO as the quotient of the above space by the space of constant
functions to let ‖·‖∗,k be a norm.
Proof of Theorem 4.3.
Given a function f in L∞, write τxf = g1 + g2, where g1 = (τxf)χQ∗ , and
g2 = (τxf)χ(Q∗)c . By (3.1), (4.1) and Lemma 4.1,
|Rjg2(y)−Rjg2(x)| =
∣∣∣∣∫
RN
(Kj(z, y)−Kj(z, x))g2(z)dmk(z)
∣∣∣∣
=
∣∣∣∣∫
RN
(Kj(z, y)−Kj(z, x))g2(z)dmk(z)
∣∣∣∣
=
∣∣∣∣∣
∫
(Q∗)c
(Kj(z, y)−Kj(z, x))τxf(z)dmk(z)
∣∣∣∣∣
≤
∫
dG(x,z)>2‖y−x‖
|Kj(z, y)−Kj(z, x)| dmk(z)‖τxf‖∞
≤ C‖f‖∞
We can still not follow the classical method directly because we can not find an
equivalent constant between the measure of the ball B(0, r) and the measure of
the support of Dunkl translations of a function with support B(0, r). In the one
dimensional case, we have(see [3]) for every ε > 0, there exists a C > 0, such that
mk(B(x, r))
mk(B(y, r))
≤ Ceε (x−y)
2
r2 , ∀x, y ∈ R, ∀r > 0.
But here we can make a detour. By simple calculation,
F [(Rjg1)χBr ] = F [Rj {(τxf)χBr}χQ∗ ] .
Then by the Lp boundedness of the Riesz transform for all 1 < p < ∞(Theorem
4.2) and the uniform boundedness of Dunkl translations on Lp, 1 ≤ p ≤ ∞,
1
mk(Br)
∫
Br
|Rjg1| 6
(
1
mk(Br)
∫
|(Rjg1)χBr |2
)1
2
=
(
1
mk(Br)
∫
|Rj {(τxf)χBr}χQ∗ |2
)1
2
≤
(
1
mk(Br)
∫
|(τxf)χBr |2
)1
2
=
(
1
mk(Br)
∫
Br
|τxf |2
)1
2
≤ ‖τxf‖∞
≤ C‖f‖∞.
10
Therefore,
1
mk(Br)
∫
Br
|Rjτxf(y)−Rjg2(x)| dmk(y) ≤ 1
mk(Br)
∫
Br
|Rjg1(y)| dmk(y)
+
1
mk(Br)
∫
Br
|Rjg2(y)−Rjg2(x)| dmk(y) ≤ C‖f‖∞.

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