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A Direct and inverse Problem for a Hill’s Equation with 
Double Eigenvalues 
H.URY HOCHSTADT* 
Let J(A) be the discriminant of a Hill’s equation with a m-periodic potential 
y(s). Nrces~ry and sufficicrlt conditions on cl(x) aw established in order that 
2- A(h) has double zeros at all eigenvalues except for the lowest one. 
1Ve consider the Hill’s equation 
y” + (.I - q(v))! = 0, (1) 
where q(s + n) = q(x) and, without loss of generality, ji q(x) ds = 0. q(s) 
will be assumed to he integrable on (0, 7~). F ur much r&\-ant background and 
other references, see [2, 41. \Ve shall denote hy y1 . y1 solutions of (I) satisfying 
-VI(O) - I, j*;(o) --. 0. 
T,(O) = 0. $(O) = I. (2) 
The discriminant of ITill’s equations is given I>> 
and the zeros of 2 - d(A) arc the cigcnvalues of (I) subject to the boundary 
conditions 
y(0) - j*(Tr) ; 0, 
y’(O) - J’(2-r) 0. 
The results of this paper may he compared to an earlier result due to Borg [I]. 
‘I’lIlZORE~l. rlll zeros of L](A) + 2 are double zeros ;/and only if q(x + 42) = 
q(s). 
* The author gratefully acknowledges the support of the National Scierlue Foundation 
under Grant No. 27960. 
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.\ short function theoretic proof uf the abo\-e ma!- be found in [3], and the 
technique developed there I\ ill be used in this article as well. 
q(x) I: a n-periodic function u ith mean \-aluc zero. Therefore ‘,
y(s) = i a,, cm 3rs + b,, sin ?rrx, (3 
,:=I 
and we shall denote by I(.\) the function 
@) = f (72rr+1 sin 2(2rr + 1) .v - b?,,, cos 3(2t1 + I) x 
2(2n + 1) (5) I‘ 4 
El-idently I(.~ + r,ll) = --I(s) and Z’(s) is the odd harmonic part of q(x). 
THEOREM I. Suppose 2 - A(.\) = (A - ,i,,)f'(A). where Au, the lowest 
er~ene~alue ?f ( l)-(3), is neressarilv simple, but all higher eigenvaiues are assumed 
to be double. Then q(x) is necessaril>n of the.form 
q(s) = .\(, + Z’(s) + Z’(s) (6) 
so that the ez’en harmonic part of q(s) is unique!v determined bv the odd harmonic 
part, arrd 
A0 = - ; 1, Z”(s) 1f.Y. (7) 
Proof. Assuming (6) for the moment, (7) follows since s: q(x) ds = 0. 
Let p(s, 6) be the Green’s function satisf!,ing 
g” + (.\ - q(.v)jg = 6(x - 6j, 0 ,-: E I ; I , 
and the boundary conditions (3). X standard calculation now shows that 
g(sj E g(s) 0) = 
J’&\‘) - j-&L. - Tr) 
2 - -1(A) . 
It is known [2] that 3(A) is an entire function of A of order 4 and that we have 
the aqmptotic representation of the form 
For y?(x) we have the asymptotic estimate [2] 
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\Ve can now consider 
The boundary problem ( I )-f.3) is self-adjoint, from which it f~~llows that the 
Green’s function can ha\-e onI!- simple poles. In order for that to happen 
.\%(?q/2) - J2( -77’2) Jr(7L2) - .\;( -71) 
fb’) 
7 7 = [(3 - Ll(X)):(.\ - A”)]’ L (13 
must be an entire function. Nest we use the asymptotic results (10) and (I I) in 
( 12) so that 
1’*(7d2) - y2( --x, 2) 
[(2 - J(h)) (A - Ao)]‘.~ 
By Liouville’s theorem we can conclude that the above function is a constant, 
and since that constant is one at infinity it is identically one. By a comparison 
of the 0( I /h3,‘“) in the numerator and denominator we find that 
q (5) + q(0) - + i.1; 2 q dt)? = 2.i” . 
- (13) 
The spectrum of (l)-(3) remains unchanged if q(s) is replaced by q(x + T), 
where T is an arbitrary translation. After such a translation (I 3) becomes 
In the notation of (4), (5), 
q (X + :) + q(s) = 2 t a,, cos 4n.x + b,, sin 4n.r 
and 
.JT‘+R 2
I q(t) dt = -21(s) -+ 
(14) 
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and (14) rrduces t(J 
x II.,,, cos 4ns + b,,, sin -FKV = 
Also, 
cc 
c %,+1 cos 41s + b,,,,, sin 2(211 
0 
so that, by addition, 
.\o + Z’(S). 
- I) s = Z’(.x) 
q(x) = A” + Z’(x) + 12(x), 
establishing the main result of the theorem. 
\Ve note in passing that at h = A0 , (l)-(3) can be solved explicitly. Namely, 
J’” + (A, - q(s)) J = y” - (I’ - Z’(x)) p = 0 
has as a periodic solution 
where 
j(x) = j)(t) dt. (1% 
Our nest theorem is the following. 
THEOREM 2. Consider the boundar-v .value problem ( 1 )-( 3), z&we q(s) is given 
by (6). Then all eigemalues. except the lowest, are double eigenvalues. 
It is of interest to note here that the above direct theorem was unknown until 
after the discovery of the inverse theorem, Theorem I. Generally the direct 
theorems were known long before the inverse theorems, but in this case there 
seems little other motivation for analyzing a Hill’s equation with the potential (6). 
Proof of Theorem 2. \!‘e consider the equation 
.\‘” + (A - Z’(s) - Z”(x)) ?’ = 0 (16) 
with boundary conditions (3). In this form A0 = 0 is the smallest eigenvalue. 
To prove that every other eigenvalue is double we have to show that at such an 
eigenvalue two periodic, linearly independent solutions coexist. The sub- 
stitution (see (15)) 
-v = eJw (17) 
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transforms (16) into 
If we now let 
&’ + 2Iw’ + hw = 0. (18) 
‘1’ - 7’. (19) 
we find that v satisfies 
.Z”’ + 2Z.zt’ + (A + 2177’ = 0. (20) 
Finally the substitution 
.z> = e-J,- (21) 
leads to 
3” + (A + Z’(s) - P(x))z = 0 (22) 
and evidently the eigenvalues of (16), (18), (20), and (22) coincide. \!‘e recall 
that Z(s) has the translation propert!- 
Z(s + 7r/2) = -Z(s), 
so that the substitution .r --+ .v + ~12 transforms (16) into (22). Hence if z(x) is 
a solution of (22) Z(.Y + 42) is a solution of (16). Using this fact and the above 
substitutions (17)-(21) we find that if E(S) is a solution of (22) so is z’(x + n/2) - 
I(s) z(x + n/2). The latter fact can of course be confirmed by a direct calculation. 
Now we suppose that h is an eigenralue and that a(x) is a periodic solution, 
and bv a translation of coordinates, if necessar! 
u,(O) = z(n) = I, 
z’(0) = 2’(T) = 0. 
Clearly if z(x) is periodic so is z’( s + n-/2) - Z(i) Z(.Y + n/2j. If they are 
linearly independent ii-e must have a double eigenvalue, and in order to arrive 
at a contradiction we shall assume that they are linearly dependent. Then 
z(x) = k[z’(s + 77/2) - Z(x) z(x + n/2)] 
and at .Y = 0 
I = k[z’(n,‘2) - Z(0) z(Tri’)]. 
0(x/2) = k[z’(n) + Z(n) z(n)] = kZ(0) (24) 
(23) 
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c’(7T.l)) = k[,-“(X) - Z’(rr,‘2‘) 3(n) - Zl7,2) ‘3’(rfl] 
= k[-(A + Z’(n) - Z”(rl) - Z’(7vl)] 
= k[-,\ - Z’(0) + I”(O) + Z’101] 
= &-.I f Z’(O)]. 
Combining (23). (24). and (35) we obtain 
The latter is impossible, since all eipwalues (escept A = 0) are positive, so 
that Theorem 2 is established. 
\\‘e shall esamine some special cases are are of some interest. Suppose we have 
and that 
WI = 2 --I,, COS 2ttl (27) 
is an even periodic solution at some eigenvalue. B!- the method drscrihed a 
second odd solution is given b! 
= esp - 1 
( ( r b, cos(3n + 2) t 
0 
4n + 7 
--L( - 1) “+I TN sin ht. - 
A particular case of (26) is 
and in [4] it is shown that if 
is a solution so is 
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Using (2s) we get another form of (28) so that we obtain the identit) 
f .-In sin 2n! = k esp (‘- + cos 2t) f --I.(- l)rz+l 312 sin 2nt, (30) 
1 1 
where k is a constant of proportionalit!,. .A similar identity can be found for the 
even solutions. 
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