Abstract. This paper is devoted to a detailed analysis of the geodesic problem on matrix Lie groups, with left invariant metric, by examining representations of embeddings of geodesic flows in suitable vector spaces. We show how these representations generate extremals for optimal control problems. In particular we discuss in detail the symmetric representation of the so-called n-dimensional rigid body equation and its relation to the more classical Euler description. We detail invariant manifolds of these flows on which we are able to define a strict notion of equivalence between representations, and identify naturally induced symplectic structures.
1. Introduction. This paper presents an analysis of the geodesic problem on a matrix Lie group G with left invariant metric from the point of view of embedding the flows in appropriate vector spaces. We define generalizations of the geodesic problem on gl(n) and analyze the restrictions of the resulting flows to invariant submanifolds. We show how the resulting dynamical systems arise as generators of extremals for optimal control problems related to those defining the original geodesic problem.
This work is an extension of the earlier work [5] and [6] , the former introducing the so-called "symmetric representation", which in turn are motivated by the Euler equations for an n-dimensional rigid body as treated in, for example, [8, 13, 15, 16] . In [7] an analogous variational analysis was carried out for Stiefel manifolds, which in the extreme cases give the geodesic curves on an ellipsoid and the Euler equations on SO(n) respectively. Euler's fluid equations for incompressible inviscid flow were obtained in [4, 11] as the solutions to an optimal control problem and a representation of the equations resembling the symmetric representation was obtained. In the recent article [9] a generalization of many of these problems were obtained by formulating them as a Clebsch optimal control problem.
The n-dimensional Euler equations, which generalize the rigid body equations, are given byQ where Q ∈ R n×n generalizes the orientation, Ω ∈ so(n) the angular velocity, M ∈ so(n) the body angular momentum, and J ∈ R n×n satisfying J = J T > 0 is a generalization of the inertia tensor. In [15] these equations were obtained for semisimple Lie algebras. The so-called "symmetric representation" of these equations are given byQ = QΩ,Ṗ = P Ω,
where P ∈ R n×n , see [5] and [6] . We introduce three generalizing dynamical systems, named the generalized Euler equations, the geodesic equations, and the symmetric representation. These names are helpful for mnemonic reasons but as we demonstrate these systems are natural generalizations of the classical equations. For a general matrix Lie group G with Lie algebra g one generalization of the Euler equations is given by the so-called generalized Euler equations aṡ
where q ∈ Gl(n) or q ∈ G,M lies in a subset of gl(n), P : gl(n) → g is the orthogonal projection onto g, and Σ : g → g is self-adjoint and positive definite with respect to the trace inner product. Since u T = −u for u ∈ so(n) we obtain the resemblance with the Euler equations on SO(n). If we define M = P (M ) and M s =M − M the generalized Euler equations split aṡ
so the dynamics of M is seen to be independent of M s . Another generalization of the Euler equations is given by the geodesic equations aṡ
where q ∈ G and M is in a subset of g. We note that the geodesic equations are therefore contained in the generalized Euler equations. The geodesic equations generate solutions to the geodesic problem since, with suitable identifications and inner products, the equation for M can be rewritten asṀ = ad equations are equivalent to the generalized symmetric representation via the identificationM = q T p. The particular choice q ∈ G and p ∈ G T = {g T , g ∈ G} is denoted simply the symmetric representation, since this this was the name given in [5] for G = SO(n). In Table 1 we have listed these systems along with the defining sets on which we study them; the set ∆ G T ⊂ G T consists of the critical points for the map P| G T : G T → g and S max = {(q, p) ∈ G × G T | q T p ∈ G T \ ∆ G T }. We encourage the reader to examine this table to become familiar with the different notions used throughout this paper. #q = qu,ṗ = −pu T , Table 1 . The dynamical systems we discuss in this paper. The top row gives the form of the equations and the defining space is listed by its system number-capital Roman numerals for the leftmost set of equations and lower case Roman numerals for the others. The letters A-C specify what optimal control problem the equations generate the extremals for and "Ha" marks that the system is Hamiltonian. In each column a system is the restriction of the previous system (the one above) to the listed set. A system in the left column is called a generalized symmetric representation, whereas a system in the middle column represents generalized Euler equations, and system in the right column corresponds to the geodesic equations.
Some of the systems we consider arise as generators of extremals for an optimal control problem. The optimal control problems we consider are as follows. Let G ⊂ Gl(n) denote a matrix Lie group with Lie algebra g and let H be either G, Gl(n) or gl(n). We employ the trace inner product A, B := tr(A T B) on gl(n), and its subspaces, and we denote by Σ : g → g a self-adjoint positive definite operator with respect to this inner product. The optimal control problems are of the following form.
Optimal control problem. Minimize
over all curves q(t) ∈ H subject toq = qu where u ∈ g and with fixed endpoints q(0) = q 0 and q(T ) = q T , where
We analyze the following cases:
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A H = gl(n). B H = Gl(n). C H = G, a general matrix Lie subgroup of Gl(n).
Problem A and B are not true optimal control problems as the control systems in their definition are not locally controllable. Only Problem C is a true optimal control. Problem A and B are examples of so-called "embedded optimal control problems". We show that in general the normal extremal generating equations for an embedded optimal control problem obtained using Pontryagin's maximum principle contains the extremal generating equations for an associated (true) optimal control problem which does not admit abnormal extremals. For problem A and B the associated optimal control problem is Problem C. The generalized Euler equations and the symmetric representation arise as generators of normal extremals for Problem A and B according to Pontryagin's maximum principle, while the geodesic equations are the extremal generating equations for Problem C. Thus the aforementioned splitting of the generalized Euler equations show explicitly for this problem how the normal extremal generating equations for the embedded optimal control problem contain the extremal generating equations for the associated optimal control problem.
The paper is organized as follows. In section 2 we review some of the mathematical concepts that are of importance in the paper and we discuss embedded optimal control problems with Clebsch optimal control problems as a particular class. Then in section 3 we define the optimal control problems A-C, analyze the differential equations generating the extremals, and formally introduce all three representations listed in Table 1 . In section 4 we detail the submanifold on which the generalized symmetric representation is Hamiltonian. Finally, in section 5, we summarize the main results of the paper in a conclusion.
2.
Background. In this section we discuss some of the mathematical definitions employed in the subsequent sections. In particular we describe the orthogonal projection onto the Lie algebra and we reiterate the expression for the canonical symplectic structure on gl(n) × gl(n). We discuss embedded optimal control problems and the specific subclass of Clebsch optimal control problems we consider.
2.1. Basic definitions. Let G ⊂ Gl(n) be a matrix Lie group with Lie algebra g. Let gl(n) be equipped with the trace inner product
When restricted to g this gives an inner product on g. Let
where g ⊥ ⊂ gl(n) is the orthogonal subspace to g of gl(n) with respect to the trace inner product. Then gl(n) = span{v i , w j }, and the linear map P : gl(n) → g defined by
gives the orthogonal projection on g. Notice that a projection is orthogonal if and only if it is self-adjoint. Example 1. Consider the special linear group
which has the Lie algebra
The orthogonal complement to the Lie algebra is
where I is the n × n identity matrix. The linear map P sl(n) : gl(n) → sl(n) defined by
is clearly a projection, i.e. P 2 sl(n) = P sl(n) , and for X, Y ∈ gl(n) it satisfies
i.e. it is self-adjoint, and thus P sl(n) : gl(n) → sl(n) is in fact an orthogonal projection.
Since
T , for h, g ∈ G, the manifold G T = {g T , g ∈ G} is a Lie group; its Lie algebra is given by g T = {ξ T , ξ ∈ g}. In general we have
Letting A ∈ g ⊥ and B, C ∈ g be arbitrary we therefore obtain the commutation relation between g ⊥ and g T as
On gl(n) × gl(n) we have the canonical symplectic structure
If H : gl(n)×gl(n) → R is a function and gl(n)×gl(n) is parametrized by (q, p), q, p ∈ gl(n), the Hamiltonian equations on the symplectic vector space gl(n)×gl(n), Ω can are given by
Consider two manifolds M A and M B with dynamical systemṡ
System B is called a homomorphic image of system A if there exists a differentiable surjective map Φ :
Clearly this means that if x(t) is a solution to system A with initial condition
is a solution to system B with initial condition y(0) = Φ(x 0 ); all solutions to system B can be generated from solutions to system A by this procedure. System B is said to be equivalent to system A if there exist a homomorphism Φ : M A → M B which is also a diffeomorphism. If M B ⊂ M A and M B is an invariant manifold for system A and f B = f A | M B we say that system B is the restriction of system A to M B .
2.2.
Embedded optimal control problems. Let Q denote an n-dimensional manifold. Let X(Q) denote the space of smooth vector fields on Q. Consider D ⊂ X(Q) and D ⊂ T Q defined at every q ∈ Q by
This is an example of a generalized distribution; if the rank of D is constant on Q it is a distribution in the classical sense. Consider the control problemq
where q ∈ Q, u = (u 1 , . . . , u m ) ∈ U with U ⊂ R m an open neighborhood of 0 ∈ R m . Let N denote an invariant submanifold of (3) and let : Q × U → R be a cost function. For each choice of invariant submanifold N Q we introduce the concept of an embedded optimal control problem as follows:
m , and with fixed endpoints q(0) = q 0 ∈ N and q(T ) = q T ∈ N .
The embedded optimal control problem is well posed when (3) restricted to N is accessible from q 0 . When this is the case we can impose on q T that it needs to belong to the set of states reachable from q 0 in time T . The associated optimal control problem is now given by:
In what follows we make the standing assumption that
for all q ∈ N . This eliminates the possibility of abnormal extremals for the associated optimal control problem. If dim(N ) = m and U = R m we can construct a cost function L : T N → R satisfying L(q,q) = (q, u), with the identificatioṅ q = m i=1 X i (q)u i , so the associated optimal control problem is in this case equivalent to a variational problem, and vice versa.
When N ⊂ Q is an embedded submanifold of Q the inclusion i : N → Q is an embedding. The pullback bundle i * (T * Q) is defined as the vector bundle over N whose fiber over n ∈ N is given by
n N the dual of the tangent map of i is globally defined when restricted to i * (T * Q). Furthermore since i : N → Q is an embedding we have that
The normal/abnormal extremal generating equations on T * Q, as given by Hamilton's equations prescribed by Pontryagin's maximum principle for the embedded optimal control problem have i * (T * Q) ⊂ T * Q as invariant manifold. The extremal generating equations on T * N , as given by Hamilton's equations prescribed by Pontryagin's maximum principle for the associated optimal control problem, are the homomorphic image of the restriction to i * (T * Q) of the normal extremal generating equations on T * Q, as given by Hamilton's equations prescribed by Pontryagin's maximum principle for the embedded optimal control problem. The map
Proof. That i * (T * Q) ⊂ T * Q is invariant follows trivially from the fact that N is a an invariant manifold of (3) .
If N is an embedded submanifold of Q this means that locally there exists a preferred coordinate system V, φ = (x, y) , where V is an open subset of Q, satisfying φ| V ∩N : V ∩ N → R n × {0}, where n is the dimension of N . We denote by (x, y, p x , p y ) the local coordinates on T * V induced by the preferred coordinates φ =
described by the coordinates (x, p x , p y ) and the map T
In a preferred coordinate system V, φ = (x, y) have thatq =
whereỸ i (x, 0) = 0. According to Pontryagin's maximum principle the Hamiltonian for the extremals of the embedded optimal control problem iŝ
and the extremal generating control u * satisfies
for all v ∈ U , where ·, · is the usual dot product. The constant p 0 is p 0 = 1 (in general it just needs to be nonzero) for normal extremals and p 0 = 0 for abnormal extremals. According to Pontryagin's maximum principle the normal extremals of the embedded optimal control problem on Q locally satisfẏ
where H * (x, y, p x , p y ) =Ĥ(x, y, p x , p y , u * ). If q(t) ∈ N (and thus y(t) = 0) the optimal control u * satisfies
for all v ∈ U , meaning that u * is independent of p y (t). This then gives that for q(t) ∈ N we havė
and since u * is independent of p y (t) we thus see that in the normal extremal generating equations (x(t), p x (t)) evolve independently of p y (t). The equations that (x(t), p x (t)) satisfy coincide with those giving the extremals for the associated optimal control problem on N (which does not admit abnormal extremals as this is a fully actuated optimal control problem).
Proposition 2. Assume that N is an embedded submanifold of Q. Furthermore assume that u → ∂ ∂u (q, u) is a diffeomorphism for all q ∈ Q and that ∂ ∂u (q, 0) = 0. Let α(t) ∈ i * (T * Q) be a solution to the abnormal extremal generating equations as given by Hamilton's equations as prescribed by Pontryagin's maximum principle for the embedded optimal control problem. Then β(t) = T * i α(t) ∈ T * N is not a solution to the extremal generating equations, as given by Hamilton's equations prescribed by Pontryagin's maximum principle for the associated optimal control problem, unless trivially β(t) = x(t), p x (t) = (x 0 , 0).
is given by (4) forỸ i (x, 0) = 0. According to Pontryagin's maximum principle the Hamiltonian for the abnormal extremals of the embedded optimal control problem is given by (5) with p 0 = 0 and the abnormal extremal generating control u * satisfies (6). If q(t) ∈ N (and thus y(t) = 0) the optimal control u * is seen to solve
for all v ∈ U which is only satisfied for p x (t) = 0. The Hamiltonian giving the extremals for the associated optimal control problem isĤ
The extremal generating control u * thus satisfies
for all v ∈ U . Thus if p x = 0 the assumption gives that u * = 0 which in return gives x(t) constant.
2.3.
Clebsch optimal control problems. Let Q denote a manifold. Let Φ be an action of a Lie group G on Q. The infinitesimal generator of the action Φ is the vector field on Q defined by
for u ∈ g. The cotangent lift of Φ is the action Φ
If Φ is a left (right) action then Φ T * g is a left (right) action also. We denote by u T * Q the infinitesimal generator of Φ T * g . The momentum map J :
for p ∈ T * q Q, where ·, · is the natural pairing between covectors and vectors. Relative to this structure we can define a control system on Q byq = u Q (q). This allows us to define a generalized distribution by D(q) = {u Q (q), u ∈ g}. This distribution is completely integrable and an integral manifold of D is a group orbit orb(q). Let : g → R denote a cost function. As in [9] we define the Clebsch optimal control problem on Q as follows:
Clebsch optimal control problem. Minimize
subject toq(t) = u(t) Q q(t) and with fixed endpoints q(0) = q 0 ∈ Q and q(T ) = q T ∈ Q.
Since group orbits in general are immersed submanifolds the Clebsch optimal control problem is an embedded optimal control problem if q T ∈ orb(q 0 ). The fact that a group orbit is not necessarily an embedded submanifold shows that Proposition 1 cannot be applied. Since T q orb(q 0 ) = D(q) we have that the associated optimal control problem does not admit abnormal extremals.
Theorem 2.2 in [9] gives the following result regarding the normal extremals for the Clebsch optimal control problem:
δu ∈ g * is a diffeomorphism. Then the normal extremals for the Clebsch optimal control problem satisfẏ
for α ∈ T * Q.
The dynamics of the normal extremals, as described by (7), take place on a cotangent bundle as expected.
Let
which is the Lie algebra of the isotropy subgroup G q = {g ∈ G | Φ g (q) = q} (also denoted the stabilizer). If Q is a subgroup of G then the isotropy subgroup is trivially G q = {id}. We then define
Taking α q ∈ T * q Q and ξ ∈ g q arbitrary we get
showing that
Defining M := J(α) Theorem 2.2 in [9] also gives a different description of the normal extremals as the following:
for q ∈ Q and M ∈ g ⊥ q . The minus sign '-' corresponds to a left action and the plus sign '+' corresponds to a right action.
We denote by i q : orb(q) → Q the inclusion map of orb(q) in Q.
Proposition 5. For any q 0 ∈ Q the set i * q0 (T * Q) is an invariant manifold under the flow of equations (7) giving the normal extremals of the Clebsch optimal control problem. For a solution α(t) ∈ i * q0 (T * Q) to (7) we have that
Proof. That i * q0 (T * Q) is an invariant manifold follows trivially from the fact that orb(q 0 ) is invariant under the flow ofq = u Q (q).
Let q ∈ orb(q 0 ) and
for Γ ∈ g, and thusp ∈ T q orb(q 0 )
Since Φ g | orb(q0) : orb(q 0 ) → orb(q 0 ), for g ∈ G, we have
This trivially shows that
For ξ ∈ T q orb(q 0 ) ⊥ and ζ ∈ T q orb(q 0 ) we get
so we must have that
Equations (10)- (12) show that on the cotangent bundle of an orbit the dynamics prescribed by (7) is independent of the dynamics on (T q orb(q 0 )) ⊥ .
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We note that (9) are the extremal generating equations, as given by (7), to the Clebsch optimal control problem with Q replaced with orb(q 0 ), i.e., the associated optimal control problem. Thus Proposition 5 shows, as Proposition 1, that to get the extremal generating Hamiltonian equations for the associated optimal control problem on an orbit we can just derive the normal extremal generating equations for the embedded optimal control problem and then project them to the cotangent bundle of the orbit. Corollary 1. Equations (8) for the normal extremals of the Clebsch optimal control problem project tȯ
The minus sign '-' corresponds to a left action and the plus sign '+' corresponds to a right action.
Similar arguments as in the proof of Theorem 2.2 in [9] gives the following result.
Proposition 6. The abnormal extremals for the Clebsch optimal control problem satisfyα
Comparing this result with Corollary 1, giving the extremals on orb(q 0 ), shows as Proposition 2 that the abnormal extremal generating equations when projected to the cotangent bundle of the orbit are not the extremal generating equations for the associated optimal control problem on the orbit. Example 2. Let Q be gl(n) or Gl(n) and consider the right action Φ g (q) = qg with infinitesimal generator u Q = qu. The cotangent lifted action of Φ is given by
We consider the cost function (u) = 1 2 u, Σ(u) where ·, · is the trace inner product and Σ : g → g is a positive definite self-adjoint operator. Then we have δ δu = Σ(u).
where P : gl(n) → g is the orthogonal projection onto g, we have that J(q, p) = P(q T p). Therefore Proposition 3 gives that the extremals for the Clebsch optimal control problem are given by the dynamical systeṁ
on T * Q = Q × gl(n). Proposition 4 instead gives the extremals as generated by the dynamical systemq
Example 3. Let Q = G and consider as in example 2 the right action Φ g (q) = qg with corresponding infinitesimal generator u Q (q) = qu. The cotangent lifted action in this setting is nontrivial and therefore we calculate it explicitly. If v ∈ T q G then v = qζ for some ζ ∈ g. Thus we get for α ∈ T *
and therefore
For G = Gl(n) this reduces to T * q Φ g (α) = αg T as expected. Thus the infinitesimal generator of the cotangent lift is
Consider as in Example 2. Since u Q is the same as in Example 2 Proposition 3 gives the equations of motion aṡ
on T * G. Proposition 4 on the other hand gives the geodesic equationṡ
on G×g * . Since T * G ∼ = Q×g * these two representations must be symplectomorphic.
3. Variational problems and corresponding systems generating the extremals. In this section we treat the optimal control problems A-C in detail. Let Σ : g → g be a positive definite self-adjoint linear operator. We consider the following problem:
over all curves q(t) ∈ gl(n) subject toq = qu where u ∈ g and with fixed endpoints q(0) = q 0 ∈ gl(n) and q(T ) = q T ∈ orb(q 0 ). Problem A is a Clebsch optimal control problem (treated as such in Example 2). From section 2.3 we know that the associated optimal control problem does not admit abnormal extremals. When q 0 has full rank the orbits are the Lie group G right translated by q 0 . Since the dimension of this orbit is the same as the control space g we get from section 2.2 that when the end points in Problem A lie in G then the associated optimal control problem corresponds to the variational problem on G with cost function L(q,q) = q −1q , Σ(q −1q ) . Later we will analyze this specific variational problem in detail as Problem C.
The vector fieldq = qu, u ∈ g, on gl(n) is defined via matrix multiplication. This product provides an important additional structure on the vector space gl(n). Much of the structure we exhibit in this paper is a result of this matrix action or otherwise interpreted the explicit embedding of the Lie group G in gl(n).
To find generating equations for this problem we apply Pontryagin's maximum principle (see, e.g., [3] , [10] , or [12] .) We take as costate p ∈ gl(n). Notice that gl(n) is naturally isomorphic to gl(n)
* by the map p → ·, p . We define the Hamiltonian H : gl(n) × gl(n) × g → R as H(q, p, u) = p, qu − 1 2 u, Σ(u) , which corresponds to normal extremals. Since P : gl(n) → g, defined in (1), is an orthogonal projection onto g we havē
we have that a necessary condition for u * is
This shows that
meaning that we have
According to Pontryagin's maximum principle we therefore define the Hamiltonian function H : gl(n) × gl(n) → R as
As a direct application of the maximum principle we therefore find that the normal extremals are given by the Hamiltonian system on (gl(n) × gl(n), Ω can ) with Hamiltonian H. This Hamiltonian system is seen to be given by the following:
System I. The generalized symmetric representation on gl(n) × gl(n)
where (q, p) ∈ gl(n) × gl(n).
We note that this is the same result as we found in Example 2 considering it a Clebsch optimal control problem and applying Proposition 3. From section 2.3 we know that these equations contain the extremal generating equations for the associated optimal control problem.
We now restrict the problem to the Lie group Gl(n). Thus we define.
over all curves q(t) ∈ Gl(n) subject toq = qu where u ∈ g and with fixed endpoints q(0) = q 0 ∈ Gl(n) and q(T ) = q T ∈ orb(q 0 ).
The term qu is the induced left action of the group Gl(n) on the Lie algebra g. That is qu = T I L q (u) where L q is left translation by q, with u being restricted to g. Since Gl(n) × gl(n) ⊂ gl(n) × gl(n) is an invariant set for System I (the generalized symmetric representation on gl(n) × gl(n)) System I restricts to the following: System II. The generalized symmetric representation on Gl(n) × gl(n)
where (q, p) ∈ Gl(n) × gl(n).
Since Gl(n)×gl(n) is an open subset of gl(n)×gl(n) we have that (Gl(n) × gl(n), Ω can | Gl(n)×gl(n) ) is a symplectic manifold. This combined with the invariance of Gl(n) × gl(n)⊂ gl(n) × gl(n) under System I (the generalized symmetric representation on gl(n)×gl(n)) gives that System II (the generalized symmetric representation on Gl(n) × gl(n)) is a Hamiltonian system on (Gl(n) × gl(n), Ω can | Gl(n)×gl(n) ) with Hamiltonian function H| Gl(n)×gl(n) . Applying Pontryagin's maximum principle to Problem B would thus produce the same calculations as Problem A and therefore we get the following result:
Proposition 7. The set of normal extremals for Problem B is generated by trajectories of System II (the generalized symmetric representation on Gl(n) × gl(n).)
Again this result is in correspondence with the result of Example 2. We define the following system.
System ii. The generalized Euler equations on
where q ∈ Gl(n) andM ∈ gl(n).
Then we have the following result.
Proposition 8. System ii (the generalized Euler equations on Gl(n) × gl(n)) and System II (the generalized symmetric representation on Gl(n)×gl(n)) are equivalent via the diffeomorphism (q, p) → (q,M ) = (q, q T p).
Proof. Using System II givesṀ
Since u = Σ −1 P(q T p) = Σ −1 P(M ) which thus get the result.
Using (2) and defining M = P(M ) ∈ g and M s =M − M ∈ g ⊥ we get that System ii (the generalized Euler equations on Gl(n) × gl(n)) can be split aṡ
Recall that for any matrix Lie group H ⊂ Gl(n) we have
where h is the Lie algebra of H and q −T X, · is a left invariant one form on H. Thus in coordinates we have ı(q, p) = (q,M ) and ı * H(q,M ) =
If we by ω H denote the canonical symplectic form on T * H then (according to [1] 
where (q, X) ∈ H × h and u i , n i ∈ h.
Proposition 9. System ii (the generalized Euler equations on Gl(n) × gl(n)) is a Hamiltonian system on Gl(n)×gl(n) with symplectic form ı * ω Gl(n) and Hamiltonian
where q ∈ Gl(n), u,n ∈ gl(n), and n = P(n).
The Hamiltonian vector field corresponding to the Hamiltonian ı
Since this is true for all u,n ∈ gl(n) we have
and
Define the mapΦ :
We see that its inverse is given bŷ
ClearlyΦ is a diffeomorphism. Notice thatΦ −1 is the coordinate expression for
Proposition 10. System II (the generalized symmetric representation on Gl(n) × gl(n)) and System ii (the generalized Euler equations on Gl(n) × gl(n)) are symplectomorphic.
Proof. We have from Proposition 8 that System II and System ii are equivalent. Let u 1 , u 2 , Γ 1 , Γ 2 ∈ gl(n). Then direct calculations using (14) gives
This shows that the diffeomorphismΦ is symplectic.
We have that (q, p) and (q,M ) are two different coordinate representations of T * Gl(n); the first is inherited from the vector space T * gl(n) = gl(n)×gl(n) in which it is an open set, the other is the left trivialization of T * Gl(n). Thus the fact that System II (the generalized symmetric representation on Gl(n)×gl(n)) and System ii (the generalized Euler equations on Gl(n)×gl(n)) are symplectomorphic is expected. To see this relation explicitly we notice that from the proof of Proposition 9 we have
as an open set of the vector space T * gl(n) = gl(n) × gl(n). Notice that G×gl(n) is an invariant set for Systems II (the generalized symmetric representation on G×gl(n)) and ii (the generalized Euler equations on Gl(n)×gl(n)). Therefore we define the following systems as restrictions of these respective systems:
where q ∈ G and p ∈ gl(n).
System iii. The generalized Euler equations on
where q ∈ G andM ∈ gl(n).
From Proposition 10 and the fact that Systems III (the generalized symmetric representation on G × gl(n)) and iii (the generalized Euler equations on G × gl(n)) are restrictions to G × gl(n) of Systems II and ii, respectively, we have that System III (the generalized symmetric representation on G × gl(n)) and System iii (the generalized Euler equations on G × gl(n)) are equivalent viaΦ| G×gl(n) .
Consider the following problem:
over all curves q(t) ∈ G subject toq = qu where u ∈ g and with fixed endpoints q(0) = q 0 and q(T ) = q T , q 0 , q T ∈ G.
This is the associated optimal control problem for Problem A for N = G. Since the control system is fully actuated it does not admit abnormal extremals. Problem C is equivalent to the following:
over all curves q(t) ∈ G and with fixed endpoints q(0) = q 0 and
This is the geodesic problem on G with a left invariant metric given by Σ. The Lagrangian L : T G → R for this problem is given by
Since this is left-invariant the extremals are given by the Euler-Poincaré equations, see, e.g., [5, 14] , asq
With η, ξ, ζ ∈ g we have
This means that when we identify g * with g via the inner product we get ad *
. Hence, as claimed in the introduction, the necessary equations for the extremals for Problem c can be written as the following system: System iv. The geodesic equationṡ
where q ∈ G and M ∈ g.
The fact that System iii can be split as (13), with q ∈ G, shows that System iv is contained in the equivalent Systems III (the generalized symmetric representation on G × gl(n)) and iii (the generalized Euler equations on G × gl(n)). This is in accordance with the results from sections 2.2 and 2.3 stating that the normal extremal generating equations for the Clebsch optimal control problem (the embedded optimal control problem) contains the extremal generating equations for the associated optimal control problem. Since u T = −u for u ∈ so(n) the geodesic equations for G = SO(n) becomes the well known n-dimensional rigid body equationsṀ = [M, u] . Introducing the mappingπ :
we thus have that System iv (the geodesic equations) is the homomorphic image of System iii (the generalized Euler equations on G × gl(n)) via the homomorphism π : G × gl(n) → G × g.
Let ω G denote the canonical two form on T * G. The following result is well known, but we include it for the sake of completeness:
Proposition 11. System iv (the geodesic equations) is a Hamiltonian system on G × g with symplectic form ı * ω G and Hamiltonian (ı
Proof. Let u, n ∈ g be arbitrary. For the sake of brevity we define the Hamiltonian
The Hamiltonian vector field corresponding to the Hamiltonian K on (G × g, ı * ω G ) expressed as (qu 1 , n 1 ), where u 1 , n 1 ∈ g, satisfies
Since this is true for all u, n ∈ g we have
Hence the Hamiltonian vector field is given bẏ
, which is the result.
We see that G×G
T is an invariant set for Systems III (the generalized symmetric representation on G×gl(n)) and hence by equivalence an invariant set for System iii (the generalized Euler equations on G × gl(n)). We restrict these systems to this invariant set.
where q ∈ G and p ∈ G T .
We call System V the symmetric representation because this was the name given to this system in [5] for G = SO(n).
System v. The generalized Euler equations on
where q ∈ G andM ∈ G T .
Since Systems III (the generalized symmetric representation on G × gl(n)) and iii (the generalized Euler equations on G × gl(n)) are equivalent throughΦ and
T is a diffeomorphism Systems V (the symmetric representation) and v (the generalized Euler equations on G × G T ) are also equivalent.
is an invariant set of System iv (the geodesic equations).
Initialize System iv at (q 0 , M 0 ) and System iii at (q 0 ,M 0 ). The resulting trajectories (q(t), M (t)) and (q(t),M (t)) satisfyπ(q(t),M (t)) = (q(t), M (t)) sinceπ is a homomorphism of System iv onto System iii.
is an invariant set for System iv.
Therefore we define the restriction of System iv (the geodesic equations) to the invariant set G × P(G T ).
System vi. The geodesic equations restricted to
Since System iii (the generalized Euler equations on G × gl(n)) can be rewritten as (13) , with q ∈ G, we have thatπ| G×G T is a homomorphism of System v (the generalized Euler equations on G × G T ) onto System vi (the geodesic equations restricted to G × P(G T )). Therefore System V (the symmetric representation) is a "symmetric representation" of System iv (the geodesic equations) on the invariant set G × P(G T ), or the restricted System vi (the geodesic equations restricted to G × P(G T )).
4.
The symmetric representation and its Hamiltonian restrictions. It is clear that the extremal flows generated by optimal control problems on cotangent bundles are symplectic. In this section we consider flows that are restrictions of these extremal flows to invariant manifolds. These invariant manifolds may or may not have symplectic structures and the flows on these submanifolds may or may not be symplectic.
In this section we will analyze the submanifolds on which System V (the symmetric representation) and System v (the generalized Euler equations on G × G T ) indeed are Hamiltonian. We define the sets
Then we have the following result regarding the definiteness of the canonical symplectic form Ω can , which is defined on gl(n) × gl(n), when restricted to G × G T . It for some > 0. Hence we have
We see that Φ η (t) is the solution to initial value probleṁ x = P(g 0 e tη η), x(0) = 0, so at time t = 0 we haveẋ
Since g 0 ∈ G T \ ∆ G T the map η → P(g 0 · η) has full rank. Therefore Φ η (t) will trace out an open neighborhood of 0 when using all possible values η ∈ g T . From the definition of Φ η (t) we therefore get that P(g 0 e tη ) will trace out an open neighborhood of ξ 0 when using all possible values η ∈ g. Since P(g 0 e tη ) ∈ P(G T \ ∆ G T ) we thus get an open neighborhood of ξ 0 contained in P(G T \ ∆ G T ) and since g 0 , and hence
For q, p ∈ G we have the definitionsM = q T p and M = P(M ). Thus we have
We setm
The following result gives a useful characterization of ∆ G T :
Proof. IfM ∈ ∆ G T then there exists A ∈ g T \ {0} such that P(M A) = 0. This is equivalent toM A ∈ g ⊥ . If we let B ∈ g and q ∈ G then
which shows thatmAd q −T (A) ∈ g ⊥ since B ∈ g can be chosen arbitrarily. Since Ad q −T is an isomorphism we thus have thatm ∈ ∆ G T . The fact thatm ∈ ∆ G T impliesM ∈ ∆ G T is proved in the same manner.
Using Proposition 15 we get the equivalent characterization of ∆ 1
Proposition 16.m = pq T = q −TM q T is an invariant for Systems V (the symmetric representation) and v (the generalized Euler equations on G × G T ).
Proof. Differentiatingm = pq T along System V we geṫ
The result then follows from the fact that System V and System v are equivalent.
Proposition 16 and (17) show that ∆ 1 is an invariant set for System V (the symmetric representation). Therefore we define the invariant set
From Proposition 14 we know that G T \ ∆ G T is an open subset of G T and therefore it is a manifold. SinceΦ is a diffeomorphism we have that
Proof. Sinceπ| G×G T = id| G × P| G T is a homomorphism of System v onto System vi we differentiate m = P(q −TM q T ) along the flow of System v
showing the result.
Since S max can be written as (18) Proposition 17 shows that it is an invariant set for System vi (the geodesic equations restricted to G × P(G T )).
System viii. The geodesic equations restricted to S maẋ q = qu, u = Σ −1 (M ),
is surjective using the splitting (13) shows thatπ| G×(G T \∆ G T ) is a homomorphism of System vii (the generalized Euler equations on G × (G T \ ∆ G T )) onto System viii (the geodesic equations restricted to S max ). Since System viii (the geodesic equations restricted to S max ) is the restriction of System iv (the geodesic equations), which is Hamiltonian to the open subset S max , we immediately obtain the following result: 
5.
Conclusions. In this paper we showed that in general the equations generating the normal extremals for an embedded optimal control problem contain the extremal generating equations for an associated optimal control problem which does not admit abnormal extremals. Problem A and B are examples of embedded optimal control problems and Problem C is an associated optimal control problem for them. We showed explicitly how the equations generating the normal extremals for Problem A and B contain the extremal generating equations for Problem C. Table 1 Here the systems on the left are generalized Euler equations and the systems on the right are restrictions of the geodesic equations.
We derived System I (the generalized symmetric representation on gl(n) × gl(n)) as the normal extremal generating equations to the optimal control problem A by applying Pontryagin's maximum principle. System iv (the geodesic equations) was obtained directly as the Euler-Poincaré equations for the left-invariant variational problem corresponding to the geodesic Problem c. All other systems were obtained by restriction to an invariant subset. We showed that some of these restrictions are not Hamiltonian, but every non-Hamiltonian system can be further restricted to an invariant submanifold on which the flow is indeed symplectic.
It is of interest to carry out further detailed analysis for specific groups. In a future paper we intend to examine the class of quadratic Lie groups which are defined by a matrix J ∈ Gl(n) according to G J = X ∈ Gl(n) X T JX = J , J 2 = αI, J T = αJ, α 2 = 1, For these groups we are able to further restrict the symmetric representation (or equivalently the generalized Euler equations) and the geodesic equations to explicit invariant submanifolds on which these two systems are in fact symplectomorphic. Also we are able to prove that for the orthogonal group O(n) = G I we have that
