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Abstract
Disjoint partitions, and its counting, have been widely studied in the literature of optimal partitions and clustering. We give an
exact counting on the number of disjoint ordered 2-partitions for n points in general position in R2. We also give an exact counting
on the maximum number of disjoint 2-partitions, where one part consists of two points, over all sets of n points in R2.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let d and n be given positive integers. Let Nd denote a set of distinct points in Rd and let = (1, 2, . . . , p) and
{1, 2, . . . , p} denote an ordered and unordered partition of Nd into p nonempty parts 1, 2, . . . , p, respectively.
For example, Nd = {v1, v2, v3, v4, v5}. For (1, 1, 2) partition, ({v1}, {v2}, {v3, v4}) = ({v2}, {v1}, {v3, v4}). And for
{1, 1, 2} partition, {{v1}, {v2}, {v3, v4}} = {{v2}, {v1}, {v3, v4}}.  is called disjoint (or separable) if the convex hulls of
1, 2, . . . , p are disjoint. Apparently, the number of disjoint partitions depends on the conﬁguration of Nd . Disjoint
partitions have been widely studied in the literature of optimal partitions and clustering since its ﬁrst appearance in
Harding [5], Capoyleas et al. [4] and Barnes et al. [3]. See [1,6] for recent references.
Once the existence of a disjoint optimal partition is known, it is important to estimate the number of disjoint partitions
so that we can evaluate whether an exhaustive search in the disjoint family is practical. Let (Nd, p) denote the number
of disjoint ordered p-partitions of Nd and let (d, p, n) = max|Nd |=n(Nd, p). Hwang et al. [7] ﬁrst showed that
(d, p, n) is polynomial in n by proving (d, p, n)O(nd(
p
2 )). Alon and Onn [1] conﬁrmed that for p3 and d3,
(d, p, n) = (nd( p2 )). For the special case p = 2, Harding [5] proved (d, 2, n) = 2∑di=1 (n−1i ) for any Nd in
general position. In particular, (d, 2, n) = 2 (n2 ). In this paper, we give an exact formula for (2, 2, n) where points
are not necessarily in general position. Note that Aviran et al. [2] counted the number of a special kind of disjoint
partitions, which they called “0-separable” (“0-disjoint” in our term) for d = 2 or p = 2, thus providing lower bounds
(2, p, n)O(np) and (d, 2, n)O(nd − 1).
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A partition is called a shape-partition if |i | = ni , 1 ip, are given, where S = (n1, n2, . . . , np) is referred
to an ordered partition as its shape, respectively. Disjoint shape-partitions were also studied in [6,7]. Let (Nd,S)
denote the number of disjoint shape-partitions of Nd for a given shape S, where |Nd | =∑pi=1ni . And let (d,S) =
max
Nd∈Rd (Nd,S). In this paper we give (2, (2, n − 2)).
2. (2, 2, n)
First, we study the case that N2 is in general position. Because the number of points is ﬁnite, we can rotate the
whole plain so that there is no pair of points lying in the same vertical line. Therefore we can order the points linearly
according to their x-coordinate. For any two points u and v, u<v means the x-coordinate of u is strictly smaller than
v’s. We label the n points by v1, v2, . . . , vn, where vi < vj if and only if i < j . For i < j , let Lij denote the line obtained
by slightly rotating the line −−→vivj clockwise. Then vj is now “above” Lij and vi “below.” Let Pij denote the set of points
above Lij and Pij the set of points below (see Fig. 1). Pij denote the 2-partition whose parts are Pij and Pij .
Lemma 1. If v1 <v2 <v3, then
(i) P12 = P13, (ii) P13 = P23, (iii) P12 = P23.
Proof. (i) Suppose P12 = P13. If v3 ∈ P12 (see Fig. 2(a)), then v3 and v1 are in the same part by the deﬁnition of P12,
contradicting the deﬁnition of P13. If v3 ∈ P12 (see Fig. 2(b)), then because v3 and v2 are both larger than v1, v2 ∈ P13.
Therefore v2 and v1 are in the same part by the deﬁnition of P13 contradict to the deﬁnition of P12.
Similarly, we can prove (ii) and (iii). 
Lemma 2. Suppose a <b and c <d. If va = vc and vb = vd , then Pab = Pcd .
Proof. By Lemma 1, we only need to consider the case that va , vb, vc, and vd are all distinct. Note that va and vb are
in different parts by deﬁnition of Pab. Similarly, vc and vd are also in different parts. Suppose Pab =Pcd . Then the line
segment [a, b] must intersect the line segment [c, d] at some point, say y. Further, va and vb (vc and vd ) must satisfy
one element smaller than y and the other larger, or they would not be on different sides of Lab (Lcd ). So, we only need
to consider two cases (see Fig. 3). In case (a), vd ∈ Pab. Then vd and va are in the same part by the deﬁnition of Pab.
On the other hand, vb and vd are in the same part by the deﬁnition of the Pcd , contradicting the fact that va and vb are
in different parts. In case (b), vd ∈ Pab. We obtain a similar contradiction. HencePab = Pcd . 
While Harding [5] solved (2, 2, n) for the case points are in general position, we consider the general case that three
points can lie in a line. Let L(v1, v2, . . . , vt ) denote a line which contains t points, v1 <v2 < · · ·<vt . Suppose there
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Fig. 1. P46 = {v1, v2, v5, v6} and P46 = {v3, v4, v7}.
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Fig. 2. Two cases for Lemma 1.
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Fig. 3. Two cases for Lemma 2.
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Fig. 4. Line L contains v2, v4, v5, and v7. P 3 = {v2, v4, v5, v6}.
are k lines in the plane, sayLi =Li(vp1 , vp2 , . . . , vpri ), for 1 ik. Let P
j
i =P ji (vp1 , vp2 , . . . , vpri ) be the 2-partition
whose one part is the set {points below the line Li} ∪ {vp1 , vp2 , . . . , vpj } and the other is the set {points above the line
Li} ∪ {vpj+1 , . . . , vpri }, denoted by P
j
i = P ji (vp1 , vp2 , . . . , vpri ) and P
j
i = P ji (vp1 , vp2 , . . . , vpri ), respectively, for
1 ik and 1jri − 1. See Fig. 4.
Theorem 3. Consider any conﬁguration N2 of n points in the plane. Let L1, . . . , Lk be all distinct lines spanned by
N2 (that is, containing at least two points), and let ri be the number of points on Li . Then
(N2, 2) = 2
k∑
i=1
(ri − 1).
Proof. First, we can prove P j1i1 = P
j2
i2
, i1 = i2, similar to Lemma 2 by changing va to a set Va = {vp1 , vp2 , . . . , vpj1 },
vb to a set Vb = {vpj1+1 , . . . , vpri1 }, vc to a set Vc = {vp1 , vp2 , . . . , vpj2 }, and vd to a set Vd = {vpj2+1 , . . . , vpri2 }. To
see this, if vpj1 ∈ Va and vpj1+1 ∈ Vb are both smaller or larger than y, then they must be on the same side of Lj2 ,
contradicting the deﬁnition of P j1i1 . Similarly, a member of Vc and a member of Vd cannot both be smaller or larger than
y. So, we only need to consider two cases. For the ﬁrst case that Vd ⊂ Pab,Vd and Va are contained in the same part
by the deﬁnition of P j1i1 . On the other hand, Vb and Vd are in the same part by the deﬁnition of P
j2
i2
, contradicting the
fact that Va and Vb are in different part. For the second case that Vd ⊂ P j1i1 , we obtain a similar contradiction. Hence
P
j1
i1
= P j2i2 for any i1, i2, j1, and j2. Therefore (2, 2, n)2
∑k
i=1(ri − 1).
For a given 2-partition P = {P ,P }, there exists a line L separating the two parts. Rotate L counterclockwise
until L touches two points vs and vt , one on each side of L. Let −−→vsvt ∩ P = {vs1 , vs2 , . . . , vsm} and −−→vsvt ∩ P ={vt1 , vt2 , . . . , vtn}. Without loss of generality, suppose vsm < vt1 , or we can change the labels s and t. Then P =
Pm(vs1 , . . . , vsm, vt1 , . . . , vtn). Clearly, any 2-partition can do this. Therefore (2, 2, n)2
∑k
i=1(ri − 1). 
Example 1. Consider the conﬁguration N2 ={(0, 0), (0, 1), (0, 2), (1, 1)}. There are four distinct lines L1, L2, L3 and
L4, which are shown in Fig. 5(a). Therefore, r1 = r2 = r3 = 2 and r4 = 3. By Theorem 3, there are 1 + 1 + 1 + 2 = 5
unordered 2-partitions each yielding two ordered 2-partitions. See Fig. 5(b).
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Fig. 5. The partitions of Example 1.
We can now state Harding’s result as a corollary.
Corollary 4. (2, 2, n) = 2 (n2 ).
Proof. Note that for ri2,
∑k
i=1(ri − 1)
∑k
i=1
(
ri
2
)
. Since each pair of points can appear in at most one line, and
there are
(
n
2
)
pairs,
∑k
i=1
(
ri
2
)

(
n
2
)
. Combining, we have
∑k
i=1(ri − 1)
(
n
2
)
. The equality is achieved when ri = 2
for all i, i.e., no three points lying in a line(N2 in general position). 
3. (2, (2, n− 2))
For easier presentation, we present the results in terms of unordered partition {2, n− 2}. Note that (2, (2, n− 2))=
(2, {2, n − 2}) except (2, (2, 2)) = 2(2, {2, 2}).
It is easily veriﬁed that
(2, {2, n − 2}) =
{1 for n = 2,
3 for n = 3,
3 for n = 4.
(3.1)
Fig. 6 shows the conﬁguration which realizes (3.1) for n = 4. We now prove
Theorem 5.
(2, {2, n − 2}) =
⌊
3n
2
⌋
for n5. (3.2)
Proof. We ﬁrst prove
(2, {2, n − 2})
⌊
3n
2
⌋
for n5 (3.3)
by a construction of N2 realizing (3.2).
Consider the vertices of a regular n/2	-gon. Label the vertices by 1, 2, . . . , n/2	 in cyclic order. For each edge
[i, i + 1] mod n/2	, 1 in/2	, add a point labeled by vi,i+1 close to the middle point of the edge but inside the
polygon, except that for odd n, leave out the additional point [n/2	, 1]. Fig. 7 demonstrates the conﬁgurations for
n = 5, 6, 7, 8.
It is easily veriﬁed that each pair [i, i + 1], 1 in/2	 and each pair [i, vi,i+1] and [i + 1, vi,i+1], 1 in/2	,
induces a 2-partition. Therefore there is a total of at least 3n/2	 2-partitions, except for odd n [i, i + 1] does not exist
and the number of partitions is reduced by 2. (3.3) is proved. 
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Fig. 6. The conﬁguration for (3.1).
n = 5 n = 6 n = 7 n = 8
Fig. 7. Conﬁgurations for n = 5, 6, 7, 8.
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Fig. 8. Nonconsecutive vertices induce crossed lines.
Next we prove
(2, {2, n − 2})
⌊
3n
2
⌋
for n5. (3.4)
For a given N2 with n5, let C denote its convex hull. Assume C has c vertices. Let G denote the geometric graph
(a graph where the locations of nodes are ﬁxed) whose node-set is N2, and two nodes (x, y) have an edge if and only
if (x, y) induces a disjoint 2-partition with {x, y} being one part. First we prove some lemmas.
Lemma 6. (x, y) cannot be an edge if:
(i) neither x nor y is a vertex of C;
(ii) there exist two other nodes u and v such that the line segment [u, v] crosses the line segment [x, y].
Proof. Suppose to the contrary that (x, y) is an edge. Then the convex hull of the part {x, y} is the line segment [x, y]:
(i) [x, y] lies inside of the convex hull of its complementary part, which remains to be C. Hence the two parts are
not disjoint.
(ii) [x, y] intersects the convex hull of the part containing u and v. Hence the two parts are not disjoint. 
Lemma 7. If vi and vj are nonconsecutive vertices of C, and v is an interior node of G, then vi and vj are not both
neighbors of v.
Proof. Take two vertices vk and v of C such that vk and v are in different sides of vivj (see Fig. 8).
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Fig. 9. Node u induces crossed lines.
Since at least one of vvi and vvj must cross vkv, say vvi , {{v, vi}, {v, vi}} is not a (2, n − 2)-partition of A. Hence
vvi is not an edge of G, that is, vi is not a neighbor of v. 
Lemma 8. If vi and vi+1 are consecutive vertices of C, and v is an interior node of G such that vvi and vvi+1 are
edges of G, then there is no other interior node of G in vvivi+1.
Proof. Suppose to the contrary that u is an interior node in vvivi+1. Consider the positions of u, v, vi , vi+1 and vi+2
(see Fig. 9). Note that vi+2 is outside of vvivi+1 since v is an interior node of C.
Since at least one of vvi and vvi+1 must cross uvi+2, say vvi+1, by Lemma 6(ii) vvi+1 is not an edge of G, a
contraction to our assumption. 
Corollary 9. Every interior node of G has degree at most 2.
Proof. By Lemma 7, every interior node of G has degree at most 3. By Lemma 8, if there is an interior node of degree
3, then G is the graph as shown in Fig. 6, contradicting our assumption n5. Hence every interior node of G has degree
at most 2. 
Back to the proof of Theorem 5. Note that there exists at most one interior node adjacent to both vertices vi and vi+1.
Suppose to the contrary there exist two such nodes u and v. By Lemma 6(ii), uvivi+1 and vvivi+1 cannot cross each
other; by Lemma 8, one cannot lie inside of another. Hence u and v cannot co-exist. Therefore the number of interior
nodes cannot exceed c. For n even, we could have n/2 vertices and n/2 interior nodes, the former yield n/2 edges and
the latter, by Corollary 9, at most 2(n/2) edges; hence a total of at most 3(n/2) edges. For n odd, there can be at most
c − 1 interior nodes with n = 2c − 1. The total number of edges is bounded by c + 2(c − 1) = 3c − 1 = 
3n/2. 
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