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In this paper, we consider the computation of a few eigenpairs of nonsymmetric
matrix pairs using inexact refined shift-and-invert Arnoldi’s method with implicit restarts:
Aϕ = λBϕ, ϕHϕ = 1,
Where A,B ∈ Cn×n are large sparse matrices.
In each Arnoldi step(outer iteration) the matrix-vector product involving the trans-
formed operator is performed by iterative solution(inner iteration) of the corresponding
linear system of equations. The costs of the solves are measured by the number of
inner iterations needed by the iterative solver at each outer step of the algorithm. [1]
applies the relaxation strategy in [2] to implicitly restarted Arnoldi’s method, gives a
relaxation strategy for inner iteration, and demonstrates the effectiveness by numerical
experiments. In this paper,we extend the relaxation strategy developed in [2] to refined
implicitly restarted Arnoldi’s, provide a new relaxation strategy to the inner solver. In
addition, numerical experiments illustrate the theory that the inner iteration cost can be
further reduced through the use of the new strategy than the strategy of [1].
Key words: inexact refined Arnoldi’s method; implicitly restarted; shift-and-invert; Ritz

















Aϕi = λiBϕi, ϕ
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本文中，我们假定矩阵对(A,B)是正规的，即存在位移σ使得A − σB非奇异。‖ ·

























Aϕi = θiϕi, (2-1)




令A ∈ Cn×n，对于任意单位长度向量v1 ∈ Cn，考虑m-维Krylov子空间





(A− σB)−1BVm = VmHm + hm+1,mvm+1eHm, (2-2)
或
(A− σB)−1BVm = Vm+1H̃m, (2-3)
其中em是单位阵的第m列，Vm+1 = (Vm, vm+1) = (v1, v2, . . . , vm+1)是n× (m + 1)矩阵，它
的列构成(m + 1)-维Krylov子空间Km(A, v1)的一组正交基，m × mHessenberg阵Hm =








假定(θ̃i, ỹi), i = 1, 2, . . . , m是矩阵Hm的特征对，
















λ̃i = σ +
1
θ̃i
, ϕ̃i = Vmỹi. (2-5)
那么位移求逆Arnoldi方法用(λ̃i, ϕ̃i)近似问题（1-1）的特征对(λi, ϕi). λ̃i和ϕ̃i 分别称
为(A,B)关于Km(A, v1)的Ritz值和Ritz向量。定义对应的残量为
r̃i = (A− λ̃iB)ϕ̃i. (2-6)
则有下面定理：
定理 2.1： [30]通过位移求逆Arnoldi方法得到的近似特征对(λ̃i, ϕ̃i)对应的残量r̃i满足
‖r̃i‖ ≤ hm+1,m | λ̃i − σ | ‖A− σB‖ | eHmỹi | . (2-7)
证明：从关系式（2-2），（2-3）和（2-5），我们可以得到
‖r̃i‖ = ‖(A− λ̃iB)ϕ̃i‖
= ‖(A− λ̃iB)Vmỹi‖
= ‖((A− σB)− (λ̃i − σ)B)Vmỹi‖
= ‖((A− σB)(I − (λ̃i − σ)(A− σB)−1B)Vmỹi‖
= | λ̃i − σ | ‖(A− σB)((A− σB)−1B − θ̃iI)Vmỹi‖
≤ | λ̃i − σ | ‖A− σB‖‖Vm+1(H̃m − θ̃iĨm)ỹi‖







找一个单位范数的向量ui ∈ Km(A, v1)，使得满足下面的优化条件：
‖((A− σB)−1B − θ̃iI)ui‖ = min
u∈Km(A,v1)
‖u‖=1
‖((A− σB)−1B − θ̃iI)u‖. (2-8)

















‖r̃i‖ = ‖(A− λ̃iB)ui‖, (2-9)
则有下面结果：
定理 2.2： [30]假设zi是(m + 1) × m维Hessenberg阵H̃m − θ̃iĨm的最小奇异值σmin(H̃m −
θ̃iĨm)对应的右奇异向量，那么
ui = Vmzi, (2-10)
‖r̃i‖ ≤ | λ̃i − σ | ‖A− σB‖σmin(H̃m − θ̃iĨm). (2-11)
如果位移求逆Arnoldi过程中断，即hm+1,m = 0，那么有ui = ϕ̃i = ϕi, λ̃i = λi, i =
1, 2, . . . , m.
证明：因为Vm和Vm+1都是酉阵，所以可以从（2-3），（2-8）和（2-9）得：
‖((A− σB)−1B − θ̃iI)ui‖ = min
z∈Cm
‖z‖=1









= ‖(H̃m − θ̃iĨm)zi‖
= σmin(H̃m − θ̃iĨm).
‖r̃i‖ = ‖(A− λ̃iB)ui‖
= ‖(A− λ̃iB)Vmzi‖
= ‖((A− σB)− (λ̃i − σ)B)Vmzi‖
= ‖(A− σB)(I − (λ̃i − σ)(A− σB)−1B)Vmzi‖
= | λ̃i − σ | ‖(A− σB)((A− σB)−1B − θ̃iI)Vmzi‖
≤ | λ̃i − σ | ‖A− σB‖‖Vm+1(H̃m − θ̃iĨm)zi‖
= | λ̃i − σ | ‖A− σB‖‖(H̃m − θ̃iĨm)zi‖
= | λ̃i − σ | ‖A− σB‖σmin(H̃m − θ̃iĨm).
而且，如果hm+1,m = 0，则由定理2.1可得





















令k是一个大小适中的固定正整数，m是另一个正整数。假定给定m = k + p维
的Arnoldi分解：
AVm = VmHm + fmeHm, fm = hm+1,mvm+1. (2-13)
令ν是一个位移，Hm − νI = QR，其中Q是正交阵，R是上Hessenberg阵。则
(A− νI)Vm − Vm(Hm − νI) = fmeHm,
(A− νI)Vm − VmQR = fmeHm,
(A− νI)(VmQ)− (VmQ)(RQ) = fmeHmQ,
A(VmQ)− (VmQ)(RQ + νI) = fmeHmQ.
令V̂ = VmQ且Ĥ = RQ+νI.则Ĥ是上Hessenberg阵，对上面第二式左右两边同时右乘e1，
得到关系式
(A− νI)v1 = v̂1ρ11. (2-14)
其中ρ11 = e
H
1 Re1, v̂1 = V̂ e1.称这个过程为在投影阵Hm上的一步隐式位移QR算法。




上Hessenberg阵，其中 q(Hm) = QmRm，Qm是酉阵，Rm是上三角阵，q(z) = (z− ν1)(z−
ν2) . . . (z − νp).则从（2-13）得：
AVmQm = VmQmQHmHmQm + fmeHmQm.
令V̂m = VmQm，Ĥm = Q
H
mHmQm，则


















H = (QHp Q
H
p+1 · · ·QH1 em)H = (
k︷ ︸︸ ︷
0, . . . , 0︸ ︷︷ ︸
m−p−1
, ∗,
p︷ ︸︸ ︷∗, . . . , ∗).
做如下分块：
V̂m = (V̂k, V
+

















































AV̂k = V̂kĤk + f̂keHk . (2-16)
其中f̂k = ĥk+1,kv
+




1 = 0, V̂
H





中q(z) = (z − ν1) · · · (z − νp).换言之，初始向量v1通过多项式q(z)更新，该多项式的根把
初始向量中不想要的信息过滤了，而v̂1增强了谱中想要的部分。关于位移ν1, . . . , νp的选
择主要有几种方案。本文采用的是准确位移策略，即选择Hm不想要的谱作为位移。
引理 2.1： ([5])令AVk−VkHk = fkeHk 是A的k阶Arnoldi分解，H不可约(即fj 6= 0, 1 ≤ j ≤



























其中λ(Ĥk) = {θ̃1, . . . , θ̃k}, λ(H+p ) = {ν1, . . . , νp}.而且
v̂1 = VmQme1 =
∑
ϕ̃j ,









Hmỹj = θ̃j ỹj, j = 1, 2, . . . , k,










q(Hm)ỹj = q(θ̃j)ỹj, j = 1, 2, . . . , k,
q(Hm)zj = q(νj)zj = 0, j = 1, 2, . . . , p,
所以





























1. 开始：给定要求的特征对的个数k，Krylov子空间的维数m = k + p，最大重启次
数imax，外迭代的门槛tol和内迭代的门槛ε.选择一单位初始向量v1和位移σ.
2. 计算k步Arnoldi，产生矩阵Vk和Hk：
迭代：for j = 1, 2, . . . , k
(a) 用门槛为ε的GMRES求解线性方程组(A− σB)r = Bvj，得到r.
(b) (MGS)for i = 1, . . . , j
• hij = (r, vi),
• r = r − hijvi.
(c) 得到新的向量 vj+1 = r/hj+1,j，其中hj+1,j = ‖r‖（正规化）。
3. 循环，for i = 1, 2, . . . , imax
(a) 计算另外p步Arnoldi，产生矩阵Vm和Hm,m = k + p，
AVm = VmHm + fmeHm, fm = hm+1,mvm+1.
(b) 计算λ(Hm)，选择p个位移ν1, . . . , νp（不想要的谱），用关系式（2-8）-（2-10）
计算近似解λ̃i 和ui，并用(λ̃i, ui)近似(A,B)的特征对(λi, ϕi), i = 1, 2, . . . , k.
(c) 检验收敛性：如果所有的残量范数‖r̃i‖, i = 1, 2, . . . , k,都小于tol，则停止，否
则继续。
(d) 重启：
i. 令Q = Im.
ii. 用位移ν1, . . . , νp对Hm进行p步QR迭代：
forj = 1, . . . , p
• 分解[Qj, Rj] = qr(Hm − νjI),
• Hm = QHj HmQj,
• Q = QQj.
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