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Abstract
In this paper, we solve a main open problem mentioned in [7]. Specifically, we prove the
well posedness of regular Lagrangian flows to vector fields B = (B1, ...,Bd) ∈ L1((0, T );L1∩
L∞(Rd)) satisfyingBi =
∑m
j=1K
i
j∗bj , bj ∈ L1((0, T ), BV (Rd)) and div(B) ∈ L1((0, T );L∞(Rd))
for d ≥ 2, where (Kij)i,j are singular kernels in Rd.
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1 Introduction
In this paper we study the well posedness of flows of ordinary differential equations{
dX(t,x)
dt = B(t,X(t, x)), t ∈ [0, T ]
X(0, x) = x
(1.1)
where B(t, x) = Bt(x) : (0, T ) × Rd ∈ Rd is a function in [0, T ] × Rd, d ≥ 2. It is well known
that by Peano’s Theorem, there exists at least one solution to the problem (1.1) provided that
1
B is continuous. Moreover, by the usual Cauchy-Lipshiptz Theorem, one has also uniqueness if
B is a bounded smooth vector field.
The ordinary differential equation (1.1) is related to the continuity equation{
∂tu(t, x) + div (B(t, x)u(t, x)) = G(t, x)u(t, x) + F (t, x),
u(0, x) = u0(x),
(1.2)
for any (t, x) ∈ [0, T ] × Rd. Indeed, assume that u0,B, G and F are smooth and compactly
supported. Let X : [0, T ] × Rd → Rd be unique solution of (1.1), it is called the flow of vector
field B. We have
det(∇xX(t, x)) = exp
(ˆ t
0
div(B)(s,X(s, x))ds
)
6= 0
In particular, the map X(t, .) is a diffeomorphism and we denote by X−1(t, .) its inverse. A
solution of (1.2) is given in term of the flow X by the following formula
u(t, x) = u0(x) exp
(
−
ˆ t
0
(div(B)−G) (s,X(s, x))ds
)
+
ˆ t
0
F (τ,X(τ, x)) exp
(
−
ˆ t
τ
(div(B) −G) (s,X(s, x))ds
)
dτ, (1.3)
with x = X−1(t, .)(x) (see Appendix for its proof). Therefore, we can say that the well posedness
of (1.1) is equivalent to the well posedness of (1.2).
The continuity equations (often with non-smooth vector fields) are important for describing
various quantities in mathematical physics as such mass, energy, momentum, electric charge. Es-
pecially, they underlie transport equations as such the convection-diffusion, Boltzmann, Vlasov-
Poisson, Euler and Navier-Stokes equations.
Let us start by the seminal work of Diperna and Lions [30], they established existence,
uniqueness and stability of distributional solutions of (1.2) for Sobolev W 1,1 vector fields with
bounded divergence. Later some progress was achieved in several papers [38, 17, 19, 33, 26, 27, ?],
finally it was fully extended by Ambrosio [4] to BV vector fields with bounded divergence. The
approach by Diperna, Lions and Ambrosio relies on the theory of renormalized solutions of
(1.2), roughly speaking renormalized solutions are distributional solutions such that the chain
rule holds for u and B i.e
div(Bh(u)) =
(
h(u)− uh′(u)) div(B) + h′(u) div(Bu)
for any h ∈ C1(R).
In this approach, an important technical tool is the regularization of solutions by a smooth
kernel and the analysis of the commutator
rδ := ρδ ∗ (div(Bu))− (div(Bρδ ∗ u)) (1.4)
exactly the key ingredient is that rδ → 0 in L1loc as δ → 0 for some ρ. In [30], for B ∈ W 1,1 it
is quite simple to take a radial convolution kernel, in the BV case, in [4] Ambrosio chooses a
kernel ρ strictly depending on the structure of B. More precisely, he first proves that
|rδ|⇀ σ, and σ(x) .
ˆ
|〈M(x)z,∇zρ(x, z)(z)〉| dz|DsB|(x),with M = dD
sB
d|DsB| ,
for any smooth kernel ρ,
´
ρ(x, z)dz = 1 for any x ∈ Rd, where DsB is singular part of DB
with respect to the Lebesgue measure. Then, he takes ρ such that
´ |〈M(x)z,∇ρ(x, z)〉| dz .
2
|traceM(x)|. Using the fact that div(B) << Ld ⇐⇒ |traceM(x)||DsB|(x) = 0, then he gets
the ”defect” measure σ = 0.
Moreover, Diperna and Lions construct distributional solutions to the continuity equations (1.2)
with B ∈ Wα,1 (α < 1) and div(B) = 0 that are not renormalized. A counterexample for
non-BV is provided by Depauw [29]. Further results can be found in [6, 28, 10, 11, 13, 14, 34,
23, 8, 9]. For a recent review on the well-posedness theories for the continuity equations (1.2)
and ODE (1.1), we refer the reader the lecture notes [7] (and [12]) and video lectures at link:
https://www.youtube.com/watch?v=iOD0n2EAMAs
In [24], C. De Lellis and G. Crippa have given an independent proof of the existence and
uniqueness of the solutions of (1.1) with Sobolev vector fields, that is without exploiting the
connection with the continuity equations (1.2). The basic idea of [24] is to consider the following
time dependent quantity
Φδ(t) =
ˆ
BR
log
(
1 +
|X1(t, x)−X2(t, x)|
δ
)
dx,
where X1,X2 are regular Lagrangian flows associated to the same vector field B and BR :=
BR(0), R > 0. We have
Φδ(t) ≥ Ld
({
x ∈ BR : |X1(t, x)−X2(t, x)| > δ1/2
})
log
(
1 + δ−1/2
)
. (1.5)
However, differentiating in time, one has
Φδ(t) =
ˆ t
0
Φ′δ(s)ds ≤
ˆ t
0
ˆ
BR
|B(s,X1(s, x))−B(s,X2(s, x))|
δ + |X1(s, x)−X2(s, x)| dxds
≤
ˆ t
0
ˆ
BR
min
{
2||B||L∞
δ
,
|B(s,X1(s, x))−B(s,X2(s, x))|
|X1(s, x)−X2(s, x)|
}
dx. (1.6)
By the standard estimate of the Hardy-Littlewood function M and changing variable along the
flows, we obtain
Φδ(t) .
ˆ T
0
ˆ
BR1
min
{
δ−1,M(|∇Bs(.)|)(x)
}
dxds (1.7)
for some R1 > R, here Bs(.) = B(s, .). Using boundedness of M from L
p to itself for p > 1 and
(1.5) and (1.7) we deduce that
Ld
({
x ∈ BR : |X1(t, x)−X2(t, x)| > δ1/2
})
≤ C
log
(
1 + δ−1/2
) ∀δ > 0
provided B ∈ L1(W 1,p), p > 1. At this point, sending δ → 0, we get X1 = X2.
Later, in [35] P.E. Jabin successfully improves this to B ∈ L1(W 1,1). Besides, also in
[35] he uses more information of structure of flows to extend technique to B ∈ L1(SBV ) in
any dimension and to two-dimension L1(BV ) with local assumption in the direction of flows.
Furthermore, in [2] L. Ambrosio, E. Brue´ and Nguyen show that
ˆ T
0
|DsBt|(BR1)dt . lim sup
δ→0
1
| log(δ)|
ˆ T
0
ˆ
BR1
min
{
δ−1,M(|∇Bs(.)|)
}
.
ˆ T
0
|DsBt|(BR1)dt.
Therefore, this is reason that De Lellis and Crippa’s approach is not able to deal with vector
fields B ∈ L1(BV \W 1,1). Recently, F. Bouchut and G. Crippa in [18] have proven the existence
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and uniqueness of flows for vector fields with gradient given by singular integrals of L1 functions
i.e DB = K ⋆ g, g ∈ L1, where K is a singular kernel of fundamental type in Rd. Notice that
this class is very natural in the study of theory of nonlinear PDEs, such as the Euler equation
and the classical Vlasov-Poisson equation, that such class is not contained in BV and neither
contains it. To do this, they have used the following maximal singular integral operator:
T(µ)(x) = sup
ε>0
|(ρε ⋆K ⋆ µ)(x)|,
where ρε(.) = ε
−dρ(./ε), ρ ∈ C1c is such that
´
Rd
ρdx = 1. Then, Φδ(t) = ◦(| log(δ)|) is obtained
from using the boundedness of such operator from L1 to weak-L1 and the fact that
λLd ({T(µ) > λ})→ 0 as λ→∞, (1.8)
for any µ ∈ L1(Rd), see proof of Lemma 1. Notice that (1.8) is not true for µ ∈ Mb(Rd); indeed,
it is easy to check that if µ = δ0 then λLd ({T(µ) > λ}) ≍ 1,∀λ > 0 for some ρ and K.
However, later in [15] they have showed such result to case which
DB =
(
Dx1B1 Dx1B2
Dx2B1 Dx2B2
)
=
(
K1 ⋆ f1 K2 ⋆ f2
K0 ⋆ µ K3 ⋆ f3
)
x = (x1, x2), B = (B1,B2),
where K0,K1,K2,K3 are singular kernels of fundamental type. This is motivated from the
Classical Vlasov-Poisson system associated to B(x1, x2) = (x2,P ⋆ µ(x1)), (x1, x2) ∈ Rm × Rm,
d = 2m and P(x1) = c
x1
|x1|m , µ ∈ Mb. In addition, Jabin in [20] has proven the well posedness of
this system with P ⋆ µ ∈ H3/4 (or µ ∈ H−1/4). We believe that it is still true with P ⋆ µ ∈W s,1
for any s > 1/2. This will be pursued in our forthcoming work. Recently, in [41, 25] Seis has
provided a quantitative theory for continuity equation with W 1,1 vector fields via logarithmic
Kantorovich-Rubinstrain distances.
To our knowledge, these results in [15, 35] are the best results for the quantitative ODE
estimates at this moment. In this paper, we give quantitative estimates for K ⋆BV vector fields
with bounded divergence. Namely, we prove the following theorem:
Given a vector field B = (B1, ...,Bd) ∈ L1([0, T ];L1
loc
(Rd,Rd)), we assume that for any R > 0,
there exist functions bjR ∈ L1([0, T ], BV (Rd)) for j = 1, ...,m; and degree-zero homogeneous
functions (ΩijR)i,j ∈ L1loc(Rd) (i = 1, .., d, j = 1, ...,m) satisfying
´
Sd−1 Ω
i
jR = 0 and Ω
i
jR ∈
BV (Sd−1) such that
Bi =
m∑
j=1
(
ΩijR(.)
|.|d
)
⋆ bjR in B2R. (1.9)
Main Theorem. Let B1,B2 ∈ L1([0, T ];L1loc(Rd,Rd)) satisfy ||(
|B1|
|x|+1 ,
|B2|
|x|+1)||L1((0,T );(L1+L∞)(Rd)) ≤
C0 and let X1,X2 be regular Lagrangian flows associated to B1,B2 resp. with compression con-
stants L1, L2 ≤ L0. Then, if div(B) ∈ L1((0, T ), L1(Rd)), for any κ ∈ (0, 1), r > 1 there exists
R0 = R0(d, T, r, C0, L0, κ) > 1, δ0 = δ0(d, T, r, C0, cR0 , L0, bR0 , κ) ∈ (0, 1) such that
sup
t∈[0,T ]
Ld
({
x ∈ Br : |X1t(x)−X2t(x)| > δ1/2
})
≤ C(d)L0
δ
|| (B1 −B,B2 −B) ||L1([0,T ]×BR0) + κ
(1.10)
for any δ ∈ (0, δ0).
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Note that ifB1,B2 ∈ L∞(R), we can take R0 independent of κ. Moreover, ifB ∈ L1((0, T );BVloc(Rd,Rd)),
we can write for any R > 0, Bi =
∑d
j=1R2j(χRBi) in BR(0), where χR ∈ C∞c (Rd) satisfies
χR = 1 in B2R(0) and χR = 0 in B4R(0)
c, R1, ...,Rd are the Riesz transforms in Rd. Thus,
the class of B in above theorem contains the class of BV− vector fields and hence a main open
problem posed by Luigi Ambrosio (see [7]) is solved.
This Theorem is as a consequence of Theorem 2 and Corollary 1 in Section 4. In Section
5, we will use this to deduce the well posedness of regular Lagrangian flows and Transport,
Continuity equations. The following is existence and uniqueness result of regular Lagrangian
flows.
Proposition. Let B be as above. Assume that || |B||x|+1 ||L1((0,T );(L1+L∞)(Rd)) ≤ C0 and div(B) ∈
L1((0, T ), L1(Rd)). Then, there exist a unique regular Lgrangian flows associated to vector field
B.
Let us describe our idea to prove (1.10). For simplicity, assume that B1(t, x) = B2(t, x) =
B(t, x) ≡ B(x) ∈ (BV ∩ L∞) (Rd,Rd). Thanks to Alberti’s rank one Theorem (see section 2),
there exist unit vectors ξ(x) ∈ Rd and η(x) ∈ Rd such that DsB(x) = ξ(x) ⊗ η(x)|DsB|(x) i.e
DsxiBj(x) = ξj(x)ηi(x)|DsB|(x) for any i, j = 1, ..., d. Thus, one gets from div(B) ∈ L1([0, T ] ×
R
d) that |〈ξ, η〉| = 0 for |DsB|−a.e in Rd. We first have the following basic inequality: for any
x1 6= x2 ∈ Rd and ν ∈ Sd−1,
|〈ν,B(x1)−B(x2)〉| .
∑
l=1,2
ˆ
1|xl−z|≤r
|xl − z|d−1 |〈ν, ξ(z)〉|dµ(z) +
ˆ
1|xl−z|≤r
|xl − z|d−1 d|D
aB|(z),
see Proposition 4, where µ = |DsB| and r = |x1 − x2|, where DaB is regular part of DB with
respect to the Lebesgue measure. We now assume that ξ and η are smooth functions in Rd.
Then, choosing ν = η(x1) and thanks to |〈ξ, η〉| = 0 for |µ|−a.e in Rd yields
|〈ν, ξ(z)〉| ≤ ||∇η||L∞ (|x1 − x2|+ |xl − z|) for |µ| − a.e z in Rd,
which implies
|〈η(x1),B(x1)−B(x2)〉|
|x1 − x2| .
∑
l=1,2
||∇η||L∞I1(µ)(xl) +M(|DaB|)(xl), (1.11)
where I1 is the Riesz potential with the first order in R
d.
Let X1,X2 be Regular Lagrangian flows associated to the same vector field B and r > 0. Thus,
we derive from (1.11) that
lim sup
δ→0
1
| log(δ)|
ˆ T
0
ˆ
Br
|〈η(X1t),B(X1t)−B(X2t)〉|
δ + |X1t −X2t| dxdt = 0. (1.12)
This suggests us to consider the following new quantity: for δ ∈ (0, 1), γ > 1
Φγδ (t) =
1
2
ˆ
Br
log
(
1 +
|X1t −X2t|2 + γ〈η(X1t),X1t −X2t|〉2
δ2
)
dx. (1.13)
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We have,
sup
t∈[0,T ]
Φγδ (t) = sup
t1∈[0,T ]
ˆ t1
0
dΦγδ (t)
dt
dt ≤
ˆ T
0
ˆ
Br
γ1/2 |〈η(X1t),B(X1t)−B(X2t)〉|
δ + |X1t −X2t| dxdt
+
ˆ T
0
ˆ
Br
|B(X1t)−B(X2t)|
δ + |X1t −X2t|+ γ1/2|〈η(X1t),X1t −X2t〉|
dxdt
+
ˆ T
0
ˆ
Br
γ1/2 |〈∇η(X1t)B(X1t),X1t −X2t〉|
|X1t −X2t| dxdt.
Combining this and (1.12), we get
sup
t∈[0,T ]
Ld ({x ∈ Br : |X1t −X2t| > 0}) = lim sup
δ→0
1
| log(δ)| supt∈[0,T ]
Φγδ (t)
≤ lim sup
δ→0
1
| log(δ)|
ˆ T
0
ˆ
Br
|B(X1t)−B(X2t)| dxdt
δ + |X1t −X2t|+ γ1/2|〈η(X1t),X1t −X2t〉|
:= lim sup
δ→0
A(δ).
Hence, in order to get X1t = X2t for a.e (x, t) ∈ Br × [0, T ], we need to show that
lim sup
δ→0
A(δ) = ◦(1) as γ →∞.
In fact, we use the following estimate for B(x1)−B(x2):
|B(x1)−B(x2)| . ε−d+1|x1 − x2| (M(|DaB|)(x1) +M(|DaB|)(x2))
+ ε−d+1
∑
l=1,2
ˆ 1|xl−z|≤r1∣∣∣ xl−z|xl−z|−el
∣
∣
∣≤ε
|xl − z|d−1
|〈η(z), x1 − x2〉|
|x1 − x2| d|µ|(z)
+ ε−d+2
∑
l=1,2
ˆ 1|xl−z|≤r1∣∣∣ xl−z|xl−z|−el
∣
∣
∣≤ε
|xl − z|d−1 d|µ|(z),
for any ε > 0 where µ = |DsB|, e1 = −e2 = x1−x2|x1−x2| , r = |x1 − x2| for l = 1, 2 (see Proposition 4
and Lemma 6). Then, using the fact that |〈η(z), x1 − x2〉| ≤ |〈η(x1), x1 − x2〉|+2||∇η||L∞r2 for
|z − x1| ≤ r or |z − x2| ≤ r and changing variable along the flows we can estimate
A(δ) .
γ−1/2ε−d+1
| log(δ)|
ˆ
Br′
min
{
I1(µ)
δ
,M(µ)
}
dx+ ||∇η||L∞ ε
−d+1
| log(δ)|
ˆ
Br′
I1(µ)dx
+
ε
| log(δ)|
ˆ
Br′
min
{
I1(µ)
εd−1δ
,Mε(µ)
}
dx+
ε−d+1
| log(δ)|
ˆ
Br′
min
{
I1(|DaB|)
δ
,M(|DaB|)
}
dx,
for some r′ > r, where Mε is the Kakeya maximal function in Rd i.e
Mε(µ)(x) = sup
ρ∈(0,2r′),e∈Sd−1
 
Bρ(x)
ε−d+11| z−x|z−x|−e|≤εd|µ|(z).
We then will deduce that
lim sup
δ→0
A(δ) . γ−1/2ε−d+1|µ|(Rd) + ε lim sup
λ→∞
λLd ({Mε(µ) > λ} ∩Br′)
= ε lim sup
λ→∞
λLd ({Mε(µ) > λ} ∩Br′) as γ →∞.
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So it remains to show that
I(ε) := ε lim sup
λ→∞
λLd ({Mε(µ) > λ} ∩Br′) = ◦(1) as ε→ 0. (1.14)
This estimate is very delicate and its proof is very complicated, hence we will spend Section 3
to establish it. In order to see the key idea for proving the estimate (1.14), we only consider
µ(x) = |Dsf |(x) ≡ |Df |(x) with f ∈ BV (Rd,R) such that ν = dDsfd|Dsf |(x) is a constant function
in B8r′ . Set Hν :=
{
x ∈ Rd : 〈ν, x〉 = 0} and H˜ν := {tν ∈ Rd : ∀t ∈ R}. We also denote f νy2 :
H˜ν ∋ y1 7→ f(y2+ y1) for any y2 ∈ Hν. By assumption one has dµ(y) = dDf νz (y1)dHd−1(y2) for
any y1 = 〈y, ν〉ν, y2 = y − 〈y, ν〉ν, y ∈ B8r′ and z ∈ Hν. We can prove that
Mε(µ)(x) ≤ CM1(|Df νxν |, H˜ν)(〈x, ν〉ν), xν := x− 〈x, ν〉ν, (1.15)
whereM1(|Df νxν |, H˜ν) is the Hardy-Littlewood maximal function of |Df νxν | on H˜ν . Indeed, by a
standard approximation argument, we only prove for case |Df νxν | ∈ L1(H˜ν , dH1). By changing
of variables, we have for any ρ ∈ (0, 2r′), e ∈ Sd−1, x ∈ Br′
 
Bρ(x)
ε−d+11| y−x|y−x|−e|≤ε
d|µ|(y)
= cdρ
−dε−d+1
ˆ
Sd−1
ˆ ρ
0
1|θ−e|≤εDf νxν(〈x, ν〉ν − 〈θ, ν〉νs)sd−1dsdHd−1(θ)
≤ cdε−d+1
ˆ
Sd−1
1|θ−e|≤ε4M1(|Df νxν |, H˜ν)(〈x, ν〉ν)dHd−1(θ)
≤ CM1(|Df νxν |, H˜ν)(〈x, ν〉ν),
which implies (1.15). Therefore, we get from (1.15) and weak type (1,1) bound ofM1(|Df νxν |, H˜ν)
that
λLd ({Mε(µ) > λ} ∩Br′) ≤ λ
ˆ
Hν
H1
({
x1 ∈ H˜ν : CM1(|Df νx2 |, H˜ν)(x1) > λ
})
dHd−1(x2)
≤ C
ˆ
Hν
ˆ
H˜ν
d|Df νx2 |(x1)dHd−1(x2) = C|µ|(Rd).
This gives (1.14). In order to prove (1.14) in general case, we use that µ = |DsB| and the slicing
theory of BV functions. And (1.14) is not true for any Radon measure µ, indeed if µ = δ0, then
Mε(µ)(x) = ε−d+1|x|−d and so I(ε) ∼ ε−d+2.
To end this section, let us give an important remark on our result. We deduce from (1.9) that
∂lB
i =
m∑
j=1
(
ΩijR(.)
|.|d
)
⋆ µljR in D′(B2R) (1.16)
where µljR = ∂lbjR, l, i = 1..., d, j = 1, ...,m are bounded Radon measures in R
d. Thus,
A natural question is that whether above Proposition is still true for a class of vector fields
B satisfying (1.16) with arbitrary Radon measures µljR in R
d.
The following proposition is to give a negative answer.
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Proposition 1. There exist a vector field B : R2 → R2 and degree-zero homogeneous functions
Ωi1, ...,Ω
i
m ∈ (L∞ ∩BV ) (S1), i = 1, 2 with |B(x)||x|+1 ∈ L1(R2) + L∞(R2), div(B) = 0,
´
S1 Ωl = 0
such that for any R > 1 we have
∂lB
i =
m∑
j=1
(
Ωij(.)
|.|2
)
⋆ µljR in D′(BR) (1.17)
for some µljR ∈ Mb(R2) i, l = 1, 2 and j = 1, ...,m and problem (1.1) is ill-posed with this vector
field, i.e there exist two different regular Lagrangian flows X1,X2 associated to B.
We will prove proposition 1 in Appendix section.
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2 Main Notation and preliminary results
We begin with some notations which will be used in this paper.
• x.y, 〈x, y〉 denote the usual scalar product of x, y ∈ Rd;
• a ∧ b denotes min{a, b};
• Sd−1 denotes the (d− 1)−dimensional unit sphere in Rd;
• 1E is the characteristic function of the set E, defined as 1E(x) = 1 if x ∈ E and 1E(x) = 0
otherwise;
• Br(x) is the open ball in Rd with radius r and center x; Br is the open ball in Rd with radius
and center 0; if X is a vector subspace of Rd, for any x ∈ X, Br(x,X) is the open ball in X
with radius r and center x i.e Br(x,X) = Br(x) ∩X.
• Mb(X) is a set of bounded Radon measure in a metric space X; M+b (X) is a set of positive
bounded Radon measure in X;
• |µ| is the total variation of a measure µ; µs, µa are the singular component and regular
component of µ with respect to the Lebesgue measure, respectively;
• Ld is the Lebesgue measure on Rd and Hk is the k−dimensional Hausdorff measure;
• BV (Rd,Rm) is a set of Rm−valued functions with bounded variation in Rd;
• f ⋆ g is the convolution of f and g, in particular if f, g ∈ Rl, then f ⋆ g := ∑lj=1 fj ⋆ gj ; if
f ∈ Rl, g ∈ R, then f ⋆ g = g ⋆ f := (f1 ⋆ g, f2 ⋆ g, ..., fl ⋆ g)
• f#µ is the push-forward of µ via a Borel map f , more specifically, a Borel map f : Rl → Rm,
and a measure µ in Rl then f#µ is a measure in R
m given by f#µ(B) = µ(f
−1(B)) for any Borel
set B ⊂ Rm; this is equivalent to ´
Rm
φdf#µ =
´
Rl
φ ◦ fdµ for any φ : Rm → [0,+∞] Borel.
• fflE fdω denotes the average of the function f over the set E with respect to the positive
measure ω i.e
ffl
E fdω :=
1
ω(E)
´
E fdω;
• {f > λ}, {f < λ} stand for {x : f(x) > λ}, {x : f(x) < λ} respectively;
• Ec is the complement of set E;
• C is a common constant whose value may change from line to line. In particular cases, we
want to clarify the dependence of the constant on relevant parameters, we will use C(ε, κ, ...).
2.1 BV functions. Given b ∈ BV (Rd,Rm), we have the canonical decomposition of Db as
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Dab+Dsb, with |Dab| << Ld and |Dsb|⊥Ld. The following deep result of Alberti will be used
in the proof of the main Theorem 2. Its proof can be found in [1], see also [36].
Proposition 2 (Alberti’s rank one Theorem). There exist unit vectors ξ(x) ∈ Rm, η(x) ∈ Rd
such that Dsb(x) = ξ(x)⊗η(x)|Dsb|(x) i.e Dsxibj(x) = ξj(x)ηi(x)|Dsb|(x) for any i = 1, ..., d, j =
1, ...,m.
Notice that the pair of unit vector (ξ, η) is uniquely determined |Dsb|−a.e up to a change of
sign. Case m = d, we can write the distributional divergence div(b) as div(b) = trace(Dab)Ld +
〈ξ, η〉|Dsb|, thus, div(b) << Ld if and only if ξ⊥η |Dsb| − a.e. in Rd.
For e ∈ Sd−1, let us introduce the hyperplane orthogonal to e: He :=
{
x ∈ Rd : 〈e, x〉 = 0} and
the line of e: H˜e :=
{
te ∈ Rd : ∀t ∈ R} . Given a Borel function f in Rd, we denote f ey1 : H˜e ∋
z1 7→ f(y1 + z1) for y1 ∈ He. The following characterization of BV by hyperplanes will be used
in proof of main Theorem 1.
Proposition 3. ([3, Section 3.11]) Let f : Rd → R be a Borel and e ∈ Sd−1. Then, f ∈
BV (Rd) to equivalent to f ey1 ∈ BV (H˜e), Hd−1-a.e y1 in He and
´
He
||f ey1 ||BV (H˜e)dHd−1(y1) <∞.
Moreover, for any rotation R in Rd with e = Re1, e1 = (1, ..., 0)
dDsf ey1(t)dHd−1(y1) = 〈e, η(t + y1)〉d(R#|Dsf |)(t, y1) ∀(t, y1) ∈ H˜e ⊗He
where η(x) = dD
sf(x)
d|Dsf |(x) . In particular, for any Borel function φ : R
d → R+ there holds
ˆ
He
ˆ
H˜e
φ(t+ y1)d|Dsf ey1 |(t)dHd−1(y1) =
ˆ
Rd
φ(x) |〈e, η(x)〉| d|µ|s(x). (2.1)
Remark 1. Proposition 3 gives that if f ∈ BV (Rd) then Dx1f ∈ L1(Rd−1,Mb,x1(R)) i.e the
map (x2, ..., xd) 7→ ||Dx1f(., x2, ..., xd)||Mb(R) is L1(Rd−1, dHd−1). It is quite surprising that
in [39], we construct a measure µ ∈ L1(Rd−1,Mb,x1(R)) such that ||µ − Dx1f ||Mb(Rd) ≥ 1
for any f ∈ BV (Rd). In other words, {Dx1f ∈ Mb(Rd) : f ∈ BV (Rd)} is not dense in
L1(Rd−1,Mb,x1(R)).
We next have an extension of [20, Proposition 4.2]. It is one of main tools to be used in
proof of main theorem 2.
Proposition 4. Let ε ∈ (0, 1/100), f ∈ BVloc(Rd). Then, for every x, y ∈ Rd, x 6= y,
f(x)− f(y) =
ˆ
Rd
ε−d+1
|x− z|d−1Θ
ε,e1
1
(
x− z
|x− y|
)
e1.dDf(z) +
ˆ
Rd
ε−d+2
|x− z|d−1Θ
ε,e1
2
(
x− z
|x− y|
)
dDf(z)
−
ˆ
Rd
ε−d+1
|y − z|d−1Θ
ε,e2
1
(
y − z
|x− y|
)
e2.dDf(z)−
ˆ
Rd
ε−d+2
|y − z|d−1Θ
ε,e2
2
(
y − z
|x− y|
)
dDf(z) (2.2)
where e1 = −e2 = x−y|x−y| and for e ∈ Sd−1, ε ∈ (0, 1/100), Θε,e1 : Rd → R+ and Θε,e2 : Rd → Rd
are bounded functions such that Θε,e1 ,Θ
ε,e
2 ∈ C∞(Rd\{0}) ∩ L∞c (Rd),
supp(Θε,e1 ), supp(Θ
ε,e
2 ) ⊂ B3/4(0) ∩
{
x :
∣∣∣∣e− x|x|
∣∣∣∣ ≤ ε
}
,
and
|Θε,el (x)|+ ε|x||∇Θε,el (x)| ≤ C(d) ∀ x ∈ Rd, l = 1, 2;
ε−d+1
ˆ
Rd
Θε,e1 dx+ ε
−d+1
ˆ
Rd
|Θε,e2 |dx ≤ C(d).
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Proof of Proposition 4. Let ρ : R → [0,∞) be a Cc function such that ρ ∈ C∞([0, 1]), ρ(t) = 1
for 0 ≤ t ≤ 1/4, ρ(t) = 0 for t ≥ 34 and t < 0, ρ(t) + ρ(1 − t) = 1 for 0 ≤ t ≤ 1. Let
ψ : (0,∞) → (0,∞) be a C∞b function such that ψ(t) = 0 for t > 1, ψ(t) = 1 in (0, ε0) for some
ε0 ∈ (0, 1) and
´
Rd−1 ψ(|h|)dh = 1. We define for (a, b, c) ∈ Sd−1 × Sd−1 × (0,∞)
Ψ1(a, b, c) =
ρ((a.b)c)ψ
( |a−(a.b)b|
4(a.b)(1−(a.b)c)
)
4d−1(a.b)d(1− (a.b)c)d−1 , Ψ2(a, b, c) =
ρ((a.b)c)ψ
( |a−(a.b)b|
4(a.b)(1−(a.b)c)
)
4d−1(a.b)d−1(1− (a.b)c)d c(a− (a.b)b).
Since Ψ1(a, b, c) = Ψ1(−a,−b, c),Ψ2(a, b, c) = −Ψ2(−a,−b, c), thus it is not hard to obtain from
the proof of [20, Proposition 4.2] that
f(x)− f(y) =
ˆ
Rd
1
|x− z|d−1Ψ1
(
x− z
|x− z| ,
x− y
|x− y| ,
|x− z|
|x− y|
)
x− z
|x− z|dDf(z)
−
ˆ
Rd
1
|x− z|d−1Ψ2
(
x− z
|x− z| ,
x− y
|x− y| ,
|x− z|
|x− y|
)
dDf(z)
−
ˆ
Rd
1
|y − z|d−1Ψ1
(
y − z
|y − z| ,
y − x
|y − x| ,
|y − z|
|x− y|
)
y − z
|z − y|dDf(z)
+
ˆ
Rd
1
|y − z|d−1Ψ2
(
y − z
|y − z| ,
y − x
|y − x| ,
|y − z|
|x− y|
)
dDf(z).
Replacing ψ by 8
d−1
εd−1ψ(8
.
ε), we obtain (2.2) where Θ
ε,e
l (z) = φ
ε
l (z/|z|, e, |z|) for (e, z) ∈ Sd−1×Rd;
and
φε1(a, b, c) = 2
d−1
ρ((a.b)c)ψ
(
2|a−(a.b)b|
ε(a.b)(1−(a.b)c)
)
(a.b)d(1− (a.b)c)d−1 ,
φε2(a, b, c) = 2
d−1
ρ((a.b)c)ψ
(
2|a−(a.b)b|
ε(a.b)(1−(a.b)c)
)
(a.b)d(1− (a.b)c)d−1
a− b
ε
−2d−1
ρ((a.b)c)ψ
(
2|a−(a.b)b|
ε(a.b)(1−(a.b)c)
)
(a.b)d−1(1− (a.b)c)d c
(a− (a.b)b)
ε
.
Note that ρ((a.b)c)ψ
(
2|a−(a.b)b|
ε(a.b)(1−(a.b)c)
)
6= 0 implies |a− (a.b)b| ≤ ε2 and (a.b)c ≤ 3/4; so,
|a− b| =
√
2(1− (a.b)) ≤
√
2(1 − (a.b)2) =
√
2|a− (a.b)b|2 ≤ ε/
√
2,
and a.b ≥ 1 − ε/2 ≥ 1/2, c ≤ 3/4. Hence, it is easy to check that Θε,e1 ,Θε,e2 ∈ C∞(Rd\{0}) ∩
L∞c (Rd), supp(Θ
ε,e
1 ), supp(Θ
ε,e
2 ) ⊂ B3/4(0)∩
{
x :
∣∣∣e− x|x|
∣∣∣ ≤ ε} and |Θε1,el (x)|+ε1|x||∇Θε1,el (x)| ≤
C(d) ∀ x ∈ Rd, l = 1, 2 and ε−d+1 ´
Rd
Θε,e1 dx + ε
−d+1 ´
Rd
|Θε,e2 |dx ≤ C(d). The proof is com-
plete.
2.2 The Hardy-Littlewood maximal function and Riesz potential. We recall some basic prop-
erties of the Hardy-Littlewood maximal function and Riesz potential. Given a positive Radon
measure µ in a vector subspace X of Rd with dim(X) = k, k = 1, ..., d. The Hardy-Littlewood
maximal function of µ on X is defined by
Mk(µ,X)(x) = sup
r>0
1
Hk(Br(x,X))
ˆ
Br(x,X)
d|µ| ∀ x ∈ X.
If X = Rd, we writeM(µ) instead ofMk(µ,X). It is well known thatMk(.,X) is bounded from
Lp(X, dHk) to Lp(X, dHk) and M+b (X) to L1,∞(X, dHk) for 1 < p ≤ ∞ i.e
||Mk(µ,X)||Lp(X,dHk) ≤ C(k)||µ||Lp(X,dHk) for any µ ∈ Lp(X, dHk); (2.3)
sup
λ>0
λHk
({
Mk(µ,X) > λ
}
∩X
)
≤ C(k)|µ|(X) for any µ ∈ M+b (X); (2.4)
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(see [42], [43],[5]).
The Riesz potential of µ on X is defined by
Ikα(µ,X)(x) =
ˆ
X
1
|x− z|k−α dµ(z) ∀ x ∈ X, 0 < α < k.
If X = Rd, we write Iα(µ) instead of I
k
α(µ,X). We have that I
k
α(.,X) is bounded from
Lp(X, dHk) to L kpk−αp (X, dHk) for p > 1, 0 < αp < k; and bounded fromM+b (X) to L
k
k−α ,∞(X, dHk)
for 0 < α < k, see [42].
It is easy to see that for α > 0
sup
r>0
r−α
ˆ
X
1|x−z|≤r
|x− z|k−αdµ(z) ≤ C(k, α)M
k(µ,X)(x) ∀ x ∈ X. (2.5)
Thanks to (2.4), one gets
λHk
({
Mk(µ,X) > λ
}
∩X
)
≤ λHk
({
Mk(µs,X) > λ/2
}
∩X
)
+ λHk
({
Mk(µa1|µa|≥λ/4,X) > λ/2
}
∩X
)
≤ C(k)|µ|s(X) + C(k)
ˆ
X
1|µ|a≥λ/4|µ|adx.
provided |µ|(X) <∞. Thus,
lim sup
λ→∞
λHk
({
Mk(µ,X) > λ
}
∩X
)
≤ C(k)|µ|s(X). (2.6)
Moreover, in [2] we showed that for any λ > 0,
λHk
({
Mk(µ,X) > λ
}
∩X
)
≥ C(k)|µ|s(X). (2.7)
Therefore, it is not hard to see from (2.6) and (2.7) that for any BR := BR(0,X) ⊂ X,
C1(k)|µ|s(BR) ≤ lim sup
λ→∞
λHk
({
Mk(µ,X) > λ
}
∩BR
)
≤ C2(k)|µ|s(BR). (2.8)
Again, (2.6) and (2.7) imply that µ << Hk in X if any only if
lim sup
λ→∞
λHk
({
Mk(µ,X) > λ
}
∩X
)
= 0. (2.9)
Next is a basic estimate of the Hardy-Littlewood maximal function, it will be used several times
in this paper.
Lemma 1. let X be a vector subspace of Rd with dim(X) = k and q > 1. Then, for any
µ ∈ M+b (X) and ball BR := BR(0,X) ⊂ X and f ∈ Lq(BR) there holds,
lim sup
δ→0
1
| log(δ)|
ˆ
BR
(δ−1|f |) ∧Mk(µ,X)dHk ≤ C(k, q)µs(BR). (2.10)
Moreover, for any 0 < δ << 1,
1
| log(δ)|
ˆ
BR
(δ−1|f |) ∧Mk(µ,X)dHk ≤ C(k, q)
(
Rk + µ(X) + ||f ||Lq(BR)
)
. (2.11)
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Proof. Set A(λ) = supλ′>λ λ
′Hk ({Mk(µ,X) > λ′} ∩BR(0,X)) ≤ C(k)µ(X). One has for any
0 < δ << 1 and 0 < λ1 < λ2 <∞,
1
| log(δ)|
ˆ
BR
(δ−1|f |) ∧Mk(µ,X)dHk = 1| log(δ)|
ˆ ∞
0
Hk
({
(δ−1|f |) ∧Mk(µ,X) > λ
}
∩BR
)
dλ
≤ 1| log(δ)|
ˆ λ1
0
Hk(BR)dλ+ 1| log(δ)|
ˆ λ2
λ1
A(λ1)
dλ
λ
+
1
| log(δ)|
ˆ ∞
λ2
Hk ({|f | > δλ} ∩BR) dλ
≤ λ1| log(δ)|H
k(BR) +
log(λ2/λ1)
| log(δ)| A(λ1) +
1
q| log(δ)|λq−11 δq
||f ||Lq(BR).
Choosing λ1 = | log(δ)|1/2, λ2 = δ−
q
q−1 and thanks to (2.4) and (2.8) we obtain (2.10) and (2.11).
The proof is complete.
2.3 Singular integral operators with rough kernels. In this subsection, we provide some
basic properties of singular integral operators with rough convolution kernels. In this paper, we
consider the following general kernel in Rd:
K(x) = Ω(x)K(x) ∀ x ∈ Rd\{0} (2.12)
where
i.) K ∈ C1(Rd\{0}),
|K(x)|+ |x||∇K(x)|+ |x||D2K(x)| ≤ 1|x|d ∀ x ∈ R
d, (2.13)
ii.) Ω(θ) = Ω(rθ) for any r > 0, θ ∈ Sd−1 and
||Ω||Wα0,1(B2\B1) :=
ˆ
B2\B1
|Ω|+
ˆ
B2\B1
ˆ
B2\B1
|Ω(x)− Ω(y)|
|x− y|d+α0 dxdy ≤ c1, (2.14)
for some α0 ∈ (0, 1) and c1 > 0.
iii.) (the ”cancellation” condition)
sup
0<R1<R2<∞
∣∣∣∣∣
ˆ
R1<|x|<R2
K(x)dx
∣∣∣∣∣ ≤ c2 (2.15)
for some c2 > 0.
We say that the kernel K is a singular Kernel of fundamental type in Rd if Ω ∈ C1(Sd−1).
Remark 2. From (2.13) one has,
|K(x− y)−K(x)| ≤ 2
d+1|y|
|x|d+1 ∀|y| < |x|/2. (2.16)
Remark 3. If K(x) = |x|−d for any x ∈ Rd\{0}, then (2.15) implies ´Sd−1 Ω(θ)dHd−1(θ) = 0.
Moreover, if we set
Ωn(x) :=
ˆ ∞
0
Ω˜ ⋆ ̺n
(
x
|x|r
)
rn−1dr (2.17)
where ̺n is a standard sequence of mollifiers in R
n and Ω˜(x) := 1log(2)
Ω(x)
|x|d 11≤|x|≤2, then´
Sd−1 Ωn(θ)dHd−1(θ) = 0 for any n, Ωn ∈ C∞b (Sd−1), Ωn(θ) = Ωn(rθ) for any r > 0, θ ∈ Sd−1
and
||Ωn − Ω||Wα0/2,1(B2\B1) ≤ Cc1n−α0/2 ∀ n. (2.18)
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Remark 4. Since Ω(θ) = Ω(tθ) for any t > 0, θ ∈ Sd−1, so by Sobolev inequality one gets
||Ω||Lq(Sd−1) + sup
|h|≤1/2
|h|−α0/2
(
||Ω(.− h)− Ω(.)||Lq(B2\B1) + ||Ω(.− h)− Ω(.)||Lq(Sd−1)
)
+
(ˆ
1<|x|<2
sup
0<ρ<1/2
 
Bρ(0)
|Ω(x− h)− Ω(x)|q
|h|α0q2
dhdx
)1/q
≤ C(d, α0)||Ω||Wα0,1(B2\B1) ≤ C(d, α0)c1.
(2.19)
for any 1 ≤ q ≤ q0 = dd−α0/2 and
||Ω||Wα0,1(B2\B1) ≤ C(d, α0)||Ω||BV (Sd−1).
Remark 5. Thanks to (2.13) and Minkowski’s inequality, one has
||(1|.|>εK(.)) ⋆ µ||Lq0 (Rd) ≤ C(d, α0)ε−
(q0−1)d
q0 ||Ω||Lq0 (Sd−1)|µ|(Rd). (2.20)
for ε > 0, q0 =
d
d−α0/2 and µ ∈ Mb(Rd).
The following is Lp and weak type (1, 1) boundedness of singular integral operators associated
to the kernel K.
Proposition 5. Let K be as in (2.12) with constants c1, c2 > 0, α0 ∈ (0, 1). Let χ ∈
Cc(R
d, [0, 1]) be such that χ = 1 in |x| > 3 and χ = 0 in |x| < 2. For f ∈ C∞c (Rd), we
define
T1(f)(x) = K ⋆ f(x), T2(f)(x) = sup
ε>0
∣∣∣(χ( .
ε
)K
)
⋆ f(x)
∣∣∣ , T3(f)(x) = sup
ε>0
∣∣(1|.|>εK) ⋆ f(x)∣∣ .
Then, T1 and T2,T3 extend to bounded operator from Lp → Lp(p > 1) and L1 → L1,∞ with
norms ∑
j=1,2,3
||Tj ||Lp→Lp + ||Tj||L1→L1,∞ ≤ C(d, p, α0)(c1 + c2) (2.21)
Moreover, we also get ∑
j=1,2,3
||Tj||Mb→L1,∞ ≤ C(d, α0)(c1 + c2). (2.22)
and for any µ ∈ Mb(Rd), there holds∑
j=1,2,3
lim sup
λ→∞
λLd ({|Tj(µ)| > λ}) ≤ C(d, α0)(c1 + c2)|µ|s(Rd). (2.23)
Proof. First, we need to check that
sup
R>0
ˆ
R<|x|<2R
|K(x)|dx ≤ Cc1, (2.24)
sup
y 6=0
ˆ
|x|≥2|y|
|K(x− y)−K(x)| dx ≤ C(d, α0)c1. (2.25)
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Indeed, by (2.13) one has
sup
R>0
ˆ
R<|x|<2R
|K(x)|dx ≤ sup
R>0
ˆ
R<|x|<2R
|Ω(x)|
|x|d dx = log(2)
ˆ
Sd−1
|Ω| ≤ Cc1,
which implies (2.24). Moreover, for any y 6= 0,
ˆ
|x|≥2|y|
|K(x− y)−K(x)| dx
(2.16)
≤ C
ˆ
|x|≥2|y|
|Ω(x)||y|
|x|d+1 dx+ C
ˆ
|x|≥2|y|
1
|x|d |Ω(x− y)− Ω(x)| dx
≤ C
ˆ ∞
2|y|
ˆ
Sd−1
|Ω(θ)| |y|
r2
dHd−1(θ)dr + C
∞∑
j=1
1
(2j |y|)d
ˆ
2j |y|<|x|<2j+1|y|
|Ω(x− y)− Ω(x)| dx
≤ C
ˆ
Sd−1
|Ω(θ)|dHd−1(θ) + C
ˆ 3/4
0
sup
|h|≤ρ
ˆ
1<|x|<2
|Ω(x− h)− Ω(x)|dxdρ
ρ
(2.19)
≤ Cc1,
which implies (2.25). Therefore, K satisfies (2.24), (2.25) and (2.15), so by [31, Theorem
5.4.1,5.4.5 and 5.3.5] we obtain (2.21).
We now prove (2.22), let µ ∈ Mb(Rd). Thanks to (2.20), one has (χ(./ε)K) ⋆ µ ∈ L1loc(Rd) for
any ε > 0. Thus, for any ε > 0, lim
n→∞(χ(./ε)K) ⋆ (̺n ⋆ µ) = (χ(./ε)K) ⋆ µ a.e in R
d where ̺n is
a standard sequence of mollifiers in Rd. This implies that 1|T2(µ)|>λ ≤ lim infn→∞ 1|T2(̺n⋆µ)|>λ
a.e in Rd, for any λ > 0. On the other hand, by (2.21),
sup
λ>0
λLd ({|T2(̺n ⋆ µ)| > λ}) ≤ C(d, α0)(c1 + c2)||̺n ⋆ µ||L1(Rd) ≤ C(d, α0)(c1 + c2)|µ|(Rd).
By applying Fatou’s lemma, we find supλ>0 λLd
({|T2(µ)| > λ}) ≤ C(d, α0)(c1 + c2)|µ|(Rd).
Similarly, we also get supλ>0 λLd
({|T3(µ)| > λ}) ≤ C(d, α0)(c1 + c2)|µ|(Rd). Hence, we con-
clude (2.22) since |T1(µ)| ≤ |T3(µ)|. To get (2.23), one has for R > 1 and γ > 1
λLd ({|Tj(µ)| > λ}) ≤ λLd ({|Tj(µs)| > λ/4}) + λLd ({|Tj(µa1BcR)| > λ/4})
+ λLd ({|Tj(µa1|µ|a>γ1BR)| > λ/4}) + λLd ({|T(µa1|µ|a≤γ1BR)| > λ/4}) .
Using the boundedness of T fromMb(Rd) to L1,∞(Rd) for first three terms and the boundedness
of T from L2(Rd) to itself for last term yields
λLd ({|Tj(µ)| > λ})
≤ C(d, α0)(c1 + c2)
(
|µ|s(Rd) +
ˆ
BcR
|µ|a +
ˆ
BR
1|µ|a>γ |µ|a + λ−1
ˆ
BR
1|µ|a≤γ(|µ|a)2
)
.
This implies (2.23) by letting λ→∞ and then γ →∞, R→∞. The proof is complete.
Remark 6. Since Tj(1BcR+εµ) ∈ L1(BR) for any BR ⊂ Rd and ε > 0, so
lim sup
λ→∞
λLd ({|Tj(µ)| > λ} ∩BR) ≤ lim sup
λ→∞
λLd ({|Tj(1BR+εµ)| > λ/2}) ∀ ε > 0.
Applying (2.23) to 1BR+εµ and then letting ε→ 0, we find that∑
j=1,2,3
lim sup
λ→∞
λLd ({|Tj(µ)| > λ} ∩BR) ≤ C(d, α0)(c1 + c2)|µ|s(BR).
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Remark 7. It is unknown whetherT3 is bounded from L1(Rd) to L1,∞(Rd) where Ω ∈Wα0,1(B2\B1)
is replaced by Ω ∈ Lq(Sd−1) for q > 1. This is an interesting open problem posed by A. Seeger.
We also have Lp and weak type (1, 1) boundedness of singular maximal operator:
MΩ˜f(x) = sup
ρ>0
ρ−n
ˆ
Bρ(x)
∣∣∣∣Ω˜
(
x− y
|x− y|
)∣∣∣∣ |f(y)|dy with Ω˜ ∈ L1(Sd−1). (2.26)
Proposition 6 ([43],[21],[22]). We have for any p > 1, q > 1,
||MΩ˜||Lp→Lp ≤ C(d, p)||Ω˜||L1(Sd−1), ||MΩ˜||L1→L1,∞ ≤ C(d, q)||Ω˜||Lq(Sd−1) (2.27)
By a standard approximation, we obtain from (2.27) that
||MΩ˜||Mb→L1,∞ ≤ C(d, q)||Ω˜||Lq(Sd−1) ∀ q > 1. (2.28)
Proposition 7. Let K be as in (2.12) with constants c1, c2 > 0, α0 ∈ (0, 1). Let {φe}e ⊂
C1(Rd\{0}) ∩ L∞c (Rd) be a family of kernels such that supp(φe) ⊂ B1, supx∈Rd,e |φe(x)| +
|x||∇φe(x)| ≤ c0. For α ∈ (0, d) and f ∈ C∞c (Rd) we define
T(f)(x) = sup
e
sup
ρ>0
∣∣∣∣
(
ρ−α
|.|d−αφ
e(
.
ρ
)
)
⋆K ⋆ f(x)
∣∣∣∣ ∀ x ∈ Rd.
Then, T extends to bounded operator from Lp(Rd) → Lp(Rd)(p > 1) and L1(Rd) → L1,∞(Rd)
with norms
||T||Lp→Lp + ||T||Mb→L1,∞ ≤ C(d, p, α, α0)c0(c1 + c2) (2.29)
Moreover, for any µ ∈ Mb(Rd)
lim sup
λ→∞
λLd ({T(µ) > λ}) ≤ C(d, α, α0)c0(c1 + c2)|µ|s(Rd), (2.30)
In particular, for any BR ⊂ Rd and f ∈ Lq(BR) for q > 1,
lim sup
δ→0
1
| log(δ)|
ˆ
BR
min
{
δ−1|f |,T(µ)} ≤ C(d, α, α0)c0(c1 + c2)|µ|s(BR). (2.31)
Proposition 7 is still true for any α ≥ d. This was proven in [18] for smooth kernel case (i.e
Ω ∈ C1b (Sd−1)).
Proof of Proposition 7. Set
T1(f)(x) = sup
ρ>0
∣∣∣∣∣
ˆ
|x−z|>2ρ
K(x− z)f(z)dz
∣∣∣∣∣ , T2e,ρ(f)(x) = supe supρ>0
∣∣∣∣
ˆ
Rd
Ke,ρ(x− z)f(z)dz
∣∣∣∣
for f ∈ C∞c (Rd), where
Ke,ρ(x) =
ˆ
Rd
ρ−α
|y|d−αφ
e(
y
ρ
)K(x− y)dy −
ˆ
Rd
1
|y|d−αφ
e(y)dy1|x|>2ρK(x).
Clearly,
|T(f)| ≤ C(d, α)c0T1(f) +T2(f). (2.32)
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We show that for any x ∈ Rd, one has
|Ke,ρ(x)| ≤ C(d, α, α0)c0|x|d−α min
{
1
ρα
,
ρ
α0
2
|x|α02 +α
}
Ω1(x/|x|), (2.33)
where
Ω1(θ) = c1 + c2 + |Ω(θ)|+ sup
r∈(0,1/2)
r−α0/2
 
Br(0)
|Ω(θ − z)− Ω(θ)| dz.
Note that (2.19) gives ||Ω1||Lq(Sd−1) ≤ C(d, α0)(c1 + c2) with q = dd−α0/2 . Then, we find that
T2(f) ≤ C(d, α, α0)c0MΩ1(f). (2.34)
Indeed, we need to check that for any ρ > 0∣∣∣∣
ˆ
Rd
K(x− y) 1|y|d−αφ
e(
y
ρ
)dy
∣∣∣∣ ≤ C(d, α)c0Ω1(x/|x|)|x|d−α . (2.35)
Let χ be a smooth function in Rd such that χ(y) = 1 if |y| ≤ 1 and χ(y) = 0 if |y| > 2. One has∑∞
j=−4
(
χ(2jρ−1y)− χ(2j+1ρ−1y)) = 1 for any y ∈ Bρ. So,∣∣∣∣
ˆ
Rd
K(x− y) 1|y|d−αφ
e(
y
ρ
)dy
∣∣∣∣ ≤
∞∑
j=−4
|Kj(x)|, (2.36)
with
Kj(x) =
ˆ
Rd
K(x− y) 1|y|d−αφ
e(
y
ρ
)
(
χ(2jρ−1y)− χ(2j+1ρ−1y)) dy.
Let us fix x ∈ Rd. Assume that 2−j0ρ < |x| ≤ 2−j0+1ρ for j0 ∈ Z. One has
j0−3∑
j=−4
|Kj(x)| ≤ Cc0
j0−3∑
j=−4
ˆ
Rd
|Ω(x− y)|12−j−1ρ<|y|≤2−j+1ρ|x− y|d|y|d−α dy
≤ Cc0
j0−3∑
j=−4
ˆ
Rd
|Ω(z)|12−j−2ρ<|z|≤2−j+2ρ|z|d(2−jρ)d−α dz
≤ Cc0||Ω||L1(Sd−1)
j0−3∑
j=−4
1
(2−jρ)d−α
(2.19)
≤ Cc0c1|x|d−α , (2.37)
and
∞∑
j=j0+3
|Kj(x)| ≤ Cc0
∞∑
j=j0+3
ˆ
Rd
|Ω(x− y)|12−j−1ρ<|y|≤2−j+1ρ|x|d|y|d−α dy
≤ Cc0
∞∑
j=j0+3
ˆ
Rd
|Ω(x− y)− Ω(x)|12−j−1ρ<|y|≤2−j+1ρ|x|d|y|d−α dy + Cc0
∞∑
j=j0+3
|Ω(x)|
|x|d (2
−jρ)α
≤ Cc0|x|d−α
∞∑
j=j0+3
ˆ
Rd
∣∣∣∣Ω( x|x| − z)− Ω( x|x|)
∣∣∣∣ 12j0−j−2<|z|≤2j0−j+2|z|d−α dz + Cc0|Ω(x)||x|d−α s
≤ Cc0|x|d−α
∞∑
j=j0+3
2(j0−j)α sup
r∈(0,1/2)
 
Br(0)
∣∣∣∣Ω( x|x| − z)− Ω( x|x|)
∣∣∣∣ dz + Cc0|Ω(x)||x|d−α
≤ Cc0Ω1(x/|x|)|x|d−α . (2.38)
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Next, let us fix j = j0 − 2, ..., j0 +2, thanks to Gagliardo-Nirenberg interpolation inequality, we
find
sup
2−j0ρ<|y|≤2−j0+1ρ
|Kj(y)| ≤ C|x|1/2||∇Kj ||L2d(Rd) + C
1
|x|d/2
(ˆ
Rd
|Kj |2dy
)1/2
.
By Proposition 5, one obtains
sup
2−j0ρ<|y|≤2−j0+1ρ
|Kj(y)| ≤ C(c1 + c2)|x|1/2

ˆ
Rd
∣∣∣∣∣∇
(
φe(yρ)
|y|d−α
(
χ(2jρ−1y)− χ(2j+1ρ−1y))
)∣∣∣∣∣
2d


1
2d
+ C(c1 + c2)
1
|x|d/2

ˆ
Rd
∣∣∣∣∣
φe(yρ)
|y|d−α
(
χ(2jρ−1y)− χ(2j+1ρ−1y))
∣∣∣∣∣
2
dy


1/2
≤ Cc0(c1 + c2)
(
|x|1/2(2−j0ρ)−d+α− 12 + 1|x|d/2 (2
−j0ρ)−d/2+α
)
≤ Cc0(c1 + c2)|x|d−α . (2.39)
Thus, we get (2.35) from (2.36), (2.37), (2.38) and (2.39). On the other hand, for |x| > 2ρ
|Ke,ρ(x)| ≤ |
ˆ
Rd
ρ−α
|y|d−αφ
e(
y
ρ
) (K(x− y)−K(x)) dy|
(2.13),(2.16)
≤ Cc0|Ω(x)|
ˆ
|y|<ρ
ρ−α
|y|d−α
|y|
|x|d+1 dy +
Cc0
|x|d
ˆ
|y|<ρ
ρ−α
|y|d−α |Ω(x− y)− Ω(x)|dy
≤ Cc0
(
|Ω(x)|ρ
|x|d+1 +
1
|x|d
ˆ
|z|<ρ/|x|
(ρ/|x|)−α
|z|d−α
∣∣∣∣Ω( x|x| − z)− Ω( x|x|)
∣∣∣∣ dz
)
≤ Cc0

 |Ω(x)|ρ
|x|d+1 +
∞∑
j=0
1
|x|d
(ρ/|x|)−α
(2−jρ/|x|)d−α
ˆ
2−j−1ρ/|x|≤|z|<2−jρ/|x|
∣∣∣∣Ω( x|x| − z)− Ω( x|x| )
∣∣∣∣ dz


≤ Cc0

 |Ω(x)|ρ
|x|d+1 +
∞∑
j=0
1
|x|d
(ρ/|x|)−α(2−jρ/|x|)d+α02
(2−jρ/|x|)d−α sup0<r<ρ/|x|
r−
α0
2
 
Br(0)
∣∣∣∣Ω( x|x| − z)− Ω( x|x|)
∣∣∣∣ dz


≤ Cc0Ω1(x/|x|)ρ
α0
2
|x|d+α02
. (2.40)
Thus, from this and (2.35) we find (2.33).
Finally, it follows from (2.32) and (2.34) that |T(f)| ≤ C(d, α, α0)c0
(
T1(f) +MΩ1(f)
)
. Thanks
to Proposition 5 and 6, we get || (T1,MΩ1) ||Lp→Lp+ || (T1,MΩ1) ||L1→L1,∞ ≤ C(d, p, α0)c0(c1+
c2). This gives ||T||Lp→Lp+||T||L1→L1,∞ ≤ C(d, p, α, α0)c0(c1+c2). By a standard approximation
(see proof of proposition 5), we also obtain that ||T||Mb→L1,∞ ≤ C(d, p, α, α0)c0(c1+ c2). So, we
find (2.29). Then, similar to proof of (2.23) and (2.10), we obtain (2.30) and (2.31) from (2.29).
The proof is complete.
Remark 8. We denote for ρ0 > 0, and α1 ∈ (0, α] and µ ∈Mb(Rd)
Tα1(µ)(x) = sup
e
sup
ρ∈(0,ρ0)
∣∣∣∣
(
ρα1−α
|.|d−α φ
e(
.
ρ
)
)
⋆K ⋆ µ(x)
∣∣∣∣ ∀ x ∈ Rd.
Then,
||Tα1(µ)||Lq0 (Rd) ≤ C(ρ0)(c1 + c2)|µ|(Rd), q0 =
d
d− 14 min{α,α0, α1}
> 1. (2.41)
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Indeed, we deduce from (2.40) and (2.35) that |
(
ρ−α
|.|d−αφ
e( .ρ)
)
⋆K(x)| ≤ C
(
ρ−α
|x|d−α ∧ 1|x|d
)
Ω1(
x
|x|)
for any x ∈ Rd. Thus, Tα1(µ)(x) ≤ C(ρ0)P ⋆ |µ|(x), P (x) =
(
1
|x|d−β0 ∧ 1|x|d
)
Ω1(
x
|x|). Then,
by Minkowski’s inequality, one has ||Tα1(µ)||Lq0 (Rd) ≤ C(ρ0)||Ω1||Lq0 (Sd−1)|µ|(Rd) which implies
(2.41).
Remark 9. As Remark (8), we also show that for ρ0 > 0,
P(µ)(x) = sup
e
sup
ρ∈(0,ρ0)
|
(
ρ−α
|.|d−αφ
e(
.
ρ
)
)
⋆K ⋆ ((ψ(.) − ψ(x))µ)(x)| ∈ Lq0
loc
(Rd) (2.42)
for some q0 > 1, with ψ ∈W 1,∞(Rd), exactly
||P(µ)||Lq0 (BR(0)) ≤ C(R)||ψ||W 1,∞(Rd)|µ|(Rd) ∀ R > 0. (2.43)
Furthermore, if Ω ∈ C1b (Sd−1) then P(µ)(x) ≤ CI1(µ)(x).
Remark 10. If µt(x) = µ(t, x) ∈ L1([0, T ],M(Rd)) and f ∈ L1((0, T ), Lq(BR)) for q > 1, it
follows from (2.31) and Dominated convergence theorem that
lim sup
δ→0
1
| log(δ)|
ˆ T
0
ˆ
BR
min
{
δ−1|f(x, t)|,T(µt)(x)
}
dxdt ≤ C(d, α, α0, c0)
ˆ T
0
|µt|s(BR)dt.
(2.44)
Remark 11. We do not know how to prove Theorem 7 when α0 = 0.
3 Kakeya singular integral operators
This section we introduce the Kakeya singular integral operators integral operators and es-
tablish a strong version of (2.30) for this operator. It is a main tool of this paper.
Assume that {φe,ε}ε,e ⊂ C1(Rd\{0},Rd) ∩ L∞c (Rd,Rd) is a family of kernels such that
supp(φe,ε) ⊂ B1(0) ∩
{
x :
∣∣∣∣e− x|x|
∣∣∣∣ ≤ ε
}
, and |φe,ε(x)|+ ε|x||∇φe,ε(x)| ≤ c0 (3.1)
for any x ∈ Rd, ε ∈ (0, 1/10), e ∈ Sd−1. Let K be as in (2.12) with constants c1, c2 > 0,
α0 ∈ (0, 1). Assume that there exist a sequence of Ωn ∈ C2b (Sd−1) such that Ωn(θ) = Ωn(rθ) for
any r > 0, θ ∈ Sd−1 and
||Ωn||Wα0,1(B2\B1) ≤ 2c1, limn→∞ ||Ωn − Ω||Wα0,1(B2\B1) = 0 (3.2)
and Kn(x) := Ωn(x)K(x) satisfies (2.15) i.e
sup
0<R1<R2<0
∣∣∣∣∣
ˆ
R1<|x|<R2
Kn(x)dx
∣∣∣∣∣ ≤ c3 (3.3)
for some c3 > 0, moreover,
lim
n→∞ sup0<R1<R2<0
∣∣∣∣∣
ˆ
R1<|x|<R2
(Kn(x)−K(x)) dx
∣∣∣∣∣ = 0. (3.4)
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For any µ ∈ C∞c (Rd,Rd) and ρ0 > 0, the Kakeya singular integral operator Tε is given by
Tε(µ)(x) := T
K
ε (µ)(x) = sup
ρ∈(0,ρ0),e∈Sd−1
ε−d+1
ρα
∣∣∣∣
(
1
|.|d−αφ
e,ε
ρ (.)
)
⋆K ⋆ µ(x)
∣∣∣∣ ∀ x ∈ Rd, (3.5)
for some α ∈ (0, d), where φe,ερ (.) = φe,ε( .ρ). Set
T1,nε := T
Kn
ε , T
2,n
ε := T
Kn−K
ε .
Thanks to Proposition 7 and conditions (3.2), (3.3), (3.4), there exists a constant C depending
on d, α, α0, p, ρ0, c0 such that for any µ ∈ Mb(Rd)
lim sup
λ→∞
λLd ({Tε(µ) > λ}) + λLd
({T1,nε (µ) > λ}) ≤ Cε−d+1(c1 + c2)|µ|s(Rd), (3.6)
lim sup
λ→∞
λLd ({T2,nε (µ) > λ}) ≤ Cε−d+1cn|µ|s(Rd), (3.7)
for any ε ∈ (0, 1/10),∀n, where lim
n→∞ cn = 0.
Remark 12. Remark that if K(x) = |x|−d, Ωn is given by (2.17) in Remark 3 satisfies (3.2),
(3.3) and (3.4).
Remark 13. if K =
∑d
i=1R2j = δ0 where R1, ...,Rd are the Riesz transforms in Rd, we thus get
Tε(µ) ≤ C(d, c0)Mε(µ), where Mε is the Kakeya maximal function in Rd i.e
Mε(µ)(x) = sup
ρ>0,e∈Sd−1
 
Bρ(x)
ε−d+11| z−x|z−x|−e|≤εd|µ|(z), ∀ x ∈ R
d.
Our main result is the following:
Theorem 1. Assume that µ = Df , f ∈ BV (Rd). Then, we have
lim sup
λ→∞
λLd ({Tε(µ) > λ}) ≤ C| log(ε)||µ|s(Rd) (3.8)
for any ε ∈ (0, 1/10), where C depends on d, α, α0, c0, c1, c2, c3. In particular, for any BR ⊂ Rd
and f ∈ Lq(BR) for q > 1,
lim sup
δ→0
1
| log(δ)|
ˆ
BR
min
{
δ−1|f |,Tε(µ)
}
dx ≤ C| log(ε)||µ|s(BR) (3.9)
for any ε ∈ (0, 1/10).
Remark 14. Estimate (3.8) is not true for all µ ∈ Mb(Rd,Rd). Indeed, let dµ = dδ{0} and
|φe,ε(e)| ≥ 1 for any e ∈ Sd−1 and ε > 0, let Tj,ε be Tε associated to K(x) = Kj(x) = |x|
2−x2jd
|x|d+2 .
One has
∑d
j=1Tj,ε(µ)(x) ≥ C ε
−d+1
|x|d |φx/|x|,ε(x/|x|)| ≥ C ε
−d+1
|x|d . Thus, for any λ > 1
λLd ({T1,ε(µ) > λ}) ≥ d−1Ld({
d∑
j=1
Tj,ε(µ) > dλ}) ≥ Cε−d+1.
As we discussed in Remark 9, {Dx1f ∈ Mb(Rd) : f ∈ BV (Rd)} is not dense in L1(Rd−1,Mb,x1(R));
so, a natural question is that whether (3.8) holds for any µ ∈ L1(Rd−1,Mb(R)).
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To prove Theorem 1, we need the following lemmas:
Lemma 2. Let ω ∈ M+b (R) and a : Rd → R+ be a Borel function. Then, for any ρ > 0,
ˆ
Rd−1
ˆ
R
1ρ<|y1+y2|≤2ρa(y1 + y2)dω(y1)dHd−1(y2) ≤ 4(2ρ)d
[ˆ
Sd−1
sup
r∈[ρ,2ρ]
a(rθ)dHd−1(θ)
]
M1(ω,R)(0).
(3.10)
Proof of Lemma 2. Let dωκ(y) = 1|y|>κdω(y) for κ ∈ (0, ρ/100). Let ̺m be a standard sequence
of mollifiers in R. For any m > 4/κ, we have supp(̺m ⋆ ωκ) ⊂ {z : |z| > κ/2} and
ˆ
Rd−1
ˆ
R
1ρ<|y1+y2|≤2ρa(y1 + y2)(̺m ⋆ ωκ)(y1)dH1(y1)dHd−1(y2)
=
ˆ
Sd−1
ˆ 2ρ
ρ
rd−1a(rθ)1|rθ1|>κ/2(̺m ⋆ ωκ)(rθ1)drdHd−1(θ)
≤ (2ρ)d−1
ˆ
Sd−1
(
sup
r′∈[ρ,2ρ]
a(r′θ)
)ˆ 2ρ
ρ
1|rθ1|>κ/2(̺m ⋆ ωκ)(rθ1)drdHd−1(θ).
On the other hand,
ˆ 2ρ
ρ
1|rθ1|>κ/2(̺m ⋆ ωκ)(rθ1)dr ≤
ˆ
R
ˆ 2ρ
ρ
1|rθ1|>κ/2̺m(rθ1 − z)drdω(z)
≤
1|θ1|> κ4ρ
|θ1|
ˆ
R
ˆ 2|θ1|ρ
−2|θ1|ρ
̺m(r − z)drdω(z) ≤
1|θ1|> κ4ρ
|θ1|
ˆ
R
1|z|<2|θ1|ρ+ 2m dω(z)
≤
1|θ1|> κ4ρ
|θ1|
ˆ 4|θ1|ρ
−4|θ1|ρ
dω(z) ≤ 8ρM1(ω,R)(0).
Thus, by Fatou’s Lemma, letting m → ∞ and then κ → ∞ we get (3.10). The proof is
complete.
Remark 15. From proof of Lemma 2 we can see that for any e0 ∈ Sd−1 and µ ∈ M+b (Rd) and
ω ∈ M+b (H˜e0) if µ ≤ ω ⊗Hd−1 then
Mε(µ)(x) ≤ C(d)M1(ω, H˜e0)(〈e0, x〉e0) ∀ x ∈ Rd, ε > 0. (3.11)
Lemma 3. Let {e1, ..., ed} be an orthonormal basis in Rd. For any xi ∈ H˜ei, i = 1, ..., d, we
denote ν1
k,
∑d
i=d−k+1 xi
, ν2
k,
∑d
i=d−k+1 xi
∈ M+(⊗d−ki=1 H˜ei) by
dν1
k,
∑d
i=d−k+1 xi
(yd−k, ..., y1) = d|Df ed−k∑d−k−1
i=1 yi+
∑d
i=d−k+1 xi
|(yd−k)dH1(yd−k−1)...dH1(y1),
dν2
k,
∑d
i=d−k+1 xi
(yd−k, ..., y1) = 1|∑d−ki=1 y0i−
∑d−k
i=1 yi|≤2εdν
1
k,
∑d
i=d−k+1 xi
(yd−k, ..., y1).
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Then, for any y0i, xi ∈ H˜ei i = 1, ..., d
M : =
ˆ
H˜e1
...
ˆ
H˜ed
1 ∧
(
ρ
|∑di=1(xi − yi)|
)d+2
1|∑di=1(y0i−yi)|≤ε
×
∣∣∣∣∣f(
d∑
i=1
yi)− f(y1 +
d∑
i=2
xi)
∣∣∣∣∣ dH1(yd)...dH1(y1)
≤
d−2∑
k=0
C(d)ρd+
5
4
ε
Id−k3
4
(ν1
k,
∑d
i=d−k+1 xi
,
d−k⊗
i=1
H˜ei)(
d−k∑
i=1
xi)
+
d−2∑
k=0
C(d)ρd+11|∑di=1(y0i−xi)|≤2εM
d−k(ν2
k,
∑d
i=d−k+1 xi
,
d−k⊗
i=1
H˜ei)(
d−k∑
i=1
xi),
and
ˆ
H˜e1
...
ˆ
H˜ed
1 ∧
(
ρ
|∑di=1(xi − yi)|
)d+1 ∣∣∣∣∣f(
d∑
i=1
yi)− f(y1 +
d∑
i=2
xi)
∣∣∣∣∣ dH1(yd)...dH1(y1)
≤
d−2∑
k=0
C(d)ρd+
1
4 Id−k3
4
(ν1
k,
∑d
i=d−k+1 xi
,
d−k⊗
i=1
H˜ei)(
d−k∑
i=1
xi).
We will prove Lemma (3) in Appendix section. Now, we are ready to prove Theorem 1.
Proof of Theorem 1. Step 1: It is enough to show that
lim sup
λ→∞
λLd ({T1,nε (µ) > λ} ∩BR) ≤ C| log(ε)||µ|s(Rd), (3.12)
for any BR ⊂ Rd, ε ∈ (0, 1/10) and n ∈ N.We now assume that (3.12) is proven. Let χ ∈ C∞c (Rd)
be such that χ = 1 in BR/4 and χ = 0 in B
c
R/2. Thanks to (3.12) and using the fact that
T1,nε (D(χf)) ∈ L∞(BcR), one gets
lim sup
λ→∞
λLd ({T1,nε (µ) > λ})
≤ lim sup
λ→∞
λLd ({T1,nε (µ) > λ} ∩BR)+ lim sup
λ→∞
λLd ({T1,nε (µ) > λ} ∩BcR)
≤ C| log(ε)||µ|s(Rd) + lim sup
λ→∞
λLd ({T1,nε (D((1 − χ)f)) > λ/2}) .
So, by (3.6), (3.7) and using the fact that Tε(µ) ≤ T1,nε (µ) +T2,nε (µ), we have
lim sup
λ→∞
λLd ({Tε(µ) > λ}) ≤ C| log(ε)||µ|s(Rd) + C(ε)|Ds((1 − χ)f)|(Rd) + C(ε)cn|µ|s(Rd)
≤ C| log(ε)||µ|s(Rd) + C(ε)|µ|s(BcR/4) + C(ε)cn|µ|s(Rd).
This implies (3.8) by letting R→∞, n→∞. Moreover, as proof of Lemma 1 we also get (3.9).
We are going to prove (3.12) in several steps.
Step 2. Let η : Rd → Sd−1 be such that η(x) = (1, ..., 0) ∈ Sd−1 if x /∈ supp(µs) and
η(x) = dµ
s(x)
d|µ|s(x) if x ∈ supp(µs). Let ηκ : Rd → Sd−1 be smooth functions such that ηκ → η
|µ|s−a.e in Rd and limκ→0
´
Rd
|ηκ − η|d|µ|s = 0. Let ϕr ∈ C∞b (Rd) be such that ϕr(z) = 1 if
|z| > 2r and ϕr(z) = 0 if |z| ≤ r and ||∇ϕr||L∞(Rd) ≤ Cr−1.
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Let us define Sτ = {y ∈ 2τZd : y ∈ BR+4ρ0}, for τ ∈ (0, ρ0/100). There exists a sequence of
smooth functions {χτyτ }yτ∈Sτ such that 0 ≤ χτyτ (y) ≤ 1,
∑
yτ∈Sτ χ
τ
yτ (y) = 1 ∀y ∈ BR+4ρ0 and
χτyτ = 1 in Bτ (yτ ), supp(χ
τ
yτ ) ⊂ B2τ (yτ ), |∇χτyτ (y)| ≤ Cτ−1 ∀ y ∈ Rd.
Note that Card(Sτ ) ∼
(
R+ρ0
τ
)d
, Bτ (yτ ) ∩Bτ (y′τ ) = ∅ for yτ , y′τ ∈ Sτ , yτ 6= y′τ ; and∑
yτ∈Sτ
1B100τ (yτ )(y) ≤ C(d)1BR+6ρ0 (y) ∀ y ∈ Rd. (3.13)
Set χ0 =
∑
yτ∈Sτ χ
τ
yτ . For any yτ ∈ Sτ , we denote
ηκyτ = η
κ(yτ ).
Because of µs = η〈η, µs〉, one has
µ = (1− χ0)µ+ χ0µa + χ0(η − ηκ)〈η, µs〉+ χ0ηκ〈(η − ηκ), µs〉+ χ0ηκ〈ηκ, µs〉;
and
χ0η
κ〈ηκ, µs〉 = (
∑
yτ∈Sτ
χτyτ )η
κ〈ηκ, µs〉 =
∑
yτ∈Sτ
χτyτ η
κ〈(ηκ − ηκyτ ), µs〉
+
∑
yτ∈Sτ
χτyτ (η
κ − ηκyτ )〈ηκyτ , µs〉+
∑
yτ∈Sτ
χτyτ η
κ
yτ 〈ηκyτ , µ〉 −
∑
yτ∈Sτ
χτyτ η
κ
yτ 〈ηκyτ , µa〉.
Hence, with K˜n = ε
−d+1
ρα
(
1
|.|d−αφ
e,ε
ρ (.)
)
⋆Kn and ζ ∈ (0, 1/10) we write
K˜n ⋆ µ = K˜n ⋆ ((1− χ0)µ) + K˜n ⋆ (χ0µa) + K˜n ⋆ (χ0(η − ηκ)〈η, µs〉) + K˜n ⋆ (χ0ηκ〈(η − ηκ), µs〉)
+
∑
yτ∈Sτ
K˜n ⋆ (χτyτ η
κ〈(ηκ − ηκyτ ), µs〉) +
∑
yτ∈Sτ
K˜n ⋆ (χτyτ (η
κ − ηκyτ )〈ηκyτ , µs〉)
−
∑
yτ∈Sτ
K˜n ⋆ (χτyτ η
κ
yτ 〈ηκyτ , µa〉) +
∑
yτ∈Sτ
ε−d+1
ρα
(
(1− ϕζρ)
|.|d−α φ
e,ε
ρ (.)
)
⋆Kn ⋆ (χ
τ
yτ η
κ
yτ 〈ηκyτ , µ〉)
+
∑
yτ∈Sτ
ε−d+1
ρα
(
ϕζρ
|.|d−αφ
e,ε
ρ (.)
)
⋆Kn ⋆ (χ
τ
yτ η
κ
yτ 〈ηκyτ , µ〉) :=
9∑
i=1
Ie,ρi,ε .
Step 3: In this prove, we denote Ai(λ, ε) = λLd
({
supρ∈(0,ρ0),e∈Sd−1 |Ie,ρi,ε | > λ
}
∩BR
)
.
Thus, for λ > 1,
λLd ({T1,nε (µ) > λ} ∩BR) ≤ 9 9∑
i=1
Ai(λ/9, ε). (3.14)
Thanks to (3.6) we have
lim sup
λ→∞
∑
i=2,7
Ai(λ, ε) = 0, (3.15)
lim sup
λ→∞
∑
i=3,4
Ai(λ, ε) ≤ C(ε)|||η − ηκ||µs||||M(Rd), (3.16)
lim sup
λ→∞
∑
i=5,6
Ai(λ, ε) ≤ C(ε)||
∑
yτ∈Sτ
χτyτ |ηκ − ηκyτ ||µs|||M(Rd) ≤ C(ε, κ)τ |µ|s(Rd). (3.17)
22
Here in the last inequality we have used the fact that∑
yτ∈Sτ
χτyτ (x)|ηκ(x)− ηκyτ | ≤ C(d)||∇ηκ||L∞(Rd)
∑
yτ∈Sτ
1B2τ (yτ )(x)|x− yτ |
(3.13)
≤ C(d)||∇ηκ||L∞(Rd)τ1BR+6ρ0 (x) ∀x ∈ Rd.
Again, applying (3.6) (where ρ is replaced by ζρ) yields
lim sup
λ→∞
A8(λ, ε) ≤ C(ε)ζα||
∑
yτ∈Sτ
χτyτ |µs||||M(Rd) ≤ C(ε)ζα|µ|s(Rd). (3.18)
On the other hand, it is easy to see that supρ∈(0,ρ0),e∈Sd−1 |Ie,ρ1,ε (.)| ∈ L∞(BR), so
lim sup
λ→∞
A1(λ, ε) = 0. (3.19)
Therefore, we deduce from (3.14) and (3.15)-(3.19) that
lim sup
λ→∞
λLd ({T1,nε (µ) > λ} ∩BR) ≤ C(n, ε)|||η − ηκ||µ|s||M(Rd)
+ C(n, ε, κ)τ |µ|s(Rd) + C(n, ε)ζα|µ|s(Rd) + 9 lim sup
λ→∞
A9(λ, ε). (3.20)
In next steps, we will deal with A9(λ, ε).
Step 4: One has
Ie,ρ9,ε (x) =
∑
yτ∈Sτ
ε−d+1
ρα
ˆ
Rd
[ˆ
Rd
Kn(z)ϕζρ(x− y − z)
〈φe,ερ (x− y − z), ηκyτ 〉
|x− y − z|d−α dz
]
χτyτ (y)d〈ηκyτ , µ(y)〉
=
∑
yτ∈Sτ
ˆ
Rd
Ke,ρε,n(x− y)χτyτ (y)d〈ηκyτ , µ(y)〉+ c(ε, κ, τ, ζ)
∑
yτ∈Sτ
(ϕρKn) ⋆ (χ
τ
yτ 〈ηκyτ , µ〉)(x)
= Ie,ρ10,ε(x) + I
e,ρ
11,ε(x),
where
Ke,ρε,n(z
′) =
ε−d+1
ρα
ˆ
Rd
Kn(z)ϕζρ(z
′ − z)〈φ
e,ε
ρ (z′ − z), ηκyτ 〉
|z′ − z|d−α dz − c(ε, κ, τ, ζ)ϕρ(z
′)Kn(z′) ∀ z′ ∈ Rd,
(3.21)
and
c(ε, κ, τ, ζ) =
ε−d+1
ρα
ˆ
Rd
ϕζρ(z
′ − z)〈φ
e,ε((z′ − z)/ρ), ηκyτ 〉
|z′ − z|d−α dz = ε
−d+1
ˆ
Rd
ϕζ(z)
〈φe,ε(z), ηκyτ 〉
|z|d−α dz.
(3.22)
Note that |c(ε, κ, τ, ζ)| ≤ C for all κ, ε, ζ > 0, e ∈ Sd−1 and by (2.33) in the Proof of Proposition
7, we have |Ke,ρε,n(x)| ≤ C(n, ε, ζ) 1|x|d−α min
{
1
ρα ,
ρ
|x|1+α
}
for any x ∈ Rd\{0}. Similarly, we
also have |∇Ke,ρε,n(x)| ≤ C(n, ε, ζ) 1|x|d−α+1 min
{
1
ρα ,
ρ
|x|1+α
}
for any x ∈ Rd\{0}. Moreover, since
|ϕζρ(z)| ≤ C1|z|>ζρ, so we have for any |x| ≤ ζρ/4 that |Ke,ρε,n(x)| + ρ|∇Ke,ρε,n(x)| ≤ C(n, ε, ζ) 1ρd .
Thus,
|Ke,ρε,n(x)| ≤ C(n, ε, ζ)min
{
1
ρd
,
ρ
|x|d+1
}
, |∇Ke,ρε,n(x)| ≤ C(n, ε, ζ)min
{
1
ρd+1
,
ρ
|x|d+2
}
. (3.23)
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Thanks to proposition 5, we get
lim sup
λ→∞
A11(λ, ε) ≤ C||
∑
yτ∈Sτ
χτyτ |µ|s||M(Rd) ≤ C|µ|s(Rd). (3.24)
Using integration by parts, we have
ˆ
Rd
Ke,ρε,n(x− y)χτyτ (y)d〈ηκyτ , µ(y)〉 = −
ˆ
Rd
ηκyτ .∇y
[
Ke,ρε,n(x− y)χτyτ (y)
]
f(y)dy,
ˆ
Hηκyτ
ˆ
H˜ηκyτ
Ke,ρε,n(x− y1 − y2)χτyτ (y1 + y2)dDf
ηκyτ
x˜κ,yτ
(y1)dHd−1(y2)
= −
ˆ
Rd
ηκyτ .∇y
[
Ke,ρε,n(x− y)χτyτ (y)
]
f(〈y, ηκyτ 〉ηκyτ + x˜κ,yτ )dy.
So,
Ie,ρ10,ε(x) = −
∑
yτ∈Sτ
ˆ
Rd
ηκyτ .∇y
[
Ke,ρε,n(x− y)χτyτ (y)
] [
f(y)− f(〈y, ηκyτ 〉ηκyτ + x˜κ,yτ )
]
dy
+
∑
yτ∈Sτ
ˆ
Hηκyτ
ˆ
H˜ηκyτ
Ke,ρε,n(x− y1 − y2)χτyτ (y1 + y2)dDsf
ηκyτ
x˜κ,yτ
(y1)dHd−1(y2)
+
∑
yτ∈Sτ
ˆ
Hηκyτ
ˆ
H˜ηκyτ
Ke,ρε,n(x− y1 − y2)χτyτ (y1 + y2)〈ηκyτ ,Daf(y1 + x˜κ,yτ )〉dH1(y1)dHd−1(y2)
=
14∑
i=12
Ie,ρi,ε (x),
where throughout this proof we denote
x˜κ,yτ = x− 〈x, ηκyτ 〉ηκyτ .
Thus,
A9(λ, ε) ≤
14∑
i=11
λLd
({
sup
ρ∈(0,ρ0),e∈Sd−1
|Ie,ρi,ε | > λ/4
}
∩BR
)
= 4
14∑
i=11
Ai(λ/4, ε). (3.25)
Step 5:. To treat A13(λ, ε) and A14(λ, ε), we need to show the following inequality:∣∣∣∣∣
ˆ
Hηκyτ
ˆ
H˜ηκyτ
Ke,ρε,n(x− y1 − y2)χτyτ (y1 + y2)dν(y1)dHd−1(y2)
∣∣∣∣∣
≤ C| log(ε)|1B4τ (yτ )(x)M1(1B2τ (yτ,1)ν, H˜ηκyτ )(x1)
+C(n, ε, ζ, τ)ρ1B4τ (yτ )c(x)
ˆ
Hηκyτ
ˆ
H˜ηκyτ
1B2τ (yτ )(y1 + y2)dν(y1)dHd−1(y2) (3.26)
for any ν ∈ Mb(H˜ηκyτ ) and x ∈ Rd where
x1 = 〈x, ηκyτ 〉ηκyτ , yτ,1 = 〈yτ , ηκyτ 〉ηκyτ .
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Indeed, let τx1(z) = x1−z for any z ∈ H˜ηκyτ , by Lemma 2 (with a = |K
e,ρ
ε (.)|, ω = (τx1)#(1B2τ (yτ,1,H˜ηκyτ )|ν|))
we have
∞∑
j=−∞
ˆ
Hηκyτ
ˆ
H˜ηκyτ
12jρ<|x−y1−y2|≤2j+1ρ|Ke,ρε,n(x− y1 − y2)|χτyτ (y1 + y2)d|ν|(y1)dHd−1(y2)
≤ C
∞∑
j=−∞
ˆ
Hηκyτ
ˆ
H˜ηκyτ
12jρ<|y1+y2|≤2j+1ρ|Ke,ρε,n(y1 + y2)|d(τx1)#(1B2τ (yτ,1,H˜ηκyτ )|ν|)(y1)dH
d−1(y2)
≤
∞∑
j=−∞
C
[
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ke,ρε,n(rθ)|dHd−1(θ)
]
M1((τx1)#(1B2τ (yτ,1,H˜ηκyτ )
|ν|), H˜ηκyτ )(0)
= C

 ∞∑
j=−∞
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ke,ρε,n(rθ)|dHd−1(θ)

M1(1B2τ (yτ,1,H˜ηκyτ )|ν|, H˜ηκyτ )(x1)
So, by (3.32) in Lemma 4 below, we obtain that∣∣∣∣∣
ˆ
Hηκyτ
ˆ
H˜ηκyτ
Ke,ρε,n(x− y1 − y2)χτyτ (y1 + y2)dν(y1)dHd−1(y2)
∣∣∣∣∣ ≤ C| log(ε)|M1(1B2τ (yτ,1)ν, H˜ηκyτ )(x1).
(3.27)
On the other hand, for any x /∈ B4τ (yτ ),∣∣∣∣∣
ˆ
Hηκyτ
ˆ
H˜ηκyτ
Ke,ρε,n(x− y1 − y2)χτyτ (y1 + y2)dν(y1)dHd−1(y2)
∣∣∣∣∣
≤ C
ˆ
Hηκyτ
ˆ
H˜ηκyτ
1|x−y1−y2|>2τ1|y1+y2−yτ |<2τ |Ke,ρε,n(x− y1 − y2)|d|ν|(y1)dHd−1(y2)
(3.23)
≤ C(n, ε, ζ, τ)ρ
ˆ
Hηκyτ
ˆ
H˜ηκyτ
1|y1+y2−yτ |<2τd|ν|(y1)dHd−1(y2).
From this and (3.27), we find (3.26).
Step 6: Estimate A13(λ, ε) and A14(λ, ε).
We set
ωτyτ ,z2 := 1B2τ (yτ,1,H˜ηκyτ )
|Dsfη
κ
yτ
z2 | ∀ z2 ∈ Hηκyτ .
We then apply (3.26) for ν(y1) = D
sf
ηκyτ
x˜κ,yτ
(y1) to get that
Ie,ρ13,ε(x) ≤ C| log(ε)|
∑
yτ∈Sτ
1B4τ (yτ )(x)M
1(ωτyτ ,x˜κ,yτ , H˜ηκyτ )(〈x, ηκyτ 〉ηκyτ )
+
∑
yτ∈Sτ
C(ε, ζ, τ)ρ
ˆ
Hηκyτ
ˆ
H˜ηκyτ
1B2τ (yτ )(y1 + y2)d|Dsf
ηκyτ
x˜κ,yτ
|(y1)dHd−1(y2).
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By (2.1) in Proposition 3 and (3.13), we have
Ie,ρ13,ε(x) ≤ C| log(ε)|
∑
yτ∈Sτ
1B4τ (yτ )(x)M
1(ωτyτ ,x˜κ,yτ , H˜ηκyτ )(〈x, ηκyτ 〉ηκyτ )
+
∑
yτ∈Sτ
C(ε, ζ, τ)ρ
ˆ
Rd
1B2τ (yτ )(y)d|µ|s(y)
≤ C| log(ε)|
∑
yτ∈Sτ
1B4τ (yτ )(x)M
1(ωτyτ ,x˜κ,yτ , H˜ηκyτ )(〈x, ηκyτ 〉ηκyτ ) + C(ε, ζ, τ)ρ|µ|s(Rd).
Thus, for λ >> 1
A13(λ, ε) ≤ λLd



x ∈ BR : C| log(ε)|
∑
yτ∈Sτ
1B4τ (yτ )(x)M
1(ωτyτ ,x˜κ,yτ , H˜ηκyτ )(〈x, ηκyτ 〉ηκyτ ) > λ




≤
∑
y′τ∈Sτ
λLd



x ∈ B2τ (y′τ ) : C| log(ε)|
∑
yτ∈Sτ
1B4τ (yτ )(x)M
1(ωτyτ ,x˜κ,yτ , H˜ηκyτ )(〈x, ηκyτ 〉ηκyτ ) > λ




(3.13)
≤ C
∑
yτ∈Sτ
λLd
({
x ∈ B8τ (yτ ) : C| log(ε)|M1(ωτyτ ,x˜κ,yτ , H˜ηκyτ )(〈x, ηκyτ 〉ηκyτ ) > λ
})
.
Thanks to the boundedness of M1(., H˜ηκyτ ) from M(H˜ηκyτ ) to L1,∞(H˜ηκyτ ) yields for λ >> 1
A13(λ, ε) ≤ C
∑
yτ∈Sτ
λ
ˆ
Hηκyτ
1|z2−(yτ−yτ,1)|≤8τH1
({
C| log(ε)|M1
(
ωτyτ ,z2 , H˜ηκyτ
)
> λ
})
dHd−1(z2)
≤ C| log(ε)|
∑
yτ∈Sτ
ˆ
Hηκyτ
1|z2−(yτ−yτ,1)|≤8τ
ˆ
H˜ηκyτ
1B2τ (y1,τ ,H˜ηκyτ )
(z1)d|Dsfη
κ
yτ
z2 |(z1)dHd−1(z2)
≤ C| log(ε)|
∑
yτ∈Sτ
ˆ
B10τ (yτ )
d|Dsf |(z)
≤ C| log(ε)||µ|s(Rd).
Here we have used (2.1) in Proposition 3 for the third inequality and (3.13) for the last one.
Thus,
lim sup
λ→∞
A13(λ, ε) ≤ C| log(ε)||µ|s(Rd). (3.28)
Similarly, we also have
A14(λ, ε) ≤ C| log(ε)|||µa||L1(BR+6ρ0 ) ∀ λ >> 1.
Since, lim supλ→∞ λH1
({
M1(1B2τ (y1,τ ,H˜ηκyτ )
|Daf(.+ z2)|, H˜ηκyτ ) > λ
})
= 0 for Hd−1-a.e z2 in
Hηκyτ , so by dominated convergence theorem we get
lim sup
λ→∞
A14(λ, ε) = 0. (3.29)
Step 7:. We will prove that
lim sup
λ→∞
A12(λ, ε) ≤ C(n, ε, ζ)||(η − ηκ)|µ|s||M(Rd) + C(n, ε, ζ, κ)τ |µ|s(Rd). (3.30)
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Let {ηκ1 (yτ ), ηκ2 (yτ ), ..., ηκd (yτ )} be an orthonormal basis in Rd such that ηκ1 (yτ ) = ηκyτ . So, for
any x ∈ Rd, throughout this proof we denote
xηκi (yτ ) = 〈x, ηκi (yτ )〉ηκi (yτ ), x
1,j
ηκi (yτ )
=
j∑
i=1
xηκi (yτ ), x
2,j
ηκi (yτ )
=
d∑
i=j+1
xηκi (yτ ).
By (3.23), we have
|Ie,ρ12,ε(x)| ≤ C(n, ε, ζ)
1
ρd+1
∑
yτ∈Sτ
ˆ
Rd
(
1 ∧
(
ρ
|x− y|
)d+2)
1|yτ−y|≤2τ
∣∣∣∣∣f(y)− f(yηκyτ +
d∑
i=2
xηκi (yτ ))
∣∣∣∣∣ dy
+ C(n, ε, τ, ζ)
1
ρd
∑
yτ∈Sτ
ˆ
Rd
(
1 ∧
(
ρ
|x− y|
)d+1)∣∣∣∣∣f(y)− f(yηκyτ +
d∑
i=2
xηκi (yτ ))
∣∣∣∣∣ dy.
Applying Lemma 3 to {e1, ..., ed} = {ηκ1 (yτ ), ηκ2 (yτ ), ..., ηκd (yτ )} and xi = xηκi (yτ ) for i = 1, ..., d
and ε = 2τ , we find that
Ie,ρ12,ε(x) ≤ C(n, ε, τ, ζ)ρ
1
4
d−2∑
k=0
∑
yτ∈Sτ
Id−k3
4
(ν1
k,x2,d−k
ηκ
i
(yτ )
,
d−k⊗
i=1
H˜ηκi (yτ ))(x
1,d−k
ηκi (yτ )
)
+ C(n, ε, ζ)
d−2∑
k=0
∑
yτ∈Sτ
1B4τ (yτ )(x)M
d−k(ν2
k,x2,d−k
ηκ
i
(yτ )
,
d−k⊗
i=1
H˜ηκi (yτ ))(x
1,d−k
ηκi (yτ )
),
where
dν1k,z(yd−k, ..., y1) = d|Df
ηκd−k(yτ )
∑d−k−1
i=1 yi+z
|(yd−k)dH1(yd−k−1)...dH1(y1),
dν2k,z(yd−k, ..., y1) = 1|∑d−ki=1 (yτ )ηκi (yτ )−
∑d−k
i=1 yi|≤4τdν
1
k,z(yd−k, ..., y1),
for any z ∈⊗di=d−k+1 H˜ηκi (yτ ). Hence,
lim sup
λ→∞
A12(λ, ε)
≤ lim sup
λ→∞
λLd



x ∈ BR : C(n, ε, τ, ζ)ρ
1
4
0
d−2∑
k=0
∑
yτ∈Sτ
Id−k3
4
(ν1
k,x2,d−k
ηκ
i
(yτ )
,
d−k⊗
i=1
H˜ηκi (yτ ))(x
1,d−k
ηκi (yτ )
) > λ




+ lim sup
λ→∞
λLd



x ∈ BR : C(n, ε, ζ)
d−2∑
k=0
∑
yτ∈Sτ
1B4τ (yτ )(x)M
d−k(ν2
k,x2,d−k
ηκ
i
(yτ )
,
d−k⊗
i=1
H˜ηκi (yτ ))(x
1,d−k
ηκi (yτ )
) > λ



 .
(3.31)
We easily derive from the boundedness of Id−k3
4
(.,X) from Mb(X) to L
d−k
d−k− 34
,∞
(X) with X =⊗d−k
i=1 H˜ηκi (yτ ) that the first term in the right hand-side of (3.31) equals zero. Thanks to (2.6),
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we get that the second term in the right hand-side of (3.31) is bounded by
lim sup
λ→∞
d−2∑
k=0
∑
yτ∈Sτ
λLd
({
x ∈ B8τ (yτ ) : C(n, ε, ζ)Md−k(ν2k,x2,d−k
ηκ
i
(yτ )
,
d−k⊗
i=1
H˜ηκi (yτ ))(x
1,d−k
ηκi (yτ )
) > λ
})
≤ C(n, ε, ζ)
d−2∑
k=0
∑
yτ∈Sτ
ˆ
H˜ηκ
d
(yτ )
...
ˆ
H˜ηκ
1
(yτ )
1|∑di=d−k+1((yτ )ηκi (yτ )−xi)|≤8τ
× dν2,s
k,
∑d
i=d−k+1 xi
(x1, ..., xd−k)dH1(xd−k+1)...dH1(xd)
≤ C(n, ε, ζ)
d−2∑
k=0
∑
yτ∈Sτ
ˆ
Hηκ
d−k(yτ )
ˆ
H˜ηκ
d−k(yτ )
1|yτ−(z1+z2)|≤16τd|Dsf
ηκd−k(yτ )
z2 |(z1)dHd−1(z2).
where ν2,s
k,
∑d
i=d−k+1 xi
(x1, ..., xd−k) is the singular part of ν2k,∑di=d−k+1 xi
(x1, ..., xd−k).
Thanks to (2.1) in Proposition 3 and definition of η, one has
lim sup
λ→∞
A12(λ, ε) ≤ C(n, ε, ζ)
d−2∑
k=0
∑
yτ∈Sτ
ˆ
Rd
1B20τ (yτ )(x)|〈ηκd−k(yτ ), η(x)〉|d|µ|s(x).
Because of 〈ηκd−k(yτ ), ηκ(yτ )〉 = 0 for any k = 0, 1, .., d − 2, so
|〈ηκd−k(yτ ), η(x)〉| ≤ |〈ηκd−k(yτ ), η(x) − ηκ(x)〉| + 〈ηκd−k(yτ ), ηκ(x)− ηκ(yτ )〉|
≤ |(η − ηκ)(x)|+ ||∇ηκ||L∞(Rd)|x− yτ |,
which implies that
lim sup
λ→∞
A12(λ, ε) ≤ C(n, ε, ζ)
∑
yτ∈Sτ
ˆ
Rd
1B20τ (yτ )(x)
[
|(η − ηκ)(x)| + ||∇ηκ||L∞(Rd)τ
]
d|µs|(x)
(3.13)
≤ C(n, ε, ζ)||(η − ηκ)|µs|||M(Rd) + C(n, ε, ζ, κ)τ |µ|s(Rd).
Therefore, we get (3.30).
Step 8: Estimate A9(λ, ε) and finish the proof.
Hence, we derive from (3.25) and (3.24), (3.28), (3.29), (3.30) that
lim sup
λ→∞
A9(λ, ε) ≤ C| log(ε)||µ|s(Rd) + C(n, ε, ζ)|||η − ηκ||µ|s||M(Rd) + C(n, ε, κ, ζ)τ |µ|s(Rd).
Combining this with (3.20) yields
lim sup
λ→∞
λLd ({T1,nε (µ) > λ} ∩BR) ≤ C| log(ε)||µ|s(Rd)
+ C(n, ε, ζ)|||η − ηκ||µ|s||M(Rd) + C(n, ε, κ, ζ)τ |µ|s(Rd) + C(n, ε)ζα|µ|s(Rd).
At this point, sending τ → 0, then κ→ 0 and ζ → 0, we obtain (3.12). The proof is complete.
Lemma 4. Let Ke,ρε,n be in (3.21). Then, for any e ∈ Sd−1 there holds
∞∑
j=−∞
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ke,ρε,n(rθ)|dHd−1(θ) ≤ C| log(ε)|. (3.32)
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Proof. 1. Case: j ≥ 1. For any r ∈ [2jρ, 2j+1ρ], θ ∈ Sd−1, we can estimate
|Ke,ρε,n(rθ)| = |
ε−d+1
ρα
ˆ
Rd
[Kn(y)−Kn(rθ)]ϕζρ(rθ − y)
〈φe,ε((rθ − y)/ρ), ηκyτ 〉
|rθ − y|d−α dy|
≤ C ε
−d+1
ρα
ˆ
Rd
|Kn(rθ − y)−Kn(rθ)|
1|y|≤ρ1| y|y|−e|≤ε
|y|d−α dy.
By (2.16), one has for |y| < r/2, |Kn(rθ − y)−Kn(rθ)| ≤ C |Ωn(θ)||y|rd+1 + Crd |Ωn(rθ− y)−Ωn(rθ)|.
So,
|Ke,ρε,n(rθ)| ≤ C
ε−d+1|Ωn(θ)|
ραrd+1
ˆ
Rd
1|y|≤ρ1| y|y|−e|≤ε
|y|d−α−1 dy
+ C
ε−d+1
ραrd
ˆ
Rd
|Ωn(rθ − y)− Ωn(rθ)|
1|y|≤ρ1| y|y|−e|≤ε
|y|d−α dy
≤ C |Ωn(θ)|ρ
rd+1
+ C
ε−d+1
ραrd−α
ˆ
Rd
|Ωn(θ − y)− Ωn(θ)|
1|y|≤2−j1| y|y|−e|≤ε
|y|d−α dy.
Thus,
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ke,ρε,n(rθ)|dHd−1(θ)
≤ C2−j ||Ωn||L1(Sd−1) + Cε−d+12jα
ˆ
Rd
sup
|h|≤1/2
|h|−α0/2||Ωn(.− h)− Ωn(.)||L1(Sd−1)
1|y|≤2−j1| y|y|−e|≤ε
|y|d−α−α0/2 dy
(3.2),(2.19)
≤ C2−j + C2−jα0/2 ≤ C2−jα0/2.
which implies
∞∑
j=1
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ke,ρε,n(rθ)|dHd−1(θ) ≤ C. (3.33)
2. Case: j ≤ 0. We prove that
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ke,ρε,n(rθ)|dHd−1(θ) ≤ C| log(ε)|2j
1
2
min{α,1}. (3.34)
Let ψ be a smooth function in Rd such that ψ(x) = 1 if |x| ≤ 1 and ψ(x) = 0 if |x| > 2. Since
∞∑
i=−∞
(
ψ(2−iρ−1y)− ψ(2−i+1ρ−1y)) = 1 ∀ y ∈ Rd, (3.35)
so for any r ∈ (2jρ, 2j+1ρ], θ ∈ Sd−1,
|Ke,ρε,n(rθ)| ≤
∞∑
i=−∞
|Ki,n(rθ)|+ |c(ε, κ, τ, ζ)ϕρ(rθ)Kn(rθ)|
≤
1∑
i=−∞
|Ki,n(rθ)|+ C1j=1(2jρ)−d|Ωn(θ)|,
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where
Ki,n(rθ) =
ε−d+1
ρα
ˆ
Rd
Kn(rθ − y)ϕζρ(y)
〈φe,ε(y/ρ), ηκyτ 〉
|y|d−α
(
ψ(2−iρ−1y)− ψ(2−i+1ρ−1y)) dy.
We have
 j−3∑
i=−∞
+
1∑
i=j+3

 |Ki,n(rθ)| ≤ C

 j−3∑
i=−∞
+
1∑
i=j+3

 ε−d+1
ρα
ˆ
Rd
|Ωn(rθ − y)|
|rθ − y|d
1| y|y|−e|≤ε
|y|d−α 12i−1ρ<|y|<2i+1ρdy
= C

 j−3∑
i=−∞
+
1∑
i=j+3

 ε−d+1
ραrd−α
ˆ
Rd
|Ωn(rθ − y)|
|θ − y|d
1| y|y|−e|≤ε
|y|d−α 12i−1ρr−1<|y|<2i+1ρr−1dy.
Thus, we obtain that for any r ∈ (2jρ, 2j+1ρ],
 j−3∑
i=−∞
+
∞∑
i=j+3

 |Ki,n(rθ)| ≤ C j−3∑
i=−∞
2(i−j)d
ρd2j(d−α)
G2i−j+1(θ) + C
1∑
i=j+3
1
ρd2i(d−α)
G2i−j+1(θ)
where Gϑ(θ) =
ε−d+1
ϑd
´
Rd
|Ωn(θ − y)|1| y|y|−e|≤ε1ϑ/8<|y|<ϑdy. We need to check that ϑ ≥ 16,´
Sd−1 Gϑ(θ) ≤ Cϑd−1 and if ϑ ≤ 1/2,
´
Sd−1 Gϑ(θ) ≤ C. In fact, if ϑ ≤ 1/2, since Ωn(θ) = Ωn(ςθ)
for any ς > 0, θ ∈ Sd−1, thus
ˆ
Sd−1
|Gϑ(θ)| = ε
−d+1
ϑd
ˆ
Rd
5
2
ˆ
4/5<|x|<6/5
|Ωn(x− |x|y)|dx1| y|y|−e|≤ε1ϑ/8<|y|<ϑdy
≤ C||Ωn||L1(B2(0))
ε−d+1
ϑd
ˆ
Rd
1| y|y|−e|≤ε1ϑ/16<|y|<2ϑdy
(2.19)
≤ C.
and if ϑ ≥ 16, then
ˆ
Sd−1
|Gϑ(θ)|dHd−1(θ) = ε
−d+1
ϑd
ˆ
Rd
5
2
ˆ
4/5<|x|<6/5
|Ωn(x− |x|y)|dx1| y|y|−e|≤ε1ϑ/16<|y|<2ϑdy
≤ C ε
−d+1
ϑd
ˆ
Rd
ˆ
4/5<|x|<6/5
|Ωn(x− y)|dx1| y|y|−e|≤ε1ϑ/16<|y|<2ϑdy
≤ C ε
−d+1
ϑd
ˆ
Rd
ˆ
|y|−2<|x|<2+|y|
|Ωn(x)|dx1| y|y|−e|≤ε1ϑ/16<|y|<2ϑdydh
≤ C ε
−d+1
ϑd
ˆ
Rd
|y|d−1||Ωn||L1(Sd−1)1| y|y|−e|≤ε1ϑ/16<|y|<2ϑdydh
≤ Cϑd−1.
Therefore, 
 j−3∑
i=−∞
+
1∑
i=j+3

 (2jρ)d ˆ
Sd−1
sup
r′∈[2jρ,2j+1ρ]
|Ki,n(r′θ)|dHd−1(θ)
≤ C
j−3∑
i=−∞
2jd2(i−j)d
2j(d−α)
+ C
1∑
i=j+3
2jd
2i(d−α)
2(i−j)(d−1)
≤ C (2jα1α<1 + 2j(|j| + 1)1α=1 + 2j1α>1) ≤ C2j 12 min{α,1}. (3.36)
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We now estimate Ki,n(rθ) for i = j − 2, ..., j + 2 and r ∈ (2jρ, 2j+1ρ]. We can write
Ki,n(rθ) =
∞∑
l=−4
Ki,n,l(rθ) i = j − 2, ..., j + 2 ≤ 2
where
Ki,n,l(rθ) =
ε−d+1
ρα
ˆ
Rd
12i−l−1ρ<|rθ−y|≤2i−lρKn(rθ − y)ϕζρ(y)
〈φe,ε(y/ρ), ηκyτ 〉
|y|d−α
× (ψ(2−iρ−1y)− ψ(2−i+1ρ−1y)) dy.
First we will show that
j+2∑
i=j−2
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ki,n,l(rθ)|dHd−1(θ) ≤ C2jα ∀ l ≥ −4. (3.37)
In fact, one has
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ki,n,l(rθ)|dHd−1(θ) ≤ C(2jρ)d ε
−d+1
ρα
1
(2i−lρ)d(2iρ)d−α
×
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
ˆ
Rd
|Ωn(rθ − y)|1| y|y|−e|≤ε1|rθ−y|∼2i−lρ1|y|∼2iρdydH
d−1(θ).
We change variable to get that
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ki,n,l(rθ)|dHd−1(θ) ≤ C(2jρ)d ε
−d+1
ρα
1
(2i−lρ)d(2iρ)d−α
×
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
ˆ
Rd
|Ωn(θ − y)|1| y|y|−e|≤ε1|rθ−ry|∼2i−lρ1r|y|∼2iρr
ddydHd−1(θ)
≤ C ε
−d+12j(d+α)
2(i−l)d
ˆ
Sd−1
ˆ
Rd
|Ωn(θ − y)|1| y|y|−e|≤ε1|θ−y|∼2−l1||y|−1|.2−ldydH
d−1(θ).
It is easy to see thatˆ
Sd−1
ˆ
Rd
|Ωn(θ − y)|1| y|y|−e|≤ε1|θ−y|∼2−l1||y|−1|.2−ldydH
d−1(θ)
≤ C inf
|ϑ−1|.2−l−m
ˆ
Sd−1
ˆ
Rd
|Ωn(ϑθ − y)|1| y|y|−e|≤ε1|ϑθ−y|∼2−l1||y|−1|.2−ldydH
d−1(θ)
for any m ≥ m(d), thus
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ki,n,l(rθ)|dHd−1(θ)
≤ Cε
−d+12j(d+α)
2(i−l)d
2l
ˆ
||h|−1|.2−l−m(d)
ˆ
Rd
|Ωn(h− y)|1| y|y|−e|≤ε1|h−y|∼2−l1||y|−1|.2−ldydh
≤ Cε
−d+12j(d+α)
2(i−l)d
2l
ˆ
Rd
[ˆ
Rd
|Ωn(h− y)|1|h−y|∼2−ldh
]
1| y|y|−e|≤ε1||y|−1|.2−ldy
= C
ε−d+12j(d+α)
2(i−l)d
2l||Ωn||L1(Sd−1)2−ld
ˆ
Rd
1| y|y|−e|≤ε1||y|−1|.2−ldy
≤ C2jα,
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since
´
Rd
1| y|y|−e|≤ε1||y|−1|.2−ldy ≤ Cε
d−12−l. Thus, this implies (3.37).
Next, condition 3.3 implies | ´
Rd
1r1<|rθ−y|≤r2Kn(rθ − y)dy| ≤ 2c2 for any r1 < r2. Thus, for
l0 > 100,
∞∑
l=l0
|Ki,n,l(rθ)| ≤
∞∑
l=l0
ε−d+1
ρα
ˆ
Rd
12i−l−1ρ<|rθ−y|≤2i−lρ|Kn(rθ − y)||Θ(y)−Θ(rθ)|dy + C
ε−d+1
ρα
|Θ(rθ)|,
where Θ(y) = ϕζρ(y)
〈φe,ε(y/ρ),ηκyτ 〉
|y|d−α
(
ψ(2−iρ−1y)− ψ(2−i+1ρ−1y)) . Since |ϕζρ(y)| ≤ C1|y|>ζρ, |∇ϕζρ(y)| ≤
C1ζρ<|y|≤2ζρ
|y| , so we easily see that |Θ(rθ)| ≤
C1|θ−e|≤ε
(2iρ)d−α , and |Θ(y)−Θ(rθ)| ≤
C|rθ−y|
ε
1
(2iρ)d−α+1 for
any l > 100, 2i−l−1ρ < |rθ − y| ≤ 2i−lρ and r ∈ [2jρ, 2j+1ρ], Thus,
∞∑
l=l0
j+2∑
i=j−2
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ki,n,l(rθ)|dHd−1(θ)
≤ C
∞∑
l=l0
j+2∑
i=j−2
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
ε−d+1
ρα
ˆ
2i−l−1ρ<|rθ−y|≤2i−lρ
|Kn(rθ − y)||rθ − y|
ε(2iρ)d−α+1
dyHd−1(θ)
+
j+2∑
i=j−2
C(2jρ)d
ˆ
Sd−1
ε−d+1
ρα
1|θ−e|≤ε
(2iρ)d−α
dHd−1(θ)
≤ C
∞∑
l=l0
j+2∑
i=j−2
(2jρ)d
ε−d+1
ρα
2i−lρ
ε(2iρ)d−α+1
+ C2jα
≤ C2jαε−d2−l0 + C2jα. (3.38)
Therefore, it follows from (3.37) and (3.38) that
j+2∑
i=j−2
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ki,n(rθ)|dHd−1(θ) ≤ C2jα(1 + l0 + ε−d2−l0).
At this point we take 2l0 ∼ ε−d and obtain that
j+2∑
i=j−2
(2jρ)d
ˆ
Sd−1
sup
r∈[2jρ,2j+1ρ]
|Ki,n(rθ)|dHd−1(θ) ≤ C2jα| log(ε)|.
From this and (3.36) we get (3.34). Then, (3.32) follows from (3.33) and (3.34). The proof is
complete.
4 Regular Lagrangian flows and quantitative estimates with BV
vector fields
We first recall some definitions and properties of Regular Lagrangian flows introduced in
[18]. Given a vector field B(t, x) : (0, T )×Rd → Rd, we assume the following growth condition:
(R1) The vector field B(t, x) can be decomposed as
B(t, x)
1 + |x| = B˜1(t, x) + B˜2(t, x)
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with B˜1 ∈ L1((0, T );L1(Rd)) and B˜2 ∈ L1((0, T );L∞(Rd)).
We denot by L0loc the space of measurable functions endowed with local convergence in measure,
and B(E1;E2) the space of bounded functions between the sets E1 and E2, logLloc(Rd) the
space of measurable functions u : Rd → R such that ´Br log(1+ |u(x)|)dx is finite for any r > 0.
The following is definition of Regular Lagrangian flow:
Definition 1. If B is a vector field satisfying (R1), then for fixed t0 ∈ [0, T ), a map
X ∈ C([t0, T ];L0loc(Rd)) ∩ B([t0, T ]; logLloc(Rd))
is a regular Lagrangian flow in the renormalized sense relative to B starting at t0 if we have the
following:
i) The equation ∂t(h(X(t, x))) = (∇h)(X(t, x))B(t,X(t, x)) holds in D′((t0, T )×Rd), for every
function h ∈ C1(Rd,R) that satisfies |h(z)| ≤ C(1 + log(1 + |z|)) and |∇h(z)| ≤ C1+|z| for all
z ∈ Rd,
ii) X(t0, x) = x for Ld−a.e x ∈ Rd,
iii) There exists a constant L > 0 such that X(t, .)#Ld ≤ LLd for any t ∈ [t0, T ] i.e
´
Rd
ϕ(X(t, x))dx ≤
L
´
Rd
ϕ(x)dx for all measurable ϕ : Rd → [0,∞). The constant L in iii) will be called the com-
pressibility constant of X.
We define the sub-level of the flow as
GR =
{
x ∈ Rd : |X(t, x)| ≤ R for almost all t ∈ [t0, T ]
}
.
The following Lemma gives a basic estimate for the decay of the super-levels of a regular La-
grangian flow. This Lemma was proven in [18].
Lemma 5. Let B be a vector field satisfying (R1) and let X be a regular Lagrangian flow
relative to B starting at time t0, with compressibility constant L. Then for all r, λ > 0 we
have Ld(Br\GR) ≤ g(r,R) where the function g depends only on L, ||B˜1||L1((0,T );L1(Rd)) and
||B˜2||L1((0,T );L∞(Rd)) and satisfies g(r,R) ↓ 0 for r fixed and R ↑ ∞.
The following is our main theorem.
Theorem 2. Let B ∈ L1([0, T ];L1
loc
(Rd,Rd)) and R > 1. Assume that
Bi =
m∑
j=1
Kij ⋆ bj in B2R, with bj ∈ L1([0, T ], BV (Rd)), (4.1)
where (Kij)i,j are singular kernels in R
d satisfying conditions of singular kernel K in Theorem
1 with constants c1, c2 > 0. Let t0 ∈ [0, T ), B1,B2 ∈ L1([0, T ];L1loc(Rd,Rd)) and let X1,X2
be regular Lagrangian flows starting at time t0 associated to B1,B2 resp. with compression
constants L1, L2 ≤ L0 for some L0 > 0. Assume that ||(B1,B2)||L1([0,T ]×BR) ≤ cR. Then, if
div(B) ∈ L1((0, T ),Mb(B2R)) and (div(B))+ ∈ L1((0, T ), L1(B2R)), for any κ ∈ (0, 1), r > 1
there exists δ0 = δ0(d, T, r,R, cR , c1, c2, L0, b, κ) ∈ (0, 1/100) such that
sup
t1∈[t0,T ]
Ld
({
x ∈ Br : |X1t1(x)−X2t1(x)| > δ1/2
})
≤ Ld (Br\G1,R) + Ld (Br\G2,R)
+
C(d)L0
δ
|| (B1 −B,B2 −B) ||L1([0,T ]×BR) + κ for any δ ∈ (0, δ0). (4.2)
where Gi,R =
{
x ∈ RN : |Xi(s, x)| ≤ R for almost all s ∈ [t0, T ]
}
for i=1,2.
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We derive from Theorem 2 and Lemma 5 that
Corollary 1. Let B ∈ L1([0, T ];L1
loc
(Rd,Rd)). Assume that for any R > 0, there exist singular
kernels (Kij)i,j (i = 1, .., d, j = 1, ...,m(R)) in R
d satisfying conditions of singular kernel K in
Theorem 1 with constants c1R, c2R > 0; and bjR ∈ L1([0, T ], BV (Rd)) such that
Bi =
m∑
j=1
KijR ⋆ bjR in B2R. (4.3)
Let t0 ∈ [0, T ), B1,B2 ∈ L1([0, T ];L1loc(Rd,Rd)) and let X1,X2 be regular Lagrangian flows
starting at time t0 associated to B1,B2 resp. with compression constants L1, L2 ≤ L0 for some
L0 > 0. Assume that B1,B2 satisfy (R1) i.e
Bl(t,x)
|x|+1 = B˜1l(t, x) + B˜2l(t, x) l = 1, 2 with∑
l=1,2
||B˜1l||L1((0,T );L1(Rd)) + ||B˜2l||L1((0,T );L∞(Rd)) ≤ C0.
Then, if div(B) ∈ L1((0, T ),M
loc
(Rd)) and (div(B))+ ∈ L1((0, T ), L1
loc
(Rd)), for any κ ∈
(0, 1), r > 1 there exists R0 = R0(d, T, r, C0, L0, κ) > 1, δ0 = δ0(d, T, r, C0, c1R0 , c2R0 , L0, bR0 , κ) ∈
(0, 1/100) such that
sup
t1∈[t0,T ]
Ld
({
x ∈ Br : |X1t1(x)−X2t1(x)| > δ1/2
})
≤ C(d)L0
δ
|| (B1 −B,B2 −B) ||L1([0,T ]×BR0 ) + κ.
(4.4)
for any δ ∈ (0, δ0).
Proof of Theorem 2. Without loss generality, we assume t0 = 0.
Step 1: By proposition 2, there exist unit vectors ξt(x) ∈ Rm, ηt(x) ∈ Rd such that Dsbt(x) =
ξt(x)⊗ ηt(x)|Dsbt|(x) i.e Dsxjbtk(x) = ξtk(x)ηtj(x)|Dsbt|(x) for any k = 1, ...,m, j = 1, ..., d.
Let ηεt ∈ C∞((0, T ) × Rd,Rd), ξεt ∈ C∞((0, T )× Rd,Rm) be such that |ηεt | = |ξεt | = 1 and
lim
ε→0
ˆ T
0
ˆ
Rd
|ηt − ηεt |d|Dsbt|dt+ lim
ε→0
ˆ T
0
ˆ
Rd
|ξt − ξεt |d|Dsbt|dt = 0.
For δ ∈ (0, 1100 ), 1 < γ < | log(δ)|, ε > 0, and t ∈ [0, T ], let us define the quantity
Φγ,εδ (t) =
1
2
ˆ
D
log
(
1 +
|X1t(x)−X2t(x)|2 + γ〈ηεt (X1t(x)),X1t(x)−X2t(x)|〉2
δ2
)
dx. (4.5)
where D = Br ∩G1,R ∩G2,R. Since ∂tXjt = Bjt(Xjt) j = 1, 2, one has for any t1 ∈ [0, T ]
sup
t1∈[0,T ]
Φγ,εδ (t1) = sup
t1∈[0,T ]
ˆ t1
0
dΦγ,εδ (t)
dt
dt
≤ sup
t1∈[0,T ]
ˆ t1
0
ˆ
D
〈X1t −X2t,B1t(X1t)−B2t(X2t)〉
δ2 + |X1t −X2t|2 + γ〈ηεt (X1t),X1t −X2t〉2
dxdt
+ sup
t1∈[0,T ]
ˆ t1
0
ˆ
D
γ〈ηε(X1t),X1t −X2t〉〈ηεt (X1t),B1t(X1t)−B2t(X2t)〉
δ2 + |X1t −X2t|2 + γ〈ηεt (X1t),X1t −X2t〉2
dxdt
+ sup
t1∈[0,T ]
ˆ t1
0
ˆ
D
γ〈ηε(X1t),X1t −X2t〉〈(∇ηεt )(X1t)B1t(X1t),X1t −X2t〉
δ2 + |X1t −X2t|2 + γ〈ηεt (X1t),X1t −X2t〉2
dxdt
+ sup
t1∈[0,T ]
ˆ t1
0
ˆ
D
γ〈ηε(X1t),X1t −X2t〉〈(∂tηεt )(X1t),X1t −X2t〉
δ2 + |X1t −X2t|2 + γ〈ηεt (X1t),X1t −X2t〉2
dxdt
= I1(δ, ε, γ) + I2(δ, ε, γ) + I3(δ, ε, γ) + I4(δ, ε, γ). (4.6)
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By ||ηε||L∞(Rd) ≤ 1, and changing variable along the flows with (Xjt)#Ld ≤ L0Ld for all t ∈ [0, T ]
and j = 1, 2, we get
I1(δ, ε, γ) + I2(δ, ε, γ) ≤ CL0γ
1/2
δ
|| (B1 −B,B2 −B) ||L1([0,T ]×BR)
+ I5(δ, ε, γ) + I6(δ, ε, γ), (4.7)
and
|I3(δ, ε, γ)| ≤ CL0γ1/2||∇ηε||L∞ ||B1||L1([0,T ]×BR), |I4(δ, ε, γ)| ≤ Cγ1/2rdT ||∂tηε||L∞ (4.8)
where
I5(δ, ε, γ) = sup
t1∈[0,T ]
ˆ t1
0
ˆ
D
〈X1t −X2t,Bt(X1t)−Bt(X2t)〉
δ2 + |X1t −X2t|2 + γ〈ηεt (X1t),X1t −X2t〉2
dxdt;
I6(δ, ε, γ) = sup
t1∈[0,T ]
ˆ t1
0
ˆ
D
γ〈ηεt (X1t),X1t −X2t〉〈ηεt (X1t),Bt(X1t)−Bt(X2t)〉
δ2 + |X1t −X2t|2 + γ〈ηεt (X1t),X1t −X2t〉2
dxdt.
On the other hand,
sup
t1∈[0,T ]
Φγ,εδ (t1) ≥
1
2
| log(δ)| sup
t1∈[0,T ]
Ld
({
x ∈ D : |X1t1(x)−X2t1(x)| > δ1/2
})
≥ 1
2
| log(δ)| sup
t1∈[0,T ]
Ld
({
x ∈ Br : |X1t1(x)−X2t1(x)| > δ1/2
})
− 1
2
| log(δ)|
(
Ld (Br\G1,R) + Ld (Br\G2,R)
)
. (4.9)
It follows from (4.6),(4.7),(4.8) and (4.9) and γ < | log(δ)| that for any t1 ∈ [0, T ]
sup
t1∈[0,T ]
Ld
({
x ∈ D : |X1t1(x)−X2t1(x)| > δ1/2
})
≤ Ld (Br\G1,R) + Ld (Br\G2,R)
+
C(ε, γ, r, T )
| log(δ)|
(
L0||B1||L1([0,T ]×BR) + 1
)
+
CL0
δ
|| (B1 −B,B2 −B) ||L1([0,T ]×BR)
+
2I5(δ, ε, γ)
| log(δ)| +
2I6(δ, ε, γ)
| log(δ)| . (4.10)
Step 2: We prove that for any ε1 ∈ (0, 1/100),
lim sup
δ→0
I5(δ, ε, γ)
| log(δ)| ≤ C(ε1)
ˆ T
0
ˆ
Rd
|ηt − ηεt |d|Dsbt|dt
+ C(L0)ε1| log(ε1)|
ˆ T
0
ˆ
Rd
d|Dsbt|dt+ C(L0, ε1)γ−1/2
ˆ T
0
ˆ
Rd
d|Dsbt|dt. (4.11)
Indeed, thanks to (4.29) in Lemma 7 below with x1 = X1t, x2 = X2t ∈ BR and changing variable
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along the flows with (Xlt)#Ld ≤ L0Ld for all t ∈ [0, T ] and l = 1, 2, we find that
lim sup
δ→0
I5(δ, ε, γ)
| log(δ)| ≤ lim supδ→0
2L0
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P1(Db)
δ
∧T1ε1,i,j(Dabj)dxdt
+ lim sup
δ→0
2L0
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P1(Db)
δ
∧T1ε1,i,j(ωεtij)dxdt
+ lim sup
δ→0
2L0
| log(δ)|
ˆ T
0
ˆ
BR
P1(Db)dxdt
+ lim sup
δ→0
2L0ε1
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P1(Db)
δ
∧T2ε1,i,j(Dbtj)dxdt
+ lim sup
δ→0
2L0γ
−1/2
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P1(Db)
δ
∧T1ε1,i,j(ξtj |Dsbtj |)dxdt
= (1) + (2) + (3) + (4) + (5), (4.12)
where
∑
i,j :=
∑d
i=1
∑m
j=1, ω
ε
tij := (ηt − ηεt )ξtj |Dsbtj | and T1ε1,i,j,T2ε1,i,j are defined in Lemma 7
and P1(Db) ∈ L1((0, T ), Lq0loc(Rd)) for some q0 > 1.
Clearly, (3) = 0. We can apply (2.31) in Proposition 7 (and Remark 10) to T1ε1,i,j and f =
P1(Db) to get that (1) = 0,
(2) ≤ C(ε1)
ˆ T
0
ˆ
Rd
|ηt − ηεt |d|Dsbt|dt; (5) ≤ C(ε1)γ−1/2
ˆ T
0
ˆ
Rd
d|Dsbt|dt.
On the other hand, it is clear to see that Kij and Θ
ε1,e
2 satisfy Theorem 1. So, we can apply
(3.9) in Theorem 1 to T2ε1,i,j, f = P1(Db), (with α = 1, ε = ε1) and obtain that
(4) ≤ Cε1| log(ε1)|
ˆ T
0
ˆ
Rd
d|Dsbt|dt.
Plugging above estimates into (4.12) gives (4.11).
Step 3: We prove that for any ε2 ∈ (0, 1/100)
lim sup
δ→0
I6(δ, ε, γ)
| log(δ)| ≤ C(ε2)γ
1/2
ˆ T
0
ˆ
Rd
|ηt − ηεt |d|Dsbt|dt+ Cγ1/2ε2| log(ε2)|
ˆ T
0
ˆ
Rd
d|Dsbt|dt.
(4.13)
Indeed, thanks to (4.30) in Lemma 7 below with x1 = X1t, x2 = X2t ∈ BR, ε1 = ε2 and changing
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variable along the flows with (Xlt)#Ld ≤ L0Ld for all t ∈ [0, T ] and l = 1, 2, we find that
lim sup
δ→0
I6(δ, ε, γ)
| log(δ)| ≤ lim supδ→0
4γ1/2L0
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P2(Db)
δ
∧T1ε2,i,j(Dabj)dxdt
+ lim sup
δ→0
4γ1/2L0
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P2(Db)
δ
∧T1ε2,i,j(ωεtij)dxdt
+ lim sup
δ→0
4L0γ
1/2
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P2(Db)dxdt
+ lim sup
δ→0
2L0γ
1/2ε2
| log(δ)|
∑
i,j
ˆ T
0
ˆ
BR
P2(Db)
δ
∧T2ε2,i,j(Dbj)dxdt
+ lim sup
δ→0
C(ε2, γ)
| log(δ)|
ˆ T
0
ˆ
BR
I1(1B4λ(div
a(Bt))
+)
δ
∧M(1B4λ(diva(Bt))+)dxdt
= (6) + (7) + (8) + (9) + (10),
where ωεtij := (ηt − ηεt )ξtj |Dsbtj | and P2(Db) ∈ L1((0, T ), Lq0loc(Rd)) for some q0 > 1. Similarly,
we also obtain that (6) + (8) = 0 and
(7) ≤ C(ε2)γ1/2
ˆ T
0
ˆ
Bλ
|ηt − ηεt |d|Dsbt|dt; (9) ≤ Cγ1/2ε2| log(ε2)|
ˆ T
0
ˆ
Bλ
d|Dsbt|dt.
Moreover, by 2.10 in Lemma (1), one has (10) = 0. Thus, we get (4.13). Therefore, we derive
from (4.10) and (4.11), (4.13) that
sup
t1∈[0,T ]
Ld
({
x ∈ D : |X1t1(x)−X2t1(x)| > δ1/2
})
≤ Ld (Br\G1,R) + Ld (Br\G2,R)
+
C(d)L0
δ
|| (B1 −B,B2 −B) ||L1([0,T ]×BR) +A(δ) (4.14)
and
lim sup
δ→0
A(δ) ≤ 2 lim sup
δ→0
I5(δ, ε, γ)
| log(δ)| + 2 lim supδ→0
I6(δ, ε, γ)
| log(δ)|
≤ C(ε1)
ˆ T
0
ˆ
Rd
|ηt − ηεt |d|Dsbt|dt+ Cε1| log(ε1)|
ˆ T
0
ˆ
Rd
d|Dsbt|dt
+ C(ε1)γ
−1/2
ˆ T
0
ˆ
Rd
d|Dsbt|dt+ C(ε2)γ1/2
ˆ T
0
ˆ
Rd
|ηt − ηεt |d|Dsbt|dt
+ Cγ1/2ε2| log(ε2)|
ˆ T
0
ˆ
Rd
d|Dsbt|dt. (4.15)
In the right hand side of (4.15), we let ε → 0, then ε2 → 0, γ → ∞ and ε1 → 0 to get that
lim supδ→0A(δ) ≤ 0. Combining this and (4.14) yields (4.2). The proof is complete.
Let Θε,e1 ,Θ
ε,e
2 be in Lemma 4. Given ε1 ∈ (0, 1/100), we have the following identities:
Lemma 6. For any i = 1, ..., d, x1 6= x2 ∈ BR(0) and ε1 ∈ (0, 1/100) we have
Bit(x1)−Bit(x2) = rAregulari1 + rAapproi1 + rAdiff-1i1 + rAdiff-2i1 + rε1Ai2 + r(e1.ηεt (x1))Asingulari1
(4.16)
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and 1
〈ηεt (x1), Asingular1 〉 = Eregular +Eappro + Ediff-1 + Ediff-2 ++Θ˜ε1,e11,r ⋆ [div(Bt)] (x1)
+ Θ˜ε1,e21,r ⋆ [div(Bt)] (x2), (4.17)
where e1 = −e2 = x1−x2|x1−x2| and r = |x1 − x2|,
Θε1,el,r (.) = Θ
ε1,e
l (
.
r
), Θ˜ε1,el,r (.) =
1
r
ε−d+11
|.|d−1 Θ
ε1,e
l,r (.), l = 1, 2; (4.18)
Aregulari1 :=
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ (e1.D
abj)
]
(x1) −
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ (e2.D
abj)
]
(x2); (4.19)
Aapproi1 :=
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ ((e1.(ηt − ηεt ))ξtj |Dsbtj |)
]
(x1)
+
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ ((e1.(ηt − ηεt ))ξtj |Dsbtj |)
]
(x2); (4.20)
Adiff-1i1 :=
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ ((e1.(η
ε
t − ηεt (x1)))ξtj |Dsbtj |)
]
(x1)
+
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ ((e1.(η
ε
t − ηεt (x2)))ξtj |Dsbtj |)
]
(x2); (4.21)
Adiff-2i1 :=
m∑
j=1
(e1.(η
ε
t (x2) − ηεt (x1)))
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ (ξtj|Dsbtj |)
]
(x2); (4.22)
Asingulari1 :=
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ (ξtj |Dsbtj |)
]
(x1)+
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ (ξtj|Dsbtj |)
]
(x2); (4.23)
Ai2 :=
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
2,r ⋆ Dbj
]
(x1) −
[
Kij ⋆ Θ˜
ε1,e2
2,r ⋆ Dbj
]
(x2); (4.24)
Eregular :=
d∑
i=1
m∑
j=1
−
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆
(
Daxibtj
)]
(x1)−
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆
(
Daxibtj
)]
(x2); (4.25)
Eappro :=
d∑
i=1
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ ((η
ε
ti − ηti)ξtj |Dsbtj |)
]
(x1)
+
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ ((η
ε
ti − ηti)ξtj |Dsbtj |)
]
(x2); (4.26)
Ediff-1 :=
d∑
i=1
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ ((η
ε
ti(x1)− ηεti)ξtj |Dsbtj |)
]
(x1)
+
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ ((η
ε
ti(x1)− ηεti)ξtj |Dsbtj |)
]
(x2); (4.27)
Ediff-2 :=
d∑
i=1
m∑
j=1
(ηεti(x1) − ηεti(x2))
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ (ξtj|Dsbtj |)
]
(x2). (4.28)
1Here Asingular1 = (A
singular
11 , A
singular
21 , ..., A
singular
d1 )
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Proof. Step 1. By Proposition 4 with ε = ε1 we have
btj(x1 − z)− btj(x2 − z) = rΘ˜ε1,e11,r ⋆ (e1.Dbtj)(x1 − z) + ε1rΘ˜ε1,e12,r ⋆ Dbtj(x1 − z)
− rΘ˜ε1,e21,r ⋆ (e2.Dbtj)(x2 − z)− ε1rΘ˜ε1,e22,r ⋆ Dbtj(x2 − z),
for any z ∈ Rd. So, by (4.1), we get
Bit(x1)−Bit(x2) =
m∑
j=1
(
Kij ⋆ btj(x1)−Kij ⋆ btj(x2)
)
=
m∑
j=1
r
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ (e1.Dbtj)
]
(x1) + rε1
[
Kij ⋆Θ
ε1,e1
2,r ⋆ Dbtj
]
(x1)
− r
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ (e2.Dbtj)
]
(x2)− rε1
[
Kij ⋆ Θ˜
ε1,e2
2,r ⋆ Dbtj
]
(x2).
Using Dbtj = D
abtj + ξtjηt|Dsbt| yields
Bit(x1)−Bit(x2) = rAregulari1 + rε1Ai2 +
m∑
j=1
r
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ ((e1.ηt)ξtj |Dsbtj |)
]
(x1)
+ r
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ ((e1.ηt)ξtj |Dsbtj |)
]
(x2).
Since e1.ηt = e1.(ηt − ηεt ) + e1.(ηεt − ηεt (x1)) + e1.ηεt (x1),
Bit(x1)−Bit(x2) = rAregulari1 + rε1Ai2 + rAapproi1 + rAdiff-1i1 + rAdiff-2i1
+
m∑
j=1
r
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ ((e1.η
ε
t (x1))ξtj |Dsbtj |)
]
(x1) + r
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ ((e1.η
ε
t (x1))ξtj |Dsbtj |)
]
(x2)
= rAregulari1 + rA
appro
i1 + rA
diff-1
i1 + rA
diff-2
i1 + rε1Ai2 + r(e1.η
ε
t (x1))A
singular
i1 ,
which implies (4.16).
Step 2. We have
〈ηεt (x1), Asingular1 〉 =
d∑
i=1
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ (η
ε
ti(x1)ξtj |Dsbtj |)
]
(x1)
+
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ (η
ε
ti(x1)ξtj |Dsbtj |)
]
(x2).
Since ηεti(x1) = (η
ε
ti(x1) − ηεt ) + (ηεti − ηti) + ηti, and ηtiξtj |Dsbtj | = Dsxibtj = −Daxibtj +Dxibtj ,
thus
〈ηεt (x1), Asingular1 〉 = Ediff-1 + Ediff-2 + Eappro + Eregular
+
d∑
i=1
m∑
j=1
[
Kij ⋆ Θ˜
ε1,e1
1,r ⋆ Dxibtj
]
(x1) +
[
Kij ⋆ Θ˜
ε1,e2
1,r ⋆ Dxibtj
]
(x2).
Using associative and commutativity properties of convolution and
∑d
i=1
∑m
j=1K
i
j ⋆ Dxibtj =∑d
i=1Dxi
(∑m
j=1K
i
j ⋆ btj
)
= div(Bt) yields
〈ηεt (x1), Asingular1 〉 = Eregular + Eappro + Ediff-1 + Ediff-2
+ Θ˜ε1,e11,r ⋆

 d∑
i=1
m∑
j=1
Kij ⋆ Dxibtj

 (x1) + Θ˜ε1,e21,r ⋆

 d∑
i=1
m∑
j=1
Kij ⋆ Dxibtj

 (x2)
= Eregular + Eappro + Ediff-1 + Ediff-2 + Θ˜ε1,e11,r ⋆ [div(Bt)] (x1) + Θ˜
ε1,e2
1,r ⋆ [div(Bt)] (x2).
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This gives (4.17). The proof is complete.
Lemma 6 implies that
Lemma 7. We define for ε1 ∈ (0, 1/100)
Tlε1,i,j(µl)(x) = sup
ρ∈(0,2R),e∈Sd−1
ε−d+11
ρ
∣∣∣∣
(
1
|.|d−1Θ
ε1,e
l,ρ (.)
)
⋆K ⋆ µl(x)
∣∣∣∣ ∀ x ∈ Rd,
with µ2 ∈ Mb(Rd,Rd), µ1 ∈ Mb(Rd) or µ1 ∈ Mb(Rd,Rd). There exists P1(Db)(x, t),P2(Db)(x, t) ∈
L1((0, T ), Lq0
loc
(Rd) for some q0 > 1 such that ||P1(Db)||L1((0,T ),Lq0 (BR(0)))+||P2(Db)||L1((0,T ),Lq0 (BR(0))) ≤
C(R, ε1, ε)||b||L1((0,T ),BV (Rd)) for any R > 0 and for any x1 6= x2 ∈ Bλ, we have
A1 :=
|〈x1 − x2,Bt(x1)−Bt(x2)〉|
δ2 + |x1 − x2|2 + γ〈ηεt (x1), x1 − x2〉2
≤
∑
l,i,j
P1(Db)(xl, t)
δ
∧T1ε1,i,j(Dabj)(xl) +
∑
l,i,j
P1(Db)(xl, t)
δ
∧T1ε1,i,j(ωεtij)(xl) +P1(Db)(xl, t)
+ ε1
∑
l,i,j
P1(Db)(xl, t)
δ
∧T2ε1,i,j(Dbtj)(xl) + γ−1/2
∑
l,i,j
P1(Db)(xl, t)
δ
∧T1ε1,i,j(ξtj |Dsbtj |)(xl);
(4.29)
A2 :=
γ〈ηεt (x1), x1 − x2〉〈ηεt (x1),Bt(x1)−Bt(x2)〉
δ2 + |x1 − x2|2 + γ〈ηεt (x1), x1 − x2〉2
≤ 2γ1/2
∑
l,i,j
P2(Db)(xl, t)
δ
∧T1ε1,i,j(Dabj)(xl) + 2γ1/2
∑
l,i,j
P2(Db)(xl, t)
δ
∧T1ε1,i,j(ωεtij)(xl)
+ γ1/2
∑
l
P2(Db)(xl, t) + γ
1/2ε1
∑
l,i,j
P2(Db)(xl, t)
δ
∧T2ε1,i,j(Dbtj)(xl)
+ C(ε1, γ)
2∑
l=1
I1(1B4λ(div
a(Bt))
+)(xl)
δ
∧M(1B4λ(diva(Bt))+)(xl); (4.30)
where
∑
l,i,j :=
∑2
l=1
∑d
i=1
∑m
j=1, ω
ε
tij := (ηt − ηεt )ξtj |Dsbtj |.
Proof. Set
Tl,1ε1,i,j(µl)(x) = sup
ρ∈(0,2R),e∈Sd−1
ε−d+11
∣∣∣∣
(
1
|.|d−1Θ
ε1,e
l,ρ (.)
)
⋆K ⋆ µl(x)
∣∣∣∣ ∀ x ∈ Rd.
1. Thanks to (4.16), we obtain that
A1 =
r〈e1,Bt(x1)−Bt(x2)〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
=
r2〈e1, Aregular1 〉
δ2 + r2 + γr2(e1.η
ε
t (x1))
2
+
r2〈e1, Aappro1 〉
δ2 + r2 + γr2(e1.η
ε
t (x1))
2
+
r2〈e1, Adiff-11 〉
δ2 + r2 + γr2(e1.η
ε
t (x1))
2
+
r2〈e1, Adiff-21 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
r2ε1〈e1, A2〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
r2(e1.η
ε
t (x1))〈e1, Asingular1 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
= (1) + (2) + (3) + (4) + (5) + (6), (4.31)
with r = |x1 − x2|. By definition of Tlε1,i,j,T
l,1
ε1,i,j
, we can estimate that
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|(1)| ≤
∑
l,i,j
T1,1ε1,i,j(D
abj)(xl)
δ
∧ T1ε1,i,j(Dabj)(xl);
|(2)| ≤
∑
l,i,j
T1,1ε1,i,j((ηt − ηεt )ξtj |Dsbtj |)(xl)
δ
∧ T1ε1,i,j((ηt − ηεt )ξtj |Dsbtj |)(xl);
|(3)| ≤
∑
l,i,j
T1ε1,i,j((η
ε
t − ηεt (xl))ξtj |Dsbtj |)(xl)
|(4)| ≤ ||∇ηεt ||L∞(Rd)
∑
l,i,j
T1,1ε1,i,j(ξtj |Dsbtj |)(xl)
|(5)| ≤ ε1
∑
l,i,j
T2,1ε1,i,j(Dbtj)(xl)
δ
∧ T2ε1,i,j(Dbtj)(xl);
|(6)| ≤ γ−1/2
∑
l,i,j
T1,1ε1,i,j(ξtj |Dsbtj |)(xl)
δ
∧ T1ε1,i,j(ξtj |Dsbtj |)(xl).
Set
P1(Db)(x, t) =
∑
i,j
T1,1ε1,i,j(D
abj)(x) +T
1,1
ε1,i,j
((ηt − ηεt )ξtj |Dsbtj |)(x) +T1ε1,i,j((ηεt − ηεt (x))ξtj |Dsbtj |)(x)
+ ||∇ηεt ||L∞(Rd)T1,1ε1,i,j(ξtj |Dsbtj |)(x) +T
2,1
ε1,i,j
(Dbtj)(x) +T
1,1
ε1,i,j
(ξtj |Dsbtj |)(x).
By Remarks 8 and 9, there exists q0 > 1 such that ||P1(Db)||L1((0,T ),Lq0 (BR(0))) ≤ C(R, ε1, ε)||b||L1((0,T ),BV (Rd))
for any R > 0. Combining these with (4.31) yields (4.29).
2. Again, thanks to (4.16) we obtain that
A2 =
γr(e1.η
ε
t (x1))〈ηεt (x1),Bt(x1)−Bt(x2)〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
=
γr2(e1.η
ε
t (x1))〈ηεt (x1), Aregular1 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
γr2(e1.η
ε
t (x1))〈ηεt (x1), Aappro1 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
γr2(e1.η
ε
t (x1))〈ηεt (x1), Adiff-11 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
γr2(e1.η
ε
t (x1))〈ηεt (x1), Adiff-21 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
γr2ε1(e1.η
ε
t (x1))〈ηεt (x1), A2〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
γr2(e1.η
ε
t (x1))
2〈ηεt (x1), Asingular1 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
= (7) + (8) + (9) + (10) + (11) +
γr2(e1.η
ε
t (x1))
2〈ηεt (x1), Asingular1 〉
δ2 + r2 + γr2(e1.ηεt (x1))
2
. (4.32)
Plugging (4.17) into (4.32) gives
A2 = (7) + (8) + (9) + (10) + (11) +
γr2(e1.η
ε
t (x1))
2Eregular
δ2 + r2 + γr2(e1.η
ε
t (x1))
2
+
γr2(e1.η
ε
t (x1))
2Eappro
δ2 + r2 + γr2(e1.η
ε
t (x1))
2
+
γr2(e1.η
ε
t (x1))
2Ediff-1
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
γr2(e1.η
ε
t (x1))
2Ediff-2
δ2 + r2 + γr2(e1.ηεt (x1))
2
+
γr2(e1.η
ε
t (x1))
2
[
Θ˜ε1,e11,r ⋆ [div(Bt)] (x1) + Θ˜
ε1,e2
1,r ⋆ [div(Bt)] (x2)
]
δ2 + r2 + γr2(e1.η
ε
t (x1))
2
= (7) + (8) + (9) + (10) + (11) + (12) + (13) + (14) + (15) + (16). (4.33)
As above, there existsP2(Db)(x, t) ∈ L1((0, T ), Lq0loc(Rd) for q0 > 1 such that ||P2(Db)||L1((0,T ),Lq0 (BR(0))) ≤
C(R, ε1, ε)||b||L1((0,T ),BV (Rd)) for any R > 0 and
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|(7)| + |(12)| ≤ 2γ1/2
∑
l,i,j
P2(Db)(xl, t)
δ
∧ T1ε1,i,j(Dabj)(xl);
|(8)| + |(13) ≤ 2γ1/2
∑
l,i,j
P2(Db)(xl, t)
δ
∧ T1ε1,i,j((ηt − ηεt )ξtj |Dsbtj |)(xl);
|(9)| + |(10)| + |(14)| + |(15)| ≤ γ1/2
∑
l
P2(Db)(xl, t);
|(11)| ≤ ε1γ1/2
∑
l,i,j
P2(Db)(xl, t)
δ
∧ T2ε1,i,j(Dbtj)(xl).
For (16), thanks to Θε,e1 ≥ 0 and divs(Bt) ≤ 0 we can estimate
(16) ≤
γr2(e1.η
ε
t (x1))
2
[
Θ˜ε1,e11,r ⋆ [( div
a(Bt))
+] (x1) + Θ˜
ε1,e2
1,r ⋆ [(div
a(Bt))
+] (x2)
]
δ2 + r2 + γr2(e1.ηεt (x1))
2
≤ C(ε1, γ)
2∑
l=1
I1(1B4R(div
a(Bt))
+)(xl)
δ
∧M(1B4R(diva(Bt))+)(xl).
Combining above inequalities together yields (4.30). The proof is complete.
5 Well posedness of Regular Lagrangian flows and Transport,
Continuity equations
5.1 Well posedness of Regular Lagrangian flows: The following results are obtained from
Theorem 2, Corollary 1 and Lemma 5 and . Theirs proof are very similar to proofs in Section 6
and 7 in [18].
Proposition 8. (Uniqueness) Let B be a vector fields as in Corollary 1 satisfying assumption
(R1). Assume that div(B) ∈ L1((0, T ),Mloc(Rd)), (div(B))+ ∈ L1((0, T ), L1loc(Rd)). If there
exist the regular Lagrangian flows X1,X2 associated to B starting at time t, then we have
X1 ≡ X2.
Proposition 9. (Stability) Let Bn be a sequence of vector fields satisfying assumption (R1)
converging in L1
loc
([0, T ] × Rd) to a vector field B which satisfies as in Proposition 8. Assume
that there exist Xn and X regular Lagrangian flows starting at time t associated Bn and B
resp. and denote by Ln and L the compression constants of the flows. Assume that for some
decomposition Bn1+|x| = B˜n,1 + B˜n,2 as in assumption (R1), we have Ln + ||B˜n,1||L1((0,T ),L1(Rd) +
||B˜n,2||L1((0,T ),L∞(Rd) ≤ C ∀ n ∈ N, for some constant C > 0. Then, for any compact set K,
lim
n→∞ sups∈[t,T ]
ˆ
K
|Xn(s, x)−X(s, x)| ∧ 1dx = 0. (5.1)
Proposition 10. (Compactness) Let Bn ∈ C1b ([0, T ] × Rd,Rd) converge in L1loc([0, T ] × Rd)
to a vector field B which satisfies as in Proposition 8. Let Xn be the flow starting at time t
associated Bn and denote by Ln the compression constants of the flow. Assume that for some
decomposition Bn1+|x| = B˜n,1 + B˜n,2 as in assumption (R1), we have Ln + ||B˜n,1||L1((0,T ),L1(Rd) +
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||B˜n,2||L1((0,T ),L∞(Rd) ≤ C ∀ n ∈ N, for some constant C > 0. Then, there exists a regular
Lagrangian flow X starting at time t associated to B such that for any compact set K,
lim
n→∞ sups∈[t,T ]
ˆ
K
|Xn(s, x)−X(s, x)| ∧ 1dx = 0. (5.2)
Proposition 11. (Existence) Let B be as in Proposition 8. Assume that div(B) ≥ a(t) in
(0, T ) × Rd with a ∈ L1((0, T )). Then, for all t ∈ [0, T ) there exists a regular Lagrangian
flow X := X(., t, .) associated to B starting at time t. Moreover, the flow X satisfies X ∈
C(DT ;L
0
loc
(Rd)) ∩ B(DT ; logLloc(Rd)) where DT = {(s, t) : 0 ≤ t ≤ s ≤ T} and for every
0 ≤ t ≤ τ ≤ s ≤ T , there holds X(s, τ,X(τ, t, x)) = X(s, t, x) for Ld-a.e x ∈ Rd.
In the previous proposition we assume the condition div(B) ≥ a(t) in order to be sure to
have a smooth approximating sequence with equi-bounded compression constants.
Proposition 12. (Properties of the Jacobian) Let B be as in Proposition (11), X : X(., t, .) the
regular Lagrangian flow associated to B starting at time t. Assume that div(B) ∈ L1((0, T ), L∞(Rd)).
Then, the function JX(s, t, x) = exp
(´ s
t div(B)(τ,X(τ, t, x))dτ
)
satisfiesˆ
Rd
φ(x)dx =
ˆ
Rd
φ(X(s, t, x))JX(s, t, x)dx ∀ φ ∈ L1(Rd) (5.3)
and ∂sJX(s, t, x) = JX(s, t, x) div(B)(τ,X(s, t, x)) for all s ∈ (t, T ). Moreover, exp(−L) ≤
JX(s, t, x) ≤ exp(L) with L = ||div(B)||L1((0,T ),L∞(Rd)) and JX ∈ C(DT ;L∞(Rd) − w⋆) ∩
C(DT ;L
1
loc
(Rd)) where DT = {(s, t) : 0 ≤ t ≤ s ≤ T}. Besides, for any 0 ≤ t ≤ s ≤ T ,
X−1(t, s, .)(x) exists almost everywhere x ∈ Rd. The function JX is called the Jacobian of the
flow X.
5.2 Well posedness of Transport and continuity equations: Next, we will connect the Reg-
ular Lagrangian flows to the transport and continuity equations. We first recall definition of
renormalized solution of (1.2), it was first introduced in [30].
Definition 2. Let u0 : R
d → R be a measurable function, let B ∈ L1
loc
((0, T ) × Rd;Rd) be a
vector field such that div(B) ∈ L1
loc
((0, T ) × Rd) and let G,F ∈ L1
loc
((0, T ) × Rd). A measure
function u : [0, T ]× Rd → R is a renormalized solution of (1.2) if for every function β : R→ R
satisfying β ∈ C1b (R) and β′(z)z ∈ L∞(R), β(0) = 0 we have that
∂tβ(u) + div(Bβ(u)) + div(B)
(
uβ′(u)− β(u)) = Guβ′(u) + Fβ′(u)
and β(u)(t = 0) = β(u0) in the sense of distributions.
We have the following proposition:
Proposition 13. Let B be as in Proposition (11), X be the regular Lagrangian flow associated
to B starting at time 0 in Proposition (11). Assume that div(B) ∈ L1((0, T ), L∞(Rd)). Let
G,F ∈ L1((0, T ) × Rd) and let u0 : Rd → R be a measurable function. Then, there exists a
unique renormalized solution u : [0, T ] × Rd → R of (1.2) starting from u0. Furthermore, for
any (t, x) ∈ [0, T ] × Rd we have
u(t, x) =
u0(x)
JX(t, x)
exp
(ˆ t
0
G(s,X(s, x))ds
)
+
1
JX(t, x)
ˆ t
0
f(τ,X(τ, x)) exp
(ˆ t
τ
G(s,X(s, x))ds
)
JX(τ, x)dτ, (5.4)
with x = X−1(t, .)(x), JX(t, x) := JX(t, 0, x).
Proof of previous proposition is very similar to [23][Proof of Theorem 2.7]. It is left to the
reader.
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6 Appendix
First we show the formula (1.3).
Lemma 8. The function u given in (1.3) is a solution to (1.2).
Proof. Clearly u(0, x) = u0(x). We can write for any (t, y) ∈ (0, T ) ×Rd
V (t) := u(t,X(t, y)) =
[
u0(y) +
ˆ t
0
F (τ,X(τ, y)) exp
(ˆ τ
0
(div(B)−G) (s,X(s, y))ds
)
dτ
]
× exp
(
−
ˆ t
0
(div(B) −G) (s,X(s, y))ds
)
.
Differentiating in time yields
d
dt
V (t) = ∂tu(t,X(t, y)) +
dX(t, y)
dt
.(∇u)(t,X(t, y)) = (∂tu+B.∇u)(t, x),
and
d
dt
V (t) = − (div(B)−G) (t,X(t, y))u(t,X(t, y)) + F (t,X(t, y))
= [− (div(B)−G) u+ F ] (t, x),
with x = X(t, y). Hence, (∂tu +B.∇u)(t, x) = [− (div(B) −G) u+ F ] (t, x) which implies that
u is a solution to (1.2). The proof is complete.
Proof of Proposition 1. 1. In [30], Diperna-Lions showed that there exist two different regular
Lagrangian flows X1,X2 associated to the following vector field
B(x) =
(
B1(x),B2(x)
)
=
(
− sign(x2)
[
x1
|x2|21|x1|≤|x2| + 1|x1|>|x2|
]
,−
[
1
|x2|1|x1|≤|x2| + 1|x1|>|x2|
])
( starting at 0) such that for any x ∈ R2, X1,X2 ∈ W 1,p(−T, T ) for any T < ∞, p < 2,
X1,X2 ∈ L∞loc(R2;C(R)) ∩ C(R2;Lploc(R)) and X(t, .)#Ld = Ld for any t ∈ [0, T ], Xj(t + s, .) =
Xj(t,X(s, .)) a.e on R
2, for all t, s ∈ Rd.
Clearly, |B(x)||x|+1 ∈ L1(R2) + L∞(R2) and div(B) = 0.
2. Therefore, it is enough to show that there exist functions Ω1, ...,Ωm ∈ (L∞ ∩BV ) (S1) such
that Ωl(θ) = Ωl(tθ) for θ ∈ S1, t > 0,
´
S1 Ωj = 0 and for any R > 1 we have
∂lB
i =
m∑
j=1
(
Ωij(.)
|.|2
)
⋆ µljR in D′(BR) (6.1)
for some µljR ∈ Mb(R2) l = 1, 2 and j = 1, ...,m.
Let K1(x1, x2) = c(d)
x22−x21
(x21+x
2
2)
2 , K2(x1, x2) = c(d)
x21−x22
(x21+x
2
2)
2 be kernels of operators R21,R22, where
R1,R2 are the Riesz transforms in R2. Let χ ∈ C∞c ([0,∞) be such that χ = 1 in [0, 2) and
χ = 0 in (4,∞) and set χr(x) = χ( |x|r ). Put b0(x1, x2) = −1|y1|>|y2| ∈ BVloc(R2). Fix R > 100,
we have
∂1B
1(x) = −sign(x2)|x2| 1|x1|≤|x2| + χ8R
sign(x2)|x1|
|x2|2 dδ|x1|=|x2|(x1)dL
1(x2) + χR∂1b0(x1, x2)
= K1 ⋆ δ0(x) +
∑
j=1,2
R2j (χR∂1b0)(x) +
∑
j=1,2
R2j(χ8Rν)(x) in D′(BR). (6.2)
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where K1(y) =
Ω1(y)
|y|2 , Ω1(y1, y2) = −
|y|
y2
1|y1|≤|y2| ∈ (L∞ ∩BV ) (B2(0)\B1(0)) with
´
S1 Ω1 = 0,
χR∂1b0 ∈ Mb(R2) and ν(x1, x2) = sign(x2)|x1||x2|2 dδ|x1|=|x2|(x1)dL1(x2) in D′(B2R).
Since χ8R = (χ8R − χ|x|) + (χ|x| − χ|x|/8) + χ|x|/8,∑
j=1,2
R2j (χ8Rν)(x) =
∑
j=1,2
χR(x)R2j (χ|x|/8ν)(x) +
∑
j=1,2
χR(x)R2j ((χ8R − χ|x|)ν)(x)
+
∑
j=1,2
R2j ((χ|x| − χ|x|/2)ν)(x) in D′(BR), (6.3)
and
χR(x)R2j (χ|x|/8ν)(x), χR(x)R2j ((χ8R − χ|x|)ν)(x) ∈ (L∞ ∩ L1)(R2) j = 1, 2. (6.4)
We now show that there exists Ω˜j ∈ (L∞ ∩BV ) (B2(0)\B1(0)) such that Ω˜j(θ) = Ω˜j(rθ) for
any r > 0, θ ∈ S1, ´S1 Ω˜j(θ) = 0 and
R2j((χ|x| − χ|x|/2)ν)(x) =
Ω˜j(x)
|x|2 =
Ω˜j(.)
|.|2 ⋆ δ0(x) ∀ x ∈ R
2 (6.5)
Indeed, we have
R2j ((χ|x| − χ|x|/2)ν)(x)
= lim
ε→0
ˆ
R
(
Kǫj (x1 − |y2|, x2 − y2) +Kǫj (x1 + |y2|, x2 − y2)
)
(χ|x| − χ|x|/2)(y2, y2)
dy2
y2
=
1
|x|2 limε→0
ˆ
R
(
Kǫj (θ1 − |y2|, θ2 − y2) +Kǫj(θ1 + |y2|, θ2 − y2)
) [
χ
(√
2|y2|
)
− χ
(
8
√
2|y2|
)] dy2
y2
:=
Ω˜j(θ)
|x|2 ,
with Kǫj (.) = 1|.|>ǫK
ǫ
j (.), θ = x/|x|.
Clearly, Ω˜j(θ1,−θ2) = −Ω˜j(θ1, θ2) and Ω˜j(−θ1, θ2) = Ω˜j(θ1, θ2), so,
´
S1 Ω˜j = 0.
To prove Ω˜j ∈ (L∞ ∩BV ) (S1), we can assume that θ2, θ1 ≥ 0 and θ1 6= θ2. So, we can write
Ω˜j(θ) = a
1
j(θ) + a
2
j (θ)
where
a1j (θ) = lim
ε→0
ˆ 2√2
1
4
√
2
Kǫj(θ1 − y2, θ2 − y2)
[
χ
(√
2y2
)
− χ
(
8
√
2y2
)] dy2
y2
a2j (θ) =
ˆ 0
−∞
Kj(θ1 − |y2|, θ2 − y2)
[
χ
(√
2|y2|
)
− χ
(
8
√
2|y2|
)] dy2
y2
+
ˆ
R
Kj(θ1 + |y2|, θ2 − y2)
[
χ
(√
2|y2|
)
− χ
(
8
√
2|y2|
)] dy2
y2
.
Clearly, a1j (θ) ∈ C∞(S1 ∩ {θ1, θ2 ≥ 0}\{(1/
√
2, 1/
√
2)}) a2j (θ) ∈ C∞b (S1 ∩ {θ1, θ2 ≥ 0}). Using
the fact that∣∣∣∣∣
ˆ 2√2
1
4
√
2
Kǫj(θ1 − y2, θ2 − y2)dy2
∣∣∣∣∣+
∣∣∣∣∣
ˆ 2√2
1
4
√
2
Kǫj (θ1 − y2, θ2 − y2)(θ2 − y2)dy2
∣∣∣∣∣ ≤ C ∀ε > 0.
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and Taylor’s Formula : for any y2, θ2 ≥ 0,
|f˜(y2)− f˜(θ2)− f˜ ′(θ2)(y2 − θ2)| ≤ C|y2 − θ2|2, f˜(y2) = y−12
[
χ
(√
2y2
)
− χ
(
8
√
2y2
)]
,
we find that
|a1j (θ)| ≤ C + C
ˆ 2√2
1
4
√
2
|Kj(θ1 − y2, θ2 − y2)|θ2 − y2|2dy2 ≤ C.
Thus, we obtain that Ω˜j ∈ (L∞ ∩BV ) (S1), and in particular, Ω˜j ∈ (L∞ ∩BV ) (B2(0)\B1(0)).
Therefore, we derive from (6.2),(6.3),(6.4) and (6.5) that there exist functions Ω1, ...,Ωm ∈
(L∞ ∩BV ) (S1) such that Ωj(θ) = Ωj(rθ) for θ ∈ S1, r > 0,
´
S1 Ωj = 0 and for any R > 1 we
have ∂1B
1 =
∑m
j=1
(
Ωj(.)
|.|2
)
⋆µjR in D′(BR) for some µ1R, ..., µmR ∈ Mb(R2). Similarly, we can
do this for ∂2B1, ∂1B
2, ∂2B
2. The proof is complete.
To prove Lemma 3, we need to have the following result:
Lemma 9. Let e ∈ Sd−1. For any z1, z′1 ∈ H˜e, y2, y′2, z2, z′2 ∈ He, ε > 0, ρ > 0, there holds
M =
ˆ
H˜e
|f(y′2 + y1)− f(y′2 + z′1)|1|(z1+z2)−(y1+y2)|≤ε 1 ∧
(
ρ
|(z′1 + z′2)− (y1 + y2)|
)d+2
dH1(y1)
≤ Cρ
2
ε
ˆ
H˜e
1 ∧
(
ρ
|(z′1 + z′2)− (z + y2)|
)d− 1
2
d|Df ey′2 |(z)
+ Cρ
ˆ
H˜e
1|(z1+z2)−(z+y2)|≤4ε 1 ∧
(
ρ
|(z′1 + z′2)− (z + y2)|
)d+ 1
2
d|Df ey′2 |(z). (6.6)
Proof. Since |f(y′2+ y1)− f(y′2+ z′1)| ≤
´
H˜e
1|z−z′1|≤2|z′1−y1|d|Df ey′2 |(z), so, M ≤
´
H˜e
V d|Df ey′2 |(z),
where
V =
ˆ
H˜e
1|z−z′1|≤2|z′1−y1|1|(z1+z2)−(y1+y2)|≤εmin
{
1,
(
ρ
|(z′1 + z′2)− (y1 + y2)|
)d+2}
dH1(y1).
Note that if |z − z′1| ≤ 2|z′1 − y1|, then |(z′1 + z′2) − (z + y2)| ≤ 4|(z′1 + z′2) − (y1 + y2)| and
|(z1 + z2)− (z + y2)| ≤ |(z1 + z2)− (y1 + y2)|+ 3|(z′1 + z′2)− (y1 + y2)|. Thus, we can estimate
V =
ˆ
H˜e
1|(z′1+z′2)−(y1+y2)|≤ε +
ˆ
H˜e
1|(z′1+z′2)−(y1+y2)|>ε
≤ C1|(z1+z2)−(z+y2)|≤4ε 1 ∧
(
ρ
|(z′1 + z′2)− (z + y2)|
)d+ 1
2
ˆ
H˜e
1 ∧
(
ρ
|z′1 − y1|
) 3
2
dH1(y1)
+
Cρ
ε
1 ∧
(
ρ
|(z′1 + z′2)− (z + y2)|
)d− 1
2
ˆ
H˜e
1 ∧
(
ρ
|z′1 − y1|
) 3
2
dH1(y1)
≤ Cρ1|(z1+z2)−(z+y2)|≤4ε1 ∧
(
ρ
|(z′1 + z′2)− (z + y2)|
)d+ 1
2
+
Cρ2
ε
1 ∧
(
ρ
|(z′1 + z′2)− (z + y2)|
)d− 1
2
which implies (6.6). The proof is complete.
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Proof of Lemma 3. We first observe that
M ≤
d−2∑
k=0
ˆ
H˜e1
...
ˆ
H˜ed
1 ∧
(
ρ
|∑di=1(xi − yi)|
)d+2
1|∑di=1(y0i−yi)|≤ε
×
∣∣∣∣∣f(
d−k−1∑
i=1
yi +
d∑
i=d−k+1
xi + yd−k)− f(
d−k−1∑
i=1
yi +
d∑
i=d−k+1
xi + xd−k)
∣∣∣∣∣ dH1(yd)...dH1(y1).
Applying Lemma 9 to e = ed−k, y′2 =
∑d−k−1
i=1 yi +
∑d
i=d−k+1 xi, y2 =
∑
i 6=d−k yi, z1 =
y0,d−k, z2 =
∑
i 6=d−k y0,i,z
′
1 = xd−k, z
′
2 =
∑
i 6=d−k xi yields
M ≤
d−2∑
k=0
Cρ2
ε
ˆ
H˜e1
...
ˆ
H˜ed
1 ∧
(
ρ
|∑di=0(xi − yi)|
)d− 1
2
× dH1(yd)...dH1(yd−k+1)d|Df ed−k∑d−k−1
i=1 yi+
∑d
i=d−k+1 xi
|(yd−k)dH1(yd−k−1)...dH1(y1)
+
d−2∑
k=0
Cρ
ˆ
H˜e1
...
ˆ
H˜ed
1 ∧
(
ρ
|∑di=0(xi − yi)|
)d+ 1
2
1|∑di=1(y0i−yi)|≤ε
× dH1(yd)...dH1(yd−k+1)d|Df ed−k∑d−k−1
i=1 yi+
∑d
i=d−k+1 xi
|(yd−k)dH1(yd−k−1)...dH1(y1). (6.7)
It is clear to see that
ˆ
H˜ed−k+1
...
ˆ
H˜ed
1∧
(
ρ
|∑di=0(xi − yi)|
)d− 1
2
dH1(yd)...dH1(yd−k+1) ≤ Cρk 1∧
(
ρ
|∑d−ki=1 (xi − yi)|
)d−k− 3
4
,
and
ˆ
H˜ed−k+1
...
ˆ
H˜ed
1 ∧
(
ρ
|∑di=0(xi − yi)|
)d+ 1
2
1|∑di=1(y0i−yi)|≤εdH
1(yd)...dH1(yd−k+1)
≤ Cρk1|∑di=1(y0i−xi)|≤2ε1|∑d−ki=1 (y0i−yi)|≤2ε1 ∧
(
ρ
|∑d−ki=1 (xi − yi)|
)d−k+ 1
4
+ C
ρk+1
ε
1 ∧
(
ρ
|∑d−ki=0 (xi − yi)|
)d−k− 3
4
.
Combining these with (6.7) we find that
M ≤
d−2∑
k=0
Cρk+2
ε
ˆ
H˜e1
...
ˆ
H˜ed−k
1 ∧
(
ρ
|∑d−ki=1 (xi − yi)|
)d−k− 3
4
dν1
k,
∑d
i=d−k+1 xi
(yd−k, ..., y1)
+
d−2∑
k=0
Cρk+11|∑di=1(y0i−xi)|≤2ε
ˆ
H˜e1
...
ˆ
H˜ed−k
1 ∧
(
ρ
|∑d−ki=1 (xi − yi)|
)d−k+ 1
4
dν2
k,
∑d
i=d−k+1 xi
(yd−k, .., y1).
Hence, using the fact that for any ω ∈ M+(⊗d−ki=1 H˜ei),
ˆ
H˜e1
...
ˆ
H˜ed−k
1 ∧
(
ρ
|∑d−ki=1 (xi − yi)|
)d−k+ 1
4
dω(yd−k, ..., y1) ≤ Cρd−kM(ω,
d−k⊗
i=1
H˜ei)(
d−k∑
i=1
xi),
one gets the first inequality of Lemma 3. Similarly, we also have second one. The proof is
complete.
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