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ABSTRACT
We introduce 2-microlocal Besov and Triebel-Lizorkin spaces with variable inte-
grability and give a characterization by local means. These spaces cover spaces of
variable exponent, spaces of variable smoothness and weighted spaces that have
been studied in recent years.
Key words: Besov spaces, Triebel-Lizorkin spaces, 2-microlocal spaces, variable smooth-
ness, variable integrability, local means.
2000 Mathematics Subject Classiﬁcation: 42B35,46E30
Introduction
In this paper we combine two concepts generalizing Besov and Triebel-Lizorkin spaces.
The ﬁrst is the concept of 2-microlocal spaces, which initially appeared in the book
of Peetre [26]. Furthermore, 2-microlocal spaces have been studied by Bony [4]
in connection with pseudodiﬀerential operators and were widely elaborated by Jaﬀard
and Meyer [14]. They are an useful tool to measure local regularity of functions [19].
The approach is Fourier analytical. A distribution f ∈ S ′(Rn) belongs to these spaces
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if for an admissible sequence of weights w = {wj}∞j=0 the related norm is ﬁnite
‖f | Bs,mlocpq (Rn,w)‖ =
( ∞∑
j=0
2jsq‖(ϕj fˆ )ˇ wj | Lp(Rn)‖q
)1/q
‖f | F s,mlocpq (Rn,w)‖ =
∥∥∥∥
( ∞∑
j=0
2jsq|(ϕj fˆ )ˇ (x)wj(x)|q
)1/q ∣∣∣∣∣ Lp(Rn)
∥∥∥∥∥,
where {ϕj} is a smooth resolution of unity, s ∈ R, and 0 < p, q ≤ ∞ (p = ∞
in the F-case). If the weights satisfy wj(x) = 1, then we obtain the usual Besov
and Triebel-Lizorkin spaces, studied in detail by Triebel in [32–34].
At the beginning, the weight functions have been the 2-microlocal weights
wj(x) = (1 + 2j |x − x0|)s′ with x0 ∈ Rn and s′ ∈ R. Besov spaces with these
weights were examined by Jaﬀard [13], Meyer [21], and Xu [36]. Using more general
weights Moritoh and Yamada [22] studied wavelet characterizations of 2-microlocal
Besov spaces. The above deﬁnition with weights satisfying Deﬁnition 1.1 was given
in [15] by Kempka and characterizations by local means, atoms, and wavelets have been
established [15,17]. Leaving the world of tempered distributions and admitting ultra
distributions Besov studied Bs,mlocpq (R
n,w) and F s,mlocpq (R
n,w) with an even more
general deﬁnition of the weights and proved a characterization by diﬀerences in [3].
The spaces F s,mlocpq (R
n,w) with the 2-microlocal weights were treated by Ander-
sson in [2].
The second concept on which we rely are spaces with variable integrability. It can
be traced back to Orlicz [25] and an overview is given by Kova´cˇik and Ra´kosn´ık in [18].
Let Ω ⊂ Rn be an open set and p : Ω → (0,∞] a measurable function bounded
away from zero. Then we denote Ω∞ = {x ∈ Ω : p(x) = ∞} and Ω0 = Ω \ Ω∞. For
measurable f : Ω→ C we deﬁne the modular Lp(·) by
Lp(·)(f) =
∫
Ω0
|f(x)|p(x) dx+ ess-sup
x∈Ω∞
|f(x)|.
Then Lp(·)(Ω) is the collection of all f such that Lp(·)(f/λ) <∞ for some λ > 0. The
spaces Lp(·)(Ω) are (quasi)-Banach spaces if they are equipped with the Luxemburg
norm
‖f | Lp(·)(Ω)‖ = inf{λ > 0 : Lp(·)(f/λ) < 1 }.
Variable exponent Lebesgue spaces share many properties with the usual Lp(Ω) spaces
with ﬁxed exponent (see [18]). One crucial property which is missing is the transla-
tion invariance. The variable exponent spaces have interesting applications in ﬂuid dy-
namics, PDE’s, and image processing. In that connection, Sobolev spaces with vari-
able exponent have been introduced and studied in detail in [1, 12].
From the point of view of Harmonic Analysis, the breakthrough for variable expo-
nent spaces was achieved by Diening, when he showed in [7] that the Hardy-Littlewood
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maximal operator is bounded on Lp(·)(Ω) for p satisfying some regularity condition
inside a large ball BR and being constant outside. Inspired by this work, Cruz-Uribe,
Fiorenza, and Neugebauer in [6] and Nekvinda in [24] changed the constant condition
for p with less restrictive conditions.
Our goal is to combine both approaches to deﬁne 2-microlocal Besov and Triebel-
Lizorkin spaces with variable integrability and to give a characterization by lo-
cal means for them. Diening, Ha¨sto¨, and Roudenko recently presented in [9] Triebel-
Lizorkin spaces with variable s(·), p(·), and q(·). These spaces are contained in our ap-
proach.
The paper is organized as follows. In section 1 we introduce the basic notation
in the theory of 2-microlocal spaces and spaces of variable integrability. In section 2
we deﬁne the spaces Bwp(·),q(R
n) and Fwp(·),q(R
n), which combine both approaches. Fur-
ther, we present the local means characterization of these spaces in the abstract form
of Rychkov [28] and in the sense of Triebel [33, 2.4.6, 2.5.3]. The proofs are car-
ried out in section 3, based on the techniques in [15,28,37]. The last section is devoted
to the study of the spaces Fwp(·),q(·)(R
n). They are a generalization of F s(·)p(·),q(·)(R
n),
studied in [9]. We modify the proofs in the previous section and obtain the local means
characterization for Fwp(·),q(·)(R
n).
1. Preliminaries and deﬁnitions
As usual Rn denotes the n−dimensional Euclidean space, N is the collection of all
natural numbers and N0 = N∪{0}. Z and C stand for the sets of integers and complex
numbers, respectively.
The Schwartz space S(Rn) is the space of all complex valued rapidly decreasing
inﬁnitely diﬀerentiable functions on Rn and by S ′(Rn) we denote its dual space.
We denote by F and F−1 the Fourier transform and its inverse on S(Rn) and S ′(Rn)
respectively and we use the symbols fˆ and fˇ for Ff and F−1f .
The constant c stands for unimportant positive constants. So the value of the con-
stant c may change from one occurrence to another. By ak ∼ bk we mean that
there are two constants c1, c2 > 0 such that c1ak ≤ bk ≤ c2ak for all admissible k.
1.1. 2-microlocal spaces
As in [15] we introduce a sequence of admissible weight functions w = {wj}.
Deﬁnition 1.1 (Admissible weight sequence). Let α ≥ 0 and let α1, α2 ∈ R,
α1 ≤ α2. A sequence of non-negative measurable functions w = {wj}∞j=0 belongs
to the class Wαα1,α2 if, and only if,
(i) There exists a constant C > 0 such that
0 < wj(x) ≤ Cwj(y)(1 + 2j |x− y|)α for all j ∈ N0 and all x, y ∈ Rn.
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(ii) For all j ∈ N0 and all x ∈ Rn we have
2α1wj(x) ≤ wj+1(x) ≤ 2α2wj(x).
Such a system {wj}∞j=0 ∈ Wαα1,α2 is called admissible weight sequence.
This deﬁnition coincides with Deﬁnition 3.1 in [3] for the case of the usual distri-
butions (w(x) = log(1 + |x|)d in the notation of Besov).
Remark 1.2. If we use w ∈ Wαα1,α2 without any restrictions, then α ≥ 0 and α1, α2 ∈ R
are arbitrary but ﬁxed numbers.
Examples of admissible weight sequences are the 2-microlocal weights wj(x) =
(1+2j dist(x, U))s
′
, where U ⊂ Rn and s′ ∈ R or wj(x) = (1+2j log(1+dist(x, U)))s′ .
Further examples are given in [15].
Furthermore, we need a smooth resolution of unity.
Deﬁnition 1.3 (Resolution of unity). A system ϕ = {ϕj}∞j=0 ⊂ S(Rn) belongs
to the class Φ(Rn) if, and only if,
(i) suppϕ0 ⊆ {x ∈ Rn : |x| ≤ 2 } and suppϕj ⊆ {x ∈ Rn : 2j−1 ≤ |x| ≤ 2j+1 };
(ii) for each β ∈ Nn0 there exist constants cβ > 0 such that
2j|β| sup
x∈Rn
|Dβϕj(x)| ≤ cβ holds for all j ∈ N0;
(iii) for all x ∈ Rn we have
∞∑
j=0
ϕj(x) = 1.
Remark 1.4. Such a resolution of unity can easily be constructed. Consider the fol-
lowing example. Let ϕ0 ∈ S(Rn) with ϕ0(x) = 1 for |x| ≤ 1 and suppϕ0 ⊆ {x ∈ Rn :
|x| ≤ 2 }. For j ≥ 1 we deﬁne
ϕj(x) = ϕ0(2−jx)− ϕ0(2−j+1x).
It is obvious that ϕ = {ϕj}j∈N0 ∈ Φ(Rn).
Now, we are able to give the deﬁnitions of the 2-microlocal Besov and Triebel-
Lizorkin spaces.
Deﬁnition 1.5. Let w = {wj}j∈N0 ∈ Wαα1,α2 and let {ϕj}j∈N0 ∈ Φ(Rn) be a resolu-
tion of unity. Further, let 0 < q ≤ ∞ and s ∈ R.
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(i) For 0 < p ≤ ∞ we deﬁne
Bs,mlocpq (R
n,w) =
{
f ∈ S ′(Rn) : ‖f | Bs,mlocpq (Rn,w)‖ϕ <∞
}
where
‖f | Bs,mlocpq (Rn,w)‖ϕ =
( ∞∑
j=0
2jsq‖wj(ϕj fˆ )ˇ | Lp(Rn)‖q
)1/q
.
(ii) For 0 < p <∞ we deﬁne
F s,mlocpq (R
n,w) =
{
f ∈ S ′(Rn) : ‖f | F s,mlocpq (Rn,w)‖ϕ <∞
}
where
‖f | F s,mlocpq (Rn,w)‖ϕ =
∥∥∥∥∥
( ∞∑
j=0
2jsq|(ϕj fˆ )ˇ (x)wj(x)|q
)1/q ∣∣∣∣∣ Lp(Rn)
∥∥∥∥∥.
We use the usual modiﬁcations if p or q are inﬁnity.
If wj(x) = 1, then we obtain the usual Besov an Triebel-Lizorkin spaces.
By a Fourier multiplier theorem for weighted Lebesgue spaces of entire analytic
functions [29, Theorem 1.7.5] it is easy to show that the deﬁnition of the spaces
Bs,mlocpq (R
n,w) is independent of the chosen resolution of unity [15, Theorem 2.12].
The same holds for F s,mlocpq (R
n,w) if we generalize Theorem 1.9.1 in [29] and re-
place the weight function  there by an admissible weight sequence {j} satisfying
Deﬁnition 1.1. We will not go into detail, because our results prove that the spaces
F s,mlocpq (R
n,w) are independent of the resolution of unity if the resolution is con-
structed as in Remark 1.4. Therefore, we can suppress ϕ in the notation of the norm.
1.2. Variable exponent spaces
We take over the notation of spaces of variable integrability from [9]. As usual we
denote by Ω an open set from Rn. A measurable function p : Ω → (0,∞] is called
a variable exponent function if it is bounded away from zero. For a set A ⊂ Ω
we denote p+A = ess-supx∈A p(x) and p
−
A = ess-infx∈A p(x); we use the abbreviations
p+ = p+Ω and p
− = p−Ω . The variable exponent Lebesgue space Lp(·)(Ω) consists of all
measurable functions f such that for some λ > 0 the modular Lp(·)(f/λ) is ﬁnite,
where
Lp(·)(f) =
∫
Ω0
|f(x)|p(x) dx+ ess-sup
x∈Ω∞
|f(x)|.
The Luxemburg norm of a function f ∈ Lp(·)(Ω) is given by
‖f | Lp(·)(Ω)‖ = inf{λ > 0 : Lp(·)(f/λ) ≤ 1 }.
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If w is a positive measurable weight function, we deﬁne the weighted variable exponent
Lebesgue space by ‖f | Lp(·)(Ω, w)‖ = ‖wf | Lp(·)(Ω)‖. We denote the class of all
measurable p : Rn → (0,∞] such that p− > 0 by P(Rn).
The Hardy-Littlewood maximal operator M for f ∈ Lloc1 (Rn) is deﬁned as
(Mf)(x) = sup
B
1
|B|
∫
B
|f(y)| dy,
where the supremum is taken over all balls B with x ∈ B and |B| is the Lebesgue
measure of B. By B(Rn) we denote the class of all p ∈ P(Rn) such that the Hardy-
Littlewood maximal operator is bounded on Lp(·)(Rn). In order to cover concrete
classes of B(Rn) we introduce the following notation.
Deﬁnition 1.6. Let g ∈ C(Rn). We say that g is locally log-Ho¨lder continuous,
abbreviated g ∈ C logloc (Rn), if there exists clog > 0 such that
|g(x)− g(y)| ≤ clog
log(e+ 1/|x− y|)
holds for all x, y ∈ Rn.
We say that g is globally log-Ho¨lder continuous, abbreviated g ∈ C log(Rn), if g is
locally log-Ho¨lder continuous and there exists g∞ ∈ R such that
|g(x)− g∞| ≤ cloglog(e+ |x|)
holds for all x ∈ Rn.
From [8, Theorem 3.6], it is known that M is bounded on Lp(·)(Rn) if p ∈ P(Rn)
belongs to the class C log(Rn) and 1 < p− ≤ p+ ≤ ∞ (see also [9, 24]).
2. The spaces Bwp(·),q(R
n) and Fwp(·),q(R
n)
2.1. Deﬁnition of the spaces
Now, we combine both concepts to receive the deﬁnition of the 2-microlocal Besov
and Triebel-Lizorkin spaces with variable integrability. We use all notation introduced
before. We put the factor 2js inside of the weight sequence. This changes α1 and α2
but the notation becomes clearer.
Deﬁnition 2.1. Let w ∈ Wαα1,α2 , {ϕj}j∈N0 a resolution of unity from Remark 1.4,
p ∈ P(Rn) with 0 < p− ≤ p+ ≤ ∞, and 0 < q ≤ ∞.
(i) The space Bwp(·),q(R
n) is deﬁned as
Bwp(·),q(R
n) =
{
f ∈ S ′(Rn) : ‖f | Bwp(·),q(Rn)‖ϕ <∞
}
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where
‖f | Bwp(·),q(Rn)‖ϕ =
( ∞∑
j=0
‖wj(ϕj fˆ )ˇ | Lp(·)(Rn)‖q
)1/q
.
(ii) If p+ <∞ then Fwp(·),q(Rn) is deﬁned by
Fwp(·),q(R
n) =
{
f ∈ S ′(Rn) : ‖f | Fwp(·),q(Rn)‖ϕ <∞
}
where
‖f | Fwp(·),q(Rn)‖ϕ =
∥∥∥∥∥
( ∞∑
j=0
‖(ϕj fˆ )ˇ (x)wj(x)‖q
)1/q ∣∣∣∣∣ Lp(·)(Rn)
∥∥∥∥∥.
This deﬁnition clearly generalizes both concepts. For p constant and wj(x) =
2js(1 + 2j |x− x0|)s′ we obtain the 2-microlocal spaces, considered at the beginning.
Moreover, the usual Besov and Triebel-Lizorkin spaces are contained for p constant
and wj(x) = 2js. If we ﬁx the weight sequence by wj(x) = 2js, then we derive
the spaces of variable integrability considered by Xu [37]. If we set the weight sequence
to wj(x) = 2js(x) then we obtain the Triebel-Lizorkin spaces in [9] for constant q.
2.2. Local means characterization
Our main result is the local means characterization of these spaces. To that end,
we deﬁne the Peetre maximal operator. It was introduced by Jaak Peetre in [27].
The operator assigns to each system {ψj}j∈N0 ⊂ S(Rn), to each distribution
f ∈ S ′(Rn), and to each number a > 0 the following quantities:
sup
y∈Rn
|(ψkfˆ )ˇ (y)|
1 + |2k(y − x)|a , x ∈ R
n, k ∈ N0. (1)
Since ψk ∈ S(Rn) for all k ∈ N0 the operator is well-deﬁned because (ψkfˆ )ˇ = c(ψˇk∗f)
is well-deﬁned for every distribution f ∈ S ′(Rn).
Given a system {ψk}k∈N0 ⊂ S(Rn) we set Ψk = ψˆk ∈ S(Rn) and reformulate
the Peetre maximal operator (1) for every f ∈ S ′(Rn) and a > 0 as
(Ψ∗kf)a(x) = sup
y∈Rn
|(Ψk ∗ f)(y)|
1 + |2k(y − x)|a , x ∈ R
n and k ∈ N0.
We start with two given functions ψ0, ψ1 ∈ S(Rn). We deﬁne
ψj(x) = ψ1(2−j+1x), for x ∈ Rn and j ∈ N. (2)
Furthermore, for all j ∈ N0 we write Ψj = ψˆj .
Now, we state the main theorem.
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Theorem 2.2. Let w = {wk}k∈N0 ∈ Wαα1,α2 , 0 < q ≤ ∞, p ∈ P(Rn) and let a ∈ R,
R ∈ N0 with R > α2. Further, let ψ0, ψ1 belong to S(Rn) with
Dβψ1(0) = 0, for 0 ≤ |β| < R, (3)
and
|ψ0(x)| > 0 on {x ∈ Rn : |x| < ε }, (4)
|ψ1(x)| > 0 on {x ∈ Rn : ε/2 < |x| < 2ε } (5)
for some ε > 0.
(i) If there exists 0 < p0 < p− with p(·)/p0 ∈ B(Rn), then for a > np0 + α
‖f | Bwp(·),q(Rn)‖ ∼ ‖(Ψk ∗ f)wk | 	q(Lp(·))‖ ∼ ‖(Ψ∗kf)awk | 	q(Lp(·))‖
holds for all f ∈ S ′(Rn).
(ii) If p+ < ∞ and if there exists p0 < min(p−, q) with p(·)/p0 ∈ B(Rn), then for
a > np0 + α
‖f | Fwp(·),q(Rn)‖ ∼ ‖(Ψk ∗ f)wk | Lp(·)(	q)‖ ∼ ‖(Ψ∗kf)awk | Lp(·)(	q)‖
holds for all f ∈ S ′(Rn).
The proof relies on [28] and will be shifted to the next section. Moreover, Theo-
rem 2.2 shows that the deﬁnition of the 2-microlocal spaces of variable integrability
is independent of the resolution of unity from Remark 1.4.
Remarks 2.3.
(i) If R = 0, then there are no moment conditions (3) on ψ1.
(ii) If p ∈ C log(Rn), then for every p0 < p− we have p(·)/p0 ∈ B(Rn), see [8,
Theorem 3.6].
Next we reformulate Theorem 2.2 in the sense of [33, subsections 2.4.6, 2.5.3].
Let B = {x ∈ Rn : |x| < 1 } be the unit ball and k ∈ S(Rn) a function with sup-
port in B. For a distribution f ∈ S ′(Rn) the corresponding local means are deﬁned
for x ∈ Rn and t > 0 by (at least formally)
k(t, f)(x) =
∫
Rn
k(y)f(x+ ty) dy = t−n
∫
Rn
k
(y − x
t
)
f(y) dy.
Let k0, k0 ∈ S(Rn) be two functions satisfying
supp k0 ⊆ B, supp k0 ⊆ B,
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and
kˆ0(0) = 0, kˆ0(0) = 0.
For N ∈ N0 we deﬁne the iterated Laplacian
k(y) := ΔNk0(y) =
( n∑
j=1
∂2
∂y2j
)N
k0(y), y ∈ Rn.
It follows easily that
kˇ(x) = |x|2N kˇ0(x)
and that implies
Dβ kˇ(0) = 0 for 0 ≤ |β| < 2N. (6)
Using this notation we come to the usual local means characterization.
Theorem 2.4. Let w = {wj}j∈N0 ∈ Wαα1,α2 , 0 < q ≤ ∞, and p ∈ P(Rn). Further-
more, let N ∈ N0 with 2N > α2 and let k0, k0 ∈ S(Rn) and the function k be deﬁned
as above.
(i) If there exists a p0 ≤ p− with p(·)/p0 ∈ B(Rn), then
‖k0(1, f)w0 | Lp(·)(Rn)‖+
( ∞∑
j=1
‖k(2−j , f)wj | Lp(·)(Rn)‖q
)1/q
is an equivalent norm on Bwp(·),q(R
n) for all f ∈ S ′(Rn).
(ii) If p+ <∞ and if there exists a p0 ≤ min(p−, q) with p(·)/p0 ∈ B(Rn), then
‖k0(1, f)w0 | Lp(·)(Rn)‖+
∥∥∥∥∥
( ∞∑
j=1
|k(2−j , f)(·)wj(·)|q
)1/q ∣∣∣∣∣ Lp(·)(Rn)
∥∥∥∥∥
is an equivalent norm on Fwp(·),q(R
n) for all f ∈ S ′(Rn).
Proof. We put
ψ0 = kˇ0, ψ1 = kˇ(·/2).
Then the Tauberian conditions (4) and (5) are satisﬁed and due to (6) also the moment
conditions (3) are fulﬁlled. If we deﬁne ψj for j ∈ N0 as in (2), then we get
(ψj fˆ )ˇ (x) = c(ψˇj ∗ f)(x) = c
∫
Rn
(Fψj)(y)f(x+ y) dy. (7)
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For j = 0 we get Fψ0 = k0 and for j ≥ 1 we obtain
(Fψj)(y) = (Fψ1(2−j+1·))(y) = 2(j−1)n(Fψ1)(2j−1y) = 2jnk(2jy).
This and the equation (7) lead to
(ψj fˆ )ˇ (x) = c2jn
∫
Rn
k(2jy)f(x+ y) dy = ck(2−j , f)(x), j ∈ N0, x ∈ Rn.
Together with Theorem 2.2 the proof is complete.
2.3. Connection to known spaces
For p constant and wj(x) = 2js we clearly get back to the usual Besov and Triebel-
Lizorkin spaces Bspq(R
n) and F spq(R
n). Consequently, we get the entire scale of func-
tion spaces which are included in Bspq(R
n) and F spq(R
n), as the Lebesgue, Sobolev,
Hardy, Ho¨lder-Zygmund, . . . spaces (see [33] for details).
If p is constant, then the spaces from Deﬁnition 2.1 coincide with the spaces
in [3] presented by Besov. On the one hand, our approach is more general because
negative smoothness is allowed (α1, α2 ∈ R in contrast to 0 ≤ α1 ≤ α2 in [3]); on
the other hand, Besov’s approach is more general because he used the machinery
of ultra-distributions to allow exponential growth for the weights.
Regarding p constant the entire literature on 2-microlocal spaces Bs,s
′
pq (R
n, U) with
wj(x) = 2js(1 + 2j dist(x, U))s
′
mentioned before ([2, 4, 13–15,17,19,20,22]) is included in this approach.
Moreover, also the spaces of generalized smoothness are contained in this ap-
proach ([11,23]) by taking
wj(x) = 2jsΨ(2−j), or, more general, wj(x) = σj .
Here, {σj} is an admissible sequence that means there exist d0, d1 > 0 with
d0σj ≤ σj+1 ≤ d1σj . One immediately recognizes, that this is the second condi-
tion in Deﬁnition 1.1 for constant weight functions.
Schneider in [30] has deﬁned Besov spaces BS,s0p (R
n) where S(·) has to be a lower
semi-continuous function which describes the local regularity and s0 ≤ S(·) is the
global minimum smoothness. Schneider gave a wavelet characterization of these
spaces. This approach is not contained in our deﬁnition of Bwp(·),q(R
n), but it is
closely connected for p constant, see [30] and [16].
If wj(x) = 2jsw0(x) for all j ∈ N, then we obtain the weighted Besov and Triebel-
Lizorkin spaces for p constant, see [10, chapter 4].
For variable p ∈ P(Rn) and wj(x) = 2js the spaces considered by Xu in [37] are
contained in the above scale.
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Moreover, also the classical spaces of variable integrability are contained in
Fwp(·),q(R
n) for wj(x) = 2js. For example we have F sp(·),2(R
n) = Ls,p(·)(Rn), where
Ls,p(·)(Rn) are the Bessel potential spaces (fractional Sobolev spaces) of variable in-
tegrability which were introduced in [1] and in [12]. The integrability p has to belong
to C log(Rn) with 1 < p− ≤ p+ <∞ and s ≥ 0 (Theorem 4.5 in [9]). As a special case
we get under this conditions that F kp(·),2(R
n) = W kp(·)(R
n), where k ∈ N0.
If one chooses in [9] the parameter q as a constant function, then the spaces from
Deﬁnition 2.1 include the Triebel-Lizorkin spaces of [9]. Our conditions on the weight
sequence would also allow wj(x) = 2js(x) where the function s can be negative,
whereas in [9] s(x) ≥ 0. The next lemma shows that the conditions on s : Rn → R
in [9] deﬁne an admissible weight sequence.
Lemma 2.5. Let s : Rn → R be a bounded and measurable function which satisﬁes
the local log-Ho¨lder condition, i.e.,
|s(x)− s(y)| ≤ cs
log
(
e+ 1|x−y|
) , (8)
for some constant cs > 0 and all x, y ∈ Rn.
Then wj(x) = 2js(x) is an admissible weight sequence for suﬃciently large α > 0
and α1, α2 ∈ R with respect to Deﬁnition 1.1.
Proof. The second condition in Deﬁnition 1.1 is easily proved with the help of the
boundedness of s and we derive α1 = −‖s‖∞ and α2 = ‖s‖∞. Now, we prove the
ﬁrst condition on the weights. We can deﬁne
D(x, y) =
wj(x)
wj(y)
= 2j(s(x)−s(y))
and the ﬁrst condition in Deﬁnition 1.1 is equivalent to
D(x, y) ≤ C(1 + 2j |x− y|)α,
for C > 0 and α ≥ 0 independently chosen of j ∈ N0 and x, y ∈ Rn. From now on
we choose j ≥ 2, the remaining cases j ≤ 1 can easily be incorporated in the con-
stant C.
• First case, |x− y| ≥ 1/2. We have the following estimate:
D(x, y) = 2j(s(x)−s(y)) ≤ 2
2j‖s‖∞+1
2
≤ |x− y|2j(2‖s‖∞+1) ≤ (1 + 2j |x− y|)α,
for α ≥ 2‖s‖∞ + 1.
• Second case, 2−k−1 ≤ |x− y| ≤ 2−k for k ≥ 2. We use (8) and obtain
D(x, y) ≤ 2j|s(x)−s(y)| ≤ 2
j cs
log(e+ 1|x−y| ) .
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Furthermore,
log
(
e+
1
|x− y|
)
≥ log(e+2k) ≥ c · k,
which gives
D(x, y) ≤ 2j c˜sk , where c˜s = cs ld e.
For k ≥ j − 1 we get
D(x, y) ≤ 22c˜s ≤ C(1 + 2j |x− y|)α, for α ≥ 1 and C = 22c˜s .
If k ≤ j − 2 we wish to have the following estimates:
D(x, y) ≤ 2j c˜sk ≤ 2(j−k−1)α ≤ (1 + 2j−k−1)α ≤ (1 + 2j |x− y|)α. (9)
To show the second inequality in (9) we need an α ≥ 1 with
jc˜s
k
≤ α(j − k − 1) that means α ≥ c˜s j
k(j − 1− k) .
But this is satisﬁed with α = 4c˜s which is independent of 2 ≤ k ≤ j− 2. This ﬁnishes
the proof, and we have wj(x) = 2js(x) ∈ Wαα1,α2 if
−α1 ≥ ‖s‖∞ ≤ α2,
C ≥ max(22cs ld e, 2, 24‖s‖∞),
and
α ≥ max(4cs ld e, 2‖s‖∞ + 1).
3. Proof of Theorem 2.2
In the following subsections we prove two theorems, which together give the proof
of Theorem 2.2.
3.1. Helpful lemmas
Before proving the local means characterization we recall some technical lemmas
without proof, which appeared in the papers of Rychkov [28] and Xu [37]. The ﬁrst
lemma describes the use of the so called moment conditions.
Lemma 3.1 ([28, Lemma 1]). Let g, h ∈ S(Rn) and let M ∈ N0. Suppose that
(Dβ gˆ)(0) = 0 for 0 ≤ |β| < M. (10)
Then for each N ∈ N0 there is a constant CN such that
sup
z∈Rn
|(gt ∗ h)(z)|(1 + |z|N ) ≤ CN tM , for 0 < t < 1,
where gt(x) = t−ng(x/t).
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Remark 3.2. If M = 0, then condition (10) is empty.
The next lemma is a discrete convolution inequality which we will need later on.
Lemma 3.3 ([37, Lemma 3]). Let 0 < q ≤ ∞, δ > 0, and p ∈ P(Rn) with
0 < p− ≤ p+ ≤ ∞. Let {gk}k∈N0 be a sequence of non-negative measurable func-
tions on Rn and denote
Gν(x) =
∞∑
k=0
2−|ν−k|δgk(x), x ∈ Rn, ν ∈ N0.
Then there exist constants C1, C2 ≥ 0 such that
‖Gk | 	q(Lp(·))‖ ≤ C1‖gk | 	q(Lp(·))‖
and
‖Gk | Lp(·)(	q)‖ ≤ C2‖gk | Lp(·)(	q)‖.
Lemma 3.4 ([5, Corollary 2.1]). If p ∈ B(Rn), then, for all 1 < q ≤ ∞,
‖Mfj | Lp(·)(	q)‖ ≤ c‖fj | Lp(·)(	q)‖,
where M is the Hardy-Littlewood maximal operator.
Lemma 3.5 ([28, Lemma 3]). Let 0 < r ≤ 1 and let {γν}ν∈N0 , {βν}ν∈N0 be two se-
quences taking values in (0,∞). Assume that for some N0 ∈ N0,
γν = O(2νN
0
), for ν →∞. (11)
Furthermore, we assume that for any N ∈ N
γν ≤ CN
∞∑
k=0
2−kNβk+νγ1−rk+ν , ν ∈ N0 CN <∞
holds, then for any N ∈ N
γrν ≤ CN
∞∑
k=0
2−kNβk+ν , ν ∈ N0
holds with the same constants CN .
3.2. Comparison of diﬀerent Peetre maximal operators
In this subsection we present an inequality between diﬀerent Peetre maximal opera-
tors.
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We start with two given functions ψ0, ψ1 ∈ S(Rn). We deﬁne
ψj(x) = ψ1(2−j+1x), for x ∈ Rn and j ∈ N.
Furthermore, for all j ∈ N0 we write Ψj = ψˆj and in an analogous manner we deﬁne Φj
from two starting functions φ0, φ1 ∈ S(Rn).
Using this notation we are ready to formulate the theorem.
Theorem 3.6. Let w = {wj}j∈N0 ∈ Wαα1,α2 , 0 < q ≤ ∞, p ∈ P(Rn) with 0 < p− ≤
p+ ≤ ∞, and a ∈ R with a > 0. Moreover, let R ∈ N0 with R > α2,
Dβψ1(0) = 0, 0 ≤ |β| < R, (12)
and for some ε > 0
|φ0(x)| > 0 on {x ∈ Rn : |x| < ε } (13)
|φ1(x)| > 0 on {x ∈ Rn : ε/2 < |x| < 2ε } (14)
then
‖(Ψ∗kf)awk | 	q(Lp(·))‖ ≤ c‖(Φ∗kf)awk | 	q(Lp(·))‖
and
‖(Ψ∗kf)awk | Lp(·)(	q)‖ ≤ c‖(Φ∗kf)awk | Lp(·)(	q)‖
holds for every f ∈ S ′(Rn).
Proof. We have the ﬁxed resolution of unity from Remark 1.4 and deﬁne the func-
tions {λj}j∈N0 by
λj(x) =
ϕj
(
2x
ε
)
φj(x)
.
It follows from the Tauberian conditions (13) and (14) that they satisfy
∞∑
j=0
λj(x)φj(x) = 1 x ∈ Rn (15)
λj(x) = λ1(2−j+1x), x ∈ Rn, j ∈ N (16)
suppλ0 ⊂ {x ∈ Rn : |x| ≤ ε } and suppλ1 ⊂ {x ∈ Rn : ε/2 ≤ |x| ≤ 2ε }. (17)
Furthermore, we denote Λk = λˆk for k ∈ N0 and obtain together with (15) the fol-
lowing identities (convergence in S ′(Rn)):
f =
∞∑
k=0
Λk ∗ Φk ∗ f, Ψν ∗ f =
∞∑
k=0
Ψν ∗ Λk ∗ Φk ∗ f. (18)
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We have
|(Ψν ∗ Λk ∗ Φk ∗ f)(y)| ≤
∫
Rn
|(Ψν ∗ Λk)(z)||(Φk ∗ f)(y − z)| dz
≤ (Φ∗kf)a(y)
∫
Rn
|(Ψν ∗ Λk)(z)|(1 + |2kz|a) dz (19)
=: (Φ∗kf)a(y)Iν,k,
where
Iν,k :=
∫
Rn
|(Ψν ∗ Λk)(z)|(1 + |2kz|a) dz.
According to Lemma 3.1 we get
Iν,k ≤ c
{
2(k−ν)R, k ≤ ν,
2(ν−k)(a+1+|α1|), ν ≤ k. (20)
Namely, we have for 1 ≤ k < ν with the change of variables 2kz → z
Iν,k = 2−n
∫
Rn
|(Ψν−k ∗ Λ1(·/2))(z)|(1 + |z|a) dz
≤ c sup
z∈Rn
|(Ψν−k ∗ Λ1(·/2))(z)|(1 + |z|)a+n+1 ≤ c 2(k−ν)R.
Similarly, we get for 1 ≤ ν < k with the substitution 2νz → z
Iν,k = 2−n
∫
Rn
|(Ψ1(·/2) ∗ Λk−ν)(z)|(1 + |2k−νz|a) dz
≤ c 2(ν−k)(M−a).
M can be taken arbitrarily large because Λ1 has inﬁnite vanishing moments. Taking
M = 2a+ |α1|+1 we derive (20) for the cases k, ν ≥ 1 with k = ν. The missing cases
can be treated separately in an analogous manner. The needed moment conditions
are always satisﬁed by (12) and (17). The case k = ν = 0 is covered by the constant c
in (20).
Furthermore, we have
(Φ∗kf)a(y) ≤ (Φ∗kf)a(x)(1 + |2k(x− y)|a)
≤ (Φ∗kf)a(x)(1 + |2ν(x− y)|a)max(1, 2(k−ν)a).
We put this into (19) and get
sup
y∈Rn
|(Ψν ∗ Λk ∗ Φk ∗ f)(y)|
1 + |2ν(x− y)|a ≤ c(Φ
∗
kf)a(x)
{
2(k−ν)R , k ≤ ν
2(ν−k)(1+|α1|), k ≥ ν.
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Multiplying both sides with wν(x) and using
wν(x) ≤ wk(x)
{
2(k−ν)(−α2), k ≤ ν,
2(ν−k)α1 , k ≥ ν,
leads us to
sup
y∈Rn
|(Ψν ∗ Λk ∗ Φk ∗ f)(y)|
1 + |2ν(x− y)|a wν(x) ≤ c(Φ
∗
kf)a(x)wk(x)
{
2(k−ν)(R−α2), k ≤ ν,
2(ν−k), k ≥ ν.
This inequality together with (18) gives for δ := min(1, R− α2) > 0
(Ψ∗νf)a(x)wν(x) ≤ c
∞∑
k=0
2−|k−ν|δ(Φ∗kf)a(x)wk(x), x ∈ Rn. (21)
Then, Lemma 3.3 yields immediately the desired result.
Remark 3.7. The conditions (12) are usually called moment conditions while (13)
and (14) are the so called Tauberian conditions.
If R = 0 in Theorem 3.6, then there are no moment conditions on ψ1.
3.3. Boundedness of the Peetre maximal operator
We will present a theorem which describes the boundedness of the Peetre maximal
operator. We use the same notation introduced at the beginning of the last subsection.
Especially, we have the functions ψk ∈ S(Rn) and Ψk = ψˆk ∈ S(Rn) for all k ∈ N0.
Theorem 3.8. Let {wk}k∈N0 ∈ Wαα1,α2 , a ∈ R, and 0 < q ≤ ∞, p ∈ P(Rn).
For some ε > 0 we assume ψ0, ψ1 ∈ S(Rn) with
|ψ0| > 0 on {x ∈ Rn : |x| < ε },
|ψ1| > 0 on {x ∈ Rn : ε/2 < |x| < 2ε }.
(i) If there exists 0 < p0 < p− with p(·)/p0 ∈ B(Rn), then for a > np0 + α
‖(Ψ∗kf)awk | 	q(Lp(·))‖ ≤ c‖(Ψk ∗ f)wk | 	q(Lp(·))‖ (22)
holds for all f ∈ S ′(Rn).
(ii) If p+ < ∞ and if there exists 0 < p0 < min(p−, q) with p(·)/p0 ∈ B(Rn), then
for a > np0 + α
‖(Ψ∗kf)awk | Lp(·)(	q)‖ ≤ c‖(Ψk ∗ f)wk | Lp(·)(	q)‖ (23)
holds for all f ∈ S ′(Rn).
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Proof. As in the last proof we ﬁnd the functions {λj}j∈N0 with the properties (16),
(17), and
∞∑
k=0
λk(2−νx)ψk(2−νx) = 1 for all ν ∈ N0.
Instead of (18) we get the identity
Ψν ∗ f =
∞∑
k=0
Λk,ν ∗Ψk,ν ∗Ψν ∗ f, (24)
where
Λk,ν(ξ) = [λk(2−ν ·)]ˇ (ξ) = 2νnΛk(2νξ) for all ν, k ∈ N0.
The Ψk,ν are deﬁned similarly. For k ≥ 1 and ν ∈ N0 we have Ψk,ν = Ψk+ν and
with the notation
σk,ν(x) =
{
ψ0(2−νx), if k = 0,
ψν(x), otherwise
we get ψk(2−νx)ψν(x) = σk,ν(x)ψk+ν(x). Hence, we can rewrite (24) as
Ψν ∗ f =
∞∑
k=0
Λk,ν ∗ σˆk,ν ∗Ψk+ν ∗ f. (25)
For k ≥ 1 we get from Lemma 3.1
|(Λk,ν ∗ σˆk,ν)(z)| = 2νn|(Λk ∗Ψ)(2νz)| ≤ CM2νn 2
−kM
(1 + |2νz|a) (26)
for all k, ν ∈ N0 and arbitrary large M ∈ N. For k = 0 we get the estimate (26) by
using Lemma 3.1 with M = 0. This together with (25) gives us
|(Ψν ∗ f)(y)| ≤ CM2νn
∞∑
k=0
∫
Rn
2−kM
(1 + |2ν(y − z)|a) |(Ψk+ν ∗ f)(z)| dz. (27)
For ﬁxed r ∈ (0, 1] we divide both sides of (27) by (1 + |2ν(x− y)|a) and we take the
supremum with respect to y ∈ Rn. Using the inequalities
(1 + |2ν(y − z)|a)(1 + |2ν(x− y)|a) ≥ c(1 + |2ν(x− z)|a),
|(Ψk+ν ∗ f)(z)| ≤ |(Ψk+ν ∗ f)(z)|r(Ψ∗k+νf)a(x)1−r(1 + |2k+ν(x− z)|a)1−r,
and
(1 + |2k+ν(x− z)|a)1−r
(1 + |2ν(x− z)|a) ≤
2ka
(1 + |2k+ν(x− z)|a)r ,
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we get
(Ψ∗νf)a(x)
≤ CM
∞∑
k=0
2−k(M+n−a)(Ψ∗k+νf)a(x)
1−r
∫
Rn
2(k+ν)n|(Ψk+ν ∗ f)(z)|r
(1 + |2k+ν(x− z)|a)r dz.
Now, we apply Lemma 3.5 with
γν = (Ψ∗νf)a(x), βν =
∫
Rn
2νn|(Ψν ∗ f)(z)|r
(1 + |2ν(x− z)|a)r dz, ν ∈ N0,
N = M +n−a, CN = CM +n−a, and N0 in (11) equals the order of the distribution
f ∈ S ′(Rn).
By Lemma 3.5 we obtain for every N ∈ N, x ∈ Rn ,and ν ∈ N0
(Ψ∗νf)a(x)
r ≤ CN
∞∑
k=0
2−kNr
∫
Rn
2(k+ν)n|(Ψk+ν ∗ f)(z)|r
(1 + |2k+ν(x− z)|a)r dz, (28)
provided that (Ψ∗νf)a(x) < ∞. Since f ∈ S ′(Rn), we see that (Ψ∗νf)a(x) < ∞
for all x ∈ Rn and all ν ∈ N0 at least if a > N0, where N0 is the order of the dis-
tribution. Thus we have (28) with CN independent of f ∈ S ′(Rn) for a ≥ N0
and therefore with CN = CN,f for all a > 0. (The right side of (28) decreases as a in-
creases.) One can easily check that (28) with CN = CN,f implies that if for some a > 0
the right side of (28) is ﬁnite, then (Ψ∗νf)a(x) < ∞. Now, repeating the above argu-
ment resurrects the independence of CN . If the right side of (28) is inﬁnite, there is
nothing to prove.
We point out that (28) holds also for r > 1, where the proof is much simpler.
We only have to take (27) with a+n instead of a, divide both sides by (1+|2ν(x−y)|a)
and apply Ho¨lder’s inequality with respect to k and then z.
Multiplying (28) by wν(x)r we derive with the properties of our weight sequence
(Ψ∗νf)a(x)
rwν(x)r
≤ C ′N
∞∑
k=0
2−k(N+α1)r
∫
Rn
2(k+ν)n|(Ψk+ν ∗ f)(z)|rwk+ν(z)r
(1 + |2k+ν(x− z)|a−α)r dz, (29)
for all x ∈ Rn, ν ∈ N0 and all N ∈ N.
Now, we choose an r > 0 with na−α < r. Then the function
1
(1 + |z|)r(a−α)
is in L1(Rn), and by the majorant property of the Hardy-Littlewood maximal operator
(see [31, chapter 2]) it follows
(Ψ∗νf)a(x)
rwν(x)r ≤ C ′N
∞∑
k=0
2−k(N+α1)rM(|Ψk+ν ∗ f |rwrk+ν)(x). (30)
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We ﬁx N > 0 such that N + α1 > 0 and denote
gk(x) = M(|Ψk ∗ f |rwrk)(x).
From (30) we derive
Gν(x) = (Ψ∗νf)a(x)
rwν(x)r ≤ C
∞∑
k≥ν
2−k(N+α1)rgk(x).
So, for 0 < δ < N + α1, we apply the 	q/r(Lp(·)/r) and the Lp(·)/r(	q/r) norm and we
derive by Lemma 3.3
‖(Ψ∗kf)a(x)rwk(x)r | 	q/r(Lp(·)/r)‖ ≤ c‖M(|Ψk ∗ f |rwrk)(x) | 	q/r(Lp(·)/r)‖ (31)
and
‖(Ψ∗kf)a(x)rwk(x)r | Lp(·)/r(	q/r)‖ ≤ c‖M(|Ψk ∗ f |rwrk)(x) | Lp(·)/r(	q/r)‖. (32)
To get rid of the maximal operator in (31), we rewrite the 	q/r norm. Then we choose
n
a−α < r < p0 and we get from Theorem 1.2 in [5] that p(·)/r ∈ B(Rn). This
gives us (22).
For (32) we choose na−α < r < p0 and we obtain by Lemma 3.4 that (23) holds
and the proof is complete.
4. Complement: The case of Fwp(·),q(·)(R
n)
The spaces F s(·)p(·),q(·)(R
n) are a further generalization of the Triebel-Lizorkin spaces.
Also the third index q may now dependent on x ∈ Rn. These spaces were introduced
by Diening, Ha¨sto¨, and Roudenko in [9] and in this work they proved a charac-
terization of these spaces by decomposition in molecules and atoms. Furthermore,
they showed that the deﬁnition of the spaces F s(·)p(·),q(·)(R
n) is independent of the cho-
sen resolution of unity, if s(·), p(·), q(·) satisfy the standing assumptions (see [9]).
To study these spaces turned out to be useful in the connection with trace theo-
rems. Due to
trF s(·)p(·),q(·)(R
n) = F s(·)−1/p(·)p(·),p(·) (R
n−1)
(see Theorem 3.13 in [9]) we see the necessity of taking s and q variable if p is not con-
stant. Quite recently, Vyb´ıral in [35] has proved embeddings of Sobolev and Jaw-
erth type for F s(·)p(·),q(·)(R
n).
We want to concentrate on this scale and generalize the smoothness function s(·)
by the sequence of admissible weights which yields more general spaces, cf. Lemma 2.5.
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Deﬁnition 4.1. Let w ∈ Wαα1,α2 , {ϕj}j∈N0 a resolution of unity from Remark 1.4.
Further, let p, q ∈ P(Rn) with 0 < p− ≤ p+ < ∞ and 0 < q− ≤ q+ ≤ ∞.
The space Fwp(·),q(·)(R
n) is deﬁned by
Fwp(·),q(·)(R
n) =
{
f ∈ S′ : ‖f | Fwp(·),q(·)(Rn)‖ϕ <∞
}
,
where
‖f | Fwp(·),q(·)(Rn)‖ϕ =
∥∥∥∥∥
( ∞∑
j=0
|(ϕj fˆ )ˇ (x)wj(x)|q(x)
)1/q(x) ∣∣∣∣∣ Lp(·)(Rn)
∥∥∥∥∥.
Fortunately, the arguments in the above proofs were mostly pointwise and
at the end we used Lemma 3.3 or Lemma 3.4. That means, the local means charac-
terization of the spaces Fwp(·),q(·)(R
n) can be obtained by the same proofs as above;
we only have to ﬁnd the corresponding counterparts to the mentioned lemmas.
Furthermore, we obtain that the deﬁnition of this spaces is independent of the res-
olution of unity ϕ; so we can suppress ϕ in the notation of the norm.
First, let us give a modiﬁed version of Lemma 3.3.
Lemma 4.2. Let p, q ∈ P(Rn) with 0 < q− ≤ q+ ≤ ∞ and 0 < p− ≤ p+ ≤ ∞.
For any sequence {gj}j∈N0 of nonnegative measurable functions on Rn denote for
some δ > 0
Gj(x) =
∞∑
k=0
2−|k−j|δgk(x) for all x ∈ Rn.
Then with constant c = c(p, q, δ) we have
‖{Gj}j∈N0 | Lp(·)(	q(·))‖ ≤ c ‖{gj}j∈N0 | Lp(·)(	q(·))‖. (33)
Proof. For ﬁxed x ∈ Rn we show that there exists a constant c = c(q, δ) such that
‖Gj | 	q(·)‖ ≤ c‖gj | 	q(·)‖, (34)
holds, where c is independent of x ∈ Rn.
• First step: q(x) ≤ 1. We use the embedding 	q(x) ↪→ 	1 (remember that x ∈ Rn
is ﬁxed), where the embedding constant is 1, and we derive∑
j∈N0
G
q(x)
j (x) ≤
∑
j∈N0
∑
k∈N0
2−|j−k|δq(x)gq(x)k (x)
≤
∑
k∈N0
g
q(x)
k (x)
∑
j∈Z
2−|j|δq(x).
We estimate the constant in (34),
c(q, δ, x) =
(∑
j∈Z
2−|j|δq(x)
)1/q(x)
≤
(∑
j∈Z
2−|j|δq
−)1/q−
:= c(q, δ),
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which clearly is independent of x ∈ Rn.
• Second step: 1 ≤ q(x) <∞. We deﬁne
γk = 2−|k|δ for all k ∈ Z,
βk = gk(x) for k ∈ N0 and βk = 0 for k < 0.
Then we have Gk(x) = (γ ∗ β)(k) and by Young’s inequality
‖Gk | 	q(x)‖ ≤ ‖γk | 	1‖ ‖βk | 	q(x)‖.
Hence, we derive (34) with c(δ) = ‖2−|k|δ | 	1‖. The case q(x) = ∞ is an easy
modiﬁcation of the above arguments.
Considering all cases, we obtain (34) by deﬁning
c(q, δ) = max
{∑
j∈Z
2−|j|δ,
(∑
j∈Z
2−|j|δq
−)1/q−}
and (33) follows from (34) by using the monotony of the modular Lp(·) , see (2.7)
in [18].
To get a modiﬁed version of Lemma 3.4 for q(·) not constant is a bit more diﬃcult,
it is even impossible. In [9, section 5] it is shown that the maximal operator can not be
bounded on Lp(·)(	q(·)) when q(·) is not constant. Fortunately, they found a replace-
ment which is useful for us. We introduce the function ην,m(x) = 2νn(1 + |2νx|)−m
which we need for the formulation.
Lemma 4.3 (Theorem 3.2 in [9]). Let p, q ∈ C log(Rn) with 1 < p− ≤ p+ < ∞ and
1 < q− ≤ q+ <∞. Then the inequality∥∥‖ην,m ∗ fν | 	q(·)‖ ∣∣ Lp(·)(Rn)∥∥ ≤ c ‖fν | Lp(·)(	q(·))‖
holds for every sequence {fν} of Lloc1 (Rn) functions and constant m > n.
Now, it is easy to derive the following theorems.
Theorem 4.4. Let w = {wj}j∈N0 ∈ Wαα1,α2 , p, q ∈ P(Rn) with 0 < q− ≤ q+ ≤ ∞
and 0 < p− ≤ p+ ≤ ∞. Moreover, let a ∈ R with a > 0 and R ∈ N0 with R > α2,
Dβψ1(0) = 0, 0 ≤ |β| < R,
and for some ε > 0
|φ0(x)| > 0 on {x ∈ Rn : |x| < ε },
|φ1(x)| > 0 on {x ∈ Rn : ε/2 < |x| < 2ε }.
Then
‖(Ψ∗kf)awk | Lp(·)(	q(·))‖ ≤ c ‖(Φ∗kf)awk | Lp(·)(	q(·))‖ (35)
holds for every f ∈ S ′(Rn).
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Proof. We take the same proof as the one of Theorem 3.6. We get again the esti-
mate (21). Now, we use Lemma 4.2 on (21) and obtain (35).
We present now the counterpart of Theorem 3.8.
Theorem 4.5. Let {wk}k∈N0 ∈ Wαα1,α2 , a ∈ R, and p, q ∈ P(Rn) with 0 < q− ≤
q+ <∞ and 0 < p− ≤ p+ <∞. For some ε > 0 we assume ψ0, ψ1 ∈ S(Rn) with
|ψ0| > 0 on {x ∈ Rn : |x| < ε },
|ψ1| > 0 on {x ∈ Rn : ε/2 < |x| < 2ε }.
If there exists 0 < p0 < min(p−, q−) with
p(·)
p0
, q(·)q0 ∈ C log(Rn), then for a > np0 + α
‖(Ψ∗kf)awk | Lp(·)(	q(·))‖ ≤ c‖(Ψk ∗ f)wk | Lp(·)(	q(·))‖ (36)
holds for all f ∈ S ′(Rn).
Proof. Again we look on the proof of Theorem 3.8 and we get by pointwise estimates
inequality (29). Using for r < p0 and N > −α1 the monotony of the Lp(·)/r(	q(·)/r)
norm and Lemma 4.2 on this inequality we obtain
‖(Ψ∗νf)rawrν | Lp(·)/r(	q(·)/r)‖
≤ c∥∥‖[|(Ψk ∗ f)|rwrk] ∗ ηk,(a−α)r | 	q(·)/r‖ ∣∣ Lp(·)/r∥∥. (37)
It is easy to see that for r < p0 we have p(·)/r, q(·)/r ∈ C log(Rn) with 1 < p−/r ≤
p+/r < ∞ and 1 < q−/r ≤ q+/r < ∞. Therefore, all conditions in Lemma 4.3
are satisﬁed and we get using na−α < r < p0 with Lemma 4.3 applied on (37)
‖(Ψ∗νf)rawrν | Lp(·)/r(	q(·)/r)‖ ≤ c‖|(Ψk ∗ f)|rwrk | Lp(·)/r(	q(·))‖,
which gives (36).
Remark 4.6. It is desirable to replace q+ < ∞ in Theorem 4.5 by q+ ≤ ∞ to get
the connection to the usual space F sp,q(R
n) of constant parameters. Unfortunately,
the restriction q+ <∞ is necessary due to the use of Lemma 4.3.
As easy corollaries of the above theorems we get the local means characterization
of the spaces Fwp(·),q(·)(R
n).
Corollary 4.7. Let w = {wk}k∈N0 ∈ Wαα1,α2 , p, q ∈ P(Rn) with 0 < p− ≤ p+ < ∞
and 0 < q− ≤ q+ < ∞, and let a ∈ R, R ∈ N0 with R > α2. Further, let ψ0, ψ1
belong to S(Rn) with
Dβψ1(0) = 0, for 0 ≤ |β| < R.
and
|ψ0(x)| > 0 on {x ∈ Rn : |x| < ε },
|ψ1(x)| > 0 on {x ∈ Rn : ε/2 < |x| < 2ε }
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for some ε > 0. If there exists p0 < min(p−, q−) with p(·)/p0, q(·)/p0 ∈ C log(Rn),
then for a > np0 + α
‖f | Fwp(·),q(·)(Rn)‖ ∼ ‖(Ψk ∗ f)wk | Lp(·)(	q(·))‖ ∼ ‖(Ψ∗kf)awk | Lp(·)(	q(·))‖
holds for all f ∈ S ′(Rn).
Keeping the same notation as introduced in section 2.2 we can formulate
Corollary 4.8. Let w = {wj}j∈N0 ∈ Wαα1,α2 , and p, q ∈ P(Rn) with 0 < p− ≤ p+ <∞ and 0 < q− ≤ q+ < ∞. Furthermore, let N ∈ N0 with 2N > α2 and let k0, k0 ∈
S(Rn) and the function k be deﬁned in section 2.2. If there exists a p0 ≤ min(p−, q−)
with p(·)/p0, q(·)/p0 ∈ C log(Rn), then
‖k0(1, f)w0 | Lp(·)(Rn)‖+
∥∥∥∥∥
( ∞∑
j=1
|k(2−j , f)(·)wj(·)|q(·)
)1/q(·) ∣∣∣∣∣ Lp(·)(Rn)
∥∥∥∥∥
is an equivalent norm on Fwp(·),q(·)(R
n) for all f ∈ S ′(Rn).
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