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THE ISOSPECTRAL TORUS OF QUASI-PERIODIC SCHRO¨DINGER OPERATORS
VIA PERIODIC APPROXIMATIONS
DAVID DAMANIK, MICHAEL GOLDSTEIN, AND MILIVOJE LUKIC
Abstract. We study the quasi-periodic Schro¨dinger operator
−ψ′′(x) + V (x)ψ(x) = Eψ(x), x ∈ R
in the regime of “small” V (x) =
∑
m∈Zν
c(m) exp(2piimωx), ω = (ω1, . . . , ων) ∈ Rν , |c(m)| ≤ ε exp(−κ0|m|).
We show that the set of reflectionless potentials isospectral with V is homeomorphic to a torus. Moreover, we
prove that any reflectionless potential Q isospectral with V has the form Q(x) =
∑
m∈Zν
d(m) exp(2piimωx),
with the same ω and with |d(m)| ≤ √2ε exp(−κ0
2
|m|).
Our derivation relies on the study of the approximation via Hill operators with potentials V˜ (x) =∑
m∈Zν
c(m) exp(2piimω˜x), where ω˜ is a rational approximation of ω. It turns out that the multi-scale
analysis method of [DG1] applies to these Hill operators. Namely, in [DGL1] we developed the multi-
scale analysis for the operators dual to the Hill operators in question. The main estimates obtained in
[DGL1] allow us here to establish estimates for the gap lengths and the Fourier coefficients in a form that is
considerably stronger than the estimates known in the theory of Hill operators with analytic potentials in
the general setting. Due to these estimates, the approximation procedure for the quasi-periodic potentials
is effective, despite the fact that the rate of approximation |ω − ω˜| ∼ T˜−δ, 0 < δ < 1/2 is slow on the scale
of the period T˜ of the Hill operator.
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1. Introduction and Statement of the Main Results
Let U(θ) be a real function on the torus Tν ,
(1.1) U(θ) =
∑
n∈Zν
c(n)e2πinθ , θ ∈ Tν .
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Let ω = (ω1, . . . , ων) ∈ Rν . Assume that the following Diophantine condition holds,
(1.2) |nω| ≥ a0|n|−b0 , n ∈ Zν \ {0}
for some
(1.3) 0 < a0 < 1, ν < b0 <∞.
Here, and everywhere else in this work, |n| = |(n1, . . . , nν)| =
∑
j |nj | for n ∈ Zν .
Let V (x) = U(xω). Consider the Schro¨dinger operator
(1.4) [HV y](x) = −y′′(x) + V (x)y(x), x ∈ R.
Assume that U is real-analytic, that is, the Fourier coefficients c(n) obey
c(n) = c(−n), n ∈ Zν \ {0},
|c(n)| ≤ ε exp(−κ0|n|), n ∈ Zν \ {0},
(1.5)
ε > 0, 0 < κ0 ≤ 1. We also assume that c(0) = 0 since the constant term can be subsumed in the energy.
In [DG1] the eigenfunctions and the spectrum of this operator were studied via a multi-scale analysis
method. The spectrum turns out to be of the form
(1.6) S = [E(0),∞) \
⋃
m∈Zν\{0}:E−(km)<E+(km)
(E−(km), E
+(km)),
where E(k) are the Floquet eigenvalues parametrized against the quasi-impulses k ∈ R, and km = −mω/2
are the values at which E(k) may be discontinuous. The intervals (E−(km), E
+(km)) are called the gaps.
One of the main results in [DG1] establishes two-sided estimates relating the gaps in the spectrum
and the Fourier coefficients c(n). This enabled the authors to prove the existence and uniqueness of global
solutions for the Korteweg-de Vries equation with small quasi-periodic initial data; see [DG2]. However, the
multi-scale analysis method of [DG1] does not allow one to identify the manifolds of isospectral quasi-periodic
potentials and to give a solution of the inverse spectral problem for these potentials. The development of
such a theory and particularly finding the “canonical” foliation of the space of quasi-periodic potentials into
isospectral tori, similarly to the periodic case (see [FlMcL, McKvM, McKT, KP, PT]), will be instrumental
for the complete integrability of the Korteweg-de Vries equation with quasi-periodic initial data. We would
like to mention that the study of quasi-periodic Korteweg-de Vries equations addresses Problem 1 of Deift’s
list of problems in random matrix theory and the theory of integrable systems, see [De].
It is the purpose of this paper to develop such a theory. It will be central to our approach to approximate
the frequency vector ω with vectors having rational components, and hence to approximate the quasi-periodic
potential V with periodic potentials.
In the paper [DGL1], a companion to the present paper, a multi-scale analysis was developed for the
spectral problem dual to the periodic approximations. This analysis is the main technological tool which
enables us to develop in the current work an exact analogue of the above-mentioned two-sided estimates
relating the gaps in the spectrum for the rational approximations of the vector ω and the
Fourier coefficients c(n). Moreover, these estimates are actually uniform for the approximating rational
vectors. These results set up an effective periodic approximation theory for the quasi-periodic inverse spectral
problem.
We invoke some fundamental objects from the theory of Hill’s equation, namely the trace formula of
McKean-van Moerbeke-Trubowitz and the differential equation for the translation dynamics V 7→ V (· + t)
derived by Dubrovin [Du] and Trubowitz [Tr]. It is very important for our method that versions of these
objects can be developed in the case of a general reflectionless potential; see the remarkable work by Craig
[Cr]. Due to these two-sided estimates we control these objects in the process of the rational approximation
of the vector ω. We want to mention here that there are well known two-sided estimates relating the gaps
in the spectrum of Hill’s equation and the Fourier coefficients c(n) of the potential, see [H, KM, P, Tk, Tr].
However, these estimates are insufficient to derive the convergence of the inverse problem solutions in the
rational approximation process. We explain this issue in Section 9; see Remark 9.3.
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Let us now present the main results of the current paper. In addition to the Diophantine condition (1.2)
we assume also that each component ωj obeys
(1.7) ‖nωj‖ ≥ c|n|β for all n ∈ Z \ {0},
where 0 < c < 1 < β and ‖ · ‖ denotes dist(·,Z). Denote by P(ω, ε, κ0) the set of the potentials
(1.8) V (x) =
∑
n∈Zν
c(n)e2πixnω , x ∈ R
with c(n) as in (1.5). For j = 0, 1, let V (j) ∈ P(ω, ε, κ0), that is,
(1.9) V (j)(x) =
∑
n∈Zν
c(j)(n)e2πixnω , x ∈ R,
and define the distance
(1.10) ρ(V (0), V (1)) :=
∑
n∈Zν
|c(0)(n)− c(1)(n)|.
Let V ∈ P(ω, ε, κ0). Denote by S = SV the spectrum of the Schro¨dinger operator (1.4) and by
(E−(km), E
+(km)) the gaps; compare (1.6). Set rm = |m|−ν−1, m ∈ Zν and let Cm be a circle of ra-
dius rm. Consider the torus
(1.11) TV =
∏
m∈Zν\{0}:E−(km)<E+(km)
Cm.
Define on TV the distance
(1.12) d((θ(0)m )m, (θ
(1)
m )m) =
∑
m
|θ(0)m − θ(1)m |.
Let Q(x) be a real bounded continuous function, x ∈ R. Consider the Schro¨dinger operator
(1.13) [HQy](x) := −y′′(x) +Q(x)y(x) = Ey(x), x ∈ R.
One says that Q is isospectral with V if the spectrum of HQ is the same as the spectrum of HV , that is,
SQ = SV . We denote by ISO(V ) the set of all Q isospectral with V .
Remark 1.1. (1) Let W be a continuous real function on the torus Tν and let ω′ = (ω′1, . . . , ω
′
ν) ∈ Rν be
a vector with rationally independent components. Consider the potential Q(x) = W (xω′). Assume that Q
is isospectral with V and that HQ has purely absolutely continuous spectrum. What can one say about W
and ω′? Theorem I below in particular gives a complete answer to this question.
(2) As a matter of fact, the statement in Theorem I is stronger. It applies to any reflectionless potential.
Recall the definition, see [Cr]. Consider the Green function G(x, y;E + iη) = (HQ −E − iη)−1(x, y), η > 0.
One says that Q is reflectionless if
lim
η↓0
ℜG(x, x;E + iη) = 0 for all x and Lebesgue almost every E ∈ SQ.
Some work related to this notion can be found, for example, in [Cr, K2, K3, K4, PR, R1, R2, R3, SY]. In
particular, the following result is known. Assume that Q is recurrent in the sense that it belongs to its own
ω-limit set and let HQ be as in (1.13) (this assumption clearly holds for the potentials discussed in part (1)
of this remark). If the spectrum of HQ is purely absolutely continuous, then Q is reflectionless [R1].
Theorem I. There exists ε(1) = ε(1)(a0, b0, κ0) > 0 such that for 0 < ε ≤ ε(1), the following statements hold
for every V ∈ P(ω, ε, κ0).
(1) There is a homeomorphism Φ from (TV , d) onto (ISO(V ) ∩ P(ω,
√
2ε, κ0/2), ρ).
(2) Let Q(x) be a bounded continuous function, x ∈ R. Assume Q is reflectionless and isospectral with V .
Then,
(1.14) Q(x) =
∑
n∈Zν
d(n)e2πixnω , x ∈ R,
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with
(1.15) |d(n)| ≤
√
2ε exp
(
− κ0
2
|n|
)
, n ∈ Zν \ {0}.
In particular, let W be a continuous real function on the torus Tν , and let ω′ ∈ Rν be a vector with rationally
independent components. Consider the potential Q(x) = W (xω′). Assume that Q is isospectral with V .
Assume also that HQ has purely absolutely continuous spectrum. Then, Q can be represented in the form
(1.14) with (1.15).
Remark 1.2. (a) Sodin and Yuditskii [SY] studied the set of all reflectionless potentials for which the
spectrum coincides with a given set E ⊂ R. A closed set
E = [E,∞) \
⋃
n
(E−n , E
+
n )
is called homogeneous if there is τ > 0 such that for anyE ∈ E and any σ > 0, we have |(E−σ,E+σ)∩E| > τσ;
see [Ca]. Denote by QE the set of all reflectionless potentials Q with SQ = E. Assume that the set E is
homogeneous and ∑
n
(E+n − E−n ) <∞.
The following results were obtained in [SY]. The set QE is homeomorphic to the torus
(1.16) T =
∏
n:E−n<E
+
n
Cn.
Furthermore, each Q ∈ QE is almost-periodic. Gesztesy and Yuditskii proved in [GY] that for Q ∈ QE, the
operator HQ has purely absolutely continuous spectrum. They proved also that QE ⊂ L∞(R).
One can prove using Theorems A and B from [DG1] that the spectrum SV in Theorem I is homogeneous;
see [DGL2]. Thus, [SY] and [GY] apply to the set SV in Theorem I. The results of Theorem I cover all the
mentioned results from [SY] and [GY] for E = SV . For instance, the absolute continuity of the spectrum is
due to the fact that this holds for any Q ∈ P(ω, ε, κ0) with small ε; see [E]. On the other hand, the methods
in [SY] and [GY] do not allow one to show that each potential Q ∈ QE has a quasi-periodic representation
(1.14) with the same vector of frequency ω and with Fourier coefficients which obey (1.15).
(b) Given the definition of QE above, we can formulate part (1) of Theorem I as follows: There is a bijection
Φ between TV and QSV , and the latter set is contained in P(ω,
√
2ε, κ0/2), and indeed coincides with
ISO(V )∩P(ω,√2ε, κ0/2). Thus, QSV can be equipped with the metric ρ, and the map Φ is a homeomorphism
with respect to the metrics d and ρ.
(c) Theorem I plays a key role in the description and uniqueness of the solutions of KdV equation with
quasi-periodic analytic initial data like in the theorem; see the recent paper [BDGL] by Binder et al.
(d) There is a very natural question about a sharper identification of the class of quasi-periodic isospectral
potentials in question, in terms of the exponential decay rate of the coefficients. Theorem B˜, stated below,
and its counterpart Theorem B from [DG1] identify the rates within a margin comparable with the rate
itself. Such an estimate is sufficient for applications like existence and uniqueness of the solutions of the
KdV equation, but one could ask whether the range of decay rates of the coefficients of two isospectral
potentials can be shown to be smaller. Of course the most intriguing question is whether sometimes two
isospectral potentials actually have different exponential rates of decay? The approach we develop in this
paper (and its predecessors) does not allow us to sharpen the margin considerably. It seems that some new
ideas are needed to accomplish that goal. One possibility is to investigate some “isospectral functionals”
and to develop a way to estimate the exponential convergence rate in terms of these functionals.
As was mentioned above, the proof of Theorem I relies in a crucial way on periodic approximation. Next,
we state the main results for the periodic approximants. Let ω˜ = (ω˜1, . . . , ω˜ν) 6= 0 be a vector with rational
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components ω˜j = ℓj/tj , ℓj , tj ∈ Z. Consider the function V˜ (x) = U(xω˜), x ∈ R. The function V˜ (x) is
obviously periodic. Consider the Hill operator
(1.17) [HV˜ y](x) = −y′′(x) + V˜ (x)y(x), x ∈ R.
We assume that the following “Diophantine condition in the box” holds, see Section 5,
(1.18) |nω˜| ≥ a0|n|−b0 , 0 < |n| ≤ R¯0,
for some
(1.19) 0 < a0 < 1, ν < b0 <∞, (R¯0)b0 >
∏
tj .
Remark 1.3. Clearly, for any ω˜ = (ω˜1, . . . , ω˜ν) 6= 0, one can set up (1.18), (1.19) with some a0 < 1, ν <
b0 < ∞ and (R¯0)b0 >
∏
tj . In this paper we assume that a0, b0 are fixed while the denominators tj can be
arbitrarily large. We use the same exponent b0 in the Diophantine condition (1.18) and for (R¯0)
b0 >
∏
tj ,
just to save one piece of notation.
To state the main results related to rational approximations we need the following:
Definition 1.4. Let N(ω˜) := {n ∈ Zν : nω˜ = 0} and consider the quotient group Z(ω˜) := Zν/N(ω˜). We
call Z(ω˜) the ω˜-lattice. We use the notation [n]ω˜ = [n] for the coset n+N(ω˜), n ∈ Zν . Given a set Λ ⊂ Zν ,
we denote by [Λ]ω˜ = [Λ] the image of Λ under the map n→ [n]ω˜. We introduce the quotient distance in the
standard way, that is, via |n| = |n|ω˜ := min{|n| : n ∈ n}, n ∈ Z(ω˜). Given n ∈ Z(ω˜), we set nω˜ := nω˜, where
n ∈ n is arbitrary. Obviously, this is a well-defined real function on Z(ω˜), which we denote by ξ(n).
Here we assume that the Fourier coefficients c(n) decay sub-exponentially:
c(n) = c(−n), n ∈ Zν \ {0},
|c(n)| ≤ ε exp(−κ0|n|α0), n ∈ Zν \ {0},
(1.20)
0 < κ0, α0 ≤ 1. In all applications in this work we are interested only in the case when U is analytic, that
is, α0 = 1 in (1.20). We include the case α0 < 1 for purely technical reasons, which we explain in Section 4.
Set
kn = −ξ(n)/2, n ∈ Z(ω˜) \ {0}, K(ξ) = {kn : n ∈ Z(ω˜) \ {0}},
Jn = (kn − δ(n), kn + δ(n)), δ(n) = a0(1 + |n|)−b0−3, n ∈ Z(ω˜) \ {0},
R(k) = {n ∈ Z(ω˜) \ {0} : k ∈ Jn}, G = {k : |R(k)| <∞},
(1.21)
where a0, b0 are as in the Diophantine condition (1.18). Let k ∈ G be such that |R(k)| > 0. Due to the
Diophantine condition, one can enumerate the points of R(k) as n(ℓ)(k), ℓ = 0, . . . , ℓ(k), 1 + ℓ(k) = |R(k)|,
so that |n(ℓ)(k)| < |n(ℓ+1)(k)|. Set
Tm(n) = m− n, m, n ∈ Z(ω˜),
m(0)(k) = {0, n(0)(k)},
m(ℓ)(k) = m(ℓ−1)(k) ∪ Tn(ℓ)(k)(m(ℓ−1)(k)), ℓ = 1, . . . , ℓ(k).
(1.22)
Theorem A˜. There exists ε0 = ε0(κ0, a0, b0) > 0 such that for 1/2 ≤ α0 ≤ 1, 0 < ε ≤ ε0, and k ∈ G\{ ξ(m)2 :
m ∈ Z(ω˜)}, there exist E(k) ∈ R and ϕ(k) := (ϕ(n; k))n∈Z(ω˜) so that the following conditions hold:
(a) ϕ(0; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|α0
)
, n /∈ m(ℓ(k))(k),
|ϕ(m; k)| ≤ 2, for any m ∈ m(ℓ(k))(k).
(1.23)
(b) The function
ψ(k, x) =
∑
n∈Z(ω˜)
ϕ(n; k)e2πix(nω+k)
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is well-defined and obeys equation (1.17) with E = E(k), that is,
(1.24) HV˜ ψ(k, x) ≡ −ψ′′(k, x) + V˜ (x)ψ(k, x) = E(k)ψ(k, x).
(c)
E(k) = E(−k), ϕ(n;−k) = ϕ(−n; k), ψ(−k, x) = ψ(k, x),
(k0)2(k − k1)2 < E(k)− E(k1) < 2k(k − k1) + 2ε
∑
k1<kn<k
δ(n), 0 < k − k1 < 1/4, k1 > 0,(1.25)
where k(0) := min(ε0, k/1024).
(d) The limits
E±(km) = lim
k→km±0, k∈G\{
ξ(m)
2 :m∈Z(ω˜)}
E(k) for km > 0,(1.26)
E(0) = lim
k→0, k∈G\{ ξ(m)2 :m∈Z(ω˜)}
E(k),(1.27)
ϕ±(n; km) = lim
k→km±0, k∈G\{
ξ(m)
2 :m∈Z(ω˜)}
ϕ(n; k) for km > 0,(1.28)
ϕ(n; 0) = lim
k→0, k∈G\{ ξ(m)2 :m∈Z(ω˜)}
ϕ(n; k)(1.29)
exist, ϕ±(0; km) = 1, ϕ(0; 0) = 1,
|ϕ±(n; km)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|α0
)
, n /∈ m(ℓ(km))(km),
|ϕ±(n; km)| ≤ 2 for any n ∈ m(ℓ(km))(km),
|ϕ(n; 0)| ≤ ε1/2 exp
(
− 7
8
κ0|n|α0
)
, n 6= 0.
(1.30)
The functions
ψ±(km, x) =
∑
n∈T
ϕ±(n; km)e
2πix(nω+km)
ψ(0, x) =
∑
n∈T
ϕ(n; 0)e2πixnω
are well-defined and obey
−∂2xxψ±(km, x) + V˜ (x)ψ±(km, x) = E±(km)ψ±(km, x),
−∂2xxψ(0, x) + V˜ (x)ψ(0, x) = E(0)ψ(0, x).
(1.31)
(e) The spectrum SV˜ of HV˜ consists of the following set,
SV˜ = [E(0),∞) \
⋃
m∈Z(ω˜)\{0}:km>0, E−(km)<E+(km)
(E−(km), E
+(km)).
Theorem B˜. (1) The gaps (E−(km), E
+(km)) in Theorem A˜ obey E
+(km)−E−(km) ≤ 2ε exp(−κ02 |m|α0).
(2) Using the notation from Theorem A˜, there exists ε(0) = ε(0)(a0, b0, κ0) > 0 such that if the gaps
(E−(km, ω˜), E
+(km, ω˜)) obey E
+(km, ω˜) − E−(km, ω˜) ≤ ε exp(−κ′0|m|α
′
0) with 0 < ε < ε(0), κ′0 ≥ 4κ0,
α′0 ≥ α0, then, in fact, V˜ (x) has a representation
(1.32) V˜ (x) =
∑
n∈Zν
d(n)e2πixnω˜ , x ∈ R
with |d(m)| ≤ √2ε exp(−κ′02 |m|α
′
0).
We define the torus TV , the set P(ω˜, ε, κ) and the distance ρ just as before.
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Theorem I˜. There exists ε(1) = ε(1)(a0, b0, κ0) such that for 0 < ε < ε
(1) and V ∈ P(ω˜, ε, κ0), there is a
homeomorphism Φ from (TV , d) onto (ISO(V ) ∩ P(ω˜,
√
2ε, κ0/2), ρ).
The structure of the paper is as follows. We will prove Theorem A˜ in Section 2, Theorem B˜ in Section 3,
and Theorem I˜ in Section 4. After some preparatory work on periodic approximation in Sections 5–8, we
prove Theorem I in Section 9.
2. Proof of Theorem A˜
Let ω˜ = (ω˜1, . . . , ω˜ν) 6= 0 be a vector with rational components, ω˜j = ℓj/tj , ℓj, tj ∈ Z.
Lemma 2.1. (1) The set F(ω˜) := {mω˜ : m ∈ Zν} is a discrete infinite subgroup of R.
(2) We have F(ω˜) = {aτ0 : a ∈ Z} for a suitable τ0 ≥ T¯−1, T¯ =
∏
j tj.
(3) The set N(ω˜) := {m ∈ Zν : mω = 0} is a subgroup of Zν .
Proof. Clearly, F(ω˜) is an infinite subgroup of R. Let T¯ =
∏
j tj . Let ξ = mω˜ 6= 0 be arbitrary. Then
ξ = ℓ/T¯ , where ℓ ∈ Z, ℓ 6= 0. Hence, |ξ| ≥ 1/T¯ . Thus, τ0 := infmω˜ 6=0 |mω˜| ≥ T¯−1. In particular, F(ω˜) is a
discrete subgroup of R. This validates part (1). Part (2) follows from part (1) and its proof.
Part (3) follows just from the definitions. 
Consider the quotient group Z(ω˜) := Zν/N(ω˜). We call Z(ω˜) the ω˜-lattice. We use the notation [n]ω˜ = [n]
for the coset n+N(ω˜), n ∈ Zν . Given a set Λ ⊂ Zν , we denote by [Λ]ω˜ = [Λ] the image of Λ under the map
n→ [n]ω˜. We introduce the quotient distance in the standard way, that is, via |n| = |n|ω˜ := min{|n| : n ∈ n},
n ∈ Z(ω˜). Given n ∈ Z(ω˜), we set nω˜ := nω˜, where n ∈ n is arbitrary. Obviously, this is a well-defined real
function on Z(ω˜).
Lemma 2.2. (1) F(ω˜) = {mω : m ∈ Z(ω˜)}.
(2) The map ι : m 7→ mω˜ ∈ F(ω˜), m ∈ Z(ω˜) is a group isomorphism.
Proof. Part (1) follows from the definition of the sets F(ω˜),Z(ω˜). The map ι is clearly a homomorphism of
Abelian groups. If ι(m) = 0 then mω˜ = 0 for m ∈ m, that is, m = 0. So, ι is injective. Due to (1) it is also
surjective. 
Remark 2.3. Although the groups F(ω˜),Z(ω˜) are isomorphic, it is convenient to use both notions in what
follows in this work. This is completely similar to the setup in the work [DG1], the lattice Z(ω˜) replaces
Zν in the setup of the current work. The multi-scale analysis developed for the case Zν in [DG1] may be
generalized to the group Z(ω˜), as shown in [DGL1]. We use the lattice Z(ω˜) and the quotient-distance on
it to label and to estimate the Fourier coefficients. It proves to be crucial that the decay of the Fourier
coefficients, which we establish in the study of the inverse spectral problem, is controlled via the quotient
distance. To simplify the notation we suppress ω˜ from Z(ω˜).
Let c(n) ∈ C, n ∈ Zν obey
c(n) = c(−n), n ∈ Zν , c(0) = 0,
|c(n)| ≤ ε exp(−κ0|n|α0), n ∈ Zν ,
(2.1)
0 < κ0, α0 ≤ 1. Consider the function
(2.2) V˜ (x) =
∑
n∈Zν
c(n)e2πixnω˜ , x ∈ R
and the Hill operator
(2.3) [Hˆy](x) = −y′′(x) + V˜ (x)y(x) = Ey(x), x, ε ∈ R.
Lemma 2.4. We have V˜ (x+ T ) = V˜ (x), x ∈ R, with T := T (ω˜) := τ−10 .
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Proof. For any x, we have
(2.4) V˜ (x + T ) =
∑
n∈Zν\{0}
c(n)e2πinω˜(x+τ
−1
0 ) =
∑
n∈Zν\{0}
c(n)e2πinω˜x = V˜ (x).

To label the Fourier coefficients via n ∈ Z(ω˜) we just add up all the coefficients labeled via n ∈ n. In
Lemma 2.5 below we state the estimates for the corresponding sums. The derivation is elementary and
standard and we omit it. Given n ∈ Z, set β(n) = βω˜(n) :=
∑
n∈n |c(n)|.
Lemma 2.5. (1) For any 1/2 ≤ α0 ≤ 1, 0 < κ0 ≤ 1 and R ≥ 0, we have
(2.5)
∑
n∈Zν :|n|≥R
exp(−κ0|n|α0) ≤ C(κ0, ν) exp(−κ0Rα0/2).
(2) For any n and any b ≥ 0 and 1 ≥ η > 0, we have
|n|bβ(n)η ≤ C(κ0, b, η, ν) exp(−ηκ0|n|α0/2).
In particular, β(n) ≤ C(κ0, ν) exp(−κ0|n|α0/2).
(3) For any b > 1, R > 0, we have
(2.6)
∑
|n|≥R
|n|bβ(n) ≤ C(κ0, b, ν) exp(−κ0Rα0/2).
The estimate in the next lemma is used in subsequent estimates. In particular, it is required for the
purposes of the multi-scale analysis in [DGL1].
Lemma 2.6. For any R ≥ 1, we have
(2.7) |{m : |m| ≤ R}| ≤ 4νRν .
Proof. For each m, there exists mm ∈ m with |mm| = |m|. Since m ∩m′ = ∅ unless m = m′, we have
|{m : |m| ≤ R}| ≤ |{m ∈ Zν : |m| ≤ R}| ≤ 2ν(R + 1)ν ≤ 4νRν .

We rewrite the function V˜ as follows,
V˜ (x) =
∑
n∈Z\{0}
c(n)e2πinω˜x + c([0]),
c(n) := cω˜(n) :=
∑
n∈n
c(n).
(2.8)
Note that due to the last lemma,
|c(n)| ≤ C(κ0, ν) exp(−κ0|n|α0/2),∑
|n|≥R
|n|b|c(n)| ≤ C(κ0, b, ν) exp(−κ0Rα0/2).(2.9)
In particular, the series (2.8) converges.
Since the constant c([0]) can be incorporated in the spectral parameter we assume for convenience that
c([0]) = 0. Set
h˜(m, n; k) = (2π)2(ξ(m) + k)2 if m = n,
h˜(m, n; k) = εc˜(n−m) if m 6= n.
(2.10)
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We call the operators H˜k = H˜k,ε :=
(
h˜(m, n; k)
)
m,n∈Z
the operators dual to the Hill operator Hω˜; see (2.29).
Now we are going to invoke the main results of [DGL1] related to the operators H˜k and use them to prove
Theorem A˜. We assume that the following “Diophantine condition in the box” holds,
(2.11) |nω˜| ≥ a0|n|−b0 , 0 < |n| ≤ R¯0,
for some
(2.12) 0 < a0 < 1, ν < b0 <∞, (R¯0)b0 >
∏
tj .
Lemma 2.7. For any n 6= 0, we have
(2.13) |nω˜| ≥ a0|n|−b0 .
Proof. Let 0 < |n| ≤ R¯0 be arbitrary. There exists n ∈ n such that |n| = |n|. Since nω˜ = nω˜, (2.11) implies
(2.14) |nω˜| ≥ a0|n|−b0 if 0 < |n| ≤ R¯0.
Let τ0 := infmω˜ 6=0 |mω˜| = infm 6=0 |mω˜| as in Lemma 2.1. Due to Lemma 2.1 and condition (2.12), we have
τ0 ≥ R¯−b00 . This implies
(2.15) |nω˜| ≥ a0|n|−b0 if |n| > R¯0.
By (2.14) and (2.15), (2.13) holds for any n 6= 0. 
Thus, all conditions needed for Theorem C˜ in [DGL1] hold with T = Z(ω˜):
Theorem C˜. There exists ε0 = ε0(κ0, a0, b0) > 0 such that for 0 < ε ≤ ε0 and any k ∈ G\{ ξ(m)2 : m ∈ Z(ω˜)},
there exist E(k) ∈ R and ϕ(k) := (ϕ(n; k))n∈Zν such that the following conditions hold:
(1) ϕ(0; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|α0
)
, n /∈ m(ℓ(k))(k),
|ϕ(m; k)| ≤ 2, for any m ∈ m(ℓ(k))(k),
(2.16)
(2.17) H˜kϕ(k) = E(k)ϕ(k).
(2)
(2.18) E(k) = E(−k), ϕ(n;−k) = ϕ(−n; k),
(2.19) (k(0))2(k − k1)2 < E(k)− E(k1) < 2k(k − k1) + 2ε
∑
k1<kn<k
(δ(n))1/8, 0 < k − k1 < 1/4, k1 > 0,
where k(0) := min(ε0, k/1024).
(3) The limits
E±(km) = lim
k→km±0, k∈G\{
ξ(m)
2 :m∈T}
E(k), for km > 0,(2.20)
E(0) = lim
k→0, k∈G\{
ξ(m)
2 :m∈T}
E(k),(2.21)
ϕ±(n; km) = lim
k→km±0, k∈G\{
ξ(m)
2 :m∈T}
ϕ(n; k), for km > 0,(2.22)
ϕ(n; 0) = lim
k→0, k∈G\{ ξ(m)2 :m∈T}
ϕ(n; k)(2.23)
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exist, ϕ±(0; k) = 1, ϕ(0; 0) = 1,
|ϕ±(n; km)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|α0
)
, n /∈ m(ℓ(km))(km),
|ϕ±(m; km)| ≤ 2, for any m ∈ m(ℓ(km))(km),
|ϕ(n; 0)| ≤ ε1/2 exp
(
− 7
8
κ0|n−m|α0
)
, n 6= 0,
(2.24)
H˜kmϕ
±(km) = E
±(km)ϕ
±(km),
H˜0ϕ(0) = E(0)ϕ(0).
(2.25)
(4) Assume E−(kn(0)) < E
+(kn(0)). Let E ∈ (E−(kn(0)) + δ, E+(kn(0)) − δ) with δ > 0 arbitrary. Then
for every k, we have
(2.26) |[(E − H˜k)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n.
(5) Let E < E(0)− δ, δ > 0. For every k, we have
(2.27) |[(E − H˜k)−1](m,n)| ≤
{
exp(− 18κ0|m− n|α0) if |m− n| > [16 log δ−1]1/α0 ,
δ−1 for any m,n.
The relation between the Hill operator H˜ and the dual operators H˜k is via the Fourier transform. We
denote by f̂(k) the Fourier transform of a function f(x),
(2.28) f̂(k) :=
∫
R
e−2πikxf(x) dx,
x, k ∈ R. Let S(R) be the space of Schwartz functions f(x), x ∈ R. Let g(k) be a measurable function which
decays faster than |k|−a as |k| → ∞ for any a > 0. Let ψ = gˇ be its inverse Fourier transform. Then ψ
belongs to the domain of H˜ and the following identity holds:
(2.29) ̂˜Hψ(k) = (2π)2k2ψ̂(k) + ∑
m∈Z(ω˜)\{0}
c(−m)ψ̂(k +mω).
In particular, this identity holds for any f ∈ S(R). We rewrite (2.29) as follows,
(2.30) ̂˜Hψ(k + nω˜) = (2π)2k2ψ̂(k + nω˜) + ∑
m∈Z(ω˜)\{n}
c(n−m)ψ̂(k +mω) = [H˜kψ̂(k + ·ω)](n);
see (2.10). One has for any m, n, l ∈ Z = Z(ω˜),
(2.31) H˜k+lω˜(m, n) = H˜k(m+ l, n+ l).
Let l ∈ Z be arbitrary. Define Ul : ℓ2(Z)→ ℓ2(Z) by setting [Ulf ](n) := f(l+ n), f ∈ ℓ2(Z).
Lemma 2.8. (1) Ul is a unitary operator.
(2) For any linear operator T whose domain DT contains the standard basis vectors δm, we have
(2.32) [UlTU
−1
l ](m, n) = T (m+ l, n+ l).
(3)
(2.33) [UlHkU
−1
l ](m, n) = Hk+lω˜(m, n).
In particular, if for some E ∈ C, the inverse (E−Hk)−1 exists, then for any l ∈ Z, the inverse (E−Hk+lω˜)−1
also exists and
(2.34) (E −Hk+lω˜)−1(m, n) = (E −Hk)−1(m + l, n+ l).
Proof. Parts (1) and (2) follow from the definition of Ul. Part (3) follows from part (2) due to (2.31). 
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To prove Theorem A˜, we need the following:
Lemma 2.9. Assume that for some E ∈ R, there exist γ(E) > 0, B(E) <∞ such that for any k, (E −Hk)
is invertible, and for any m, n ∈ Z, we have
(2.35) |(E − H˜k)−1(m, n)| ≤ B(E) exp(−γ(E)|m− n|α0),
where α0 > 0. Then, (E − H˜) is invertible.
Proof. For any k, we have∑
l∈Z
|(E − H˜k)(m, l)||(E − H˜k)−1(l, n)| ≤ (k +mω˜)2B(E) exp(−γ(E)|m− n|α0)
+ ε0B(E) exp(−γ1(E)|m− n|α0)
[∑
r∈Z
exp(−γ1(E)|r|α0 )
]2
≤ [(k +mω˜)2B(E) + C(γ(E), α0, ν)] exp(−γ(E)|m − n|α0/2),∑
l∈Z
(E − H˜k)(m, l)(E − H˜k)−1(l, n) = δm,n,
(2.36)
where δm,n is the Kronecker symbol. In particular, for any k and for any bounded function ψ : Z → C, we
have
(2.37)
∑
l,n∈Z
(E − H˜k)(m, l)(E − H˜k)−1(l, n)ψ(n) = ψ(m), m ∈ Z,
and the series converges absolutely.
Let f ∈ S(R1) be arbitrary. Set
(2.38) g(k) =
∑
n∈Z
(E − H˜k)−1(0, n)f̂(k + nω˜).
Note that since f̂ ∈ S(R), one obtains using condition (2.35), lim|k|→∞ |k|a|g(k)| = 0 for any a > 0. Therefore,
(2.29) holds, ψ := gˇ ∈ L2(R). Using (2.34) from Lemma 2.8, one obtains for any k and any m ∈ Z,
g(k +mω˜) =
∑
n∈Z
(E − H˜k+mω˜)−1(0, n)f̂(k +mω˜ + nω˜)
=
∑
n∈Z
(E − H˜k)−1(m, n+m)f̂(k +mω˜ + nω˜)
=
∑
n∈Z
(E − H˜k)−1(m, n)f̂(k + nω˜).
(2.39)
Combining this with (2.37), one obtains for any k,
(2.40)
∑
m∈Z
(E − H˜k)(0,m)g(k +mω˜) = f̂(k).
Using the definition (2.38) and (2.36), we get∣∣∣ ∫
R
g(k)h(k) dk
∣∣∣ ≤ ‖f̂‖2‖h‖2∑
n∈Z
|(E − H˜k)−1(0, n)|
≤ ‖f̂‖2‖h‖2B(E)C(γ(E), α0, ν)
(2.41)
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for any h ∈ L2(R). Hence, ‖g‖2 ≤ B(E)C(γ(E), α0, ν)‖f̂‖2. In particular, the inverse Fourier transform
ψ = gˇ ∈ L2(R) obeys ‖ψ‖2 = ‖g‖2 ≤M(E,α0, ν)‖f‖2. Combining (2.29) with (2.40), we find
̂[(E − H˜)ψ](k) = E − (2π)2k2ψ̂(k)−
∑
m∈Z
c(−m)ψ̂(k +mω)
= E − (2π)2k2g(k)−
∑
m∈Z
c(−m)g(k +mω)
=
∑
m∈Z
(E − H˜k)(0,m)g(k +mω˜)
= f̂(k).
(2.42)
So,
(2.43) (E − H˜)ψ = f, ‖ψ‖2 ≤M(E,α0, ν)‖f‖2.
Since f ∈ S(R) is arbitrary, (E − H˜) is invertible. 
Proof of Theorem A˜. Given k ∈ R and ϕ(n) : Z→ C such that |ϕ(n)| ≤ Cϕ|n|−ν−1, where Cϕ is a constant,
set
(2.44) yϕ,k(x) =
∑
n∈Z
ϕ(n)e2πi(nω˜+k)x.
The function yϕ,k(x) satisfies the Hill equation (2.3) if and only if
(2.45) (2π)2(nω˜ + k)2ϕ(n) +
∑
m∈Z
c(n−m)ϕ(m) = Eϕ(n)
for any n ∈ Z. Let E(k) and (ϕ(n; k))n∈Z be as in Theorem C˜. Then,
ψ(k, x) =
∑
n∈Z
ϕ(n; k)e2πi(nω˜+k)x
obeys equation (2.3) with E = E(k), that is,
(2.46) H˜ψ ≡ −ψ′′(k, x) + V˜ (x)ψ(k, x) = E(k)ψ(k, x).
Due to (1) and (2) from Theorem C˜, conditions (a)–(d) in Theorem A˜ hold. Combining (4), (5) from
Theorem C˜ with Lemma 2.9, one concludes that
specH ⊂ [E(0),∞) \
⋃
m∈Z\{0}:E−(km)<E+(km)
(E−(km), E
+(km)).
Recall the following general basic fact from the spectral theory of Schro¨dinger equations: if for some E ∈ R,
there exists a bounded smooth function y 6= 0 which obeys equation (2.3), that is,
(2.47) − y′′ + V˜ (x)y(x) = Ey(x),
then E ∈ spec H˜. For any k ∈ G \K(ω), the function ψ(k, x) is bounded. Hence, E(k) ∈ specH . It follows
from (1.25) that E(k) is continuous at each point k ∈ G \ K(ω). It follows also from (1.25) that E(k) is
monotone for k ∈ G \K(ω), k > 0. Recall also that E(−k) = E(k). Hence,
{E(k) : k ∈ G \K(ω)} = [E(0),∞) \
⋃
m∈Z\{0}:E−(km)<E+(km)
(E−(km), E
+(km)),
which implies
specH = [E(0),∞) \
⋃
m∈Z\{0}:E−(km)<E+(km)
(E−(km), E
+(km)).
This finishes the proof of Theorem A˜. 
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3. Proof of Theorem B˜
To prove Theorem B˜ we need to invoke Theorem D˜ from [DGL1] which contains a very detailed description
of the results for the multi-scale analysis of the operators H˜k. First of all we need to invoke the definition of
the weight functions, see Section 2 in [DGL1]. These definitions are rather lengthy. We still reproduce them
here because we use the structure of the weight functions in our proof of Theorem B˜.
As always in the present paper, the role of the group T in [DGL1] is played by Z(ω˜) here. Since we quote
some parts from [DGL1], let us nevertheless write T for the group in this section. Moreover, to simplify
the notation (and also to conform with [DGL1]) we use the Latin letters m,n, . . . to denote elements of the
group T, rather than m, n, . . . as before.
Definition 3.1. (1) For each m ∈ T, let γ(m) := (m) be the sequence which consists of one point m.
Set Γ(m,m; 1) := {γ(m)}, Γ(m,n; 1) := ∅ for n 6= m. Let Λ ⊂ T. Set
Γ(k,Λ) = {γ = (n1, . . . , nk) : nj ∈ Λ, nj+1 6= nj}, k ≥ 2,
Γ(m,n; k,Λ) = {γ ∈ Γ(k,Λ), n1 = m,nk = n}, m, n ∈ Λ, k ≥ 2,
Γ1(m,n; Λ) =
⋃
k≥1
Γ(m,n; k,Λ), Γ1(Λ) =
⋃
m,n∈Λ
Γ1(m,n; Λ).
(3.1)
We call the sequences γ in this definition trajectories.
(2) Let Λ ⊂ T, w(m,n), D(m) be real functions, m,n ∈ Λ, obeying w(m,n) ≥ 0, D(m) ≥ 1, w(m,m) =
1, and
(3.2) w(m,n) ≤ exp(−κ0|m− n|α0),
m, n ∈ Λ, where 0 < κ0 < 1, 0 < α0 ≤ 1. For γ = (n1, . . . , nk), set
wD,κ0(γ) =
[ ∏
1≤j≤k−1
w(nj , nj+1)
]
exp
( ∑
1≤j≤k
D(nj)
)
,
‖γ‖ =
∑
1≤i≤k−1
|ni − ni+1|α0 , D¯(γ) := max
j
D(nj),
WD,κ0(γ) = exp
(
− κ0‖γ‖+
∑
1≤j≤k
D(nj)
)
.
(3.3)
Here, ‖γ‖ = 0 if k = 1. Obviously, wD,κ0(γ) ≤WD,κ0(γ).
(3) Let T ≫ 1. We say that γ = (n1, . . . , nk), nj ∈ Λ, k ≥ 1 belongs to ΓD,T,κ0(n1, nk; k,Λ) if the
following condition holds:
(3.4) min(D(ni), D(nj)) ≤ T ‖(ni, . . . , nj)‖α0/5 for any i < j such that min(D(ni), D(nj)) ≥ 4Tκ−10 .
Note that ΓD,T,κ0(n1, n1; 1,Λ) = {(n1)}. Set ΓD,T,κ0(m,n; Λ) =
⋃
k ΓD,T,κ0(m,n; k,Λ),
ΓD,T,κ0(Λ) =
⋃
m,n ΓD,T,κ0(m,n; Λ).
(4) Set
sD,T,κ0;k,Λ(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ)
wD,κ0(γ),
SD,T,κ0;k,Λ(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ)
WD,κ0(γ).
(3.5)
Note that sD,T,κ0;1,Λ(m,m) = SD,T,κ0;1,Λ(m,m) = exp(D(m)).
(5) Set µΛ(m) := dist(m,T \ Λ). We say that the function D(m), m ∈ Λ belongs to GΛ,T,κ0 if the
following condition holds:
(3.6) D(m) ≤ TµΛ(m)α0/5 for any m such that D(m) ≥ 4Tκ−10 .
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(6) Let D ∈ GΛ,T,κ0 . We say that γ = (n1, . . . , nk), nj ∈ Λ, k ≥ 1 belongs to ΓD,T,κ0(n1, nk; k,Λ,R) if
the following conditions hold:
min(D(ni), D(nj)) ≤ T ‖(ni, . . . , nj)‖α0/5
for any i < j such that min(D(ni), D(nj)) ≥ 4Tκ−10 , unless j = i+ 1.
(3.7)
Moreover,
if min(D(ni), D(ni+1)) > T |(ni − ni+1)|α0/5 for some i, then
min(D(nj′ ), D(ni)) ≤ T ‖(nj′ , . . . , ni)‖α0/5, min(D(ni), D(nj′′ )) ≤ T ‖(ni, . . . , nj′′)‖α0/5,
min(D(nj′ ), D(ni+1)) ≤ T ‖(nj′ , . . . , ni+1)‖α0/5, min(D(ni+1), D(nj′′ )) ≤ T ‖(ni+1, . . . , nj′′ )‖α0/5,
for any j′ < i < i+ 1 < j′′.
(3.8)
Set ΓD,T,κ0(m,n; Λ,R) =
⋃
k ΓD,T,κ0(m,n; k,Λ,R), ΓD,T,κ0(Λ,R) =
⋃
m,n ΓD,T,κ0(m,n; Λ,R).
Set
sD,T,κ0;k,Λ,R(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ,R)
wD,κ0(γ),
SD,T,κ0;k,Λ,R(m,n) =
∑
γ∈ΓD,T,κ0(m,n;k,Λ,R)
WD,κ0(γ).
(3.9)
The letter R in the above definitions does not signify an additional parameter; it is used as an
abbreviation for the word “resonant”, for the purpose of distinguishing between these objects and
similar objects introduced earlier in the definition.
It is convenient to use the notation ξ(n) := nω˜, n ∈ T. Clearly, ξ(n) is a real additive function on T. It
is easy to see that the case |ω˜| > 1 follows from the case |ω˜| ≤ 1. Thus we assume that |ω˜| ≤ 1, so that
(3.10) |ξ(n)| ≤ |n|, n ∈ T.
Recall that due to Lemma 2.7 we have the following Diophantine condition:
(3.11) |ξ(n)| ≥ a0|n|−b0 , for any |n| > 0,
where a0, b0 are constants.
Next we need to invoke the scales setup from [DGL1].
Definition 3.2. Let a0, b0 be as in (3.11). Set b1 = 32b0, β1 = b
−1
1 = (32b0)
−1. Fix an arbitrary R1 with
logR1 ≥ α−10 max(log(100a−10 ), 234β−11 log κ−10 ). Set
(3.12)
R(1) = R1, δ
4
0 := δ
(0)
0 = (R
(1))−
1
β1 , δ
(u−1)
0 = exp
(−(logR(u−1))2), u = 2, . . . , R(u) := (δ(u−1)0 )−β1 .
Note that log δ−10 > D(κ0, α0, a0, b0) := 2
32α−10 β
−1
1 log κ
−1
0 . It is important to mention that
|ξ(n)| ≥ a0|m|−b0 ≥ a0(48R(u))−b0 > (R(u))−2b0 = (δ(u−1)0 )1/16 if 0 < |m| ≤ 48R(u),
logR(u) = β1(logR
(u−1))2,
exp(−κ0(R(u−1))α0) < (δ(u)0 )16.
(3.13)
Set
kn = −ξ(n)/2, In = (kn − (δ(s)0 )3/4, kn + (δ(s)0 )3/4) if 12R(s−1) < |n| ≤ 12R(s),
R(k) = {n ∈ T \ {0} : k ∈ In}, G = {k : |R(k)| <∞}.
(3.14)
The following simple observations are due to the Diophantine property of the function ξ(m).
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Lemma 3.3. Assume m1 ∈ R(k). Let 12R(s1−1) < |m1| ≤ 12R(s1). Then,
(1) |ξ(m1)| > |m1|−2b0 ≥ (12R(s1))−2b0 , |k| > |m1|−2b0 ≥ (12R(s1))−2b0 .
(2) sgn(k) = − sgn(ξ(m1)).
(3) If m2 ∈ R(k), m1 6= m2, |m1| ≤ |m2|, then, in fact,
(3.15) |m2| > 1
2
R(s1+1) =
1
2
exp(β1(logR
(s1))2),
with β1 as in (3.12); in particular, β1 < 1/2, logR
(1) > 24β−21 .
(4) Let k = km2 , so that m2 ∈ R(k). Assume m1 6= m2. Then (3.15) holds.
Definition 3.4. Assume that 0 < |R(k)| <∞. We enumerate the points of R(k) as n(ℓ)(k), ℓ = 0, . . . , ℓ(k),
1 + ℓ(k) = |R(k)|, so that |n(ℓ)(k)| < |n(ℓ+1)(k)|. Let s(ℓ)(k) be defined so that 12R(s(ℓ)(k)−1) < n(ℓ)(k) ≤
12R(s
(ℓ)(k)), ℓ = 0, . . . , ℓ(k), s(ℓ(k)) := s(ℓ(k))(k), n(ℓ(k)) := n(ℓ(k))(k). For s(ℓ)(k) ≤ s < s(ℓ+1)(k), set
P(s)(k) = {0, n(ℓ(k))}. For s < s(0)(k), set P(s)(k) = {0}. Furthermore, set
Tm(n) = m− n, m, n ∈ T,
m(0)(k) = {0, n(0)(k)}, m(ℓ)(k) = m(ℓ−1)(k) ∪ Tn(ℓ)(k)(m(ℓ−1)(k)), ℓ = 1, . . . , ℓ(k).
(3.16)
Let n(0) ∈ T \ {0}, k = kn(0) . Clearly, n(0) ∈ R(k). It follows from (4) in Lemma 3.3 that m(ℓ(k))(k) = n(0).
Finally, we set ℓ(k) = 0, s(0)(k) = 0 if R(k) = ∅. In particular, for k = 0, R(k) = ∅, ℓ(k) = 0, s(0)(k) = 0.
Note also that n(ℓ)(kn(0)) = n
(0) for any n(0) 6= 0.
Remark 3.5. (1) We now invoke Theorem D˜ from [DGL1]. We invoke here only those statements from The-
orem D˜ that are needed to prove Theorem B˜. We still use the enumeration the way it is in [DGL1]. For this
reason there are obvious discrepancies in the enumeration below.
(2) In one of the statements we have to invoke the classes of matrix-functions
GSR[s
(ℓ(k))(k),s]
(
m(ℓ(k))(k),m+(k),m−(k),Λ
(s)
k (0); δ0, t
(ℓ(k))(k)
)
from [DGL1]. The description of these
classes is very involved and we do not reproduce it here. The reason why we need these classes of matrix
functions is that in the proof of Theorem B˜, we will invoke the theory of continued-fraction-functions from
[DG1, DGL1]. The latter plays a central role in the most important estimates developed in [DG1] and
[DGL1]. It was established in those papers that the characteristic polynomials of the resonant part of the
matrices belonging to the above-mentioned classes can be represented as continued-fraction-functions. The
resonant eigenvalues of the matrices are implicit functions of the variables ε, k defined via zeros of the
continued-fraction-function. The theory of continued-fraction-functions itself is completely independent of
the rest of the material. One can find a comprehensive discussion of this theory in Section 5 of [DG1].
Theorem D˜. There exists ε0 = ε0(a0, b0, κ0) > 0 such that for 1/2 ≤ α0 ≤ 1, 0 < ε < ε0, and any k, one
can define sets Λ
(s)
k , s = 1, 2, . . . such that the following statements hold.
(I) Assume that R(k, ω˜) 6= ∅. Let n(ℓ)(k), s(ℓ)(k), ℓ(k), m(ℓ)(k) be as in (3.16). Set s(ℓ(k)+1)(k) := ∞.
Let s(ℓ)(k) ≤ s < s(ℓ+1)(k) be arbitrary.
(0) H
Λ
(s(ℓ(k))(k)+q)
k
(0),ε,k
∈ GSR[s(ℓ(k))(k),s](m(ℓ(k))(k),m+(k),m−(k),Λ(s)k (0); δ0, t(ℓ(k))(k)), t(ℓ)(k) =
(τ (0)(k), . . . , τ (ℓ)(k)), τ (r)(k) = |knr |||k| − |knr ||, m+(k) = 0, m−(k) = n(ℓ(k))(k) if |k| > |kn(ℓ)(k)|,
m−(k) = 0, m+(k) = n(ℓ(k))(k) if |k| < |kn(ℓ)(k)|. In particular,
(3.17) B(0, R(s)) ∪B(n(s(ℓ)(k)), R(s)) ⊂ Λ(s)k ⊂ B(0, 16R(s)).
(ii) Let |k1 − k| < (δ(s−1)0 )1/4, k1 /∈ {ξ(m) : m ∈ F}. There exist real-analytic functions E(0,Λ(s)k ; ε, k1),
E(n(ℓ)(k),Λ
(s)
k ; ε, k1) of ε, E(0,Λk; ε, k1) 6= E(m(ℓ)(k, ω˜),Λ(s)k ; ε, k1) for any ε, such that E(·,Λk; 0, k1) =
v(·, k1) and
(3.18) specH
Λ
(s)
k
,ε,k1
∩{min
·
|E−E(·,Λ(s)k ; ε, k1)| < (δ(s−1)0 )1/8} = {E(0,Λ(s)k ; ε, k1), E(n(ℓ)(k),Λ(s)k ; ε, k1)}.
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Furthermore,
(3.19) |E(0,Λ(s)k ; ε, k1)− E(n(ℓ)(k),Λ(s)k ; ε, k1)| < exp
(
− κ0
2
|n(ℓ)(k)|α0
)
.
(iii) Let min· |E − E(·,Λ(s)k ; ε, k1)| < (δ(s−1)0 )1/8. There exists a function D(·) := D(·,Λ(s)k ) ∈ GΛ(s)
k
,T,κ0
,
T = 4κ0 log δ
−1
0 , see (5) in Definition 3.1, such that
(3.20) |[(E −H
Λ
(s)
k
\P(s)(k),ε,k1
)−1](x, y)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k
\{0,n(ℓ)},R
(x, y).
(iv)
(3.21) |E(0,Λ(s)k ; ε, k)− E(0,Λ(s+1)k ; ε, k)| ≤ |ε|(δ(s)0 )6.
(III) Let n(0) ∈ T \ {0} be arbitrary. Let s ≥ s(ℓ(kn(0) )). Assume, for instance, kn(0) > 0.
(1) The limits
(3.22) E±(Λ
(s)
k
n(0)
; ε, kn(0)) := lim
k1→kn(0)±0
E(0,Λ
(s)
k
n(0)
; ε, k1)
exist, and
(3.23) 0 ≤ E+(Λ(s)k
n(0)
; ε, kn(0))− E−(Λ(s)k
n(0)
; ε, kn(0)) ≤ 2|ε| exp
(
− κ0
2
|n(0)|α0
)
.
Furthermore,
specH
Λ
(s)
k
n(0)
(0),ε,k
n(0)
∩ {E : min
±
|E − E±(Λ(s)k
n(0)
; ε, kn(0))| < 8(δ(s¯0−1)0 )1/8}
= {E−(Λ(s)k
n(0)
; ε, kn(0)), E
+(Λ
(s)
k
n(0)
; ε, kn(0))}.
(3.24)
Let min± |E − E±(Λ(s)k
n(0)
,ω˜; ε, kn(0))
)| < (δ(s−1)0 )1/8. There exists a function D(·) := D(·,Λ(s)k
n(0)
) ∈
G
Λ
(s)
k
n(0)
,T,κ0
, T = 4κ0 log δ
−1
0 , see (5) in Definition 3.1, such that
(3.25) |[(E −H
Λ
(s)
k
n(0)
\P(s)(kn0),ε,kn(0)
)−1](m,n)| ≤ s
D(·),T,κ0,|ε|;Λ
(s)
k
\{0,n(0)},R
(m,n).
(2)
(3.26) |E±(Λ(s)k
n(0)
; ε, kn(0)
)− E±(Λ(s+1)k
n(0)
; ε, kn(0)
)| ≤ |ε|(δ(s)0 )6.
(3) E = E±(Λ
(s)
k
n(0)
; ε, kn(0)) obeys the following equation,
(3.27) E − v(0, kn(0))−Q(0,Λ(s)k
n(0)
; ε, E)∓ ∣∣G(0, n(0),Λ(s)k
n(0)
; ε, E)
∣∣ = 0,
where
Q(0,Λ
(s)
k
n(0)
; ε, E)
=
∑
m′,n′∈Λ
(s)
k
n(0)
\P(s)(kn0 )
h(0,m′; ε, kn(0))[(E −HΛ(s)
k
n(0)
\{0,n(0)},ε,k
n(0)
)−1](m′, n′)h(n′, 0; ε, kn0),
G(0, n(0),Λ
(s)
k
n(0)
; ε, E) = h(0, n(0); ε, kn(0))
+
∑
m′,n′∈Λ
(s)
k
n(0)
\P(s)(kn0)
h(0,m′; ε, kn(0))[(E −HΛ(s)
k
n(0)
\{0,n(0)},ε,k
n(0)
)−1](m′, n′)h(n′, n(0); ε, kn(0)).
(3.28)
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We need to invoke also the following fact from the proof of Theorem C˜: the function E(k) in Theorem A˜
obeys
(3.29) |E(k)− E(0,Λ(s+1)k ; ε, k)| ≤ 2|ε|(δ(s)0 )6;
see (3.21) in Theorem D˜.
Proof of part (1) of Theorem B. Let n(0) ∈ T \ {0} be arbitrary. We assume that kn(0) = −n
(0)ω
2 > 0. The
case kn(0) = −n
(0)ω
2 < 0 is similar. Due to part (III) of Theorem D˜, we have
(3.30) 0 ≤ E+(Λ(s); kn(0))− E−(Λ(s); kn(0)) ≤ 2ε exp
(
− κ0
2
|n(0)|
)
,
where Λ = Λ
(s)
k
n(0)
(0), s = s(ℓ(kn(0) ))(kn(0)), ℓ = ℓ(kn(0)). Combining this with (3.29), we obtain
(3.31) 0 ≤ E+(kn(0))− E−(kn(0)) ≤ 2ε exp
(
− κ0
2
|n(0)|α0
)
,
as claimed in part (1) of Theorem B˜. 
Remark 3.6. (1) The proof of part (2) of Theorem B˜ is practically the same as the proof of part (2) of
Theorem B in [DG1]. The fact that we assume |c(n)| ≤ ε exp(−κ0|n|α0), rather than |c(n)| ≤ ε exp(−κ0|n|),
does not introduce many changes. This is because the estimation of the weights in Definition 3.1 works for
any α0. This fact was verified in [DGL1]. Here we just utilize this fact. First we discuss the main contraction
principle for the Fourier coefficients c(m), m ∈ T. The contraction follows from the eigenvalue equation (3.27)
in Theorem D˜. The derivation is done in Lemma 3.9 below. Once the contraction is established, the proof
of part (2) in Theorem B˜ relies on the elementary theory of the weight functions sD(·);..., see Definition 3.1.
We reproduce here the lemmas from the proof of part (2) of Theorem B to demonstrate explicitly how this
weight function theory finishes the proof of Theorem B˜.
(2) To derive Lemma 3.9 we introduce in the current presentation the additional Lemmas 3.7 and 3.8 to
show the connection between the statements in Section 4 of [DG1] and the estimates needed in the proof of
Theorem B˜. We use equation (3.27) from part (III) of Theorem D˜:
(3.32) [E − v(0, kn(0))−Q(s)(0,Λ; ε, kn(0) , E)∓
∣∣G(s)(0, n(0),Λ; ε, kn(0) , E)∣∣]|E=E±(Λ;ε,k
n(0)
= 0.
Set
a1 = v(0, kn(0) + θ) +Q
(s)(0,Λ; kn(0) + θ, E),
a2 = v(0, kn(0) − θ) +Q(s)(0,Λ; kn(0) − θ, E),
b = G(s)(0, n0,Λ; kn(0) + θ, E),
(3.33)
fi := E − ai, i = 1, 2, f = f1 − |b|2f−12 . Let for instance kn(0) > 0. Due to [DG1, Proposition 6.9], f
and fi are continued-fraction-functions: f ∈ F(ℓ)g(ℓ−1),1(f1, f2, b2), for θ > 0, see [DG1, Definition 4.9]. These
functions are rational in terms of the variables ε, k, E. One can get rid of the corresponding denominators
to turn them into polynomials. This is done inductively in [DG1, Definition 4.9] by setting
µ(f) =
{
µ(f1)µ(f2)f2 if f = f1 − b2f2 ,
µ(f1)µ(f2)f1 if f = f2 − b2f1 ,
χ(f) = µ(f)f,
τ (f) = (χ(f2) − χ(f1))τ (f1)τ (f2),
(3.34)
starting with χ(fi) := fi, µ
(fi) := 1, τ (fi) := 1, σ(fi) := 1, i = 1, 2 when f ∈ F(1)g(1)(a1, a2, b2). Due to the
theory of continued-fraction-functions,
(3.35) |∂αµ(fj)|, |∂αχ(fj)| ≤ 1, 0 ≤ |α| ≤ 2,
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see part (2) of [DG1, Lemma 4.11]. The estimates (3.35) allow us to get rid of the small denominators of
continued-fraction-functions.
(3) We prove part (2) of Theorem B˜ for α′0 = α0. We do this just to avoid a repetition of the same
arguments. One can see that the proof works for any α′0 ≥ α0.
Lemma 3.7. (i) f2(θ) = f1(−θ), χ(f2)(θ) = χ(f1)(−θ).
(ii) |χ(f2)(θ) − χ(f1)(θ)| > (τ (f1))8|θ|.
Proof. (i) is due to the definition (3.33). (ii) follows from (i) due to parts (8), (9) of [DG1, Lemma 4.11]. 
Lemma 3.8. The following estimates hold,
|τ (fi)| > exp(−C(b0)(log[4 + |n(0)|])3),
|µ(fi)| > exp(−C(b0)(log[4 + |n(0)|])3).
(3.36)
Proof. Let n(0) 6= 0 and let n(ℓ′) := n(ℓ′)(kn(0)), ℓ′ = 0, . . . , ℓ = ℓ(kn(0)) be as in Definition 3.4. Recall first
of all that n(ℓ(kn(0) )) = n(0), see Definition 3.4 and Lemma 3.3. Assume for instance that ℓ¯ := ℓ(kn(0)) > 1,
so that n(ℓ¯−1) exists. Then due to [DG1, Definition 4.9], we have fi ∈ F(ℓ¯−1)g(ℓ−1)(fi,1, fi,2, b2i ), i = 1, 2. Here
fi,1, fi,2, b
2
i are defined similarly to f1, f2, b in (3.33) with kn(ℓ¯−1) in the role of kn(0) and kn(ℓ¯−1) − kn(0) in
the role of θ. Due to Lemma 3.7 we obtain |χ(fi,2) − χ(fi,1)| > (τ (fi,1))8|kn(ℓ¯−1) − kn(0) |. Due to Lemma 3.3,
|kn(ℓ¯−1)−kn(0) | > (2|n(0)|)−2b0 . Similar estimates hold for fi,j in the role fi, etc. Using induction we conclude
that
(3.37) |τ (fi)| >
∏
ℓ≤ℓ¯
|kn(ℓ−1) − kn(ℓ) |16 >
∏
ℓ≤ℓ¯
|n(ℓ)|−32b0 .
Once again, due to Lemma 3.3, |n(ℓ−1)| < exp((log |n(ℓ)|)2/3), ℓ¯ < log(4+ |n(0)|). Substituting this in (3.37),
we obtain the first estimate in (3.36). Due to part (4) of [DG1, Lemma 4.11], we have |µ(fi)| ≥ 2−2ℓ−1+1τ (fi).
Therefore the second estimate in (3.36) follows from the first one. 
Lemma 3.9. Using the notation from the proof of part (1) of Theorem B˜, for any n(0), the Fourier coefficient
c(n(0)) obeys the following estimate,
|c(n(0))| ≤ exp(C(b0)(log[4 + |n(0)|])3)(E+(Λ; kn(0))− E−(Λ; kn(0)))
+
∑
m′,n′∈Λ\{0,n(0)}
|c(m′)|sD(·;Λ\{0,n(0)}),T,κ0,ε;Λ\{0,n(0)},R(m′, n′)|c(n′ − n(0))|.(3.38)
Proof. Equation (3.32) implies the following inequality,
(3.39) |b(kn(0) , E)||E=E+(Λ;k
n(0)
) ≤ |f1(kn(0) , E)|E=E+(Λ;k
n(0)
) − f1(kn(0) , E)|E=E−(Λ;k
n(0)
)|.
Now we get rid of small denominators in the continued-fraction-functions fi:
|b(kn(0) , E)||E=E+(Λ;k
n(0)
)
∏
±
|µ(f1)(kn(0) , E)|E=E±(Λ;k
n(0)
)|
≤
∣∣∣µ(f1)(kn(0) , E)|E=E−(Λ;k
n(0)
)χ
(f1)(kn(0) , E)|E=E+(Λ;k
n(0)
)
− µ(f1)(kn(0) , E)|E=E+(Λ;k
n(0)
)χ
(f1)(kn(0) , E)|E=E−(Λ;k
n(0)
)
∣∣∣.
(3.40)
Next we invoke the estimates (3.35),
(3.41) |b(kn(0) , E)||E=E+(Λ;k
n(0)
)
∏
±
|µ(f1)(kn(0) , E)|E=E±(Λ;k
n(0)
)| ≤ 2(E+(Λ; kn(0))− E−(Λ; kn(0))).
Due to Lemma 3.8 this implies
(3.42) |b(kn(0) , E)||E=E+(Λ;k
n(0)
) ≤ exp(C(b0)(log[4 + |n(0)|])3)(E+(Λ; kn(0))− E−(Λ; kn(0))).
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Due to the definitions in (3.28), (3.33),
(3.43) b(kn(0) , E) = c(n
(0)) +
∑
m′,n′∈Λ\{0,n(0)}
c(m′)[(E −HΛ\{0,n(0)},k
n(0)
)−1](m′, n′)c(n′ − n(0)),
and due to (3.25),
(3.44) |[(E −HΛ\{0,n(0)},k
n(0)
)−1](m,n)| ≤ sD(·;Λ\{0,n(0)}),T,κ0,ε;Λ\{0,n(0)},R(m,n).
Therefore, (3.38) follows from (3.42). 
It is convenient to introduce the following notation: Λ := Λ(s), Λ′(n(0)) = Λ \ {0, n(0)}, Λ(n(0)) =
T \ {0, n(0)},
(3.45)
s(n(0);m′, n′) =
{
sD(·;Λ(n(0))),T,κ0,ε;Λ(n(0)),R(m
′, n′) if m′, n′ ∈ Λ′(n(0)),
0 if m′ ∈ Λ(n(0)) \ Λ′(n(0)), or n′ ∈ Λ(n(0)) \ Λ′(n(0)), or both.
Let us recall the main properties of the sum s(n(0);m′, n′) from [DG1, Section 2].
Lemma 3.10. Let s(n(0);m′, n′) be as in (3.45).
(1)
s(n(0);m,n) ≤
∑
γ∈Γ
n(0)
(m,n)
wn(0)(γ),
wn(0)(γ) =
[∏
w(nj , nj+1)
]
exp
( ∑
1≤j≤k
Dn(0)(nj)
)
.
(3.46)
Here w(m,n) := |c(n − m)|, Γn(0)(m,n) stands for a set of trajectories γ = (n1, . . . , nk), k := k(γ) ≥ 1,
nj ∈ Λ(n(0)), n1 = m, nk = n, nj+1 6= nj, Dn(0)(x) > 0, x ∈ Zν \ {0, n(0)}. Moreover, the following
conditions hold:
(i) Dn(0)(x) ≤ Tµn(0)(x)1/5 for any x such that Dn(0)(x) ≥ 4Tκ−10 , where µn(0)(x) = min(|x|, |x − n(0)|),
T = 4κ0 log δ
−1
0 ,
(ii)
min(Dn(0)(ni), Dn(0)(nj)) ≤ T ‖(ni, . . . , nj)‖1/5
for any i < j such that min(Dn(0)(ni), Dn(0)(nj)) ≥ 4Tκ−10 , unless j = i+ 1.
(3.47)
Moreover,
if min(Dn(0)(ni), Dn(0)(ni+1)) > T |(ni − ni+1)|1/5 for some i, then
min(Dn(0)(nj′ ), Dn(0)(ni)) ≤ T ‖(nj′ , . . . , ni)‖1/5,
min(Dn(0)(ni), Dn(0)(nj′′ )) ≤ T ‖(ni, . . . , nj′′)‖1/5,
min(Dn(0)(nj′ ), Dn(0)(ni+1)) ≤ T ‖(nj′ , . . . , ni+1)‖1/5,
min(Dn(0)(ni+1), Dn(0)(nj′′ )) ≤ T ‖(ni+1, . . . , nj′′)‖1/5,
for any j′ < i < i+ 1 < j′′.
(3.48)
(2) Assume that for all n ∈ T, we have |c(n)| ≤ ε˜ exp(−κ˜|n|) with ε˜ ≤ ε0, κ˜ ≥ κ0. Let γ = (n1, . . . , nk) ∈
Γn(0) :=
⋃
m,n Γn(0)(m,n). Set M = 4Tκ
−1
0 , D¯(γ) = maxj D(nj), tD(γ) :=
log D¯(γ)
logM , ϑt =
∑
0<s≤t 2
−5s.
Then,
(3.49) wn(0)(γ) ≤
{
ε˜k(γ)−1 exp(−κ˜‖γ‖+ k(γ)M5) if tD(γ) ≤ 5,
ε˜k(γ)−1 exp(−κ˜(1− ϑtD(γ)+1)‖γ‖+ 2D¯(γ)) if tD(γ) > 5.
Furthermore, D¯(γ) ≤ 2T [min(|n1|, |n(0) − nk|)1/5 + ‖γ‖1/5].
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In the next lemma we establish an estimate similar to (3.49) under a slightly weaker condition on |c(n)|,
and also an estimate for the sum of such terms.
Lemma 3.11. Let 0 < ε˜ ≤ ε0, κ˜ ≥ 2κ0, R1 ≥ 230(κ−10 T )2. Set Rt = 5Rt−1/4, ρt−1 = 2−10t−2, t = 2, . . . ,
σt =
∑
1≤ℓ≤t ρℓ. Assume
(3.50) |c(p)| ≤
{
ε˜ exp(−κ˜|p|) if 0 < |p| ≤ R2,
ε˜ exp(− 1516 (1− σ3t)κ˜|p|) if Rt−1 < |p| ≤ Rt, 3 ≤ t ≤ t0.
For t ≥ 1, let Γ(t)
n(0)
be the set of trajectories γ = (n1, . . . , nk) ∈ Γn(0) with ‖γ‖ ≤ 2Rt and maxj |nj+1−nj| ≤
Rt+1. Then, for any γ ∈ Γ(t)n(0) with t ≤ t0 − 1, we have
(3.51) wn(0)(γ) ≤ ε˜k(γ)−1 exp
(
− 15
16
(1 − σ3t+4)κ˜‖γ‖+ 2D¯(γ) + k(γ)M
)
.
Furthermore,
(3.52) ∑
γ∈Γ
n(0)
(m,n):k(γ)≥2,‖γ‖≤Rt0
wn(0)(γ) ≤ exp(−2T (min(|m|, |n(0) − n|)1/5) exp
(
− 15
16
(1 − σ3t0+2)κ˜|n−m|
)
.
Proof. The proof of (3.51) goes by induction in t = 1, 2, . . . . Let γ = (n1, . . . , nk) ∈ Γ(1)n(0) . Then, in
particular, maxj |nj+1 −nj | ≤ R2. Due to (3.50), one has w(nj , nj+1) ≤ ε˜ exp(−κ˜|nj − nj+1|). Hence (3.49)
applies. Note that 1− ϑtD(γ)+1 > 15/16. This implies (3.51) for t = 1 in both cases in (3.49).
Let Γ
(t)
n(0),0
be the set of trajectories γ = (n1, . . . , nk) ∈ Γ(t)n(0) with maxj |nj+1 − nj | ≤ Rt, Γ
(t)
n(0),1
=
Γ
(t)
n(0)
\ Γ(t)
n(0),0
.
Let γ = (n1, . . . , nk) ∈ Γ(t)n(0),1. Then there exists j0 such that |nj0+1−nj0 | > Rt. Note that |nj+1−nj| < Rt
for any j 6= j0, since ‖γ‖ ≤ 2Rt. Let γ1 = (n1, . . . , nj0), γ2 = (nj0+1, . . . , nk). Note that ‖γ1‖+ ‖γ2‖ < Rt <
2Rt−1 since ‖γ‖ ≤ 2Rt and |nj0+1 − nj0 | > Rt. Therefore γ1, γ2 ∈ Γ(t−1)n(0) . Hence, the inductive assumption
applies,
wn(0)(γi) ≤ ε˜k(γi)−1ε exp
(
− 15
16
(1 − σ3t+1)κ˜‖γi‖+ 2D¯(γi) + k(γi)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ1)|c(nj0+1 − nj0)|wn(0)(γ2)
≤ ε˜k(γ)−1 exp
(
− 15
16
(1− σ3t+1)κ˜(‖γ1‖+ ‖γ2‖)
− 15
16
(1 − σ3t+3)κ˜|nj0+1 − nj0 |+ 2D¯(γ1) + 2D¯(γ2) + k(γ)M
)
.
(3.53)
Let D(nji) = D¯(γi), i = 1, 2. We have the following cases:
(a) Assume j1 < j0. In this case due to (3.47), we have
(3.54) 2min(D¯(γ1), D¯(γ2)) ≤ 2T ‖γ‖1/5 < ρ3t+4
4
κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |)
since ‖γ‖ > Rt ≥ 230(κ−10 T )2(5/4)t−1, t ≥ 2. Combining (3.53) with (3.54), we obtain (3.51).
(b) Assume j0 + 1 < j2. Similarly to case (a), one verifies (3.51).
(c) Assume j1 = j0, j0+1 = j2. Let γ
′
1 = (n1, . . . , nj0−1), γ
′
2 = (nj0+2, . . . , nk). Once again, applying the
inductive assumption, we obtain
wn(0)(γ
′
i) ≤ ε˜k(γi)−1 exp
(
− 15
16
(1− σ3t+1)κ˜‖γ′i‖+ 2D¯(γ′i) + k(γi)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ
′
1) exp(Dn(0)(nj0))|c(nj0+1 − nj0)| exp(Dn(0)(nj0+1))wn(0) (γ′2)
≤ ε˜k(γ)−1 exp
(
− 15
16
(1 − σ3t+1)κ˜(‖γ1‖+ ‖γ2‖)− 15
16
(1− σ3t+3)κ˜|nj0+1 − nj0 |
)
×
exp(2D¯(γ1) + 2D¯(γ2) +Dn(0)(nj0) +Dn(0)(nj0+1) + k(γ)M).
(3.55)
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We have 2Dn(0)(γ
′
1) = 2min(Dn(0)(γ
′
1), Dn(0)(nj0)) < 2T ‖γ‖1/5 < ρ3t+4κ˜(‖γ1‖ + ‖γ2‖ + |nj0+1 − nj0 |)/4.
Similarly, 2Dn(0)(γ
′
2) < ρ3t+4κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |)/4. Therefore, (3.51) follows from (3.55).
Thus, (3.51) holds for γ ∈ Γ(t)
n(0),1
in any event. Let γ = (n1, . . . , nk) ∈ Γ(t)n(0),0. Assume ‖(n1, . . . , nk)‖ ≤
2Rt−1. Recall that maxj |nj+1 − nj | ≤ Rt since γ = (n1, . . . , nk) ∈ Γ(t)n(0),0. Hence, in this case the inductive
assumption applies and even a stronger estimate than (3.51) holds. Assume ‖(n1, . . . , nk)‖ > 2Rt−1. Then
there exists j0 such that ‖(n1, . . . , nj0)‖ ≤ 2Rt−1, ‖(n1, . . . , nj0+1)‖ > 2Rt−1. Let γ1 = (n1, . . . , nj0),
γ2 = (nj0+1, . . . , nk). Note that ‖γ2‖ = ‖γ‖ − ‖(n1, . . . , nj0+1)‖ < 2Rt − 2Rt−1 < 2Rt−1 since Rt < 2Rt−1.
Therefore γ1, γ2 ∈ Γ(t−1)n(0) . Hence, the inductive assumption applies,
wn(0)(γi) ≤ ε˜k(γi)−1 exp
(
− 15
16
(1− σ3t+1)κ˜‖γi‖+ 2D¯(γi) + k(γi)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ1)|c(nj0+1 − nj0)|wn(0) (γ2)
≤ ε˜k(γ)−1 exp
(
− 15
16
(1 − σ3t+1)κ˜(‖γ1‖+ ‖γ2‖)− 15
16
(1− σ3t+3)κ˜|nj0+1 − nj0 |
+ 2D¯(γ1) + 2D¯(γ2) + k(γ)M
)
.
(3.56)
Let D(nji) = D¯(γi), i = 1, 2. We have the following cases:
(α) Assume j1 < j0. In this case, due to (3.47), we have
(3.57) 2min(D¯(γ1), D¯(γ2)) ≤ 2T ‖γ‖1/5 < ρ3t+4
4
κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |).
Combining (3.56) with (3.57), we obtain (3.51).
(β) Assume j0 + 1 < j2. Similarly to case (α), one verifies (3.51).
(γ) Assume j1 = j0, j0 + 1 = j2. Let γ
′
1 = (n1, . . . , nj0−1), γ
′
2 = (nj0+2, . . . , nk). Once again, applying
the inductive assumption, we obtain
wn(0)(γ
′
i) ≤ ε˜k(γ
′
i)−1 exp
(
− 15
16
(1− σ3t+1)κ˜‖γ′i‖+ 2D¯(γ′i) + k(γ′i)M
)
, i = 1, 2,
wn(0)(γ) = wn(0)(γ
′
1)|c(nj0−1 − nj0)| exp(Dn(0)(nj0))|c(nj0+1 − nj0)| exp(Dn(0)(nj0+1))
|c(nj0+2 − nj0+1)|wn(0)(γ′2) ≤ ε˜k(γ)−1 exp(−
15
16
(1 − σ3t+1)κ˜(‖γ′1‖+ ‖γ′2‖))
× exp(−15
16
(1 − σ3t+3)κ˜(|nj0 − nj0−1|+ |nj0+1 − nj0 |+ |nj0+2 − nj0+1|))
× exp(2D¯(γ′1) + 2D¯(γ′2) +Dn(0)(nj0) +Dn(0)(nj0+1) + k(γ)M).
(3.58)
We have 2D¯n(0)(γ
′
1) = 2min(D¯n(0)(γ
′
1), Dn(0)(nj0)) < 2T ‖γ‖1/5 < ρ3t+4κ˜(‖γ′1‖ + ‖γ′2‖ + |nj0+2 − nj0−1|)/4.
Similarly, 2D¯n(0)(γ
′
2) < ρ3t+4κ˜(‖γ1‖+ ‖γ2‖+ |nj0+1 − nj0 |)/4. Therefore, (3.51) follows from (3.58).
Thus (3.51) holds in any event. Recall that D¯(γ) ≤ 2T [(min(|m|, |n(0)−n|)1/5+ ‖γ‖1/5], γ ∈ Γn(0)(m,n);
see Lemma 3.10. Set w′
n(0)
(γ) = exp(−2T (min(|m|, |n(0) − n|)1/5)wn(0)(γ). Note that 2T ‖γ‖1/5 <
ρ3t+5κ˜‖γ‖/4 if ‖γ‖ ≥ Rt. Due to the elementary estimate (2.6) in Lemma 2.5 one has for any α, k > 0,
(3.59)
∑
γ∈Γ(m,n;k,T)
exp(−α‖γ‖) < (8α−1)(k−1)ν .
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Set Γ
(t)
n(0)
(m,n) = Γn(0)(m,n) ∩ Γ(t)n(0) . Note that if γ ∈ Γn(0) and ‖γ‖ ≤ Rt+1, then γ ∈ Γ
(t)
n(0)
and (3.51)
applies. Finally, ‖γ‖ ≥ |n−m| for any γ ∈ Γn(0)(m,n). Taking all that into account, we obtain∑
γ∈Γ
n(0)
(m,n):k(γ)≥2,‖γ‖≤Rt0
w′n(0)(γ) ≤
∑
t≤t0−1
∑
γ∈Γ
n(0)
(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
w′n(0)(γ)
≤ eM
∑
t≤t0−1
∑
γ∈Γ
n(0)
(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
(eM ε˜)k(γ)−1 exp(−15
16
(1− σ3t+4)κ˜‖γ‖+ ρ3t+5κ˜‖γ‖/4)
≤ eM
∑
k≥1
(eM ε˜)k−1 exp(−15
16
(1− σ3t0+2)κ˜|n−m|)
∑
k(γ)=k
exp(−ρ3t0+2κ˜‖γ‖/4)
≤ eM exp(−15
16
(1− σ3t0+2)κ˜|n−m|)
∑
k≥1
(eM ε˜)k−1(8α−1)(k−1)ν ≤ exp(−15
16
(1− σ3t0+2)κ˜|n−m|).
(3.60)
Here, in the last step, α = ρ3t+5κ˜/4, and we have used ε˜ < ε0. 
Proof of part (2) of Theorem B˜. Set R1 = 2
30(κ−10 T )
2, Rt = 5Rt−1/4, ρt−1 = 2
−10t−2, t = 2, . . . , σt =∑
1≤ℓ≤t ρℓ as in Lemma 3.11. Set also ε
(0)
0 := exp(−2R2). One can see that ε(0)0 < ε40. Assume that
(3.61) E+(Λ; kn(0))− E−(Λ; kn(0)) ≤ ε(0) exp(−κ(0)|n(0)|), for all n(0) ∈ T \ {0},
where ε(0) < ε
(0)
0 , κ
(0) > 4κ0. We can replace (3.38) by the following estimate,
(3.62) |c(n(0))| ≤ (ε(0))3/4 exp(−3κ(0)|n(0)|/4) +
∑
m′,n′∈Λ(n(0))
|c(m′)|s(n(0);m′, n′)|c(n′ − n(0))|.
Assume that with some (ε(0))1/2 < εˆ ≤ ε(0)0 and κ0 ≤ κˆ ≤ κ(0)/2, we have |c(p)| ≤ εˆ exp(−κˆ|p|) for |p| > 0.
Set ε˜ = εˆ/2, κ˜ = 7κˆ/6. We claim that in this case, in fact,
(3.63) |c(p)| ≤
{
ε˜ exp(−κ˜|p|) if 0 < |p| ≤ R2,
ε˜ exp(− 1516 (1− σ3t)κ˜|p|) if Rt−1 < |p| ≤ Rt, t ≥ 3.
It is important to note here that 1516 (1 − σ3t)κ˜ > (1516 )2 76 κˆ := Lκˆ, with L > 1. This allows one to iterate the
argument and Theorem B˜ follows.
The verification of the claim goes by induction in t, starting with the first line in (3.63), and then with
the help of Lemma 3.11. The idea is to run n(0) in (3.62) and to combine the inequalities which we have for
different n(0)’s. To this end it is convenient to replace n(0) in the notation. To verify the first line in (3.63),
we invoke (3.52) from Lemma 3.11 with εˆ in the role of ε˜ and κˆ in the role of κ˜. Note that condition (3.50)
of Lemma 3.11 holds for any t for trivial reasons. So,
∑
m,n∈Λp
|c(m)|s(p;m,n)|c(p− n)|
≤ εˆ2
∑
m,n∈Λp
exp(−κˆ|m|) exp
(
− 15
16
(1− σ3t0+2)κˆ|n−m|+ 2T (min(|m|, |n− p|))1/5
)
exp(−κˆ|p− n|).
(3.64)
Elementary estimations in (3.64) yield
(3.65)
∑
m,n∈Λp
|c(m)|s(p;m,n)|c(p− n)| ≤ εˆ3/2/4 ≤ ε˜(ε(0)0 )1/2/2 < (ε˜/2) exp(−R2).
It follows from (3.62) combined with (3.65) that for any |p| > 0, we have
(3.66) |c(p)| < (ε(0))3/4 exp(−3κ(0)|p|/4) + (ε˜/2) exp(−R2) < ε˜ exp(−κ˜R2).
This verifies the first line in (3.50).
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Assume now that for some ℓ ≥ 2, (3.50) holds for any 0 < |p| ≤ Rt and any t ≤ ℓ. Let |q| > Rℓ
be arbitrary. For t ≥ 1, let Γ(t)q be the set of trajectories γ = (n1, . . . , nk) ∈ Γq with ‖γ‖ ≤ 2Rt and
maxj |nj+1 − nj | ≤ Rt+1. Let Γ(t)q (m,n) = Γ(t)q ∩ Γq(m,n). We have∑
m,n∈Λq
|c(m)|s(q;m,n)|c(q − n)| ≤
∑
m,n
|c(m)||c(q − n)|
∑
γ∈Γq(m,n)
wq(γ)
≤ Σ1 +Σ2 +Σ3
:=
∑
m,n:|m|,|n−q|≤Rℓ
|c(m)||c(q − n)|
∑
γ∈Γ
(ℓ−1)
q (m,n)
wq(γ)
+
∑
m,n
|c(m)||c(q − n)|
∑
γ∈Γq(m,n), ‖γ‖>2Rℓ−1
wq(γ) + Σ3.
(3.67)
Here the sum Σ3 is over the cases when ‖γ‖ ≤ 2Rℓ−1 and either max(|m|, |q − n|) > Rℓ or γ = (n1, . . . , nk)
obeys maxj |nj+1 − nj | > Rℓ, or both.
Using (3.52) from Lemma 3.11 with ℓ in the role of t0 and the inductive assumption, one obtains
Σ1 ≤ ε˜2
∑
m,n
exp
(
− 15
16
(1 − σ3ℓ)κ˜|m|
)
exp
(
− 15
16
(1 − σ3ℓ+2)κ˜|m− n|+ 2T (min(|m|, |q − n|))1/5
)
×
exp
(
− 15
16
(1− σ3ℓ)κ˜|q − n|
)
.
(3.68)
Note that 2T (min(|m|, |q − n|))1/5) < 14ρ3ℓ+3(|m|+ |m− n|+ |q− n|) since |q| > Rℓ. Estimating the sum in
(3.68), one obtains
(3.69) Σ1 ≤ ε˜3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜|q|
)
.
To estimate the sum Σ2, we use Lemma 3.11 with εˆ in the role of ε˜ and κˆ in the role of κ˜:
Σ2 ≤
∑
m,n
|c(m)||c(q − n)|
∑
t≥ℓ−1
∑
γ∈Γq(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
wq(γ)
≤
∑
m,n
|c(m)||c(q − n)| exp(2T (min(|m|, |q − n|))1/5)eM×
[ ∑
γ∈Γq(m,n),k(γ)≥2,2Rℓ−1≤‖γ‖≤Rℓ
+
∑
t≥ℓ
∑
γ∈Γq(m,n),k(γ)≥2,Rt≤‖γ‖≤Rt+1
]
(eM εˆ)k(γ)−1 exp
(
− 15
16
(1 − σ3t+4)κˆ‖γ‖+ 2T ‖γ‖1/5
)
≤ εˆ2
∑
m,n
exp(−κˆ(|m|+ |q − n|) + 2T (min(|m|, |q − n|))1/5)×
exp
(
− 15
16
(1− σ3ℓ+2)κˆ× (2Rℓ−1)
)
≤ εˆ3/2 exp
(
− 15
16
(1 − σ3ℓ+2 − 1
4
ρ3ℓ+3)κˆ× (2Rℓ−1)
)
< εˆ3/2 exp
(
− 15
16
(1 − σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
.
(3.70)
Let us now estimate Σ3. Given r, s ∈ Λq with |s − r| > Rℓ, denote by Γq;r,s the set of trajectories
γ = (n1, . . . , nk) ∈ Γ¯q with ‖γ‖ ≤ 2Rℓ−1 and such that
(3.71) γ = γ′ ∪ γ′′,
where r is the endpoint of γ′ and s is the starting point of γ′′. Note that since ‖γ‖ ≤ 2Rℓ−1, one has
|nj+1−nj | ≤ Rℓ for all j with one exception when nj+1 = s, nj = r. In particular, the inductive assumption
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applies to γ′, γ′′. Denote by Σ′3 the part of sum Σ3 with γ ∈ Γq;r,s and with |m|, |q − n| ≤ Rℓ. Then just as
in the above derivations, one obtains
(3.72) Σ′3 ≤ ε˜3/2
∑
|r−s|>Rℓ
exp
(
− 15
16
(1− σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − s|
)
.
The estimation of the rest of the sum Σ3 is similar. One has
Σ3 ≤ ε˜3/2
∑
|r−s|>Rℓ
exp
(
− 15
16
(1− σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − s|
)
+ 2ε˜3/2
∑
|r|>Rℓ
|c(r)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − r|
)
≤ ε˜3/2
∑
Rℓ<|r−s|≤Rℓ+1
exp
(
− 15
16
(1 − σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − s|
)
+ 2ε˜3/2
∑
Rℓ<|r|≤Rℓ+1
|c(r)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − r|
)
εˆ3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
.
(3.73)
Now we invoke (3.62). For |q| > Rℓ, one obtains
|c(q)| ≤ (ε(0))3/4 exp(−κ(0)|q|/2) +
∑
1≤i≤3
Σi ≤ (ε(0))3/4 exp(−κ˜|q|)
+ ε˜3/2 exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜|q|
)
+ 2εˆ3/2 exp
(
− 15
16
(1 − σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
+ ε˜3/2
∑
Rℓ<|r−s|≤Rℓ+1
exp
(
− 15
16
(1− σ3ℓ+2)κ˜|r|
)
|c(r − s)| exp
(
− 15
16
(1− σ3ℓ+2)κ˜|q − s|
)
+ 2ε˜3/2
∑
Rℓ<|r|≤Rℓ+1
|c(r)| exp
(
− 15
16
(1 − σ3ℓ+2)κ˜|q − r|
)
.
(3.74)
Here we have replaced κ(0)/2 by κ˜ < κ(0)/2. Now we consider Rℓ < |q| ≤ Rℓ+1. We replace Rℓ+1 in
the exponent by a smaller quantity |q| and we obtain a self-contained system of inequalities for |c(q)| with
Rℓ < |q| ≤ Rℓ+1. This allows us to iterate (3.74). It is convenient to replace the multiple sums via summation
over trajectories γ = (n0, . . . , nk) ∈ Γ(0, q). Set
ε′ = ε˜1/4, κ′ =
15
16
(1 − σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜, w
′(m,n) = ε′ exp(−κ′|m− n|),
w′((n0, . . . , nk) =
∏
w′(nj , nj+1).
(3.75)
Iterating (3.74) N times, one obtains
|c(q)| ≤ ε˜3/2(
∑
0≤k≤N
4kε′k) exp
(
− 15
16
(1− σ3ℓ+2 − 1
4
ρ3ℓ+3)κ˜Rℓ+1
)
+ ε˜
∑
1≤k≥3N
4kε′k
∑
γ∈Γ(0,q):k(γ)=k
w′(γ) + 4Nε′N .
(3.76)
Taking here N large enough and evaluating the sums over γ as before, one obtains (3.50) which implies the
statement in part (2) of Theorem B˜. 
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4. Proof of Theorem I˜
The proof of Theorem I˜ is a simple combination of Theorem B˜ with fundamental facts from the theory
of Hill’s equation. These facts play an instrumental role also in the proof of Theorem I. We refer for these
facts to [McKvM], [McKT], [KP], [PT],[Du] [Tr].
(a) Let Q(x) be a real T -periodic smooth function,
(4.1) Q(x) =
∑
n∈Z\{0}
d(n)e
2πinx
T .
Consider the Hill equation
(4.2) [Hy](x) = −y′′(x) +Q(x)y(x) = Ey(x), x ∈ R.
Let y1(x, λ), y2(x, λ) be fundamental solutions of (4.2) defined via the initial conditions y1(0, λ) = 1,
y′1(0, λ) = 0, y2(0, λ) = 0, y
′
2(0, λ) = 1. The function
(4.3) △(λ) = y1(T, λ) + ∂xy2(T, λ)
is called the Hill discriminant. The function △(λ) is analytic. Let H±P be the operator H restricted to the
interval [0, T ] with periodic, respectively, anti-periodic boundary conditions. The number λ is an eigenvalue
of H±P if and only if
(4.4) △(λ) = ±2.
The roots of △2 = 4 can be enumerated as
(4.5) E0 < E
−
1 ≤ E+1 < E−2 ≤ E+2 < · · · ,
where E±n are the periodic, respectively, anti-periodic eigenvalues, depending on n being even or odd, re-
spectively. These eigenvalues obey the following asymptotics,
E±n =
π2n2
T 2
+O(T 2n−1).
The spectrum of H consists of the following set,
(4.6) S˜ = [E0,∞) \
⋃
n∈O
(E−n , E
+
n ),
where O = {n : E−n < E+n }. The intervals Gn def= (E−n , E+n ), n ∈ O are called the gaps.
(b) Consider the operator H restricted to the interval [0, T ] with Dirichlet boundary conditions. Its
spectrum consists of eigenvalues µ1 < µ2 < · · · . The closure of the gap Gn, n ∈ O contains the eigenvalue
µn and no other Dirichlet eigenvalues. The following trace formula holds,
(4.7) Q(0) =
∑
n∈O
E+n + E
−
n − 2µn.
The length of the gap decays at least like O(T 2n−2) (depending on the smoothness of Q, see more comments
below). Therefore the series converges nicely.
(c) Consider the gap Gn = (E
−
n , E
+
n ). Set
Gn,σ = {(λ, σ) : λ ∈ Gn}, σ = ±,
Cn = Gn,− ∪Gn,+ ∪ {E−n , E+n }.
(4.8)
The set Cn has a natural smooth structure which makes it diffeomorphic to the circle T = {eiθ : 0 ≤ θ ≤ 2π}.
The points E±n are identified with θ = 0, π, respectively. The sign σ is considered as a function on Cn with
the convention that σ(θ) = + for 0 < θ < π, σ(θ) = − for π < θ < 2π, σ(0) = σ(π) = 0.
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(d) Given t ∈ R, consider the potential Q(· + t). By unitary equivalence, the periodic spectrum for this
potential is the same as for Q. Denote by µn(t) the Dirichlet eigenvalues of Q(·+t). Due to the trace formula
(4.7), the eigenvalues µn(t) recover the potential:
(4.9) Q(t) =
∑
n∈O
E+n + E
−
n − 2µn(t).
(e) Denote by ISO(Q) the set of T -periodic smooth real functions isospectral with Q. The map F :W 7→
µ = (µn)n∈O ∈ C =
∏
n∈O Cn is a bijection from the set ISO(Q) onto the torus C.
(f) The functions µn(t) are smooth. For each t, the value µn(t) can be uniquely identified with a point
on the torus Cn so that these functions obey the following system of differential equations,
(4.10) µ˙n = Ψn(µ) := σ(µn(t))
√√√√4(µn − E)(E+n − µn)(µn − E−n )∏
i6=n
(E+i − µn)(E−i − µn)
(µi − µn)2 .
When µn(t) reaches E
−
n , it does not pause, but passes through this point, crossing from Gn,+ to Gn,−.
Similarly, when µn(t) reaches E
+
n , it passes through this point, crossing from Gn,− to Gn,+. The point µn(t)
rotates clockwise on the circle Cn when t runs in the interval [0, T ].
(g) For any given initial point µ(0) = (µ
(0)
n )n∈O ∈ C, there exists a unique global solution µ(t) =
(µn(t))n∈O, t ∈ R with µ(0) = µ(0). In particular, the map Φ : µ(0) 7→ W , defined via the (right-hand
side of the) trace formula (4.9) is the inverse for the map F .
(h) The solutions µ(t) of the system (4.10) are stable with respect to the initial data µ(0). Namely, set
d((µn)n∈O, (λn)n∈O) =
∑
n∈O
dn(µn, λn),
where dn stands for the natural distance one the circle Cn. Then,
(4.11) d(µ(t), λ(t)) ≤ KeLtd(µ(0), λ(0)),
where the constants K,L depend on the spectrum S˜, that is, on Q.
(i) Assume that
(4.12) Q(x) =
∑
n∈Z\{0}
d(n)e
2πinx
T
is analytic, that is,
(4.13) |d(n)| ≤ A exp
(
−η |n|
T
)
with some constants A, η > 0. Then the gap lengths obey
(4.14) (E+n − E−n ) ≤ A1 exp
(
−η1 |n|
T
)
.
Let W be a continuous real T -periodic function. Assume W ∈ ISO(Q). Then,
(4.15) W (x) =
∑
n∈Z\{0}
g(n)e
2πinx
T
with
(4.16) |g(n)| ≤ A1 exp
(
−η1 |n|
T
)
.
Recall how periodic potentials arose in our global context by replacing the vector ω with a vector ω˜ having
rational components. For such periodic potentials V˜ , we have the representation involving Zν (resp., the
group Z(ω˜)) of the potential and the gaps inherited from this global setting, but also the representation
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involving Z that comes from the general periodic theory summarized above. It is natural to connect these
two representations, and the following definition and lemma will be useful in this regard.
Definition 4.1. Let m ∈ Z(ω˜). One has mω˜ = ℓ(m)T with ℓ(m) ∈ Z, where T = τ−10 , see Lemmas 2.1 and
2.2. We define a new distance on Z(ω˜) by setting |m|R = |ℓ(m)|T . Note that Z(ω˜) ∋ m 7→ ℓ(m) ∈ Z is an
isomorphism.
We need the following elementary properties of the distances |m| and |m|R.
Lemma 4.2. (0) |mω˜| ≤ |m||ω˜|.
(1) | −m| = |m|, |hm| ≤ |h||m| for any m ∈ Z(ω˜) and any h ∈ Z.
(2) For any m, we have cω˜|m|R ≤ |m| ≤ Cω˜|m|R, where cω˜, Cω˜ ∈ (0,∞) are constants.
Proof. (0) Let m1 ∈ m be such that |m| = |m1|. Then |mω˜| = |m1ω˜| ≤ |m1||ω˜| = |m||ω˜|.
(1) Note that the coset −[m] consists of all vectors −m1 with m1 ∈ [m]. This implies | − m| = |m|.
Let h ∈ Z, h > 0. Then hm = m + m + · · · + m and |hm| ≤ h|m| follows from the subadditivity property
|m1 +m2| ≤ |m1|+ |m2|.
(2) There exists m0 such that ℓ(m0) = 1. Since ℓ is an isomorphism, m = ℓ(m)m0 for any m. This implies
|m| = |ℓ(m)m0| ≤ |ℓ(m)||m0| = Cω˜|m|R,
with Cω˜ = T |m0|. This proves the right-hand side inequality. Due to the last definition, we have |m|R =
|mω˜| ≤ c−1ω˜ |m|, with cω˜ = |ω˜|−1. 
Now we turn to the proof of Theorem I˜.
Proof of Theorem I˜. Let V ∈ P(ω˜, ε, κ0). Let ε(0) = ε(0)(a0, b0, κ0) be as in Theorem B˜. Assume 0 < ε <
ε(0). Let
S = [E,∞) \
⋃
m∈Z(ω˜)\{0}:km>0, E
−
m
<E+
m
(E−m , E
+
m),
E = E(0), E±m = E
±(km)) be as in Theorem B˜. Re-enumerate the eigenvalues E
±
m via E
±
ℓ = E
±
m , with
ℓ = ℓ(m) defined in Lemma 4.2. Let O = {ℓ ∈ Z : ℓ = ℓ(m), E−m < E+m}.
The function V is T -periodic with T = τ−10 ,
(4.17) V (x) =
∑
ℓ∈Z\{0}
c(ℓ)e
2πiℓx
T ,
where c(ℓ) := c(m) with ℓ = ℓ(m); see Lemma 2.4. Let Q ∈ ISO(V ). One has
(4.18) Q(x) =
∑
ℓ∈Z\{0}
d(ℓ)e
2πiℓx
T .
We can rewrite (4.18) as
(4.19) Q(x) =
∑
m∈Z(ω˜)\{0}
d(m)e2πixmω˜
with d(m) = d(ℓ(m)), m ∈ Z(ω˜) \ {0}.
Consider the circles Cn and the torus C =
∏
ℓ∈O Cℓ. Let µ ∈ C. Let Q = Φ(µ) be the periodic potential
defined as in part (g) of the fundamental facts from the theory of Hill’s equation, listed in the beginning of
this section. Take an arbitrary 0 < α < 1. Let Gα be the collection of all µ ∈ C such that Q = Φ(µ) has the
representation (4.19) with
(4.20) |d(m)| ≤
√
2ε exp
(
− κ0
2
|m|α
)
.
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Let us verify that, actually, Gα = C. Clearly Gα is not empty since it contains the point µ
(0) with Φ(µ(0)) = V .
The set Gα is obviously closed. We will now check that the set Gα is also open. Note first of all that due to
(i), for any Q ∈ ISO(V ), we have
(4.21) Q(x) =
∑
m∈Z(ω˜)\{0}
d(m)e2πixmω˜
with
(4.22) |d(m)| ≤ A exp(−η|m|R)
and A, η > 0 being some constants depending on V . Due to Lemma 4.2 we have
(4.23) |d(ℓ)| ≤ A exp(−γ|m|), ℓ = ℓ(m),
with γ = γ(V ) > 0. Take M =M(V, α) large enough so that for ℓ = ℓ(m) with |m| > M , we have
(4.24) |d(ℓ)| < ε0 exp
(
−κ0
4
|m|α
)
.
Set
δ = K−1e−LT
ε0
2
exp(−κ0
4
Mα).
Let µ ∈ Gα, and consider λ ∈ C with d(λ, µ) < δ. Let Q = Φ(µ), W = Φ(λ). Due to (h),
(4.25) max
0≤t≤T
d(µ(t), λ(t)) ≤ KeLT δ.
Combining this with the trace formula (4.9), we obtain
(4.26) max
0≤t≤T
|Q(t)−W (t)| ≤ KeLT δ.
Let d(ℓ), g(ℓ), ℓ ∈ Z be the Fourier coefficients of Q and W , respectively. Then,
(4.27) |d(ℓ)− g(ℓ)| =
∣∣∣ ∫ T
0
(Q(t)−W (t))e 2πiℓtT dt
T
∣∣∣ ≤ max
0≤t≤T
d(µ(t), λ(t)) ≤ KeLT δ.
Since µ ∈ Gα, (4.20) holds. Assume ε < ε20/8. Then,
(4.28) |g(ℓ)| ≤
√
2ε exp
(
−κ0
2
|m|α
)
+KeLT δ < ε0 exp
(
−κ0
4
|m|α
)
, ℓ = ℓ(m)
for ℓ = ℓ(m) with |m| ≤M . Thus, the estimate (4.24) holds for all ℓ ∈ Z.
Now we want to apply part (2) of Theorem B˜ with W in the role of V , κ0/4 in the role of κ0, κ0 in the
role of κ′0, and with α
′
0 = α0 = α. The reason we pick these values of the parameters is that due to part (1)
in Theorem B˜, we have E+m − E−m ≤ 2ε exp(−κ0|m|). The coefficients g(m) obey |g(m)| < ε0 exp(−κ04 |m|α)
for all m. Let ε(0) = ε(0)(a0, b0, κ0/4) be defined as in part (2) of Theorem B˜. Set
ε(1) = min
(
ε20/8, ε
(0)/2
)
and assume 0 < ε < ε(1). Now we apply part (2) of Theorem B˜ and conclude that the Fourier coefficients
g(m) in fact obey |g(m)| ≤ √2ε exp(−κ02 |m|α). This means W ∈ Gα. Thus, we have verified that Gα is open.
Since C is connected, we conclude that Gα = C. This means that for any µ ∈ C, Q = Φ(µ) has the
representation (4.19) and (4.20) holds. Now we can send α→ 1 to obtain
(4.29) |d(m)| ≤
√
2ε exp
(
−κ0
2
|m|
)
,
as claimed in Theorem I˜. The rest of the statements in Theorem I˜ are due to the general facts from the
theory of Hill’s equation. 
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5. Periodic Approximations
Let ω = (ω1, . . . , ων) ∈ Rν . Assume that the following Diophantine condition holds,
(5.1) |nω| ≥ a0|n|−b0 , n ∈ Zν \ {0}
for some
(5.2) 0 < a0 < 1, ν < b0 <∞.
Assume also that each component ωj obeys
(5.3) ‖nωj‖ ≥ c|n|β for all n ∈ Z \ {0},
0 < c < 1 < β.
Lemma 5.1. Given an arbitrary r = 1, 2, . . ., there exists a vector ω˜ = ω˜(r) = (ω˜
(r)
1 , . . . , ω˜
(r)
ν ) with rational
components ω˜j := ω˜
(r)
j = ℓ
(r)
j /t
(r)
j , ℓ
(r)
j , t
(r)
j ∈ Z such that the following conditions hold,
|ωj − ω˜(r)j | < 1/r, r < t(r)j ≤ c−1rβ .
Proof. Let [aj,1, aj,2, . . .] be the continued fraction expansion of ωj . Let ω
(s)
j = [aj,1, aj,2, . . . , aj,s] = p
(s)
j /q
(s)
j
be the convergents for ωj . Recall that
|ωj − ω(s)j | ≤
1
q
(s)
j q
(s+1)
j
.
Combining this inequality with condition (5.3), we get
(5.4) q
(s+1)
j ≤ c−1(q(s)j )β .
Given r, find sj = sj(r) such that q
(sj)
j ≤ r < q(sj+1)j . Note that due to (5.4), we have
q
(sj+1)
j ≤ c−1(q(sj)j )β ≤ c−1rβ .
Set ω˜
(r)
j = ℓ
(r)
j /t
(r)
j = p
(sj+1)
j /q
(sj+1)
j . We have |ωj − ω(sj+1)j | < 1/q(sj+1)j < 1/r and we are done. 
Corollary 5.2. Using the notation from the previous lemma, the following “Diophantine condition in the
box” holds,
(5.5) |nω˜| ≥ a′0|n|−b0 , 0 < |n| ≤ R¯0,
with a′0 =
a0
2 , R¯0 := (ν
−1a′0r)
1/(b0+1). For r > r0(a0, b0, ν), we also have
(5.6) (R¯0)
b¯0 >
∏
tj
with b¯0 = b¯0(a0, b0, β, ν).
Proof. We have
(5.7) |nω˜| ≥ |nω| − |n||ω˜ − ω| ≥ a0|n|−b0 − |n|νr−1 ≥ a0
2
|n|−b0 , 0 < |n| ≤ R¯0.
Since tj ≤ r, the second statement follows. 
Remark 5.3. (1) Let c(n) ∈ C, n ∈ Zν obey
c(n) = c(−n), n ∈ Zν ,
|c(n)| ≤ ε exp(−κ0|n|α0), n ∈ Zν \ {0},
(5.8)
0 < κ0, α0 ≤ 1. Let ω˜ = ω˜(r) be as in the last corollary. Consider the function
(5.9) V˜ (x) =
∑
n∈Zν
c(n)e2πixnω˜ , x ∈ R
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and the Hill equation
(5.10) [Hˆy](x) = −y′′(x) + V˜ (x)y(x) = Ey(x), x, ε ∈ R.
Due to the last corollary, Theorems A˜ and B˜ apply to the potential V˜ (x). Moreover, all quantities like ε0
and all estimates are uniform in r.
(2) Let ω˜ = (ω˜1, . . . , ω˜ν) 6= 0 be a vector with rational components ω˜j = ℓj/tj , ℓj, tj ∈ Z. Let as usual
N(ω˜) := {m ∈ Zν : mω = 0}, Z(ω˜) = Zν/N(ω˜), F(ω˜) := {mω˜ : m ∈ Zν}. Recall that (i) F(ω˜) := {aτ0 : a ∈
Z}, where τ0 ≥ |T¯−1|, T¯ =
∏
j tj , (ii) the map ι : m → mω˜ ∈ F(ω˜), m ∈ Z(ω˜) is a group isomorphism, see
Lemmas 2.1 and 2.2.
We use the notation [n]ω˜ := [n] for the coset n+N(ω˜), n ∈ Zν . We denote by |n| the standard quotient
distance in Z(ω˜), |n| := |n|ω˜ = min{|n| : n ∈ n}, n ∈ Z(ω˜). Let V˜ be as in (5.9). Recall that due to
Lemma 2.4 one has V˜ (x+ T ) = V˜ (x), x ∈ R, with T := T (ω˜) := τ−10 .
6. The Distance Between the Gaps
In this section we derive estimates relating the length of the gaps with the distance between them. We
discuss in detail the setting of Theorem A˜. To simplify the notation we assume that α0 = 1 in this theorem,
since this is the only case we are interested in in the rest of this paper. We remark after this discussion that
completely similar conclusions hold in the setting of Theorem A from [DG1].
Lemma 6.1. Using the notation from Theorem A˜, the following statements hold:
(1) For any m′ 6= m with |m′| ≥ |m|, we have
dist([E−m , E
+
m ], [E
−
m′ , E
+
m′ ])) ≥ a|m′|−b,
where E±n := E
±(kn), a, b > 0 are constants depending on a0, b0, κ0, ν.
(2) Let m′ 6= m be such that |m| ≥ |m′| and
(6.1) (E+m′ − E−m′) ≥ (dist([E−m , E+m ], [E−m′ , E+m′ ]))4.
Then, in fact, |m| ≥ τ exp(γ|m′|), where τ, γ > 0 depend on a0, b0, κ0, ν.
(3) Using the notation of part (2), denote by Rm the set of all m
′ 6= m with |m′| ≤ |m| such that condition
(6.1) holds. Then Rm can be enumerated as follows: n
(r)
m , r = 1, . . . , r0, |n(r−1)m | ≥ |n(r)m |,
|n(r−2)m | ≥ a exp
(
κ|n(r)m |
)
,
where a, κ > 0 depend on a0, b0, κ0, ν, r = 2, 3, . . ..
(4) For any m 6= 0, we have
E−m − E ≥ a|m|−b.
(5)
E+m ≤ 2(km + 1)2 ≤ C(|ω˜||m|+ 1)2.
Proof. Recall from Lemma 2.7 that
|mω˜| > a0|m|−b0 for any m 6= 0.
In what follows we denote by aj constants depending on a0, b0, κ0, ν.
(1) Let m′ 6= m, |m| ≤ |m′| be arbitrary. Then,
|km − km′ | = |(m −m′)ω˜|/2 ≥ a0(2|m′|)−b0/2 ≥ a1|m′|−b0 .
Assume for instance that km′ > km > 0. Due to (1.25) in Theorem A˜, we have
E−(km′)− E+(km) > (k0)2(km′ − km)2 ≥ (k0)2a2|m′|−2b0 ,
where
k(0) := min(ε0, km/1024) ≥ ε0a3|m′|−b0 .
Thus,
E−(km′)− E+(km) > (k0)2(km′ − km)2 ≥ ε20a4|m′|−4b0 = a5|m′|−4b0 ,
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which means that
dist([E−m , E
+
m ], [E
−
m′ , E
+
m′ ]) ≥ a|m′|−b.
with a = a5 and b = 4b0. The remaining cases are completely similar.
(2) Just as in (1) we obtain
|m| ≥ a6 dist([E−m , E+m ], [E−m′ , E+m′ ]))−
1
4b0 ,
since this time we assume |m| ≥ |m′|. Combining this with (6.1) we obtain
(6.2) |m| ≥ a6(E+m′ − E−m′)−
1
16b0 .
On the other hand, by Theorem B˜,
(6.3) E+(km′)− E−(km′) < 2ε exp
(
− κ0
2
|m′|
)
.
Combining (6.2) with (6.3) we obtain the statement.
(3) Let us enumerate Rm as n
(r)
m , r = 1, . . . , r0, so that
|n(r−1)m | ≥ |n(r)m |
Let m′,m′′ ∈ Rm, m′ 6= m′′, |m′| ≥ |m′′|. Using condition (6.1) and Theorem B˜ get
dist([E−m′ , E
+
m′ ], [E
−
m′′ , E
+
m′′ ]) ≤ dist([E−m′ , E+m′ ], [E−m , E+m ]) + dist([E−m , E+m ], [E−m′′ , E+m′′ ]),
+(E+m − E−m) ≤ (E+m′ − E−m′)1/4 + (E+m′′ − E−m′′)1/4 + (E+m − E−m)
≤ [2ε exp
(
− κ0
2
|m′|
)
]1/4 + [2ε exp
(
− κ0
2
|m′′|
)
]1/4 + 2ε exp
(
− κ0
2
|m|
)
< exp
(
− κ0
8
|m′′|
)
.
(6.4)
On the other hand by (1)
|m′| ≥ a6 dist([E−m′ , E+m′ ], [E−m′′ , E+m′′ ]))−
1
4b0 ,
and the statement follows.
(4) The proof is completely similar to (1) and we omit it.
(5) This follows from (1.25) in Theorem A˜. 
Remark 6.2. Let V be as in Theorem A˜. Consider the Schro¨dinger equation
(6.5) [Hψ](x) := −ψ′′(x) + V (x)ψ(x) = Eψ(x), x ∈ R,
Theorems A˜ and B˜ in the current work are versions of Theorems A and B in [DG1]. In this work we need
a version of Lemma 6.1 in the setting of equation (6.5). We restate here Theorems A and B from [DG1].
It is clear from the statements of Theorems A and B that actually Lemma 6.1 and its proof work word for
word in this setting as well. We do not restate it in order to avoid redundant repetitions. Later we refer to
Lemma 6.1 for both settings.
We now restate Theorems A and B from [DG1]. Set
kn = −nω/2, n ∈ Zν \ {0}, K(ω) = {kn : n ∈ Zν \ {0}},
Jn = (kn − δ(n), kn + δ(n)), δ(n) = a0(1 + |n|)−b0−3, n ∈ Zν \ {0},
R(k) = {n ∈ Zν \ {0} : k ∈ Jn}, G = {k : |R(k)| <∞},
(6.6)
where a0, b0 are as in the Diophantine condition (1.2). Let k ∈ G be such that |R(k)| > 0. Due to the
Diophantine condition, one can enumerate the points of R(k) as n(ℓ)(k), ℓ = 0, . . . , ℓ(k), 1 + ℓ(k) = |R(k)|,
so that |n(ℓ)(k)| < |n(ℓ+1)(k)|. Set
Tm(n) = m− n, m, n ∈ Zν ,
m(0)(k) = {0, n(0)(k)}, m(ℓ)(k) = m(ℓ−1)(k) ∪ Tn(ℓ)(k)(m(ℓ−1)(k)), ℓ = 1, . . . , ℓ(k).
(6.7)
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Theorem A. There exists ε0 = ε0(κ0, a0, b0) > 0 such that for 0 < ε < ε0 and k ∈ G \ ω2 (Zν \ {0}), there
exist E(k) ∈ R and ϕ(k) := (ϕ(n; k))n∈Zν such that the following conditions hold:
(a) ϕ(0; k) = 1,
|ϕ(n; k)| ≤ ε1/2
∑
m∈m(ℓ)
exp
(
− 7
8
κ0|n−m|
)
, n /∈ m(ℓ(k))(k),
|ϕ(m; k)| ≤ 2 for any m ∈ m(ℓ(k))(k).
(6.8)
(b) The function
ψ(k, x) =
∑
n∈Zν
ϕ(n; k)e2πix(nω+k)
is well-defined and obeys equation (6.5) with E = E(k), that is,
(6.9) Hψ(k, x) ≡ −ψ′′(k, x) + V (x)ψ(k, x) = E(k)ψ(k, x).
(c)
E(k) = E(−k), ϕ(n;−k) = ϕ(−n; k), ψ(−k, x) = ψ(k, x),
(k0)2(k − k1)2 < E(k)− E(k1) < 2k(k − k1) + 2ε
∑
k1<kn<k
δ(n), 0 < k − k1 < 1/4, k1 > 0,(6.10)
where k(0) := min(ε0, k/1024).
(d) The spectrum of H consists of the following set,
S = [E(0),∞) \
⋃
m∈Zν\{0}:E−(km)<E+(km)
(E−(km), E
+(km)),
where
E±(km) = lim
k→km±0, k∈G\K(ω)
E(k), for km > 0.
Theorem B. (1) The gaps (E−(km), E
+(km)) in Theorem A obey E
+(km)− E−(km) ≤ 2ε exp(−κ02 |m|).
(2) Using the notation from Theorem A, there exists ε(0) > 0 such that if the gaps (E−(km), E
+(km))
obey E+(km) − E−(km) ≤ ε exp(−κ|m|) with 0 < ε < ε(0), κ > 4κ0, then, in fact, the Fourier coefficients
c(m) obey |c(m)| ≤ ε1/2 exp(−κ2 |m|).
7. Convergence of the Spectra of the Rational Approximants
For ω ∈ Rν , let Hω = −∆+ U(ωx), with U : Tν → R as before and ω ∈ Rν .
We prove an upper bound on distances of points in the spectra of Hω and Hω′ , by adapting a result
proved in [AvMS, CEY] for discrete Schro¨dinger operators.
Theorem 7.1. If U ∈ C1, then there are constants C, C˜ > 0 which depend only on ‖U‖∞ and ‖∇U‖∞ such
that for every E ∈ spec(Hω) and every ω′ with |ω − ω′| < C˜,
dist(E, spec(Hω′)) ≤ C(1 + |E|1/4)|ω − ω′|1/2.
To prove the theorem, we will need the following lemma.
Lemma 7.2. Let H = −∆+ V be a Schro¨dinger operator on R with V bounded, and let E ∈ spec(H). For
any ǫ ∈ (0, 1) and L > 1, there exist a ∈ R, φ ∈ D(H) such that suppφ ⊂ [a− L, a+ L] and
‖(H − E)φ‖ <
(
ǫ+
C
L
(1 + |E|1/2)
)
‖φ‖
where C depends only on inf V .
THE ISOSPECTRAL TORUS OF QUASI-PERIODIC SCHRO¨DINGER OPERATORS 33
Proof. Since E ∈ spec(H), we may pick ψ ∈ D(H) such that
‖(H − E)ψ‖ < ǫ√
2
‖ψ‖.
Let η ∈ C2 be such that supp η ⊂ [−1, 1] and ‖η‖2 = 1. For L > 0, denote
ηL(x) = L
−1/2η(x/L).
With η(k) denoting the k-th derivative of η,
‖η(k)L ‖2 = L−2k‖η(k)‖2.
Denote also ηL,a(x) = ηL(a− x). It is easy to see∫
‖ηL,aψ‖2da = ‖ηL‖2‖ψ‖2 = ‖ψ‖2
since that integral is just the L1-norm of the convolution |ηL|2 ∗ |ψ|2, and likewise
(7.1)
∫
‖ηL,a(H − E)ψ‖2da = ‖ηL‖2‖(H − E)ψ‖2 = ‖(H − E)ψ‖2 < ǫ
2
2
‖ψ‖2.
Next, we compute
[ηL,a, H − E]ψ = 2η′L,aψ′ + η′′L,aψ.
Using the inequality
‖u+ v‖2 ≤ 2‖u‖2 + 2‖v‖2,
this implies ∫
‖[ηL,a, (H − E)]ψ‖2da ≤ 8‖η′L‖2‖ψ′‖2 + 2‖η′′L‖2‖ψ‖2.
We can simplify that by using
(7.2) ‖ψ′‖2 = 〈ψ,Hψ〉 −
∫
V (x)|ψ(x)|2dx < (E + ǫ− inf V )‖ψ‖2,
so that we conclude
(7.3)
∫
‖[ηL,a, (H − E)]ψ‖2da < C
2
2L2
(1 + |E|)‖ψ‖2,
where
C2 = 20max(‖η′‖2, ‖η′′‖2)(1 + |inf V |).
We can then combine (7.1) and (7.3) to see∫
‖(H − E)(ηL,aψ)‖2da <
(
ǫ2 +
C2
L2
(1 + |E|)
)
‖ψ‖2
=
∫ (
ǫ2 +
C2
L2
(1 + |E|)
)
‖ηL,aψ‖2da.
Thus, for some a ∈ R,
‖(H − E)(ηL,aψ)‖2 <
(
ǫ2 +
C2
L2
(1 + |E|)
)
‖ηL,aψ‖2.
Taking φ = ηL,aψ and taking the square root completes the proof. 
Proof of Theorem 7.1. Let E ∈ spec(Hω). By the previous lemma, for any ǫ ∈ (0, 1) and L > 1 there exists
φ ∈ D(Hω) such that
‖(Hω − E)φ‖ <
(
ǫ+
C1
L
(1 + |E|1/2)
)
‖φ‖
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and suppφ ⊂ [a− L, a+ L]. Denote by H˜ the Schro¨dinger operator with potential V˜ = U(ω′(x− a) + ωa);
since this is just a translation of Vω′ , obviously spec(H˜) = spec(Hω′). However, for x ∈ [a− L, a+ L],
|U(ω′(x− a) + ωa)− U(ωx)| ≤ ‖∇U‖∞|ω′ − ω||x− a| ≤ L‖∇U‖∞|ω′ − ω|,
and since φ(x) = 0 for x /∈ [a− L, a+ L], this implies that
‖(H˜ −Hω)φ‖ = ‖U(ω′(x− a) + ωa)φ(x) − U(ωx)φ(x)‖ ≤ L‖∇U‖∞|ω′ − ω|‖φ‖.
Thus,
‖(H˜ − E)φ‖ ≤ ‖(Hω − E)φ‖ + ‖(H˜ −Hω)φ‖
≤
(
ǫ+
C1
L
(1 + |E|1/2)
)
‖φ‖+ L‖∇U‖∞|ω′ − ω|‖φ‖
so
dist(E, σ(Hω′ )) ≤ ǫ+ C1
L
(1 + |E|1/2) + L‖∇U‖∞|ω′ − ω|.
We optimize this bound in L by choosing
(7.4) L =
√
C1(1 + |E|1/2)
‖∇U‖∞|ω′ − ω| ,
which gives
dist(E, σ(Hω′)) ≤ ǫ+ 2
√
C1‖∇U‖∞(1 + |E|1/4)|ω′ − ω|1/2.
Since ǫ ∈ (0, 1) was arbitrary, this completes the proof, with C = 2√C1‖∇U‖∞. Note that the choice of L
in (7.4) was allowed because for |ω − ω′| < C˜ = C1/‖∇U‖∞,
L =
√
C1(1 + |E|1/2)
‖∇U‖∞|ω′ − ω| >
√
1 + |E|1/2 > 1. 
8. Convergence of the Translation Flows on the Isospectral Tori of Periodic
Approximations
In this section we discuss the differential equation for the translation dynamics V → V (·+ t) on the torus
of isospectral periodic potentials derived by Dubrovin [Du] and Trubowitz [Tr] in the context of Theorem I˜
and the rational approximation of a given Diophantine vector ω.
Recall some definitions from Section 4: Gm = (E
−
m, E
+
m), m ∈ Z(ω˜), O = O(ω˜) = {m : E−m < E+m},
Gm,σ = {(λ, σ) : λ ∈ Gm}, σ = ±,
Cm = Gm,− ∪Gm,+ ∪ {E−m, E+m},
C =
∏
m∈O
Cm.
(8.1)
Consider the vector-field Φ(µ) = (Φn(µ))n∈O on C,
(8.2) Φn(µ) := σ(µn)
√√√√√4(E − µn)(E−n − µn)(E+n − µn)∏
i∈O
i6=n
(E−i − µn)(E+i − µn)
(µi − µn)2 .
It was shown in the work of Trubowitz [Tr] that C has a natural structure of a compact smooth manifold
and the Φ-flow µ(t) is well-defined.
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Given τ > 0, consider the set Oτ = {m : |Gm| ≥ τ}, the “τ -cutoff” torus Tτ =
∏
m∈Oτ
Cm, and the
vector-field
(8.3) Φτ,n(µ) =
√√√√√4(E − µn)(E−n − µn)(E+n − µn) ∏
i∈Oτ
i6=n
(E−i − µn)(E+i − µn)
(µi − µn)2 , n ∈ Oτ .
Remark 8.1. (1) The arguments from [Tr] apply to Φτ,n(µ). Our first goal is to compare the trajectories
of the fields (8.3) and (8.2). We need to compare the trajectories on a fixed time interval [0, T ], while τ can
be chosen arbitrarily small.
(2) We reduce the problem to finite dimensional manifolds and we quantify the stability. It seems that
the most efficient way to carry out the estimation of the problem raised in (1) goes via the following general
setting. Let X, Y be smooth manifolds, M = X×Y. We assume that X and Y are equipped with a metric dX
and dY, respectively. Define a metric on M by setting d((x, y), (u, v)) = dX(x, u) + dY(y, v). Let Ψ(x) be a
smooth vector-field on M. Let us view the tangent space to M at (x, y) as the product of the tangent space
to X at x and the tangent space to Y at y. Denote by Θ and Υ the respective components of Ψ. Assume
that the following conditions hold:
(i) There exists a smooth vector-field Ξ(x) on X such that |Ξ(x) −Θ(x, y)| < δ for any (x, y) ∈M.
(ii) |Υ(x, y)| < δ for any (x, y) ∈M. Here and everywhere else | · | stands for the ℓ1-norm in the tangent
space, compare part (3) of this remark.
Given (x0, y0) ∈M, let g(x0, y0; t) := (u(x0, y0; t), v(x0, y0; t)) be the Ψ-trajectory originating at (x0, y0).
Let h(x0, ; t) be the Ξ-trajectory originating at x0. We need to estimate dX(u(x0, y0; t), h(x0; t)) for any
(x0, y0) ∈ M and any 0 ≤ t ≤ T . Of course some natural relation between the metric and the smooth
structure on the manifolds is needed. Moreover the smooth structure needs to be naturally quantified. We
discuss these issues below in this remark.
(3) Before we proceed we want to emphasize that by convention we always evaluate the vectors via the
ℓ1 norm, that is,
|(x1, x2, . . .)| =
∑
k
|xk|.
We mention this here again since the quantitative stability estimates will be in terms of this norm, as the
dimension m varies in what follows in the current section. For this reason we introduce boxes
P =
∏
1≤k≤m(−ρk, ρk) with rapidly decaying ρk as a “standard space unit” for the local charts, see (4)
below.
(4) To derive the estimates for d(u(x0, y0; t), h(x0; t)) we need to localize the problem, that is, we need to
work within a local chart on the manifold. For that matter the following definition is needed. Let L be a
compact smooth m-dimensional manifold. Fix a sequence ρk > 0,
∑
k ρk ≤ 1. Let P =
∏
1≤k≤m(−ρk, ρk),
Pγ =
∏
1≤i≤m(−γρk, γρk). We say that L belongs to the class R(K) if the following conditions hold:
(a) There exist homeomorphic injections fj , j ∈ J from P into L such that the sets Uj = fj(Q), Q = P1/2K
cover the manifold.
(b) Let D = P1/K and Wj = fj(D). If Wj ∩Wk 6= ∅, then the map ϕj,k = f−1k ◦ fj is well-defined on D,
C1-smooth at each point where it is defined and obeys sup |∂αϕj,k| ≤ K for any |α| = 1.
In this case we say also that F = {fj : j ∈ J} is a K-atlas for L. We also set Vj = fj(P).
Let d be a metric on L. We say that d is A-regular with respect to the atlas F if for any p, q ∈ P and any
j, we have d(fj(p), fj(q)) ≤ A|p− q|.
We want to mention that the particular choice of ρk does not affect the estimates we develop here. For
our applications we consider
(8.4) ρk = k
−2.
(5) We also need the following definitions. Using the above notation, let x(t), 0 ≤ t ≤ T be an arbitrary
smooth curve in L. There exists 1 ≤ j0 ≤ N such that x(0) ∈ Uj0 . If x(t) does not leave Wj0 , then we set
t1 = T . Otherwise, let t1 be the first moment x(t) leaves Wj . There exists j1 such that x(t1) ∈ Uj1 . If x(t)
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does not leave Wj1 , then we set t2 = T . Otherwise, let t2 be the first moment x(t) leaves Wj1 , etc. We call
the collection I = {j0, . . . ; t1, . . .} an F-itinerary for the curve x(t). The F-itinerary is not defined uniquely,
but this does not play any role in what follows. We call the intervals (tk, tk+1) the itinerary intervals. We
denote by n(I) the total number of itinerary intervals.
We say that a given curve x(t) is B-regular with respect to the atlas F if the following condition holds. Let
I = {j0, . . . ; t1, . . .} be an F-itinerary for x(t). Take an arbitrary itinerary interval (tk, tk+1). The function
t 7→ f−1jk (x(t)) ∈ P, which is well-defined on this interval, obeys |∂tf−1jk (x(t))| ≤ B.
Let F (x) be a vector-field on L. Let F = {fj : 1 ≤ j ≤ N} be a K-atlas for L. For each j, denote by
F ◦ f−1j the pull-back of the vector-field F to the box P under the map fj . Let (F ◦ f−1j )k, 1 ≤ k ≤ m be
the components of F ◦ f−1j . We say that F (x) is B-regular with respect to the atlas F if for any j, k and
|α| ≤ 1, we have sup |∂α(F ◦ f−1j )k| ≤ Bρk.
(6) The definitions in this remark and the statements following below apply to compact infinite-
dimensional manifolds, that is, in the case m = ∞. The discussion of this case goes in the same way
as for m <∞. The label set J for the atlas F in this case may be uncountable.
The statements in the next two lemmas follow straight from the definitions.
Lemma 8.2. Let F = {fj : 1 ≤ j ≤ N} be a K-atlas for L. Let x ∈Wj∩Uk, y ∈ Vj, and |f−1j (x)−f−1j (y)| ≤
δ < 1/2K. Then y ∈ Vk and |f−1k (x)− f−1k (y)| ≤ Kδ.
Lemma 8.3. (1) Assume that x(t) is B-regular with respect to the atlas F. Then each itinerary interval
(tk, tk+1) obeys |tk+1 − tk| ≥ (2B)−1. In particular, n(I) ≤ 2BT .
(2) Assume that the vector-field F (x) is B-regular with respect to the atlas F. Then each F -trajectory x(t)
is B-regular with respect to the atlas F.
Before we proceed we need to recall the followings standard facts about contracting maps and ODE’s.
(i) Let (X, ρ) be a metric space. Let S : X → X be a contracting map, that is, with some 0 < λ < 1, we
have for every x, y, ρ(S(x), S(y)) ≤ λρ(x, y). We say that S is λ-contracting. In this case S has a unique fixed
point x0. Moreover, for any x and n, we have
ρ(Sn(x), x0) ≤ ρ(x, S(x))(1 − λ)−1λn.
(ii) Using the notation from (i) assume that S1, S2 : X→ X are λ-contracting. Let δ = supx ρ(S1(x), S2(x)).
Then,
sup
x,n
ρ(Sn1 (x), S
n
2 (x)) ≤ (1− λ)−1δ.
Let x
(j)
0 be the fixed point of Sj, j = 1, 2. Then,
ρ(x
(1)
0 , x
(2)
0 ) ≤ (1− λ)−1δ.
(iii) Let H(x) be a vector-field on the box P. Assume that H is B-regular, that is, sup |∂αH | ≤ B for
any |α| = 1. Given t0 > 0, let Xt0 be the set of all continuous trajectories x = (x(t))0≤t≤t0 , x(t) ∈ P. Set
ρ(x, y) = supt |x(t)− y(t)|, x, y ∈ Xt0 . Assume λ := Bt0 ≤ 1/2. Given x(0) ∈ P1/2, set
(8.5) Sx(0),H [x](t) = x
(0) +
∫ t
0
H(x(s)) ds.
This defines a map of Xt0 , which is λ-contracting. The fixed point of this map, (x
(0)(t))0≤t≤t0 , is the
H-trajectory originating at x(0), that is, the unique solution of the ODE
(8.6) x˙(0)(t) = H(x(0)(t)), 0 ≤ t ≤ t0, x(0)(0) = x(0).
Furthermore, let x(0), x(1) ∈ P1/2. Let x(0)(t), x(1)(t) be the corresponding H-trajectories. Then,
(8.7) sup
t
|x(0)(t)− x(1)(t)| ≤ (1− λ)−1|x(0) − x(1)|.
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(iv) Using the notation of (iii), let H(j)(x), j = 1, 2 be B-regular vector-fields on the box P. Let
x(0) ∈ P1/2 and let x(k)(t) be the H(k)-trajectory originating at x(0). Then,
(8.8) sup
t
|x(0)(t)− x(1)(t)| ≤ (1 − λ)−1 sup
x
|H(1)(x) −H(2)(x)|.
(v) Using the notation from Remark 8.1, let H(x) be a smooth vector-field on the manifold L. Then due
to compactness, the H-trajectories are well defined for all t.
Now we combine these standard facts with the definitions from Remark 8.1.
Lemma 8.4. Using the notation from Remark 8.1, let F = {fj : 1 ≤ j ≤ N} be a K-atlas for L. Let
H(k)(x), k = 1, 2 be vector-fields on the manifold L. Assume that H(k) is B-regular with respect to the atlas
F. Set
(8.9) δ = sup
x,j
|H(1) ◦ f−1j −H(2) ◦ f−1j |.
Let x(0) ∈ L and denote by x(k)(t) the H(k)-trajectory originating at x(0). Let T be arbitrary and let
I = {j0, . . . ; t1, . . .} be an F-itinerary for the curve x(1)(t) on the interval [0, T ]. Then for any tr ≤ t ≤ tr+1,
we have x(2)(t) ∈ Vjr and |f−1jr (x(2)(t)) − f−1jr (x(1)(t))| ≤ δr := (4K)rδ. In particular, let d be a metric on
L that is A-regular with respect to the atlas F. Then,
(8.10) d(x(1)(t), x(2)(t)) ≤ A(4K)BT δ.
Proof. The proof of the first statement goes by induction over r, starting from r = 0. For r = 0, we consider
the pull-back fieldsH(1)◦f−1j0 , k = 1, 2 and apply (8.8) from (iv). This yields |f−1j0 (x(2)(t))−f−1j0 (x(1)(t))| ≤ 2δ
for any t0 ≤ t ≤ t1, that is, the statement holds for r = 0. Assume that the statement holds for r′ in the
role of r for r′ ≤ r − 1, r ≥ 1. In particular, we have |f−1jr−1(x(2)(tr)) − f−1jr−1(x(1)(tr))| ≤ δr−1. Recall that
x(1)(tr) ∈ Ujr . Due to Lemma 8.2, x(2)(tr) ∈ Ujr and |f−1jr (x(2)(tr)) − f−1jr (x(1)(tr))| ≤ Kδr−1. Now we
consider the pull-back fields H(1) ◦ f−1jr , k = 1, 2 and apply (8.7) and (8.8) from (iv). This yields
|f−1jr (x(2)(t))− f−1jr (x(1)(t))| ≤ 2|f−1jr (x(2)(tr))− f−1jr (x(1)(tr))|+ 2δ < δr
for any tr ≤ t ≤ tr+1, as claimed. For the second statement let us recall that due to Lemma 8.3, n(I) ≤ BT .
Therefore the statement follows just from the definition of an A-regular metric. 
It is easy to see that the last lemma applies to the problem raised in Remark 8.1. Let X, Y be smooth
manifolds, M = X×Y. We assume that M ∈ R(K). Let F = {fj : 1 ≤ j ≤ N} be a K-atlas for M. Let Ψ(x)
be a smooth vector-field on M and let Θ and Υ be the respective components of Ψ. Assume: (i) there exists
a smooth vector-field Ξ(x) on X such that |Ξ(x) −Θ(x, y)| < δ for any (x, y) ∈M and (ii) |Υ(x, y)| < δ for
any (x, y) ∈M. View Ω(x, y) := (Ξ(x), 0) as a vector-field on M. Assume that both Ξ,Ω are B-regular with
respect to the atlas F. Given (x0, y0) ∈ M, let g(x0, y0; t) := (u(x0, y0; t), v(x0, y0; t)) be the Ψ-trajectory
originating at (x0, y0). Let h(x0; t) be the Ξ-trajectory originated at x0. Clearly, q(x0, y0, t) = (h(x0; t), y0)
is the Ω-trajectory originating at (x0, y0). We assume that X and Y are both equipped with a metric dX
and dY, respectively. We define a metric on M by setting d((x, y), (u, v)) = dX(x, u) + dY(y, v). Finally, we
assume that d is A-regular with respect to the atlas F. Applying the last lemma, we obtain
Corollary 8.5. With the above notation, we have for any (x0, y0) ∈M, any T , and any 0 ≤ t ≤ T ,
(8.11) d(g(x0, y0; t), q(x0, y0, t)) ≤ A(4K)BT δ.
Remark 8.6. (1) To resolve the problem raised in part (1) of Remark 8.1 we would need to verify that the
last corollary applies to the vector-fields Φ, Φτ . Clearly, for that we would need to develop some estimates
for the vector-fields in question. First of all let us address the issue of the boxes P =
∏
1≤k≤m(−ρk, ρk) as
a “standard space unit.” We need to re-enumerate O via integers k = 1, 2, . . .. Obviously, there are many
38 DAVID DAMANIK, MICHAEL GOLDSTEIN, AND MILIVOJE LUKIC
ways to do this. The only thing that is important here is that the estimates (8.13) below hold. The following
enumeration is convenient enough for us. Recall, once again, that due to Theorem B˜,
(8.12) |Gm| ≤ 2ε exp
(
− κ0
2
|m|
)
.
Let
Lk =
{
m : 2ε exp
(
− κ0
2
(k − 1)
)
≤ |Gm| < 2ε exp
(
− κ0
2
k
)}
.
We enumerate the points of Lk arbitrarily. We enumerate O lexicographically with respect to Lk with
increasing k, starting from k = 1. One can see that with the enumeration n 7→ mn obtained in this way, we
have
c(a0, b0, κ0, ν)|mn|β(a0,b0,κ0,ν) ≤ |n| ≤ C(a0, b0, κ0, ν)|mn|b(a0,b0,κ0,ν),
c(a0, b0, κ0, ν)ε0 exp(−nσ1(a0,b0,κ0,ν)) ≤ |Gn| ≤ C(a0, b0, κ0, ν)ε0 exp(−nσ(a0,b0,κ0,ν)).
(8.13)
The specific way we do the enumeration does not affect the results in what follows, as long as (8.13) holds.
(2) The vector-fields Φn are not smooth with respect to the variables µ at µn = E
±
n . To resolve this
problem we follow [Tr] and introduce below auxiliary manifolds and vector-fields. Namely, set
In = (0, πξn/2), ξn = exp(−nσ(a0,b0,κ0,ν)/2), In,± = {(λ,±) : λ ∈ In},
Sn = In,+ ∪ In,− ∪ {0, πξn/2}, M =
∏
n
Sn, X =
∏
n≤N
Sn, Y =
∏
n>N
Sn,
µn(θ) = E
−
n + (E
+
n − E−n ) sin2
(θn
ξn
)
, θ = (θn, σn)n ∈M,
Ψn(θ) = 4ξn
√√√√√(µn(θ)− E)∏
i
i6=n
(E−i − µn(θ))(E+i − µn(θ))
(µi(θ) − µn(θ))2 , Ψ = (Ψn)n.
(8.14)
The field Ψ is the pull-back of Φ under the map θ 7→ µ(θ). We verify this later in Lemma 8.23 after we have
all the results on Ψ in place.
(3) We identify Sn with a circle Cn of diameter ρn via the bijection (θ, σ) 7→ ρn exp(4iσθρ−1n ). Clearly,
the standard smooth structure on Cn has a K-atlas, with K being an absolute constant. This defines a K
atlas on Sn. We consider the product structure on X and denote by F a K atlas for it. Set
(8.15) d((θ, σ), (θ′, σ′)) = ρn| exp(4iσθρ−1n )− exp(4iσ′θ′ρ−1n )|
and
(8.16) d(((θn, σn))n, ((θ
′
n, σ
′
n))) =
∑
n
d((θn, σn), (θ
′
n, σ
′
n)).
The metric space (M, d) is compact. The metric d is A-regular with respect to the atlas F, with A being an
absolute constant. The same applies to the manifolds X and Y.
(4) Note that ξk are set up so that
(8.17) ξ−1k |Gk| ≤ Cξk,
see (8.13).
We turn now to the analysis of the vector-fields in question. We use the enumeration mentioned in the
last remark, so that Φ(µ) = (Φn(µ))n≥1. Lemma 6.1 is instrumental here. Due to this lemma and the first
estimate in (8.13), we have the following:
(i) For any m′ 6= m with m′ ≥ m, we have
(8.18) dist([E−m, E
+
m], [E
−
m′ , E
+
m′ ]) ≥ a(m′)−b
with constants a, b depending on a0, b0, κ0, ν.
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(ii) Denote by Rm the set of all m
′ 6= m with m′ ≤ m such that
(8.19) (E+m′ − E−m′) ≥ (dist([E−m, E+m], [E−m′ , E+m′ ])4.
The set Rm can be enumerated as follows: n
(r)
m , r = 1, . . . , r0,
n(r−1)m ≥ τ1 exp((n(r)m )γ1), r = 1, . . . , r0,
where n
(0)
m := m, τ1, γ1 depend on a0, b0, κ0, ν.
(iii) For any n, we have
(8.20) a|n|−b ≤ E−n − E ≤ 2C|ω˜|2(1 + n)2.
Consider the following functions, see (8.2),
Pn(µ) =
∏
i∈Rn
(E−i − µn)(E+i − µn)
(µi − µn)2 ,
Qn(µ) =
∏
i∈Nn
(E−i − µn)(E+i − µn)
(µi − µn)2 ,
(8.21)
where Rn is defined as in (ii) above, Nn = {i 6= n} \Rn. Introduce for convenience
γi = E
+
i − E−i ,
ηi,n = dist([E
−
i , E
+
i ], [E
−
n , E
+
n ]).
We assume that ε0 is small enough so that (8.13) reads
(8.22) γi ≤ ε1 exp(−iσ)
with ε1 ≪ 1. Due to the definition of the set Nn, we have
(8.23) γi < η
4
i,n, i ∈ Nn.
On the other hand, due to (8.18) we have
(8.24) γn < η
4
i,n, i ∈ Rn.
since here i < n.
Lemma 8.7. (1)
(8.25) Qn(µ) =
∏
i∈Nn
(1 + φi,n(µi, µn)),
where φi,n(µi, µn) obey
(8.26) |φi,n(µi, µn)| ≤ 6γ3/4i .
(2) The function
√
Qn(µ) is well-defined, smooth and obeys
(8.27) |∂µk
√
Qn(µ)| ≤ C(a0, b0, κ0, ν).
Proof. We have
(8.28)
(E−i − µn)(E+i − µn)
(µi − µn)2 = 1 +
E−i − µi
µi − µn +
E+i − µi
µi − µn +
(E−i − µi)(E+i − µi)
(µi − µn)2 =: 1 + φi,n(µ).
Thus, for i ∈ Nn and (µi, µn) in the mentioned domain, we have
|φi,n(µ)| ≤ E
+
i − E−i
ηi,n − 2γi +
E+i − E−i
ηi,n − 2γi +
(E+i − E−i )2
(ηi,n − 2γi)2
≤ 4(E+i − E−i )3/4 + 2(E+i − E−i )3/2
≤ 6(E+i − E−i )3/4.
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This finishes (1). Differentiating, one obtains
|∂µk
√
Qn(µ)| = 1
2
|Qn(µ)|−1/2|∂µkQn(µ)| ≤
1
2
∏
i∈Nn
|1− 6γ5/6i |−1/2|∂µkQn(µ)| ≤ C1(κ0, ν)|∂µkQn(µ)|.
(8.30)
Take k = n:
|∂µnQn(µ)| ≤
∑
j∈Nn
∏
i∈Nn\{j}
| (E
−
i − µn)(E+i − µn)
(µi − µn)2 ||∂µn
(E−j − µn)(E+j − µn)
(µj − µn)2 |
≤ C1(a0, b0, κ0, ν)
∑
j∈Nn
|∂µn
(E−j − µn)(E+j − µn)
(µj − µn)2 |,
|∂µn
(E−j − µn)(E+j − µn)
(µj − µn)2 | ≤ |∂µn [
E−j − µj
µi − µn +
E+i − µi
µi − µn +
(E−i − µi)(E+j − µj)
(µj − µn)2 ]|
≤ E
+
j − E−j
(ηj,n − 2γj)2 +
E+j − E−j
(ηj,n − 2γj)2 + 2
(E+j − E−j )2
(ηj,n − 2γj)3
≤ 8(E+j − E−j )1/2 + 2(E+j − E−j )5/4
≤ 10(E+j − E−j )1/2
< 10ε
1/2
1 exp(−jσ/2)
< exp(−j/2σ),
|∂µnQn(µ)| ≤ 10C1(a0, b0, κ0, ν)
∑
j∈Nn
exp(−jσ/2)
= C(a0, b0, κ0, ν).
(8.31)
For k 6= n, the proof is similar. 
Lemma 8.8. |Rm| ≤ log2 log2m+D(κ0, ν).
Proof. Let n
(r)
m , r = 1, . . . , r0 be as in (ii) above. Let R0 = R0(a0, b0, κ0, ν) be such that
τa1 exp(R
γ1) ≥ R2, for R ≥ R0.
If n
(r)
m ≤ R0 for all r, then |Rm| ≤ R0 and we are done. Assume n(r)m > R0 for r = 0, . . . , r1. Then
n(r−1)m ≥ τ exp(βn(r)m ) > (n(r)m )2,
r = 0, . . . , r1. Hence
m = n(0)m ≥ (n(r1)m )2
r1
> R2
r1
0 > 2
2r1 ,
r1 ≤ log2 log2m.

Before we proceed, recall (8.18) once again:
(8.32) η−1i,n ≤ C(a0, b0, κ0, ν)nb(a0,b0,κ0,ν), i ≤ n.
Lemma 8.9. The functions Pn(µ),
√
Pn(µ) are well-defined, smooth, and obey
C(a0, b0, κ0, ν)
− log2 log2 nn−b(a0,b0,κ0,ν) log2 log2 n ≤ |Pn(µ)|
≤ C(a0, b0, κ0, ν)log2 log2 nnb(a0,b0,κ0,ν) log2 log2 n,
|∂µk
√
Pn(µ)| ≤ C(a0, b0, κ0, ν)log2 log2 nnb(a0,b0,κ0,ν) log2 log2 n.
(8.33)
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Proof. Clearly, (E−i − µn)(E+i − µn) > 0 for any i 6= n since the gaps are disjoint. Therefore
√
Pn(µ) is
well-defined. Note that
C(a0, b0, κ0, ν)
−1n−b(a0,b0,κ0,ν) ≤ 3min(1, ηi,n)
≤ ηi,n
ηi,n + γi + γn
≤ | (E
−
i − µn)(E+i − µn)
(µi − µn)2 |
≤ 1 + γi
ηi,n
< C(a0, b0, κ0, ν)n
b(a0,b0,κ0,ν);
(8.34)
see (8.32). This implies the estimates on |Pn(µ)| in (8.33). Differentiating, one obtains
|∂µk
√
Pn(µ)| = 1
2
|Pn(µ)|−1/2|∂µkPn(µ)|
≤ C(a0, b0, κ0, ν)log2 log2 n(log γ−1n )b(a0,b0,κ0,ν) log2 log2 n|∂µkPn(µ)|.
(8.35)
Take k = n:
|∂µnPn(µ)| ≤
∑
j∈Rn
∏
i∈Rn\{j}
| (E
−
i − µn)(E+i − µn)
(µi − µn)2 ||∂µn
(E−j − µn)(E+j − µn)
(µj − µn)2 |
≤ C(a0, b0, κ0, ν)log2 log2 n(log γ−1n )b(a0,b0,κ0,ν) log2 log2 n|Rn|×
× max
j∈Rn
|∂µn
(E−j − µn)(E+j − µn)
(µj − µn)2 |,
|∂µn
(E−j − µn)(E+j − µn)
(µj − µn)2 | ≤
|E+j − µn|
(µj − µn)2 +
|E−j − µn|
(µj − µn)2 + 2
|E+j − µn||E−j − µn|
|µj − µn|3
≤ 4(1 + 2
η3i,n
)
< C1(a0, b0, κ0, ν)(log γ
−1
n )
b1(a0,b0,κ0,ν).
(8.36)
Combining (8.35) and (8.36), we obtain the estimates on |∂µnPn(µ)| in (8.33). For k 6= n, the proof is
similar. 
Lemma 8.10. The functions
√
µn − E are well-defined, smooth, and obey
an−b ≤
√
µn − E ≤ µn ≤ C|ω˜|2(1 + n)2,
|∂µk
√
Pn(µ)| ≤ Cnb,
(8.37)
where a, b, C depend on a0, b0, κ0, ν.
Proof. The statement follows from (8.20). 
Corollary 8.11. The functions Ψn(θ) in (8.14) are smooth and obey
(8.38) |∂αΨn(θ)| ≤ C(a0, b0, κ0, ν)ξ1/2n ≤ B(a0, b0, κ0, ν)n−2, α ≤ 1.
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Proof. It follows from the definition (8.14) and Lemmas 8.7–8.10 that
|Ψn(θ)| = 4ρn
√
(µn(θ)− E)Pn(µ(θ))Qn(µ(θ))
≤ C(a0, b0, κ0, ν)log2 log2 nnb(a0,b0,κ0,ν) log2 log2 n|ω˜|2ξn,
|∂θnΨn(θ)| = |∂µnΨn(θ)∂θnµn| ≤ 2|∂µnΨn(θ)|γnρ−1n
≤ C(a0, b0, κ0, ν)log2 log2 nnb(a0,b0,κ0,ν) log2 log2 n|ω˜|2γn,
|∂θkΨn(θ)| = |∂µkΨn(θ)∂θkµk| ≤ 2|∂µkΨn(θ)|γkξ−1k
≤ C(a0, b0, κ0, ν)log2 log2 nnb(a0,b0,κ0,ν) log2 log2 n|ω˜|2ξn.
(8.39)
The statement follows now from (8.17), (8.22) combined with the adjustment in (8.17): ξ−1k γk ≤ Cξk. 
This in its turn implies the following statement.
Corollary 8.12. The vector-field Ψ = (Ψn)n is B-regular with respect to the atlas F with B =
B(a0, b0, κ0, ν) > 0.
Consider the manifold X in (8.14) and the vector-field on X defined via
(8.40) ΨN,n(θ) := 4ξn
√√√√√(µn(θ)− E) ∏
i
i6=n, i≤N
(E−i − µn(θ))(E+i − µn(θ))
(µi(θ)− µn(θ))2 , n ≤ N, Ψ
(N) = (ΨN,n)n.
Clearly, the same analysis applies to this case. So, we have the following statement:
Corollary 8.13. The vector-field Ψ(N) = (ΨN,n)n is B-regular with respect to the atlas FX on X, with
B = B(a0, b0, κ0, ν).
Finally, we have the following:
Proposition 8.14. Consider the vector-field Ψ(N,O) = (Ψ(N), 0) on M.
(1) The vector-field Ψ(N,O) is B-regular with respect to the atlas F on M, with B = B(a0, b0, κ0, ν) > 0.
(2) |Ψ(N,O)n −Ψn| ≤ Cξ1/2n exp(−Nσ) := ξ1/2δ, with C, σ depending on a0, b0, κ0, ν.
(3) Let θ(0) ∈M be arbitrary. Let θ(0)(t) and θ(N,0)(t) be the Ψ-trajectory, resp. Ψ(N)-trajectory originating
at θ = θ(0). Then
(8.41) max
0≤t≤T
d(θ(0)(t), θ(N,0)(t)) ≤ A(4K)BT δ.
(4) Let θ(0), θ(1) ∈M. Let θ(j)(t) be the Ψ-trajectory originating at θ = θ(j), j = 1, 2. Then
(8.42) max
0≤t≤T
d(θ(0)(t), θ(1)(t)) ≤ A(4K)BTd(θ(0), θ(1)).
Proof. The verification of (1) is completely similar to the one we did for Ψ.
Furthermore, for n ≤ N , we have
|ΨN,n(θ)−Ψn(θ)| = 4ξn
√√√√√(µn(θ)− E) ∏
i
i6=n, i≤N
∣∣∣(E−i − µn(θ))(E+i − µn(θ))
(µi(θ)− µn(θ))2
∣∣∣×
∣∣∣1− ∏
i
i6=n, i>N
(E−i − µn(θ))(E+i − µn(θ))
(µi(θ) − µn(θ))2
∣∣∣.
(8.43)
Just as in the proof of Corollary 8.11, we have
(8.44) 4ξn
√√√√√(µn(θ)− E) ∏
i
i6=n, i≤N
| (E
−
i − µn(θ))(E+i − µn(θ))
(µi(θ) − µn(θ))2 | ≤ Cξ
1/2
n .
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Note that for i > N and n ≤ N , we have i ∈ Nn. Therefore, Lemma 8.7 applies. This yields
(8.45)
∣∣∣1− ∏
i
i6=n, i>N
(E−i − µn(θ))(E+i − µn(θ))
(µi(θ) − µn(θ))2
∣∣∣ ≤ ∑
i>N
γ
1/2
i ≤ C(a0, b0, κ0, ν) exp(−Nσ0(a0,b0,κ0,ν)).
So, for n ≤ N , the statement in (2) holds. For n > N , we have
(8.46) |ΨN,n(θ)−Ψn(θ)| = |Ψn(θ)| ≤ Cξ1/2n exp(−Nσ).
Part (3) follows from (2) due to Corollary 8.5.
Part (4) is due to Corollary 8.5. 
Remark 8.15. (1) Let ω = (ω1, . . . , ων) ∈ Rν and ω˜(r) = (ω˜(r)1 , . . . , ω˜(r)ν ) be as in Section 5. For each r, let
(8.47) V (r)(x) =
∑
n∈Zν
c(n)e2πixnω˜
(r)
, x ∈ R,
c(n) = c(−n), n ∈ Zν , c(0) = 0,
|c(n)| ≤ ε exp(−κ0|n|α0), n ∈ Zν ,
(8.48)
(8.49) [H(r)y](x) = −y′′(x) + V (r)(x)y(x) = Ey(x), x, ε ∈ R;
compare with the notation in Remark 5.3. Let Z(r) = Z(ω˜(r)), and let G
(r)
m = (Er,−m , E
r,+
m ), m ∈ Z(r) be the
gaps in the spectrum S(r) of H(r). Let M(r), X(r) be the manifolds defined in part (2) of Remark 8.6 with
ω˜(r) in the role of ω˜. Let Ψ(r) and Ψ(r,N) be the vector-fields defined in (8.14) and (8.40), respectively. Our
ultimate goal in this section is to show the convergence of the trajectories of the vector-fields Ψ(r) as
r →∞.
(2) Let
(8.50) V (x) =
∑
n∈Zν
c(n)e2πixnω , x ∈ R,
(8.51) [Hy](x) = −y′′(x) + V (x)y(x) = Ey(x), x, ε ∈ R.
Let Gm = (E
−
m, E
+
m), m ∈ Zν be the gaps in the spectrum S of H . We define the manifolds M, X just as
in part (2) of Remark 8.6. Let Ψ and Ψ(N) be the vector-fields defined in (8.14) and (8.40), respectively.
Proposition 8.14 applies just as before.
(3) In Remark 8.18 below we set up the definitions in part (2) of Remark 8.6 so that
(8.52) X(r) = X.
To get this identity we just need to enumerate the “relatively large gaps” in S and S(r) so that this enumeration
will actually define a bijection between these two sets of gaps. Naturally, Theorem 7.1 is instrumental for
this task. The identity (8.52) allows us to show the convergence of the trajectories.
Lemma 8.16. (1) Let E = inf S, E(r) = inf S(r). Then E,E(r) ≥ −1.
(2) E+m ≤ C(κ0)|ω|2(log |Gm|−1)2, Er,+m ≤ C(κ0)|ω|2(log |G(r)m |−1)2.
Proof. Due to (8.48), for 0 < ε ≤ ε0, we have |V (x)|, |V (r)(x)| ≤ 1 for any x. It is well known that this
implies the estimate in (1).
Recall that E+ = E+(km) and E(k) ≤ C|ω|2|m|2, see Theorem A. On the other hand, due to Theorem A,
|Gm| ≤ exp(−κ02 |m|). This implies (2) for H . The argument for H(r) is completely similar. 
Lemma 8.17. There exists C0(κ0) such that if for some τ , we have λ
′
r := C0(κ0)|ω|2(log τ−1)2λr < τ/4
with λr = |ω − ω˜(r)|1/2, then there is an injection m 7→ n(m) ∈ Z(r) defined for all m with |Gm| ≥ τ , such
that |E±m − Er,±n(m)| < λ′r.
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Proof. Due to Theorem 7.1,
(8.53) d(S ∩ (−E,E), S(r) ∩ (−E,E)) ≤ C(1 + |E|1/4)λr,
where d denotes Hausdorff distance.
Let |Gm| = E+m − E−m ≥ τ . Due to Lemma 8.16, we have E+m ≤ C(κ0)|ω|2(log τ−1)2. Since λ′r < |Gm|/4,
due to (8.53) we have
(8.54) [E−m + λ
′
r , E
+
m − λ′r ] ⊂
⋃
n
G
(r)
n .
Take E−m + λr,m < E
′ < E+m − λ′r. Since the gaps do not overlap, there exists a unique G(r)n(m) such that
E′ ∈ G(r)
n(m). Moreover, [E
−
m + λr,m, E
+
m − λr,m] ⊂ G(r)n(m). Indeed, assume that [E−m + λ′r , E+m − λ′r ] ∩ G(r)n
for some n 6= n(m). Since the gaps do not overlap this would contradict (8.54). We can exchange the roles
of Gm and G
(r)
m(n) in this argument. Indeed, the only thing we need for this is the lower estimate for |G(r)m |.
Clearly, |G(r)m | ≥ τ/2. One can see that with this lower estimate the above argument still works. This proves
that the map m 7→ n(m) is injective and |E±m − Er,±n(m)| < λ′r . 
Remark 8.18. The previous lemma enables us to define X(r),X so that (8.52) holds. Indeed, let us enumerate
the gaps in the spectrum S via Gn, n = 1, 2, . . ., just as in Remark 8.6. The statement in Lemma 8.17 does
not specify the labeling of the gaps. So, we use the same injection n 7→ m(n) with n = 1, 2, . . .. Set
G
(r)
n := G
(r)
m(n). In Lemma 8.19 below we verify conditions (8.13) in part (1) of Remark 8.6. Due to these
conditions Proposition 8.14 applies, as was mentioned in part (1) of Remark 8.6. Thus, indeed we can define
X(r),X being the same.
Lemma 8.19. Set G
(r)
n := G
(r)
m(n). Then,
c′(a0, b0, κ0, ν)|m(n)|β′(a0,b0,κ0,ν) ≤ |n| ≤ C′(a0, b0, κ0, ν)|m(n)|b′(a0,b0,κ0,ν),
c′(a0, b0, κ0, ν) exp(−nσ′1(κ0,ν)) ≤ |G(r)m(n)| ≤ C′(a0, b0, κ0, ν)ε0 exp(−nσ
′(κ0,ν)).
(8.55)
Proof. Recall that due to (8.13),
(8.56) c(a0, b0, κ0, ν) exp(−nσ1(a0,b0,κ0,ν)) ≤ |Gn| ≤ C(a0, b0, κ0, ν)ε0 exp(−nσ(a0,b0,κ0,ν)).
Since |G(r)
m(n)|/2 ≤ |Gn| ≤ 2|G
(r)
m(n)|, the second line in (8.55) holds. Since |G
(r)
m | ≤
C(a0, b0, κ0, ν) exp(−|m|σ(a0,b0,κ0,ν)), the first line follows from the second. 
Lemma 8.20. With λ′r as in Lemma 8.17, we have |E(r) − E| ≤ λ′r → 0 as r →∞.
Proof. The statement follows from (8.53) combined with part (1) of Lemma 8.16. 
Let ΨN,n(θ) be as in Proposition 8.14, see (8.40). Consider the vector-fields on X defined via
Ψ
(r)
N,n(θ) = 4ξn
√√√√√(µ(r)n (θ)− E(r)) ∏
i
i6=n, i≤N
(Er,−i − µ(r)n (θ))(Er,+i − µ(r)n (θ))
(µ
(r)
i (θ) − µ(r)n (θ))2
, n ≤ N,
Ψ(r,N) = (Ψ
(r)
N,n)n.
(8.57)
Lemma 8.21. We have
(8.58) lim
r→∞
Ψ
(r)
N,n(θ) = ΨN,n(θ), 1 ≤ n ≤ N,
uniformly in θ.
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Proof. Recall that µn(θ) = E
−
n + (E
+
n − E−n ) sin2( θnρn ), µ
(r)
n (θ) = Er,−n + (E
r,+
n − Er,−n ) sin2( θnρn ). Due
to Lemma 8.17, |Er,±n − E±n | → 0 as r → ∞. Recall also that ηi,n = dist(Gi, Gn) > 0. This implies
limr→∞ µ
(r)
n (θ) = µn(θ), uniformly in θ. Due to Lemma 8.20, |E(r) − E| → 0 as r → ∞. Recall that
E(r) < E−n ≤ µn(θ) for any n and θ. The statement follows. 
Remark 8.22. We discuss now the fields Φ, see (8.1), (8.2). Using the same enumeration as above, set
Gn,σ = {(µ, σ) : µ ∈ Gn}, G(r)n,σ = {(µ, σ) : µ ∈ G(r)m }, σ = ±,
Cn = Gn,− ∪Gn,+ ∪ {E−n , E+n }, C =
∏
n
Cn,
C(r)n = G
(r)
n,− ∪G(r)n,+ ∪ {Er,−n , Er,+n }, C(r) =
∏
n
C(r)n .
(8.59)
The tori C, C(r) have natural smooth structures. We denote the points on these tori by µ = (µn)n with
σ(µn) ∈ {+,−} being suppressed from the notation. Consider the vector-fields
Φn(µ) = σ(µn)
√√√√4(E − µn)(E−n − µn)(E+n − µn)∏
i6=n
(E−i − µn)(E+i − µn)
(µi − µn)2 ,
Φ(r)n (µ) = σ(µn)
√√√√4(E(r) − µn)(Er,−n − µn)(Er,+n − µn)∏
i6=n
(Er,−i − µn)(Er,+i − µn)
(µi − µn)2 .
(8.60)
Recall (8.14):
µn(θ) = E
−
n + (E
+
n − E−n ) sin2
(θn
ξn
)
, θ := (θn, σn)n ∈M, ξn = exp(−nσ(κ0,ν)/2),
µ(r)n (θ) = E
r,−
n + (E
r,+
n − Er,−n ) sin2
(θn
ξn
)
, θ := (θn, σn)n ∈M, ξn = exp(−nσ(κ0,ν)/2).
(8.61)
Lemma 8.23. The function µ(t) obeys
(8.62) µ˙ = Φ(µ), resp., µ˙ = Φ(r)(µ)
if and only if µ(t) = µ(θ(t)), resp. µ(t) = µ(r)(θ(t)), with
(8.63) θ˙ = Ψ(θ), resp., θ˙ = Ψ(r)(θ).
In particular, for any given µ0 ∈ C (resp., µ0 ∈ C(r)), there exists a unique trajectory originating at µ0.
Proof. We have
Φn(µ) = σn
√
(µn(θn)− E−n )(E+n − µn(θn))Ψn(θ) = σn(E+n − E−n ) sin
(θn
ξn
)
cos
(θn
ξn
)
Ψn(θ),
µ˙n =
dµn
dθn
θ˙n =
2(E+n − E−n )
ξn
sin
(θn
ξn
)
cos
(θn
ξn
)
θ˙n.
(8.64)
This verifies the statement for Φ. The verification for Φ(r) is the same. 
Now we can state the main results of this section. Let M,X,Y,M(r),X(r),Y(r),Ψ,Ψ(r),Ψ(N),Ψ(r,N) be
as above. As above we have a setup with X = X(r). The manifolds Y and Y(r) are not related to each
other. Let θ(0) = (θ
(0)
n )n ∈ M be arbitrary. Let θ(0)(t) = (θ(0)n (t))n be the Ψ-trajectory originating at θ(0).
We have θN,0 := (θ
(0)
n )n≤N ∈ X(r). Take an arbitrary γ(r) ∈ Y(r). Let θ(0)(t; γ(r)) = (θ(0)n (t; γ(r)))n be the
Ψ(r)-trajectory originating at (θN,0, γ(r)).
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Proposition 8.24. We have
lim sup
r→∞
sup
γ(r)
max
0≤t≤T
∑
1≤n≤N
|θ(0)n (t)− θ(0)n (t; γ(r))|
 ≤ A(4K)BT δ,
lim sup
r→∞
sup
γ(r)
max
0≤t≤T
∑
1≤n≤N
|µn(θ(0)n (t))− µ(r)n (θ(0)n (t; γ(r)))|
 ≤ A(4K)BT δ,
(8.65)
with A,B,K depending on a0, b0, κ0, ν and δ = exp(−Nσ).
Proof. Let ΨN,n(θ),Ψ
(r)
n (θ) be as in Lemma 8.21, ΨN = (ΨN,n(θ))1≤n≤N ,Ψ
r,N(θ) = (Ψ
(r)
n (θ))1≤n≤N .
Let θ(0)(t;N) = (θ
(0)
n (t;N))1≤n≤N be the Ψ
N -trajectory originating at (θ
(0)
n )1≤n≤N . Let θ
(0)(t; r,N) =
(θ
(0)
n (t; r,N))1≤n≤N be the Ψ
r,N -trajectory originating at (θ
(0)
n )1≤n≤N . Due to Lemma 8.21,
(8.66) lim
r→∞
Ψ
(r)
N,n(θ) = Ψ
(r)
n (θ), 1 ≤ n ≤ N,
uniformly in θ. Recall also that due to Corollary 8.12 the vector-fields ΨN ,Ψr,N(θ) are B-regular with
respect to the atlas F, with B = B(a0, b0, κ0, ν) > 0. Combining this fact with (8.66), we conclude that
(8.67) lim
 ∑
1≤n≤N
|θ(0)n (t;N)− θ(0)n (t; r,N)|
 = 0
(this is a well-known general fact, but one can invoke Corollary 8.11). Due to Proposition 8.14,
max
0≤t≤T
∑
1≤n≤N
|θ(0)n (t)− θ(0)n (t;N)| ≤ A(4K)BT δ,
max
0≤t≤T
∑
1≤n≤N
|θ(0)n (t; γr)− θ(0)n (t; r,N)| ≤ A(4K)BT δ.
(8.68)
Combining (8.68) with (8.67), we obtain the first line in (8.65). We have∑
1≤n≤N
|µn(θn)− µn(θˆn)| ≤
∑
1≤n≤N
(E+n − E−n )|θn − θˆn|ξ−1n ≤ C
∑
1≤n≤N
|θn − θˆn|,∑
1≤n≤N
|µn(θn)− µ(r)n (θn)| ≤
∑
1≤n≤N
[|E−n − Er,−|+ |E+n − Er,+|]→ 0 as r →∞.
(8.69)
Therefore the second line in (8.65) follows from the first one. 
9. Proof of Theorem I
The next lemma is well known.
Lemma 9.1. Let
(9.1) Q(t) =
∑
n∈Zν
d(n)e2πitnω , t ∈ R
with
(9.2) |d(n)| ≤ exp(−κ0|n|).
Let T > 0 be arbitrary and let δT := max0≤t≤T |Q(t)|. Let β0 := (2b0)−1. If |n| ≤ T β0 , then
(9.3) |d(n)| ≤ δT + C(a0, b0, κ0, ν)
T 1/2
+ C(κ0, ν) exp(−κ0T β0).
In particular, if Q(t) = 0 for all t ∈ R, then d(n) = 0 for all n ∈ Zν .
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Proof. Take an arbitrary n ∈ Zν . We have
(9.4)
∣∣∣d(n) + ∑
m∈Zν ,m 6=n
d(m)
1
T
∫ T
0
e2πit(m−n)ω dt
∣∣∣ = ∣∣∣ 1
T
∫ T
0
Q(t)e−2πitnω dt
∣∣∣ ≤ δT .
Note that for any m 6= n, we have
(9.5)
1
T
∣∣∣ ∫ T
0
e2πit(m−n)ω dt
∣∣∣ ≤ min(1, 1
πT |(m− n)ω|
)
≤ min
(
1,
|m− n|b0
πa0T
)
.
Assume |n| ≤ T β0 . Then∑
m 6=n, |m|≤Tβ0
|d(m)| 1
T
∣∣∣ ∫ T
0
e2πit(m−n)ω dt
∣∣∣ ≤ ∑
|m|≤Tβ0
|d(m)| (|n| + |m|)
b0
πa0T
≤ C(a0, b0, κ0, ν)
T 1/2
,
∑
m 6=n, |m|>Tβ0
|d(m)| 1
T
∣∣∣ ∫ T
0
e2πit(m−n)ω dt
∣∣∣ ≤ ∑
|m|>Tβ0
|d(m)| ≤ C(κ0, ν) exp(−κ0T β0).
(9.6)
Combining this with (9.4), we obtain (9.3). If Q(x) = 0 for all x, then taking T → ∞, we conclude that
d(n) = 0 for all n. 
Let ω and ω˜ = ω˜(r) = (ω˜
(r)
1 , . . . , ω˜
(r)
ν ) be as in Lemma 5.1; see Section 5. Let
(9.7) Q(r)(t) =
∑
n∈Zν
c(r)(n)e2πitnω˜
(r)
, t ∈ R,
with
(9.8) |c(r)(n)| ≤ ε exp(−κ0|n|), n ∈ Zν .
Lemma 9.2. Assume that the limit Q(t) = limr→∞Q
(r)(t) exists for every t. Then the limits c(n) =
limr→∞ c
(r)(n) exist for every n ∈ Zν . Moreover,
Q(t) =
∑
n∈Zν
c(n)e2πitnω, t ∈ R,
|c(n)| ≤ ε exp(−κ0|n|), n ∈ Zν .
(9.9)
Proof. Assume that the limit limr→∞ c
(r)(n(0)) does not exist for some n(0) ∈ Zν . Using the condition
(9.8), we can find two sequences r′s and r
′′
s , s = 1, 2, . . . such that the limits c
′(n) = lims→∞ c
(r′s)(n),
c′′(n) = lims→∞ c
(r′′s )(n) exist for every n ∈ Zν , and c′(n(0)) 6= c′′(n(0)). Moreover,
(9.10) |c′(n)|, |c′′(n)| ≤ ε exp(−κ0|n|), n ∈ Zν .
Once again, using the condition (9.8) and the estimates (9.10), we obtain
lim
s→∞
∑
n∈Zν
c(r
′
s)(n)e2πitnω
(r′s)
=
∑
n∈Zν
c′(n)e2πitnω , t ∈ R,
lim
s→∞
∑
n∈Zν
c(r
′′
s )(n)e2πitnω
(r′′s )
=
∑
n∈Zν
c′′(n)e2πitnω , t ∈ R
(9.11)
(recall that |ω − ω(r)| → 0 when r →∞). Due to the assumptions of the lemma, we have
(9.12)
∑
n∈Zν
c′(n)e2πitnω =
∑
n∈Zν
c′′(n)e2πitnω , t ∈ R.
Due to the previous lemma this implies c′(n) = c′′(n) for any n ∈ Zν . The contradiction we get proves the
first statement in the lemma. The second one follows from it. 
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Remark 9.3. (1) In the proof of Theorem I we need to invoke yet another fundamental fact from the theory
of Hill operators. Let q(x) be a continuous real T -periodic function,
(9.13) q(x) =
∑
n∈Z\{0}
c(n)e
2πinx
T .
Consider the Hill equation
(9.14) [Hqy](x) = −y′′(x) + q(x)y(x) = Ey(x), x ∈ R.
Denote by µ1(q) < µ2(q) < · · · the Dirichlet eigenvalues on [0, T ]. We view µn(q) as a functional of
q ∈ C[0, T ]. The following estimate holds,
(9.15) |µn(q)− µn(p)| ≤ max
0≤x≤T
|q(x)− p(x)|.
For T = 1, we may refer to [PT, p. 34]. For arbitrary T , we can employ the standard re-scaling
q˜(x) = T 2q(xT ), 0 ≤ x ≤ 1,
which defines a 1-periodic function q˜ with µn(q˜) = T
2µn(q).
(2) In the proof we also invoke the following results of Craig [Cr]. Let Q(x) be a bounded continuous real
function, t ∈ R. Consider the Schro¨dinger operator
(9.16) [Hy](x) = −y′′(x) +Q(x)y(x), x ∈ R.
Let S be the spectrum of H . Assume that
S = [E,∞) \
⋃
n≥1
(E−n , E
+
n ),
where the gaps Gn := (E
−
n , E
+
n ) obey
(9.17)
∑
n
γn <∞,
∑
i,n:i6=n
γ
1/2
i γ
1/2
n
ηi,n
<∞,
γn := |Gn|, ηi,n := dist(Gi, Gn). Finally, assume that H is reflectionless, see Remark 1.1. Then,
(9.18) Q(t) =
∑
n
E+n + E
−
n − 2µn(t),
where the functions µn(t) obey the differential equation
(9.19) µ˙n = Φn(µ) = σ(µn)
√√√√4(E − µn)(E−n − µn)(E+n − µn)∏
i6=n
(E−i − µn)(E+i − µn)
(µi − µn)2 ,
σn ∈ {+,−} and µn(t) ∈ [E−n , E+n ]. The ODE (9.19) is defined on the manifold C just as for the Hill operator.
(3) In the proof of Theorem I we invoke Theorem I˜. This gives the uniform exponential estimates on the
Fourier coefficients which are crucial for the derivation of Theorem I. It is easy to see that the estimates
(4.13) known in the setting of a general Hill equation with analytic potential are ineffective as the period T
grows to ∞.
Proof of Theorem I. Let V be as in Theorem I. We use Proposition 8.24, see also Remark 8.15. Take an
arbitrary θ(0) = (θ
(0)
n ) ∈M and set
Q(t) = Q(t; θ(0)) =
∑
n
E+n + E
−
n − 2µn(θ(0)n (t)),
Q(r)(t, γ(r)) = Q(r)(t; θ(0), γ(r)) =
∑
n
Er,+n + E
r,−
n − 2µ(r)n (θ(0)n (t; γ(r))).
(9.20)
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Due to the McKean-van Moerbeke-Trubowitz trace formula, Q(r)(t, γ(r)) is a periodic function with the same
period as V (r) and with the same spectrum, that is, Q ∈ ISO(V ); see Theorem I˜. By Theorem I˜ we have
Q(r)(t, γ(r)) =
∑
n∈Zν
d(r)(n, γ(r))e2πitnω˜
(r)
, t ∈ R,
|d(r)(n, γ(r))| ≤
√
2ε exp
(
− κ0
2
|n|
)
, n ∈ Zν \ {0}.
(9.21)
Using Lemmas 8.17 and 8.19 and (8.13), we obtain∑
n
|E+n + E−n − Er,+n + Er,−n | =
∑
n≤N
|E+n + E−n − Er,+n + Er,−n |+
∑
n>N
|E+n + E−n − Er,+n + Er,−n |
≤ CNλ(r) + C
∑
n>N
exp(−nσ(κ0,ν)).
(9.22)
Combining Proposition 8.24 with (9.22) we conclude that
(9.23) lim
r→∞
max
0≤t≤T
|Q(t)−Q(r)(t, γ(r))| = 0
for any T . Due to Lemma 9.2,
(9.24) d(n) = lim
r→∞
d(r)(n, γ(r))
exists for every n ∈ Zν . Moreover,
Q(t) =
∑
n∈Zν
d(n)e2πitnω , t ∈ R,
|d(n)| ≤ ε1/2 exp
(
− κ0
2
|n|
)
, n ∈ Zν .
(9.25)
Using the notation in Theorem I, this shows that Q ∈ P(ω, ε1/2, κ0/2).
Set
Qˆ(r)(t) =
∑
n∈Zν
d(r)(n, γ(r))e2πitnω , t ∈ R,
[HQy](t) = −y′′(t) +Q(t)y(t),
[Hˆ
(r)
Q y](t) = −y′′(t) + Qˆ(r)(t)y(t),
[H
(r)
Q y](t) = −y′′(t) +Q(r)(t, γ(r))y(t).
(9.26)
Let SQ, Sˆ
(r)
Q and S
(r)
Q be the spectrum of HQ, Hˆ
(r)
Q and H
(r)
Q , respectively. Clearly,
(9.27) sup
t
|Qˆ(r)(t)−Q(t)| → 0 as r →∞.
Fix some compact interval I. By (9.27), it follows that
d(SQ ∩ I, Sˆ(r)Q ∩ I)→ 0 as r →∞,(9.28)
where d again stands for the Hausdorff distance between the sets. Moreover, by Theorem 7.1,
(9.29) d(S
(r)
Q ∩ I, Sˆ(r)Q ∩ I) ≤ C|ω − ω˜(r)|1/2 → 0 as r→∞.
Thus,
(9.30) d(SQ ∩ I, S(r)Q ∩ I)→ 0 as r →∞.
for any fixed compact interval I.
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Recall that S
(r)
Q = [E
(r),∞) \⋃(Er,−n , Er,+n ). Due to Lemma 8.17, |E±n − Er,±n | < λ′r for any 1 ≤ n ≤ N ,
any N , provided r ≥ r(N). Here,
S = [E,∞) \
⋃
n≥1
(E−n , E
+
n )
is the spectrum for V as in Proposition 8.24. Due to Lemma 8.20, |E(r) − E| ≤ λ′r → 0 as r →∞. So,
(9.31) d(S ∩ I, S(r)Q ∩ I)→ 0 as r →∞.
for any fixed compact interval I. This implies
(9.32) SQ = S,
that is, Q is isospectral with V . Thus, we have defined a map Φ, given by
(9.33) M ∋ θ(0) 7→ Φ(θ(0)) := Q(t, θ(0)) :=
∑
n
E+n + E
−
n − 2µn(θ(0)n (t)) ∈ ISO(V ) ∩ P(ω,
√
2ε, κ0/2).
Let us verify that this map is injective. Let Q(t, θ(0)) = Q(t, θ(1)), θ(0) = (θ
(0)
n )n, θ
(1) = (θ
(1)
n )n. Let
Q(r)(t; θ(0), γ(r)), Q(r)(t; θ(1), γ(r)) be defined as in (9.20) with arbitrarily chosen γ(r). Due to (9.21) we have
Q(r)(t, θ(j)γ(r)) =
∑
n∈Zν
d(r,j)(n, γ(r))e2πitnω˜
(r)
, t ∈ R,
|d(r,j)(n, γ(r))| ≤
√
2ε exp
(− κ0
2
|n|), n ∈ Zν \ {0},(9.34)
j = 0, 1. Due to (9.24),
(9.35) lim
r→∞
d(r,j)(n, γ(r)) = d(j)(n),
where
(9.36) Q(t, θ(j)) =
∑
n∈Zν
d(j)(n)e2πitnω,
j = 0, 1; see (9.25). Since Q(t, θ(0)) = Q(t, θ(1)), we conclude that d(0)(n) = d(1)(n) for any n ∈ Zν . Thus,
(9.37) lim
r→∞
|d(r,0)(n, γ(r))− d(r,1)(n, γ(r))| = 0.
Combining (9.34) with (9.37), we conclude that
(9.38) lim
r→∞
sup
t∈R
|Q(r)(t, θ(0)γ(r))−Q(r)(t, θ(1)γ(r))| = 0.
Recall that µrn(θ
(k)
n ) is a Dirichlet eigenvalue for the Hill equation with potential Q(r)(t, θ(k)γ(r)). Due to
(9.15),
(9.39) |µrn(θ(0)n )− µrn(θ(1)n )| ≤ sup
t∈R
|Q(r)(t, θ(0)γ(r))−Q(r)(t, θ(1)γ(r))|.
Recall that
(9.40) µ(r)n (θ) = E
r,−
n + (E
r,+
n − Er,−n ) sin2
(θn
ξn
)
, ξn = exp(−nσ(a0,b0,κ0,ν)/2),
see (8.14). Recall also that 0 ≤ θ(k) ≤ πξn/2. So,
|µrn(θ(0)n )− µrn(θ(1)n )| = (Er,+n − Er,−n )
∣∣∣ sin2 (θ(0)n
ξn
)
− sin2
(θ(1)n
ξn
)∣∣∣
≥ c(Er,+n − Er,−n )|θ(0)n − θ(1)n |,
(9.41)
c = c(
θ(0)n
ξn
,
θ(1)n
ξn
). Once again,
(9.42) lim
r→∞
(Er,+n − Er,−n ) = E+n − E−n > 0.
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Combining (9.41) with (9.39), (9.38), and (9.42), we conclude that θ
(0)
n = θ
(1)
n .
Let Q(x) be a bounded continuous real function, x ∈ R. Consider the Schro¨dinger operator
(9.43) [HQy](x) = −y′′(x) +Q(x)y(x), x ∈ R.
Let SQ be the spectrum of HQ. Assume that SQ = S and that HQ is reflectionless. Recall that due to
(8.22)–(8.24), we have
(9.44) γn ≤ exp(−nσ), n ≥ 1, γn < η4i,n, i < n.
This implies the conditions (9.17) in Remark 9.3. So,
(9.45) Q(t) =
∑
n
E+n + E
−
n − 2µn(t),
where the functions µn(t) obey the differential equation
(9.46) µ˙n = Φn(µ) = σ(µn)
√√√√4(E − µn)(E−n − µn)(E+n − µn)∏
i6=n
(E−i − µn)(E+i − µn)
(µi − µn)2
and µn(t) ∈ [E−n , E+n ]. Due to Lemma 8.23, µ(t) = µ(θ(t)) with
(9.47) θ˙ = Ψ(θ).
Here µn(θn) is the same as above. Just as above we derive that
Q(t) =
∑
n∈Zν
d(n)e2πitnω, t ∈ R,
|d(n)| ≤
√
2ε exp
(− κ0
2
|n|), n ∈ Zν ;(9.48)
see the derivation of (9.25).
Let Q ∈ ISO(V ) ∩ P(ω,√2ε, κ0/2). We assume that ε0 (and hence
√
2ε) is small enough so that the
existing theory implies that the spectrum of HQ is purely absolutely continuous, see [DG1, E]. In particular
HQ is reflectionless; compare [R1]. Since we also have by assumption that SQ = S, it follows from the
arguments above that Q = Φ(θ(0)) for some θ(0) ∈M.
Thus, Φ is a bijection from M onto the Q ∈ ISO(V )∩P(ω,√2ε, κ0/2), as claimed in Theorem I. Finally,
let us verify that Φ is a homeomorphism.
Let θ(0), θ(1) ∈ M. Let θ(j)(t) be the Ψ-trajectory originating at θ = θ(j), j = 0, 1. Then due to
Proposition 8.14, for any T , we have
(9.49) max
0≤t≤T
d(θ(0)(t), θ(1)(t)) ≤ A(4K)BTd(θ(0), θ(1)),
where A,B,K depend on a0, b0, κ0, ν. Let
(9.50) Q(t, θ(j)) :=
∑
n
E+n + E
−
n − 2µn(θ(j)n (t)), j = 0, 1.
Then,
|Q(t, θ(0))−Q(t, θ(1))| ≤
∑
n
2|µn(θ(0)n (t)) − µn(θ(1)n (t))|
≤ C
∑
n
E+n − E−n
ξn
|θ(0)n (t)− θ(1)n (t)|
≤ C(a0, b0, κ0, ν) d(θ(0)(t), θ(1)(t)).
(9.51)
Combining this with (9.49) we obtain
(9.52) max
0≤t≤T
|Q(t, θ(0))−Q(t, θ(1))| ≤ A1(4K)BTd(θ(0), θ(1)) := δT (θ(0), θ(1)).
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We have
Q(j)(t) =
∑
n∈Zν
g(j)(n)e2πitnω , t ∈ R,
|g(j)(n)| ≤ ε1/2 exp
(
− κ0
2
|n|
)
, n ∈ Zν , j = 0, 1.
(9.53)
Let β0 := (2b0)
−1. Due to Lemma 9.1, for |n| ≤ T β0, we have
(9.54) |g(0)(n)− g(1)(n)| ≤ δT (θ(0), θ(1)) + C(a0, b0, κ0, ν)
T 1/2
+ C(κ0, ν) exp
(
− κ0
2
T β0
)
.
Therefore,
d((g(0)(n))n, (g
(1)(n)n)n) =
∑
n∈Zν
|g(0)(n)− g(1)(n)|
=
∑
|n|≤Tν
−1β0
|g(0)(n)− g(1)(n)|+
∑
|n|>Tν
−1β0
|g(0)(n)− g(1)(n)|
≤ C(ν0)T νβ0
[
δT (θ
(0), θ(1)) +
C(a0, b0, κ0, ν)
T 1/2
+ C(κ0, ν) exp
(
− κ0
2
T β0
)]
+
∑
|n|>Tν
−1β0
|(g(0)(n)|+ |g(1)(n)|)
≤ A1(4K1)BT d(θ(0), θ(1)) + C1(a0, b0, κ0, ν)
T 1/4
.
(9.55)
It follows from (9.55) that the map Φ : (M, d) → (ISO(V ) ∩ P(ω,√2ε, κ0/2), d) is continuous. Since (M, d)
is compact and Φ is injective, the inverse is also continuous. 
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