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Quantum transport in mesoscopic conductors is essentially governed by the laws of quantum me-
chanics. One of the major open questions of quantum mechanics is what happens if non-commuting
observables are measured simultaneously. Since current operators at different times do not com-
mute, the high-frequency correlation functions of the current are realization of this fundamental
quantum question. We formulate this problem in the context of measurements of finite-frequency
current cumulants in a general quantum point contact, which are the subject to ongoing experimen-
tal effort. To this end, we present two models of detectors that correspond to a weak time-resolved
measurement of the electronic current in a mesoscopic junction. In both cases, the backaction of the
detector leads to observable corrections to the current correlations functions involving the so-called
noise susceptibilities. As a result, we propose a reinterpretation of environmental corrections to the
finite-frequency cumulants as inevitable effect resulting from basic quantum mechanical principles.
Finally we make concrete predictions for the temperature-, voltage-, and frequency-dependence of
the third cumulant, which could be verified directly using current experimental techniques.
I. INTRODUCTION
Since the advent of mesoscopic physics, the quantum
mechanical properties of charge transport in conductors
are under intensive research. Most manifestations to date
are concerned with properties following from the quan-
tum mechanical wave nature.1 More recently the quan-
tum mechanics of the electron spin has been investigated
in electron transport.2 On the other hand, the aspect of
measurement has attracted less attention so far in quan-
tum transport. This is surprising in view of it’s emi-
nent importance for the fundamental difference to classi-
cal physics.3
The electronic transport through mesoscopic junctions
is quite well described by independent electrons.4 Due to
the Landauer formula, the conductance can be expressed
in terms of the single-particle scattering matrix and the
level occupations of the leads. The same scattering ma-
trix can describe low-frequency current noise.4 Experi-
mentally, the scattering description has been confirmed
in the case of low frequency noise5 a while ago.
It is remarkable, that the same scattering matrix also
describes higher order correlation functions of current –
leading to the so-called full counting statistics (FCS).6
These results have been confirmed for the third cumu-
lant of tunnel junctions only, so far.8,9 However, a proper
account of the first experiments showed that the mea-
sured third cumulant was governed by an environmental
contribution.10
In the last years it has also been realized, that the
measurement of the quantum noise depends in an essen-
tial way on the detection scheme.11 To understand this,
one considers different Fourier transform of the current-
current correlation function C(t, t′) = 〈Iˆ(t)Iˆ(t′)〉. It
turns out that the unsymmetrized correlators C(ω) =∫
dτC(0, τ) exp(±iωτ) are related to absorption or emis-
sion of an energy quantum ~ω, respectively, and can
therefore be measured in a corresponding detector. On
the other hand, a classical detector measures always the
real combination C(ω) + C(−ω), corresponding to the
anti-commutator of the current operators. The high fre-
quency noise has been also tested experimentally.12–14
The results are in full agreement with the scattering the-
ory of non-interacting quasiparticles in mesoscopic con-
ductors.
From the above it is clear that a time-resolved detec-
tion of the quantum mechanical current in a quantum
transport process has to properly account for the quan-
tum rules for measurements. This is not so much an
experimental question – since experimentalists automat-
ically obey the rules of quantum mechanics – rather, the
proper treatment of a quantum measurement represents
a challenge to theorists, who have to worry, which ex-
pectation values are actually measurable. Hence, the ex-
tension of full counting statistics to time-resolved (high-
frequency) correlations requires first a proper definition
in terms of projective measurement.3 Qualitatively, one
can distinguish two extremes. A continuous projective
measurement would lead up in suppression of the dy-
namics of the system – a phenomenon known as quan-
tum Zeno effect.15 To avoid the Zeno effect it is neces-
sary to include the detector’s degrees of freedom into the
complete evolution. Some effects of the detector backac-
tion have been addressed already in the literature.16–19
However, instead of including a specific detector’s dy-
namics one can restrict the treatment to the system
only by replacing the projection by so-called Kraus
operators.20 These define a positive operator-valued mea-
sure (POVM)21 and by virtue of Naimark’s theorem the
two methods are equivalent22 as long as initially the de-
tector and the system are uncorrelated.23
Once we have established the detection model we can
again express current correlations of arbitrary order in
terms of the single-particle scattering matrix. However,
it turns out that a simple evaluation of these averages
quickly leads to very complicated and cumbersome ex-
2pressions. Nevertheless, the demanding task necessary to
analyze the generating functional leads to interesting an-
alytic results for the frequency-dependent cumulants and
the full counting statistics.24–26 Below, we will provide a
simplified framework, which allows to evaluate correla-
tors of arbitrary order in an efficient way.
An important recent development is that the third cu-
mulant has been measured at high frequency.27 These
quite remarkable results show interesting quantum fea-
tures at eV = ~ω. However, most of this feature
can be explained by environmental effects due to a se-
ries impedance. These result in a mixing of the third-
order correlator with the noise susceptibilities due to
the frequency-dependent backaction of an environmental
impedance. After fitting the spurious contribution, the
resulting third cumulant of the considered tunnel junc-
tion shows no frequency dispersion at all. This is in per-
fect accordance with the theory, which predicts in fact
a dispersionless third cumulant in the case of a tunnel
junction.24 However, it is most likely just a question of
time until the third cumulant for a mesoscopic conductor
with non-opaque channel is measured. Hence, for these
experiments it is vital to distinguish the environmental
contribution from the quantum mechanical backaction of
the detector.
Our findings can be summarized in two main achieve-
ments. On one hand, most of the article is devoted to
the development of concrete models of mesoscopic detec-
tors of high-frequency current-detection. The interplay
between the quantum mechanical projection and backac-
tion plays here a major role and we clarify below, how
this can or cannot be distinguished from the environ-
mental effect. On the other hand, we present an efficient
method to calculate higher order correlation functions of
the current in mesoscopic junctions. This allows us to
present several results for the third cumulant and the
noise susceptibility in a unified and transparent manner.
The method can be the basis for an efficient evaluation of
fourth and higher order correlators, which is important
for example in photon counting statistics.28,29
In the main body of the article we are going to con-
struct a model of a projective time-resolved measurement
of the current in a mesoscopic conductor. We present
two possibilities. One is to define a POVM, which corre-
sponds to a weak measurement of the current in a quan-
tum point contact. This phenomenological and very sim-
ple approach has the appeal that the competition be-
tween projection and weak measurement is qualitatively
reflected. However, a concrete physical realization is dif-
ficult to find. Another possibility is based on a phys-
ical model of a detector, which we call quantum tape.
Our detector will be a massless bosonic field described
by charge density and current operators, parametrized
by a one-dimensional variable. It is equivalent to the
noninteracting Schwinger-Tomonaga-Luttinger model of
a one-dimensional fermionic field.30 Equivalently the de-
tector can be thought of as a transmission line, which is
described by the same Hamiltonian. This detector model
is actually a massless version of a Josephson transmission
line detector.18 The field can be decomposed into left and
right going components with a constant velocity. In this
way, the spatial coordinate of the detector, which is cou-
pled to the system only at one point in space, corresponds
effectively to a time-coordinate. The information regis-
tered by the detector is moved away from the system due
to the internal dynamics of the detector. Finally a spa-
tially resolved strong projection is applied to the detector
at one instant of time, and the result can be translated
into the temporal current profile. The projection can be
made on one or both ends of the tape due to its bidirec-
tional information transfer. The results always depend
on the detection scheme. In the limit of weak coupling
the detector’s contribution is only a large Gaussian off-
set noise, independent of the measured system.31 Accord-
ingly, the influence of the backaction of the detector onto
the system is also weak but always present.
The secondary goal of the present article is to develop
a compact method to calculate arbitrary cumulants of
current operators in a junction with energy-independent
transmission. To this end, we set up a current algebra,
which is especially suited for non-equilibrium scattering
problems. This becomes necessary, when considering dif-
ferent orderings of higher-order correlators at finite fre-
quency. A straightforward evaluation using the scatter-
ing states is possible, but becomes in general very cum-
bersome. Introducing an algebra for certain current op-
erators of a quantum point contact greatly simplifies this
calculation and will therefore be useful also in other con-
text, hopefully. In the respective limits, our results are,
of course, in agreement with existing results.
The paper is organized as follows. We begin with the
description of the mesoscopic junction in Sec. II, together
with an overview of necessarymathematical tools. In Sec.
III we present the POVM detection model and extend it
to many detectors. In this model, we are able to derive
also some higher cumulants of current in the limit of weak
coupling between the detector and the system. In certain
limits (weak transmission or reflection) one can find the
complete FCS generating functional. Finally in Sec. IV,
we present a strictly projective measurement model – the
quantum tape, which gives results similar to the POVM.
Many useful but lengthy mathematical details are moved
to appendices.
II. MESOSCOPIC JUNCTION
The junction is defined as constriction in a two dimen-
sional electron gas, which is narrow in the y-direction
and relatively long in the x-direction. We assume no
electron-electron interactions and no magnetic field. The
3Hamiltonian of the system reads
Hˆ =
∑
σ
∫
dxdy
[
−ψˆ†σ(x, y)~2∆ψˆσ(x, y)/2m
+eVe(x, y, t)ψˆ
†
σ(x, y)ψˆσ(x, y)
]
. (1)
The fermionic operators satisfy standard anticommuta-
tion relations
{ψˆσ(x, y), ψˆσ′(x′, y′)} = 0,
{ψˆσ(x, y), ψˆ†σ′(x′, y′)} = δσσ′δ(x − x′)δ(y − y′). (2)
The external potential splits into three parts
Ve(x, y, t) = Vx(x) + Vy(y) + V (x, t), (3)
where Vx is the scattering potential, Vy is the effect of the
constriction and V is the time-dependent bias potential.
The scattering potential is assumed to be nonzero only
in a small interval around the center of the constriction
while Vy grows to infinity with |y| → ∞. We have the
total current operator in x direction
Iˆ(x) = − i~e
2m
∫
dy (4)∑
σ
[ψˆ†σ(x, y)∂xψˆσ(x, y)− (∂xψˆ†σ(x, y))ψˆσ(x, y)].
In absence of a bias voltage, the Hamiltonian can be
diagonalized in the space of scattering states described
by fermionic operators ψˆk,n¯(x) with the channel quantum
number including the electron spin n¯ = (n, σ). Far from
the region Vx 6= 0, we have
ψˆσ(x, y) =
∫
dk√
2π
ψn(y)
[
(eikx + r˜ne
−ikx)θ(−kx)
+t˜ne
ikxθ(kx)
]
ψˆk,n¯ (5)
Here we distinguish between the normalized transversal
mode wavefunction ψn and the mode operator ψˆk,n¯, k is
the longitudinal wave vector, r˜n and t˜n are reflection and
transmission scattering amplitudes, respectively. Due to
unitarity, transmission Tn = |t˜n|2 and reflection coeffi-
cient Rn = |r˜n|2 satisfy Rn + Tn = 1. We assume that
the junction is long enough to treat k as a continuous
parameter. The transverse mode index n is kept as dis-
crete. The energy has the structure E = En + ~
2k2/2m,
where En is for the transversal part.
A. Expansion around Fermi level
We are interested only in phenomena in a narrow part
of the electron band around Fermi level EF .
4 In particu-
lar, we assume kBT, eV, ~|ω| ≪ EF . We also neglect the
exact structure of wavefunctions in the region Vx 6= 0 and
take only asymptotic states, like in (5). We denote Fermi
wave numbers kn =
√
2m(EF − En)/~ and Fermi veloc-
ities vn = ~kn/m. Only modes with En < EF contribute
at zero temperature.
We construct an extended Hilbert space consisting of
left and right going states, L and R, respectively. The
relation between operators in the reduced and standard
space is
ψˆLn¯(x) =
∫
k<0
dkdx′dy
2π
eik(x
′−x)ψ∗n(y)ψˆσ(x
′, y),
ψˆRn¯(x) =
∫
k>0
dkdx′dy
2π
eik(x
′−x)ψ∗n(y)ψˆσ(x
′, y). (6)
In fact, only k ∼ −kn and k ∼ kn play a role for L
and R, respectively. The actual dynamics of states deep
below or above the Fermi sea can be ignored and its only
reminder will be some ultraviolet regularization or cutoff.
The new operators satisfy anticommutation relations
{ψˆAn¯(x), ψˆBm¯(x′)} = 0,
{ψˆAn¯(x), ψˆ†Bm¯(x′)} = δABδn¯m¯δ(x− x′) (7)
for A,B = L,R.
With help of the above stated approximations, we can
write Hˆ in the new space as
Hˆ0 +
∑
n¯
qnvn
[
ψˆ†Ln¯(0)ψˆRn¯(0) + ψˆ
†
Rn¯(0)ψˆLn¯(0)
]
+(8)
∑
n¯
∫
dxeV (x, t)
[
ψˆ†Ln¯(x)ψˆLn¯(x) + ψˆ
†
Rn¯(x)ψˆRn¯(x)
]
,
where Hˆ0 is equal to∑
n¯
∫
dxi~vn
[
ψˆ†Ln¯(x)∂xψˆLn¯(x)− ψˆ†Rn¯(x)∂xψˆRn¯(x)
]
.
(9)
It is necessary to regularize the second term in Eq. (8)
to define the transmission and the reflection coefficients,
Tn = cos
2(qn/~) and Rn = sin
2(qn/~), respectively (see
the discussion in the appendix A).
The current operator (5) in the new basis is replaced
by
Iˆ(x) =
∑
n¯
evn(ψˆ
†
Rn¯(x)ψˆRn¯(x) − ψˆ†Ln¯(x)ψˆLn¯(x)). (10)
As we will later see, it is disadvantegous to operate di-
rectly with the field operators. To circumvent this it is
possible to introduce bosonic operators (viz. quadratic
forms of Fermion operators) and to develop a closed al-
gebra for those. Since current operators are generally
non-commuting, we have to cope with their algebra. To
this end, we introduce the following auxiliary operators
Iˆ0n¯(xn) =
evn
2
(ψˆ†Ln¯(x)ψˆLn¯(x) + ψˆ
†
Rn¯(−x)ψˆRn¯(−x)),
Iˆ1n¯(xn) =
evn
2
(ψˆ†Ln¯(x)ψˆLn¯(x)− ψˆ†Rn¯(−x)ψˆRn¯(−x)),
Iˆ2n¯(xn) =
ievn
2
ψˆ†Ln¯(x)ψˆRn¯(−x) + h.c. ,
Iˆ3n¯(xn) =
evn
2
ψˆ†Ln¯(x)ψˆRn¯(−x) + h.c. . (11)
4with xn = x/vn. Note that xn has the unit of time. It
will be more convenient for us than length units. The
Hamiltonian (8) can be now written as
Hˆ = Hˆ0 +
∑
n¯
2qnIˆ3n¯(0)/e
+
∑
n¯,±
∫
ds V (±svn, t)[Iˆ0n¯(s)± Iˆ1n¯(s)] . (12)
The current takes the form
Iˆ(x) =
∑
n¯
[
Iˆ0n¯(−xn)− Iˆ0n¯(xn)− Iˆ1n¯(−xn)− Iˆ1n¯(xn)
]
.
(13)
Using arguments similar to bosonization30 (see appendix
A), we get the following commutation rule
[Iˆjn¯(s), Iˆkm¯(s
′)] = ie2δn¯m¯δjk∂sδ(s− s′)/4π
+
∑
l
iǫjkleδn¯m¯Iˆln¯(s)δ(s− s′) (14)
with ǫjkl equal +1 for jkl = 123, 231, 312, −1 for jkl =
321, 213, 132 and zero otherwise. The last useful commu-
tator is
[Hˆ0, Iˆjn¯(s)] = −i~∂sIˆjn¯(s) (15)
and one can in principle write
Hˆ0 = 2π~
∫
ds
∑
jn¯
Iˆ2jn¯(s). (16)
The current Iˆ0 corresponds to the total charge changes
in the leads. It is preserved due to absence of capacitive
effects and behaves like a free bosonic field. Without the
scattering term Iˆ3 in (12) only the first term in (14) needs
to be considered in the dynamics, since only Iˆ0 and Iˆ1 are
dynamical variables. The system could be fully bosonized
and all correlation functions can be calculated. A non-
vanishing scattering retains some fermionic features due
to the commutator [Iˆ1, Iˆ3]. As a consequence the fluctu-
ations become non-Gaussian.
B. Equilibrium averages
Far from the junction and without bias potential, we
can write the initial density matrix as
ρˆ = exp(−Hˆ0/kBT )/Tr exp(−Hˆ0/kBT ). (17)
The commutator (15) gives the useful relation
TrρˆIˆjn¯(s)Aˆ = TrρˆAˆIˆjn¯(s+ i~/kBT ). (18)
A similar relation has been introduced in Ref. 32. For
convenience we rewrite the previous equation and the
relations (14) in the frequency domain for the operators
Iˆjn¯(ω) =
∫
ds eiωsIˆjn¯(t). (19)
From now on, a Greek argument will always denote
the Fourier-transformed operators. The current algebra
reads now
[Iˆjn¯(α), Iˆkm¯(β)] = e
2δn¯m¯δjkαδ(α + β)/2
+
∑
l
iǫjkleδn¯m¯Iˆln¯(α+ β) . (20)
Eq. (18) reproduces the fluctuation-dissipation
theorem33
TrρˆIˆjn¯(ω)Aˆ = e
~ω
kBT TrρˆAˆIˆjn¯(ω). (21)
With the above derived tools it is now straightforward to
calculate equilibrium averages. As examples we obtain
TrρˆIˆjn¯(ω) = 0, (22)
TrρˆIˆjn¯(α)Iˆkm¯(β) =
e2δn¯m¯δjk
4
δ(α+ β)(w(α) + α),
TrρˆIˆjn¯(α)Iˆkm¯(β)Iˆlp¯(γ) =
ie3ǫjklδn¯m¯δn¯p¯
8
δ(α+ β + γ)
[u(β)(w(α) − w(γ)) + w(α) − w(β) + w(γ) + α− γ] ,
where we introduced
u(ω) = coth(~ω/2kBT ) , (23)
w(ω) = ωu(ω) ,
w(s) = − lim
ǫ→0
Re
π(kBT/~)
2
sinh2(πskBT/~+ iǫ)
.
We note that w(s = 0) is singular and all practical calcu-
lations need a proper regularization around s = 0. This
can for example be an ultraviolet cutoff of the order of
the Fermi energy in the frequency domain.
C. Heisenberg equations
To generalize the previous method to a nonequilib-
rium situation, it is necessary to solve the Heisenberg
equations for the various current operators we have in-
troduced. It is a major advantage of the current algebra,
we have introduced, that this can be done exactly. From
now on, we switch to Heisenberg picture, so all operators
will be transformed as
i~∂tAˆ(t) = [Aˆ(t), Hˆ(t)] + i~∂˜tAˆ(t). (24)
Here the ∂˜t denotes explicit time dependence of the op-
erator. Remarkable, the Heisenberg equations can be
solved completely for the operators Iˆjn¯. The details are
described in the appendix B and in the following we
merely present the results. To distinguish between time
and spatial coordinate (which has the same unit, when
divided by Fermi velocity) we will denote by Aˆ(s, t) an
operator at position s and time t. We assume an arbitrar-
ily time-dependent bias potential V (x, t) = θ(−x)V (t)
and neglect some regularization issues around x = 0 and
5x → −∞, which can of course be properly handled us-
ing the procedures mentioned previously. We find for the
Heisenberg operators
Iˆ0n¯(s, t) = Iˆ0n¯(t+ s),
Iˆ1n¯(s, t) = Iˆ1n¯(t+ s) for s > 0, (25)
Iˆ1n¯(s, t) = (Tn −Rn)Iˆ1n¯(t+ s)
− e
2
2π~
TnV (t+ s)− 2
√
RnTnJˆ
Φ
n¯ (t+ s) for s < 0
with
JˆΦn¯ (s) = Iˆ2n¯(s) cosΦ(s)− Iˆ3n¯(s) sinΦ(s). (26)
and
Φ(s) = −
∫ s
−∞
dt eV (t)/~. (27)
Similar expressions can be obtained for Iˆ2n¯(s, t) and
Iˆ3n¯(s, t) and are presented in the appendix B. The big
advantage of the above equations is that the Heisen-
berg current operators are represented by linear combi-
nations of equilibrium operators. Hence, their averages
are straightforwardly obtained using the results of the
previous subsection.
We conclude this section by emphasizing the main re-
sults we have obtained so far. The calculation of higher
order cumulants of the current in a mesoscopic junc-
tion using the standard scattering approach is quite a
demanding task. This is true in particular at finite fre-
quency, when operator ordering issues become even more
prominent. The method, we have developed in this sec-
tion builds in an elegant way on a very simple algebra of
current operators (interestingly resembling the usual an-
gular momentum algebra). Our method allows to obtain
in a relatively straightforward manner arbitrarily ordered
current cumulants of (almost) any order.
III. THE MEASUREMENT – POVM
We now turn to the main topic of the article, how
the current correlators at high frequencies can be mea-
sured and how the measurement protocol itself influences
the measurement. We will first treat the measurement
on a phenomenological basis using the so-called positive
operator-valued measure (POVM). In this formalism, the
measurement is described by Kraus operators,20 which
we phenomenologically assume to have the form
Kˆ[I] =
∫
DφT e
∫
dt[iφ(t)(IˆR(t)−I(t))/e−φ2(t)/τ ] . (28)
Here T denotes time ordering and
IˆR(t) =
∫
dxIˆ(x, t)g(x − xR) (29)
is current operator averaged over a spatial region near
the point xR > 0. By virtue of Naimark’s theorem
22, the
completeness relation
∫
DIKˆ†[I]Kˆ[I] = 1 is sufficient to
guarantee that the measurement corresponds to a usual
projective measurement in some extended Hilbert space
including the detector.
Additionally, we assume as usual that the detector and
the system are initially uncorrelated.23 The spatial res-
olution is taken into account by a convolution function
g(x) = e−x
2/2∆x2/
√
2π∆x, which is parametrized by the
spatial sensitivity ∆x. To ensure, that the current on one
side of the junction is measured, we also take ∆x≪ xR.
The Kraus operator contains the parameter τ , which
plays the role of a measurement sensitivity. Varying τ ,
the measurement changes from a weak, but nondemol-
ishing measurement in the limit τ → 0 to a strong pro-
jective measurement for τ → ∞, which however yields
not the expected result due to a large disturbing noise
of the detector. For practical reasons, we convert dis-
tances into times, namely, τn = ∆x/vn and tn = xR/vn.
The physical meaning of τn is therefore the time, which
an electron in the lead in channel n effectively interacts
with the detector. On the other hand, tn is related to
the time-of-flight between the scatterer and the detector.
The probability density of a given time trace for the
current is given by a POVM21
ρ[I] = TrρˆKˆ†[I]Kˆ[I], (30)
The generating functional is defined as
S[χ] = ln
〈
exp
[
i
∫
dtχ(t)I(t)/e
]〉
ρ
(31)
where the average is defined as
〈. . .〉ρ =
∫
DIρ[I] . . . . (32)
Using the Kraus operators, one obtains for the generating
functional
S[χ] = ln
∫
Dφ eS[χ,φ]−
∫
dt(2φ2(t)+χ2(t)/2)/τ , (33)
where S[χ, φ] is the standard Keldysh functional, defined
as
S[χ, φ] = lnTr
{
ρˆT˜ exp
[∫
idt
2e
(χ(t) + 2φ(t))IˆR(t)
]
× T exp
[∫
idt
2e
(χ(t)− 2φ(t))IˆR(t)
]}
. (34)
The measure Dφ is scaled to keep S[χ ≡ 0] = 0.
To calculate averages we need the transformations pre-
sented in Appendix C. For future convenience we shall
denote s±n = s± tn and
θn(s) = θ(s)h
′
n(s), hn(s) = e
− s
2
4τ2n /2
√
πτn. (35)
6The mean current is
〈I(t)〉ρ = −ie δS
δχ(t)
∣∣∣∣
χ≡0
=
e2
π~
∑
n
V (t−n)Tn . (36)
Hence, the conductance is robust against detector back-
action as it does not depend on τ . In the limit of no-delay
measurement (tn → 0), the measured current follows the
(time-dependent) voltage
〈I(t)〉ρ = GV (t) , G = 2e
2
h
∑
n
Tn. (37)
The correlation function is
〈δI(a)δI(b)〉ρ = −e
2δ2S
δχ(a)δχ(b)
∣∣∣∣
χ≡0
= e2P (a, b) (38)
for δI = I − 〈I〉ρ. We are interested in frequency scales
of the current fluctuations in the regime ω ≪ τ−1n . Note,
that the scale 1/τn plays a role of the maximal bandwidth
of the detector. This means that the detector instanta-
neously measures the current, which is a reasonable as-
sumption also in typical experiments.
In this case (see details in the appendix C) the noise
measured at the detector contains several contributions
and can be written as
P (a, b) =
1
τ
δ(a−b)+Pτ (a−b)+P0(a−b)+Pe(a, b). (39)
The first term is just a Gaussian white noise of the detec-
tor, which one would also expect classically. The Fourier
transforms of the second term can be written as
Pτ (ω) =
τ
4π2
∣∣∣∣∣
∑
n
(2iθn(ω) + ωRne
2iωtn)
∣∣∣∣∣
2
,
θn(ω) ≃ −hn(0)− iω/2 (40)
with θn defined by (35). Therefore, Pτ has a frequency
dispersion solely determined by the properties of the de-
tector. It is independent of the bias voltage and can, thus,
add an unknown contribution to the voltage independent
background noise. Note, that it can be also made negli-
gible by a suitable choice of the detector parameters,
The third term has the form
P0(ω) =
w(ω)
π
∑
n
(T 2n +Rn(1− cos(2ωtn)). (41)
Here w(ω) is defined by Eq. (23). This term is also in-
dependent of the bias voltage and can be neglected at
sufficiently low temperatures. .
Finally the most interesting contribution to the noise is
the voltage-dependent part Pe, which we can write with
the help of (C6) and Pe(a, b) =
∑
n Pn(a, b) as
Pn(a, b) = RnTn
w(a− b)
πΓn(a− b) cosϕ(a−n, b−n) (42)
with Γn(t) = exp (τ(hn(0)− hn(t))/4) and
ϕ(a, b) = Φ(a)− Φ(b) =
∫ b
a
dt eV (t)/~. (43)
Still, this result can be applied to arbitrary fre-
quency after multiplying Pn(ω, ω
′) by the damping fac-
tor e−(ω
2+ω′2)τ2n/2. The noise (42) contains the usual
symmetrized quantum noise in agreement with existing
results.4,34 The factor Γ results from the detector back-
action on the current during the measurement on a time-
scale set by the phenomenological parameter τ . Note
that Γ(t→ 0)→ 1. A high voltage V leads to a strongly
oscillating term cos(ϕ), so that Pn effectively probes the
short time-scale t ∼ ~/eV . Hence, in the limit of high
voltage we can take Γ(~/eV ) → 1 and the noise is inde-
pendent of the detector’s backaction. To illustrate this
effect more clearly let us take V = const and tn = 0. In
this case
Pn(ω, ω
′) = 2πδ(ω + ω′)Pn(ω),
Pn(t) = RnTn
w(t)
πΓn(t)
cos(eV t/~). (44)
In Fourier space we obtain the convolution
Pn(ω) =
∫
dα
(2π)2
RnTnΓ
−1
n (ω − α) (45)
× [w(α + eV/~) + w(α − eV/~)] .
Due to the symmetry of Γ(ω) = Γ(−ω) and the fact
that Γ−1n (ω → ∞) vanishes, we can replace Γ−1n (ω) →
2πδ(ω) at high voltage and get the shot noise Pn =
RnTn|eV |/π~. Let us find the backaction corrections to
the shot noise at zero frequency (ω = 0),
Pn(0) =
∫
dα
2π2
RnTnw(α)Γ
−1
n (α + eV/~). (46)
For τ ≪ τn, have
Γ−1n (α) = (2π −
√
πτ/4τn)δ(α) + τe
−α2τ2n/4 (47)
and finally at zero temperature (w(α) = |α|) we get
Pn(0) = RnTn[|eV |/π~+ q(|eV |τn/~)τ/8π2τ2n] (48)
with q(x) = e−x
2 − 2x ∫∞x dz e−z2 .
To illustrate the effect of the backaction due to the
detection process we show in Fig. 1 the low- and the
high-frequency noise for different detector parameters τ .
The upper panel shows that the effect of the detector is
strongest for small voltages eV . ~/τn. We can inter-
pret this as follows: The additional noise added by the
detection is dominant as long as the electrons flow with
a rate smaller than the inverse interaction time with the
detector . 1/τn through the contact. The influence of
the backaction becomes negligible if the electrons flow at
a higher rate, so that they do not feel the backaction and
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FIG. 1: The voltage-dependent noise Pn at dc voltage and
zero temperature for zero frequency ω = 0 (a) and a finite
frequency ω = 1/τn (b). In both cases the additional noise
due to the backaction of the detector leads to drastic changes
in the voltage dependence for eV . 1/τn. The magnitude
of the noise increase depends on the ratio τ/τn. For larger
voltages the usual shot noise is recovered.
the full shot noise is recovered. A similar picture holds
if the detector is sensitive to the finite-frequency current
correlations. The signature of the quantum transport at
~ω = eV is gradually smeared out if the detector becomes
slower, viz. τ & τn. Interestingly, the noise first decreases
with a finite voltage. Finally we note, that Fig. 1 shows
numerically that the correction is small even at τ ∼ τn.
A. Many detectors
We can generalize the Kraus operator (28) to the case
of many detectors
Kˆ[I] =
∫
DφT e
∫
dt
∑
A(iφA(t)(IˆA(t)−IA(t))/e−φ
2
A(t)/τA) .
(49)
In particular, we take two independent detectors placed
on the left and right hand side of the QPC. They are
described similarly as in the single detector case, namely
IˆA(t) =
∫
dxIˆ(x, t)gA(x− xA), for A = L,R . (50)
Here we assumed xR > 0 and xL < 0 and gA(x) =
e−x
2/2∆x2A/
√
2π∆xA with ∆xA ≪ |xA|. The latter as-
sumption means that the measuring regions of the two
detectors do not overlap. We also denote the interaction
time of the detector with the electrons as τAn = ∆xA/vn.
The conductance (37) remains unchanged but the noise
can be now measured in four different ways. Namely, we
can define the four correlators
〈δIA(a)δIB(b)〉ρ = − e
2δS
δχA(a)δχB(b)
∣∣∣∣
χ≡0
= e2PAB(a, b)
(51)
with A,B = R,L.
We shall consider only frequency scales ω ≪ vn/|xA|,
so that we can use tn = 0 in all derivations. Then, sim-
ilarly as in the previous section (details in the appendix
C), we obtain expressions for all correlators of the form
PAB(a, b) =
1
τA
δABδ(a− b) + PAB(a− b)
+P0(a− b) + Pe(a, b) . (52)
Here, P0 is defined by Eq. (41) with tn = 0. The excess
noise Pe is defined by Eq. (42), but with
Γn(t) = exp
(∑
A
τA(hAn(0)− hAn(t))/4
)
. (53)
Note that the excess contribution is the same for all cor-
relators and depends on the parameters of both detec-
tors. The voltage independent contributions differ for
the auto-correlators and the cross-correlators. We have
PAA(ω) = PτA(ω) +
ω2τB
4π2
(∑
n
Tn
)2
, (54)
where PτA is defined by (40) with τ = τA and τn = τAn
and B = L,R for A = R,L, respectively. Finally, for
A 6= B we find
PAB(ω) =
ω
4π2
∑
n
Tn
∑
m
(55)
[τA(2iθAm(ω)−Rmω) + τB(−2iθ∗Bm(ω)−Rmω)] .
The possibility to measure several independent correla-
tors has interesting consequences. In the case of a single
detector one could in practice measure only the voltage-
dependent contribution of the noise as the offset noise
has generally an unknown value and is subtracted. How-
ever, the use of two independent detectors helps to es-
timate the background noise in the auto-correlation sig-
nal. Hence, comparing cross- and auto-correlations we
also can get a rough estimate of the offset noise. Fur-
thermore, in the limit τL,R → 0 we get PLR = P0 + Pe.
As Pe is independently known from the auto-correlation
measurement, we can get information about the voltage-
independent part of the noise P0.
8B. Higher cumulants
Now we consider the effect of our detection scheme
on the third and fourth cumulants of the current fluc-
tuations. While these are harder to measure than noise
correlations, they contain a tremendous deeper informa-
tion that the current. It should be noted, that the third
cumulant already at zero frequency contains a non-trivial
ordering of the current operators6 and we can expect a
similar non-trivial effect of the detection scheme. Quite
generally the third and forth cumulants are defined as
〈〈ABC〉〉 = 〈δAδBδC〉, (56)
〈〈ABCD〉〉 = 〈δAδBδCδD〉 − 〈δAδB〉〈δCδD〉
−〈δAδC〉〈δBδD〉 − 〈δAδD〉〈δCδB〉 .
Here δX = X − 〈X〉 are fluctuations of some observ-
able. In the following these will be current fluctuations
operators at different times.
We now apply out model of a detector, which is
parametrized by a Kraus operator to calculate the cu-
mulants. Unfortunately, the general expressions are too
cumbersome to be shown here and we discuss only a limit-
ing case below. Hence, we take the limit |τnω|, τ/τn ≪ 1,
where ω describes relevant frequency scale of the mea-
surement. In this case the only effect of the detector is a
large white Gaussian offset noise 1/τ . It only adds as a
constant to the second cumulant, while higher cumulants
are unaffected.
The derivation of the third cumulant is given in the
appendix D. The result for C3(a, b, c) = 〈〈I(a)I(b)I(c)〉〉
is
C3(a, b, c) = e
3
∑
n

RnTn(Rn − Tn)×
eV (a−n)
π~
δ(a− b)δ(a− c) +
∑
σ(abc)
∫
ds Pn(a, b; s)×
[(2Tn − 1)w(s− c−n) + w(s − c+n)]π/2

 (57)
where the summation is over all permutations of the set
abc. At zero flight time and either zero temperature and
frequency or tunneling limit only the first term survives.
The last part contains the so-called noise susceptibility14
Pn(a, b; s) =
~δPn(a, b)[V ]
eδV (s)
, (58)
generalized here to an arbitrary time-dependence of the
bias. The result (57) in the limit of zero flight time has a
somewhat simpler form than the existing results.24 The
identification of the noise susceptibility in the third cu-
mulant has important consequences on its detection. A
general detector, which is equivalent to an electromag-
netic environment, and weakly coupled here, gives cor-
rections to (57) of the form8–10,27
Cen3 (ω1, ω2, ω3) =
∑
σ(ijk)
∫
dωP (ωi, ωj ;ω)× (59)
[b0(ω)w(ω)δ(ω − ωk) + b1(ω)P (−ω, ωk)/e2]/4.
Here P (α, β; s) = δP (α, β)/δV (s) is the noise suscepti-
bility. The function b0 represents the influence of envi-
ronmental noise and b1 is the voltage-dependent feedback
of the environment due to the noise of the system. They
can in principle be modeled by an effective electric cir-
cuit. In practice, the precise environmental circuit is not
known, and the functions are determined by fitting some
model environment.27
An important case in practice is a constant bias volt-
age, V = const. The expressions for the noise suscepti-
bility and the third cumulant are simplified considerably.
The noise susceptibility turns out to be
Pn(α, β;ω) = RnTnδ(α + β + ω)e
−iωtn × (60)∑
γ=α,β
[w(γ − eV/~)− w(γ + eV/~)]/ω .
The noise susceptibility is shown in Fig. 2 for different
temperatures. In all cases, it preserves the symmetry
α ↔ ±β. At zero temperature, a non-analyticity occurs
along lines |eV/~| = |α|, |β|, which is smeared out at
increasing temperatures.
The third cumulant also becomes much simpler. Due
to the relation C3(α, β, ω) = 2πδ(α + β + ω)C¯3(α, β),
it effectively depends only on the frequencies α and β.
The delta function imposes the constraint α + β + ω =
0 so only two of the three frequencies are independent.
The cumulant is hence symmetric under changes α, β ↔
ω = −α− β. In the following expressions, we either use
two independent arguments (α,β) or three constrained
(α,β,ω). For a negligible flight time |α|, |β|, |ω| ≪ t−1n we
have
C¯3(α, β) =
∑
n
RnTn(1− 2TnF (α, β))2e4V/h,
F (α, β) = 1−
∑
σ(αβω)
u(ω)~/eV × (61)
[w(α − eV/~)− w(β + eV/~)]/4 ,
where we sum over permutations of the constrained set
αβω . The temperature-dependence is encoded in a single
universal function F , which does not depend on the chan-
nel transparency. In agreement with previous results24,25
we find at zero temperature
F (α, β) = 1−min{max{|α|, |β|, |α + β|}, |eV/~|}~/|eV |.
(62)
The zero-frequency limit is of course35
F (0, 0) = 1− 3 sinhU − U
U(coshU − 1) , U = eV/kBT . (63)
9The frequency dependence of the function F is plotted in
Fig. 3. The form of the plot is motivated by the symme-
try of arguments and the constraint α+β+ω = 0. How-
ever, experimentally a verification of the full frequency
dependence is a desirable challenge.
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FIG. 2: (Color online) The susceptibility Pn(α, β;ω) at dc
voltage defined in (60) for different temperatures. The cross
symmetry is preserved for all temperatures.
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FIG. 3: (Color online) The factor F (α, β) defined in (61) for
different temperatures. The hexagonal symmetry is preserved
for all temperatures.
Eq. (41) was only an additional offset noise, independent
of bias voltage. In the case of the third cumulant the
terms, which depend on the flight time, depend on volt-
age, see Eq. (57). For ω, ω′ ≫ t−1n we get
C¯3(ω, ω
′) = F (ω, ω′)C¯3(0, 0) (64)
so the cumulant drops to zero at large frequencies, con-
trary to the zero flight time case, where it stays nonzero
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and proportional to eV . The recent experiment27 does
not show any reduction of the third cumulant at high fre-
quency, so the frequency scale defined by the flight time
must still be beyond experimental reach. However, there
is an environmental correction of a similar magnitude.
We will continue the discussion of the third cumulant in
Sec. IV.
Lastly, the fourth cumulant can be evaluated in the
similar way. Here we present only the result at eV = 0,
〈〈I(ω1)I(ω2)I(ω3)I(ω4)〉〉 = (65)∑
n
e4RnTn
8
δ
(∑
i
ωi
) ∑
σ(ωi)
e2itn(ω1+ω2)u(ω3)u(ω4)×
[w(ω1) + w(ω2)− w(ω1 + ω3)− w(ω2 + ω3)]
where we perform summation over all permutations of
the set ω1, . . . , ω4. Due to hyperbolic identities, for tn =
0 it reduces to
∑
n
e4RnTn
2
δ
(∑
i
ωi
)∑
i
w(ωi). (66)
which agrees with existing results at small reflection or
transmission.24 One can in principle use this method
to find analytic expressions for cumulants of any order,
which is beyond the scope of this work.
C. Tunneling and transparent limit
In some limits the generating function S[χ] can be eval-
uated exactly. For τ → 0, we can make the separation
S[χ] = S[χ, 0]−
∫
dt χ2(t)/2τ,
where S[χ, φ] is defined by (C4). We are particularly
interested in the tunneling limit Tn ≪ 1 and the trans-
parent limit Rn ≪ 1 up to terms of the first order in Tn
(Rn).
24 With help of appendix E, we get for Rn ≪ 1
S[χ, 0] = 2NS0[χ] +
∫
ieV (t)
π~
∑
n
χ(t+n) +
∑
n
SRn[χ],
(67)
and for Tn ≪ 1 (tunneling limit),
S[χ, 0] =
∑
n
4S0[χTn] +
∑
n
STn[χ] . (68)
Here, N denotes the number of modes,
S0[ξ] = −
∫
dtdt′
w(t− t′)
4π
ξ(t)ξ(t′), (69)
is the generating functional of Gaussian vacuum fluctua-
tions and
SAn[χ] = −
∫
ǫA
ieV (t)
π~
An sinχ(t+n)dt+∫
dtdt′
w(t − t′)
π
An
{
ǫAχAn(t) sinχ(t
′
+n) (70)
−2 sin χ(t+n)
2
sin
χ(t′+n)
2
eiϕ(t
′,t)+D(t′,t)[χAn]
}
.
The arguments depend on the transmission (reflection)
probabilities and are defined by 2χAn(t) = χ(t−n) +
ǫAχ(t+n), ǫR/T = +/−. The kernel in the exponent is
defined as
D(a, b)[ξ] =
∫ a
b
ds
∫
dt w(s − t)ξ(t) (71)
=
∫
(eiωb − eiωa)iu(ω)ξ(−ω)dω
2π
=
kBT
~
∫
dt ξ(t)×
Re
[
coth
(
π(a− t)
~/kBT
+ iǫ
)
− coth
(
π(b − t)
~/kBT
+ iǫ
)]
.
One can see that the most significant effect of the flight
times in the tunneling limit is Gaussian noise S0 that is
growing with distance from the contact. This is because
χT (t) = χ(t−) − χ(t+) vanishes at zero flight time but
for large flight times the two parts will become indepen-
dent and not cancel each other. The noise saturates to
the same equilibrium value as in the transparent limit.
We stress again, however, that there is no experimen-
tal evidence of reaching that timescale so far. The non-
Gaussian part SAn remains small as it is proportional to
An.
In the limit of a vanishing flight time tn = 0 the above
formula for the tunneling case simplifies to
S[χ, 0]∑
n Tn
=
∫
idt sinχ(t) eV (t)/π~ (72)
−
∫
dtdt′
2w(t− t′)
π
sin
χ(t)
2
sin
χ(t′)
2
cosϕ(t, t′)
with w and ϕ defined by (23) and (43), respectively.
It is tempting to interpret the last result in terms of
a counting statistics. Namely, we might identify terms
e±iχ(t) and e±iχ(t)/2±iχ(t
′)/2 with a quasi-charge transfer
of ±e at t and (±e/2,±e/2) at (t, t′), respectively. The
fact, that in this expression half-integer charges appear
has probably a similar origin as the half-integer charge,
which appears in resonant tunneling.36–39 Hence, inter-
preted as a quasi-Poissonian distribution we may identify
”probabilities” according to
S ∼
∑
σ=±
pσ(t)e
iσχ(t) +
∑
σ,σ′
pσσ′ (t, t
′)eiσχ(t)/2+iσ
′χ(t′)/2. (73)
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By comparing Eq. (73) to Eq. (72) we can read off the
transfer ”probability” per unit time. These take the form
pσ(t) = σ
∑
n
TneV (t)dt/2π~, (74)
pσσ′ (t, t
′) = σσ′
∑
n
Tndtdt
′w(t− t′)
2π
cosϕ(t, t′).
Unfortunately, these rates can be negative, so they can-
not be interpreted as a probability. Only a combina-
tion of pσ and pσσ′ would make sense, which actually
happens in usual full counting statistics – valid at long
times.6 Hence, the generating function (72) itself does
not correspond to a measurable probability. Only after
convolution with the Gaussian detection noise we get a
real probability.
IV. QUANTUM TAPE
In section III we have introduced a measurement pro-
tocol by means of Kraus operators. Here we go further
and want to find a quantum detector that is coupled to
a source and registers the time dependence of the source.
Our aim is make a quantum tape that translates time
dependence into spatial dependence. The tape interacts
with the system at a fixed point in space. Then the tape
moves far from the point of interaction with the source
and afterwards the projection (reading) is applied.
Our quantum tape will be a linear quantum wire or
equivalently a massless Josephson transmission line. In
this description we have the joint Hamiltonian of the de-
tector and the system
Hˆ = Hˆd + HˆI + Hˆ0 . (75)
Here
Hˆd =
π~
2e2
∫
ds(Qˆ2d(s) + Iˆ
2
d(s)),
Hˆ0 =
∑
n¯
∫
dx
{
V (t)θ(−x)Qˆn¯(x) (76)
+i~vn[ψˆ
†
Ln¯(x)∂xψˆLn¯(x)− ψˆ†Rn¯(x)∂xψˆRn¯(x)],
+qnδ(x)[ψˆ
†
Ln¯(x)ψˆRn¯(−x) + ψˆ†Rn¯(x)ψˆLn¯(−x)]
}
,
HˆI = −2π~
e2
∫
dsλ(s)Qˆd(s)Qˆ
with λ(s) = λ(−s), Qˆ =∑n¯ ∫ dxfn(x/vn)∑n¯ Qˆn¯(x),
Qˆn¯ =
∑
A=R,L
eψˆ†An¯(x)ψˆAn¯(x). (77)
The bosonic operators satisfy (see also the fermionic rep-
resentation in appendix F)
[Iˆd(s), Iˆd(s
′)] = [Qˆd(s), Qˆd(s
′)] = 0
[Iˆd(s), Qˆd(s
′)] = −ie2∂s(s− s′)/π . (78)
FIG. 4: The system (quantum point contact) coupled to a
one-dimensional wire (a) and possible equivalent electric cir-
cuit (b). Ammeters, switched on at instant time, measure
spatial profile of the current.
We used here time units for the Hilbert space of the de-
tector (Fermi velocity vd = 1). The functions λ and fn
define the coupling between the detector and the system.
Their arguments are in time units and should be nonzero
only on one side of the junction. In principle it should
be the total charge, i.e. fn(s) = θ(s), but we have to al-
low finite range of the coupling. The setup is depicted in
Fig. 4.
We also define Heisenberg operators Aˆ(t) =
Uˆ †(t)AˆUˆ(t) with Uˆ(t) = T e
∫
t
0
Hˆ(t′)dt′/i~. The initial den-
sity matrix is ρˆ = ρˆdρˆs with ρˆa ∝ e−Hˆa/kBTa for a = d, 0.
The current operator is defined Iˆ =
∑
n¯ eψˆ
†
Ln¯ψˆLn¯−L↔
R. We define the auxiliary current operator
ˆ˜I(s) = (Iˆd(s)− Iˆd(−s))/2. (79)
Now, performing a spatially resolved measurement of
ˆ˜I(s, t) at s ≫ 0 (beyond the support of λ(s)) we get
the probability density functional
ρ[I˜] = Trρˆδ[ ˆ˜I − I˜]. (80)
The generating functional S[χ] = ln〈e
∫
iχ(s)I˜(s−t)ds/e〉 in
the limit of weak coupling (neglecting terms O[χλ2]) will
be given by (see appendix F)
S[χ] = S˜[−χ˙∗λ, iχ∗λ∗wd/2]−
∫
dω|χ(ω)|2wd(ω)/16π2 .
(81)
The convolution in the arguments is defined as (a ∗
λ)(ω) = a(ω)λ(ω), χ˙(ω) = −iωχ(ω). and
S˜[χ, φ] = lnTr ρˆ0 T˜ e
∫
idt(χ(t)+2φ(t))Qˆ0(t)/2e ×
T e
∫
idt(χ(t)−2φ(t))Qˆ0(t)/2e. (82)
Here we used the interaction picture, in which Aˆ0(t) =
Uˆ †0 (t)AˆUˆ0(t) with Uˆ0(t) = T e
∫
t
0
Hˆ0(t
′)dt′/i~. We get the
expected detection picture – the measured signal I˜(ω)
is proportional to λ(ω)I0(ω) with Iˆ0(t) = dQˆ(t)/dt =
i[Hˆ0(t), Qˆ0(t)]/~. The contribution from I0 is much
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weaker (λ ≪ 1) than the internal Gaussian noise of the
detector – the last term in (81). To evaluate (82), we
can apply the FCS formalism developed in Sec. III and
App. A for HˆI =
∫
dx
∑
n¯ Qˆn¯(x)Vsn¯(x, t) with the bias
Vsn¯(x, t) + V (t)θ(−x),
Vsn¯(x, t) = ~φ(t)fn(x/vn)/e. (83)
The averages measured at the detector are a combi-
nation of its own noise, the noise of the system and the
response of the system due to the detector. The average
〈I˜(ω)〉 =
∑
n
g˜n(ω)Tne
2V (ω)/π~ (84)
with g˜n = gn(1 + O[g2]), gn(ω) = −iωλ(ω)fn(ω).
The observed fluctuation spectral density of I˜ is
C2(ω, ω
′) = 〈δI˜(ω)δI˜(ω′)〉 = 2πe2δ(ω + ω′)P (ω) +∑
n e
2g˜n(ω)g˜n(ω
′)Pn(ω, ω
′). It contains a voltage inde-
pendent contribution
P (ω) = wd(ω)/4π −
∑
n
RnTnw(ω)|gn(ω)|2/π (85)
+
∑
n
[w(ω)− wd(ω)]
[|gn(ω)|2 −RnRe g2n(ω)] /π ,
where w(ω) = ω coth(~ω/2kBT0). The second part is
Pn(t, t
′) = RnTn
w(t− t′)
πΓn(t− t′) cos
∫ t′
t
du
eV (u)
~
, (86)
ln Γn(t) =
∫
dω
2 sin2(ωt)
(2πω)2
[wd(ω)|gn(ω)|2 +O[g4]].
The excess noise – i.e. the voltage-dependent part of C2
– is contained in (86). Note that this result is valid for
an arbitrary time-dependent bias voltage. In the limit
of weak coupling, viz. gn ≪ 1, we can take Γ(t) ≃ 1
and the excess noise agrees with the symmetrized quan-
tum noise.4,34 It is a tiny contribution on top of a huge
background noise P (ω). The background noise is also
seen in experiments but it cannot be distinguished from
the amplifier’s noise. Measurements of the voltage de-
pendence reveal only the excess noise.13,14 In the limit
of strong coupling, gn ≫ 1, the noise is heavily affected
by the detector’s backaction. The excess noise is affected
through Γ(t) > 1 and gets a significant correction, sim-
ilar to that in Sec. III, which vanishes for high voltage
since Γ(t→ 0) = 1.
The situation is different for the third cumulant. In the
limit of weak coupling we keep only terms to the lowest
order in gn, which gives
C3(ω1, ω2, ω3) = 〈δI˜(ω1)δI˜(ω2)δI˜(ω3)〉 = (87)
∑
n
e3
∏
l
gn(ωl)

RnTn(Rn − Tn)eV (ω1 + ω2 + ω3)π~
+
∑
σ(ijk)
(2Tn + qn(ωk)− 1)Pn(ωi, ωj ;ωk)w(ωk)/4


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FIG. 5: The high-frequency third cumulant of current fluctu-
ations in the tunneling limit at zero temperature for different
values of q = qn. The average current is I0 = 2e
2
∑
n
TnV/h,
we took |Ω| ≪ (ω, eV/~) and assumed a mode-independent
coupling g = gn. Note that Re q ≤ 0 at ϑ = 0 and q = 0 at
kBTd = 0.
for the susceptibility Pn(α, β; s) defined by (58), qn(ω) =
eiϑn(ω)[1− wd(ω)/w(ω)] and ϑn(ω) = −2 arg gn(ω). The
inner summation runs over all permutations of the set
123. Note that qn leads to corrections that are indistin-
guishable from the influence of an environment described
by (59) (up to factors gn). The detection dependent part
gn(ω)(qn(ω)−1)/~ from (87) can be effectively absorbed
into b0 in (59). Hence, the detector can be interpreted as
an example of some environment.
Another interesting observation is that all cumulants,
except the first term in (85), vanish at equilibrium be-
tween detector and the system, namely for eV = 0 and
kBT0 = kBTd. On the other hand it is obvious because
no information transfer is possible at equilibrium as the
entropy is already maximized. An efficient detector can-
not be in equilibrium with the measured system.
Let us finally consider two limiting cases. Analogously
to (61) and (62), for kBT0 = 0 and Ω ≪ (ω, |eV |/~) we
get from (87)
C¯3(Ω, ω) =
∑
n
gn(Ω)|gn(ω)|22RnTn e
4V
h
× (88)
[
1− 2Tn + (2Tn − 1 + Re qn(ω))min
(
1,
~|ω|
|eV |
)]
.
This result is plotted for different qn in Fig. 5 in the
tunneling limit, Tn ≪ 1. We see, that qn induces a step in
C¯3 for eV = ~ω. For arbitrary kBT0 and |ωk| ≪ |eV |/~,
we have
C¯3(ω1, ω2) =
e4V
h
∑
n
2RnTn
∏
k
gn(ωk)× (89)
[
1− 2Tn +
(
2Tn − 1 +
∑
k
qn(ωk)/3
)
(1− F (0, 0))
]
with F (0, 0) given by (63) in agreement with the envi-
ronmental correction.10 We see, that the behavior of the
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third cumulant is different from the noise. Even in the
weak coupling limit it may get a significant quantum cor-
rection due to the detector.
A. Many tapes
We have seen in Eq.(81) that the outcome of the mea-
surement is always correlated with fluctuations in the
tape as the second argument of S˜ is non-zero. This can
be avoided by means of many tapes, namely
Hˆ = Hˆ0 +
π~
2e2
N∑
c=1
∫
[Qˆ2c(s) + Iˆ
2
c (s)− 4λc(s)Qˆc(s)Qˆ]ds.
(90)
with
[Iˆa(s), Qˆb(s
′)] = −ie2δab∂sδ(s− s′)/π, (91)
[Iˆa(s), Iˆb(s
′)] = [Qˆa(s), Qˆb(s
′)] = 0.
We also redefine
ˆ˜I(s) =
∑
c
(Iˆc(s)− Iˆc(−s)). (92)
The resulting generating function (F11) has the new form
in the limit of weak coupling,
S[χ] = S˜
[
−
∑
c
χ˙ ∗ λc,
∑
c
iχ ∗ λc ∗ wc/2
]
−
∫
dω|χ(ω)/4π|2
∑
c
wc(ω). (93)
The results for the cumulants differ from the single tape
case as follows. In the definition of gn below (84) we have
to replace λ → ∑c λc. In (85) we change the first term
wd →
∑
cwc. We also change wd →
∑
c λcwc/
∑
c λc
in the second line of (85) and the definition of qn below
(87). This change makes in principle arbitrarily large qn
(positive or negative) possible even at ϑn = 0. On the
other hand a simple model of environment10 can give ef-
fectively qn ≤ 1 when comparing (87) and (59), while the
case qn > 1 has been observed in the recent experiment.
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The latter suggests that the actual detection scheme or
model of environment is more complicated.
Let us consider a very special case of tapes at high tem-
peratures 1/λcτ ≫ kBTc/~ ≫ 1/τ , where τ is a certain
time resolution so that the measurable range of frequen-
cies is |τω| ≪ 1. If∑c λckBTc = 0 (but∑c λc 6= 0) then
we can write
S[χ] = S˜[−
∑
c
χ˙ ∗ λc, 0]−
∫
dω|χ(ω)|2
∑
c
wc(ω)/16π
2,
(94)
so that the system-detector correlation cancels (0 in the
second argument of S˜). The detector model becomes
then classical while still gaining quantum information.
Such a situation is close to the POVM model from Sec.
III in the limit of weak coupling because the detector’s
noise (last term in (94)) becomes white and decouples
from the system’s signal.
V. CONCLUSIONS
We have presented detection models of time-resolved
quantum detection of current in mesoscopic junction.
One can make the measurement by means of either a
partial projection (Kraus operator – POVM) or a full
projection on a weakly coupled transmission line – quan-
tum tape. It is difficult to separate the backaction of the
detector from the signal of the system. Nevertheless, the
generality of the presented method makes it applicable
to a wide range of types of measurement.
Applied to a quantum point contact, both models give
the expected expressions for current and noise if the back-
ground noise is subtracted. The voltage-dependent part
of the noise is independent of the detector in the weak
coupling limit. On the other hand, the third cumu-
lant may contain significant voltage-dependent correc-
tions even in the weak coupling limit. The correction
is indistinguishable from the effect of the environment.
Hence, the high frequency measurement in mesoscopic
junctions always contains a detection-dependent contri-
bution. Experimentally, an independent determination
of the coupling parameters would help to distinguish be-
tween the effects of the detection process and the envi-
ronmental backaction.
We have also derived an analytical tool to calculate
frequency-dependent cumulants for a mesoscopic junc-
tion with energy-independent transmission. An impor-
tant result is to identify the noise susceptibility in the
expression for the third cumulant at high frequency. The
method works well both in time and frequency domain
and can be extended to other complicated correlations.
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Appendix A
In our model of the quantum point contact, we make
the approximation of a linear spectrum and a short range
scattering potential. Both assumptions lead to singular
behaviour and we have to regularize some terms in the
Hamiltonian and describe the details here.
The short range potential scattering is introduced in
Eq. (8) and we would like to relate this term to the
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scattering matrix. One of the possible regularizations of
(8) is
∑
n¯
∫
dxz′n(x)vn
[
ψˆ†Ln¯(x)ψˆRn¯(x) + ψˆ
†
Rn¯(x)ψˆLn¯(x)
]
(A1)
with the function zn(x) → qnθ(x). For |knx| ≪ 1, the
wave eigenfunctions satisfy
i~∂xψLn¯(x) + z
′
n(x)ψRn¯(x) = 0,
−i~∂xψRn¯(x) + z′n(x)ψLn¯(x) = 0. (A2)
We can change variables x→ z(x),
i~∂znψLn¯ + ψRn¯ = 0,
−i~∂znψRn¯ + ψLn¯ = 0, (A3)
which gives the solution
ψLn¯ = c+e
zn/~ + c−e
−zn/~,
ψRn¯ = −ic+ezn/~ + ic−e−zn/~. (A4)
By taking ψLn¯(zn = qn) = 0,ψRn¯(zn = 0) = 1, we get
t˜n = ψRn¯(zn = qn) =
1
cosh(qn/~)
,
r˜n = ψLn¯(zn = 0) = −i tanh(qn/~). (A5)
The phase factor in t˜n is completely irrelevant in our
approximation. However, it can be added by a constant,
symmetric bias potential.
For the future convenience we shall use a little different
regularization of the second term in (8), namely
∑
n¯
∫
dxz′n(x/vn)
[
ψˆ†Ln¯(x)ψˆRn¯(−x) + ψˆ†Rn¯(−x)ψˆLn¯(x)
]
.
(A6)
It gives t˜n = cos(qn/~) and r˜n = i sin(qn/~). The regu-
larized Hamiltonian (12) takes the form
Hˆ = Hˆ0 +
∑
n¯
∫
ds 2z′n(s)Iˆ3n¯(s)/e
+
∑
n¯,±
∫
ds V (±svn, t)[Iˆ0n¯(s)± Iˆ1n¯(s)] (A7)
To derive (14) and (15), we recall the standard bosoniza-
tion scheme for a 1D system of noninteracting fermions.30
Let us define
ψˆLn¯(k) =
∫
dx√
2π
eikxψˆLn¯(x). (A8)
We assume that the excitations of the Fermi sea are finite
in the sense that levels deep below and high above the
Fermi level are always occupied and empty, respectively.
This leads to
ψˆLn¯(k → −∞), ψˆ†Ln¯(k →∞)→ 0, (A9)
when acting on the density matrix standing to the right
of these operators. Next we construct the operators
Aˆ(x) = ψˆ†Ln¯(x)ψˆLn¯(x) =
∫
dk√
2π
e−ikxAˆ(k),
Aˆ(k) =
∫
dq√
2π
ψˆ†Ln¯(q)ψˆLn¯(q + k). (A10)
The last operator needs to be regularized as
Aˆ(k) =
∫
dq√
2π
g(q)ψˆ†Ln¯(q)ψˆLn¯(q + k), (A11)
where g(q) = 1 for |q| ≪ Λ and g(q) → 0 for q ≫ Λ,
with Λ denoting some cutoff larger than all relevant wave
scales. Then
{ψˆ†Ln¯(q), ψˆLn¯(k)} = δ(q − k). (A12)
Hence,
[Aˆ(k), Aˆ(k′)] =
∫
dq
2π
ψˆ†Ln¯(q + k + k
′)ψˆLn¯(q)×
g(q)(g(q + k′)− g(q + k)). (A13)
For |q|, |k|, |k′| ≪ Λ the above expression gives zero be-
cause g(q + k′) = g(q + k). Also for |q| ≫ Λ, it zero
due to q(q) = 0. For q ∼ −Λ we get again zero due to
(A9). The only nonzero terms come from q ∼ Λ. We
can use here also (A9) but only after changing the order
of the operators ψˆ and ψˆ†. The net contribution is the
anticommutator for q > 0. Hence,
[Aˆ(k), Aˆ(k′)] = (A14)∫ ∞
0
dq
2π
δ(k + k′)g(q)(g(q + k′)− g(q + k)) =
= δ(k + k′)
∫ ∞
0
dq
2π
g(q)(g(q − k)− g(q + k)) =
δ(k + k′)
∫ k
0
dq
2π
g(q)g(q − k) = kδ(k + k′)/2π.
In the last line we used the fact that g(q) = 1 for q, k ≪
Λ. By taking the Fourier transform we get
[Aˆ(x), Aˆ(x′)] = i∂xδ(x− x′)/2π. (A15)
Appendix B
The current operators defined in (11) can be found
exactly by a solution of their respective equations of mo-
tion. We have the following Heisenberg equations (24)
for (11),
DIˆ0n¯(s, t) = e
2∂sV+(svn, t)/4π, (B1)
DIˆ1n¯(s, t) = −2z′n(s)Iˆ2n¯(s, t) + e2∂sV−(svn, t)/4π,
DIˆ2n¯(s, t) = 2z
′
n(s)Iˆ1n¯(s, t)− eV−(svn, t)Iˆ3n¯(s, t),
DIˆ3n¯(s, t) = eV−(svn, t)Iˆ2n¯(s, t),
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where D = ~(∂t − ∂s) and V±(x, t) = V (x, t)± V (−x, t).
For s→ +∞ we have asymptotic equilibrium operators
Iˆjn¯(s, t)→ Iˆjn¯(ts) (B2)
for j = 0, 1, 2, 3 and ts = t+s. The operator Iˆ0 decouples
from the other currents and has the general solution
Iˆ0n¯(s, t) = Iˆ0n¯(ts) +
e2
4π~
∂s
∫ ∞
s
ds′V+(s
′vn, t+ s− s′).
(B3)
For s > 0 we have
Iˆ1n¯(s, t) = Iˆ1n¯(ts) +
e
4π
∂sΦn(s, t),
Iˆ2n¯(s, t) = Iˆ2n¯(ts) cosΦn(s, t)− Iˆ3n¯(ts) sinΦn(s, t),
Iˆ3n¯(s, t) = Iˆ3n¯(ts) cosΦn(s, t) + Iˆ2n¯(ts) sinΦn(s, t),
Φn(s, t) =
e
~
∫ ∞
s
ds′V−(s
′vn, t+ s− s′) (B4)
and for s < 0
Iˆ1n¯(s, t) = Iˆ
0
1n¯(ts) +
e
4π
∂sΦ+n(s, t),
Iˆ2n¯(s, t) = Iˆ
0
2n¯(ts) cosΦ+n(s, t)− Iˆ03n¯(ts) sinΦ+n(s, t),
Iˆ3n¯(s, t) = Iˆ
0
3n¯(ts) cosΦ+n(s, t) + Iˆ
0
2n¯(ts) sinΦ+n(s, t),
Φ+n(s, t) = Φn(s, t)− Φn(ts), Φn(t) = Φn(0, t), (B5)
with the boundary conditions
Iˆ01n¯(s) = (Tn −Rn)Iˆ1n¯(0+, s)− 2
√
RnTnIˆ2n¯(0+, s),
Iˆ02n¯(s) = (Tn −Rn)Iˆ2n¯(0+, s) + 2
√
RnTnIˆ1n¯(0+, s),
Iˆ03n¯(s) = Iˆ3(0+, s).
In particular for s < 0
Iˆ1n¯(s, t) = (Tn −Rn)Iˆ1n¯(ts) (B6)
+
e
4π
∂s(Φn(s, t)− 2RnΦn(ts))− 2
√
RnTnJˆ
Φ
n¯ (ts)
with
JˆΦn¯ (s) = Iˆ2n¯(s) cosΦn(s)− Iˆ3n¯(s) sinΦn(s). (B7)
The great advantage of the above equations is that the
Heisenberg current operators can be represented by com-
binations of equilibrium operators. The same applies to
averages and facilitates the calculation of higher cumu-
lants.
Appendix C
To evaluate the noise correction due to the detetctor
in the POVM model we employ the the formalism devel-
oped previously. We have to perform a number of path
integrals to find the final analytical expressions for the
noise. We start by splitting Eq. (29) into two parts
IˆR(t) =
∑
n¯
[
Iˆ inRn¯(t) + Iˆ
out
Rn¯ (t)
]
, (C1)
IˆoutRn¯ (t) =
∫
dx g(x+ xR)
[
Iˆ0n¯(xn, t)− Iˆ1n¯(xn, t)
]
,
Iˆ inRn¯(t) =
∫
dx g(x− xR)
[
−Iˆ0n¯(xn, t)− Iˆ1n¯(xn, t)
]
,
with xn = x/vn. To simplify (34), we will use the com-
mutators
[Iˆ inRn¯(t), Iˆ
out
Rn¯ (t
′)] = 0 for t > t′ (C2)
[Iˆ inRn¯(t), Iˆ
in
Rn¯(t
′)] = [IˆoutRn¯ (t), Iˆ
out
Rn¯ (t
′)] =
ie2
2π
h′n(t− t′).
with hn defined by (35). Using the Baker-Hausdorff for-
mula eAˆeBˆ = eAˆ+Bˆe[Aˆ,Bˆ]/2 we find
T e
∫
idt
2e
ξ(t)IˆR(t) =
∏
n¯
exp
∫
idt
2e
ξ(t)IˆoutRn¯ (t) × (C3)
exp
∫
idt
2e
ξ(t)Iˆ inRn¯(t) exp
∫ −idtdt′
8π
ξ(t)ξ(t′)θn(t− t′) .
Using similar transformations we get
eS[χ,φ] = Trρˆ
∏
n¯
Uˆ inn¯ Uˆ
out
n¯ Uˆ
in
n¯ e
iϑn , (C4)
where
Uˆ inn¯ = exp
∫
idt
2e
χ(t)Iˆ inRn¯(t),
Uˆoutn¯ = exp
∫
idt
e
χ(t)IˆφRn¯(t),
IˆφRn¯(t) = Uˆφn¯Iˆ
out
Rn¯ (t)Uˆ
†
φn¯,
Uˆφn¯ = exp
∫
idt
e
φ(t)Iˆ inRn¯(t),
ϑn =
∫
dtdt′
π
χ(t)φ(t′)θn(t− t′) (C5)
with θn defined by (35). Next, to find the noise (39), we
need the help of the relation∫
Dφ exp
(
−
∫
dt
[
2φ2(t)
τ
+ iφ(t)ξ(t)
])
= e−
∫
τdt
8
ξ2(t),
(C6)
which gives
P (a, b) = δ(a− b)/τ +∫
dt
∑
nm
τ
π2
θn(a− t)θm(b− t) +
∫
Dφ e−
∫
2dt
τ
φ2(t)
{[
1
2
∑
n¯
Trρˆ(δIˆ inRn¯(a) + δIˆ
φ
Rn¯(a))(δIˆ
in
Rn¯(b) + δIˆ
φ
Rn¯(b))
+
∑
nm¯
∫
2dt
π
φ(t)θn(a− t)TrρˆIˆφRm¯(b)
]
+ a↔ b
}
(C7)
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and δAˆ = Aˆ− TrρˆAˆ. Finally, we get
δIˆ inRn¯(t) = −Iˆ0n¯(t+n)− Iˆ1n¯(t+n),
δIˆφRn¯(t) = −
eRn
2π
φ′(t− 2tn) +
Iˆ0n¯(t−n)− (Tn −Rn)Iˆ1n¯(t−n) + 2
√
RnTnJˆ
φ
n¯ (t−n),
φn(t) = Φ(t) +
∫ √
2dt′φ(t−n + t
′)hn(
√
2t′) (C8)
where Jˆ is defined by (B7) with Φn replaced by φn.
The case of many detectors (Eqs. (49)-(55)) is analo-
gous,
IˆA(t) =
∑
n¯
[
Iˆ inAn¯(t) + Iˆ
out
An¯ (t)
]
, (C9)
IˆoutAn¯ (t) =
∫
dxg(x + |xA|)
[
ǫAIˆ0n¯(xn, t)− Iˆ1n¯(xn, t)
]
,
Iˆ inAn¯(t) =
∫
dxg(x− |xA|)
[
−ǫAIˆ0n¯(xn, t)− Iˆ1n¯(xn, t)
]
with ǫA = sgn xA. In Eq. (C4) we put
Uˆ inn¯ = exp
∫
idt
2e
∑
A
χA(t)Iˆ
in
An¯(t),
Uˆoutn¯ = exp
∫
idt
e
∑
A
χA(t)Iˆ
φ
An¯(t),
IˆφAn¯(t) = Uˆφn¯Iˆ
out
An¯ (t)Uˆ
†
φn¯,
Uˆφn¯ = exp
∫
idt
e
∑
A
φA(t)Iˆ
in
An¯(t),
ϑn =
∫
dtdt′
π
∑
A
χA(t)φA(t
′)θAn(t− t′). (C10)
We finally obtain
PAB(a, b) = δ(a− b)δAB/τA +∫
dt
∑
nm
τAδAB
π2
θAn(a− t)θAm(b − t)
+
∫
Dφ e
−
∫ ∑
C
2dt
τC
φ2C(t)
{[
1
2
∑
n¯
Trρˆ(δIˆ inAn¯(a) + δIˆ
φ
An¯(a))(δIˆ
in
Bn¯(b) + δIˆ
φ
Bn¯(b))
+
∑
nm¯
∫
2dt
π
φA(t)θAn(a− t)TrρˆIˆφBm¯(b)
]
+Aa↔ Bb
}
(C11)
and
δIˆ inAn¯(t) = −ǫAIˆ0n¯(t)− Iˆ1n¯(t),
δIˆφAn¯(t) =
e
2π
(Tnφ
′
B(t)−Rnφ′A(t)) +
ǫAIˆ0n¯(t)− (Tn −Rn)Iˆ1n¯(t) + 2
√
RnTnJˆ
φ
1n¯(t),
φn(t) = Φ(t) +
∫ √
2dt′
∑
A
φA(t+ t
′)hAn(
√
2t′),
with B = L,R for A = R,L, respectively.
Appendix D
The third cumulant (57) has the form
〈〈I(a)I(b)I(c)〉〉 =
∑
n¯
TrρˆFˆn¯(a, b, c) . (D1)
The operator in the last equation has the form
Fˆn¯(a, b, c) =
∑
σ(abc)
[
1
6
IˆΦn¯ (a−n)Iˆ
Φ
n¯ (b−n)Iˆ
Φ
n¯ (c−n)
−1
4
(
Iˆ1n¯(a+n)Iˆ
Φ
n¯ (b−n)Iˆ
Φ
n¯ (c−n) (D2)
+IˆΦn¯ (a−n)Iˆ
Φ
n¯ (b−n)Iˆ1n¯(c+n)
)]
.
Here a summation over all permutations of the set abc is
assumed and
IˆΦn¯ (t) = (Rn − Tn)Iˆ1n¯(t) + 2
√
RnTnJˆ
Φ
n¯ (t). (D3)
In these equations Jˆ is defined by (26) and Φ by (27).
Using the commutation rules (14) and (21) we get24,25
〈〈I(a)I(b)I(c)〉〉 =
∑
n
RnTne
3

 ∑
σ(abc)
sinϕ(a−n, b−n)
[(2Tn − 1)q(a−n, c−n, b−n) + q(a−n, c+n, b−n)]/2 +
(Rn − Tn)eV (a−n)
π~
δ(a− b)δ(a− c)
]
. (D4)
The Fourier transform of q(a, c, b) has the form
q(α, γ, β) = iδ(α+ β + γ)u(γ)(w(α) − w(β)), (D5)
where u and w are defined by (23). The function ϕ is
defined by Eq. (43). One can also find that24
q(a, c, b) = w(b − a)
∫ a
b
ds w(s − c) =
Re
sinh(B −A)
sinh2(B −A+ iǫ) ×
Re
(kBT/~)
3
2 sinh(C −A− iǫ) sinh(B − C + iǫ)
for X = πkBTx/~, x = a, b, c and ǫ → 0. Special care
must be taken at a = b, b = c, c = a. Note, that the
function q(a, c, b) is not cyclic because
q(b, a, c)− q(a, c, b) = ∂b[δ(a− b)δ(c− b)]/2π. (D6)
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Appendix E
In the limiting cases (Rn ≪ 1 or Tn ≪ 1), it is possi-
ble to find expressions for the generating functional (70).
Here we present some details on the derivation. The fol-
lowing operator expansion formula is useful,
eAˆ+Bˆ = eAˆ +
∫ 1
0
dx exAˆBˆe(1−x)Aˆ (E1)
+
∫ 1
0
dx
∫ 1−x
0
dy exAˆBˆe(1−x−y)AˆBˆeyAˆ + . . . .
We use it for Aˆ = (Rn − Tn)
∫
dt iχ(t+n)Iˆ1n¯(t)/e and
Bˆ = 2
√
RnTn
∫
dt iχ(t+n)Jˆ
Φ
n¯ (t)/e. (E2)
What we need is the term of the second power in Bˆ and
an algebraic identity
∫ 1
0
dx
∫ 1−y
0
dy ξη exp[i(x− 1/2)ξ + i(y − 1/2)η] =
2 sin
ξ
2
sin
η
2
+ i sin
ξ + η
2
− i ξ + η
ξ − η sin
ξ − η
2
. (E3)
We also need several auxiliary operator identities. Let us
define
Eˆn¯[ξ] = exp
(
−
∫
idt ξ(t)Iˆ1n¯(t)/e
)
(E4)
and
S0[ξ] = lnTrρˆEˆ
2
n¯[ξ] (E5)
for an arbitrary function ξ. One can show using (14) and
(21) that
∫
dt eiωt
δTrρˆEˆ2n¯[ξ]
δξ(t)
= iu(ω)Trρˆ[Eˆ2n¯[ξ], Iˆ1n¯(ω)] (E6)
and
[Eˆ2n¯[ξ], Iˆ1n¯(ω)] = Eˆ
2
n¯[ξ]
∫
iωdt
2π
eiωtξ(t). (E7)
So ∫
dt eiωt
δS0[ξ]
δξ(t)
= −w(ω)
2π
∫
dt eiωtξ(t) (E8)
and we finally obtain (69). Another useful property is
Iˆ±n¯(t)Eˆn¯[ξ] = Eˆn¯[ξ]Iˆ±n¯(t)e
±iξ(t). (E9)
We define the operator
Dˆn¯(a, b)[ξ] = Eˆn¯[ξ]Iˆ+n¯(a)Iˆ−n¯(b)Eˆn¯[ξ] (E10)
with Iˆ±n¯(t) = Iˆ2n¯(t)± iIˆ3n¯(t). We can show that∫
dt eiωt
δTrρˆDˆn¯(a, b)[ξ]
δξ(t)
= iu(ω)Trρˆ[Dˆn¯(a, b)[ξ], Iˆ1n¯(ω)]
(E11)
and
[Dˆn¯(a, b)[ξ], Iˆ1n¯(ω)] = Dˆn¯(a, b)[ξ](
eiωb − eiωa +
∫
iωdt
2π
eiωtξ(t)
)
. (E12)
This gives
ln
TrρˆDˆn¯(a, b)[ξ]
TrρˆDˆn¯(a, b)[0]
= S0[ξ] +D(a, b)[ξ], (E13)
where D was defined in Eq. (71). Finally, we get
S[χ, 0] =
∑
n
2(S0[χ0n] + S0[χ1n]) + 2
∑
n
Sn[χ], (E14)
where 2χ0n(t) = χ(t−n)−χ(t+n) and 2χ1n(t) = χ(t−n)+
(Tn −Rn)χ(t+n). The lowest order correction is
Sn[χ] =
∫
dt
{
RnTn
δS0[χ1n]
δχ1n(t)
×[
χ(t+n)
Tn −Rn −
sin((Tn −Rn)χ(t+n))
(Tn −Rn)2
]
+
ieV (t)
2π~
×[
T 2n
Tn −Rnχ(t+n)−RnTn
sin((Tn −Rn)χ(t+n))
(Tn −Rn)2
]}
− RnTn
(Tn −Rn)2
∫
dtdt′
w(t− t′)
π
eiϕ(t
′,t)+D(t′,t)[χ1n] ×
sin
(Tn −Rn)χ(t+n)
2
sin
(Tn −Rn)χ(t′+n)
2
. (E15)
We stress that the above formula are exact up to first
order in Tn ≪ 1 or Rn ≪ 1. After taking the respective
limit higher order contributions should be disregarded as
we would need also Bˆ4-terms.
Note also that Iˆon¯ = (Rn − Tn)Iˆ1n¯ + 2
√
RnTnIˆ2n¯ sat-
isfies the same commutation rules with itself and the
Hamiltonian as Iˆ1n¯. This leads to the identity
0 =
∫
dtdt′ w(t− t′)× (E16){
χ(t′) sinχ(t)− 4 sin χ(t)
2
sin
χ(t′)
2
eD(t,t
′)[χ]
}
for a sufficiently regular function χ.
Appendix F
In the bosonized version (appendix A), we can write
in (76)
Hˆd =
∫
dsi~
[
ψˆ†l (s)∂sψˆl(s)− ψˆ†r(s)∂sψˆr(s)
]
,
Iˆd(s) = e(ψˆ
†
r(s)ψˆr(s)− ψˆ†l (s)ψˆl(s)), (F1)
Qˆd = e(ψˆ
†
r(s)ψˆr(s) + ψˆ
†
l (s)ψˆl(s))
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with {ψˆa(s), ψˆ†b(s′)} = δabδ(s− s′) for a, b = l, r. To de-
rive (81), we first introduce the auxiliary decomposition
Iˆd(s) = Iˆr(s)− Iˆl(s), Qˆd(s) = Iˆr(s) + Iˆl(s) (F2)
with the commutation rules
[Iˆl(s), Iˆr(s
′)] = 0, (F3)
[Iˆl(s), Iˆl(s
′)] = [Iˆr(s
′), Iˆr(s)] = ie
2∂s(s− s′)/2π.
The last useful set of commutators is
[Hˆd, Qˆd(s)] = i~∂sIˆd(s),
[Hˆd, Iˆd(s)] = −i~∂sQˆd(s),
[Hˆd, Iˆr(s)] = i~∂sIˆr(s),
[Hˆd, Iˆl(s)] = −i~∂sIˆl(s). (F4)
Similarly to (22), equilibrium averages for the decoupled
detector (λ = 0) are
TrρˆdIˆd(ω) = 0,
TrρˆdQˆd(ω) = 2πnδ(ω),
TrρˆdIˆl(α)Iˆr(β) = 0, (F5)
TrρˆdIˆl(α)Iˆl(β) = TrρˆdIˆr(β)Iˆr(α) =
=
e2
2
δ(α + β)(wd(α) + α),
where n is average charge density and wd(ω) =
ω coth(~ω/kBTd). We shall put n = 0 assuming that
the average charge is screened out. In the Heisenberg
picture, we have
(∂t − ∂s)Iˆl(s, t) = −∂sλ(s)Qˆ(t),
(∂t + ∂s)Iˆr(s, t) = ∂sλ(s)Qˆ(t).
The general solution is
Iˆl(s, t) = Iˆl(t+ s)− ∂s
∫ ∞
s
ds′λ(s′)Qˆ(t+ s− s′),
Iˆr(s, t) = Iˆr(s− t) + ∂s
∫ s
−∞
ds′λ(s′)Qˆ(t− s+ s′).
Hence, we have in the Heisenberg picture
2 ˆ˜I(s, t) = 2∂s
∫
ds′λ(s′)Qˆ(t− |s− s′|) + (F6)
Iˆr(s− t)− Iˆr(−s− t)− Iˆl(t+ s) + Iˆl(t− s)
and∫
ds λ(s)Qˆd(s, t) =
∫
ds λ(s)(Iˆr(s− t) + Iˆl(s+ t))
−2
∫ ∞
0
ds
∫
ds′ λ(s′)λ′(s− s′)Qˆ(t− s). (F7)
To find S, we need the Keldysh generating functional,40
eS[χ,φ] = Trρˆ× (F8)
T˜ e
∫
idt[χ−Q(t)Qˆ(t)+
∫
ds(χ−r (s,t)Iˆr(s,t)+χ
−
l
(s,t)Iˆl(s,t))] ×
T e
∫
idt[χ+Q(t)Qˆ(t)+
∫
ds(χ+r (s,t)Iˆr(s,t)+χ
+
l
(s,t)Iˆl(s,t))]
where χ± = χ/2 ± φ and S[0, φ] = 0. The functional is
related to a quasiprobability in presence of external fields
̺[Ir, Il, Q;φ] =
∫
Dχ eS[χ,φ] × (F9)
e−
∫
idt[χQ(t)Q(t)+
∫
ds(χr(s,t)Ir(s,t)+χl(s,t)Il(s,t))]
One can show that Heisenberg equations (F6) and (F7)
are satisfied for the quasiprobability and Ir, Il and Q
instead of the corresponding operators. It can be also
shown that the backaction of the detector on the system
can be simplified by the classical mapping Qˆ→ Q, Qˆd →
Qd in Hamiltonian (76) used in (F8),
HˆI(t) = −2π~
∫
dsλ(s)(Qd(s, t)Qˆ+ Qˆd(s, t)Q(t))/e
2.
(F10)
The final generating functional reads
eS[χ] =
∫
DφDξDη e
∫
idt(ξ(t)η(t)−χ(t)φ(t)/2) ×
e−
∫
dω[|χ(ω)|2wd(ω)/32π2+|φ(ω)|2/2wd(ω)] ×
eS˜[−χ˙∗λ−ξ,−2πφ∗λ+4πη˜] (F11)
with S˜ defined by (82) and η˜(t) =
∫∞
0 dsλ˙ ∗ λ(s)η(t− s),
wd(ω) = ω coth(~ω/kBTd). In the case of many tapes,
(93) follows from
eS[χ] =
∫
DφDξDη e
∫
idt(ξ(t)η(t)−χ(t)
∑
c
φc(t)/2) ×
e−
∫
dω[|χ(ω)|2
∑
c
wc(ω)/32π
2+
∑
c
|φc(ω)|
2/2wc(ω)] ×
eS˜[−ξ−
∑
c
χ˙∗λc,−2π
∑
c
φc∗λc+4πη˜] (F12)
with η˜(t) =
∑
c
∫∞
0
dsλ˙c ∗ λc(s)η(t − s).
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