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Abstract
We consider the Fröhlich Hamiltonian with large coupling constant α. For initial
data of Pekar product form with coherent phonon field and with the electron minimizing
the corresponding energy, we provide a norm approximation of the evolution, valid up
to times of order α2. The approximation is given in terms of a Pekar product state,
evolved through the Landau–Pekar equations, corrected by a Bogoliubov dynamics taking
quantum fluctuations into account.
I Introduction
We are interested in the evolution of an electron in an ionic crystal. The electric charge of
the electron creates a polarization field in the crystal, which acts back on the electron and
modifies its physical properties. In situations in which the extension of the electron is much
larger than the lattice spacing, the system can be described by the Fröhlich model [11], which
treats the crystal as a continuous medium and describes the polarization of the lattice as
excitations (called phonons) of a quantum field. For a review on the current status of some of
the mathematical results concerning the Fröhlich polaron, we refer to [9, 23, 24].
We consider the dynamics of the Fröhlich polaron in the strong coupling limit α≫ 1. In
particular, we study the evolution of product initial data, describing a coherent phonon field
and an electron minimizing the corresponding energy. Approximating the phonons through a
classical field, we are led to a system of two coupled nonlinear partial differential equations,
known as the Landau–Pekar equations [14]. The coupling parameter α enters the Landau–
Pekar equations and makes the electron move much faster than the phonon field, producing
a separation of scales, often referred to as adiabatic decoupling [25]; while the electron wave
function changes on a time-scale of order one, non-trivial variations of the phonon field only
happen over times of order α2. Results on adiabatic theorems of the Landau–Pekar equations
in one and three spatial dimensions can be found in [8] and [18], respectively.
The goal of this paper is to provide a norm approximation to the microscopic dynamics,
valid up to times of order α2, allowing therefore for a non-trivial variation of the phonon
field. To reach this goal, the classical evolution predicted by the Landau–Pekar equations has
to be modified, taking into account quantum fluctuations that can be described by a time-
dependent family of Bogoliubov transformations. As a corollary of the norm approximation
of the many-body dynamics, we also prove that the classical Landau–Pekar equations remain
valid, up to times of order α2, if we only look at the time-evolution of the electron- and one-
phonon reduced density matrices, without the need of the Bogoliubov modification. Previous
results [10, 7, 13, 18] justified the use of the Landau–Pekar equations at most for times small
compared with α2, excluding therefore substantial changes of the phonon field. Recently in
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[22] a norm-approximation of the dynamics was obtained up to times of order α2, but only
for initial data minimizing the Pekar energy functional, leading to a stationary solution of the
Landau–Pekar equations. In the following, we will consider a larger class of initial data, given
by the product of a general coherent phonon field ϕ with an electron wave function minimizing
the energy associated with the field ϕ. In particular, this produces non-trivial solutions of the
Landau–Pekar equations. An important ingredient of our analysis is the adiabatic theorem
proved in [18]. Since this theorem requires a gap in the spectrum of the electron Hamiltonian,
our results are restricted to times |t| ≤ Tα2, where T > 0 is a suitably chosen α-independent
constant, for which the existence of such a gap can be proved. If the existence of a spectral
gap of order one were known for longer times, our results would hold for all times of order α2.
I.1 Model and results
We consider the Fröhlich model, consisting of an electron with corresponding Hilbert space
L2(R3) coupled to a phonon field, described via the bosonic Fock space F =⊕n≥0 L2(R3)⊗ns ,
where the subscript s indicates symmetry under the interchange of variables. The Hilbert
space of the full system is H = L2(R3)⊗F . To study the limit of large coupling α≫ 1, it is
useful to switch to strong coupling units and to introduce creation and annihilation operators
satisfying the canonical commutation relations (CCR)
[ak, a
∗
k′ ] = α
−2δ(k − k′) , [ak, ak′ ] = [a∗k, a∗k′ ] = 0 (I.1)
for all k, k′ ∈ R3. The Fröhlich Hamiltonian then takes the form
H = −∆+N + φ(Gx), (I.2)
where the Laplacian is acting on the electron, N = ´ dk a∗kak denotes the number operator
(which equals α−2 times the number of phonons) on F and
φ(Gx) =
ˆ
dk
(
Gx(k)a
∗
k +Gx(k)ak
)
, Gx(k) =
1
|k|e
−ik·x. (I.3)
This Hamiltonian is obtained from the standard form of the Fröhlich Hamiltonian by a suitable
change of variables (see, e.g., [10, Appendix A]).
In the limit of large α, the CCR (I.1) suggest that the quantized radiation field approaches
a classical limit, and to approximate the full evolution generated by the Hamiltonian (I.2) by
the corresponding classical Landau–Pekar equations{
i∂tψt = hϕtψt,
iα2∂tϕt = ϕt + σψt
(I.4)
for the electron wave function ψt ∈ H1(R3) and the classical field ϕt ∈ L2(R3). Here hϕ =
−∆+ Vϕ and1
Vϕ(x) =
ˆ
dk
|k|
[
eik·xϕ(k) + e−ik·xϕ(k)
]
, σψ(k) = (2π)
3/2 1
|k| |̂ψ|
2(k). (I.5)
The well-posedness of the Landau–Pekar equations in the energy space H1(R3) × L2(R3) is
shown in [7, Lemma 2.1].
1The Fourier transform ·̂ is defined for f ∈ L1(R3) through f̂(k) = (2pi)−3/2
´
dk e−ik·xf(x).
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We are interested in the time-evolution generated by the Fröhlich Hamiltonian (I.2), for
initial data of Pekar product form
ψ0 ⊗W (α2ϕ0)Ω, (I.6)
where W (α2ϕ0) is the Weyl operator defined by
W (f) = ea
∗(f)−a(f), f ∈ L2(R3) (I.7)
and Ω is the vacuum in the Fock space (but our results also apply more generally, to states
in F having only few phonos). We will assume that the initial electron wave function ψ0 is a
ground state of the Schrödinger operator hϕ0 associated with the initial field ϕ0, introduced
in (I.4). For this reason, we will need the following assumption on ϕ0.
Assumption I.1. Let ϕ0 ∈ L2(R3) such that
e(ϕ0) := inf{〈ψ, hϕ0ψ〉 : ψ ∈ H1(R3), ‖ψ‖L2(R3) = 1} < 0. (I.8)
This assumption guarantees the existence of a unique positive ground state ψϕ0 of hϕ0
with eigenvalue e(ϕ0) separated from the rest of the spectrum by a spectral gap
Λ0 := inf
λ∈spec(hϕ0 )
λ6=e(ϕ0)
|e(ϕ0)− λ| > 0. (I.9)
Let now (ψt, ϕt) be the solution of (I.4) with initial data (ψϕ0 , ϕ0). As shown in Lemma II.4,
there exists a constant T > 0 such that, for all times |t| ≤ Tα2, the operator hϕt continues to
have a unique positive ground state ψϕt , with eigenvalue e(ϕt) < 0, separated from the rest
of its spectrum by a gap Λt of order one, independent of α.
The Landau–Pekar equations define an approximation of the evolution of (I.6) through
product states having the same form as (I.6), with (ψ0, ϕ0) replaced by the solution (ψt, ϕt)
of (I.4). It turns out, however, that in order to obtain a norm-approximation we have to
modify this ansatz, implementing non-trivial correlations among phonons. This is achieved
via a time-dependent family of Bogoliubov transformations.
Definition I.2. Let ϕ0 satisfy Assumption I.1 and let (ψt, ϕt) ∈ H1(R3) × L2(R3) denote
the solution of the Landau–Pekar equations (I.4) with initial data (ψϕ0 , ϕ0). Let Υ ∈ F be in
the quadratic form domain Q(N ) with ‖Υ‖F = 1. For |t| ≤ Tα2, we define the Bogoliubov
dynamics Υt as the solution to {
i∂tΥt = (N −At)Υt,
Υ0 = Υ,
(I.10)
where At is the quadratic operator on F
At = 〈ψϕt , φ(G · )Rt φ(G · )ψϕt〉L2(R3)
=
ˆ
dk
|k|
dk′
|k′| 〈ψϕt , e
−ik ·Rte
ik′ ·ψϕt〉L2(R3) (a∗k + a−k)
(
a∗−k′ + ak′
)
.
(I.11)
Here, Rt = qt (hϕt − e(ϕt))−1 qt with qt = 1− pt = 1− |ψϕt〉〈ψϕt |.
It follows from Lemma II.8 below that, for all |t| ≤ Tα2, Eq. (I.11) defines At as a
self-adjoint operator on the domain of the number operator N . The well-posedness of the
Bogoliubov dynamics (I.10) is shown in Lemma II.9.
We are now ready to state our main result.
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Theorem I.3. Let ϕ0 satisfy Assumption I.1 and let (ψt, ϕt) ∈ H1(R3)× L2(R3) denote the
solution of the Landau–Pekar equations (I.4) with initial data (ψϕ0 , ϕ0). Let Υ ∈ F satisfy
〈Υ,N 5Υ〉F ≤ cα−10 for a constant c > 0, and let Υt denote the solution to (I.10) with initial
data Υ0 = Υ. Moreover, let
ω(s) = α2Im〈ϕs, ∂sϕs〉L2(R3) + ‖ϕs‖2L2(R3). (I.12)
Then, there exist C, T > 0 such that∥∥∥e−iHt (ψϕ0 ⊗W (α2ϕ0)Υ)− e−i ´ t0 dsω(s)ψt ⊗W (α2ϕt)Υt∥∥∥
H
≤ Cα−1 (I.13)
for all |t| ≤ Tα2.
Remark I.4. For the proof of the theorem, the persistence of a spectral gap
Λt := inf
λ∈spec(hϕt )
λ6=e(ϕt)
|e(ϕt)− λ| (I.14)
of order one is crucial. For this reason, our result (I.13) is restricted to times |t| ≤ Tα2 for
which such a gap can be proven, with a constant T depending on the initial field ϕ0. In fact,
let T˜ > 0 and assume that there exists a Λ > 0 such that Λt > Λ for all |t| ≤ α2T˜ . Then our
proof shows that∥∥∥e−iHt (ψϕ0 ⊗W (α2ϕ0)Υ)− e−i ´ t0 ds ω(s)ψt ⊗W (α2ϕt)Υt∥∥∥
H
≤ Cα−1e|t|/α2 (I.15)
for all |t| ≤ α2T˜ .
Theorem I.3 also provides an approximation for one-particle reduced density matrices in
terms of the solution of the Landau–Pekar equations, up to times of order α2.
Corollary I.5. Under the same assumptions as in Theorem I.3, let Ψ0 = ψϕ0 ⊗W (α2ϕ0)Υ,
and define the electron reduced density matrix
γelt = TrF |e−iHtΨ0〉〈e−iHtΨ0|. (I.16)
Then there exist constants C, T > 0 such that∥∥γelt − |ψt〉〈ψt|∥∥tr ≤ Cα−1 (I.17)
for all |t| ≤ Tα2, where ‖.‖tr denotes the trace norm.
If we additionally assume that ϕ0 ∈ L2(R3, |k|1/2dk), we also find that for all |t| ≤ Tα2∥∥∥γpht − |ϕt〉〈ϕt|∥∥∥
tr
≤ C(α−1/4 + α−2), (I.18)
where γpht is the one-phonon reduced density matrix defined through its integral kernel
γ
ph
t (k, k
′) = 〈e−iHtΨ0, a∗k′ake−iHtΨ0〉H (I.19)
for k, k′ ∈ R3.
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Remark I.6. To prove the bound (I.18) for the one-phonon reduced density matrix, we first
derive an estimate for the number of phonons outside the coherent state, of the form
‖N 1/2W ∗(α2ϕt)e−iHtΨ0‖2H ≤ C
(
α−1/2 + α−2
)
, (I.20)
which implies (I.18). Without the additional regularity assumption ϕ0 ∈ L2(R3, |k|1/2dk), we
would obtain only a bound for the expectation value of N 1/2, namely2
‖N 1/4W ∗(α2ϕt)e−iHtΨ0‖2H ≤ C
(
α−1 + α−2
)
. (I.21)
While Corollary I.5 shows that the classical Landau–Pekar equations provide a good ap-
proximation for the one-particle reduced densities associated with the dynamics generated
by the Fröhlich Hamiltonian, the introduction of the Bogoliubov dynamics (I.10) to capture
quantum fluctuations is crucial to obtain a norm-approximation of the full wave function in
H for times of order α2. This is quantified in the following remark (whose proof is postponed
to Section III.3).
Remark I.7. Under the same assumptions as in Theorem I.3, with Υ = Ω, and for δ > 0
sufficiently small, there exists a constant Cδ > 0 such that for t = δα
2
‖e−iHt (ψϕ0 ⊗W (α2ϕ0)Ω)− e−i ´ t0 dsω(s)ψt ⊗W (α2ϕt)Ω‖2H ≥ Cδ (I.22)
for large α.
The rest of the article is organized as follows. In Section II we introduce some relevant no-
tation, recall known properties of the Landau–Pekar equations and prove well-posedness of the
Bogoliubov dynamics (I.10) together with helpful bounds involving the operator At. Theorem
I.3, Corollary I.5 and Remark I.7 are proven in Sections III.1, III.2 and III.3, respectively.
Comparison with the literature. The mathematically rigorous derivation of the Landau–
Pekar equations from the Fröhlich model in the strong coupling limit was initiated in [10],
where product states with stationary phonon field have been used to approximate the evolution
of Pekar product states. Taking into account the evolution of the phonons, this result was
improved in [7], where ψt ⊗ W (α2ϕt)Ω, with (ψt, ϕt) solving the Landau–Pekar equations,
was proven to approximate the many-body evolution up to times |t| ≪ α. For the minimizer
(ψP, ϕP) of the Pekar functional (which is a stationary solution of (I.4), up to a phase) as
particular initial state the validity of the Landau–Pekar equations was proven for times t≪ α2
in [13]. An important observation in [13], which also plays an essential role in this work, is
that the separation of time scales in the Landau–Pekar equations and the spectral gap of hϕP
between its lowest eigenvalue and the rest of the spectrum give rise to an oscillatory phase,
which effectively keeps the electron from leaving the ground state. Later, in [18] an adiabatic
theorem for the Landau–Pekar equations was proven and used to show their accuracy for
t ≪ α2 for initial states of the form (I.6) with ϕ0 satisfying Assumption I.1 and ψ0 = ψϕ0 .
The importance of the adiabatic theorem for the derivation of the Landau–Pekar equations
was already realized in [6] and an adiabatic theorem in one spatial dimension was proved in
[8]. The stationary case was revisited in [22] where the norm approximation (I.13) was proven
for the particular initial state ψP ⊗W (α2ϕP)Υ for all times of order α2.
We note that the Landau–Pekar equations can also be derived in a many-body mean-field
limit [15], where there is no separation of time scales, however. Similar results for related
models are obtained in [5, 16, 1, 17, 12, 3, 4].
2The bound (I.21) follows proceeding as in (III.59), (III.60), with N≤ replaced by N
1/2, and applying
Lemma III.2.
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II Preliminaries
II.1 Notation
In the following, the letter C is used as a generic constant independent of t and α. The Lp-
norm of a function f ∈ Lp(R3,C) with 0 < p ≤ ∞ is denoted by ‖f‖p. We use ‖ · ‖ and
〈·, ·〉 for the norm and inner product on H = L2(R3) ⊗ F . Norms and inner products on
different Hilbert spaces will always be indicated with the corresponding subscript. To simplify
the notation, we define for f ∈ L2(R3) the creation operator a∗(f), the annihilation operator
a(f) and the field operator φ(f) by
a∗(f) =
ˆ
dk f(k)a∗k , a(f) =
ˆ
dk f(k)ak , φ(f) = a(f) + a
∗(f). (II.1)
They are bounded with respect to the number operator, i.e.,
‖a(f)ξ‖F ≤ ‖f‖2‖N 1/2ξ‖F , ‖a∗(f)ξ‖F ≤ ‖f‖2‖
(N + α−2)1/2 ξ‖F for all ξ ∈ F . (II.2)
II.2 Properties of the Landau–Pekar equations
In this section, we collect useful properties of the Landau–Pekar equations. Their well-posed-
ness is shown in the following lemma.
Lemma II.1 ([7], Lemma 2.1). For any (ψ0, ϕ0) ∈ H1(R3) × L2(R3), there is a unique
global solution (ψt, ϕt) of the Landau–Pekar equations (I.4). The L
2-norm of the electron
wave function is conserved, ‖ψt‖2 = ‖ψ0‖2 for all t ∈ R3, and there exists a constant C such
that
‖ψt‖H1(R3) ≤ C, ‖ϕt‖2 ≤ C (II.3)
for all α > 0 and all t ∈ R.
The following lemma shows properties of the potential Vϕ and σψ defined in (I.5) (see also
[18, Lemma III.2]).
Lemma II.2. For Vϕ defined in (I.5), there exists a constant C > 0 such that for every
ψ ∈ H1(R3) and ϕ ∈ L2(R3)
‖Vϕ‖6 ≤ C‖ϕ‖2 and ‖Vϕψ‖2 ≤ C‖ϕ‖2 ‖ψ‖H1(R3). (II.4)
Moreover, let σψ be defined in (I.5). Then, there exists C > 0 such that for all ψ1, ψ2 ∈ H1(R3)
‖σψ1‖2 ≤ C‖ψ1‖2H1(R3), ‖σψ1 − σψ2‖2 ≤ C
(‖ψ1‖H1(R3) + ‖ψ2‖H1(R3)) ‖ψ1 − ψ2‖2. (II.5)
Proof. The first three inequalities follow from [18, Lemma III.2]. For the last one, we write
σψ1(k)− σψ2(k) =
1
|k|
(
〈ψ1, e−ik·ψ1〉L2(R3) − 〈ψ2, e−ik·ψ2〉L2(R3)
)
=
1
|k|
(
〈ψ1 − ψ2, e−ik·ψ1〉L2(R3) + 〈ψ2, e−ik· (ψ1 − ψ2)〉L2(R3)
)
. (II.6)
Thus,
‖σψ1 − σψ2‖22 ≤ 2
ˆ
dk
|k|2
(
|〈ψ1 − ψ2, e−ik·ψ1〉L2(R3)|2 + |〈ψ2, e−ik· (ψ1 − ψ2)〉L2(R3)|2
)
.
(II.7)
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The Hardy–Littlewood–Sobolev and the Sobolev inequalities implyˆ
dk
|k|2 |〈ψ1 − ψ2, e
−ik·ψ1〉L2(R3)|2 = C
ˆ
dxdy
|x− y| (ψ1 − ψ2) (x) (ψ1 − ψ2) (y)ψ1(x)ψ1(y)
≤ C‖ψ1 (ψ1 − ψ2)‖26/5
≤ C‖ψ1‖23‖ψ1 − ψ2‖22
≤ C‖ψ1‖2H1(R3) ‖ψ1 − ψ2‖22. (II.8)
The second term on the r.h.s. of (II.7) can be bounded in the same way. Hence, the second
inequality of (II.5) follows.
For the effective dynamics, the ground state ψϕt of the operator hϕt plays an important
role. The following lemma concerning its time evolution is proven in [18].
Lemma II.3 ([18], Lemma IV.1 and Remark III.1). Let ϕ0 satisfy Assumption I.1. Then,
there exists a unique positive and normalized ground state ψϕ0 of hϕ0 = −∆+Vϕ0. Moreover,
let (ψt, ϕt) ∈ H1(R3)× L2(R3) denote the solution of the Landau–Pekar equations (I.4) with
initial data (ψϕ0 , ϕ0). There exists a constant T > 0 such that for all |t| ≤ Tα2 the following
properties hold: There exists a unique positive and normalized ground state ψϕt of hϕt =
−∆+ Vϕt with corresponding eigenvalue e(ϕt) < 0. It satisfies
∂tψϕt = α
−2RtViϕtψϕt with Rt = qt(hϕt − e(ϕt))−1qt, (II.9)
where qt = 1 − |ψϕt〉〈ψϕt | denotes the projection onto the subspace of L2(R3) orthogonal to
the span of ψϕt. Moreover, there exists C > 0 such that
‖ψϕt‖H1(R3) ≤ C. (II.10)
One can also show that under the assumptions of Lemma II.3 there exists a constant
T > 0 such that the spectral gap Λt of the Hamiltonian hϕt , defined in (I.14), remains of
order one for all times |t| ≤ Tα2. In particular, this leads to bounds on the resolvent Rt and
its time derivative, uniformly in α. We summarize the relevant statements in the following
lemma (compare with [18, Lemmas II.1 and IV.2]).
Lemma II.4. Let ϕ0 satisfy Assumption I.1 and let (ψt, ϕt) ∈ H1(R3) × L2(R3) denote the
solution of the Landau–Pekar equations (I.4) with initial data (ψϕ0 , ϕ0). Then, for all Λ with
0 < Λ < Λ0 there exists T > 0 such that
Λt ≥ Λ for all |t| ≤ Tα2. (II.11)
With pt = |ψϕt〉〈ψϕt | we have3
α2R˙t = −ptViϕtR2t −R2tViϕtpt +Rt (Viϕt − 〈ψϕt , Viϕtψϕt〉)Rt. (II.12)
Moreover, the bounds
‖Rt‖op ≤ Λ−1, ‖(−∆+ 1)1/2R1/2t ‖op ≤ C(1 + Λ−1)1/2, (II.13)
‖ (−∆+ 1)1/2 R˙t (−∆+ 1)1/2 ‖op ≤ Cα−2
(
1 + Λ−1
)2
(II.14)
and
‖∂tσψϕt‖2 ≤ Cα−2
(
1 + Λ−1
)1/2
(II.15)
hold for all |t| ≤ Tα2, with ‖ · ‖op denoting the operator norm, and C > 0 depending only on
ϕ0.
3We use the shorthand notation ∂tf(t) = f˙(t) for the time derivative.
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Proof. The identity (II.12) as well as the bounds (II.13) follow from [18, Lemma IV.2]. In-
equality (II.14) follows immediately from (II.12) and (II.13) in combination with Lemmas II.2
and II.3, since the latter imply that
‖R1/2t Vϕt‖op ≤ C(1 + Λ−1)1/2, ‖Vϕtψϕt‖2 ≤ C‖ψϕt‖H1(R3) ≤ C (II.16)
for all |t| ≤ Tα2. To prove the last inequality we note that an application of Lemma II.3 yields
∂tσψϕt (k) = 2α
−2 1
|k| Re〈RtViϕtψϕt , e
−ik ·ψϕt〉L2(R3). (II.17)
We can then proceed as in the proof of Lemma II.2, using the Hardy–Littlewood–Sobolev
inequality as well as (II.16), to arrive at (II.15).
For the proof of Theorem I.3 we shall also need the following adiabatic theorem proved in
[18].
Theorem II.5 ([18], Theorem II.1). Let ϕ0 satisfy Assumption I.1. Let (ψt, ϕt) ∈ H1(R3)×
L2(R3) denote the solution of the Landau–Pekar equations(I.4) with initial data (ψϕ0 , ϕ0).
Then, there exist T,C > 0 such that
‖ψt − e−i
´ t
0
du e(ϕu)ψϕt‖2 ≤ Cα−2 (II.18)
for all |t| ≤ Tα2.
II.3 Bounds on creation and annihilation operators
For the proof of Theorem I.3 we shall need the following bounds.
Lemma II.6. Let Gx(k) =
1
|k|e
−ik·x. There exists C > 0 such that
‖a (G · ) (−∆+ 1)−1/2Ψ‖ ≤ C‖N 1/2Ψ‖
‖(−∆+ 1)−1/2a∗ (G · )Ψ‖ ≤ C‖(N + α−2)1/2Ψ‖ (II.19)
for all Ψ ∈ L2(R3)⊗F .
Proof. The first inequality follows from [10, Lemma 10]. The second one is an immediate
consequence, using the CCR.
As a consequence of Lemmas II.3, II.4 and II.6 we obtain the following corollary.
Corollary II.7. Let Gx(k) =
1
|k|e
−ik·x and Υ ∈ F . Moreover, let ϕ0 satisfy Assumption I.1
and let (ψt, ϕt) ∈ H1(R3) × L2(R3) denote the solution of the Landau–Pekar equations with
initial data (ψϕ0 , ϕ0) ∈ H1(R3)× L2(R3). Then, there exist C, T > 0 such that
‖a (G · )ψϕt ⊗Υ‖ ≤ C‖ψϕt‖H1(R3)‖
(N + α−2)1/2Υ‖F ≤ C‖ (N + α−2)1/2Υ‖F (II.20)
and
‖R1/2t a∗ (G · )ψϕt ⊗Υ‖ ≤ C‖ψϕt‖L2(R3)‖
(N + α−2)1/2Υ‖F ≤ C‖ (N + α−2)1/2Υ‖F (II.21)
for all |t| ≤ Tα2.
8
II.4 Bogoliubov dynamics
In this section we shall provide bounds for the operator At that will be useful in the proof,
and in particular allow us to prove the well-posedness of the Bogoliubov dynamics (I.10).
Lemma II.8. Let ϕ0 satisfy Assumption I.1. Let (ψt, ϕt) ∈ H1(R3)× L2(R3) denote the so-
lution of the Landau–Pekar equations (I.4) with initial data (ψϕ0 , ϕ0). For At as in Definition
I.2, there exist C, T > 0 such that
‖AtΨ‖F ≤ C‖(N + α−2)Ψ‖F , (II.22)
‖[N ,At] Ψ‖F ≤ Cα−2
∥∥(N + α−2)Ψ∥∥
F
, (II.23)
‖[N , [N ,At]] Ψ‖F ≤ Cα−4
∥∥(N + α−2)Ψ∥∥
F
, (II.24)
‖[N , [N , [N ,At]]] Ψ‖F ≤ Cα−6
∥∥(N + α−2)Ψ∥∥
F
, (II.25)
‖A˙tΨ‖F ≤ Cα−2
∥∥(N + α−2)Ψ∥∥
F
(II.26)
for all |t| ≤ Tα2 and Ψ ∈ F .
Proof. From (I.11) and the CCR we can write
At =
ˆ
dkdl Ft(k, l)
(
a∗ka
∗
−l + a
∗
kal + a
∗
−la−k + a−kal
)
+ α−2
ˆ
dk Ft(k, k) (II.27)
with
Ft(k, l) = |k|−1|l|−1
〈
ψϕt , e
−ik ·Rte
il ·ψϕt
〉
L2(R3)
. (II.28)
We haveˆ
dk Ft(k, k) =
ˆ
dk
|k|2
∥∥∥R1/2t eik·ψϕt∥∥∥2
2
≤
∥∥∥R1/2t (1−∆)1/2∥∥∥2
op
ˆ
dk
|k|2
∥∥∥(1−∆)−1/2 eik·ψϕt∥∥∥2
2
=
∥∥∥R1/2t (1−∆)1/2∥∥∥2
op
〈
ψϕt ,
ˆ
dk
|k|2
(
1 + |i∇ + k|2
)−1
ψϕt
〉
L2(R3)
. (II.29)
Since ∥∥∥∥ˆ dk|k|2
(
1 + |i∇+ k|2
)−1∥∥∥∥
op
= sup
p∈R
ˆ
dk
|k|2
(
1 + |p+ k|2
) <∞, (II.30)
we conclude with Lemma II.4 that ˆ
dk |Ft(k, k)| ≤ C (II.31)
for all |t| ≤ Tα2. Similarly, we find
‖Ft‖L2(R3×R3) ≤
ˆ
dk
|k|2
∥∥∥R1/2t eik·ψϕt∥∥∥2
2
≤ C (II.32)
for all |t| ≤ Tα2. Using the bound∥∥∥∥ˆ dk dl f(k, l)a♯1k a♯2l Ψ∥∥∥∥
F
≤
√
2
∥∥(N + α−2)Ψ∥∥
F
(
‖f‖L2(R3×R3) +
ˆ
dk |f(k, k)|
)
(II.33)
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(which easily follows from the usual estimates of the creation and annihilation operators, see
[2, Lemma 2.1]) with ♯1, ♯2 ∈ {·, ∗} and Ψ ∈ F , we obtain (II.22). Since
ˆ
dk dl Ft(k,−l) (a−ka−l − a∗ka∗l ) = −
1
2
α2 [N ,At] = −1
8
α6 [N , [N , [N ,At]]] ,ˆ
dk dl Ft(k,−l) (a−ka−l + a∗ka∗l ) =
1
4
α4 [N , [N ,At]] (II.34)
have a similar structure as At, one obtains (II.23)–(II.25) in the same way. Using Lemmas II.3
and II.4 as well as (II.16) the operator
α2A˙t =
ˆ
dkdl It(k, l)
(
a∗ka
∗
−l + a
∗
kal + a
∗
−la−k + a−kal
)
+ α−2
ˆ
dk It(k, k) (II.35)
where
It(k, l) = |k|−1 |l|−1
(〈
ψϕt , e
−ik·Rte
il·RtViϕtψϕt
〉
L2(R3)
+
〈
RtViϕtψϕt , e
−ik·Rte
il·ψϕt
〉
L2(R3)
)
+ α2 |k|−1 |l|−1 〈ψϕt , e−ik·R˙teil·ψϕt〉L2(R3) (II.36)
can be bounded by similar arguments.
Lemma II.9. With the same assumptions as in Lemma II.8, there exists for every α > 0 and
state Υ in the quadratic form domain Q (N ) with ‖Υ‖F = 1 a unique solution of{
i∂tΥt = (N −At)Υt
Υ0 = Υ
(II.37)
such that Υ· ∈ C0
(
[0, Tα2),F)∩L∞ ([0, Tα2), Q(N )) and ‖Υt‖F = 1. Moreover, for 0 ≤ j ≤
5
αj‖ (N + α−2)j/2Υt‖F ≤ Cα5‖ (N + α−2)5/2 Υ‖F (II.38)
holds for all |t| ≤ Tα2.
Proof. The first claim follows from [19, Theorem 8], rescaling the time variable and setting
H(t) = Tα2(N − ATα2t) and A = B = (1 + α2)N + 1 ≥ 1, utilizing Lemma II.8. To show
(II.38), we estimate
d
dt
∥∥∥(N + α−2)5/2 Υt∥∥∥2
F
= −i〈Υt, [N 5,At]Υt〉F
≤ C ∣∣〈N 2Υt, [N ,At]N 2Υt〉F ∣∣
+ C
∣∣〈N 2Υt, [N , [N ,At]]NΥt〉F ∣∣
+ C
∣∣〈N 2Υt, [N , [N , [N ,At]]] Υt〉F ∣∣
≤ Cα−2
∥∥∥(N + α−2)5/2Υt∥∥∥2
F
(II.39)
again with the aid of Lemma II.8. Grönwall’s lemma thus gives∥∥∥(N + α−2)5/2 Υt∥∥∥2
F
≤ eCα−2t
∥∥∥(N + α−2)5/2Υ∥∥∥2
F
(II.40)
which implies (II.38) for j = 5. Since 1 ≤ α2j(N + α−2)j ≤ α10(N + α−2)5 for j ≤ 5, the
general case follows.
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III Proofs
We shall restrict our attention to times |t| ≤ Tα2, where T > 0 is chosen small enough such
that the bounds in the previous section hold for some 0 < Λ < Λ0. Note that T can be chosen
independent of α. We shall also assume, without loss of generality, that α ≥ α0 for some
α0 > 0; since the left side of (I.13) is bounded by 2, Theorem I.3 makes no claim for small α.
III.1 Proof of Theorem I.3
We start by using Theorem II.5 to estimate the error in replacing ψt by ψϕt as
‖e−iHt (ψϕ0 ⊗W (α2ϕ0)Υ)− e−i ´ t0 ds ω(s)ψt ⊗W (α2ϕt)Υt‖
≤ ‖ei
´ t
0
ds ω(s)e−iHt
(
ψϕ0 ⊗W (α2ϕ0)Υ
)− e−i ´ t0 ds e(ϕs)ψϕt ⊗W (α2ϕt)Υt‖+ Cα−2, (III.1)
where e(ϕ) denotes the ground state energy of hϕ. Hence, our goal is to estimate the norm
difference
‖ei
´ t
0
dsω(s)e−iHt
(
ψϕ0 ⊗W (α2ϕ0)Υ
)− e−i ´ t0 ds e(ϕs)ψϕt ⊗W (α2ϕt)Υt‖
= ‖ξt − ψϕt ⊗Υt‖, (III.2)
where the fluctuation vector
ξt = e
i
´ t
0
ds (ω(s)+e(ϕs))W ∗(α2ϕt)e
−iHtW (α2ϕ0) (ψϕ0 ⊗Υ) (III.3)
satisfies
i∂tξt = Ltξt (III.4)
with
Lt = W ∗
(
α2ϕt
)
HW
(
α2ϕt
)
+
(
i∂tW
∗
(
α2ϕt
))
W
(
α2ϕt
)− ω(t)− e(ϕt). (III.5)
Since
W ∗(f) akW (f) = ak + α
−2f(k), W ∗(f) a∗kW (f) = a
∗
k + α
−2f(k) (III.6)
and (
i∂tW
∗
(
α2ϕt
))
W
(
α2ϕt
)
= α2Im〈ϕt, ∂tϕt〉 − φ
(
iα2∂tϕt
)
(III.7)
(see, e.g., [7, Lemma A.3]) the Landau–Pekar equations (I.4) imply that
Lt = hϕt − e(ϕt) +N + φ (δtGx) , (III.8)
where we denote δtGx = Gx − σψt . By the fundamental theorem of calculus, we obtain using
Lemma II.3
‖ξt − ψϕt ⊗Υt‖2 = 2Im
ˆ t
0
ds 〈ξs,
[Ls −N +As − iα−2RsViϕs]ψϕs ⊗Υs〉. (III.9)
Since (hϕs − e(ϕs))ψϕs = 0, this simplifies to
‖ξt − ψϕt ⊗Υt‖2 = 2Im
ˆ t
0
ds 〈ξs,
[
φ (δsGx) +As − iα−2RsViϕs
]
ψϕs ⊗Υs〉. (III.10)
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We insert the identity 1 = ps + qs, where ps = |ψϕs〉〈ψϕs |, to obtain
‖ξt − ψϕt ⊗Υt‖2 = 2Im
ˆ t
0
ds 〈ξs, psφ (δsGx)ψϕs ⊗Υs〉 (III.11a)
+ 2Im
ˆ t
0
ds 〈ξs, qs
[
φ (Gx)− iα−2RsViϕs
]
ψϕs ⊗Υs〉 (III.11b)
+ 2Im
ˆ t
0
ds 〈ξs,Asψϕs ⊗Υs〉. (III.11c)
where we used that qs φ (σψs)ψϕs = 0 implies
qs φ (δsGx) ψϕs = qs φ (Gx) ψϕs . (III.12)
For the first term (III.11a), we observe that
psφ (δsGx)ψϕs = φ
(
σψs − σψϕs
)
ψϕs . (III.13)
Since φ
(
σψs − σψϕs
)
is a symmetric operator, we find
(III.11a) = 2
ˆ t
0
ds Im〈ξs − ψϕs ⊗Υs, φ
(
σψs − σψϕs
)
ψϕs ⊗Υs〉. (III.14)
By using (II.2) this implies that
|(III.11a)| ≤ 4
ˆ t
0
ds ‖σψs − σψϕs‖2‖
(N + α−2)1/2 Υs‖‖ξs − ψϕs ⊗Υs‖. (III.15)
Since σψ depends only on |ψ|2 and is independent of the phase of ψ, we can use Lemma II.2
together with Lemmas II.1 and II.3 and Theorem II.5 to further bound
|(III.11a)| ≤ C
ˆ t
0
ds
(‖ψs‖H1(R3) + ‖ψϕs‖H1(R3)) ‖ψs − e−i ´ t0 ds e(ϕs)ψϕs‖2
× ‖ (N + α−2)1/2Υs‖‖ξs − ψϕs ⊗Υs‖
≤ Cα−2
ˆ t
0
ds ‖ (N + α−2)1/2Υs‖‖ξs − ψϕs ⊗Υs‖. (III.16)
Applying in addition Lemma II.9 leads to the conclusion
|(III.11a)| ≤ Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖. (III.17)
In order to bound (III.11b) we observe that (III.4) and (III.8) imply that
qsξs = Rs [hϕs − e(ϕs)] ξs = Rs [i∂s −N − φ (δsGx)] ξs. (III.18)
Hence we have
(III.11b) = 2Im
ˆ t
0
ds 〈i∂sξs, Rs
[
φ (Gx)− iα−2RsViϕs
]
ψϕs ⊗Υs〉
− 2Im
ˆ t
0
ds 〈ξs, [N + φ (δsGx)]Rs
[
φ (Gx)− iα−2RsViϕs
]
ψϕs ⊗Υs〉. (III.19)
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Integrating by parts in the first line and recalling Definition I.2 we conclude that
(III.11b)+ (III.11c)
= −2Im
ˆ t
0
ds 〈ξs, (φ (δsGx)Rs φ (Gx)−As)ψϕs ⊗Υs〉 (III.20a)
+ 2α−2Re
ˆ t
0
ds 〈ξs,
(
φ (δsGx)R
2
s Viϕs + α
2R˙sφ (Gx)
)
ψϕs ⊗Υs〉 (III.20b)
− 2Im
ˆ t
0
ds 〈ξs, Rs (N φ (Gx)− φ (Gx) (N −As))ψϕs ⊗Υs〉 (III.20c)
+ 2α−2Re
ˆ t
0
ds 〈ξs, R2s Viϕsψϕs ⊗AsΥs〉 (III.20d)
+ 2Re
ˆ t
0
ds 〈ξs, Rsφ(Gx)(∂sψϕs)⊗Υs〉 (III.20e)
+ 2α−2Im
ˆ t
0
ds 〈ξs,
((
∂sR
2
s
)
Viϕsψϕs +R
2
sViϕ˙sψϕs +R
2
sViϕs(∂sψϕs)
)⊗Υs〉 (III.20f)
− 2Re〈ξt, Rt
[
φ (Gx)− iα−2RtViϕt
]
ψϕt ⊗Υt〉. (III.20g)
Here, we used that R0ξ0 = R0ψϕ0 ⊗ W (α2ϕ0)Υ = 0, hence the boundary terms at t = 0
vanish.
In the following, we shall bound the various terms on the right hand side of the previous
equation. We start with (III.20c). Using the CCR and Rs = qsRs, we find
(III.20c) = 2Im
ˆ t
0
ds 〈qsξs, Rs a (Gx)
(
α−2 +As
)
ψϕs ⊗Υs〉
− 2Im
ˆ t
0
ds 〈qsξs, Rs a∗ (Gx)
(
α−2 −As
)
ψϕs ⊗Υs〉, (III.21)
leading with Corollary II.7 and Lemmas II.4 and II.8 to
|(III.20c)| ≤ C
ˆ t
0
ds ‖ (N + α−2)3/2Υs‖‖qsξs‖. (III.22)
Since
‖qsξs‖ ≤ ‖ξs − ψϕs ⊗Υs‖ (III.23)
we obtain with Lemma II.9
|(III.20c)| ≤ Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖. (III.24)
With the same arguments and (II.16), we also conclude that
|(III.20d)| ≤ Cα−2
ˆ t
0
ds ‖ (N + α−2)Υs‖‖qsξs‖
≤ Cα−4
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖. (III.25)
Similarly, by combining again (III.23), Corollary II.7 and Lemma II.9 with Lemmas II.3
and II.4 and (II.16), we have
|(III.20e)| ≤ Cα−2
ˆ t
0
ds ‖ψϕs‖H1(R3)‖
(N + α−2)1/2Υs‖‖qsξs‖
≤ Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖. (III.26)
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Since ∂sR
2
s = R˙sRs + RsR˙s and Viϕ˙s = α
−2Vϕs+σψs by (I.4), we find with Lemmas II.2, II.3
and II.4 that
|(III.20f)| ≤ Cα−4|t| ≤ Cα−2, (III.27)
and similarly with (III.23)
|(III.20g)| ≤ 2 ‖qtξt‖
(
‖Rtφ(Gx)ψϕt ⊗Υt‖+ α−2‖R2tViϕtψϕt ⊗Υt‖
)
≤ 1
2
‖ξt − ψϕt ⊗Υt‖2 + Cα−2. (III.28)
In order to estimate the first term (III.20a), we insert again the decomposition 1 = ps+ qs
and observe that
psφ (δsGx)Rs φ (Gx)ψϕs ⊗Υs = 〈ψϕs , φ (G · )Rs φ (G · )ψϕs〉L2(R3) ψϕs ⊗Υs
= Asψϕs ⊗Υs. (III.29)
The Bogoliubov dynamics was in fact introduced in order to cancel this term. Hence
(III.20a) = 2Im
ˆ t
0
ds 〈ξs, qsφ (δsGx)Rsφ (Gx) ψϕs ⊗Υs〉. (III.30)
Recall that δsGx = Gx − σψs . In the following, it will be convenient to replace ψs by ψϕs
in this expression, since the time derivative of the latter involves explicitly a factor α−2, see
(II.9), leading to the bound (II.15). Hence we shall write δsGx = δ˜sGx + (σψϕs − σψs) with
δ˜sGx = Gx − σψϕs . For the second term, we use Lemma II.2, Theorem II.5 and the CCR to
bound ∣∣∣∣2Im ˆ t
0
ds 〈ξs, qsφ
(
σψϕs − σψs
)
Rsφ (Gx) ψϕs ⊗Υs〉
∣∣∣∣
≤ C
ˆ t
0
ds ‖σψs − σψϕs‖2‖
(N + α−2)1/2Rsφ(Gx)ψϕs ⊗Υs‖
≤ Cα−2
ˆ t
0
ds ‖Rsa(Gx)N 1/2ψϕs ⊗ Υs‖
+ Cα−2
ˆ t
0
ds ‖Rsa∗(Gx)
(N + 2α−2)1/2 ψϕs ⊗Υs‖. (III.31)
Corollary II.7 and Lemma II.9 thus imply that this term is bounded by Cα−4|t| ≤ Cα−2. For
the first term, we use once more (III.18) to obtain via integration by parts
2Im
ˆ t
0
ds 〈ξs, qsφ
(
δ˜sGx
)
Rsφ (Gx) ψϕs ⊗Υs〉
= −2Im
ˆ t
0
ds 〈ξs, NRsφ
(
δ˜sGx
)
Rsφ (Gx) ψϕs ⊗Υs〉 (III.32a)
− 2Im
ˆ t
0
ds 〈ξs, φ(δsGx)Rsφ
(
δ˜sGx
)
Rsφ (Gx) ψϕs ⊗Υs〉 (III.32b)
+ 2Im
ˆ t
0
ds 〈ξs, Rsφ
(
δ˜sGx
)
Rsφ (Gx) (N −As) ψϕs ⊗Υs〉 (III.32c)
+ 2Re
ˆ t
0
ds 〈ξs,
[
∂s
(
Rsφ
(
δ˜sGx
)
Rsφ(Gx)ψϕs
)]
⊗Υs〉 (III.32d)
− 2Re〈ξt, Rtφ
(
δ˜tGx
)
Rtφ (Gx)ψϕt ⊗Υt〉. (III.32e)
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With the aid of the CCR, the sum of the first and the third term can be rewritten as
(III.32a)+ (III.32c) = 4α−2Im
ˆ t
0
ds 〈ξs, Rsa
(
δ˜sGx
)
Rsa (Gx) ψϕs ⊗Υs〉
− 4α−2Im
ˆ t
0
ds 〈ξs, Rsa∗
(
δ˜sGx
)
Rsa
∗ (Gx) ψϕs ⊗Υs〉
− 2Im
ˆ t
0
ds 〈ξs, Rsφ
(
δ˜sGx
)
Rsφ (Gx)As ψϕs ⊗Υs〉. (III.33)
Corollary II.7, Lemmas II.8 and II.9 and a further application of the CCR thus imply that
these terms are all bounded, in absolute value, by Cα−4|t| ≤ Cα−2. For the forth term, we
can use Lemma II.4 to evaluate the derivative, which leads with the same arguments to the
bound
|(III.32d)| ≤ α−4|t| ≤ Cα−2.
Similarly, we also obtain
|(III.32e)| ≤ Cα−2. (III.34)
We are thus left with giving a bound on (III.32b). Note that since there is no resolvent
to the left of φ(δsGx) in this term, we cannot proceed in the same way as with the other
terms. Instead, we again insert the decomposition 1 = ps + qs, use (III.12) and the fact that
φ(Gx)Rsφ(δ˜sGx)Rsφ (Gx) is a symmetric operator in order to rewrite this term as
(III.32b) = −2Im
ˆ t
0
ds 〈ξs, qsφ(δsGx)Rsφ
(
δ˜sGx
)
Rsφ (Gx) ψϕs ⊗Υs〉 (III.35a)
− 2Im
ˆ t
0
ds 〈ξs − ψϕs ⊗Υs, psφ(Gx)Rsφ
(
δ˜sGx
)
Rsφ (Gx) ψϕs ⊗Υs〉. (III.35b)
Using Corollary II.7 and Lemmas II.2, II.3, II.4 and II.9, we see that the second line is bounded
by
|(III.35b)| ≤ C
ˆ t
0
ds ‖ψϕs‖2H1(R3) ‖
(N + α−2)3/2 Υs‖‖ξs − ψϕs ⊗Υs‖
≤ Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖. (III.36)
For the first line, we introduce the shorthand notation Cs = φ(δ˜sGx)Rsφ(δ˜sGx)Rsφ (Gx). We
again use (III.18) and integration by parts to obtain
(III.35a) = −2Im
ˆ t
0
ds 〈ξs, qsφ(σψϕs − σψs)Rsφ
(
δ˜sGx
)
Rsφ (Gx) ψϕs ⊗Υs〉
+ 2Im
ˆ t
0
ds 〈ξs, φ (δsGx)RsCsψϕs ⊗Υs〉
+ 2Im
ˆ t
0
ds 〈ξs, [NRsCs −RsCs (N −As)]ψϕs ⊗Υs〉
− 2Re
ˆ t
0
ds 〈ξs,
[
R˙sCsψϕs +RsC˙sψϕs +RsCs(∂sψϕs)
]
⊗Υs〉
+ 2Re〈ξt, RtCtψϕt ⊗Υt〉. (III.37)
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All terms except the one in the second line can be dealt with in the same way as before,
leading to a bound of the order α−3. For the second line, we shall use energy conversation to
argue that 〈ξs, (1−∆)ξs〉 is uniformly bounded. In fact, this follows because
−∆ ≤ C(H +C) ≤ C(−∆+N + 1) (III.38)
uniformly in α ≥ α0 (see [20, 21] or [18, Lemma A.3]) and since 〈Ψ0, (−∆+N + 1)Ψ0〉 ≤ C
by the assumptions of Theorem I.3. We can thus bound
|〈ξs, φ (δsGx)RsCsψϕs ⊗Υs〉| ≤ C
∥∥∥(1−∆)−1/2φ (δsGx)RsCsψϕs ⊗Υs∥∥∥ ≤ Cα−4, (III.39)
where we used again Corollary II.7 in the last step. In combination, we thus have
|(III.35a)| ≤ Cα−3 + Cα−4 |t| ≤ Cα−2. (III.40)
This completes the derivation of the bound for (III.20a), which reads
|(III.20a)| ≤ Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖+ Cα−2. (III.41)
It remains to bound (III.20b). Using the expression (II.12) for R˙s, it is given by
(III.20b) = −2α−2
ˆ t
0
dsRe〈ξs,
(
R2sViϕsps −Rs (Viϕs − 〈ψϕs , Viϕsψϕs〉)Rs
)
φ(Gx)ψϕs ⊗Υs〉
+ 2α−2
ˆ t
0
dsRe〈ξs,
(
φ(δsGx)R
2
sViϕs − psViϕsR2sφ(Gx)
)
ψϕs ⊗Υs〉. (III.42)
The first line can be bounded in the same way as before, by Cα−3
´ t
0 ds‖ξs − ψϕs ⊗ Υs‖. In
the second line, we insert the decomposition 1 = ps + qs and arrive at the terms
2α−2
ˆ t
0
dsRe〈ξs − ψϕs ⊗Υs, ps
(
φ(δsGx)R
2
sViϕs − ViϕsR2sφ(Gx)
)
ψϕs ⊗Υs〉 (III.43a)
+ 2α−2
ˆ t
0
dsRe〈ξs, qsφ(σψϕs − σψs)R2sViϕsψϕs ⊗Υs〉 (III.43b)
+ 2α−2
ˆ t
0
dsRe〈ξs, qsφ(δ˜sGx)R2sViϕsψϕs ⊗Υs〉. (III.43c)
In the first term, we used (III.12) and the fact that the expectation value of φ(Gx)R
2
sViϕs −
ViϕsR
2
sφ(Gx) in the state ψϕs⊗Υs is purely imaginary in order to replace ξs by ξs−ψϕs⊗Υs.
In the last term, we use again the notation δ˜sGx = Gx−σψϕs = δsGx+σψs−σψϕs . Analogous
estimates as before show that the first two lines can be bounded by
|(III.43a)|+ |(III.43b)| ≤ Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖. (III.44)
For the last term, we use once more (III.18) and integration by parts to obtain
(III.43c) = −2α−2
ˆ t
0
dsRe〈ξs, Rs
(
Nφ(δ˜sGx)− φ(δ˜sGx)(N −As)
)
R2sViϕsψϕs ⊗Υs〉
− 2α−2
ˆ t
0
dsRe〈ξs, φ(δsGx)Rsφ(δ˜sGx)R2sViϕsψϕs ⊗Υs〉
− 2α−2
ˆ t
0
ds Im〈ξs,
[
∂s
(
Rsφ(δ˜sGx)R
2
sViϕsψϕs
)]
⊗Υs〉
− 2α−2Im〈ξt, Rtφ(δ˜tGx)R2tViϕtψϕt ⊗Υt〉. (III.45)
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In the same way as before, using (III.38) for the second term, we obtain
|(III.43c)| ≤ Cα−3 + Cα−5 |t| ≤ Cα−3, (III.46)
and thus
|(III.20b)| ≤ Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖+Cα−2. (III.47)
Collecting all the bounds, we have thus proved that
‖ξt − ψϕt ⊗Υt‖2 ≤ Cα−2 + Cα−3
ˆ t
0
ds ‖ξs − ψϕs ⊗Υs‖. (III.48)
Grönwall’s inequality then leads to
‖ξt − ψϕt ⊗Υt‖2 ≤ Cα−2
(
1 + α−4 |t|2
)
≤ Cα−2. (III.49)
In combination with (III.1) this completes the proof of Theorem I.3.
III.2 Proof of Corollary I.5
The bound (I.17) for the electron reduced density matrix follows from∥∥γelt − |ψt〉〈ψt|∥∥tr
= TrL2(R3)
∣∣TrF (|e−iHtΨ0〉〈e−iHtΨ0| − |ψt ⊗W (α2ϕt)Υt〉〈ψt ⊗W (α2ϕt)Υt|)∣∣
≤ TrH
∣∣|e−iHtΨ0〉〈e−iHtΨ0| − |ψt ⊗W (α2ϕt)Υt〉〈ψt ⊗W (α2ϕt)Υt| ∣∣
≤ 2
∥∥∥e−iHtΨ0 − e−i ´ t0 ds ω(s)ψt ⊗W (α2ϕt)Υt∥∥∥ (III.50)
in combination with Theorem I.3. In order to prove (I.18), we start by noting that(
γ
ph
t − |ϕt〉〈ϕt|
)
(k, l) =
〈
W ∗
(
α2ϕt
)
e−iHtΨ0, a
∗
l akW
∗
(
α2ϕt
)
e−iHtΨ0
〉
+ ϕt(k)
〈
W ∗
(
α2ϕt
)
e−iHtΨ0, a
∗
lW
∗
(
α2ϕt
)
e−iHtΨ0
〉
+ ϕt(l)
〈
W ∗
(
α2ϕt
)
e−iHtΨ0, akW
∗
(
α2ϕt
)
e−iHtΨ0
〉
(III.51)
using (III.6) and unitarity of the Weyl operators. The first term defines a positive operator,
hence its trace norm equals its trace, given by ‖N 1/2W ∗(α2ϕt)e−iHtΨ0‖2. The other two
terms define operators of rank one. Using the triangle inequality for the trace norm, as well
as the Cauchy–Schwarz inequality to bound the rank one terms, we conclude that∥∥∥γpht − |ϕt〉〈ϕt|∥∥∥
tr
≤
∥∥∥N 1/2W ∗(α2ϕt) e−iHtΨ0∥∥∥2 + 2‖ϕt‖2 ∥∥∥N 1/2W ∗(α2ϕt) e−iHtΨ0∥∥∥ .
(III.52)
Let α0 > 0. For small α ≤ α0, we use the form bound
N ≤ C (H + Cα−2) ≤ C (−∆+N + α−2) (III.53)
for whose proof we refer to the commutator method of Lieb and Yamazaki [21], see also [20]
or [10, Lemma 7]. In fact, (III.53) implies the trivial bound∥∥∥γpht − |ϕt〉〈ϕt|∥∥∥
tr
≤ C (1 + α−2) , (III.54)
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for all α ≤ α0. The bound (I.18) is then a consequence of (I.20) for α > α0, whose proof
occupies the rest of this section. Hence, in the rest of this section, we restrict to α > α0.
We split
‖N 1/2W ∗(α2ϕt)e−iHtΨ0‖2 = ‖N 1/2≤ W ∗(α2ϕt)e−iHtΨ0‖2 + ‖N 1/2> W ∗(α2ϕt)e−iHtΨ0‖2
(III.55)
where, for K > 0, we write N = N≤ +N>, with
N≤ =
ˆ
|k|≤K
dk a∗kak. (III.56)
To bound the right side of (III.55), we make use of the following lemma, which is proven at
the end of this section.
Lemma III.1. Let α0 > 0. Under the same assumptions as in Theorem I.3, there exist
C, T > 0 such that
‖N≤W ∗(α2ϕt)e−iHtΨ0‖ ≤ C
(
1 +K1/2
)
(III.57)
for all K > 0, α ≥ α0 and |t| ≤ Tα2. Moreover, under the additional assumption that
ϕ0 ∈ L21/4(R3) := L2(R3, (1 + |k|2)1/4dk), we have
‖N 1/2> W ∗(α2ϕt)e−iHtΨ0‖2 ≤ C
(
K−1/2 + α−2
)
(III.58)
for all K > 0, α ≥ α0 and |t| ≤ Tα2.
Thus, writing
‖N 1/2≤ W ∗(α2ϕt)e−iHtΨ0‖2
=
〈(
W ∗(α2ϕt)e
−iHtΨ0 − e−i
´ t
0
ds ω(s)ψt ⊗Υt
)
,N≤W ∗(α2ϕt)e−iHtΨ0
〉
+ ei
´ t
0
dsω(s)〈ψt ⊗Υt, N≤W ∗(α2ϕt)e−iHtΨ0〉 (III.59)
implies that
‖N 1/2≤ W ∗(α2ϕt)e−iHtΨ0‖2
≤ ‖(W ∗(α2ϕt)e−iHtΨ0 − e−i
´ t
0
dsω(s)ψt ⊗Υt‖ ‖N≤W ∗(α2ϕt)e−iHtΨ0‖+ ‖N≤ψt ⊗Υt‖,
(III.60)
which leads with Theorem I.3 and Lemma III.1 for the first term, and Lemma II.9 for the
second term, to
‖N 1/2≤ W ∗(α2ϕt)e−iHtΨ0‖2 ≤ Cα−1
(
1 +K1/2
)
+ Cα−2. (III.61)
In combination with (III.58), we thus have
‖N 1/2W ∗(α2ϕt)e−iHtΨ0‖2 ≤ C
(
α−2 + α−1(1 +K1/2) +K−1/2
)
. (III.62)
The choice K = α leads to (I.20) and hence completes the proof of Corollary I.5. 
For the proof of Lemma III.1 we need the following statement.
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Lemma III.2. Let α0 > 0. Under the same assumptions as in Theorem I.3, there exist
C, T > 0 such that
‖N 1/2W ∗(α2ϕt)e−iHtΨ0‖ ≤ C. (III.63)
for all |t| ≤ Tα2 and α ≥ α0.
Proof of Lemma III.2. Recall the definition of the fluctuation vector ξt in (III.3) satisfying
i∂tξt = Ltξt with Lt given in (III.8). We have
‖N 1/2W ∗(α2ϕt)e−iHtΨ0‖ = ‖N 1/2ξt‖, (III.64)
and using the CCR we compute
‖N 1/2ξt‖2 − ‖N 1/2ξ0‖2 = i
ˆ t
0
ds 〈ξs, [Ls,N ] ξs〉
= iα−2
ˆ t
0
ds 〈ξs, [a(δsGx)− a∗(δsGx)] ξs〉, (III.65)
where δsGx = Gx − σψs . Thus,
‖N 1/2ξt‖22 − ‖N 1/2ξ0‖2 ≤ 2α−2
ˆ t
0
ds ‖(−∆+ 1)−1/2a∗(Gx)ξs‖ ‖(−∆ + 1)1/2ξs‖
+ 2α−2
ˆ t
0
ds ‖σψs‖2‖N 1/2ξs‖ ‖ξs‖. (III.66)
Using (III.38), Lemmas II.2 and II.6 we find
‖N 1/2ξt‖22 − ‖N 1/2ξ0‖2 ≤ Cα−2
ˆ t
0
ds ‖ (N + α−2)1/2 ξs‖. (III.67)
Since ‖N 1/2ξ0‖ = ‖N 1/2Υ‖F ≤ Cα−1 by assumption, we conclude with Grönwall’s inequality
that
‖(N + α−2)1/2ξt‖ ≤ C
(
α−2|t|+ α−1) ≤ C. (III.68)
Proof of Lemma III.1. We use again the notation introduced in (III.3) and (III.8), and com-
pute
‖N≤ξt‖2 − ‖N≤ξ0‖2 = i
ˆ t
0
ds 〈ξs,
[Ls, N 2≤] ξs〉. (III.69)
Since [Ls,N 2≤] = N≤ [Ls, N≤] + [Ls, N≤]N≤ (III.70)
and
[Ls, N≤] = α−2
ˆ
|k|≤K
dk
[(
|k|−1eik·x − σψs(k)
)
ak −
(
|k|−1e−ik·x − σψs(k)
)
a∗k
]
, (III.71)
we have
‖N≤ξt‖2 − ‖N≤ξ0‖2 ≤ Cα−2
ˆ t
0
ds
(
K1/2 + ‖σψs‖2
)
‖ (N≤ + α−2)1/2 ξs‖ ‖N≤ξs‖. (III.72)
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Lemma III.2 implies that ‖(N≤ + α−2)1/2ξs‖ ≤ C for all |s| ≤ Tα2. Hence we obtain with
Lemma II.2 and Grönwall’s inequality
‖N≤ξt‖ ≤ ‖N≤ξ0‖+ Cα−2
(
1 +K1/2
)
|t| ≤ ‖N≤ξ0‖+C
(
1 +K1/2
)
, (III.73)
leading with the assumption ‖N≤ξ0‖ = ‖N≤Υ‖F ≤ Cα−2 to
‖N≤ξt‖ ≤ C
(
1 +K1/2
)
. (III.74)
In order to prove (III.58), we first derive a bound on the L21/4(R
3)-norm of ϕt. For that
purpose, let ηt(k) = |k|1/4ϕt(k). The Landau–Pekar equations (I.4) imply
α2∂t‖ηt‖22 = 2Im
ˆ
dk |k|1/4ηt(k)σψt(k). (III.75)
With the aid of the Cauchy–Schwarz inequality we thus obtain
‖ηt‖22 − ‖η0‖22 ≤ α−2
ˆ t
0
ds
(
‖ηs‖22 + ‖| · |1/4σψs‖22
)
. (III.76)
Since for arbitrary κ > 0
‖| · |1/4σψs‖22 ≤ κ1/2‖σψs‖22 + κ−3/2‖| · |σψs‖22, (III.77)
and by the Plancherel identity and Sobolev’s inequality,
‖| · |σψs‖2 = C‖|ψs|2‖2 = C‖ψs‖44 ≤ C‖ψs‖4H1(R3), (III.78)
we conclude with Lemmas II.1 and II.2 and the assumption ϕ0 ∈ L21/4
(
R
3
)
that
‖ϕt‖L2
1/4
(R3) ≤ C (III.79)
for all |t| ≤ Tα2.
Using (III.6) we compute
W
(
α2ϕt
)N>W ∗(α2ϕt) = N> − φ (χ (| · | ≥ K)ϕt) + ‖χ (| · | ≥ K)ϕt‖22. (III.80)
Thus, writing ξ˜t = W
(
α2ϕt
)
ξt = e
i
´ t
0
ds(ω(s)+e(ϕs))e−iHtΨ0, we find
‖N 1/2> ξt‖2 = 〈ξ˜t, W
(
α2ϕt
)N>W ∗(α2ϕt) ξ˜t〉 ≤ 2‖N 1/2> ξ˜t‖2 + 2‖χ (| · | ≥ K)ϕt‖22. (III.81)
Since ‖χ (| · | ≥ K)ϕt‖2 ≤ K−1/4‖ϕt‖L2
1/4
(R3) it follows from (III.79) that
‖N 1/2> ξt‖2 ≤ 2 ‖N 1/2> ξ˜t‖2 + CK−1/2. (III.82)
Note that ξ˜0 = Ψ0. Hence, it remains to estimate
‖N 1/2> ξ˜t‖2 − ‖N 1/2> Ψ0‖2 = i
ˆ t
0
ds 〈ξ˜s, [H, N>] ξ˜s〉 (III.83)
where
[H, N>] = α−2
ˆ
|k|>K
dk
|k|
(
eik·xak − e−ik·xa∗k
)
. (III.84)
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It follows again from the commutator method of Lieb and Yamazaki [21], (resp. [20] or [10,
Lemma 7]) that
i [H, N>] ≤ Cα−2K−1/2(H + C) . (III.85)
And we have with (III.38) that 〈ξ˜s, Hξ˜s〉 = 〈Ψ0, HΨ0〉 ≤ C by assumption. We thus
conclude that
‖N 1/2> ξ˜t‖2 − ‖N 1/2> Ψ0‖2 ≤ C|t|α−2K−1/2 ≤ CK−1/2. (III.86)
Using again (III.6) we find similarly as in (III.80)
‖N 1/2> Ψ0‖2 = ‖N 1/2> W
(
α2ϕ0
)
Υ‖2F
≤ 2‖N 1/2> Υ‖2F + 2K−1/2‖ϕ0‖2L2
1/4
(R3) ≤ C
(
α−2 +K−1/2
)
(III.87)
where we used the assumptions ϕ0 ∈ L21/4(R3) and ‖N
1/2
> Υ‖2F ≤ cα−2. Hence we obtain
‖N 1/2> ξ˜t‖2 ≤ C
(
K−1/2 + α−2
)
(III.88)
and with (III.82) therefore also the desired bound (III.58).
III.3 Proof of Remark I.7
It suffices to show that for Υ0 = Ω and sufficiently small δ > 0, there exists a constant Cδ > 0
such that for t = δα2
‖Υt − Ω‖ ≥ Cδ (III.89)
uniformly in α. To this end, we compute
Υt − Ω =
ˆ t
0
ds
d
ds
Υs = −i
ˆ t
0
ds (N −As)Υs
= itA0Ω− i
ˆ t
0
ds
ˆ s
0
dτ
d
dτ
(N −Aτ )Υτ
= itA0Ω−
ˆ t
0
ds
ˆ s
0
dτ (N −Aτ )2Υτ + i
ˆ t
0
ds
ˆ s
0
dτ A˙τΥτ , (III.90)
and hence
〈Ω,Υt〉 − 1 = it〈Ω,A0Ω〉 −
ˆ t
0
ds
ˆ s
0
dτ 〈Ω, (N −Aτ )2Υτ 〉+ i
ˆ t
0
ds
ˆ s
0
dτ 〈Ω, A˙τΥτ 〉.
(III.91)
Lemma II.8 implies that∣∣〈Ω, (N −Aτ )2Υτ 〉∣∣ ≤ ‖(N −Aτ )2Ω‖ ≤ Cα−4 and ∣∣∣〈Ω, A˙τΥτ 〉∣∣∣ ≤ Cα−4, (III.92)
and with the notation introduced in (II.28)
〈Ω,A0Ω〉 = α−2
ˆ
dk F0(k, k) = α
−2
ˆ
dk
1
|k|2
∥∥∥R1/20 eik ·ψϕ0∥∥∥2
2
=: c0α
−2 (III.93)
for c0 > 0. We thus conclude that
‖Υt − Ω‖ ≥ |〈Ω,Υt − Ω〉| ≥ c0α−2|t| − Cα−4t2. (III.94)
Hence, for t = δα2 and δ > 0 small enough, there exists a constant Cδ > 0 such that
‖Υt − Ω‖ ≥ Cδ, uniformly in α.
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