) and 36 kinematic (Table 2) . Table 3 lists the 14 physiological parameters (4 kinetic and 10 kinematic) used for the analysis illustrated in Figure 3B of the main manuscript.
Parametric vectors of 60 components were obtained, one for each trial.
The parameters of the different trials corresponding to the same block and session were averaged, component by component, for all the experimental subjects (n = 5 animals in this case). The resulting mean vector characterized an averaged block. The total number of averaged blocks was 15 x 12 = 180, 
the cluster data report matrix which determined the clusters and their composition. The last-mentioned matrix could be represented in a hierarchical cluster tree, or dendrogram, like the one shown in Figure 3A of the main text.
We used a clustering variant that made it possible to distribute the contribution of each component according to a weight vector
, in which the values nearer to unity characterized more-significant components. The weight of the 14 parameters represented in Figure 3B of the main text was equal to unity for the specified value of the clustering statistical coefficient (0.97; the closer the value of the cophenetic correlation coefficient is to 1, the better the clustering solution). In Table S1 are indicated the characteristic values of the hierarchical clustering algorithm.
According to data included in Table S1 , the number of significant clusters was 15. It should be noticed that the 15 significant clusters included 83.89% of the averaged blocks, and that only 16.11% of the remaining averaged blocks fell into another 15 clusters, with the following distribution: 7 clusters with 1 averaged block, 3 clusters with 2, 1 cluster with 3, 2 clusters with 4, and 1 cluster with 5 averaged blocks (see Fig. 3A of the main text).
This algorithm for the post-processing of physiological records provided more homogeneity in the experimental database for the subsequent dynamic correlation analysis. The global files were clustered in an automated way, taking into account physiological criteria based on a characterization of the activity of orbicularis oculi motoneurons and interpositus neurons (kinetic parameters), and of the different types of eyelid response (kinematic parameters). This characterization was performed trial by trial, block by block, and session by session for each selected experimental animal during classical conditioning of eyelid responses.
Appendix S2. Computational algorithm of dynamic correlation
This algorithm was based on the application of a simple linear regression model, with the peculiarity that it was applied in a dynamic sequence for various correlation intervals. (Allen and Cady, 1982) .
The dynamic correlation functions
In this study, dynamic correlation functions were obtained trial by trial. For the curves represented in Figure 4B of the main text, the correlation functions corresponding to the trials taken from all the blocks of the same session were averaged -session by session -for each experimental animal during classical conditioning of eyelid responses. From these functions, a coefficient correlation matrix was obtained; and with these data, the dynamic evolution of kinetickinematic correlations during classical conditioning was evaluated.
Dynamic correlation functions enable the identification of the time of occurrence of the maximum correlation with respect to the zero reference point.
In addition, they describe how the correlation coefficients evolved during the execution of the dynamic correlation algorithm. The value of K . T with C10 , C01, = K K which maximized the dynamic correlation function was taken as an estimation of the relative time delay between the firing activities of interpositus neurons and eyelid responses, under the implicit assumption that they were linearly related. Hence, it was possible to determine "causality"
criteria, e.g., if the maximum correlation occurred before or after the start of eyelid CRs, and before or after the maximum firing rate of interpositus neurons during the conditioned stimulus-unconditioned stimulus (CS-US) interval. This analysis indicated whether or not the firing activities of interpositus neurons encoded eyelid kinematics and whether or not this activity was causally related to CR generation.
The discharge rate of interpositus neurons seemed to mirror the position and/or the velocity of eyelid CRs, and to increase during the CS-US interval in parallel with the amplitude of the learned response (Gruart and Delgado-García, 1994 ). According to the study presented here, the maximum instantaneous
) of interpositus neurons (type A; see Gruart and DelgadoGarcía, 1994) (Baccala, and Sameshima, 2001; Granger, 1980) . In practice, the significance of r(max) was usually checked, at the desired level of statistical confidence, by calculating the residual crosscorrelation. It must be mentioned here that the cross-correlation function at zero time lag is the linear correlation coefficient, an index frequently used to measure the linear interdependence between two variables (Allen and Cady, 1982; Belsley et al., 1980) .
According to the study presented here, another important point to take into account is that the difference of
with respect to
was always positive (mean difference of delay was 3.9 ms on the 1st day and 8.6 ms on the 10th day), i.e., the time of occurrence of the 
The areas underneath the instantaneous frequency functions ) (t f and the eyelid position functions ) (t è are expressed as Integrating members of both equations (1) and (2), and solving appropriately, we obtain ), thus satisfying inequalities (4).
Let us find the relationships between two components satisfying inequalities (4), e.g., components k and j k + : (6) Multiplying (5) by -1 and adding (6), we get For (4.a) in relation to (4.b), we see that
Adding (7.a) and (7.b) together, we obtain In (7) and (8) 
Another interesting relationship is the one estimating the relative increment between components of the same function:
from which we obtain
Having determined the dependent relationships of the intercepts and slopes of the simple regression models, we will now analyze these relationships for the following multiple regression model:
Integrating in (12) according to the same procedure applied before, we see that
and substituting
According to equations (3), (7), (8), and (14), there is a mathematical dependence between the parameters of the simple or multiple regression model and the estimated values of the cumulative area vector components for eyelid position è I . Hence, the relative variations of these components (see Fig. 7) depend not only on the relative variations of functions ) (t f IP and ) (t f MN , but also on how and to what extent they encode eyelid position ) (t è in the integration interval (see Fig. 4B ).
Appendix S4. Relationships between interpositus neuron firing and the percentage of CRs across conditioning
The maximum instantaneous frequency (if max.) of interpositus neurons increased across conditioning ( 
