The stability and the basin of attraction of a periodic orbit can be determined using a contraction metric, i.e., a Riemannian metric with respect to which adjacent solutions contract.
Introduction
Ordinary differential equations arise in many important applications and the determination of periodic orbits, their stability and basins of attraction are important tasks. We consider a general autonomous Ordinary Differential Equation (ODE) of the forṁ
where f : R n → R n is sufficiently smooth.
The stability and the basin of attraction of a periodic orbit can be determined using a Lyapunov function, however, its definition requires the exact position of the periodic orbit. A contraction metric can show the existence, uniqueness and stability of a periodic orbit without knowledge of its position. Moreover, a contraction metric is robust to small perturbations of the system or the metric, which ensures that even a good approximation to a contraction metric, e.g. using numerical methods, is itself a contraction metric.
A contraction metric is a Riemannian metric such that the distance between adjacent trajectories decreases over time with respect to the Riemannian metric. Such solutions are also called incrementally stable and a contraction metric is a special type of a FinslerLyapunov function [1] . The contraction condition can be formulated as a local condition in a point x ∈ R n and all adjacent solutions through x + v for small v ∈ R n . If the contraction condition holds for all points x in a compact, positively invariant and connected set K, then there exists one and only one attractor in K, it is exponentially stable and K is a subset of its basin of attraction. If the contraction holds for all adjacent directions v, then the attractor is an equilibrium. If the contraction only holds for v perpendicular to f (x) and K does not contain any equilibrium, then the attractor is a periodic orbit, see Theorem 2.1.
Contraction metrics for periodic orbits have been studied by Borg [2] with the Euclidean metric and Stenström [3] with a general Riemannian metric. Further results using a contraction metric have been obtained in [4, 5, 6, 7] .
Converse theorems, showing the existence of a contraction metric defined in the basin of attraction of an exponentially stable periodic orbit, have been obtained in [8] . [9, Section 3.5] gave a converse theorem, but the Riemannian metric M (t, x) depends on t and, in general, can become unbounded as t → ∞. In [10, Theorem 3] , the authors have expressed a transverse contraction condition, i.e. a contraction metric for periodic orbits, using Linear Matrix Inequalities and have used SOS (sum of squares) to construct it.
In the case of contraction metrics for an equilibrium, converse theorems have been established in [11] , characterizing the contraction metric as solution of a matrix-valued PDE.
Hence, an approximate solution to the PDE, e.g. using numerical methods [12] , constructs a contraction metric.
In this paper we seek to establish a similar result for contraction metrics for periodic orbits. The non-trivial challenge is to restrict the space of adjacent solutions in direction v to an (n − 1)-dimensional hyperplane by using a projection onto it.
Let us give an outline of the contents: in Section 2 we define a contraction metric, show that it provides a sufficient condition for the existence, uniqueness and exponential stability of a periodic orbit and determines its basin of attraction. Furthermore, we show that the solution of a matrix-valued PDE defines such a contraction metric. In Section 3 we prove the existence of a solution of the above matrix-valued PDE and in Section 4 we prove its uniqueness. We conclude in Section 5.
Sufficiency
Let us consider the ODEẋ
where f ∈ C σ (R n , R n ), n ∈ N and σ ≥ 1. A Riemannian metric is a matrix-valued function
, where D ⊂ R n is a domain and S n denotes the symmetric R n×n matrices, such that M (x) is positive definite for all x ∈ D. In particular, v, w x = v T M (x)w defines a point-dependent scalar product for all x ∈ D and v, w ∈ R n .
In this section we show that the solution of a certain matrix-valued PDE is a contraction metric and gives information about the existence and uniqueness of a periodic orbit as well as its basin of attraction. There are different versions of the contraction condition in the literature; the one we present synchronizes the time between adjacent trajectories such that the difference vector v is perpendicular on f (x), while the distance is measured with respect to the Riemannian metric M , i.e. v T M (x)v. It can be generalized to synchronization perpendicular to q(x), where q(x) is not perpendicular to f (x), however, the operator L M will take a different form, see [6] .
Other conditions synchronize the time between adjacent trajectories such that the dif-
v is perpendicular to f (x) with respect to the metric M . This condition is less suitable for computations, as the unknown metric M also appears in the condition for v. The vector norm in the following theorem and the rest of the paper is the Euclidean norm · = · 2 .
Theorem 2.1. Let K ⊂ R n be a compact, connected and positively invariant set which does not contain any equilibrium. Let M ∈ C 1 (K, S n ) be a Riemannian metric and let
and
is the matrix of the orbital derivatives of M ij along solutions of (2.1).
Then there is one and only one periodic orbit Ω ⊂ K, it is exponentially stable and the real part of all Floquet exponents apart from the trivial one is
and M is called a contraction metric.
For a sketch of the proof see Appendix B.
We intend to determine a matrix-valued function M as above through a matrix-valued PDE. For M ∈ C 1 (R n , S n ) and x ∈ R n with f (x) = 0 define the first-order linear differential
For all x ∈ R n with f (x) = 0 we also define
It is easy to see that P x is a projection onto the hyperplane perpendicular to f (x), i.e. P x f (x) = 0 and P x P x = P x . Moreover, we have
In the next proposition we will show that the solution of the matrix-valued PDE (2.4)
is a contraction metric in the sense of Theorem 2.1. In Theorem 3.1 we will show that if M also satisfies an extra condition at one point (3.2), then we can conclude the positive definiteness of M (x) for all x ∈ A(Ω).
Proposition 2.2. Let K ⊂ R n be a compact set which does not contain any equilibrium.
Let B ∈ C 0 (K, S n ) and M ∈ C 1 (K, S n ) be such that both B(x) and M (x) are positive
Then there is are Λ,
Proof: The definition of λ and Λ follows from the fact that B and M are positive definite and continuous on the compact set K. We have
Existence
Given an exponentially stable periodic orbit, we will now show the existence and uniqueness of the solution of (3.1) in its basin of attraction. We need to fix one value in (3.2) to guarantee that M is positive definite and to obtain uniqueness in Section 4.
where σ ≥ 2, with basin of attraction A(Ω). Fix x 0 ∈ A(Ω) and
Then there exists a solution
The solution M (x) is positive definite for all x ∈ A(Ω) and it is of the form
where Φ(t, 0; x) denotes the principal fundamental matrix solution ofφ
with Φ(0, 0; x) = I.
Proof: Denote
We will first show (3.2) in Step 1. In
Step 2 we will show LM 2 (x) = 0. In Step 3 we will prove estimates on P Stx Φ(t, 0; x) which will then enable us to show
Step 4, proving (3.1). In
Step 5 we will show that M 1 is well defined and C σ−1 . Finally, in
Step 6, we show that M is positive definite.
Step 1:
. This shows that for all x ∈ A(Ω)
On the other hand we have
This shows (3.2).
Step 2:
Step 3: P Stx Φ(t, 0; x) decreases exponentially
To proceed with the proof, we will now show that P Stx Φ(t, 0; x) decreases exponentially. This is done in several sub-steps. First we give an estimate for points x = p ∈ Ω on the periodic orbit in Lemma 3.2. Then we focus on points in a neighborhood U of the periodic orbit in Lemma 3.4; this will imply the estimate for all points x ∈ A(Ω) in Step 4, see Lemma 3.5. The matrix norm in the following lemma and the rest of the paper is · = · 2 , induced by the vector norm and sub-multiplicative. Then there is a constant c 1 > 0 such that for all p ∈ Ω and all 0 ≤ s ≤ t we have
where Φ(t, 0; p) is the principal fundamental matrix solution of the first variation equatioṅ
with Φ(0, 0; p) = I.
Proof: Note that it is sufficient to prove the result for a fixed point p ∈ Ω. Indeed, if q = S θ p is a different point on the periodic orbit, then, see (3.34)
and the result for q follows from the result for p.
Equation (3.6) is a T -periodic, linear equation for φ, where T is the period of the periodic orbit Ω, and Df is C σ−1 . By Floquet theory, the principal fundamental matrix solution Φ(t, 0; p) of (3.6) with Φ(0, 0; p) = I can be written as
where Let e 1 , . . . , e n ∈ R n denote the standard basis of R n . We have
and e At e 1 = e 1 for all t ≥ 0.
Now we show that f (S t p) = λQ(t)Se 1 holds for all t ∈ R with λ ∈ C \ {0}. Indeed, since
For t = s + T we have f (S s p) = f (S t p) and Q(s) = Q(t) by the periodicity and thus
The form of A implies that S −1 Q(t) −1 f (S t p) = λe 1 with λ = 0, and thus
holds for all t ∈ R.
We have
since Q is T -periodic. This shows (3.5).
Fix s ≥ 0 and c ∈ R n . Let us write
where we have defined the
Using (2.3) and (3.8), we have
The two terms with β 1 cancel each other out since by (3.10)
In particular, at t = s, we have with (3.10)
We have from (3.11) for 0 ≤ s ≤ t
by (3.12) . This shows (3.4) and the lemma.
We use the following result from [13, Corollary 3.6] . In a neighborhood U of the periodic orbit we define a projection of a point x ∈ U onto a point π(x) ∈ Ω on the periodic orbit.
We can synchronize the times of trajectories through x (time t) and π(x) = p (time θ)
such that π(S t x) = S θx(t) p. Moreover, we define a distance of S t x to the periodic orbit, in particular to π(S t x), which exponentially decreases along solutions. This notion of stability is also called Zhukovskii stability and its relation to Lyapunov stability has been studied, e.g. in [14] .
and σ ≥ 2 and denote by −ν < 0 the maximal real part of all its non-trivial Floquet exponents.
For ǫ ∈ (0, min(ν, 1)) there is a compact, positively invariant neighborhood U of Ω with
Furthermore, for a fixed x ∈ U there is a bijective
Finally, there is a constant C > 0 such that
(3.13)
for all θ ≥ 0 and all x ∈ U , where µ 0 = ν − ǫ.
Using Lemma 3.3, we will now show Lemma 3.4. 1+ǫ > 0 such that for all x ∈ U we have
for all t ≥ 0. Here, φ(t) is a solution of the first variation equatioṅ
Proof: Denote µ 0 = ν − ǫ > 0, let x ∈ U and denote the synchronized time by θ x (t) = θ(t), see Lemma 3.3. We now drop the subscript.
Let A(θ) := Df (S θ p) with p = π(x) ∈ Ω, where π was defined in Lemma 3.3. Using the inverse of θ(t), namely t = θ −1 , we define D(θ) := Df (S t(θ) x) and ψ(θ) := φ(t(θ)). Then we have by (3.17)
Since A(θ) = Df (S θ p) is T -periodic, we can use Floquet Theory to express the principal fundamental matrix solution Φ(θ, 0; p) ofẏ(θ) = A(θ)y(θ) as in Lemma 3.2. In the following we will abbreviate it by Φ(θ), where Φ(0) = I.
As Φ(θ) exists and is non-singular for all θ ∈ R + 0 , we have
Using (3.18) and (3.19) we have
Integrating both sides from 0 to θ ≥ 0 we obtain
Since Df is C 1 on the compact set U , there is a Lipschitz constant L > 0 such that
by (3.14). Hence, altogether we have with (3.13) and using that
Estimate on ψ(θ)
From (3.20) we obtain
for all θ ≥ 0. We have Using these estimates in (3.
. Note that this holds for all θ ≥ 0 since ψ(θ) is continuous. Using φ(t(θ)) = ψ(θ) and that t(θ) is bijective this shows (3.16).
Estimate on P S t(θ)x ψ(θ)
Note that by (2.3) we have
Hence, using (3.18) we have
Note that there is a constant R > 0 such that for all x ∈ U and all θ ≥ 0
as f ∈ C 1 in the compact, positively invariant set U . Using (3.19) we have
We now multiply with P S t(θ) x from the left, noting that P is a projection.
Let us focus on the term
Applying P S t(θ) x from the left and noting that P S t(θ) x y(θ) = P S t(θ) x f (S t(θ) x) = 0 we have
We have from Lemma 3.3
since P x is continuously differentiable with respect to x and hence Lipschitz continuous in the compact set U .
Define ρ 0 = ν − 2ǫ such that 0 < ρ 0 < µ 0 . With P S θ p Φ(θ) ≤ c 1 e −µ0θ for θ ≥ 0 from Lemma 3.2
We also have for all θ ≥ τ ≥ 0
≤ c 1 e −µ0(θ−τ ) + c 1 LCe −µ0θ by Lemma 3.2 and (3.24)
Hence, using that f (x) ≤ F for all x ∈ U , we obtain with (3.29) and (3.21)
and hence, using (3.26), |ṫ(s)| ≤ 1 + ǫ and ρ 0 < µ 0
Hence, we have with (3.28), (3.30), (3.31) and (3.21) This proves (3.15) with κ := ρ 0 /(1 + ǫ) using φ(t(θ)) = ψ(θ) and that t is a bijection on [0, ∞) as well as that we have for θ ≥ 0
usingṫ(s) ≤ 1 + ǫ and t(0) = 0.
Step 4:
Now fix x ∈ A(Ω). Denote by Φ(τ, θ; x) = Φ(τ, 0; x)Φ(θ, 0; x) −1 the state transition matrix. Note that for fixed x there exists a θ 0 > 0 such that S τ x, Df (S τ x) and thus also Φ(τ, θ; x) are defined for all τ, θ ≥ −θ 0 , and Φ(τ, θ; x) is C σ−1 with respect to x, τ and θ.
By the Chapman-Kolmogorov identities, cf. e.g. [15] , p. 151, we have
for all τ, τ + θ ≥ −θ 0 . Also,
for τ ≥ T 0 ≥ 0 and |θ| ≤ θ 0 . The last two equations follow from the fact that both functions satisfy the same initial value problem. For example, both sides of (3.35) satisfy
We have for all θ ≥ −θ 0 by a change of variables and (3.34)
We will show that g T (θ, x) converges pointwise and 
for all |θ| ≤ θ 0 and all τ ≥ 0.
Proof: Since x ∈ A(Ω) and Ω ⊂ U • , where U is compact and positively invariant, there exists T 0 such that S τ +θ x ∈ U for all τ ≥ T 0 and all |θ| ≤ θ 0 . Since all terms in (3.40)
depend continuously on τ and θ, we can choose c such that the inequality holds for all |θ| ≤ θ 0 and all τ ∈ [0, T 0 ].
We denote y = S θ+T0 x ∈ U . With t = τ − T 0 we have
by (3.15) of Lemma 3.4, where φ(t) solvesφ = Df (S t y)φ. Note that by (3.35) Φ(τ, 0;
Taking each of the columns of Φ(−T 0 , 0; y) −1 for φ(0), we obtain, first with the matrix norm · 1 and the vector norm · 1 , and then also for · 2 with a different constant as all matrix and vector norms are equivalent,
Using (3.39) completes the proof.
The right-hand side of (3.40) is integrable over τ ∈ [0, ∞). Hence, by Lebesgue's dominated convergence theorem, the function g T (θ, x), see (3.38), converges pointwise for T → ∞ for |θ| ≤ θ 0 . This shows with (3.36) that M 1 (x) = lim T →∞ g T (0, x) is well defined and symmetric.
Also, using (3.36), (3.33) and (3.32), we have
by (3.34). The right-hand side converges uniformly for |θ| ≤ θ 0 as T → ∞ by (3.40). Hence, we can exchange limit and derivative, obtaining for |θ| < θ 0 , again with (3.40),
Altogether, we thus have
by (3.38)
The last term is zero since Φ(t, 0; x)f (x) = f (S t x) and thus
This shows the matrix equation LM 1 (x) = −C(x) and thus (3.1).
Step 5: Smoothness of M 1
To prove that M 1 ∈ C σ−1 (A(x 0 ), S n ), we will define ψ(t, x) := P Stx φ(t), where φ(t) is a solution of the first variation equationφ(t) = Df (S t x)φ(t). We will show by induction with respect to |α| that
for all |α| ≤ σ − 1, x ∈ U and t ≥ 0, where κ 0 := κ 2 . For α = 0, (3.42) follows directly from Lemma 3.4.
f (Stx) 2 and a = f (x). For i = 1, . . . , n let φ i (0, x) = P x e i and let φ i (t, x) be a solution ofφ(t) = Df (S t x)φ(t). Then Ψ(t, x) = (a 1 φ 0 (t, x) + P Stx φ 1 (t, x), . . . , a n φ 0 (t, x) + P Stx φ n (t, x)) is the principal fundamental matrix solution of
where
is a solution of (3.43) and in a similar way to (3.25) that P Stx φ i (t, x) for i = 1, . . . , n are solutions of (3.43), see also [14] . Note that
We have with Lemma 3.4
and, as all norms are equivalent and Ψ(0, x) = I, with a different constant
for all t ≥ 0 and all x ∈ U .
We will now show the estimate
for all t ≥ 0, 0 ≤ s ≤ t and all x ∈ U . From (3.44) we obtain by considering the point S s x and the time t − s
Denoting the transition matrix from s to t for (3.43) by Ψ(t, s; x), we have with (3.34)
by (3.46 ). This shows (3.45).
Now we assume (3.42) is true for all α ′ with |α ′ | ≤ k − 1 and seek to show it for |α| = k ≤ σ − 1. We will write
and show that each term satisfies the exponential bound in (3.42).
For the second term of (3.48), we have
for all t ≥ 0 and x ∈ U since f (S t x) T P Stx = 0. Hence,
By induction assumption and smoothness of f in the compact, positively invariant set U , the norm of the right-hand side is smaller than ce −κ0t max 0≤β<α ∂ β x ψ(0, x) , and thus so is the left-hand side. This shows the exponential bound on the norm of the second term of (3.48).
For the first term of (3.48), we have
Note that we could exchange ∂ From the induction assumption we know that for all
From the definition of A, since f ∈ C σ (R n , R n ) and U is compact and positively invariant, there is a constant bounding ∂ α1 x A(t, x) for all |α 1 | ≤ σ − 1, t ≥ 0 and x ∈ U . This shows altogether that
for all t ≥ 0 and x ∈ U .
Using the variation of the constant formula, the solution z(t,
Application of the projection P Stx from the left on both sides gives
Then we have with (3.44), (3.45) and (3.50)
This shows the bound on the first term of (3.48) and thus (3.42).
Next, we show that
) dt converges uniformly with respect to x as T → ∞ for 1 ≤ |α| ≤ σ − 1. Let x ∈ A(Ω) and let O be a bounded, open neighborhood of x, such that O ⊂ A(Ω). Since O is compact, there is a T 0 ∈ R + 0 such that S T0+t O ⊂ U holds for all t ≥ 0. Hence, it is sufficient to show the statement for all
We can write the i-th column of P Stx Φ(t, 0, x) as ψ(t, x) = P Stx Φ(t, 0; x)e i = P Stx φ(t, x) with φ(0, x) = e i . Thus, ∂ α x ψ(0, x) = ∂ α x P x e i , which can be bounded by a constant for all x ∈ U and |α| ≤ σ − 1 by the smoothness of f . Similarly, ∂ α x B(S t x) can be bounded by a constant for all x ∈ U , t ≥ 0 and |α| ≤ σ − 1. Altogether, we have by (3.42)
for all x ∈ U and all T ≥ 0. Hence,
Step 6: positive definiteness
To show the positive definiteness of M , fix x ∈ A(Ω) and consider a general
with v = P x w, so v ⊥ f (x), and c = f (x) T w. Hence, using C(x) = P T x B(x)P x , we have
due to the positive definiteness of B and c 0 > 0. We seek to show that the term is only 0 if
Let us assume that the term is zero, i.e. both summands are zero. The first term, since B is positive definite, is only zero if P Stx Φ(t, 0; x)w = 0 for all t ≥ 0. In particular, for t = 0
we have 0 = P x w = v. If the second term is zero, then, since c 0 > 0, c = 0, which together yields w = 0.
This proves the theorem.
Uniqueness
To show uniqueness of solutions to (3.1) and (3.2) in Theorem 4.2, let us first state the following lemma.
Lemma 4.1. Denote by φ 1 and φ 2 two solutions ofφ(t) = Df (S t x)φ(t). Let M ∈ C 1 (R n , S n ) such that M (x) is positive definite for all x ∈ R n .
For the second statement we calculate
We will show that each term in (4.5) is zero.
From ( → 0 as t → ∞ since M i are continuous, t≥0 S t x is compact and P Stx Φ(t, 0; x) is exponentially decreasing to zero by Lemma 3.4 (note that there exists T 0 ≥ 0 such that for all t ≥ T 0 we have S t x ∈ U as x ∈ A(Ω)).
Similarly, using (4.3) and (4.4), we have P T [M 1 (x) − M 2 (x)]P x = 0 T . This shows that the first three terms of (4.5) are zero.
as t → ∞. By (3.2), for x = x 0 we have for i = 1, 2
f (x 0 ) f (x 0 ) 2 = c 0 and thus C 1 = C 2 . This means that
for all x ∈ A(Ω) and shows that the last term in (4.5) is zero.
Conclusions
In this paper we have presented a matrix-valued PDE with a given value at one point;
we have shown existence and uniqueness of a solution, we have established that the solution is of a specific form and that it is a positive definite matrix at each point.
In particular, this shows that the solution is a contraction metric, which implies the existence, uniqueness and exponential stability of a periodic orbit, and determines its basin of attraction. We have thus shown a converse theorem on the existence of a contraction metric for periodic orbits.
By characterizing the contraction metric as solution of a PDE, numerical methods can now be employed for its explicit construction. For example, mesh-free collocation can be used to solve this linear matrix-valued PDE [12] , and error estimates are available. Since even an approximation to the solution of the PDE is a contraction metric, this allows for the explicit construction of a contraction metric. 
