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From a theoretical perspective data does not 
constitute a traditional business asset. Existing 
valuation approaches are either sector specific or still 
unexplored. In modern businesses the value-adding use 
and monetization of existing “big data” represents one 
of the greatest potentials in the context of digital 
transformation. This paper aims at reviewing methods 
and developing an integrated methodology for the value 
determination of data in general and for use in the 
manufacturing industry in particular. Therefore, the 
general state of research in data value assessment is 
investigated by a broad literature analysis. Based on the 
identified general principles, methodological 
requirements for data value determination are 
compiled. A new methodology for data evaluation is 
developed and applied to four use cases coming from 
the automotive industry. The results show that the 
methodology can be used in different contexts and thus 
enables managers to explore the most promising use 
cases for data-driven business. 
1. Introduction  
For many companies owning data is already more 
important than holding traditional assets [1]. From a 
traditional asset theory perspective, however, data does 
not constitute an asset. As a result, data and its value in 
business practice are generally not structurally treated 
and valued as such [2]. In contrast, the accounting and 
maintenance of traditional financial assets such as fixed 
assets, real estate, etc. is standardized and established in 
organizations [3]. According to the quote "if you can't 
measure it, you can't manage it", however, the valuation 
of resources represents the most important step for their 
goal-oriented management and control [4]. Since the 
end of the 1990s there has also been a direct need in the 
field of data management to quantify the value of data 
for an organization analogously to other tangible and 
intangible resources [5]. Although the demand for 
monetary data valuation has grown continuously over 
the course of the worldwide increase in data volumes, 
no generally applicable, cross-sector methods have yet 
been established for this in theory and practice [6]. 
Existing calculation approaches are either industry 
specific solutions or still largely unexplored in practice 
[3]. The problem is also illustrated by a worldwide 
survey conducted by Gartner Consulting in 2014: 
According to this study, 89% of the organizations 
already regard data as structural assets, but only 24% 
can quantify their actual financial value [7]. Since 
traditional business management approaches to 
controlling assets can be applied to data only to a very 
limited extent, this methodological gap often leads in 
practice to the use of methods that are not suitable for 
data evaluation [8].  
The automotive industry is particularly affected by 
the disruptive innovation effects of data valuation [9]. 
The value-adding use of large amounts of data holds one 
of the greatest transformation potentials for the industry. 
A modern car generates up to 25 gigabytes of data per 
hour [10]. In combination with innovative analytics 
tools these data volumes hold a competitive potential for 
manufacturers both for the development of customized 
products and new business models as well as for process 
optimization. E. g., a McKinsey study estimates the 
added value of profitable use and monetization of data 
generated in vehicles at 450 billion US dollars by 2030 
[11].  
This paper makes a contribution to those studies 
from a scientific perspective. Section 2 takes a short 
look at the theoretical background of data valuation. 
Section 3 examines the practical suitability and up-to-
dateness of methods mentioned in literature. Section 4 
introduces approaches to data valuation to prioritize 
data-driven business use cases. On this basis we propose 
a new methodology for holistic data valuation and 
priority setting which is adapted to the requirements of 
today's data business. Finally, sections 5 and 6 validate 
and conclude the research by looking at real world use 
cases coming from a large automobile manufacturer.  







2. Data Valuation Review 
2.1. Determining factors of data value 
Data can generate value for an organization in 
different ways. On the one hand, data can generate a 
specific value for an organization with regard to its 
specific business model. On the other hand, data can 
also be sold as a marketable product. Gartner strategy 
consultants use this classification to distinguish between 
direct and indirect data monetization [12]. Value 
creation based on data can also be considered a four-
phase maturity model: 
o Monitoring (Phase 1): Data is used to detect 
potentials to improve the efficiency of existing 
processes and simultaneously identify their costs and 
risks. 
o Optimization (Phase 2): Data is used to gain a 
better understanding of the customer in order to 
optimize products and services.  
o Growth (Phase 3): Data is used to generate new 
sales opportunities and new sources of revenue for an 
organization. 
o Monetization (Phase 4): In this phase, data 
itself is priced as a primary product on the market 
(highest level of value creation). 
The true data value only arises looking at the 
entirety of all phases of the data value chain. Thus, the 
factors determining the internal value of data are equally 
relevant as the parameters determining the value on data 
marketplaces. A research report by the Fraunhofer 
Institute shows that two main parameters influence the 
value of data [13]: context and intended use. The first 
factor considers the circumstances and conditions under 
which the data is used. This is further detailed by the 
parameters data source, quality, and type. The factor 
"purpose of use" includes the market on which the data 
is traded as well as the actors who provide or require the 
data. Further influencing factors are law-related 
(context) and economy-related (use) ones [14]. Law-
related factors depend on aspects of data usage or data 
transfer. Economic factors include the market form or 
the exclusivity of data access [15].  
According to a study conducted by the University 
of Potsdam in 2013, data quality is the most important 
influencing factor for the successful value creation 
through data-driven analytics and thus for the value of 
data [16]. This finding is supported by the results of a 
study done by the IT consultancy MHP, which states 
that securing and improving data quality are the most 
important tasks in value-oriented data management. It is 
not without reason that veracity – the quality of data – is 
the sixth dimension of the definition of “Big Data” along 
with volume, variety, velocity, variability, and value 
itself [17]. Veracity comprises two aspects: first, the 
consistency of the respective data sample which means 
their statistical reliability. Second, the aspect of data 
trustworthiness which is influenced by several factors 
like the origin of data and its collection and processing 
methods. The definition of veracity shows that the 
quality factor is one of the most complex parameters in 
data value determination, which is composed of a large 
number of other parameters [18]. Therefore, data quality 
is discussed in more detail below. Neither in the 
literature nor in business practice there is a 
comprehensive list of factors influencing data quality. 
Since the term is strongly subjectively coined, many 
definitions remain on a very simplified level, e. g., 
saying that data shows a high level of quality if it is 
suitable for its intended purpose in enterprise, decision-
making, and planning [19]. Data quality is also 
influenced by corresponding factors (also called quality 
attributes or dimensions) depending on the specific 
application [20]. In the scientific literature you find a 
broad spectrum of these factors of data quality. Already 
in 1995, Wang et al. present a total of 15 data quality 
dimensions, which are extended in 2001 by Redman to 
a total of 51 quality attributes [18] [21]. Figure 1 
illustrates the procedure of quality criteria assessment.  
 
 
Figure 1. Exploration of data quality criteria. 
 
In the first step, general quality categories are 
assigned via classification schemes, so-called 
taxonomies. A literature review of the most important, 
generally applicable taxonomies for data quality shows 
that the attributes "Accuracy", "Completeness", 
"Relevancy", and "Availability" are largely included 
across categories [22]. In the second step, the previously 
identified factors are compared to quality attributes 
relevant in the context of data valuation. A total of 14 
quality attributes mentioned in the Gartner concept of 
"Infonomics" are used as a basis [12]. In the final step, 
these parameters are compared to quality attributes 
specifically used in the automotive industry and 
validated for their practical applicability. This is done 
by a survey that is conducted among data specialists of 
a German premium car manufacturer [23]. The quality 
attributes found in this three-steps approach are 
considered relevant in the context of this paper. 
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14 benchmark attributes based on Laney (2017)
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Data quality within the framework of data 
evaluation is a multidimensional concept. For an 
organization, this concept consists of both subjective 
perceptions of individual persons and objective, 
process-specific criteria [24]. Subjective quality criteria 
on the one hand can only be defined by individual users 
based on their personal views, experiences, and 
backgrounds. Objective criteria, on the other hand, can 
be determined precisely on the basis of a detailed 
analysis of the data. 
2.2. Scientific approaches to determine data 
value 
After looking at general principles and factors 
influencing the value of data in Section 2.1., this section 
focuses on methods and models for specific valuation 
approaches that can be extracted from scientific 
literature. Three financial valuation approaches are 
associated with market value, cost, and benefits [25]. In 
addition, recent publications recommend a risk-oriented 
approach to data valuation because of the large 
monetary business risks that can arise for an 
organization when data is lost or misused [26]. In cost-
oriented valuation approaches, the costs that the data 
owner must bear for production, procurement, and 
maintenance form the data value. Benefit-oriented 
approaches calculate a data value based on the financial 
returns arising from data use over the entire life cycle. 
The financial value of data is reflected by the 
contribution data can make to business performance, 
such as increasing customer satisfaction. However, in 
benefit-oriented approaches, data generates value for an 
organization not only financially, but also from a 
qualitative perspective. In the reviewed literature there 
is a consensus that the utility value of data should also 
consider non-financial qualitative perspectives [27]. In 
risk-oriented approaches, the data value is derived from 
the monetary damage potential regarding the data 
quality required for the application and the effort 
required to improve and manage data quality errors [28]. 
Market value oriented approaches are based on the 
assumption that data is sold on data markets and that 
sales prices ultimately determine its value. The different 
approaches are structured in Figure 2 where transparent 
icons characterize use case specific approaches.  
 
Figure 2. Data valuation approaches in 
scientific literature. 
3. Evaluation Methods Review 
In this section, the approaches shown in Figure 2 
are evaluated and analyzed regarding their suitability for 
a holistic data value determination in the automotive 
industry. For this purpose, corresponding specific 
requirements for data value determination are defined. 
This procedure follows the standard process of 
requirements engineering defined by the IEEE 
association, which consists of four steps, shown in 
Figure 3 [40].  
 
 
Figure 3. Requirements engineering process. 
 
Step 1 is based on the inventory approach. This is 
one of the most well-known methods of requirements 
analysis in the software area and done by studying 
written documents such as reports or statistics. For this 
step a literature analysis is conducted here. In step 2 of 
the process the requirements identified in step 1 are 
categorized in two different ways. On the one hand, they 
are differentiated according functional and non-
functional requirements [41]. On the other hand, these 
functional and non-functional requirements are assigned 
to three main requirement groups A, B, and C.  
A) Holistic approach of data value  
One of the main factors influencing data value is the 
data quality, which can be measured by different criteria 
[42]. The costs incurred by data storage, preparation, 
and maintenance over the entire data value creation 
cycle reduce the data value. For a holistic data 
evaluation, a calculation logic must include cost factors 
in addition to benefit factors. In total, four functional 
requirements belong to Group A: 
o Requirement A1: The calculation logic of the 
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financial and non-financial parameters that influence 
data value. 
o Requirement A2: The calculation methodology 
does not only consider monetary benefits of data, but 
also includes calculation factors that measure the value 
of data in a qualitative way. 
o Requirement A3: All data quality factors 
identified in Section 2.1 must be included in the 
methodology. 
o Requirement A4: Cost parameters incurring 
over the whole data life cycle have to be considered in 
the methodology. 
B) Laws of data value 
The literature review reveals seven laws that 
describe differences between the value theory of data 
and the value theory of material goods. The principles 
of divisibility of data and time-dependent loss of data 
are taken into account. Moreover, data does not have a 
value that is realized only once, but can generate its 
value over a value creation lifecycle. In Group B, this 
lifecycle aspect results in the following two functional 
and one non-functional requirements: 
o Requirement B1 (functional): Integration of 
the simultaneous value creation potential of data for 
different users into the evaluation logic 
o Requirement B2 (functional): Integration of 
factors that reflect the time dependency of the data value 
into the evaluation logic 
o Requirement B3 (non-functional): Integration 
of the overall value creation potential into the evaluation 
logic of the methodology, not only considering just the 
data value within a use case 
 
C) Prioritization of data value 
In order to identify and prioritize the most relevant 
use cases of data as an asset, the methodology must be 
based predominantly on calculation factors that can be 
determined with little effort. While the expected benefit 
as well as costs usually require time consuming 
estimation procedures, the data quality of an existing 
data basis, for example, can be determined at an early 
stage. 
Prioritizing data-driven use cases allows also to 
make general statements about the overall data 
potentials. One approach is to consider the value 
contributions of use cases realized in the past as the 
basis for future data value (see approaches described in 
Section 2.2). However, this approach has a fundamental 
structural disadvantage. Potentials realized in the past 
are often achieved in an environment and with a data 
infrastructure that is not primarily designed for data-
driven use cases. However, to justify investments in 
strategic data collection, storage, and maintenance, the 
data infrastructure available for future vehicles must be 
considered. This leads to the following requirements 
within Group C: 
o Requirement C1 (functional): Consideration of 
parameters that can be determined and quantified at an 
early stage 
o Requirement C2 (non-functional): Avoidance 
of data prioritization based on past use cases and former 
data infrastructures  
In expert workshops the evaluation methods 
identified in the literature are reviewed using a scoring 
approach to assess the degree of fulfilment of the 
mentioned requirements. In the analysis all approaches 
described in Section 2.2 are considered, which actually 
determine the data value in a quantitative and general 
way (visualized by black bullets in Figure 2). Figure 4 
reflects the extent to which these methods meet the 
requirements as a percentage value. In this way, Figure 
4 shows which of the three basic approaches (cost-
oriented, benefit-oriented, and further methods) meet 
the requirements of the three individual groups best, 
when viewed as a whole. 
 
 
Figure 4. Fulfilment of data evaluation 
requirements 
 
Finally, the graph shows how the methods perform 
across all requirements (right column). Usage-oriented 
methods are best suited for a holistic data evaluation 
approach with a degree of fulfilment of 53 % 
(requirements of Group A). With a degree of fulfilment 
of 50 %, they also take into account the special 
characteristics in data value behavior (requirements of 
Group B). To prioritize data-driven use cases 
(requirements of Group C), it is recommended to use the 
instruments included in the category "further methods" 
(degree of fulfilment 83%). In addition, the analysis 
shows that none of the methods fulfills all requirements 
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considered is fully suitable (100%) for a holistic data 
evaluation. Laney’s economic value approach achieves 
the maximum percentage (71%), but is far away from 
the optimum. 
4. Methodology for Data Valuation  
4.1. Data value analysis approach 
To integrate the four-stage data value creation logic 
(see Section 2.1) into the methodology to be developed, 
the concept of maturity assessment for car components, 
established in the automotive industry, is used. It 
measures the maturity of components with regard to 
their suitability for series production at defined 
milestones in the product development process. 
This logic is also applicable in the context of data 
quality determination. First, the analysis framework is 
comparable. While measuring the maturity of material 
components for manufacturability in series production, 
it is crucial for data quality determination to find out to 
what extent the required data has the appropriate 
maturity needed for the manufacturing use case. Second, 
the value-adding use of data follows the value creation 
process in manufacturing. In this process, data must 
meet more stringent quality criteria as the value-added 
process progresses. In addition, a maturity assessment is 
generally advantageous if the associated results cannot 
be made measurable by means of key figures. Finally, 
the logic of data maturity assessment is already 
established in the automotive industry, which elevates 
the acceptance of the proposed methodology in practice.  
While transferring the logic of maturity assessment 
to the area of data quality, a first step is to define 
relevant maturity levels gM (g: degree; M: maturity 
level). 
 
Maturity level 1: Technical validity of data (gM1). 
The first maturity level indicates whether the data 
examined for a use case meets the purely technical 
requirements for data evaluation and is therefore 
"technically" valid for this use case. This is expressed 
by the question whether the systems are connected 
(connected systems gM1_Co), whether the data has an 
appropriate format (gM1_F) and whether the data is 
accessible to all parties involved (accessibility gM1_Ac).  
𝑔𝑀1 = √𝑔𝑀1_𝐶𝑜 × 𝑔𝑀1_𝐹 × 𝑔𝑀1_𝐴𝑐
3  (1) 
 
Maturity level 2: Business relevance of data (gM2). 
This level of maturity represents the relevance of 
the examined data for the intended purpose. On this 
level, it is checked whether the data can be used 
(usability gM2_P) and whether the data is available in 
sufficient sample size (sample size gM2_S). 
𝑔𝑀2 = √𝑔𝑀2_𝑃 × 𝑔𝑀2_𝑆
2  (2) 
Maturity level 3: Business readiness of data (gM3). 
The third level of maturity reflects the extent to 
which the data is capable of generating value within the 
application framework of a use case. The parameters 
relevant for calculation are the consistency of the data 
(gM3_CT), its accuracy (gM3_A), timeliness (gM3_T), and 
completeness (gM3_C). The individual quality factors are 
rated by the responsible data scientist using a four-level 
scale (1: poor proficiency to 4: very high proficiency).  
𝑔𝑀3 = √𝑔𝑀3_𝐶𝑇 × 𝑔𝑀3_𝐴 × 𝑔𝑀3_𝑇 × 𝑔𝑀3_𝐶
4  (3) 
The total data maturity level gM_total is aggregated 
from the individual maturity levels using the same 
calculation. 
𝑔𝑀_𝑡𝑜𝑡𝑎𝑙 = √𝑔𝑀1 × 𝑔𝑀2 × 𝑔𝑀3
3  (4) 
4.2. Cost determination approach 
A detailed cost calculation in each of the four 
phases (see Section 2.1) is not possible. Use case 
specific costs can only be identified for phase 4. 
However, according to internal calculations in company 
specific case studies the costs incurring in the fourth 
phase represent 70 % to 95 % of the total costs over the 
entire data management life cycle. 
Thus, the first step is to find a suitable approach that 
can be used to determine the costs for Phase 4. It is 
assumed that the management of data analysis projects 
is comparable to the management of complex software 
or IT projects [43]. Here, experience-based cost 
estimation by expert interviews, algorithmic cost 
modelling, analogical reasoning, Parkinson's Law or 
pricing-to-win are popular methods established in 
practice [41]. For cost estimation of data-driven use 
cases in the automotive context, the method of 
"analogical reasoning" is used for the reasons explained 
below. In software projects to be reevaluated, the 
analogical reasoning is based on completed projects that 
have already been evaluated on the cost side. This 
makes it possible to increase efficiency in cost 
evaluation by simplifying the formation of analogies. In 
the case study here, this method fulfils all conditions, 
which must apply for the use of the analogical 
estimation. The analogical approach is based on specific 
comparison criteria [44]. For this purpose, the following 
methods of experience-based software cost estimation 
are analyzed: The Function Point method, the CoCoMo 
method, the ObjectMetrix method and the Use Case 
Points method, which belong to the most popular ones 
[45]. 
The Function Point method allows a quantitative 
estimation of software costs at an early development 
stage and is characterized by high adaptability and 




and complexity of software are assessed and rated by 
function points. The prediction of the project effort is 
based on these function points.  
The factors, which mainly influence the costs of 
data arising in phase 4, are determined by expert 
discussions. This leads to eight evaluation factors: 
number of data sources, data transformation effort, 
variance of data source type, size of data volume, 
number of data users, query complexity, data protection 
requirements, redundancy of data storage. The 
individual factors for a specific use case are evaluated 
by a data scientist responsible for the use case data. The 
data scientist assigns the value 3 for a high (“L”), 2 for 
a medium (“M”) and 1 for a low (“S”) expression of the 
factor associated with the data of the considered use 
case. For cost evaluation it is decisive to differentiate 
whether the data is stored and processed on the 
organization's own internal servers or on rented external 
servers, e. g., in a cloud. This relationship is considered 
via weighting the function points. Depending on this, 
the cost factors of "size of data volume", "data 
protection requirements", and "redundancy of data 
storage" differ (see Figure 5). 
 
 
Figure 5. Cost determination of use cases (UC) 
by Function Point approach. 
 
Finally, the function points of the respective 
valuation factor result from a line-by-line multiplication 
of the valuation factor X by the weighting Y. The 
column total of all function points characterizes the use 
case with regards to the cost factors. Using the before 
mentioned function point methodology historical data 
projects are evaluated in expert workshops. The 
interpolation of results leads to the functional 
relationship between function points and IT costs 
qualitatively shown in Figure 5 which can be described 
mathematically as:  
𝐸𝑥𝑡: 𝐶𝐼𝑇 (𝐹𝑃𝐸𝑋𝑇) = 0,5 × (𝐹𝑃𝐸𝑋𝑇)
2 −
 6,7 × 𝐹𝑃𝐸𝑋𝑇 +  35  
(5) 
Int: 𝐶𝐼𝑇(𝐹𝑃𝐼𝑁𝑇) = 0,7 × (𝐹𝑃𝐼𝑁𝑇) − 20 ×
𝐹𝑃𝐼𝑁𝑇 +  170  
(6) 
4.3. Storage value potential approach 
This methodology allows a quantitative 
determination of the quality of data assets. The original 
formula of the "data value costing method" divides the 
total cost incurred over the data management lifecycle 
by the parameters “user identification level”, 
“timeliness”, and “error rate”. Since the data maturity 
indicator presented in the previous section is more 
accurate due to the large number of influencing 
parameters behind it and the background  is very similar, 
the error rate parameter is replaced by the data maturity 
parameter introduced in the previous section. The 
"timeliness" parameter is included in the maturity value 
and therefore eliminated as a separate calculation 
parameter. As in the original formula, the "user 
identification degree gUI" remains in the denominator as 
a factor influencing the data value. Formula 7 shows the 
calculation for the added storage value potential 
approach. 
𝐴𝑑𝑑𝑒𝑑 𝑆𝑉𝑃 = [(∑ 𝑔𝑃𝐼𝑖
𝑛
𝑖=1 × 𝑃𝐼𝑖) +
      (∑ 𝑔𝑃𝐼𝑒 × 𝑃𝐼𝑒 
𝑚





The added storage value potential (SVP) of the data 
considers the use by further internal (formula symbol n) 
and external parties (formula symbol m). The 
plausibility factor gPl is introduced for this purpose. In 
the case of internal parties, this describes to what extent 
the internal departments will benefit from the respective 
data (formula symbol gPIi). In the case of external 
parties, the parameter expresses the probability that the 
potential recipient of the data is actually willing to pay 
for this data (formula symbol gPIe). The degree of 
plausibility is measured in percent. The storage value 
potential is finally calculated by multiplying the sum of 
all potentials PI of internal and external parties (in each 
case corrected by multiplying the plausibility factor gPl) 
by the costs Ctotal, which are modified by the factors 
gM_total and gUI. The calculated numerical value reflects 
the potential value of the data through multiple use in 
different areas of an organization. This value is derived 
from the costs incurred. 
4.4. Future oriented data value approach 
The future-oriented data value determination is done 
by replacing the economic data value of Laney (see 
Section 2) by a time-dependent function. First the data 
value factor is expressed in a more realistic way by 
introducing four data benefit categories. Data can 
generate financial benefits and hence value in different 
ways. Since the turnover parameter (symbol R) 
contained in the formula so far does not reflect these 
different benefit potentials, the parameter is renamed the 
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variables in the automotive industry, the following 
benefit categories can be defined: 
o Increase of the contribution margin (formula 
symbol BCM)  
o Reduction of warranty costs (BWC symbol) 
o Reduction of one-time expense costs (formula 
symbol BOTEC) 
o Reduction of manufacturing costs (BMC 
symbol) 
If data generates more sales or if data is monetized 
and sold as an asset, the contribution margin increases.  
Analogous to the logic of the economic information 
value, the data value results from the sum of the 
financial benefits realized within the different benefit 
categories described above. This benefit is reflected by 
the difference between the financial benefit resulting 
from the use of the data (addition _I in the index) and 
the value without use of the data. If concrete figures are 
not known, the value is set to zero. As a rule, the 
financial benefit of the data is determined at the end of 
the observation period tb in which the value is generated. 
The lifespan of this data usually extends well beyond the 
observation period tb (except for data that quickly loses 
value). Therefore, the parameter BD, which can be 
calculated by formula 8, describes the financial benefit 
of the data at the end of the observation period (time tb). 
𝐵𝐷 = (𝐵𝐶𝑀_𝐼 − 𝐵𝐶𝑀) + (𝐵𝑊𝐶_𝐼 − 𝐵𝑊𝐶) +
(𝐵𝑂𝑇𝐸𝐶_𝐼 − 𝐵𝑂𝑇𝐸𝐶) + (𝐵𝑀𝐶_𝐼 − 𝐵𝑀𝐶)  
(8) 
The next factor included in the formula is the time 
dependency of the financial benefit of data. Therefore, 
the parameters that influence the value of data over time 
must be identified in the first step. The degree of 
aggregation of the data plays a decisive role here: 
Individual data loses value over the course of time, 
whereas data that is continuously combined with other 
data increases in value over the course of time. 
However, this does not apply equally to all data of an 
organization. Rather, the purpose for which the data is 
used also influences its value over time [24]. This 
dependency is investigated by a study of the American 
Nuclus Research Institute, among others. In a total of 47 
companies, the half-lives of data are analyzed 
depending on whether strategic, tactical or operational 
data is involved [46]. Value functions take into account 
the time factor t for various data classes. Strategic data 
(VSD) has a linear value progression (see Figure 6). 
The slope of the curves is negative for single data 
and positive for aggregated data. The value progressions 
of individual and aggregated tactical and operational 
data are similar to those of exponential functions. The 
following assumptions apply: Individual data reaches its 
maximum value at the end of the initial observation 
period (duration tb). In practice, the data value in a use 
case is usually determined at the end of an initial 
analysis period tb. The factor T indicates the data 
lifetime in analogy to the economic data value. As a 
rule, the length of the observation period tb and the 
financial data benefit Vx(tb) (for x see Figure 6) achieved 
therein are known. 
 
Figure 6. Time dependency of data value. 
 
The investigations of the Nuclus Research Institute 
show that the value of strategic data at the end of the 
lifecycle is either halved (for individual data) or 
increased by 50% (for aggregated data) compared to the 
value of the data at time t0. In accordance with the 
gradient triangle of linear functions, the gradient for 
strategic data is shown in the formulas 10 and 11. Based 
on the previously made assumption that the value at time 
t0 corresponds to the value at time tb, the intersection of 
the gradient line VSD(t) with the y-axis gives the value 
of the data at time VSD(tb) (symbol c in the general linear 
function, see formula 9. 












The general exponential function is given by 
formula 12. The factor c represents the stretching or 
compression in the x direction. The factor represents the 
stretching or compression in the y direction.  
𝑦(𝑥) = 𝑎 × 𝑒𝑐×𝑥 (12) 
"0<c<1: stretching the graph by a factor " 1/c " in x-
direction ";  
"c>1: compression of the graph by the factor" 1/c " in x-
direction."; 
"0<a<1: compression of the graph by the factor a in" "y-
direction"; 
"a>1: stretching of the graph by the factor a in y-
direction" 
The Nuclus Research Institute finds that aggregated 
tactical data reaches a certain function value 
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y(x) (see formula 12). The basic function appears to be 
stretched by a factor of 2.5 in the direction of the 
positive x-axis. This results in the value 0.4 for c (see 
formula 13). In addition, the function starts at time tb, 
so the factor a corresponds to the function value at time 
tb (VTD_agg(tb)). 
Compared to the aggregated tactical data, 
aggregated operational data reaches a certain function 
value twice as late. Accordingly, the function is 
stretched by a factor of 5 in the direction of the positive 




















For individual tactical and operational data, the 
progression can be shown on the y-axis, so that the 
exponent of the exponential function is given a negative 
sign. Due to the mirrored function progressions, the 
stretching factor c of the aggregated tactical data 
corresponds to that of the individual operative data (c 
for VOD is 0.4). The stretching factor c of the aggregated 
operational data corresponds to that of the individual 
tactical data (c for VTD is 0.2). The functions for 
individual tactical and operational data are shown by the 
formulas (15) and (16). 
𝑉𝑇𝐷(𝑡) =
𝑉𝑇𝐷(𝑡𝑏) [10
















With the functions shown, it is finally possible to 
calculate the financial data value of a use case from the 
end of the observation period tb to the end of the data 
lifetime T for different data types. 
5. Application in Practice  
The previously introduced methodology is applied 
to three practical use cases in the automotive industry 
where real-world data is analyzed for its value. The first 
use case aims at time reduction of failure analysis in 
vehicle assembly by using production and quality data. 
The second use case explores the increase of post-
purchase sales by using existing vehicle configuration 
data of existing customers. The third use case addresses 
the sale of vehicle-generated environmental data to third 
parties.  
For use case 2 some calculations of the data value 
approaches introduced in Section 4 are presented to 
illustrate the concept.  
The post-purchase upselling use case increases 
revenues through the sale of additional vehicle 
equipment based on configuration data of vehicles sold 
of one vehicle type.  Each new vehicle configuration 
extends the data basis. The data in this use case therefore 
belongs to the class of aggregated strategic data. With a 
new series of a vehicle, the equipment packages and 
configuration options usually change, so that the 
lifetime of the data corresponds to the lifetime of the 
series of the vehicle (on average 6.5 years). As the data 
enables additional sales, it is assigned to the financial 
benefit category "increase in contribution margin 
(BCM)". Figure 7 and 8 show some calculations of this 




Figure 7: Use Case “Post-Purchase-Upselling” 
Calculations. 
 
Figure 8. Summary of calculation results for 
use cases 1 to 3. 
6. Conclusions  
This paper starts by introducing the theoretical 
principles and the main factors that influence the value 
of data. The focus is particularly on the cost types over 
the data lifecycle, from data collection to data usage. 
Data Maturity Level gM_total
𝑡2:  𝑔𝑀1 = 𝑔𝑀1_𝐶𝑜 × 𝑔𝑀1_𝐹 × 𝑔𝑀1_𝐴𝑐
3 = 0 25 × 0 50 × 0 50 
3
=     
𝑡2:  𝑔𝑀2 = 𝑔𝑀2_𝑃 × 𝑔𝑀2_𝑆
2 = 1 00 × 0 75
2
 =     
𝑡2:  𝑔𝑀3 = 𝑔𝑀3_𝐶𝑇 × 𝑔𝑀3_𝐴 × 𝑔𝑀3_𝑇 × 𝑔𝑀3_𝐶
4 = 0 50 × 1 00 × 0 75 × 0 75
4
=     
𝑡2:  𝑔𝑀_𝑡𝑜𝑡𝑎𝑙 = 𝑔𝑀1 × 𝑔𝑀2 × 𝑔𝑀3 
3 = 0 33 × 0  6 × 0 73
3
=     
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𝐶 _𝐼𝑇_𝑒𝑥𝑡 𝐹𝑃𝑡𝑜𝑡𝑎𝑙 = 0 5𝐹𝑃𝑖𝑛𝑡
2 − 6 7𝐹𝑃𝑖𝑛𝑡 + 35 = 0 5 × 11 5
2 − 6 7 × 11 5 + 35 =   ,    €
Storage Value Potential Methodology SVP
𝑆𝑉𝑃𝐷 = 1 +  𝑔𝑃𝐼𝑖
𝑛
𝑖=1





  × 𝑔𝑁𝐼
= 1 + (2 + 0 5) ×
2 ,075
0   ×
3
5
=    ,    €
𝑆𝑉𝑃𝐷 = 1 +  𝑔𝑃𝐼𝑖
𝑛
𝑖=1






= 1 + (2 + 0 5) ×
1 000 000
0   ×
3
5
=   ,    ,    €
Time-dependent economic data value Vx (t)
𝐵𝐷 = 𝐵𝐶𝑀_𝐼 − 𝐵𝐶𝑀 + 𝐵𝑊𝐶_𝐼 − 𝐵𝑊𝐶 + 𝐵𝑂𝑇𝐸𝐶_𝐼 − 𝐵𝑂𝑇𝐸𝐶 + 𝐵𝑀𝐶_𝐼 − 𝐵𝑀𝐶
𝐵𝐷 = 𝐵𝐶𝑀_𝐼 − 𝐵𝐶𝑀 = 5,600,000 € − 0€ =  ,      €
𝐵𝐷 = 5 600 000 − 𝐶𝑇𝑜𝑡𝑎𝑙 = 5,600,000 € − 1,000,000 € =  ,600,000 €  𝑒 𝑒 𝐵𝐷 =  𝑉𝑆𝐷_𝑎𝑔𝑔 𝑡𝑏
𝑉𝑆𝐷_𝑎𝑔𝑔 𝑡 =
0,    𝐷𝑎𝑔𝑔 𝑡  
𝑇
× 𝑡 + 𝑉𝑆𝐷_𝑎𝑔𝑔 𝑡𝑏  
𝑉𝑆𝐷_𝑎𝑔𝑔 𝑇 =
0 5   ,6    € 
2000  𝑑𝑎𝑦 











UC1 (Reduction analysis time)
Data Maturity Level: 0,60
UC 2 (Post-Purchase-Upselling)
Data Maturity Level: 0,48
UC 3 (Monetarization Hazard Data)
Data Maturity Level: 0,70
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Subsequently, existing methods for determining data 
value are investigated by a literature review. Cost, 
benefit, market price, and risk-oriented approaches are 
four basic concepts with 22 proposed methods for 
determining data value. As some of them are not 
appropriate for the context of automotive 
manufacturing, a total of twelve methods is selected and 
investigated in more detail. 
In this analysis seven new functional and two new 
non-functional requirements are derived from the 
literature review and broken down into three 
requirement groups. For a cross-application value 
determination, such methods must include both 
financial and non-financial evaluation parameters and 
integrate data quality and cost factors. Furthermore, the 
four-part data value chain and the time dependency of 
data value are reflected in the calculation. Moreover, it 
must be possible to obtain the necessary parameter 
values at an early stage of the life cycle. A subsequent 
analysis of the previously described twelve methods 
coming from the literature shows that none of them 
comprehensively fulfills all defined requirements. Even 
if the benefit-oriented methods meet them best, each 
method of this category fulfills the individual 
requirements very differently. Consequently, four new 
methods are developed within this paper, which 
combine the advantages of existing methods, add new 
calculation factors, or enhance the given calculation 
formulas and thereby eliminate the identified 
inefficiencies of the existing methods. 
The newly developed methodology of data maturity 
assessment as well as data cost assessment allow the 
prioritization of data business cases in an early phase of 
the assessment. The data maturity assessment evaluates 
the quality of the data by a stepwise procedure. The data 
cost assessment method enables a cost prediction by 
establishing a mathematical relationship between 
complexity and cost of data following the function point 
methodology. 
Depending on whether the data is used for 
operational, strategic, or tactical purposes, different 
value scenarios are considered. The methodology also 
looks at the similarity of the use case to be evaluated to 
other potentially relevant use cases based on the same 
data. The potential total value of the considered data 
becomes calculable. The developed methodology of 
future-oriented data value determination makes it 
possible to estimate the monetary data value over the 
whole life cycle. 
Three use cases coming from an automobile 
manufacturing company help to practically validate the 
applicability of the developed methods with real-world 
data. 
Following the findings of this work, further 
research is suggested. On the one hand, the quantitative 
evaluation of data quality is of crucial importance at all 
of the developed methods. Since a non-automated 
quality assessment for large and continuously generated 
data sets is very time consuming, the methods and 
algorithms should be implemented as easy-to-use 
software tools to allow an automated data quality 
determination based on the quality criteria identified in 
this paper. On the other hand, there is a need to validate 
the methods in more practical use cases. The trend 
curves of strategic, operational, and tactical data shown 
in Figure 6 must be checked for validity in the context 
of the automotive industry. 
While the methodology developed determines the 
data value primarily from the internal perspective of an 
organization, you may also think of approaches that 
focus on an external perspective. For example, the value 
of data can be derived by an analysis of the business 
model of potential buyers of data [23]. Both approaches, 
the internally and externally oriented view of data value 
determination, have fundamental synergies, such as the 
simultaneous consideration of quantitative and 
qualitative criteria. 
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