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Point Process Models for Heterogeneous Event Time Data
Jing Wu
Interaction event times observed on a social network provide valuable information
for social scientists to gain insight into complex social dynamics that are challenging
to understand. However, it can be difficult to accurately represent the heterogeneity
in the data and to model the dependence structure in the network system. This
requires flexible models that can capture the complicated dynamics and complex
patterns. Point process models offer an elegant framework for modeling event time
data. This dissertation concentrates on developing point process models and related
diagnostic tools, with a real data application involving an animal behavior network.
In this dissertation, we first propose a Markov-modulated Hawkes process (MMHP)
model to capture the sporadic and bursty patterns often observed in event time data.
A Bayesian inference procedure is developed to evaluate the likelihood by using a
variational approximation and the forward-backward algorithm. The validity of the
proposed model and associated estimation algorithms is demonstrated using synthetic
data and the animal behavior data. Facilitated by the power of the MMHP model, we
construct network point process models that can capture a social hierarchy structure
by embedding nodes in a latent space that can represent the underlying social ranks.
Our model provides a ranking method for social hierarchy studies and describes the
dynamics of social hierarchy formation from a novel perspective – taking advantage
of the detailed information available in event time data. We show that the network
point process models appropriately captures the temporal dynamics and heterogene-
ity in the network event time data, by providing meaningful inferred rankings and
by calibrating the accuracy of predictions with relevant measures of uncertainty. In
addition to developing a sensible and flexible model for network event time data, the
last part of this dissertation provides essential tools for diagnosing lack of fit issues
for such models. We develop a systematic set of diagnostic tools and visualizations
for point process models fitted to data in the dynamic network setting. By inspecting
the structure of the residual process and Pearson residual on the network, we can
validate whether a model adequately captures the temporal and network dependence
structures in the observed data.
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Chapter 1
Introduction
Section 1.1 begins with a set of applied examples to describe event time data and
characterizes the challenges for modeling event times – heterogeneity and dependency.
Section 1.2 introduces a social behavior study among a group of mice and outlines the
research goal of learning the social dominance hierarchy; this serves as a motivating
application in this dissertation. Section 1.3 provides a background on point process
models, introduces network point processes and reviews related inference techniques
and diagnostics in the literature.
1.1 Event time data
Event time data are commonly encountered in real-world circumstances, where se-
quences of events repeatedly occur over time. This type of data arises in a wide range
of fields such as telecommunication, finance, manufacturing, neuroscience, seismology,
the social sciences, and others. In each field, the temporal distribution of events is of
scientific and practical interest, both for understanding the process dynamics and for
predicting new events. In telecommunications, packet traffic on a local area network
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(LAN) arrives continuously across time. Modeling the characterization of packet traf-
fic is essential for resource management, prediction of queuing behavior, and intrusion
detection (Andersen and Nielsen, 1998; Bernardo et al., 2003; Scott, 2004; Salvador
et al., 2004; Hohn et al., 2005). Financial transaction data can be recorded with high
temporal resolution and timestamped with the precision of a micro-second. Modeling
such data is challenging but critical to analyze market microstructure in quantitative
finance (Bowsher, 2007; Bauwens and Hautsch, 2009; Bacry et al., 2016). For manu-
facturers, the failure times of a product, such as an automobile, play a fundamental
role in learning the quality and reliability of the product (Ansell and Phillips, 1989;
Singpurwalla et al., 2003; Lindqvist et al., 2006; Krivtsov, 2007). Neural spike train
data is of particular research interest to neuroscientists, since it represents signal prop-
agation dynamics in neurons. Understanding the mechanism behind spiking activity,
especially for neurons that are involved in the response to a stimulus, has been one of
the central problems in the field of computational neuroscience (Barbieri et al., 2001;
Brown et al., 2004; Truccolo et al., 2005; Cunningham et al., 2008). In seismology,
the occurrence times of earthquakes carry critical information for modeling seismic
activity and for predicting the aftershocks triggered by large earthquakes (Ogata,
1999; Carcione et al., 2002). With recent advances in electronics, timestamped social
network data is often collected with a very fine granularity in time, such as Twitter
data, email network data, and cross-reference networks of blogs. Interest in analyz-
ing such continuous-time social network data is increasing, where the scientific goal
is understanding the network structures and associated dynamics (Farajtabar et al.,
2015; Fox et al., 2016; Saito et al., 2009).
The Poisson process with constant rate is well-studied and commonly-used for
modeling arrival times of events. It has attractive theoretical properties – the in-
terevent times are identically and independently distributed. However, in an extensive
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range of real-world data, it is well recognized that the observed temporal structures
are quite different than suggested by Poisson models, in terms of both temporal het-
erogeneity and time-dependencies. In practice, there are many cases where events
exhibit time-heterogeneity; that is, the arrivals of events are irregular and not iden-
tically distributed. For example, Paxson and Floyd (1995) shows burstiness of the
packet arrivals in TELNET traffic and periodicity in machine-generated IP traffic.
By analyzing Reddit and Twitter data, Ferraz Costa et al. (2015) demonstrates that
the temporal activity of postings shows periodic spikes. Also, the interarrival times
of postings are heavy-tailed and have a bimodal distribution. In addition to temporal
heterogeneity, many real data exhibit temporal dependence, which represents a crucial
aspect of modeling the observed processes. Time-dependency is usually attributed
to event-dependence, in which the occurrence of one event impacts the probability of
the occurrence of subsequent events, making them more or less likely. For mechanical
systems, failure dependence is a general feature. To understand system reliability, it
is critical for models to incorporate time-dependent structure by considering the effect
of previous failures on reliability (Wang et al., 2007). Similarly, Ferraz Costa et al.
(2015) demonstrates a positive correlation between consecutive inter-arrival times in
Reddit and Twitter data which illustrates time-dependency in social media activity
networks.
Beyond the temporal occurrences of events, some event time data also comprises
extra information for the object of interest, e.g. the location of earthquakes, the sender
and receiver of the interaction occurring on a social network, etc. In such data, each
event is recorded as a combination of the occurrence timestamp and its associated
“mark”, i.e., the additional feature describing the event. When it comes to analyzing
and modeling the data involving the event’s non-temporal characteristics, researchers
are typically interested in capturing the heterogeneity and complex dependencies
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among the marks. Heterogeneity in the population is often the norm in neuroscience
studies, social sciences and others. Lengler et al. (2013) shows that neurons come
with considerable variances in their properties. For example, heterogeneity of neuron
data can be observed through differences in the spiking rate or spiking variability. In
social network analysis, variability always exists in the characteristics of the nodes,
such as differences between users, between groups, and between blogs, which will
result in heterogeneity in link formation and network dynamics (Liu et al., 2012).
Additionally, the dependence structure among marks often reveals interesting patterns
in the event dynamics. In seismology, spatial patterns of earthquakes often show
concentration in a few geographically clustered regions. Notably, a strong earthquake
event can often trigger subsequent aftershock activities, whose locations are highly
correlated and concentrated in the neighboring region of the main shock (Ogata,
1998; Kagan, 2007). In the study of social network data, empirical evidence shows
that links are formed with higher probability between similar individuals or between
individuals within a cluster (Newman, 2006). To capture the full temporal dynamics
of interactions on a network, it is necessary to have a substantive understanding of
the correlation pattern of individuals’ characteristics or the underlying community
structure. The event process can also be largely influenced by external factors. It is
often of research interest to discover causal factors that drive the occurrences of events.
For example, neural spiking activity is highly associated with external stimuli; this
led to the construction of stimulus-response models (Truccolo et al., 2005; Barbieri
et al., 2001).
Modeling of event time data can be approached mainly in two ways. First, events
can be divided into evenly spaced time bins and summarized by the aggregate counts
in each bin; time series models are then used to understand this discrete time pro-
cess. While in some cases such aggregation is unavoidable (for example, to reduce
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the computational burden of working with larger data sets), it inevitably masks the
nature of the underlying data generating process and leads to several additional prob-
lems. One common issue with this approach is the difficulty in choosing the “correct”
length of the time bins; an appropriate bin length needs to strike a balance between
count sparsity and information loss. The other notable problem is referred to as the
Modifiable Temporal Unit Problem (MTUP), which means that statistical estimates,
such as regression coefficients and their variances, typically depend on the length of
the time bins (Freeman, 1989; Cheng and Adepeju, 2014). Instead of aggregation,
the other approach is to model the rate of event occurrence directly and to treat the
data as arising from a point process. It is a natural approach for event time data, in
the sense that it takes advantage of all of the information available in the timestamps
and focuses inference on the stochastic mechanism which generates the event times.
The details of the point process modeling approach will be reviewed in Section 1.3.
1.2 Motivating application - mice social behaviour
study
Animal behavior studies have been of great importance in understanding social
psychology, ecological systems and neuroscience, and can provide unique insights for
many problems in human society. The social dominance hierarchy describes how a
group of animals interact with each other and is one of the most fundamental aspects
of social animals. When agonistic interactions repeatedly occur between two indi-
viduals and one of them consistently defeats the other, then a dominance status is
established (Drews, 1993). For a pair of animals, the asymmetry in aggressive behav-
ior is represented by a dominant and subordinate member. Within a social group, a
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dominance rank refers to the relative position that is most consistent with the above
pairwise relationship. A wide range of social animals yield linear or nearly linear dom-
inance hierarchy structures, such as crayfish (Issa et al., 1999), birds (Valderrábano-
Ibarra et al., 2007), mammals (Hewitt et al., 2009), and even humans (Hawley, 2015).
Conceptually, linearity is defined through a triad relationship; that is, for every three
individuals, i, j, k, if i dominates j and j dominates k, then i is supposed to dominate
k. In the setting of a large group, a perfect linear hierarchy means that each animal
is dominant over those below it and submissive to those above it in terms of the
hierarchy ranking. However, it is almost impossible to find any groups in the field or
laboratory that follow perfect linear rank (Chase et al., 2002). Motivated by various
experimental data, there have been many different methods developed for estimating
the hierarchical ranking.
There is a long history of utilizing laboratory mice to learn the social dominance
hierarchy (Lindzey et al., 1961). Most of the studies typically adopted the dyadic tub
test to investigate various aspects of dominance, e.g. sex-specific cognitive strategy
(Van Den Berg et al., 2015), genetic factors (Wang et al., 2011; Curley, 2011), and
learning ability in food tracking (Barnard and Luo, 2002). Some other studies learnt
the social behavior in a small number of competing individuals, e.g. five (Poole
and Morgan, 1976), seven (Benner et al., 2014) and eight (Van Loo et al., 2001).
However, such studies are limited in their investigation of social hierarchy formation
in complex social group settings (Van Loo et al., 2001), since the level of aggression
in group-housed male mice is influenced by the group size.
In order to explore the dynamics of the social dominance hierarchy of mice in
a large complex group environment, So et al. (2015) developed a novel experimen-
tal design by separately placing groups of twelve male mice in a large custom-built
vivarium. For twenty-one to twenty-three consecutive days, intensive behavioral ob-
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servations were conducted for one to three hours per day during the dark phase of the
light cycle, when mice are most active. Trained observers recorded all occurrences of
agonistic behaviors (including fighting, chasing, mounting, subordinate posture and
induced-flee). The details of each behavioral event are also recorded, including the
actor initializing the behavior, the recipient of the behavior, the timestamp, the be-
havior type and the location within the vivarium. Observational data of ten separate
social groups, or cohorts, were collected. Table 1.1 shows an example of the first
five events recorded in the raw data from one cohort. Throughout this dissertation,
we will be interested in modeling the aggressive interactions, which includes fighting,
chasing, and mounting behaviors (from this point on, we will not differentiate among
the types of aggressive interactions).
Event id Actor Recipient Location Behavior Day Timestamp
1 4 1 UL Sub 1 03:00:30
2 4 7 NB3 Fi 1 03:02:06
3 6 5 MR Ch 1 03:03:18
4 10 2 LR Fi 1 03:07:01
5 10 5 LR Fi 1 03:07:54
· · · · · · · · · · · · · · · · · · · · ·
Table 1.1: Example of the raw data — first five events observed in one cohort.
The goal of the above study was to understand how mice collectively develop, es-
tablish and stabilize their social hierarchy over time. Using various measurements in
social hierarchy analysis and social network analysis, Williamson et al. (2016) demon-
strates that the mice cohorts form significantly linear social dominance hierarchies.
The work also examines the temporal changes in the mice social hierarchy and shows
that in most of the ten cohorts, the dominance hierarchies emerge rapidly and become
stable by the end of the second week. Although results of the quantitative analysis
are thoroughly examined and the patterns in the temporal dynamics are summarized
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qualitatively, there are still observations in some cohorts that disagree with the au-
thors’ speculations. Additionally, there are questions that remain unanswered, e.g.,
what is the mechanism behind the establishment of hierarchies, why sometimes do
agonistic interactions occurred between pairs in an uncommon direction, what does
inequity in the distribution of individuals’ dominance power mean, etc.
In this dissertation, we want to provide a general framework for modeling hier-
archy formation among a group of mice through their observed repeated aggressive
interactions, using data from the study conducted by So et al. (2015) in order to
answer the unsolved questions in Williamson et al. (2016).
Before developing a model to assess dominance rankings and their dynamics,
the linearity assumption needs to be carefully verified. Landau’s modified h’ value
(De Vries, 1995) is the most common measure of social hierarchy linearity. It eval-
uates the extent to which individuals in a hierarchy can be linearly ordered. The
measure ranges from 0 to 1, which means from a no linear relationship to a perfect
linearity. The strength of hierarchy linearity can be tested through a randomization
test, where the null hypothesis is that the interactions occurred randomly and that
no linear hierarchy exists. Table 1.2 shows the Landau’s modified h’ values for all co-
horts. As in Williamson et al. (2016), for each cohort, a null distribution is generated
from 10,000 permutations of the frequency matrix which summarized the counts of
the interactions. Each cohort yields significant evidence to reject the null hypothesis
that there is no linear hierarchy, with significance level α = 0.05. We can conclude
that the mice cohorts are highly linearly-ordered, which motivates the development
of a model that can appropriately reflect the formation mechanisms of dominance
hierarchy.
Each mice cohort was observed in discrete time blocks that occur during different
periods over the observation window. In order to identify the relationship between
CHAPTER 1. INTRODUCTION 9
Cohort 1 2 3 4 5 6 7 8 9 10
h’ value 0.83 0.78 0.93 0.72 0.41 0.88 0.71 0.45 0.91 0.55
p-value 0 0 0 0 0.03 0 0 0.03 0 0
Table 1.2: Landau’s modified h’ values and p-values from randomization tests for all
cohorts
activity level and absolute time of interaction within a day, Figure 1.1 summarizes
the observation periods over twenty-one observation days for one cohort of mice. We
see that observations usually take place from 12pm-14pm on each day, although they
mostly do not occur during a fixed time. It is not easy to develop a model when
the data has nonunified observation time slots within a day and unequal lengths of
observation periods across days. From Figure 1.1, we can see that there is little
correlation between the number of interactions recorded in each day Figure 1.1 and
the absolute time of the interaction. Hence, for the purpose of this work, we treat
each observation window separately and independently.
If applying the procedure such that concatenating events at the end of the obser-
vation time in each observation slot to the start of observation time of the next time
slot, we have a single multiday sequence of events occurring in a continuous period
of time. Figure 1.2 displays the observed aggressive interactions among one cohort
of mice over time. The rows (columns) of the plot are reordered by the I&SI rank
(Schmid and de Vries, 2013), where the top row (left column) is the most dominant
mouse. The I&SI ranking is a widely used dominance ranking method from animal
behavior literature and will be reviewed in Section 3.1.1. The interactions appear
to be heterogeneous and structured across the social network. For a pair of mice,
the event times of fights exhibit a sporadic and bursty pattern, such as for the fights
initiated by the 10th mouse towards the 12th mouse. Motivated by this mice study,
we will propose models to understand the dynamics of social hierarchy formation and
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Figure 1.1: Observation periods during the 21 day study from one cohort of data.
In each day, the aggressive interactions are plotted as line segments at the bottom
(without differentiating between initiators and recipients). Within each observation
period, the total number of interactions are counted and denoted in the plot. The
heights of the red rectangles are proportional to the number of the interactions within
the corresponding observation slot, which is indicated by the horizontal position of
the red rectangle.
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to capture patterns in time-heterogeneity and mark-heterogeneity.
1.3 Point process models
1.3.1 Univariate point processes
Event arrival time data are commonly modeled by point processes. Consider event
arrival time data that consists of all event history up to a final-observation time T :
H(T ) = {tm}Mm=0, where t0 = 0, tM = T , and M is the total number of events. The
sequence of interevent waiting times is denoted by {∆tm := tm− tm−1}Mm=1, which an
equivalent representation of the event times H(T ).
Figure 1.2: Interaction event times from one cohort of data. Each row represents the
initiator and each column indicates the recipient for an aggressive interaction. The
rows (columns) are reordered by the I&SI rank (Schmid and de Vries, 2013), where
the top row (left column) is the most dominant mouse. For the square at the i-th row
and j-th column, the observed event times for interactions directed from i to j are
plotted as line segments at the bottom. The color shade reflects the total number of
events for each pair, with darker colors representing more events.
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The associated univariate point process is defined via a counting process, N(t),
t ∈ (0, T ], where N(t) is a right-continuous function that records the number of events




1(tm ≤ t), (1.1)
where 1(·) is an indicator function, with value one when the condition is satisfied.
Figure 1.3 is an illustrated example of the realized point process from interaction
event times between one pair of mice in the animal behavior study described in
Section 1.2. The stochastic properties of a point process are usually specified by its




Pr([N(t+ ∆t)−N(t)] = 1|H(t))
∆t
. (1.2)
The intensity function gives the instantaneous probability of an event occurring
at time t. Regularity of a process is a common and intuitive assumption for point
processes, meaning we assume that there is no occurrence of multiple events at the
same time t. Further, the following properties hold for a regular point process,
P (N(t+ ∆t)−N(t) = 1|H(t)) = λ(t|H(t))∆t+ o(∆t)
P (N(t+ ∆t)−N(t) = 0|H(t)) = 1− λ(t|H(t))∆t+ o(∆t)
P (N(t+ ∆t)−N(t) > 1|H(t)) = o(∆t)
A homogeneous Poisson process is the simplest model and assumes a constant
intensity λ(t) ≡ λ, λ > 0. It has the property that the increments are both stationary
and independent, where the increments are defined as N(t+s)−N(s) for all t ≥ 0 and
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Figure 1.3: An illustrated example of a univariate point process. The event time data
represents interactions between one pair of mice in the animal behavior study. The
crosses on the bottom indicate the observed event times. The counting process N(t),
defined as the number of events observed up to time t, is plotted.
s ≥ 0. The stationarity of increments means that N(t+ s)−N(s) has a distribution
that only depends on the length of the time interval t. Independence of the increments
means that for any two non-overlapping intervals of time (s1, s2] and (t1, t2], the
random variables N(s2) − N(s1) and N(t2) − N(t1) are independent. Because of
these properties, a homogeneous Poisson process is a very restrictive model as it
cannot account for burstiness of any form, and of course fails completely to describe
time-dependence (i.e., real data examples suggest that the current intensity should
not be independent of the previous history). It cannot accommodate situations where
event densities vary over time as shown in Figure 1.3.
A Hawkes process (Hawkes, 1971) is a self-exciting process in which the arrival of
an event causes the conditional intensity function to increase. Its intensity has the
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form




where φθ(t) is a triggering function with parameter(s) θ. φθ(t) determines the depen-
dence structure of the current conditional intensity on the historyHt. The exponential
kernel φ(t) = α exp (−βt) is most widely-used. α > 0 calibrates the instantaneous
boost to the event intensity at each arrival of an event. β > 0 controls the decay rate
of past events’ influence over time. The exponential kernel φ{α,β}(t) decays rapidly
with a large β. It has proven useful in a wide range of fields, such as in neural spiking
activity (Mei and Eisner, 2017), financial transaction orders (Bacry et al., 2015) and
earthquake aftershock modeling (Rasmussen, 2013).
Inference on the intensity function is usually conducted by evaluating the likeli-
hood function which describes the probability of occurrences of events {tm}Mm=1 with











1.3.2 Network point processes
Before defining network point processes, we first introduce the notation for a
marked point process (Jacobsen, 2006). A marked point process with mark space E
is a double sequence {(tm, ym)}Mm=1, where tm ∈ (0, T ] is the occurrence time of the
mth event and ym ∈ E is the label information for the mth event. Space-time point
process models (Ogata, 1998), which are commonly used in earthquake modeling, are
one example of a marked point process, where the mark space is R2. A marked point
process with a finite mark space is also called a multivariate point process (Cox and
Lewis, 1972). In a network setting, the sender and receiver information associated
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with an interaction event can also be treated as a mark, in which case the mark space
is the Cartesian product of the node set.
Consider a network consisting of a fixed set of N nodes, V = {1, 2, ..., N}. The
observation of event arrival times on a network is defined on R × V × V , where
N(t, i, j) := N i,j(t) is the number of interactions between node i and node j during
the time interval (0, t]. Throughout this dissertation, we will consider a directed
network, hence the sequence i, j conveys the information that i is the sender and j is
the receiver. We also assume that there are no self-loops, i.e., i 6= j. We define the
history of interactions up to time T as HV (T ) = {(t1, i1, j1), ..., (tM , iM , jM)}, where
M is the total number of events on the network. HV (T ) can also be represented by⋃
i,j∈V,i 6=jHi,j(T ), where Hi,j(T ) is the history for pair (i, j) which consists of M i,j
event times, i.e.{ti,jm ,m = 1, 2, ...,M i,j}.
The conditional intensity for the marginal counting process N i,j(t) between a pair
(i, j) is defined as the instantaneous expected rate of events occurring around a time
t given the history:
λi,j(t|HV (t)) = lim
∆t→0
Pr([N i,j(t+ ∆t)−N i,j(t)] = 1|HV (t))
∆t
.
Following proposition 7.3.III in Daley and Vere-Jones (2003), the likelihood func-

















1.3.3 Inference techniques and diagnostics
Inference for point process models can usually be accomplished by using standard
maximum likelihood estimation, whenever the intensity function is assumed to be
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of some linear or parametric form. However, depending on the formulation of the
intensity function, the integration part in the likelihood function (1.3) can be hard
to obtain in explicit form and hence expensive to compute using numerical methods.
For Hawkes processes, although the parametric form of the underlying conditional
intensity function is fully specified, numerical maximization sometimes fails to con-
verge if the parameter space is large and the likelihood function is nearly flat. Veen
and Schoenberg (2008) shows that the likelihood can be maximized with the expec-
tation maximization (EM) algorithm by introducing latent quantities that represent
the event triggering relationship. Rasmussen (2013) adopts a Bayesian inference
framework and applies a Metropolis-within-Gibbs algorithm to infer the posterior
distribution of the parameters.
Partial likelihood estimation is widely applied to make inference in point process
models, most notably in the Cox model (Cox, 1972, 1975), which is an important
family of models for survival data analysis. Given a vector of covariates z, the intensity
of the Cox model has the form
λ(t|z) = λ0(t) exp (zTβ),
where λ0(t) is the baseline intensity and β is the regression coefficient. Since re-
searchers are typically interested in understanding the effect of the covariates, β is
more important that λ0(t). Hence, Cox (1972) treats λ0(t) as a “nuisance” parameter
and carries out partial likelihood estimation, ignoring changes in the baseline rate
over time. Perry and Wolfe (2013) applies a similar technique to network event time
data, adding the model assumption that the intensities between pairs on the network
are decided by a function of sender-specific baseline rates.
However, research interest may lie in understanding the intensity dynamics and in
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predicting future events; in this case, learning the “full” intensity function is necessary.
Aalen (1978) first introduced a class of nonparametric estimators for the intensity
function. Other nonparametric methods were then applied to infer the functional
form of the intensity, for example, kernel density estimation and splines(Diggle, 1985;
Ogata and Katsura, 1988; Baddeley et al., 2012). Nonparametric inference for point
processes was extended to the Bayesian prespective in Lo (1982) by introducing a
conjugate gamma process prior. With the hope of increasing the modeling capabil-
ity, Guassian processes are often considered in the functional form of intensity and
Bayesian methods for inferring the posterior distribution are carried out, for example,
the Laplacian approximation and Markov chain Monte Carlo (MCMC) (Cunningham
et al., 2008; Samo and Roberts, 2015).
For point processes with complex dependence structures among the mark vari-
ables, such as space-time point processes or network point processes, the aforemen-
tioned inference techniques must be combined in order to resolve these complicated
model assumptions. For example, Fox et al. (2016) proposes a self-exciting point pro-
cess model for email network data where the baseline rate is nonstationary. The model
is then inferred by adapting the EM algorithm to include weighted kernel smoothing.
In order to assess the goodness of fit and whether the estimation approaches are
well calibrated, model checking and diagnostics cannot be ignored. One widely-used
approach is to apply the time rescaling theorem (Brown et al., 2002). It states that
if {tm}m=1:M is a realization of events from a point process with conditional intensity
λ(t|H(t)), then the rescaling transformation ´ tm
0
λ(s|H(s))ds over m = 1, ...,M yields
a Poisson process with rate 1. Hence, the rescaled-inter-event times, defined as {Λm :=´ tm
tm−1
λ(s|H(s))ds}m=1:M are independently and identically distributed as exponential
random variables with rate 1. By testing the distribution of the realized rescaled-
inter-event times that are derived from model fitting, we can check whether the fitted
CHAPTER 1. INTRODUCTION 18
model can appropriately capture the variability in the observed temporal trends. In
Chapter 4, we will introduce a systematic set of diagnostic tools and visualizations
for point process models fitted to data in the network setting.
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Chapter 2
Markov-Modulated Hawkes Processes
for Sporadic and Bursty Event
Occurrences
Modeling event dynamics is central to many disciplines. Patterns in observed
event arrival times are commonly modeled using point processes. Such event arrival
data often exhibits self-exciting, heterogeneous and sporadic trends, which is chal-
lenging for conventional models. It is reasonable to assume that there exists a hidden
state process that drives different event dynamics at different states. In this chapter,
we propose a Markov-modulated Hawkes process (MMHP) model for learning such
a mixture of event dynamics and develop corresponding inference algorithms. Nu-
merical experiments using synthetic data and data from an animal behavior study
demonstrate that MMHP with the proposed estimation algorithms consistently re-
cover the true hidden state process in simulations, and separately captures distinct
event dynamics that reveal interesting social structures in the real data.
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2.1 Introduction
Understanding event dynamics, such as event occurrences with a temporally het-
erogeneous intensity, has become an important topic in many research disciplines. For
example, user behaviors and interactions on social networking platforms and online
service providers are of great importance for resource allocation and user experience
improvement. Many real-world event dynamics are sporadic in nature, rife with irreg-
ular event-intense intervals, and heterogeneous in event densities. Packet streams in
local area networks (LANs) exhibit self-similar or fractal-like behaviors (Leland et al.,
1993). The occurrence times of earthquakes have been found to have sizable fluctu-
ations in the numbers of shocks per time unit (Ogata, 1999). The timing of many
human actions demonstrates a bursty and heavy-tailed pattern (Barabasi, 2005). It
is easy to explain the bursty nature of many event dynamics through the example of
an email network: during active hours, one individual sends an initial email to en-
gage another individual, which acts as a trigger that leads to a stream of interactions
that follows. These active hours will eventually give way to an inactive intersession,
during which email arrivals have no trigger effects. Such sporadic event dynamics
with stochastic inactive-active transitions can be found in many real-world scenarios,
whose irregularity poses challenges for modeling and understanding of the underlying
data generating mechanisms.
In this chapter, we motivate the proposed model using social interactions among
mice from the mice behavior study, as described in Section 1.2. This study inves-
tigated male mice which are group-housed in a large vivarium, observing sporadic
fighting patterns among the mice over long time periods. Figure 2.1-(a) displays
social interactions over time for a pair of male mice in this study, where the black
crosses are the interaction instances over the observation period. These event times
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Figure 2.1: Observed social interactions between a pair of mice from the mice be-
havior study. The red vertical segments indicate observation period. (a) Observed
interaction instances (black crosses) over time. (b) Distribution of interevent waiting
times. Non-Poisson patterns are clearly present.
suggest two types of engagements, isolated (inactive) and clustered (active) incidents.
Common practices in modeling event dynamics are generally grouped into two
categories. The first type computes aggregated counts of events that are captured in
fixed-length time intervals, and then applies time series models for count data (e.g.,
Blei and Lafferty 2006). The second type directly models continuous-time event
occurrences via conditional intensity functions (e.g., Weiss et al. 2012). The first
approach requires unnecessary aggregation of the data, which inevitably leads to
information loss. In most cases, the time series models make assumptions about the
true data generating process that are hard to validate. Another common challenge
with the first approach is choosing the “right” length of time intervals that strikes a
balance between count sparsity and information loss. The continuous-time approach
is a more direct modeling of event dynamics. In recent literature, efforts along this
line often treat the observed event arrival times as (heterogeneous) point processes
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and model their intensity functions with incorporated excitatory triggers (Simma and
Jordan, 2012; Zhao et al., 2015), event history (Perry and Wolfe, 2013), and/or latent
Markov processes (Scott and Smyth, 2003).
Poisson processes are the most widely used models for event arrival times. These
models assume a constant event intensity over time and independent event arrivals.
For a Poisson process with rate λ, the waiting time between events follows an expo-
nential distribution with mean 1/λ. However, in practice, the timing of events often
follows non-Poisson patterns (Barabasi, 2005). Figure 2.1-(b) displays the distribu-
tion of interevent waiting times for the social interactions between a pair of mice
shown in Figure 2.1-(a). There are pronounced departures from an exponential dis-
tribution, with the rate being the maximum likelihood estimate. Most notably are
departures at the two ends of the distribution that correspond to bursty arrivals and a
heavy-tail in waiting times, which have been noted in the literature (Barabasi, 2005).
Hawkes process (Hawkes, 1971), a self-exciting process, has been proposed as an
alternative to address non-Poisson bursts in event dynamics. In a Hawkes process, at
the arrival of an event, the event occurrence intensity is elevated. This boost in event
rate is sustained for a short period of time that follows. Hawkes processes have been
shown to capture bursty patterns in human activities reasonably well (Linderman
and Adams, 2014; Wang et al., 2016), but are inadequate to address the existence of
extended ‘silent period’ and isolated events. Under a Hawkes process, once an event
has occurred, it will always induce an incentive for future events to occur in a short
period of time immediately following the “triggering” event. However, in reality, long
intervals of inactivity or low activity rate between bursts of events are ubiquitous.
We need a more flexible model to address the heavy-tailed distribution of interevent
waiting times.
One model that addresses such heterogeneity in interevent waiting times is the
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Markov Modulated Poisson Process (MMPP) (Fischer and Meier-Hellstern, 1993),
which is a doubly stochastic Poisson process with its arrival rate modulated by an
underlying Markov process. MMPP assumes that the rate of event arrivals depends
on a latent state variable. Conditioning on a given latent state, the arrival of events
follows a homogeneous Poisson process. We fit the MMPP to the mice study data
on interactions from the same pair of mice in Figure 2.1, see Figure 2.2-(a). The
inferred latent MMPP state (grey line) fails to capture the different event dynamics
patterns. In other words, the observed sporadic event dynamics cannot be explained
simply by different rates of incidents. Rather, they suggest different levels of temporal
dependence.
In this chapter, we address the modeling of sporadic interevent waiting times, com-
Figure 2.2: Conventional models applied to the same set of interaction times from a
pair of mice as in Figure 2.1. (a) Interactions with inferred latent states (black crosses)
by Markov Modulated Poisson Process (MMPP) (Fischer and Meier-Hellstern, 1993)
with latent trajectory (grey line) and one-standard-error band (grey shade)(b) The
estimated latent state using Markov Modulated Hawkes Process with stepwise de-
cay (MMHPSD) (Wang et al., 2012). Both MMPP and MMHPSD failed to detect
segments of different types of social interactions.
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monly found in real-world event dynamics. Combining Markov modulation and the
Hawkes process, we propose a Markov-modulated Hawkes process (MMHP) model
and develop corresponding inference algorithms. As shown in Figure 2.2, the in-
terevent time density from real data includes both short “bursty periods” and ex-
tented “silent periods” with isolated events. Our model, on one hand, will address the
limitation of the Hawkes process in capturing “silent periods” and isolated events. On
the other hand, it will extend the flexibility of the MMPP to allow “bursty periods”.
Wang et al. (2012) considered a related strategy, where a Hawkes process with
step-wise decay was introduced into the MMPP framework (MMHPSD). From a
modeling perspective, MMHPSD assumes that each event occurrence creates a con-
stant influence on the intensity function that accumulates with that of other events.
This influence is reduced to a lower constant by each event that occurs afterwards.
This assumption is not reasonable since it ignores time-decaying effects of previous
events as time elapses. The estimation of MMHPSD was implemented using the EM
algorithm (Dempster et al., 1977), where the M-step computation highly relies on the
piece-wise constant assumption. It is therefore difficult to generalize this procedure
to the more widely-used exponential kernel for Hawkes processes. The red line in
Figure 2.2-(b) shows the fitted latent state using the MMHPSD model, where we can
see that the latent process is ‘activated’ by nearly every event occurrence. When
there is no event, the state immediately drops to state 0. This is the drawback in
using a piece-wise constant intensity function that renders the inference dependent
only on local patterns (event versus no events). It fails to detect a stable global latent
process that represents a mixture of event dynamics.
Our proposed model considers the Hawkes process with exponential decay, which
is the original and more general definition of the Hawkes process. This allows us to
efficiently and explicitly model the extent of influence that past events have on the
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arrival intensity of future events. We derive a novel inference algorithm to solve the
computational challenge, by providing a close mean-field variational approximation
(Blei et al., 2017) of the original likelihood. This novel approximation allows the
model inference to be carried out using the forward-backward algorithm (Rabiner,
1989) and the Viterbi algorithm (Rabiner, 1989), which can be easily generalized
to estimate other related models, e.g., MMPP and MMHP with stepwise decay or
other kernel functions. This inference procedure can be incorporated into posterior
inference under a Bayesian framework that allows us to quantify uncertainty in the
model estimates, especially for the latent state process. We evaluate the performance
of MMHP using experiments on synthetic data and real data from the mice behavior
study. MMHP is shown to have excellent model estimation and reliable recovery of
the latent states (active versus inactive) for synthetic event dynamics with ground
truth. When applied to interaction dynamics among cohorts of male mice, MMHP
identifies two types of fighting activity states with different social structures.
2.2 Markov-Modulated Hawkes Processes
In this section, we introduce the proposed MMHP model for sporadic event dy-
namics given observed event arrival times. We start with the notation that is nec-
essary for our discussion. Then, we lay down the background on point processes
in general with a focus on the Hawkes process. Finally, we introduce the proposed
MMHP, a latent variable model with Hawkes process modulated by a Markov process.
Background on point process models. Following the same notation as in Chap-
ter 1 Section 1.3, remind that the conditional intensity function of a counting process
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N(t), at any time t ∈ (0, T ] conditioning on current history H(t) is
λ(t|H(t)) = lim
∆t→0
Pr(N(t+ ∆t)−N(t) = 1|H(t))
∆t
.












Hawkes process (Hawkes, 1971) is a self-exciting process with an exponential kernel
that can explain bursty patterns in event dynamics, of which the intensity function
is defined as
λ(t) = λ1 +
ˆ t
0




where λ1 > 0 specifies the baseline intensity, α > 0 calibrates the instantaneous boost
to the event intensity at each arrival of an event, and β > 0 controls the decay of past
events’ influence over time.




exp (−β(tm − tk)),
which simplifies the computation by settingR(0) = 0 and iteratively updatingR(m) =
exp (−β∆tm)(1 +R(m− 1)).
Modulation by a latent Markov process. In Fischer and Meier-Hellstern (1993),
the original Poisson process was extended to be modulated by a latent continuous-
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time Markov chain (CTMC), primarily to address the commonly non-Poisson pattern
where the event dynamics alternate between long waiting times and intervals of more
intensive events. More specifically, this Markov Modulated Poisson Process (MMPP)
model is a doubly stochastic Poisson process whose arrival rate is given by λZ(t). It is
an irreducible Markov process with R-states that is independent of the arrival process.
When the Markov process Z(t) is in state r (r = 1, ..., R), arrivals occur according to
a Poisson process of rate λr. In this chapter, we will consider a two-state Z(t) that
takes 0 or 1. All the following discussion can be easily generalized to an R-state Z(t).
MMPP assumes a constant event intensity conditioning on the latent state Z(t).
For sporadic event dynamics with bursts, isolated incidents and long waiting times,
we propose to use Hawkes process to model a self-exciting λ1(t) instead of using a
constant rate λ1, when the underlying Markov process is in the active state (Z(t) = 1).
This Hawkes process λ1(t) considers the whole event history up to current time t, i.e.,
H(t). When Z(t) = 0, the point process follows homogeneous Poisson process with
rate λ0. Thus, the intensity function of MMHP at time t is,
λZ(t)(t|H(t)) =

λ0, when Z(t) = 0,
λ1 + α
∑
k exp (−β(t− tk)), when Z(t) = 1.
Modulating the intensity function using a latent two-state Markov process Z(t)
allows us to extract segments with heterogeneous event dynamics. Z(t) is described
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For each t ≥ 0, there is a probability transition matrix, denoted as P(t) :=
[Pij(t)]i,j∈{0,1}. Each entry Pij(t) is defined as the probability that the chain will be
in state j at time u + t (t > 0) given the chain is in state i at time u, i.e. for each
u ≥ 0,
Pij(t) = P (Z(u+ t) = j|Z(u) = i).
The likelihood of the full trajectory of the hidden state {Z(t), t ≤ T} := Z(T )
can be written in terms of the following sufficient statistics: initial state Z(0), the
number of jumps K and the successive transition time points {u1, ..., uK}, given
parameters δ, q1 and q0. Further, denote sk as the state of Z(t) during [uk−1, uk), and
∆uk = uk − uk−1, as shown in Figure 2.3. Then the likelihood function is written as







Let Θ denote the entire set of parameters, i.e., {λ0, λ1, α, β, δ, q1, q0}. The complete-
data likelihood for Θ, under MMHP, is then
P (H(T ),Z(T )|Θ) = P (Z(T )|Θ)× P (H(T )|Θ,Z(T )), (2.3)
where P (Z(T )|Θ) is for the latent Markov process, which is not dependent on the
Event time N(t)
Markov process Z(t)
t0 = 0 t1 t2 t3 t4 tm tm+1 tm+2 tm+3 tM−1 tM = T
u0 = 0 u1 uk−1 uk uK+1 = T
sk = 0, ∆uk = uk − uk−1
Figure 2.3: An illustration of the MMHP model.
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observation H(T ). P (H(T )|Θ,Z(T )) is for observed event data conditioning on the
latent process. More specifically,







2.3 Bayesian inference of MMHP
In this chapter, we adopt a Bayesian framework for the inference of MMHP. We
are interested in the posterior distribution of parameter set Θ, given a proposed prior
distribution pi(Θ) and observed H(T ). It can be written that,
P (Θ|H(T )) ∝ pi(Θ)P (H(T )|Θ) = pi(Θ)
∑
Z(T )
P (H(T ),Z(T )|Θ). (2.5)
However, the exact marginalization is computationally infeasible over the entire set
of possible full trajectories of continuous-time Markov chains (CTMC), S := {Z(T )}.
In practice, we are more interested in the latent state at the time of each event (and
also the initial state), i.e. Z˜(T ) := {Z0, Z1, Z2, ..., ZM}. In order to find an efficient




SZ˜(T ), SZ˜(T ) := {Z(T )|Z(tm) = Zm, Zm ∈ Z˜(T ),m = 1, ...,M}.









P (H(T ),Z(T )|Θ). (2.6)
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For each part in (2.6), a variational approximation solution is proposed in section
2.3.1 (Cohn et al., 2010). Based on these approximated likelihood summands, in
section 2.3.2, we construct an inference procedure for the whole marginalization in
(2.5), utilizing the forward-backward algorithm (Rabiner, 1989). This allows us to
implement an MCMC sampling algorithm and derive the posterior distribution of
Θ. The latent Markov process trajectory is then estimated by the Viterbi algorithm
(Rabiner, 1989) and interpolated by maximizing the likelihood of Z(T ), as outlined
in section 2.3.3.
2.3.1 Likelihood approximation
Working with each summand in (2.6),
∑
Z(T )∈SZ˜(T )




P (Z(T )|Θ)× P (H(T )|Θ,Z(T ))
= P (Z˜(T )|Θ)×
∑
Z(T )∈SZ˜(T )
P (Z(T )|Z˜(T ),Θ)× P (H(T )|Θ,Z(T ))
= P (Z˜(T )|Θ)× EZ|Z˜ [P (H(T )|Θ,Z(T ))]. (2.7)
The calculation of P (Z˜(T )|Θ)). This is the likelihood of the Markov process
embedding at event times, which can be calculated as
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q0 + q1e−(q0+q1)t q1 − q1e−(q0+q1)t
q0 − q0e−(q0+q1)t q1 + q0e−(q0+q1)t
 .
Variational approximation of EZ|Z˜ [P (H(T )|Θ,Z(T ))]. We need to approximate
the marginalization of all possible trajectories of Z(T ) given a Z˜(T ). More specifically,
we are going to approximate the expectation part in the following equation,







where, for u ∈ [0, T ], λZ(u)(u|H(u)) = λ1(u|H(u))Z(u) + λ0(1− Z(u)) := λ(Z(u), u).





Variational approximation is a general numerical tool for approximating any in-
tegral and has been widely used for approximating full posteriors (Blei et al., 2017).
For our approximation task, we consider the Markov process density family defined
in Cohn et al. (2010):
MZ˜ := {µz(t), γz1,z2(t) : 0 ≤ t ≤ T}.
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Here,
µz(t) = P (Z(t) = z),
γz1,z2(t) = lim
h→0
P (Z(t) = z1, Z(t+ h) = z2)
h
, z1 6= z2,
which satisfies µzm(tm) = 1, µz(tm) = 0, z 6= zm, and other positive, normalizing and
marginal conditions stated in Definition 1 of Cohn et al. (2010).
Given fZ˜ ∈MZ˜ , consider the integration EfZ˜ [exp (−
´ T
0
λ(Z(u), u)du)]. It can be




































Following Theorem 6 of Cohn et al. (2010), (2.8) can be approximated by the
integral (2.9) evaluated at the fZ˜ that minimizes the Kullback-Leibler divergence
(Kullback and Leibler, 1951) from the process of interest given Z˜(T ). fZ˜ satisfies the
condition that,
µz(u) =
Pzm−1,z(u− tm−1)Pz,zm(tm − u)
Pzm−1,zm(∆tm)
, for u ∈ [tm−1, tm).
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This variational approximation allows the calculation of (2.6) to be computation-
ally tractable, which can be carried out in linear time by using the forward-backward
algorithm as shown in the following section 2.3.2.
2.3.2 Inference of the model parameters
The forward-backward algorithm. The forward-backward algorithm is a dy-
namic programming algorithm for computing the marginal likelihood of a sequence of
observations from complete-data likelihood, by iteratively marginalizing out hidden
state variables. For convenience, we denote the interevent time up to m-th event as
∆t1:m := {∆ti := ti − ti−1, i = 1, ...,m} and the probability function given inferred
parameter and event history up to m-th event P (·|Θ,H(tm)) as PΘ(·|∆t1:m). For
our approximated likelihood outlined above, the forward variable A and backward
variable B are
Am(zm,∆t1:m)




PΘ(Zm = zm|Zm−1 = zm−1,∆tm−1)× PΘ(∆tm|Zm = zm, Zm−1 = zm−1,∆t1:m−1),
×Am−1(zm−1,∆t1:m−1)
Bm|M(zi,∆tm+1:M)




PΘ(Zm+1 = zm+1|Zm = zm,∆tm−1)× PΘ(∆tm+1|Zm+1 = zm+1, Zm = zm,∆t1:m)
× Bm+1|M(zm+1,∆tm+2:M).
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The initial conditions are A1(z1,∆t1) = δz1PΘ(∆t1|Z1 = z1) and BM |M(zM) = 1.
Also, we have








Bayesian inference of MMHP using MCMC. We impose weakly informa-
tive priors for the model parameters: δ0 ∼ U(0, 1), α ∼ N(0, 5), β ∼ logN(0, 0.5),
λ1 ∼ logN(0, 1), λ0 < λ1, q0, q1 ∼ logN(−1, 1). λ1 is baseline intensity for the Hawkes
process, which is greater than the rate in state 0, λ0, in order to address model iden-
tifiability issue. As part of the MCMC sampler, we incorporate the above likelihood
approximation algorithm to obtain posterior draws of the parameters. See Algorithm
2.1 for more details. The computation was carried out using the probabilistic pro-
gramming language Stan (Guo et al., 2014).
2.3.3 Inference of the latent process
Given a posterior draw Θˆ from the posterior draws, we may infer the most likely
sequence of hidden states corresponding to the observed events, zˆ1:M . We apply
the Viterbi algorithm (Forney, 1973), which maximizes the conditional probability:
P (Z1:M = zˆ1:M |Θ,∆t1:M), as shown in Algorithm 2.2. Then, the full latent trajectory
Z(T ) given Θˆ and zˆ1:M is interpolated by maximizing the likelihood of there being no
event between two observed events, given the estimated states at these two events’
times and the parameter estimate, i.e.,
P (Z(t)|Zm−1 = zˆm−1, Zm = zˆm, Θˆ,∆t1:m), t ∈ [tm−1, tm).
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Algorithm 2.1 Posterior sampling of parameters for MMHP.
Inputs:
M(number of events), ∆t1:M(interevent time)
Prior:
δ0 ∼ U(0, 1), α ∼ N(0, 5), β ∼ logN(0, 0.5),
λ1 ∼ logN(0, 1), λ0 < λ1, q0, q1 ∼ logN(−1, 1).
Likelihood:
Initialize: m← 1;
A1[1]← (1− δz0)PΘ(∆t1|Z1 = 1); A1[2]← δz0PΘ(∆t1|Z1 = 2).
while m < M do
m← m+ 1
Am[1]← Am−1[1]PΘ(Zm = 1|Zm−1 = 1,∆tm−1)PΘ(∆tm|Zm = 1,∆t1:m−1)+
Am−1[2]PΘ(Zm = 1|Zm−1 = 0,∆tm−1)PΘ(∆tm|Zm = 1,∆t1:m−1)
Am[2]← Am−1[1]PΘ(Zi = 0|Zm−1 = 1,∆tm−1)PΘ(∆tm|Zm = 0,∆t1:m−1)+
Am−1[2]PΘ(Zm = 0|Zm−1 = 0,∆tm−1)PΘ(∆tm|Zm = 0,∆t1:m−1)
PΘ(∆t1:M)← AM [1] +AM [2]
Posterior:
Use MCMC to sample from posterior distribution.
Outputs:
Posterior draws of Θ.
The detail of the interpolation procedure is in Appendix B. Based on the posterior
latent trajectories corresponding to a sample of the posterior draws of Θˆ, Z(T ) can
be estimated by their majority vote at each t.
2.4 Experiments
2.4.1 Experiments on synthetic data
To evaluate the proposed algorithms for estimating MMHP, we simulate event
arrival times from a generative MMHP model. The simulation of such an inhomo-
geneous point processes is based on the thinning algorithm (Ogata, 1981), one of
the most common approaches for simulating inhomogeneous Poisson processes. The
detailed simulation algorithm is in Appendix C.
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Algorithm 2.2 Viterbi algorithm for Markov Modulated Hawkes Process
Inputs:
Θˆ(Estimation of parameters), M(number of events), ∆t1:M(interevent time)
Initialize:
m ← 1, i′ ← 1; vm[1] ← log ((1− δ0)PΘˆ(∆t1|z1 = 1)); vm[0] ←
log (δ0PΘˆ(∆t1|z1 = 0))




vm−1[k] + logPΘˆ(Zm = 1|Zm−1 = k,∆tm)
+ logPΘˆ(∆tm|Zm = 1, Zm−1 = k,∆t1:m−1)
vm[0]← max
k
vm−1[k] + logPΘˆ(Zm = 0|Zm−1 = k,∆tm)
+ logPΘˆ(∆tm|Zm = 0, Zm−1 = k,∆t1:m−1)
bm[1]← arg max
k
vm−1[k] + logPΘˆ(Zm = 1|Zm−1 = k,∆tm)
+ logPΘˆ(∆tm|Zm = 1, Zm−1 = k,∆t1:m−1)
bm[0]← arg max
k
vm−1[k] + logPΘˆ(Zm = 0|Zm−1 = k,∆tm)
+ logPΘˆ(∆tm|Zm = 0, Zm−1 = k,∆t1:m−1)
z∗M ← arg max
k
vM [k]
while m′ < M do
z∗M−m′ ← bM−m′+1[z∗M−m′+1]
Outputs:
Global optimal sequence of latent state (z∗1 , ..., z∗M)
Estimation of model parameters. Given a set of parameter values Θ, we simu-
late S = 50 independent sets of synthetic MMHP processes and let them run up to
M = 50 events.
Model estimation was carried out using Algorithm 2.1 with MCMC sampling. We
run four parallel chains with random initial values and 1000 iterations per chain.
We used the first half of each chain for burn-in. The convergence of the algorithm
is obtained as Rˆmax < 1.1 (Gelman et al., 2013). For each estimated posterior
distribution, we derive the posterior mean as the parameter estimate. Since the
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posterior distributions are highly skewed, we calculated simulation-efficient Shortest
Probability Intervals (SPIn) (Liu et al., 2015) for the parameter estimates. For our
95% posterior probability interval using SPIn, the coverage rates of true values are
all above 95%.
We further examined the sampling distribution of the posterior means from the
S = 50 independent simulated data sets. Figure 2.4 displays 50 estimated posterior
distributions for each model parameters in grey lines. The purple points and hori-
zontal bars are the average of these posterior mean estimates and their shortest 95%
probability interval. The blue lines represent prior distributions and red vertical lines
indicate the ground truth. It shows that the sampling distribution of our estimates
is centered at the true value with reasonable precision.
Estimation of the latent Markov process. Using synthetic data, we also eval-
uate how well our proposed algorithm recovers the latent state process. We first
simulate an instance of the latent Markov process Z(T ), and then generate S = 50
sets of event arrival times given this fixed Z(T ). Numerical experiments are conducted
under different lengths of the latent Markov process, where the average numbers of
events are M = 50, 100, 200 and 500.
Following the inference procedure described in section 2.3.3, we show the estimates
of the latent Markov process in Figure 2.6-(a), where the thick black line is the ground
truth of the latent process, the grey lines are the majority vote estimates for each
synthetic processes among S = 50 processes, and the thick blue line and the blue
shades are the average latent trajectory of S = 50 estimates and its one-standard-
deviation confidence bands. The estimated trajectories reflect the hidden true state
process Z(T ), even at M = 50. As the number of events increases, our estimation of
the latent process becomes more accurate.
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Figure 2.4: Estimation of the parameters for simulated MMHPs. Red lines: ground
truth; grey lines: posterior distributions; purple segments: 95% Shortest Probability
Intervals (SPIn) (Liu et al., 2015) based on the sampling distribution; blue lines: prior
distributions.
Figure 2.5: Estimation of intensity for one synthetic process using MMHP, MMHPSD
and MMPP.
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Figure 2.6: Estimation of the latent Markov processes after fitting the three models
to simulated MMHPs. (a) Estimated latent trajectory using the proposed algorithm.
(b) Estimated latent trajectory using MMPP. (c) Estimated latent trajectory using
MMHPSD.
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Figure 2.5 provides a comparison between the true intensity function for one sim-
ulated 50-event process and the estimated intensity function that given the posterior
draws of the model parameters and the latent process. The accuracy of the estimated
intensity serves as another validation of our estimation of the model parameters and
the latent state process.
For comparison, we include in Figure 2.6-(b) the inferred trajectories on the same
simulated data sets using MMPP, which suffers from biases and high variability. The
inference of the latent process deviates more from the ground truth when events are
more bursty in the state 1. This is because MMPP assumes a constant intensity
in each state and is not flexible enough to capture the highly heterogeneous event
time data that is generated by the MMHP model. As a result, MMPP systematically
underestimates the intensity in the state 1 and overestimates the intensity in the state
0. This causes the estimated mean latent process to regress towards 0.5, with the
most sizable deviation taking place during the transition period.
We also evaluated the performance of MMHPSD (Wang et al., 2012), with results
shown in Figure 2.6-(c). MMHPSD suggests transitions between states that are much
more frequent than the ground truth. To quantify this difference between our MMHP
model and MMHPSD, we calculate the integrated absolute error of the inferred latent
process, i.e., ˆ T
0
|Z(t)− Zˆ(t)|dt,
as shown in Figure 2.7-(a). Figure 2.7-(b) shows the comparison between MMHP
and MMHPSD, from which we can see that the overly sensitive state-transition of
MMHPSD leads to a larger integrated absolute error.
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Figure 2.7: Comparison of integrated absolute error between MMHP and MMHPSD.




Zˆ(t)|dt. Here, the black line indicates the true trajectory, the red and blue lines
represents the estimated latent process by MMHP and MMHPSD correspondingly,
and the red and blue shaded areas correspond to the absolute error of the inferred
states using these two methods. (b) Comparison of the integrated absolute error
between MMHP and MMHPSD under different simulation scenarios.
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2.4.2 Experiments with social interaction data among mice
In Section 1.2, we introduce the mice behavior study. The goal of this study was
to understand how mice collectively establish and navigate their social hierarchy over
time and to identify inconsistent deviations from a linear order.
Based on our study of the dataset, we conjecture that the social interaction dy-
namics of mice exhibit two states: active and inactive, which can be detected using
the proposed MMHP model. After we separate all the interactions into two states, we
expect the active state interactions to follow a linear hierarchy more closely than with
all interactions combined, which suggests an explanation on how social dominance is
established among a group of mice. Using multiple measurements of linearity for an
animal social hierarchy, we show that it is indeed the case. In addition, the inactive
state interactions offer insights on social structures among the mice that deviate from
the dominance hierarchy. A cluster analysis of the inactive state interactions shows
that, as time progresses, the extent of between-cluster interactions decreases, which
suggests that the social structure may be stabilizing.
From this dataset, we considered the relational event dynamics on a fixed set
of actors V = {1, 2, ..., N = 12}. The data consist of all historic events up to a
termination time T : H(T ) = {(im, jm, tm)}Mm=1. For each directed pair of actors
(i, j), the sequence of interaction event times is denoted by Hi,j(T ) = {ti,jm }M i,jm=0, where
ti,j0 = 0, and M i,j is the number of interaction events initiated by i and received by j.
Assume that, for each directed pair (i, j), the dyadic events Hi,j(T ) within each
observation period follow the MMHP model. The parameters of each process share
the same prior distribution and vary across pairs. To improve the estimation of the
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where ∆ti,jmax is the maximum over all interevent times for a pair (i, j). We assume
that the latent state transitions should be less frequent than the fight frequencies, and
set q0 = w0λ0, q1 = w1λ1, where w0 ∼ Beta(0.5, 0.5), w1 ∼ Beta(0.5, 0.5). The other
parameters share the following priors: α ∼ logN(µα, σα), β ∼ logN(µβ, σβ).
Figure 2.8: (a) Estimated latent process for the same directed pair of mice as in
Figure 2.1, where the crosses are estimated states at observed event times; blue line
is inferred Z(T ) based on the majority vote given posterior draws of latent trajectory;
the shaded blue area is the one-standard-error band. (b) and (c) QQ plot and K-S
plot for point process rescaled-inter-event times of this directed pair.
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Figure 2.8 shows our estimated result on data from the same directed pair as
shown in Figure 2.1. Figure 2.8-(a) plots the inferred latent states with observed
event times and the estimated state trajectory with the one-standard-error band.
MMHP separates bursts of fights between this pair of mice from time segments with
only isolated fights or no fights.
Figure 2.9: Comparison of K-S statistics for testing the distribution of rescaled-inter-
event times with respect to different numbers of events, between five models.
A common approach to test the goodness-of-fit of point process models is the time




λ(u)du}M−1m=0 , are expected to be independently distributed following an
exponential distribution with rate 1. The MMHP rescaled-inter-event times closely
follow the exponential distribution with rate 1, as shown in the QQ plot in Figure 2.8-
(b) and Kolmogorov-Smirnov plot in Figure 2.8-(c). We compare our model with
MMPP, MMHPSD, Hawkes process and Poisson process with a piece-wise constant
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rate in Figure 2.9. Fitting all pairs of mice data, MMHP yields the lowest K-S statistic
across different numbers of events between pairs.
(a) All fights (b) Active state
(c) Inactive state
Figure 2.10: Plots of mice win/loss matrices for all fights and by states (sorted by
I&SI method (Vries, 1998)).
The active/inactive state separation by MMHP can help us understand the in-
consistency between mice interaction behaviors and their hierarchy ranks. Given a
set of fights among a group of mice, one can calculate the win/loss matrix, which
is a frequency sociomatrix of wins and losses (So et al., 2015). The (i, j)-th entry
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in the win/loss matrix represents the number of times i won against j. For one co-
hort, Figure 2.10 plots the win/loss matrices for all fights and by the active/inactive
state. The order of rows and columns corresponds to the ranks of mice using the
I&SI method (Vries, 1998). If the interactions strictly follow the social hierarchy, we
expect to see all the interactions in the upper triangle with a few exceptions that are
close to the diagonal. This is not the case in the overall panel (Figure 2.10-(a)). The
upper triangular structure in Figure 2.10-(b) suggests that our identified active state
of bursty and intensive fights agrees with hierarchical rank. The inactive state inter-
actions are deviations from the hierarchy. This suggests that these interactions might
be motivated by the mice’s need to explore the social hierarchy without intensive
engagements.
To better quantify how closely a set of interactions follow a linear hierarchy, we
calculate the following three measures of social hierarchy linearity for the win/loss
matrix as in Figure 2.10: Directional consistency (Leiva et al., 2008), Triangle transi-
tivity (McDonald and Shizuka, 2012) and Inconsistency in the ranking (Vries, 1998).






which is the difference in the proportions of fights won by the more dominant indi-
viduals and that by the more subordinate individuals. For three individuals (i, j, k),
triangle transitivity measures the proportion of triad relations satisfying transitivity,
i.e.
1(i > j, j > k, i > k),
where i > j represents i dominates j and 1(·) is the indicator function. Consider W˜ ,
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which isW with its rows and columns reordered according to a ranking. Inconsistency
in the ranking equals to ∑
i>j
1(W˜ij > W˜ji).
A perfect linear hierarchy ranking would give zero inconsistency. Table 2.1 shows the
results of the above measures corresponding to the win/loss matrix shown in Figure
2.10.
Figure 2.11 shows the boxplots of these three measurements for ten cohorts, which
are calculated using all interactions, active interactions and inactive interactions. We
can see that all three measurements suggest a stronger linear hierarchy among the
active-state interactions comparing to that of all interactions combined.
Measurement All fights Active state Inactive state
Directional Consistency 0.98 1.00 0.90
Triangle transitivity 0.90 1.00 0.85
Inconsistencies in ranking 5 2 5
Table 2.1: Measures of social hierarchy linearity in the same cohort as shown in Figure
2.10.
Figure 2.11: Measurements of social hierarchy linearity calculated from interactions
of three types (all, active, inactive) in the ten cohorts.
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(a) Day1 - Day5 (b) Day 6 - Day 10
(c) Day 11 - Day 21
Figure 2.12: Evolution of community structure based on exploratory inactive inter-
actions among a cohort of mice over time. For each plot, mice in the same cluster are
shaded using a linear color palette (e.g. 7,9,6 in (b)). The direction of the interactions
is encoded by the initiating mouse’s color. The thickness of the line is proportional
to the counts of interactions. Each individual’s total number of wins is indicated by
the size of the segment of the colored circular sector in the inner ring.
Figure 2.12 shows the estimated community structure by applying spectral clus-
tering to the inactive interactions during three time periods, for the same cohort as in
Figure 2.10. It has been found in Williamson et al. (2016) that day 5 and day 10 were
the start and end of social hierarchy stabilization. We can see a shift in social struc-
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ture in Figure 2.12, where more between-cluster explorations were observed during
the first period and more confined explorations were observed during the last period.
Figure 2.13 summarized this trend for all cohorts: each line in the plot indicates a
cohort’s evolving ratio of between-cluster interactions and within-cluster interactions.
The thicker line segments represent the ratio values calculated for each day by using
interactions within a sliding one-hour time window. Due to the fact that the study
has different observation times within a day across cohorts, we align all the cohorts
by interpolating the calculated segments (thick lines) with a thin line. We can see
that all cohorts show stability in the clustering after the 10th day.
Figure 2.13: Clustering trend of inactive state interactions in the ten cohorts.
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2.5 Discussion and conclusion
Although dynamic social interactions have been widely studied recently, exist-
ing models cannot adequately capture the patterns of event dynamics in real data
– sporadic with bursts and long wait time. In this chapter, we proposed a Markov-
modulated Hawkes process (MMHP) model and its inference algorithms, which seg-
ments different dynamic patterns in event arrival times data. Our results from nu-
merical experiments provide validating evidence on the advantages of the proposed
method over comparable existing methods, in both simulated studies and a real ap-
plication to animal behavior data.
In this chapter, the MMHP model and its inference framework are built under
the assumption that the latent Markov process has two states for better model in-
terpretability. However, it could be naturally extended to a R-state latent Markov
process by easily modifying the computation of the forward-backward algorithm.
MMHP uses the classic exponential kernel in Hawkes processes, where α represents
the influence of historical events on the intensity and β represents the decay rate of
such influence. A potential extension of the proposed model could be introducing
covariates into α and β. Subsequent inference can be easily conducted under our
framework. Although our current work emphasizes more on the model interpretation
due to the motivation from the animal behavior data, our model can also make
predictions on the expected number of future events with measures of uncertainty.
In this chapter, we focused on modeling the sporadic dynamic of one sequence
of event history. We assumed independence structure when applying the model to a
network of animals. In the next chapter, we will introduce a dependence structure
among different animal pairs in a network. Such a network-structured MMHP will
lead to improvements in model estimates and interpretability. On the other hand,
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combining with network models, MMHP provides a way of inferring network structure
based on continuous-time event data.
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Chapter 3
Latent Space Multivariate Point
Process Models for Event Times in a
Social Hierarchy
Group-based social dominance hierarchies are of essential interest in animal behav-
ior research. Experimental studies often collect aggressive interactions data observed
over time. Researchers are interested in understanding how the underlying social hier-
archy is established and dynamically evolves. Traditional ranking methods summarize
interactions across the observation period and rely on aggregate counts. Instead, we
take advantage of the timestamps of the interactions and propose a network point
process model by embedding the nodes in a latent space in this chapter. We carefully
motivate the form of this model so that it can incorporate important characteristics
of animal interaction data, such as the winner effect, bursting and pair-flip phenom-
ena. We apply the model to simulation and real data. With a suite of statistically
developed diagnostic perspectives, we demonstrate that this model outperforms com-
parison models, in terms of recovering the underlying rankings, capturing relevant
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network structure and providing meaningful predictions.
In this chapter, we want to provide a general framework for modeling the hierarchy
formation among a group of mice through their observed repeated aggressive inter-
actions, using data described in Section 1.2 order to answer the unsolved questions
in Williamson et al. (2016). Describing the dominance structure well is a difficult
task; specifying a statistical generative model provides a natural way to characterize
the structure of these social groups more generally. One focus of the model we de-
velop here is the ability to capture the temporal and network dynamics of the social
dominance hierarchy. Section 3.1 presents a survey of existing well-know methods for
dominance ranking. In Section 3.2, we take advantage of timestamps of interactions
and propose three network point process models: the cohort Hawkes process model
(C-HP), the cohort degree corrected Hawkes process model (C-DCHP) and the cohort
Markov-modulated Hawkes process model (C-MMHP). In Section 3.3, the models are
compared by using simulation and real data. We illustrate that our model is flexible
and adequate to capture dynamics of dominance hierarchy by showing results on rank
inference, residual analysis and prediction performance. Section 3.4 summarize the
work and discuss the future direction of our proposed model.
3.1 Related work
In this section, we review related ranking methods for group-living animals. The
methods are generally developed based on the observations of dyadic, or pairwise,
agonistic interactions. In So et al. (2015), the agonistic interactions include fighting,
chasing and mounting behaviors. We will concentrate on all such aggressive interac-
tions without differentiating the type. Denote the interactions between N animals as
a matrix W , where Wij is the number of fights in which i beats j. In So et al. (2015)
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and Williamson et al. (2016), this is also called a win/loss matrix.
The fundamental difference between the methods lies in the understanding of the
dominance concept. One family of methods views the dominance rank as an out-
come of observable dyadic bahavior, referred to as the functional definition in Drews
(1993). The other family of methods represents dominance as a latent characteristic
of individuals, denoted as Fi for individual i, e.g. “force”(Bonabeau et al., 1999),
“resource holding power”(Dugatkin, 1997), “capacity”(Hemelrijk, 2000), etc. Drews
(1993) categorized them as structural methods. For both families, the dyadic dom-
inance relationship serves as a building block for understanding the social hierarchy
in the whole group. In the functional methods, the rank is inferred from the obser-
vations recorded in the win/loss matrix, W . If Wij > Wji, the functional methods
infer that i dominates j. On the other hand, structural methods draw conclusions
according to the latent characteristic variable F . For a pair i, j, if Fi > Fj, then
structural methods conclude that i dominates j. In Section 3.1.1 and 3.1.2, we will
discuss the two families of methods in more detail.
One important concept in the dominance ranking is linearity. It means that for
every three individuals, i, j, k, if i dominates j and j dominates k, then i is sup-
posed to dominate k. This triad relationship is also called transitivity. In functional
methods, it is easy to understand the linearity from observational studies of group-
living animals. However, the intransitivity phenomenon frequently exists. Then, the
functional methods aim to find a nearly linear ranking that is most consistent with
observational wins and losses. On the other hand, in the structural methods, the
linearity is not directly observable but is incorporated as an assumption by specifying
it as a property of the latent parameter F . Hence, the linearity assumption needs to
be carefully verified before model fitting. The goal for structural methods is to study
the model that can mostly reflect the formation mechanisms of dominance hierarchy.
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3.1.1 Functional methods
Various functional methods utilize the observed interaction data in different ways.
The I&SI ranking method, developed by de Vries (1998), reorders the win/loss ma-
trix to minimize the number of inconsistent pairs that violate transitivity. So et al.
(2015) and Williamson et al. (2016) take advantage of outcomes of all the aggressive
interactions by applying the Glicko rating system. This method captures temporal
changes in the ranking scores and can be visualized to understand how social hierarchy
patterns evolve over time.
In de Vries (1998), the I&SI method is proposed as a matrix-reordering method,
to find the ordinal rankings of individuals that are most consistent with a linear
hierarchy, by iteratively minimizing two criteria: the number of inconsistencies (I ) and
then the total strength of the inconsistencies (SI ) without increasing I. The number
of inconsistencies (I ) is the number of pairs in which the lower-ranked individual wins





where 1({·) is an indicator function. The matrix W˜ is generated by reordering the
original win/loss matrix w according a ranking. The strength of a single inconsistency
is the absolute rank difference of the inconsistent pair. Then, the total strength of




|i− j|1(W˜ij > W˜ji).
An example is shown in Figure 3.1. The original win/loss matrix in the example is
W , which corresponds to I = 3 and SI = 7. According to the I&SI ranking method,
CHAPTER 3. LATENT SPACE MULTIVARIATE POINT PROCESS MODELS
FOR EVENT TIMES IN A SOCIAL HIERARCHY 56
the matrix is reordered to yield W˜ the rightmost matrix in Figure 3.1, in which I = 1
and SI = 3. Intuitively, the I&SI method finds the order of the rankings that is most
consistent with a linear hierarchy. Although such a perfect linear hierarchy usually
does not exist, I&SI is attempting to find a ranking where any inconsistencies take
place between individuals that are close in rank. In another word, I&SI method aims
to place any inconsistent dyads under the diagonal as close to it as possible.
This method suffers from the problem that the algorithm is not guaranteed to con-
verge to a unique optimal solution (Vries and Appleby, 2000). Especially, when there
is a tie of win/loss (Wij = Wji > 0) or unknown relationship (Wij = Wji = 0), the
result highly depends on the choice of rules for assigning rankings. Another reason for
the divergence of the method is that the method only uses the asymmetry relation-
ship between the number of wins and losses, instead of the absolute difference. Such
a simplified binary dominance measure ignores important information in the data –
the total number of fights. It is often observed that the distribution of dominance
power exists a high discrepancy (Chase et al., 2002), but an ordinal ranking from this
method is not discriminative enough to demonstrate that. Williamson et al. (2016)
provide an analysis of monopolization of the most dominant mouse in each cohort,
which suggests the necessity for considering a real-valued score instead of the ordinal
rank.
So et al. (2015) and Williamson et al. (2016) use the Glicko rating system to calcu-
late temporal changes in dominance scores of each animal in each cohort. The Glicko
rating system is a dynamic paired comparison system that calculates a temporal se-
quence of cardinal scores based on the history of dyadic wins and losses (Glickman,
1999). All individuals start with the same initial rating. After each observed fight
between a pair, the winner (or the loser) gains (or loses) points according to a de-
creasing function of the difference between their previous scores. In this case, fighting
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Figure 3.1: An example of a win/loss matrix and the corresponding reordered matrix
according to the I&SI method. The entries shaded in red in the matrix are the
inconsistencies, where the lower-ranked individual wins more frequently than the
higher-ranked individual.
between pairs whose scores differ a lot will not result in significant changes in the
system. The calculation of the Glicko score also depends on a predefined constant,
which determines the volatility of the score changes. Since scores are computed after
each fighting event, this method can easily capture the temporal dynamics of the
dominance hierarchy. Williamson et al. (2016) also provides a clear visualization of
the change in the dominance score based on this method, where the emergence and
stabilization of the hierarchy can be concluded from the graph. However, this method
is ad-hoc in the sense that there are no theoretical rules for researchers to choose the
initial rating, the decreasing function for changing a pair’s scores after an observed
fight, or the constant controlling the volatility of score changes. Since the method
focuses on summarizing the observations without any formal modeling, it can be hard
to provide formal insights regarding the evolution of hierarchy dynamics. Besides, it
is not always clear how to draw a conclusion about the hierarchy ranking from the
visualization of the rating system. Hence, a more quantitatively-driven method that
can explain the data generating process is needed.
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3.1.2 Structural methods
Unlike functional methods, which deduce rankings directly from observed inter-
actions, structural methods assume that the ranking can be represented by a latent
characteristic of the individuals. Given these latent ranks, structural methods model
the mechanism behind these aggressive encounters. Lindquist and Chase (2009) sum-
marizes classic winner-loser models for the animal interaction behaviors. The models
are evaluated by assessing discrepancies between simulations and real data. De Bacco
et al. (2018) proposed a physics-inspired model to capture the pattern in the counts
of the interactions. With their proposed inference procedure, the validation of the
model is carried out through interpretation of inferred parameters.
Winner-loser models are an important family of structural methods that explain
the formation of linear dominance hierarchy (Lindquist and Chase, 2009). Commonly,
the models assume an innate power parameter for each individual i, denoted as Fi
(some models may assume a time-variant version, i.e. Fi(t)) (Bonabeau et al., 1999;
Dugatkin, 1997; Hemelrijk, 2000). Although different models have their own specific
formulations, common components they share are: an interaction probability and a
dominance probability. Both are functions of innate power. The mathematical for-
mulation of the models will not be discussed here, but some assumptions used in the
model are worth discussing. One essential idea is the winner effect, the phenomenon
in which an animal that has experienced previous wins will continue to win future ag-
gressive interactions with increased probability. Although the extent and effectiveness
of this winner effect remain unclear, evidence from experiments do show that they
exist and vary in different groups and species (Dugatkin, 1997; Dugatkin and Earley,
2003; Hsu and Wolf, 1999). The evidence from experiments also shows patterns that
are challenging to capture through the winner-loser models – such as bursting and
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pair-flips. Bursting means that higher-rank animals often exhibit successive fighting
of lower-rank ones in an extended period of time. Pair-flips describe the situation
when a pair of animals exchange their aggressive act direction before a stable domi-
nance relationship is established. We want our model to be able to incorporate these
patterns. Lindquist and Chase (2009) also apply the models to real experimental
data of hens and show the lack of fit between the models and the data. However,
the procedure is conducted by comparing simulation results from the models with the
real data. Similarly, the probabilistic generative model we propose will also be able
to capture these important animal behavior phenomena, including the winner-effect,
bursting and pair-flips. We develop a corresponding statistical inference procedure
which means that model-fitting can be assessed by rigorous statistical model diag-
nostics, rather than relying on simulations as in Lindquist and Chase (2009).
De Bacco et al. (2018) introduced a physics-inspired model to infer cardinal hier-
archical rankings of individuals in directed networks. By assuming that individuals
are more likely to interact with others of similar rank, they propose an optimization
solution and a generative model to find the real-value ranks of individuals. However,
the only information used in the model is the existence and direction of the interac-
tions in the network. We refer to this model as the aggregate-ranking model. Only
using the aggregate counts of interactions makes it hard to address phenomena like
the winner-effect, bursting and pair-flips mentioned in Lindquist and Chase (2009).
Event time data which records when the aggressive behaviors occur is highly detailed
and contains all the information needed to describe the important phenomena men-
tioned earlier. This suggests that a better modeling strategy should take into account
the timestamp of the fighting events, instead of relying only on the aggregate count.
In summary, although the current methods have certain advantages, they suffer
from some problems respectively,
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1. using ordinal rank is not informative enough to describe the unequal distribution
of dominance power;
2. systematic solution is needed for modeling the temporal dynamics of the dom-
inance hierarchy, instead of empirical scores;
3. instead of only using simulation to demonstrate the model fitness, a probabilistic
generative model and its inference is necessary;
4. the timestamps of the interactions also contain information about the hierarchy
formation, which should not be ignored in the model.
In Section 3.2, we will propose a probabilistic generative model to address those
problems. Inspired by the previous methods, there are various of elements that we
want to take into account when constructing the model: inconsistencies lying between
the interactions and ranking, time-evolving of the hierarchy dynamic, winner effect,
bursting and pair-flips phenomenons, etc. Our model is designed to be interpretable
and flexible enough to capture those features.
3.2 Model
3.2.1 Background
Animal aggressive interaction data is essentially a network data, where the senders
are the winners of the fights and the receivers are the losers. To consider the necessary
information lying in the timestamps of interactions, we will develop a point process
model on a network. In this section, we review some notations and background on
point processes and network modeling that are critical for our model. Then, we will
briefly review latent-space model, which is an essential idea for network analysis.
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Last, we discuss Bayesian modeling and the benefit of adopting this framework to
our model.
Background on point process models. Following the same notation as in Sec-
tion 1.3, remind that the conditional intensity function of a counting process N(t),
at any time t ∈ (0, T ] conditioning on current history H(t) is
λ(t|H(t)) = lim
∆t→0
Pr(N(t+ ∆t)−N(t) = 1|H(t))
∆t
.











For a network consisting of a fixed set of N nodes, V = {1, 2, ..., N}. For each
directed pair of nodes (i, j), the observations of interactions (fights) between them up
to terminal time T includes the sender (winner) i, the receiver (loser) j and a sequence
of event happening times Hi,j(T ) := {ti,jm }M i,jm=0. The conditional intensity function for
















Background on latent space models. Latent space models are an important
tool for social network analysis (Hoff et al., 2002). The key idea is to embed the
nodes in a lower-dimensional latent space so that edge formation can be modeled
as conditionally independent given the latent positions. It has been widely used in
modeling both static network (De Bacco et al., 2018; Hoff, 2005; McCormick and
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Zheng, 2015) and dynamic network (Sarkar and Moore, 2006; Sewell and Chen, 2015)
data. Although latent space modeling of dynamic network is developing recently, it is
challenging to model continous-time network data and this remains an area for future
research (Kim et al., 2018).
Background on Bayesian modeling. Throughout this chapter, we adopt a Bayesian
framework for our model inference. Assuming a prior distribution for the model pa-
rameters and given a model likelihood, the posterior distribution for quantities of
interest can help us calibrate the uncertainty in the model. This is an important
aspect of our current research strategy. First, we need tools that can quantify uncer-
tainty in rank inference. For example, in Williamson et al. (2016), the analysis shows
that the pair-flips phenomenon exists in some cohorts, which means that the direction
of aggressive interaction changed over time. In a Bayesian modeling framework, we
can naturally capture this effect through uncertainty in the model parameters: we
suspect that individuals that are involved in pair-flip phenomena should have larger
posterior variances for their latent ranks. Second, in each cohort, there always exist
some pairs that have few or no interactions across the entire observe time window.
A Bayesian framework can achieve robust inference in such conditions, with the as-
sistance of prior assumption and by borrowing strength from data of other pairs. We
will use the Stan modeling language (Carpenter et al., 2017) to fit all models and to
obtain posteriors samples for model parameters.
3.2.2 Modeling
Motivated by the winner effect reviewed in Section 3.1.1, we introduce the winning
history in the intensity modeling. Although there is no unique answer from experi-
mental observations to show the extent and persistence of the historical events, the
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intensity formulation in the Hawkes process can help us model the winner effect flex-
ibly. Remind that, a Hawkes process is a linear self-exciting process that can explain
bursty patterns in event dynamics. For a univariate model, the intensity function
with exponential triggering function is defined as




Here, α describes the extent to which previous wins influence the tendency to engage
in a new fight. β represents the persistence – how fast this effect decays over time.
A large β means that the winner effect decays quickly and only the most recent wins
influence the tendency to engage in aggressive interactions at the present time .
For a directed pair (i, j), the Hawkes process intensity is




exp (−βi,j(t− ti,jk )),
where λi,j1 , αi,j and βi,j are pair-wise parameters in Hawkes process. For all pairs,
we introduce structure for the parameters by assuming a latent rank variable, fi ∈
[0, 1], i = 1, 2, ..., N . This is similar to the latent characteristic concept used in the
winner-loser models (Lindquist and Chase, 2009) and latent rank in aggregate-ranking
model (De Bacco et al., 2018) reviewed in Section 3.1.2. The latent rank variable is
essentially a latent-space variable. By embedding the nodes on a ranking space, we
make constrain on the pair-wise intensity function through the ranking relationship.
The range of the latent rank variables is set to be bounded in order to avoid issues with
model identifiability. We can incorporate various model assumptions by specifying
particular forms of the parameters λi,j1 , αi,j and βi,j in the intensity function, as we
will discuss in Section 3.2.2.1, 3.2.2.2 and 3.2.2.3.
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3.2.2.1 Cohort Hawkes Process (C-HP) Model
In the first model, we assume a baseline intensity, λ1, and that the rate of decay
for historical events, β, is constant across pairs. We structure the impact of historical
events on each pair as a function of the pair’s latent ranks fi, fj and parameters η, i.e.
αi,j := gη(fi, fj). Inspired by the inconsistency and strength of inconsistency concepts
in the I&SI method, we expect that the function gη(fi, fj) satisfies the following: (1)
gη(fi, fj) > gη(fj, fi) when fi > fj; (2) gη(fi, fj) is a decreasing function of |fi − fj|
when fi − fj < 0. Hence, we have,
gη(fi, fj) := η1fifj exp (−η2|fi − fj|)logistic(η3(fi − fj)),
where η := (η1, η2, η3). Figure 3.2 shows the contour plot of gη(fi, fj), with η1 =
2.66, η2 = 0.48, and η3 = 4.36, which is according to the fitted values from the real
data of one cohort. Note that the x-axis in Figure 3.2 is decreasing from left to
right, in order to be consistent with the arrangement of a win/loss matrix, where
the interactions between the most dominant pairs are displayed in the top left. We
notice that the function takes higher values when fi > fj (upper right triangle of
Figure 3.2), compared to values when fi < fj (lower left triangle of Figure 3.2).
This ensures that aggressive behaviors are directed more frequently from a dominate
individual towards a submissive individual, mirroring the inconsistency concept in
I&SI method. The contour plot also shows that the form of this function agrees with
the idea of minimizing the total strength of the inconsistencies in the I&SI method:
it has a smaller value when fi < fj and |fi − fj| is larger (moving from the diagonal
to lower left triangle of Figure 3.2).
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Figure 3.2: Contour plot for αi,j := gη(fi, fj) where fi, fj ∈ [0, 1].
Now, the intensity in the C-HP model is
λi,j(t) = λ1 + gη(fi, fj)
∑
k
exp (−β(t− ti,jk )).
To assess the goodness-of-fit of point process models, according to the time rescal-




λ(s)ds}Mm=1, are independently distributed following an exponen-
tial distribution with rate 1. We fit the model to the data from one cohort. For each




λi,j(s)ds}M i,jm=1 and show the test statistics result in Figure 3.3. The
color depth indicates the value of the K-S statistics. The strips of deep color on the
row for mouse 5 and column for mouse 1 suggest that our current model suffers from
a lack-of-fit; clustering in the K-S statistics by individual indicates that a constant
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Figure 3.3: Matrix of K-S statistics after fitting the C-HP model to the real data
(reordered by I&SI ranking). The rows and columns of this matrix correspond to
senders and receivers of an agonistic behavior, respectively. Color shading reflects
the values of the K-S test statistics. Red lines are empirical cumulative distribution
functions of rescaled-inter-event times and black lines are cumulative distribution
functions of exponential random variable with rate 1.
baseline intensity is inadequate.Figure 3.4 shows the relationship between the K-S
statistics and the total number of interactions. We observe that, with more events
happened, the model captures the dynamic more accurate, and hence, reveal smaller
K-S statistics.
3.2.2.2 Cohort Degree Corrected Hawkes process (C-DCHP)
The cohort Hawkes process model (C-HP) model assumes the same baseline rate λ1
across pairs and for this reason, it is incapable of modeling heterogeneity in degree of
nodes. Hence, it can be observed from Figure 3.3 that the model tends to consistently
fit poorly for pairs which include certain individuals, for example those pairs in which
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Figure 3.4: Scatter plot of K-S statistics versus number of interactions after fitting
the C-HP model to the real data.
the sender is individual 6 or the receiver is individual 12. To address this issue, we
propose a model based on the C-HP model but with baseline rates that can vary
across pairs. We accommodate degree heterogeneity in the pairwise baseline rate λi,j1
by introducing a set of out-degree-correction parameters γi and in-degree-correction
parameters ζj, i, j = 1, 2, ..., N . With the baseline rate defined as λi,j1 = γi + ζj, we
have the intensity function as
λi,j(t) = γi + ζj + gη(fi, fj)
∑
k
exp (−β(t− ti,jk )).
This model introduces degree-correction parameters in the baseline rate of the
C-HP model, hence, we refer to it as the cohort degree corrected Hawkes process
model (C-DCHP). In order to ensure that the model is identifiable, we introduce
sparsity by specifying Laplacian priors for the degree-correction parameters: γi, ζj
follow Laplacian distributions with mean 0 and scale 0.1 for all i, j. Figure 3.5-(a)
shows the baseline intensity matrix after fitting the model to the same cohort in
Figure 3.3. Figure 3.5-(b) shows the comparison of inferred latent variable rankings
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from C-HP and C-DCHP models versus the I&SI rank. We can see that this de-
gree correction successfully adjusts for less active actors or recipients. For example,
consider individuals 11 and 7; as shown in Figure 3.5-(a), their estimated λij1 s are rel-
atively large indicating that both individuals are more active in terms of interaction
frequency; individual 11 tends not to initiate many fights and individual 7 tends not
to be the recipient of many fights. However, such activeness is an individual-level
pattern instead of dyad aggression tendency. Their resulting inferred ranks from the
C-DCHP model are more consistent with the I&SI ranking compared to the inferred
ranks from the C-HP model, as shown in Figure 3.5-(b). Figure 3.5-(b) also shows
that the posterior standard deviations of the latent rank variables are smaller in C-
DCHP model, which suggests that the C-DCHP model has more certainty in the rank
inference. However, the C-DCHP model assigns a very large out-degree parameter
value to the most dominant individual, as shown in Figure 3.5-(a). This complicates
inference for the latent ranks of high-ranked individuals; in Figure 3.5-(b) we see that
the C-DCHP model inappropriately estimates that the most dominant individual 8
has a latent rank lower than 2.
Hence, from Figure 3.5-(b), we can conclude that the C-HP model performs worse
for lower-ranked individuals, since it cannot model node heterogeneity. On the other
hand, the C-DCHP model performs relatively worse for higher-ranked individuals
because it cannot differentiate between the baseline rate and the influence of historical
events in the intensity function. In the following section, we propose a new model that
has enough flexibility to overcome the problems in both of the C-HP and C-DCHP
models.
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Figure 3.5: (a) Matrix of baseline rate λi,j1 (reordered by I&SI ranking). (b) Com-
parison of inferred latent variable rankings from the C-HP and C-DCHP models. The
x-axis represents the I&SI rank and the y-axis is the inferred latent rank from each
model. The solid dots are posterior means and the vertical line segments plot one
standard-deviation-error above and below the mean, as estimated from the posterior
distribution.
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3.2.2.3 Cohort Markov-Modulated Hawkes Process (C-MMHP)
In Chapter 2, the Markov-modulated Hawkes process (MMHP) is proposed to
model the sporadic and bursting event occurrences. The model is constructed by
a latent two-state continuous-time Markov chain (CTMC), Z(t). In state 1 (active
state), events occur according to a Hawkes process, while in state 0 (inactive state),
according to a homogeneous Poisson process. The transition of Z(t) is modeled





Hence, for one MMHP, the conditional intensity function given the latent Markov
process Z(t), history events H(t) and parameter set Θ = {λ0, λ1, α, β, q1, q0} is
λ(t|Z(t),H(t),Θ) =

λ0, when Z(t) = 0,
λ1 + α
∑
k exp (−β(t− tk)), when Z(t) = 1.
Implicitly, the intensity function has the form




Thus, the latent process provides lots of model flexibility in modeling the baseline
rate as well as the extent of historical event influence.
We extend this model to the network setting, where for each pair (i, j), the inten-
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k exp (−βi,j(t− ti,jk )), when Zi,j(t) = 1.
(3.3)
Here, Θi,j := {λi,j0 , λi,j1 , αi,j, βi,j, qi,j1 , qi,j0 } is the parameter set for pair (i, j). qi,j1 and
qi,j0 are the instantaneous transition probabilities for the latent CTMC Zi,j(t) of a
pair (i, j). Zi,j(t) are independent across pairs. We construct qi,j1 , q
i,j
0 as functions of
latent ranks fi, fj. qi,j1 (q
i,j
0 ) represents the probability that pair (i, j) transitions out
of the active (inactive) state. Additionally, the stationary distribution can also help
us understand the behavior of these latent state transition parameters for each pair
(i, j). For an irreducible and recurrent CTMC Z(t) with infinitesimal generator as
shown in (3.2), a stationary distribution pi satisfies piTQ = 0 (Yin and Zhang, 2012).






of their time in the active state, and all remaining time in the inactive state. With
the hope that if i dominates j, i.e. fi > fj, the pair (i, j) will spend lots of time in
the active state, we form the transition probabilities as,
qi,j1 = exp (−η3fi),
qi,j0 = exp (−η3fj).
Hence, when individual i is stronger than individual j, the directed pair (i, j) should
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be more likely to start and stay fighting (i.e. large qi,j0 and small q
i,j
1 ) than the pair
(j, i). This follows the asymmetry property of aggressive behavior in group animals.
Besides, the limiting distribution of time spent in state 1 is logistic(η3(fi − fj))




are constants λ0, λ1, β across pairs. As in the C-HP and C-DCHP models, we model
the winner effect αi,j as taking the form η1fifj exp (−η2|fi − fj|). Hence, we have the
intensity
λi,j(t) = λ0 + (λ1 − λ0)Zi,j(t) + η1fifj exp (−η2|fi − fj|)Zi,j(t)
∑
k
exp (−β(t− ti,jk )).
Here, the latent process Zi,j(t) provide a stochastic version of Hawkes influence and




We simulate 50 independent C-MMHPs with five nodes and parameters with value
λ0 = 0.08, λ1 = 0.15, η1 = 2.5, η2 = 0.6, η3 = 0.8, β = 1.5 and latent rank f =
(0.1, 0.2, 0.4, 0.7, 0.9). By fitting the synthetic data to our previous three models,
we can obtain the inferred latent ranks as shown in Figure 3.6 - (a). The inference
using C-MMHP recovers the latent rank correctly. However C-HP and C-DCHP on
average fail to accurately recover the true latent ranks and we also see some evidence
of convergence issues. Figure 3.6 - (b) shows an example of estimated intensity for one
pair of individuals in one simulated process. To see where the lack-of-fit comes from,
we utilize time rescaling theorem (Brown et al., 2002) to diagnosis the model inference.
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With the estimated intensity for each pair λˆi,j, we use a K-S test to test whether the
rescaled-inter-event times are distributed as exponential random variables with rate
1. The K-S statistics of the process for each pair with respect to the three previous
models and true intensity are plotted in Figure 3.7. C-HP and C-DCHP has lack-of-fit
compared to C-MMHP, especially in pairs with larger rank difference.
3.3.2 Real data results
We fit our models: C-HP, C-DCHP and C-MMHP to the ten cohorts in So et al.
(2015)’s study of mice. Additionally, we also compare the following three models:
Aggregate-ranking model (De Bacco et al., 2018). The aggregate ranking
model, which we briefly reviewed in Section 3.1.2, is a static ranking model that uses
the aggregate counts in the network. For a pair (i, j), with latent rank variables fi
and fj, the sggregate-ranking model uses Poisson regression to model the aggregate
counts between the pair over the entire observation period, denoted as Ni,j. This is
essentially the counting process evaluated at time T , N i,j(T ).
Dynamic social network in latent space model (DSNL)(Sarkar and Moore,
2006). This model is constructed for dynamic network data with binary links which
is observed in discrete time steps. The model associates each node in the network with
a latent space variable that can move in discrete time, and specifies that the move is
Markovian. For node i at discrete time d, the latent variable is denoted as f (d)i . We
tailor this model to our observed mice interaction data by changing the binary link
assumption in the original model to allow for aggregate counts, by using a Poisson
link instead of a logistic link. We construct discrete time steps to be the ending time
of each day in the observation time window, i.e. t(d). Hence, for each pair (i, j), we
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Figure 3.6: Simulation results. (a) Posterior inference of latent rank variable
fi, i = 1, . . . , 5 by C-HP, C-DCHP and C-MMHP. Colored thin lines are posterior
distributions of fi after fitting to 50 simulations. The black vertical line is the true
value. (b) Inferred intensity for one pair of individuals in one simulation using three
models.
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Figure 3.7: K-S test statistics for point process model diagnosis with respect to three
models and ground truth.
have the count of their interactions during day d, N i,jd := N
i,j(t(d)) − N i,j(t(d−1)),
where N i,j(t) is the counting process for pair (i, j) evaluated at time t. The details
of this model will be omitted here.
Markov-modulated Hawkes process with independent network structure
(I-MMHP). In this model, we assume that the intensity function as in (3.3) allows
for different parameter values Θi,j across pairs. The independent structure of the
parameters in this model differs from our C-MMHP model, where we consider network
structure for the latent rank variables.
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Summary measures for evaluating model performance. Our real data anal-
ysis results will be summarized from four different perspectives: inference for the
latent ranks, residual analysis, prediction performance and additional insights avail-
able through the C-MMHP model. In the first three perspectives, we compare the
results of the C-HP, C-DCHP and C-MMHP models. Because the nature of the three
other comparison models - aggregate-ranking, DSNL and I-MMHP - differs, they are
fitted and compared from different perspectives: aggregate-ranking model estimates
a static ranking and will be evaluated in terms of inference for the latent ranks only;
I-MMHP is a point process model and can yield a similar residual analysis as for our
three cohort HP models; both DSNL and I-MMHP models can perform prediction
and can serve as comparison models in the prediction performance section.
3.3.2.1 Inference on latent rank
We fit C-HP, C-DCHP, C-MMHP and aggregate-ranking models to our data on
ten cohorts separately. Figure 3.8-(a) shows the relationship between I&SI rank and
posterior draws of latent ranks using our three models and aggregate-ranking model
in one of the cohort - cohort 1. If the boxplot is more diagonal from top left to
bottom right, the ranking method is more consistent with the I&SI method. C-
MMHP agrees with I&SI most and includes a reasonable amount of uncertainty. To
summarize results across all of the cohorts, we use the posterior mean to estimate the
latent rank and compute weighted Spearman rank correlation (Olsson, 1979) between
the inferred latent rank and the I&SI rank. It is reweighted by the uncertainty in the
rank inference. Figure 3.8-(b) shows the summary of the weighted rank correlation
for all ten cohorts, where C-MMHP outperforms the others consistently.
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Figure 3.8: Real data fitting results. (a) Comparison of rank inference using different
model with I&SI rank for cohort 1. (b) Summary of Spearman rank correlation
between model inferred ranks and I&SI rank for all cohorts.
3.3.2.2 Residual analysis
For point pattern data on social network, residual analysis is critical. It can
help us identify when and where the lack-of-fit in the model comes from. Consider
a network point process model with inferred intensity λˆi,j(t) for all directed pairs
(i, j), the Pearson residual can measure the fitness of the intensity to the data and is
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This is a rescaled residual with mean 0 and variance T . In the network setting,
the Pearson residual is more useful compared to a raw residual, since different pairs
may have various activity level. Figure 3.9-(a) displays the Pearson residual for
cohort 1 after fitting our three models and I-MMHP. The I-MMHP model yields
negative residuals for most pairs, which means that it consistently overestimates the
intensities. Overestimation is especially severe for pairs that are initiated by sub-
dominant individuals. This problem might be a result of the fact that we observe
very few interactions for these pairs; this is a challenge for the I-MMHP model where
the model parameters vary across pairs independently.
To better quantify the pattern in the Pearson residual matrix PR := [PRi,j]N×N ,
we decompose the matrix into a positive part PR+ and negative part PR−. We con-
duct nonnegative matrix factorization (Lee and Seung, 2001) on each of the matrices
as A ≈ WH and compute the matrix structure score
1− ||A−WH||F||A||F .
The larger the value is, the more structured the residual matrix is, which indicates
the residual matrix is highly structured and hence that the model fits the data poorly.
Figure 3.9-(b) compares the matrix structure scores of positive and negative residual
matrices PR+,PR− for all ten cohorts across each model. The I-MMHP model yields
relatively larger matrix structure scores for negative residuals. Some of the negative
structure scores are zero due to the fact that there is no negative residuals. We
observe that none of the models are uniformly best across the cohorts in terms of
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positive and negative structure score..
3.3.2.3 Prediction
We could also use posterior predictive distributions to validate the models I-
MMHP, C-HP, C-DCHP and C-MMHP. For each model, we split the data into two
time periods: (1) the first 15 days of data, Hi,j(t(15)), where t(d) is the ending obser-
vation time for the d-th day, which is used to estimate the model and (2) a prediction
window from day 15 to day t(d), for d = 16, ..., 21, which allows us to compare models
across different prediction horizons. For each prediction horizon t(d), we generate a
predicted point process separately over the time period t(15) to t(d), given each pos-
terior draw of parameters and the historical events in the first 15 days. Hence, the
predicted counting process Nˆ i,j(t) is constructed by generating processes in each pre-
diction period and adding these to the true process in the model-fitting period. For
each prediction horizon and model, we generate 1000 posterior processes, correspond-
ing to 1000 posterior draws from the posterior distribution for the model parameters.
Following Sarkar and Moore (2006), we can also make predictions over these same
time windows using the DSNL model.
Two aspects of the predictions are evaluated, the accuracy of predictions for the
interaction counts and the prediction of the rankings.
For each point process model and for each different prediction horizon, d =
16, ..., 21, the number of total interactions for pair (i, j) during the prediction period
can be estimated by ¯ˆN (i,j)(t(d)) − N (i,j)(t(15)), where ¯ˆN (i,j)(t(d)) is the average count
of interactions across 1000 posterior processes. We arrange the prediction counts in
a matrix Aˆ(d) such that each (i, j) entry is the predicted number of interactions for
pair (i, j) from the end of the 15th day until the dth day. To quantify the accuracy
of these predicted counts, we calculate the Frobenius norm of the difference between
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Figure 3.9: (a) Comparison of Pearson residual matrices after fitting different models
to the data of cohort 1 (the matrix is reordered by I&SI rank). (b) Residual structure
score of positive and negative Pearson residual matrix for all cohorts.
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the estimated and real interaction matrix A(d),
||Aˆ(d) − A(d)||F .
The smaller the Frobenius norm, the closer the model’s predictions of the interaction
counts are to the observed data. Figure 3.10-(a) shows the result in cohort 1, while
Figure 3.10-(b) summarizes the result across all cohorts. I-MMHP performs worst
since it does not take into account of network dependency and struggle with prediction
on the whole network. C-MMHP performs best and DSNL model slightly worse.
With the posterior processes, we infer the potential rank of individual i at predic-






The Glicko rating system serves as a bench mark for us to compare, since it is a
dynamic score. We compute the Spearman rank correlation of our inferred rank with
the Glicko score at the end of the prediction day. Figure 3.11-(a) shows the result
in cohort 1 and Figure 3.11-(b) summarizes the result for all cohorts. The C-MMHP
model predicts the ranks most accurately with rank correlation close to 1.
Our posterior predictive processes can even be used to forecast the Glicko scores
over future prediction windows, since we obtain the full event history from the gen-
erated process. In contrast, the DSNL model can only provide day-level predictions,
as we have evaluated in previous discussions. Figure 3.12 shows the prediction of
Glicko scores over days 19-21 when fitting the data in the first 18 days to the C-
MMHP model. Our prediction bands can forecast temporal trends of Glicko scores
in the real data and provide an appropriate representation of the uncertainty in these
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Figure 3.10: Prediction of interaction counts on a network. (a) Frobenius norm of
difference between predicted interaction matrix Aˆ(d) and ground truth matrix A(d) in
cohort 1, with respect to different prediction horizons, d = 16, ..., 21. (b) Summariz-
ing the Frobenius norm of predicted error for all cohorts. The line is connected by
the mean of norms in all cohorts with respect to different prediction horizon, while
the error bar is one standard deviation.
predictions.
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Figure 3.11: Prediction of rank. (a) Spearman rank correlation between posterior
predicted rank and Glicko score by the end of each test day in cohort 1. (b) Sum-
marize the Spearman rank correlation of predicted rank for all cohorts, where each
cohort is predicted by posterior mean of λˆi(t(d)). The line is the mean of correlation
across cohorts, while the error bar is one standard deviation.
3.3.2.4 State separation from the C-MMHP model
Additionally, since our C-MMHP model can separate interactions into active and
inactive states, such separation can serve as a prepossessing step for the data. First,
we fit the C-MMHP model to the data for one cohort and classify the interactions into
active and inactive states according to the estimated latent Markov process. The two
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Figure 3.12: Prediction of Glicko score for the last three days using posterior predic-
tions, after fitting the first 18 days data in C-MMHP. True Glicko rating system is
drawn in solid colored lines, while the mean of posterior prediction is in dashed line
and one standard deviation is plotted in shaded color.
types of interactions can then be fitted separately in other animal behavior models.
Chapter 2 shows that the interactions in the active state more closely follow a linear
hierarchy, as compared to the set of all interactions or the set of inactive interactions;
this provides an explanation for the pair-flips phenomenon. During the active state,
pairs are engaging in aggressive interactions and actively trying to navigate the social
hierarchy, while in the inactive state, the interactions are more or less random and
lack specifically directed aggressions as in the active state. As an example, we fit the
DSNL model to the set of overall events, active events and inactive events separately,
and calculate the Spearman rank correlation between the latent ranks for each day as
estimated by the DSNL model and the Glicko ratings at the end of each day. Figure
3.13 shows these rank correlations on each day for the three sets of interactions. This
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suggests that the set of active interactions provides a more informative and more
concise perspective of how the linear hierarchy is established, and hence can improve
the power of the DSNL model in terms of the inference for the underlying rankings.
Figure 3.13: Rank correlation between DSNL inferred latent rank and Glicko score
ranking for each day in cohort 1. Three colored bar indicated the performance of
three inferred rankings conducted on the overall interactions, active and inactive
respectively.
3.4 Discussion
In this chapter, we propose a statistical model that can uncover a latent social
dominance hierarchy among a group of animals by using interaction event times; this
model can serve as an important tool in animal aggressive behavior analysis. To ac-
complish this, we formalize a point process model for continuous-time directed social
network data. Three models are developed: the cohort Hawkes process model (C-
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HP), the cohort degree corrected Hawkes process model (C-DCHP) and the cohort
Markov-modulated Hawkes process model (C-MMHP). The Hawkes process incor-
porates the winner-effect and bursting patterns of aggressive behaviors, which are
common phenomena observed in animal behavior experiments. Markov-modulation
explains pair-flip situations by separating the interactions into active and inactive
states. The simulation study demonstrates that inferences from these model are rea-
sonable. The mice cohort study serves as a real data example and demonstrates
that the C-MMHP model performs best in terms of latent rank inference, residual
diagnostics and prediction.
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Chapter 4
Diagnostics and Visualization of
Point Process Models for Event
Times on a Social Network
Point process models have been used to analyze interaction event times on a social
network, in the hope to provides valuable insights for social science research. However,
the diagnostics and visualization of the modeling results from such an analysis have
received limited discussion in the literature. In this chapter, we develop a systematic
set of diagnostic tools and visualizations for point process models fitted to data from
a network setting. We analyze the residual process and Pearson residual on the
network by inspecting their structure and clustering structure. Equipped with these
tools, we can validate whether a model adequately captures the temporal and/or
network structures in the observed data. The utility of our approach is demonstrated
using simulation studies and point process models applied to the study of animal
social interactions.
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4.1 Introduction
A number of continuous-time social network event times models have been re-
cently developed. Saito et al. (2009) studies the cross-reference network of blogs and
proposes a model for topic propagation diffusion dynamics. Fan and Shelton (2009)
considers a continuous-time Bayesian network with time-varying nodal attributes.
Point process models with network dependence structure have become common prac-
tice for such studies, with a focus on intensity function estimation (e.g., Perry and
Wolfe, 2013; Linderman and Adams, 2014; Zipkin et al., 2016; Yang et al., 2017).
In Section 4.2, we provide a short review of existing strategies for modeling network
event time data and the related model checking methods.
Despite the amount of effort that has been devoted to developing such models,
there is limited work on the assessment and diagnostics of those models. To summarize
and compare a model’s performance, the likelihood of the model with respect to the
observed data is usually evaluated. As an overall assessment of model fit, however,
it does not provide detail for detecting when, where, and how the proposed model
inadequately accounts for patterns and variations in the observed data. Especially,
for interaction dynamics on a social network, the timing often exhibits a bursty and
heavy-tailed pattern (Barabasi, 2005), while the structure of interdependence among
network actors can be heterogeneous and complicated. Further model developments
for addressing these challenges call for the development of better tools that allow
researchers to systematically examine and identify the lack-of-fit of existing models
against observed data.
The goal of this chapter is to propose diagnostic statistics and visualization tools
for network event times models, which we develop as extensions of evaluation tech-
niques for univariate point process models. We investigate the proposed techniques
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using simulated studies and real data. In Section 4.2, we review the notation for
point processes, network point processes, and related models. Section 4.3 focuses on
time-domain diagnoses by applying the time rescaling theorem and inspecting resid-
ual processes. The diagnostic tools for detecting network heterogeneity and network
structure in residual processes are developed and demonstrated in Section 4.4.
4.2 Background
4.2.1 Univariate point processes
Following the same notation as in Section 1.3, remind that the conditional intensity




Pr(N(t+ ∆t)−N(t) = 1|H(t))
∆t
.











A Hawkes process is a self-exciting process whose intensity has the form




where the triggering kernel of self-exciting is an exponential function with parameters
λ1, α and β.
When event dynamics display a bimodal pattern, for example, an alternation
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between long waiting times and intervals of more intensive events, some models as-
sume that the intensity is modulated by a latent continuous-time Markov chain,
Z(t). Here, a Z(t) with S-states is parameterized by its infinitesimal generator ma-
trix Q ∈ RS×S (Rabiner, 1989). To accommodate these bimodal patterns, Fischer
and Meier-Hellstern (1993) proposed a Markov-modulated Poisson process (MMPP)
model whose intensity function is λZ(t). When the Markov process Z(t) is in state
s (s = 1, ..., S), arrivals occur according to a homogeneous Poisson process of rate λs.
Instead of simply using a constant rate λs in the MMPP, Wang et al. (2012) assumes
Hawkes processes with piecewise constant kernel functions as Markov-modulated
Hawkes processes with stepwise decay (MMHPSD). The inference procedure heav-
ily relies on the piecewise constant assumption. As a result, MMHPSD suffers from
the problem that the inferred latent state is highly sensitive to single events and hard
to interpret. Chapter 2 introduces the more widely-used exponential kernel for λs(t)
in the Markov-modulated Hawkes process (MMHP) model under the assumption that
S = 2, and utilizes a variational approximation to overcome computational challenges.
When the underlying Markov process is in the active state (Z(t) = 1), the events occur




while in the inactive state (Z(t) = 0), the dynamics switch to a quieter period fol-
lowing a homogeneous Poisson process with constant rate λ0. The parameter set for
a MMHP is then Θ := {λ0, λ1, α, β, Q}.
4.2.2 Network point processes
Consider a network consisting of a fixed set of N nodes, V = {1, 2, ..., N}. The
observation of event arrival times on a network is defined on R × V × V , where
N(t, i, j) := N i,j(t) is the number of interactions between node i and node j during
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the time interval (0, t]. Remind that the history of interactions up to time T is denoted
as HV (T ) = {(t1, i1, j1), ..., (tM , iM , jM)}, where M is the total number of events on
the network. HV (T ) can also be represented by
⋃
i,j∈V,i 6=jHi,j(T ), where Hi,j(T ) is
the history for pair (i, j) containing M i,j event times, i.e.{ti,jm ,m = 1, 2, ...,M i,j}.
The conditional intensity for the marginal counting process N i,j(t) between a pair
(i, j) around a time t given the history is
λi,j(t|HV (t)) = lim
∆t→0
Pr([N i,j(t+ ∆t)−N i,j(t)] = 1|HV (t))
∆t
.

















The simplest model for point processes on a network is a homogeneous network
point process model, where λi,j(ti,jm |HV (ti,jm )) does not depend on i, j. As dynamic
interactions on a social network are known to be heterogeneous, clustered, and struc-
tured by the underlying social distance among actors, a few models have been devel-
oped recently to take into account network heterogeneity and structure. However, the
discussion on model assessment and diagnosis remains limited in the literature. To
adjust for higher-degree actors in a network, and pair-specific covariates, Perry and
Wolfe (2013) proposes a multivariate point process with the model assumption that
the intensities between pairs are decided by a function of a sender-specific baseline
rates. By treating the sender baseline intensity rates as nuisance parameters, the
model estimation is carried out by maximizing the log-partial-likelihood. For model
checking, they calculate and visualize normalized residuals. These residuals do not
account for the sender-specific baseline rates and are not used to examine how well
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the proposed model explains network dependence in event arrivals among pairs of
actors. Zipkin et al. (2016) models the arrival times of interaction events between
pairs of actors of known identity using independent Hawkes processes and uses the
fitted pairwise processes to resolve the actors’ identities of an interaction event given
only the event’s arrival time and no actor identities. They validate the fitted model
by comparing the resolved actor identities for a hold-out set of event times against the
ground truth. Both of Linderman and Adams (2014) and Yang et al. (2017) assume
a latent network structure and consider a reciprocity effect, using a Hawkes process
model. The models are validated by prediction of hold-out links and interpretation
of the latent space structure. The above validation procedures are inadequate to
inspect the proposed models’ lack-of-fit in terms of temporal trends and/or network
structure. We will show, in Sections 4.3 and 4.4, a systematic approach for model
checking and diagnostics, with theoretically well-grounded diagnostic statistics and
visualization tools.
4.3 Model checking for time heterogeneity
We first consider univariate point processes. The goal is to check that the fit-
ted model can capture the variability in temporal trends. Chapter 2 shows that the
Markov-modulated Hawkes process (MMHP) can model the patterns of event dynam-
ics that are sporadic with bursts and long wait times. In our simulated case studies,
we will generate event times according to a MMHP, and compare the model fit of
a homogeneous point process model, a Hawkes process model, a MMPP model and
a MMHPSD model. In our real data example, we fit the above five models to the
interaction events between one pair of mice as in Figure 1.3.
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4.3.1 Time rescaling theorem
One approach to test the goodness-of-fit of point process models is to apply the
time rescaling theorem (Brown et al., 2002). It states that if {tm}m=1:M is a realization




λ(s|H(s))ds over m = 1, ...,M yields a Poisson process with rate




are independently and identically distributed as exponential random variables with
rate 1.
Case study I: simulated examples. We simulate a MMHP using thinning algo-
rithm (Lewis and Shedler, 1979) with parameter value
Θ =
{




and termination time T = 100. We fit the five models to the simulated data separately.
Figure 4.1 shows the estimated intensity versus the true intensity, and Q-Q plots to
test for goodness-of-fit. The MMHP model can recover the true intensity precisely and
reveals a nearly exponential distributed rescaled-inter-event times, i.e., {Λm}m=1:M .
The Q-Q plot for the homogeneous Poisson process model jumps nearly vertically
at larger quantiles, since it fails to capture the intensity at state 0 and thus has a
heavier tail than the exponential distribution. For the Hawkes process and MMHPSD
models, the Q-Q plots show that the empirical distribution has a spike concentrated
on a larger value than the theoretical median. Both models fail to capture the high
intensity during state 1 because they compromise their parameter estimation between
state 1 and state 0. The MMPP model yields an empirical distribution with a lighter
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right tail and is not flexible enough to capture the intensity during state 1.
Case study II: an application to the mice interaction data. Figure 4.2 shows
the intensity estimation and Q-Q plots after fitting the five models to observed event
times for the pair of mice shown in Figure 1.3. MMHP fits the data most reason-
ably according to the Q-Q plot, whereas the other four models show some indications
of lack-of-fit. The fitted homogeneous Poisson process, Hawkes process and MMPP
models all show a lighter right tail than the exponential distribution, while the fitted
MMHPSD model has a heavier right tail. By using Q-Q plots to examine the dis-
tribution of {Λm}m=1:M , we can compare model fit across competing point process
models and can conclude that the MMHP model captures the sporadic and bursty
event dynamics of mice social interactions.
4.3.2 Residual process
According to the Doob-Meyer decomposition theorem (Andersen et al., 2012),
given a counting process N(t) with its conditional intensity function λ(t|H(t)), the
residual process M(t), defined as M(t) = N(t) − ´ t
0
λ(s|H(s))ds, is a martingale.
Hence, when a point process model is fitted to data and gives an estimated intensity





can be used to inspect the fit of the model by measuring its discrepancy from 0. Here,
we evaluate the raw residual process at the final time point, T .




λ(s)ds. To compare model fit between scenarios with different
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Figure 4.1: Intensity estimation and Q-Q plots for testing the distribution of rescaled-
inter-event times after fitting the five models to synthetic data. Upper panels plot
a comparison between intensity functions versus the true intensity, where the blue
dots are events, black lines indicate the true intensity function and colored lines are
the estimations. Knowing the true intensity, the red crosses are state transitions.
Lower panels give Q-Q plots for testing whether the rescaled-inter-event times are
distributed as exponential random variables with rate 1.
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Figure 4.2: Model fit diagnostics for the mice interaction data: intensity estimation
and Q-Q plots after fitting the five models to real event time data between one pair
of mice as shown in Figure 1.3. Upper panels plot estimated intensity functions after
fitting the five models, which are indicated by the black lines. The black dots are the
events occurring over time. Lower panels are Q-Q plots to test goodness-of-fit.
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intensity functions, it is desirable to compute a standardized residual (Baddeley et al.,
2005), similar to the Pearson residuals for linear regression. Clements et al. (2011)
proposes the Pearson residual process for a counting process as an intensity-weighted











Under the true model specification, the variance of PR(t) does not depend on the
intensity, i.e., var(PR(t)) = t with mean 0 (Clements et al., 2011).
Case study I: simulated examples. We simulate 50 independent MMHPs with
the same parameter settings as in Section 4.3.1. After fitting Hawkes process, MMPP,
MMHPSD and MMHP models to the data, the raw residual R(T ) and Pearson resid-
ual PR(T ) are calculated. Due to the formulation of the Pearson residual process,
the integral part cannot be calculated explicitly, and hence, is approximated by nu-
merical integration. Boxplots for 50 raw residuals and Pearson residuals are shown in
Figure 4.3-(a) and (b) separately. We can see that the Hawkes process and MMPP
models yield positive residuals most of the time, which means that the models tend to
underestimate the intensity. The Hawkes process biased its parameter estimation in
order to compromise to the low intensity in state 0, and underestimated the intensity
in state 1. The MMPP model cannot capture the volatility of the intensity function
in state 1 and yield an underestimated intensity. On the contrary, the MMHPSD
model overestimates the intensity, mostly due to its over-sensitive intensity function
with the step-wise kernel.
Case study II: an application to the mice interaction data. Using the data
described in Section 1.2, we fit the above four models to all observation windows of all
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pairs of mice in a cohort separately, and then evaluated the raw residuals and Pearson
residuals at final observation time T for all pairs. Figure 4.4 plots the residuals
versus the number of events that occurred during each observation window between a
pair, with smoothing regression lines using LOWESS method (Cleveland, 1979). The
Figure 4.3: Beeswarm boxplots for raw residuals and Pearson residuals after fitting the
four models to synthetic data from 50 independent MMHPs. The residuals calculated
from the true intensities are also plotted for comparison.
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MMHPSD model has the difficulty in model convergence, hence has less calculated
residuals plotted. The MMPP and MMHP models tend to underestimate and yield
positive residual across windows. Comparing the raw residual of the MMPP and
MMHP models with their Pearson residual, we also observe that the raw residuals
Figure 4.4: Raw residuals and Pearson residuals after fitting the four models to all
pairs in the cohort of mice as in Figure 4.4-(b) from the mice behavior data. Each
model is represented by a different color, with residual values (dots) and a smoothed
LOWESS line.
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have more variability over the number of events. This suggests that the Pearson
residual is more appropriate in the network setting, since it is important to have
a measurement that is comparable across pairs with varying numbers of pairwise
interactions.
4.4 Model checking for network heterogeneity and
structure
In this section, we provide tools for assessing network point process models. We












where Zi,j(t) is an independent CTMC across all pairs (i, j). We denote the param-
eters for (i, j) as Θi,j = {λi,j0 , λi,j1 , αi,j, βi,j, Qi,j}.
4.4.1 Kolmogorov-Smirnov test
For each pair (i, j), we want to utilize the time rescaling theorem in Section
4.3.1 and test whether the rescaled-inter-event times, {Λi,jm }m=1:M i,j distributed as




summarize the model fit across pairs in the network, it is important to quantify the
test results with a unified measurement. We use the Kolmogorov-Smirnov statistics,
KSi,j = supx |Fˆ i,j(x) − F (x)| for each pair (i, j), where Fˆ i,j(x) is the empirical dis-
tribution of the rescaled-inter-event times and F (x) is the cumulative distribution
function of the exponential distribution. Larger values of the K-S statistics indicate
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a larger discrepancy between the model and the network point pattern data.
Case study I: simulated examples. We simulate network point process data with
10 nodes until time T = 500 as follows: for each pair (i, j), the marginal intensity
λi,j(s|HV (s)) follows (4.1). All the pairs (i, j) share the same paramters that λi,j0 =
0.05, λi,j1 = 0.08, β








20, i, j ∈ Bk
0.5, i ∈ Bk, j ∈ Bl, k 6= l
.
where class B1 = {1, 2, 3, 4} and B2 = {5, 6, ..., 10}. The total number of events
between pair (i, j) until time T , N i,j(T ) is shown in Figure 4.5, which has a clear
block structure.
We compare the fit of the following two models: (1) across all pairs, the parameter
set Θi,j shares a same set of values (referred as homogeneous-network model); (2) αi,j
varies across pairs such that α has a block structure with the same classes as in the
simulation (all other elements of Θi,j are the same across all pairs, as in the first
model). This is referred to as block -network model.
Figure 4.6-(a) shows the K-S statistics over the network after fitting the homo-
geneous-network model to the simulated data, whereas (b) is for the block -network
model. Figure 4.6-(c) displays results from the true intensity function, which has
the lowest K-S statistics. Homogeneous-network model (Figure 4.6 - (a)) fits the
data the worst, since it has higher K-S statistics values across network compared to
the other models. Figure 4.6 - (a) also shows a block-structured K-S statistics and
demonstrates that the homogeneous-network model performs worse for the between-
block pairs, since within-block pairs generate more events and contribute more to the
likelihood function.
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Figure 4.5: A heatmap of simulated network point process data: the total number of
events occurred between each pair.
Figure 4.6: (a)(b) Matrices of K-S statistics after fitting homogeneous and block -
network models to the simulated data in Figure 4.5. The rows and columns of each
matrix correspond to senders and receivers, respectively. Color shades reflect the
values of the K-S test statistics. (c) Matrix of K-S statistics calculated from true
intensity function.
Case study II: an application to the mice interaction data. For the interac-
tion event times among a group of mice as shown in Figure 1.2, we fit the following
two models: (1) the parameter set Θi,j for MMHP is the same across pairs (referred as
homogeneous-network model); (2) Θi,j is allowed to vary freely across pairs (referred
as heterogeneous-network model). Figure 4.7 plots the matrices of K-S statistics after
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fitting the above two models. Since the heterogeneous-network model has more flex-
ibility across pairs and can adapt well on various pairs’ dynamics, its K-S statistics
are smaller and the model fits the data better. Figure 4.8 shows the difference of K-S
statistics between the homogeneous-network model and the heterogeneous-network
model. If the pairs have less activity, the homogeneous-network model are fitted
poorly, due to the fact that, the model inference is dominated by the active pairs.
Figure 4.7: Matrices of K-S statistics after fitting homogeneous-network model (in
(a)) and heterogeneous-network model (in (b)) to the mice interaction data. Color
shades reflects the values of the K-S test statistics.
Figure 4.8: Difference of K-S statistics between the homogeneous and heterogeneous-
network model.
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4.4.2 Structure score based on Pearson residual matrix
The Pearson residual is more valuable for diagnosing model fit in the network
setting, since it is comparable across pairs and not influenced by intensity function.











To assess model fit, we propose to quantify the network structure in the Pearson
residual matrix, PR := [PRi,j]N×N . In order to spot systematic overestimation or
underestimation issues, we separate the Pearson residual matrix into two matrices
for the positive and negative residual values respectively. We preserve the positive
residuals in the underestimation matrix PR+, such that for each entry PR+i,j,
PR+i,j =

PRi,j, if PRi,j > 0
0, if PRi,j ≤ 0
.
Similarly, we create the overestimation matrix PR− using the absolute values of
negative residuals. For each entry PR−i,j,
PR−i,j =

| PRi,j |, if PRi,j < 0
0, if PRi,j ≥ 0
.
We conduct nonnegative matrix factorization (NMF) (Lee and Seung, 2001) on
each of the matrices, A ≈ WH, where A ∈ RN×N is PR+ or PR− andW ∈ RN×K , H ∈
RK×N . K is usually set to be much smaller than N , so that WH is a lower-rank
approximation of A.
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We introduce a matrix structure score as
1− ‖A−WH‖F‖A‖F
,
where ‖·‖F is the matrix Frobenius norm. If NMF can recover the residual matrix
well, the score is larger, suggesting that the model fits the data worse and yields a
more structured residual matrix.
Case study I: simulated examples. Using simulated data as in Section 4.4.1, we
calculate the Pearson residual matrix after fitting the homogeneous and block -network
models and plot them in Figure 4.9-(a) and (b) respectively. For a better comparison,
we also use the true model intensity to calculate the residuals and plot in Figure 4.9-
(c). Table 4.1 compares the matrix structure score of the underestimation PR+ and
overestimation matrix PR− across models by using K = 2. The homogeneous model
exhibits larger positive residuals within-block. This demonstrates that the estimation
of the intensities for within-block pairs are biased towards lower values because the
model is network-homogeneous and not adequate to capture intense interactions of
within-block pairs. The matrix structure score of this model is higher in both overes-
timation and underestimation matrices as shown in Table 4.1, which is a quantified
validation for its lack-of-fit.
homogeneous block true
positive 0.46 0.41 0.41
negative 0.93 0.43 0.36
Table 4.1: Structure scores for simulated examples.
Case study II: an application to the mice interaction data. Figure 4.10 shows
the Pearson residual matrix after fitting homogeneous and heterogeneous-network
CHAPTER 4. DIAGNOSTICS AND VISUALIZATION OF POINT PROCESS
MODELS FOR EVENT TIMES ON A SOCIAL NETWORK 106
Figure 4.9: Matrices of the Pearson residuals after fitting models to simulated data.
(a)(b) are results after fitting the homogeneous and block -network models to the
simulated data. (c) is from the true model that is used to generate simulation.
Red colors represent positive residuals, indicating that the model underestimates
the intensity function, whereas blue colors represent negative residuals and hence
overestimation.
models to the mice interaction data. The models’ assumptions are defined in Section
4.4.1. The homogeneous-network model tends to overestimate the intensity function
when individual 4 and 11 are the senders, because the inference is biased by a large
number of interactions initiated by active individuals. Thus, this pattern in the resid-
ual matrix yields a larger matrix structure score, especially for the negative residuals,
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Table 4.2: Structure scores for the mice interaction data.
as shown in Table 4.2, where K is set to be 2. It suggests that the homogeneous-
network model tend to systematically underestimate the intensity compared to the
heterogeneous-network model, while the heterogeneous-network model perform worse
in terms of negative residual matrix structure score.
Figure 4.10: Matrices of the Pearson residuals after fitting models to the mice interac-
tion data. (a) is for homogeneous-network model and (b) is for heterogeneous-network
model. The rows and columns of all matrices are reordered by the I&SI dominance
rank.
4.4.3 Thinned residual
Thinned residuals (Clements et al., 2011) can reveal pairs of individuals for which
the model is fitting poorly. To obtain the thinned residuals, each point (tm, im, jm)
is retained independently with probability b
λˆim,jm (tm)
, where b = inf{λˆi,j(t) : t ∈
(0,∞), i, j ∈ V }. The remaining points, called network thinned residuals should be
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a homogeneous Poisson process for each pair, with rate b if and only if the marginal
intensity λi,j(t) is correct (Brown et al., 2002).
The network thinned residuals can be treated as a directed weighted graph: for
each pair (i, j), we have the number of remaining points after thinning Wi,j. If
the model fits well, Wi,j should be similar across pairs. To test such similarity, we
represent the edge matrix as W := [Wi,j]N×N and embed the nodes in a Euclidean
space R2 according to a pagerank random walk (Lai et al., 2010). If under the null
hypothesis that our model is true, we would expect that the embedded nodes, i.e.,
xi ∈ R2, i = 1, ..., N , should be scattered randomly over the space. We use Ripley’s





I(||xi − xj|| < r),
where A is the area of the region, I(·) is indicator function and || · || is Euclidean
norm. Here, the region is the smallest rectangular that covers the embedded nodes.
Under the null hypothesis that our model is true,
√
K(r)/pi − r := L(r)− r is mean
0, since the embedded points are complete random spatially (Dixon, 2014).
Case study I: simulated examples. Figure 4.11 shows network thinned residuals
after fitting the two models - homogeneous and block -network models to the simulated
data in section 4.4.1. We embed the nodes in a two-dimensional space, visualize it
in the upper panels in Figure 4.12 and test the randomness of the spatial embedding
using Ripley’s K-function in the lower panels. In Figure 4.11-(a), we can see that
the homogeneous model fits poorly for the pair (3, 9), since its thinned residual is
large. This can also be validated from Figure 4.10-(a). Since the homogeneous model
overestimates the intensity for this pair badly, it makes the Pearson residual negative
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and the thinned residual extremely large. The pair also has very similar embedding
values (see the top panel of Figure 4.12-(a)) and the K-function falls outside of the
95% confidence band (see the bottom panel of Figure 4.12-(a)) indicating that the
network embeddings are not randomly distributed in R2 and that the model’s intensity
function does not fit the data well. On the other hand, the block -network model yields
a thinned residual that is uniform across the network and we cannot reject the null
hypothesis that the model’s intensity function is correct.
Figure 4.11: Matrices of a network thinned residual after fitting two models to the
simulated network point process data. Color shades reflect the values of the residuals.
Case study II - an application to the mice interaction data. We conduct
the same procedure for lack-of-fit diagnostics on the real data after fitting the homo-
geneous and heterogeneous-network models, and show one realization of the thinned
residuals in Figure 4.13. For the homogeneous model, the residuals are relative larger
compared to the other model (Figure 4.13-(a) v.s. (b)). For each such thinned resid-
ual matrix, we treat it as a weighted graph. To quantify the clustering pattern, we
calculate the clustering coefficient for weighted graph (Opsahl and Panzarasa, 2009).
Figure 4.14 show the distributions of clustering coefficients for 100 thinned residual
matrices for each of the model. We observe that the distributions of the two models
are concentrated at different values, where the homogeneous-network model yield a
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Figure 4.12: Testing for spatial randomness in the network thinned residuals. Upper
panels plot the embedding of nodes. Lower panels display tests of spatial randomness
using Ripley’s K-function. Solid lines are L(r)−r and dashed lines are 95% confidence
bands.
larger clustering coefficient. This demonstrates that the homogeneous-network model
can not adequately capture the network dynamic and hence the associated thinning
matrices are not as random as in the heterogeneous-network model
4.5 Summary
In this chapter, we propose diagnostic statistics and visualization tools for net-
work point process models. The evaluation techniques are theoretically well-grounded
and can be applied to intensity-based models for network point pattern data gener-
ally. We use simulations and real data examples to demonstrate the utility of our
approaches. By inspecting lack-of-fit in terms of both temporal dependence and net-
work structures, the proposed suite of diagnostic statistics and visualizations can
reveal deficiencies in network point process models and provide important insights
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Figure 4.13: One realization of the thinned residuals for the mice interaction data.
(a) is for the homogeneous-network model; (b) is for the hetergeneous-network model.
Figure 4.14: Distribution comparison of the clustering coefficient for thinned residual
with respect to the homogeneous-network model and the hetergeneous-network model.
that can lead to model improvements.
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Chapter 5
Discussion and Conclusion
In this dissertation, we propose Bayesian point process models for heterogeneous
event time data and apply the models to an animal behavior network data with times-
tamp information. In Chapter 2, a new point process model - a Markov-modulated
Hawkes process (MMHP) - is proposed and its inference algorithm is developed. The
model assumes that the observed event dynamics can be described by an underly-
ing latent Markov process and hence, naturally segments heterogeneous patterns in
the temporal distribution of event times. In Chapter 3, latent space multivariate
point process models are constructed, by incorporating ranking structure in social
hierarchy within Hawkes processes and MMHPs. The models is flexible enough to
capture various phenomena in animal interactions, such as the winner effect, bursting
and pair-flips. A variety of model diagnostic tools are proposed in Chapter 4, by
inspecting lack-of-fit in terms of both temporal dependence and network structures.
Currently, our modeling strategy for the mice behavior study ignores non-
observation time and fit the model to the observation windows independently without
considering previous history (as discussed in Figure 1.1). We would like to enhance
our model further to incorporate a diurnal trend in the baseline rate modeling, which
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can overcome the problem of discrete observation time blocks. Nonparametric base-
line intensity models without a stationary assumption would allow for more flexibility
in introducing the diurnal effect. We also want to take into account of the history
events and incorporate modeling strategy for missing data modeling in the point
process setting.
Additionally, information about the type of observed agonistic behavior and the
locations of the interactions are available in the data as shown in Table 1.1. Our
model can incorporate that information easily. Considering behavior type and loca-
tion features, we could extend the mark space in the current network point process
from V × V to V × V ×B × L, where B is the collection of behavior types and L is
the set of possible locations.
Our model can be further extended to incorporate the loser-effect and bystander
effect (Chase and Seitz, 2011) within the Hawkes process intensity function. The
loser effect means that an animal that has lost in earlier contests has an increased
probability of losing subsequent contests with other individuals. The bystander effect
describes the situation where an animal’s behavior might be influenced by observing
an interaction or contest between two other animals. The extent of each effect can
be estimated through a multivariate Hawkes process. The existence of such effects
could be tested through the limiting distribution in Chen et al. (2017).
So et al. (2015) raises a question about the causal relationship between aggressive
behavior and gene expression. It is feasible to integrate these elements in our model by
adopting the formulation of Cox processes and modeling the intensities as a function
of covariates that correspond to gene expression.
In the future, we also want to extend our model to new application areas, such as
e-mail network data, where new scientific research goals may be of interest. For ex-
ample, we might want to identify the clustering structure among individuals based on
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the observed e-mail interactions. Bursting interactions may occur between individu-
als that are within clusters, whereas the interactions of the individuals across clusters
may be less intense. Mixed membership stochastic blockmodels (MMSB) are wildly
used on static network data(Airoldi et al., 2008) or discrete-time network data (Xing
et al., 2010) to describe the clustering pattern in the social structure. It remains as a
future research direction to combine the MMSB approach with our models, which can
extend MMSB to dynamic social networks observed in continuous time. In practice,
many applications may require analyzing social networks that consist of hundreds or
thousands of nodes. We want to improve the efficiency and scalability of our inference
algorithm, by introducing distributed learning and online learning techniques.
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Appendix
A Likelihood of point process
In Section 1.3, the likelihood function of a point process is given in (1.3). Here,
we give the detailed derivation of the likelihood function, where the observed events
are {tm}Mm=1 and the parameter set is Θ.
L(Θ, {tm}Mm=1) = Pr(t1, t2, ..., tM) =
M∏
m=1





Pr(t|H(t)) is a conditional density function and we denote it as f ∗(t) for t > 0.
Denoting its corresponding cumulative distribution function as F ∗(t), then we can
derive that the intensity function has an equivalent form, which is commonly used in















Pr(an event happened in [t, t+ ∆t)|H(t))










log (1− F ∗(t))
Integrate the both sides from tm−1 to any time t ∈ [tm−1, tm) for all m = 1, ...,M ,
then ˆ t
tm−1
λ(s)ds = − log (1− F ∗(t)).
Thus, we have,
































B Interpolation for the latent Markov process
In the inference procedure for the MMHP, one last step is to infer the whole
trajectory of the latent Markov process, given the most likely sequence of hidden
states corresponding to the observed events, zˆ1:M and the inferred parameter set
Θˆ. We maximize the likelihood function of the given information and to estimated
the changing point of latent state process, with the assumption that there is only
one change point between two different states. With interest of the latent process
between time tm−1 and tm, we will discuss two scenarios: (i) zˆm−1 = 0, zˆm = 1; (ii)
zˆm−1 = 1, zˆm = 0. We want to find the change time δ + tm−1 that can maximize the
likelihood as a function of δ, i.e., L(δ), where δ ∈ [0,∆tm].
(i) zˆm−1 = 0, zˆm = 1.
L(δ) = q0 exp (−q0δ) exp (−q1(∆m − δ))λ1(tm|H(tm))




Here λ1(u|H(u)) for u ∈ [tm−1 + δ, tm] is




For convenience, denote A := α
β
∑m−1
k=1 exp(βtk). We obtain the log-likelihood as a
function of δ and a constant C, which is not dependent on δ.
logL(δ) = (q1 − q0 + λ1 − λ0)δ − A exp (−β(tm−1 + δ))
d logL(δ)
dδ
= q1 − q0 + λ1 − λ0 + Aβ exp (−β(tm−1 + δ))
d2 logL(δ)
dδ2
= −Aβ2 exp (−β(tm−1 + δ)) ≤ 0
Notice that the log-likelihood is a concave function of δ. Hence, the δ∗ that




0, when q0 − q1 + λ0 + λ1 > 0 and




∆tm, when q0 − q1 + λ0 + λ1 < 0 or
q0 − q1 + λ0 + λ1 > 0, tm + 1β log ( q0−q1+λ0+λ1Aβ ) ≤ 0,
−tm−1 − 1β log ( q0−q1+λ0+λ1Aβ ), otherwise.
(ii) zˆm−1 = 1, zˆm = 0.
Similarly, we have the likelihood,
L(δ) = q1 exp (−q1δ) exp (−q0(∆m − δ))λ0




The log-likelihood function is convex in δ in this condition
logL(δ) = (q0 − q1 + λ0 + λ1)δ + A exp (−β(tm−1 + δ))
d logL(δ)
dδ
= q0 − q1 + λ0 + λ1 − Aβ exp (−β(tm−1 + δ))
d2 logL(δ)
dδ2
= Aβ2 exp (−β(tm−1 + δ)) ≤ 0
We derive the δ∗ that maximized the log-likelihood function,
δ∗ =

0, when q0 − q1 + λ0 + λ1 < 0 or
q0 − q1 + λ0 + λ1 > 0, tm + 1β log ( q0−q1+λ0+λ1Aβ ) ≤ 0,
∆tm, when q0 − q1 + λ0 + λ1 > 0 and





C Simulation of a MMHP
Algorithm .1 Simulating a MMHP up to time T .
Inputs:
Θ (parameters), T (termination time), z0 (initial state).
Initialize:
z∗ ← z0 // current latent state
tz ← 0 // latest change time for latent process
te ← 0 // lastest event time
te ← 0 // candidate time for Hawkes simulation
T ← ∅ // Event times
Simulation:
while tz < T do
Generate ∆tz ∼ Exp(qz∗)
tz ← tz + ∆tz
if z∗ = 0, then
while te < tz do
Generate ∆te ∼ Exp(λ0)
te ← te + ∆te
T ← T ⋃{te}
if z∗ = 1, then
while te < tz do
Set λ∗ = λ1(te) = λ0 + α
∑
tm∈T exp (−β(te − tm))
Generate u ∼ Uniform(0, 1)
s← te − log u/λ∗
Generate D ∼ Uniform(0, 1)
if Dλ∗ ≤ λ1(s) then
te ← s
T ← T ⋃{te}
Outputs:
Event times of the simulated MMHP T .
