Introduction
Davis Technologies; Alachua, FL). In all animals, frequency-intensity receptive fields were 168 generated for sites spanning A1, A2 and AAF, in order to generate a map of tonotopic 169 organization ( Figure 2A ; Merzenich et al., 1975; Knight, 1977; Reale and Imig, 1980) . This was 170 used to determine the borders of A1 to guide accurate placement of the A1 cryoloop. No cortical 171 deactivation was induced during cortical mapping procedures.
172
Following this, an appropriately sized and shaped cooling loop was selected for 173 placement within the boundaries of A1 ( Figure 2B ). In general, A1 cryoloops were placed over 174 the mid-to low-frequency representations (i.e. below ~20 kHz isofrequency band) in order to 175 ensure that cooling deactivation did not spread past the high-frequency reversal demarcating the 176 A1/AAF border ( Figure 2B ; see (Carrasco and Lomber, 2009a , 2009b , 2010 . The A1/DZ border 177 was not mapped, in order to avoid damaging potential recording sites in or near DZ. However, 178 the A1 loop was always placed as far ventral as the A1/A2 border demarcation would allow, so 179 as to avoid any direct cooling of tissue in DZ. The previously implanted PAF cryoloop and the 180 A1 cryoloop were then connected to Teflon tubing, and the cooling deactivation apparatus was 181 tested by pumping chilled methanol through the lumen of the tubing and loops according to 182 previously published methods (Lomber et al., 1999) . Thermal images of cortex were recorded 183 using an infrared camera (FLIR SC300; Portland, OR) during both A1 and PAF cooling in order 184 to confirm that the spread of cooling did not exceed ~1 mm from the cryoloop, in accordance 185 with previously published work (Figure 2C-E; Lomber et al., 1999) . Loop temperatures were 186 continuously monitored throughout all phases of cooling deactivation using a wireless 187 thermometer (UWTC-2; Omega, Stamford, CT), and were maintained at ~2-3°C. Previous work 188 has demonstrated that if the cryoloop is cooled to 3°C, the cortical temperature in layer VI falls 189 below 20°C, which results in the silencing of efferent signals emanating from all layers of the cooled region (Lomber et al., 1999; Carrasco and Lomber, 2009a , 2009b , 2010 . Additionally, in 191 two animals, mini-hypodermic probes (HYP-O; Omega, Laval, Canada) were used to 192 corroborate temperature measures taken at the cortical surface using the infrared camera, as well 193 as to ascertain that the tissue temperature recorded below the surface of cortex corresponded to 194 previously published work, both within the vicinity of the cryoloop, as well as outside of it 195 (Lomber et al., 1999; Carrasco and Lomber, 2009a , 2009b , 2010 . In all cases, temperature 196 measures in the current study were in line with previously published work.
197
Following A1 loop placement and testing, electrodes were lowered ~1,200 µm 198 orthogonal to the exposed surface of DZ targeting granular layers. However, the depth of the 199 penetration was adjusted to optimize the strength of the response across all four shanks.
200
Multiunit neuronal responses were recorded across five phases of cortical deactivation: 1) while 201 cortex was warm, 2) while A1 alone was cooled, 3) while A1 and PAF were cooled in concert, 4) between successive penetrations, so as to control for any effect of cooling order (i.e. A1 was 210 cooled first in some penetrations, while PAF was cooled first in others). However, for ease of 211 interpretation, the data in the current study is always presented in alphabetical cooling order, 212 even though this was not necessarily the order in which cooling occurred for every penetration.
213
number of spikes per second within a given PSTH. Peak response latency refers to the amount of 236 time (in milliseconds) elapsed between stimulus onset and the peak response. Peak response 237 onsets and offsets were defined as the first and last responses greater than the mean spontaneous 238 rate plus 20% of the peak firing rate (Sutter and Schreiner, 1991) . These measures were 239 manually inspected with respect to the histogram, and in all cases appeared to result in correct 240 detection of the onset and offset of the response as displayed on the PSTH. Response duration 241 was calculated by subtracting the onset of the response from the offset of the response (i.e. the 242 duration of the response at stimulus onset). It should be noted that in some cases, a response was 243 also present at the offset of the stimulus. The measures calculated above were restricted to the 244 peak response after the onset of the stimulus and were not applied to the offset responses that 245 were present in a minority of units. Noise RIFs were constructed by computing the average firing 246 rate over the first 50 ms for each sound intensity level. Monotonicity ratios were calculated by 247 dividing the peak response in spikes/second at the highest sound level (80 dB SPL) by the 248 maximum observed response at any sound level (Sutter and Schreiner, 1991; Stecker et al., 249 2005). Monotonicity ratios between 0.9 and 1 were classified as monotonic, as visual inspection 250 of the data showed either a saturating response at the highest sound levels presented, or a clear 251 monotonic increase in response as sound level increased. Monotonicity ratios below 0.9 were 252 classified as non-monotonic and always showed a clear peak at sound levels below 80 dB SPL.
253
Frequency receptive fields were generated by computing the mean firing rate during the first 50 254 ms post-stimulus onset over five repetitions of each frequency-intensity combination. The 255 receptive field matrix was then smoothed using a 2-dimensional Savitzky-Golay filter. An together.
314
Analyses of the changes in firing rate at individual sites were also conducted to determine 315 if a statistical difference at the group level was mediated by a subset of recording sites or across 316 all units in the population ( Figure 4A ). The same conventions used by Carrasco and Lomber
317
(2010) were adopted in the present study: a reduction greater than two-thirds of the original 318 firing rate was termed a large reduction, whereas a reduction of less than one-third of the original 319 firing rate was classified as a small reduction. Anything in between (33-66% reduction) was 320 regarded as moderate. When A1 was cooled either alone or in combination with PAF, the vast 321 majority of sites (>75%) experienced either a strong or moderate reduction in firing rate (e.g.
322 Figure 4B ). However, a small proportion of units either showed little reduction (e.g. Figure 4C ) 323 or actually experienced an increase in firing rate while A1 was cooled (e.g. Figure 4D ). either alone, or in concert with PAF ( Figure 5A ; p < 0.01 for all sound intensity levels 335 measured). Conversely, when PAF alone was deactivated, firing rates were only suppressed at 336 sound levels greater than 50 dB SPL (p < 0.05 for all comparisons). In no case did the warm 337 condition significantly differ from the rewarm condition (p = 1.00 for all comparisons), and there 338 were no differences between response rates at any of the sound levels when A1 was cooled alone 339 versus in concert with PAF (p = 1.00 for all). Monotonicity was evaluated and 90/105 (85.7%) of 340 neurons in DZ were found to be monotonic (defined as having a monotonicity ratio greater than 341 0.9; Figure 5B ). The remainder of units were classified as non-monotonic (having monotonicity 342 ratios of less than 0.9; Figure 5C ). These numbers correspond very closely to those reported in Figure 8 ). Of the multi-peaked tuning curves, 7/25 had three 377 peaks while the remaining 18/25 had two. Where multipeaked tuning curves were recorded, it 378 was noted that the peaks tended to cluster in a space of less than one octave in agreement with bandwidth at several intensities above threshold, however, very few sites remain ( Figure 9C ),
399
making it difficult to draw a conclusion. Thus, it is not possible to conclude whether reductions 400 in absolute bandwidth are due to elevated receptive field thresholds or reflect a sharpening of the 401 tuning curve.
402
Receptive field properties were also subjected to analysis at the level of individual units.
403
When A1 was cooled either alone or in concert with PAF, ~70% of units showed an increase in 404 threshold greater than 10 dB SPL ( Figure 10A ). PAF deactivation alone also resulted in an 
542
These results suggest that the contributions of inputs from both A1 and PAF provide of auditory cortex, and may be particularly informative for higher-order fields such as DZ.
Overall, the present study is the first to demonstrate dissociable effects of the removal of 552 auditory inputs from multiple levels of the auditory cortical hierarchy on a higher-order region.
553
These results additionally support previous anatomically-based hierarchical models involving 554 both serial and parallel processing in auditory cortex (Rouiller et al., 1991; Lee and Winer, 555 2011). While A1 is a significant source of auditory information, particularly for fields in the
556
"where" pathway, A1 does not form a bottleneck for entry of auditory information to cortex in 557 the same way that V1 appears to for the visual system (Girard and Bullier, 1989; Girard et al., 558 1991).
559
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Carrasco for assistance with stimulation protocols during the early phases of the experiment. at which reversible deactivation of A1 and PAF were induced. C-E: Thermal images taken 666 while cortex was warm (C), during A1 deactivation (D), and during PAF deactivation (E).
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